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Actualmente una de las necesidades crecientes en los entornos residenciales, es la de instalar 
o incorporar redes de comunicación que den soporte a los usuarios en las tareas cotidianas. Tales  
tareas incluyen desde la gestión de la vivienda (accesos, alarmas, iluminación, calefacción, 
etc…), hasta las actividades que desarrollan los usuarios en el hogar (tareas domésticas, ocio, 
etc…). Hasta la fecha, este tipo de redes se han implementado con diferentes estándares de 
sistemas integrales domóticos. Uno de ellos, es el sistema Lonworks desarrollado por la 
compañía Echelon. Sin embargo, Internet y el desarrollo, en general, de las comunicaciones, 
hacen  bastante previsible que en el futuro las redes residenciales se extiendan a otras 
aplicaciones con más proyección de mercado, relacionado con la atención médica a personas con 
diferentes grados de dependencia y la personalización de espacios en el hogar. A este último 
concepto se le denomina computación ubicua (ambient intelligence). Este documento introduce 
al lector a las redes domóticas. Mediante un ejemplo práctico, se explica como realizar y 
configurar una red sencilla de un único nodo mediante el sistema de Lonworks. Esto servirá al 
mismo tiempo, para hacer una breve reflexión sobre la capacidad de este sistema para albergar 
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Capítulo 1  
Introducción 
Domótica proviene de la unión de las palabras domus (que significa casa en latín) y 
robótica (robota, esclavo en checo). Entendemos por domótica un conjunto de dispositivos, 
que trabajando coordinados son capaces de automatizar un entorno, gestionándolo 
energéticamente y proporcionando comunicación mediante redes, ya sean inalámbricas o con 
cable. Por ello podríamos decir que un sistema domótico es la integración de las tecnologías 
de comunicación a un entorno residencial. La idea estándar de un sistema domótico, es una red 
de comunicaciones que permite la interconexión de una serie de sensores que obtienen datos 
sobre el entorno, los transmiten a una unidad central inteligente que los procesa y controla los 
actuadores que también están conectados a la red.  
El objetivo general que persigue la domótica, es el de hacer que los recursos del entorno 
habitable adquiera un carácter funcional determinado acorde con los residentes y que, además, 
dicha función tenga un carácter flexible. En el sentido de que el funcionamiento de los recursos 
se adapte a las necesidades de los residentes. Actualmente, las necesidades que cubre la 
domótica tienen que ver con el ahorro energético, el reciclaje o pre-reciclaje de materiales, el 
impacto medioambiental y la seguridad integral (la ayuda al discapacitado). Las aplicaciones 
que existen actualmente en el mercado se encuentran encaminadas principalmente a la 
asistencia o tele-asistencia al discapacitado, sin embargo no se ocupan de la adaptación o 
personalización de espacios.  
1.1 Estado del Arte 
Podría considerarse una red cuando al menos dos dispositivos se conectan mediante 
cualquier sistema con el objetivo de comunicarse y compartir recursos. Inicialmente, el 
desarrollo de redes sucedió con desorden en muchos sentidos. A principios de la década de los 
80 se produjo un enorme crecimiento en la cantidad y el tamaño de las redes. A medida que las 
empresas tomaron conciencia de las ventajas de usar tecnología de redes, las redes se 
agregaban o expandían a casi la misma velocidad a la que se introducían las nuevas tecnologías 
de red. 
Para mediados de la década de los 80, estas empresas comenzaron a sufrir las 
consecuencias de la rápida expansión. De la misma forma en que las personas que no hablan un 
mismo idioma tienen dificultades para comunicarse, las redes que utilizaban diferentes 
especificaciones e implementaciones tenían dificultades para intercambiar información. El 
mismo problema surgía con las empresas que desarrollaban tecnologías de redes privadas o 
propietarias. "Propietario" significa que una sola empresa o un pequeño grupo de empresas 
controlan todo uso de la tecnología. Las tecnologías de redes que respetaban reglas propietarias 
en forma estricta no podían comunicarse con tecnologías que usaban reglas propietarias 
diferentes. 
Para enfrentar el problema de incompatibilidad de redes, la Organización Internacional 
para la Estandarización (ISO) investigó modelos de redes como la red de Digital Equipment 
Corporation (DECnet), la Arquitectura de Sistemas de Red (SNA) y TCP/IP a fin de encontrar 
un conjunto de reglas aplicables de forma general a todas las redes. Con base en esta 
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investigación, la ISO desarrolló un modelo de red que ayuda a los fabricantes a crear redes que 
sean compatibles con otras redes. 
Siguiendo el esquema de este modelo (tabla 1.1) se crearon numerosos protocolos, por 
ejemplo X.25, que durante muchos años ocuparon el centro de la escena de las 
comunicaciones. El advenimiento de protocolos más flexibles donde las capas no están tan 
marcadas y la correspondencia con los niveles no era tan clara puso a este esquema en un 
segundo plano. Sin embargo sigue siendo muy usado en la enseñanza como una manera de 
mostrar como puede estructurarse una "pila" de protocolos de comunicaciones. 
El modelo en sí mismo no puede ser considerado una arquitectura, ya que no especifica 
el protocolo que debe ser usado en cada capa, sino que suele hablarse de modelo de referencia. 
Este modelo está dividido en siete capas (tal como se muestra en la tabla 1.1) 
Tecnologías y protocolos de red (modelo OSI) 
Nivel de aplicación DNS, FTP, HTTP, IMAP, IRC, NFS, NNTP, NTP,  POP3, SMB/CIFS, SMTP, SNMP, SSH, Telnet, SIP 
Nivel de presentación ASN.1, MIME, SSL/TLS, XML 
Nivel de sesión NetBIOS, Session Description Protocol 
Nivel de transporte SCTP, SPX, TCP, UDP 
Nivel de red AppleTalk, IP, IPX, NetBEUI, X.25 
Nivel de enlace 
ATM, Ethernet, Frame Relay, HDLC, 
PPP, Token Ring, Wi-Fi, STP 
Nivel físico 
Cable coaxial, Cable de fibra óptica, 
 Cable de par trenzado, Microondas, Radio, RS-232 
Tabla 1.1.- Modelo de referéncia OSI 
Actualmente, Internet conecta prácticamente todos los ordenadores del mundo, esto implica 
un gran avance de las tecnologías de red y por consiguiente del protocolo TCP/IP. A esto hay 
que añadir el gran número de dispositivos portátiles que se comunican mediante protocolos 
inalámbricos (Wi-Fi, Bluetooth, ZigBee, IRDA,…). Por todo esto, el campo de las tecnologías 
de red está teniendo un gran desarrollo, tanto en medios físicos de transmisión como en 
protocolos de transmisión de datos. Esto afecta de manera directa al campo de las redes 
residenciales, entendidas como aquellas que implican una interacción con el hogar y con las 
personas que en él habitan.  
En la actualidad, dentro del marco de las redes residenciales, están aumentando las 
necesidades en distintos ámbitos, como en el del ocio, el médico,  en seguridad, control, 
monitorización, confortabilidad…, por lo tanto, las exigencias hacia este tipo de redes son cada 
vez mayores. Esto provoca algunos problemas que deben ser resueltos a la vez: los requisitos 
de grandes anchos de banda, de gran capacidad de almacenamiento y la capacidad de 
administrar grandes cantidades de datos. Y esos complejos requisitos deben ser manipulados de 
una forma que los usuarios no técnicos puedan utilizar. Esto lleva a introducir el concepto de 
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Computación Ubícua, se entiende por Computación Ubícua (ubicom) la integración de la 
informática en el entorno de la persona, de forma que los ordenadores no se perciban como 
objetos diferenciados. Esta disciplina se conoce en inglés por otros términos como pervasive 
computing, calm technology, things that think y everyware. Desde hace unos años también se 
denomina inteligencia ambiental (Ambient inteligence). Tienen como objetivo insertar 
dispositivos inteligentes tanto en el entorno como en aparatos de uso diario para que las 
personas puedan interactuar con ellos de una manera natural y desinhibida en todo tipo de 
situaciones y circunstancias.  
Las características que una red debe cumplir, para poder ser considerada ubicua son las 
siguientes: Interoperabilidad, Coste Asequible, Integrabilidad, Eficiencia energética, 
Reconfigurabilidad, Tiempo de respuesta adecuado, Interactivo vs. Reactivo, Ubicuidad, 
Tranportabilidad, Movilidad, No Peligrosidad, Confiabilidad, Escalabilidad, Seguridad. Si 
bien es cierto que hay caracteristicas más importantes que otras, el objetivo deberia ser 
cumplirlas todas.  Las empresas actuales que tienen en la domotica su campo de trabajo y 
desarrollo, aun no disponen de la tecnologia ni el desrrollo sufientes para generar entornos de 
ambient intelligence. Por ello otra de las tendecias es que varias empresas dedicadas al campo 
de la electronica de consumo, de productos informáticos o dedicados a la domótica se asocian 
para crear una plataforma que pueda proporcionar estas características, un ejemplo de esto 
seria CORBA, HAVI o SOAP/WS. 
Por todo lo explicado anteriormente, se puede llegar a la conclusión que no hay sistema 
físico o producto que reuna todas las características de ubicuidad que se le podrian exigir a las 
pasarelas residenciales para este tipo de aplicaciones. Además, las especificaciones de los 
estándares solo hacen referencia a las características de los elementos que utilizan, pero no a 
cuales son los requisitos mínimos que se han de dar para que estos sistemas puedan llevar a 
cabo funciones de computación ubícua. 
1.2 Objetivos 
En el presente trabajo se pretende evaluar a modo general la capacidad que tiene el estándar 
de Lonworks para albergar aplicaciones de índole de computación ubícua. Para poder hacerlo, 
se ha implemetado y creado una red punto a punto, controlando elementos que pueden 
encontrase en cualquier red residencial como pueden ser: encoder, sensor de temperatura, leds 
y pulsadores. 
Por consiguiente en el capitulo siguiente se hará una aproximación a las redes domóticas y 
a sus conceptos asi como a los de computación ubícua, tambien se verán las redes y estándares 
principales existentes, para acabar centrandose en el estándar de Lonworks y sus principales 
características. En el capitulo 3 se explicará como generar una red de Lonworks, como 
configurar los elementos y como programarlos. En el capitulo 4 se encuentran las 
explicaciones de la puesta en marcha de la red y la comprobación de su correcto 
funcionamiento. En el capitulo 5 se encuentran las conclusiones sacadas del proyecto asi como 
propuestas para futuras líneas de trabajo. Por último en el Anexo se encuentran loas 
configuraciones y el código de todos los elementos integrantes de la red. 




Plataformas de comunicación residenciales 
El desarrollo de aplicaciones domóticas y de computación ubicua, se encuentra sujeto a la 
existencia de una plataforma de comunicaciones que de la posibilidad de comunicación a los 
dispositivos integrantes de la red. Por ello, es necesario que estas plataformas cumplan una 
serie de servicios, según [1] serian las siguientes: 
• Servicio de gestión energética. Que permita controlar los picos y caídas de consumo si 
como permitir una medición y gestión remota de los recursos energéticos del hogar. 
• Servicio de seguridad. Permitir controlar y monitorizar los elementos y dispositivos de 
seguridad del hogar. 
• Servicio de automatización de las tareas del hogar. Para integrar y gestionar los 
dispositivos de entretenimiento y otros electrodomésticos. 
• Servicios asistencia sanitaria.  
• Plataformas para poder comunicar la red del hogar con el exterior.  
Aunque visto desde el punto de vista de los atributos que el usuario puede  pedirle a una red 
Domótica o de computación ubicua, o a los dispositivos que ella la integran. Estos requisitos 
serian según [2], interoperabilidad, coste asequible integrabilidad, eficiencia energética, tiempo 
de vida consistente, programabilidad, reconfigurabilidad, personalizabilidad, actualizabilidad, 
testabilidad, reusabilidad, tiempo de respuesta adecuado, interactibilidad/reactibilidad, 
ubicuidad, transportabilidad, conectividad, movilidad, escalabilidad, no peligrosidad y 
confiablidad. Si bien, no es necesario que la red o dispositivo tenga que contar con todos estos 
atributos es importante que, las instalaciones domóticas o ubicuas, tiendan a cumplirlos en su 
totalidad. 
• Interoperabilidad.- La capacidad de la red de interconectar dispositivos heterogéneos. 
Esto se facilita, teniendo un protocolo de comunicaciones común. 
• Coste Asequible.- El desembolso necesario para la creación e instalación de la red. 
• Integrabilidad.- La capacidad que tiene la red para interconectar dispositivos diferentes 
con distintos protocolos. 
• Eficiencia energética.- El consumo de la red y de los dispositivos a ella conectados ha 
de ser el mínimo, haciendo posible que estos último si fuese necesario pudiesen 
permanecer desconectados de la red energética, usando baterías. 
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• Reconfigurabilidad.- Capacidad de la red y los dispositivos para adaptarse a los 
cambios producidos en ella, ya sean de arquitectura o de inclusión de nuevos 
dispositivos. Según [2], se podrían establecer 3 categorías: 
o Programables.-Se puede ajustar el sistema ante determinados eventos, haciendo 
que el sistema reaccione de manera optima ante ellos. 
o Reconfigurables.- En ellos es posible reconfigurar completamente el sistema, 
añadiendo protocolos y periféricos o modificando la arquitectura 
o Personalizables.- Son aquellos que orientas su capacidad de programación y 
reconfiguración a las capacidades del usuario, dependiendo en gran medida de 
el. Requiere un cuidadoso diseño de la interfaz con el usuario. 
• Tiempo de respuesta adecuado.- Que la red y los dispositivos reaccionen a los eventos 
en un tiempo aceptable. 
• Interactivo vs. Reactivo.- Característica en la cual la red reacciona a los eventos o 
consulta con los dispositivos de manera interactiva, pudiendo adecuar sus acciones en 
función de estos.  
• Ubicuidad, Tranportabilidad, Movilidad.- Capacidad de los dispositivos para ser 
móviles y por tanto desplazables, haciendo la red mas ubicua. 
• No Peligrosidad.- Para que un sistema goce de esta característica debe tener una 
tolerancia a los fallos, debe poder implementar los servicios críticos de manera sencilla, 
debe poder validar los datos leídos por los sensores así como una segmentación en 
subredes. 
• Confiabilidad (dependability).- Esto implica que sea un sistema fiable, para ello debe 
poseer alguna estrategia de detección de fallos, detecta y corrige la acción de elementos 
espúreos y minimiza la necesidad de intermediarios. 
• Escalabilidad.- Indica su habilidad para, o bien manejar el crecimiento continuo de 
trabajo de manera fluida, o bien para estar preparado para hacerse más grande sin 
perder calidad en los servicios ofrecidos. En general, también se podría definir como la 
capacidad del sistema de cambiar su tamaño o configuración para adaptarse a las 
circunstancias cambiantes. 
• Seguridad.- Si la red se conecta a Internet, es necesario que disponga de las 
herramientas necesarias para que, los intrusos malintencionados, no puedan conectarse 
a la red. Por ello serian necesarios: firewalls, control de los equipos inalámbricos que 
pueden conectarse a la red, algún sistema de antivirus y spyware.  
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2.1 Estandares, Plataformas y Arquitecturas domóticas existentes 
Dada la enorme heterogeneidad de la domótica actual, resulta muy complicado establecer 
una clasificación de las tecnologías aplicables al entorno del hogar. Si bien, en este apartado se 
intentará realizar una aproximación a los principales redes y estándares domóticos existentes 
en el mercado. 
Primeramente se realizara una aproximación a los principales estándares de comunicación 
existentes en el mercado.  
• X10.- Se puede considerar la tecnología Domótica mas extendida mundialmente. 
Actualmente es la solución más barata para automatizar un entorno de forma rápida 
y sencilla, ya que precisa de una instalación mínima. Utiliza corrientes portadoras 
superpuestas a la red eléctrica (tecnología Power Line Carrier, PLC), y un 
protocolo muy poco eficiente y con una tasa de transferencia muy reducida. Puesto 
que X10 utiliza el cableado de la red eléctrica, puede ser implementado con 
diferentes topologías: Bus, Anillo, Estrella, Árbol, etc. 
• EIB: European Installation Bus.- Es un sistema de control distribuido, orientado al 
control de edificios y hogares, desarrollado por EIB Association. EIB ofrece amplia 
variedad de componentes y dispositivos, pudiendo utilizar par trenzado o red 
eléctrica. Este tipo de redes puede incorporar hasta 65.535 dispositivos, y a pesar de 
ser una arquitectura distribuida, permite un control centralizado desde un 
Apllication Controller. La especificación esta especialmente optimizada para 
aplicaciones de control. 
• CEBus y Home Plug & Play.- Es una especificación promovida por el CEBus 
Industry Council. Inicialmente esta especificación se basaba en un protocolo de 
comunicaciones a través de la red eléctrica, sin embargo, actualmente incorpora una 
capa de adaptación a otros protocolos, como Firewire. CEBus permite 
comunicación de dispositivos utilizando una red descentralizada, pudiendo existir 
un controlador centralizado si fuera necesario. 
• Firewire (IEEE 1394).- Fue introducido por Apple Computers. A diferencia de 
otras tecnologías, esta especificación fue diseñada para soportar dispositivos con 
grandes requerimientos de ancho de banda, como los dispositivos de video digital o 
almacenamiento masivo. Se trata de un bus serie con soporto de tres velocidades de 
transmisión: 100Mbps, 200Mbps y 400Mbps (la última revisión soporta 
velocidades de 1600Mbps y 3200Mbps). Este estándar especifica desde l nivel 
físico, pero no implemente los niveles superiores del modelo de referencia OSI, lo 
que obliga a complementarlo con otras especificaciones. 
Acto seguido, se realizará un acercamiento a las principales arquitecturas de objetos 
distribuidos con aplicación domótica: 
• CORBA.- Common Object Request Broker Architecture es el nombre de una de las 
arquitecturas de objetos distribuidos para entornos heterogéneos más madura de la 
actualidad. Su definición corresponde a un consorcio de más de 800 empresas e 
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instituciones llamado Object Mannagament Group. La arquitectura Corba esta 
enfocada a facilitar la integración de sistemas nuevos y viejos de múltiples 
fabricantes proporcionando un mecanismo estándar para interactuar entre ellos. 
• DCOM.- Distributed Component Object Model es la versión distribuida del modelo 
de componentes COM, desarrollado por Microsoft para la programación de 
aplicaciones complejas en el entorno de Microsoft Windows. COM tiene sus raíces 
en OLE1, tecnología desarrollada también por Microsoft. COM define una interfaz 
de programación (API) para la creación de componentes que van a usarse en la 
construcción de aplicaciones, para que la interacción entre dispositivos sea posible 
los componentes deben adoptar un estructura binaria especificada por Microsoft 
• Jini.- Java Intelligent Network Infrastucture es una arquitectura para sistemas 
distribuidos basados en Java. Jini considera la incorporación a la red de dispositivos 
empotrados móviles, y por tanto permite la adición y desactivación de servicios de 
manera muy sensible. Jini extiende un entorno de aplicaciones Java para sustituir el 
modelo de una única máquina virtual a una red de máquinas virtuales que 
interaccionan. 
• SOAP/WS.- Simple Object Access Protocol  es un protocolo de comunicación entre 
aplicaciones, definido por el W3 Consortium, que utiliza XML como formato de 
presentación externa. Aunque en principio es independiente del protocolo de 
transporte, la especificación describe el uso de HTTP y SMTP para transportar los 
mensajes SOAP.  
Un modelo Domótica necesita de mecanismos con un nivel de abstracción mucho mayor, 
de manera que sea posible implementar servicios independientes de la tecnología de los 
dispositivos, con cierto grado de inteligencia percepción o evolutivos. En este apartado se hace 
una aproximación a los estándares domóticos mas extendidos en el mercado: 
• Open Systems Gateway Initiative: OSGi.- OSGi es fruto de la unión de más de 80 
empresas relacionadas con los servicios domóticos. Esta basado en Jini, por lo 
tanto, OSGi hereda la mayoría de las características y servicios de Jini y, 
adicionalmente, proporciona interfaces de programación y componentes para 
facilitar la gestión remota de servicios. OSGi asume un modelo de racimo de 
proxies ejecutándose sobre un ordenador, que actúa de interface centralizado con 
las redes de control del hogar. Este ordenador es lo que se conoce como pasarela 
residencial. 
• Universal Plug&Play: UPnP.- Es una arquitectura para la conexión de aparatos 
eléctricos, dispositivos inalámbricos, pc’s, etc. de una forma sencilla, aprovechando 
la pila de protocolos TCP/IP y las tecnologías Web. Esta diseñado para no necesitar 
configuración de ningún tipo, y permitir el descubrimiento automático de cualquier 
tipo de dispositivo conectado. 
• Home Audio/video Interoperability: HAVi.- Proporciona un estándar para 
interoperabilidad de equipos de audio y video digital conectados mediante una red 
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Firewire. Es una iniciativa de ocho fabricantes de electrónica de consumo: Grundig, 
Hitachi, Panasonic, Philiphs, Sharp, Thompson, Sony y Toshiba. 
• Aladdin.- Es una infraestructura desarrollada por Microsoft sobre la plataforma 
DCOM. Aladdin utiliza dispositivos X10, con ligeras modificaciones en el 
hardware, y un conjunto de ordenadores que controla toda la instalación. 
• HINE.- Heterogeneous Inhouse Redes Environment es un proyecto de telefonía con 
el objetivo de explotar el concepto de pasarela residencial en una arquitectura 
orientada hacia un proveedor de servicios global. La pasarela residencial constituye 
el elemento de unión entre el operador de servicios domóticos y el usuario. A 
diferencia del resto de arquitecturas, esta propone una organización 
fundamentalmente centralizada en un dispositivo, la pasarela residencial. 
• . NFC (Near Field Comunication), es un protocolo de comunicación inalámbrico de 
corto alcance, este estándar fue creado por Sony, Philips y Nokia, esta destinado 
principalmente a dispositivos móviles (teléfonos, palm, pocket pc,…).   
 
Especificaciones y Estándares de red- Alianzas y Grupos de Trabajo. 
Standard Medio de 
comunicación Descripción 
OSIRIS rf Wireless 
Home Automation 
Residential Gateway and 
Nodes 
RF 
Nodos de todos los tipos que combinan su arquitectura de red para cubrir grandes áreas con tan solo 1mW de salida, todos ellos 
están identificados (como una red TCP/IP) y todos son emisores y receptores. El carácter abierto de su hardware y software hacen 
posible cualquier tipo de instalación. 
BatiBUS Club 
Internacional (BCI) Par trenzado 
Sensores de unión y actuadores para construir sistemas que controlen HVAC (Acondicionamiento), seguridad física y personal, 
acceso. Programada su convergencia con EIB y EHS.. 
Bluetooth RF 
Bluetooth es el nombre de guerra para unas especificaciones embebidas en un chipset de bajo coste, uniones cortas entre PC,s 
móviles, teléfonos móviles, y otros dispositivos portables. El Grupo de Trabajo de Bluetooth esta compuesto por empresas lideres 
en la industria de las telecomunicaciones y del sector de las T.I. que están apostando fuerte para llevar al mercado desarrollos con 
esta nueva tecnología. Orientado al entorno de las PAN (Personal Area Network), no es adecuada para "Home Automation". 
CEBus (Consumer 
Electronic Bus) Todos 
El Standard CEBus (EIA-600) es un protocolo desarrollado por la Asociación de Industrias Electrónicas (EIA) para hacer posible la 
interconexión y comunicación entre dispositivos electrónicos en el hogar. 
EIA-776 Par trenzado CEBus / EIB Router Communications Standard. 
EIB (European 
Installation Bus) Par trenzado 
Sensores y actuadores para construir sistemas que controlen HVAC (Acondicionamiento), seguridad física y personal, acceso. 
Programada su convergencia con EHS y BatiBus. 
EHS (European Home 
System) Todos 
Una colaboración entre industrias y gobiernos Europeos sobre Domótica. Entre alguna de sus misiones la EHSA tiene el objetivo de 
la armonización y estandarización en Europa de un BUS común (EHS). Programado su convergencia con EIB y BatiBus. 
HAVI (Home Audio 
Visual Interoperatibility) IEEE 1394 
HAVi es un estándar que asegurara la interoperabilidad entre dispositivos de Audio digital y dispositivos de Video de diferentes 
fabricantes que podrán conectarse entre ellos formando una red en el hogar del consumidor. Liderado por industrias punteras en el 
sector del Audio/Video. 
HBS (Home Bus System) Coaxial/ Par Trenzado 
Un consorcio de compañías Japonesas soportado por agencias gubernamentales y asociaciones de negocio con el objetivo de 
especificar estándares de comunicación en dispositivos domóticos, además de asegurar vía pares trenzados y cables coaxiales la 
unión de estos con dispositivos telefónicos y audio/video. 
HES  Home Electronic System 
El Home Electronic System (HES) es un estándar bajo desarrollo de un grupo de trabajo dirigido por la ISO (International 
Organization for Standardization) y la IEC (International Electrotechnical Commission) de Ginebra, Suiza. Un primer objetivo de 
HES es especificar Hwd y soft con el que cualquier fabricante pudiera ofrecer una versión de producto que fuera operativa en varias 
redes distintas de automatización del hogar. 
HomeAPI  Todos 
El Grupo de Trabajo Home API esta dedicado a establecer las pautas con una especificación abierta que defina un set estándar de 
servicios de programación y API,s , que permitan el desarrollo de aplicaciones de software para monitorizar y controlar dispositivos 
domóticos. 
Home Plug and Play Todos Provee interoperabilidad entre productos con múltiples protocolos de transporte. Visto por el CEBus Industry Council. 
Home PNA (Home 
Phoneline Network 
Alliance) 
Línea de Teléfono 
El Home Phoneline Redes Alliance (HomePNA) es una asociación de industrias líderes trabajando conjuntamente en la adopción de 
una única y unificada red telefónica que a través del estándar sirva para rápidamente sacar al mercado soluciones compatibles de 
"redes". Haciendo uso de la RTB en cada uno de los hogares. 




La misión del grupo de trabajo HomeRF es hacer posible un amplio rango de productos electrónicos de consumo que operen entre 
si, estableciendo una especificación abierta para comunicaciones digitales de RF (sin licencia), para PC,s y productos electrónicos 
de consumo en cualquier sitio dentro y alrededor del hogar. 
JINI (The Jini 
Community) Todos 
La tecnología Jini provee de simples mecanismos que posibilitan a los dispositivos conectarlos en una red donde cada uno de ellos 
es capaz de aprovechar los servicios que el resto de dispositivos en la misma red son capaces de anunciar, sin previa planificación, 
ni intervención humana. 
OSGI (Open Service 
Gateway Initiative) Todos 
La especificación OSGi creará un estándar abierto entre una "gateway" de servicio que esta insertada entre la red exterior y las 
redes internas. 
UPnP (Universal Plug 
and Play) Todos 
El Universal Plug and Play Forum es un estándar de un grupo de industrias que promueven protocolos de red y protocolos de 
comunicación entre dispositivos. 
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HomePlug Líneas de corriente 30 compañías se unen para desarrollar un estándar de "Home Redes" por líneas de corriente. 
WiMAX Worldwide 
interoperability for 
Microwave Access Varios 
RF Corporación sin ánimo de lucro que agrupa a compañías promoviendo las " Metropolitan Area Networks”. Un buen futuro para pasarelas residenciales no monopolizadas por grandes compañías. 
Mobile Broadband 
Wireless Access MBWA 
Varios 
RF Grupo de trabajo que piensa en las redes metropolitanas optimizadas para su uso , ubicuo y móvil. 
Especificaciones y Estándares de red-propietarios 
Estándar Medio de 
comunicación Descripción 
HomeConnex Peracom 





Los PLC,s de Intellon y sus tecnologías de RF posibilitan comunicaciones de alta velocidad y extienden el uso de internet a 
productos individuales sin añadir nuevos cables. Incorpora tecnología CEBus. 
Lonworks Echelon Corp. Todos  Redes de control comerciales y para el hogar. Una red LonWorks es un grupo de dispositivos trabajando juntos para sensorizar, 
monitorizar, comunicar, y de algunas maneras controlar. Es muy parecido a lo que puede ser una LAN de PC,s. 
Shareware  RF 
ShareWave Digital Wireless es un conjunto de tecnologías que posibilitan conexiones sin cables digitales con capacidad de 
multimedia en tiempo real entre dispositivos en el hogar. Los sistemas construidos haciendo uso de ShareWave Digital Wireless 
son capaces de enviar y recibir, video en tiempo real, audio calidad CD, voz, datos, y entradas de usuario de forma inmediata. 
X-10  Líneas de 
corriente/RF 
El padre de los protocolos, a través de líneas de corriente facilita el control de dispositivos domóticos sin instalación en cualquier 
casa.  
Hometronic RF RF El primer sistema completo RF, su alta fiabilidad y la flexibilidad que ofrece el no tener que crear infraestructura cableada lo hace idóneo para su expansión (RAPHAEL PROTOCOL). 
NFC (Sony, Phillips, 
Nokia) RF Corto alcance  
NFC ( Near Field Communication ) es una asociación no lucrativa de la industria fundada por Nokia, Philips y Sony para avanzar 
en el uso de la comunicación inalámbrica de corto alcance entre la electrónica de consumo, dispositivos móviles y el PC. 
Domotium  Todas Empleo de un estándar abierto ( UPnP ) que garantiza la compatibilidad con productos de otros fabricantes y que cuenta entre sus 
asociados a empresas como SIEMENS, IBM, MICROSOFT, LG, SAMSUNG, etc... 
Tabla 2.1.- Algunos estándares existentes en el mercado 
Cada estándar y cada infraestructura tiene sus propias características y limitaciones tal y 
como se puede observar en la Tabla 1.1. [3], en el que se muestra de manera mucho mas 
reducidas las característica pero en la que aparecen mas asociaciones, estándares, plataformas y 
fabricantes. El hecho de que se haya escogido Lonworks se justifica por diversas razones. En 
primer lugar es un protocolo estándar con uno de los mayores ancho de banda (hasta 1,25 
Mbps), admite varios medios físicos de comunicación (‘Par trenzado’, ‘Power line’, ‘RF’, fibra 
óptica…), el lenguaje de programación de las aplicaciones está basado en el lenguaje ANSI C 
[4] (ampliamente extendido) y es compatible con infinidad de productos de otros fabricantes 
(Phillips, Siemens, etc) ya que además de tener su propio estándar domótico dispone de su 
propia asociación (Lonmark Internacional [5]) que verifica, valida y certifica productos que 
trabajan bajo dicho estándar.  
 
2.2 Lonworks 
Es un sistema abierto y descentralizado de administración para controlar redes de hogar, 
industriales, de edificios…. Esta red controla un grupo de dispositivos que trabajan punto a 
punto, para monitorizar y controlar las operaciones de red de sensores y actuadores, así como 
proporcionar una acceso total a los datos de red. Las redes de Lonworks utilizan el protocolo 
de Lonworks, basado en el estándar de control ANSI/EIA 709.1, para poder realizar esas 
tareas. En varios conceptos las redes de Lonworks se asemejan a una red de computadores tipo 
LAN.  
La mayoría de redes residenciales de control utilizan un sistema de redes cerradas que 
dependen de gateways que controlan esas subredes. Esos gateways son difíciles de mantener y 
instalar, y limitan la interación del ingeniero / instalador con la arquitectura del sistema. Las 
redes de Lonworks estan formadas por un sistema abierto y  distribuido en el cual la capacidad 
de manipulación y interacción con el sistema es mucho mayor. 
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Echelon dispone de alrededor de 80 productos para Lonworks, estos productos ofrecen 
multitud de posibilidades a la hora de generar una red. Estos productos van desde nodos y 
servidores de internet, hasta herramientas de software que facilitan el trabajo de configuracón y 
programación.  Un ejemplo de la arquitectura abierta que propone Lonworks puede verse en la 
figura 2.1. 
 
Figura 2.1.- Configuración de una red de Lonworks 
La red de control de Lonworks consiste en diversos dispositivos inteligentes que 
pueden comunicarse con los otros, utilzando un protocolo común, a través de uno o más 
canales. Estos dispositivos se les llama nodos. Cada dispositivo tiene más de un procesador que 
le proporciona la capacidad de comunicación con los otros dispositivos y el proceso de las 
acciones necesarias en cada momento. Además incorporan un transceiver que comunica al 
dispositivo con el canal físico de transmisión de datos. 
Las redes de Lonworks no son síncronas, por lo tanto es posible que varios dispositivos 
esten transmitiendo datos a la vez, esto se soluciona a través del protocolo de comunicaciones, 
que se encarga de marcar las prioridades, el formato de los mensajes asi como que acciones se 
deben realizar cuando un dispositivo envía un mensaje a otro.El camino entre diversos 
dispositivos, puede tener diferentes caracteristicas físicas, haciendo que el transceiver sea 
diferente en cada caso. Varios transceiver diferentes pueden comunicarse en un mismo canal. 
Por lo que los canales están categorizados por tipos, cada transceiver debe identificar el tipo de 
canal antes de enviar la infromación. La elección del tipo de canal afecta a la velocidad de 
transmisión y a la topología de red. Las dos grandes familias de transceivers para Lonworks 
serian las que transmiten en cable de par trenzado y las que transmiten en powerline (red 
eléctrica). 
Como se ha dicho anteriormente, el protocolo de Lonworks esta basado en una 
comunicación punto a punto, la información se intercambia a través de paquetes de datos y la 
comunicación esta distribuida en capas. Cubre las siete capas del modelo OSI, de esta manera 
se puede realizar un diseño más adecuado asi como un control más profundo de la red y de los 
dispositivos que estan integrados en ella.  
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Los dispositivos de Lonworks pueden comunicarse en diversos medios físicos de 
transmisión, como puede verse en la tabla 1.2 esto afecta  a la velocidad de transmisión de 
datos , a la topología de red, al número  máximo de dispositivos integrables en la red, y la 
distancia máxima entre nodos. 
  Tabla 2.2.- Tipos de canales y transceivers mas comunes en las redes Lonworks y sus características 
 El protocolo de Lonworks utiliza un único algoritmo de control de acceso (MAC), 
llamado protocolo CSMA, que hace que el canal saque el máximo provecho al ancho de banda, 
asi como minimiza las colisiones que se producen. Esto lo hace  utilizando un tiempo de espera 
arbitrario, de esta manera los dispositivos rara vez envian los mensajes en el mismo momento.  
2.2.1 Direccionamiento 
 El algoritmo de direccionamiento define que paquetes son enrutados desde el 
dispositivo de origen hasta uno o mas de uno de destino. Así, el mensaje puede ser 
direccionado a un dispositivos a varios dispositivos o a todos los dispositivos. Para poder 
direccionar los dispositivos Lonworks dispone de cuatro tipos de direcciones: 
• Dirección física: Cada nodo dispone de una ´nca dirección física de 48 bits llamada 
Neuron ID. Esta ID se asigna a cada nodo en el momento de fabricación. 
• Dirección de dispositivo: Lonworks asigna esta dirección cuando un dispositivo es 
instalado en una red determinada. Esta dirección consta a su vez de tres direcciones 
mas: dirección de dominio de subred y de nodo. De esta manera se pueden instalar 
hasta 32.385 dispositivos en un mismo dominio, ya que cada domino puede 
contener hasta 255 subredes y cada subred hasta 127 dispositivos. 
• Dirección de grupo: Un grupo es una colección de dispositivos (hasta 64) que no se 
encuetran integrados en un dominio. Este tipo de direccionamiento marca la 













topología libre o 
de bus.  
78 kbps FTT-10, FTT-10A, LPT-10 64 - 128 
500 m (topología libre) 
2200 m (topología de bus) 
TP/XF-1250 Par Trenzado, topología de bus 1.25 Mbps TP/XF-1250 64 125 m 
PL-20 Power Line 5,4 kbps PLT-20, PLT-21, PLT-22  
Dependiendo 
del entorno Dependiendo del entorno 
IP-10 Lonworks a través de IP Según la red Según la red Según la red Según la red 
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• Dirección de difusión (broadcast): identifica todos los dispositivos de una subred o 
todos los dispositivos que no pertenecn a un dominio. Este tipo de dispostitivos son 
la manera mas eficiente para comunicar un grupo de dispositivos. 
Cada paquete que transmite Lonworks tiene en el dos direcciones, la del dispositivo de origen 
(source address) y la del dispositivo de destino (destination address), además de contener la 
dirección física, la de dispositivo, la de grupo o la de difusión. De esta manera si se excede el 
número máximo de dispositivos por dominio o se desea separar un grupo de dispositivos 
porque no existe interoperación entre ellos, se pueden crear 2 o mas sistemas de Lonworks 
independientes que coexistan en un mismo canal físico. 
2.2.2 Mensajes de servicio 
Básicamente existen 3 tipos de mensajes de servicio de entrega. Esto permite la 
compensación entre la fiabilidad, eficiencia y seguridad, este tipo de mensajes son los 
siguientes: 
• Mensaje de reconocimiento (Acknowledged): proporciona reconocimiento por parte 
de los dos dispositivos, este menjade e reconocimiento es enviado a un grupo de 
dispositivos (hasta 64) y se espera respuesta de cada uno de ellos. Si no llega 
respuesta o el tiempo de espera expira el dispositivo que envia el mensaje vuelve a 
enviar la petición. 
• Mensaje de repetición: Es un mensaje que se envia de manera repetida a un 
dispositivo o a un grupo de ellos. Generalmente, se usa en el caso de que no se haya 
recibido varias veces la contestación al mensaje de reconocimiento, para no incurrir 
en retardo esperando repuesta. 
• Mensaje de no-reconocimiento (unacknowledged): Lo causa cada mensaje de 
reconocimiento a un dispositivo o grupo de dispositivos, no se espera ningún tipo 
de respuesta. 
• Servicio de autentificación: Permite al receptor de un mensaje que determina si el 
emisor de ese mensaje está autorizado a emitir ese mensaje. De esta manera se 
previenen accesos no autorizados a dispositivos. 
2.2.3 Variables de red 
El protocolo de Lonwork implementa el concepto de variables de red, esto simplifica el diseño 
de los programas que intercambian información con otros dispositivos. Una variable de red es, 
cualquier dato que la aplicación de un dispositivo espera enviar o recibir de otro/s dispositivo/s 
de la red. El programa aplicacion de un dispositivo no necesita saber nada donde se dirigen o 
cual es su destino. Cuando un dispositivo cambia el valor de una variable de red, esta 
simplemente adopta el nuevo valor en firmware del dispositivo, este en el momento de la 
instalación se configura de manera que conoce las direcciones de red de los otros dispositivos, 
simplificando la tarea de enviar datos a esos otros dispositivos. 
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Cada variable de red tiene un tipo que define las unidades, la escala y la estructura de 
los datos que contiene esa variable. Las variables de red tienen que ser del mismo tipo para 
poder ser conectadas, de esta manera se evitqan errores al conectar variables de diferente tipo. 
Para facilitar la tarea de generar variables de red, Lonworks proporciona un conjunto de 
variables estándar, denominadas tipos de variables estandar (SNVD). Además, estas variables 
de red puden necesitar de determinados parametros que especifiquen aun mas su uso, esto se 
consigue mediante los tipos estandar de variantes de configuración (SCPT). 
2.2.4 Neuron Chip 
Es la unidad central de proceso de los dispositivos de Lonworks, diseñado por Echelon. 
Proporciona todas las capacidades de proceso y de comunicación con la red. Esta formado por 
tres procesadores, que proporcionan la comunicación con los dispositivos, la comunicación con 
la red, y el control de las acciones realizada por la aplicación. De estos tres procesadores, dos 
se encargan del protocolo de Lonworks, y de controlar las entradas y salidas; y el otro se 
encarga del aplicativo del dispositivo, en la figura 2.2 se puede obsevar los componentes de un 
dispositivo Lonworks y su distribución. Actualmente, el Neuron Chip [6] lo fabrica Cypress, 
Semiconductor, Motorola y Toshiba. También incorpora dos tipos de memoria:  
• Memoria ROM: que contiene el sistema operativo, el protocolo de Lonworks, y las 
librería de las funciones de entradas y salidas 
• Memoria lectura/escritura (RAM, flash PROM, EEPROM): que es donde se almacena 
el programa aplicación de cada dispositivo 
En el momento de la fabricación, a cada Neuron chip se le asigna un codigo de 48 bits único 
denominado Neuron ID. Las aplicaciones se escriben en lenguaje Neuron C, un lenguaje muy 
similar al estandar ANSI C, añadiendo dos ampliaciones importantes: la inclusión  de la 
declaración when y 37 nuevos tipos de datos (35 objetos de entrada/salida y 2 timers). 
Figura 2.2.- Componenetes y distribución de un dispositivo de Lonworks. 
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Cada dispositivo de Lonworks contiene un transceiver, este proporciona la interfaz de 
comunicación física entre la red y el dispositivo. Dependiendo del tipo de transceiver 
dependeran las velocidades de transmisión y la topologia de la red. Dispositivos con diferente 
transceiver pueden intercomunicarse entre ellos, si tienen distintos tipos de transmisión física 
será necesario un router para poder realizar el cambio de medio físico. Si tuviesen el mismo 
medio físico de transmisión podrian intercomunicarse aunque la velocidad de transmisión 
dependeria del dispositivo mas lento, también dependeria la topologia del transceiver mas 
restrictivo. 
2.2.5 Herramientas para generar una red con Lonworks 
Para configurar la red y realizar las aplicaciones de nodo, Lonworks proporciona diversas 
herramientas informáticas por las que hay que pagar una licencia.  Para diseñar la red y realizar 
la configuración (topología, velocidad de comunicación, etc) hay que utilizar el programa 
LonMaker [7]. Este entorno requiere simultáneamente del programa Microsoft Visio [8], el 
cual, contiene  los bloques gráficos necesarios para crear la red en el Host, interconectar los 
nodos y añadir los elementos que intervienen. De manera paralela, la aplicación NodeBuilder 
[9], es la que sirve para generar el código en Neuron C [10](parecido al ANSI C) que será 
almacenada en el nodo (un programa por cada nodo).  
En este documento se muestra y explica de forma detallada el proceso de desarrollo, 
implementación y programación de una red de domótica simple formada por un único nodo a 
partir de los entornos de desarrollo LonMaker y Nodebuilder. Por esta razón, en el siguiente 
capítulo se explicará como se diseña, programa la incorporación de un nodo a una red de 
Lonworks, que en este caso incorporaría un encoder incremental. En el siguiente capitulo se 
pueden encontrar la puesta en marcha las conclusiones y las posibles futuras líneas de trabajo. 
Por último en el anexo, puede encontrarse la configuración y programación del resto de 














Desarrollo de un nodo de red 
3.1 Introducción 
El ejemplo que se va desarrollar consiste en construir una red domótica básica que 
permita monitorizar información de la tarjeta de entradas/salida (Gizmo4 [11]) y realizar con 
las herramientas de Lonworks un aplicativo multimedia en el Host que permita monitorizar 
datos e interaccionar con los elementos de la tarjeta remotamente. La tarjeta Gizmo4 en un 
sistema domótico equivaldría a los elementos sensores y actuadores (trimmers, potenciómetros, 
motores, alarmas, etc) que hipotéticamente estarían situados en la vivienda. La figura 2.1 
muestra un esquema general de los elementos que forman el sistema. Concretamente, el nodo 
de la red (LTM-10 [6]), la tarjeta de entradas y salidas (Gizmo4) que se conecta a dicho nodo y 
la unidad remota, formada por un PC (Pentium IV, 3,4 GHz, 512 MB, Windows XP) que 
albergará el aplicativo multimedia en cuestión. El nodo y el PC están conectados mediante 
cable de par trenzado, este es la manera como intercambian los datos. 
Para que el sistema funcione, se requiere configurar y programar cada uno de los 
elementos que forman la red. Para ello, se utilizan dos paquetes o entornos software de 
desarrollo: el Lonmaker [7] y el Nodebuilder [9]. El primero, que requiere el Microsoft Visio 
[8] para funcionar correctamente, sirve para establecer y configurar todos los elementos que 
intervendrán en la red (configuración de red, tipo de dispositivos, conectividad, etc) mientras 
que el segundo es el ‘software’ que sirve para programar el controlador en el cual residirá la 
aplicación de nodo y que en este ejemplo únicamente ha de gestionar la transferencia de datos 
entre el ‘Gizmo 4’ y el PC. 
  
Figura 3.1.- Configuración física de la red 
3.1.1 Entradas y salidas del nodo  
De los diferentes elementos que posee la tarjeta, en este caso se utilizan sus dos 
‘switches’ (o interruptores), los indicadores, el sensor de temperatura, un encoder digital 
incremental y el LCD para la visualización de mensajes. La aplicación de nodo que se ha 
desarrollado, visualiza los ‘pasos’ del encoder y el valor en grados Celsius del sensor de 
temperatura. Los Led’s y ‘switches’ van estrechamente ligados, ya que al pulsar los ‘switches’ 
PC 
Nodo Gizmo4 
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se encenderán los LED’s correspondientes. Además de visualizarlos, tendremos control sobre 
ellos a través de LonMaker, pudiéndolos apagar y encender tanto desde el PC, mediante 
‘cuadros de texto’. Los ‘cuadros de texto’ de LonMaker se utilizan tanto para visualizar como 
para controlar el estado de los dispositivos. 
La función de LonMaker en esta aplicación es la de visualizar el valor en tiempo real de 
los LED’s, así como el del sensor de temperatura y el ‘encoder’, controla el estado de los 
LED’s tanto a través del dispositivo como desde el PC y visualiza todos los datos 
simultáneamente tanto en la pantalla del PC como en el display del Gizmo4. El aspecto final 
del aplicativo es el que se muestra en la figura 2.2 
 
Figura 3.2.- Pantalla de LonMaker con la aplicación completada  
 Los elementos necesarios para implementar el sistema que se acaba de proponer son los 
siguientes: 
 Hardware: Nodo de LonWorks (LTM-10A), en el nodo hay 3 partes bien diferenciadas (ya 
que son placas diferentes), el ‘controlador’ (Neuron Chip), el transceiver (FTM-10) y la 
‘placa madre’; Tarjeta de Evaluación Gizmo4; Cable de par trenzado; Conexión USB del 
PC con red LonWorks mediante el dispositivo U10; PC.  
 Software: LonMaker (requiere Microsoft Visio [4]) y NodeBuilder. 
3.2 Coste de la red implementada 
En este apartado se englosará de manera detallada el coste económico de la red 
implemetada, los precios están actualizados a fecha de diciembre de 2006 (los últimos 
disponibles en el momento de la redacción del presente proyecto). Todos los productos 
referentes a Echelon estan disponibles en [18], y los precios de los productos genericos (cable 
par trenzado), son los precios de mercado de cualquier casa comercial del ramo. 
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PRODUCTO PRECIO CANTIDAD TOTAL 
LNS Aplication Developer’s Kit 2745 $ 1 2745 $ 
LonMaker Professional Edition  1315 $ 1 1315 $ 
DDE Server  875 $ 1  875 $ 
LNS Application Developer’s Kit (upgrade) 1095 $ 1 1095 $ 
LTM-10ª/ FT-10 545 $ 1 545 $ 
U10 TP/FT-10 network interface 160 $ 1 160 $ 
Power Supply for 73xx series 12 $ 1 12 $ 
SMX FT-10 66 $ 1 66 $ 
PLM-22 385 $ 1 385 $ 
Cable par trenzado 1,25 $/m 1 m 1,25 $ 
TOTAL 7199,25 $ 
Tabla 3.1.- Coste de materiales en la creación de la red desarrollada en el presente proyecto 
3.3 Proceso de realización 
3.3.1 Instalación del hardware  
Para implementar la red física con los elementos especificados se necesita un Host tipo 
PC con cable USB, dispositivo U10, cable de par trenzado, Nodo LTM-10A, cable plano de 20 
vías, tarjeta Gizmo4, transformador (230V/9V DC). Seguidamente hay que realizar las 
siguientes operaciones: 
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- Escoger la longitud de cable de tipo ‘par trenzado’ que requiere la aplicación (en este 
caso, al tratarse de un ejemplo básico bastará con la muestra que se suministra al adquirir 
el entorno de desarrollo del sistema Lonworks completo). 
- Conexión del dispositivo U10 [12]: Antes de conectar el dispositivo al PC, conecta el 
cable de par trenzado (TP/FT-10).  
- Conectar al otro extremo del cable de red, el LTM-10 en los bornes del transceiver FTM-
10 conector JP2 (conector naranja) 
- Alimentar el Nodo. Conectando el transformador proporcionado por Echelon, con una 
tensión de salida de 9V DC, al conector JP3 del nodo. Esta alimentación debería 
acompañarse de otra de 5V DC en el caso de que utilizásemos un transceiver de Power-
line.  
- Si queremos usar la tarjeta Gizmo4 como tarjeta de evaluación, deberemos poner 
atención de que los jumpers que se encuentran en la parte central de la placa (conector J3 
de la placa Gizmo4), estén conectando los terminales B y C. Si los jumpers no estuvieran 
en esta posición, no hemos de conectar la placa al nodo, ya que si estuvieran entre las 
posiciones A y B, estaríamos configurando la tarjeta Gizmo4 para que trabaje como 
nodo.   
- Conectar el puerto JP1 de la Tarjeta de evaluación Gizmo4 en el puerto de entrada/salidas 
del nodo (JP5) mediante el cable plano de 20 vías.  
El resultado al finalizar las conexiones ha de parecerse al esquema de la figura 2.1 
3.3.2 Configuración e implementación de la red 
3.3.2.1 Configuración de Lonmaker  
 Para desarrollar la aplicación, en primer lugar es necesario generar y establecer la 
configuración de red que se va a utilizar. Para ello, se lanza Lonmaker desde el menú de inicio 
del sistema operativo Windows (Inicio>Programas>Lonmaker). A nivel de red, LonMaker 
permite diversas opciones como posibles tareas: abrir (Open), crear (New), borrar (Delete) y 
recuperar redes y bases de datos; entre otras. En este caso, como en este punto todavía no se ha 
creado ninguna red escogeremos la opción New Network. 
A continuación, LonMaker lanza un aplicativo ‘Wizard’ que nos guiará en el proceso de 
configuración de la red y que se realizará atendiendo al tipo de aplicación que se desea 
desarrollar (Figura 2.3.a). En primer lugar habrá que indicar el nombre (Network Name)  
Seguidamente, es necesario seleccionar el interface de red, cuyos ‘drivers’ se han 
instalado previamente en Windows junto al entorno de desarrollo, y que es con el que en este 
caso se desea trabajar. Si la instalación previa se ha realizado correctamente, en el Panel de 
Control del sistema operativo tendríamos que poder visualizar las redes de este tipo que 
                              Implementación de sistemas domóticos basado en el estándar de Lonworks          
 
 27
tenemos disponibles (Inicio>Panel de Control>Lonworks Interfaces. Figura 2.3.b). En caso 
contrario, hay que consultar el manual[5].  
    
          (a)               (b) 
   
(c)                 (d) 
Figura 3.3 .- Pantallas inicio de creación de red en LonMaker;  (a) Selección de nombre de red con el camino 
(path) y archivos asociados; (b) Red LON1 en el panel de control después de instalar LonMaker; (c) Selección del 
tipo de red en LonMaker; (d) Selección del modo de trabajo en el nodo: Online/Offline 
En este caso, el tipo de red que se quiere implementar es del tipo LON2, por lo que  
habrá que seleccionar este interfaz como nombre de red (Network Interface Name) e indicar 
que los dispositivos o nodos que se conecten estarán asignados a dicho ‘driver’ (Network 
Attached) tal y como indica la figura 2.3.c. 
Otro parámetro de configuración importante que será útil en la realización de la 
aplicación tiene que ver con la gestión de la red (Management Mode. Figura 2.3.d), el cual, 
varía dependiendo de si se desea permitir que los cambios de programa realizados en el 
dispositivo se ‘actualicen’ inmediatamente en la red durante su funcionamiento normal (Modo 
‘run’ u onnet) o bien si dichos cambios se aplican cuando la red está parada (Modo ‘stop’ u 
offnet). La primera opción es ideal cuando se disponen de todos los elementos mínimos 
necesarios de la red conectados adecuadamente y se prefiere comprobar la aplicación de 
manera inmediata, mientras que el segundo caso es más adecuado cuando no se dispone de la 
red y, más bien, se pretende realizar la aplicación para probarla cuando se dispongan de los 
elementos necesarios. La principal diferencia en uno y otro caso consiste en que, con la opción 
onnet los cambios en el programa se grabarán directamente al nodo durante su compilación. 
Por tanto, habrá que seleccionar la opción onnet. 
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Para finalizar la configuración, en la siguiente pantalla LonMaker nos solicita que se 
registren los Plug-in de red creados que aparecen por defecto y que hay que aceptar con un 
‘click’ en el botón de ‘finalizar’  
3.3.2.2 Implementación de la red  
Al finalizar la configuración, LonMaker lanza la aplicación Microsoft Visio, la cual, se 
utiliza para representar gráficamente todos los objetos que forman parte de la red y del 
aplicativo. Además de los bloques habituales de representación que dispone, Visio también 
incorpora bloques específicos que están ligados a LonMaker y con propiedades especiales que 
permiten la posibilidad de interactuar con la red. Por defecto,  el primer elemento gráfico que 
aparece en el área de trabajo corresponde al interfaz de red (LNS Network Interface), el cual, 
tiene una línea de conexión asociada. Como se puede ver en la figura 2.4.a, en la parte 
izquierda de la pantalla, aparecen todos los bloques que representan a los dispositivos y 
conectores que se pueden utilizar en LonMaker. Como solamente hay que incluir un nodo en la 
aplicación, se selecciona Development Device Target y se arrastra hasta el área de dibujo 
(Figura 2.4.b).  
                  
(a)            (b) 
Figura 3.4.- (a) se muestra la pantalla inicial de  LonMaker; (b) aparece el cuadro de texto al arrastrar un 
Development Target Device  al área de trabajo. 
Seguidamente, aparecerá un Wizard de dispositivo (New Device Wizard) donde se 
solicita que se introduzca el nombre del dispositivo o nodo (Device Name: Ejemplo1), el 
número de dispositivos que se desean crear  (Number of devices to create: 1) y si éstos se 
desean comisionar. En el Nodebuilder Development Tool, por comisionar un dispositivo se 
entiende la acción de darlo de alta en una red1. Debido a que esta acción se puede realizar más 
adelante,  no será necesario seleccionar la opción de momento. 
A continuación, el Wizard  muestra un cuadro de diálogo donde aparecen el nombre del 
dispositivo (Ejemplo1), el tipo de dispositivo (Development) y la plantilla (NodeBuilder Device 
Template) que se utilizará para la programación del nodo (Figura 2.5). Éste último parámetro 
                                        
1
 Con la licencia que viene por defecto, Nodebuilder 3.1 Development Tool solo es posible comisionar un máximo 
de 64 nodos, siendo necesario darlos de baja (de-comissioning) para que estos dispositivos puedan utilizarse en la 
red. Si se desea comisionar un número superior de dispositivos hay que adquirir una ampliación de licencia de 
dispositivos.  
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es uno de los más importantes y debe encontrarse en blanco y cuando se trata de un dispositivo 
nuevo al que previamente no se ha asignado otra plantilla.  
En este punto los aspectos de red que están asociado al nodo quedan completamente 
configurados. Sólo queda ahora configurar y programar su aplicación con el algoritmo 
correspondiente a la función que se le tiene que dar y que, en el presente ejemplo, tiene que ver 
con la gestión y transferencia de datos entre el PC y la tarjeta de entradas/salidas. Para ello, se 
procede a lanzar el entorno Nodebuilder (Start Nodebuilder) desde el botón correspondiente. 
Esta acción generará los archivos necesarios con los templates que permiten desarrollar la 
aplicación. 
 
Figura 3.5.- Pantalla de acceso de LonMaker a NoderBuilder cuando instalamos un developement target device 
En caso que se deba programar más de un nodo, deberemos programarlos uno a uno a medida 
que estos van siendo incluidos en la red. Si bien existe la posibilidad de realizar todo el diseño 
gráfico de la red mediante LonMaker para después cargar el programa de los nodos. Para 
realizar esta última opción en lugar de poner un Development Target Device deberá 
seleccionarse el dispositivo genérico Device. Esta opción permite instalar tantos dispositivos 
como sean necesarios sin que, automáticamente, se abra NodeBuilder cada vez que un nodo 
sea incluido en la red.  
3.3.3 Configuración y programación del nodo 
3.3.3.1 Configuración 
En Nodebuilder, un 'proyecto’ (project) representa un conjunto de archivos asociados a 
un único nodo que al compilarse de manera adecuada permite que éste realice la función que le 
corresponda. Este concepto es importante ya que básicamente establece que hay que realizar 
tantos proyectos como nodos hay en la red. Por tanto, y de manera similar a Lonmaker, al 
iniciar NodeBuilder es necesario crear un proyecto y configurar los diferentes parámetros que 
afectan a la aplicación. Para ello hay que seleccionar ‘Create a New NodeBuilder project’ en el 
primer cuadro de diálogo que aparece (Figura 2.6.a).  
A continuación es necesario indicar el nombre del proyecto (Project Name) y si se 
desea que éste sea el que haya por defecto en la red creada (Set as default Project for this 
network) (Figura 2.6b) 
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  (a)          (b) 
Figura 3.6.- (a) Cuadro de selección de un proyecto nuevo de NodeBuilder o la creación de uno nuevo (b) Hay 
que incluir el nombre al proyecto de NodeBuilder y asignar por defecto el proyecto que se va a crear a la red 
creada con anterioridad en LonMaker . 
Seguidamente, y debido a que existen diferentes ‘transceivers’ (ver apartado 3.2) es 
necesario especificar cual de ellos va a utilizar el nodo (Default Transceiver Type). En el 
presente ejemplo, el tipo de  transceiver es el TP/FT-10.  
Al igual que muchos de los diferentes entornos de desarrollo de mercado, Nodebuilder 
trabaja con el concepto de ‘librería’. Las librerías son archivos de código que implementan 
funciones específicas adicionales y que pueden incluirse dentro del programa principal. 
Aunque todas ellas tienen un código cerrado, se pueden ejecutar a partir de las estructuras 
funcionales que el lenguaje Neuron C dispone.  
 
Figura 3.7.- Propiedades por defecto del proyecto, como pueden ser el tipo de ‘transceiver’, o incluir librerías 
externas a NodeBuilder 
Si se desean utilizar las librerías que vienen por defecto u otras librerías realizadas por 
terceras partes, es necesario especificar la ruta de acceso (Include Search Path). En el presente 
ejemplo, al utilizarse una placa de evaluación (Gizmo 4), hay que incluir su correspondiente 
librería: $Lonworks$\NodeBuilder\Gizmo4; ya que aquí es donde se encuentran todas las 
funciones que sirven para que el controlador del nodo interaccione con el controlador de la 
tarjeta (un microcontrolador PIC16F de la casa Microchip). De no incluir esta librería, todas las 
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funciones referentes al Encoder, sensor de temperatura, ‘switches’, etc; no serán reconocidas 
por NodeBuilder (Figura 2.7). Para concluir con la configuración del proyecto se selecciona: 
Run NodeBuilder device template wizard; y se acepta con el botón: finalizar. Se introducen los 
datos de la imagen y  se hace ‘clic’ en Finalizar. 
En la pantalla que aparece a continuación (Figura 2.8), se requiere especificar el 
nombre de la plantilla que irá asociada al dispositivo. Como se puede observar, también 
aparecen otros dos campos por defecto: el nombre del archivo con el programa principal (o 
‘main’): Source File Name - generado automáticamente por NodeBuilder en código Neuron C -  
y la ruta donde se ha guardado la nueva plantilla: NodeBuilder Device Template. 
 
Figura 3.8.- ‘Template’ del proyecto de NodeBuilder, seleccionamos el nombre que queremos asignarle.  
Toda red Lonworks identifica unívocamente a cada uno de los dispositivos conectados 
a la red a partir de una cifra (o código) que se encuentra pre-grabada de fábrica en la ROM del 
circuito integrado (Neuron Chip) y, por tanto, no se puede eliminar. Dicha cifra hace posible 
que Nodebuilder pueda realizar un direccionamiento directo de las variables de red de cada uno 
de los nodos conectados a ella y asociarle una aplicación que se identifica con un ID (Program 
ID). De esta manera la velocidad de transmisión obtenida es considerablemente rápida. El 
cuadro de diálogo que aparece posterior a la creación de plantillas permite configurar el 
Program ID del nodo (Figura 2.9.a). Este es el significado de algunos de los parámetros más 
importantes que requieren configurarse: 
• NodeBuilder Device Template Name: Permite especificar el nombre de la aplicación 
al que se asigna el Program ID 
• Automatic program ID management: Sirve para configurar parámetros del Program 
ID. Con el ‘Enable’ activado el ID se asigna de manera automática de manera que 
cuando se encuentre dos dispositivos con la misma ID con la misma de red 
cambiará automáticamente el ID según el rango marcado por los valores ‘Min 
Model#’ y ‘Max Model#’. La opción Re-register plug-ins, habilita que NodeBuilder 
vuelva a registrar automáticamente los plug-ins, ante cambios del Program ID. 
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• Program ID type: Formato del Program ID. Tanto la opción Standard 
development/prototype como Standard LonMark certified utilizan un formato de 16 
caracteres en código hexadecimal. La diferencia es que en el primero se asigna un 
‘9’ al primer dígito para especificar que es un desarrollo estándar (ad-hoc o bién, 
desarrollado por el usuario). La segunda opción se utiliza en dispositivos con 
certificación LonMark (para más información sobre fabricantes que comercializan 
productos bajo el estándar Lonworks [5]). En este caso el programa se identifica 
con el dígito ‘8’. Como la aplicación se está configurando con Code Wizard la 
opción Non-standard (ASCII) queda deshabilitada. 
• Program ID: Casilla del código Program ID. El código se determina con el botón 
‘Calculador’, el cual,  llevará a la ventana de la figura 2.9.b. Todas las opciones se 
han de configurar según el tipo de función que vaya a desempeñar el dispositivo en 
la red (para mas información sobre la  Program ID consultar [11]) 
• LNS Device template name: Nombre de plantilla LNS del dispositivo. Por defecto, 
el mismo que el del dispositivo.  
En este ejemplo, el Program ID se genera con las opciones que marca la Figura 2.9 
       
       (a)                       (b) 
Figura 3.9.-(a) Selección de opciones y Program ID (b) Calculador de Program ID 
Siguiendo con la configuración del nodo, ahora Nodebuilder necesita conocer el 
hardware asociado al nodo instalado para grabar físicamente el correspondiente programa 
cuando sea necesario. Esta información se especifica en las plantillas correspondientes 
(Hardware Templates) pre-establecidas y que Nodebuilder dispone (Figura 2.10). En este caso 
hay que especificar dos plantillas: Development y Release. La primera casilla hace referencia a 
la memoria utilizada por el dispositivo mientras estamos en la fase de desarrollo de la  
aplicación, para facilitar su compilación y depuración, mientras que la segundo hace referencia 
a dispositivos que ya están listos para su distribución o instalación (release), que en nuestro 
caso corresponde a una memoria RAM tipo Flash.  




Figura 3.10.- Selección del destino del programa una vez compilado 
Por último, hay que asegurarse de que la opción Run NodeBuilder Code Wizard esté 
marcada, si se desea ejecutar Code Wizard para que la realización del código de programa sea 
más sencilla. Cualquier aclaración consultar [9]. 
3.3.3.2  Generación del código base 
Code Wizard es una aplicación de Nodebuilder que facilita la generación de código en 
Neuron C del nodo. Por tanto, con esta aplicación se generan los archivos base con las 
variables y funciones pertinentes que posteriormente, modificados de la manera adecuada, 
formarán la aplicación requerida.  
En la primera pantalla del aplicativo (Figura 2.11), además del nombre del nodo y el 
identificador de programa, aparecen principalmente dos ventanas, que incluyen los objetos 
(también denominados bloques funcionales - Functional Block ).  La ventana de la izquierda 
hace referencia a todos los objetos, generales y específicos, que se podrán utilizar en el nodo 
configurado (Resource), mientras que la parte derecha sirve para visualizar todos los objetos 
que se van incluyendo según se requieran en la aplicación del nodo (Program Interface). En el 
presente ejemplo, por defecto únicamente aparece un objeto (Node Object), que contiene toda 
la información generada según la configuración previa. En este caso dicho objeto contiene dos 
variables de red principales o mandatarias (Mandatory NV): nviRequest - que sirve como 
entrada para preguntar por el estado del nodo -, y nvoStatus – utilizada por el nodo para 
contestar la petición de nviRequest.  
Llegados a este punto hay que incluir todos los objetos que va a utilizar el nodo en el 
ejemplo que, tal y como se ha visto más arriba, están relacionados con el funcionamiento de los 
elementos de la tarjeta (Gizmo 4) y que en este caso son el Encoder, el sensor de temperatura, 
los indicadores y los pulsadores. En este sentido, el tipo de objeto que se ha de escoger 
depende de las características de funcionamiento de los elementos conectados al nodo.  
En este documento únicamente se explica detalladamente la configuración y 
programación del Encoder, ya que bastantes procesos del resto de elementos se realizan de 
manera similar. El ‘Encoder al ser el más complejo a la vez que el más completo, nos servirá 
para poder ver con claridad y amplitud todas las características a configurar y a programar. La 
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programación y configuración de propiedades del resto de objetos puede consultarse en el 
anexo. 
 
Figura 3.11.- Panel principal del CodeWizard 
Existen dos maneras para insertar objetos de una lista a otra: 1) Drag & Drop – que 
consiste en seleccionar y arrastrar los objetos necesarios desde la ventana de recursos a la 
carpeta de bloques funcionales (Functional Block), o bien 2) Añadiéndolos con la ayuda del 
botón derecho del ratón directamente desde esta carpeta. Independientemente del método 
utilizado, para el Encoger hay que añadir un objeto del tipo SFPTOpenLoopSensor. Esto se 
debe a que el ‘Encoder’ de la tarjeta es un sensor digital en lazo abierto. Insertado el objeto, el 
aspecto de las ventanas queda como indica la figura 2.12. 
Para que el código de programa del Encoder se genere posteriormente sin errores es 
imprescindible que los parámetros que pertenecen al objeto estén debidamente configurados. 
Estos son, entre otros: el nombre del objeto y el tipo de variables (de red y específicas) que va 
a manipular. Para cambiar el nombre del objeto hay que acceder a la carpeta Mandatory NV, 
‘clickar’ dos veces en la variable nvoValue y modificar la casilla correspondiente al nombre de 
la etiqueta. En este caso, el Encoder se identifica con el nombre: nvoEncoder (ver Figura 
2.13). 
Debido a que en la aplicación consiste en contar el número de pulsos del Encoder 
atendiendo a su sentido de giro y visualizar el resultado en tiempo real tanto en el LCD como 
en el aplicativo que residirá en el PC, la variable más apropiada es SNVT_count_inc, de tipo 
signed long (2 bytes) y que permite una cuenta incremental. Esta variable se selecciona en la 
lista NV type, tal como se muestra en la figura 2.13. Los diferentes tipos de SNVT’s que puede 
manejar Nodebuilder se pueden encontrar en [14]. 
Por último, antes de generar el código es necesario configurar las propiedades de las 
variables de red (Configuration property o CP). Estas propiedades permitirán establecer 
aspectos determinados de las variables de red como valores de ganancia o los tiempos de 
respuesta. Estas propiedades de configuración se encuentran dentro de la carpeta Optional CPs 
y se crean a partir del botón derecho del ratón y seleccionando Implement Optional CP (Figura 
2.14). 




Figura 3.12.-Añadimos SFPTOpenLoopSensor 
 
Figura 3.13.- Selección del tipo de variable de red, en este caso SNVT_count_inc 
 
Figura 3.14.- Implementación de CP’s 
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Antes de pasar a explicar como configurar las CP’s, primero se ha de saber que 
propiedades se han de configurar. Para que el Encoder funcione correctamente, hay que 
actuar en cuatro parámetros: Los tiempos de actualización (máximo y mínimo), la 
ganancia por pulso del Encoder, la localización que tiene el dispositivo dentro del 
Subsistema y el Override. El ‘override’ es como se identifica la situación de inactividad 
del dispositivo. Ya puede ser porque no se mueve el Encoder (en este caso), porque hay 
una interrupción de la llegada de datos, porque se ha producido un reset o cualquier otro 
motivo.  
Cada vez que se crea una nueva propiedad se despliega una pantalla que sirve para 
configurarlas. En este caso, la aplicación se necesita añadir seis propiedades de configuración 
que aparecen a continuación. Esta pantalla de configuración es similar a la de la figura 2.15, 
aunque hay que destacar que dependiendo de la propiedad a configurar, dicha pantalla puede 
variar ligeramente en las opciones y casillas que aparecen: 
• Ganancia: Razón de cambio en cada pulso del Encoder (cpGanancia). 
• Tiempo máximo de actualización: Tiempo de espera máximo para actualizar la 
variable (cpMaxSendT). 
• Tiempo mínimo de actualización: Tiempo de espera mínimo para actualizar la 
variable (cpMinSendT). 
• De fijación de la localización física: Lo utilizamos para localizar el dispositivo 
dentro del subsistema Gizmo4. De esta manera el acceso a el se hace de manera 
mucho más rápida, ya que no podemos perder ningún pulso del Encoder 
(cpLocaclizacion).  
• Valor a seleccionar en caso de Override: Mediante esta CP  podemos configurar 
que hacer en caso de que el dispositivo se encuentre en estado Override. Hay tres 
posibles casos: Ov_Retain nos quedamos con el último valor del dispositivo, 
Ov_Specified la variable de red toma un valor determinado, Ov_Default la variable de 
red toma un valor por defecto (cpOvrBehave).  
• Valor especificado en caso de Override: Mediante esta CP podemos seleccionar el 
valor que debe tomar la variable de red en caso de que se encuentre en Override y este 
sea Ov_Specified (cpOvrValue).  




         Figura 3.15.- Cuadro de configuración de las CP’s                                                                                
Estos son los parámetros que hay que establecer en las casillas indicadas para cada una 
de las propiedades: 
 (1) cpGanancia.  
- Name: cpGanancia.  
- FPT Member Name: nciGain. 
- Type: SCPTgain. 
- Initializer. Este campo corresponde al valor (por defecto) que tendrá  la ganancia 
al iniciarse por primera vez. Inicialmente se introducirán los valores {200,1}, los 
cuales, corresponden al factor de multiplicación y división, respectivamente. 
Estos valores se podrán cambiar luego, en función de cuanto queramos que valga 
cada paso del encoder.  
 (2)  cpMaxSendT. 
- Name: cpMaxSendT.  
- FPT Member Name:: ncimaxSendT 
- CP Type: SCPTmaxSndT 
-  Initializer: {0,0,0,0,0} 
 (3)  cpEnMinSendT 
- Name: cpMinSendT. 
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- FPT Member Name:: nciminSendT 
- CP type: SCPTminSndT 
-  Initializer: {0,0,0,0,0} 
 (4) cpEnLocalizacion 
- Name: cpEnLocalización. 
- FPT Member Name: nciLocation 
- CP type: SCPTlocation 
-  Initializer: {0,0,0,0,0} 
 (5)  cpEnOvrBehave  
- Name: cpEnOvrBehave. 
- FPT Member Name: nciOverBehave 
- CP type: SCPTovrBehave 
-  Initializer: OV_RETAIN. Con este valor se indica que en caso de una situación 
de Override el nodo devolverá el último valor conocido que haya podido guardar. 
 (6)  cpEnOvrValue 
- Name: cpEnOvrValue. 
- FPT Member Name: nciOverValue 
- CP type: SCPTovrValue 
Después de configurar las propiedades de los objetos creados sólo resta generar el 
código utilizando el botón correspondiente de la pantalla principal de Nodebuilder (consultar 
Figura 2.14). Obviamente la configuración que se acaba de explicar únicamente sirve para este 
elemento (el Encoder). Sin embargo, existen diferentes posibilidades de configuración de CP’s 
que dependen de los elementos que se utilizan como entrada/salida y el carácter que tenga la 
aplicación. Para saber más sobre como configurar las CP’s en otro tipo de aplicaciones 
consultar [15]. 
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Después de configurar las propiedades de los objetos creados sólo resta generar el 
código utilizando el botón correspondiente de la pantalla principal de Nodebuilder (consultar 
Figura 2.14). Obviamente la configuración que se acaba de explicar únicamente sirve para este 
elemento (el Encoder). Sin embargo, existen diferentes posibilidades de configuración de CP’s 
que dependen de los elementos que se utilizan como entrada/salida y el carácter que tenga la 
aplicación. Para saber más sobre como configurar las CP’s en otro tipo de aplicaciones 
consultar [8]. Por último para que Code Wizard genere el código, hay que seleccionar la opción 
Generate and Close. 
3.3.3.3 Organización de archivos 
Al finalizar la configuración de programación del nodo Code Wizard genera toda una serie de 
archivos que están organizados como se explica a continuación: 
– Archivo principal: Ejemplo1.nc (Ejemplo.h). Es el archivo de inicio (main) donde 
comienza la ejecución de la aplicación.  
– Objetos: Incluye un archivo de gestión por cada elemento presente en el nodo. Aquí se 
pueden distinguir dos grupos de elementos: 
o Nodo: NodeObject.nc (NodeObject.h) Objeto correspondiente al controlador del 
nodo. En este caso el LTM-10. 
o Bloques funcionales: Objeto del resto de elementos conectados al nodo. En 
este caso, el Encoder: Encoder.nc (Encoder.h), TempSensor.nc (TempSensor.h), 
DigitalInput.nc (DigitalInput.h) y DigitalOutput.nc (DigitalOutput.h) 
– Archivos comunes: common.nc (common.h) y fylesys.h que sirven de soporte a los 
bloques precedentes cuando éstas requieren funciones y métodos de uso habitual: 
estado de bloques funcionales y demás rutinas utilizadas simultáneamente por todos los 
objetos en el funcionamiento de la aplicación. 
Para tener una idea general del funcionamiento global de la aplicación es importante 
comprender que todos los archivos forman una estructura modular en donde cada uno de ellos 
cumplen una función específica en la aplicación de creada. Esto ocurre debido a que Lonworks 
utiliza un tipo de lenguaje de programación orientado a objetos (Neuron C). Por tanto, el 
archivo principal (Ejemplo1.nc) únicamente contiene la declaración de los bloques funcionales 
que se utilizan en el nodo y se encarga de la gestión de los eventos: online, reset, wink, offline; 
mientras que los archivos que pertenecen a los objetos son los que realmente se encargan de 
realizar la aplicación de nodo propiamente dicha y que en este caso, consiste en gestionar la 
transferencia de datos entre los elementos de la tarjeta y la red.  
En este sentido, Node Object.nc se encarga específicamente de controlar los diferentes 
estados posibles del controlador: enable, disable y override; mientras que los objetos de 
bloques funcionales contienen el código de programa del controlador que gestiona las variables 
de red (MV) y las propiedades de configuración (CP) que son las que se tienen que utilizar para 
la adquisición/recepción de datos entre controlador del nodo y placa. 
Destacar, por último, que cada archivo fuente (extensión ‘*.nc’) lleva asociada una librería 
‘*.h’ que soporta la definición de estructuras de funciones y variables, exceptuando el archivo 
filesys.h que contiene funciones utilizadas en la gestión de archivos y directorios de la 
aplicación desarrollada.  
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3.3.3.4 Programación de la aplicación 
En este punto, se mostrarán los diagramas de flujo de los programas creados para el 
correcto funcionamiento de la aplicación. Al no ser un programa “lineal”, y los bloques son 
autónomos, no es necesario que el programa main realice una llamada a estos programas, sino 
que cuando se configuran los dispositivos que integran el nodo (explicado en el apartado 
anterior) el wizard ya genera estas llamadas.Se utilizarán los diagramas de flujo para explicar 
de manera general el funcionamiento de los diferentes  objetos que integran el nodo, pero solo 
se explicará detalladamente la programación en el caso del encoder. Si se desease conocer el 
resto del còdigo este puede encontrarse en el Anexo 
A continuación se explica como introducir las líneas de código dentro de los archivos 
generados por Nodebuilder para que la aplicación funcione. Al mismo tiempo, para que el 
lector pueda seguir cómodamente el proceso identificando el código afectado se incluyen 
figuras que hacen referencia al archivo y la parte del programa que resulta afectado para este 
fin, resaltando las líneas que se añaden o modifican. 
3.3.3.4.1 Diagramas de flujo de los bloques funcionales 
El primer diagrama de flujo (Figura 2.16), corresponde a los pulsadores o switches, en 
el se puede comprobar que se para la configuración se genera una array de variables del mismo 
tipo (SWITCH). Que se seleccionan en función de la acción que realice el usuario, pulsando un 
botón u otro. Acto seguido se cambia el estado del boton de apagado(por defecto) a encendido. 
 
         Figura 3.16.- Diagrama de flujo de los Switches 
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Para la programación del segundo modulo (LEDs o Digital Output, figura 2.17), se 
utiliza tambien una configuración de variables en array. Una vez comprobado el estado del 
bloque se realiza una petición a la variable de red DigitalInput, una vez comprobado el estado 
de esta variable se actualiza el valor de la variable “salida”, en función de esto se selecciona el 
valor mostrado en el display. 
 
Figura 3.17.- Diagrama de flujo de los LEDs    
 
El siguiente diagrama de flujo corresponde a la programación del sensor de temperatura 
(Figura 2.18). Puede verse que la gestionde la adquisión de datos se realiza a traves de un timer 
que gestiona el rate de la adquisión de datos, primero se deben actualizar las variables que 
gestionan los tiempos de envio de datos a la red. Una vez echo esto se llela temperatura del 
sensor. Si esta es +/- 0,5 que la temperatura leida en la anterior adquisión de datos, pasa a 
comprobarse si la variable de tiempo mínimo de envio de datos permite que esta lectura sea 
enviada. Acto seguido se comprueba si la temperatura es superior a 40ºC, si es asi se enciende 
el led y suena la señal de alarma. Se muestra el valor por el display y por último se guarda la 
última lectura hecha en la variable de lectura anterior.   




Figura 3.18.- Diagrama de flujo del Sensor de Temperatura 
Por ultimo, se realizan los diagramas de flujo del encoder. Consta de tres diagramas, uno para 
el incremento del valor del encoder y envio de datos a la red (figura 2.19). El segundo para el 
control y actualización de las variables de control de envio de datos (figura 2.20) y por último 
el control de los estados que debe tomar el bloque funcional encoder en caso de  Override 
(Inactividad, figura 2.21). La estrucutura general del diagrama de flujo del incremento del 
valor del encoder (figura 2.19), es muy similar al generado para el Sensor de Temperatura 
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(figura 2.17), la mayor diferencia es que aquí se genera una variable mirror, del valor del 
encoder que se usa en el caso de que el valor no pueda ser enviado a la red.  
 
Figura 3.19.- Diagrama de flujo del Incremento del valor del Encoder 
El siguiente diagrama de flujo corresponde a la gestionde las variables de envio de datos a la 
red, en función de sus valores los datos podrán o no podrán ser actualizados por parte de la red. 
En el momento de creación de las variables y de sus Configuration Properties, mediante el 
Code Wizard, se definieron unos tiempos máximo y mínimo de envio de datos por parte del 
dispositivo a la red. En el siguiente diagrama de flujo (figura 2.20), se muestra como se 
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aumentan y se resetean las unas nuevas variables generadas en el programa para ser 
comparadas con esas, que son las que se encargan de gestionar esos rates. 
 
Figura 3.20.- Diagrama de flujo del Incremento del valor del Encoder 
El último diagrama de flujo (figura 2.21), corresponde a la gestión del bloque en caso de los 3 
estados posibles de Override: OV_RETAIN, OV_SPECIFIED y OV_DEFAULT 




Figura 3.21.- Diagrama de flujo del Incremento del valor del Encoder 
3.3.3.4.2 Programación de un bloque funcional 
Antes que nada, hay que asegurarse que están incluidas todas las librerías comunes que 
se van a utilizar. Para ello hay que consultar el fichero common.h (Figura 2.22). En el caso que 
ocupa en este proyecto, al utilizar la placa de evaluación Gizmo4 hay que incluir su 
correspondiente librería (Gizmo4.h) para que funcione. 
 
Figura 3.22.- Inclusión de la librería Gizmo4.h para el reconocimiento sus funciones 
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Seguidamente se han de insertar el código de inicialización del objeto principal (Ndb2.nc. Fig. 
2.23) que tal y como se ha comentado más arriba gestiona los eventos: online, reset, wink y 
offline. De estos eventos, el ‘reset’ viene dado por el usuario del LTM-10. Por tanto, se ha de 
programar este evento para que cuando tenga lugar provoque un borrado de la memoria de 
datos tanto del controlador como del ‘display’. Esto se realiza mediante las funciones 
GizmoReset() y GizmoClearDisplay(). Adicionalmente, en este evento se generará un señal 
sonoro de inicialización (GizmoBuzz(TRUE) para activarlo y  GizmoBuzz(FALSE) para 
desactivarlo) y muestra el texto ‘Enc:’ en el display (GizmoDisplayString(1,3,"Enc:")),  
 
Figura 3.23.– Estas líneas, sirven para inicializar la placa Gizmo4 y configurar el display para la visualización de 
datos. 
Seguidamente deberán declararse las siguientes variables y funciones en la librería del objeto 
principal (Ndb2.h, Fig. 2.24). Para el correcto funcionamiento del Encoder debe definirse la 
función QUADRATURE, 4 variables  2 encargadas de guardar el valor del 
Encoder(lEncoderValue y lEncoderFisico), otras 2 que controlaran los tiempos de envío 
máximo y mínimo (ulMaxSendT y ulMinSendT). También debe declararse el timer encargado 
del rate de envío del valor del Encoder hacia la red (EncoderTimer), así como la constante 
(WHEEL_HBCORE) que marca su valor. Por último declarar la función que incrementará el 
valor de la variable Encoder (EncoderIncrValue). 




Figura 3.24.-  Declaración de variables constantes y funciones en el archivo Ndb2.h 
 
Ahora se pasa a realizar la programación del dispositivo para ello se deberán añadir líneas de 
código en el archivo Encoder.nc. Primeramente es necesario  poder controlar los tiempos de 
envío para saber cuando tuvo lugar la última actualización de la variable (en este caso el 
Encoder). Se utiliza la función CuentaTick (Figura 2.25) que pasa las unidades de tiempo a 
Ticks (1 Tick = 100ms), esta función utiliza la variable SNVT_elapsed_tm que cuenta el tiempo 
transcurrido desde la última actualización de la variable a la que esta ligada.  La segunda 
función (priority when (io_changes(ioWheel))) que aparece en la Figura 2.18 tiene como 
objetivo contar cada paso del Encoder. 
 
Figura 3.25.- Funciones encargadas de captar los pulsos del encoder y del tiempo transcurrido desde su última 
actualización 
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Para poder incrementar la variable que guarda el valor de encoder es necesario la función 
EncoderIncrValue tal y como se muestra en  la Figura 2.26. Además se evalúa si debe enviarse 
el dato a la red. También es el lugar donde realizamos la actualización del valor mostrado por 
el display mediante el comando GizmoDisplayFormattedNumber. 
 
Figura 3.26.- Función de incremento del valor de la variable encoder  
Cuando el valor del encoder ha de ser enviado a la red, el timer se ocupa que pueda ser 
enviado. Para ello, cada vez que expira,  actualiza el valor de las variables (Figura 2.27) que se 
ocupan de controlar ese envío (ulMinSendT y ulMaxSendT). 
 
Figura 3.27.-  Rutina de control de las variables de envío de datos a la red. 
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Por último se debe controlar que hará el nodo en caso de que se pase a Override (figura 2.28). 
Debe especificarse que hacer en cada caso: OV_RETAIN, OV_SPECIFIED y OV_DEFAULT, 
haciendo que adopte el valor deseado en cada caso. De la misma manera se debe tener en 
cuenta si será necesario o no resetear alguna de las variables de envío de datos. 
 
Figura 3.28.- Control de los estados posibles de Override. 
Si se desea mas información sobre el lenguaje Neuron C, sus funciones y protocolos pueden 
consultarse los manuales  [10] y [16]. 
3.3.3.5 Compilación y Carga del Programa 
Una vez se haya completado el programa deberá compilarse, para hacer esto hay que pulsar el 
icono que se muestra en la figura 3.16a. Para asegurar que en futuras modificaciones del 
programa estas se carguen directamente al nodo, activarlo para que en próximos usos del 
programa lo esté por defecto. Aunque la primera vez que se compile y cargue el programa 
deberá hacerse manualmente en el nodo. 
         
        (a)               (b) 
Figura 3.29.- (a) Icono para compilar el programa; (b) Icono de carga al dispositivo cuando se compile el 
programa    
Si al compilar el programa este nos ha dado errores deberemos solucionarlos antes de 
continuar. Para solucionar estos errores es conveniente usar [17], donde aparecen todos los 
errores posibles y su origen.  
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Una vez se hayan solucionado los errores y el programa compile correctamente, se 
puede pasar a cargar el programa en el dispositivo. Para hacerlo es necesario volver a 
LonMaker, una vez allí, 'clickar' con el botón derecho encima del la figura correspondiente al 
dispositivo. Se desplegará el menú mostrado en la figura 3.17(a), donde aparecen las opciones 
que tengamos disponibles. Seleccionar ‘Load…’, al haber hecho esto aparece la pantalla 
mostrada en la figura 3.17(b), en ella se pueden elegir el estado del dispositivo cuando esté 
conectado a la red, que se marcará la opción Online y de donde provienen los valores de las 
propiedades de configuración, marcando Current Values in database. Pulsar en Next para pasar 
a la siguiente pantalla. 
              
        (a)           (b) 
 
                (c)  
Figura 3.30.- (a) Menú de opciones del dispositivo; (b) Selección del estado y origen de CP’s; (c) Identificación         
del dispositivo 
Por último LonMaker tienen que reconocer el dispositivo donde va a cargar el 
programa, para reconocerlo utiliza el Neuron ID. Hay dos opciones para que reconozca la 
Neuron ID, la primera es pulsando el ‘Service Pin’ cuando el programa lo requiera. El ‘Service 
Pin’ se encuentra en la parte frontal del nodo LTM-10A, situación que se muestra en la figura 
3.18. La segunda opción es introduciendo manualmente el Neuron ID. 




Figura 3.31.- Situación del Service Pin en el nodo LTM-10A  
Al seleccionar Finalizar, LonMaker nos requiere pulsar el ‘Service Pin’ al pulsarlo se 
efectúa la carga del programa en el nodo. Para comprobar que el programa esta cargado en el 
nodo y que se encuentra On-line, se puede ver que el color del dispositivo en la pantalla se 
vuelve de color verde. Una vez hecho todo esto el programa ya se encuentra cargado y en 
ejecución dentro del nodo. 
3.3.3.6 Creación de bloques funcionales y visualización de datos en pantalla 
Para crear bloques funcionales en LonMaker, antes han de haber sido definidos en el 
Code Wizard de Nodebuilder, ya que es donde se configuran los diferentes bloques funcionales 
(o variables de red) que están incluidos en cada nodo. Para crear un bloque funcional se debe 
arrastrar el icono que corresponde a Functional Block, situado en la barra de herramientas de 
NodeBuilder Basic Shapes. Al dejarlo en el área de trabajo aparecen las pantallas de 
configuración, mostradas en la figura 3.19. En ellas escogemos a que variable de red queremos 
asociar al bloque funcional, así como escoger el nombre para el bloque funcional y si se 
quieren mostrar todas las variables de E/S disponibles o se irán añadiendo manualmente. 
               
             (a)                                                                              (b)  
Figura 3.32.- (a) Pantalla de configuración del bloque funcional en relación al dispositivo y sus variables; (b) 
Configuración del bloque 
En la primera pantalla nos hemos de asegurar que el dispositivo que aparece sea el que 
ha sido creado con anterioridad, en el apartado DeviceName.  También hay que configurar 
que el bloque funcional a mostrar sea el correcto, para esto comprobar que aparece Encoder en 
el apartado Functional Block Name. Al pulsar siguiente pasamos a la siguiente pantalla de 
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configuración en ella seleccionamos el nombre que quiere dársele al bloque funcional, en este 
caso se le ha llamado Encoder para saber a cual corresponde. En este caso no seria necesario 
pero si hubiera varios bloques funcionales, seria difícil identificarlos. También hay que marcar 
la opción Create shapes for all network variables, esta opción crea tantas entradas y salidas al 
bloque como variables de E/S tenga, si no se hace se tendrán que ir añadiendo manualmente 
una a una. 
Para poder controlar y visualizar (si es posible) las variables de red desde el área de trabajo, 
LonMaker ofrece la posibilidad de los LNS Text Box Control, el icono se encuentra en la barra 
de herramientas NodeBuilder Basic Shapes. Se arrastra el icono al área de trabajo, una vez 
hecho esto se pulsa el botón derecho del ratón encima del LNS Text Box Control. Aparece el 
menú mostrado en la figura 3.20(a), en este menú seleccionar la opción Properties… 
        
    (a)                     (b) 
Figura 3.33.-(a) Menú de opciones del LNS Text Box Control; (b) Pantalla de configuración del LNS Text Box 
Control 
Al seleccionarla, se pasa a la pantalla que se muestra en la figura 3.20(b) en ella se 
puede configurar el LNS Text Box Control. Para empezar se debe poner que variable queremos 
mostrar en la caja de texto, pulsamos en Browse. Se abrirá la pantalla mostrada en la figura 
3.21, en ella seleccionaremos desplegando los menús correspondientes, la ruta siguiente 
Subsistem1Gizmo4EncodernvoEncoder.  
 
Figura 3.34.- Selección de variables a mostrar en el LNS Text Box Control    
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Además se debe marcar la opción monitor que será la encargada de mostrar en ‘tiempo 
real’, el valor del encoder, si esta opción no estuviera marcada se debería actualizar 
manualmente el LNS Text box Control para que mostrase el valor del K encoder.  
Al acabar esto debería quedar el área de trabajo tal y como se muestra en la figura 3.22, 
en ella se pueden ver todos los elementos que intervienen, la red, el nodo, el bloque funcional y 
la caja de texto. 
 
Figura3.35.- Aplicación del Encoder completada 
En el AnexoI puede encontrarse la configuración, programación del resto de 
dispositivos que han sido incorporados al nodo Gizmo4. 
En este apartado se ha podido conocer la estructura del sistema desarrollado, por que 
elementos está formado y como se ha de programar. Una vez leido este punto el lector deberia 
ser capaz de generarun red de Lonworks. A continuación conoceremos cuales son los pasos a 












Puesta en marcha y verificación del funcionamiento 
Una vez se han instalado todos los dispositivos, configurada la red y programado el 
nodo, la puesta en marcha de la aplicación es bastante sencilla. Para que sea posible la 
comunicación a través de toda la red y el Host, en primer luga,r hay que asegurarse de que la 
red de Lonworks esté activa. Esto se puede verificar a partir del indicador de red del LTM-10 
mostrado en la figura 3.1(DS2 en el manual [4]) y comprobando que los indicadores TX y RX 
del dispositivo USB parpadean, lo cual, significa que existe comunicación entre el Host y el 
nodo.  
 
Figura 4.1.- Vista frontal del LTM-10 junto con la placa Gizmo4 
Con la red en funcionamiento, al activar los pulsadores (SW1, SW2) los indicadores led 
de la placa, asociados a cada uno de ellos, se activan al mismo tiempo que se actualizan los 
datos, tanto en el display como en el monitor del Host (tal como se muestra en la Figura 3.2).  
De igual manera, también se puede comprobar que al modificar el valor del cuadro de texto del 
Host correspondiente a estos indicadores, también es posible alterar el estado de estos 
elementos en la placa: un ‘0’ desactiva el indicador mientras que un ‘1’ lo activa.  
       
  (a)      (b) 




               (c) 
Figura 4.2.- Funcionamiento de la placa: display, encoder, leds y sensor de temperatura. (a) Switch1 y LED1 
junto con sensor de temperatura y encoder; (b) Switch2 y LED2 junto con sensor de temperatura y encoder; (c) 
Funcionamiento de los dispositivos en la pantalla de Microsoft Visio 
El valor actual de la temperatura también se puede ver tanto en el ‘display’ como en el 
monitor del Host. Si se fuerza un cambio de temperatura cerca del sensor de la placa se debería 
observar como el valor que indican estos dispositivos aumenta. En el caso de rebasar los 40ºC, 
se activa un sonido de alarma y el led 01, que hay que desactivar con el pulsador (LED1). 
Por último, el display y el Host también muestran el valor del Encoder que incrementa 
o decrementa en cada paso, dependiendo de si el vástago se gira en el sentido de las agujas del 















Conclusiones finales y discursión 
El sistema de red utilizado que se ha sido objeto de estudio en el presente trabajo fue 
creado para realizar tareas de gestión de procesos industriales y el control doméstico en áreas 
residenciales, las cuales, se caracterizan por ser aplicaciones que suelen manejar no 
demasiados datos de información. Esta característica, ha condicionado que este sistema haya 
recibido hasta recientemente bastante aceptación por parte del mercado en general. Este hecho 
se refleja no sólo en la amplia gama de productos sino por la existencia de una asociación que 
regula productos que terceras partes en todo el mundo realizan en torno a esta especificación.  
Sin embargo, el avance claro que ha experimentado la tecnología durante la última década, y 
en especial el sector de las comunicaciones, ha supuesto el planteamiento de desarrollo de 
nuevas ideas en base a este tipo de redes, entre las cuales, destacan aquellas aplicaciones que 
tienen que ver con la atención médica a personas con dependencia en el hogar. Para que ello 
sea posible, se requieren sistemas más complejos que posean unos elementos programables y 
unas comunicaciones cuyas prestaciones hagan posible un comportamiento del funcionamiento 
más inteligente, esto es, que sea capaz de auto-adaptarse y anticiparse a necesidades puntuales 
específicas de la aplicación que, al fin y al cabo, vienen condicionadas por los propios 
usuarios. Esto conlleva unas exigencias más severas en prestaciones para las redes de 
comunicación residenciales, no sólo por lo que respecta a parámetros como la velocidad de 
trabajo sino también en cuestiones de más alto nivel, como pueden ser: la interoperabilidad 
entre dispositivos, la escalabilidad de la red o la flexibilidad de la ampliación, entre otros. Con 
este marco, y después de conocer con más profundidad las herramientas utilizadas, a 
continuación se exponen las principales reflexiones de la evaluación:  
• Software 
A pesar de que la aplicación desarrollada es bastante sencilla, en general se puede 
constatar que es posible desarrollar redes residenciales bastante complejas con dichas 
herramientas. En general, los procesos que se realizan tanto con LonMaker como con 
Nodebuilder presentan una automatización intuitiva bastante elevada, lo que es de agradecer de 
cara al diseñador. En este sentido, las utilidades Wizard simplifican los procesos que tienen que 
ver con la configuración de los diferentes objetos de programación, si se tiene en cuenta la 
dificultad en el control de parámetros que conlleva el uso de esta clase de lenguajes de 
programación. 
• Hardware 
El sistema también dispone de una librería bastante amplia de elementos, no sólo por lo 
que respecta a la naturaleza de los nodos que se pueden implementar en una red (Lonmaker) 
sino también por lo que respecta al tipo de dispositivos que se pueden conectar a la misma 
(Nodebuilder). En el primer caso, se pueden incluir tanto routers - que permiten hacer un 
cambio en el medio físico de transmisión, a la vez que permiten ampliar el sistema creando 
subredes; como nodos servidores – que permiten tener acceso externo a los datos desde la web 
mediante protocolo TCP/IP. En el segundo caso, gracias a las funciones de nodo disponibles 
que implementan métodos ‘hardware’ genéricos de comunicación: como el RS232, SPI o 
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PWM, entre otros; permite conectar unidades de entrada salida con un carácter custom. 
Además, existen variedad de transceivers que permiten realizar diferentes topologías (anillo, de 
bus, libre…), trabajar a varias velocidades (5kbps hasta 1,25Mbps) con dos medios físicos 
principales (red eléctrica y par trenzado). En suma, el tamaño y la complejidad de la red 
pueden llegar a ser importante, hasta 127 dispositivos por subred y 255 subredes por dominio, 
lo que supone un total de hasta 32.585 dispositivos en una misma red. 
• Interfaz gráfica 
La visualización de datos en el Host, en cambio, es uno de las características en las que 
el presente sistema está limitado. Esto se debe a que Lonmaker precisa de Microsoft Visio para 
funcionar correctamente. Si se desea realizar entornos interactivos, esta herramienta 
únicamente dispone de tablas o bloques de texto para poder representar la información e  
interaccionar con el usuario. Esto supone una desventaja importante, sobretodo de cara al 
desarrollo de las interfaces gráficas que tendrían que manejar los usuarios si dicha aplicación 
perteneciese a un determinado producto. En este sentido, es deseable disponer de una 
herramienta que permita desarrollar entornos más intuitivos y amenos, y que a su vez permita 
una mayor actuación por lo que respecta a detalles como la representación de símbolos, la 
animación visual o la interacción, entre otros. En definitiva, se precisa de una herramienta que 
permita desarrollar entornos ‘user friendly’ que sea compatible con los elementos de este 
sistema, incluyendo a la comunicación, y que permita una gran flexibilidad en la creación de 
aplicativos, sobretodo para poder abarcar a usuarios con diferentes necesidades. 
• Posibilidades de ampliación 
Al ser una especificación que está sujeta a una asociación, la ampliación de estos 
sistemas viene fuertemente condicionada por el fabricante. Todos los elementos que atañen a la 
red sólo se pueden adquirir, o bien del propio fabricante, o de una compañía que pertenezca a 
dicha asociación. Esto se debe a que todos los controladores (nodos) están implementados en 
base a un dispositivo programable exclusivo (Neuron Chip), el cual, es identificado 
unívocamente por el entorno de desarrollo cada vez que se da de alta en la red. 
• Computación ubicua 
La ubicuidad es un concepto que aplicado a los entornos de redes residenciales, engloba 
aspectos y temáticas muy diversas. Algunas de ellas acaban de ser comentadas. Entre las que 
influyen sobremanera se encuentran: la interoperabilidad y integrabilidad de elementos 
hardware heterogéneos junto con su escalabilidad; la autonomía y eficiencia energética; la 
interactividad y/o reactividad de las aplicaciones, la transportabilidad y movilidad, y la 
seguridad, entre otros. Acto seguido, se pasará a considerar este estándar bajo estas premisas. 
- Interoperabilidad e integrabilidad 
Dos puntos hay que considerar respecto al desarrollo de elementos con carácter particular (o 
custom): los nodos de red y los dispositivos que se conectan a ellos. Como se acaba de 
comentar, la ampliación de elementos en este tipo de redes se encuentra fuertemente 
condicionada por la asociación reguladora de dicho estándar, lo que provoca que el trabajo a 
realizar en caso de un desarrollo custom sea bastante considerable. Aún así, es posible 
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desarrollar tanto nodos de red como dispositivos propios. En el primer caso, no es posible 
conseguir independencia completa con respecto al fabricante, ya que para realizar un nodo bajo 
este sistema es requisito indispensable disponer de un controlador Neuron Chip que, como se 
ha comentado, pertenece a dicha asociación. No obstante, existe la posibilidad de conseguir 
estas piezas e implementar un nodo personalizado, ello requiere realizar una placa (tipo PCB) e 
introducir, dentro de esta pieza, el programa con el sistema operativo (MIP.- Microprocessor 
Interface Program, o el Short Stack Micro-Server). En el segundo caso, en cambio, la 
flexibilidad de conectar dispositivos a dicho controlador es amplia ya que están implementadas 
las rutinas de programación correspondientes a los sistemas de comunicación serie entre los 
cuales, se encuentran la UART o el SPI.  
En suma, se puede concluir que la integrabilidad de dispositivos personalizados está más al 
alcance des de el punto de vista de periférico que no con respecto al nodo, pero tiene como 
principal inconveniente que la velocidad de comunicación de la aplicación queda limitada por 
los protocolos de comunicación de estos puertos. Este aspecto habrá que tenerlo en 
consideración como especificación, sobretodo si se desean incluir dispositivos como pasarelas, 
servidores o, incluso, routers personalizados que no sean de este fabricante. Otro factor que se 
ve afectado por las decisiones que se puedan tomar en este sentido tiene que ver con el coste, el 
cual, tiende a incrementar en el caso de decantarse por utilizar productos del fabricante aunque 
si bien hay que decir que el tiempo de puesta en marcha de los nuevos dispositivos se puede 
reducir considerablemente en este caso. 
- Escalabilidad 
La escalabilidad es un factor que también está relacionado con la integrabilidad e 
interoperabilidad comentadas en los puntos anteriores ya que el crecimiento de una red de 
comunicaciones también tiene que ver con la conectividad de todos los elementos que 
intervienen. Sin embargo, en la escalabilidad también intervienen otros factores importantes, 
como por ejemplo: la programación. En este sentido, es imprescindible que la programación se 
realice de manera que el caso de que un nuevo elemento se conecte al controlador de nodo (o 
un nodo se conecta a la red de comunicaciones) en un modo plug & play no represente una 
caída total o parcial del sistema. Este es el principio básico que persigue el uso de ‘agentes 
software’, los cuales, implementan una serie de rutinas que gestionan la interacción de los 
elementos implicados a partir de un protocolo de negociación determinado.  
En la conexión controlador-red dichos procesos están implementados por el sistema operativo 
de cada controlador (MIP o ‘Short_Stack Micro Server’), mientras que en la conexión 
controlador-dispositivo tales funciones tienen que ser desarrollados por el diseñador a través 
del programa. En general, el uso de un lenguaje de programación orientado a objetos es 
adecuado para el desarrollo de agentes. El presente sistema precisamente utiliza un lenguaje de 
este tipo (Neuron C), por lo que no tendría que ser ningún tipo de impedimento para el 
desarrollo de agentes que gestionen la interacción con dispositivos externos. 
En consecuencia, todo y que no se han realizado pruebas al respecto, el autor cree es posible 
llevar a cabo redes residenciales escalables y re-configurables, si bien requiere la creación de 
agentes software por la parte que respecta a los dispositivos externos (sensores, actuadores, y 
otros interfaces) 
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- Autonomía y eficiencia energética 
La autonomía y la eficiencia energética son características cuyas especificaciones 
cobran más relevancia en los elementos que interactúan con los nodos de red, que no el nodo 
propiamente dicho. Al tratarse de una red cableada en par trenzado, los controladores cogen la 
energía necesaria para funcionar a partir de la red eléctrica que alimenta al sistema de red. Por 
lo que respecta a los elementos de los nodos, al tratarse de aplicaciones médicas, las cuales se 
desarrollan sobre personas físicas con grado de discapacidad diverso, la autonomía es un factor 
que adquiere mayor relevancia. Actuadores y sensores remotos que quieran formar parte de la 
red pero que al mismo tiempo requieran autonomía, precisan del uso de baterías y de interfaces 
adicionales inalámbricas.  
Por consiguiente, un funcionamiento sostenible desde el punto de vista energético implica una 
actuación tanto por lo que respecta a la selección de interfaces inalámbricas adecuadas como al 
desarrollo de métodos algorítmicos optimizados, tanto por parte del controlador que se 
encuentra situado en el nodo, como el que desarrolla la aplicación remota. La autonomía, por 
su parte, está estrechamente vinculada a los interfaces de mercado que sean compatibles con 
los métodos de comunicación que implementan los nodos del sistema evaluado. 
- Reactividad vs. Interactividad 
En general, el tiempo de respuesta del sistema de red depende de dos factores: por un 
lado, la velocidad en que se transmiten los datos, y por otro, del como se haya estructurado la 
programación en los controladores que, al fin y al cabo, son los que determinan la actualización 
de las diferentes variables y cuando actuar en alguno de los elementos. En este sentido, el 
tiempo de respuesta suele ser menor en un sistema con carácter reactivo que no uno interactivo. 
Los elementos de un sistema reactivo se programan para que tengan una respuesta directa e 
inmediata  a un evento ocurrido en la red, mientras que los interactivos en cambio suelen dar 
una respuesta basándose no sólo en los eventos producidos, sino que también consideran la 
información adicional que pueda obtenerse en otros puntos de la aplicación. En consecuencia, 
interactividad y distribución de la información están estrechamente vinculadas. 
Es evidente que tanto reactividad como interactividad son características necesarias para el 
desarrollo de redes residenciales si se tiene en cuenta la naturaleza de las aplicaciones de 
computación ubicua. En el sistema objeto de evaluación, la comunicación por la red y, por 
consiguiente, la actualización sus variables tienen un carácter reactivo. Esto se pone de 
manifiesto en la aplicación desarrollada por el mero hecho de que el funcionamiento consiste 
en un muestreo de los valores de entrada (tanto del como el aplicativo en los textos de diálogo 
del aplicativo) y la actualización de los valores de salida.  
Esta característica, ofrece un carácter distribuido a las aplicaciones al margen de donde se 
localice la respuesta en los elementos de la red. Por consiguiente, la reactividad es un aspecto a 
considerar en el diseño de aplicaciones, independientemente de si la respuesta a los eventos se 
localiza en un punto remoto o en el mismo lugar donde se producen. Si dicha característica es 
deseable, en el primer caso los parámetros a considerar son los que intervienen en la 
comunicación mientras que en el segundo habría que discutir, si cabe, la posibilidad de un 
diseño Host-based para intentar separar aplicación de nodo por un lado y comunicación de red 
por otro. 




El sistema utilizado en este trabajo utiliza el cable como medio para transferir 
transportar las señales que contienen la información. Dicha implementación se puede hacer 
utilizando tanto el par trenzado como el cableado de la red eléctrica. Esto supone una 
limitación drástica en la ubicuidad tanto por lo que respecta a la transportabilidad como a la 
movilidad de las aplicaciones, puesto que los nodos han de quedar fijos en puntos 
determinados del entorno residencial. Si se desea que las aplicaciones tengan autonomía en la 
movilidad, dicha situación provoca que se tenga que conectar interfaces de mercado 
específicos para realizar una conversión inalámbrica de la comunicación. Como en los puertos 
de entrada/salida de los controladores es posible utilizar una comunicación serie (UART o 
SPI), además de tener en cuenta la velocidad de comunicación, la compatibilidad con estos 
mecanismos es indispensable en estos interfaces. De este modo, dispositivos como sensores o 
actuadores quedan conectados al controlador pero separados físicamente de él gracias al 
interfaz.   
Por tanto, el trabajo concluye que el estándar de Lonworks es una alternativa posible para 
aplicaciones en entornos residenciales de carácter ubicuo de carácter sencillo, puesto que la 
implementación en base a una arquitectura distribuida es posible. Sin embargo, debido a que 
dicho sistema fue creado para dar soporte principalmente al control doméstico en base a unos 
productos comerciales orientados a la domótica más que para el desarrollo personalizado, 
existen limitaciones importantes. En primer lugar, el soporte es bastante general y sólo incluye 
protocolos de comunicación muy básicos, como el UART o SPI que, en este caso, presentan 
una velocidad considerablemente baja, en comparación con la que utilizan otros dispositivos 
actuales. En particular, resulta llamativo el hecho de que sea prácticamente imposible 
desarrollar interfaces de nodo más rápidas (USB, UART, SPI Bluetooth, Wi-Fi 802.11). 
Aunque la conversión de un medio a otro es posible a nivel personalizado añadiendo los 
dispositivos digitales adecuados, el ‘cuello de botella’ está siempre presente en la 
comunicación que va desde el exterior al interior de la red y viceversa. Bajo esta situación, se 
han de desarrollar las librerías (driver) correspondientes a las rutinas de control de dichos 
dispositivos a partir del lenguaje (Neuron C), tarea complicada si se considera que estas 
funciones son de más bajo nivel (hardware) con respecto a dicho lenguaje. Aún así, la 
limitación en velocidad persiste y condiciona considerablemente las aplicaciones, sobretodo, 
en la parte de red principal. Esta consecuencia también afecta al uso de dispositivos como 
servidores, tanto los que comercializa la misma casa, como en el caso de querer utilizar uno 
externo.  
En suma, aunque el sistema está pensado para tener un carácter abierto, la heterogeneidad es, 
por lo general, bastante difícil de llevar a cabo. Si además se tiene en cuenta que la interfaz 
gráfica está considerablemente limitada, se puede concluir que los impedimentos para 
desarrollar aplicaciones personalizadas son bastante importantes.  
5.1 Futuras líneas de trabajo 
Como se ha comentado, existen consideraciones técnicas que condicionan 
considerablemente la integrabilidad, escalabilidad y ampliación de sistemas de comunicación 
residenciales con un carácter heterogéneo y distribuido. Este último requisito es vital para el 
desarrollo de aplicaciones residenciales en el ámbito de la atención médica a personas con 
diversos grados de discapacidad. Esta problemática abre dos caminos posibles de actuación. El 
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primero propone una línea continuista al trabajo realizado basándose en la idea de ampliar lo 
desarrollado hasta el momento mientras que el segundo considera la posibilidad de abandonar 
la especificación utilizada para recurrir a otros estándares que tengan en cuenta las necesidades 
comentadas, en base al uso de tarjetas de desarrollo con dispositivos programables.  
• Línea continuista 
La problemática de la interacción gráfica puede abordarse de manera más optimizada 
con este sistema si el Host, además de utilizarse en tareas de programación y configuración de 
los elementos de la red, se utiliza como periférico de entrada/salida de un nodo. Esto es 
posible, si se incluye un nodo adicional y se conecta al Host al a través de un puerto de 
comunicación (UART). En esta situación, el desarrollo de aplicativos interactivos multimedia 
con herramientas informáticas ajenas al sistema (Matlab, Labview, Measurment Studio, entre 
otros) es posible. En este caso, la configuración del nodo conectado al computador central ha 
de ser Host based. La comunicación entre controlador y Host ha de ser serie. En consecuencia, 
para poder desarrollar aplicaciones multimedia que interactúen con la red es necesario un 
cambio de medio de comunicación que sea de UART a Par Trenzado. No obstante, dichas 
acciones a realizar incrementan el coste de la implementación puesto que implica adquirir 
todos los elementos al fabricante de dicho sistema. 
Otro punto de discusión tiene que ver con la ampliación del sistema utilizando otro tipo de 
nodos como routers o servidores. Si se tienen en cuenta aspectos relacionado con la velocidad 
de trabajo de estos elementos cabe considerar si la red puede soportar dicha demanda. 
Abordando esta línea, hay que decir que de acuerdo con el catálogo de productos de este 
sistema la velocidad más rápida que se puede conseguir con es de 1,25 Mbps. Sin embargo, por 
motivos que se desconocen, en el momento de redacción el lector ha podido constatar que el 
distribuidor ha dejado de comercializar uno de los productos claves que permite trabajar a 
dicha velocidad, limitando la velocidad del sistema a 78 Kbps. 
• Línea de cambio 
En general, no existe ningún sistema estándar integral de entorno residencial que facilite 
totalmente el desarrollo de aplicaciones de red personalizadas. Las características técnicas que 
poseen, por un lado, o las condiciones de mercado, por otro, son obstáculos importantes que 
dificultan el desarrollo de computación ubicua en los entornos residenciales. Por consiguiente, 
se concluye que los estándares actuales no están todavía preparados y aún han de desarrollarse 
tecnológicamente para que este tipo de entornos sea posible. 
Hoy en día, uno de los sistemas de comunicación en banda ancha más extendido y en continuo 
desarrollo es el TCP/IP. Con el paso del tiempo, dicho sistema ha demostrado ser apto por lo 
que concierne a aspectos de velocidad, interoperabilidad o escalabilidad, entre otros. En los 
últimos años, los principales fabricantes de placas de desarrollo con dispositivos programables 
han comenzado a incluir el ‘hardware’ y el ‘software’ necesario para poder utilizar este 
mecanismo en sus prototipos. Todo ello conlleva a plantear, como otra alternativa, el desarrollo 
de un sistema residencial custom basado en el uso de estos elementos como nodos de red. De 
este modo, es posible beneficiarse tanto de las ventajas del sistema de comunicación como de 
la flexibilidad de dichas plataformas, ya que están pensadas para el desarrollo de aplicaciones  
con carácter general. Esta ha sido la opción escogida como línea de trabajo a seguir en 
proyectos posteriores.  



























Configuración de los objetos utilizados en la aplicación del 
proyecto 
En este apartado del Anexo se mostrará en forma de lista la configuración de los objetos, 
que junto con el Encoder formarán parte del proyecto. En los siguientes puntos aparecen el tipo 
de objeto, la variable principal (Mandatory NV’s) y si lo requiere la variable opcional 
(Optional NV’s) y  las CP’s (Configuration Properties). 
A.1.1  Switches 
 
Tipo de variable: SFTPopenLoopSensor 
Use array: On 









Tipo de variable: SFPTopenLoopActuator 
Use array: On 













A.1.3  Sensor de Temperatura 
 
Tipo de variable: SFPThvacTempSensor 
Use array: Off 




NV type: SNVT_temp_p 












CP type: SCPTmaxSendTime 
Name: cpMaxSendTime 
 
CP type: SCPTminDeltaTemp 
Name: cpMinDelta 
 












Líneas de Programa del resto de dispositivos 
En este apartado del Anexo se muestran todos los archivos necesarios para que la 
aplicación funcione. En los archivos Ejemplo1.nc, Ejemplo1.h, Common.h, DigitalInput.nc, 
DigitalOutput.nc, TempSensor.nc y TempSensor.h deben ser añadidas líneas de codigo para el 
correcto funcionamiento de los dispositivos. Las líneas resaltadas con negrita serán las líneas 
que se añadirán, las que no lo estén serán las que Code Wizard genera automáticamente. Todas 
las líneas de programa se representarán con el mismo codigo de colores utilizado por 
NodeBuilder, que será: gris, para las lineas de configuración generadas por Code Wizard, 
negro para las líneas de programa y verde para los comentarios. 
A.2.1  Archivos Principales 
A.2.1.1  Gizmo4.nc 
 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: Gizmo4.nc  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// Gizmo4.nc is the device's main Neuron C source file. 
// It contains the declaration of the system tasks (when(reset),  
// etc), and it contains the declaration of the file directory. 
// It includes all other Neuron C source or header files as needed. 
////////////////////////////////////////////////////////////////////////////// 





#define _Gizmo4 _NC_ 
 
///////////////////////////////////////////////////////////////////////////// 





// FileDirectory is a variable that contains the file directory. Please see filexfer.h 
// and filesys.h for more details about the implementation of the file system and the  
// file transfer protocol.  
// Note a file directory must be defined whenever at least one configuration parameter 
// in files is defined or at least one user-defined file exists. A file directory must 
// be defined independent of the CP access mechanism (file transfer or direct access), 
// but note a different layout of file directory will be compiled for each of these 
// access mechanism. The two access techniques are mutually exclusive.  
#ifndef _USE_NO_CPARAMS_ACCESS 
 DIRECTORY_STORAGE TFileDirectory FileDirectory = { 
     FILE_DIRECTORY_VERSION,   // major and minor version number (one byte) 
     NUM_FILES, { 
 #ifdef _USE_DIRECT_CPARAMS_ACCESS 
   { cp_template_file_len,         TEMPLATE_TYPE, cp_template_file }, 
   { cp_modifiable_value_file_len, VALUE_TYPE, 
 cp_modifiable_value_file }, 
   { cp_readonly_value_file_len,   VALUE_TYPE, 
 cp_readonly_value_file   } 
 #else // def. _USE_FTP_CPARAMS_ACCESS 
   { NULL_INFO, { 0ul, cp_template_file_len }, 
 TEMPLATE_TYPE,  cp_template_file }, 
   { NULL_INFO, { 0ul, cp_modifiable_value_file_len },
 VALUE_TYPE,  cp_modifiable_value_file }, 
   { NULL_INFO, { 0ul, cp_readonly_value_file_len },
 VALUE_TYPE,  cp_readonly_value_file } 
 #endif // def. _USE_DIRECT_CPARAMS_ACCESS 
  } 
 }; 
#endif // def. _USE_NO_CPARAMS_ACCESS 
 
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 
//<Include Enum Type Headers> 
// 
//<Global CP Family Declarations> 
// 
//<Include Headers> 









//<Device CP Family Declarations> 
// 
//<Device CP Declarations> 
// 
//<Device Input NV Declarations> 
// 
//<Device Output NV Declarations> 
// 
















 #include "fileSys.nc" 
 #include "fileXfer.nc" 
#endif  
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 




//}}NodeBuilder Code Wizard End 
 
//{{NodeBuilder Code Wizard Start  
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks! 
 
//<Input NV Define> 
// 
// The following code will be ignored if this Neuron C file is used without 
// an input NV implemented.  The Code Wizard automatically enables  
// the _HAS_INP_DEV_NV macro if there is at least one input NV implemented. 






//<Device NV When> 
// 
//}}NodeBuilder Code Wizard End 
{ 




// Execute system/scheduler commands when they occur  
//  
//  when(reset) gets executed any time the device is reset. Make sure to keep 
// your when(reset) task as short as possible, as a pending state change can 
// not be confirmed until this task is completed. Note the default Code Wizard  
//  framework does not contain code to refresh the Neuron's watchdog timer.  
//  On devices that contain a large number of fblocks, this might result in a 
// watchdog-timer reset during reset processing.  
// Unless code changes to the framework and the default directors allow to  
// overcome this problem, calls to the watchdog_update() function should be  














// when(offline) gets executed as the device enters the offline state. 
//  Make sure to keep this task as short as possible as the state change 
// can not be confirmed until this task is completed. Note the default Code Wizard  
//  framework does not contain code to refresh the Neuron's watchdog timer.  
//  On devices that contain a large number of fblocks, this might result in a 
// watchdog-timer reset during reset processing.  
// Unless code changes to the framework and the default directors allow to  
// overcome this problem, calls to the watchdog_update() function should be  





// when(online) gets executed as the device enters the online state. 
//  Make sure to keep this task as short as possible as the state change 
// can not be confirmed until this task is completed. Note the default Code Wizard  
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//  framework does not contain code to refresh the Neuron's watchdog timer.  
//  On devices that contain a large number of fblocks, this might result in a 
// watchdog-timer reset during reset processing.  
// Unless code changes to the framework and the default directors allow to  
// overcome this problem, calls to the watchdog_update() function should be  





// when(wink) gets executed as the device recieves a wink command. This should //  
 be 
//  used to generate some appropriate, harmless but noticeable, action such as the  
//  brief flashing of an LED. The purpose of the wink command is to allow for a      //
 device 
//  to be visually identified amongst others, where the command is generated by     // 
 some  
//  network management tool. Remember the wink command can occur at any state, //
 even 
// when the device is in the unconfigured state. Application timers and other          //
 features 
// that require a particular device state shall therefore not be used for the 
// implementation of a wink command handler.  
// Further more, note the wink command is typically used to identify the device.  
// The response should therefore not impact the network, consist of a visual or  
// audible signal, and should by no means cause harm to or by machinery that is 
// attached to the device. 
when (wink) 
{ 





#ifdef _HAS_CHANGEABLE_NV       
// The _HAS_CHANGEABLE_NV macro will be defined by Code Wizard 
// when at least one network variable with changeable type is 
// being implemented. The conditional compilation here 
// provides the callback routine that is used to report the 
// the true and current length of a given network variable 
// back to the firmware. 
// Code Wizard also enables the callback by inserting the 
// system_image_extensions pragma, see Ndb2.h 
// Note that callback support requires firmware version 14 
// or better. 
unsigned get_nv_length_override(unsigned nvIndex) 
{ 
 unsigned uResult; 
  
 // Assume no override 
 uResult = 0xFF; 
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 // TODO: add code to return the current length of 
 // the network variable with index "nvIndex."  
 // For example: 
 // switch (nvIndex) { 
 //     case nviChangeableNv::global_index: 
 //         if (nviChangeableNv::cpNvType.type_category != NVT_CAT_INITIAL 
 //          && nviChangeableNv::cpNvType.type_category != NVT_CAT_NUL) { 
 //             uResult = nviChangeableNv::cpNvType.type_length; 
 //         } 
 //         break;  
 // } 
 
 return uResult; 
} 
 
#endif // #ifdef _HAS_CHANGEABLE_NV 
 
 
#endif // _Gizmo4_NC_ 
A.2.1.2  Gizmo4.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: Gizmo4.H  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// This file contains some global type and macro definitions and declarations. 
// It is recommended to place declarations of global application timers or I/O 
// objects within this file. Application timers or I/O objects that are 
// for exclusive use by a given fblock or fblock-array should be kept in the  
// fblock-specific header file(s).  









#define SWITCH_ON  0x01 
#define SWITCH_OFF 0x00 
// Configuration parameters storage.  
// Use the CP_STORAGE and CP_CONST_STORAGE macro to define the storage of 
configuration 
// parameter in files. Note the CP template file is always considered 'const' and will  
// thus be linked into the CP_CONST_STORAGE segment. 
#define CP_STORAGE far offchip eeprom 
#define CP_CONST_STORAGE far offchip eeprom 
 
// Functional blocks need to store non-volatile state variables 
// Use the FBLOCK_PERSISTENT_STATUS_STORAGE and 
FBLOCK_STATUS_STORAGE macros to control 
// linkage of these variables. You must make sure to provide a persistent location for 
// FBLOCK_PERSISTENT_STATUS_STORAGE (such as 'onchip eeprom'). Persistent object 
status  
// information includes the enable/disable status; loosing persistency for this aspect 
// might cause unexpected behavior and might cause harm or injury in conjunction with  
// physical machinery or equipment. 
#define FBLOCK_PERSISTENT_STATUS_STORAGE onchip eeprom 
// Some variables do not need to be saved across reset 
#define FBLOCK_STATUS_STORAGE far 
// 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 
// <CP Access> 
#define _USE_DIRECT_CPARAMS_ACCESS 
// 






#define NodeObject_FBLOCK_COUNT  1 
#define DigitalInput_FBLOCK_COUNT  2 
#define DigitalOutput_FBLOCK_COUNT  2 
#define Encoder_FBLOCK_COUNT  1 
#define TempSensor_FBLOCK_COUNT  1 
// 
//<Total Fblock Count> 
#define TOTAL_FBLOCK_COUNT  NodeObject_FBLOCK_COUNT +\ 
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      DigitalInput_FBLOCK_COUNT +\ 
      DigitalOutput_FBLOCK_COUNT+\ 
      Encoder_FBLOCK_COUNT +\ 
      TempSensor_FBLOCK_COUNT  
// 
//<Enable Changeable NV> 
// 
//<File List> 
// Implements     Filename 
// NB Device Template:   Gizmo4.nc 
//      Gizmo4.h 
// Common Functions:   common.h 
//      common.nc 
//      Filesys.h 
// Node Object:    NodeObject.nc 
//      NodeObject.h 
// FBlock:     DigitalInput.nc 
//      DigitalInput.h 
//      DigitalOutput.nc 
//      DigitalOutput.h 
//      Encoder.nc 
//      Encoder.h 
//      TempSensor.nc 
//      TempSensor.h 
// 
//}}NodeBuilder Code Wizard End 
 
// The file directory has:  
// The template file, the value file, and the constant value file by 
// default.  If you add user-defined files, adjust NUM_FILES  
// accordingly. Adding user-defined files also requires the file directory 
// to be updated accordingly (see filesys.nct). Please refer to 
// filesys.* and filexfer.* files for more details about user-defined 
// files. 
#define NUM_FILES 3 
 
// The following code will be ignored if this Neuron C file is used 
// as a ShortStack Neuron C model file, because the expressions  
// within the following #ifndef/#endif pair are not accepted 
// when compiling a ShortStack Neuron C model file. 
//  See www.echelon.com/shortstack for more information on the 




// Code Wizard automatically generates an empty framework for support of 
// changeable type network variables, including an empty framework for the 
// get_nv_length_override system extension function (callback).  
// This callback mechanism must be enabled with the system_image_extensions 
// compiler directive. The second compiler directive used here,  
// unknown_system_image_extension_isa_warning, allows for the same code 
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// to be build for targets that do support the callback technique (requires 
// Neuron firmware version 14 or better), as well as for those that don't 
// support that technique. See your NodeBuilder documentation for important 
// details about changeable type network variables. 
 
#ifdef _HAS_CHANGEABLE_NV 
#pragma system_image_extensions nv_length_override 
#pragma unknown_system_image_extension_isa_warning 
#endif // _HAS_CHANGEABLE_NV 
 
// Code Wizard automatically calculates a recommended number of alias  
// table entries, which is larger than zero and a function of the total 
// number of network variables being declared. 
// Remove the "{{NodeBuilder Code Wizard Start <Alias Entries>" and 
// "}}NodeBuilder Code Wizard End" tags in the lines following this  
// comment to disable that automatic calculation. Leave the related 
// compiler directive (pragma) in the same place, and edit the parameter 
// to that directive (the requested number of alias table entries) 
// to provide your own number of alias table entries. 
// Please note that a number of alias table entries MUST be given. The number 
// can be zero, resulting in no support for LonWorks network variable aliases. 
// It is highly recommended to support aliases, resources allowing, due to the 
// benefits when incorporating the device into a network.  
 
//{{NodeBuilder Code Wizard Start <Alias Entries>  
#pragma num_alias_table_entries  13 
// 
//}}NodeBuilder Code Wizard End 
 
/// 
// If all configuration properties are implemented with  
// configuration network variables, instead of configuration 
// parameters, you may choose to include FTP support for user_defined 
// purpose allowing transfer of user-defined files.  You will need to  
// explicitly initialize the file directory in this case (See the  
// filesys.* and filexfer.* files for more details about user-defined 
// files and the file transfer protocol).  
// #define _INCLUDE_FTP 
 
// Set address table size to maximum (15 entries). You may reduce the  
// size of the address table as described in the Neuron C documentation, 
// however, it is highly recommended to maximize the size of the  
// address table as resources allow. 
#pragma num_addr_table_entries 15 
 
#endif // _shortstack 
 
#endif // _Gizmo4_H_ 
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A.2.2  Objetos 
A.2.2.1  Nodo 
A.2.2.1.1  NodeObject.nc 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////// 
// File: NodeObject.nc  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 
// Written By: NodeBuilder Code Wizard   
// 
// Description: Node Object functions 
// This file contains functions that handle the node object. External  
// requests that relate to other objects are automatically routed to  
// the relevant director functions.  
// No changes are required to this file unless the set of supported  











 // The SNVT_request input network variable receives commands (requests) for  
 // an individual object 
// (object_id > 0), or for the entire device (object_id == 0). This network variable  
// update  
 // handler process the receipt of the requests and routes the command to the   
// appropriate  
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// director function(s). There is not normally a need to change this pre-defined          // 
network variable 
 // update handler.  
// Make sure to review the default handling of commands in the director              // 
implementations provided. 
 
 TFblockIndex  fblockRequested; 
 object_request_t objectRequest; 
 SNVT_obj_status  *pStatus; 
 
 if (NBCW_NODE_REQUEST.object_id >= get_fblock_count())  { 
  // no such object: 
  NBCW_NODE_STATUS.invalid_id = TRUE; 
 
 } else { 
 
  boolean    bPropagate; 
  TFblockIndex fbIndex; 
 
  fblockRequested = (unsigned)NBCW_NODE_REQUEST.object_id;   
objectRequest = NBCW_NODE_REQUEST.object_request;  // get         // 
request code 
  deviceState.FblockIndex = fblockRequested; 
 
  pStatus = getObjStatus(fblockRequested);   // point to current status 
  pStatus->invalid_request = FALSE;    // default 
  bPropagate = TRUE; 
 
  if (objectRequest == RQ_REPORT_MASK)  { 
   // The fblock code must copy its report mask to 
NBCW_NODE_STATUS NV 
   fblock_director(fblockRequested, FBC_REPORT_MASK); 
   NBCW_NODE_STATUS.object_id = fblockRequested; 
   propagate(NBCW_NODE_STATUS); 
   bPropagate = FALSE; // done that already 
 
  }  else if (objectRequest == RQ_NORMAL || 
    objectRequest == RQ_DISABLED || 
    objectRequest == RQ_OVERRIDE || 
    objectRequest == RQ_ENABLE || 
    objectRequest == RQ_RMV_OVERRIDE || 
    objectRequest == RQ_CLEAR_STATUS || 
    objectRequest == RQ_SELF_TEST || 
    objectRequest == RQ_UPDATE_ALARM || 
    objectRequest == RQ_CLEAR_ALARM || 
    objectRequest == RQ_ALARM_NOTIFY_ENABLED || 
    objectRequest == RQ_ALARM_NOTIFY_DISABLED || 
    objectRequest == RQ_MANUAL_CTRL || 
    objectRequest == RQ_REMOTE_CTRL || 
    objectRequest == RQ_PROGRAM)  { 
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   if (fblockRequested == NODEOBJ_INDEX)  { 
    // when enabling/disabling all objects on the node by  
    // enabling/disabling 
// the node object, we would possibly cause an ill-detected // error 
condition 
// on the network manager due to some left-over bit from a // 
previous transaction. 
// We do therefore prefer to call the objects "disabled"       // 
initially as a response 
    // to an enable request, and vice versa.  
// Note that this implementation assumes the nvoStatus          // 
network variable will 
    // be polled. 
 
    if (objectRequest == RQ_DISABLED)  { 
     NBCW_NODE_STATUS.object_id = fblockRequested; 
     NBCW_NODE_STATUS.disabled = 1; 
 
    } else if (objectRequest == RQ_ENABLE)  { 
     NBCW_NODE_STATUS.object_id = fblockRequested; 
     NBCW_NODE_STATUS.disabled = 0; 
    } 
 
  // we apply the command to all objects, including the node object itself: 
    for (fbIndex = 0; fbIndex < get_fblock_count(); ++fbIndex)  { 
  // the fblock director must update its own status 
     fblock_director(fbIndex, objectRequest); 
    } 
 
  // propagate the accumulated status with the node objects's ID. 
    updateNode_Status(); 
   } else { 
    fblock_director(fblockRequested, objectRequest); 
   } 
  } else if (objectRequest == RQ_UPDATE_STATUS)  { 
   if (fblockRequested == NODEOBJ_INDEX)  { 
    // collect the or'ed status of all objects: 
    updateNode_Status(); 
    pStatus->invalid_request = FALSE; 
   } else  { 
    // reply with individual status: 
    fblock_director(fblockRequested, objectRequest); 
   } 
  } else { 
   // just update NBCW_NODE_STATUS 
   pStatus->invalid_request = TRUE; 
  } 
 
  if (bPropagate) { 
   NBCW_NODE_STATUS = *pStatus; // propagate status variable 
   NBCW_NODE_STATUS.object_id = fblockRequested; 
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void NodeObjectDirector(unsigned uFblockIndex, int nCommand) 
{ 
 
 // TODO: add code for other commands your node object should support.  
 // Note that the node object's director function should only handle 
 // requests to the very node object itself; it should *not* forward 
 // requests to other objects. Events triggered by the arrival of an  
 // update to nviNodeRequest get forwarded to each individual fblock 
 // (and its director) by the appropriate when() task above already. 
 
 SNVT_obj_status   *pStatus; 
 pStatus = getObjStatus(uFblockIndex);   // point to current status 
 
 pStatus->invalid_id = FALSE; 
 pStatus->invalid_request = FALSE; 
 
 if ((TFblock_command)nCommand == FBC_INITIALIZE_FB)  { 
 
  // Add code to support the initialize command. Note this is not a standard 
  // LonMark request. Instead, FBC_INITIALIZE_FB is provided and  
  // supported for the  
  // convenience of the application developer, and it may be used as a  
  // generic function 
  // to intialize the device and its fblocks. The FBC_RESET command,  
  // below, provides 
  // a special case of initialization (in response to a Neuron Chip reset),  
  // which in 
  // turn could use the FBC_INITIALIZE_FB command. Other,   
  // application-specific, cases 
  // may exist where a re-initialization is required. 
  // 
  // Typical initialization duties include the initialization of attached I/O  
  // circuitry,  
// driving any physical controls into a well-defined state, initializing local // 
variables,  
  // preparing fblock-specific I/O models (for example, by calling   
  // io_change_init()), and 
  // many other, application-specific tasks. 
  // 
  // TODO: Add code to complete the initialization of the fblock. 
 
 } else if ((TFblock_command)nCommand == FBC_WHEN_OFFLINE)  { 
 // raised by when (offline) task 
 
  // Add code to respond to the offline command, if needed. Such code  
  // might 
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  // include action with regards to physically attached hardware, or some  
  // visible 
  // indication showing that the device is currently offline. It is   
  // recommended the  
// offline state freezes the fblock and preserves its most recent state, and  // that 
  // the offline command therefore shall not automatically disable the  
  // fblock. 
  // 
  // TODO: Additional code to support this command is not normally  
  // required.  
 
 } else if ((TFblock_command)nCommand == FBC_WHEN_ONLINE)  { // 
raised by when (online) task  
 
  // Add code to respond to the online command, if needed. Such code  
  // might 
  // include action with regards to physically attached hardware, or some  
  // visible 
  // indication showing that the device is currently online. It is   
  // recommended the  
// offline state freezes the fblock and preserves its most recent state, and  // that 
// the online command therefore shall not alter any other state of the              // 
device or  
  // this fblock (such as the disabled state, or the override state). 
  // 
// TODO: Additional code to support this command is not normally        // 
required.  
 
 } else if ((TFblock_command)nCommand == FBC_UPDATE_STATUS)  { // 
raised by node object 
 
// Additional code to support this command is not normally required. The // 
default 
// implementation for the Node Object contains code that correctly            // 
updates the device 




// note the following commands RQ_NORMAL, RQ_DISABLED,                     // 
RQ_ENABLED are dealt with 
 // in the when (nv...) task above for the device. Here, in the node object's  
 // director function, we only handle requests locally to the node object. 
 
 else if ((TFblock_command)nCommand == RQ_NORMAL)  { 
 
  clearFblockStatus(uFblockIndex); 
  setFblockDisable(uFblockIndex, FALSE); 
  setFblockOverride(uFblockIndex, FALSE); 
 
 } else if ((TFblock_command)nCommand == RQ_DISABLED) { 




  setFblockDisable(uFblockIndex, TRUE); 
 
 } else if ((TFblock_command)nCommand == RQ_ENABLE) { 
 
  setFblockDisable(uFblockIndex, FALSE); 
 
 } else if ((TFblock_command)nCommand == FBC_WHEN_RESET)  {  
// raised by when (reset) task 
 
  // get going: 
  setFblockDisable(uFblockIndex, FALSE); 
  setLockedOutBit(uFblockIndex, FALSE); 
 
 } else if ((TFblock_command)nCommand == FBC_OVERRIDE)  {  // 
raised by the node object 
 
// TODO - add code to implement override behavior (or reset bit in         // 
xxxReportMask) 
 
 } else if ((TFblock_command)nCommand == FBC_RMV_OVERRIDE)  { // 
raised by the node object 
 
// TODO - add code to implement override behavior (or reset bit in         // 
xxxReportMask) 
 
 } else if ((TFblock_command)nCommand == RQ_REPORT_MASK)  {  
// raised by the node object   
 
  NBCW_NODE_STATUS = NodeObjectReportMask; 
 
 } else if ((TFblock_command)nCommand == FBC_SEND_HEARTBEAT_TIMER) { 
 
// See the director function that is provided for all fblocks, with the          // 
exception of 
// this particular director function (which controls the Node Object           // 
alone), for details 
  // about the FBC_SEND_HEARTBEAT_TIMER. 
 
 } else {   
 
// All commands must be dealt with. At a minimum, the fblock director  // must 
signal that the 
  // command received is not supported: 
 




// This mask should be a bit-wise or of all the other report masks  
// on the node. 
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const SNVT_obj_status NodeObjectReportMask = { 
    0,              // Object ID 
    0,              // invalid_id 
    0,              // invalid_request 
    1,              // disabled 
    0,              // out_of_limits 
    0,              // open_circuit 
    0,              // out_of_service 
    0,              // mechanical_fault 
    0,              // feedback_failure 
 
    0,              // over_range 
    0,              // under_range 
    0,              // electrical_fault 
    0,              // unable_to_measure 
    1,              // comm_failure 
    0,              // fail_self_test 
    0,              // self_test_in_progress 
    0,              // locked_out 
 
    0,              // manual_control 
    0,              // in_alarm 
    0,              // in_override 
    1,              // report_mask 
    0,              // reserved1 




//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 






// File: NodeObject.h 
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
                              Implementación de sistemas domóticos basado en el estándar de Lonworks          
 
 81
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 
// Written By: NodeBuilder Code Wizard   
// 
// Description: Node Object functions header file 
// This file contains type and macro definitions as well as variable  
// and prototype declarations that are associated with the node object 
// within this device.  
// This file also contains the prototype for the node object's director 
// function, which itself is defined in NodeObject.nc (please see there 







//{{NodeBuilder Code Wizard Start  
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 




extern void NodeObjectDirector(unsigned uFblockIndex, int nCommand); 
// 
//<Fblock CP Family Declarations> 
// 
//<Fblock Input NV Declarations> 
network input SNVT_obj_request nviRequest; 
// 
//<Fblock Output NV Declarations> 
network output sync SNVT_obj_status nvoStatus; 




fblock SFPTnodeObject { 
 nviRequest  implements nviRequest; 
 nvoStatus  implements nvoStatus; 
 nvoFileDirectory  implements nvoFileDirectory; 











#define NODEOBJ_INDEX   (NodeObject::global_index) 
// 
//<NodeObjRequest Variable> 
#define NBCW_NODE_REQUEST  nviRequest 
// 
//<NodeObjStatus Variable> 
#define NBCW_NODE_STATUS  nvoStatus 
// 
//}}NodeBuilder Code Wizard End 
 
 
#define getObjStatus(fblockIndex)  (&fblockData[fblockIndex].objectStatus) 
 
#define fblockFailSelftest(fblockIndex) (fblockData[fblockIndex].objectStatus.fail_self_test) 
#define fblockOverrange(fblockIndex) (fblockData[fblockIndex].objectStatus.over_range) 
#define fblockUnderrange(fblockIndex)
 (fblockData[fblockIndex].objectStatus.under_range) 
#define fblockLockedOut(fblockIndex) (fblockData[fblockIndex].objectStatus.locked_out) 
 
 
extern const SNVT_obj_status NodeObjectReportMask; 
// 
 
#endif // _LP_NODE_H 
A.2.2.2  Bloques funcionales 
A.2.2.2.1  Switches 
A.2.2.2.1.1  DigitalInput.nc 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: DigitalInput.nc  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 









// DigitalInput.nc contains when-tasks, handler functions, director functions and 
// any other code that is used with the DigitalInput component.  
// 
// This file is a good place to add code for any additional processing that is 
// specific to DigitalInput, such as the processing of DigitalInput-specific application 
// timers, I/O events, and so forth. 
// 
// Note this file also contains the DigitalInputReportMask constant variable, that  








#include "DigitalInput.h"   
 
// TODO: Add code for any additional processing that is specific to DigitalInput here. 
// Such code includes the processing of DigitalInput-specific application timers or 
// I/O events.  
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  




//<Input NV Define> 
// 
// The following code will be ignored if this Neuron C file is used without 
// an input NV implemented.  The Code Wizard automatically enables  




//<Fblock NV When> 
// 




 if ( fblockNormalNotLockedOut( fblock_index_map[nv_in_index] ) ) 
 { 




 updateDeviceState( nv_in_index, nv_array_index, fblock_index_map[nv_in_index] ); 
 






 // TODO: Add code to handle input network variable processing 






void PonerValor (unsigned Indice) 
 
//Pone el valor del Switch en el LED 
{ 
 
 if (fblockNormalNotLockedOut(DigitalInput[Indice]::global_index))  { 
   














// DigitalInputDirector() is used to manage DigitalInput, and is automatically called 
// by the framework. When adding or removing capabilities to or from this object 
//  by editing the DigitalInputReportMask constant (below), make sure also to update 
// the director function accordingly. 
void DigitalInputDirector(unsigned uFblockIndex, int iCommand) 
{ 
 SNVT_obj_status   *pStatus; 
 pStatus = getObjStatus(uFblockIndex);   // point to current status 
 
 pStatus->invalid_id = FALSE; 
 pStatus->invalid_request = FALSE; 
 
 if ((TFblock_command)iCommand == FBC_INITIALIZE_FB)  { 
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// Add code to support the initialize command. Note this is not a standard 
// LonMark request. Instead, FBC_INITIALIZE_FB is provided and supported for the  
// convenience of the application developer, and it may be used as a generic function 
// to intialize the device and its fblocks. The FBC_RESET command, below, provides 
// a special case of initialization (in response to a Neuron Chip reset), which in 
// turn could use the FBC_INITIALIZE_FB command. Other, application-specific, cases 
// may exist where a re-initialization is required. 
// 
// Typical initialization duties include the initialization of attached I/O circuitry,  
// driving any physical controls into a well-defined state, initializing local variables,  
// preparing fblock-specific I/O models (for example, by calling io_change_init()), and 
// many other, application-specific tasks. 
// 
// TODO: Add code to complete the initialization of the fblock. 
 
 } else if ((TFblock_command)iCommand == FBC_NORMAL) {  
// raised by node object 
 
// An FBC_NORMAL request must always be honored, and it must remove the  
// disabled state (if the fblock was disabled), and it must enable the  
// fblock (if it was disabled).  
// The code used here recursively calls the director function to provide those 
// state transitions. Note that and object is expected to play the disabled (default)  
// value whilst being in the disabled state, and it is expected to play the override  
// value whilst being in the override state, with the disabled state having a higher 
// priority than the override state (the fblock will play the disabled (default) value 
// in case the object is in both disabled and override state at the same time). 
// Changing the order of the following recursive calls will cause the fblock to transit 
// through the override state after the object has been re-enabled, possibly causing  
// attached actuator hardware to take an undesired position. 
// DO NOT CHANGE THE ORDER OF THE FOLLOWING TWO RECURSIVE              
// DIRECTOR CALLS: 
 
  if ( pStatus->in_override ) { 
   DigitalInputDirector(uFblockIndex, FBC_RMV_OVERRIDE); 
  } 
  if ( pStatus->disabled ) { 
   DigitalInputDirector(uFblockIndex, FBC_ENABLE); 
  } 
    
  // TODO: Add additional code to support the command here, if needed.  





 } else if ((TFblock_command)iCommand == FBC_WHEN_OFFLINE)  {  
// raised by when (offline) task 
 
  // Add code to respond to the offline command, if needed. Such code might 
  // include action with regards to physically attached hardware, or some visible 
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  // indication showing that the device is currently offline. It is recommended the  
  // offline state freezes the fblock and preserves its most recent state, and that 
  // the offline command therefore shall not automatically disable the fblock. 
  // 
  // TODO: Additional code to support this command is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_ONLINE)  {   
// raised by when (online) task 
 
  // Add code to respond to the online command, if needed. Such code might 
  // include action with regards to physically attached hardware, or some visible 
  // indication showing that the device is currently online. It is recommended the  
  // offline state freezes the fblock and preserves its most recent state, and that 
  // the online command therefore shall not alter any other state of the device or  
  // this fblock (such as the disabled state, or the override state). 
  // 
  // TODO: Additional code to support this command is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_UPDATE_STATUS)  {  
// raised by node object 
 
// Additional code to support this command is not normally required. The default 
// implementation for the Node Object contains code that correctly updates the device 
// and object status information, and other action is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_RESET)  {   
// raised by when (reset) task 
 
// TODO: Add code to complete the initialization of the fblock in response to a 
// Neuron Chip reset. Consider using the FBC_INITIALIZE_FB command, detailed above,  
// to perform this initialization. 
 
  setLockedOutBit(uFblockIndex, FALSE); 
  
 } else if ((TFblock_command)iCommand == FBC_DISABLED)  {   
// raised by the node object 
  
// Add code to support the disable command. When a fblock is in the disabled state, 
// it should play its default value. For a sensor-type fblock, the relevant output network 
// variables should obtain this default value. For an actuator-type fblock, the physical 
// hardware attached to the Neuron Chip should be driven with the default value. This          
// default 
// value might be a constant coded into the application. It could also be configurable via 
// a SCPTdefOutput configuration property, for example. 
// 
// TODO: Add code to enter the disabled state with respect to the network variables and the  
// physical I/O circuitry. 
 
  setFblockDisable(uFblockIndex, TRUE); 
 
 }  else if ((TFblock_command)iCommand == FBC_ENABLE)  {    
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// raised by the node object 
 
// Add code to support the enable command. When a fblock enters the enabled state, it 
// must play the correct value for this state: if the fblock is in the override state,  
// the value must play the override value. If the fblock is in no special state, it must  
// play the normal values as determined by the application code, and so forth.  
 
  setFblockDisable(uFblockIndex, FALSE); 
 
// TODO: Add code to enter the enabled state with respect to the network variables and the  
// physical I/O circuitry: 
 
  if ( pStatus->in_override ) { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the override 
// values 
 
  } else { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_OVERRIDE)  {  // 
raised by the node object 
 
// Add code to support the override command. When a fblock enters the override state, it 
// must play the override value according to the specified override behavior. Note that  
// an fblock might be both disabled and in override mode at the same time, and that the 
// disabled state has the higher priority in this case.  
   
  setFblockOverride(uFblockIndex, TRUE); 
 
  if ( !pStatus->disabled ) {  
// TODO: adjust output network variable(s) and/or I/O circuitry according to the  
// currently selected override behavior and override values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_RMV_OVERRIDE)  {  
// raised by the node object 
 
// Add code to remove the override command. When a fblock leaves the override state, it 
// must play the normal control or process value unless the fblock is disabled. In case 
// the flbock is disabled, the fblock must continue to play the values valid for the  
// disabled state, as the disabled state has the higher priority.  
 
  setFblockOverride(uFblockIndex, FALSE); 
 
  if ( !pStatus->disabled ) {  
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  




  } 
 
 } else if ((TFblock_command)iCommand == RQ_REPORT_MASK)  {   
// raised by the node object 
 
  NBCW_NODE_STATUS = DigitalInputReportMask; 
 
  // TODO: nothing 
 
 } else if ((TFblock_command)iCommand == FBC_SEND_HEARTBEAT_TIMER)  { 
 
// TODO: Add code to support the command. Note supporting 
FBC_SEND_HEARTBEAT_TIMER 
// is not required, the command is provided there for application developer's convenience 
// as one possible implementation for supporting heartbeats.  
// A "heartbeat" is configured via the SCPTmaxSndT/SCPTmaxSendTime                        
// configuration properties, 
// see the LonMark documentation about these CP types for details.  
 
 } else if ((TFblock_command)iCommand == FBC_SELF_TEST) {  
// raised by the node object 
   
// TODO: Add code to support self-test commands. Note the default here does *not*             
// support  
// the self-test, and it sets "invalid_request" to FALSE, indicating that self-test is not 
// supported. This is because a generic device implementation cannot provide meaningful  
// self-test support. It is recommended that you add code to support testing of the entire 
// LonWorks device, including I/O circuitry, as appropriate. 
// 
// Execution of the self-test algorithm may take as long as needed in principle, however,  
// one of two alternative implementations are recommended: 
// 
// (a) self-test takes very short time to complete. The self-test routine may be called  
//     from this fblock director directly, and the director function itself may return to  
//     its caller once the self-test routine is completed. Since the device  application  
//     cannot respond whilst the self-test is running in this implementation, this is only 
//     suitable for self-test routines that take signifficantly less than a second. Exceeding 
//     that limit might lead network tools to ill-detect a device failure. Consider the second, 
//     alternative, implementation for self-test routines that take longer: 
// (b) self-test may take longer to complete. In this case, the director function              
// should change  
//     the object's state into self_test_in_progress, start the self-test routine and return 
// to the caller as soon as possible. The device's or fblock's state engine will then  
//  continue to drive the self-test operation until it has been completed with  success 
//     or failure, and clear the self_test_in_progress state. 
//     Note it is recommended a any self-test routine should complete with                   
// success or failure 
//     within less than 20 seconds, hardware allowing. 
// In case you choose to support self-testing, remember to remove the following line:  
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  pStatus->invalid_request = TRUE; 
 
 } else { 
 
  // All commands must be dealt with. At a minimum, the fblock director must 
  // signal that the 
  // command received is not supported: 
  





// DigitalInputReportMask contains a bitvector that reports the capabilities of the  
// DigitalInput component. You may change the default capabilities, however, whenever 
//  changes are made to the ReportMask constant, the DigitalInputDirector() function 
// must be updated to implement the modified behavior.  
// It is recommended NOT to remove support (at least) for 'disabled', 'locked out', 
// and 'report mask'. 
const SNVT_obj_status DigitalInputReportMask = { 
    0,              // Object ID 
    0,              // invalid_id 
    0,              // invalid_request 
    1,              // disabled 
    0,              // out_of_limits 
    0,              // open_circuit 
    0,              // out_of_service 
    0,              // mechanical_fault 
    0,              // feedback_failure 
 
    0,              // over_range 
    0,              // under_range 
    0,              // electrical_fault 
    0,              // unable_to_measure 
    1,              // comm_failure 
    0,              // fail_self_test 
    0,              // self_test_in_progress 
    1,              // locked_out 
 
    0,              // manual_control 
    0,              // in_alarm 
    1,              // in_override 
    1,              // report_mask 
    0,              // reserved1 




#endif //  _DigitalInput_NC_ 
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A.2.2.2.1.2  DigitalInput.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: DigitalInput.h  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// DigitalInput.h contains the declarations required for and associated with the 
// implementation of DigitalInput. The fblock DigitalInput itself is declared below. 
// The member network variables and configuration properties, if any, are also 
// declared within this file. Finally, DigitalInput.h also defines the prototype  
// for a director function, DigitalInputDirector(), and a handler routine that  
// processes input network variable updates, DigitalInputprocessNV().  
// Both the director and the NV update handler function are implemented in 
// DigitalInput.nc, please see there for further details. 
//  
// This header file also is a good place for any type definitions, I/O object 









// TODO: insert type or macro definitions, I/O object or any other declarations  
// that are used by the DigitalInput module alone here: 
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
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// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 
//<Include Enum Type Headers> 
// 
//<Fblock Global Index> 
#define FBLOCK_DigitalInput_INDEX  DigitalInput[0]::global_index 
// 
//<Forward FBDirector> 




//<Fblock CP Family Declarations> 
// 
//<Fblock Input NV Declarations> 
// 
//<Fblock Output NV Declarations> 
network output SNVT_switch nvoDigitalInput[DigitalInput_FBLOCK_COUNT]; 
// 
//<Fblock Declaration> 
fblock SFPTopenLoopSensor { 
 nvoDigitalInput[0]  implements nvoValue; 







//}}NodeBuilder Code Wizard End 
 
// DigitalInputReportMask is used to report DigitalInput's capabilities. It is defined  
// in DigitalInput.nc, please see there for details. 
extern const SNVT_obj_status DigitalInputReportMask; 
 
#endif // _DigitalInput_H_ 
A.2.2.2.2  LED’s 
A.2.2.2.2.1  DigitalOutput.nc 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: DigitalOutput.nc  
// 
// 
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// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// DigitalOutput.nc contains when-tasks, handler functions, director functions and 
// any other code that is used with the DigitalOutput component.  
// 
// This file is a good place to add code for any additional processing that is 
// specific to DigitalOutput, such as the processing of DigitalOutput-specific application 
// timers, I/O events, and so forth. 
// 
// Note this file also contains the DigitalOutputReportMask constant variable, that  








#include "DigitalOutput.h"   
 
// TODO: Add code for any additional processing that is specific to DigitalOutput here. 
// Such code includes the processing of DigitalOutput-specific application timers or 
// I/O events.  
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  







//<Input NV Define> 
// 
// The following code will be ignored if this Neuron C file is used without 
// an input NV implemented.  The Code Wizard automatically enables  
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//<Fblock NV When> 
when(nv_update_occurs(nviDigitalOutput)) 
// 
//}}NodeBuilder Code Wizard End 
{ 
 
 if (fblockNormalNotLockedOut(fblock_index_map[nv_in_index]))  { 
  updateDeviceState(nv_in_index, nv_array_index, 
fblock_index_map[nv_in_index]); 








  if (nviDigitalOutput[deviceState.nvArrayIndex].state)  
  { 
  GizmoDisplayChar (6,deviceState.nvArrayIndex, 0xFF); 
  } 
  else   
  { 
  GizmoDisplayChar (6, deviceState.nvArrayIndex, 0x20); 
  } 
 




// DigitalOutputDirector() is used to manage DigitalOutput, and is automatically called 
// by the framework. When adding or removing capabilities to or from this object 
//  by editing the DigitalOutputReportMask constant (below), make sure also to update 
// the director function accordingly. 
void DigitalOutputDirector(unsigned uFblockIndex, int iCommand) 
{ 
 SNVT_obj_status   *pStatus; 
 pStatus = getObjStatus(uFblockIndex);   // point to current status 
 
 pStatus->invalid_id = FALSE; 
 pStatus->invalid_request = FALSE; 
 
 if ((TFblock_command)iCommand == FBC_INITIALIZE_FB)  { 
 
// Add code to support the initialize command. Note this is not a standard 
// LonMark request. Instead, FBC_INITIALIZE_FB is provided and supported for the  
// convenience of the application developer, and it may be used as a generic function 
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// to intialize the device and its fblocks. The FBC_RESET command, below, provides 
// a special case of initialization (in response to a Neuron Chip reset), which in 
// turn could use the FBC_INITIALIZE_FB command. Other, application-specific,  
// cases may exist where a re-initialization is required. 
// 
// Typical initialization duties include the initialization of attached I/O circuitry,  
// driving any physical controls into a well-defined state, initializing local variables,  
// preparing fblock-specific I/O models (for example, by calling io_change_init()), and 
// many other, application-specific tasks. 
// 
// TODO: Add code to complete the initialization of the fblock. 
 
 } else if ((TFblock_command)iCommand == FBC_NORMAL) { // raised by node 
object 
// An FBC_NORMAL request must always be honored, and it must remove the  
// disabled state (if the fblock was disabled), and it must enable the  
// fblock (if it was disabled).  
// The code used here recursively calls the director function to provide those 
// state transitions. Note that and object is expected to play the disabled (default)  
// value whilst being in the disabled state, and it is expected to play the override  
// value whilst being in the override state, with the disabled state having a higher 
// priority than the override state (the fblock will play the disabled (default) value 
// in case the object is in both disabled and override state at the same time). 
// Changing the order of the following recursive calls will cause the fblock to transit 
// through the override state after the object has been re-enabled, possibly causing  
// attached actuator hardware to take an undesired position. 
// DO NOT CHANGE THE ORDER OF THE FOLLOWING TWO RECURSIVE  
// DIRECTOR CALLS: 
 
  if ( pStatus->in_override ) { 
   DigitalOutputDirector(uFblockIndex, FBC_RMV_OVERRIDE); 
  } 
  if ( pStatus->disabled ) { 
   DigitalOutputDirector(uFblockIndex, FBC_ENABLE); 
  } 
    
// TODO: Add additional code to support the command here, if needed.  
// Additional code to support this command is not normally required. 
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_OFFLINE)  { 
// raised by when (offline) task 
 
// Add code to respond to the offline command, if needed. Such code might 
// include action with regards to physically attached hardware, or some visible 
// indication showing that the device is currently offline. It is recommended the  
// offline state freezes the fblock and preserves its most recent state, and that 
// the offline command therefore shall not automatically disable the fblock. 
// 
// TODO: Additional code to support this command is not normally required. 
 } else if ((TFblock_command)iCommand == FBC_WHEN_ONLINE)  {  
// raised by when (online) task 




// Add code to respond to the online command, if needed. Such code might 
// include action with regards to physically attached hardware, or some visible 
// indication showing that the device is currently online. It is recommended the  
// offline state freezes the fblock and preserves its most recent state, and that 
// the online command therefore shall not alter any other state of the device or  
// this fblock (such as the disabled state, or the override state). 
// 
// TODO: Additional code to support this command is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_UPDATE_STATUS)  { 
// raised by node object 
 
// Additional code to support this command is not normally required. The default 
// implementation for the Node Object contains code that correctly updates the device 
// and object status information, and other action is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_RESET)  {  
// raised by when (reset) task 
 
// TODO: Add code to complete the initialization of the fblock in response to a 
// Neuron Chip reset. Consider using the FBC_INITIALIZE_FB command, detailed  
// above, to perform this initialization. 
 
//Inicializamos el Valor de los LED'S 
   
   
  GizmoSetLed (0, DigitalOutput[0]::cpDigitalDefault.state);  
  GizmoSetLed (1, DigitalOutput[1]::cpDigitalDefault.state); 
  setLockedOutBit(uFblockIndex, FALSE); 
 
 } else if ((TFblock_command)iCommand == FBC_DISABLED)  { 
// raised by the node object 
  
// Add code to support the disable command. When a fblock is in the disabled state, 
// it should play its default value. For a sensor-type fblock, the relevant output network 
// variables should obtain this default value. For an actuator-type fblock, the physical 
// hardware attached to the Neuron Chip should be driven with the default value. This default 
// value might be a constant coded into the application. It could also be configurable via 
// a SCPTdefOutput configuration property, for example. 
// 
// TODO: Add code to enter the disabled state with respect to the network variables and // the 
physical I/O circuitry. 
 
  setFblockDisable(uFblockIndex, TRUE); 
 
 }  else if ((TFblock_command)iCommand == FBC_ENABLE)  {  
// raised by the node object 
 
// Add code to support the enable command. When a fblock enters the enabled state, it 
// must play the correct value for this state: if the fblock is in the override state,  
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// the value must play the override value. If the fblock is in no special state, it must  
// play the normal values as determined by the application code, and so forth.  
 
  setFblockDisable(uFblockIndex, FALSE); 
 
// TODO: Add code to enter the enabled state with respect to the network variables and // the 
physical I/O circuitry: 
 
  if ( pStatus->in_override ) { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the override 
// values 
  } else { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_OVERRIDE)  {  
// raised by the node object 
 
// Add code to support the override command. When a fblock enters the override state, it 
// must play the override value according to the specified override behavior. Note that  
// an fblock might be both disabled and in override mode at the same time, and that the 
// disabled state has the higher priority in this case.  
   
  setFblockOverride(uFblockIndex, TRUE); 
 
  if ( !pStatus->disabled ) {  
// TODO: adjust output network variable(s) and/or I/O circuitry according to the  
// currently selected override behavior and override values. 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_RMV_OVERRIDE)  { // 
raised by the node object 
 
// Add code to remove the override command. When a fblock leaves the override state, // it 
// must play the normal control or process value unless the fblock is disabled. In case 
// the flbock is disabled, the fblock must continue to play the values valid for the  
// disabled state, as the disabled state has the higher priority.  
 
  setFblockOverride(uFblockIndex, FALSE); 
 
  if ( !pStatus->disabled ) {  
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == RQ_REPORT_MASK)  {  // 
raised by the node object 
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  NBCW_NODE_STATUS = DigitalOutputReportMask; 
 
  // TODO: nothing 
 
 } else if ((TFblock_command)iCommand == FBC_SEND_HEARTBEAT_TIMER)  { 
 
// TODO: Add code to support the command. Note supporting  
// FBC_SEND_HEARTBEAT_TIMER 
// is not required, the command is provided there for application developer's  
// convenience 
// as one possible implementation for supporting heartbeats.  
// A "heartbeat" is configured via the SCPTmaxSndT/SCPTmaxSendTime configuration // 
properties, 
// see the LonMark documentation about these CP types for details.  
 
 } else if ((TFblock_command)iCommand == FBC_SELF_TEST) {  // 
raised by the node object 
   
// TODO: Add code to support self-test commands. Note the default here does *not*  
// support  
// the self-test, and it sets "invalid_request" to FALSE, indicating that self-test is not 
// supported. This is because a generic device implementation cannot provide  
// meaningful  
// self-test support. It is recommended that you add code to support testing of the entire 
// LonWorks device, including I/O circuitry, as appropriate. 
// 
// Execution of the self-test algorithm may take as long as needed in principle, however,  
// one of two alternative implementations are recommended: 
// 
// (a) self-test takes very short time to complete. The self-test routine may be called  
//     from this fblock director directly, and the director function itself may return to  
//     its caller once the self-test routine is completed. Since the device application  
//     cannot respond whilst the self-test is running in this implementation, this is only 
//     suitable for self-test routines that take signifficantly less than a second. Exceeding 
//     that limit might lead network tools to ill-detect a device failure. Consider the  
// second, 
//     alternative, implementation for self-test routines that take longer: 
// 
// (b) self-test may take longer to complete. In this case, the director function should  
// change  
//     the object's state into self_test_in_progress, start the self-test routine and return 
//    to the caller as soon as possible. The device's or fblock's state engine will then  
// continue to drive the self-test operation until it has been completed with success 
// or failure, and clear the self_test_in_progress state. 
// Note it is recommended a any self-test routine should complete with success or failure 
// within less than 20 seconds, hardware allowing.   
// In case you choose to support self-testing, remember to remove the following line:  
 
  pStatus->invalid_request = TRUE; 
 
 } else { 




// All commands must be dealt with. At a minimum, the fblock director must  
// signal that the 
 // command received is not supported: 
  





// DigitalOutputReportMask contains a bitvector that reports the capabilities of the  
// DigitalOutput component. You may change the default capabilities, however,  
// whenever 
// changes are made to the ReportMask constant, the DigitalOutputDirector() function 
// must be updated to implement the modified behavior.  
// It is recommended NOT to remove support (at least) for 'disabled', 'locked out', 
// and 'report mask'. 
const SNVT_obj_status DigitalOutputReportMask = { 
    0,              // Object ID 
    0,              // invalid_id 
    0,              // invalid_request 
    1,              // disabled 
    0,              // out_of_limits 
    0,              // open_circuit 
    0,              // out_of_service 
    0,              // mechanical_fault 
    0,              // feedback_failure 
 
    0,              // over_range 
    0,              // under_range 
    0,              // electrical_fault 
    0,              // unable_to_measure 
    1,              // comm_failure 
    0,              // fail_self_test 
    0,              // self_test_in_progress 
    1,              // locked_out 
 
    0,              // manual_control 
    0,              // in_alarm 
    1,              // in_override 
    1,              // report_mask 
    0,              // reserved1 




#endif //  _DigitalOutput_NC_ 
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A.2.2.2.2.2  DigitalOutput.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: DigitalOutput.h  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// DigitalOutput.h contains the declarations required for and associated with the 
// implementation of DigitalOutput. The fblock DigitalOutput itself is declared below. 
// The member network variables and configuration properties, if any, are also 
// declared within this file. Finally, DigitalOutput.h also defines the prototype  
// for a director function, DigitalOutputDirector(), and a handler routine that  
// processes input network variable updates, DigitalOutputprocessNV().  
// Both the director and the NV update handler function are implemented in 
// DigitalOutput.nc, please see there for further details. 
//  
// This header file also is a good place for any type definitions, I/O object 









// TODO: insert type or macro definitions, I/O object or any other declarations  
// that are used by the DigitalOutput module alone here: 
 
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
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// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 
//<Include Enum Type Headers> 
// 
//<Fblock Global Index> 
#define FBLOCK_DigitalOutput_INDEX  DigitalOutput[0]::global_index 
// 
//<Forward FBDirector> 





//<Fblock CP Family Declarations> 
SCPTdefOutput cp_family cpDigitalDefault; 
// 
//<Fblock Input NV Declarations> 
network input SNVT_switch nviDigitalOutput[DigitalOutput_FBLOCK_COUNT]; 
// 
//<Fblock Output NV Declarations> 
// 
//<Fblock Declaration> 
fblock SFPTopenLoopActuator { 
 nviDigitalOutput[0]  implements nviValue; 









//}}NodeBuilder Code Wizard End 
 
// DigitalOutputReportMask is used to report DigitalOutput's capabilities. It is defined  
// in DigitalOutput.nc, please see there for details. 
extern const SNVT_obj_status DigitalOutputReportMask; 
 
#endif // _DigitalOutput_H_ 
A.2.2.2.3 Sensor de Temperatura 
A.2.2.2.3.1  TempSensor.nc 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 





// File: TempSensor.nc  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// TempSensor.nc contains when-tasks, handler functions, director functions and 
// any other code that is used with the TempSensor component.  
// 
// This file is a good place to add code for any additional processing that is 
// specific to TempSensor, such as the processing of TempSensor-specific application 
// timers, I/O events, and so forth. 
// 
// Note this file also contains the TempSensorReportMask constant variable, that  








#include "TempSensor.h"   
 
// TODO: Add code for any additional processing that is specific to TempSensor here. 
// Such code includes the processing of TempSensor-specific application timers or 
// I/O events.  
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  




//<Input NV Define> 
// 
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// The following code will be ignored if this Neuron C file is used without 
// an input NV implemented.  The Code Wizard automatically enables  




//<Fblock NV When> 
// 
//}}NodeBuilder Code Wizard End 
{ 
 
 if (fblockNormalNotLockedOut(fblock_index_map[nv_in_index]))  { 
  updateDeviceState(nv_in_index, nv_array_index, 
FBLOCK_TempSensor_INDEX); 






 // TODO: Add code to handle input network variable processing 





int cmptime (const SNVT_elapsed_tm *const a, const unsigned long b) 
{ 
unsigned long ulA; 
int iResult; 
//convertiremos SNVT_elapsed_tm en un valor del tipo (b) 
 
ulA = a->millisecond; 
ulA +=(1000uL/ HVAC_CORETICK) * (a->second + 60UL *(a->minute +60ul * (a-
>hour + 24ul * a->day))); 
 
 if (b>ulA) 
 { 
 iResult = -1; 
 } 
 else if (b<ulA) 
 { 
 iResult = +1; 
 } 
 else  
 { 
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void PropagarTemp (SNVT_temp_p Value) 
{ 
float_type fTemp, fResult; 
 
//ponemos el tipo nvo del Temp_p 
 
TempSensor :: nvoHVACTemp = Value; 
 
//lo convertimos a float  
 









TempSensor :: nvoFloatTemp = fResult; 
 
//Reiniciamos los timers MinSend y MaxSend 
 




void UpdateTemperature (void) 
{ 
 




NewValue = GizmoReadTemperature (FALSE, TRUE); 
//solo transmitimos el valor si varia con un valor superior al cpMinDelta del valor  
// anterior 
 
 if ((NewValue < (HVACTempOld - TempSensor :: nvoHVACTemp :: 
cpMinDelta)) || (NewValue > (HVACTempOld + TempSensor :: nvoHVACTemp :: 
cpMinDelta))) 
 { 
 //Pero solo debemos transmitir si nos lo permite nciMinSendTimer 
 
  if (cmptime ((const SNVT_elapsed_tm  *const) & (TempSensor :: 
cpMinSendTime), HvacMinSendTimer) <= 0) 
  { 
  //MinSendTimer ha expirado por lo tanto podemos enviar los datos 
  
  PropagarTemp (NewValue); 
  } 




//De todasmaneras nos aseguramos de guardar el valor en la variable que contiene el  
// valor anterior 
















//avanzamos los timers 
HvacMinSendTimer += HVAC_CORETICK; 
HvacMaxSendTimer += HVAC_CORETICK; 
 




//Transmitimos el valor mas reciente si es necesario por el heartbeat timer 
 
 if (cmptime ((const SNVT_elapsed_tm *const) & (TempSensor :: 
cpMaxSendTime), HvacMaxSendTimer) <= 0) 
 { 




// TempSensorDirector() is used to manage TempSensor, and is automatically called 
// by the framework. When adding or removing capabilities to or from this object 
// by editing the TempSensorReportMask constant (below), make sure also to update 
// the director function accordingly. 
void TempSensorDirector(unsigned uFblockIndex, int iCommand) 
{ 
 SNVT_obj_status   *pStatus; 
 pStatus = getObjStatus(uFblockIndex);   // point to current status 
 
 pStatus->invalid_id = FALSE; 
 pStatus->invalid_request = FALSE; 
 
 if ((TFblock_command)iCommand == FBC_INITIALIZE_FB)  { 
 
// Add code to support the initialize command. Note this is not a standard 
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// LonMark request. Instead, FBC_INITIALIZE_FB is provided and supported for the  
// convenience of the application developer, and it may be used as a generic function 
// to intialize the device and its fblocks. The FBC_RESET command, below, provides 
// a special case of initialization (in response to a Neuron Chip reset), which in 
// turn could use the FBC_INITIALIZE_FB command. Other, application-specific,  
// cases may exist where a re-initialization is required. 
// 
// Typical initialization duties include the initialization of attached I/O circuitry,  
// driving any physical controls into a well-defined state, initializing local variables,  
// preparing fblock-specific I/O models (for example, by calling io_change_init()), and 
// many other, application-specific tasks. 
// 
// TODO: Add code to complete the initialization of the fblock. 
 
 } else if ((TFblock_command)iCommand == FBC_NORMAL) {  
// raised by node object 
// An FBC_NORMAL request must always be honored, and it must remove the  
// disabled state (if the fblock was disabled), and it must enable the  
// fblock (if it was disabled).  
// The code used here recursively calls the director function to provide those 
// state transitions. Note that and object is expected to play the disabled (default)  
// value whilst being in the disabled state, and it is expected to play the override  
// value whilst being in the override state, with the disabled state having a higher 
// priority than the override state (the fblock will play the disabled (default) value 
// in case the object is in both disabled and override state at the same time). 
// Changing the order of the following recursive calls will cause the fblock to transit 
// through the override state after the object has been re-enabled, possibly causing  
// attached actuator hardware to take an undesired position. 
// DO NOT CHANGE THE ORDER OF THE FOLLOWING TWO RECURSIVE  
// DIRECTOR CALLS: 
 
  if ( pStatus->in_override ) { 
   TempSensorDirector(uFblockIndex, FBC_RMV_OVERRIDE); 
  } 
  if ( pStatus->disabled ) { 
   TempSensorDirector(uFblockIndex, FBC_ENABLE); 
  } 
    
// TODO: Add additional code to support the command here, if needed.  
// Additional code to support this command is not normally required. 
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_OFFLINE)  { 
// raised by when (offline) task 
 
// Add code to respond to the offline command, if needed. Such code might 
// include action with regards to physically attached hardware, or some visible 
// indication showing that the device is currently offline. It is recommended the  
// offline state freezes the fblock and preserves its most recent state, and that 
// the offline command therefore shall not automatically disable the fblock. 
// 
// TODO: Additional code to support this command is not normally required.  




 } else if ((TFblock_command)iCommand == FBC_WHEN_ONLINE)  {  
// raised by when (online) task 
 
// Add code to respond to the online command, if needed. Such code might 
// include action with regards to physically attached hardware, or some visible 
// indication showing that the device is currently online. It is recommended the  
// offline state freezes the fblock and preserves its most recent state, and that 
// the online command therefore shall not alter any other state of the device or  
// this fblock (such as the disabled state, or the override state). 
// 
// TODO: Additional code to support this command is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_UPDATE_STATUS)  { 
// raised by node object 
 
// Additional code to support this command is not normally required. The default 
// implementation for the Node Object contains code that correctly updates the device 
// and object status information, and other action is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_RESET)  {  
// raised by when (reset) task 
 
// TODO: Add code to complete the initialization of the fblock in response to a 
// Neuron Chip reset. Consider using the FBC_INITIALIZE_FB command, detailed  
// above, to perform this initialization. 
   
  HVACTempOld = 0; 
  UpdateTemperature(); 
  setLockedOutBit(uFblockIndex, FALSE); 
  
 } else if ((TFblock_command)iCommand == FBC_DISABLED)  {  // 
raised by the node object 
  
// Add code to support the disable command. When a fblock is in the disabled state, 
// it should play its default value. For a sensor-type fblock, the relevant output network 
// variables should obtain this default value. For an actuator-type fblock, the physical 
// hardware attached to the Neuron Chip should be driven with the default value. This  
// default 
// value might be a constant coded into the application. It could also be configurable via 
// a SCPTdefOutput configuration property, for example. 
// 
// TODO: Add code to enter the disabled state with respect to the network variables and  
// the physical I/O circuitry. 
 
  setFblockDisable(uFblockIndex, TRUE); 
 
 }  else if ((TFblock_command)iCommand == FBC_ENABLE)  {   
// raised by the node object 
 
// Add code to support the enable command. When a fblock enters the enabled state, it 
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// must play the correct value for this state: if the fblock is in the override state,  
// the value must play the override value. If the fblock is in no special state, it must  
// play the normal values as determined by the application code, and so forth.  
 
  setFblockDisable(uFblockIndex, FALSE); 
 
// TODO: Add code to enter the enabled state with respect to the network variables and  
// the physical I/O circuitry: 
 
  if ( pStatus->in_override ) { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the override 
// values 
 
  } else { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_OVERRIDE)  {  
// raised by the node object 
 
// Add code to support the override command. When a fblock enters the override state, it 
// must play the override value according to the specified override behavior. Note that  
// an fblock might be both disabled and in override mode at the same time, and that the 
// disabled state has the higher priority in this case.  
   
  setFblockOverride(uFblockIndex, TRUE); 
 
  if ( !pStatus->disabled ) {  
// TODO: adjust output network variable(s) and/or I/O circuitry according to the  
// currently selected override behavior and override values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_RMV_OVERRIDE)  { 
// raised by the node object 
 
//Add code to remove the override command. When a fblock leaves the override state, it 
// must play the normal control or process value unless the fblock is disabled. In case 
// the flbock is disabled, the fblock must continue to play the values valid for the 
// disabled state, as the disabled state has the higher priority.  
 
  setFblockOverride(uFblockIndex, FALSE); 
 
  if ( !pStatus->disabled ) {  
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  
 
  } 
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 } else if ((TFblock_command)iCommand == RQ_REPORT_MASK)  {  // 
raised by the node object 
 
  NBCW_NODE_STATUS = TempSensorReportMask; 
 
  // TODO: nothing 
 
 } else if ((TFblock_command)iCommand == FBC_SEND_HEARTBEAT_TIMER)  { 
 
// TODO: Add code to support the command. Note supporting  
// FBC_SEND_HEARTBEAT_TIME 
// is not required, the command is provided there for application developer's  
// convenience as one possible implementation for supporting heartbeats.  
// A "heartbeat" is configured via the SCPTmaxSndT/SCPTmaxSendTime configuration  
// properties, see the LonMark documentation about these CP types for details.  
 
 } else if ((TFblock_command)iCommand == FBC_SELF_TEST) {  // 
raised by the node object 
   
// TODO: Add code to support self-test commands. Note the default here does *not*  
// support  
// the self-test, and it sets "invalid_request" to FALSE, indicating that self-test is not 
// supported. This is because a generic device implementation cannot provide meaningful  
// self-test support. It is recommended that you add code to support testing of the entire 
// LonWorks device, including I/O circuitry, as appropriate. 
// 
// Execution of the self-test algorithm may take as long as needed in principle, however,  
// one of two alternative implementations are recommended: 
// 
// (a) self-test takes very short time to complete. The self-test routine may be called  
//     from this fblock director directly, and the director function itself may return to  
//     its caller once the self-test routine is completed. Since the device application  
//     cannot respond whilst the self-test is running in this implementation, this is only 
//     suitable for self-test routines that take signifficantly less than a second. Exceeding 
// that limit might lead network tools to ill-detect a device failure. Consider the  
// second,alternative, implementation for self-test routines that take longer: 
// 
// (b) self-test may take longer to complete. In this case, the director function should  
// change  
// the object's state into self_test_in_progress, start the self-test routine and return 
// to the caller as soon as possible. The device's or fblock's state engine will then  
// continue to drive the self-test operation until it has been completed with success 
// or failure, and clear the self_test_in_progress state. 
// Note it is recommended a any self-test routine should complete with success or  
// failure within less than 20 seconds, hardware allowing.  
// In case you choose to support self-testing, remember to remove the following line:  
 
  pStatus->invalid_request = TRUE; 
 
 } else { 
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// All commands must be dealt with. At a minimum, the fblock director must signal that  
// the command received is not supported: 
  




// TempSensorReportMask contains a bitvector that reports the capabilities of the  
// TempSensor component. You may change the default capabilities, however,  
// whenever 
// changes are made to the ReportMask constant, the TempSensorDirector() function 
// must be updated to implement the modified behavior.  
// It is recommended NOT to remove support (at least) for 'disabled', 'locked out', 
// and 'report mask'. 
const SNVT_obj_status TempSensorReportMask = { 
    0,              // Object ID 
    0,              // invalid_id 
    0,              // invalid_request 
    1,              // disabled 
    0,              // out_of_limits 
    0,              // open_circuit 
    0,              // out_of_service 
    0,              // mechanical_fault 
    0,              // feedback_failure 
 
    0,              // over_range 
    0,              // under_range 
    0,              // electrical_fault 
    0,              // unable_to_measure 
    1,              // comm_failure 
    0,              // fail_self_test 
    0,              // self_test_in_progress 
    1,              // locked_out 
 
    0,              // manual_control 
    0,              // in_alarm 
    1,              // in_override 
    1,              // report_mask 
    0,              // reserved1 




#endif //  _TempSensor_NC_ 
A.2.2.2.3.2  TempSensor.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Fri Jan 12 13:25:47 2007, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 





// File: TempSensor.h  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// TempSensor.h contains the declarations required for and associated with the 
// implementation of TempSensor. The fblock TempSensor itself is declared below. 
// The member network variables and configuration properties, if any, are also 
// declared within this file. Finally, TempSensor.h also defines the prototype  
// for a director function, TempSensorDirector(), and a handler routine that  
// processes input network variable updates, TempSensorprocessNV().  
// Both the director and the NV update handler function are implemented in 
// TempSensor.nc, please see there for further details. 
//  
// This header file also is a good place for any type definitions, I/O object 









// TODO: insert type or macro definitions, I/O object or any other declarations  
// that are used by the TempSensor module alone here: 
SNVT_temp_p HVACTempOld;   
//Valor mas reciente usado para los Heartbeats 
#define HVAC_CORETICK 500UL   
//Rate interno para el muestreo, y intérvalo mínimo para el heartbeat 
 
mtimer repeating hvac_coretick = HVAC_CORETICK; 
 
unsigned long HvacMinSendTimer; 
unsigned long HvacMaxSendTimer; 
signed long alarmtemp = 40; 
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boolean marcador = FALSE; 
float_type f100 = { 0, 0x42, 0x01, 0x48, 0};  
 
//100.0 (mirar NXT.exe utilidad para inicializar) 
          
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 
//<Include Enum Type Headers> 
// 
//<Fblock Global Index> 
#define FBLOCK_TempSensor_INDEX  TempSensor::global_index 
// 
//<Forward FBDirector> 




//<Fblock CP Family Declarations> 
SCPTmaxSendTime cp_family cpMaxSendTime; 
SCPTminSendTime cp_family cpMinSendTime; 
SCPTminDeltaTemp cp_family cpMinDelta; 
// 
//<Fblock Input NV Declarations> 
// 
//<Fblock Output NV Declarations> 




network output SNVT_temp_f nvoFloatTemp; 
// 
//<Fblock Declaration> 
fblock SFPThvacTempSensor { 
 nvoHVACTemp  implements nvoHVACTemp; 
 nvoFloatTemp  implements nvoFloatTemp; 










//}}NodeBuilder Code Wizard End 
 
// TempSensorReportMask is used to report TempSensor's capabilities. It is defined  
                              Implementación de sistemas domóticos basado en el estándar de Lonworks          
 
 112
// in TempSensor.nc, please see there for details. 
extern const SNVT_obj_status TempSensorReportMask; 
 
#endif // _TempSensor_H_ 
A.2.2.2.4 Encoder 
A.2.2.2.4.1  Encoder.nc 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Tue Oct 31 12:13:16 2006, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: Encoder.nc  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// Encoder.nc contains when-tasks, handler functions, director functions and 
// any other code that is used with the Encoder component.  
// 
// This file is a good place to add code for any additional processing that is 
// specific to Encoder, such as the processing of Encoder-specific application 
// timers, I/O events, and so forth. 
// 
// Note this file also contains the EncoderReportMask constant variable, that  








#include "Encoder.h"  




// TODO: Add code for any additional processing that is specific to Encoder here. 
// Such code includes the processing of Encoder-specific application timers or 





//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  




//<Input NV Define> 
// 
// The following code will be ignored if this Neuron C file is used without 
// an input NV implemented.  The Code Wizard automatically enables  




//<Fblock NV When> 
// 
//}}NodeBuilder Code Wizard End 
{ 
 
 if (fblockNormalNotLockedOut(fblock_index_map[nv_in_index]))  { 
  updateDeviceState(nv_in_index, nv_array_index, FBLOCK_Encoder_INDEX); 






 // TODO: Add code to handle input network variable processing 






unsigned long CuentaTick (const SNVT_elapsed_tm *const pSnvt) 
{ 
unsigned long uResultado; 
 
uResultado = ((pSnvt->minute * 60UL) + pSnvt->second) * 
(1000UL/WHEEL_HBCORE) + (pSnvt->millisecond / WHEEL_HBCORE); 
 
return uResultado; 





priority when (io_changes(ioWheel)) 
 { 
 if (fblockNormalNotLockedOut (Encoder :: global_index)) 
  { 
  if (Encoder :: cpEnGain.divisor) 
   {   
//Asi nos aseguramos de que la división no sea por 0. Usando el factor Gain 
//enviamos el nuevo valor incremental hacia el director de heartbeat/throttle  
EncoderIncrValue (muldivs (input_value, Encoder :: cpEnGain.multiplier, Encoder :: 
cpEnGain.divisor)); 
//Incrementa el valor del encoder con el resultado de la operación de: 
//(input_value * Encoder :: cpEnGain.multiplier) / Encoder :: cpEnGain.divisor 
   } 
  } 
 }  
 
void EncoderIncrValue (long Value) 
{ 
// Mantiene en el mirror interno el valor mas reciente (hay que recordar que la entrada  
// cuadratura proporciona un dato incremental. No se puede perder un solo update 
 
lEncoderValue += Value; 
 
// De la misma manera matenemos una cópia del último valor conocido que haya venido  
// desde el sensor (en comparación con los valores del override). Estos datos son usados // 
cuado salimos del modo override. Para más detalles mirar la función director 
 
lEncoderFisico = lEncoderValue; 
 
//Dirigimos las preferencias del Throttle. Mantenemos el tiempo del tick gracias a la  
// rutina EncoderTimer 
 
if (ulMinSendT >= CuentaTick (&Encoder :: nvoValue :: cpEnMinSendT)) 
 { 
 ulMinSendT = 0L; 
 ulMaxSendT = 0L; 








when (timer_expires (EncoderTimer)) 
{ 
// Update del throttle timer 
 
if (ulMinSendT < CuentaTick (&Encoder :: nvoValue :: cpEnMinSendT)) 






//Dirigimos el heartbeat 






//Observe que no debemos utilizar la función propagate( ) aquí,  
//como propagate() solamente re-propagua el valor pasado de la NV.  
//Habría podido haber las actualizaciones del valor internamente desde entonces,  
//que no lo han hecho en el valor de la NV debido al valor del throttle.  
//Por lo tanto utilizamos un espejo interno del valor verdaderamente más reciente. 
 ulMaxSendT = 0L; 
 Encoder :: nvoValue = lEncoderValue; 
 } 
} 
     
// EncoderDirector() is used to manage Encoder, and is automatically called 
// by the framework. When adding or removing capabilities to or from this object 
//  by editing the EncoderReportMask constant (below), make sure also to update 
// the director function accordingly. 
void EncoderDirector(unsigned uFblockIndex, int iCommand) 
{ 
 SNVT_obj_status   *pStatus; 
 pStatus = getObjStatus(uFblockIndex);   // point to current status 
 
 pStatus->invalid_id = FALSE; 
 pStatus->invalid_request = FALSE; 
 
 if ((TFblock_command)iCommand == FBC_INITIALIZE_FB)  { 
 
// Add code to support the initialize command. Note this is not a standard 
// LonMark request. Instead, FBC_INITIALIZE_FB is provided and supported for the  
// convenience of the application developer, and it may be used as a generic function 
// to intialize the device and its fblocks. The FBC_RESET command, below, provides 
// a special case of initialization (in response to a Neuron Chip reset), which in 
// turn could use the FBC_INITIALIZE_FB command. Other, application-specific,  
// cases may exist where a re-initialization is required. 
// 
// Typical initialization duties include the initialization of attached I/O circuitry,  
// driving any physical controls into a well-defined state, initializing local variables,  
// preparing fblock-specific I/O models (for example, by calling io_change_init()), and 
// many other, application-specific tasks. 
// 
// TODO: Add code to complete the initialization of the fblock. 
 
 } else if ((TFblock_command)iCommand == FBC_NORMAL) {  
// raised by node object 




// An FBC_NORMAL request must always be honored, and it must remove the  
// disabled state (if the fblock was disabled), and it must enable the  
// fblock (if it was disabled).  
// The code used here recursively calls the director function to provide those 
// state transitions. Note that and object is expected to play the disabled (default)  
// value whilst being in the disabled state, and it is expected to play the override  
// value whilst being in the override state, with the disabled state having a higher 
// priority than the override state (the fblock will play the disabled (default) value 
// in case the object is in both disabled and override state at the same time). 
// Changing the order of the following recursive calls will cause the fblock to transit 
// through the override state after the object has been re-enabled, possibly causing  
// attached actuator hardware to take an undesired position. 
// DO NOT CHANGE THE ORDER OF THE FOLLOWING TWO RECURSIVE  
// DIRECTOR CALLS: 
 
  if ( pStatus->in_override ) { 
   EncoderDirector(uFblockIndex, FBC_RMV_OVERRIDE); 
   
   
  } 
  if ( pStatus->disabled ) { 
   EncoderDirector(uFblockIndex, FBC_ENABLE); 
  } 
    
  // TODO: Add additional code to support the command here, if needed.  
  // Additional code to support this command is not normally required. 
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_OFFLINE)  { 
// raised by when (offline) task 
 
// Add code to respond to the offline command, if needed. Such code might 
// include action with regards to physically attached hardware, or some visible 
// indication showing that the device is currently offline. It is recommended the  
// offline state freezes the fblock and preserves its most recent state, and that 
// the offline command therefore shall not automatically disable the fblock. 
// 
// TODO: Additional code to support this command is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_ONLINE)  {  
// raised by when (online) task 
 
// Add code to respond to the online command, if needed. Such code might 
// include action with regards to physically attached hardware, or some visible 
// indication showing that the device is currently online. It is recommended the  
// offline state freezes the fblock and preserves its most recent state, and that 
// the online command therefore shall not alter any other state of the device or  
// this fblock (such as the disabled state, or the override state). 
// 
// TODO: Additional code to support this command is not normally required.  
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 } else if ((TFblock_command)iCommand == FBC_UPDATE_STATUS)  { 
// raised by node object 
 
// Additional code to support this command is not normally required. The default 
// implementation for the Node Object contains code that correctly updates the device 
// and object status information, and other action is not normally required.  
 
 } else if ((TFblock_command)iCommand == FBC_WHEN_RESET)  {  
// raised by when (reset) task 
 
// TODO: Add code to complete the initialization of the fblock in response to a 
// Neuron Chip reset. Consider using the FBC_INITIALIZE_FB command, detailed  
// configurable via to perform this initialization. 
 
  setLockedOutBit(uFblockIndex, FALSE); 
  
 } else if ((TFblock_command)iCommand == FBC_DISABLED)  {  
// raised by the node object 
  
// Add code to support the disable command. When a fblock is in the disabled state, 
// it should play its default value. For a sensor-type fblock, the relevant output network 
// variables should obtain this default value. For an actuator-type fblock, the physical 
// hardware attached to the Neuron Chip should be driven with the default value. This  
// default value might be a constant coded into the application. It could also be  
// configurable via a SCPTdefOutput configuration property, for example. 
// 
// TODO: Add code to enter the disabled state with respect to the network variables and  
// the physical I/O circuitry. 
 
  setFblockDisable(uFblockIndex, TRUE); 
 
 }  else if ((TFblock_command)iCommand == FBC_ENABLE)  {   
// raised by the node object 
 
// Add code to support the enable command. When a fblock enters the enabled state, it 
// must play the correct value for this state: if the fblock is in the override state,  
// the value must play the override value. If the fblock is in no special state, it must  
// play the normal values as determined by the application code, and so forth.  
 
  setFblockDisable(uFblockIndex, FALSE); 
 
// TODO: Add code to enter the enabled state with respect to the network variables and  
// the physical I/O circuitry: 
 
  if ( pStatus->in_override ) { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the override 
// values 
 
  } else { 
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  




  } 
 
 } else if ((TFblock_command)iCommand == FBC_OVERRIDE)  {  
// raised by the node object 
 
// Add code to support the override command. When a fblock enters the override state, it 
// must play the override value according to the specified override behavior. Note that  
// an fblock might be both disabled and in override mode at the same time, and that the 
// disabled state has the higher priority in this case.  
   
  setFblockOverride(uFblockIndex, TRUE); 
  switch (Encoder :: cpEnOverBehave) 
  { 
  case OV_RETAIN:  
// No hacer nada, quedarnos con el último valor 
  break; 
  case OV_SPECIFIED: 
// Override con el valor especificado del override. Aún debemos seguir  
// contando heartbeats, pero debemos cambiar inmediatamente al valor override  
// (ignorando las preferencias del Throttle) 
 nvoEncoder = lEncoderValue = Encoder :: nvoValue :: cpEnOverValue; 
 break; 
  case OV_DEFAULT: 
//Override con el valor específico del sensor (cero). Aun debemos seguir contando 
// heartbeats, pero debemos cambiar inmediatamente al valor override (ignorado  
// preferencias del throttle) 
  nvoEncoder = 0L; 
  ulMaxSendT = ulMinSendT = 0L; 
  break; 
  } 
   
  if ( !pStatus->disabled ) {  
// TODO: adjust output network variable(s) and/or I/O circuitry according to the  
// currently selected override behavior and override values.  
 
  } 
 
 } else if ((TFblock_command)iCommand == FBC_RMV_OVERRIDE)  { // 
raised by the node object 
 
// Add code to remove the override command. When a fblock leaves the override state,  
// it must play the normal control or process value unless the fblock is disabled. In case 
// the flbock is disabled, the fblock must continue to play the values valid for the  
// disabled state, as the disabled state has the higher priority.  
 
  setFblockOverride(uFblockIndex, FALSE); 
  nvoEncoder = lEncoderValue = lEncoderFisico; 
  //ignoramos Throttle y reiniciamos el heartbeat 
  ulMaxSendT = ulMinSendT = 0L; 
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  if ( !pStatus->disabled ) {  
// TODO: restore I/O circuitry and/or output network variable(s) to obtain the current 
// process or control values.  
  } 
 
 } else if ((TFblock_command)iCommand == RQ_REPORT_MASK)  {  
// raised by the node object 
 
  NBCW_NODE_STATUS = EncoderReportMask; 
 
// TODO: nothing 
 
 } else if ((TFblock_command)iCommand == FBC_SEND_HEARTBEAT_TIMER)  { 
 
// TODO: Add code to support the command. Note supporting  
// FBC_SEND_HEARTBEAT_TIMER 
// is not required, the command is provided there for application developer's  
// convenience as one possible implementation for supporting heartbeats.  
// A "heartbeat" is configured via the SCPTmaxSndT/SCPTmaxSendTime configuration  
// properties, see the LonMark documentation about these CP types for details.  
 
 } else if ((TFblock_command)iCommand == FBC_SELF_TEST) {  // 
raised by the node object 
   
// TODO: Add code to support self-test commands. Note the default here does *not*  
// support the self-test, and it sets "invalid_request" to FALSE, indicating that self-test is  
// not supported. This is because a generic device implementation cannot provide  
// meaningful self-test support. It is recommended that you add code to support testing  
// of the entire LonWorks device, including I/O circuitry, as appropriate. 
// 
// Execution of the self-test algorithm may take as long as needed in principle, however,  
// one of two alternative implementations are recommended: 
// 
// (a) self-test takes very short time to complete. The self-test routine may be called  
// from this fblock director directly, and the director function itself may return to  
// its caller once the self-test routine is completed. Since the device application  
// cannot respond whilst the self-test is running in this implementation, this is only 
// suitable for self-test routines that take signifficantly less than a second. Exceeding 
// that limit might lead network tools to ill-detect a device failure. Consider the second, 
// alternative, implementation for self-test routines that take longer: 
// 
// (b) self-test may take longer to complete. In this case, the director function should  
// change the object's state into self_test_in_progress, start the self-test routine and  
// return to the caller as soon as possible. The device's or fblock's state engine will then  
// continue to drive the self-test operation until it has been completed with success 
// or failure, and clear the self_test_in_progress state. 
// Note it is recommended a any self-test routine should complete with success or  
// failure within less than 20 seconds, hardware allowing.   
// In case you choose to support self-testing, remember to remove the following line:  
 
  pStatus->invalid_request = TRUE; 




 } else { 
 
// All commands must be dealt with. At a minimum, the fblock director must signal that  
// the command received is not supported: 
  




// EncoderReportMask contains a bitvector that reports the capabilities of the  
// Encoder component. You may change the default capabilities, however, whenever 
//  changes are made to the ReportMask constant, the EncoderDirector() function 
// must be updated to implement the modified behavior.  
// It is recommended NOT to remove support (at least) for 'disabled', 'locked out', 
// and 'report mask'. 
const SNVT_obj_status EncoderReportMask = { 
    0,              // Object ID 
    0,              // invalid_id 
    0,              // invalid_request 
    1,              // disabled 
    0,              // out_of_limits 
    0,              // open_circuit 
    0,              // out_of_service 
    0,              // mechanical_fault 
    0,              // feedback_failure 
 
    0,              // over_range 
    0,              // under_range 
    0,              // electrical_fault 
    0,              // unable_to_measure 
    1,              // comm_failure 
    0,              // fail_self_test 
    0,              // self_test_in_progress 
    1,              // locked_out 
 
    0,              // manual_control 
    0,              // in_alarm 
    1,              // in_override 
    1,              // report_mask 
    0,              // reserved1 




#endif //  _Encoder_NC_ 
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A.2.2.2.4.2  Encoder.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Tue Oct 31 12:13:16 2006, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: Encoder.h  
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 




// Encoder.h contains the declarations required for and associated with the 
// implementation of Encoder. The fblock Encoder itself is declared below. 
// The member network variables and configuration properties, if any, are also 
// declared within this file. Finally, Encoder.h also defines the prototype  
// for a director function, EncoderDirector(), and a handler routine that  
// processes input network variable updates, EncoderprocessNV().  
// Both the director and the NV update handler function are implemented in 
// Encoder.nc, please see there for further details. 
//  
// This header file also is a good place for any type definitions, I/O object 








#error "Tienes que activar el uso de la entrada cuadratura en el Gizmo4.h header file!" 
#endif 
 
#define WHEEL_HBCORE 100L  
//Ponemos cual es el tiempo de los ticks de Heartbeat/Throttle  
//a 100ms 
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mtimer repeating EncoderTimer = WHEEL_HBCORE; 
 //Ponemos el valor del timer que igualamos al valor del tick del encoder 
 
long lEncoderValue = 0L;  
//Asignamos un inicial al encoder de 0, que seria el último valor conocido del encoder 
 
long lEncoderFisico = 0L;  
//Ponemos la misma implementación para el Heartbeat/Throttle que para lEncoderValue 
//pero limitando la entrada de datos desde el sensor 
        
unsigned long ulMinSendT = 0L;  
//número de WHEEL_HBCORE Ticks para que expire el cpMinSendT 
 
unsigned long ulMaxSendT = 0L;  
//número de WHEEL_HBCORE Ticks para que expire el cpMaxSendT 
 
void EncoderIncrValue (long Value);  
//declaración de la función EncoderIncrValue 
 
#include "common.h" 
//TODO: insert type or macro definitions, I/O object or any other declarations  
// that are used by the Encoder module alone here: 
 
 
//{{NodeBuilder Code Wizard Start 
// The NodeBuilder Code Wizard will add and remove code here. 
// DO NOT EDIT the NodeBuilder Code Wizard generated code in these blocks  
// between {{NodeBuilder Code Wizard Start and }}NodeBuilder Code Wizard End 
 
//<Include Enum Type Headers> 
#include <snvt_ov.h> 
// 
//<Fblock Global Index> 
#define FBLOCK_Encoder_INDEX  Encoder::global_index 
// 
//<Forward FBDirector> 




//<Fblock CP Family Declarations> 
SCPTgain cp_family cpEnGain; 
SCPTlocation cp_family cpEnLocation; 
SCPTovrBehave cp_family cpEnOverBehave; 
SCPTmaxSndT cp_family cpEnMaxSendT; 
SCPTminSndT cp_family cpEnMinSendT; 
SCPTovrValue cp_family cpEnOverValue; 
// 
//<Fblock Input NV Declarations> 
// 
//<Fblock Output NV Declarations> 
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network output SNVT_lev_percent nvoEncoder 
nv_properties { 
 cpEnMaxSendT = {0,0,0,0,0}, 





fblock SFPTopenLoopSensor { 
 nvoEncoder  implements nvoValue; 






 cpEnGain = {1, 1}, 
 cpEnLocation, 
 cpEnOverBehave = OV_RETAIN 
}; 
// 
//}}NodeBuilder Code Wizard End 
 
// EncoderReportMask is used to report Encoder's capabilities. It is defined  
// in Encoder.nc, please see there for details. extern const SNVT_obj_status  
// EncoderReportMask; 
 
#endif // _Encoder_H_  
A.2.3  Archivos comunes 
A.2.3.1  Common.nc 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Tue Oct 17 11:46:13 2006, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: COMMON.NC 
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
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// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 
// Written By: NodeBuilder Code Wizard   
// 
// Description: Common utility functions. Note not all of these functions are 
// being used by the default framework, and a compiler efficiency warning NCC#310 
// might be seen when building the device (function 'xyz' defined but not used). 






// Some status bits are preserved across power-cycle. See Ndb2.h for the 









FBLOCK_STATUS_STORAGE TFblockData fblockData[TOTAL_FBLOCK_COUNT]; 
 
far TDeviceState deviceState = {0}; 
 
/* Note the executeOnEachFblock() function retriggers the watchdog timer. 
 * The default code framework calls that function from the when(reset), 
 * when(online) and when(offline) system tasks, thereby avoiding running 
 * into watchdog timeout resets during these phases in case the device 
 * contains a large number of functional fblocks. Please note that  
 * calls to the executeOnEachFblock() function should therefore be 
 * considered carefully, as the function may take significant time to 
 * execute. 
 */ 
void executeOnEachFblock(const TFblock_command cmd) 
{ 
 TFblockIndex fbIndex; 
 for (fbIndex = 0; fbIndex < get_fblock_count(); fbIndex++)  { 
  fblock_director(fbIndex, (int)cmd); 




void updateDeviceState(unsigned short nvIndex, unsigned short nvArrayIndex, TFblockIndex 
firstElementIndex) 
{ 
 TFblockIndex fbIndex; 
 fbIndex = fblock_index_map[nvIndex]; 
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 deviceState.FblockIndex = fbIndex; 
 deviceState.relFblockIndex = fbIndex - firstElementIndex; 
 deviceState.nvArrayIndex =  nvArrayIndex; 










void clearFblockStatus(TFblockIndex fblockIndex) 
{ 
 SNVT_obj_status previousStatus; 
 
 previousStatus = fblockData[fblockIndex].objectStatus;   
 
 // Reset the status struct to 0 
 memset(&fblockData[fblockIndex].objectStatus, 0, 
  sizeof(fblockData[fblockIndex].objectStatus)); 
 
 // Restore any persistent values 
 fblockData[fblockIndex].objectStatus.object_id = fblockIndex; 
 if (PersistentFblockStatus[fblockIndex] & FBLOCK_DISABLED)  { 
  fblockData[fblockIndex].objectStatus.disabled = TRUE; 
 }   
 
 if (PersistentFblockStatus[fblockIndex] & FBLOCK_IN_OVERRIDE)  { 
  fblockData[fblockIndex].objectStatus.in_override = TRUE; 
 } 
 
 // Locked out and failed selftest bits are preserved on clear 
 fblockData[fblockIndex].objectStatus.locked_out = previousStatus.locked_out; 





 TFblockIndex i; 
  
// initAllFblockData() loops through the fblocks governed by CodeWizard.         
// These are all fblocks in the 
 // range 0..TOTAL_FBLOCK_COUNT. 
 for (i=0; i < TOTAL_FBLOCK_COUNT; i++)  { 
  clearFblockStatus(i); 
  // All fblocks are initially locked out after reset. 
  fblockData[i].objectStatus.locked_out = TRUE; 
 } 
} 




void setPersistentFblockStatus(TFblockIndex fblockIndex,     
       TPersistentFblockStatus status,  
          boolean set) 
{ 
 if (set)  { 
  PersistentFblockStatus[fblockIndex] |= status; 
 } else { 






 // The node status is the ORing of all other fblock's status.  It would 
 // be very expensive to OR in each bit field on at a time so do it 
 // word-wise. 
 int iFb; 
 int i, iBytes; 
 unsigned char *p; 
 
 // Skip over the fblock index field (unsigned long) to point to the status bits 
 p = ((unsigned char 
*)getObjStatus(NODEOBJ_INDEX))+sizeof(NBCW_NODE_STATUS.object_id); 
 iBytes = sizeof(SNVT_obj_status) - sizeof(NBCW_NODE_STATUS.object_id); 
 
 // Clear the node status before collecting the other fblocks' status 
 for (i = 0; i < iBytes; ++i)  { 
  *(p+i) = '\0'; 
 } 
 
 // Now collect the other statuses for CodeWizard-goverened fblocks 
 for (iFb=1; iFb<TOTAL_FBLOCK_COUNT; iFb++)  { 
  unsigned char *q; 
 
  // Skip over the fblock index field of this fblock status 
  q = ((unsigned char 
*)getObjStatus(iFb))+sizeof(NBCW_NODE_STATUS.object_id); 
  for (i = 0; i < iBytes; ++i)  { 
   *(p+i) |= *(q+i); 




void setFblockDisable(TFblockIndex fblockIndex, boolean disable) 
{ 
 if (getObjStatus(fblockIndex)->disabled != disable)  { 
  getObjStatus(fblockIndex)->disabled = disable; 
  setPersistentFblockStatus(fblockIndex, FBLOCK_DISABLED, disable); 
 } 
 






void setFblockOverride(TFblockIndex fblockIndex, boolean override) 
{ 
 if (getObjStatus(fblockIndex)->in_override != override)  { 
  getObjStatus(fblockIndex)->in_override = override; 






void setFblockInAlarm(TFblockIndex fblockIndex) 
{ 




void setFblockOutOfLimits(TFblockIndex fblockIndex) 
{ 






// sets manual_control status bit of fblockIndex if 
// cmd = TRUE and clears it otherwise. 
 
void setFblockManualControlBit(TFblockIndex fblockIndex, boolean cmd) 
{ 













// sets fblock corresponding to fblock index's comm_failure status bit if 
// failed = TRUE.  Should not be cleared by App under normal circumstances. 
 
void setCommFailedState(TFblockIndex fblockIndex, boolean failed) 
{ 
 getObjStatus(fblockIndex)->comm_failure = failed; 








// sets fblock corresponding to fblock index's locked_out status bit if 
// flag = TRUE and clears it otherwise. Is set/cleared from app 
void setLockedOutBit(TFblockIndex fblockIndex, boolean lock) 
{ 
 if (fblockLockedOut(fblockIndex)!= lock)  { 
  fblockData[fblockIndex].objectStatus.locked_out = lock; 
  updateNode_Status(); 
 } 
} // setLockedOutbit 
 
// Sets fblock's fail_self_test bit 
void setFblockFailedSelfTest(TFblockIndex fblockIndex, boolean failed) 
{ 
 // This is the only function that should clear the fail_self_test 
 // bit.  RQ_CLEAR_STATUS to the node fblock will not clear this bit.  The 
// selftest needs to be commanded and it must pass before this bit may be            // 
cleared. 
 // 
 getObjStatus(fblockIndex)->fail_self_test = failed; 
 updateNode_Status(); 
} 
// Sets fblock's over_range bit 
void setFblockOverrange(TFblockIndex fblockIndex, boolean ovr) 
{ 
 getObjStatus(fblockIndex)->over_range = ovr; 
 updateNode_Status(); 
} 
// Sets fblock's under_range bit 
void setFblockUnderrange(TFblockIndex fblockIndex, boolean under) 
{ 




boolean fblockNormal(TFblockIndex fblockIndex) 
{ 
 return !getObjStatus(fblockIndex)->disabled && 
  !getObjStatus(fblockIndex)->fail_self_test; 
} 
 
boolean fblockNormalNotLockedOut(TFblockIndex fblockIndex) 
{ 
 SNVT_obj_status * pStatus; 
 
 pStatus = &fblockData[fblockIndex].objectStatus; 
 return !pStatus->disabled && 
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  !pStatus->fail_self_test && 
  !pStatus->locked_out; 
} 
// An enabled fblock is not disabled and not in override 
boolean fblockEnabled(TFblockIndex fblockIndex) 
{ 
 return !getObjStatus(fblockIndex)->disabled && 
  !getObjStatus(fblockIndex)->in_override; 
} 
 
boolean fblockDisabled(TFblockIndex fblockIndex) 
{ 
 return getObjStatus(fblockIndex)->disabled; 
} 
boolean fblockInOverride(TFblockIndex fblockIndex) 
{ 
 return getObjStatus(fblockIndex)->in_override; 
} 
A.2.3.2  Common.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Tue Oct 17 11:46:13 2006, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: Common.h 
// 
// 
// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 
// Written By: NodeBuilder Code Wizard   
// 




















// Function block types, constants, etc. 
 
// The TFblockIndex type describes the type of the index of a functional block. 
// Note that the LonMark guidelines do not impose a maximum on the number of  
// functional blocks per device other than by means of maximum length of node-SD 
// string (1024 bytes). However, each functional block must have at least one  
// network variable, and LonWorks devices are therefore limited to 61 functional 
// blocks on a NEURON chip platform and 4095 functional blocks on a hosted platform 
// (note the node object, which would be required in these maximum configurations,  
// requires at least two mandatory NV). 
 
typedef unsigned short TFblockIndex; 
 
typedef enum _TFblock_command 
{ 
 FBC_NORMAL   = RQ_NORMAL, 
  FBC_DISABLED  = RQ_DISABLED,  
  FBC_UPDATE_STATUS = RQ_UPDATE_STATUS, 
  FBC_SELF_TEST  = RQ_SELF_TEST, 
  FBC_UPDATE_ALARM = RQ_UPDATE_ALARM, 
  /* 5 */ 
  FBC_REPORT_MASK  = RQ_REPORT_MASK, 
  FBC_OVERRIDE  = RQ_OVERRIDE, 
  FBC_ENABLE   = RQ_ENABLE, 
  FBC_RMV_OVERRIDE = RQ_RMV_OVERRIDE, 
  FBC_CLEAR_STATUS = RQ_CLEAR_STATUS, 
  /* 10 */ 
  FBC_CLEAR_ALARM    = RQ_CLEAR_ALARM, 
  FBC_ALARM_NOTIFY_ENABLED = 
RQ_ALARM_NOTIFY_ENABLED, 
  FBC_ALARM_NOTIFY_DISABLED = 
RQ_ALARM_NOTIFY_DISABLED, 
  FBC_MANUAL_CTRL    = RQ_MANUAL_CTRL, 
  FBC_REMOTE_CTRL    = RQ_REMOTE_CTRL, 
  FBC_PROGRAM     = RQ_PROGRAM, 
  FBC_OBJECT_REQUEST_COUNT, 
  /* 32 */ 
  FBC_WHEN_OFFLINE = 32, 
  FBC_WHEN_ONLINE, 
  FBC_WHEN_RESET, 
  FBC_WHEN_WINK, 
  FBC_WHEN_NV_UPDATE, 
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  /* 48 */ 
  FBC_INITIALIZE_FB = 48, 
  FBC_BACKGROUND_TIMER, 
  FBC_SEND_HEARTBEAT_TIMER, 
  FBC_RECEIVE_HEARTBEAT_TIMER, 
  FBC_ALARM_TIMER, 
  /* 64 */ 
  FBC_FIRST_EXTENSION = 64, 
 




typedef int TPersistentFblockStatus; 
// Define some bit-masks for persistent status 
#define FBLOCK_DISABLED  (1<<1) 
#define FBLOCK_IN_OVERRIDE (1<<2) 
// Each Fblock has persistent storage allocated 















 TFblockIndex  FblockIndex; 
 unsigned short  nvIndex; 
 unsigned short  nvArrayIndex; 
 TFblockIndex  relFblockIndex; 
} TDeviceState; 
 
extern far TFblockData fblockData[TOTAL_FBLOCK_COUNT]; 
extern far TDeviceState deviceState; 
 
// 
// The following list of prototypes describe utility functions which are defined in    //
 root.nc and 
// common.nc. When compiling the application, the Neuron C Compiler will issue //
 warnings NCC#310 
// (function defined but never used) as an efficiency warning. It is recommended to //
 ignore these 
// warnings during development (available resources allowing), and to consider     //  
 removing all unused 
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//  functions for resource preservation before the release of the product. 
// 




void executeOnEachFblock(const TFblock_command cmd);  
void clearFblockStatus(TFblockIndex fblockIndex); 
void initAllFblockData(void); 
void setPersistentFblockStatus(TFblockIndex fblockIndex,  
          TPersistentFblockStatus status,  
                               boolean set); 
void setFblockDisable(TFblockIndex fblockIndex, boolean disable); 
void setFblockOverride(TFblockIndex fblockIndex, boolean override); 
void setFblockInAlarm(TFblockIndex fblockIndex); 
void setFblockOutOfLimits(TFblockIndex fblockIndex); 
void setFblockManualControlBit(TFblockIndex fblockIndex, boolean cmd); 
boolean getFblockManualControlBit(TFblockIndex fblockIndex); 
void setCommFailedState(TFblockIndex fblockIndex, boolean failed); 
void setLockedOutBit(TFblockIndex fblockIndex, boolean lock); 
void setFblockFailedSelfTest(TFblockIndex fblockIndex, boolean failed); 
void setFblockOverrange(TFblockIndex fblockIndex, boolean ovr); 
void setFblockUnderrange(TFblockIndex fblockIndex, boolean under); 
boolean fblockNormal(TFblockIndex fblockIndex); 
boolean fblockNormalNotLockedOut(TFblockIndex fblockIndex); 
boolean fblockEnabled(TFblockIndex fblockIndex); 
boolean fblockDisabled(TFblockIndex fblockIndex); 
boolean fblockInOverride(TFblockIndex fblockIndex); 
 
/// 
// If you use FTP to access configuration parameters, then _INCLUDE_FTP 
// must be defined 
#ifdef _USE_FTP_CPARAMS_ACCESS 
 #ifndef _INCLUDE_FTP 





 #include "fileXfer.h" 
#endif  
A.2.3.3  Filesys.h 
//{{NodeBuilder Code Wizard Start <CodeWizard Timestamp> 
// Run on Tue Oct 17 11:46:13 2006, version 3.13.02 
// 
//}}NodeBuilder Code Wizard End 
 
////////////////////////////////////////////////////////////////////////////// 
// File: Filesys.h 





// Generated by NodeBuilder Code Wizard Version 3.13.02 
// Copyright (c) 2001-2003 Echelon Corporation.  All rights reserved. 
//                                                                                   
// ECHELON MAKES NO REPRESENTATION, WARRANTY, OR CONDITION OF 
// ANY KIND, EXPRESS, IMPLIED, STATUTORY, OR OTHERWISE OR IN 
// ANY COMMUNICATION WITH YOU, INCLUDING, BUT NOT LIMITED TO, 
// ANY IMPLIED WARRANTIES OF MERCHANTABILITY, SATISFACTORY 
// QUALITY, FITNESS FOR ANY PARTICULAR PURPOSE,  
// NONINFRINGEMENT, AND THEIR EQUIVALENTS. 
// 
// 
// Written By: NodeBuilder Code Wizard   
// 
// Description: file system header file, see filesys.nc for implementation and 














//       DEFINES 
 
// FTP_SUPPORT_CREATE 
// Uncomment the following 'define' to allow for create() calls to be made and files 
// to be added and/or being replaced dynamically. Please make sure to see the notes 
// about the create() function in filesys.nc prior to enabling this feature. 
// On a node that only only accomodates CP-related files, support for dynamic creation 
// is not required. Also note that dynamic creation of files requires the FTP client 
// software to support this feature.  
//#define FTP_SUPPORT_CREATE 
 
// DIRECTORY STORAGE 
// The file directory can be stored in read-only memory unless dynamic creation of 
// files is required: 
#ifdef FTP_SUPPORT_CREATE 
# define DIRECTORY_STORAGE far eeprom 
#else 
# define DIRECTORY_STORAGE const far 
#endif  // ftp_support_create 
 
#define NULL_HANDLE -1 
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#define FILE_INFO_SIZE 16               // directory information  
 
// FILE_ENUM_T 
// Enumeration of file types, see the LonMark File Transfer Protocol specification and 
// the LonMark Application Layer Interoperability Guidelines for more details. Both  
// documents can be found at http://www.lonmark.org 
typedef enum  { 
 VALUE_TYPE      = 1,    // 1 
 TEMPLATE_TYPE,      // 2 




// The pointer to a file's data area can point to read-only memory, and it can point to 
// writable memory. We define a union to meet the compiler's requirements in both  
// cases. 
typedef union  { 
 void* const readOnly; 
 void* byteBase; 
} FILEPTR_T; 
 
#define TEMPLATE_FILEINDEX 0 
#define VALUE_FILEINDEX 1 
#define CONST_FILEINDEX 2 
 
#define NULL_INFO "" 
 
#define FILE_DIRECTORY_VERSION 0x20 
 
#ifndef _USE_NO_CPARAMS_ACCESS 
# ifdef _USE_FTP_CPARAMS_ACCESS 
 
  typedef   signed long file_handle;    
// host operating system dependent 
  typedef unsigned long file_index; 
 
// the following union type is used to hold the size of a FTP file in the FTP file  
// directory. The FTP protocol 
// requires the file size to be a 32 bit number of type s32_type. However, for  
// initialization of a constant  
// (thus "ROM-able") FTP file directory, we want to initialize the standard files' size  
// fields with the compiler 
// build-ins cp_template_file_len, cp_readonly_value_file_len, and  
// cp_modifiable_value_file_len. The latter symbols are 
// 16 bit initializers, owing to the fact that the both the NEURON chip and the  
// NEURON C Compiler are limited to 
// a 16 bit (64kB) address space. The union member "_dwsize" should never be used  
// explicitly in your code. Use 
// the functions from the s32 library and the union member "s32size" instead. 
 
  typedef union  { 
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   struct  { 
    unsigned long uHighWord; 
    unsigned long uLowWord; 
   } _dwsize; 
   s32_type  s32size; 
  } file_size; 
 
  typedef struct  { 
   char   info[FILE_INFO_SIZE]; 
   file_size  size;    
// file size, unsigned 32 bits 
   unsigned long   type;   // file type, 16 bits 
  } file_descriptor;                  // directory entry 
 
  typedef struct  { 
   file_descriptor fileDescriptor; 
   const FILEPTR_T fileData; 
  } TFileDescriptor; 
 
# else 
#  ifdef _USE_DIRECT_CPARAMS_ACCESS 
 
   typedef struct  { 
    unsigned long fileSize; 
// memory r/w only allows for files <= 64kB 
    unsigned long  fileType; // directory version #2 
    const FILEPTR_T fileData; 
   } TFileDescriptor; 
#  else 
#   error "Either _USE_DIRECT_CPARAMS_ACCESS or 
_USE_FTP_CPARAMS_ACCESS must be defined" 
#  endif // def. _use_direct_* 
 
# endif // def. _USE_FTP_* 
 
 typedef struct  { 
  int version;  // Note codewizard only supports directory version 0x20 
  // See LonMark Guidelines, section 4, for guidance with 
  // respect to directory version 0x11 
  int  numFiles; 
  TFileDescriptor files[NUM_FILES]; 
 } TFileDirectory; 
 
 extern DIRECTORY_STORAGE TFileDirectory FileDirectory; 
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