All relevant data are within the manuscript and its Supporting Information files.

Introduction {#sec001}
============

Time-lapse microscopy is an essential technique for studying dynamic cellular processes. With automated microscope hardware and microfluidic devices it is possible to parallelize experiments to both increase data resolution and to test many different conditions in parallel. Technical improvements in hardware as well as open microscopy software initiatives \[[@pcbi.1007673.ref001],[@pcbi.1007673.ref002]\] have also made time-lapse acquisitions both faster and more flexible. Researchers today can test up to hundreds of conditions \[[@pcbi.1007673.ref003]\] and strains \[[@pcbi.1007673.ref004]\] in a matter of hours and, after analysis, iteratively refine their hypotheses and design a new suite of experiments. As an initial test case, we focus our analysis on images from the so-called "mother machine" microfluidic device \[[@pcbi.1007673.ref005]\]. In this device thousands of single bacterial cells are trapped independently in one-ended growth chambers where they can be observed for extended periods of time, while their progeny are progressively flushed out of the field of view ([Fig 1A](#pcbi.1007673.g001){ref-type="fig"}). This experimental set up has been widely adopted as a popular standard for long-term, single-cell time-lapse imaging of bacteria such as *E*. *coli* \[[@pcbi.1007673.ref006]--[@pcbi.1007673.ref009]\], *Bacillus subtilis* \[[@pcbi.1007673.ref007],[@pcbi.1007673.ref010]\], and *Corynebacterium glutamicum* \[[@pcbi.1007673.ref011]\]. Unfortunately, analysis of raw single-cell microscopy images remains a major bottleneck despite major efforts in this area.

![Core elements of the DeLTA pipeline and segmentation and tracking results.\
(A) Schematic representation of mother machine device. Mother cells are trapped at one end of the chamber and their progeny are progressively flushed out of the chamber, into the main nutrient flow channel. Fluorescent reporters can be used to monitor single-cell gene expression. Scale bar is 5μm in length. (B) Inputs and outputs of the segmentation U-Net. Note that the weight maps are only used for training and are not produced at the prediction step. (C) Inputs and outputs for the tracking U-Net. (D) Representative kymograph of segmentation and tracking for a single chamber. Black lines highlight detected divisions and mother-daughter relationships.](pcbi.1007673.g001){#pcbi.1007673.g001}

While a plethora of software suites have been developed for single-cell segmentation and tracking \[[@pcbi.1007673.ref012]--[@pcbi.1007673.ref015]\], including code specific to analysis of mother machine data \[[@pcbi.1007673.ref011],[@pcbi.1007673.ref016]--[@pcbi.1007673.ref019]\], the vast majority require manual inputs from the experimenter and are designed for *a posteriori* processing. The relatively recent breakthrough in biomedical image analysis brought by deep convolutional neural networks, and the U-Net \[[@pcbi.1007673.ref020]\] architecture in particular, has introduced an era of fast-paced developments in the field \[[@pcbi.1007673.ref021]\]. Deep learning-based image processing is fast, as it can be run on graphical processors. Further, it can adapt to new data after being trained, thus improving performance and robustness. In addition, as long as a reasonably large and accurate training set can be generated, the same code can be re-used without parameter or code tweaking for different experimental setups or even different organisms.

But cell segmentation alone does not extract the rich dynamic information contained in single-cell resolution time-lapse movies. A recent study demonstrated the possibility of using deep learning methods to track single, non-dividing cells over time after segmenting them \[[@pcbi.1007673.ref022]\]. However typical time-lapse movies tend to feature several division events per frame, and common object-tracking deep learning solutions cannot be used to reconstruct those lineages as they are not meant to identify divisions of the monitored objects. The possibility to robustly segment cells, track them, and reconstruct lineages on-the-fly would not only speed up analysis and make it possible to process large amounts of data, but also would enable the development of "smart" microscopy platforms that could automatically trigger actions such as microfluidic or optogenetic inputs based on cellular events like divisions or transcription bursts.

As an example, a small number of recent studies have highlighted the potential of computer-based feedback control of gene expression in single cells as a new experimental paradigm \[[@pcbi.1007673.ref009],[@pcbi.1007673.ref023],[@pcbi.1007673.ref024]\]. This approach automatically adjusts chemical or optogenetic inputs based on real-time quantification of gene expression levels in cells to precisely and dynamically perturb regulatory networks. These studies have garnered insights into the dynamics of cellular processes that would have been impossible to study by other means \[[@pcbi.1007673.ref025]\]. However, to be able to perform feedback control at the single-cell level, image analysis must be performed on-the-fly, without any human intervention. To circumvent this problem, researchers have exploited constrained experimental geometries to localize cells \[[@pcbi.1007673.ref009]\], developed customized interfaces with flow cytometry \[[@pcbi.1007673.ref026],[@pcbi.1007673.ref027]\], or restricted studies to experimental durations that avoid too many cell division events or conditions where the cells escape from the field of view \[[@pcbi.1007673.ref023]\]. By providing rapid access to a suite of quantitative, dynamic measurements about single cells, entirely automated image processing offers the potential to expand the scope of experiments that can exploit dynamic, real-time cell tracking.

Here we introduce DeLTA ([De]{.ul}ep [L]{.ul}earning for [T]{.ul}ime-lapse [A]{.ul}nalysis), an image processing tool that uses two U-Net deep learning models consecutively to first segment cells in microscopy images, and then to perform tracking and lineage reconstruction. After training, our pipeline can analyze new acquisitions in a completely automated fashion, with error rates of 0.06% for segmentation and 1.01% for tracking and lineage reconstruction. Data analysis is fast, requiring between 300-800msec per frame on consumer-grade hardware, depending on the number of tracked cells ([Table 1](#pcbi.1007673.t001){ref-type="table"}). We used a diverse set of training samples, both from our own experiments and from data retrieved from the literature, in an effort to generate models for DeLTA that can perform out-of-the-box without further training on entirely new mother machine data. In addition to the deep learning algorithm itself, we also introduce a suite of scripts and graphical user interfaces to interface our Python-based U-Net implementation with Matlab to create and curate training sets. The code is available on Gitlab to facilitate distribution and adaptation by other researchers (Methods). By capitalizing on recent advances in deep learning-based approaches to image processing, DeLTA offers the potential to dramatically improve image processing throughput and to unlock new automated, real-time approaches to experimental design.
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###### Key performance numbers for training and evaluation of the DeLTA algorithm.

![](pcbi.1007673.t001){#pcbi.1007673.t001g}

  --------------------------------------- --------------------------------- ---------------------------------------
  **Training**                                                              
                                          Segmentation                      Tracking
  Set size                                8,258 chambers (\~53,000 cells)   7,706 tracking events
  Set construction time                   \~10 hours                        \~10 hours
  U-Net training time                     3 hours 20 minutes                8 hours
  **Evaluation**                                                            
                                          Segmentation                      Tracking
  Ground-truth set size                   3,422 cells                       3,073 cells
  Errors (rate)                           2 (0.06%)                         31 (1.01%)
  Sample processing time                  12 msec (/chamber)                3.6 msec (/cell)
  Frame processing time                   212 msec                          \~400 msec (depending on \# of cells)
  Movie processing time (262,634 cells)   9 minutes 2 seconds               13 minutes 8 seconds
  --------------------------------------- --------------------------------- ---------------------------------------

Results {#sec002}
=======

We applied the code directly to the problem of segmenting *E*. *coli* cells trapped in mother machine microfluidic chambers \[[@pcbi.1007673.ref005]\]. In the device, cells are grown in chambers of \~1μm in width and height, and 25μm in length ([S1 Fig](#pcbi.1007673.s001){ref-type="supplementary-material"}). This configuration traps a so-called "mother" cell at the dead-end of the chamber, and as the cells grow and divide the daughters are pushed out of the other end of the chamber ([Fig 1A](#pcbi.1007673.g001){ref-type="fig"}). Nutrients are introduced by flowing growth medium through the main channel, which also serves to flush out daughter cells. This device has become a popular way to study single-cell dynamics in bacteria, as it allows for the long-term observation of single mother cells, with typical experiment durations of 12 to 30 hours \[[@pcbi.1007673.ref004],[@pcbi.1007673.ref006],[@pcbi.1007673.ref007],[@pcbi.1007673.ref009]\], and sometimes up to several days \[[@pcbi.1007673.ref010]\]. It is also possible to image progeny, allowing for comparison of daughters, granddaughters, and great granddaughters for multi-generation analysis. This latter source of data is less frequently exploited due to the challenges associated with accurate tracking, therefore analysis has traditionally focused on the mother cell. However, these data have great potential, as they can contain generational information for thousands of cells. The DeLTA algorithm we introduce here is centered around two U-Net models, which are trained on curated data and then can be used to quickly and robustly segment and then track cells in subsequent images.

Segmentation {#sec003}
------------

The first U-Net model ([Fig 1B](#pcbi.1007673.g001){ref-type="fig"}, [S2 Fig](#pcbi.1007673.s002){ref-type="supplementary-material"}) is dedicated to segmentation and is very similar to the original model \[[@pcbi.1007673.ref020]\]. To create training sets, we began by using the Ilastik software \[[@pcbi.1007673.ref014]\] to segment time-lapse movies of cells in the mother machine chips. Note that other training set generation pipelines can be used, for example with other mother machine data analysis software \[[@pcbi.1007673.ref011],[@pcbi.1007673.ref016],[@pcbi.1007673.ref017],[@pcbi.1007673.ref019]\], or if experimenters have pre-existing segmented sets. While our segmentation results with Ilastik were already fairly accurate (\~1% error rate), we found that even after carefully designing an initial training set, the results generalized poorly to new datasets and usually required training sets to be generated or updated *a posteriori* with each new experiment. Therefore, we used a combination of Ilastik and manual curation to produce segmentation outputs that then served as training sets for our code. We stress that this training set generation process does not need to be repeated after initial training.

Our code uses data augmentation operations (Methods) to ensure robustness to experimental variation and differences in imaging conditions. For example, changes in nutrient concentration can produce cells of different size or aspect ratio, or subtle light condenser mis-alignments can introduce differences in illumination of the image. With simple image transformations or intensity histogram manipulations to approximate such changes, the model can be trained to generalize to new, different inputs.

To generate the training sets, the time-lapse movies were cropped into thousands of pairs of images and segmentation masks for each chamber within the mother machine at each time point (Methods). These potential training samples were then manually curated with a rudimentary graphical user interface in Matlab to ensure that the U-Net algorithm was only fed accurate training samples ([S3 Fig](#pcbi.1007673.s003){ref-type="supplementary-material"}). We curated a sufficient training set (\~8,300 samples), which took approximately two days to generate, and then trained the Python-based U-Net model against the segmented binary masks ([Fig 1B](#pcbi.1007673.g001){ref-type="fig"}).

To train the network we implemented a pixel-wise weighted binary cross-entropy loss function as described in the original U-Net paper \[[@pcbi.1007673.ref020]\] to enforce border detection between cells. Prior to data augmentation and training, weight maps were generated to increase the cost of erroneously connecting two cells together. In addition to the original procedure to generate the weight maps described in the U-Net paper, we also introduced an extra step that sets the weight to zero around the 1-pixel contour of the cells. By doing so, we relax the constraint on learning of the exact contour as provided in the segmentation masks in the training set. This makes the model more generalizable, as the algorithm does not have to exactly fit the output of the Ilastik segmentation.

The network was trained on images from three different multi-position time-lapse movies acquired in our lab, and on movies available from the literature \[[@pcbi.1007673.ref011],[@pcbi.1007673.ref016],[@pcbi.1007673.ref017],[@pcbi.1007673.ref028],[@pcbi.1007673.ref029]\]; we then evaluated on a third data set acquired in our lab weeks later as well as on data from the literature ([Table 1](#pcbi.1007673.t001){ref-type="table"}). To demonstrate generalizability of the approach, and to evaluate performance against other analysis software, we also used the time-lapse image datasets provided with the mother machine analysis software tools Molyso \[[@pcbi.1007673.ref011]\], MoMA \[[@pcbi.1007673.ref016]\], and BACMMAN \[[@pcbi.1007673.ref017]\] to evaluate the performance of DeLTA on completely new data by performing "leave-one-out" training and evaluation pairings. In these studies, one of those three different datasets was left out at the training step, and after training, performance was evaluated against the omitted dataset ([S1 Table](#pcbi.1007673.s008){ref-type="supplementary-material"}).

DeLTA performed extremely well when segmenting bacterial images, with only 2 errors out of 3,422 (0.06%) segmented cells when compared to our ground-truth evaluation set ([Table 1](#pcbi.1007673.t001){ref-type="table"}, [S4 Fig](#pcbi.1007673.s004){ref-type="supplementary-material"}). With our desktop computer, each frame in our evaluation movie was processed in 212ms. The evaluation movie that we acquired ourselves, which features 12 positions, each with 193 frames was processed in about 9 minutes. It also performed remarkably well on the BACMMAN and Molyso datasets with an error rate of 0.22% (4 errors out of 1785 cells) and 0.21% (4 errors out of 1874 cells), respectively ([S1 Table](#pcbi.1007673.s008){ref-type="supplementary-material"}). Performance on the MoMA movie, which looks markedly different from the other movies in our datasets was poor, with a segmentation error rate of 17.3% (179 errors for 1037 cells). We emphasize that for these results, the U-Net models had not been trained on samples from the BACMMAN, Molyso, or MoMA datasets before processing them. Therefore, our results with the BACMMAN and Molyso datasets are excellent; with incorporation of training sets that look similar to the MoMA data we anticipate that performance on those movies would dramatically improve.

Tracking and lineage reconstruction {#sec004}
-----------------------------------

The main innovation in our approach is to use a U-Net architecture not only to segment cells, but also to track them from one frame to the next and identify cell divisions. To our knowledge, this is the first time a deep learning model has been used to accomplish this second half of the time-lapse movie analysis pipeline. Using an approach that mirrors the original U-Net architecture ([Fig 1C](#pcbi.1007673.g001){ref-type="fig"}, Methods), we use multiple images as inputs and outputs. Namely, for every cell at every time-point, we use four images as inputs: the transmitted light images for the current frame and the previous frame, a binary mask delimiting one "seed" cell that we want to track from the previous frame, and the segmentation mask for the current frame. This second U-Net model is used downstream of the segmentation U-Net to complete our time-lapse analysis pipeline. As outputs for training, we provide two binary masks, the first one delimiting where the seed cell is in the new frame, and the second delimiting where the potential daughter cell is, in case a division has happened ([Fig 1C](#pcbi.1007673.g001){ref-type="fig"}).

We developed a simple graphical user interface in Matlab for creating training sets. Because manually creating a dataset for this tracking step is not as tedious as for segmentation, we did not incorporate third party software into our workflow. Instead, the user simply clicks on cells to identify them in the new frame. Using this method, we generated a sufficient dataset with \~7,700 samples in about two days. Afterwards, in order to perform the same type of leave-one-out analysis we used to evaluate the segmentation step, we used ground-truth movies we generated for the BACMMAN, Molyso, and MoMA datasets as training samples for tracking, and compiled training sets containing all but one of the datasets. Other approaches could speed up this process, such as employing tools already available for automated tracking \[[@pcbi.1007673.ref013],[@pcbi.1007673.ref014],[@pcbi.1007673.ref016],[@pcbi.1007673.ref030]\]. However, users must be particularly careful not to introduce erroneous training samples into their set. To this end we also provide a graphical user interface similar to the one for segmentation that can be used to curate training samples. Note that it can also be used to curate and re-purpose the prediction output of the tracking U-Net as a training set, allowing for an iterative approach to training set generation. Again, we found that training does not need to be repeated provided the general image analysis pipeline and cell morphology remain the same. Once the tracking U-Net has generated tracking predictions on new data, the binary mask outputs are compiled into a more user-friendly lineage tree data structure. We provide a simple Matlab script that loops through the tracking mask outputs of the deep learning pipeline to assemble this structure.

Once trained, we applied our tracking pipeline to follow cells and identify cell divisions in evaluation time-lapse movies that it had never seen before ([Fig 1D](#pcbi.1007673.g001){ref-type="fig"}). Tracking and lineage identification errors rates were low, with only 31 mistakes in an evaluation set of 3,073 samples (1.01%). The majority of those errors arose from either non-trivial tracking problems where humans also had difficulties identifying cells from one frame to the next or were associated with cells at the bottom of the image that were in the process of being pushed out of the field of view ([S5 Fig](#pcbi.1007673.s005){ref-type="supplementary-material"}). Processing times are fast, with each cell in our evaluation movie tracked in 3.6ms and the 262,634 cells identified at the segmentation step processed in about 13 minutes. Following leave-one-out tracking performance analysis, we were surprised to see that tracking error rate for the BACMMAN dataset was even lower than for the movies generated in our lab, with 0.53% (8 errors out of 1504 cells). Although the BACMMAN movie appears less complicated than our own evaluation movie, it is notable that we were able to obtain high fidelity results on data DeLTA was not trained on. Results for the Molyso dataset were also acceptable, with a 3.03% tracking error rate (46 errors for 1514 cells). Tracking on the MoMA dataset was 1.85% (4 errors for 216 cells), though we note that this result is not as relevant since so many errors were introduced in the segmentation stage. Again, these results are likely to improve if the tracking model is trained on similar images.

Feature extraction {#sec005}
------------------

In addition to the segmentation and tracking models, we also developed a Matlab script for extracting morphological features such as cell length, area, and fluorescence levels following segmentation, tracking, and lineage reconstruction. As an example, we show results from a single chamber within the mother machine where we track a mother cell and its progeny over the course of 16 hours ([Fig 2A](#pcbi.1007673.g002){ref-type="fig"}). The *E*. *coli* in this movie contain a green fluorescent protein (GFP) reporter (Methods). For each cell, we extracted mean GFP levels over time and also obtained morphological data. The length of the mother cell over time shows characteristic growth and division patterns ([Fig 2B](#pcbi.1007673.g002){ref-type="fig"}). These data were also used to calculate growth rate ([Fig 2C](#pcbi.1007673.g002){ref-type="fig"}) and the timing of cell division events ([Fig 2D](#pcbi.1007673.g002){ref-type="fig"}). Division events allow us to track daughters, granddaughters, and great granddaughters before they are flushed out of the chamber ([Fig 2E](#pcbi.1007673.g002){ref-type="fig"}).

![Representative single-cell time-lapse image data demonstrating wealth of information extracted from movies.\
(A) Mean GFP fluorescence over time for mother cell and its progeny. (B) Cell length, (C) growth, and (D) timing of cell division events over time for the mother cell. Note that these morphological properties are also recorded for all progeny, but are not displayed here for visual clarity. (E) Kymograph of chamber containing mother cell and progeny presented in (A -- D).](pcbi.1007673.g002){#pcbi.1007673.g002}

To demonstrate the wealth of information that can be extracted from time-lapse movies using our analysis pipeline, we compared the fluorescence levels between different generations. We compared the mean GFP of the mother in the time interval between the preceding cell division and the current cell division to the mean GFP of the daughter in the interval between the current division and the next division ([Fig 3A](#pcbi.1007673.g003){ref-type="fig"}). As expected, there was a strong correlation between mother and daughter fluorescence levels. We extended this analysis to granddaughters or great granddaughters by comparing GFP levels before the n-1 or n-2 division event for the grandmother or great grandmother (i.e., the last period of time the two cells were the same cell) to GFP levels after the current (n) division. We observed a decrease in the correlation between fluorescence levels the further away cells were in generations ([Fig 3B](#pcbi.1007673.g003){ref-type="fig"}). Highlighting the potential for massive data collection, the analysis for this specific fluorescent reporter data includes 10,793 mother-daughter comparisons, 7,932 mother-granddaughter comparisons, and 2,078 mother-great granddaughter comparisons from a movie that ran for 16 hours with 108 different chambers.

![Analysis of fluorescence correlations in the lineage tree.\
(A) Mean GFP fluorescence for the mother cell compared to daughter, granddaughter, or great granddaughter cells. Fluorescence values for the mother are derived from the cell cycle immediately prior to division, while fluorescence for the daughter, granddaughter, or great granddaughter come from the cell cycle immediately following division from the cell in the previous generation (e.g. from the mother when considering the daughter). (B) Correlation coefficient between mother cell mean GFP values and its progeny. (C) Autocorrelation of the GFP signal for the mother cell. Error bars show standard deviation around the mean.](pcbi.1007673.g003){#pcbi.1007673.g003}

In addition, imaging many mother cells over long durations provides high quality temporal data. We illustrate this by calculating the autocorrelation of the GFP signal ([Fig 3C](#pcbi.1007673.g003){ref-type="fig"}). The resulting data give a high-fidelity view into the correlation times associated with the reporter, underscoring the potential for highly accurate measurements of dynamic, single-cell properties. Indeed, a rapidly decreasing autocorrelation would indicate that the signal GFP reports fluctuates rapidly over time, and that much of the variability in the population emerges from intrinsic noise at the single-cell level. In turn this can give us insights into, for example, diversification and bet hedging strategies, which could not be obtained without reliable, long-term single-cell segmentation and tracking \[[@pcbi.1007673.ref028],[@pcbi.1007673.ref031]\].

Discussion {#sec006}
==========

In this study, we present an image analysis pipeline centered around two deep learning models based on the U-Net architecture to segment, track, and identify divisions of bacteria growing in a microfluidic device. The U-Net architecture has proven to be a breakthrough technology for cell segmentation and is emerging as a standard for this image analysis task. With our training set and implementation, the error rate for segmentation drops to an impressive 0.06%. In addition, our novel approach extends these ideas to apply the deep learning model to also track cells and identify division events. The 1.01% error rate on this task is excellent and a clear improvement over other software designed to segment and track bacteria in mother machine devices. For instance, the mother machine movie analysis software MoMa \[[@pcbi.1007673.ref016]\] reports tracking error rates of about 4%. Other proposed solutions do not explicitly report their accuracy and typically require some parameter tweaking to be adapted to new data, and often also require *a posteriori* correction \[[@pcbi.1007673.ref010],[@pcbi.1007673.ref011],[@pcbi.1007673.ref017],[@pcbi.1007673.ref019],[@pcbi.1007673.ref032]\]. In contrast, DeLTA can adapt to entirely new images from a different setup without the need for re-training if those new images are similar to those in the training set. We note that our algorithm for post-processing the tracking output of our deep learning pipeline is very simple, and more elegant rule-based and optimization algorithms proposed in other studies \[[@pcbi.1007673.ref016],[@pcbi.1007673.ref017],[@pcbi.1007673.ref033]\] could be integrated with our approach to reduce the error rate even further. Additionally, we provide large training datasets that can be used by others to improve upon our work, and we have incorporated data from other groups in our training sets to make our trained models as generalizable as possible. As a future direction, it would be helpful to explore stopping criteria to prevent overfitting by using diverse and different training and validation sets.

Indeed, we anticipate that the deep learning workflow presented here can be applied to any other microscope and mother machine devices without any code or parameter modifications. Other researchers can generate their own training sets following the workflow described in Results and Methods. The tedious construction of training and evaluation datasets is often a limiting step in the adoption of machine learning techniques. To this end we provide simple scripts and graphical user interfaces for users to assemble their own training sets for their specific setup. Beyond bacteria in mother machine-type devices, our approach can, in principle, be applied to a wide range of similar problems. We rapidly explored this possibility by applying our software to tracking of the yeast species *Saccharomyces cerevisiae* freely growing in two dimensions, with benchmarking data taken from another study \[[@pcbi.1007673.ref034]\]. Although encouraging, the tracking error rate of our pipeline was in the 5--10% range for datasets it was not trained on ([S6 Fig](#pcbi.1007673.s006){ref-type="supplementary-material"}), and thus does not outcompete state-of-the-art software designed specifically for yeast data analysis \[[@pcbi.1007673.ref034],[@pcbi.1007673.ref035]\]. However, the yeast datasets we used are much smaller than what we generated for training our network on the mother machine data, which likely limits the performance of our models. Better post-processing algorithms could also help reach the same accuracy we achieved with the mother machine experiments. The ability of the algorithm to segment and track cells with dramatically different morphology and experimental constraints from the mother machine data suggests excellent potential for generalization of the approach.

In conclusion, the DeLTA algorithm presented here is fast and robust, and opens the door to real-time analysis of single cell microscopy data. We anticipate that there are a number of avenues for improvement that could push the performance even further, improving accuracy and processing speed. For instance, a clear candidate would be to use the U-Net tracking outputs as probability inputs for linear programming algorithms to compile lineages \[[@pcbi.1007673.ref033]\], replacing the simplistic approach we use in post-processing. Another possible extension to the work would be to implement a single U-Net model that performs segmentation and tracking simultaneously. In principle, this could increase processing speed even further by streamlining segmentation and tracking, and improve accuracy as the segmentation step would also take into account information from previous frames. Although we have focused on *E*. *coli* bacteria in the mother machine here, preliminary tests suggest that this algorithm may be broadly applicable to a variety of single-cell time-lapse movie data. We expect this approach to be generally well-suited to high-throughput, automated data analysis. In addition, this algorithm can be incorporated in "smart" microscopy environments, which represent a promising emerging research field, as cells and computers are interfaced to probe complex cellular dynamics or to steer cellular processes \[[@pcbi.1007673.ref025]\].

Methods {#sec007}
=======

Data acquisition and datasets {#sec008}
-----------------------------

The *E*. *coli* strains imaged in the mother machine are an *E*. *coli* BW25113 strain harboring a low-copy plasmid where the native promoter for the *rob* gene drives expression of a gene for green fluorescent protein (*gfp*). The reporter comes from Ref. \[[@pcbi.1007673.ref036]\]. Cells were grown in M9 minimal medium with 0.4g/L glucose, 0.4g/L casamino acids, and 50μg/mL kanamycin for plasmid maintenance. The growth medium was also supplemented with 2g/L F-127 Pluronic to prevent cell adhesion outside of the growth chambers.

The mother machine microfluidic master mold was designed using standard photolithography techniques \[[@pcbi.1007673.ref037]\]. Polydimethylsiloxane (PDMS) was poured onto the wafer, cured overnight, and plasma bonded to a glass slide to form the final microfluidic chip. The chip features 8 independent main channels where media flows, and each channel features 3,000 chambers of 25μm in length and 1.3 to 1.8μm in width ([S1 Fig](#pcbi.1007673.s001){ref-type="supplementary-material"}, and <https://gitlab.com/dunloplab/mother_machine> for GDSII file and details). Three time-lapse movies, two for training and one for evaluation, were acquired with a 100X oil objective on a Nikon Ti-E microscope. A fourth time-lapse movie used for training was acquired on another Nikon Ti-2 microscope, also with a 100X oil objective. The temperature of the microscope chamber was held at 37°C for the duration of the experiment. Images were taken every 5 minutes for 16 to 20 hours. An automated XY stage allowed us to acquire multiple positions on the chip for each experiment. The three training movies and the evaluation movie for mother machine data contain 18, 15, 14, and 12 positions, respectively, with each imaging position containing 18 chambers. For each position and timepoint, the images were acquired both in phase contrast and epifluorescence illumination with a GFP filter.

In addition to our own movies, we also analyzed movies that were provided as supplementary data sets associated with other studies in the literature. Specifically, we used datasets associated with Molyso \[[@pcbi.1007673.ref011]\], MoMA \[[@pcbi.1007673.ref016]\] and BACMMAN \[[@pcbi.1007673.ref017]\] mother machine analysis software tools as well as other mother machine movies available from the literature \[[@pcbi.1007673.ref028],[@pcbi.1007673.ref029]\] to generate diverse training sets. Unless otherwise specified, such as in the case with the leave-one-out analysis, all datasets were used when compiling training sets.

All raw data and datasets are available online at:<https://drive.google.com/drive/folders/1nTRVo0rPP9CR9F6WUunVXSXrLNMT_zCP>

Implementation and computer hardware {#sec009}
------------------------------------

We recommend using the Anaconda Python distribution as this greatly simplifies installation and increases portability. All the necessary libraries can be installed on Windows, Linux, or MacOSX with Anaconda in just a few command lines, detailed in the Gitlab repository: <https://gitlab.com/dunloplab/delta>.

The U-Net implementation we use here is based on Tensorflow 2.0/Keras and is written in Python 3.6. The general architecture is the same as the one described in the original U-Net paper, with small variations in the tracking U-Net architecture to account for the different input/output dimensions and the different loss functions ([S2 Fig](#pcbi.1007673.s002){ref-type="supplementary-material"}). Our code can be run on a CPU or GPU, though GPU results will be faster. Pre-processing and post-processing scripts as well as training set curation scripts and Graphical User Interfaces (GUIs) were written for and executed on Matlab R2018b. All computations were performed on an HP Z-840 workstation with an NVidia Quadro P4000 graphics card.

Movie pre-processing {#sec010}
--------------------

To reformat the movies for subsequent analysis with our U-Net pipeline, the movies were first pre-processed in Matlab. This analysis allowed us to crop the larger image into small images featuring a single growth chamber that were individually analyzed. A model image of a single empty chamber was cross-correlated with the full-view frame to detect the position of the chambers in the first frame of each movie. After cross-correlation, peaks in the cross-correlation product image were detected as the centers of each individual chamber and an image of each of them was cropped around this point and saved to disk. Afterwards, we applied a second cross-correlation operation to correct for small XY drifting errors between frames. The individual chambers were then cropped out of each frame and saved to disk for subsequent analysis.

Training set generation {#sec011}
-----------------------

The time-lapse movies used for training were first analyzed with the Ilastik software \[[@pcbi.1007673.ref014]\] to produce potential segmentation training samples ([S3 Fig](#pcbi.1007673.s003){ref-type="supplementary-material"}). Image pixels were categorized into three classes: Cell insides, cell contours, and background (anything that was not a cell pixel). By using the two different classes for the inner part of the cells and the contour, we minimized under-segmentation errors where two touching cells would be connected in the segmentation binary mask. The Ilastik output was then processed with a custom Matlab script that applied simple mathematical morphology operations to get rid of small erroneous regions, and then used watershedding to expand the inner part of each cell into the border pixel regions. The resulting binary segmentation masks cover the entire cell area but do not tend to connect independent cell regions together. The chamber cropping and XY drift correction operations described above were applied to the Ilastik output. Ilastik project files are provided with the rest of the data as examples.

A rudimentary GUI was then used to manually curate a random subset of the Ilastik segmentation samples to generate a training set. Once a large enough training set was generated (we started obtaining reliable results with around 1,000 chamber segmentation samples for the *E*. *coli* mother machine data, however this number will vary with the complexity of the task), pixel-wise weight maps were generated ([Fig 1B](#pcbi.1007673.g001){ref-type="fig"}). Different parts of each training mask were weighted based on the formula described in the original U-Net paper \[[@pcbi.1007673.ref020]\], where a strong emphasis is put on "border pixels", i.e. pixels that lie on a thin border region separating two cells. Combined with the pixel-wise weighted cross entropy described below, this extra weight on border pixels forces U-Net to learn those separations and not under-segment two cells that are touching. We then added an extra step where we set the weight for contour pixels, i.e. pixels on the outer perimeter of cells in the binary mask, to 0. The exact contour of cells is hard to determine, even for humans, and we found that the Ilastik approach can introduce artifacts in the exact cell contour. To prevent overfitting U-Net to exactly the cell contours produced by our training set generation method, we added this 1-pixel margin. Using this step marginally improves performance, with an error rate on our evaluation movie of 0.09% without the zero-weight pixel margin used for training instead of the 0.06% error rate we obtain with it. However, because the total number of errors is very low, it is hard to conclude whether this effect is significant. It does however reduce pixel error between the ground-truth (described below) and the DeLTA segmentation output from 4.4% to 1.64%.

Once the segmentation U-Net was trained, we moved on to creating a training set for the tracking U-Net model ([S3 Fig](#pcbi.1007673.s003){ref-type="supplementary-material"}). We used the trained segmentation U-Net to predict segmentation masks on the training movies. This segmentation output was then used to generate the training set for tracking with another simple GUI. In the GUI, a random segmented cell from the training movies is presented and the user manually generates the training set by clicking on the cell in the frame at the next timepoint, as well as on the daughter cell if a division happened between those timepoints. For tracking cells in the mother machine, we generated a training set of 7,706 samples.

Data augmentation {#sec012}
-----------------

An important step when using deep neural networks like U-Net that contain millions of parameters to fit is to artificially increase training set size by applying random transformations to the inputs and outputs. This "data augmentation" step not only increases training set size but ensures that the model does not overfit the data and that it can easily generalize to new inputs, for example those generated with relatively different imaging conditions.

Our training data was augmented on-the-fly with custom Python generators. We implemented our own data augmentation functions as we sometimes required finer control over image manipulation operations than what the standard Keras functions offered. We used mostly standard operations such as random shifting, scaling, rotation and flipping, but we also added three non-standard operations, one for elastic deformations as described in the original U-Net paper \[[@pcbi.1007673.ref020]\] and two for manipulating image contrast to simulate variations in illumination between experiments ([S7 Fig](#pcbi.1007673.s007){ref-type="supplementary-material"}). The first image intensity manipulation operation applies a randomly-generated and monotonically increasing Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) mapping operation on pixel intensities over the entire image, which in effect distorts the image histogram to simulate the effect of different lamp settings on illumination. The second image intensity manipulation operation also relies on a randomly generated PCHIP. The generated curve is multiplied along the y-axis (i.e. along the chamber axis) of a single chamber image, meant to simulate the illumination artefacts that can appear at the border between different regions of a microfluidic chip under phase contrast illumination. Without these last two data augmentation operations, the segmentation error rate against our evaluation movie ground-truth nearly quadruples from 0.06% to 0.23%.

U-Net architecture and training {#sec013}
-------------------------------

We used a standard U-Net architecture for the segmentation model ([Fig 1B](#pcbi.1007673.g001){ref-type="fig"} & [S2 Fig](#pcbi.1007673.s002){ref-type="supplementary-material"}), with 5 contraction/up-sampling levels. For training with the weight maps described above, we implemented our own loss function, as pixel-wise weighted binary cross-entropy is not a standard loss function available through the Keras API. The model was trained over 400 epochs of 250 steps, with a batch size of 10 training samples. As described above, data augmentation operations were randomly applied on-the-fly to reduce the risk of over-fitting.

The tracking model ([Fig 1C](#pcbi.1007673.g001){ref-type="fig"} & [S2 Fig](#pcbi.1007673.s002){ref-type="supplementary-material"}) is similar to the segmentation U-Net, but differs in two significant ways. First, the input layer contains four components per training sample (image of the previous frame, binary mask of the "seed" cell in previous frame, image of current frame, and binary mask of all segmented cells in current frame ([Fig 1C](#pcbi.1007673.g001){ref-type="fig"})). Second, the output layer contains three components per training sample, with the first one corresponding to the mask of the "seed" cell in the new current frame, one corresponding to the mask of the daughter cell if a division just happened, and finally the third layer is the mask of everything else in the image. Because those three components are mutually exclusive, i.e. a "mother" pixel cannot also be a "daughter" pixel, we were able to use the standard categorical cross-entropy loss function provided by Keras. This categorical cross-entropy determines whether each pixel is categorized as part of the tracked cell in the image, its potential daughter, or the background, and attributes misclassification costs accordingly. For each training set, the model was trained over 400 epochs of 250 steps, with a batch size of five training samples. The same data augmentation operations as described above were applied on-the-fly as the network was trained.

For both segmentation and tracking, the standard Keras Adam optimizer was used with a learning rate of 10^−4^.

Prediction, post-processing and evaluation {#sec014}
------------------------------------------

After the tracking step, the data contained in the output images was reformatted into a more user-friendly structure using Matlab. The pixels attributed to each cell in the tracking output were matched with the pixels in the segmentation mask for the current frame, and a score matrix for this specific chamber and timepoint was generated. Conflicts, for example where two cells get the same attribution score from the same cell in the previous frame, are discarded with simple rules where one cell simply becomes a "new" cell that appears and forms a new lineage tree. The low error rate at the U-Net tracking step allows us to use such simplistic methods and still get good results, but more elegant tracking algorithms \[[@pcbi.1007673.ref033]\] using our tracking prediction maps as inputs could further increase performance. The code also extracts morphological features like single cell length and area, as well as fluorescence levels associated with the fluorescence images in the movie.

We manually created ground-truth outputs for segmentation and tracking by using the first 30 frames of the first position of our evaluation movie, the Molyso movie, and the BACMMAN movie, and for all of the 10 frames of the MoMA movie. To evaluate the performance of DeLTA on those datasets, we compiled four leave-one-out training sets, in which one of the datasets was removed entirely from the samples used to train the segmentation and tracking U-Nets. We then evaluated segmentation and tracking error rates by comparing the ground-truth from the left-out dataset to the DeLTA output on that same dataset ([Table 1](#pcbi.1007673.t001){ref-type="table"}, [S1 Table](#pcbi.1007673.s008){ref-type="supplementary-material"}).

The first metric, which we refer to as "segmentation error rate" is the percentage of under-segmented, over-segmented, false positive, and false negative cells. To compute this, we first perform an attribution step in which cells in the DeLTA output to be evaluated are matched to cells in the ground-truth if they overlap with the ground-truth cell over at least 90% of their surface. If two or more cells are attributed to one cell in the ground-truth, this is considered as a possible over-segmentation error. However, because the exact time that two cells can be considered to have divided is arbitrary to some degree, we do not count it as an actual error if the two cells in the evaluated output just divided and the cell in the ground-truth divides in the next frame. Similarly, we do not consider one cell that is attributed to two in the ground-truth to be an under-segmentation error if the cell is about to divide and the ground-truth cells just divided. If a cell is present in the ground-truth but not in the evaluated output, we count it as a false negative, and if a cell is present in the output but not in the ground-truth, we count it as a false positive. Unless those cells are in the bottom 5 pixel margin of the image and are about to be flushed out, either in the ground-truth or the output being evaluated, we do not count these as errors, as identifying these as valid cells is also arbitrary.

To evaluate tracking performance, we simply count each time a cell is attributed to the wrong cell in the next frame as an error, and report the tracking error rate as the number of errors divided by the number of cells tracked. Tracking events that are tied to cells that were either erroneously segmented or that were analyzed as divided at an earlier or later timepoint than the ground-truth were excluded from this analysis. In most cases, this effect is minimal because segmentation errors are so rare.

Data analysis with generation information {#sec015}
-----------------------------------------

Fluorescence data extracted from the cell lineages were used to measure correlation coefficients (corrcoef function in Matlab) between mother cell mean GFP levels and daughter, granddaughter, or great granddaughter mean GFP levels. In this analysis, we measured the GFP level for the mother cell using the time interval immediately prior to division and considered one cell cycle worth of data. We compared this to one cell cycle worth of GFP data for the daughter (or granddaughter, great granddaughter) immediately following division from the mother cell.

Autocorrelation data (computed using the xcov function in Matlab which computes the cross-variance between two signals, or in our case of a cell's GFP signal with itself) for each mother cell were normalized to the value at zero time lag.

Supporting information {#sec016}
======================

###### Mother machine chip design used in this study.

This image is adapted from the mask design file of the mother machine microfluidic chip that was used to generate the training and evaluation data. The upper half of the figure shows the entire chip which features 8 independent main channels of 400μm in width and \~60μm in height in which media containing nutrients and selection markers is flown. Each of those channels features on its side 6,000 chambers of 1.1μm in height, 25 or 35μm in length, and 1.3 to 1.8μm in width in which mother cells are trapped and can then be grown for hours to days.

(TIF)

###### 

Click here for additional data file.

###### U-Net architecture for segmentation/tracking.

The layers and tensor dimensions used in our U-Net implementation. The differences between the segmentation and the tracking U-Net are highlighted with red rectangular boxes. The first element is for the segmentation U-Net version, the second for the tracking version (segmentation/tracking). Note that the architecture is the same as the original U-Net model, except for image dimensions, number of input and output layers, and the final activation layer for tracking. The values we used for these are noted on the figure. The loss function for segmentation is a pixel-wise weighted binary cross-entropy as described in the original U-Net paper. The pixel-wise weight maps are provided for each output mask during training as an auxiliary input. The loss function for tracking is the standard categorical cross-entropy function from Keras.

(TIF)

###### 

Click here for additional data file.

###### Training set construction.

\(A\) We used the Ilastik software to generate initial segmentation masks for training. The Ilastik software uses a random forest classifier and various local pixel features to classify pixels in an image on the basis of a training set drawn by the user. On the left side of the image are the three classes we use to generate initial segmentation masks and an example of how we draw Ilastik training sample sets: The first label (or class) is dedicated to the internal part of the cells, the second label is used to delineate cell borders, and the third is used for everything else. On the right-hand side is an example of the pixel-wise classification output generated by Ilastik after training on our drawn training set input. While the result is not perfect, this approach allowed us to generate a large number of potential training samples with minimal manual effort. (B) The Ilastik output was then processed via Matlab, where a few simple mathematical morphology operations were used to remove small isolated pixel regions that have been misclassified. We then performed a watershedding operation from the first "internal" label/class into the second "border" class of the Ilastik output. This operation segments separated cell regions in the Ilastik output. The user is then prompted with randomly selected segmentation samples as illustrated in this image. If the user considers the training sample correct, the user can press the "enter" key and the sample is saved to disk as a training sample for the segmentation U-Net. If not, they can press "q" and the sample is saved to disk in a separate folder should the user want to correct it manually. (C) For tracking set generation, the user is presented with a randomly selected sample from the processed Ilastik output, and a cell from the previous timepoint is randomly selected as the "seed" cell to track as in this image. The user can then click on where they think the cell is in either the "current frame" or "segmentation" image in the window, and a second time if they think the cell has divided. The user input is displayed in the "mother" and "daughter" images in the window, and they can press "enter" or "q" to accept or reject at any time. Both interfaces and the Ilastik output post-processing code are made available with the rest of our code. We intentionally kept the code and the interfaces simple to allow easy modification by others.

(TIF)

###### 

Click here for additional data file.

###### Segmentation errors identified in our evaluation set.

Only 2 segmentation errors out of 3,422 cells were identified when computing the error rate of our trained U-Net against the ground-truth for our evaluation movie. The error on the left illustrates an over-segmentation error, where the bottom cell has been divided by our algorithm when the ground-truth has not. The error on the right illustrates under-segmentation where two cells in the ground-truth have been identified as a single one by DeLTA. For the second error, the DeLTA output could arguably be considered to be correct and the ground-truth erroneous, as the exact point of cell division is sometimes difficult to discern.

(TIF)

###### 

Click here for additional data file.

###### Tracking errors identified in our evaluation set.

31 errors were identified out of 3,073 tracking events in the evaluation movie acquired in our lab. Here we show seven representative errors. For each set of images, the raw input images are shown on the left for the current and previous timepoint. The two images in the center illustrate the DeLTA tracking output. Each cell is color coded and the color is preserved from one timepoint to the next. Divisions are identified with black solid lines. Tracking errors are signaled by red arrows. On the right, the ground-truth data are shown for reference. Note that most errors occur as cells are being flushed out of the chambers.

(TIF)

###### 

Click here for additional data file.

###### Representative examples of yeast segmentation and tracking with DeLTA.

The yeast time-lapse movies datasets are from the Cellstar sample datasets. Yeast cells were imaged with a 60X phase contrast objective in a microfluidic device that constrained them to a monolayer. Black arrows highlight tracking and segmentation errors. Note that the original training sets did not feature mother-daughter relationship information so we did not train the tracking U-Net to identify daughter cells. The two U-Net models were not trained on data from the experiment shown here, but on other experiments in the dataset. While almost all cells are correctly segmented, tracking appears to be more erroneous. However, the datasets that were available online were significantly smaller than the mother machine movies we had (In total there are 170 movie frames in the yeast dataset, with most of them containing only a few cells, when the mother machine movies contain thousands of frames and tens of thousands of cells.) and therefore the training sets may not be diverse enough for DeLTA to be able to generalize tracking rules to new data. We anticipate this would improve with additional training data.

(TIF)

###### 

Click here for additional data file.

###### Data augmentation operations.

In order to simulate changes in illumination between different experiments or different microscopes, we implemented two data augmentation operations. Two representative examples are given here. The first example of data augmentation (top row) generates a random monotonically increasing Piecewise Cubic Hermite Interpolating Polynomial (PCHIP) curve that is used to distort the intensity histogram of the input image. The second data augmentation example (bottom row) generates another PCHIP curve that is multiplied against image intensity along the y-axis (along the chamber) to simulate imaging artefacts caused by microfluidic features in the phase contrast light path. After multiplication, the image intensity range is mapped linearly back to the original range.

(TIF)

###### 

Click here for additional data file.

###### Leave-one-out evaluation of the DeLTA algorithm against other mother machine software analysis datasets.

(DOCX)

###### 

Click here for additional data file.

We thank Nadia Sampaio for her help in generating the mother machine datasets, Vincent Chang for assistance with the yeast data training set, and Daniel Eaton for help with data augmentation operations and other useful suggestions.
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Dear Dr Dunlop,

Thank you very much for submitting your manuscript \'DeLTA: Automated cell segmentation, tracking, and lineage reconstruction using deep learning\' for review by PLOS Computational Biology. Your manuscript has been fully evaluated by the PLOS Computational Biology editorial team and in this case also by independent peer reviewers. The reviewers appreciated the attention to an important problem, but raised some substantial concerns about the manuscript as it currently stands.

Both reviewers found the application of UNET for lineage tracking in realtime to be interesting. However, the reviewers raise significant concerns, including a more thorough description of the method and rigorous comparison of the implementation to existing methods, including freely available tools, to demonstrated improved performance.

While your manuscript cannot be accepted in its present form, we are willing to consider a revised version in which the issues raised by the reviewers have been adequately addressed. We cannot, of course, promise publication at that time.

Please note while forming your response, if your article is accepted, you may have the opportunity to make the peer review history publicly available. The record will include editor decision letters (with reviews) and your responses to reviewer comments. If eligible, we will contact you to opt in or out.

Your revisions should address the specific points made by each reviewer. Please return the revised version within the next 60 days. If you anticipate any delay in its return, we ask that you let us know the expected resubmission date by email at <ploscompbiol@plos.org>. Revised manuscripts received beyond 60 days may require evaluation and peer review similar to that applied to newly submitted manuscripts.

In addition, when you are ready to resubmit, please be prepared to provide the following:

\(1\) A detailed list of your responses to the review comments and the changes you have made in the manuscript. We require a file of this nature before your manuscript is passed back to the editors.

\(2\) A copy of your manuscript with the changes highlighted (encouraged). We encourage authors, if possible to show clearly where changes have been made to their manuscript e.g. by highlighting text.

\(3\) A striking still image to accompany your article (optional). If the image is judged to be suitable by the editors, it may be featured on our website and might be chosen as the issue image for that month. These square, high-quality images should be accompanied by a short caption. Please note as well that there should be no copyright restrictions on the use of the image, so that it can be published under the Open-Access license and be subject only to appropriate attribution.

Before you resubmit your manuscript, please consult our Submission Checklist to ensure your manuscript is formatted correctly for PLOS Computational Biology: <http://www.ploscompbiol.org/static/checklist.action>. Some key points to remember are:

\- Figures uploaded separately as TIFF or EPS files (if you wish, your figures may remain in your main manuscript file in addition).

\- Supporting Information uploaded as separate files, titled Dataset, Figure, Table, Text, Protocol, Audio, or Video.

\- Funding information in the \'Financial Disclosure\' box in the online system.

While revising your submission, please upload your figure files to the Preflight Analysis and Conversion Engine (PACE) digital diagnostic tool, <https://pacev2.apexcovantage.com> PACE helps ensure that figures meet PLOS requirements. To use PACE, you must first register as a user. Then, login and navigate to the UPLOAD tab, where you will find detailed instructions on how to use the tool. If you encounter any issues or have any questions when using PACE, please email us at <figures@plos.org>.

To enhance the reproducibility of your results, we recommend that you deposit your laboratory protocols in protocols.io, where a protocol can be assigned its own identifier (DOI) such that it can be cited independently in the future. For instructions see [here](http://journals.plos.org/ploscompbiol/s/submission-guidelines#loc-materials-and-methods). 

We are sorry that we cannot be more positive about your manuscript at this stage, but if you have any concerns or questions, please do not hesitate to contact us.

Sincerely,

Anand R. Asthagiri

Associate Editor

PLOS Computational Biology

Mona Singh

Methods Editor

PLOS Computational Biology

A link appears below if there are any accompanying review attachments. If you believe any reviews to be missing, please contact <ploscompbiol@plos.org> immediately:
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Reviewer\'s Responses to Questions

**Comments to the Authors:**

**Please note here if the review is uploaded as an attachment.**

Reviewer \#1: Here, Lugagne et al present DeLTA, a suite of image annotation and deep learning tools for the segmentation and tracking of cells and their lineages from microscopy images of E. coli \"mother machine\" microfluidic devices. The authors use a standard application of U-Net for cell-object segmentation, and a novel and straightforward application U-Net for lineage tracking. The authors analyze their lineage results by reporting the relationships between various features and detected events demonstrating the utility of these results for downstream analysis.

Overall the manuscript describes a useful method to perform a much-needed task in many image analysis pipelines, but some crucial methodological information is missing or could be better organized.

Major Points:

Overall the results presented here are difficult to judge due to two major reasons:

1\) The authors make claims as to why their method could perform better than others but do not compare their method to others using the same dataset (e.g. CellProfiler, or standard tracking algorithms).

2\) It is not clear what constitutes an error. Often the error rate for segmentation tasks is reported by a variety of metrics (e.g. the U-Net paper uses IOU, pixel error, and others). Do segmentation results of \"only 9 errors of 6,311 segmented cells\" mean that only 9 pixels were misclassified as foreground/background/contour pixels? How lineage errors are determined is similarly unclear. There are many ways to measure errors of mis-constructed lineage trees (false positive/false negative assignment, etc). Expanded statistics in this regard would allow for easier evaluation of the performance of the models presented.

Twice the authors mention strategies that were used to mitigate overfitting, but they do not report how these strategies improve results. Therefore it is difficult to determine whether these strategies help or hinder the results of the model. It would be beneficial to demonstrate that the strategies implemented here are an improvement over the vanilla U-net implementation. Additionally in other ML applications, often a \"validation\" set is used during training to determine stopping criteria over long training periods.

Yeast is not mentioned until the discussion, and information about these experiments is not present in the methods.

Figures S1, S2, S3, S4 are difficult to understand and would benefit from more description of their contents. Ground-truth images to compare against images would be additionally beneficial in this regard.

Are the processed \"ground truth\" images available so that others may reproduce and improve upon these results?

Minor points:

The first line in the \"Segmentation\" and \"U-Net architecture and training\" sections should refer to figure S5.

Figure S5 should have a reference from the manuscript it was adapted from.

The authors state \"Once a large enough training set was generated\...\", although it is not clear what constitutes \"large enough\".

What were the optimization algorithm (SGD, ADAM, etc) and learning rates used for training?

What does the \"xcov\" function in Matlab do?

Reviewer \#2: The authors present a solution to the curation bottleneck problem, where annotation is tedious and varies in accuracy. They developed tools to generate training datasets (these tools are shared). The authors use these training datasets with the UNET model architecture to generate segmentation masks (with an update to the boundary loss) and extend the UNET to predict lineage tracking for E. Coli grown in the "mother machine" microfluidic device. Predictions are made in real time, as data is collected.

Major critiques:

This significance of this work is the ability to predict lineage in real-time, with high accuracy, and ultimately without need of human intervention. Another significant contribution is that the authors provide the GUI tools for curation and generation of training datasets.

The novelty of this work is in adapting the UNET to predict tracks for mother/daughter lineages. The extension of the UNET for tracking should be described more thoroughly. The generation of training data is well-described. However, the strategy in image pairing, and more importantly, the way the loss metric is defined, which is the heart of the novelty, deserves more discussion within the text (beyond S5 caption and second paragraph of UNET-architecture and training).

Figure 2 can better show the power/point of feature extraction. It needs more explanation of significance of chosen features (linking perhaps to next figure). As is, the last three plots can be combined somehow to be less redundant, perhaps showing multiple features.

Figure 3C needs more explanation. Why is this interesting biologically?

Since most imaging suffers from variations in illumination and including this issue in data augmentation step has an important contribution to how well the model generalizes, it would be helpful to have more detail describing how these non-Keras augmentations are generated.

Minor critiques:

A large effort in this work is generating the curation dataset. While the idea is to not have to do this step more than once, this will be the large fraction of the effort for others adopting the technique to their own datasets as well. It would be nice to see some graphic/illustration of the curation process in a supplemental figure.

The use of the word 'unsupervised' in a machine learning paper, referring to the downstream task of predicting segmentation and tracks, can be confusing when the main modeling uses a supervised technique. One example is here: "....well-suited to high-throughput, unsupervised data analysis."

It would be helpful for the figures captions to summarize the significance of the result rather than state the axes.

There is no in-text reference to figure several of the figure portions. (ex. 1A, 2E)

Overall the novel contributions are interesting, my feedback would be to drive some of the ideas to their conclusions in the text. Some of the figures, ideas, and tools feel presented because they exist and aren't explicitly tied to the main contribution of the paper which is currently presented as a fast and accurate technique to alleviate curation

bottleneck for tracking (the segmentation part already exists, although they added a small update).

\*\*\*\*\*\*\*\*\*\*

**Have all data underlying the figures and results presented in the manuscript been provided?**

Large-scale datasets should be made available via a public repository as described in the *PLOS Computational Biology* [data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: Yes

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

**Do you want your identity to be public for this peer review?** For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No
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Dear Dr Dunlop,

We are pleased to inform you that your manuscript \'DeLTA: Automated cell segmentation, tracking, and lineage reconstruction using deep learning\' has been provisionally accepted for publication in PLOS Computational Biology.

Before your manuscript can be formally accepted you will need to complete some formatting changes, which you will receive in a follow up email. Please be aware that it may take several days for you to receive this email; during this time no action is required by you. Once you have received these formatting requests, please note that your manuscript will not be scheduled for publication until you have made the required changes.

In the meantime, please log into Editorial Manager at <https://www.editorialmanager.com/pcompbiol/>, click the \"Update My Information\" link at the top of the page, and update your user information to ensure an efficient production and billing process.

One of the goals of PLOS is to make science accessible to educators and the public. PLOS staff issue occasional press releases and make early versions of PLOS Computational Biology articles available to science writers and journalists. PLOS staff also collaborate with Communication and Public Information Offices and would be happy to work with the relevant people at your institution or funding agency. If your institution or funding agency is interested in promoting your findings, please ask them to coordinate their releases with PLOS (contact <ploscompbiol@plos.org>).

Thank you again for supporting Open Access publishing. We look forward to publishing your paper in PLOS Computational Biology.

Sincerely,

Anand R. Asthagiri

Associate Editor

PLOS Computational Biology

Mona Singh

Methods Editor

PLOS Computational Biology

Reviewer\'s Responses to Questions

Comments to the Authors:

Please note here if the review is uploaded as an attachment.

Reviewer \#1: I feel that the authors have sufficiently addressed the points of the reviewers.

Reviewer \#2: The authors present a solution to the curation bottleneck problem, where annotation is tedious and varies in accuracy. They developed tools to generate training datasets (these tools are shared). The authors use these training datasets with the UNET model architecture to generate segmentation masks and extend the UNET to predict lineage tracking for E. Coli grown in the "mother machine" microfluidic device. Predictions are made in real time, as data is collected.

The authors made significant updates to the detail and clarity in the text improving the definitions and discussion of inputs, outputs, classes, data augmentation, error/scoring. Further, the illustration of each of these subjects is stronger in the main and supplemental figures and their captions. This manuscript presents an interesting way of tracking by adapting the UNET architecture in an elegant way. The design of the tools is modular and should be compatible with other methods of at multiple stages of their workflow pipeline.

All minor comments were updated in the text.

\*\*\*\*\*\*\*\*\*\*

Have all data underlying the figures and results presented in the manuscript been provided?

Large-scale datasets should be made available via a public repository as described in the

PLOS Computational Biology

[data availability policy](http://journals.plos.org/ploscompbiol/s/data-availability), and numerical data that underlies graphs or summary statistics should be provided in spreadsheet form as supporting information.

Reviewer \#1: Yes

Reviewer \#2: None

\*\*\*\*\*\*\*\*\*\*

PLOS authors have the option to publish the peer review history of their article ([what does this mean?](https://journals.plos.org/ploscompbiol/s/editorial-and-peer-review-process#loc-peer-review-history)). If published, this will include your full peer review and any attached files.

If you choose "no", your identity will remain anonymous but your review may still be made public.

Do you want your identity to be public for this peer review?

For information about this choice, including consent withdrawal, please see our [Privacy Policy](https://www.plos.org/privacy-policy).

Reviewer \#1: No

Reviewer \#2: No
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DeLTA: Automated cell segmentation, tracking, and lineage reconstruction using deep learning

Dear Dr Dunlop,

I am pleased to inform you that your manuscript has been formally accepted for publication in PLOS Computational Biology. Your manuscript is now with our production department and you will be notified of the publication date in due course.

The corresponding author will soon be receiving a typeset proof for review, to ensure errors have not been introduced during production. Please review the PDF proof of your manuscript carefully, as this is the last chance to correct any errors. Please note that major changes, or those which affect the scientific understanding of the work, will likely cause delays to the publication date of your manuscript.

Soon after your final files are uploaded, unless you have opted out, the early version of your manuscript will be published online. The date of the early version will be your article\'s publication date. The final article will be published to the same URL, and all versions of the paper will be accessible to readers.

Thank you again for supporting PLOS Computational Biology and open-access publishing. We are looking forward to publishing your work!

With kind regards,

Laura Mallard

PLOS Computational Biology \| Carlyle House, Carlyle Road, Cambridge CB4 3DN \| United Kingdom <ploscompbiol@plos.org> \| Phone +44 (0) 1223-442824 \| [ploscompbiol.org](http://ploscompbiol.org) \| \@PLOSCompBiol
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