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Abstract Let G be a graph of order n, and let q1(G) ≥ q2(G) ≥ · · · ≥ qn(G)
denote the signless Laplacian eigenvalues of G. Ashraf and Tayfeh-Rezaie [Electron.
J. Combin. 21 (3) (2014) #P3.6] showed that q1(G)+ q1(G) ≤ 3n−4, with equality
holding if and only if G or G is the star K1,n−1. In this paper, we discuss the
following problem: for n ≥ 6, does q2(G)+ q2(G) ≤ 2n−5 always hold? We provide
positive answers to this problem for the graphs with disconnected complements and
the bipartite graphs, and determine the graphs attaining the bound. Moreover, we
show that q2(G) + q2(G) ≥ n− 2, and the extremal graphs are also characterized.
Keywords: signless Laplacian eigenvalue, Nordhaus-Gaddum type inequalities,
interlacing, quotient matrix.
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1 Introduction
Let G be a simple graph with vertex set V (G) = {v1, . . . , vn}. We denote the
complement of G by G, the adjacency matrix of G by A(G), and the degree (resp.
neighborhood) of a vertex v ∈ V (G) by d(v) (resp. NG(v)). The Laplacian matrix
and the signless Laplacian matrix of G are the matrices L(G) = D(G) − A(G)
and Q(G) = D(G) + A(G), respectively, where D(G) = diag(d(v1), . . . , d(vn)) is
the diagonal matrix of vertex degrees. The eigenvalues of A(G), L(G) and Q(G)
are called the eigenvalues, Laplacian eigenvalues and signless Laplacian eigenvalues
(Q-eigenvalues for short) of G, and denoted by λ1(G) ≥ λ2(G) ≥ · · · ≥ λn(G),
µ1(G) ≥ µ2(G) ≥ · · · ≥ µn(G) and q1(G) ≥ q2(G) ≥ · · · ≥ qn(G), respectively.
Clearly, both L(G) and Q(G) are positive semidefinite matrices.
∗Corresponding author.
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2Throughout this paper, we denote the disjoint union of graphs G and H by
G ∪H , the disjoint union of k’s copies of G by kG, the join of G and H by G∇H
which is obtained from G ∪ H by connecting all edges between G and H , and the
Cartesion product of G and H by GH . Also, we denote the complete bipartite
graph with two parts of sizes s, t by Ks,t, and the path, cycle and complete graph
on n vertices by Pn, Cn and Kn, respectively.
In [17], Nordhaus and Gaddum considered the lower and upper bounds on the
sum and on the product of chromatic number of a graph and its complement. Since
then, any bound on the sum or the product of an invariant in a graph G and the
same invariant in its complement G is called a Nordhaus-Gaddum type inequality. In
2007, Nikiforov [15] proposed the study of the Nordhaus-Gaddum type inequalities
for all eigenvalues of a graph defining a function given by
max
{|λk(G)|+ |λk(G)| : |V (G)| = n} , for k = 1, . . . , n.
For k = 1, Nosal [18] showed that for every graph G of order n,
λ1(G) + λ1(G) <
√
2(n− 1).
Nikiforov [15] presented a Nordhaus-Gaddum type result for the spectral radius of
a graph:
4
3
n− 2 ≤ λ1(G) + λ1(G) < (
√
2− c)n,
where c is some constant not less than 10−7. After that, Csikva´ri [5] proved that
λ1(G) + λ1(G) ≤ 1 +
√
3
2
n ≤ 1.3661n,
which improved the upper bound of Nikiforov. Moreover, Terpai [21] showed that
λ1(G) + λ1(G) <
4
3
n− 1.
For k = 2, Nikiforov and Yuan [16] obtained that
λ2(G) + λ2(G) ≤ −1 + n√
2
.
Later, Brondani, de Lima and Oliveira [1] posed the following conjecture which
improved the bound of Nikiforov and Yuan slightly.
Conjecture 1. Let G be a graph on n vertices. Then
λ2(G) + λ2(G) ≤ −1 +
√
n2
2
− n+ 1.
Furthermore, they confirmed Conjecture 1 for some classes of graphs such as
trees, k-cyclic graphs, regular bipartite graphs, complete multipartite graphs, gen-
eralized line graphs and exceptional graphs.
For the Laplacian eigenvalues, Zhai, Shu and Hong [23] (see also You and Liu [22])
posed the following conjecture on the Laplacian spread of graphs:
3Conjecture 2. Let G be a graph of order n ≥ 2. Then
µ1(G)− µn−1(G) ≤ n− 1,
with equality holding if and only if G or G is isomorphic to the join of an isolated
vertex and a disconnected graph of order n− 1.
Notice that the inequality in Conjecture 2 is equivalent to µ1(G)+µ1(G) ≤ 2n−1
or µn−1(G) + µn−1(G) ≥ 1. Ashraf and Tayfeh-Rezaie [3] confirmed Conjecture 2
for bipartite graphs, and Chen and Das [6] confirmed Conjecture 2 for graphs with
d1(G) − dn(G) ≤
√
n− 3 + 2/n. Very recently, Einollahzadeh and Karkhaneei [8]
completely confirmed Conjecture 2.
With regard to the signless Laplacian eigenvalues, Ashraf and Tayfeh-Rezaie
[3] showed that q1(G) + q1(G) ≤ 3n − 4, which confirmed a conjecture posed by
Aouchiche and Hansen [2]. In this paper, we study the similar problem on q2(G) +
q2(G) as follows.
Problem 1. Let G be a graph of order n. What are the upper bound and lower
bound of q2(G) + q2(G)?
Note that Q(G) + Q(G) = Q(Kn). Then by Weyl’s inequality (see Lemma 2.1
below), we have q2(G)+q2(G) ≥ q3(Kn) = n−2. It seems interesting to characterize
the extremal graphs attaining this bound. So we first give the following theorem.
Theorem 1.1. Let G be a graph of order n ≥ 4. Then
q2(G) + q2(G) ≥ n− 2,
with equality holding if and only if G = Kn, nK1, K1,n−1, Kn−1 ∪K1, (2K1)∇Kn−2
or K2 ∪ (n− 2)K1.
It is known that q2(G) ≤ q2(Kn) = n − 2. Then the first upper bound of
q2(G) + q2(G) is as follows.
Theorem 1.2. Let G be a connected graph of order n ≥ 2. Then
q2(G) + q2(G) ≤ 2n− 4,
with equality holding if and only if G ∈ {K2, P4, C4}.
Interesting to us, by using the computer software SageMath v8.7 [20], we find that
for n = 5 there are only eight connected graphs (see Figure 1) with q2(G)+ q2(G) ∈
(2n − 5, 2n − 4), but for 6 ≤ n ≤ 8 there are no such graphs. Thus we pose the
following problem.
Problem 2. Let G be a connected graph of order n ≥ 6. Does q2(G)+q2(G) ≤ 2n−5
always hold?
4✉
✉
✉ ✉ ✉
✉
✉
✉
✉ ✉
✉
✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉ ✉
✉
✉
✉ ✉ ✉ ✉
✉ ✉
✉✉
✉
✉
✉
✉
✉
✉
✉
✉
✉ ✉
Figure 1: Connected graphs of order 5 with q2(G) + q2(G) ∈ (5, 6).
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Figure 2: Connected bipartite graphs satisfying q2(G) + q2(G) = 2n− 5.
It is worth mentioning that for a connected regular graph G of order n ≥ 6 the
inequality q2(G) + q2(G) ≤ 2n − 5 always hold. In fact, if G = Kn, then we have
q2(G) + q2(G) = n − 2 < 2n − 5. If G is non-complete and k-regular, Chen and
Das [6] proved that
µ1(G)− µn−1(G) <
√
2nk(n− k − 1)
n− 1 ,
or equivalently,
q2(G) + q2(G) < n− 2 +
√
2nk(n− k − 1)
n− 1 .
From this inequality, we can deduce that q2(G) + q2(G) < 2n − 5 for n ≥ 9. For
6 ≤ n ≤ 8, by using SageMath v8.7, we find that q2(G) + q2(G) ≤ 2n− 5, and C6,
K3,3, K3K2 and (2K2)∇(3K1) are the only connected regular graphs attaining this
bound.
In order to give other positive answers to Problem 2, in this paper, we show the
following three results.
Theorem 1.3. Let G be a connected graph of order n ≥ 6. If G is disconnected,
then
q2(G) + q2(G) ≤ 2n− 5,
5with equality holding if and only if G is (K2 ∪ Kn−3)∇K1, (2K2)∇(3K1), K3,3 or
(K1 ∪K2)∇(K1 ∪K2).
Theorem 1.4. Let G be a connected bipartite graph of order n ≥ 6. Then
q2(G) + q2(G) ≤ 2n− 5,
with equality holding if and only if G is one of the graphs shown in Figure 2.
Theorem 1.5. Let G be a connected graph of order n ≥ 6. If q2(G) ≤ n− 3, then
q2(G) + q2(G) ≤ 2n− 5,
with equality holding if and only if G is one of the graphs shown in Figure 2.
Remark 1. According to Theorems 1.3 and 1.5, to resolve Problem 1, it remains to
consider the case thatG andG are connected graphs with min{q2(G), q2(G)} > n−3.
2 Preliminary lemmas
Let A be a Hermitian matrix of order n, and let λ1(A) ≥ λ2(A) ≥ · · · ≥ λn(A)
denote its eigenvalues. The following result is well known.
Lemma 2.1. (Weyl’s inequality, [19].) Let A and B be Hermitian matrices of order
n, and let 1 ≤ i ≤ n and 1 ≤ j ≤ n. Then
λi(A) + λj(B) ≤ λi+j−n(A+B), if i+ j ≥ n+ 1;
λi(A) + λj(B) ≥ λi+j−1(A +B), if i+ j ≤ n + 1.
In either of these inequalities equality holds if and only if there exists a nonzero
n-vector that is an eigenvector to each of the three involved eigenvalues.
Let α1 ≥ α2 ≥ · · · ≥ αn and β1 ≥ β2 ≥ · · · ≥ βm be two sequences of real
numbers with m < n. The second sequence is said to be interlace the first one if
αi ≥ βi ≥ αn−m+i for i = 1, 2, . . . , m.
Lemma 2.2. (See [13].) If B is a principal submatrix of a real symmetric matrix
A, then the eigenvalues of B interlace those of A.
Let A be a real symmetric matrix of order n, and let X = {1, 2, . . . , n}. For any
partition Π : X = X1 ∪ · · · ∪Xm, the matrix A can be correspondingly partitioned
as
A =


A1,1 · · · A1,m
...
. . .
...
Am,1 · · · Am,m

 .
The characteristic matrix of Π is the n × m matrix χΠ whose columns are the
characteristic vectors of X1, . . . , Xm, and the quotient matrix of A with respect to
Π is the matrix BΠ = (bij)m×m with bij = 1|Xi|e
T
|Xi|Ai,je|Xj |, where e|Xi| and e|Xj |
are the all ones |Xi|- and |Xj|-vectors, respectively. In particular, the partition Π is
called equitable if each block Ai,j has constant row sum.
6Lemma 2.3. (See [4, 12, 13].) Let BΠ be a quotient matrix of A with respect to
some partition Π. Then the eigenvalues of BΠ interlace those of A. Furthermore,
if the partition Π is equitable, then all eigenvalues of BΠ are also eigenvalues of A,
and A has the following two kinds of eigenvectors:
(i) the eigenvectors in the column space of χΠ, and the corresponding eigenvalues
coincide with the eigenvalues of BΠ;
(ii) the eigenvectors orthogonal to the columns of χΠ, i.e., those eigenvectors that
sum to zero on each block Xi for 1 ≤ i ≤ m.
Lemma 2.4. (See [14].) Let G be a graph of order n, and H a graph obtained from
G by deleting some edge. Then
q1(G) ≥ q1(H) ≥ q2(G) ≥ q2(H) ≥ · · · ≥ qn−1(G) ≥ qn−1(H) ≥ qn(G) ≥ qn(H) ≥ 0.
Let G be a graph of order n, and let S = {v1, . . . , vs} ⊆ V (G) (s ≥ 2) be a clique
(resp. independent set) such that NG(vi) \S = NG(vj) \S for all i, j ∈ {1, 2, . . . , s}.
Take xl ∈ Rn (2 ≤ l ≤ s) as the vector defined on V (G) with xl(v1) = 1, xl(vl) = −1
and xl(v) = 0 for v 6∈ {v1, vl}, then one can easily verify that Q(G)xl = (d − 1)xl
(resp. Q(G)xl = dxl), where d is the common degree of the vertices in S. Thus
d− 1 (resp. d) is a Q-eigenvalue of G with multiplicity at least s− 1. Then we have
Lemma 2.5. If S (|S| ≥ 2) is a clique (resp. independent set) of G such that
NG(u) \ S = NG(v) \ S for any u, v ∈ S, then G has d − 1 (resp. d) as its Q-
eigenvalue of multiplicity at least |S| − 1, where d is the common degree of the
vertices in S.
Lemma 2.6. (See [10].) Let G be a connected graph. Then
q1(G) ≤ max
{
d(u) +
1
d(u)
∑
uv∈E(G)
d(v) : u ∈ V (G)
}
,
with equality holding if and only if G is either semi-regular bipartite or regular.
The following lemma can be easily deduced from the Rayleigh’s Principle and
the Perron-Frobenius Theorem.
Lemma 2.7. Let G be a connected graph of order n, and let u, v be two vertices of
G which are not adjacent. Then
q1(G+ uv) > q1(G).
A connected bipartite graph is called balanced if its vertex classes have the same
size, and unbalanced otherwise. Here an isolated vertex can be viewed as an unbal-
anced bipartite graph with an empty vertex class.
Lemma 2.8. (See [9].) If G is a graph of order n ≥ 2, then
q2(G) ≤ n− 2,
with equality holding if and only if G has a balanced bipartite component or at least
two bipartite components.
7Lemma 2.9. (See [7].) Let G be a graph with maximum degree d1 and second
maximum degree d2. Then
q2(G) ≥ d2 − 1.
If q2(G) = d2 − 1, then the maximum and the second maximum degree vertices are
adjacent and d1 = d2.
Lemma 2.10. (See [11].) If G is a graph on n (n ≥ 6) vertices and m edges, then
qn(G) ≥ 2m
n− 2 − n+ 1.
3 Proof of Theorem 1.1.
Proof of Theorem 1.1. As Q(G) +Q(G) = Q(Kn), by Lemma 2.1, we have
q2(G) + q2(G) ≥ q3(Kn) = n− 2.
It remains to determine the graphs attaining the lower bound. Let d1 ≥ d2 ≥
· · · ≥ dn and d¯1 ≥ d¯2 ≥ · · · ≥ d¯n denote the degrees of G and G, respectively. If
d2 = 0 or d¯2 = 0, then G is the empty graph nK1 or the complete graph Kn, which
obviously satisfy q2(G) + q2(G) = n − 2. Now we always assume that d2, d¯2 ≥ 1
and q2(G) + q2(G) = n − 2. By Lemma 2.9, we know that q2(G) ≥ d2 − 1 and
q2(G) ≥ d¯2 − 1. We consider the following two cases.
Case 1. q2(G) = d2 − 1 and q2(G) = d¯2 − 1;
In this situation, we have
n− 2 = q2(G) + q2(G)
= d2 − 1 + d¯2 − 1
= d2 − dn−1 + n− 3,
which gives that d2 = dn−1 + 1. Since q2(G) = d2 − 1, from Lemma 2.9 we see that
d1 = d2, and all vertices in G of degree d2 must be adjacent to each other. Similarly,
by considering the complement G, we conclude that dn−1 = dn, and the vertices in
G of degree dn−1 cannot be adjacent to each other. Thus G has only two kinds of
degrees, i.e., dn−1+1 and dn−1, and the vertices of degree dn−1+1 (resp. dn−1) form a
clique (resp. independent set). Now partition the vertex set of G as V (G) = V1∪V2,
where V1 = {v ∈ V (G) : d(v) = dn−1 + 1}, V2 = {v ∈ V (G) : d(v) = dn−1}, and
|Vi| = ni for i = 1, 2. Since V1 is a clique, all vertices of V1 have the same number,
say s, of neighbors in V2. Then we obtain dn−1 + 1 = n1 − 1 + s. Moreover, we
claim that dn−1 ≤ n1 because V2 is an independent set. Thus we get s ≤ 2. If s = 0,
there are no edges between V1 and V2, so dn−1 = 0 and n1 = 2. This implies that
G is just the graph K2 ∪ (n − 1)K1, which obviously satisfy q2(G) = 0 = d2 − 1,
q2(G) = n − 2 = d¯2 − 1 and q2(G) + q2(G) = n − 2 by Lemma 2.8. If s = 1, by
counting the edges between V1 and V2, we have n1 = dn−1n2. Combining this with
dn−1 + 1 = n1 − 1 + s = n1, we obtain dn−1 = 1, n1 = n2 = 2, and so G = P4.
However, by simple computation, we have q2(P4) + q2(P4) = 2q2(P4) = 4 > 2, a
8contradiction. If s = 2, then from 2n1 = dn−1n2 and dn−1+1 = n1− 1+ s = n1+1,
we obtain n2 = 2, dn−1 = n1 = n − 2, and G = (2K1)∇Kn−2, which also satisfies
the requirement.
Case 2. q2(G) > d2 − 1 or q2(G) > d¯2 − 1.
Without loss of generality, we may assume that q2(G) > d2 − 1. We claim
that d¯2 − 1 ≤ q2(G) < d¯2. In fact, if q2(G) ≥ d¯2, then d2 − dn−1 + n − 2 =
d2 − 1 + d¯2 < q2(G) + q2(G) = n − 2, which gives that d2 < dn−1, a contradiction.
Also, from n − 2 = q2(G) + q2(G) > d2 − 1 + d¯2 − 1 = d2 − dn−1 + n − 3 we can
deduce that d2 = dn−1, implying that G has at most three kinds of degrees. Let
V (G) = {v1, v2, . . . , vn} with d(v1) = d1, d(v2) = d(v3) = · · · = d(vn−1) = d2 = dn−1
and d(vn) = dn. Then we can partition the vertex set as V (G) = V1∪V2∪V3, where
V1 = {v1}, V2 = {v2, v3, . . . , vn−1} and V3 = {vn}.
Subcase 2.1. d2 − 1 < q2(G) < d2;
We claim that v1 is adjacent to all vertices of V2, since otherwise
[
d1 0
0 d2
]
will
be the principle submatrix of Q(G), which implies that q2(G) ≥ d2 by Lemma 2.2, a
contradiction. Similarly, as q2(G) < d¯2 = n−1−dn−1, we see that vn is not adjacent
to any vertex of V2. Observe that G[V1 ∪ V2]∪K1 = (K1∇G[V2])∪K1 is a spanning
subgraph of G, and Q(K1∇G[V2]) has the quotient matrix
B1 =
[
n− 2 n− 2
1 2d2 − 1
]
.
Then, by Lemmas 2.3 and 2.4, we have
q2(G) ≥ λ2(B1) = 1
2
[
n+ 2d2 − 3−
√
n2 − (4d2 − 2)n+ 4d22 + 4d2 − 7
]
. (1)
Similarly, G[V2 ∪ V3] ∪ K1 = (G[V2]∇K1) ∪ K1 is a spanning subgraph of G, and
Q(G[V2]∇K1) has the quotient matrix
B2 =
[
n− 2 n− 2
1 2n− 2d2 − 3
]
,
which implies that
q2(G) ≥ λ2(B2) = 1
2
[
3n− 2d2 − 5−
√
n2 − (4d2 − 2)n+ 4d22 + 4d2 − 7
]
. (2)
Combining (1), (2) and q2(G) + q2(G) = n− 2, we obtain
n− 2 ≥ 2n− 4−
√
n2 − (4d2 − 2)n+ 4d22 + 4d2 − 7,
or equivalently,
4d22 − (4n− 4)d2 + 6n− 11 ≥ 0. (3)
Let f(x) = 4x2 − (4n − 4)x + 6n − 11. For n ≥ 7, we have f(2) = f(n − 3) =
13 − 2n < 0. Thus d2 < 2 or d2 > n − 3 by (3). Since 1 ≤ d2 ≤ n − 2, we have
9d2 = 1 or d2 = n − 2. If d2 = 1, then G[V2] is the empty graph, so G = K1,n−1
or K1,n−2 ∪ K1. In both case, we have q2(G) = 1, contrary to q2(G) < d2 = 1. If
d2 = n− 2, then G = K1∇(Kn−2 ∪K1) or Kn−1 ∪K1, which are impossible because
q2(K1∇(Kn−2 ∪K1)) = q2(K1,n−2∪K1) = 1 = d¯2 and q2(Kn−1∪K1) = n−3 = d2−1.
For 4 ≤ n ≤ 6, by using SageMath v8.7, we find that there are no graphs satisfying
d2 − 1 < q2(G) < d2, d¯2 − 1 ≤ q2(G) < d¯2 and q2(G) + q2(G) = n− 2.
Subcase 2.2. q2(G) ≥ d2.
In this situation, we claim that q2(G) = d2 and q2(G) = d¯2 − 1, since otherwise
we have n−2 = q2(G)+ q2(G) > d2+d2−1 = d2−dn−1+n−2, a contradiction. As
in Subcase 2.1, we see that vn is not adjacent to any vertex of V2 in G. Note that
G[V2 ∪ V3]∪K1 = (G[V2]∇K1)∪K1 is a spanning subgraph of G, and Q(G[V2]∇K1)
has the quotient matrix
B3 =
[
n− 2 n− 2
1 2n− 2d2 − 5 + 2sn−2
]
,
where s = d1 or d1− 1 is the number of edges between V1 and V2 in G. By Lemmas
2.3 and 2.4, we have
q2(G) ≥ λ2(B3) = (3n− 7)(n− 2)− (2n− 4)d2 + 2s−
√
∆
2n− 4 , (4)
where ∆ = n4− (4d2+6)n3+(4d22+28d2+4s+13)n2− (64d2+16d22+(8s+64)d2+
20s+ 12)n+ 16d22+ (16s+ 48)d2 + 4s
2 + 24s+ 4. Combining (4) with the fact that
q2(G) = d¯2 − 1 = n− 2− dn−1 = n− 2− d2, we obtain
√
∆ ≥ n2 − 5n+ 2s+ 6,
or equivalently,
(n− 2)d22 − (n2 − 5n+ 2s+ 6)d2 + n2 − 4n+ 4 ≥ 0.
Since s ≥ d1 − 1 ≥ d2 − 1, we have
(n− 2)d22 − (n2 − 5n+ 2(d2 − 1) + 6)d2 + n2 − 4n+ 4 ≥ 0,
that is,
(n− 4)d22 − (n2 − 5n+ 4)d2 + n2 − 4n+ 4 ≥ 0. (5)
Let g(x) = (n − 4)x2 − (n2 − 5n + 4)x + n2 − 4n + 4. For n ≥ 8, we have g(2) =
g(n − 3) = −(n − 5)2 + 5 < 0, which implies that d2 < 2 or d2 > n − 3. Thus
d2 = 1 or n − 2 due to 1 ≤ d2 ≤ n − 2. If d2 = 1, then G = K1,s+1 ∪ (n−s−22 K2)
with 0 ≤ s ≤ n − 2 or G = K1,s ∪ (n−s−22 K2) ∪ K1 with 1 ≤ s ≤ n − 2. If
s < n− 2, then G has at least one balanced bipartite component K2, implying that
q2(G) = n−2 by Lemma 2.8, contrary to the assumption that q2(G) = d¯2−1 = n−3.
Then s = n − 2, and so G = K1,n−1 or K1,n−2 ∪K1. We claim that the later case
cannot occurs, since otherwise G has two bipartite components, which gives that
q2(G) = n − 3 again by Lemma 2.8, a contradiction. Thus we have G = K1,n−1,
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which clearly satisfy the conditions q2(G) = d2 = 1 and q2(G) = d¯2 − 1 = n −
3. If d2 = n − 2, then G[V2] is a clique and v1 is adjacent to all vertices of V2,
implying that G = K1∇(Kn−2 ∪K1) or Kn−1 ∪ K1. In both cases, we can deduce
a contradiction because q2(K1∇(Kn−2 ∪K1)) = q2(K1 ∪K1,n−2) = 1 > 0 = d¯2 − 1
and q2(Kn−1 ∪K1) = n− 3 < n− 2 = d2. For 4 ≤ n ≤ 8, by using SageMath v8.7,
we find that K1,n−1 is the only graph satisfying q2(G) = d2, q2(G) = d¯2 − 1 and
q2(G) + q2(G) = n− 2.
Therefore, we conclude that G = K1,n−1 under the assumption that q2(G) >
d2 − 1. Also, by considering G with q2(G) > d¯2 − 1, we obtain G = Kn−1 ∪K1.
Concluding the above results, we have q2(G) + q2(G) = n− 2 if and only if G is
Kn, nK1, K1,n−1, Kn−1 ∪K1, (2K1)∇Kn−2 or K2 ∪ (n− 2)K1.
We complete the proof.
4 Proof of Theorems 1.2–1.5.
Proof of Theorem 1.2. Notice that Q(G) + Q(G) = Q(Kn). By Lemma 2.1, we
have {
q2(G) + qn(G) ≤ q2(Kn)
q2(G) + qn(G) ≤ q2(Kn)
,
which implies that {
q2(G) ≤ n− 2− qn(G) ≤ n− 2
q2(G) ≤ n− 2− qn(G) ≤ n− 2
(6)
because q2(Kn) = n− 2 and qn(G), qn(G) ≥ 0. Summing up the two inequalities in
(6) side by side, we obtain
q2(G) + q2(G) ≤ 2n− 4,
where the equality holds if and only if q2(G) = q2(G) = n − 2 (and thus qn(G) =
q2(G) = 0). By Lemma 2.8, this is the case that both G and G contain a balanced
bipartite component or at least two bipartite components. Then G must be a con-
nected balanced bipartite graph of order n = 2s for some positive integer s. We claim
that s ≤ 2, since otherwise G contains 2Ks as its spanning subgraph, implying that
qn(G) ≥ qn(2Ks) = s− 2 ≥ 1, contrary to qn(G) = 0. Thus G = K2, P4 or C4. Con-
versely, one can check that K2, P4 and C4 satisfy the relation q2(G)+q2(G) = 2n−4.
We compete the proof.
Proof of Theorem 1.3. By the assumption, we suppose thatG = H1∪H2∪· · ·∪Hk,
where Hi is connected and ni = |V (Hi)| for 1 ≤ i ≤ k. Assume that n1 ≥ n2 ≥
· · · ≥ nk. We consider the following two situations.
Case 1. k ≥ 3;
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If n1 = 1, then G is the empty graph, so G = Kn and q2(G) + q2(G) = n− 2 <
2n− 5. Now suppose n1 ≥ 2. Since n1 ≤ n− (k− 1) ≤ n− 2 and n2 ≤ n−12 , we have
q2(G) ≤ max{q2(H1), q1(H2), q1(H3), . . . , q1(Hk)}
≤ max{n1 − 2, q1(Kn2) = 2n2 − 2}
≤ max{n− 4, n− 3}
= n− 3,
(7)
where the second inequality follows from Lemma 2.4. Moreover, we have q2(G) ≤
n− 2 by (6), and thus
q2(G) + q2(G) ≤ 2n− 5.
Here the equality holds if and only if q2(G) = n− 3 and q2(G) = n− 2. If q2(G) =
n−3, from (7) we know that n2 = n−12 (n is odd). Since n1 ≥ n2 and n3 ≥ 1, we have
k = 3, n1 = n2 =
n−1
2
and n3 = 1. Also, we see that q2(G) = q1(H2) = q1(Kn2), and
so H2 = Kn2 = Kn−1
2
by Lemma 2.7. Moreover, we have n− 3 = q2(G) ≤ q1(G) =
q1(H1) ≤ q1(Kn−1
2
) = n − 3, which implies that H1 = Kn−1
2
again by Lemma 2.7.
Therefore, we have G = (2Kn−1
2
)∪K1. By Lemma 2.8, this gives that q2(G) < n−2
because n ≥ 6 is odd. Hence, we conclude that q2(G) + q2(G) < 2n − 5 in this
situation.
Case 2. k = 2.
In this situation, we have 3 ≤ n1 ≤ n − 1 and n2 ≤ n2 . We distinguish the
following two subcases to discuss.
Subcase 2.1. n2 ≤ n−12 ;
We have
q2(G) ≤ max{q2(H1), q1(H2)}
≤ max{n1 − 2, q1(Kn2) = 2n2 − 2}
≤ max{n− 3, n− 3}
= n− 3.
(8)
As above, we have q2(G) + q2(G) ≤ 2n− 5, where the equality holds if and only if
q2(G) = n− 3 and q2(G) = n− 2.
Now suppose that q2(G) = n−3 and q2(G) = n−2. First assume that q2(H1) ≥
q1(H2). According to (8), we have n − 3 = q2(G) = q2(H1) ≤ n1 − 2 ≤ n − 3,
which implies that n1 = n − 1, q2(H1) = n − 3 and H2 = K1. As q2(G) = n − 2,
by Lemma 2.8, the graph H1 must be bipartite. Also, since H1 has n − 1 vertices
and q2(H1) = n − 3, we see that H1 has a balanced bipartite component or at
least two bipartite components. If H1 is a complete bipartite graph, say H1 =
Ks,n−1−s (1 ≤ s ≤ n − 2 and n ≥ 6), then H1 = Ks ∪ Kn−1−s cannot have two
bipartite components, and so must have a balanced bipartite component, that is,
H1 = K2 ∪ Kn−3. Thus we have G = K2,n−3 ∪ K1, i.e., G = (K2 ∪ Kn−3)∇K1,
which obviously satisfy the conditions q2(G) = n−3 and q2(G) = n−2. If H1 is not
complete bipartite, then H1 is connected, and so must be a balanced bipartite graph
by the above arguments, which is impossible due to n − 1 ≥ 5. Now assume that
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q2(H1) < q1(H2). Then we have n−3 = q2(G) = q1(H2) ≤ q1(Kn2) = 2n2−2 ≤ n−3,
implying that n2 =
n−1
2
(n must be odd), n1 =
n+1
2
, and H2 = Kn−1
2
by Lemma
2.7. Also, since q2(G) = n − 2, we claim that H1 is a balanced bipartite graph by
Lemma 2.8. Furthermore, we have q1(G) = q1(H1) because q2(G) = q1(H2). Then
n− 3 = q2(G) ≤ q1(G) = q1(H1) ≤ q1(Kn1
2
,
n1
2
) = q1(Kn+1
4
,n+1
4
) = n+1
2
, implying that
n = 7 because n ≥ 6 is odd. For n = 7, since both sides of the above inequality
equal to 4, we must have H1 = K2,2 = C4 by Lemma 2.7. Thus G = K2,2 ∪K3, i.e.,
G = (2K2)∇(3K1), which obviously satisfy the relation q2(G) = 4 and q2(G) = 5.
Therefore, in this subcase, we conclude that q2(G) + q2(G) ≤ 2n− 5, where the
equality holds if and only if G = (K2 ∪Kn−3)∇K1 or (2K2)∇(3K1).
Subcase 2.2. n−1
2
< n2 ≤ n2 .
We see that n must be even and n2 =
n
2
= n1. If q2(G) = q2(H1) or q2(H2),
then q2(G) ≤ n2 − 2 < n− 3, and so q2(G) + q2(G) < 2n− 5. Thus we may assume
that q2(G) = min{q1(H1), q1(H2)}. If q2(G) < n − 3, there is nothing to prove.
We only need to consider the situation that q2(G) ≥ n − 3, from which we obtain
q1(Hi) ≥ n − 3 for i = 1, 2. Let d1 denote the maximum degree of Hi. By Lemma
2.6, we have q1(Hi) ≤ 2d1, which gives that d1 ≥ n−32 . Thus d1 = n2 − 1 due to
d1 ≤ n2 − 1 and n is even. For i = 1, 2, let wi ∈ V (Hi) be such that
d(wi) +
1
d(wi)
∑
wiv∈E(Hi)
d(v) = max
{
d(u) +
1
d(u)
∑
uv∈E(Hi)
d(v) : u ∈ V (Hi)
}
.
We claim that d(wi) = d1 or d1 − 1, since otherwise we get n − 3 ≤ q1(Hi) ≤
d(wi) +
1
d(wi)
∑
wiv∈E(Hi) d(v) ≤ d1 − 2 + d1 = n− 4 by Lemma 2.6, a contradiction.
If d(wi) = d1 =
n
2
− 1, we obtain ∑wiv∈E(Hi) d(v) ≥ (n2 − 2)(n2 − 1) by using
the fact that n − 3 ≤ q1(Hi) ≤ d(wi) + 1d(wi)
∑
wiv∈E(Hi) d(v). Thus 2m(Hi) ≥
d(wi) +
∑
wiv∈E(Hi) d(v) ≥ (n2 − 1)2. If d(wi) = d1 = n2 − 2, as above, we have∑
wiv∈E(Hi) d(v) ≥ (n2 −2)(n2 −1). Then, for each v ∈ NHi(wi), we have d(v) = n2 −1.
Let w′i be the unique vertex that is not adjacent to wi inHi. We see that d(w
′
i) =
n
2
−2
because all vertices of NHi(wi) are adjacent to w
′
i. Thus we have Hi = Kn2−2∇(2K1),
and 2m(Hi) = d(w
′
i) + d(wi) +
∑
wiv∈E(Hi) d(v) = (
n
2
− 2)(n
2
+ 1). For n ≥ 12, in
both cases we can deduce that
qn
2
(Hi) ≥ 2m(Hi)n
2
− 2 −
n
2
+ 1 > 1
by Lemma 2.10. Thus qn(G) = min{qn
2
(H1), qn
2
(H2)} > 1, and we have q2(G) < n−3
according to (6). Hence, we conclude that q2(G) + q2(G) < 2n− 5 because q2(G) ≤
n−2. For each even n with 6 ≤ n ≤ 11, by considering the condition q1(Hi) ≥ n−3
and using SageMath v8.7, we obtain Hi = Kn
2
or Kn
2
−2∇(2K1) for i = 1, 2. Recall
that G = H1∪H2. By simple computation, we find that q2(G)+q2(G) ≤ 2n−5, and
the equality holds if and only if G = 2K3 or 2(K1∇(2K1)) = 2K1,2, i.e., G = K3,3
or (K2 ∪K1)∇(K2 ∪K1).
Therefore, in this subcase, we conclude that q2(G)+q2(G) ≤ 2n−5, with equality
holding if and only if G = K3,3 or (K2 ∪K1)∇(K2 ∪K1).
We complete the proof.
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Figure 3: The graph H(s0, s1, s2).
Proof of Theorem 1.4. If G is disconnected, by Theorem 1.3, we have q2(G) +
q2(G) ≤ 2n − 5, where the equality holds if and only if G = K3,3. Now suppose
that G is connected. Let V (G) = V1 ∪ V2 be the bipartition of G with |Vi| = ni for
n = 1, 2 and n1 ≥ n2.
If n1, n2 ≥ 3, then qn(G) ≥ qn(Kn1 ∪Kn2) = n2 − 2 ≥ 1, and so q2(G) ≤ n − 3
by (6). Thus we have q2(G) + q2(G) ≤ 2n − 5, where the the equality holds if
and only if q2(G) = n − 3 and q2(G) = n − 2. Now assume that q2(G) = n − 3
and q2(G) = n − 2. By Lemma 2.8, the bipartite graph G must be balanced, i.e.,
n1 = n2 =
n
2
. Furthermore, since n−3 = q2(G) ≤ q2(Kn
2
,n
2
) = n
2
and n ≥ 6, we have
n = 6 and q2(G) = 3. By using SageMath v8.7, we find that all connected balanced
bipartite graphs of order 6 with connected complements satisfying q2(G) = 3 and
q2(G) = 4 are exactly the graphs H1–H7 shown in Figure 2.
Next suppose n2 ≤ 2. If n2 = 1, then G = K1,n−1, contrary to the connectedness
of G. Thus n2 = 2 and n1 = n − 2. Suppose V2 = {u, v} and V1 = S0 ∪ S1 ∪ S2,
where S0 = NG(u)∩NG(v), S1 = NG(u) \NG(v), S2 = NG(v) \NG(u) and |Si| = si
for i = 0, 1, 2. Then we see that G is of the form H(s0, s1, s2) (s0+ s1+ s2 = n− 2)
shown in Figure 3. By the connectedness of G and G, we see that s0 ≥ 1 and
max{s1, s2} ≥ 1. By the symmetry, we only need to consider the following two
situation.
Case 1. s1, s2 ≥ 1;
For 6 ≤ n ≤ 8, by using SageMath v8.7, we find that q2(G) + q2(G) < 2n − 5
holds for all such G’s. Now suppose n ≥ 9. If s1, s2 ≥ 2, then G has 2K3 ∪Kn−6
as its spanning subgraph, and so qn(G) ≥ qn(2K3 ∪ Kn−6) ≥ 1 by Lemma 2.4.
This implies that q2(G) ≤ n − 3 according to (6). Furthermore, as the connected
bipartite graph G is not balanced, we have q2(G) < n − 2 by Lemma 2.8, and
therefore, q2(G) + q2(G) < 2n − 5. It remains to consider the case that s1 = 1 or
s2 = 1. Without loss of generality, we may assume that s1 = 1. If s2 ≥ 2, then G is a
spanning subgraph of H(n− 5, 1, 2). By Lemma 2.5, it is easy to see that the graph
H(n− 5, 1, 2) has Q-eigenvalues 2 of multiplicity at least n− 6 and 1 of multiplicity
at least one. Furthermore, by Lemma 2.3 and the proof of Lemma 2.5, we claim
that the remaining five Q-eigenvalues, denoted by α1 > α2 ≥ α3 ≥ α4 > α5 = 0,
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must be in the quotient matrix
B1 =


2 0 0 1 1
0 1 0 1 0
0 0 1 0 1
n− 5 1 0 n− 4 0
n− 5 0 2 0 n− 3


S0
S1
S2
u
v
.
By simple computation, the characteristic polynomial of B1 is φ(B1, x) = xf(x),
where f(x) = x4 − (2n− 3)x3 + (n2 − n− 4)x2 − (2n2 − 8n+ 2)x+ n2 − 5n. Since
f(n − 3) = −(n − 5)(n − 6) < 0, we have α2 < n − 3 or α3 > n − 3. We claim
that the later case cannot occurs, since otherwise we obtain 2n − 3 = trace(B1) =
α1+α2+α3+α4 > 3(n−3), which is impossible due to n ≥ 9. Thus α2 < n−3, and
we have q2(G) ≤ q2(H(n− 5, 1, 2)) = max{α2, 2} < n − 3. Therefore, we conclude
that q2(G) + q2(G) < 2n− 5. If s2 = 1, then G = H(n− 4, 1, 1). As above, we see
that G has Q-eigenvalue 2 of multiplicity at least n− 5, and the remaining five Q-
eigenvalues, denoted by β1 > β2 ≥ β3 ≥ β4 > β5 = 0, are contained in the quotient
matrix
B2 =


2 0 0 1 1
0 1 0 1 0
0 0 1 0 1
n− 4 1 0 n− 3 0
n− 4 0 1 0 n− 3


S0
S1
S2
u
v
.
By simple computation, we get β2 =
n−2+√n2−8n+20
2
, and so q2(G) =
n−2+√n2−8n+20
2
.
Now consider the complement graph G = H(n− 4, 1, 1). We see that G has Q-
eigenvalue n− 4 of multiplicity at least n− 5, and the remaining five Q-eigenvalues
lie in the quotient matrix
B3 =


2n− 8 1 1 0 0
n− 4 n− 2 1 0 1
n− 4 1 n− 2 1 0
0 0 1 2 1
0 1 0 1 2


S0
S1
S2
u
v
.
By simple computation, the characteristic polynomial of B3 is φ(B3, x) = f1(x)f2(x),
where f1(x) = x
3 − (3n − 6)x2 + (2n2 − 3n − 12)x − 6n2 + 38n − 56 and f2(x) =
x2− (n− 2)x+n− 4. Let γ1 ≥ γ2 ≥ γ3 be the three roots of f1(x), and γ′1 ≥ γ′2 the
two roots of f2(x). We have γ1 > 2n− 6 because f1(2n− 6) = −4n + 16 < 0, and
γ′1 =
n−2+√n2−8n+20
2
, γ′2 =
n−2−√n2−8n+20
2
. Also, since f1(γ
′
1) = −2(n − 4)(n − 3 −√
n2 − 8n+ 20) < 0, we obtain γ1 > γ′1 > γ2 or γ′1 < γ3. We claim that the later case
cannot occurs, since otherwise we have 4n−8 = trace(B3) > γ1+3γ′1+γ′2 > 4n−10+√
n2 − 8n+ 20, a contradiction. Therefore, we have q2(G) = γ′1 = n−2+
√
n2−8n+20
2
,
and so q2(G) + q2(G) = n− 2 +
√
n2 − 8n + 20 < 2n− 5.
Case 2. s1 = 0 and s2 ≥ 1.
If s2 ≥ 2, then G is a spanning subgraph of H(n− 4, 0, 2). We see that H(n−
4, 0, 2) has Q-eigenvalues 2 of multiplicity at least n − 5, 1 of multiplicity at least
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one, and the remaining four Q-eigenvalues, denoted by α1 > α2 ≥ α3 > α4 = 0, are
in the quotient matrix
B1 =


2 0 1 1
0 1 0 1
n− 4 0 n− 4 0
n− 4 2 0 n− 2


S0
S2
u
v
.
By simple computation, the characteristic polynomial of B1 is φ(B1, x) = xf(x),
where f(x) = x3 − (2n− 3)x2 + (n2 − 2n− 2)x− n2 + 4n. Similarly, as f(n− 3) =
−n + 6 ≤ 0, we have α2 ≤ n − 3 or α3 ≥ n − 3. We claim that the later case
cannot occurs, since otherwise we have 2n − 3 = trace(B1) = α1 + α2 + α3 + α4 >
3α3 ≥ 3(n − 3), a contradiction. Thus q2(G) ≤ q2(H(n − 4, 0, 2)) = α2 ≤ n − 3.
Furthermore, by Lemma 2.8, we have q2(G) < n−2 because G is connected but not
balanced. Thus q2(G) + q2(G) < 2n − 5. If s2 = 1, then G = H(n − 3, 0, 1). For
n = 6, 7, one can easily check that q2(G)+ q2(G) < 2n− 5. Now suppose n ≥ 8. We
see that G has Q-eigenvalue 2 of multiplicity at least n− 4, and the remaining four
Q-eigenvalues, denoted by β1 > β2 ≥ β3 > β4 = 0, are contained in the quotient
matrix
B2 =


2 0 1 1
0 1 0 1
n− 3 0 n− 3 0
n− 3 1 0 n− 2


S0
S2
u
v
.
The characteristic polynomial of B2 is φ(B2, x) = xg(x), where g(x) = x
3 − (2n −
2)x2 + (n2 − n − 2)x − n2 + 3n. Since g(n − 5
2
) = −2n+15
8
< 0, as above, we have
q2(G) = β2 < n − 52 . Now consider the complement graph G = H(n− 3, 0, 1). We
see that G has Q-eigenvalue n− 4 of multiplicity at least n− 4, and the remaining
four Q-eigenvalues, denoted by γ1 > γ2 ≥ γ3 ≥ γ4 > 0 lie in the quotient matrix
B3 =


2n− 7 1 0 0
n− 3 n− 2 1 0
0 1 2 1
0 0 1 1


S0
S2
u
v
.
The characteristic polynomial of B3 is φ(B3, x) = x
4−(3n−6)x3+(2n2−3n−10)x2−
(6n2−35n+48)x+2n2−14n+24. Also, we have φ(B3, 2n−6) = −4(n−3)(n−4) < 0,
and φ(B3, n − 52) = − 116((2n − 11)(4n2 − 24n + 39)) < 0, which implies that γ1 >
2n − 6 and γ2 < n − 52 . Thus q2(G) = max{n − 4, γ2} < n − 52 . Hence, we get
q2(G) + q2(G) < 2n− 5.
Concluding the above results, we obtain that q2(G) + q2(G) ≤ 2n− 5, where the
equality holds if and only if G is one of the graphs shown in Figure 2.
We complete the proof.
Proof of Theorem 1.5. Clearly, we have q2(G) + q2(G) ≤ 2n − 5, where the
equality holds if and only if q2(G) = n − 3 and q2(G) = n − 2. If q2(G) = n − 2,
by Lemma 2.8, the connected graph G must be bipartite and balanced. Thus the
results follows from the proof of Theorem 1.4 immediately.
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