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1. Introduction
Ferromagnetic materials have the particularity to present a remnant magnetization: even without
external magnetic excitation, the total magnetization of a sample is not zero. This property provides
applications in many industrial sectors such radar protection, stocking of informations, energy man-
agement and telecommunications equipment.
Ferromagnetic materials are characterized by a spontaneous magnetization described by the mag-
netic moment u. We assume that the saturation constraint is satisﬁed, that is:
|u| = 1.
The magnetic moment u links the magnetic induction B with the magnetic ﬁeld H by the relation:
B = H + u.
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∂u
∂t
= −u × He − u × (u × He). (1)
The effective ﬁeld He is given by:
He = u + hd(u) + ha,
where the demagnetizing ﬁeld hd(u) is solution of the magnetostatic equations:
{
curlhd(u) = 0 in R3,
div
(
hd(u) + u
)= 0 in R3 (Faraday’s law)
and ha is an applied magnetic ﬁeld. More details on the ferromagnetism model are provided in [2,
11,14,18]. Existence results have been established for the Landau–Lifschitz equation in [4,5,12,17],
numerical aspects have been investigated in [3,10,13], and asymptotic properties have been proved
in [1,6,9,15,16].
In this paper, we consider an asymptotic one dimensional model of ferromagnetic nanowire sub-
mitted to an applied ﬁeld along the axis of the wire.
We denote by (e1, e2, e3) the canonical basis of R3. We model the nanowire by the axis Re1. From
asymptotic studies (see [16]), the demagnetizing ﬁeld for the one dimensional wire is given by:
hd(u) = −u2e2 − u3e3 where u = (u1,u2,u3).
In addition, we assume that an external magnetic ﬁeld δe1 is applied along the wire axis where δ ∈R.
So we deal with the following Landau–Lifschitz equation:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
u :R+t ×Rx → S2,
∂u
∂t
= −u × hδ(u) − u ×
(
u × hδ(u)
)
,
hδ(u) = ∂
2u
∂x2
− u2e2 − u3e3 + δe1,
(2)
where S2 is the unit sphere of R3.
For δ = 0, that is without applied ﬁeld, we observe by physical experiments the formation of
domain walls separating regions of nearly constant magnetization. Such walls are described by the
solution:
M0 =
⎛
⎝ tanh x0
1
cosh x
⎞
⎠ ,
and all the rotations–translations of M0. (The notations cosh, sinh and tanh are respectively the hy-
perbolic cosine, sine, and tangent function.) Since Eq. (2) is invariant with respect to the translations
x → x−σ along the nanowire and the rotations Rθ around the axis e1, the corresponding mathemat-
ical solution of (2), associated with the applied ﬁeld ha = δe1 is given by:
Uδ(t, x) = RδtM0(x+ δt),
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Rθ =
⎛
⎝1 0 00 cosθ − sin θ
0 sin θ cos θ
⎞
⎠ .
Stability properties of the solution M0 for system (2) with δ = 0 have been established in [7].
When a constant magnetic ﬁeld is applied in the direction e1, physical experiments show a
translation–rotation of the above wall along the nanowire. In [7,8], Carbou and Labbé prove the sta-
bility of the moving wall in the H2 space for a small enough applied ﬁeld: |δ| < δ0. In this work we
improve this result by proving the stability in H1 space, that is the natural norm corresponding to
the micromagnetism energy. Our main result is the following:
Theorem 1.1.We assume that |δ| < 1.
For all ε > 0, there exists η > 0 such that, for all u0 in H1(R,S2) with |u0| = 1 for all x in R and such
that ‖u0(x) − Uδ(0, x)‖H1(R)  η, if we denote by u the solution of (2) with u0 as the initial data, then for all
t ∈R+ , we have ‖u(t, x) − Uδ(t, x)‖H1(R)  ε.
Furthermore, there existsΛ∞ = (θ∞, σ∞) ∈R2 such that u tends to MΛ∞ if t → +∞ for the norm H1(R)
(where MΛ∞ = Rθ∞ (Uδ(t, x− σ∞))).
Moreover, we precise the stability domain in the following theorem:
Theorem 1.2. If |δ| > 1, then Uδ is linearly unstable for Eq. (2).
The invariance of (2) by rotation–translation implies that the linearized equation in the neigh-
borhood of M0 has zero as an eigenvalue. In addition, the considered Landau–Lifschitz equation is
quasilinear.
Our proof is organized in four steps. In the ﬁrst three steps we follow Carbou–Labbé’s proof. For
the convenience of the reader, we detail these steps in our paper:
1) To reach the study of stationary proﬁle, we make the following change of unknown: we set
v = R−δtu(t, x − δt), we obtain an equivalent equation with v , and the stability of Uδ for (2) is
equivalent to stability of ﬁxed proﬁle M0 for this new equation.
2) In order to deal with perturbations of M0 satisfying the physical constraint |v| = 1, we describe v
in a moving frame: v = r1M1 + r2M2 +
√
1− r21 − r22M0, where (M0,M1,M2) is an orthonormal
frame depending in x. The new unknown r = (r1, r2) takes its values in R2. We obtain then
for r a new equation which is equivalent to v-equation, and the stability of M0 for v-equation is
equivalent to stability of 0 for r-equation.
3) 0 is an eigenvalue (with multiplicity 2) for the linearized of r-equation. To remedy this problem,
we decompose r as r = RΛ + W , where RΛ is the projection of r on the stationary solutions
obtained by the rotation–translation of M0, and where W is in the orthogonal of the kernel of
the linearized. We obtain then an equivalent system for the unknown (Λ,W ). We aim to show
the stability of Λ = 0 and W = 0 in the space H1 where |δ| < 1.
4) The fourth step is devoted to variational estimates. Our method is similar to the proof of a global
existence with small data theorem. We deal with the complete linearized and we prove that
it has good sign properties for |δ| < 1. In addition, by a careful study of the non-linear part,
we are able to perform variational estimates for the H1-norm, that is the natural norm for the
micromagnetism.
This paper is organized as follows: In Section 2, we recall brieﬂy the ﬁrst three steps of the proof,
due to Carbou–Labbé–Trélat (see [7,8]). Section 3 is devoted to the variational estimates to prove the
stability. In the last section, we prove that for |δ| 1, the proﬁle is linearly unstable.
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We deﬁne v by u(t, x) = Rδt v(t, x + δt) or v(t, x) = R−δtu(t, x − δt) (R−δt is the inverse matrix
of Rδt ). We have |v(t, x)| = 1 for all t  0 and x ∈R because that Rδt preserves the euclidean norm.
Proposition 1. u is a solution of (2) if and only if v is a solution of the system:
{
vt = −v × h(v) − v ×
(
v × h(v))− δ(vx + v1v − e1),
h(v) = vxx − v2e2 − v3e3,
(3)
and we have that the stability of Uδ for (2) is equivalent to the stability of M0 for (3).
The proof of this proposition can be found in [5,6].
2.1. Moving frame
We consider the following moving frame (M0(x),M1(x),M2) with:
M0 =
⎛
⎝ tanh x0
1
cosh x
⎞
⎠ ; M1 =
⎛
⎝
1
cosh x
0
− tanh x
⎞
⎠ and M2 = e2.
We consider v as a small perturbation of M0 and we write v on the form
v(t, x) = r1(t, x)M1 + r2(t, x)M2 +
√
1− r21 − r22M0. (4)
We denote λ =
√
1− r21 − r22.
Proposition 2. v is the solution of (3) if and only if r = (r1, r2) is the solution of
∂r
∂t
= (L− δl)r + G(r) ∂
2r
∂x2
+ H1(x, r) ∂r
∂x
+ H2(r)
(
∂r
∂x
,
∂r
∂x
)
+ P (x, r) − δB(x, r), (5)
where L= J L with J = (−1 −1
1 −1
)
, l = ∂x + tanh x and L = − ∂2∂x2 + f with f (x) = 2 tanh2 x− 1.
Here G is the matrix deﬁned by:
G(r) =
(
r1r2
λ
r22
λ
+ λ − 1
− r21
λ
− λ + 1 − r1r2
λ
)
,
H1(x, r) is the matrix deﬁned by:
H1(x, r) = 2
λ cosh x
(
λr2 − r1r22 −r2 − r2r21
r2 − r32 λr2 + r1r22
)
,
H2 is a bilinear symmetric form on R2 deﬁned by:
H2(r)(ε1, ε2) =
(
λr1 + r2)(1
λ
(ε1.ε2) + 1
λ3
(r.ε1)(r.ε2)
)
,λr2 − r1
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P (x, r) =
(−r2(λ − 1) f − 2r1r2 sinh xcosh2 x + (r21 + r22)r1 f − 2λr21 sinh xcosh2 x
r1(λ − 1) f + 2r21 sinh xcosh2 x + (r21 + r22)r2 f − 2λr1r2
sinh x
cosh2 x
)
,
and B is deﬁned by:
B(x, r) =
(
λ−1+r21
cosh x + (λ − 1) tanh x.r1
r12r2
cosh x + (λ − 1) tanh x.r2
)
.
Moreover the stability of M0 for (3) is equivalent to the stability of 0 for (5).
Proof. See [7]. 
Remark 1. It is clear that:
• G ∈ C∞(B(0, 12 );M2(R)), and G(r) = O (‖r‖2).
• H1 ∈ C∞(R× B(0, 12 );M2(R)), and H1(x, r) = O (‖r‖).
• H2 ∈ C∞(B(0, 12 );L2(R2)), and H2(x, r) = O (‖r‖).
• P ∈ C∞(R× B(0, 12 );R2), and P (x, r) = O (‖r‖2).
• B(x, r) ∈ C∞(R× B(0, 12 );R2), and B(x, r) = O (‖r‖2).
2.2. Linearized equation
Recall that L = −∂xx + f . Since L = l∗l, we can prove that L is a selfadjoint positive operator on
L2(R) with domain H2(R), its essential spectrum is [1,+∞[. Furthermore, we have ‖Lu‖L2  ‖u‖L2
on (Ker L)⊥ and 0 is the only eigenvalue of L. The kernel of L is a subspace of L2(R) generated
by 1cosh x .
Let E = (Ker L)⊥ . On E we have: The norms ‖L 12 u‖L2 and ‖u‖H1 are equivalent, and ‖Lu‖L2
and ‖u‖H2 are equivalent. It is obvious that (KerL) is a subspace of (L2(R))2 generated by
( 1
cosh x
0
)
and
( 0
1
cosh x
)
.
2.2.1. New coordinates
The operator L has zero as eigenvalue with multiplicity 2. This is due to the invariance of Eq. (3)
by rotation around the axis Re1 and translation in x. This creates a major obstruction to obtain the
stability result. For this, we decompose the solution r as follows:
r(t, x) = RΛ(x) + W (t, x),
where W (t, x) ∈ (KerL)⊥ , thus we have a family with two parameters of stationary solutions for the
equation.
For all Λ = (θ,σ ) ∈R2, let MΛ = Rθ (M0(x− σ)) be a solution of (3).
We deﬁne RΛ =
( (MΛ,M1)L2
(MΛ,M2)L2
)
the coordinate of MΛ in the moving frame (M1,M2).
The decomposition of r is justiﬁed by the following proposition:
Proposition 3. The application
R
2 × (KerL)⊥ → H2(R),
(Λ,W ) → r(x) = RΛ(x) + W (x)
3354 R. Jizzini / J. Differential Equations 250 (2011) 3349–3361is a diffeomorphism in a neighborhood U ⊂ R2 × (KerL)⊥ of 0 into a neighborhood of 0 in H2(R) (using
implicit functions theorem near zero).
We aim to rewrite (3) in the unknown (Λ,W ), thus we have
∂r
∂t
= ∂RΛ
∂Λ
· dΛ
dt
+ ∂W
∂t
;
∂r
∂t
= (L− δl)(W ) + (L− δl)(RΛ) + G(RΛ + W )
(
∂2RΛ
∂x2
+ ∂
2W
∂x2
)
+ H1(x, RΛ + W )
(
∂RΛ
∂x
+ ∂W
∂x
)
+ P (x, RΛ + W ) − δB(x, RΛ + W )
+ H2(RΛ + W )
(
∂RΛ
∂x
+ ∂W
∂x
,
∂RΛ
∂x
+ ∂W
∂x
)
.
For Λ ∈R2, RΛ is a stationary solution for (5), thus we have
(L− δl)(RΛ) + G(RΛ)
(
∂2RΛ
∂x2
)
+ H1(x, RΛ)
(
∂RΛ
∂x
)
+ H2(RΛ)
(
∂RΛ
∂x
,
∂RΛ
∂x
)
+ P (x, RΛ) − δB(x, RΛ) = 0.
In order to isolate the linear part in W , we perform the Taylor expansion for G , H1, H2, P and B ,
then we have at order 1:
G(RΛ + W ) = G(RΛ) + Gˆ(RΛ,W )(W ),
with
Gˆ(RΛ,W )(W ) =
1∫
0
G ′(RΛ + sW )(W )ds,
and at order 2:
G(RΛ + W ) = G(RΛ) + G ′(RΛ)(W ) +
1∫
0
(1− s)G ′′(RΛ + sW )(W ,W )ds.
We will use the same notations for H1, H2, P and B to obtain
dθ
dt
∂RΛ
∂θ
+ dσ
dt
∂RΛ
∂σ
+ ∂W
∂t
= (L− δl)(W ) +
i=5∑
i=1
Ti, (6)
where
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(
∂2W
∂x2
)
,
T2 = H1(x, RΛ)
(
∂W
∂x
)
+ 2H2(RΛ)
(
∂RΛ
∂x
,
∂W
∂x
)
+ G ′(RΛ)(W )
(
∂2RΛ
∂x2
)
+ H ′1(x, RΛ)(W )
(
∂RΛ
∂x
)
+ H ′2(RΛ)(W )
(
∂RΛ
∂x
,
∂RΛ
∂x
)
+ P ′(x, RΛ)(W ) − δB ′(x, RΛ)(W ),
T3 = Gˆ(RΛ,W )(W )
(
∂2W
∂x2
)
,
T4 = H2(RΛ + W )
(
∂W
∂x
,
∂W
∂x
)
+ Hˆ1(x, RΛ,W )(W )
(
∂W
∂x
)
,
T5 = G˜(RΛ,W )
(
W (2)
)(∂2RΛ
∂x2
)
+ H˜1(x, RΛ,W )
(
W (2)
)(∂RΛ
∂x
)
+ H˜2(RΛ,W )
(
W (2)
)(∂RΛ
∂x
,
∂RΛ
∂x
)
+ P˜ (x, RΛ,W )
(
W (2)
)
− δ B˜(x, RΛ,W )
(
W (2)
)
.
Using scalar product in L2(R) and since (Lw,ai)L2 = ( ∂W∂t ,ai)L2 = 0 for i = 1,2 with a1 =
( 1
cosh x
0
)
and
a2 =
( 0
1
cosh x
)
then we obtain
A(Λ)
dΛ
dt
=
5∑
i=1
T ′i − δl¯
with
T ′i =
(
(Ti,a1)L2
(Ti,a2)L2
)
, l¯(W ) =
(
(lW ,a1)L2
(lW ,a2)L2
)
,
and A(Λ) is the following matrix:
A(Λ) =
(
( ∂RΛ
∂θ
,a1)L2 (
∂RΛ
∂σ ,a1)L2
( ∂RΛ
∂θ
,a2)L2 (
∂RΛ
∂σ ,a2)L2
)
.
As A(0) = ( 0 −2−2 0 ), then A(Λ) is invertible for Λ is enough small and we have
dΛ
dt
= A(Λ)−1
(
5∑
i=1
T ′i − δl¯W
)
= G(Λ,W ). (7)
Replacing G(Λ,W ) by its expression gives
∂W
∂t
= (L− δl)W + F (Λ,W ), (8)
where F (Λ,W ) =∑5i=1 Ti − ∂RΛ∂Λ .A(Λ)−1(∑5i=1 T ′i − δl¯W ) is the non-linear part of (8).
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of (Λ,W ) = (0,0) for (7)–(8).
3. Variational estimates
Thanks to the regularity of the mapping ϕ : R2 → R2 deﬁned by ϕ(Λ) = RΛ and since RΛ =
∂RΛ
∂x = ∂
2RΛ
∂x2
= 0 for Λ = 0, then there exists a constant C > 0 such that:
• |RΛ| c|Λ|,
• | ∂RΛ
∂x | c|Λ|,
• | ∂2RΛ
∂x2
| c|Λ|.
Lemma 3.1. For |Λ| < 1 and |δ| < 1 we have
‖T‖L2  C‖W ‖H2
(|Λ| + ‖W ‖H1),
where T =∑5i=1 Ti and C is a positive constant.
Proof. We estimate each term Ti for i = 1,2,3,4,5.
‖T1‖L2 
∥∥G(RΛ)∥∥L∞
∥∥∥∥∂2W∂x2
∥∥∥∥
L2
 c|RΛ|
∥∥∥∥∂2W∂x2
∥∥∥∥
L2
 C |Λ|‖W ‖H2 ,
‖T2‖L2 
∥∥H1(x, RΛ)∥∥L∞
∥∥∥∥∂W∂x
∥∥∥∥
L2
+ 2∥∥H2(RΛ)∥∥L∞
∥∥∥∥∂RΛ∂x
∥∥∥∥
L∞
∥∥∥∥∂W∂x
∥∥∥∥
L2
+ ∥∥G ′(RΛ)∥∥L∞
∥∥∥∥∂2RΛ∂x2
∥∥∥∥
L∞
‖W ‖L2 +
∥∥H ′2(RΛ)∥∥L∞‖W ‖L2
∥∥∥∥∂RΛ∂x
∥∥∥∥
2
L∞
+ ∥∥P ′(x, RΛ)∥∥L∞‖W ‖L2 + |δ|∥∥B ′(x, RΛ)∥∥L∞‖W ‖L2
 c|Λ|‖W ‖H2 + 2c|Λ|2‖W ‖H2 + c|Λ|2‖W ‖H2
+ c|Λ|3‖W ‖H2 + c|Λ|‖W ‖H2 + c|δ||Λ|‖W ‖H2
 C |Λ|‖W ‖H2
(
because |Λ| < 1 and |δ| < 1),
‖T3‖L2 
∥∥G˜(RΛ,W )∥∥L∞‖W ‖L2
∥∥∥∥∂2W∂x2
∥∥∥∥
L2
 C‖W ‖H1‖W ‖H2 ,
‖T4‖L2  c|Λ|
∥∥∥∥∂W∂x
∥∥∥∥
2
L2
+ c
∥∥∥∥∂W∂x
∥∥∥∥
2
L2
+ c‖W ‖L2
∥∥∥∥∂W∂x
∥∥∥∥
L2
 C‖W ‖H1‖W ‖H2
(
because |Λ| < 1),
‖T5‖L2  2c|Λ|‖W ‖H1‖W ‖H2 + c|Λ|2‖W ‖H1‖W ‖H2
+ c‖W ‖H1‖W ‖H2 + c|δ|‖W ‖H1‖W ‖H2
 C‖W ‖H1‖W ‖H2
(
because |Λ| < 1 and |δ| < 1).
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∥∥∥∥∥
5∑
1
Ti
∥∥∥∥∥
L2

5∑
1
‖Ti‖L2  C‖W ‖H2
(|Λ| + ‖W ‖H1). 
Lemma 3.2. Under the assumption |δ| < 1 and for |Λ| small enough, there exists a constant C > 0 such that:
∥∥T ′∥∥L2  C‖W ‖H2(|Λ| + ‖W ‖H1),
where T ′ =∑5i=1 T ′i .
Proof. For i = 1,2 we have
(T1,ai)L2 =
∫
R
G(RΛ)
∂2W
∂x2
.ai dx
= −
∫
R
[
G ′(RΛ)
∂RΛ
∂x
.ai + G(RΛ)∂ai
∂x
]
∂W
∂x
dx (integration by parts)
 C |Λ|‖W ‖H1 . 
Lemma 3.3. There exists a positive constant C such that: ‖l¯W ‖L2  C‖W ‖H2 .
Proof. For i = 1,2 we have
(lW ,ai)L2 
1
cosh x
‖lW ‖L2 
c
cosh x
‖W ‖H1 ,
then we have ‖l¯W ‖L2  C‖W ‖H2 . 
Proposition 5. For |δ| < 1 and for |Λ| small enough, there exists a constant C > 0 such that:∥∥F (Λ,W )∥∥L2  C‖W ‖H2(|Λ| + ‖W ‖H1).
Proof. By deﬁnition of F (Λ,W ) and thanks to above lemmas, we can write∥∥F (Λ,W )∥∥L2  C‖W ‖H2(|Λ| + ‖W ‖H1)+ c|Λ|‖W ‖H2 + c|Λ||δ|‖W ‖H2 .
Since |δ| < 1, we obtain ‖F (Λ,W )‖L2  C‖W ‖H2 (|Λ| + ‖W ‖H1 ). 
Proposition 6. There exists a constant C > 0 such that:∣∣G(Λ,W )∣∣ C(|Λ| + |δ| + ‖W ‖H1)‖W ‖H1 .
Proof. By the deﬁnition of G(Λ,W ) we get
∣∣G(Λ,W )∣∣ c
(
5∑
i=1
∣∣T ′i ∣∣+ |δ||¯lW |
)
.
Thanks to the above lemmas, it is obvious to deduce the required result. 
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We set α = 1− |δ|, η0 = 1−|δ|2C where C is the positive constant obtained by Proposition 7.
4.1. First step: Variational estimates on W
If (|Λ| + ‖W ‖H1 ) η0 then we get
∥∥W (t)∥∥H1  K‖W0‖H1 exp(−αt).
Thus for ‖W (t)‖H1 → 0 if t → +∞, α must be positive, i.e. α > 0 and |δ| < 1.
Proof. We have ∂W
∂t = (L− δl)W + F (Λ,W ), i.e.
∂W1
∂t
= −LW1 − LW2 − δlW1 + F1, and ∂W2
∂t
= LW1 − LW2 − δlW2 + F2,
with F1 and F2 depending on Λ and W . If we multiply
∂W1
∂t by LW1 and
∂W2
∂t by LW2 we get
1
2
d
dt
∥∥L 12 W1∥∥2L2 = −‖LW1‖2L2 − (LW1, LW2)L2 − δ(lW1, LW1)L2 + (F1, LW1)L2 ,
1
2
d
dt
∥∥L 12 W2∥∥2L2 = −‖LW2‖2L2 + (LW1, LW2)L2 − δ(lW2, LW2)L2 + (F2, LW2)L2 .
By addition of these equations we obtain the following inequation:
1
2
d
dt
∥∥L 12 W ∥∥2L2 −‖LW ‖2L2 + |δ|‖lW ‖L2‖LW ‖L2 + ‖F‖L2‖LW ‖L2 .
Furthermore, we have
‖lW ‖2L2 = (lW , lW )L2 = (LW ,W )L2  ‖LW ‖L2‖W ‖L2  ‖LW ‖2L2 .
By equivalence between ‖LW ‖L2 and ‖W ‖H2 on (KerL)⊥ and using the above proposition, we get
1
2
d
dt
∥∥L 12 W ∥∥2L2 + (1− |δ|)− C(|Λ| + ‖W ‖H1)‖LW ‖2L2  0.
Thus, we have
1
2
d
dt
∥∥L 12 W ∥∥2L2 + α2 ‖LW ‖2L2  0.
But ‖L 12 W ‖2
L2
 ‖LW ‖2
L2
, then we have
1
2
d
dt
∥∥L 12 W ∥∥2L2 + α2
∥∥L 11 W ∥∥2L2  0,
which gives
∥∥L 12 W (t)∥∥22  ∥∥L 12 W (0)∥∥22 exp(−αt).L L
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L2
and ‖W ‖H1 are equivalent on (KerL)⊥, then there exists a constant K > 0 such that:∥∥W (t)∥∥H1  K‖W0‖H1 exp(−αt). 
4.2. Second step: Estimates on Λ
Under the assumption (|Λ| + |δ| + ‖W ‖H1 ) η0 we obtain
|Λ| |Λ0| + C
∥∥L 12 W (0)∥∥L2 exp(−αt).
Proof. According to the lemmas, there exists a constant C > 0 such that:
∣∣G(Λ,W )∣∣ C(|Λ| + |δ| + ‖W ‖H1)‖W ‖H1 .
By supposition, we have (|Λ| + |δ| + ‖W ‖H1) η0, then we get∣∣G(Λ,W )∣∣ Cη0‖W ‖H1
 α
2
‖W ‖H1
 K
∥∥L 12 W (0)∥∥L2 α2 exp(−αt).
By integration on [0, t], we obtain
|Λ| |Λ0| + C
∥∥L 12 W0∥∥L2 exp(−αt). 
4.3. End of proof
Finally, for  > 0, there exists η > 0 such that: if |Λ0|  η and ‖L 12 W (0)‖L2  η then |Λ(t)|  
and ‖L 12 W (t)‖L2   .
By equivalence between all equations, we get the result of stability.
5. Proof of Theorem 1.2
We will show that if |δ| > 1, the spectrum of the linear part L− δl contains elements with strictly
positive real part.
Writing A =L− δl, we know that λ ∈ Sp(A) if and only if there exists a sequence (Un)n such that
‖Un‖L2 = 1 and ‖(A − λ Id)Un‖L2 tends to 0 when n tends to +∞.
Indeed, let ϕ be a C∞-function on R such that:
• ϕ = 0 on R− [0,1],
• 0 ϕ  1 on [0, 14 ] and [ 34 ,1],
• ϕ = 1 on [ 12 , 34 ].
We consider the function deﬁned by:
un(x) =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 for x−an − n2 − 1 or x−an + n2 + 1;
ϕ(
x+an+ n2+1
4 ) for −an − n2 − 1 x−an − n2 ;
1 for −an − n2  x−an + n2 ;
ϕ(
x+an− n2+3 ) for −an + n  x−an + n + 1.4 2 2
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√
n. Let vn = un‖un‖L2 be a function with
norm 1.
Choosing Un =
( un
iun
)
and Vn =
( vn
ivn
)
, we get
(A − λ Id)Un =
( [−(1+ i)L − (δl + λ)]un
i[−(1+ i)L − (δl + λ)]un
)
.
On the interval [−an − n2 ,−an + n2 ], the function un is constant, then the partial derivatives vanish on
this interval, thus:
[−(1+ i)L − (δl + λ)]un = −(1+ i)(2 tanh2 x− 1)− δ tanh x− λ
= −(1+ i)(2 tanh2 x− 2)− δ(tanh x+ 1)
= F (x).
But F (x) tends to zero when x tends to inﬁnity, i.e.:
for all  > 0, there exists B > 0 such that: for x< −B we have |F (x)|  .
for  = 1n , there exists Bn > 0 such that: for x> −Bn we have |F (x)| 1n .
We choose an = Bn + n2 , then we get ‖vn‖L2  1δ2n (2C +
1
n ). Therefore ‖vn‖L2 tends to zero when
n tends to inﬁnity, and λ = δ − 1 − i ∈ Sp(A). This proves that Uδ is linearly unstable because its
spectrum contains an element with strictly positive real part.
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