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Abstract
Let T be a text of length n andP be a pattern of lengthm, both strings over a ﬁxed ﬁnite alphabetA. The k-difference (k-mismatch,
respectively) problem is to ﬁnd all occurrences of P in T that have edit distance (Hamming distance, respectively) at most k from P .
In this paper we investigate a well-studied case in which T is ﬁxed and preprocessed into an indexing data structure so that any pattern
query can be answered faster.We give a solution using anO(n log n) bits indexing data structurewithO(|A|kmk ·max(k, log n)+occ)
query time, where occ is the number of occurrences. The best previous result requires O(n log n) bits indexing data structure and
gives O(|A|kmk+2 + occ) query time. Our solution also allows us to exploit compressed sufﬁx arrays to reduce the indexing space
to O(n) bits, while increasing the query time by an O(log n) factor only.
© 2005 Elsevier B.V. All rights reserved.
1. Introduction
Let T be a text of length n and P be a pattern of length m, both strings over a ﬁxed ﬁnite alphabet A. The string
matching problem is to ﬁnd all occurrences of P in T which satisfy some criteria. Depending on the criteria, we have
three different problems. (1) The exact string matching problem requires us to ﬁnd all exact occurrences of P in T ;
(2) the k-difference problem is to ﬁnd all occurrences of P in T that have edit distance at most k from P ; and (3) the
k-mismatch problem is to ﬁnd all occurrences of P in T that have Hamming distance at most k from P . Edit distance
between two strings is deﬁned to be the number of character insertions, deletions and replacements to convert one
string to another. When only character replacements are allowed, we have Hamming distance. These problems are
well-studied. They ﬁnd applications in many areas including computational biology, signal processing, text retrieval,
handwriting recognition, pattern recognition, etc.
In the past, most of the research are on the online version of the string matching problem. This version of the problem
assumes both the text T and the pattern P are not known in advance. For exact online matching, well-known algorithms
include Boyer–Moore [5] and Knuth–Morris–Pratt [16] algorithms. For approximate online matching, the problem can
be solved by standard dynamic programming in O(mn) time. Landau and Vishkin [18] improved the time complexity
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to O(kn). Recently, there are results by Baeza-Yates and Navarro [3] and Amir et al. [2]. We refer to Navarro [21] for
a survey.
Recently, people start to consider the ofﬂine version of the problem, which assumes the text T is given in advance
and we can preprocess it to build an indexing data structures so that any pattern query can be answered faster. One
of the motivating applications of the ofﬂine version of the problem is the DNA sequence searching. This application
requires us to ﬁnd DNA subsequences (like genes, promoter consensus sequences) over some known DNA genome
sequences like the human genome. Since the genome sequence is very long, people would like to preprocess it to
accelerate pattern queries.
In the literature, there are a number of indexing data structures for the exact ofﬂine pattern matching problem. Sufﬁx
trees [20] and sufﬁx arrays [19] are some well-known solutions. For a text T , building a sufﬁx tree takes O(n) time.
After that, exact occurrences of a pattern P can be located in O(m+occ) time where occ is the number of occurrences.
For sufﬁx arrays, construction and searching take O(n) time and O(m + log n + occ) time, respectively. Both data
structures require O(n log n) bits space, though sufﬁx arrays are associated with a smaller constant. Recently, two
compressed versions of sufﬁx arrays have been devised, which are compressed sufﬁx arrays (CSA) [11] and FM-index
[9]. Both of them occupy only O(n) bits space, yet still supporting exact pattern searching efﬁciently.
Besides exact matching, the k-difference and the k-mismatch problems are also important since the text and the
pattern may contain “errors” (for example, in gene hunting, there may be some mutations in a gene). Jokinen and
Ukkonen [14] were the ﬁrst to treat the approximate ofﬂine matching problem in which the text T can be preprocessed.
Since then, there are many different approaches proposed [1,4,6–8,10,22,23,25,27–29]. We refer to Navarro et al. [24]
for a brief survey. Note that many existing approaches actually incur a query time complexity depending on n, i.e., in
the worst case, they are inefﬁcient even if the pattern is very short and k is as small as one. The ﬁrst solution which has
query time complexity depends only on m and k is proposed by Ukkonen [29]. The problem is indeed not trivial even
for k = 1, and there are several interesting results focusing on one single error [1,6–8]. Cobbs [7] gave an indexing
data structure using O(n log n) bits space and having O(m2 + occ) query time for k = 1. More recently, Amir et al. [1]
proposed a result with O(n log2 n) preprocessing time, O(n log3 n) bits indexing space and O(m log n log log n + occ)
query time and Buchsbaum et al. [6] proposed another indexing data structure which uses O(n log2 n) bits space and
can be preprocessed in O(n log n) time. After building the index, every query can be solved in O(m log log n + occ)
time.
For k1, Cobbs [7] proposed anO(n log n)-bit indexing data structure inwhich every query takesO(mk+2|A|k+occ)
time. Cole et al. [8] proposed an indexing data structure with query times of O([(c log n)k log log n/k!]+m+ occ) and
O([(c log n)k log log n/k!] +m+ 3k · occ) for the k-mismatch and k-difference problems, respectively, where c > 1 is
some constant. However, their solutions use O(n[(d log n)k/k!] log n) bits space and O(n([d log n)k/k!]) preprocessing
time, where d > 1 is some constant. Therefore, their solutions are impractical when n is large.
The contribution of this paper is a faster solution for the k-difference and k-mismatch problems. We assume that
|A| is constant. For the special case when k = 1, we show in this paper that a sufﬁx array plus an inverse sufﬁx array
can give a simple solution that uses O(n log n)-bit space and O(m log n+ occ) query time. We combine the techniques
of forward searching and backward searching on sufﬁx arrays data structure to achieve this time bound. Furthermore,
this solution allows us to exploit compressed sufﬁx arrays to reduce the space to O(n) bits, while increasing the query
time by an O(log n) factor only. Though this solution is not the fastest solution in literature for k = 1, it uses optimal
space. 1 Moreover, our indexing data structure can be constructed in O(n) time, and hence our solution requires only
linear preprocessing time.
We also show how to extend our algorithm for k-difference and k-mismatch problems for k1. Our solution takes
O(mk|A|k · max(k, log n) + occ) or O(mk|A|k · max(k, log2 n) + occ log n) query time, when using O(n log n) bits or
O(n) bits indexing data structure, 2 respectively.
The structure of this paper is as follows: In the next section we formally deﬁne the k-difference and k-mismatch
problems and give an introduction about sufﬁx arrays and compressed sufﬁx arrays data structure. Then, Section 3
shows our solution for the problems with k = 1. Next, Section 4 extends the solution and solves the problems for k1.
Finally, Section 5 concludes the paper.
1 It is non-trivial to change the data-structures of [1,6,8] to linear space data structure.
2 Note that Sadakane and Shibuya [26] (see [26, Fig. 3]) also gave an algorithm for k-different (or k-mismatch) matching using O(n) bits space.
Their solution performs dynamic program over the backward search. Based on their solution, every query takes O(kmk+1|A|k + occ log n) time.
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2. Preliminaries
2.1. Deﬁnition of the problem
LetX = x1x2 · · · xm and Y = y1y2 · · · yn be strings over an alphabetA. The edit distance betweenA and B, denoted
by dist(A,B), is the minimum number of character deletions, replacements, and insertions to convert A to B. The
Hamming distance between A and B is the minimum number of character replacements to convert A to B.
Distance dist(X, Y ) can be evaluated in time O(mn) by using a very simple form of dynamic programming [30].
The method evaluates an (m + 1) × (n + 1) table e such that e(i, j) = dist(x1 · · · xi, y1 · · · yj ). Entries in one column
are used to evaluate entries in the next column. Hence dist(X, Y ) = e(m, n).
The editing trace from X to Y is any sequence T = 12 · · · q of character operations applied on positions in X to
get Y , ordered from the rightmost position in X to the leftmost position, where each i is either d (delete), r (replace
or change), u (unchange), or i (insert). We do not keep information about what character to insert or replace with
in editing trace. For example, a trace from aaaaa to aaacb can be riduuu, in which the r-operation is to replace the
rightmost character “a” by “b”, the i-operation is to insert “c”, the d-operation is to delete the second rightmost “a”,
and the remaining three u-operations are to keep the remaining “a” unchanged. There is exactly one operation (u,d, or
r) for each character in X, whereas there may be zero or more i-operation. The cost c(T ) of T is the number of d, r ,
or i operations in T . Thus dist(X, Y ) is the minimum possible cost of a trace from X to Y .
We place an order on the operations as follows: u < d < r < i. A trace T from X to Y is said to be smaller than
another different trace T ′ also from X to Y if either (1) c(T ) < c(T ′), or (2) c(T ) = c(T ′) and T is lexicographically
smaller than T ′.
k-difference problem: Consider a text T of length n and a pattern P of length m, both strings over a ﬁxed ﬁnite
alphabet A. The k-difference problem is to ﬁnd all j such that the edit distance between P and some substring starting
at j in T is k.
k-mismatch problem: Consider a text T of length n and a pattern P of length m, both strings over a ﬁxed ﬁnite
alphabet A. The k-mismatch problem is to ﬁnd all j such that the Hamming distance between P and some substring
starting at j in T is k.
In this paper we focus on the ofﬂine version of the problems, in which T is ﬁxed and can be preprocessed to accelerate
pattern queries.
2.2. Sufﬁx arrays and inverse sufﬁx arrays
Let T [0..n] = t0t1 · · · tn be a text of length n over an alphabet A where tn = $ is a special symbol that is not in A
and smaller than any other symbol in A. The j th sufﬁx of T is deﬁned as T [j..n] = tj · · · tn and is denoted by Tj .
The sufﬁx array SA[0..n] of T is an array of integers j that represent sufﬁxes Tj and the integers are sorted in
lexicographic order of the corresponding sufﬁxes. We have that SA[0] = n.
Together with sufﬁx arrays, we also use inverse sufﬁx arrays to support searching in our algorithm. The inverse sufﬁx
array of T is denoted as SA−1[0..n], that is, SA−1[i] equals the number of sufﬁxes which are lexicographically smaller
than Ti .
The sizes of SA and SA−1 are O(n log n) bits. Both data structures can be constructed in linear time [13,15,17].
In this paper, an interval [st..ed] is called the range of the sufﬁx array of T corresponding to a string P if [st..ed]
is the largest interval such that P is a preﬁx of every sufﬁx Tj for j = SA[st], SA[st + 1], . . . , SA[ed]. We write
[st..ed] = range(T , P ).
We have the following lemma based on the forward searching technique on sufﬁx arrays.
Lemma 1 (Gusﬁeld [12]). Given a text T together with its sufﬁx array, assume [s..e] = range(T , P ). Then, for any
character c, the interval [s′..e′] = range(T , P c) can be computed in O(log n) time.
Hence a pattern P can be found forwardly in T in O(m log n) time by applying the above lemma m times.
We have another lemma.
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Lemma 2. Given the interval [st1..ed1] = range(T , P1) and the interval [st2..ed2] = range(T , P2), we can ﬁnd the
interval [st..ed] = range(T , P1P2) in O(log n) time using the sufﬁx array and the inverse sufﬁx array of T .
Proof. To ﬁnd the interval [st..ed], we have to ﬁnd the smallest st and the largest ed such that both TSA[st] and TSA[ed]
have P1P2 as their preﬁxes. So [st..ed] is a subinterval of [st1..ed1].
Let the length of P1 be m1. By the deﬁnition of sufﬁx arrays, the lexicographic orders of TSA[st1], TSA[st1+1], . . . ,
TSA[ed1] are increasing. Since they share the same preﬁxP1, the lexicographic orders of TSA[st1]+m1 , TSA[st1+1]+m1 , . . . ,
TSA[ed1]+m1 are also increasing. Thus SA−1[SA[st1] +m1] < SA−1[SA[st1 + 1] +m1] < · · · < SA−1[SA[ed1] +m1].
To ﬁnd st and ed, we ﬁnd the smallest st such that st2SA−1[SA[st] + m1]ed2 and the largest ed such that
st2SA−1[SA[ed] + m1]ed2. This can be done by binary search on the interval [st1..ed1] and make O(log n) calls
to the sufﬁx array and the inverse sufﬁx array. 
Assuming we have an array C such that for any c in A, C[c] stores the total number of occurrences of all characters
c′ in T , where c′c. This gives us the following backward searching technique.
Lemma 3. Given the sufﬁx array and the inverse sufﬁx array of T , assume [s..e] = range(T , P ). For any character
c, assume we have in advance the array C, we can ﬁnd the interval [s′..e′] = range(T , cP ) in O(log n) time.
Proof. The lemma follows directly from Lemma 2, where P1 = c and P2 = P . Note that range(T , P1) = [C[c′] +
1..C[c]] where c′ is a character immediately before c in A. 
Hence a pattern P can be found backwardly in T in O(m log n) time by applying the above lemma m times.
2.3. Compressed sufﬁx array
The data structure compressed sufﬁx array (CSA)[1..n] [11] is a compressed version of a sufﬁx array and has the
size of the same order as the text itself. It is deﬁned as
[i] = SA−1[SA[i] + 1].
A compressed sufﬁx array can be constructed in O(n) time and can be stored in O(n) bit space while every [i] can
be accessed in constant time [13]. We have the following result from Sadakane and Shibuya [26].
Lemma 4 (Sadakane and Shibuya [26]). We can store a compressed sufﬁx array together with a supporting data
structure in O(n) bits space so that, for every i, SA[i] and SA−1[i] can be evaluated in O(log n) time.
By Lemma 4, we can simulate operations done on sufﬁx arrays and inverse sufﬁx arrays using compressed sufﬁx
arrays with the time complexity slowed down by a factor of O(log n). Thus, for compressed sufﬁx arrays, we also have
the same results for Lemmas 1–3, but in time O(log2 n). 3
3. The k-difference and k-mismatch problems with k = 1
For the k-difference problem where k = 1, Lemma 2 gives us an idea how to solve it. For k = 1, there is at most
one “error” between the pattern P [1..m] and any of its occurrences in T [0..n]. An error may be a character insertion,
replacement or deletion. We can try to put the error at each position in the pattern to form an edited pattern P ′ which
has edit distance 1 from P and check if P ′ is in T . Normally, checking if P ′ is in T requires O(|P ′|) time. Based on
Lemmas 2 and 3, such checking can be done in O(log n) time as follows.We let P ′L and P ′R be the portions of the pattern
P to the left and to the right of the error, respectively. Assume we know in advance the interval [s..e] = range(T , P ′L)
and the interval [s′..e′] = range(T , P ′R). By using Lemma 1, we can ﬁnd in O(log n) time the interval [s′′..e′′] which
is the range of the sufﬁx array of T corresponding to P ′L appended with the error. Then, given [s′′..e′′] and [s′..e′], by
3 Backward search (Lemma 3) actually can be done in O(1) time using compressed sufﬁx arrays [13].
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1. Construct Fst [1..m + 1] and Fed [1..m + 1], such that [Fst [i]..Fed [i]] = range(T , P [i..m]). If the
interval [Fst [1]..Fed [1]] is valid, then P has exact occurrences in T , we report occurrences in this
interval.
2. s′ := 0, e′ := n
3. For i :=1 to m + 1
(a) (when im, deletion at i, ignored for 1-mismatch problem)
i. P ′ = P [1..i − 1]P [i + 1..m]
ii. Given the interval [s′..e′] = range(T , P [1..i − 1]) and the interval [Fst [i + 1]..Fed [i + 1]] =
range(T , P [i + 1..m]), ﬁnd [st..ed] = range(T , P ′).
iii. Report [st..ed] if exist.
(b) (when im, replacement at i) for each c = P [i] in A
i. P ′ = P [1..i − 1]cP [i + 1..m]
ii. Given the interval [s′..e′] = range(T , P [1..i − 1]), ﬁnd [s′′..e′′] = range(T , P [1..i − 1]c).
iii. Given the interval [s′′..e′′] = range(P [1..i − 1]c) and the interval [Fst [i + 1]..Fed [i + 1]] =
range(T , P [i + 1..m]), ﬁnd [st..ed] = range(T , P ′).
iv. Report [st..ed] if exist.
(c) (insertion at i, ignored for 1-mismatch problem) for each c in A
i. P ′ = P [1..i − 1]cP [i..m]
ii. Given the interval [s′..e′] = range(T , P [1..i − 1]), ﬁnd [s′′..e′′] = range(T , P [1..i − 1]c).
iii. Given the interval [s′′..e′′] = range(P [1..i − 1]c) and the interval [Fst [i]..Fed [i]] =
range(T , P [i..m]), ﬁnd [st..ed] = range(T , P ′).
iv. Report [st..ed] if exist.
(d) (when im) Given [s′..e′] = range(T , P [1..i − 1]), ﬁnd [s..e] = range(T , P [1..i]). If not exist,
exit out of the loop.
s′ := s, e′ := e
Fig. 1. Algorithm for 1-difference and 1-mismatch problems.
Lemma 2, we can ﬁnd the interval [st..ed] which is the range of the sufﬁx array of T corresponding to the whole edited
pattern P ′ using O(log n) time.
The algorithm is shown in Fig. 1. We ﬁrst construct Fst [1..m + 1] and Fed [1..m + 1] which are arrays such
that [Fst [i]..Fed [i]] = range(T , P [i..m]). Here we assume P [m + 1..m] is an empty string and Fst [m + 1] = 0,
Fed [m + 1] = n. Fst and Fed are used later as the range of the sufﬁx array of T corresponding to P ′R.
Then, in Step 3, the loop will iterate m + 1 times for i = 1 to m + 1. In iteration i, the algorithm ﬁrst forms an
edited pattern P ′ by considering an error at position i and check if P ′ exists in the text T . The algorithm maintains an
invariant that [s′..e′] = range(T , P ′L), where P ′L is the portion of the pattern just left to the error. Using the array Fst
and Fed , we can compute the interval [s..e] = range(T , P ′R). By the above idea and together with Lemmas 2 and 3,
we can get the interval [st..ed] = range(T , P ′).
Then we have the following theorem.
Theorem 1. After an O(n) time preprocessing of the text T , an O(n log n)-bit data-structure can be constructed such
that the k-difference (k-mismatch) problem with k = 1 can be solved in O(|A|m log n + occ) time.
Proof. We use the sufﬁx array and the inverse sufﬁx array as the index of T . Their size is of O(n log n) bits.
We will do a time analysis based on the algorithm in Fig. 1. In the ﬁrst step we build two arrays Fst and Fed . These
arrays can be found using backward searching, Fst [i] and Fed [i] are updated from Fst [i + 1] and Fed [i + 1] (using
Lemma 3), where Fst [m + 1] = 0 and Fed [m + 1] = n. This can be done in O(m log n) time.
The algorithm iterates i from 1 to m+ 1. At each iteration, it assumes the error is at position i. The interval [s′..e′] is
the range of the sufﬁx array of T corresponding to the ﬁrst half of the pattern just left to the error, that is, P [1..i − 1].
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In the beginning, [s′..e′] is set to [0..n]. At each step i, there are 3 cases:
1. The character at position i is deleted from the pattern (1 im). The pattern becomesP ′ = P [1..i−1]P [i+1..m].
We already have [Fst [i + 1]..Fed [i + 1]] = range(T , P [i + 1..m]) and [s′..e′] = range(T , P [1..i − 1]), we ﬁnd
[st..ed] = range(T , P ′). By Lemma 2, this takes O(log n) time.
2. The character at position i is replaced by each character c in A (1 im). The pattern becomes P ′ = P [1..i −
1]cP [i+1..m].Having the interval [s′..e′] = range(T , P [1..i−1]),weﬁnd the interval [s′′..e′′] = range(T , P [1..i−
1]c) inO(log n) time usingLemma1. Thenweﬁnd [st..ed] = range(T , P ′) from [s′′..e′′] and [Fst [i+1]..Fed [i+1]]
using Lemma 2. This step takes O(|A| log n) time.
3. Each symbol c inA is inserted to the pattern at position i. The pattern becomesP ′ = P [1..i−1]cP [i..m] (1 im+
1). Having the interval [s′..e′] = range(T , P [1..i − 1]), we ﬁnd the interval [s′′..e′′] = range(T , P [1..i − 1]c) in
O(log n) time using Lemma 1. Then we ﬁnd [st..ed] for P ′ from [s′′..e′′] and [Fst [i]..Fed [i]] using Lemma 2. This
step takes O(|A| log n) time.
Reporting occurrences takes O(occ) time. (Actually, this is not true, because an occurrence may be reported multiple
times. For example, when T = aaaa and P = aa, deleting either the ﬁrst or second character of P leads to the same
P ′ = a, and the same set of occurrences are reported each time. Let us ignore this problem now. In Section 4, we will
generalize the solution in this section and ﬁx this problem.)
Finally [s′..e′] is updated to be the range of the sufﬁx array corresponding to P [1..i] using forward searching
(Lemma 1) in O(log n) time. For an error to appear at i, P [1..i − 1] must exist somewhere in T . If [s′..e′] does not
exist, we exit out of the loop and stop the algorithm.
So the time complexity of the algorithm is O(m log n + m(log n + |A| log n + |A| log n + log n) + occ) which is
O(|A|m log n + occ). If A is ﬁxed, the time is reduced to O(m log n + occ). 
By using compressed sufﬁx array instead of sufﬁx array and inverse sufﬁx array to index T , we get the following
corollary.
Corollary 1. After an O(n) time preprocessing of the text T , an O(n)-bit data-structure can be constructed such that
the k-difference (k-mismatch) problem with k = 1 can be solved in O(|A|m log2 n + occ log n) time.
Proof. We use compressed sufﬁx array data structure to index the text T , then we achieve the O(n) bits space. We
use the same algorithm as in Theorem 1. As compressed sufﬁx array incurs the penalty of O(log n) for every access to
sufﬁx array and inverse sufﬁx array (Lemma 4) and for every time we use Lemma 1, 2 or 3 and report occurrences, thus
from the time analysis in Theorem 1, the time complexity becomes O(m log2 n+m(log2 n+ |A| log2 n+ |A| log2 n+
log2 n) + occ log n), which equals O(|A|m log2 n + occ log n). 
4. The k-difference and k-mismatch problems with k1
This section generalizes Theorem 1 for k1. The idea is the same as in Theorem 1.
We also use the sufﬁx array and the inverse sufﬁx array as the indexing data structures. Instead of just ﬁnding 1 error,
we try to locate k errors in the pattern P to get an approximation P ∗ of P which has edit distance at most k from P
and report occurrences of P ∗ in T . By recursion we locate k errors from left to right one by one, with the ﬁrst error at
the leftmost and the kth error at the rightmost.
The algorithm is shown in Fig. 2. It has two main phases. The ﬁrst phase is to construct Fst [1..m + 1] and
Fed [1..m+ 1], these arrays are the same as in Theorem 1, that is, for every P [i..m], ﬁnd the interval [Fst [i]..Fed [i]] =
range(T , P [i..m]). These arrays are used to speed up the search in the second phase.
The second phase executes a recursive function kapproximate, which takes ﬁve parameters: an interval [s′..e′], i, k′,
a pattern P ′, and a trace T . The parameters to kapproximate satisfy: (a) P ′ is an approximation of the preﬁx P [1..i−1]
of P such that dist(P ′, P [1..i − 1])k′; (b) T is a trace from P [1..i − 1] to P ′; and (c) [s′..e′] = range(T , P ′). When
called, the function will recursively introduce k − k′ errors to P [i..m] to get an approximation having edit distance at
most k − k′ from P [i..m] and append this approximation to P ′ to get P ∗ which is then an approximation of distance at
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I Construct Fst [1..m + 1] and Fed [1..m + 1] such that [Fst [i]..Fed [i]] = range(T , P [i..m]).
II Call kapproximate([0..n], 1, 0, ).
kapproximate([s′..e′], i, k′, P ′, T )
begin
1. Given [Fst [i]..Fed [i]] = range(T , P [i..m]) and [s′..e′] = range(T , P ′), by Lemma 2 ﬁnd [st..ed] =
range(T , P ′P [i..m]).
2. Report occurrences of P ∗ = P ′P [i..m] in [st..ed] if the interval exists.
3. If (k′ = k) return.
4. For j :=i to m + 1
(a) (when jm, deletion at j , ignored for k-mismatch problem)
Call kapproximate([s′..e′], j + 1, k′ + 1, P ′, dT ).
(b) (when jm, replacement at j ) for each c in A
i. Given [s′..e′] = range(T , P ′), by Lemma 1 ﬁnd [s′′..e′′] = range(T , P ′c).
ii. Call kapproximate([s′′..e′′], j + 1, k′ + 1, P ′c, rT ).
(c) (insertion at j , ignored for k-mismatch problem) for each c in A
i. Given [s′..e′] = range(T , P ′), by Lemma 1 ﬁnd [s′′..e′′] = range(T , P ′c).
ii. Call kapproximate([s′′..e′′], j, k′ + 1, P ′c, iT ).
(d) (when jm) Given [s′..e′] = range(T , P ′), by Lemma 1 ﬁnd [s′′..e′′] = range(T , P ′P [j ]).
s′ := s′′; e′ := e′′; P ′ := P ′P [j ]; T := uT ;
end
Fig. 2. Algorithm for k-difference and k-mismatch problem.
most k from P . Then, it reports occurrences of P ∗ in T . In other words, it is used to locate all approximate occurrences
of P ′P [i..m] in T such that there are at most k − k′ errors all in P [i..m]. To ﬁnd all approximate occurrences of P
with at most k errors, the second phase executes kapproximate with [s′..e′] = [0..n], i = 1, k′ = 0, P ′ =, and T =,
where denotes empty string.
Here, the parameters P ′ and T is for the sake of explanation only. In an actual implementation, we do not need them.
kapproximate([s′..e′], i, k′, P ′) can be subdivided into two steps. The ﬁrst step (Steps 1–2 in Fig. 2) ﬁnds and reports
the interval [st..ed] = range(T , P ∗), where P ∗ = P ′P [i..m]. Given [s′..e′] and [Fst [i]..Fed [i]], by Lemma 2, [st..ed]
can be found in O(log n) time.
The second step (Step 4 in Fig. 2) tries to introduce one more error into P [i..m] and call recursively kapproximate to
generate all approximations of P [i..m] that have at least one and at most k− k′ errors. This step is a loop which iterates
j from i to m + 1. For each j , the algorithm introduces an error at position j . Then, recursively call kapproximate to
generate and report more approximations.
From the discussion, we have the following lemma.
Lemma 5. After an O(n) time preprocessing the text T into an O(n log n)-bit data structure, the algorithm shown in
Fig. 2 solves the k-difference (k-mismatch) problem in O(|A|kmk log n+outputtime) time, where outputtime is the time
spent at Step 2.
Proof. We use sufﬁx array and its inverse, which occupy O(n log n) bits of memory, as the indexing data structure
of T .
Now we do the time analysis of the algorithm in Fig. 2. In the ﬁrst phase we build two arrays Fst and Fed . By
Lemma 1, they can be constructed in O(m log n) time.
For the second phase in which the function kapproximate is executed, each call to Lemmas 1–3 takes O(log n) time.
Hence the total time taken by the function kapproximate is O(ntrace · log n + outputtime), where ntrace is the number
of different traces having cost at most k that can be generated from P . From [29], we have ntrace = O(|A|kmk). Hence
the time taken by the function is O(|A|kmk log n + outputtime).
In total, the running time of the algorithm is O(|A|kmk log n + outputtime). 
T.N.D. Huynh et al. / Theoretical Computer Science 352 (2006) 240–249 247
The algorithm shown in Fig. 2 may report an approximate occurrence of P in T multiple times. We observe that this
happens when one of the following two cases happens: (1) when there are more than one different trace to generate an
approximation P ∗ of P , the algorithm reports the same set of occurrences of P ∗ for each trace; and (2) when there are
two different approximations P ∗1 and P ∗2 of P , in which P ∗2 is a preﬁx of P ∗1 , the set of occurrences of P ∗1 is a subset of
that of P ∗2 . Thus, in order to avoid reporting an occurrence multiple times, in the following discussion we improve the
algorithm so that it only reports occurrences of a generated pattern P ∗ when: (A) the trace we just found to generate
P ∗ is the smallest trace to generate P ∗ from P ; and (B) P ∗ contains no preﬁx of distance k from P . Then, it is clear
that the algorithm’s output time is linear with the number of occurrences.
Let D(i, j, l) be the edit distance between the sufﬁx P [i..m] of P and the substring P [j..l] of P , where 1 im,
i − 2kj i + 2k and max(j,m − 3k) l < m. Thus, the table D(i, j, l) has O(mk2) entries. By a simple form
of dynamic programming (see [30]), all entries can be evaluated in O(mk2) time. Let E(i, j), where 1 im and
i − 2kj i + 2k, be the minimum value of all entries D(i, j, l), for max(j,m − 3k) l < m. Thus, E(i, j) is the
minimum edit distance between the sufﬁx P [i..m] of P and some substring starting at position j in P (excluding
P [j..m]). We can see that having the table D, all E(i, j) entries can be found in O(mk2) time. At the beginning of the
algorithm (before calling kapproximate), we construct the table E. Its usage will be explained later.
In the algorithm in Fig. 2, during the process of generating an approximation of P (by recursively calling the
function kapproximate), we update P ′ by appending to it one character at a time (at Step 3). Now, during the process,
we maintain an m × |P ′| table A such that A(i, j) = dist(P [1..i], P ′[1..j ]). When we append a character to P ′
(append a new column to A), the entries in the new column can be evaluated easily using entries in the previous
column. Because the entries A(1, |P ′|), . . . , A(|P ′| − k − 1, |P ′|), and A(|P ′| + k + 1, |P ′|), . . . , A(m, |P ′|) are
always larger than k, we will not be interested in and evaluate these entries. Hence, there are only O(k) entries to
update: A(|P ′| − k, |P ′|), . . . , A(|P ′| + k, |P ′|). So the cost of maintaining the table A is O(k) time whenever we
append a new character to P ′.
Now we want to make sure that the trace we are following to generate P ′ in the process is always the smallest trace
to P ′ from P [1..i − 1]. To do so, we make the parameters to function kapproximate satisfying an invariant that T is
the smallest trace from P [1..i − 1] to P ′. Everytime T is updated in Step 4 (preﬁxed with some new operation ), we
need to check that:
1. c(T ) is minimum, and
2. there is no other trace T ′ also from P [1..j ] to P ′ such that c(T ′) = c(T ) and T ′ is lexicographically smaller T .
Checking (1) is easy: a minimum c(T ) is equivalent with c(T ) = A(j, |P ′|), since T is a trace from P [1..j ] to P ′. For
(2), because we are maintaining the invariant, we only need to check that there is no other trace T ′ from P [1..j ] to P ′
with cost c(T ′) = c(T ) that begins with an operation smaller than . For example, if  = r (the most recent operation
in T is replace) and we want to check that there is no other trace with the same cost beginning with d (delete) which is
smaller than r . To do so, we check by seeing if A(j − 1, |P ′|)+ 1 = A(j, |P ′|). If yes, there exists such a trace and T
is not the smallest. Otherwise there is no such trace. Similarly, checking that there is no other trace with the same cost
beginning with u (unchange) is equivalent to checking A(j − 1, |P ′| − 1) + 1 = A(j, |P ′|). The same goes for other
operations. It is easy to see that given the table A, this checking can be done in O(1) time every time T is updated in
Step 4.
The invariant ensures that T is the smallest trace to generate P ′ from P [1..i − 1] and thus uu · · · uT (m− i + 1 u’s)
is the smallest trace to generate P ∗ = P ′P [i..m] from P . So the constraint (A) is satisﬁed.
By checking if A(m, |P ′|)k every time P ′ is updated (appended with a new character), we can always check if P ′
is of edit distance k from P . If it is so, we stop appending character to P ′ (otherwise, the approximation of P we are
going to generate will contain a preﬁx of distance k from P ) and stop continuing the current trace to generate P ∗.
Before we report occurrences ofP ′P [i..m] in Step 2, we need to check that it does not contain any preﬁx having form
P ′, where  = P [i..m] and  =, that is of distance k from P . Hence,  = P [i..l] for some i l < m. We observe
that if dist(P ′, P )k, there is some x such that dist(P ′, P [1..x − 1]) + dist(, P [x..m])k, which is equivalent to
A(x − 1, |P ′|) + dist(, P [x..m])k. Hence, we need to check that there is no such x.
Suppose there is such an x. Because dist(P ′, P [1..x − 1])k, we have |P ′| − k + 1x |P ′| + k + 1. Also,
because dist(P [1..i − 1, P ′)k, we have i − k − 1 |P ′| i + k − 1. Hence, i − 2kx i + 2k. Also, because
dist(P [i..l], P [x..m])k, l−im−x−km−i−3k. Thus, lm−3k. ThereforeE(x, i)dist(P [x..m], P [i..l]) =
dist(P [x..m], ).
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Hence, for each x in [i − 2k, i + 2k], we see if A(x − 1, |P ′|)+E(x, i)k. If yes, there is such an x. The total time
taken is O(k).
From the discussion, we have the following theorem.
Theorem 2. After an O(n) time preprocessing of the text T , an O(n log n)-bit data-structure can be constructed such
that the k-difference (k-mismatch) problem can be solved in O(|A|kmk · max(k, log n) + occ) time.
Proof. The time to construct the table E is O(mk2) and the time taken by the function kapproximate now becomes
O(ntrace · max(k, log n) + outputtime). Since we have avoid reporting duplicate outputs, now we have outputtime =
O(occ). From a similar analysis of Lemma 5 and from the above discussion, the theorem follows. 
To achieve linear indexing space, we replace sufﬁx array and inverse sufﬁx array by compressed sufﬁx array to index
T and use the same algorithm. Then we have the following result.
Corollary 2. After an O(n) time preprocessing of the text T , an O(n)-bit data-structure can be constructed such that
the k-difference (k-mismatch) problem can be solved in O(|A|kmk · max(k, log2 n) + occ log n) time.
Proof. We use compressed sufﬁx array data structure to index the text T , then we achieve the O(n) bits space. We
use the same algorithm as in Theorem 2. As compressed sufﬁx array incurs the penalty of O(log n) for every access to
sufﬁx array and inverse sufﬁx array (Lemma 4) every time we use Lemma 1, 2 or 3 and report occurrences, thus from
the time analysis in Theorem 2, the time complexity follows. 
5. Conclusions
Wehave described our algorithm for the k-difference and k-mismatch problemswhich uses O(n log n)-bit or O(n)-bit
indexing space and each query takes O(|A|kmk ·max(k, log n)+ occ) or O(|A|kmk ·max(k, log2 n)+ occ log n) time,
respectively. For k = 1, although this is not the fastest result in literature, it uses optimal indexing space. For k1, it
is the fastest result in literature that uses a moderate amount of indexing space for large n. Another advantage of our
solution over other approaches is that our data structures require only linear preprocessing time.As a future work, we
would like to improve the query time. More speciﬁcally, for k = 1, is it possible to achieve linear query time with
(n log n) indexing space?
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