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ABSTRACT. We describe a q-deformation of the Lorentz group in terms of a q-
deformation of the van der Waerden spinor algebra.
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1. Introduction.
Weak deformations which test the stability of quantum mechanics are of interest
as a matter of principle. One deformation which has been the subject of considerable
study results from the replacement of the commutators or anticommutators of dynamically
conjugate operators by their q-commutators. As far as these studies have shown, there
is no obstruction to the formulation of a “q-quantum mechanics” for finite systems.1 In
the field theoretic context, however, this is not a well defined procedure and may lead to
violation of the Poincare´ group.
In an alternative approach, one may begin with an explicit deformation of this group.
We shall here examine the q-deformation of the Lorentz group by q-deforming its two-
dimensional representation. Although the q-Lorentz group has already been studied by
several authors,2 the present treatment may be of interest as a simple modification of the
van der Waerden calculus.
2. Spinor Algebra for Lorentz Group.
We shall first summarize the familiar spinor algebra for the Lorentz group. Let
σk = (σo, ~σ) σo =
(
1 0
0 1
)
(2.1)
and
X = xkσ
k =
(
xo + x3 x1 − ix2
x1 + ix2 xo − x3
)
. (2.2)
Then
detX = x2o − ~x
2 = ηkℓxkxℓ (2.3)
ηkℓ =


1
−1
−1
−1

 .
X is also Hermitian:
X = X† . (2.4)
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Let
X ′ = LXL† . (2.5)
Then
(X ′)† = X ′ . (2.6)
But we shall now require
detL = 1 (2.7)
then
detX ′ = detX (2.8a)
or
(x2o − ~x
2)′ = x2o − ~x
2 . (2.8b)
L has four complex matrix elements related by detL = 1. These are the six independent
real parameters needed to describe a Lorentz transformation and L is a two-dimensional
representation of the Lorentz group.
Let ξA be a two-rowed basis for the two-dimensional representation, L,
ξA → LABξ
B (2.9)
and η a basis for the conjugate representation
ηA˙ → L¯A˙
B˙
ηB˙ (2.10)
where the conjugate representation is distinguished by a dotted index. Likewise let ξ be a
two-rowed basis for L−1
ξA = (L
−1) BA ξB . (2.11)
Again there is a conjugate representation:
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χA˙ → (L¯
−1) B˙
A˙
χB˙ . (2.12)
Then upper and lower indices behave in the usual way as contravariant and covariant, so
that expressions like ξAξA are invariant.
The two-dimensional Levi-Civita symbol, ǫAB , may be used to define the determinant
of L:
ǫAB det L = L
C
AL
D
BǫCD . (2.13)
Since detL = 1,
ǫAB = L
C
AL
D
BǫCD . (2.14)
Therefore ǫAB is a covariant two-spinor that is taken into itself by spin transformations
while
ǫABξ
AηB (2.15)
is invariant.
Let us define ǫAB by
ǫAB = ǫAB . (2.16)
Then
ǫACǫBC = δ
A
B . (2.17)
Also
ǫAB = (L−1)AC (L
−1)BD ǫ
CD . (2.18)
The spin tensors ǫAB and ǫ
AB provide ways of lowering and raising indices. Thus
ξB = ξ
AǫAB (2.19)
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ξA = ǫABξB (2.20)
and
ξAη
A = ξBǫBAη
A = −ηAǫABξ
B = −ηBξ
B (2.21)
if ξ and η commute. Therefore ǫAB serves as a two-dimensional metric.
One next introduces the matrices contravariant to (σmAx˙) with respect to ǫ
(σ¯m)X˙A = ǫX˙Y˙ ǫAB(σm)BY˙ . (2.22)
Then if (σm)BY˙ is the original set (1, ~σ), defined in (2.1),
(σ¯m)X˙A = (1,−~σ) . (2.23)
The following relations are also useful
σ¯mσn + σnσ¯m = 2ηnm (2.24)
Tr σ¯mσn = 2ηnm (2.25)
or
(σ¯m)X˙A(σn)AX˙ = 2δ
m
n (2.26)
and
(σn)AX˙(σ
n)BY˙ = 2δBAδ
Y˙
X˙
(2.27)
With the aid of the σ-matrices one may pass between the four-dimensional and spin
representation
TAX˙ BY˙ ...
CW˙ ...
= σAX˙a σ
BY˙
b σ
c
CW˙
T ab...c... (2.28)
and
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T ab...c... = σ
a
AX˙
σb
BY˙
σCW˙c T
A˙X˙ BY˙ ...
CW˙ ...
. (2.29)
Any finite irreducible representation of L is equivalent to some spin representation
which is separately symmetric in all dotted and undotted indices. D(k, ℓ) is the usual
notation to describe 2k dotted and 2ℓ undotted indices.
3. Spin Representation of a Vector.
In the notation just introduced, the vector xa has the spin representation XAX˙ where
XAX˙ = σAX˙a x
a (3.1)
2xa = σa
AX˙
XAX˙ . (3.2)
If
XAX˙ = ψAψ¯X˙ (3.3)
then
2xa = ψσaψ¯ . (3.4)
The transformation of XAX˙ is given by
(XAX˙)′ = ψ′Aψ¯′X˙ (3.5)
= (LABψ
B)(L¯X˙
Y˙
ψ¯Y˙ )
= LAB(ψ
Bψ¯Y˙ )(L†) X˙
Y˙
= LABX
BY˙ (L†) X˙
Y˙
or
X ′ = LXL† (3.6a)
where
X = (XAX˙) = xaσ
a (3.7)
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so that we recover (2.5).
From (3.6) one may obtain the vector representation of L in the following familiar
way. We have
∑
x′aσ
a =
∑
(LσbL†)xb (3.8)
x′b =
1
2
∑
(Tr σ¯bLσ
cL†)xc (3.9)
or the vector representation of L is
L cb =
1
2
Tr σ¯bLσ
cL† (3.10)
in terms of the spin representation of L.
4. The q-Deformation of the Lorentz Group.
We base our work on the following q-covariant Levi-Civita tensor:
ǫq =
(
0 q−
1
2
−q
1
2 0
) ǫ2q = −1
ǫqǫ
t
q =
(
q−1 0
0 q
)
(4.1)
Repeating (2.13) in terms of ǫq we define T , the q- deformed spin representation of L as
follows:
ǫq∆q = T
tǫqT (4.2)
= TǫqT
t (4.3)
Here t means transpose, and ∆q is by definition the q-determinant.
We know that these relations define the GLq(2) group. That is, if
T =
(
a b
c d
)
(4.4)
then (4.2) and (4.3) may be simultaneously satisfied only if the following relations hold:
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ab = qba
ac = qca
bd = qdb
cd = qdc
bc = cb
∆q = ad− qbc
(4.5)
and
(∆q, Tkℓ) = 0 . (4.6)
∆q is the q-determinant and (4.2) may be regarded as a definition of this determinant
since:
(ǫq)AB detq T = T
C
AT
D
B(ǫq)CD (4.7)
= T CA T
D
B (ǫq)CD (4.8)
as in (2.13).
The only restriction on the matrix L (first introduced in (2.3)) is (2.7). We shall now
impose the corresponding condition on T . Then detq T = 1 and
ǫq = TǫqT
t (4.9)
= T tǫqT (4.10)
Note also
detqT
t = detqT = 1 . (4.11)
We may now try to take over Eq. (2.5) with L replaced by T
X ′ = TXT † detqT = 1 . (4.12)
The previous arguments no longer go through, however, since the matrix elements of
T are non-commuting. In the limit q = 1, T approaches L, and (4.12) then describes a
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Lorentz transformation. However, (4.11) has the same meaning as (2.5) only in the q = 1
limit when the matrix elements (a, b, c, d) all commute and lie in the complex plane. In
general (4.12) will have no classical meaning. Nevertheless a corresponding spinor algebra
may again be constructed.
5. q-Spinors.
Except when explicitly otherwise indicated, let us now understand by ǫ the ǫq matrix.
One may next define a contravariant ǫ by
ǫ12 = q
1
2 , ǫ21 = −q−
1
2 , ǫkk = 0 (5.1)
so that ǫAB(q) = ǫAB(q
−1) or
ǫACǫBC = δ
A
B . (5.2)
Then ǫAB is the metric in spin space and may be used to raise and lower indices. Thus if
ξA is a covariant spinor, the corresponding contravariant spinor is
ξB = ǫBAξA (5.3)
and
ξA = ξ
CǫCA . (5.4)
By (4.7) ǫAB is an invariant tensor since
ǫAB = T
C
A T
D
B ǫCD . (5.5)
Multiply (5.5) by ξAχB . Then
ξAǫABχ
B = ξC
′
ǫCDχ
D′ (5.6)
where
ξC
′
= ξAT CA (5.7a)
χD
′
= χBT DB . (5.7b)
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The invariant quadratic forms (5.6) may also be written as follows:
ξAǫABχ
B = ξBχ
B = ξAχ˜A (5.8)
where
ξB = ξ
AǫAB (5.9a)
χ˜A = ǫABχ
B = χBǫtBA (5.10a)
By (5.2) the inverses of (5.9a) and (5.10a) are
ξC = ǫCBξB (5.9b)
χC = χ˜Aǫ
AC (5.10b)
Given (5.7) and (5.9a) one finds
ξ′B = ξ
CT AC ǫAB (5.11)
By (5.9b)
ξ′B = ǫ
CDξDT
A
C ǫAB (5.12)
Denote the matrix ‖ ǫCD ‖ by ǫˆ to distinguish it from ‖ ǫCD ‖= ǫ. Then
ξ′B = ξD(ǫˆ
tTǫ)DB . (5.13)
But
ǫˆ(q) = ǫ(q−1) = −ǫt(q) (5.14)
and (5.13) becomes
ξ′B = −ξD(ǫT ǫ)
D
B . (5.15)
By (4.9) or (4.10)
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ǫT ǫ = −(T t)−1 . (5.16)
Therefore
ξ′B = ξD
(
(T t)−1
)D
B
. (5.17)
Note that (T t)−1 6= (T−1)T here. One checks that
ξ′Bχ
B′ = ξBχ
B . (5.18)
This invariant may be written as
ξAχ
A = ǫBAξ
BχA (5.19)
= q−
1
2 (ξ1χ2 − qξ2χ1) . (5.20)
Therefore the invariant equation
ξAχ
A = 0 (5.21)
implies the invariance of the commutation rules
ξ1χ2 = qξ2χ1 . (5.22)
Just as in the Lorentz case one must also make use of the conjugate representations.
Corresponding to (5.7) and (5.17) one has
ξ¯C˙
′
= ξ¯A˙T¯ C˙
A˙
(5.23)
and
ξ¯′
B˙
= ξ¯D˙
(
(T¯ t)−1
)D˙
B˙
(5.24)
where ξ¯A˙ is the basis for T¯ , the conjugate representation, and the dot again indicates the
conjugate representation. The conjugate is now in the SUq(2) algebra, not in the complex
plane.
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An alternative procedure begins with (4.7) instead of (4.8). Then
ǫAB = T
C
AǫCDT
D
B
ξAǫABχ
B = (ξCǫCDχ
D)′
where
ξC
′
= TCAξ
A
χD
′
= TDBχ
B
instead of (5.7).
6. The σq Matrices.
Let us set
(σmq )BY˙ = (1, ~σ) (6.1)
just as for the Lorentz case.
We now introduce the matrices contravariant to (σmq )BY˙ with respect to the metric
ǫq:
(σ¯mq )
X˙A = ǫX˙Y˙q ǫ
AB
q (σ
m
q )BY˙ . (6.2)
Then
(σ¯mq )
X˙A =
(
q 0
0 q−1
) (
0 −1
−1 0
) (
0 i
−i 0
) (
−q 0
0 q−1
)
(6.3)
which satisfy the following relations
(σ¯mq )
X˙A(σnq )AX˙ = 2η
mn (6.4)
(σnq )AX˙(σ¯qn)
Y˙ B = 2δY˙
X˙
δBA (6.5)
where
ηnm =


1
2
(q + q−1) 0 0 1
2
(q − q−1)
0 −1 0 0
0 0 −1 0
1
2 (q − q
−1) 0 0 −12 (q + q
−1)

 . (6.6)
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7. The q-Spin Representation of Vectors.
Define the q-vector by
xa = (σq)
AX˙
a XAX˙ (7.1)
where XAX˙ is the bispinor:
XAX˙ = ψAψ¯X˙ . (7.2)
Then
Xa = ψ(σq)aψ¯ . (7.3)
The transformation of XAX˙ reads as follows:
X ′
AX˙
= (T BA ψB)(T¯
Y˙
X˙
ψ¯Y˙ )
= T BA (ψBψ¯Y˙ )(T
†)Y˙
X˙
(7.4)
where
T¯ Y˙
X˙
= (T¯ t)Y˙
X˙
= (T †)Y˙
X˙
. (7.5)
Then (7.4) may be written
X ′ = TXT † (7.6)
where T † means the Hermitian adjoint matrix. This equation is formally the same as (3.6)
with L replaced by T . In addition
detqT = det L = 1 (7.7)
but
detqX
′ 6= detqX (7.8)
unless q = 1, since
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detqAB 6= detqA detqB (7.9)
unless
(Aij , Bkℓ) = 0 .
Although detqX is not conserved, one may continue by rewriting (7.6) as follows:
∑
xa
′
(σq)a = T
∑
xa(σq)aT
† (7.10)
and solving to give the transformation equation for xa
xa
′
=
∑
T abx
b (7.11)
where
T ab =
1
2
Tr σ¯aqT (σq)bT
† . (7.12)
8. Invariants and Irreducible Representations.3
Although the usual Lorentz interval, represented by (detX)1/2, is no longer invariant,
there are of course new invariants belonging to the deformed group. Just as the invariants
of the Lorentz group are the same as the invariants of the unimodular linear group SL(2),
here they are the same as those of SLq(2). The basic invariant may be expressed in terms
of either the covariant or contravariant metric as follows:
ξAǫABχ
B = 0 (8.1a)
ξAǫˆ
ABχB = 0 (8.1b)
or
ξ1χ2 − qξ2χ1 = 0 (8.2a)
ξ2χ1 − qξ1χ2 = 0 . (8.2b)
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Take the special case ξ = χ. Then
χ2χ1 = qχ1χ2 (8.3)
and
χ1χ2 · χ2χ1 = χ2χ1 · χ1χ2 . (8.4)
By the binomial theorem applied to (8.1)
(iχtǫχ)2j
(2j)!
=
∑
V˜ (jm)V (jm)(−q)m (8.5)
where
V (jm) =
χj+m2 χ
j−m
1
[(j +m)!(j −m)!]1/2
ǫ(q−1|j +m) (8.6)
V˜ (jm) =
χj+m1 χ
j−m
2
[(j +m)!(j −m)!]1/2
ǫ(q|j −m) (8.7)
and
ǫ(q|n) = qn(n−1)/2 . (8.8)
Therefore
eiχ
tǫχ =
∑
V˜ (jm)V (jm)(−q)m
= 1
(8.9)
The invariant terms of (8.5) may be written
Q(j) = V˜ (j)Cj(−q)V (j) (8.10)
where
Cj(q) =


qj
. . .
q−j

 . (8.11)
Here V˜ (jm) and V (jm) are the 2j + 1 dimensional vectors which transform under T as
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V˜ ′(jm) =
j∑
−j
V˜ (jm′)D˜j(m′m) (8.12)
V ′(jm) =
j∑
−j
Dj(m,m′)V (jm′) (8.13)
One finds
D˜j(m′, m) = N jmjm′
ǫ(q|j −m)
ǫ(q|j −m′)
q−j
2
×
∑
qσ
〈
j +m
j −m′ − t
〉
q2
〈
j −m
t
〉
q2
bj−m
′−tam+n
′+tdtcj−m−t .
(8.14)
Here
〈
n
s
〉
=
〈n〉q!
〈s〉q! 〈n− s〉q!
〈nq〉 =
qn − 1
q − 1
(8.15)
where 〈n〉 is the basic integer.
These 2j + 1 dimensional vectors are the higher dimensional spin tensors that cor-
respond to the higher rank Lorentz tensors, and the invariants Q(j) replace the Lorentz
invariants such as the interval (detX)1/2.
To put (8.6) into correspondence with the bispinor of (7.2), one sets j = 1/2 in (8.6)
to obtain ψA, and then makes use of the conjugate representation in order to form χAχ¯X˙ .
Although it is true that one recovers the Lorentz group when q is set equal to unity,
the results that hold when q 6= 1 are totally different in nature from the q = 1 formulas
and can have significance only in a quantized theory. The parameter q appearing in this
paper is, of course, also totally different from the q appearing in q-commutators.
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