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Roman Klinger, Khalid Lahiane, Andrea Matuszewski, Tilman Mehler, Mohammed Nazih,
Michael Nelskamp und Arne Wiggers
Kapitel 1. Integrierte Arbeitsplattform fu¨r Moderne Handlungsplanung
1.1. Einleitung
Der Fokus der Forschung im Bereich Handlungsplanung verschiebt sich zunehmend in Rich-
tung praktischer Probleme mit Szenarien der Logistik, der Fahrstuhlkoordination, Raum-
und Luftfahrt, Spielen, des Handheld-Setup, der Softwareverifikation, der Diagnose von
(Strom-)Netzwerken und O¨lpipelines, etc., wie der Umfang der aktuell verwendeten Bench-
marks [24] auf internationalen Planungswettbewerben [35, 1, 33, 12] zeigt.
Angespornt durch den Erfolg bei den Wettbewerben steigert sich die Effizienz der Pla-
nungstechnologien kontinuierlich. Viele aktuelle Planungssysteme ko¨nnen komplexe Proble-
me schnell lo¨sen. Was bisher noch fehlt, sind intelligente Werkzeuge, die einen Großteil des
Designprozesses von neuen Doma¨nen u¨bernehmen und gleichzeitig State-Of-The-Art Planer
integrieren.
Im doma¨nenunabha¨ngigen Planen sollten alle Berechnungsschritte automatisiert sein. Bei
den meisten existierenden Planungssystemen jedoch ko¨nnen automatisch inferierte Entschei-
dungen durch mo¨glichst eingeschra¨nkte Benutzereingaben optimiert werden. Als Konsequenz
haben wir eine Arbeitsplattform entwickelt, in der Mo¨glichkeiten bereitstehen, auf Ausga-
ben aus statischen Analysen zuzugreifen und diese zu modifizieren. Des weiteren beinhaltet
die Werkbank Werkzeuge um die Erstellung von neuen Doma¨nen zu vereinfachen, neue bzw
weiterentwickelte Planer, und Umgebungen zur Analyse und Optimierung des Planungs-
prozesses. Die Werkbank beherrscht große Teile der derzeitigen Planbeschreibungssprache1,
inklusive zeitlichen Literalen und abgeleiteten Pra¨dikaten.
Im Folgenden werden die einzelnen Programmteile kurz beschrieben. Der genauere struktu-
relle Aufbau, die Anwendungsweise und die algorithmischen Abla¨ufe werden in den einzelnen
Kapiteln differenziert erla¨utert.
1.2. Architektur der Werkbank
Die ModPlan-Werkbank ist als integrierte Benutzeroberfla¨che fu¨r das Windows Betriebs-
system mit einfacher Anpassung an Unix/Linux entwickelt worden. Die Architektur ist
in Schichten unterteilt. Interaktionen sind mittels der u¨bergeordneten Benutzeroberfla¨che,
Steuerung der Plananimation (in Vega), XML Editierung (in Pollo) und dem direkten Da-
teizugriff mo¨glich. Es wird ein wachsender Teil von PDDL-Ausdru¨cken unterstu¨tzt, wobei
das Lern-Modul mit einfachen temporalen Aktionen und in begrenztem Umfang mit ADL-
Konstrukten arbeitet; die Vorverarbeitung, Planer und Symmetrieerkennung allerdings mit
der kompletten PDDL-Beschreibungsma¨chtigkeit arbeiten ko¨nnen.
Abbildung 1.1 gibt eine grobe U¨bersicht von der Architektur des Systems. Es wurden die
Bereiche gekennzeichnet, in denen der Benutzer mit dem System interagieren kann. Doma¨nen
ko¨nnen entweder vom Lern-Modul inferiert oder von der Festplatte geladen werden. Der
Benutzer kann verschiedene Optionen der Vorverarbeitung und der Aktionsinstantiierung
wa¨hlen und die Planer mit den Original- oder transformierten Dateien starten. Als Backend
wurde die Visualisierung temporaler Pla¨ne und Animation von Planabla¨ufen integriert. Als
zusa¨tzliche Option stehen zur Optimierung die Zielanordnung und Symmetrieerkennung
1ADL (abstract description language), pra¨positionales Planen mit negierten Vorbedingungen, konditionalen
Effekten und quantifizierten Ausdru¨cken
2
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Abbildung 1.1.: Struktur der ModPlan-Werkbank
fu¨r generierte Pla¨ne zur Verfu¨gung. Die zwei neuen Planer, die mit eingebunden wurden
sind: DurativeFF, ein auf heuristischer Suche basierender Planer fu¨r die gesamte PDDL-
Beschreibungsma¨chtigkeit und PatternPlan, ein optimaler, propositionaler Planer, der mit
Musterdatenbanken (Pattern Databases) arbeitet.
1.3. Doma¨neninstantiierung und Codierung
PDDL [14] ist eine ausdrucksstarke Sprachhierarchie fu¨r Doma¨nenbeschreibungen. Stufe 1
umfasst typisierte Doma¨nenbeschreibungen und ADL Expressivita¨t. Auf Stufe 2 ko¨nnen ge-
mischt propositionale und nummerische Probleme eingefu¨hrt und optimiert werden. In Stufe
3 wird zeitliches Planen eingefu¨hrt: einer Aktion kann eine Ausfu¨hrungsdauer zugeordnet
werden. Aktionsgenerierung wie in der Planung wird mit Aktionsanordung wie beim Sche-
duling kombiniert. Neueste Erweiterungen von PDDL [11] beinhalten Doma¨nen-Axiome in
Form von abgeleiteten Pra¨dikaten (derived predicates) und zeitliche Literale (timed initial
literals), die (wenn auch eingeschra¨nkt) die Modellierung exogener Ereignisse ermo¨glichen.
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U¨blicherweise besteht die PDDL-Eingabe fu¨r das Planungsverfahren aus zwei unterschied-
lichen ASCII-Dateien: dem problemunabha¨ngigen domain file und dem instanzspezifischem
problem file. In der Doma¨nenbeschreibung werden parametrisierte Pra¨dikate und Funktionen,
sowie Operatoren mit Vorbedingungen und Effekt-Liste deklariert. Die Problembeschreibung
beinhaltet die Definition der Objekte und ihrer Typen, den Startzustand, die Definition des
Planungsziels und die Zielfunktion zur Optimierung.
Grounding ist der Prozess des Findens von Obermengen von erreichbaren Aktionen, Fakten
und Fluents durch Instantiierung der Operatoren, Pra¨dikate und Funktionen mit den Objek-
ten, die in der Problembeschreibung spezifiziert wurden. Die meisten gegenwa¨rtigen Planer
fu¨hren irgendeine Form des Grounden durch, um die Zustandsraumexploration zu verwenden.
In der Werkbank haben wir drei Techniken integriert: translate, der Instanziierungs-Prozess
des Fast-Downward Planners [19], adl2strips, die Doma¨nen-Translation des FF Planers [25]
und ground, die Vorverarbeitung des Mips Planers [6]. Wa¨hrend translate und adl2strips
dazu in der Lage sind, die ziemlich komplizierten ADL-Ausdru¨cke des propositionalen Pla-
nens zu behandeln, kann ground mit metrischen und temporalen Doma¨nen umgehen. Da
adl2strips die Syntax der PDDL-Stufe 1 anbietet, erzeugten wir ein Programm um die Syn-
tax der PDDL-Stufen 1-3 zu generieren.
Eine rein propositionale Codierung kann Effizienzeinbußen wa¨hrend der Exploration her-
vorrufen. Eine multivariate Darstellung der Atome ist vorzuziehen. Bei der SAS+ Codie-
rung [19] werden Gruppen mit sich gegenseitig ausschließenden Atomen erstellt. Diese Codie-
rung dient als optionale Eingabe fu¨r vorhandene Planer, die diese Mo¨glichkeit nutzen ko¨nnen.
Fu¨r die Werkbank wa¨hlten wir die multivariate Codierung von translate und ground. Das
Format der Ausgabedatei fu¨r diese Doma¨nen-Analyse ist eine Lisp-a¨hnliche Darstellung der
Menge der erreichbaren Atome und ihrer Einteilung in die Doma¨nen der SAS+-Variablen.
1.4. Symmetrierkennung
Sofern nicht richtig behandelt, verursachen nicht erkannte Symmetrien eine Explosion des
Planungssuchraums. Symmetrien vollautomatisch zu ermitteln ist nicht einfach, da dieses
Problem mit dem rechnerisch harten Problem der Graphisomorphie verwandt ist. Man be-
achte, dass das generelle Problem nicht voll klassifiziert ist. Es wird angenommen, dass es
nicht NP-vollsta¨ndig ist [40]. Einige Einblicke in die Resultate aus der Komplexita¨tstheorie
sind: Wenn GI NP-vollsta¨ndig ist, dann ist Σ2 = Π2; GI hat ein interaktives Beweissystem
mit zwei Kommunikationsrunden, und GI hat ein interaktives Beweissystem mit perfekter
Zero knowledge Eigenschaft.
Um einen Zustandsraum unter Beru¨cksichtigung einer Zustandssymmetrie zu untersuchen,
muss die Explorationsmaschine zusa¨tzlich ein repra¨sentatives Element fu¨r jede A¨quivalenz-
klasse bestimmen. In den meisten Anna¨herungen [38, 16] werden die Symmetrien komplett
vom Nutzer angegeben. Einige Planer verwenden automatische Objekttranspositionen [13].
Zwei Objekte sind symmetrisch, wenn sie im momentanen Zustand ausgetauscht werden
ko¨nnen, ohne dass die Lo¨sbarkeit oder die Optimalita¨t im restlichen Planungsproblems beein-
flusst werden. Solche Symmetrien kommen ha¨ufig in Benchmark-Problemen vor. Ein zusa¨tz-
liches Problem bei Objekttranspositionen ist, dass Symmetrien wa¨hrend der Exploration
verschwinden und wieder auftauchen ko¨nnen.
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Die wichtigste Beobachtung ist, dass Objekttranspositionen fu¨r die Doma¨ne transparent
sind, so dass die Symmetrieerkennung allein unter Beru¨cksichtigung des aktuellen Zustands
und der Zielspezifikationen mo¨glich ist. Fu¨r nObjekte haben wir n! mo¨gliche Objektpermuta-
tionen. Beru¨cksichtigt man alle Typinformationen, reduziert sich die Anzahl aller mo¨glichen
Permutationen auf n!/(t1!·. . .·tk!), wobei ti die Anzahl der Objekte vom Typ i, i ∈ {1, . . . , k}
ist. Um die Anzahl potentieller Symmetrien auf eine handhabbare Gro¨ße zu reduzieren, nutzt
man Objekttranspositionen, fu¨r die wir ho¨chstens n(n− 1)/2 Kandidaten haben.
Unter Einbeziehung von Typinformationen kann sich die Anzahl weiter auf
∑k
i=1 ti(ti−1)/2
reduzieren. Fu¨r forwa¨rts suchende Planer ko¨nnen wir diese Menge mo¨glicher Objektsymme-
trien auf diejenigen beschra¨nken, die auch im Ziel gu¨ltig sind. Symmetrieerkennung in unserer
Werkbank basiert auf Planschnappschu¨ssen. Das System leitet eine Folge von Objektsym-
metrien her, wa¨hrend der Nutzer komplexe Symmetrien, die nicht gefolgert werden ko¨nnen,
hinzufu¨gen kann.
1.5. Abha¨ngigkeit von Operatoren und parallele Pla¨ne
In der Planung existieren zwei wesentliche Optimierungs-Metriken. Die Planla¨nge (Zahl der
Operatoren) und der Makespan (minimale parallele Ausfu¨hrungszeit). Fu¨r propositionale
Planung bekommt jeder Operator die Ausfu¨hrungszeit 1, so dass das Makespan der minima-
len parallelen Planla¨nge entspricht. Um parallele Pla¨ne zu berechnen, muss eine Abha¨ngig-
keitsrelation der Operatoren zur Verfu¨gung gestellt werden. Dafu¨r mu¨ssen zusa¨tzlich Kon-
flikte zwischen nummerische Variablen betrachtet werden.
Zwei Operatoren sind abha¨ngig, falls einer der folgenden Konflikte vorliegt:
1. Die propositionalen Vorbedingungen eines Operators haben einen nicht-leeren Schnitt
mit den Effekten des anderen Operators.
2. Der Kopf eines nummerischen Zuweisungsoperators einer Aktion ist enthalten in einer
Bedingung der anderen Aktion.
3. Der Kopf einer nummerischen Zuweisung in einer Aktion taucht innerhalb des Restes
einer Zuweisung in einer anderen Aktion auf.
Fu¨r temporale Planung mit at start, over all, und at end Modalita¨ten, haben wir acht un-
terschiedliche Abha¨ngigkeiten, d.h. start/start, start/over, start/end, over/start, over/end,
end/start, end/over und end/end. Wenn es mehr als ein Konflikt fu¨r ein Operatorpaar gibt,
mu¨ssen wir den Maximalwert berechnen, der vom den einzelnen Konflikten abgeleitet wird.
In der PDDL 2.1 Semantik zum temporalen Planen erlauben Operatoren U¨berlappung und
erfordern einen minimalen Zeitverzug ε zwischen zwei abha¨ngigen Teilaktionen. Der Wert
fu¨r ε ist 0,01. Die Idee liegt darin, dass, wenn eine Proposition oder einen nummerischen
Ausdruck durch unterschiedliche Aktionen verwendet wird, einige Zeit hierfu¨r beru¨cksichtigt
werden muss.
Die Optimierung von Pla¨nen ohne Vorga¨ngerrelation wird miteinbezogen [2], denn die Be-
rechnung des Makespan fu¨r ein Folge von Operatoren ist NP-vollsta¨ndig. Fu¨r eine Rei-
henfolge der Operatoren in einem Plan, wird unter ihnen, ein optimaler paralleler Plan in
Polynomialzeit berechnet, der die Bedingungen der Ausfu¨hrungszeiten respektiert. Mit der
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kritischen Pfadanalyse (PERT) kann solch Plan in optimalen Zeit [6] berechnet werden. Der
Ansatz la¨sst sich zu zeitlichen Literalen und Aktionen mit Ausfu¨hrungszeitfenster erwei-
terten. Die Operatorabha¨ngigkeit bedingt eine Vorga¨ngerrelation und eine Ausfu¨hrung der
Aktionen in einer bestimmten Reihenfolge. Um ein optimalen Anordnungen (Schedules) von
sequentiellen Pla¨nen in der temporal Planung zu berechnen, werden die Abha¨ngigkeiten der
Operatoren paarweise vorberechnet, und, nach jeder Berechnung eines Plans, dem Benutzer
zur Verfu¨gung gestellt. Er kann diese Abha¨ngigkeiten manipulieren, d.h. hinzufu¨gen, oder
lo¨schen, bevor temporale Planordnungen (Schedules) berechnet werden.
1.6. Doma¨nen inferieren
PDDL-Doma¨nen aus partiellen Pla¨nen ohne jegliche Hilfe eines Experten zu erschließen ist
eine herausfordernde Aufgabe. Um Operatoren einer Doma¨nenbeschreibung zu inferieren,
beno¨tigt der Mechanismus Benutzereingaben. Wir haben einen Lern-Algorithmus implemen-
tiert, der beaufsichtigt durch einen Benutzer interaktiv Doma¨nenbeschreibungen erstellt.
Wir gehen davon aus, dass der Benutzer versucht eine korrekte Doma¨ne aus einer Sequenz
eines gu¨ltigen Planes zu erstellen. Zusa¨tzlich zum Plan werden Pra¨dikate beno¨tigt. Sind die
Operatoren gegeben, wird der Benutzer anhand von Auswahlmo¨glichkeiten aufgefordert Vor-
bedingungen und Effekte eines Operators zu wa¨hlen. Der gesteuerte PDDL Lernmechanis-
mus wa¨hlt die folgenden Operatoren und reduziert weitestgehend die Optionen und generiert
selbsta¨ndig Informationen, bis die Doma¨nenbeschreibung vollsta¨ndig ist. Der Algorithmus
orientiert sich am zugrunde liegenden OpMaker -Algorithmus [34]. Ein entscheidendes Merk-
mal ist die Mo¨glichkeit temporale Aktionen zu erstellen und durch wiederholte Eingabe von
Pla¨nen inkrementell zu lernen.
1.7. Zufriedenstellende und optimale Planung
Da die Zwischenresultate, die durch Instantiierungsprozeduren erzeugt werden, valide PDDL-
Dateien sind, kann jeder Planer als Problemlo¨ser verwendet werden. Um die Entwicklung der
Planungstechnologie voranzutreiben und die Anwendbarkeit unseres Knowledge-Engineering-
Werkzeugs hervorzuheben, haben wir zwei weitere Planer hinzugefu¨gt: Einen optimalen Pla-
ner und ein suboptimales, metrisches und temporales Lo¨sungsmodul. In unsere Werkbank
haben wir fu¨r beide Planer eine Schnittstelle implementiert.
Aktuelle STRIPS-Planer weisen unterschiedliche Strukturen auf. Wa¨hrend die meisten
suboptimalen Planer heuristische und/oder lokale Suche [4] verwenden, reichen optimale
Planer von Erfu¨llbarkeits- [29] und Graphplan-Ansa¨tzen [3], bis hin zu Integer Program-
mierung [30] und heuristischer Suche [18]. Mit Pattern-Plan steuern wir einen optimalen
Musterdatenbank-Planer bei.
In [5] ist die automatisierte Auswahl der mo¨glichen Abstraktionsfunktionen, die zu infor-
mativen Pattern Databases fu¨hren sollen, ein schweres kombinatorischen Problem. Das gilt
insbesondere fu¨r die Erzeugung von disjunkten Datenbanken [32], bei denen jeder Opera-
tor nur in einer Abstraktion Vera¨nderungen bewirkt. Beim Planen sind Pattern Database-
Abstraktionen am effektivsten, wenn sie SAS+-Gruppen benutzen. Es gibt verschiedene Bin-
Packing-Approximationsalgorithmen [5], die zu einer Aufteilung von verschiedenen Gruppen
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fu¨hren, bevor die Pattern Databases aufgebaut werden. Die maximale Gro¨ße einer Pat-
tern Database ist beschra¨nkt durch die Mutiplikation der Kardinalita¨ten der ausgewa¨hlten
verschiedenen Doma¨nen. Wir haben einem genetischen Algorithmus implementiert, um die
erste Aufteilung der Gruppen zu verbessern. Des Weiteren ermo¨glichen wir dem Benutzer
die approximierte disjunkte Einteilungen in Musterdatenbanken zu verfeinern, was fu¨r das
Inferenzmodul hilfreich sein kann. Diese Interaktionsmo¨glichkeiten stehen durch einen XML-
Editor zu Verfu¨gung.
Was metrische Planung betrifft, haben wir den Pert Scheduling-Ansatz [6] implementiert
und Metric-FF [22] hinzugefu¨gt, um parallele Pla¨ne zu erzeugen. Wir verwenden die kriti-
sche Pfadanalyse fu¨r komplette Pla¨ne sowie fu¨r die partielle und relaxierte Pla¨ne. Wa¨hrend
temporale Planung dazu fu¨hrt, Pla¨ne mit Zeitstempeln anstatt eine Planfolge zu berechnen,
haben wir erfolgreich Metric-FF zu Durative-FF erweitert, einen neuen Planer, der PDDL2.1
Level 3 parst und PERT auf den erzeugten sequentiellen Plan anwendet. Erste Ergebnisse
auf den Planungwettbewerb-Benchmarks sind vielversprechend. Da der Ansatz zu zeitlicher
Literalen in der Form von Ausfu¨hrungszeitfenster [7] erweitert wurde, wurden diese mit ein-
zubezogen. Durch die Wahl des zugrundeliegenden Planers ist jedoch die Erweiterung der
relaxierten Planungsheuristik zu den nicht linearen Problemen [8] offen.
1.8. Validierung und Visualisierung von Pla¨nen
Zur Validierung von Pla¨nen wurde VAL [27] integriert, das von der Strathclyde Planning
Group bereitgestellt wird. Die wichtigste Option von VAL ist die Mo¨glichkeit Simulationen
zu erstellen, d.h. nahezu jeden Plan in PDDL-Syntax auszufu¨hren. Das Programm wurde
erweitert um kontinuierliche Effekte, Ereignisse und Prozesse zu extrahieren.
Um die Pla¨ne zu visualisieren und somit einen detaillierten Blick auf Ausschnitte des
Plans zu erlangen, wurde das Animationssystem VEGA [21] in die Werkbank eingebaut.
VEGA ist in Client-Server-Architektur konzipiert, wobei der Algorithmus serverseitig und
die Visualisierung auf dem Client in einem Java-Frontend la¨uft. Die Animation erweitert
den existierenden Code, um mit einfachen Befehlen wie send point(x,y) die Visualisierung
zu ermo¨glichen.
In dem System ko¨nnen Objekte zur Visualisierung mit hierarchisch strukturierten Iden-
tifikatoren assoziiert werden. Der Client wird als Frontend zur Benutzerinteraktion und zur
Visualisierung genutzt. Dadurch ko¨nnen Server und Algorithmus gewa¨hlt werden, Daten ein-
gegeben, Algorithmen ausgefu¨hrt und Visualisierungen angepasst werden. Szenenbeschrei-
bungen ko¨nnen manipuliert werden, die Liste der Algorithmen auf dem Server und die dazu
geho¨rigen Informationen ko¨nnen abgerufen werden, der Algorithmus kann u¨ber eine Be-
dienoberfla¨che im Stil eines Mediaplayers gesteuert werden und Attribute ko¨nnen direkt
oder u¨ber den Objektbrowser angepasst werden. Es ko¨nnen mehrere Algorithmen gleich-
zeitig in verschiedenen Szenen angezeigt werden und verschiedene Sichtweisen einer Szene
geo¨ffnet, diese wiederum einzeln geladen bzw gespeichert werden, Durchla¨ufe und Attribut-
listen vervollsta¨ndigt werden und Szenen im xfig- oder gif -Format exportiert werden.
Vega ermo¨glicht online und oﬄine Pra¨sentationen. Die Hauptaufgabe des Servers ist die
Bereitstellung der Algorithmen per TCP/IP. Der Server kann mehrere Clientanfragen gleich-
zeitig bearbeiten. Er stellt dem Client eine Liste von Algorithmen zur Verfu¨gung u¨ber die der
7
Kapitel 1. Integrierte Arbeitsplattform fu¨r Moderne Handlungsplanung
Client Informationen abrufen, Eingabedaten spezifizieren, den Algorithmus starten kann und
die Ausgabedateien erha¨lt. Die Algorithmenliste kann ohne Neustart des Servers modifiziert
werden.
Gantt charts sind grafische Darstellungen von tempora¨ren Pla¨nen, in denen in horizonta-
ler Form durch verschieden große Rechtecke die Dauer jeder Aktion symbolisieren. Um z.B.
auf genauere Informationen eines Operators zuzugreifen ko¨nnen die entsprechenden Rechte-
cke per Mouse ausgewa¨hlt werden. Unser Visualisierungsmodul stellt u.a. Gantt charts von
Pla¨nen dar.
Doma¨nenspezifische Visualisierung ist eine gro¨ßere Herausforderung. Basierend auf der
Verknu¨pfung von sequentiellen Operatorabfolgen mit den zugeho¨rigen Zustandssequenzen,
wurde eine instanzunabha¨ngige Visualisierung fu¨r viele Doma¨nen aus den Wettbewerben
entwickelt. Propositionale Atome werden durch Bilder gekennzeichnet die zustandsabha¨ngig
gezeigt/nicht gezeigt werden. Durch skalierbare Grafiken werden numerische Gro¨ßen wie
Fu¨llmengen realisiert. Bisher wurden vom Visualisierungsprogramm in Kombination mit
speziellen Planern (sequentielle) Pla¨ne mit zugeho¨rigen Statusinformationen erstellt. In der
Werkbank wird zusa¨tzlich die Mo¨glichkeit angewandt, parallele und tempora¨re Pla¨ne zu ani-
mieren. Hierfu¨r wurde der Validator erweitert, um eine Zustandssequenz bei jedem Ereignis
mit zugeho¨rigem Zeitstempel zu speichern.
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2.1. Einleitung
Der in der Workbench integrierte Lernalgorithmus dient der vereinfachten Entwicklung von
Problemdoma¨nen und -instanzen fu¨r Planungsprogramme. Er soll Anwendern ohne beson-
dere Vorkenntnisse der Problembeschreibungssprache PDDL die Mo¨glichkeit geben, einfache
Doma¨nen zu entwerfen. Erfahrenen Anwendern dient das Programm als Unterstu¨tzung und
Vereinfachung des Entwicklungsprozesses. Es wurde ein Programm entwickelt, das auf Basis
minimaler Informationen und Eingaben Strukturen der Problembeschreibung erkennt und
weitestgehend selbststa¨ndig generiert.
2.2. OpMaker
Als Vorbereitung wurde die Arbeitsweise des OpMaker-Algorithmus [34] analysiert. Dieser
in den graphischen Doma¨neneditor GIPO eingebundene Algorithmus induziert aus wenigen
Informationen (Eingabesequenz, Benutzerabfrage) eine vollsta¨ndige Problembeschreibung.
Als Eingabe ist ein partielles Doma¨nenmodell in OCL (Object Constraint Language1) ge-
fordert, welches Beschreibungen der Objekte, Typen der Objekte, Pra¨dikate, Klassifizierung
der Pra¨dikate und Invarianten beno¨tigt.
Aufgrund dieser Initialinformationen wird eine Beispielsequenz von Aktionen bearbeitet,
die einen korrekten Teilabschnitt einer Problemlo¨sung darstellt. Alle fu¨r eine Problembe-
schreibung no¨tigen Informationen werden dadurch und durch Benutzerabfragen zu einzelnen
Aktionen generiert.
Der OpMaker-Algorithmus In Abbildung 2.1 wird der Ablauf des OpMaker-Algorithmus
dargestellt: Fu¨r jeden Operator der Eingabesequenz werden Name und Parameter bestimmt.
Die Effekte (RHS: right hand state) werden vom Benutzer aus den mo¨glichen Pra¨dikatklas-
sen (substate-classes: Zusammenfassung aller Pra¨dikate, deren erster Parameter als Ordnung
gilt) gewa¨hlt. Aus diesen und den Effekten der vorangegangen Aktion induziert der Algo-
rithmus die Vorbedingungen des Operators. Im Falle konditionaler Aktionen mu¨ssen Effekte
und Vorbedingungen (LHS: left hand state) komplett vom Benutzer gewa¨hlt werden.
2.3. Lern-Algorithmus
Im Folgenden wird der grundsa¨tzliche Ablauf zum Erstellen einer Doma¨ne, also die Funkti-
onsweise des Algorithmus besprochen. Anhand eines Beispiels wird spa¨ter schrittweise durch
das Programm gefu¨hrt.
Bei der Entwicklung des Algorithmus wurde zum Parsen der Eingabe der StringTokenizer





program opmaker(OS: training sequence)
In: partial domain model
Out: parameterised operator description
1. for each op in OS do
2. form name and parameter list P;
3. for each dynamic O of sort S in P do
4. get RHS from user input
5. induce nessery substate class LHS
6. form transition T = (S, O, LHS ? RHS)
7. match free vars in T with those in P
8. end for
9. for all conditional transitions
10. get LHS from user input
11. get RHS from user input
12. form ‘ ? O ? S, (S, O, LHS ? RHS)‘
13. end for
14. end for
procedure match free vars in T with those in P
1. repeat
2. for each parameter X in transition T, X ? O
3. choose a parameter Y in P to match with
4. X such that Y ? O, sort(X) = sort(Y),
5. end for
6. until parameter match set is consistent
7. end
Abbildung 2.1.: Pseudocode des OpMaker-Algorithmus
2.3.1. Eingabedaten
Bei der Eingabe der Initialinformationen kann das vorhandene Template mit entsprechenden
Daten gefu¨llt werden. Hier ko¨nnen der gewu¨nschte Doma¨nenname, Pra¨dikate und Aktions-
sequenz eingegeben werden. Die Pra¨dikate sind uninitialisiert mit Typen anzugeben. In der
Aktionssequenz werden alle beno¨tigten Aktionen fu¨r die spa¨tere Doma¨ne eingegeben, so dass
sie einen sinnvollen Ablauf des Problems darstellen. Diese intuitive Sequenz kann beliebig
lang sein und mit beliebig vielen Objekten beschrieben werden.
Nach abgeschlossener Eingabe werden die Daten geparst und in den zur Weiterverarbei-
tung beno¨tigten Vektoren gespeichert. Der Benutzer wird aufgefordert, die vom Algorithmus
aus der Aktionssequenz extrahierten Objekte mit den Typen aus der Pra¨dikateingabe abzu-
gleichen. Bei einfachen Problemen wie zum Beispiel Blocksworld mit nur einem Objekttyp
wird dieser automatisch vom Programm zugewiesen. Um den Eingabeaufwand weiterhin ein-
zuschra¨nken, gruppiert der Algorithmus die als zusammengeho¨rig erkannte Objekte bei der
Abfrage.
Der dabei verwendete Algorithmus la¨uft nach folgendem Prinzip ab:
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IF Aktion.name(i) == Aktion.name(j)
Parameter(i).index=0
Parameter(j).index=0




Aus diesen Informationen generiert das Programm alle mo¨glichen Pra¨dikatinstanzen, die in
der spa¨teren Effekt- und Vorbedingungeingabe benutzt werden.
2.3.2. Auswahl der Effekte
Die Zuordnung der Effekte orientiert sich am o.g. OpMaker-Algorithmus. Der grobe Ablauf
la¨sst sich am Aktionsdiagramm in Abbildung 2.2 verdeutlichen.
Abbildung 2.2.: Aktionsdiagramm der Effektauswahl





IF Parameter(p) == Parameter(a)
Auswahlmo¨glichkeiten += p
Jeder Aktion aus der Aktionssequenz werden vom Benutzer die gewu¨nschten Effekte aus
den Pra¨dikatinstanzen zugewiesen. Um die Auswahl der Effekte einzuschra¨nken, ko¨nnen
nur relevante Pra¨dikatinstanzen gewa¨hlt werden. Diese Einschra¨nkung erfolgt anhand eines
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Abgleichs der u¨bereinstimmenden Parameter und der Anzahl der Parameter, dass heisst in
der Pra¨dikatinstanz ko¨nnen ho¨chstens so viele und nur die Parameter vorkommen, die auch
in der Aktion stehen. Ist die Eingabe fu¨r die Aktion abgeschlossen, geht der Algorithmus zur
na¨chsten u¨ber. In jedem Schritt werden die bereits bearbeiteten Aktionen mit der aktuellen
verglichen. Wurde bereits eine Aktion mit gleichem Namen bearbeitet, werden die bereits
gewa¨hlten Effekte u¨bernommen und die entsprechenden Effektinstanzen vom Programm
generiert. Jede Aktion muss also nur einmal abgefragt werden. Bei der Effektauswahl hat
der Benutzer zusa¨tzlich die Mo¨glichkeit, die Aktion mit einem temporalen Attribut oder einer
einfachen Bedingung zu erstellen. Bei temporalen Aktionen muss die Dauer und fu¨r jeden
Effekt den der Benutzer wa¨hlen mo¨chte, das entsprechende Pra¨fix (at start, at end, over
all) angegeben werden. Fu¨r konditionale Effekte (for all) kann der Typ gewa¨hlt werden, fu¨r
welchen dieser Effekt gelten soll. Des Weiteren kann zu jeder Auswahl das not-Pra¨fix gewa¨hlt
werden, um diesen Effekt als Negation zu u¨bernehmen. Diese Pra¨dikate werden automatisch
ohne das Pra¨fix als Vorbedingung der Aktion u¨bernommen.
2.3.3. Auswahl der Vorbedingungen
Die Auswahl der Vorbedingungen verla¨uft in drei Phasen:
1. Suche nach Pra¨dikaten, die von einem bestimmten Objekt abha¨ngig sind.
2. Suche nach allen mo¨glichen Kombinationen, die aus den gefundenen Pra¨dikaten resul-
tieren.
3. Aus den Kombinationen werden die Bedingungen generiert.
Fu¨r jeden Schritt aus der Aktionssequenz wird folgendes gemacht: A¨hnlich zur Auswahl der
Effekte werden nur die Pra¨dikate gesucht, deren erster Parameter mit einem Parameter der
Aktion u¨bereinstimmt (Phase 1). Diese werden in dem Vektor curPredicates gespeichert.
Wenn es keine Pra¨dikate in diesem Vektor gibt, wird das na¨chste Objekt betrachtet. Wenn
der Vektor leer ist, werden alle mo¨glichen Kombinationen, die man aus diesen Pra¨dikaten
und den Objekten, die in dem aktuellen Schritt vorkommen, konstruiert. Diese werden in ei-
nem Vektor (tempPredicates) gespeichert (Phase 2). In der dritten Phase wird hauptsa¨chlich
der Vektor der Kombinationen betrachtet. Aus diesen Kombinationen wa¨hlt der Algorithmus
passende Bedingungen direkt aus, unpassende Bedingungen werden nach einer im Folgenden
erla¨uterten Heuristik gelo¨scht. Es werden alle Kombinationen durchsucht. Fu¨r jede Kombi-
nation werden zwei Abfragen gemacht:
• Geho¨rt die Bedingung zu den Effekten dieser Aktion? Wenn ja, wird diese Kombination
gelo¨scht und wird nicht mehr betrachtet.
• Geho¨rt diese Bedingung zu den Effekten der Aktion des vorherigen Schrittes? Wenn
ja, wird diese Kombination als Bedingung direkt u¨bernommen und aus dem Vek-
tortempPredicates gelo¨scht.
Wenn am Ende noch Kombinationen vorhanden sind, wird der Benutzer gefragt, ob und
welche von diesen noch als Bedingung u¨bernommen werden sollen. Diese Schritte werden
beim ersten Bearbeiten der Aktion durchlaufen. Wenn die Aktion schon vom Algorithmus
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bearbeitet wurde, folgt das Programm einem anderen Verfahren (siehe auch Flussdiagramm
Abbildung 2.3): Es werden noch einmal die Phasen 1 und 2 durchgearbeitet. Die Bedingungen
Abbildung 2.3.: Aktionsdiagramm zur Auswahl der Vorbedingungen
werden automatisch generiert. Der Benutzer wird also nicht mehr gefragt; die vom Benutzer
gewa¨hlten Bedingungen aus dem ersten Aufruf der Aktion werden direkt u¨bernommen.
Die Anzahl der generierten Bedingungen wird mit der Anzahl der Bedingungen des ersten
Aufrufs der Aktion verglichen:
1. Sind gleichviele Bedingungen vorhanden, wird noch verglichen, ob es sich hierbei auch
um die gleichen handelt.
a) wenn ja, war das Generieren erfolgreich und es wird die na¨chste Aktion betrachtet.
b) wenn nicht, werden zuerst die (vom Benutzer) gegebenen Bedingungen, dann die
u¨bereinstimmenden Bedingungen gespeichert.
Die u¨brigen Bedingungen (die wir als u¨berflu¨ssig bezeichnen) werden gelo¨scht und die
Aktion (beziehungsweise Bedingung der Aktion) wird aktualisiert. Es kann die na¨chste
Aktion betrachtet werden.
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2. Wenn die Anzahl der generierten Bedingungen gro¨ßer als die Anzahl der Bedingungen
des ersten Aufrufs der Aktion ist, wird gepru¨ft, ob die kleinere in der gro¨ßeren Menge
enthalten ist:
a) wenn ja, wird die na¨chste Aktion betrachtet.
b) wenn nicht, wird nochmal, wie in 1(b) beschrieben, vorgegangen.
3. Wenn die Anzahl der generierten Bedingungen kleiner als die Anzahl der Bedingungen
des ersten Aufrufs der Aktion ist, wird gepru¨ft, ob die kleinere Menge in der gro¨ßeren
enthalten ist. Dann wird das beschriebene Teilverfahren aus 1(b) durchgefu¨hrt.
Durch den Vergleich mit den gewa¨hlten Effekten, das Einbeziehen der bereits erstellten
Vorbedingungen durch die not-Effekte und im Falles des wiederholten Auftretens durch
die Heuristik zum Abgleich mit bearbeiteten Aktionen wird auch hier der Eingabeaufwand
minimiert. Wurde in der Effekteingabe eine temporale Aktion erstellt, muss zu dieser Aktion
auch bei der Eingabe der Vorbedingungen der entsprechende Pra¨fix gewa¨hlt werden. Wurden
vom Algorithmus Bedingungen generiert, wird der Benutzer u¨ber eine gesonderte Abfrage
aufgefordert diese Eingabe zu ta¨tigen. Die Angabe der Dauer ist fix und kann nicht mehr
gea¨ndert werden.
2.4. Erstellung der Problem- und Doma¨nendatei
Das Auswerten der gesammelten Daten und Umwandeln in PDDL-Notation erfolgt durch
Einfu¨gen der Strings aus den Datenstrukturen (Aktionsname, Parameter, etc.) an entspre-
chenden Stellen in syntaktisch korrekter Umgebung. Hierbei wird unterschieden zwischen
der Strips-Erstellung und der Doma¨nenerstellung mit einfachen temporalen Attributen. Je-
de Aktion wird u¨ber Schleifen abgearbeitet, in deren Verlauf die Vorbedingungen, Effekte
und andere Informationen (zum Beispiel Duration) eingefu¨gt werden. Die Objektnamen der
Eingabesequenz werden fu¨r die Problembeschreibung in neutrale, PDDL-typische Bezeichner
umgewandelt.
Zum Erstellen der Probleminstanz wird die Struktur der Aktionssequenz betrachtet. Fu¨r
den Initialzustand der Objekte werden diese in den Vorbedingungen der jeweiligen Aktionen
gesucht. Gesucht wird die erste Stelle, an der das Objekt in einer Vorbedingung steht und
nicht aus dem Effekt der vorherigen Aktion resultiert. Wird ein solches Pra¨dikat gefunden,
wird es in den Initialzustand u¨bernommen. Der Vorgang zum Generieren der Zielzusta¨nde
erfolgt nach dem gleichen Prinzip. Die Objekte werden hierfu¨r in den Effekten der Aktionen
gesucht und aus der letzten Aktion, in der die darauffolgende das Objekt nicht mehr in
den Vorbedingungen beno¨tigt, u¨bernommen. Durch dieses Verfahren entsteht eine partielle
Probleminstanz, die vom Benutzer erweitert werden kann. Im folgende Pseudocode wird die
Probleminstanzerstellung nochmals verdeutlicht.
FOR ALL Objekt o
IF Initialzustand(o) empty
FOR Aktion a = 0
IF o == Vorbedingung(a)
AND FOR ALL s < a
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FOR ALL Aktion a = n
IF o == Effekt(a)




2.5. Programmablauf anhand eines Beispiels
Anhand der Eingabesequenz in Abbildung 2.4 werden die einzelnen Schritte nochmals ver-
deutlicht.
Nachdem die Daten erfolgreich eingelesen und zu einem String konvertiert wurden, werden
die einzelnen Zeilen nach Markierungen durchsucht. Da in der Eingabeoption ein Template
bereitgestellt wird, werden folgende Markierungen immer gefunden: Domain markiert die
Zeile, in welcher der Name steht. Nach Predicates stehen die Pra¨dikate der Doma¨ne und
nach Actions die Aktionssequenz. Die zwischen diesen und den Endindikatoren (Sequenzen-
den werden durch # markiert) gefundenen Eingaben werden in Token aufgeteilt und in den
entsprechenden Vektoren zur Weiterverarbeitung gespeichert.
Als Erstes sucht das Programm nun nach u¨bereinstimmenden Objekten in den Aktio-
nen. Das Programm gruppiert die angegebenen Objekte und es muss zu jedem Typ eine
Gruppe zugeordnet werden. Hierbei werden zuna¨chst alle Objekte in individuelle Gruppen
eingeordnet. Danach werden gleichnamige Aktionen gesucht, deren an gleicher Position ste-
henden Parameter verglichen werden. Sind die Parameter ungleich wird einem der beiden
die Gruppe des anderen zugeordnet. Die erzeugten Gruppen werden noch einmal sortiert,
um leere Gruppen zu vermeiden. Im Beispiel wird so zum Beispiel die Typengleichheit von
’tom’ und ’jerry’ erkannt, denen vom Benutzer der Typ ’person’ zugeordnet wird. Sollte das
Programm erkennen, das nur eine Objektgruppe existiert (wie zum Beispiel in Blocksworld)
wird der einzige Typ automatisch zugewiesen. Nach dieser Zuordnung werden intern Metho-
den aufgerufen, in denen die Datenstrukturen erstellt werden, welche die Weiterverarbeitung
vereinfachen und dem Benutzer intuitive Zuordnungen ermo¨glichen sollen.
Wird mit der Effektauswahl begonnen, muss der Benutzer im Beispiel eine durative Aktion
erstellen, indem die Checkbox aktiviert und eine ganzzahlige Dauer angegeben wird. Zur
Aktion ’board tom mig london’ wa¨hlt der Benutzer als Duration ’20’ und aus den anhand
der Parameter reduzierten Pra¨dikatkombinationen die beiden Effekte ’in tom mig’ mit dem
durativen Pra¨fix ’at end’ und fu¨r den Effekt ’at-pers tom london’ den Pra¨fix ’at start’ und
dem Bezeichner ’not’. Das Programm speichert den durativen Wert, die gewa¨hlten Instanzen
und das Pra¨dikat selbst, welches durch Abgleich der Namen von der gewa¨hlten Instanz und
den Pra¨dikatnamen erkannt wird. Das Prinzip wiederholt sich bei der na¨chsten Aktion ’fly
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board tom mig london
fly mig london newyork full medium
debark tom mig newyork
refuel mig newyork medium full
board jerry mig newyork
zoom mig newyork berlin full medium low
debark jerry mig berlin
refuel mig berlin low medium
board jerry mig berlin
fly mig berlin newyork medium low
refuel mig newyork low full
board tom mig newyork
zoom mig newyork london full medium low
#
%
Abbildung 2.4.: Beispielhafte Eingabesequenz fu¨r Zenotravel
mig london newyork full medium’ (Ebenso mit ’debark...’ und ’refuel...’). Da nun in der
Sequenz eine Aktion folgt, die schon bearbeitet wurde (’board jerry mig newyork’) werden
die bereits gewa¨hlten Effekte u¨bernommen. Die Instanzen werden anhand der Positionen der
Parameter in Pra¨dikat und Aktion generiert und ebenfalls u¨bernommen.
Nachdem alle no¨tigen Effekte entweder eingegeben oder generiert wurden, folgt die Bear-
beitung der Vorbedingungen. Im ersten Schritt wird wieder die Aktion ’board tom london’
bearbeitet. Aus den Effekten wurden bei dieser Aktion schon Vorbedingungen inferiert, de-
nen der Benutzer lediglich noch den durativen Pra¨fix zuweisen muss. Bei nicht-durativen
Aktionen ist diese Abfrage natu¨rlich nicht no¨tig. Aus dem mit ’not’ gewa¨hlten Effekt wird
die Vorbedingung ’at-pers tom london’ und zusa¨tzlich vom Algorithmus die Vorbedingung
’at-aircr mig london’ generiert. Der Algorithmus erkennt keine weiteren Kombinationen, die
zur aktuellen Aktion passen ko¨nnten und somit ist das Auswahlfenster leer. Um Konsis-
tenz zu wahren ist es nach initialer Eingabe der Duration in der Effektauswahl nicht mehr
mo¨glich den Wert (zum Beispiel bei der Wahl der Vorbedingungen) zu a¨ndern, da sonst
u.U. mehrere verschiedene Angaben gemacht werden ko¨nnten. Bei der nun folgenden Aktion
’fly mig london newyork full medium’ wurden wieder zwei Pra¨dikate generiert, die nach der
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(define (domain zeno-travel) (:requirements :typing :strips
:durative-actions) (:predicates
(at-pers ?x1 - person ?x2 - city)
(at-aircr ?x1 - aircraft ?x2 - city)
(in ?x1 - person ?x2 - aircraft)
(fuellevel ?x1 - aircraft ?x2 - flevel)
(next ?x1 - flevel ?x2 - flevel)
) (:durative-action debark
:parameters ( ?x1 - person ?x2 - aircraft ?x3 - city)
:duration (= ?duration 30)
:condition ( and (at start (in ?x1 ?x2))
(over all (at-aircr ?x2 ?x3)))
:effect ( and (at end (at-pers ?x1 ?x3))
(at start (not (in ?x1 ?x2)))))
(:durative-action fly
:parameters ( ?x1 - aircraft ?x2 - city ?x3 - city
?x4 - flevel ?x5 - flevel)
:duration (= ?duration 180)
:condition ( and (at start (at-aircr ?x1 ?x2))
(at start (fuellevel ?x1 ?x4))
(at start (next ?x4 ?x5)))
:effect ( and (at end (at-aircr ?x1 ?x3))
(at end (fuellevel ?x1 ?x5))
(at start (not (at-aircr ?x1 ?x2)))
(at end (not(fuellevel ?x1 ?x4)))))
Abbildung 2.5.: Generierte Zenotravel-Doma¨ne (Ausschnitt)
Pra¨fixabfrage u¨bernommen werden. Zusa¨tzlich werden dem Benutzer alle mo¨glichen Pra¨di-
katinstanzen, also u¨bereinstimmend mit Anzahl und Typ der Parameter und eingeschra¨nkt
durch die bereits generierten Vorbedingungen, angeboten (in diesem Fall ’next full medium’
und ’next medium full’), aus denen noch die Vorbedingung ’next full medium’ mit Pra¨fix ’at
start’ zu wa¨hlen ist. Das Prinzip wiederholt sich bei den folgenden Aktionen, bis alle no¨tigen
Eingaben abgeschlossen sind. Das Programm erstellt nun die Problembeschreibung und die
partielle Probleminstanz aus den gewonnenen Informationen.
Fu¨r die Problem.pddl-Datei (siehe auch Abbildung 2.5) durchsucht der Algorithmus fu¨r
jedes Objekt einen Initialzustand, also einem Zustand der vorher nicht vera¨ndert wurde, und
einen Zielzustand, der in nachfolgenden Aktionen nicht mehr gea¨ndert wird. Auf diese Weise
werden im Beispiel die Initialzusta¨nde fu¨r ’tom’ und ’jerry’ gefunden (’at-pers tom london’
und ’at-pers jerry newyork’) und die Abfolge ’next full medium’ erkannt. Fu¨r den Zielzu-
stand konnte lediglich der Effekt ’in tom mig’ erkannt werden (siehe auch Abbildung 2.6) .
















(at-pers tom london )







Abbildung 2.6.: Partiell generierte Probleminstanz
2.6. Erweiterungen, Ausblick
Als Erweiterung fu¨r den Algorithmus wurde ein Ansatz [41] implementiert, der durch Eingabe
von Pla¨nen, Initial- und Zielzusta¨nden Informationen extrahiert und somit die Entwicklung
einer Doma¨ne nahezu unabha¨ngig von Anwenderentscheidungen macht. Das Prinzip dieses
Ansatzes kehrt die Erstellung der Probleminstanzen um. Der gegebene Plan wird zuerst
dekrementell durchlaufen, wobei die Objekte der Zielzusta¨nde mit den Parametern der Ak-
tionen verglichen werden. Stimmen die Objekte u¨berein und ist deren Anzahl im Zielzustand
ho¨chsten so gross wie in der Aktion, wird der Zielzustand als Effekt der aktuellen Aktion
u¨bernommen und aus der Liste der Ziele gelo¨scht. Daraufhin werden im Plan gleichnamige
Aktionen gesucht, fu¨r deren Parameter gepru¨ft wird, ob ein entsprechender Zielzustand exis-
tiert. Trifft dies zu, wird dieser Zielzustand gelo¨scht, um zu verhindern, dass er als Effekt fu¨r
andere Aktionen akzeptiert wird, also insbesondere um zu vermeiden, dass viele Aktionen
mit gleichen Effekten auftreten. Nachdem eine Aktion bearbeitet wurde, werden gleichnami-
ge Aktionen, die schon durchlaufen wurden, mit den hinzugekommenen Effekten aktualisiert.
Fu¨r die Vorbedingungen wiederholt sich der Ablauf inkrementell mit den Initialzusta¨nden.
Der Algorithmus erlaubt mehrere Eingaben von Pla¨nen und Zusta¨nden und generiert
so mit wachsender Information ’vollsta¨ndigere’ Doma¨nen. Die Korrektheit des Algorithmus
kann nicht gewa¨hrleistet werden, da die verwandte Heuristik von der Struktur der eingege-
benen Informationen abha¨ngig ist. Geplant ist, die generierten Informationen als Input des
bestehenden Algorithmus zu verwenden, wobei der Benutzer hier Fehler korrigieren kann
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und eventuell noch nicht gelernte Vorbedingungen und Effekte einzufu¨gen.
2.7. Zusammenfassung
Zusammenfassend la¨sst sich sagen, dass fu¨r Benutzer ohne PDDL-Hintergrundwissen bezie-
hungsweise Kenntnisse der Notation eine korrekte Problembeschreibung und eine partielle
Instanz erzeugt werden ko¨nnen, die nun mit Planern getestet werden ko¨nnen. Beim Eingeben
der Vorbedingungen und Effekte werden falsche Auswahlmo¨glichkeiten von vornherein wei-
testgehend ausgeschlossen. Im Algorithmus werden gelernte Informationen weiter verwendet.
Auch fu¨r das Erstellen von einfachen temporalen Doma¨nen ist nicht mehr Wissen no¨tig, als
zum Beispiel die Vorstellung zu welchem Zeitpunkt welcher Effekt eintritt und wie lange die
Aktion dauern soll. Es ergibt sich ein einfach zu bedienender Doma¨neneditor, der mit wenig
Initialinformationen auskommt, keine fundierten Kenntnisse in Problembeschreibungsforma-
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Kapitel 3. Vorverarbeitung
3.1. Einleitung - Wozu Vorverarbeitung?
Die Vorverarbeitung dient dazu, die spa¨tere Suche nach einem Plan zu vereinfachen. Es wird
versucht, das Problem - ohne den Inhalt zu vera¨ndern - so umzuformen, dass die Laufzeiten
bei der Plansuche reduziert werden und eventuell bessere Pla¨ne gefunden werden ko¨nnen.
3.2. ¨Ubersetzung
3.2.1. Aufgabenstellung
Unsere Aufgabe war es, eine vereinfachte Problemeingabe zu erzeugen, die von mo¨glichst vie-
len Planungssystemen verarbeitet werden kann. Da so gut wie alle Planer PDDL verarbeiten
ko¨nnen, sollte das vereinfachte Problem auch in dieser Form vorliegen. Da die Vorverarbei-
tung des Downward-Planers unserer Meinung nach sehr gut ist, entschieden wir uns dafu¨r,
die dort erzeugte Ausgabe test.sas, die als Textfile in kodierter Form vorliegt, in eine PDDL-
konforme Darstellung zu u¨bersetzen. Dazu sollte ein Programm geschrieben werden, das die
Dateien test.groups und test.sas als Eingaben erha¨lt und dementsprechend eine Problem- und
Doma¨nenbeschreibung in PDDL erzeugt und auch wieder in Textfiles speichert, die dann als
vereinfachte Eingabe dienen sollen.
3.2.2. Der Downward-Planer
Warum Downward?
Fast Downward ist ein propositionales Planungssystem, das auf heuristischer Suche basiert.
Verglichen mit anderen heuristischen Planern wie HSP oder FF hat Downward zwei entschei-
dende Vorteile. Zum Einen ist der Planer sehr gut fu¨r Planungsaufgaben mit nicht bina¨ren
Zustandsvariablen geeignet, zum Anderen erschließt der Planer kausale Abha¨ngigkeiten zwi-
schen Zustandsvariablen, um relaxierte Planungsprobleme auf hierarchische Art und Weise
zu lo¨sen.
Fast Downward basiert auf heuristischer Zustandsraumsuche a¨hnlich wie HSP oder FF.
Dabei wird die Kausalgraph (englisch causal graph CG) Heuristik verwendet. Wa¨hrend die
CG-Heuristik [36] fu¨r einfache STRIPS-Doma¨nen eingefu¨hrt wurde, ist Fast Downward in der
Lage, mit dem kompletten propositionalen und nicht-temporalen Teil von PDDL umzugehen,
kann also beliebige ADL-Konstrukte und abgeleitete Pra¨dikate (Axiome) verarbeiten.
Der Downward-Planer besteht aus drei Programmen:
1. U¨bersetzer (geschrieben in Python)
2. Vorverarbeiter (geschrieben in C++)
3. Suchmaschine (geschrieben in C++)
Um ein Planungsproblem zu lo¨sen, werden die drei Programme nacheinander aufgerufen.
Sie kommunizieren mittels Textfiles. Diese klare Trennung ermo¨glicht eine schnellere Einar-
beitung in die einzelnen Teile und deren simultane Weiterentwicklung auch von verschiede-
nen Personen. Das war ein wichtiges Kriterium, das uns in unserer Vorbereitungsphase dazu




Der fu¨r unsere Arbeit relevante Teil des Downward-Planers ist der U¨bersetzer.
Der U¨bersetzer hat die folgenden Mo¨glichkeiten:
• Wegkompilierung der (meisten) ADL-Konstrukte
• Instanziierung der Operatoren und Axiome
• Konvertierung der propositionalen Darstellung in eine Repra¨sentation mit mehrfach
bewerteten Zustandsvariablen.
Es ist bekannt, dass einige ADL-Konstrukte einfach wegkompiliert werden ko¨nnen, ohne
die Problemdarstellung dadurch erheblich zu vergro¨ßern, bei anderen funktioniert das nicht
so einfach. Fast Downward verwendet die folgenden Transformationen, um die Problembe-
schreibung zu vereinfachen:
• U¨bersetzung von Implikationen zu Disjunktionen und u¨bersetzung aller Vorbedingun-
gen in Negations-Normalform (NNF).
• Kompilierung von Allquantoren in Bedingungen.
• U¨bersetzung von Bedingungen in prenex Normalform
• U¨bersetzung von Bedingungen ohne Quantoren in DNF.
• Aufteilung von Operatoren oder Axiomen mit disjunktiven Vorbedingungen in einzelne
Operatoren und Aufteilung konditionaler Effekte mit disjunktiven Vorbedingungen in
einzelne Effekte.
Nach diesen Transformationen sind alle Vorbedingungen einfache Konjunktionen von Li-
teralen und die Planungsaufgabe wird somit in STRIPS mit Negationen plus konditionale
Effekte und Axiome beschrieben.
Fu¨r solche Planungsprobleme ist die Instantiierung vergleichbar einfach. A¨hnlich wie bei
Mips wird versucht, die Instanziierung von Operatoren zu vermeiden, die nie angewendet
werden ko¨nnen. Dies passiert, indem zuerst die Menge der Propositionen ermittelt wird, die
in einer relaxierten Exploration erreichbar sind. Negative Vorbedingungen und Effekte wer-
den hierbei ignoriert. Der letzte Arbeitsschritt von Translate fu¨hrt die Ersetzung der Menge
der bina¨ren Zustandsvariablen durch. Die Ausgabe des U¨bersetzers sind zwei Textfiles na-
mens test.sas und test.groups. In test.groups werden die Fakt-Gruppen mit den zugeho¨rigen
Atomen aufgelistet. In dem File test.sas wird die vereinfachte Beschreibung der Planungs-
aufgabe in kodierter Form gespeichert.
3.2.3. Vorgehensweise
Die erste Frage, die sich uns stellte, war die der zu verwendenden Programmiersprache.
Wir entschieden uns fu¨r Python, da der U¨bersetzer ebenfalls in Python geschrieben ist und
wir der Meinung waren, dass bei dieser Sprache durch Module viele der fu¨r unsere Arbeit
hilfreichen Funktionen bereits vordefiniert sind und dass das sicherlich hilfreich sein ko¨nnte.
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Zuna¨chst arbeiteten wir uns in die fu¨r uns neue Programmiersprache Python ein und
schauten uns den Quellcode des U¨bersetzers an. Danach entschlu¨sselten wir die Kodierung
der Textdateien test.sas und test.groups:
Die Datei test.groups beinhaltet - wie oben erwa¨hnt - die Aufteilung der Atome in Fakt-
Gruppen. Fu¨r jede Fakt-Gruppe wird eine ”Nummer” var0, var1, ... eingefu¨hrt. Die zu einer




2: Atom on(i, j)
3: Atom on(i, i)
4: Atom on(i, h)
5: Atom on(i, g)
6: Atom on(i, f)
7: Atom on(i, e)
8: Atom on(i, d)
9: Atom on(i, c)
10: Atom on(i, b)
11: Atom on(i, a)





Die Datei test.sas beinhaltet - wie oben erwa¨hnt - die vereinfachte Problembeschreibung
in kodierter Form. Der Aufbau der Datei und ihre Bedeutung ist wie folgt:
begin variables
21 ⇔ Anzahl der Variablen
var0 13 -1 ⇔ var0: Variablennummer






begin state ⇔ Initialzustand
1 ⇔ var0: 1 Atom ontable (i)
9 ⇔ var1: 9 Atom on (h, a)
6 ⇔ var2: 6 Atom on (j, b)





begin goal ⇔ Zielzustand
9 ⇔ Anzahl der Atome
1 10 ⇔ var1: 10
2 5 ⇔ var2: 5
...
end goal
200 ⇔ Anzahl der Aktionen
begin operator
pick-up f ⇔ Aktionsbezeichnung
0 ⇔ Anzahl der Preconditions
3 ⇔ Anzahl der Effekte
0 18 0 1 ⇔ 0: keine Precondition fu¨r Effekte
var18: 0 (alter Wert)
1 (neuer Wert)
0 5 0 1
0 15 0 1
end operator
...
Es ko¨nnen auch Regeln enthalten sein:
...
begin rule
3 ⇔ Anzahl der Regelelemente
242 0 ⇔ var242: 0
85 0 ⇔ var85: 0
175 0 ⇔ var175: 0








1 ⇔ Anzahl der Preconditions
103 0 ⇔ Precondition
2 ⇔ Anzahl der Effekte
2 104 0 85 0 85 -1 1 ⇔ 2: Anz. Bed. fu¨r Effekte
var104: 0
var85: 0
var85: -1 (alter Wert)
1 (neuer Wert)





Aus diesen beiden Dateien haben wir Listen erzeugt, so dass jedes Element der Liste einer
Zeile der zugeho¨rigen Datei entspricht und so einfach darauf zugegriffen werden kann.
Um die Atome in PDDL-Form umzuwandeln, haben wir eine Datei parse atom.py er-
zeugt, in der wir zuerst die Methode open groups() eingefu¨gt haben, die aus test.groups
eine Liste macht und diese zuru¨ckgibt. Danach schrieben wir die Methode create vars(),
die z.B. aus ”0: Atom holding (i)” in test.groups ”(holding-i)” und aus ”<none of
those>” ”none-of-those” macht. Da wir mit einem einfachen Blocks-Problem begonnen
hatten, reichte diese Umformung zu Beginn noch aus. Bei anderen Problemen aus anderen
Doma¨nen kommen jedoch auch andere Konstrukte vor. Daher fu¨gten wir spa¨ter noch die
Hilfsmethoden remove komma(), remove n() und remove tab() hinzu.
Der Methode remove komma() wird eine Zeile aus test.sas u¨bergeben, aus der sie die
Kommata entfernt, die bei Atomen mit mehreren Parametern diese Parameter voneinander
trennen. Der Methode remove n() wird ebenfalls eine Zeile aus test.sas u¨bergeben, aus der sie
das ”\n” am Ende dieser Zeile entfernt. Dies dient zur Formatierung der Ausgabedatei. Auch
der Methode remove tab() wird eine Zeile aus test.sas u¨bergeben. Sie entfernt eventuell
vorhandene Leerzeichen vor ”)”.
Als na¨chstes haben wir in einer Datei dict construction.py die Methode vardata()
implementiert. Dieser wird begin, end und die Datei test.sas in Listenform u¨bergeben. Die
Werte begin und end geben den Anfang und das Ende der zur Wo¨rterbuch-Erzeugung
relevanten Zeilen aus test.sas an (z.B. var0 13 -1 ...). Die Zeilen werden aufgesplittet
und auch als Listen verwaltet ([var0, 13, -1][...]... ), die wiederum als Listenele-
mente einer großen Liste gespeichert werden. Fu¨r jede dieser Listen werden nun folgende
Aktionen durchgefu¨hrt: Die Anzahl der Atome (in der Liste Element 1) werden in einer
Variablen gespeichert. Das Element 0 der Liste wird als Wo¨rterbuch (Dictionary) initiali-
siert. Die Wo¨rterbuch-Eintra¨ge werden innerhalb einer Schleife erstellt, indem die Methode
create vars() aus parse atom.py aufgerufen wird, der jeweils eine Zeilennummer u¨berge-
ben wird. Diese Zeilennummer wird unter Beru¨cksichtigung der Anzahl der Atome innerhalb
der Schleife erho¨ht, so dass das Wo¨rterbuch der aktuellen Variable am Ende der Schleife
vollsta¨ndig ist. Das Ergebnis ist also ein Wo¨rterbuch, in dem unter der Nummer des jewei-
ligen Atoms einer Variablen als Schlu¨ssel der pddl-String als Wert gespeichert ist.
[var0 13 -1, var1 13 -1, ..., var20 2-1]
↓ ↓ ↓
[[var0, 13, -1], [var1, 13, -1], ..., [var20, 2, -1]]
↓ ↓ ↓
{0:(holding i) {0:(holding h) ..., {0:(clear h)
1: (ontable i) 1: ... } 1: none }
2: (on i j)
3: (on i i)
... }
Diese Datenstruktur namens ”liste” wird von der Methode vardata() zuru¨ckgegeben
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und man kann nun also durch einen Befehl wie liste[5][0][2] auf var5:2 zugreifen.
Zuru¨ckgegeben wird dann das entsprechende Atom in PDDL-Form. Wir haben diese Daten-
struktur erzeugt, um bei der weiteren Bearbeitung schnell und effizient auf die Konstrukte
zugreifen zu ko¨nnen. Dies erwies sich im Laufe unserer Arbeit als a¨ußerst hilfreich.
Im Folgenden haben wir zwei neue Dateien sas to pddl.py und output data.py erzeugt,
die wir im Laufe unserer Arbeit fu¨r jedes Konstrukt einer PDDL-Beschreibung erweitert ha-
ben. Die Datei output data.py ist dazu da, die u¨bersetzten Konstrukte in die entsprechenden
Dateien zu schreiben. Sie entha¨lt folgende Methoden:
• output groups(): Es wird die Anzahl der Variablen und das Wo¨rterbuch u¨bergeben.
Mit Hilfe dieser Angaben werden die Fakt-Gruppen mit den zugeho¨rigen Variablen in
die Textdatei problem.sas+ geschrieben.
• output init(): Es wird der Initialzustand in Form einer Liste u¨bergeben. Dieser wird
formatiert in die Textdatei problem.pddl geschrieben.
• output goal(): Es wird der Zielzustand in Form einer Liste u¨bergeben. Dieser wird
formatiert in die Datei problem.pddl geschrieben.
• output pre(): Es wird die Anzahl der Variablen und das Wo¨rterbuch u¨bergeben. Mit
Hilfe dieser Angaben werden die Predicates in die Textdatei domain.pddl geschrieben.
• output op(): Es wird der Name der Aktion, die Liste der Preconditions, die Liste der
Effects und die Liste der Effect-conditions u¨bergeben. Mit Hilfe dieser Angaben wird
die Aktion in die Textdatei domain.pddl geschrieben.
• output rule(): Es wird Head und Body der Regel u¨bergeben. Mit Hilfe dieser Anga-
ben wird die Regel in die Textdatei domain.pddl geschrieben.
• end(): Bildet das Ende der Datei domain.pddl, indem ein ”)” an das Ende geschrieben
wird.
Die Datei sas to pddl.py ist dazu da, die test.sas-Datei zu u¨bersetzten. Die verschiedenen
PDDL-Konstrukte werden jeweils mit einer eigenen Methode u¨bersetzt. Zur Ausgabe der
Resultate werden die Methoden aus output data.py aufgerufen. sas to pddl.py entha¨lt
die folgenden Methoden:
• open sas(): Erzeugt aus test.sas eine Liste und gibt diese zuru¨ck.
• groups(): Ruft output groups() aus output data.py auf; dient also zur Erzeugung
der Datei problem.sas+.
• init(): Erzeugt mit Hilfe der Angaben aus test.sas und der zugeho¨rigen Wo¨rterbuch-
Eintra¨ge eine Liste der Atome im Zielzustand, ruft die Methode output init() aus
output data.py auf und u¨bergibt dieser die Liste.
• goal(): Erzeugt mit Hilfe der Angaben aus test.sas und der zugeho¨rigen Wo¨rterbuch-
Eintra¨ge eine Liste der Atome im Startzustand, ruft die Methode output goal() aus
output data.py auf und u¨bergibt dieser die Liste.
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• parse operators(): Geht in einer Schleife alle in test.sas vorhandenen Aktionen durch,
erzeugt mit Hilfe der zugeho¨rigen Wo¨rterbuch-Eintra¨ge fu¨r jede Aktion eine Liste der
Preconditions, eine Liste der Effect-conditions und eine Liste der Effects, ruft die Me-
thode output op() aus output data.py auf und u¨bergibt dieser den Aktionsnamen
und die Listen. Die Nummer der Zeile aus test.sas, in der die Aktionen enden, wird
zuru¨ckgegeben, um diese Angabe bei der weiteren U¨bersetzung nutzen zu ko¨nnen.
• parse rules(): Die Nummer der Zeile, in der die Regeln beginnen, wird u¨bergeben. In
einer Schleife werden alle in test.sas vorhandenen Regeln durchgegangen. Mit Hilfe der
zugeho¨rigen Wo¨rterbuch-Eintra¨ge wird fu¨r jede Regel eine Liste der Preconditions (ent-
spricht dem Body der Regel) erzeugt. Anschließend wird die Methode output rule()
aus output data.py aufgerufen, der der Effekt (entspricht dem Head der Regel) und die
Liste der Preconditions u¨bergeben wird. Auch hier wird wieder die Nummer der Zeile
aus test.sas zuru¨ckgegeben, in der die Regeln enden, um diese Angabe bei der weiteren
U¨bersetzung nutzen zu ko¨nnen.
• main-Methode: Es werden die Methoden groups() und predicates() aufgerufen,
dann wird die Variable i auf den Ru¨ckgabewert von parse operators() gesetzt und
die Methode parse rules(i) aufgerufen. Zum Schluss werden noch init(), goal()
und output data.end() aufgerufen.
In der Datei selbst wird zu Beginn die Methode open sas() aufgerufen und die zuru¨ck-
gegebene Liste wird fu¨r alle spa¨teren Zugriffe in der Variablen file sas gespeichert. In der
Variablen number of variables wird die Anzahl der in dem Problem vorhandenen Variablen
hinterlegt. Diese wird spa¨ter beim Aufruf von output data.output groups() als U¨berga-
bewert beno¨tigt. In begin wird die Nummer der ersten Zeile, in der so etwas wie ”var0 ...”
steht, in end die Zeile, in der end variables steht, gespeichert. Anschließend wird die Me-
thode dict construction.vardata() aufgerufen, der begin, end und file sas u¨bergeben
werden. Das durch diesen Aufruf erzeugte Wo¨rterbuch haben wir fu¨r alle spa¨teren Zugriffe in
der Variablen variable dictionary gespeichert. Die Variable i wird nun auf die Nummer
der Zeile aus test.sas gesetzt, in der begin state steht. Dieses i wird in initline zwischen-
gespeichert, da diese Zeilennummer in der Methode init() beno¨tigt wird. Anschließend wird
i auf die Zeilennummer gesetzt, in der die Anzahl der Zielatome steht. Diese Anzahl wird in
der Variablen number goal, das aktuelle i in goalline gespeichert, da diese Angaben unter
anderem in der Methode goal() beno¨tigt werden. Das i wird jetzt auf die Zeilennummer
gesetzt, in der die Anzahl der Operatoren steht, In opline wird diese Zeilennummer wieder
zwischengespeichert, die Anzahl der Operatoren wird in number of operators hinterlegt,
um diese beiden Angaben in der Methode parse operators() verwenden zu ko¨nnen. So
”hangeln” wir uns durch die Datei test.sas und u¨bersetzten sie Stu¨ck fu¨r Stu¨ck.
Um unsere Ausgabe-Dateien PDDL-konform zu gestalten, mussten wir sowohl dem Pro-
blem als auch der Doma¨ne einen Namen geben. Da die Dateien test.groups und test.sas die
Namen der urspru¨nglichen Doma¨ne und des Problems nicht mehr beinhalten, wa¨re der Auf-
wand, diese Informationen abzufangen, sehr groß gewesen und wir entschieden uns dazu, ihn
nicht zu betreiben, sondern die Doma¨ne einfach als ”domain translated” und das Problem
dementsprechend als ”problem translated” zu definieren. Auch ”requirements” mu¨ssen in
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der PDDL-Beschreibung angegeben werden. Da an dieser Stelle dasselbe Problem auftrat
wie bei den Namen der Dateien, haben wir hier einfach nur ”adl” eingefu¨gt.
Ein weiteres Problem unserer Ausgabe bestand darin, dass der U¨bersetzer not-Effekte
wegkompiliert. Nachdem wir einige Planer auf den von uns erzeugten Dateien hatten laufen
lassen, mussten wir feststellen, dass zwar Pla¨ne erzeugt wurden, die sogar ku¨rzer waren als
die, die bei Eingabe der originalen PDDL-Beschreibung erzeugt werden, jedoch schienen
diese Pla¨ne unvollsta¨ndig oder zumindest nicht regelkonform zu sein. Daraufhin fu¨gten wir
die negierten Vorbedingungen zu den Effekten hinzu, erzeugten also eine Delete-Liste wie
folgt:
• Atome die in der Vorbedingung stehen und in der gleichen Faktgruppe wie einer der
Effekte sind, mu¨ssen in negierter Form den Effekten hinzugefu¨gt werden.
• Atome, die mit ihrem ”not ” - Gegenstu¨ck in einer Faktgruppe sind, mu¨ssen ebenfalls
in negierter Form den Effekten hinzugefu¨gt werden. Das bedeutet, dass wenn das Atom
ohne ”not ” in den Effekten steht, das Atom mit ”not ” negiert hinzugefu¨gt werden
muss, also ”(not(not ...))”. Wenn das Atom mit ”not ” in den Effekten steht, muss
das Atom ohne ”not ” negiert hinzugefu¨gt werden.
3.2.4. Zusammenfassung
Die Textdateien test.sas und test.groups werden mit Hilfe des U¨bersetzers des Downward
Planers erzeugt, woraufhin durch den Aufruf ./sas_to_pddl.py unser Programm gestartet
wird und die Ausgabedateien in PDDL-Form erzeugt werden. Diese Ausgaben sind instan-
ziiert und vereinfacht. Ausgaben unseres Programms ko¨nnen von Planern wie Mips und FF
verarbeitet werden, es wird ein gu¨ltiger Plan erstellt.
Durch den U¨bersetzer werden oftmals Konstrukte der Form ’new-axiom@..’ erzeugt. Das
kommt zum Beispiel dann vor, wenn allquantifizierte Vorbedingungen wegkompiliert werden
sollen. Der dabei entstehende existenzquantifizierte Teil wird durch ein neues Axiom dieser
Form ersetzt. Die neuen Axiome sind dann auch in unseren Ausgaben enthalten, ko¨nnen
aber von den Planern nicht verarbeitet werden. Wir haben das ’@’ durch einen Bindestrich
ersetzt. Die Probleme, in denen die @-Konstrukte vorkommen, enthalten dann aber weite-
re Konstukte wie ”derived” oder ”when”, die FF oder Mips momentan nicht verarbeiten
ko¨nnen.
Im Laufe der Integration unseres Programms in das gemeinsame Tool haben wir zur einfa-
cheren Handhabung noch eine Namensa¨nderung durchgefu¨hrt: Die Datei problem.pddl heißt
nun grounded problem.pddl und die Datei domain.pddl heißt grounded domain.pddl.



























































































Wir haben unser Programm auf verschiedenen Doma¨nen getestet und in folgender Tabel-
le festgehalten, wie viele instanziierte Operatoren unser Programm erzeugt. Zum Vergleich
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Domain Problem Translate AdlToStrips Ground
Blocks Track1/Typed/p6-0 73 88 88
Track1/Untyped/ p5-2 30 60 60
Track2/p6-1 72 85 85
Elevator s1-0 4 4 4
Gripper p01 34 36 36
Satellite strips/typed/p01 52 59 59
strips/untyped/p01 52 59 59
Abbildung 3.1.: Ergebnisse unseres U¨bersetzungsprogramms im Vergleich zu AdlToStips und
Ground
haben wir die Anzahl der instanziierten Operatoren, die AdlToStrips und Ground erzeugen
ebenfalls angegeben.
3.3. Symmetrieerkennung
3.3.1. Was sind Symmetrien?
Ein wichtiges Merkmal parametrisierter Pra¨dikate, Funktionen und Aktionsbeschreibungen
ist, dass der Tausch von Objekten in der Problembeschreibung fu¨r die Doma¨nenbeschreibung
transparent ist.
Im Falle von typisierten Bereichen kompilieren viele Planer, so auch MIPS [6] alle typi-
sierten Informationen in zusa¨tzliche Pra¨dikate, verbinden Aktionen mit zusa¨tzlichen Vor-
bedingungen und erweitern die Initialzusta¨nde mit passenden Objekt-zu-Typ Atomen. Als
Konsequenz ist eine Symmetrie eine Permutation von Objekten im momentanen Zustand,
in der Zielrepra¨sentation und transparent zur Menge der n Operatoren.
Wie bereits in Kapitel 1 erwa¨hnt, gibt es n! mo¨gliche Permutationen der Menge der Ob-
jekte. Bei der Beschra¨nkung auf Symmetrien von Objekten des gleichen Typs, reduziert sich
die Anzahl aller mo¨glichen Permutationen auf(
n
t1, t2, ..., tk
)
wobei ti die Anzahl der Objekte mit Typ i, i ∈ {1, ..., k} ist.
Um die Anzahl der potentiellen Symmetrien auf eine handhabbare Gro¨ße zu reduzieren,
beschra¨nken wir Symmetrien auf Objekttranspositionen, fu¨r die wir ho¨chstens n(n− 1)/2














Im Folgenden wird die Menge der typisierten Objekttranspositionen mit SYMM be-
zeichnet. Auch hier sind wieder einige Definitionen no¨tig.
Eine Transposition von Objekten (o, o′) geltend fu¨r ein Fluent f = (p o1, ..., ok(p)) ∈ F ,
kurz f [o ↔ o′], ist definiert als (p o′1, ..., o′k(p)), mit o′i = oi wenn oi /∈ {o, o′}, o′i = o′
wenn oi = o, und o′i = o wenn oi = o′, i ∈ {1, ..., k(p)}. Mit anderen Worten: Durch
Objekttranspositionen werden die Objekte o und o′ ausgetauscht.
Die Zeitkomplexita¨t zur Errechnung von f [o ↔ o′] ∈ F hat die Gro¨ßenordnung O(k(p)),
mit k(p) als der Anzahl Objektparameter in p. Durch vorherige Berechnung einer Lookup-
Tabelle, die den Index von f ′ = f [o↔ o′] fu¨r alle (o, o′) entha¨lt, kann diese Zeitkomplexita¨t
auf O(1) reduziert werden.
Eine Objekttransposition v[o↔ o′] geltend fu¨r Zustand S, kurz S[o↔ o′], ist gleich-
bedeutend mit S[o↔ o′] = {f ′ = f [o↔ o′]} .
Ein Planungsproblem P =< S,O, I,G > ist symmetrisch unter Beru¨cksichtigung der
Objekttransposition [o ↔ o′], abgeku¨rzt als P [o ↔ o′], wenn I [o ↔ o′] = I und fu¨r alle
G ∈ G : G[o↔ o′] ∈ G . Wir nehmen an, dass die Zielbeschreibungskomplexita¨t von G durch
O(|G|+ |V|) begrenzt ist.
Symmetrien ko¨nnen wa¨hrend der Entwicklung in einem vorwa¨rts-suchenden Planer wie
MIPS [6] verschwinden oder sich neu bilden. Zielbedingungen a¨ndern sich jedoch mit der Zeit
nicht. Nur der Initialzustand I geht in den momentanen Zustand C u¨ber. Daher verfeinern
wir die Menge SYMM aller potentiell existierenden Objekttranspositionen in einer Pre-
Compiling - Phase zu SYMM′ ← {(o,o′) ∈ SYMM |G[o↔ o′] = G}. Normalerweise ist
|SYMM′| wesentlich kleiner als |SYMM|.
Nun ko¨nnen wir auch die Menge SYMM′′(C) ← {(o,o′) ∈ SYMM′ |C[o↔o′] = C}
der Symmetrien, die bereits im momentanen Zustand bestehen, effizient berechnen. Die
Voraussetzung C[o ↔ o′] = C beinhaltet keine symmetrischen Pfade, die von unterschied-
lichen Zusta¨nden ausgehen! Mit anderen Worten: Komplexe Objektsymmetrien der Form
[o1 ↔ o′1][o2 ↔ o′2] werden nicht entdeckt [6].
Sei Γ(C) die Menge der Operatoren, die im Zustand C ∈ S anwendbar sind. Die Pruning
Menge ∆(C) ist definiert als die Menge aller Operatoren, die einen symmetrischen Partner
und keinen minimalen Index haben. Die Symmetriereduktion Γ′(C) ist definiert als Γ(C)\
∆(C). Auf diese Art und Weise kann der Verzweigungsfaktor des Problems bedeutend redu-
ziert werden. Man kann beweisen, dass die Reduzierung der Menge der Operatoren Γ(C) zu
Γ′(C) wa¨hrend der Untersuchung des Planungsproblems die Vollsta¨ndigkeit erha¨lt.
Da die Zielfunktion des Plans a¨hnlich wie die Initial- und Zielzusta¨nde auf instanziierte
Pra¨dikate und Objekte verweist, kann sie symmetrieverletzend sein. Um Optimalita¨t zu
erhalten, muss zusa¨tzlich u¨berpru¨ft werden, ob durch das Austauschen von Objekten das
Planziel beeinflusst wird.
3.3.2. Aufgabenstellung
Unsere Aufgabe war es, ein Programm zu schreiben, das Symmetrien in Planungsproble-
men erkennt. Diese Erkenntnisse sollen dann spa¨tere Planungsprozesse vereinfachen und




Auch hier stellten wir uns zuerst die Frage der zu verwendenden Programmiersprache. Wir
entschieden uns wieder fu¨r Python, da wir die Sprache bereits gut kannten und Python viele
fu¨r unsere Arbeit hilfreiche Module zur Stringmanipulation anbietet.
Unsere erstes Ziel war es, die Symmetrien in den Zielzusta¨nden zu erkennen. Dazu beno¨tig-
ten wir zuerst die Objekte der Problem-Eingabe. Da diese Objekte in unserer instanziierten
Textdatei grounded-problem.pddl nicht mehr enthalten sind, mussten wir die Objekte der
originalen Eingabe verwenden. Wir haben einige Vera¨nderungen in der Datei translate.py
vorgenommen, so dass zusa¨tzlich die Textdatei objects erstellt wird, in der die Objekte mit
zugeho¨rigem Typ aufgelistet sind.













Im Zuge unserer Arbeit haben wir die Datei translate.py spa¨ter vereinfacht, so dass
nur noch die zur Ausgabe no¨tigen Schritte durchgefu¨hrt werden und haben die Datei in
objects.py umbenannt.
Zur Erstellung eines Wo¨rterbuchs haben wir die Datei obj to objtype dictionary.py
erzeugt, in der wir zu Beginn die Methode open objects() implementiert haben. Diese
Methode bildet mit Hilfe der Datei objects eine Liste, so dass jede Zeile der objects - Datei
einem Listenelement entspricht. Dieser Vorgang dient spa¨ter zur besseren Handhabung der
Datei. Die Methode dictionary() erstellt auf Basis der Liste ein Wo¨rterbuch, in dem alle
Objekte des Problems als Schlu¨ssel und die zugeho¨rigen Typen als Werte gespeichert werden.
Die Liste wird dazu elementweise bearbeitet und bei ’:’ gesplittet, so dass der erste Teil als
Objekt und der zweite als Typ abgespeichert werden kann. Desweiteren wird eine Liste
’valuelist’ erstellt, in der alle im Problem enthaltenen Objekttypen gespeichert und doppelte
Eintra¨ge entfernt werden.
In der ersten Version unseres Programms haben wir durch eine Vera¨nderung in der Me-
thode output goal() der Datei output data.py unseres U¨bersetzungsprogramms zusa¨tzlich
noch eine Datei atome erstellt, in der die Zielatome aufgelistet werden.
Im Laufe unserer Arbeit erschien uns diese Vorgehensweise als zu umsta¨ndlich. Daher
wird nun im Aufruf des Programms zur Symmetrieerkennung die Pfadangabe des Problems
erwartet, so dass die Zielatome mit Hilfe der Methode parse goal() direkt aus dem Ori-
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ginalproblem u¨bernommen werden ko¨nnen. Mit Hilfe dieser Zielatomliste, die wir in einer
Textdatei namens goal atoms dem Benutzer zu Verfu¨gung stellen, haben wir die Objekttypen
in solche, die im Ziel vorhanden sind, und solche, die es nicht sind, unterteilt.
Auszug der Datei goal atome:
(have image phenomenon4 thermograph0)
(have image star5 thermograph0)
(have image phenomenon6 thermograph0)
Die Methode goal obj() durchla¨uft die Atomliste und findet fu¨r jedes enthaltene Objekt
den entsprechenden Typen mit Hilfe des Wo¨rterbuchs. Diese Objekttypen werden - falls
noch nicht vorhanden - an eine Liste geha¨ngt, so dass man nach diesem Durchlauf eine Liste
aller im Ziel vorhandenen Objekttypen hat.
Die Methode find obj() erstellt mit Hilfe der von goal obj() erzeugten Liste fu¨r jeden
vorhandenen Objekttypen eine weitere Liste, die als erstes Element den Objekttypen selbst
und dann alle zugeho¨rigen Objekte entha¨lt. Diese Listen werden als Elemente an eine große
Liste angeha¨ngt.
Im Laufe unserer Arbeit stellten wir fest, dass diese Unterteilung eigentlich nicht no¨tig war,
da alle Objettypen - ob im Ziel vertreten oder nicht - in einer Matrix gespeichert werden
sollten. Also a¨nderten wir unseren Code dementsprechend. Wir konnten auf die Methode
goal obj() verzichten und haben die Methode find obj() umbenannt und vera¨ndert:
Wir erzeugten die Datei state sym.py, in die wir die Methode find objects() (vorher
find obj()) einfu¨gten, die jetzt alle Objekte zu vorhandenen Objekttypen auf die oben
erwa¨hnte Art und Weise in einer Liste speichert.
Zur Festhaltung der Symmetrien haben wir Matrizen erstellt, in denen eine 1 steht, wenn
eine Symmetrie zwischen Objekten besteht und eine 0 sonst. Fu¨r jeden Objekttypen wird
eine eigene Matrix erstellt. Eine Matrix besteht in unserem Fall aus einer großen Liste, de-
ren Elemente jeweils einer Matrixzeile entsprechen. Das erste Element dieser Liste ist zur
u¨bersichtlicheren Darstellung die Auflistung aller zu dem aktuellen Objekttypen geho¨renden
Objekte. Die restlichen Elemente sind Listen, in denen das erste Element jeweils das Ob-
jekt selbst ist (auch hier zur besseren Darstellung), gefolgt von einer 0-1-Sequenz, die die
vorhandenen Symmetrien darstellt und im weiteren Verlauf des Programms angeha¨ngt wird.
Dazu implementierten wir die Methode build matrix() in der Datei matrix.py. Dort
werden die Methoden exchange() und exchange2() aufgerufen. Diese bekommen als U¨ber-
gabewerte den jeweiligen Zustand (bis zu diesem Punkt also lediglich das Ziel) in Form
einer alphabetisch sortierten Auflistung der Atome, das auszutauschende Objekt (altes Ob-
jekt) und das Objekt, gegen das ausgetauscht werden soll (neues Objekt). Die Methode
exchange() fu¨hrt dabei eine einfache Substitution durch, wa¨hrend die Methode exchange2()
einen wechselseitigen Austausch vornimmt. Die Ergebnisse werden wieder alphqabetisch sor-
tiert zuru¨ckgegeben und mit dem urspru¨nglichen Zustand verglichen. Sind die Zusta¨nde
a¨quivalent, wird eine 1 an die entsprechende Zeilenliste der Matrix geha¨ngt, sonst eine 0. So
wird mit sa¨mtlichen Kombinationen der Objekts verfahren.
In der Datei matrix.py befinden sich zudem noch zwei Methoden zur Ausgabe der Sym-
metrien: output symmetry matrix() schreibt die Matrizen in die Textdateien subsymme-
tries und transsymmetries, output symmetry() schreibt nur die vorhandenen Symmetrien
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getrennt nach Substitutionssymmetrien und wechselseitigen Symmetrien in die Textdatei
symmetries.
Die eben beschriebene Methode build matrix() wird in der Datei state sym.py durch
die Methode find symmetries()aufgerufen.
Somit konnten wir die Zielsymmetrien ermitteln.
Als na¨chstes bescha¨ftigten wir uns damit, die Symmetrieerkennung auf alle Zusta¨nden zu
erweitern:
Die einzelnen Zusta¨nde inklusive Start- und Zielzustand erhielten wir durch eine Erweite-
rung des Validators, wodurch zusa¨tzlich eine Textdatei state-sequence erzeugt wird.
Auszug der Datei state-sequence:
’’(on board instrument0 satellite0)
(power avail satellite0)
(pointing satellite0 phenomenon6)
(calibration target instrument0 groundstation2)
(supports instrument0 thermograph0)
(total-time) [1]’’,
’’(on board instrument0 satellite0)
(pointing satellite0 phenomenon6)





Wir mussten allerdings weiterhin den Zielzustand aus dem Originalproblem verwenden, da
der in der state-sequence bereits zu stark instanziiert war. Ha¨tten wir diesen Zustand dennoch
benutzt, wa¨ren viele Zielsymmetrien verloren gegangen.
In der Datei state sym.py befindet sich nun also die Methode open stateseq(), der der
Pfad der state-sequence u¨bergeben wird. Die Datei wird geo¨ffnet und zur Liste konvertiert.
Weiter implementierten wir die Methode parse state(), die als U¨bergabewert die state-
sequence-Liste bekommt. Sie formatiert die Sequenz und erzeugt eine Liste, die als Elemente
Listen der Zustandsatome des jeweiligen Zustands entha¨lt.
Es werden nun erst die Symmetrien des Zielzustands ermittelt, um dann die Symmetrien
in den anderen Zusta¨nden mit denen im Ziel vergleichen zu ko¨nnen. Denn nur die Symme-
trien, die auch im Ziel noch gelten, sind ’echte’ Symmetrien. Die Organisation der Aufrufe
u¨bernimmt die Methode find symmetries().
Als zusa¨tzliche Mo¨glichkeit haben wir noch die Datei delete.pymit der Methode delete()
erstellt. Mit dieser kann der Benutzer optional einen Objekttypen inklusive aller zugeho¨ri-
gen Objekte aus der objects-Liste entfernen. Dazu erha¨lt delete() als U¨bergabewert den
zu lo¨schenden Objekttypen. In der Liste wird danach gesucht und die Datei objects - ohne
diesen Objekttypen - neu erzeugt. Dann kann die Symmetrieerkennung mittels der ’neuen’
Datei objects abermals angestoßen werden. Es muss beachtet werden, dass die Datei objects
durch das Entfernen nicht leer werden darf. Wird vom Benutzer ein Objekttyp eingegeben,
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der nicht in objects enthalten ist, erscheint eine Fehlermeldung.
3.3.4. Zusammenfassung
Der Programmablauf ist jetzt also wie folgt:
Der Nutzer ruft ./objects.py <problem> (<domain>) auf, um die Textdatei objects zu
erzeugen. Anschließend muss er einen gu¨ltigen Plan mit Hilfe eines beliebigen Planers er-
zeugen und diesen Plan durch den modifizierten Validator laufen lassen, um die Textda-
tei state-sequence zu erzeugen. Dann kann ./state_sym.py <state-sequence> <problem>
aufgerufen werden.
Werden fehlerhafte Angaben gemacht, erscheint eine der folgenden Meldungen:
Cannot find state-sequence at ../
Cannot find problem at ../
Usage: state sym.py <state-sequence> <problem>
Mit Hilfe der ersten Pfadangabe wird die Datei state-sequence geo¨ffnet und geparsed, so
dass die Zusta¨nde einzeln zur Verfu¨gung stehen. Das Problem muss ebenfalls angegeben
werden, da daraus die Zielatome gewonnen werden. Anschließend wird mit Hilfe der Me-
thode dictionary() aus obj to objtype dictionary.py das Wo¨rterbuch erstellt und die
Methode find objects() aufgerufen. Danach wird die Methode find symmetries() aus-
gefu¨hrt, die wiederum die Methode build matrix() aus matrix.py nutzt. Dieser wird zu-
erst der Zielzustand u¨bergeben, fu¨r den die Symmetrien mit Hilfe der Methoden exchange()
und exchange2() ebenfalls aus matrix.py erkannt und in einer separaten Matrix gespei-
chert werden. Anschließend werden diese Methoden fu¨r alle anderen Zusta¨nde wiederholt
ausgefu¨hrt, die erkannten Symmetrien werden mit denen im Ziel verglichen und durch die
Aufrufe der Ausgabe-Methoden in die oben genannten Textdateien subsymmetries, trans-
symmetries und symmetries geschrieben.









[’-’, [’thermograph0’, ’spectrograph2’, ’image1’]]
[’thermograph0’, 1, 0, 0]
[’spectrograph2’, 1, 1, 1]
[’image1’, 1, 1, 1]
------------------------------------------------




[’phenomenon6’, 1, 0, 0, 0, 0, 0, 0]
[’star5’, 0, 1, 0, 0, 0, 0, 0]
[’phenomenon4’, 0, 0, 1, 0, 0, 0, 0]
[’phenomenon3’, 1, 1, 1, 1, 1, 1, 1]
[’groundstation2’, 1, 1, 1, 1, 1, 1, 1]
[’groundstation1’, 1, 1, 1, 1, 1, 1, 1]









[’-’, [’thermograph0’, ’spectrograph2’, ’image1’]]
[’thermograph0’, 1, 0, 0]
[’spectrograph2’, 1, 1, 1]
[’image1’, 1, 1, 1]
------------------------------------------------
[’-’, [’phenomenon6’, ’star5’, ’phenomenon4’, ’phenomenon3’,
’groundstation2’, ’groundstation1’, ’star0’]]
[’phenomenon6’, 1, 0, 0, 0, 0, 0, 0]
[’star5’, 0, 1, 0, 0, 0, 0, 0]
[’phenomenon4’, 0, 0, 1, 0, 0, 0, 0]
[’phenomenon3’, 1, 1, 1, 1, 1, 1, 1]
[’groundstation2’, 0, 0, 0, 0, 1, 0, 0]
[’groundstation1’, 1, 1, 1, 1, 1, 1, 1]
[’star0’, 1, 1, 1, 1, 1, 1, 1]
------------------------------------------------
...


















[’-’, [’thermograph0’, ’spectrograph2’, ’image1’]]
[’thermograph0’, 1, 0, 0]
[’spectrograph2’, 0, 1, 1]
[’image1’, 0, 1, 1]
------------------------------------------------
[’-’, [’phenomenon6’, ’star5’, ’phenomenon4’, ’phenomenon3’,
’groundstation2’, ’groundstation1’, ’star0’]]
[’phenomenon6’, 1, 1, 1, 0, 0, 0, 0]
[’star5’, 1, 1, 1, 0, 0, 0, 0]
[’phenomenon4’, 1, 1, 1, 0, 0, 0, 0]
[’phenomenon3’, 0, 0, 0, 1, 1, 1, 1]
[’groundstation2’, 0, 0, 0, 1, 1, 1, 1]
[’groundstation1’, 0, 0, 0, 1, 1, 1, 1]









[’-’, [’thermograph0’, ’spectrograph2’, ’image1’]]
[’thermograph0’, 1, 0, 0]
[’spectrograph2’, 0, 1, 1]
[’image1’, 0, 1, 1]
------------------------------------------------
[’-’, [’phenomenon6’, ’star5’, ’phenomenon4’, ’phenomenon3’,
’groundstation2’, ’groundstation1’, ’star0’]]
[’phenomenon6’, 1, 0, 0, 0, 0, 0, 0]
[’star5’, 0, 1, 1, 0, 0, 0, 0]
[’phenomenon4’, 0, 1, 1, 0, 0, 0, 0]
[’phenomenon3’, 0, 0, 0, 1, 0, 1, 1]
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[’groundstation2’, 0, 0, 0, 0, 1, 0, 0]
[’groundstation1’, 0, 0, 0, 1, 0, 1, 1]
[’star0’, 0, 0, 0, 1, 0, 1, 1]
------------------------------------------------
...







[’-’, [’thermograph0’, ’spectrograph2’, ’image1’]]
[’thermograph0’, 1, 0, 0]
[’spectrograph2’, 0, 1, 1]
[’image1’, 0, 1, 1]
------------------------------------------------
[’-’, [’phenomenon6’, ’star5’, ’phenomenon4’, ’phenomenon3’,
’groundstation2’, ’groundstation1’, ’star0’]]
[’phenomenon6’, 1, 0, 0, 0, 0, 0, 0]
[’star5’, 0, 1, 0, 0, 0, 0, 0]
[’phenomenon4’, 0, 0, 1, 0, 0, 0, 0]
[’phenomenon3’, 0, 0, 0, 1, 0, 1, 1]
[’groundstation2’, 0, 0, 0, 0, 1, 0, 0]
[’groundstation1’, 0, 0, 0, 1, 0, 1, 1]











































































































Optional kann die Methode ./delete <objecttype> aufgerufen werden.
Wir haben unser Programm auf verschiedenen Doma¨nen getestet und in folgender Tabelle
festgehalten, wie viele Symmetrien jeweils vorkommen.
Domain Problem Sub / Trans Sub / Trans state nr./ Sub/ Trans obj
goal init
Airport nontemporal/adl/p03 242/ 221 32/ 2 24/ 32/ 2 ok
nontemporal/strips/p04 1.529/ 1.490 5/ 1.334 20/ 5/ 1.333 ok
Blocks Track1/Typed/p6-0 -/ - -/ - 6/ -/ - ok
Track1/Untyped/ p5-2 -/ - -/ - 20/ -/ - ok
Track2/p6-1 -/ - -/ - 20/ -/ - ok
Elevator s1-0 2/ 2 -/ - -/ - ok
Grid p01 652/ 620 -/ - 20/ -/ - †
Gripper p06 3/ 184 -/ 184 46/ -/ 88 †
Logistics 98/p01 163/ 130 -/ 2 55/ -/ - †
00/p7-1 30/ 18 -/ - 69/ -/ 2 ok
Mprime p01 94/ 86 -/ - 7/ -/ - †
Mystery ??? ??? 94/ 86 -/ - 7/ -/ - †
Psr large/adl-derived/p01 320/ 296 -/ - 8/ -/ - ok
middle/adl-derived/p01 224/ 238 -/ - 10/ -/ - ok
Schedule 2000/Typed/p10-0 114/ 88 29/ 16 17/ 21/ 8 ok
Pipesworld nontankage/nontemp/
strips/p01 44/ 34 -/ - 9/ -/ - ok
Satellite strips/typed/p01 28/ 20 22/ 10 14/ 22/ 8 ok
strips/untyped/p01 88/ 62 -/ 10 14/ -/ 8 †
Sub = Substitutionssymmetrien Trans = wechselseitige Symmetrien obj = Textdatei objects
†= in Textdatei objects werden Objekttypen nicht erkannt
Abbildung 3.2.: Ergebnisse Symmetrieerkennung
3.3.5. Ausblick
Eine wesentlich Effizienzsteigerung ko¨nnte dadurch erreicht werden, dass die Matrizen nicht
jedes mal von Neuem erzeugt werden, sondern dass man Matrizen fu¨r jeden Objekttypen
erzeugt und mit 1 vorinitialisiert. Somit mu¨ssten dann triviale Substitutionen und wechsel-
seitige Vertauschungen nicht mehr durchgefu¨hrt werden, da diese immer symmetrisch sind.
Daru¨ber hinaus sind die wechselseitigen Matrizen symmetrisch. Das bedeutet, dass nur nur
die Kombinationen unter- oder oberhalb der Diagonalen wirklich berechnet werden mu¨ssen
und die restlichen Eintra¨ge einfach u¨bernommen werden ko¨nnen.
Wir haben mit dieser Arbeit bereits begonnen, konnten die Implementierung jedoch aus
zeitlichen Gru¨nden nicht abschließen.
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Eine sinnvolle Erweiterung unserer Symmetrieerkennung wa¨re es, auch permutativen Aus-
tausch von Objekten durchzufu¨hren. Auf diese Art und Weise werden dann auch komplexe
Objektsymmetrien der Form [o1 ↔ o′1][o2 ↔ o′2] erkannt.
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Kapitel 4. Berechnung und Anwendung einer Ziel-Ordnung
Zuna¨chst einmal wird nach einer geeigneten Definition einer Ziel-Ordnung gesucht, wel-
che das Problemziel in Etappenziele gliedern und effizient berechenbar sein soll, wobei die
Optimalita¨tsgarantie vernachla¨ssigt werden darf [31].
Eine geeignete Zielordnung hat sich dann als reine Preprocessing-Prozedur in Java imple-
mentieren lassen, welche den Einsatz innerhalb einer Planungsschleife ermo¨glicht hat. Dabei
werden die durch die Vorverarbeitung mittels der Python-translate-Methode gegroundeten
STRIPS-Doma¨nen und -Probleme mittels eines zweckma¨ssigen Parsers in die Java-VM ein-
gelesen. Die Planungsschleife, ebenfalls in Java implementiert, la¨sst dann nach einmaliger
Berechnung der Zielordnung iterativ den ff-Planer auf den Etappenzielen und den sich er-
gebenden Zwischenzusta¨nden laufen. Da ff nur einen Plan ausgiebt, wird der Validator ver-
wendet, um an die Zwischenzusta¨nde zu kommen.
4.1. Theoretische und praktische Bedeutung verschiedener
Ziel-Ordnungen
Zuna¨chst werden also die theoretischen Ergebnisse vorgestellt, welche das Feld der uns zur
Verfu¨gung stehenden Mo¨glichkeiten abstecken.
Als erstes versuchen wir, fu¨r STRIPS-Probleminstanzen eine Ordnungsrelation u¨ber der
Menge der Zielatome zu definieren. Diese Ordnungsrelation soll uns dazu dienen, Teilziele
zu definieren, die von einem Planungsalgorithmus nacheinander gelo¨st werden ko¨nnen.
Definition Fu¨r eine Probleminstanz (O, I,G) bezeichne s(A,¬B) einen beliebigen erreich-
baren Zustand, in dem das Atom A gerade erreicht wurde, und in dem B nicht gilt. D.h.
B /∈ s(A,¬B) und es gibt eine Folge von Aktionen welche von I in den Zustand s(A,¬B) fu¨hrt
und deren letzte Aktion A wahr macht.
Definition (Erzwungene Ordnung) Sei (O, I,G) ein Planungsproblem, A,B ∈ G. Dann
gelte B≤fA genau dann, wenn
∀s(A,¬B) : ¬∃PO : B ∈ Result(s(A,¬B), PO),
wobei PO einen Plan bzgl. der Operatormenge O bezeichne.
Definition (vernu¨nftige Ordnung) Sei (O, I,G) ein Planungsproblem, A,B ∈ G. Dann
gelte B≤rA genau dann, wenn
∀s(A,¬B) : ¬∃POA : B ∈ Result(s(A,¬B), POA).
Hierbei sei OA die Menge der Aktionen, die A nicht in ihrer Lo¨schliste haben.
Komplexita¨t Das Entscheidungsproblem F ORDER, ob fu¨r O, I,A,B denn B≤fA gilt, ist
PSPACE-schwierig. Analog ist R ORDER PSPACE-schwierig.
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4.1.1. Berechnung von Zielordnungen
A≤rB zu entscheiden, ist also schwierig. Was die erzwungene Ordnung ≤f betrifft, so wird
sich zeigen, dass sie bisher in der Anwendung gleich der leeren Menge ist, also keine Rolle
spielt. Man kann sagen, dass in fast allen in der Literatur betrachteten Doma¨nen und Pro-
bleminstanzen A≤fB nicht vorkommt. Dehalb konzentrieren wir uns darauf, eine effizient
entscheidbare Ordnung ≤e zu finden, welche ≤r zumindest hinreichend bedingt.
Eine Mo¨glichkeit ist es, Graphplan zu verwenden. Sind I und O gegeben berechnet Gra-
phplan nacheinander die Schichten des Plangraphen, bis ein Fixpunkt erreicht wird. Alle
Atome der letzten Schicht, welche als mutual exclusive zu A gekennzeichnet sind, ko¨nnen
in einem erreichbaren Zustand nie zusammen mit A gelten. Sei also
FAGP := {p | p ist exklusiv zu A }.
Dass heißt, der Plangraph kann einmal berechnet werden, um dann fu¨r alle A ∈ G die Menge
FAGP zu berechnen.
Es gilt also FAGP ∩ sA = ∅ fu¨r alle Zusta¨nde sA mit A ∈ sA, die von I aus mittels Operatoren
aus O erreichbar sind.
Definition (Effiziente Ordnung) Fu¨r ein Planungsproblem (O, I,G) mit A,B ∈ G gelte
B≤eA genau dann, wenn
∀o ∈ OA : B ∈ add(o)⇒ pre(o) ∩ FAGP 6= ∅.
Satz Es gilt B≤eA⇒ B≤rA.
Im Folgenden wollen wir zeigen, dass die erzwungene Ordnung in den Benchmark- Pla-
nungsproblemen nicht vorkommt.
Definition (Inverse Aktion) Operator o wird invers zu Operator o genannt falls
(i) pre(o) ⊂ pre(o) ∪ add(o)− del(o)
(ii) add(o) = del(o)
(iii) del(o) = add(o)
Falls del(o) ⊂ pre(o) und s ∩ add(o) = ∅ gilt, kann o angewendet werden. Dann gilt
Result(Result(s, 〈o〉), 〈o〉) = s.
Definition und Satz (Invertierbares Problem) Ist also (O, I,G) gegeben so dass fu¨r alle
Aktionen o und erreichbaren Zusta¨nde s gilt del(o) ⊂ pre(o) und pre(o) ⊂ s⇒ add(o)∩s = ∅,
und gibt es ausserdem zu jedem o ein Inverses, so ist (O, I,G) invertierbar, wobei ein
Planungsproblem (O, I,G) genau dann invertierbar heiße, wenn
∀s : ∀PO : ∃PO : Result(Result(s, PO), PO) = s
wobei s die erreichbaren Zusta¨nde bezeichne.
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Satz Ein invertierbares Problem (O, I,G) hat keinen Deadlock, d.h. es gibt keinen erreich-
baren Zustand s, von dem aus man G nicht erreichen kann.
Folglich gibt es bei einem invertierbaren Problem keine erzwungene Ordnung. Typischer-
weise betrachtete Probleme sind invertierbar. Betrachte z.B. eine Doma¨ne, die einen Stack
modelliert. Wenn der Initialzustand dem leeren Stack entspricht, so sollte man von jedem
erreichbaren Zustand aus wieder zuru¨ck in den Initialzustand kommen, indem man den Stack
leert.
4.1.2. Die Goal Agenda
Gegeben sei ein Problem (O, I,G). Zuna¨chst wird fu¨r jedes Paar A,B ∈ G berechnet, ob
A ≤ B oder B ≤ A gilt, oder ob beides gilt, oder ob keines von beidem gilt. Dann wird eine
geeignete Partition G1, ..., Gn von G berechnet. Dazu betrachten wir zuna¨chst den Graphen
(V,E) mit V = G und E = {(A,B) ∈ G × G | A ≤ B}. Liegen A,B auf einem Kreis, so
soll A,B ∈ Gi gelten. Gibt es einen Pfad von A nach B aber nicht von B nach A so gelte
A ∈ Gi, B ∈ Gk, i < k.
Zur Berechnung der Gi betrachte den transitiven Abschluss des Graphen. Sei d(A) :=
din(A) − dout(A) der Grad des Knotens A. Dann entha¨lt Gi genau die Atome i-kleinsten
Grades.
Der Agenda-gesteuerte Planungsalgorithmus
Gegeben sei P = (O, I,G).
Setze I1 := I Sei G′i die Vereinigung von G1, ..., Gi. Sei Ii+1 := Result(Ii, G′i), d.h. lo¨se das
neue Teilproblem (O, Ii, G′i).
Durch die Goal-Agenda kann z.B. in der Blocksworld-Domı¨¿12e die Performance erheblich
verbessert bzw. die Lo¨sung der Probleme ermo¨glicht werden. Allerdings ko¨nnen die gefunde-
nen Pla¨ne la¨nger sein; Blo¨cke werden z.B. an Positionen gesetzt, welche den Weg zum mo-
mentanen Ziel nicht verstellen, jedoch den Weg zu noch kommenden Zielen, so dass Blo¨cke
spa¨ter wieder zuru¨ckgesetzt werden mu¨ssen.
4.2. Unsere Implementierung einer Ziel-Ordnung
Unser Ziel in der PG ist es folglich gewesen, ≤r effizient zu approximieren, und wir haben uns
fu¨r einen heuristischen Ansatz entschieden, der ohne Graphplan auskommt, dafu¨r schneller
ist und bei manchen Doma¨nen in gewisser Hinsicht weniger vollsta¨ndig.
Eine solche Approximation haben wir in der Java-Klasse GoalOrdering.java innerhalb der
Methode computeGoalAtomRelation() dargestellt in Abbildung 4.1 realisiert.
Fu¨r jedes Zielatom A wird seperat in einem Durchlauf der for-Schleife die Menge von
Atomen B mit B ≤ A berechnet.
Dazu wird zuna¨chst in Zeile 4 die Menge der Atome berechnet, die den Schnitt der Delete-
Listen aller Operatoren, welche A in ihrer Add-Liste enthalten, bilden. D.h. set F entha¨lt
nur Atome, welche in jedem ersten erreichten Zustand der A entha¨lt nicht gelten ko¨nnen.
Zu dieser initialen Menge set F wird in Zeile 8 die Menge set O der Operatoren berechnet,
die A nicht lo¨schen und deren Vorbedingung kein Atom aus set F entha¨lt.
48
4.2. Unsere Implementierung einer Ziel-Ordnung
1: ordering = new boolean[goal.length][goal.length];
2: for ( int ii = 0; ii < goal.length; ii++ ) {
3: int A = goal[ii];
4: int[] set_F = directAnalysis(A);
5: set_F = removeEmptyEntries( set_F );
6: //berechne die Menge der Operatoren, die A nicht
in ihrer delete-List haben:
7: int[] set_O_A = getOpsNotDeleting(A);
8: int[] set_O = computeSpecialOperatorSet(set_O_A,set_F);
9: set_O = removeEmptyEntries( set_O );
10: // Fixpunkt-Iteration:
11: boolean fixpoint_reached = false;
12: while(!fixpoint_reached) {
13: fixpoint_reached = true;
14: for(int i = 0; i < set_F.length; i++)
15: if(set_F[i]!=-1)
16: if(possiblyAchievable(set_F[i], set_O)) {
17: set_F[i]=-1;
18: set_O = computeSpecialOperatorSet(set_O_A,set_F);
19: fixpoint_reached = false;
20: }
21: }
22: // Berechnung der Ordnungs-Relation
23: for ( int i = 0; i < goal.length; i++ ) {
24: ordering[i][ii] = false;
25: if ( i != ii )
26: if ( !possiblyAchievable(goal[i], set_O) ) ordering[i][ii] = true;
27: }
28: }
Abbildung 4.1.: die Methode ComputeGoalAtomRelation()
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Nun wird in der while-Schleife set F weiter verkleinert und set O weiter vergro¨ssert, bis
ein Fixpunkt erreicht ist. Unmittelbar vor der while-Schleife umfasst set F die Atome, die
in einem Plan mit dem wahrmachen des Zielatoms A erstmal nicht wahr sein ko¨nnen, und
entsprechent umfasst set O die Menge der Operatoren, die in einem Plan direkt auf dem
Operator der A wahr gemacht hat folgen ko¨nnen. Durch die Fixpunktreduktion soll set F
auf die Atome reduziert werden, die zu garkeinem Zeitpunkt nach erreichen von A mehr wahr
werden ko¨nnen, wobei sich set O nach und nach auf die Menge der Operatoren erweitern
soll, die zu irgendeinem Zeitpunkt nach erreichen von A angewendet werden ko¨nnen.
Dazu haben wir einen approximativen Test possiblyAchievable(f, set O) angewendet, der
entscheiden soll, ob ein Atom f durch Anwenden der Operatoren aus set O erreicht werden
kann.
In Zeile 16 der Fixpunktiteration wird also, falls set O im vorherigen Durchlauf Operatoren
dazugewonnen hat, fu¨r jedes f aus set F getestet, ob es immer noch nicht erreichbar ist,
und ggf. in set F beibehalten, ansonsten entfernt.
Ist mit Beendigung der Fixpunktiteration in Zeile 21 die Menge der nach erreichen von A
anwendbaren Operatoren berechnet worden, wird letztendlich in Zeile 26 wieder mit Hilfe
von possiblyAchievable getestet, ob ein Zielatom B nach A noch erreichbar ist, und falls
nicht, B ≤ A gesetzt.
Definition: possiblyAchievable Fu¨r ein Atom a und eine Operatorenmenge O gilt
possiblyAchievable(a,O) genau dann wenn
∃o ∈ O : a ∈ add(o) ∧ ∀b ∈ pre(o) : ∃q ∈ O : b ∈ add(q)
Nach dem parsen der gegroudeten Problem- und Doma¨nenbeschreibung haben wir also dann
diese Heuristik benutzt, um eine geordnete Partition der Zielmenge zu berechnen, und diese
dann als Input fu¨r unsere Planungsschleife zu verwenden. Vorher wird dem User noch die
Mo¨glichkeit gegeben, die berechneten paarweisen Abha¨ngigkeiten der Zielatome zu verifizie-
ren.
4.3. Implementierung einer Planungsschleife
Als Input fu¨r die Planungsschleife haben wir unter anderem eine geordnete Partition der
Ziemenge, welche je nach Problem eher fein oder eher grob sein kann. Die Ordnung die-
ser Partition entspricht der Anzahl an Schleifendurchla¨ufen. Innerhalb des Rumpfes wird
zuna¨chst eine neue Problemdatei erzeugt. Diese Problemdatei beschreibt eine Etappe des
urspru¨nglichen Problems. Beim ersten Schleifendurchlauf wird der Startzustand u¨bernom-
men und als Zielzustand das erste Teilziel in die Problem-pddl-Datei geschrieben. Ansonsten
wird der im vorherigen Durchlauf berechnete Zwischenzustand sowie das entsprechende neue
Teilziel hineingeschrieben. Dann wird der Planer FF auf dieser Problemdatei aufgerufen und
der erzeugte partielle Plan in eine Datei gespeichert. Dieser partielle Plan wird dann durch
den Validator ausgefu¨hrt und der erreichte Zielzustand als neuer Startzustand fu¨r den na¨chs-
ten Schleifendurchlauf gespeichert.
Somit wird in der Schleife nach und nach der ganze Plan berechnet.
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Kapitel 5. Implementierung zula¨ssiger Heuristiken fu¨r STRIPS
5.1. Einleitung und Ausgangsposition
Den Ausgangspunkt unserer Arbeiten bildet das bestehende Planungssystem MIPS [10].
Hier sind die Suchalgorithmen Iterative Deepening A* (IDA*), A* sowie Hill-Climbing im-
plementiert. Als Heuristiken stehen die Relaxed Planning Heuristic (FF) und die Pattern
Database Heuristik (PDB) zur Verfu¨gung. Die bisherige Implementierung la¨sst allerdings kei-
ne optimale Planung zu. Hier sehen wir unseren Ansatzpunkt. Dazu orientieren wir uns am
bestehenden Planungssystem HSP* [18] und seinen Algorithmen sowie der Idee einer Patter-
neinteilung (siehe auch [5]), die optimales Planen mo¨glich macht. In diesem Artikel stellen wir
nun unsere von HSP* adaptierten Techniken MaxAtom (sowie die nicht zula¨ssige Variante
AddAtom) und MaxPair in einer Implementierung zur Verwendung in einer Vorwa¨rtssuche
im Zustandsraum vor. Darauf folgt die Darstellung von Ideen, welche Effizienzsteigerun-
gen durch Preprocessing mo¨glich machen. Unser na¨chster Ansatz ist die Erweiterung der
bestehenden PDB Heuristik zu einer zula¨ssigen Heuristik.
5.2. Architektur des bestehenden Systems
Der Aufruf des Systems findet in der Hauptklasse mips statt. Von hier aus werden die Auf-
rufparameter geparst (option) und die grundlegenden Datenstrukturen angelegt (domain).
Durch die Repra¨sentationen des geparsten Planungsproblems in factMap wid die Struktur
zur Berechnung der Heuristiken sowie zur Suche zur Verfu¨gung gestellt. Hier setzen wir
an den Oberklassen heuristic und search an. Eine graphische Darstellung findet sich in
Abbildung 5.1.
5.3. Implementierung HSP
5.3.1. Max-Atom-Heuristik (und Add-Atom-Heuristik)
Die Idee ist, zu jeder Expansion eines Zustands (im folgenden Akt genannt) die Entfernung
zum Zielzustand abzuscha¨tzen. Hierzu scha¨tzen wir erst einmal die Kosten gs(p) von Akt
zu allen Atomen p. Dies geschieht durch Initialisierung der Atome in p ∈ Akt mit gs(p) = 0
sowie gs(p) =∞ fu¨r p 6∈ Akt. Die Berechnungen fu¨r die Atome finden dann statt durch
gs(p) := min
a∈O(p)
[gs(p), 1 + gs(Prec(a))].
O(p) sind hierbei die Operatoren, welche p als Add-Effekt haben. Die Berechnung entspricht
also einer relaxierten Suche, bei der die Delete-Effekte nicht betrachtet werden. Hierdurch
wird also der Zustand Akt erweitert.
Der Wert einer Menge ergibt sich durch h(M) = maxp∈M gs(p). Die Heuristik MaxAtom
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Abbildung 5.1.: U¨berblick u¨ber den MIPS-Planer
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Uebergabe: Zustand S, Zielzustand Z;
Initialisere g-Werte-Array;
while(S hat sich gea¨ndert) {
fuer alle auf S anwendbaren Operatoren op {
max_Prec = der Wert der teuersten Vorbedingung von op
fuer alle add-Effects a von op
aktualisiere g(a) wenn 1+max_Prec kleiner ist als g(a);
wende Operator (ohne DelListe) auf S an;
}
}
return hoechsten g-Wert der Atome in z;
Abbildung 5.2.: Unsere Implementierung der HSP-Max-Atom-Heuristik
Diese Heuristik ist offensichtlich zula¨ssig. Eine kleine Variation hiervon ist die Add-Atom-





berechnet, was zwar informativer, aber nicht zula¨ssig ist (Der Wert einer Menge ergibt sich
hier also durch h(M) =
∑
p∈M gs(p)). Also bringt uns dies unserem Ziel nicht na¨her. Fu¨r
detailliertere Betrachtung sei [18] empfohlen.
Eine Darstellung unserer Implementierung von HSP-Max-Atom findet sich in Abbildung
5.2. In der Methode wird der gescha¨tzte Abstand gs(S) von Zustand S zu Zustand Z berech-
net. Wir benutzen ein Array in dem die gescha¨tzten Entfernungen der Atome zum Zustand
Z gespeichert werden. Dieses wird zu Anfang mit 0 fu¨r alle Atome im Zustand S und mit
∞ sonst initialisiert. Solange sich Zustand S noch a¨ndert, wird die while-Schleife durchlau-
fen. Nun wird fu¨r alle Operatoren, welche auf S anwendbar sind, der Wert der teuersten
Vorbedingung max Prec bestimmt. Diese Werte ko¨nnen nicht ∞ betragen, da der Operator
sonst nicht anwendbar wa¨re (wie am Schleifendurchlauf leicht erkennbar ist). Nun werden
die Atome, die sich im Add-Effekt des Operators befinden aktualisiert, wenn der neue Wert,
welcher sich eben aus der teuersten Vorbedingung zuzu¨glich 1 (fu¨r den aktuellen Operator)
ergibt, kleiner als der alte Wert ist. Zuletzt wird der Operator ohne Beru¨cksichtigung der
Delete-Liste auf den Zustand angewendet.
Nachdem nun keine Atome mehr zum Zustand S hinzugefu¨gt werden beinhaltet das Array
gs die Werte aller Atome, die erreichbar sind. Fu¨r alle anderen Atome gilt gs(p) =∞.
Der heuristische Wert wird nun durch den ho¨chsten gs(p)-Wert mit p ∈ Z bestimmt und
zuru¨ckgegeben.
5.3.2. Max Pair
In der Max-Atom-Heuristik wird zur Abscha¨tzung der Kosten zum Zielzustand nur ein Atom
genutzt. Add-Atom nutzt alle Atome, ist aber nicht mehr zula¨ssig. Die Max-Pair-Heuristik
versucht, eine gesteigerte Informativita¨t ohne Verlust der Zula¨ssigkeit zu erreichen. Hierzu
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werden nicht nur einzelne Atomkosten errechnet, sondern die Kosten von Atompaaren:







[1 + g2s(Prec(a) ∪ {p})]
g2s(q|p) = min
a∈O(q|p)
[1 + g2s(Prec(a) ∪ {q})].
Hierbei bedeutet p&q, dass p und q in der Addliste des Operators sind und p|q, dass p in
der Addliste und q weder in Add- noch Deleteliste ist.
Der Fall, dass nur ein einzelnes Atom betrachtet wird sowie die Initialisierung sind a¨qui-
valent zur Max-Atom-Heuristik. Fu¨r weitere Betrachtungen sei wiederum auf [18] verwiesen.
Eine Darstellung unserer Implementierung von HSP-Max-Pair findet sich in Abbildung
5.3.
Wiederum berechnen wir den gescha¨tzten Abstand von Zustand S zu Zustand Z. Analog
zu Max-Atom wird ein Array fu¨r alle Faktpaare mit g(p, q) = 0 fu¨r p, q ∈ S und g(p, q) =∞
ansonsten initialisiert (Zeile 1). Nun wird fu¨r jeden anwendbaren Operator der Wert des
teuersten Vorbedingungspaares bestimmt und in max1 gespeichert (Zeilen 8-9). Dieser Wert
wird nun zuzu¨glich 1 mit allen Werten der Paare der Add-Liste des Operators verglichen
(Zeile 13) und, wenn er kleiner ist als der alte Wert fu¨r das Paar neu gesetzt (Zeile 14).
Fu¨r alle Paare von Fakten (p, q), bei denen p hinzugefu¨gt wird und q nicht in der Add-
Liste vorhanden ist, wird mit Hilfe von max1 der Wert des teuersten Faktpaares, welche q
enthalten aktualisiert (Zeilen 16-22). Entsprechend werden die Werte des Arrays angepasst
(Zeilen 21-22).
Wie auch bei Max-Atom wird nun der Operator angewendet. Wenn die While-Schleife
terminiert, wird das teuerste Faktpaar, welches aus den Atomen im Zustand Z entsteht,
bestimmt und der entsprechende Wert als Heuristik zuru¨ckgegeben (Zeile 27).
5.3.3. Ansa¨tze zur Zielzustandserweiterung fu¨r Preprocessing
In den bis hier dargestellten Ansa¨tzen wird das vollsta¨ndige Array, welches Absta¨nde von
Atomen zum Zielzustand scha¨tzt, bei der Expansion eines Zustands neu berechnet. Wu¨rden
im Vorfeld die Entfernungen aller Atome zum Zielzustand berechnet werden, ko¨nnte man die
Entfernung von jedem Zustand sehr schnell durch Bestimmung des Maximums der Werte der
zum Zustand geho¨renden Atome errechnen. Ein anderer Ansatz wa¨re die Bestimmung der
Entfernung der Atome vom Startzustand, dann mu¨ßte eine Ru¨ckwa¨rtssuche durchgefu¨hrt
werden.
Unsere Versuche stu¨tzen sich auf den ersten Ansatz.
Hierzu mu¨ssen neue Operatoren definiert werden, die eine Ru¨ckwa¨rtssuche erlauben. Diese
ergeben sich fu¨r jeden Operator aus:
Pneu := Aalt ∪ Palt\Dalt
55
Kapitel 5. Implementierung zula¨ssiger Heuristiken fu¨r STRIPS
Gegeben: Zustand S, Zielzustand Z
1 Initialisiere g-Array fu¨r alle Faktpaare mit 0 wenn in S,
sonst unendlich;
2 solange(S aendert sich)
3 fu¨r jeden auf S anwendbaren Operator op
4 {
5 int max1 = 0;
6 int max2 = 0;
7 // wenn p&q: G^2(Prec(op)) vorberechnen
8 fu¨r alle Paare (p,q) in prec(op)
9 bestimme max1 von gs(p,q)
10 fu¨r alle Fakten q
11 wenn q in addliste(op)
12 fu¨r alle p in addliste(op)
13 wenn gs(p,q) > max1 + 1
14 setze gs(p,q) = max1 + 1
15 sonst:
16 max2 = max1;
17 // G^2(Prec(op) u {q}) (nur noch prec mit q
kombinieren)
18 fu¨r jedes Paar (p in prec(op),q)
19 bestimme max2 von (gs(p,q),max2)
20 fu¨r alle Fakten in addliste(op)
21 wenn gs(p,q) > max2 + 1
22 setze gs(p,q) = max2 + 1
23 }
24 Anwendung von op;
25 Ende Solange;
26
27 Gebe ho¨chsten Wert gs(p,q) fu¨r Paar (p,q) aus Z als
heuristischen Wert zuru¨ck.
Abbildung 5.3.: Unsere Implementierung der HSP-Max-Pair-Heuristik
56
5.4. Implementierung Pattern Databases
Dneu := Aalt
Aneu := Dalt
Hierbei stellt A die Add-Liste des Operators, D die Delete-Liste und P die Vorbedingungslis-
te dar. Weiterhin wird davon ausgegangen, dass D ⊆ P gilt. Allerdings wird die Ru¨ckwa¨rts-
suche relaxiert durchgefu¨hrt, so dass auch hier Dneu ignoriert wird.
Unsere relaxierte Ru¨ckwa¨rtssuche startet also bei dem Zielzustand. Dieser ist aber u¨bli-
cherweise nicht vollsta¨ndig definiert. Atome, welche im Zielzustand gelten ko¨nnten, werden
so bei der Initialisierung mit Unendlich abgescha¨tzt, wobei der eigentlich korrekte Wert 0 sein
mu¨sste. Dieses Problem la¨sst sich umgehen, indem der Zielzustand um alle Atome, welche
gemeinsam mit dem definierten Zielzustand gelten ko¨nnen, erweitert wird. Erweitert wird
also mit allen Atomen, die nicht mutex1 zu allen Atomen im Zielzustand sind. Diese Aufgabe
la¨sst sich mit Hilfe eines variierten Graphplan Algorithmus [3] lo¨sen. Hierzu implementieren
wir einen Algorithmus von Refanidis, Vlahavas und Tsoukalas [37]. Leider werden durch die-
sen alle Atome hinzugefu¨gt. Ob ein algorithmischer oder implementatorischer Fehler vorliegt,
ließ sich nicht endgu¨ltig kla¨ren.
Ein weiterer Ansatz, welchen wir aktuell verfolgen ist daher die relaxierte Vorwa¨rts-
suche zur Bestimmung des heuristischen Werts sowie eine darauf folgende systematische
Ru¨ckwa¨rtssuche im Zustandsraum, was ebenfalls das Preprocessing ermo¨glichen wird.
5.4. Implementierung Pattern Databases
Die grundsa¨tzliche Idee der Berechnung einer Heuristik mit Pattern Databases ist, den
urspru¨nglichen Zustandsraum zu reduzieren. Auf diesem wird dann eine vollsta¨ndige
Ru¨ckwa¨rtssuche zur Bestimmung der Entfernungen aller Zusta¨nde zum Zielzustand durch-
gefu¨hrt. Zur detailreicheren Darstellung sei hier auf [5] verwiesen.
Dem MIPS-System werden sogenannte Gruppen bereits durch die Eingabekodierung mit
u¨bergeben. Diese bestehen aus je einer Variable, welche eine Menge von Atomen impliziert,
die alle mutex zueinander sind. So kann man sich zum Beispiel in Blocksworld die Variable
on(X, a) (wobei X fu¨r alle Blocks steht) vorstellen, aus der sich dann die Atome on(d, a),
on(c, a), on(b, a) und on(a, a) ergeben. Da natu¨rlich nur ein Block gleichzeitig auf a liegen
kann und dies durch die entsprechende Operatorendefinition auch gewa¨hrleistet ist, sind
diese Atome mutex.
Nun mu¨ssen diese Gruppen in sogenannte Patterns (Abstraktionen) eingeteilt werden, wo-
bei jede Pattern eine Relaxierung des Zustandsraums darstellt. Diese wird dadurch erreicht,
dass jeder dieser abstrahierten Zustandsra¨ume nur noch eine Teilmenge der urspru¨nglichen
Atome entha¨lt, na¨mlich gerade die, welche den Gruppen in dem zugeho¨rigen Pattern entspre-
chen. Auf diese Weise werden den eigentlichen Zusta¨nden reduzierte Zusta¨nde zugeordnet.
Selbiges geschieht mit den Operatoren, bei denen die Vorbedingungen, Add-Effekte und
Delete-Effekte ebenfalls nur noch Atome aus der Pattern enthalten.
Die Einteilung in die Patterns ist ein schwieriges Problem, welches die Qualita¨t des heu-
ristischen Wertes stark beeinflussen kann.
1Kein Paar von Atomen kann gleichzeitig gelten. Siehe auch [3]
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Eine Pattern Database zu einem Pattern besteht nun aus den abstrahierten Zusta¨nden
mit den jeweiligen Entfernungen zum Zielzustand, die dann untere Schranken fu¨r die realen
Entfernungen darstellen. MIPS verwendet zur Bestimmung dieser Entfernungen eine Brei-
tensuche, welche durch die Reduzierung der Atommenge effizient mo¨glich ist.
Diese startet beim Zielzustand der jeweiligen Abstraktion und verwendet die oben bereits
im Kapitel 5.3.3 eingefu¨hrten inversen Operatoren. Die Zusta¨nde bekommen hierbei die
Pfadla¨ngen des in der Breitensuche erstellten Baums zugewiesen. Die Kanten entsprechen
hierbei den Operatoren.
In jeder Abstraktion i gibt es nun zu jedem Zustand s gescha¨tzte Kosten ci. Der heuristi-





Im Allgemeinen kann nicht davon ausgegangen werden, dass jeder Operator nur in einer
Pattern vorkommt2. Dadurch werden Operatoren mehrfach geza¨hlt. Somit ist die Heuristik
nicht zula¨ssig. Dies ließe sich umgehen, in dem die Patterneinteilung so vorgenommen wird,
dass jeder Operator tatsa¨chlich nur in einer Pattern gilt. Eine andere Mo¨glichkeit, fu¨r die wir
uns entschieden haben, ist, bei Durchfu¨hren der Breitensuche einen Operator (und damit
entsprechende Kante) nicht zu den Kosten zum Zustand hinzuzuza¨hlen, wenn der Operator
schon bei dem Aufbau einer anderen Pattern Database vorkam.
Wenn auf diesen Wegen eine zula¨ssige Heuristik erreicht wird, spricht man von Additivita¨t
[17]. Diese ist durch eben beschriebenes Verfahren erreicht, so dass das na¨chste Ziel die
Optimierung der Patterneinteilung ist. Diese wird im Moment durch ein Greedy-Bin-Packing
durchgefu¨hrt.
5.4.1. Verbesserung der Patterneinteilung durch Benutzerinteraktion
In [26] formulieren die Autoren verschiedene Vor- und Nachteile unterschiedlicher Patter-
neinteilungen. Hierbei wird festgestellt, dass diese Unterscheidungen auch problemabha¨ngig
sind. Daher geben wir dem Benutzer unseres Planungssystems die Mo¨glichkeit, doma¨nen-
und problemabha¨ngig direkt die Patterneinteilung zu manipulieren. Hierbei entsteht der Vor-
teil, dass auch Expertenwissen direkt in den Planungsprozess einfliessen kann. Ebenso kann
der Benutzer auch sein Wissen u¨ber die entsprechende Doma¨ne durch Experimente mit der
Einteilung vergro¨ßern.
Technologie und Modifikationsmo¨glichkeiten
Es ist die Entscheidung auf die Verwendung von Standardtechnologien gefallen, da zum einen
der Implementierungsaufwand stark reduziert werden kann, zum anderen aber auch die Er-
weiterbarkeit und Kommunikation mit weiterer Software gewa¨hrleistet ist. So verwenden wir
zur Speicherung der Gruppeneinteilung in Patterns die Extensible Markup Language (XML).
In Abbildung 5.4 ist eine solche von uns verwendete XML-Datei dargestellt. Das Attribut
2Ein Operator kommt nicht in einer Pattern vor, wenn er durch Reduktion der Atome keinen Add-Effekt
hat.
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<?xml version="1.0" encoding="ISO-8859-1"?>
<!DOCTYPE patternarrangement SYSTEM ".transfer.dtd">
<patternarrangement>
<pattern>












<group name="(handempty) (holding-a) (holding-b)
(holding-c) (holding-d)" number="0"/>
<group name="(on-a-d) (on-b-d) (on-c-d) (on-d-d)
(clear-d) none" number="4"/>
<group name="(ontable-a) none" number="5"/>
<group name="(ontable-b) none" number="6"/>
<group name="(ontable-c) none" number="7"/>
<group name="(ontable-d) none" number="8"/>
</unused>
</patternarrangement>
Abbildung 5.4.: XML-Datei zur Speicherung einer Gruppeneinteilung in Pattern
name des Elements group beinhaltet eine Auflistung aller Instanziierungen der entsprechen-
den Variable. Diese wird direkt mit der Problemstellung dem Planungssystem u¨bergeben.
Fu¨r unser System relevant ist aber nur das Attribut number, da hiermit die entsprechende
Gruppe eindeutig bestimmt ist. Der Name ist fu¨r den Benutzer aber natu¨rlich nicht verzicht-
bar.
Zur komfortablen Editierung dieser XML-Datei greifen wir auf den Open-Source-Editor
Pollo3 zuru¨ck. Dieser la¨sst sich leicht konfigurieren und mit Hilfe einer XML-Schema-Datei
auch auf unser verwendetes XML-Format spezialisieren. So stellt der Editor kontextabha¨ngig
entsprechend den Restriktionen des Schemas erlaubte Vera¨nderungen zur Verfu¨gung. So darf
man zum Beispiel, wenn man eine Gruppe aktiviert hat, eine Pattern einfu¨gen, aber keine
Gruppe. Eine Abbildung von Pollo mit der in Abbildung 5.4 dargestellten XML-Datei findet
sich in Abbildung 5.5.
Die Manipulation der Patterneinteilung verla¨uft auf Basis einer automatischen Einteilung,
3http://pollo.sourceforge.net/
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Abbildung 5.5.: Darstellung der XML-Datei aus Abbildung 5.4 in Pollo
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wie zum Beispiel das bereits genannte Greedy-Bin-Packing. Diese Verteilung der Gruppen,
also Variablen auf unterschiedliche Patterns, werden in einer XML-Datei gespeichert.
Nun kann der Benutzer Vera¨nderungen vornehmen und diese zum einen direkt in die Datei,
welche von MIPS gelesen wird, speichern. Zum anderen besteht auch die Mo¨glichkeit, die
Editierungen durch Sichern in eine andere Datei fu¨r spa¨tere Planungsla¨ufe zur Verfu¨gung zu
halten.
Nach Beenden des Editors Pollo liest MIPS die Vera¨nderungen aus der XML-Datei ein
und plant mit Hilfe dieser.
Des Weiteren ist die Mo¨glichkeit implementiert, bei einer Einbettung des Planungssystems
in eine integrierte Planungsumgebung (wie die von der Projektgruppe entwickelte ModPlan-
Workbench) die Laufzeitzuteilung extern zu verwalten. Der Ablauf hierzu ist in Abbildung
5.6 dargestellt.
Als Erstes startet die Workbench und liest dabei den Pfad zum Editor, in unserem Fall
Pollo (was aber beliebig durch einen anderen XML-Editor ersetzt werden kann). Die Steue-
rung der Programme findet durch die Datei .temp statt. In Folge startet MIPS und vera¨ndert
den Wert in .temp nach Speichern der zu vera¨ndernden Patterneinteilung in die XML-Datei
und teilt damit der Workbench seinen Zustand mit. Nun wird der Editor gestartet wobei
nach dessen Beendigung wiederum der Inhalt von .temp vera¨ndert wird, wodurch nun MIPS
die Planung fortsetzt. Durch die externe Steuerung la¨sst sich der Ablauf natu¨rlich beliebig
anderweitig vollziehen, so dass zum Beispiel auch externe Optimierverfahren der Patternein-
teilung in Kombination mit unserer Methode eingesetzt werden ko¨nnten. In dem Fall wu¨rde
mips erst nach Beendigung der unterschiedlichen Programme fortgesetzt werden.
Zur Unterstu¨tzung des Benutzers werden die Ha¨ufigkeiten der heuristischen Werte, wel-
che bei der ru¨ckwa¨rtigen Tiefensuche in den unterschiedlichen Patterns auftreten, in einer
Datei gespeichert. Diese Datei kann von dem Visualisierungsprogramm Vega (“Visualization
environment for geometric algorithms” von Christoph A. Hipke) als Histogramm dargestellt
werden.
In Abbildung 5.7 sind die Histogramme von drei unterschiedlichen Patterneinteilungen
zu finden. Die großen Abbildungen links und rechts basieren beide auf je einer Pattern mit
zwei Gruppen gleicher Gro¨ße. Dennoch ist sofort erkennbar, dass sich die Verteilung der
heuristischen Werte unterscheidet. Im Hauptdiagramm (links) kommen einige Werte (8 bis
11) gleich ha¨ufig vor und der ho¨chste heuristische Wert ist 13. Die rechte Abbildung zeigt
eine weniger gleichma¨ßige Verteilung, insbesondere aber weniger hohe Werte, was auf eine
geringere Informativita¨t schliessen la¨sst.
Die kleine Abbildung zeigt eine Pattern welche nur aus einer Gruppe besteht. Hier ist zu
bemerken, dass der Zustandsraum der Breitensuche offensichtlich deutlich kleiner ist als bei
den anderen beiden Patterns.
Ebenso trifft die Erwartung ein, dass die Anzahl der mo¨glichen Zustande bei zusam-
menfu¨gen der beiden anderen Patterns regelrecht explodiert, so dass gleiche heuristische
Werte bis zu 1100 mal auftreten. Die Qualita¨t steigt zwar nicht proportional dazu, aber wir
erreichen einen maximalen heuristischen Wert von 23.
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Abbildung 5.6.: Ablauf bei externer Laufzeitsteuerung
5.4.2. Verbessung der Patterneinteilung durch genetische Algorithmen
Motivation
Trotz zahlreicher Vero¨ffentlichungen zu dem Themengebiet der Verbesserung der Patternein-
teilung sind hierzu nur wenige aussagekra¨ftige Heuristiken entstanden. So ist das Problem
nach wie vor als schwierig einzustufen, insbesondere, da die Qualita¨t der Patterneinteilung
auch doma¨nenabha¨ngig zu sein scheint.
Gerade bei Problemen mit unbekannter Struktur bieten sich naturnahe Optimierverfahren
wie Evolutionsstrategien, genetische Algorithmen oder auch Partikelschwarmoptimierung an.
Aufgrund der diskreten Struktur des Problems entscheiden wir uns gegen die Evolutionss-
trategien. Unsere Ansa¨tze folgen daher den Ideen der genetischen Algorithmen.
Auf diesem Wege ist auch zu erwarten, weitere Erkenntnisse u¨ber wichtige Eigenschaften
der Patterneinteilungen zu erlangen.
¨Uberblick genetische Algorithmen
Das Optimierparadigma der genetischen Algorithmen wurde von John Holland und David
Goldberg entwickelt (siehe dazu [15]). Der grundsa¨tzliche Ablauf ist in Abbildung 5.8 dar-
gestellt.
In den Zeilen 0 und 1 findet die Initialisierung eines Za¨hlers sowie der Population, die aus
n Individuen besteht, statt. Ein solches Individuum ist im klassischen Fall ein Bitstring. Der
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Abbildung 5.7.: Histogramm zur Darstellung der Ha¨ufigkeiten von heuristischen Werten in
einer Pattern
0 t := 0;
1 initialisiere P (t) = {I1, . . . , In};
2 bewerte P (t);
3 while (κ(P (t)) 6= 1) do
4 P ′(t) := Rekombination(P (t));
5 P ′′(t) := Mutation(P ′(t));
6 bewerte P ′′(t);
7 P (t+1) := Selektion(P ′′(t));
8 t := t+ 1
9 od;
Abbildung 5.8.: Ablauf eines genetischen Algorithmus (nach [20])
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Repra¨sentation der Individuen
Roman Klinger, Kenneth Kahl
Visionen der STRIPS-Gruppe — PG-ModPlan
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Abbildung 5.9.: Repra¨sentation eines Individuums
Evaluationsschritt zur Berechnung der Fitness in Zeile 3 ist notwendig, damit in Zeile 4 die
Auswahl der Individuen zur Rekombination fitnessproportional stattfinden kann. Bei der Re-
kombination werden die Informationen zweier (“Eltern”-)Individuen zur Bildung von neuen
(“Kind”-)Individuen nach bestimmten Regeln verknu¨pft. Mit einer geringen Wahrscheinlich-
keit werden einzelne Stellen dieser aus der Rekombination erstellten Population vera¨ndert
(Zeile 5). Auf Basis der in Zeile 6 durchgefu¨hrten Evaluation werden in Zeile 7 Individu-
en fitnessproportional ausgewa¨hlt um die Population auf die Ursprungsgro¨ße zu bringen.
Nach Hochsetzen des Za¨hlers ist der na¨chste Schritt wiederum die Rekombination. Diese
Schleife wird durch Erreichen eines Abbruchkriteriums κ beendet. Dies ist u¨blicherweise ein
hinreichend guter Fitnesswert.
Wir nehmen an diesem grundsa¨tzlichen Schema kleinere A¨nderungen vor, wie in den fol-
genden Abschnitten beschrieben wird.
Repra¨sentation
In der Implementation des Planungssystems werden die Patterneinteilungen folgendermaßen
dargestellt. Es existiert eine zweidimensionale bool’sche Tabelle der Gro¨ße g×g, wobei g die
Anzahl der Gruppen sei. In der ersten Dimension werden die Gruppen aufgetragen, in der
zweiten Dimension die Patterns.
Da bei genetischen Algorithmen die Notwendigkeit besteht, aus einem Individuum eine
vollsta¨ndige Lo¨sung zu interpretieren, bietet es sich an, genau diese Tabelle zur Repra¨senta-
tion unserer Individuen zu nutzen.
In Abbildung 5.9 findet sich ein solches Individuum. Hierbei ist n = g und p ≤ g. So sind
zum Beispiel in Pattern 1 die Gruppen 1,5,6,8 und n und in Pattern 2 die Gruppen 3,5 und
7 eingefu¨gt.
64
5.4. Implementierung Pattern Databases
Abbildung 5.10.: 2-Punkt-Crossover [28]
Initialisierung
Bei der Initialisierung wird die Gro¨ße eines jeden Individuums uniform zufa¨llig in dem Inter-
vall [1, g] gewa¨hlt. Die Anzahl der Individuen, also die Populationsgro¨ße wird vom Benutzer
vorgegeben.
In einer Variante haben wir getestet, in wieweit eine rein zufa¨llige Belegung der Individuen
zum Ziel fu¨hrt. Hierbei hat sich jedoch herausgestellt, daß der Aufwand eine akzeptable
Verteilung zu erreichen deutlich ho¨her ist als der des Greedy-Bin-Packings, jedoch keine
bemerkenswerte Verbesserung der Suche herbeifu¨hrt.
Daher initialisieren wir die Individuen mit Hilfe des bereits implementierten Greedy-Bin-
Packing Algorithmus. Um zu vermeiden, daß aus der Systematik dieses Algorithmus folgt,
daß alle Individuen der Startpopulation identisch sind, ist eine Variation der bisherigen Im-
plementation notwendig. So werden die Gruppen dem Algorithmus in einer immer wieder
neu zufa¨llig erstellten Reihenfolge pra¨sentiert. Dies erzeugt mehrere, a¨hnlich gute Grup-
penverteilungen auf die Patterns, welche jedoch unterschiedlich sind. So ist dies eine gute
Ausgangsposition fu¨r die Optimierung mit dem genetischen Algorithmus.
Rekombination
Die Motivation der Rekombination zweier sogenannter Elternindividuen ist die Hoffnung,
die guten Eigenschaften des einen mit den guten Eigenschaften des anderen zu kombinieren.
Die einfachste Technik ist das n-Point-Crossover welches anhand zweier eindimensionaler
Individuen in Abbildung 5.10 dargestellt ist.
Sinnvoll in unserer Repra¨sentation ist die Verwendung von 1- oder 2-Point-Crossover in der
Dimension der Pattern. Dies bedeutet, dass die Elternindividuen einen Teil ihrer Patterns
austauschen. Hierbei entstehen zwei Individuen, wenn die Eltern eine unterschiedliche Anzahl
Patterns beinhalten, entsteht ein la¨ngeres und ein ku¨rzeres Kind.
Mutation
Bei der Mutation werden mit einer u¨blicherweise geringen Wahrscheinlichkeit die einzelnen
Bits in der das Individiuum repra¨sentierenden Tabelle geflippt. Dieser Operator stellt eine
wichtige Funktion dar, denn durch ihn werden die Gruppen zu Patterns hinzugefu¨gt oder
ihnen entzogen.
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Weiterhin nutzen wir einen Mutationsoperator, welcher Patterns entfernt oder eine zufa¨llig
neu erzeugte Pattern einfu¨gt.
Selektion
Mit Hilfe der Selektion wird die durch die Rekombination mo¨glicherweise (je nach Rekom-
binationsoperator) vergro¨ßerte Population in Abha¨ngigkeit von der Fitness der Individuen
auf die urspru¨ngliche Gro¨ße gebracht. Dazu wird die auf eine Summe von 1 skalierte Fitness
zur Bildung einer Wahrscheinlichkeitsverteilung genutzt. Entsprechend dieser werden dann
die Individuen mit ho¨herer Fitness mit ho¨herer Wahrscheinlichkeit fu¨r die Folgepopulation
gewa¨hlt.
Zielfunktion
Die Zielfunktion stellt eine zentrale Rolle bei den genetischen Algorithmen dar. Aus ihr wird
direkt die Fitnessfunktion zur Berechnung der Fitness der Individuen bestimmt. Die Erstel-
lung der Zielfunktion ist oft ein schwieriges Problem, so auch in unserem Fall, gerade, da
die Bedingungen, wann eine Patterneinteilung als ‘gut’ einzuscha¨tzen ist, nahezu unbekannt
sind.
Wie bereits erwa¨hnt wird bei der Erstellung der Pattern Data Bases eine ru¨ckwa¨rtige
Breitensuche durchgefu¨hrt. Je ho¨her die hierbei erreichten heuristischen Werte sind, als de-
sto besser sind sie zu beurteilen. Dies gilt, da eine Suche auf dem vollsta¨ndigen Suchraum
(welcher ja durch die Suche auf dem durch die Pattern Data Base induzierten Suchraum
verkleinert wird) obere Schranken fu¨r die heuristischen Werte von jedem Zustand liefert.
Wir bilden daher die heuristischen Werte und berechnen den Durchschnitt dieser fu¨r jede
Pattern. Der Durchschnitt dieser Werte fu¨r eine vollsta¨ndige Patterneinteilung gibt uns den
zugeho¨rigen Zielfunktionswert.
Implementierungsansatz: GALib
In einem ersten Implementierungsansatz verfolgten wir eine vollsta¨ndig eigensta¨ndige Imple-
mentierung. Diesen Ansatz verwarfen wir schließlich zu Gunsten der Nutzung einer Library,
da wir uns hiervon eine ho¨here Effizienz von mo¨glicherweise notwendigen Experimenten mit
unterschiedlichen Operatoren erhoffen.
Die Entscheidung ist auf die GAlib4 [39] gefallen. Besonders hervorzuheben ist bei dieser
erst einmal der technische Vorteil, daß sie ohne A¨nderungen unter verschiedenen Betriebssys-
temen la¨uft. Angenehm ist auch, daß bereits eine Datenstruktur zur Verfu¨gung steht, welche
genau unseren Anspru¨chen genu¨gt. So ist es ausreichend, eine Zielfunktion zu implementie-
ren. Eine Fitnessfunktion wird automatisch, wenn gewu¨nscht, mit dem Verfahren des Fitness
Scalings errechnet. Die Operatoren Rekombination, Mutation und Selektion sind auch nur
noch entsprechend zu konfigurieren. Bemerkenswert ist, daß diese Konfigurationen auch u¨ber
eine externe Datei mo¨glich sind und nicht zwingend direkt im Quellcode stattfinden muß.
Notwendig fu¨r spa¨tere Experimente ist aber nicht nur die Flexibilia¨t des Systems, sowie
gewisse mitgebrachte Operatoren, sondern auch die einfache Erweiterbarkeit.
4http://lancet.mit.edu/galib-2.4/
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5.5.1. HSP
Zur Analyse unserer Implementierungen vergleichen wir das bestehende, nicht optimale
FF System mit unserer nicht zula¨ssigen HSP-Add-Atom-Heuristik sowie unseren zula¨ssi-
gen HSP-Max-Atom- und HSP-Max-Pair-Heuristiken. Hierbei wird jeweils der Algorithmus
A* benutzt. Die Ergebnisse sind in Abbildung 5.11 dargestellt.
Wichtig herauszustellen ist hier der Trade-Off zwischen Optimalita¨t und Geschwindigkeit.
Besonders in den schwierigeren Problemen der jeweiligen Doma¨ne (Logistics 7-0; Blocks 8-0,
9-1; Depot 1935,6512; Driverlog 2-2-4; Satellite 2,3,9) ist die Diskrepanz der Laufzeiten wie
auch der Expansionen zwischen optimalem und suboptimalem Planer sehr deutlich. Hierbei
mo¨chten wir bemerken, dass die von uns implementierte HSP-Add-Atom-Heuristik durchaus
mit FF konkurrieren kann. Die Laufzeiten bewegen sich in der selben Gro¨ßenordnung, die
Expansionzahl ist in unseren Analysen im Allgemeinen nicht gro¨ßer, sondern oft niedriger
als bei FF (Logistics 7-0; Blocks 8-0; Depot 1935). Eine Ausnahme bildet hier die Doma¨ne
Satellite, bei der HSP-Add-Atom deutlich schlechter abschneidet.
Auch wenn die suboptimale Lo¨sung nur wenige Planschritte la¨nger ist als die optimale
Lo¨sung, muss das Finden des ku¨rzesten Plans teuer erkauft werden. In einigen Fa¨llen ist die
Verbesserung tatsa¨chlich minimal (Logistics 4-1; Blocks 9-1; Zeno Travel 2-6).
Manche Situationen verlangen allerdings aufgrund von sehr teuren Planungsschritten nach
der ku¨rzesten Lo¨sung. Bei der Blocks-Doma¨ne werden diese optimalen Lo¨sungen tatsa¨chlich
auch in akzeptabler Zeit gefunden. In anderen Bereichen wie zum Beispiel Depot, finden
wir einen ku¨rzeren Plan, allerdings auch in deutlich ho¨herer Zeit (Depot 1935). Weiterhin
mo¨chten wir bemerken, dass HSP-Max-Pair deutlich informativere heuristische Werte liefert
als HSP-Max-Atom, wodurch die Expansionszahl wesentlich niedriger ausfa¨llt (Zeno Travel
2-4; Logistics 4-1), allerdings die Zeit fu¨r die Berechnung dieser Werte u¨berma¨ßig hoch liegt.
Wir mu¨ssen also feststellen, dass die Wahl des Planungssystems starkt von der Anwendung
abha¨ngt.
5.5.2. Pattern Data Bases
In dem Test der Pattern Data Bases unterscheiden wir zwischen der Implementierung mit
Aufbau der Patterns durch ein Greedy Bin-Packing und der optimierenden Variante mit
unterschiedlichen Parametern. Aufgrund des Einsatzes von genetischen Algorithmen ist die
Findung der heuristischen Werte nicht deterministisch, so daß wir bei diesen Tests jeweils
mehrere Durchla¨ufe des Planungssystems heranziehen und die Durchschnittswerte zum Ver-
gleich heranziehen. Selbstversta¨ndlich ist hierbei zu bemerken, daß es bei vielen Problemen
die Mo¨glichkeit gibt, durch ungeschickt gewa¨hlte Parameter die Planfindung zu verhindern.
Dieser Fehler ist uns, wie man im folgenden sieht, auch unterlaufen.
Da die Tests durch die wiederholte Durchfu¨hrung recht aufwa¨ndig sind stellen wir hier die
Durchschnittswerte besonders aussagekra¨ftiger und interessanter Doma¨nen in Diagramm-
form vor.
Die Beschriftung der horizontalen Achse beschreibt die Parameterwahl in folgender Weise:
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Abbildung 5.11.: Vergleiche der Planungssysteme in unterschiedlichen Doma¨nen (—: Kein
Ergebnis innerhalb von 600 Sekunden); TT: Total Time, Exp: Expansionen,
PL: Optimierte Planla¨nge
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Abbildung 5.12.: Test von Logistics 4-1
Beschriftung Bedeutung
5 BinPacking: log Maximale Patterngro¨ße 5
5,50,5 Genetisch: log Max. Patterngr. 5, Generationen 50, Population 5
. . .
5.6. Aufruf und Handhabung
Das System wird durch den Aufruf ./mips unter unixoiden Betriebssystemen gestartet.
Unter Windows ist der Aufruf entsprechend mips. Mo¨gliche Optionen lassen sich durch
./mips -h anzeigen. Sie sind in Abbildung 5.16 aufgelistet. Entsprechend der Erla¨uterungen
dieser Ausgabe lassen sich mit den Parametern die Suchstrategie wie auch die Heuristik
einstellen. Weiterhin werden Problem- und Domaindatei u¨bergeben.
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Abbildung 5.14.: Test von Zeno-Travel 2-4
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Abbildung 5.15.: Test von Driverlog 2-2-2
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user@computer:~/> ./mips -h
ModPlan-Version (Roman Klinger, Kenneth Kahl)
MIPS 2.2 - the Model Checking Integrated Planning System
developed by Stefan Edelkamp
ModPlan elements by Roman Klinger and Kenneth Kahl:
usage: mips [<option> ...]
mips [<option> ...] <problem file>
mips [<option> ...] <domain file> <problem file>
If no domain file is specified, domain.pddl serves as a default.
If no problem file is specified, problem.pddl serves as a default.
Options:
Exploration algorithm:
-A 0 = Explicit A*
-A 1 = Explicit Hill-Climbing (default)
-A 2 = Explicit IDA*
Heuristic Functions:
-F: Relaxed planning heuristic (default)
-P x: Pattern database heuristic, log number of explicit patterns
-G x: Pattern database heuristic, optimized with genetic algorithms,
log number of explicit patterns in initialisation
-K 0: HSP Add-Atom-Heuristik
-K 1: HSP Max-Atom-Heuristik
-K 2: HSP Max-Pair-Heuristik
-K 3: HSP Max-Pair-Heuristik with Preprocessing (BUGGY)
Weightening of heuristic function
-W x: 1 + weight in x% (default 100)
Various:
-O x: Optimizing quality by scheduling relaxed plans (default 0)
-i : VEPA vizualization information
-p : flushing intermediate representation
-v : verbose information
-d : debug information
-a : Turn off additivity of the patterns for Pattern Data Bases
-u : break for user editing patterns
The Pattern-XML-File is named: ".transfer.xml" in the same
directory as mips, if you want to edit it, enter the name or the
path of your editor in "lib/edit.cfg"
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Kapitel 6. Durative-FF
6.1. Einfu¨hrung
Metric-FF ist eine Erweiterung des FF-Planers um nummerische Zustandsvariablen. Das
in C geschriebene System hat beim dritten internationalen Planungswettbewerb gut abge-
schnitten. Der zeitliche Ablauf zur Durchfu¨hrung eines Plans ist offensichtlich sehr wich-
tig. Bei Metric-FF werden die Ausfu¨hrungszeiten einzelner Aktionen nicht beru¨cksichtigt.
Das Ziel unserer Gruppe bestand darin, Metric-FF zu Durative-FF zu erweitern, so dass
Problemlo¨sungen unter Beru¨cksichtigung von Aktionszeitdauern und zeitlichen Literalen
ermo¨glicht wird.
Der Inhalt dieses Kapitels gliedert sich in fu¨nf Abschnitte. Der erste Abschnitt bietet einen
U¨berblick u¨ber den Metric-FF Planer. Der zweite Abschnitt bildet eine solide Grundlage
fu¨r das temporale Planen. Danach wird ausfu¨hrlich auf die Erweiterung des Metric-FF zu
Durative-FF Planers eingegangen. Der dritte Abschnitt bescha¨ftigt sich mit der Einfu¨hrung
der zeitlichen Literalen in das temporale Planen. Im vierten Abschnitt werden die Visuali-
sierung und die Manipulation der Abha¨ngigkeiten zwischen der Operatoren dargestellt. Der
letzte Abschnitt bewertet die Leistung des Durative-FF Planers anhand von Vergleichen (in
Form von Diagrammen) mit konkurierenden Planern.
6.2. Metric-FF Planer
In diesem Abschnitt beschreiben wir die Funktionsweise des Metric-FF-Planers, seine ver-
wendete relaxierte Planungsheuristik und schlisslich seinen Parser-Aufbau. Metric-FF ist eine
Erweiterung von FF-Planer (ein klassisches Handlungsplanungssystem, das von Jo¨rg Hoff-
mann entwickelt wurde). FF lo¨st beliebige Planungsprobleme, die in der standardisierten
Eingabesprache PDDL (Planning Domain Definition Language) formuliert sind und kommt
dabei mit klassischen Problemen (STRIPS) ebenso zurecht wie mit komplexen Doma¨nen
mit Quantoren und bedingten Effekten (ADL). Der Metric-FF-Planer, eine Erweiterung zu
FF, kann zusa¨tzlich mit Zahlen (nummerischen Zustandsvariablen) umgehen. Beide Systeme
sind in C implementiert [23].
6.2.1. Struktur des Metric-FF Planers
Die Funktionsweise des Metric-FF Planers la¨sst sich in drei Phasen unterteilen. In der ers-
ten Phase erha¨lt Metric-FF als Eingabe ein Problem und eine Doma¨ne. Wenn die Eingaben
korrekt definiert sind, werden sie geparst. Der Metric-FF-Parser (wird im na¨chsten Unter-
abschnitt erla¨utert) fa¨ngt damit an, die Doma¨ne zu analysieren, denn es ist fu¨r die PDDL-
Sprache wichtig, die Doma¨ne vor dem Einlesen des Problems zu definieren. Danach wird
getestet, ob es sich um ein ADL-Problem handelt, denn beim Metric-FF ko¨nnen nur ADL-
Probleme bearbeitet werden. Bei der zweiten Phase handelt es sich um die erste Vorverar-
beitung (preprocessing). Es wird die Doma¨ne durch Ganzzahlen kodiert. Danach werden die
wichtigsten Informationen gesammelt und der initiale Zustand wird in drei Arrays zerlegt: ein
Array fu¨r individuelle Pra¨dikate, ein Array fu¨r alle statischen Relationen und ein Array fu¨r
nicht statische Relationen. Es werden dann alle pra¨dikatenlogische Formeln in der Doma¨ne-
beschreibung normalisiert und die negativen Vorbedingungen u¨bersetzt. In der dritten Pha-
se, werden die Informationen von der Normoperator- und der Pseudoaction-Struktur zur
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Action-Struktur weitergeleitet. Danach werden die relevanten Fakten gesammelt und die fi-
nale Problem- und Doma¨nedarstellung erstellt. Anschließend werden die Informationen von
der Action-Struktur bis zur ho¨chsten Ebene weitergeleitet. Abschließend wird die Suche nach
der Lo¨sung durchgefu¨hrt (siehe Abbildung 6.1).
Abbildung 6.1.: Metric-FF Planer
6.2.2. Die verwendete relaxierte Planungsheuristik
Bei Metric-FF wird das Planen als Suche aufgefasst: Startend beim initialen Zustand wer-
den die mo¨glichen Zusta¨nde abgesucht, um schließlich zu einem Zustand zu gelangen, der
unserem Ziel entspricht. Die Aktionen, die den Zustandswechseln dienten, bilden dann den
Plan. Metric-FF benutzt die FF-Heuristik, sie basiert auf den relaxierten Planinformatio-
nen. Fu¨r ein gegebenes nummerisches Problem (V, P,A, I,G) und einen Zustand s, ist der
FF-Heuristikwert h(s) = ∞, falls die relaxierte Planerzeugungsprozedur keinen relaxierten
Plan gefunden hat, andernfalls h(s) =
∑
t∈T |At|, wobei T = {1, 2, ....,finallayer} und At
die Operatormenge ist, die in der Schicht t von der relaxierten Planextraktionsprozedur des
Metric-FF ausgewa¨hlt wurde.
6.3. Erweiterung des Metric-FF zum Durative-FF Planer
In diesem Abschnitt betrachten wir Aktionen, die mit Ausfu¨hrungszeiten belegt sind. Dies
fu¨hrt zu sequentiellen oder parallelen temporalen Pla¨nen. Danach wird auf die Erweiterung
der Parser fu¨r temporalen Doma¨nen na¨her eingegangen. Abschließend wird der Durative-FF
Planer detailliert beschrieben und anhand eines Beispiels ein paralleler Plan berechnet.[9]
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6.3.1. Parallelisierung sequentieller Pla¨ne
Wir beschreiben kurz zuerst, was ein temporales Modell ist. Danach bescha¨ftigen wir uns mit
der Abha¨ngigkeiten von Operatoren und der resultierenden Vorga¨ngerbeziehung von Aktio-
nen. Anschliessend stellen wir einen Ansatz fu¨r das temporale Planen dar, bei dem sequentiell
erzeugte Pla¨ne parallelisiert werden. Darauf folgt eine Einfu¨hrung der Schedulingheuristik,
die auf dem Pert-Ansatz basiert.
Temporales Modell
Die PDDL 2.1 Level 3 Beschreibungen enthalten die temporalen Annotationen at start,
over all und at end. In Abbildung zeigen wir zwei verschiedene Optionen diese Information
in einfache Operatoren zu zerlegen, um eine Semantik fu¨r sequentielle Pla¨ne zu gewinnen.
Im ersten Fall Abbildung 6.2 (oben rechts), wird der Operator in drei Einzeloperatoren
zerlegt. Dieses ist die vorgeschlagene Semantik von Fox und Long. Fu¨r die Parallelisierung
sequentieller Pla¨ne bietet sich die alternative Operatorrepresentation in Abbildung 6.2 (unten
rechts) an.
Abbildung 6.2.: Kompilierung von temporalen Operatoren
Abha¨ngigkeit der Operatoren
Die Definition der Abha¨ngigkeit von Operatoren ermo¨glicht die Berechnung von optima-
len Anordnungen (Schedules) von sequentiellen Pla¨nen gema¨ß der generierten Aktionsfolge
und der implizierten kausalen Struktur der Operatoren untereinander. Wenn alle Operato-
ren paarweise abha¨ngig sind, liefert in diesem Fall keine Anordnung eine Verbesserung des
Schedules.
Propositionaler Konflikt: Zwei Operatoren sind abha¨ngig, falls der folgende proposi-
tionale Konflikt vorliegt, d.h. die propositionalen Vorbedingungen eines Operators haben
einen nicht-leeren Schnitt mit dem Effekten des anderen Operators.
Nummerischer Konflikt: Man unterscheidet zwischen zwei Konflikten: Direkter und
indirekter nummerischer Konflikt. Direkter nummerischer Konflikt, d.h. der Kopf eines num-
merischen Zuweisungsoperators einer Aktion ist enthalten in einer Bedingung der anderen
Aktion. Indirkter nummerischer Konflikt, d.h. der Kopf einer nummerischen Zuweisung in
einer Aktion tauchet innerhalb des Restes einer Zuweisung in einer anderen Aktion auf.
Beispiel: Direkter nummerischer Konflikt.
(reful plan-a city-a) (fly plane city-a city-c)
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nummerischer Bedingung:
(fuel ?p) < (capacity ?p) (fuel p) >= (distance a c)*(stow-burn p)
nummerische Effekten:
(fuel p) += (capacity ?p) (total-fuel-used) += (distance a c)*(stow-burn p)
(fuel p) -= (distance a c)*(stow-burn p)
Im Beispiel haben die Operatoren (reful plan-a city-a) und (fly plane city a city c) einen di-
rekten nummerischen Konflikt. Indirekte nummerische Konflikte tauchen im Beispielproblem
nicht auf. Die Abha¨ngigkeiten der Operatoren werden genutzt, um ein optimales nebenla¨ufi-
ges Arrangement der Operatoren in einem sequentiellen Plan zu finden. Falls O2 von O1




Eingabe: Sequenz von Aktionen O1, ..., Ok,
Ordnung ≤d
Output: Makespan
for all i ∈ {1, . . . , k}
e(Oi) ← d(Oi)
for all j ∈ { 1, . . . , i-1}
if(Oj ≤d Oi)
if e(Oi) < e(Oj)+d(Oi)
e(Oi) ← e(Oj) + d(Oi)
return max1≤i≤k e(Oi)
Algorithmus zur Berechnung der kritischen Pfadkosten.
Der kritsche Pfad ist eine Sequenz von Aktionen, so dass die Gesamtzeit dieser Aktionen
gro¨ßer oder gleich zu allen anderen Operatorpfaden ist.
Der PERT-Scheduling-Algorithmus nimmt als Eingabe eine Folge von Operatoren und
gibt als Ausgabe die Planla¨nge eines optimalen parallelen Plans.
Metric-FF wurde auf einem nummerischen ZENO-TRAVEL-Problem zum Laufen ge-
bracht und hat folgenden sequentiellen Plan erzeugt:
step0 : BOARD SCOTT PLANE CITY-A
step1 : FLY PLANE CITY-A CITY-C
step2 : BOARD ERNIE PLANE CITY-C
step3 : BOARD DAN PLANE CITY-C
step4 : FLY PLANE CITY-C CITY-D
step5 : DEBARK ERNIE PLANE CITY-D
step6 : DEBARK SCOTT PLANE CITY-D
step7 : REFUEL PLANE CITY-Dthe
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step8 : FLY PLANE CITY-D CITY-C
step9 : FLY PLANE CITY-C CITY-A
step10: DEBARK DAN PLANE CITY-A
Man hat hier einfach die Aktionszeitdauer einen konstanten Wert zugewiesen, und zwar 1.
Nachdem wir den PERT-Algorithmus implementiert und dem Metric-FF hinzugefu¨gt ha-
ben, haben wir ihn auf der ZENO-TRAVEL-Doma¨ne wieder zum Laufen gebracht. Er hat
folgenden parallelen Plan erzeuget:
step1: BOARD SCOTT PLANE CITY-A
step2: FLY PLANE CITY-A CITY-C
step3: BOARD ERNIE PLANE CITY-C
BOARD DAN PLANE CITY-C
step4: FLY PLANE CITY-C CITY-D
step5: DEBARK ERNIE PLANE CITY-D
DEBARK SCOTT PLANE CITY-D
REFUEL PLANE CITY-D
step6: FLY PLANE CITY-D CITY-C
step7: FLY PLANE CITY-C CITY-A
step8: DEBARK DAN PLANE CITY-A
Der kritsche Pfad-Wert betra¨gt: 8
Schedulingheuristik
Die FF-Schedulingheuristik ist eine Erweiterung der relaxierten FF-Heuristik. Sie wird beim
Durchsuchen des Zustandsraums von dem Planer als eine Distanz-Scha¨tzung vom aktuellen
Zustand zum Zielzustand verwendet.
Definition Gegeben sei ein durative-nummerisches Problem (V , P , A, I, G) und ein Zu-
stand s. Der FF-Schedulingheuristikwert ist sh(s) =∞, falls die relaxierte Planerzeugungs-
prozedur keinen relaxierten Plan gefunden hat, andernfalls ist sh(s) = pert(∪t∈TAt), wobei
T = {1, 2, ....,finallayer} und At die Operatormenge bildet, die in der Schicht t von der
relaxierten Planextraktionsprozedur ausgewa¨hlt wurde.
Anwendung der Schedulingheuristik Beim Expandieren des aktuellen Zustandsknotens
berechnet man die relaxierte Planheuristik und speichert die Operatormenge in einem Array,
deren Gro¨ße der relaxierter Planheuristikwert bildet, und wendet darauf die pert-Funktion
an, die wiederum die depend-Funktion aufruft, die die Abha¨ngigkeiten zwischen den Opera-
toren an die pert zuru¨ckgibt. Anhand dieser Abha¨ngigkeiten berechnet die pert-Funktion den
parallelen Plan, und gibt die La¨nge des la¨ngsten Pfades zuru¨ck. Wir leiten diesen Wert an
die search-for-better-state-Funktion weiter, die ihn mit dem relaxierten Planheuristikwert
des aktuellen Zustandes vergleicht. Falls der neue Wert kleiner als der Alte ist, wird der alten
Wert durch den Neuen ersetzt. Dieser Schritt wird wiederholt, bis der relaxierte Planheuris-
tikwert den Wert 0 erreicht, was bedeutet, dass der Zielknoten erreicht ist, anderenfalls ist
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das Problem unlo¨sbar, weil der Zielzustand nicht von diesem Zustand aus erreicht werden
kann. Falls der neue Wert gro¨ßer als der Alte ist, wird die relaxierte Graphplanheuristik
erneut berechnet und die pert-Funktion auf die neue Operatormenge angewendet. Dies wird
wiederholt, bis ein kleinerer Wert gefunden wird, oder der aktuelle Zustand eine Sackgasse
ist, also der Zielzustand nicht von diesem Zustand aus erreicht werden kann.
Vergleich zwischen FF-Schedulingheuristik und relaxierter Graphplanheuristik Wir
haben einen Vergleich zwischen FF-Schedulingsheuristik und relaxierter Graphplanheuristik
durchgefu¨hrt und sind zum Entschluss gekommen, dass die FF-Schedulingheuristik keine
verbesserte Heuristik gegenu¨ber der Graphplanheuristik ist. Manchmal liefern sie gleiche
Ergebnisse, meistens liefert Graphplanheuristik jedoch bessere Ergebnisse gegenu¨ber der
FF-Schedulingheuristik.
6.3.2. Parsen der temporalen Doma¨nen
In diesem Unterabschnitt werden wir uns mit der Erweiterung des Parsers bescha¨ftigen.
Die temporale Doma¨ne unterscheidet sich von der vorherigen Doma¨ne, indem die erste
Doma¨ne durative-action anstatt normale action entha¨lt. Deshalb werden wir uns nur auf
durative-action beschra¨nken.
Gegeben sei diese PDDL-Doma¨nenbeschreibung aus ZenotravelTandN-Time:
(:durative-action fly
:parameters (?a - aircraft ?c1 ?c2 - city)
:duration (= ?duration (/ (distance ?c1 ?c2) (slow-speed ?a)))
:condition (and (at start (at ?a ?c1))}
(at start ( > = (fuel ?a)
(* (distance ?c1 ?c2) (slow-burn ?a)))))
:effect (and (at start (not (at ?a ?c1)))
(at end (at ?a ?c2))
(at end (increase total-fuel-used
(* (distance ?c1 ?c2) (slow-burn ?a))))
(at end (decrease (fuel ?a)
(* (distance ?c1 ?c2) (slow-burn ?a))))))
Syntaxanalyse einer Aktion
Wir stellen die Syntaxanalyse der Aktion mit Hilfe der Backus-Naur-Form (BNF) dar. Sie
wird oft auch kontextfreie Grammatik genannt.
Wie es in Abbildung 6.3 dargestellt ist: Die durative-Aktion besteht aus du param def ,
die die Parameter dieser Aktion beschreibt, und der Ko¨rper der Aktion, der aus den Effekten,
Vorbedingungen und die Aktionszeitdauern bestehen kann. Diese kontextfreie Grammatik
hat vier komponenten:
1. Die Terminalsymbole sind in diesem Fall die Token, die in der Lex-Datei definiert sind.
2. Eine Menge von nicht Terminalsymbolen, die U¨berbegriffe fu¨r Konstruktionen sind,
die sich aus terminalen und /oder nicht terminalen Symbolen zusammensetzen.
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Abbildung 6.3.: Syntax-Diagramm fu¨r eine Aktion
3. Eine Menge von Produktionen, die die linke Seite mit der rechten Seite verbinden.
4. Startsymbol, das nicht als Terminalsymbol sein soll.
Metric-FF Lexer
Im ersten Schritt des Einlesevorgangs wird die PDDL-Datei vom Lexer eingelesen. Dieser liest
jedes Zeichen einzeln ein und gibt die erkannten Token anschliessend an den Parser weiter.
Das Verhalten des Lexers ist in der Datei lex-fct pddl.l fu¨r das Problem bzw. (lex-ops pddl.l
fu¨r die Doma¨ne) spezifiziert, dies wurde von der Metric-FF Gruppe erweitert und angepasst.
Aus dieser wird der Lexer (lex-ops pddl.c fu¨r die Doma¨ne bzw. lex-fct pddl.c fu¨r das Pro-
blem) mit Flex generiert. Dabei wird bei der Parsergenerierung die Datei scan-ops pddl.tab.c
fu¨r die Doma¨ne und die Datei scan-fct pddl.tab.c fu¨r das Problem beno¨tigt. Nun folgen ei-
nige Zeilen aus der Spezifikation des Lexers der Doma¨ne, die fu¨r die lexikalische Analyse der
Pddl-Datei notwendig sind:
{d}{e}{f}{i}{n}{e} { return(DEFINE_TOK); }
{d}{o}{m}{a}{i}{n} { return(DOMAIN_TOK); }
":"{r}{e}{q}{u}{i}{r}{e}{m}{e}{n}{t}{s} {
return(REQUIREMENTS_TOK); }}
":"{t}{y}{p}{e}{s} { return(TYPES_TOK); }
":"{c}{o}{n}{s}{t}{a}{n}{t}{s} { return(CONSTANTS_TOK); }
":"{d}{u}{r}{a}{t}{i}{v}{e}{a}{c}{t}{i}{o}{n} {
return(DURATIVE_ACTION_TOK);}
"(" { return(OPEN_PAREN); }
")" { return(CLOSE_PAREN); }
":"{c}{o}{n}{d}{i}{t}{i}{o}{n} { return (CONDITION_TOK); }
":"{d}{u}{r}{a}{t}{i}{o}{n} { return (DURATION_TOK); }
{a}{t} { return (AT_TOK); }
{s}{t}{a}{r}{t} { return (START_TOK); }
{e}{n}{d} { return (END_TOK); }
{o}{v}{e}{r} { return (OVER_TOK); }
{a}{l}{l} { return (ALL_TOK); }
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Metric-FF Parser
Nach dem Einlesen der Datei durch den Lexer, erfolgt die Weiterverarbeitung der erkannten
Token durch den Parser. Dieser muss nun pru¨fen, ob er Produktionen findet, so dass die
erkannten Token zu der vom Parser akzeptierten Grammatik passen. Ist dies nicht der Fall,
gibt der Parser eine Fehlermeldung aus. Der Parser selbst ist in der Datei scan-ops pddl.y
fu¨r die Doma¨ne und scan-fct pddl.y fu¨r das Problem spezifiziert, welche ebenfalls von der
Metric-FF Gruppe erweitert wurde. Die Spezifikation des Parsers muss gru¨ndlich vera¨ndert
bzw. angepasst werden. Mit Hilfe des bereits im Konzept genannten Tools Flex und Bison
wird die Datei scan-ops pddl.tab.c fu¨r die Doma¨ne bzw. (scan-fct pddl.tab.c fu¨r das Pro-
blem) generiert, die fu¨r die Kommunikation zwischen Lexer und Parser notwendig sind. Nun




EFFECT TOK du adl effect
{




CONDITION TOK du adl goal description
{




DURATION TOK du atom for
{





Der Lexer bekommt als Eingabe eine PDDL-Datei, dann fa¨ngt er mit der Analyse der Datei
an. Versto¨ßt das Dokument gegen die Struktur der Grammatik (zum Beispiel falsche Rei-
henfolge oder falsche Schachtelung von Elementen, Verwendung unbekannter Elemente oder
Attribute) oder tritt ein Syntax-Fehler auf die Zeile auf, liefert der Parser entsprechende
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Fehlermeldungen. Falls alle Elemente im Dokument korrekt geschachtelt sind, baut der Par-
ser bei der Analyse einen Parserbaum auf, dessen Knoten die Bestandteile des Dokuments
repra¨sentieren.
Abbildung 6.4.: Parsen eines PDDL-Dokuments
Nach einem erfolgreichen Parservorgang wird der Parserbaum weiterverarbeitet. Die Ak-
tionen werden in einer verketteten Liste gespeichert:
Abbildung 6.5.: Verkettete Liste der Aktionen
Jede Aktion, die das Wurzelelement eines Teilbaums darstellt, entha¨lt Kinder (Unterkno-
ten), die auch Informationen u¨ber Aktionszeitdauern, Vorbedingungen und Effekte enthalten.
Der Parser liest die PDDL-Datei und interpretiert sie als Baum:
Nachdem wir den Parser erweitert und die Daten in einem Baum gespeichert haben,
mussten wir den Baum in einen anderen Baum ohne temporale Informationen umwandeln,
damit Metric-FF den sequenziellen Plan findet. Dafu¨r haben wir die Methode extract plops()
implementiert, um den klassischen Metric-FF Baum zu erzeugen.
6.3.3. Der Durative-FF Planer
Struktur des Durative-FF Planers
Damit Metric-FF die Ausfu¨hrungszeiten einzelner Aktionen beru¨cksichtigen kann, mussten
wir die temporalen Informationen zu jeder Aktion hinzufu¨gen. Abbildung 6.7 stellt die Struk-
turebenen des Metric-FF dar, als auch die beiden wichtigen Programmkomponenten Suche
mit Schedulingheuristik und durative-pert. Was die Strukturen betrifft, handelt es sich um
Pl-Operator, Operator, Normoperator, Action, in der die Operatoren instanziiert werden
und schließlich die ho¨chste Ebene Opconn.
Die temporalen Informationen mussten also quer durch alle Strukturebenen durchgezogen
werden. Wie in Abbildung 6.8 dargestellt, werden in der Ebene Pl-Operator die zusa¨tzli-
chen temporalen Informationen zu den Vorbedingungen und zu den Effekten aller Atomen
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Abbildung 6.6.: Beziehung Elternkinds im Baum der Durative-Aktion fly aus vorheriger
PDDL-Datei
hinzugefu¨gt. Dafu¨r wurden die zusa¨tzlichen temporalen Informationen in einem Array ge-
speichert, das uns daru¨ber informiert, mit welcher zeitlichen Modalita¨t ein Atom belegt ist,
d.h. atstart, overall oder atend. Entha¨lt ein Atom atstart bzw. overall oder atend, so wird
das Array mit 0. bzw. 1 oder 2 belegt.
Abbildung 6.9 zeigt das Durchziehen der Informationen von der ersten Ebene bis zur
zweiten Ebene. Dafu¨r wurde die Aktionszeitdauer von der ParseExpNode-Struktur in der
ersten Ebene zur ExpNode-Struktur in der zweiten Ebene weitergeleitet. Erst in der Ebe-
ne Operator werden die propositionalen und nummerischen Effekte aufgesplittet. Effekte
werden hier ( siehe oben ) als Literale (fu¨r propositionale Effekte) bzw. Nummericeffect-
Struktur (fu¨r nummerische Effekte) represa¨ntiert.
In Abbildung 6.9 bezeichnen die ganzzahligen Werte fact t und fluent t die zusa¨tzli-
chen temporalen Informationen, die wir in dieser Ebene hinzugefu¨gt haben. Die Vorbedin-
gungen werden in dieser Ebene als WffNode-Struktur weitergeleitet. Abbildung 6.10 be-
schreibt das Durchziehen der temporalen Informationen von Ebene Operator bis zur Ebene
NormOperator. In der EbeneNormOperator werden die Effekte alsNormeffects-Struktur
dargestellt. Die temporalen propositionalen Effekte werden in dieser Ebene als predicat t hin-
zugefu¨gt wa¨hrend die temporalen nummerieschen Effekte als function t hinzugefu¨gt werden.
Erst in der Ebene NormOperator werden die Vorbedingungen in propositionalen und num-
merischen Vorbedingungen aufgesplittet.
In dieser Ebene werden auch die zusa¨tzlichen propositionalen Vorbedingungen als fact t
und die nummerischen Vorbedingungen als nummeric preconds lh t hinzugefu¨gt. Abbil-
dung 6.11 zeigt das Durchziehen der temporalen Informationen von Ebene Normoperator
bis zur Ebene Action.
In der Ebene Action wird die Aktionszeitdauer instanziiert und wenn sie nicht vom Zu-
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Abbildung 6.7.: Der Durative-FF Planer
stand abha¨ngt, wird sie berechnet. Die Effekte werden an dieser Stelle als ActionEffects-
Struktur dargestellt. Die propositionalen und nummerischen Effekte und die propositionalen
Vorbedingungen werden in der Ebene Action als ganzzahliger Wert dargestellt. In dieser Ebe-
ne werden die zusa¨tzlichen temporalen Informationen adds t und dels t als temporale pro-
positionale Effekte, numeric effect fl t als temporale nummerische Effekte, preconds t als
temporale propositionale Vorbedingungen und numeric preconds lh t als temporale num-
merische Vorbedingungen dargestellt.
Abbildung 6.12 zeigt das Durchziehen der temporalen Informationen von Ebene Action
zu Ebene OpConn. In der Ebene OpConn werden die Effekte als EfConn-Struktur darge-
stellt. In dieser Ebene werden alle Attribute in Form ganzzahliger Werte dargestellt. Erst in
der Ebene Action werden die nummerischen Effekte in nummerische Zuweisungsoperatoren
u¨bersetzt. Die temporalen nummerischen Zuweisungsoperatoren werden in dieser Ebene als
IN fl t und As fl t dargestellt. Die temporalen propositionalen Vorbedingungen werden
als PC t dargestellt wa¨hrend die temporalen nummerischen Vorbedingungen als f PC fl t
dargestellt.
Direkt nach der Ebene Opconn wird die Schedulingheuristik (die wir vorher erkla¨rt haben)
gestartet. Es wird ein sequenzieller Plan erzeugt, der dann an den Durativ-Pert-Algorithmus
u¨bergeben wird, und schließlich ein paralleler Plan erstellt wird.
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Abbildung 6.8.: Hinzufu¨gen der temporale Informationen
Abbildung 6.9.: Weiterleitung der temporalen Informationen von Ebene 1 zu Ebene 2
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Abbildung 6.10.: Weiterleitung von Ebene 2 zur Ebene 3
Abbildung 6.11.: Weiterleitung von Ebene 3 zur Ebene 4
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Abbildung 6.12.: Weiterleitung von Ebene 4 zur Ebene 5
Berechnung paralleler Pla¨ne
Nachdem der sequentielle Plan berechnet ist, greift der Durative-FF Planer auf die Folge der
Operatoren u¨ber der durative-pert-Funktion zu und erzeugt daraus, einen parallelen Plan
gema¨ss der Abha¨ngigkeiten, die von der depend-Funktion gefunden sind.
Wir haben den Durative-FF Planer auf ein Problem aus der Doma¨ne DepotTime zum
Laufen bringen lassen. Es hat sich folgender parallelen Plan ergeben:
; MakeSpan 53.35
0.00 : (LIFT HOIST2 CRATE2 CRATE1 DISTRIBUTOR1 ) [1.00]
0.00 : (DRIVE TRUCK1 DEPOT0 DISTRIBUTOR1 ) [10.00]
0.00 : (LIFT HOIST0 CRATE0 PALLET0 DEPOT0 ) [1.00]
0.00 : (LOAD HOIST0 CRATE0 TRUCK0 DEPOT0 ) [3.56]
3.56 : (DRIVE TRUCK0 DEPOT0 DISTRIBUTOR1 ) [3.33]
10.00: (LOAD HOIST2 CRATE2 TRUCK1 DISTRIBUTOR1 ) [29.67]
39.67: (DRIVE TRUCK1 DISTRIBUTOR1 DISTRIBUTOR0 ) [2.00]
39.67: (DRIVE TRUCK1 DISTRIBUTOR0 DEPOT0 ) [2.00]
39.68: (LIFT HOIST2 CRATE1 PALLET2 DISTRIBUTOR1 ) [1.00]
39.68: (LOAD HOIST2 CRATE1 TRUCK0 DISTRIBUTOR1 ) [1.33]
41.02: (UNLOAD HOIST2 CRATE0 TRUCK0 DISTRIBUTOR1 )[10.67]
41.02: (DROP HOIST2 CRATE0 PALLET2 DISTRIBUTOR1 ) [1.00]
41.67: (UNLOAD HOIST0 CRATE2 TRUCK1 DEPOT0 ) [9.89]
41.67: (DROP HOIST0 CRATE2 PALLET0 DEPOT0 ) [1.00]
51.69: (DRIVE TRUCK0 DISTRIBUTOR1 DISTRIBUTOR0 ) [0.67]
52.35: (UNLOAD HOIST1 CRATE1 TRUCK0 DISTRIBUTOR0 )[1.00]
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52.35: (DROP HOIST1 CRATE1 CRATE3 DISTRIBUTOR0 ) [1.00]
Die Operatoren, die die gleiche Anfangzeit haben, werden parallel ausgefu¨hrt.
6.4. Durative-FF Planer mit zeitlichen Literalen
Um zeitliche Literalen in der Sprachbeschreibung PDDL2.2 zu behandeln, wurde das PERT
Scheduling aus dem vorangegangenen Abschnitt erweitert.
Wir setzen in diesem Abschnitt mit der Erweiterung der Parser fort, so dass auch Planen
mit zeitlichen Literalen ermo¨glicht wird. Danach werden einige Vorverarbeitungen vor dem
Planen vorgestellt. Abschliessend wird die Berechnung von parallelen Pla¨nen erla¨utert [9].
6.4.1. Erweiterung der Parser fu¨r zeitliche Literalen
Syntaxanalyse des PDDL-Problems
Wir zeigen die Syntaxanalyse des PDDL-Problems mit Hilfe der Backus-Naur-Form(BNF):
Abbildung 6.13.: Sysntaxanalyse des PDDL-Problems.
Abbildung 6.13 zeigt die Syntaxanalyse des PDDL-Problems. Sie ist in der PDDL-Sprache
durch einen Namen und Problem defs definiert. Problem defs besteht aus vier Komponen-
ten:
1. Objetct def, die die Objekte definiert.
2. init def, die den Initialzustand beschreibt.
3. goad def, die die Definition des Ziels entha¨lt.
4. metric def, die die geforderte Optimierung des Makespans beschreibt.
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Zeitliche Literalen
Zeitliche Literalen geho¨ren zu der Spezifikation der PDDL-Beschreibung des Problems. Sie
stellen zusa¨tzliche Informationen der Aktionen dar.
Mit der Einfu¨hrung der zeitlichen Literalen in der PDDL-Sprache wird die Gu¨ltigkeit
eines Operators durch ein Zeitintervall bestimmt. Dies gibt den Bereich an, innerhalb dessen
der Operator existiert, also seine Vorbedingungen wahr sind. Die Operatoren, die von einem
zeitlichen Literal abha¨ngen, werden als abstrakte Operatoren bezeichnet und mu¨ssen in einer
bestimmte Bearbeitungsebene instanziiert werden. Die Gu¨ltigkeit einer Aktion kann durch
eine Disjunktion von Intervallen definiert werden.
Ein Beispiel aus der Doma¨ne Satellite mit zeitlichen Literale:
(at 139.00 ( visible antenna0 satellite0)),
(at 219.04 (not ( visible antenna0 satellite0)))
In diesem Problem wird das Zeitfenster [139.00,219.04] fu¨r den Fakt visible antenna0
satellite0 festgelegt. Diese Informationen werden bei der Instanziierung der Operatoren ge-
braucht, um das Intervall als Gu¨ltigkeitsbereich der Aktion, die das Atom visible antenna0
satellite0 entha¨lt, als Vorbedingungen zu betrachten.
6.4.2. Vorverarbeitung
Extrahieren und Ordnen der zeitlichen Literalen
Nach dem Parsen des Problems und der Doma¨ne haben wir die Methode extract-Timed-
Initial-Literals implementiert. Ihre Aufgabe besteht darin, den gesamten Baum des initialen
Zustands init-def zu durchlaufen. Falls sie einen Fakt findet, der mit at anfa¨ngt und von
einer Zahl gefolgt wird, soll dieser aus dem Baum gelo¨scht und an einer anderen Liste an-
geha¨ngt werden, die spa¨ter die zeitlichen Literalen darstellt. Vor dem Einfu¨gen des Objekts
in die Liste soll zuerst untersucht werden, ob dieser Fakt schon in der Liste vorhanden ist.
Wenn ja, soll getestet werden, ob die Anzahl der gelesenen Grenzwerte von Intervallen ge-
rade ist. Wenn ja, (d.h. die beiden Grenzwerten der Intervalle sind komplett belegt) wird
ein neues Intervall angelegt. Ist die Anzahl ungerade (d.h. nur ein Grenzwert der Intervall
ist belegt) soll das Fakt nicht hinzugefu¨t. Danach wird die erste Zeichenkette nach der Zahl
gelesen werden. Ist sie ”not”, soll die Zahl als maxtime, sonst als mintime gesetzt werden.
Aufteilung der Vorbedingungen
Unser Ziel ist die Ersetzung der zeitlichen Literalen in den instanziierten Operatoren durch
den Schnitt ihrer Zeitintervalle zu realisieren. Wir haben uns dafu¨r entschieden, die Vorbe-
dingungen von der ersten Ebene bis zur Instanziierung in zwei Vorbedingungen aufzuteilen.
Der erste Teil entha¨lt alle Vorbedingungen außer denen, die ein zeitliches Literal enthalten.
Der zweite Teil entha¨lt die Vorbedingungen, die zeitliche Literalen enthalten. Wir haben
dafu¨r eine Routine implementiert, die nach dem Parsen, d.h. in der ersten Ebene, den Vor-
bedingungsbaum jedes Operators durchla¨uft und daraus zwei Ba¨ume erstellt, einen Baum fu¨r
die klassischen Vorbedingungen und einen Baum fu¨r die zeitlichen Literal-Vorbedingungen.
Anschließend haben wir diese zweigeteilten Vorbedingungen durch die Ebene Operator und
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Normoperator durchgezogen. In der Ebene Action, wo die Instanziierung der Operatoren
stattfindet, haben wir die zeitlichen Literal-Vorbedingungen instanziiert.
Berechnung der Aktionsausfu¨hrungsfenstern
Bei der Ersetzung der zeitlichen Literal-Vorbedingungen wird zuerst gepru¨ft, ob sie in der
zeitlichen Literal-Liste enthalten sind. Wenn ja, dann speichert man ihre Zeitintervalle in
einer Liste. Jede Intervallliste entpricht einer temporalen Vorbedingung. Wir haben eine
weitere Routine implementiert, die aus diesen Intervalllisten eine Disjunktion von Intervallen
berechnet und an die Aktion als Ausfu¨hrungsfenster u¨bergibt.
Pert Scheduling mit Aktionsausfu¨hrungsfenstern
Procedure Refined-Critical-Path-With-Time-Windows
Eingabe: Sequenz von Aktionen O1, ..., Ok,
Ordnung ≤d
Zeitfenster [tmin(Oi), tmax(Oi)], i ∈ {1, ..., k}
Konflikte ≤ml und Offsets ∆ml , m, l ∈ M,
Ausgabe: Makespan
for all i ∈ {1, . . . , k}
e(Oi) ← d(Oi) + tmin(Oi)
for all j ∈ { 1, . . . , i-1}
if(Oj ≤d Oi)
e(Oi) ← max{e(Oi),max{∆ml (Oj , Oi)|Oj ≤ml Oi,m, l ∈M}}
if (e(Oi) > tmax(Oi)) return ∞
return max1≤i≤k e(Oi)
Der Algorithmus Pert Scheduling mit Aktionsausfu¨hrungsfenstern in verfeinerter Semantik.
Abbildung 6.14.: Verschiedene Konflikte in der Fox Long Semantik.
Der Algorithmus Pert Scheduling mit Aktionsausfu¨hrungsfenstern bekommt als Einga-
be eine Folge von Operatoren O1, ..., Ok mit einer Vorga¨ngerrelation ≤d, eine Menge von
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temporalen Konflikten Oi < Oj mit Zeit Offset ∆ml (Oj , Oi) (siehe Abbildung 6.14) und
Ausfu¨hrungsfenster [tmin, tmax], und gibt einen optimalen parallelen Plan aus, der die gege-
bene temporale Vorbedingung einha¨lt, na¨mlich [ti, ti + d(Oi)] ⊂ [tmin(Oi), tmax(Oi)].
Um Pert Scheduling mit Aktionsausfu¨hrungsfenstern zu implementieren, haben wir ein
paar Routinen entwickelt, die dafu¨r vorgesehenen temporale Konflikte zwischen den Opera-
toren zu berechnen.
Berechnung der temporalen Konflikte Die startend-Funktion u¨berpru¨ft ob ein proposi-
tionaler oder nummerischer Konflikt zwischen den Operatoren wie depend-Funktion vorliegt.
Wenn ja, dann pru¨ft man weiter, ob die temporale Information fu¨r den Ausdruck (propo-
sitional oder nummerisch) des ersten Operators mit atstart bzw. den Ausdruck des zwei-
ten Operators mit atend u¨bereinstimmt. Die endend-Funktion unterscheidet sich von der
startend-Funktion, indem sie pru¨ft, ob die temporale Information fu¨r den Ausdruck des ers-
ten Operators mit atend bzw. den Ausdruck des zweiten Operators mit atend u¨bereinstimmt.
Die startstart-Funktion unterscheidet sich von den beiden Funktionen, indem sie pru¨ft, ob
die temporale Information fu¨r den Ausdruck des ersten Operators mit atstart und bzw. den
Ausdruck des zweiten Operators mit atstart u¨bereinstimmt. Die startover-Funktion pru¨ft
weiter, ob die temporale Information fu¨r den Ausdruck des ersten Operators mit atstart bzw.
den Ausdruck des zweiten Operators mit overall u¨bereinstimmt. Die endover-Funktion pru¨ft
weiter, ob die temporale Information fu¨r den Ausdruck des ersten Operators mit atend bzw.
den Ausdruck des zweiten Operators mit overall u¨bereinstimmt. Diese Routinen werden
benutzt, um aus dem sequentiellen Plan, einen gu¨ltigen parallelen Plan zu berechnen.
Als na¨chstes erla¨utern wir die Berechnung von Aktionsausfu¨hrungsfenstern an einem
Beispiel aus der Doma¨ne Satellite: Im Gegensatz zu der 2002-Satellite Version hat man
in den erweiterten 2004er zeitlichen Literalen eingebracht, in denen die Bilder an den
Empfa¨nger gesendet werden ko¨nnen.
(:durative-action send_image
:parameters (?s - satellite ?a - antenna ?d - direction ?m - mode)
:duration (= ?duration (send_time ?d ?m))
:condition (and (at start (have_image ?d ?m))
(at start (available ?a))
(over all (visible ?a ?s)))
:effect (and (at end (sent_image ?d ?m))
(at start (not (available ?a)))
(at end (available ?a))) )
Die zeitlichen Literalen, die bei der Instanziierung dieses Operators ersetzt werden sollen,
sind:
(at 123.00 (visible antenna0 satellite0))
(at 203.04 (not (visible antenna0 satellite0)))




(at 160.00 (visible antenna1 satellite0))
(at 240.04 (not (visible antenna1 satellite0)))
Das bedeutet: antenna1 kann Bilder, die von satellite0 gesendet werden, innerhalb [160.00,
240.04] empfangen.
Bei der Instanziierung der Operatoren wird jedem Operator ein Zeitintervall zugewie-
sen, innerhalb dessen der Operator aktiv ist.
Der Operator send image satellite0 antenna0 erha¨lt als Intervall: [123.00, 203.04].
Der Operator send image satellite0 antenna1 erha¨lt als Intervall: [160.00, 240.04].
Die anderen Operatoren, die keine temporale Vorbedingung beinhalten, erhalten ein
Standardintervall: [0.00, 10000.00].
6.4.3. Berechnung paralleler Pla¨ne
Der Durative-FF Planer erzeugt einen parallelen Plan gema¨ß der normalen Abha¨ngikeiten,
die von der depend-Funktion gefunden sind, und der temporalen Konflikte zwischen der
Operatoren. Nachdem der Planer den sequentiellen Plan berechnet hat, startet er u¨ber die
durative pert-Funktion die Berechnung vom parallelen Plan. Zuerst wird die fru¨heste Ende-
zeit des Operators Oi mit d(Oi)+ tmin(Oj) initialisiert und nachdem der Wert e(Oi) gesetzt
worden ist, wird u¨berpru¨ft, ob e(Oi) < tmax(Oi) ist. Wenn diese Bedingung erfu¨llt ist, wird
mit der Berechnung von e(Oi+1) fortgefahren. Wenn nicht, wird die Berechnung beendet,
da es in diesem Fall keinen parallelen Plan gibt, der die gegebene temporale Vorbedingung
erfu¨llt.
Berechnung von e(Oi+1)
Um die fru¨hesten Endezeit des Operators Oi+1 zu berechnen, wird zuerst gepru¨ft, ob normale
Abha¨ngigkeit zwischen Oi+1 und ein Oj startend von O1 bis zu Oi vorliegt. Wenn ja, wird
zum zweiten Mal gepru¨ft, ob e(Oj) + d(Oi) gro¨sser als e(Oi) ist, wenn ja, wird anhand
der Tabelle (siehe Abbildung 6.14) und der vorliegenden temporalen Konflikten der Wert
von e(Oi+1) bestimmt. Wenn mehr als einen Konflikt zwischen ein Operatorpaar gibt, dann
berechnen wir den Maximumwert aus den einzelnen Konflikte.
Wenn die fru¨hesten Endzeiten fu¨r alle Operatoren des sequentiellen Plans berechnet sind,
dann ziehen wir von denen die d(Oi) ab. Dann erhalten wir die fru¨hesten Startzeiten fu¨r alle
Operatoren. Abschliessend sortieren wir diese Startzeiten anhand des Bubblesorts. Dann ist
der parallele Plan berechnet, so dass wir einfach die Operatoren sortiert ausgeben. Wenn
der Operator Oi mehrere Intervalle als temporale Vorbedingung hat, dann werden aus jedem
Operator mehrere Kopien erzeugt, deren Anzahl mit der Anzahl der Intervalle jedes Opera-
tors u¨bereinstimmen. Jeder Kopie wird ein Intervall als Ausfu¨hrungzeit zugewiesen. Danach
werden aus dem originalen sequentiellen Plan mehrere sequentielle Pla¨ne erzeugt, indem jede
Kopie eines Operators mit allen anderen Kopien der anderen Operatoren kombiniert wird.
In diesem Fall handelt es sich nicht nur darum einen parallelen Plan zu finden, sondern
den besseren parallelen Plan unter allen sequentiellen Pla¨nen herauszufinden, wenn es einen
gibt. Wir haben dafu¨r zwei Routinen implementiert. Als ersten Schritt haben wir den se-
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quentiellen Plan in einer Liste gespeichert, da wir die Operatoren des generierten Plans in
einer rekursiven Routine aufrufen lassen wollen. Als zweiten Schritt haben wir eine rekursive
Routine die sich selbst aufruft und als Argument die Liste der Plan-Operatoren hat. Die
ganze Liste wird durchlaufen. In jedem Aufruf wird die ganze Intervallliste des Operators
durchlaufen, auf den die Liste gerade zeigt. Hier wird einfach jedes Intervall der Intervalllis-
te an den Operator u¨bergeben und indirekt als Kopie betrachtet. Wenn das Ende der Liste
erreicht ist, dann ist ein kompletter sequentieller Plan (aus Kopien) aufgebaut. Gegenu¨ber
dem originalen sequentiellen Plan bleiben die Operatoren gleich, nur die Intervalle a¨ndern
sich. Danach berechnen wir den kritischen Pfad. Wenn dieser kleiner als der Alte ist, dann
wird der kritische Pfad aktualisiert und der gefundene Plan gespeichert, usw. bis alle mo¨gli-
chen Konbinationen betrachtet werden. Am Ende erhalten wir den besseren kritischen Pfad
und den besseren parallelen Plan, wenn es u¨berhaupt einen gibt. Wir haben den Durative-
FF Planer auf ein Problem aus der Doma¨ne Satellite mit zeitlichen Literalen zum Laufen
bringen lassen. Es hat sich folgenden parallelen Plan ergeben:
; MakeSpan 234.69
0.00 :(SWITCH_ON INSTRUMENT1 SATELLITE0) [2.00]
0.00 :(TURN_TO SATELLITE0 GROUNDSTATION2 PLANET4) [58.98]
58.99 :(CALIBRATE SATELLITE0 INSTRUMENT1 GROUNDSTATION2) [5.54]
59.00 :(TURN_TO SATELLITE0 PLANET3 GROUNDSTATION2) [17.26]
76.26 :(TAKE_IMAGE SATELLITE0 PLANET3 INSTRUMENT1 INFRARED0) [7.00]
83.26 :(TURN_TO SATELLITE0 PLANET4 PLANET3) [30.65]
113.91:(TAKE_IMAGE SATELLITE0 PLANET4 INSTRUMENT1 INFRARED0) [7.00]
120.91:(TURN_TO SATELLITE0 PHENOMENON5 PLANET4) [15.48]
136.39:(TAKE_IMAGE SATELLITE0 PHENOMENON5 INSTRUMENT1 IMAGE2) [7.00]
143.39:(TURN_TO SATELLITE0 PHENOMENON6 PHENOMENON5) [36.47]
160.00:(SEND_IMAGE SATELLITE0 ANTENNA1 PLANET3 INFRARED0) [5.14]
160.00:(SEND_IMAGE SATELLITE0 ANTENNA1 PLANET4 INFRARED0) [8.38]
160.00:(SEND_IMAGE SATELLITE0 ANTENNA1 PHENOMENON5 IMAGE2) [16.52]
179.86:(TAKE_IMAGE SATELLITE0 PHENOMENON6 INSTRUMENT1 INFRARED0) [7.00]
179.86:(SEND_IMAGE SATELLITE0 ANTENNA1 PHENOMENON6 INFRARED0) [16.25]
186.86:(TURN_TO SATELLITE0 STAR7 PHENOMENON6) [29.32]
216.18:(TAKE_IMAGE SATELLITE0 STAR7 INSTRUMENT1 INFRARED0) [7.00]
216.18:(SEND_IMAGE SATELLITE0 ANTENNA1 STAR7 INFRARED0) [18.51]
6.5. Visualisierung und Manipulation der Abha¨ngigkeiten
zwischen den Operatoren
Wir haben uns fu¨r eine in der Markup-Sprache XML formulierte Spezifikation entschieden,
denn die Verwendung von XML als Quellformat bietet uns die Mo¨glichkeit, die Abha¨ngig-
keiten der Operatoren graphisch darzustellen. Es wird nach der Bestimmung der Abha¨ngig-
keiten zwischen den Operatoren eine XML-Datei generiert.
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6.5.1. Entwurf und Generierung der XML-Datei
Um unser DTD fu¨r die XML-Datei fu¨r die Abha¨ngigkeiten zwischen den Operatoren zu
entwerfen, haben wir die Elemente in der Verschachtelung u¨bernommen, genau so wie sie in
der Dokumenttyp-Definition stehen. Dies wird im folgenden Beispiel veranschaulicht:
<?xml version= "1.0" encoding = "ISO-8859-1" ?>
<!DOCTYPE Durative-FF-Depend SYSTEM "Depend.dtd" >
<Durative-FF-Depend>
<Operator>
<Name> (CT A1 M1 L1) </Name>
<Depend>
<On\_Operator>






<Name>(AM A1 M1 L1)</Name>
<Depend>
<On_Operator>






Die obige wohlgeformte XML-Instanz soll eine konkretes Beispiel der Abha¨ngigkeit zwi-
schen den Operatoren fu¨r Durative-FF sein. Wenn man von diesem Beispiel ausgeht, erha¨lt
man unmittelbar die folgende DTD:
<!ELEMENT OPERATOR ( NAME , DEPEND* ) >
<!ELEMENT NAME ( # PCDATA ) >
<!ELEMENT DEPEND( ON_OPERATOR)*>
<!ELEMENT ON_OPERATOR ( NAME , DEPEND_ART+ )* >
<!ELEMENT DEPEND_ART ( #PCDATA ) >
Nach dem Aufruf des Editors ”Pollo”kann man sich die Abha¨ngigkeiten der Operatoren
ansehen. Ausserdem darf man die Abha¨ngigkeitsart manipulieren, d.h. neue Abha¨ngigkeiten
einfu¨gen, eine bereits vorhandene lo¨schen. Nachdem der Benutzer die neue Konfiguration
gespeichert und den Pollo-Editor geschlossen hat, wird der XML-Parser aufgerufen, der die
neuen Abha¨ngigkeiten zwischen den Operatoren im Dokument ”Depend.xml” liest, und die
enthaltenen Informationen in Form eines Baums zur Verfu¨gung stellt.
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6.5.2. XML-Parser
Die Aufgabe des Parsers besteht darin, das XML-Markup durchzulesen und Daten in einer
Datenstruktur zu Verfu¨gung zu stellen. Dies passiert mit Hilfe von sogenannten Tokens. Ein
Token kann Start-Tag eines Elements, Ende-Tag eines Elements, Zeichenkette oder irgend-
eine Auszeichnung sein, die einen Wechsel zwischen den Bereichen des Dokuments kenn-
zeichnet. Es wurde einen XML-Parser mit Hilfe des Tools Flex und Bison implementiert.
Dafu¨r haben wir eine Datei fu¨r Lexer und eine Datei fu¨r Yacc implementiert. Nun folgen
einige Zeilen aus der Spezifikation des Lexers der XML, die fu¨r die lexikalische Analyse der
XML-Datei notwendig sind:
{d}{e}{f}{i}{n}{e} { return(DEFINE TOK); }
”<”{d}{u}{r}{a}{t}{i}{v}{e}”-”{f}{f}”-”{d}{e}{p}{e}{n}{d}”>”
{ return(OPEN DURATIVE FF DEPEND TAG); }
”<””/”{d}{u}{r}{a}{t}{i}{v}{e}”-”{f}{f} ”-”{d}{e}{p}{e}{n}{d}”>”
{return(CLOSE DURATIVE FF DEPEND TAG);}
”<”{o}{p}{e}{r}{a}{t}{o}{r}”>”
{ return(OPEN OPERATOR TAG); }
”<””/”{o}{p}{e}{r}{a}{t}{o}{r}”>”
{ return(CLOSE OPERATOR TAG); }
”<”{d}{e}{p}{e}{n}{d}”>” { return(OPEN DEPEND TAG); }
”<””/”{d}{e}{p}{e}{n}{d}”>” { return(CLOSE DEPEND TAG ); }
”<”{o}{n}” ”{o}{p}{e}{r}{a}{t}{o}{r}”>”
{ return (OPEN ON OPERATOR TAG); }
”<””/”{o}{n}” ”{o}{p}{e}{r}{a}{t}{o}{r}”>”
{ return (CLOSE ON OPERATOR TAG); }
”<”{d}{e}{p}{e}{n}{d}” char34{a}{r}{t}”>”
{ return (OPEN DEPEND ART TAG) ; }
”<””/”{d}{e}{p}{e}{n}{d}” ”{a}{r}{t}”>”
{ return (CLOSE DEPEND ART TAG); }






Unter Definitionen haben wir die Vereinbarungen definiert, die Bison bei der Program-
merzeugung benutzt, z.b. die Definition von Variablen, Deklarationen der Token. Unter Re-
geln stehen Grammatikregeln in BNF-Notation, wobei den Regeln Aktionen zugeordnet sein
ko¨nnen. Es wurde eine Funktion load xml file implementiert, die die Eingaben von yacc
festlegt. Beim U¨bersetzen des Programms wird die Datei scan-xml.tab.c automatisch durch
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Bison generiert. Diese Datei ist fu¨r die Kommunikation des lex und yacc notwendig. Bison
ist ein Parsergenerator, der eine Eingabe einliest und daraus ein C-Quellcode-Programm er-
zeugt. Dieses C-Programm muss dann von einem C-Compiler in ausfu¨hrbaren Code u¨bersetzt
werden. Das Programm bearbeitet die Eingabe gema¨ß der Grammatik in BNF-Notation und
der zugeordneten Aktionen in der Bison-Eingabedatei.
Wenn die Grammatik vom Parser erkannt wird, dann erzeugt das Programm von der
Struktur des XML-Dokuments eine Baumstruktur, die fu¨r Durative-FF zur Verfu¨gung ge-
stellt wird. In Abbildung 6.5.2 steht auf der linken Seite die Liste der Operatoren. Jeder
Operator entha¨lt einen Zeiger auf einer Liste der Operatoren, von denen er abha¨ngig ist,
falls solche Abha¨ngigkeiten vorhanden sind. Wenn ein Operator von einem anderen Opera-
tor abha¨ngig ist, ko¨nnen wir mit Hilfe der Liste ”Dependsart”, die Art der Abha¨ngigkeiten
herausfinden. Falls diese Liste leer ist, ist die Abha¨ngigkeit normal.
6.5.3. Berechnung des neuen parallelen Plans nach den manuellen
¨Anderungen
In disem Abschnitt beschreiben wir den Ablauf der Aktualisierung der neuen Abha¨ngigkei-
ten der Operatoren nach den manuellen A¨nderungen dieser durch den Benutzer. Um dies zu
realisieren, haben wir uns dafu¨r entschieden, mit zwei neuen Strukturen zu arbeiten. Eine
Struktur fu¨r XML-Operatoren, d.h. die Operatoren, die in der XML-Datei dargestellt sind
und eine Struktur fu¨r die Operatoren mit ihrer Aktionszeitdauern und ihren Zeitintervallen,
die im sequentiellen Plan generiert sind. Ausserdem haben wir zwei Listen erstellt, eine mit
der ersten Struktur und die andere mit der zweiten Struktur. Weiterhin haben wir eine Such-
Methode zur Verfu¨gung gestellt, die spa¨ter in der user-pert-Funktion verwendet wird. Diese
Methode nimmt als Argument einen XML-Operator und sucht mit seinem Namen in der Liste
der generierten Operatoren nach dem Operator, der den gleichen Namen hat. Durch diesen
Namen werden die Informationen u¨ber die Aktionszeitdauer und das Zeitintervall geholt.
Um die Informationen u¨ber die neuen Abha¨ngigkeiten zwischen den Operatoren zu aktua-
lisieren, schrieben wir zwei weitere Routinen. Die erste Routine pru¨ft, ob zwei vorhandene
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XML-Operatoren voneinander abha¨ngig sind. Wenn ja, wird nach der Art der Abha¨ngigkeit
zwischen den beiden Operatoren gefragt. Um dies zu realisieren, schrieben wir eine Metho-
de, die die Art der Abha¨ngigkeiten zwischen den beiden Operatoren liefert. An dieser Stelle
brauchten wir eine weitere Routine, die u¨berpru¨ft, ob eine bestimmte Abha¨ngigkeitsart in
der Liste der vorhandenen Abha¨ngigkeitsarten enthalten ist. Nachdem wir alle Informationen
u¨ber die neuen Abha¨ngigkeiten der Operatoren zur Verfu¨gung gestellt hatten, haben wir den
sequenziellen Plan an die user-pert-Funktion u¨bergeben und damit einen neuen parallelen
Plan erzeugt.
6.6. Bewertung der Leistung des Durative-FF Planers
In diesem Abschnitt beschreiben wir die Leistung des Durativ-FF Planer im Vergleich mit
anderen modernen Planern. Wir haben fu¨nf Diagramme erstellt. In der x-Achse stehen die
Probleme. Sie werden durch ihre Nummern angegeben. Fu¨r die vier ersten Diagramme steht
der Makespan in der y-Achse. Fu¨r das letzte Diagramm steht die Planerzeugungszeit in
Milliseconds in der y-Achse.
Abbildung 6.15 veranschaulicht einen Vergleich zwischen Durativ-FF, LPG TD, und TIL-
SAPA Planern auf der Doma¨ne UMTS mit zeitlichen Literalen. Der Durative-FF Planer




















Abbildung 6.15.: Umts mit zeitlichen Literalen: Makespan
Abbildung 6.16 zeigt einen Vergleich zwischen Durativ-FF, LPG TD, und SGPLAN Pla-
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nern auf der Doma¨ne Satellite mit zeitlichen Literalen. Der Durative-FF Planer liefert im
Vergleich mit anderen Planern keinen guten Makespan. Aufgrund der U¨berschreitung der


















Abbildung 6.16.: Satellite mit zeitlichen Literalen: Makespan
Abbildung 6.17 zeigt einen Vergleich zwischen Durativ-FF, LPG TD, und CRIKEY Pla-
nern auf der Doma¨ne temporal Airport. Der Durative-FF Planer leistet im Vergleich mit den
anderen Planern eine gute Arbeit. Er hat alle Probleme erfolgreich gelo¨st und einen guten
Makespan geliefert.
Abbildung 6.18 stellt einen Vergleich zwischen Durativ-FF, LPG TD und SGPLAN Pla-
nern auf der Doma¨ne Airport mit zeitlichen Literalen dar. Der Duarative-FF hat auch hier
alle Probleme erfolgreich gelo¨st und einen guten Makespan geliefert.
Abbildung 6.19 stellt einen Vergleich fu¨r die Planerzeugungszeit zwischen Durativ-FF,
LPG TD und SGPLAN Planern auf der Doma¨ne Airport mit zeitlichen Literalen dar. Der
Durative-FF Planer zeigt hier gegenu¨ber anderen modernen Planern einen guten Wettkampf,
was die Zeit der Planerzeugung betrifft.
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Abbildung 6.19.: Airport time windows: Planerzeugungszeit
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Anhang A. Handbuch der ModPlan Workbench
Abbildung A.1.: ModPlan gesamtes Fenster
A.1. Installation
Bevor Sie die ModPlan-Workbench installieren (oder auf Ihren Rechner kopieren), sollten
Sie Java und Python schon auf Ihrem Rechner installiert haben und deren Pfade in der
Umgebungsvariable gesetzt haben. Falls Sie es noch nicht haben, dann finden Sie die Software
in der ModPlan-CD.
Kopieren Sie das ModPlan-Verzeichnis auf Ihren Rechner (Zum Beispiel auf der Desktop).
A.2. Die Verwendung von ModPlan
Das Programm wird gestartet, indem Sie ModPlan.exe in dem ModPlan-verzeichnis starten,
und dann bekommen Sie die GUI der ModPlan-Workbench (Abbildung A.1). Da sammeln
sich die ganze Teilprogramme der Projektgruppe. Fu¨r der Anfang, und damit Sie mit Mod-
Plan arbeiten ko¨nnen, brauchen Sie zwei Dateien: problem.pddl und domain.pddl. Es gibt
zwei Mo¨glichkeiten diese Dateien zu erhalten: Lernalgorithmus anwenden und solche Da-
teien erstellen oder einfach laden, falls die Dateien schon vorhanden sind. Danach ko¨nnen
Sie diese Dateien groundieren und zusa¨tzliche Dateien (nutzlich fu¨r die Planer) erzeugen.
Dies geschieht in der Preprocessingphase. Auf groundierten- oder auch normalen PDDL-
Datein ko¨nnen Sie die zur Verfu¨gung stehenden Planer anwenden (Pattern-Plan, Durative-
FF, Derived-FF). Nachdem die Planer einen Plan liefern, ko¨nnen Sie diese Pla¨ne validieren
und dann in einer benutzerfreundlichen Weise anzeigen lassen (Visualisierung).
A.2.1. LEARN
Beim Laden erscheint einfach ein Dateiauswahlfenster, das die entsprechende PDDL-Datei
ladet. Wenn Sie den Learn-Algorithmus anwenden wollen, starten Sie den, indem Sie der
LEARN-Knopf dru¨cken. Sie bekommen das LEARN-Fenster in Abbildung A.2 und dann
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Abbildung A.2.: learn Fenster
Dru¨cken Sie den ”predicates - action sequence”-Knopf. Da sollen Sie die Pra¨dikate und eine
Aktionsequenz eingeben. In Abbildung A.3 ist ein Beispiel fu¨r Pra¨dikate und eine Aktions-
sequenz (Blocks-World Beispiel).
Von der gegebenen Informationen wird der Algorithmus, mit Hilfe der User die PDDL-
Dateien erstellt. Das starten Sie mit einem Knopfdruck auf ”Generate” Abbildung A.2. Die
Userhilfe besteht darin, zuerst die Objekte zu deren zugeho¨rigen Typen zuzuordenen (Ab-
bildung A.4), die Effekte der Aktionen zu geben (Abbildung A.5), und bei der Generierung
der Vorbedingungen zu helfen (Abbildung A.6).
Bei der Effekteingabe und Vorbedingungsgenerierung ko¨nnen Sie eine durative und/oder
eine bedingte Aktion wa¨hlen (erstellen). Bei durativen Aktionen ist die Duration zu geben,
und ein Pra¨fix (at start, at end, over all) fu¨r die Pra¨dikate zu wa¨hlen. Bei der durativen
Aktion erscheint ein Pra¨fixfenster (Abbildung A.7), dieses hilft dem Algorithmus ein Pra¨fix
zum entsprechenden Pra¨dikat zu zuweisen.
Nachdem Sie alle gebrauchte Informationen zur Generierung eingegeben haben, erstellt der
Algorithmus die PDDL-Dateien (problem und domain). Diese Dateien ko¨nnen Sie , und falls
no¨tig, editieren und a¨ndern.
A.2.2. Preprocessing
In der Preprocessingphase wird das Problem umgeformt ohne den Inhalt zu vera¨ndern. Dies
vereinfacht fu¨r die Planer die Suche nach einem Plan. Dafu¨r gibt es in unserer Workbench
drei Technologien, die ungefa¨r dasselbe machen: translate, adl2strips und ground. Trans-
lator ”translate” erstellt drei Dateien: grounded-domain.pddl, grounded-problem.pddl und
problem.sas+. Diese kann man mit den ansprechenden Kno¨pfen ansehen. (Abbildung A.8).
”calculate objects” dient dazu, die Objekte zu berechnen. Sie ko¨nnen die vorhandenen Ob-
jekte anschauen und auch lo¨schen unter ”delete objects”. Die Abbildung A.9 zeigt das dafu¨r
verantwortliche Fenster.
Die Symmetrien ko¨nnen Sie berechnen und anzeigen lassen ”show symmetry” (Abbildung
A.10).
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Abbildung A.3.: Pra¨dikaten und Aktionsequenz Eingabe
Abbildung A.4.: Zuordnung der Objekte zu Typen
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Abbildung A.7.: Pra¨fix Fenster
A.2.3. Planer
Wir sind jetzt soweit, Planer auf unseren Dateien anzuwenden, und Pla¨ne fu¨r unsere Proble-
me zu finden. Dazu haben wir zwei unterschiedliche Planer: Pattern-Plan und Durative-FF
(Abbildung A.11).
Pattern-Plan
Pattern-Plan muss nach der Ausfu¨hrung der Preprocessingphase ausgefu¨hrt werden, da er
die groundierten Dateien benutzt. Als erstes kommen die unterschiedlichen Optionen. ”Ex-
plicit Hill-Climbing” und ”Relaxed planning heuristic” sind die Standardoptionen. Wenn Sie
die Pattern database heuristic wa¨hlen, mu¨ssen Sie dazu einen Wert fu¨r diese Pattern unter
”PDB log size” eingeben, sonst wird 0 als Defaultwert genommen. Dazu geho¨rt auch ”User
interaction”, die Ihnen die Mo¨glichkeit gibt, die Pattern Database zu vera¨ndern. Diese Pat-
tern Database wird als xml-Datei gespeichert und mit der Option ”User interaction” wird
der Pollo-XML-Editor gestartet (Abbildung A.12), und das Pattern-Plan der Patternplanner
wird pausiert, bis Sie die A¨nderungen in der XML-Datei speichern und Pollo schliessen.
Durative-FF
Der Durative-FF Planer la¨uft sowohl auf normalen als auch auf grundierten PDDL-Dateien
(Abbildung A.11). Sie ko¨nnen das Problem anhand die groundierte PDDL-Dateien lo¨sen,
wenn Sie die Checkbox ”Grounded PDDL” wa¨hlen. ”User interaction” macht das gleiche
wie bei Pattern-Plan. Als Heuristik ko¨nnen Sie Scheduling- oder Graphplanheuristik wa¨hlen.
Der Durative-FF Planer erzeugt eigentlich zwei Lo¨sungen oder Pla¨ne, einen sequentiellen und
einen paralellen Plan, die Sie mit einem Knopfdruck ansehen ko¨nnen (Abbildung A.11).
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Abbildung A.8.: Preprocessing
Abbildung A.9.: Objekte ansehen und lo¨schen
107
Anhang A. Handbuch der ModPlan Workbench
Abbildung A.10.: Symmetrien und Symmetrimatrix
Abbildung A.11.: Fenster der Pattern-Plan und Durative-FF
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Abbildung A.12.: Der XML Editor pollo
A.2.4. Validierung und Visualisierung
Validierung
Der Validierer validiert einen gegebenen Plan und ergibt als Ergebnis, ob der stimmt oder
nicht (Abbildung A.13). Im positiven Fall (Abbildung A.14) erzeugt der Validierer eine Datei
(state-sequence), die die durchgelaufenen Zusta¨nde entha¨hlt. Diese kann man unter ”show
state-sequence” anschauen.
Statevis ist auch ein erweiterte Art vom Validierer. Statevis schreibt die Dateien se-
quence.scene und sequence.run als Balkengraphik. Diese kann man dann unter Vega (Vi-
sualisierung) einladen und animiert darstellen.
Visualisierung
VEGA/VEPA veranschaulicht Pla¨ne in der Form eines GANNT Diagramms (Abbildung
A.15). Dazu mu¨ssen Sie eine Scene-Datei laden. Im Fall der statevis, mu¨essen Sie zuerst die
sequence.scene-Datei laden, danach die sequence.run-Datei (die Scene muss vor dem Run
geladen werden damit die Animation funktioniert). in Abbildung A.15 ist ein Driverlog-
Beispiel zu sehen.
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Abbildung A.13.: Das Validatorfenster - mit unterschiedliche Selectionen
Abbildung A.14.: Die Ausgabe der Validator im positiven Fall
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Abbildung A.15.: Das VEGA zur Visualisierung
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Abbildung A.16.: Startfenster der GoalOrdering
A.2.5. Goal-Ordering
Das Goalordering Fenster ist in Abbildung A.16 dargestellt. Die GoalOrdering arbeitet auf
groundierten PDDL-Dateien, also kommt dies nach der Preprocessingphase. Bei manchen
Problemen werden die Abha¨ngigkeiten berechnet und der User wird gefragt ob er diese
(einzeln) akzeptiert oder nicht (Abbildung A.17). Dann werden die Zwischenziele berechnet
und gelo¨st (hier wird der durative-FF als Planer benutzt). Die Teilprobleme, Teilpla¨ne sowie
der Gesamtplan ko¨nnen unter ”partial problems and plans” und ”Total Plan” gezeigt werden
(Abbildung A.18).
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Abbildung A.17.: Beispiel zur Frage nach Abha¨ngigkeiten
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