In order to predict the detectability of broadband acoustic signals, a model must include a means of integrating information across frequencies. There have been several previous studies measuring the detectability of multicomponent signals, but it is still not clear what the best model is when signal components are not equally detectable or equal in level. Some researchers have proposed that thresholds are driven by the most detectable component (max(d') model), while others have found that the best model for their data is a statistical summation model, where component sensitivities are combined using a Pythagorean sum. In the present study, detection thresholds were collected in broadband noise for single tones at three frequencies and three signal-to-noise ratios (SNR) and for all combinations of SNRs for the three tones presented together. While both models (max-d' and Pythagorean sum) can predict the general trend of the multicomponent data from the single-component data, each model only accounts for about 30% of the variance in the data.
INTRODUCTION
In order to predict the detectability to human observers of real-world acoustic signals, which tend to have energy distributed across a wide spectrum, a model must include a process for integrating information across frequencies. Despite decades of research testing and developing signal detection theory, including the detection of multiple component signals (e.g., Green, 1958; Buus et al., 1986; Dubois et al., 2011) and with several models for detection that have been discussed in the literature, there does not seem to be a consensus yet on which model is most useful. Most auditory models assume that an acoustic signal is analyzed in spectral bands, often called critical bands, but differ on how detection information is combined across bands to form an overall detection decision. Some models assume that the detectability of a complex signal is driven by its most detectable band (i.e., d = max(d i ), where d represents the overall system sensitivity and d i represents the sensitivity of the i th band). Others assume that the sensitivities of the bands are combined to form a final decision variable, usually assuming an optimal strategy where d = d 2 i (referred to as the statistical summation model). With this model, the complex signal can be more detectable than any single component. The goal of the present study was to generate a dataset which could be used to discriminate between these models and determine if either will be useful for predicting human performance.
Until recently, most of the research on multicomponent signal detection had focused on the detection of either multiple equally detectable components or components with equal sound pressure levels (SPL), which are interesting special cases, but are not necessarily representative of real-world detection. Dubois et al. (2011) measured detection thresholds of multicomponent signals in which they systematically varied that levels of a seven-component tonal signal. They used adaptive tracking to measure the detectability of the tone complex with a white noise masker when all components were equally detectable and when the level of four or six components were decreased in 5-dB steps. They found that the benefit of having multiple components dropped off quickly as the level of the components was reduced. However, the slope of the psychometric function for tones in noise is quite steep, so 5 dB may have been too much to see an large effect on detection (see, e.g., Egan et al., 1969 , N m S m data). Therefore, for the current study, smaller steps were used for tone-in-noise detection to try to create a dataset that could better discriminate between the models discussed above.
METHODS

Procedure
A two-interval, two-alternative, forced-choice method was used to measure the detectability of one or three-component tonal target signals. A constant-stimulus design was used where each target component was presented at one of three levels, and detectabilities were measured for all combinations of those three target component levels. The participants completed 50-trial blocks in which the number of target components was held fixed within a block. For the single-component blocks, there were blocks of trials in which the target component was fixed, and blocks of trials where the target component was randomly selected on every trial. The level of each component was randomly selected on every trial. Each subject completed 100 trials for every condition.
Stimuli
The target signals were tones or tone complexes with possible frequency components at 500, 1019 and 1909 Hz (approximately 5 ERB spacing) and were presented with a white noise masker (0.1-10 kHz, 55 dB SPL, i.e., spectrum level approx. 15 dB SPL). The target stimuli and masker were gated on and off simultaneously with 10-ms raised-sine ramps and had a duration (zero to zero) of 200 ms. In a preliminary study, levels were determined per component per subject to find an appropriate operating range so that the measured d for individual components would be approximately in the range of 0.5-1.5 for the measured levels. All of the subjects' component levels fell in the range of 4-10 dB SPL. All stimuli were presented monotically to the subjects' left ears.
Equipment
The stimuli were generated and the experiments were controlled on a PC using Matlab. Sounds were presented to the subjects over headphones (Sennheiser HD 280) through an RME Multiface II sound card in sound-treated listening rooms.
Listeners
Eight young normal-hearing listeners participated in the tone-detection measurements. All passed an audiometric screening with pure-tone thresholds of 15 dB HL or better. They were paid for their participation in the study. The use of human subjects was governed by the Air Force Research Laboratory Institutional Review Board.
RESULTS
The measured sensitivities (d ) for single component tone detection are plotted in Fig. 1 , with the data obtained in blocks with the target frequency randomized from trial to trial plotted vs. the data obtained in blocks with a fixed target frequency across trials. Each dot represents one subject's data for one target frequency and presentation level. The solid blue line in the plot represents a one-to-one correspondence between the two conditions, and the dashed red line represents the best linear fit to the data. These data show that listeners tend to be more sensitive to targets of known frequency (cf. Green, 1961) , but raise the question as to which data should be used when predicting d s with multicomponent signals. With these stimuli with three possible target frequencies spread over approximately four octaves, there appears to be a lot of variance, but on average there is a reduction in d of about 0.5 when randomizing the target frequencies. The statistical summation model predictions are shown in Fig. 3 , plotted vs. the measured multicomponent data. This model tends to over predict the measured d based on fixed-frequency single-component data (left panel). The linear fit to the fixed-frequency max d prediction also accounts for about 30% of the variance. However, the prediction based on randomized-frequency single-component data is a reasonable fit for the data, on average, but again only about 32% of the variance is accounted for. 
DISCUSSION
The data presented confirm that listeners are more sensitive to targets of known frequencies than of randomly selected frequencies. However, it is still unclear which set of data should be used to predict multicomponent target detection thresholds. Neither the max(d ) nor the statistical summation model can account for more than approx. 32% of the variance in the data with a linear fit using either the fixed-frequency or the random-frequency single-component data. One could justify using the fixed-frequency data in that the frequencies in the multicomponent targets were fixed and known to the subjects and only the component levels were varying randomly from trial to trial. However, the subjects could be switching their attention between frequency regions from trial to trial, which would justify using the random-frequency data for making predictions. The data will be further analyzed to look for sequential effects between trials to see if the level distribution of the previous trial influences the frequency weighting of the next trial.
