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Abstract— This paper describes a system with several fixed 
cameras that provide Third-Person Perspective (3PP) to the 
video-through HMD of the user. Once done, our system uses an 
algorithm to make intelligent switches between the different 
cameras in order to provide the best view to the user. User 
comfort does not suffer from the changes of perspective; some 
of the users even play at forcing the perspective change during 
the experiment. Working with an augmented environment 
larger than a desktop seems to be very promising for future 
researches in this domain. 
Keywords-component; Artificial, augmented, and virtual 
realities 
I.  INTRODUCTION 
During our augmented reality experiments with a video-
through Head-Mounted Display (HMD), we always try to 
provide the best view to the user. As shown in [1], the best 
perspective depends on the performed action: first-person 
perspective (1PP) for manipulations and third-person 
perspective (3PP) for moving actions. 
In order to propose a 3PP to the user, we need at least a 
second camera that follows him/her when he/she moves in 
the environment. Moreover, within the framework of 
augmented reality, it has been proven that fixed cameras 
avoid lots of registration issues [2][3]. Finally, if there are 
multiple cameras, occlusion problems can also be reduced 
[4]. 
Based on the previous researches, we propose in this 
paper a system with several fixed cameras combined with a 
mobile one on the user to provide the different perspectives 
to the user who wears a video-through HMD. We such a 
kind of system, we should have better results and provide a 
better comfort in almost every simulation with augmented 
reality.  
Moreover, working with several cameras allows us to 
enlarge the work area to a building (or at least two rooms in 
this paper). In order to manage this system, we implemented 
an “intelligent switch” that chooses the “best view” 
depending on the user context (location, movement, 
performed action, and occlusions).  
We will first have a brief overview of the related works 
that lead us to this system. We then present the 
experimentation with the equipment, participants, and 
procedure. Finally, we conclude with the results and their 
discussion. 
II. RELATED WORK 
Within the framework of augmented reality, there exist 
two main approaches for tracking and positioning [5]. One of 
them uses magnetic sensor such as the MotionStar. Unfortu-
nately, this approach considerably reduces the work area to 
few square meters and may lead to distortions while using 
magnetic equipment. The other approach uses vision-based 
techniques. The main issues of this method, are the markers 
occlusion and the registration [6][5]  
A well-known way to reduce the marker occlusions 
consists in working with multiple cameras [7][8]. Indeed, 
even if the marker is hidden for one camera, the other 
cameras (due to their strategic position) should still be able 
to detect the marker. The second issue, the registration, is 
one of the main issues in AR software and may be a source 
of motion sickness [9]. Notice that it has been proven in [3] 
that the use of a fixed camera considerably reduces this lack.  
The researches cited above propose a system providing 
for augmented reality experiments into a static user working 
on a very small area like a desktop in indoor, or for a user 
carrying a camera outdoor [10][11]. Unfortunately, in this 
last case, users are carrying a camera, which is then not at a 
fixed location. And as shown above, this induces registration 
issues.  
We will then use several fixed cameras to provide 3PP 
when the user is moving, and 1PP for the fine manipulation 
with a camera coupled on the users’ HMD. We change of 
perspective between moving and static actions for the user 
comfort [1]. We need then to be aware of the user context: 
localization, displacements, and the direction of his/her gaze. 
Concerning the geo-localization, we use the application 
developed by Hopmann et al. that uses Wi-Fi to know the 
current room in which the user is [12]. This gives us the set 
of camera available in the current room. Once done, we use 
our “best view” algorithm described in the following chapter 
to know which camera to activate. 
III. DESCRIPTION OF THE SYSTEM 
The goal of our system is to provide the “best view” to a 
user who can move in several rooms and manipulate objects 
in augmented reality. Based on previous studies of Salamin 
et al. [1][13], we know that these two actions require 
different perspective: third-person perspective (3PP) for 
navigation tasks, respectively first-person perspective (1PP) 
while manipulating an object with the hands. In our case, 
instead of having a camera that follows the user for the 3PP, 
we decided to have multiple fixed cameras. Consequently, 
the user will not need to matter about collisions of a 
cumbersome backpack with wall, ceiling, doors, etc.  
On the other hand, as there are multiple cameras, we 
need a system that will automatically detect which camera 
needs to be activated for the user best view. For this 
simulation, we will work in an area of two adjacent rooms in 
which we already put three cameras at strategic positions 
(see Figure 1). 
Our system is composed of two networks (one per room). 
There are three computers (one server and two clients) linked 
to a static camera in each network and a last one connected 
to the notebook carried by the user. Each computer gets the 
video flow of “its” camera to perform two actions: sending 
the video flow onto its network via RTP with Java Media 
Framework (JMF); detecting with the help of ARToolKit if 
the markers visibility to inform the server of the network. 
The server chooses then to which video flow the user client 
must read and send it to him/her when he/she connects to the 
network. 
Our system then considers that there is two networks of 
three cameras (one network per room). We then first have to 
localize the user, i.e. in which room he/she is currently. Once 
done, depending on the visibility of the markers and on the 
displacement of the user, our system will choose which 
video stream to provide to the user. 
Here are some described cases that may happen during 
the simulation (the decision schema is presented in the 
Figure 2).  
 
 
 
Figure 1.  Schema of the cameras (in blue) disposition in the room in order 
to cover the whole space (their angle of view is represented by the line in 
different colors). Each camera is coupled with a picture representing a 
snapshot of its video flow sent onto the network.  
 
 
 
Figure 2.  Presentation of the schema defining the switch of perspective in 
a room. The states correspond to the active camera (providing the video 
flow to the user) and the values on the link between them represent if they 
“can see” the ARToolKit marker (set to ’1’) or not (value set to ’0’). In this 
schema we can see that we privileged 3PP, and especially the first camera. 
(Notice that the value ’X’ means that any value can fit). 
If the user is static (no movement detected by the inertial 
tracker on the user directly leads to choose 1PP) with the 
augmented object in the hands, our system will propose to 
him/her the 1PP from the spy-camera video flow coupled 
with the HMD. In another situation, the user could be 
moving (movement detected leads to propose 3PP) towards 
an augmented object. In this case, our system will check 
which fixed camera can see the object and the user. Notice 
that there is a preference for a camera located behind the user 
in order to avoid “mirror effect” that may introduce biases 
like the right-left inversions. 
Obviously, our system must avoid changing too many 
times the chosen perspective. In-deed we hypothesize that 
each camera change would perturb the user, because he/she 
would then need a few seconds to relocate him-/herself in the 
environment. Frequent perspective would then make any 
action impossible for the user. This is why we try to keep a 
view as long as it is possible, i.e. augmented object and user 
are visible in the video flow during the experimentation 
described in the next chapter.  
IV. EXPERIMENTATION 
We tested our system with 12 naive and voluntary 
participants (10 males and 2 females). They were all between 
20 and 35 years old. The equipment used during the 
experimentation and its protocol are described in the 
following sections.  
A. 4.1 Equipment 
During the experimentation, we use static and mobile 
equipment. We first need a Wi-Fi antenna on the user to 
detect in which room he/she is. Once our system knows the 
location of the user, it automatically connects to the network 
of the room (one Wi-Fi network per room) to access the most 
interesting video flow. Indeed, all the cameras in a room are 
connected to computer in the room network and send the 
video flows to the router.  
As written above, we use three static cameras per room 
(Figure 1) and a last mobile one on the user, which means 
seven cameras. As we need to cover the full room with only 
three cameras, we used the Trust Wide Angle Live WB-
6200p that provide an angle of view 45% bigger than a 
common webcam with a resolution of 1280 per 1024 pixels 
at 30 fps and a focal length at 50mm. We can then 
distinguish ARToolKit markers amongst opposite wall with 
a wide field of view from each of the cameras. The number 
of three cameras per room was defined in an empiric 
approach. Indeed, we need at least three cameras to cover the 
whole space in the room.  
 
 
 
Figure 3.  Presentation of the user fully equipped for the simulation with 
an HMD coupled with a webcam for the 1PP, a Wi-Fi USB adapter and an 
inertial tracker at the belt. They are all connected to the notebook in the 
backpack.  
Once we completely cover the room space, we treat the 
video flow of each camera with ARToolKit in order to detect 
if there are markers in the field; if it is the case, we get their 
current distance from the camera (in order to detect the user 
movements). If the user is immobile, the system detects it via 
the XSens inertial tracker MTx (connected to the notebook 
on the user) and proposes the 1PP view (camera coupled 
with the HMD) to the user 3. We use a HMD Sony Glasstron 
PLM-S700E with a resolution of 800 per 600 at 60Hz 
(Figure 3). Once the user is moving, our system directly 
switches to another video flow to provide to the user (Figure 
1).  
B. 4.2 Protocol 
There are four main steps in the experimentation 
described in this paper. As written above, our working space 
is extended to two rooms. This means that one step will be to 
move from a room into the other one. This is a critical step, 
because lots of operations need to be performed in a little of 
time. First, the system must detect that the user is leaving the 
room (geo-tracking with Wi-Fi signal variation detected by 
the Wi-Fi adapter. Indeed, as the user is leaving a room, the 
notebook he/she wears must be disconnected from the 
current network to immediately reconnect to the Wi-Fi 
network of the other room. Once done, the system has to 
detect if the user is still moving. If it is not the case, it 
proposes the 1PP to the user. In the other case, it must detect 
which is the most interesting camera for the user.  
The second step of this experiment is to stay in a room 
with no displacement and to turn on oneself. This action will 
help to discover the room with a more common perspective: 
the 1PP.  
The third step consists in walking in the room. The walk 
direction can changer several times and can be randomly 
chosen, or it can be to reach an augmented object. In any of 
these situations, our system has to provide the video flow of 
one of the fixed cameras of the room to the user. This means 
first that 3PP will be proposed to the user. But the choice of 
camera is neither random nor trivial. Indeed, our system 
must detect the direction of the user’s walk to find a camera 
(if possible) behind him and able to “see” the user and the 
augmented object.  
The last step is the manipulation of an augmented object. 
This action can be performed while walking or staying, 
which means a change of perspective (3PP, respectively 
1PP).  
All the four steps cited above are performed several times 
in different orders during the experimentation. Indeed, the 
user must first get more familiar with the environment (the 
two rooms), and the system. Then he/she must find the 
augmented objects and can manipulate them. The 
experimentation usually lasts around twenty minutes. 
V. QUESTIONNAIRE 
Once the experiment performed, we proposed a SUMI-
like (Software Usability Measurement Inventory) 
questionnaire [14] to the users. Indeed, several types of 
validity studies [15][16][17] have already been conducted 
with SUMI, whose one of them concerns laboratory-based 
studies (carried out in the Human Factors Research Group). 
This questionnaire is composed of two parts that we describe 
here.  
The first part is composed of questions about the user 
profile like the age, gender, but also if the user is used to 
work with computer, within VR environment and VR Stuff. 
This part concludes with questions about the training for 
using the system (availability and length) and if the time to 
use the system was also adequate.  
The second part of the questionnaire is composed of fifty 
statements. The user must answer to all of them by marking 
one of the three proposed boxes labeled: “Disagree”, 
“Undecided”, and “Agree”. It is also firstly noticed that 
marking the “Undecided” boxes means that the user cannot 
make up his/her mind, or that the statement has no relevance 
to the software or the situation. Secondly, it is added that 
marking the “Disagree” or “agree” boxes does not 
necessarily indicate a strong disagreement (respectively 
agreement) but only a general feeling most of the time.  
The questions of this second part concern various topics: 
responsiveness of the software, quality of proposed 
instructions, global satisfaction about the software, possible 
improvements, intuitiveness, and attractiveness of the 
software. In the next section, we will analyze the users’ 
answers and their behavior during the experiment.  
A. Results 
Globally, most of users enjoyed the system. Every step 
was performed by every user, even if some of them needed 
more time to adapt to the system. They walk a lot in the 
rooms looking for augmented objects and trying the 
perspectives. We will now first present the users’ behavior 
during the presentation and then the questionnaire proposed 
to them after the experiment.  
 
B. Behavioral Analysis 
Once they move from a room to another one, the system 
disconnects the user notebook from the current network to 
connect it to the second one. This operation requires few 
seconds. In order not to bring the user in the blackout during 
this time, the system switches to 1PP until new network 
connection is fully performed (even if the user is moving). 
After the connection, the system proposes at once the best 
3PP to the user.  
The 1PP is only provided to the user within the case cited 
above and while he/she is staying immobile. In both cases, 
the switch from 3PP to 1PP never seemed to affect the user 
(e.g. fall down, loss of stability, collision with objects).  
While walking in a room, it may happen that the system 
decides to change of 3PP provided to the user. Based on our 
start hypothesis, the system tries to keep as long as possible 
the same perspective to avoid possible issue due such a kind 
of switch like the loss of reference points. Anyway, after few 
changes of perspective, the user seems not to be too much 
perturbed by these switches.  
Finally, the last step concerned the augmented object 
manipulation. This step can be divided into two cases, 
depending on the user movements. If the user is static (no 
displacements), the 1PP is provided to the user during the 
whole manipulation. On the other hand, if the user is moving 
while manipulating the augmented object, the system 
proposes to him one of the 3PP. In this case, depending on 
his orientation and direction movements, the system may 
switch from a 3PP by a room camera to another one in order 
to keep the ARToolKit marker visible. But once again, this 
artifact (the switch of perspective) does not seem to disturb 
too muc 
C. Questionnaire trends  
Our adapted SUMI questionnaire was filled by every 
participant. Its first part, concerning the users’ profile, reveal 
us that twenty minutes for training was widely enough all the 
participants but one. Indeed, during the experiment with this 
person, due to connection to Wi-Fi network issues that were 
maybe due to the overlap of the several Wi-Fi networks in 
our building. Globally, after twenty minutes, the users were 
well-trained and fifteen of them wanted to continue the 
experiment. Finally, length of the experiment was also 
considered as adequate.  
The questions of the second part reveal us that our 
software is very accurate and fast to leave the perspective 
current when the augmented object disappears. But it also 
informs us that the reconnection to another video flow 
(couple of seconds) can be very perturbing at the beginning. 
People recognized that they always could see the augmented 
object -except while they were immobile (which means 
using 1PP) and looking at somewhere else. They seem a bit 
afraid at the beginning with the perspectives changing but 
after few minutes (around five), they already were dealing 
with it, and even playing/testing it by voluntarily occluding 
the augmented object to induce a perspective switch.  
Our system was then considered as very attractive and 
intuitive enough, even if improvements can be done for a 
future version.  
VI. CONCLUSION AND FURTHER WORKS  
The obtained results confirm our hypotheses. User 
comfort does not suffer from the changes of perspective; 
some of the users even play at forcing the perspective change 
during the experiment. Working with an augmented 
environment larger than a desktop seems to be very 
promising for future researches in this domain. And globally, 
all the users interested in trying our system were satisfied.  
Three participants, who already took part to previous 3PP 
experiments with a camera coupled to a backpack on their 
body, especially appreciate the change of perspective that 
avoids occlusions. They also appreciate the system 
preference for 3PP views when they were moving. It is also 
interesting to notice that none of them remarked that we also 
favored one of the three cameras in each room. Anyway, we 
think the camera should have the same importance in the 
room and we will change our decision graph for future 
experiments.  
Another improvement would be to reduce the time 
needed for the perspectives switch and improve the image 
quality. Indeed, even if the video flows are compressed, 
sending three streams onto an access point during the whole 
experiment can saturate it. A solution to this problem would 
be to send only the video flow chosen by the system to the 
access point. This would allow us to send video flows with a 
higher resolution onto the network. In counterpart, more time 
would be needed for a perspective switch because three 
operation (for the system: stop sending current stream, start 
sending new stream; and for the user: connect to the new 
video stream) would be required instead of only one: connect 
to the new video flow (already streamed over the network). 
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