While households' general preference for low-density residential environments is well documented in the literature, little research in geography and urban planning has explicitly investigated how many and which households experience a state of mismatch in terms of land use patterns between their preferred residential neighborhood type and the type of neighborhood where they currently reside. Using data from 1,358 commuters living in three communities in the San Francisco Bay Area, this study finds that nearly a quarter of the residents live in a neighborhood type that does not match their land-use related preferences.
INTRODUCTION
Households' preferences regarding the residential environment have been studied extensively over the past decades. Time and again, US evidence suggests that Americans en masse prefer living in a low density environment, although a small but significant percentage of households holds a strong preference for living in the highly urbanized core areas of large cities (Brower, 1996; Talen, 2001 ). Comparable evidence is available for Europe (Bootsma, 1998; Brun and Fagnani, 1994; McDowell, 1997) . Less attention, at least in the geographical and urban planning literature, has been directed toward the question of whether households are able to bring their residential location in accordance with the type of physical environment in which they prefer to live. One of the reasons for this lack of attention might be that many geographers and planners typically draw on a utility maximization framework when studying residential choice decisions (Gärling and Friman, 2002) , thereby assuming that, subject to budget and housing market constraints, households will choose the alternative that corresponds best with their preferences.
The question of to what extent households' actual and preferred residential location types correspond with each other is nevertheless important. For instance, the development of higher density neighborhoods at public transport nodes is often proposed as an alternative to the sprawling, low density suburbs characterizing the post-World War II automobile era. The success of such initiatives ultimately depends on the extent to which these new developments attract not only household types that have always gravitated toward urban locations, but are also capable of appealing to the more suburb-oriented segments of the population. Whether this is likely to happen is yet difficult to say; however, a study that analyzes the extent and determinants of a mismatch between current and preferred residential location type will offer useful insights into the likely appeal of urban locations to current suburban dwellers. As such, it can contribute to the debate on residential development and urban sprawl.
One study that has attempted to contrast residents' current and preferred neighborhood type is that by Feldman (1990) . She studied the settlement-identity of 1,648 workers in the Denver area, and found that about three quarters of the sample identified themselves with the kind of location in which they lived. Further, she showed that the majority of respondents experiencing a dissonance between residential location and settlement identity and who were willing to move had plans to relocate to a consonant location. Unfortunately, Feldman's work does not analyze how the mismatched residents can be described in terms of sociodemographic factors, personality traits, or lifestyles. Talen's (2001) study is also relevant in the current context, although it did not aim to provide estimates of the extent of a mismatch between actual and preferred neighborhood type. She investigated whether, and under which circumstances, affluent residents of a suburb 25 miles north of Dallas, Texas, would be willing to consider living in a more traditional urban environment. Her research reveals that dissatisfaction with the physical planning aspects of suburban developments exists among rich suburbanites, although strong support for traditional urbanist principles is lacking.
The current study aims to extend the knowledge on the prevalence and determinants of a mismatch in terms of land use patterns between the actual and preferred type of residential neighborhood. The main objectives are threefold. First, it aims to develop a set of indicators of residential neighborhood type dissonance, which are described extensively in section 4.
Second, using the developed indicators, it attempts to ascertain the extent of neighborhood type dissonance in an urban and two suburban communities in the San Francisco Bay Areathe urban neighborhood of North San Francisco, and the contiguous suburban communities of Concord and Pleasant Hill (section 5). Third, it aims to determine the impact of a large set of personal and household characteristics spanning sociodemographic situation, mobility constraints, lifestyle factors and personality traits on residential neighborhood type mismatch.
To this end a series of statistical models is presented in section 6. The remainder of the paper starts with an exploration of the causes and implications of residential neighborhood type dissonance (section 2), and proceeds to a description of the empirical data available for this study (section 3).
BACKGROUND
In this study the term residential neighborhood type dissonance is used to denote an incongruence in terms of land use patterns between the neighborhood type where an individual is currently residing and the individual's preference structure regarding such characteristics of the residential environment. This definition links neighborhood dissonance directly to one dimension of residential satisfaction, which can be defined as a product of the congruence between the actual residential environment and subjects' opinions about what this environment should look like (Amérigo, 2002; Lu, 1999) . In the work of Amérigo and others (Brower, 1996; Talen, 2001 ) the residential environment includes three distinct dimensions: the dwelling; the physical structure of the neighborhood of residence, in terms of the nature, mix and intensity of land uses; and the neighbors who represent the social dimension. While the work reported here is related to environmental psychologists' investigation of residential satisfaction, the interest of the current study lies primarily in the incongruence between physical attributes of the surroundings of the actual dwelling and preferences regarding such features. The main reason for this is that physical layout features like intensity and mix of land uses at the neighborhood level are often considered important determinants of residents' travel patterns. For instance, it has frequently been shown that the probability of driving a car is lower when the intensity and mixing of land uses is larger (Frank and Pivo, 1994; Cervero, 2002) . Others have, however, challenged such ideas and argued that such effects result from self-selection in residential choice processes: households with a predisposition toward a certain type of travel choose a residential location that enables the pursuit of the preferred type of travel (Boarnet and Sarmiento, 1998; Srinivasan and Ferreira, 2002) . The current paper is part of a larger research project that aims to gain insights into the complicated interdependence of preferences regarding residential location and travel, travel patterns, and actual residential location (see also Schwanen and Mokhtarian, 2003a-b) . The remainder of this section is concerned with the development of hypotheses about the determinants of a dissonance between actual and preferred residential neighborhood.
In our opinion, at least three types of factors explain the existence of residential neighborhood type dissonance: those relating to residential preferences; those that are associated with the residential choice process; and those that have to do with dynamics in the life course and attitudes. As we asserted in the introduction, residential preferences have been studied extensively. Numerous researchers have shown that housing preferences vary not only with household structure and income, but also with lifestyles and personality factors. Because residential preferences play a central part in neighborhood type dissonance, it is logical to hypothesize that factors affecting residential location preferences are also associated with the existence of neighborhood dissonance. In an earlier paper (Schwanen and Mokhtarian, 2003a), we hypothesized, for instance, that adventure seekers -adventurous, variety seeking, spontaneous, risk taking individuals (Redmond, 2000) -prefer an urban residential location because of the heterogeneity of functions and people there. A similar conclusion is reached by Feldman (1996) . On the basis of in-depth interviews with inhabitants of the Chicago metropolitan area, she argues that people identifying themselves with the city need the stimulating and enriching city life to support their self-conceptions. Hence we may postulate in the current context that adventure seekers residing in a more homogeneous suburban community have a higher probability of experiencing a mismatch between actual and preferred neighborhood type.
Although neighborhood preferences are important, residential choices involve many different factors. These can be classified conveniently into three underlying dimensions (Cropper and Gordon, 1991; Van de Vijvere et al, 1998; Weisbrod et al, 1980) : housing characteristics; the residential environment; and relative location. Households are typically assumed to trade off these attributes in a compensatory decision process, so that they, given their (monetary) resources, choose a housing alternative that maximizes utility. The fact that many factors are involved in the housing choice process makes it likely that certain preferences are irreconcilable. After all, there are few residences "with one door on Fifth Avenue, another on a New England common, and a window looking out to the mountains" (Brower, 1996, page 6) . In particular, a household's current residential neighborhood type may not correspond to its preferences, because other factors -the travel time to work or dwelling size, for instancewere more important in the household's residential choice process than physical neighborhood characteristics.
Neighborhood type dissonance may also result from the fact that residential choice is a household decision, and housing preference structures may vary across individuals within the same household (Molin et al, 1999) . Disagreement regarding the importance of features of the residential environment among household members may lead to neighborhood type mismatch at the level of the individual or even the household. Further, the extent of dissonance may be associated with the size and heterogeneity of the choice set of housing alternatives available in the residential choice process. The trade-off between housing attributes becomes more complicated as the constraints on choice are larger. Following Lu (1999) and others, we therefore hypothesize that the extent of residential neighborhood type dissonance increases, as the household income is lower.
So far, residential preferences and choices have been approached in a non-dynamic fashion.
Preferences regarding the dwelling or its environment change over time, however, and this may, or may not, result in a decision to relocate (Brown and Moore, 1970; Clark and Dieleman, 1996; Lu, 1999) . At least two types of changes in preferences can be distinguished: those resulting from progress through different life course stages; and those that stem from psychological processes. Already in the 1950s, Rossi (1955) posited that housing needs and preferences change as households experience major events in their life cycle, rendering previous choices obsolete. The life cycle as explanatory factor was later replaced by the notion of the life course, which does not assume a typical set of stages for all individuals but leaves room for more diversity of individual life trajectories (Mulder and Hooijmeier, 1999; Stapleton, 1980) . The most obvious example of a life course event is having a child. It is well-known from the literature that in particular households with children have a preference for a non-urban home in a lower density, green environment (Brower, 1996; Filion et al, 1999; McDowell, 1997; Talen, 2001 ). Hence, we may hypothesize that couples who were living in the city and then had children are more likely to experience an incongruence of actual and preferred neighborhood type than couples who did not experience this event.
While households can solve a state of dissonance by moving to another location, they do not take decisions about moving lightly, because relocation usually involves considerable monetary as well as non-monetary costs (Brown and Moore, 1970; Lu, 1998) . Moreover, a negative correlation between attachment to the current neighborhood and a propensity to move has been established (Hooimeijer and Van Ham, 2000; Oh, 2003; Speare, 1974) .
Instead of reacting proactively by moving, individuals can also adjust residential preferences so that these become more congruent with the current residential situation. This is an example of the cognitive dissonance reduction process (Festinger, 1957; Svenson, 1992) .
In the process of restructuring residential preferences the level of attachment with the current neighborhood, which can be considered a place-specific psychological bond, may become larger. Thus, the level of residential neighborhood type dissonance and attachment to the current neighborhood are related in a complex fashion: while less attached households may be more inclined to solve a state of neighborhood type mismatch through relocating, households that are more attached to their current neighborhood may solve a situation of dissonance more gradually through adjustment of their residential preferences, which might in turn enhance the level of attachment to the current neighborhood. To account for the complex interrelations of neighborhood type dissonance and neighborhood attachment we have defined dissonance indicators that account for differences in the extent of attachment. Before presenting the various mismatch indicators, we first turn to a description of the data used for the empirical research.
DATA

Sample and geographical area
The data used for this study were collected in the context of ongoing research aimed at gaining insights into individuals' motivations for and attitudes toward traveling. The underlying goal is to obtain a better understanding of why people travel as they do and inform policymakers so that they can formulate policies that take more realistic account of travelers' needs and desires. The conceptual framework of the project and some of its results have been published in ; and Redmond and Mokhtarian (2001) .
A fourteen-page questionnaire survey collecting information on a variety of travel and related issues was mailed to 8,000 households of three communities in the San Francisco Bay Area.
Half were mailed to the urban neighborhood of North San Francisco; the other half were split evenly between the contiguous suburbs of Concord and Pleasant Hill. A randomly selected adult household member was requested to complete the survey. Some 2,000 surveys were returned, yielding a response rate of 25 percent. This is well within the 10-40% range considered typical for mail surveys of the general population (Sommer and Sommer, 1997).
More important than the response rate per se is the representativeness of the sample: a 10% sample that is perfectly representative of the desired population is statistically superior to a 75% sample that contains responses from all of group X but no one of group Y (a group of interest to the study). Conducting the usual check for representativeness by comparing the distribution of key characteristics of our sample to those of the population (using Census data) indicates that our sample is roughly representative with respect to gender, but (as is typical for self-administered questionnaires) those with more education and higher incomes are overrepresented. One-person households and households with two or more workers are underrepresented (Curry, 2000) . Even representativeness, however, is less critical when the elements of study are relationships between variables (as is the case for us), rather than distributions for variables taken singly. As Babbie (1998, page 237) puts it, "this potential defect [of lack of generalizability of the sample to the population] is less significant in explanatory research than it would be in descriptive research... Social processes and patterns of causal relationships appear to be more generalizable and more stable than specific characteristics."
For the empirical analysis a subset of 1,358 respondents identified as workers commuting at least once a month is used. This restriction of the sample is based on the assumption that attitudes toward travel and residential location differ fundamentally between commuters and non-commuters. With respect to travel, the commute functions as a structural determinant of daily travel behavior, and the majority of travelers commute during peak hours when congestion is most widespread (Schwanen and Dijst, 2003) . These conditions will almost certainly influence attitudes toward traveling to differ, on average, from those who do not 
Personal and household characteristics
The survey contained not only questions on many facets of people's travel behavior, but also elicited detailed information on their sociodemographic situation, their personality and lifestyle, and constraints that prevent them from traveling. As in almost all travel surveys, the questionnaire included an extensive list of questions on the respondents' sociodemographic position: vehicle type, years in the USA, years in the current neighborhood, education, income and employment information, and household information such as the number of people and their age distribution. On the basis of this information, a typology of households was devised (the distribution of respondents across categories is given in Table 1): single workers: one adult, no children; two worker couples: two adults, each of whom is employed; one worker couples: two adults, one of whom is employed; multiple worker families: households consisting of two or more working adults and one or more children aged 18 or less; one worker families: households consisting of one working and one nonworking adult and one or more children aged 18 or less; multiple working adults: households consisting of three or more adults at least two of whom are employed; no children aged 18 or less are present; and other households, including single parents, i.e. one adult and one or more children.
Respondents were also asked to indicate how well each of 17 words and phrases described their personality. Through factor analysis these traits were reduced to four underlying dimensions (see Redmond, 2000; for a detailed description): the adventure seeking, organizer, loner, and calm factors. In addition, 18 Likert-type scale statements relating to work, family, money, status, and the value of time were used to construct four lifestyle dimensions (Redmond, 2000; ): the frustrated, family/community oriented, status seeking, and workaholic factors. Further, respondents were asked whether they suffered from any physical or physiological limits that prevent traveling on certain modes or at certain times of the day. Ordinal response categories were used, ranging from "no limitation" through "limits how often or how long", to "absolutely prevents" (coded as 1, 2, and 3, respectively). The survey also contained a question asking "Do you feel attached to this neighborhood?", with ordinal response categories from "no" through "somewhat" to "yes".
As Table 1 indicates, the distribution of sociodemographics, personality and lifestyle factors and mobility constraints varies considerably across the three communities surveyed. The largest differences can be noticed between Concord and North San Francisco. While Concord and Pleasant Hill do differ from each other, the clearest differences are those between the urban neighborhood of North San Francisco on the one hand and the two suburban communities on the other hand. North San Francisco respondents frequently belong to younger and smaller households, often with multiple workers and less often with children.
They are less car-oriented, and on average have higher scores on the adventure seeker and loner factors. Suburban respondents are more often drawn from slightly older and larger households, have more cars available, and have higher scores on the organizer factor. They have also lived in their current neighborhood for a longer period of time than their urban counterparts. A more detailed analysis of differences in population composition is presented in Schwanen and Mokhtarian (2003a) . Together with the remarks on land use patterns in section 3.1, Table 1 suggests that North San Francisco is a prototype of a diverse but relatively affluent urban neighborhood in a US metropolitan region, whereas Pleasant Hill and Concord can be regarded as rather typical middle-to-upper-middle-class suburbs.
Residential preference indicators
One section of the travel survey consisted of 32 attitudinal statements related to travel, land use and the environment. Respondents were asked to respond on five-point Likert-type scales ranging from "strongly agree" to "strongly disagree". Factor analysis was used to extract the relatively uncorrelated fundamental dimensions spanned by these 32 statements. Six factors could be identified, using principal-axis factoring with oblique rotation: pro-environmental policy, commute benefit, travel freedom, travel dislike and travel stress factors well as a prohigh density factor ( Table 2 ). The latter is of central interest to the current study: we assume the respondents' scores on this factor to reflect their preference structure regarding physical characteristics of the residential environment with a higher factor score indicating a stronger preference for a higher density environment. Note that two of the four statements characterizing the pro-high density factor can serve as indicators of the mix of land uses as well as density. Given that density and land use mix are often closely intertwined, our "prohigh density" label should be interpreted as shorthand for a "pro-high density/mixed-use" attitude. Indirectly the pro-high density factor also yields limited information on the social dimension of the residential environment (the neighbors, or the community) as well as dwelling characteristics, reflecting the interdependencies of the dwelling, physical and social characteristics of residential neighborhoods (Brower, 1996) . However, exactly because the information on these additional neighborhood dimensions is limited, we prefer to interpret the pro-high density factor as an indicator of the residents' preference for a particular type of physical neighborhood layout. Also note that the geographical area to which the above statements pertain is not objectively defined; rather, the definition of the neighborhood, as well as "within walking distance", is left to the respondent herself. This is consistent with the notion of the neighborhood as a personal category (Amérigo and Aragonés, 1997; Lu, 1999) . 
RESIDENTIAL NEIGHBORHOOD TYPE DISSONANCE INDICATORS
On the basis of the preceding sections, several criteria can be formulated that an indicator of residential neighborhood type dissonance should meet:
1. It should give a straightforward assessment of the presence of mismatch. 2. It should be able to reflect subtle differences in the extent of dissonance across individuals.
3. It should take account of the variation in the level of attachment to the current neighborhood.
4. It should be equally applicable to different kinds of neighborhoods.
Because some of these demands are difficult to reconcile, we chose to define a set of five complementary indicators that as a group meet these criteria. All measures are based on the same principle: residents' scores on the pro-high density dimension are contrasted with their actual neighborhood type.
The first measure was specifically designed with the first criterion in mind. Hence, it is defined as a binary indicator having a value of one for respondents whose score does not fall into the expected range of scores for their neighborhood of residence and zero otherwise.
Persons in the urban neighborhood of North San Francisco are expected to have a score on the pro-high density factor that is higher than average. Because the factor scores are standardized and the sample is about evenly distributed between urban and suburban locations, this coincides approximately with a positive score on the pro-high density factor. As a result, North San Francisco inhabitants having a below-average or negative score on this factor are considered mismatched and are assigned the value of one on the first mismatch indicator. For suburbanites the measure is defined likewise, the only difference being that a respondent is considered mismatched if s/he has a positive score on the pro-high density factor. More formally, this dissonance indicator can be defined for respondent i as:
While potentially a useful measure, a binary indicator is by definition crude; it does not reflect gradual differences in dissonance. To meet the second criterion formulated above, a more fine-grained indicator was defined that measures the difference between the score for respondent i on the standardized pro-high density factor and the minimum or maximum score on that factor, depending on the neighborhood. To make this measure less sensitive to outliers, we took the 5th and 95th percentile scores as the minimum and maximum scores on the pro-high density factor. For North San Francisco respondents the 5% highest scores on this factor were set equal to the 95th percentile point. Similarly, the 5% lowest scores were set equal to the 5th percentile score, if respondents reside in suburban Pleasant Hill or Concord. Consequently, this mismatch indicator (like all the rest) is always zero or positive.
In formula:
ProHiDens max -min(ProHiDens max , ProHiDens i ) for NSF = 1
where, for our data set, ProHiDens max is equal to 1.325, and ProHiDens min to -1.331.
For example, a score of 1.4 would be set to 1.325 for a North San Francisco resident (resulting in MM2 i = 0, or no mismatch), but left unchanged for a suburban resident (resulting in the relatively large mismatch value of 2.731 for MM2 i ).
As we argued before, neighborhood attachment and neighborhood type dissonance are linked to each other, which calls for dissonance indicators that account for variation in neighborhood attachment. We therefore interacted the above measures of residential mismatch with an ordinal indicator, ATTACH, of the level of attachment to the neighborhood (1 = attached; 2 = somewhat attached; 3 = not attached) derived from one of the questions in the survey (section 3.2). This yielded two additional mismatch indicators: 
EXTENT OF NEIGHBORHOOD TYPE DISSONANCE
The most simple and straightforward measure -the binary indicator MM1 i -reveals that, overall, 23.6 percent of the workers in the sample are classified as mismatched. In other words, about one quarter of the sample experience a dissonance in terms of land use patterns between the actual and preferred type of residential neighborhood; three quarters are living in a location that matches their preferences, a result that is strikingly similar to that of Feldman (1990) . Segmentation by neighborhood shows that the percentage of dissonant residents is highest in Pleasant Hill and lowest in Concord with North San Francisco taking an intermediate position (Table 3) Bagley et al (2002) show the extensive variation in perceived neighborhood characteristics exhibited by residents of the three neighborhoods investigated here. Hence, we may be classifying as "mismatched" a suburban resident who lives in an apartment complex near a commercial area and has in fact more or less realized her pro-high density preferences. This is more likely to happen in Pleasant Hill, since it has the greatest heterogeneity of residence types among the three neighborhoods. Other reasons may lie in the characteristics of the respondents. It is to the impact of such factors on residential neighborhood type dissonance that we turn in the following section. 
DETERMINANTS OF NEIGHBORHOOD DISSONANCE
Model structures
Binary probit models are similar to binary logit models: both are based on random utility theory, and assume that individuals maximize utility given certain constraints. In addition, utility consists of a structural, deterministic component and a random component in both model types. The important difference between the models concerns the assumptions that are made regarding the random components. In logit models these random terms are assumed to follow a Gumbel distribution, against a normal distribution in probit models (Ben-Akiva and Lerman, 1985) . For binary probit models, the conventional McFadden R is a measure of the explained variance, and the second term in the denominator an indicator of unexplained variance.
In the remainder of this section we present final model specifications for all mismatch indicators segmented by neighborhood type. Decisions about the inclusion of variables in the final models were made after extensive experimentation with alternative specifications on the basis of log likelihood tests and conceptual plausibility.
Urban North San Francisco
The first thing that can be noticed upon looking at the results in Table 4 is that considerable variation exists in the determinants that show up for the different dissonance indicators.
Apart from the constant, only two variables are included in all models: the car availability index and limitations on the use of public transport. This variation in determinants suggests that the five mismatch constructs capture (subtly) different aspects of residential neighborhood dissonance. Nonetheless, all sets of variables -sociodemographics, mobility constraints, personality traits and lifestyle indicators -are included in the various models, and when the same variables appear in more than one model, they always have the same sign.
Closer inspection of the results shows that all models point in the same general direction; they will therefore be discussed collectively.
Across all dissonance indicators, the models show that urban dwellers are more mismatched as the household has more cars available. This seems to suggest that more automobileoriented individuals living in urban surroundings prefer a suburban environment that is better geared to auto use. Household composition is also related to the extent of mismatch. In three models the ratio of the number of workers to the number of persons (including children) in the household is negatively related to the probability of being mismatched or the extent of dissonance. In other words, small households and households with many working adults are more at home in an urban environment, whereas larger households, in particular those with children, are less comfortable in an urban environment. This result is consistent with the hypotheses in section 2, and aligns with the standard theory on the distribution of household types across urban space (for example, Bootsma, 1998; Champion, 2001; Filion et al, 1999) . can. An urban individual with such limitations may prefer getting around by automobile, but find auto travel in the city to be inconvenient for the same reasons that others do (crowded streets, scarce and/or expensive parking). Hence, such a person may wish to live in a lowerdensity environment where auto travel is easier. Alternatively, some people expressing a predominantly psychological distaste for traveling by transit may simply wish to live in a location where public transit is not an "intrusive" feature of the environment.
Differences in lifestyle and personality also contribute to our understanding of the extent of residential neighborhood dissonance. More specifically, we see that a higher score on the adventure seeker factor is associated with lower levels of dissonance, whereas the opposite is true for the status seeker factor. Both effects are consistent with expectations. It should be no surprise that a high score on the adventure seeker factor tends to coincide with a high score on the pro-high density factor and hence a low level of residential neighborhood dissonance, given the fact that I like living in a neighborhood where there is a lot going on is one of the defining statements of this factor (see section 3.3). However, this result is also consistent with Jane Jacobs' (1961) ideas about mixing land uses and promoting public space. With regard to the status seeker factor, it is important to remember that status seeking behavior in this context refers mainly to private vehicles (Redmond, 2000) . Thus, this variable suggests that people who derive a significant part of their status from the type of vehicle they drive tend to be more dissonant in an urban environment, because driving takes more effort there than in lower density environments. Further, individuals with a high score on the status seeker factor may also hold stronger aspirations for the perceived status of suburban living (large home and yard).
Although the adventure and status seeker factors show up in four models, two different personality and lifestyle factors are included in the model for MM5 i : the organizer personality and the workaholic lifestyle factors. In both instances, the coefficients are positive. Why organizers are more often mismatched is not immediately clear. Perhaps (some) people become better organizers when they have formed a family and have to combine multiple roles in their daily life. If this were true, this factor would capture some part of the suburban preference of family households, which is not seized by any of the sociodemographic indicators. In addition, a high score on the organizer factor is also indicative, albeit weakly, of a preference for staying close to home (Redmond, 2000) , which is associated with a preference for a suburban neighborhood type, as Feldman (1996) argues on the basis of her qualitative research among 64 adult residents in Chicago. The effect for the workaholic factor might be explained by referring to the fact that congestion effects in traffic but also in shops, restaurants and other busy facilities tend to be more prevalent in urban than in suburban surroundings. Especially workaholics may have negative feelings about this bustle, as they may place more value on the loss of time.
The goodness-of-fit statistics cannot be compared easily across models, mainly because of different model structures. The fact that the 2 ρ for MM5 i is lower than for MM1 i suggests that the latter model is better. Interestingly, the tobit model that accounts for differences in neighborhood attachment performs worse than the model that does not reckon with attachment. For all models, however, the conclusion holds that the model fit is rather modest, suggesting that many relevant explanatory variables are lacking from the analysis. This was not totally unexpected, given that information about residents' dwellings, their accessibility considerations, as well as their satisfaction with the current residence and the social aspects of the neighborhood are not included because of data limitations. Nevertheless, the models yield useful insights regarding the impact of sociodemographics, personality traits and lifestyles on the extent of neighborhood type dissonance.
Suburban communities
Compared with the models for North San Francisco, the number of variables that are included in all five models for suburban dwellers is larger: five versus two (Table 5 ). However, more or less the same variables show up in the models as in those for the urban neighborhood, suggesting that the influences important to residential neighborhood type dissonance (at least among those measured in this study) are to a large extent identical in different spatial contexts. Initially, separate models were estimated for Pleasant Hill and Concord, and differences did exist between the determinants of neighborhood type mismatch in these neighborhoods. Overall, however, the conclusions pointed toward the same direction. As a result, we restrict ourselves here to a discussion of combined models for Pleasant Hill and Concord.
Consistent with the results for the urban neighborhood, the extent of neighborhood type dissonance is lower when the number of cars per driver in the household is larger. Also consistent is the result that households with fewer workers relative to household members are less often mismatched. In addition, Table 5 Only for MM1 i and MM2 i are limitations on mobility relevant predictor variables. In both cases the extent of mismatch is lower for people with public transit mobility constraints, which accords with the results for North San Francisco. For the binary indicator MM1 i a second measure is incorporated, showing that people with fewer limitations on bicycling are less likely to be dissonant if they reside in the suburbs. Recall from section 3.1 that cycling facilities are relatively well-developed in Pleasant Hill. This is not surprising, since suburbs are often more bicycle-friendly than urban environments -in our case, particularly true of Pleasant Hill. Thus, those who are more inclined to cycle are more likely to find a hospitable environment for it in the suburbs. In the tobit model for the continuous MM2 i , the variable that measures constraints on driving a car during the day is included. An explication similar to that for the public transit limitations variable can be given: because the car plays a central part in the suburban transport system, people who have problems with driving an auto may feel less satisfied with their residential environment, and prefer an environment in which transit is more readily available.
Personality and lifestyle factors are also significantly associated with the extent of neighborhood type dissonance for suburban dwellers. Across all models, suburban status seekers are less likely to be mismatched, or experience lower levels of mismatch. In contrast, adventurous suburbanites are more likely to be mismatched, although this effect is only statistically significant for the continuous indicator MM2 i . Lastly, the organizer factor is negatively related with the level of neighborhood type dissonance. For all these variables the results are in line with those for North San Francisco.
In terms of goodness of fit, the models perform similar to those for North San Francisco, with one important exception. Here, the tobit model that accounts for neighborhood attachment (MM4 i ) outperforms the model for MM2 i .
1 It thus appears that more (qualitative) research into the complex relationships between neighborhood type dissonance and attachment to the neighborhood, which is more place specific in nature, is warranted.
CONCLUSIONS AND DISCUSSION
This paper has investigated the extent of the dissonance (in terms of land use patterns) between residents' preferred type of neighborhood and the type of neighborhood they actually live in. To this end, their stated preferences regarding physical neighborhood characteristics are contrasted with their actual location, in an urban neighborhood or in a suburban community. Using a binary indicator, we have found that nearly a quarter of our sample of commuting residents are mismatched, a result that is strikingly similar to Feldman's (1990) .
The level of mismatch differs between suburban neighborhoods, indicating that variation exists between suburbs in physical layout and people's satisfaction therewith.
An attempt to characterize the residents who experience a neighborhood type mismatch suggests a strong correspondence with existing knowledge in geography and urban planning regarding the residential location preferences of various population segments.
Thus, we find, for example, that single suburban dwellers and larger households with children residing in an urban neighborhood have higher probabilities of being mismatched. This aligns with many previous studies arguing that single persons prefer an urban location, and families a residence in the suburbs (for example, Bootsma, 1998; Brun and Fagnani, 1994; McDowell, 1997) .
Moreover, as the summary of results in Table 6 shows, the determinants of neighborhood type dissonance have, with the exception of having a sales occupation, opposite signs in the urban and suburban models. This indicates a consistency of influence of a given variable across neighborhood types, with a variable that contributes to greater mismatch in an urban area contributing to less mismatch in a suburb and conversely. The most consistent determinants of mismatch fall in the sociodemographic category. Demographic variables -ratio of workers to household members; being a single worker or member of an 'other', non-standard household type; length of stay in the neighborhood -are clearly the most important determinants, which again corresponds with standard thinking about residential preferences. Table 5 also reveals the importance of auto orientation. Commuters with a strong auto orientation tend to be mismatched when they live in an urban environment, while the opposite is true for highly auto-oriented suburbanites, as indicated by the results for the car availability index and the status seeker factor. Contrary to expectations, household income is included in only one model, suggesting that the role of monetary constraints in explaining differences in dissonance is limited, or captured by other determinants that are correlated with household income, such as occupation in sales (see section 6.2) and car availability.
Notwithstanding the fact that we have shown that many variables influence the presence and extent of residential neighborhood type dissonance, one may raise the question as to what extent conclusions based on data from the San Francisco Bay Area can be generalized to other 1 Because the number of parameters in the model for MM4 i is smaller than in that for MM2 i , there is no real need metropolitan areas in the USA or elsewhere. After all, housing is expensive in the Bay Area and parts of San Francisco (including North San Francisco) are characterized by aboveaverage population densities. Although the local context always affects the study results, we believe our outcomes to have a wider applicability for two reasons. First, we have mainly concentrated on the relationships between variables. While the exact number of people belonging to a certain sociodemographic group or attitudinal segment in the Bay Area may differ from other regions, the population segments or explanatory variables in this study can also be discerned or employed in other geographical contexts. Second, as we argued before, our results are in many respects consistent with previous studies about residential preferences and the distribution of population groups over metropolitan space. And once more we would like to draw attention to the correspondence in the percentage of mismatched respondents in the study by Feldman (1990) and ours.
Nonetheless, many improvements to the study design can be made in future work. As the goodness of fit indicators in Tables 4 and 5 There may nevertheless be other adverse consequences: (initially) dissonant residents may stick to travel habits they developed previously when residing in a low-density, auto-oriented environment. More specifically, they may exhibit travel and activity patterns which are firmly rooted in automobile use and make only very limited use of the enhanced opportunities a high-density location offers to travel by alternative modes, such as the transit or walking. It might hence be tempting to reject policies aimed attracting a diverse population to neotraditional developments; however, limiting automobile use is but one goal which New
Urbanists pursue by building compact neighborhoods. We therefore recommend that policymakers, when deciding whether or not to adopt neo-traditional policies, prioritize and trade off the goals they want to achieve.
While our results may not unequivocally support neo-traditional development, they may point to less ambitious policies. The fact that there is a substantial proportion of suburban dwellers who seem to prefer higher-density environments suggests that policies aiming at the relaxation of land use laws in existing communities may be successful in reducing neighborhood type dissonance, at least for those dwellers. However, those gains may be achieved at the cost of increased dissonance for the suburban dwellers preferring lower densities. It may be that there is a mix of land uses and densities that would optimize the preferences of both types of dwellers. In any case, further research is needed to explore the reasons for mismatches, the constraints preventing the realization of residential preferences, and the extent to which the latter are amenable to mitigation. If, as indicated in section 2, residential location choice very often involves tradeoffs among irreconcilable objectives, then the level of dissonance in the population as a whole may remain relatively stable despite efforts to reduce it.
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Summary of results
Urban models ( 
Personality traits
Adventure seeker factor 4 negative 1 positive 5
Organizer factor 1 positive 5 negative 6
Lifestyle
Status seeker factor 4 positive 5 negative 9
Workaholic factor 1 positive 0 1 "Positive" indicates that a higher value of the variable contributes to greater residential neighborhood dissonance, "negative" that a higher value is associated with a lower degree of dissonance.
