In tbis paper an attempt of employing network lpsources to solve a complex and time-consuming data mining problem is presented. The CLARANS is selected as the study objective. An improved CLARANS algorithm is first developed, in which the more inherent concurrency is explored. "hen its parallel implementation by using PVM mechanism and the running performance analysis are provided. The analysis results show the expected speed-up is obtained and demonstrate that some parallel data mining algorithm is more effective in a distributed network.
Introduction

CLARANS; Parallel computation; Parallel virtual
In recent years, the use of distributed networks and Internet has rapidly grown in various application areas. Based on this; computer support collaborative work has provided a very good environment for resource sharing, information exchange and coordination among multiple users, collaboratively fulfilling a large project. In addition to supporting CSCW, allowing any node in the distributed environment to exploit or borrow the whole contained resources of the network, in order to solve the above mentioned complex and time consuming problems, bas been of more and more concern. A PVM (Parallel virtual machine) is just the outcome of the developing trend, which supports a complete message-passing model and allows a heterogeneous collection of distributed workstations and PCs to function as a single high-performance parallel machine.
In this paper, a clustering algorithm (CLARANS) which can handle various attribute types but is not efficient when clustering large data sets and is a very complicated and time-consuming procedure, is selected as the research objective.
Since CLARANS performs clustering with respect to any specified distance metric, it allows a flexible definition of what it means for two elements to be "close". Many (CSCW) clustering algorithms do not allow for a flexible definition of similarity. KMEANS, for example, could be performed with respect to any metric, but only allows Euclidean and Manhattan distance in current implementations of which we are aware. In addition to allowing a flexible distance metric, CLARANS bas the advantage of identifying clusters by the medoids. Medoids are robust representations of the cluster centers that are less sensitive to outliers than other cluster profiles, such as the cluster means of KMEANS. This robustness is particularly important in the common context that many elements do not belong well to any clusters. Several fast clustering algorithms have been proposed in the literature, including PAM, CLARA [l], CLARANS [2] . CLARA adopts a sampling approach; the quality of its clustering results depends greatly on the size of the sample. When the sample size is small, CLARA'S efficiency in clustering large data sets comes at the cost of clustering quality. The weaknesses of CLARA are that efficiency depends on the sample size and a good clustering based on samples will not necessarily represent a good clustering of the whole data set if the sample is biased.
CLARANS (Clustering Large Applications based on
Randomized Search) views the process of finding k medoids as searching in a graph [2] . Instead of using an exhaustive search strategy, C L A W S adopts serial randomized search. The performance of CLARANS was shown to be greatly influenced by the maximal number of neighbors and the number of local minima obtained. If the two parameters were large, the optimal clustering was more likely to be achieved at the cost of efficiency. On the other band, CLARANS could be very efficient if these two parameters were small. However, the optimal (or near optimal) clustering result could not be guaranteed. So an attempt of parallel computing CLARANS by using PVM is presented here.
The rest of the paper is organized as follows. In section 2, an improved CLARANS algorithm (ICLARANS) is developed, by which the inherent parallelism bas been explored and the algorithm can be implemented in parallel more expediently and with higher efficiently. In section 3 an implementation is discussed and a PVM environment is built for supporting the algorithm and its parallel implementation. In Section 4, Test results are obtained and the analysis of performance of the parallel speed-up is done for accumulating experiences of the PVM application. Finally, in Section 5, we outline the general conclusions and point out to future work.
2. Improved CLARANS algorithm 2.1.
CLARANS algorithm
CLARANS (Clustering Large Applications based on Randomized Search) views the process of finding k medoids as searching in a graph. In this graph, a node is represented by a set of k objects. (01, ..., Ok], indicating that 01, ..., 0, aTe the selected medoids. Two nodes are neighbors (i.e., connected by an arc) if their sets differ by only one object. It is evident that each node in the graph has k(n.k) neighbors. Since a node represents a collection of k medoids, each node corresponds to a possible clustering whose quality is measured by the cost function.
Instead of using an exhaustive search strategy, CLARANS adopts serial randomized search. That is, CLARANS starts from an arbitrary node in the graph and randomly selects one of its neighbors. If the cost of the selected neighbor is less than that of the current node, CLARANS proceeds to this neighbor and continues the neighbor selection and comparison process 141. Otherwise, CLARANS randomly checks another neighbor until a better ne;.gbbor is found or the pre-determined maximal number of neighbors to check has been reached. In the latter case. the current node is declared to be a ''local'' minimum. To avoid being trapped in a subogtimal solution, CLARANS repeats the process of searching the local minimum from a different initial node for a predetermined number of times. Subsequently; the node with the minimal cost is selected as the final clustering.
Let maxneighbor be the maximal number of neighbors to examine and numlocal be the number of local minima obtained. To facilitate subsequent discussion, the main symbols used through the paper and their definitions are summarized in Table 1 . The quality of resulting medoids is measured by the average dissimilarity between every object in the entire data set D and the medoid of its cluster, defined as the following cost function:
where M is a set of selected medoids, dissimilarity(Oi, 0,) is the dissimilarity between objects Oi and Oj, and rep(M, 0,) returns a medoid in M which is closest to 0,.
The detailed CLARANS algorithm is depicted in Figure 1 . 
Improvement on CLARANS
The performance of CLARANS was shown to be greatly influenced by the maximal number of neighbors and the number of local minima obtained. If the two parameters were large, the optimal clustering was more likely to be achieved at the cost of efficiency. On the other band, if these two parameters were small, the optimal (or near optimal ) clustering result could not be guaranteed. So in order to guarantee the optimal clustering result, two parameters were often large.
The CLARANS algorithm is of fine instinctive parallelism. The process of finding k medoids as searching in a graph can be achieved with nice concurrency. Tracing for each medoid is a typical parallel subtask, whereas the quality of resulting medoids can all be executed concurrently. Since the cost calculation plays an important role in the whole procedure, the study on improvements of swapping cost will be focused in the following discussion.
Swapping cost is compute TC& for all pairs of objects ObOh where 0, is currently selected and. o h is not. There are altogether mameighor pairs of 0" Oh at each computing. If maxneighbor pair of 0" Ohcan be computed simultaneity the clustering result will be optimal.
Therefore, we change the algorithm into this:
Input parameters numlocal, maxneighbor set mincost to a large number. implementation in the PVM environment, for its internal parallelism and considerations of the optimization of task assignment and load balancing. It can be implemented in master-slave architecture with dynamic task assignment strategies.
Experiment and analysis of results
An experiment of parallel improved CLARANS bas been done with a static task assignment strategy. The test was completed on 20 linked PCs (Pentium 1.8G and 256M bytes memory) via Ethemet, which runs the opehting system of Linux (Red Hat 8.0) and the PVM(Version 3.4) software package. The network card is of a capacity of l00M bytes.
The effect of data size, number of clusters, and level of data randomness on the execution time of the two clustering algorithms were evaluated empirically.
Effect of data size
Synthetic data sets were generated for various data sizes, ranging from 500 to 7,000 (i.e., n=500, I,OOO, 2,000, .... 7,000). 
3.
exploit the existing computing resources in a distributed Data Sila Figure 3 . Effect of data size big problems g; minim2 additional cost. All the compute; in the PVM are working in the dynamic MastedSIave mode. Any node in the PVM, which is running a program for solving a huge problem and wishes to borrow computing resources from other nodes in the network, can be the master and can assien tasks to other nodes. the slaves. to As shown in Figure 3 , CLARANS slightly outperformed ICLARANS in terms of clustering quality when given only a small data size (i.e., fewer than 1, OOO). When the data size was increased, the clustering quality of CLARANS degraded as compared to ICLARANS.
have a rapid solution: The master will fork many slaves and monitor them to exchange messages after being started, whereas slaves concurrently finish the subtasks as assigned. 
Effect of level of data randomness
Synthetic data sets were generated for various percentages of random objects (r), ranging from 1%. 2%. .... to 10%. 
Conclusions
The most distinct characteristic of clustering analysis is that it often encounters very large data sets, described by various attribute types. Thus, it is desirable that a clustering algorithm be scalable and capable of dealing with different attribute types. In this study, we proposed a parallel CLARANS algorithm, and conducted an empirical comparison of two clustering algorithms over a range of data characteristics. According to the experimental results, Parallel CLARANS outperforms CLARANS both in clustering quality and execution time when the number of clusters increases, data size increases, or more random objects exists in the data set.
