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Abstract
The theory of the direct and bitangential inverse input impedance problem is used to solve
the direct and bitangential inverse spectral problem. The analysis of the direct spectral
problem uses and extends a number of results that appear in the literature. Special attention is
paid to the class of canonical integral systems with matrizants that are strongly regular J-inner
matrix valued functions in the sense introduced in [7]. The bitangential inverse spectral
problem is solved in this class. In our considerations, the data for this inverse problem is a
given nondecreasing p  p matrix valued function sðmÞ on R and a normalized monotonic
continuous chain of pairs fbt3ðlÞ; bt4ðlÞg; 0ptod; of entire inner p  p matrix valued
functions. Each such chain deﬁnes a class of canonical integral systems in which we ﬁnd a
solution of the inverse problem for the given spectral function sðmÞ: A detailed comparison of
our investigations of inverse problems with those of Sakhnovich is presented.
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1. Introduction
In [14] we formulated a bitangential inverse input impedance problem for
canonical integral systems of the form
yðt; lÞ ¼ yð0; lÞ þ il
Z t
0
yðs; lÞ dMðsÞJp; 0ptod; ð1:1Þ
where MðtÞ is a continuous nondecreasing m  m mvf (matrix valued function) on
the interval ½0; dÞ with Mð0Þ ¼ 0;
Jp ¼
0 
Ip

Ip 0
 
; 2p ¼ m;
and the solution ytðlÞ ¼ yðt; lÞ is a k  m mvf that is continuous in t for each ﬁxed
lAC: In our formulation of this problem, the given data is the set
fcðlÞ; bt3ðlÞ; bt4ðlÞ; 0ptodg; that consists of a mvf cðlÞ of the Carathe´odory class
Cpp ¼ fp  p mvf 0s cðlÞ that are holomorphic with RcðlÞX0 in Cþg;
in which Cþ denotes the open upper half-plane, and a chain fbt3ðlÞ; bt4ðlÞg; 0ptod;
of pairs of entire inner p  p mvf’s that is
(1) normalized: bt3ð0Þ ¼ bt4ð0Þ ¼ Ip for 0ptod;
(2) monotonic:
ðbt13 Þ
1bt23ASppin and bt24 ðbt14 Þ
1ASppin for 0pt1pt2od;
where S
pp
in denotes the class of inner p  p mvf’s in Cþ; and
(3) continuous: the mvf’s bt3ðlÞ and bt4ðlÞ are continuous functions of t on the
interval ½0; dÞ for each ﬁxed point lAC:
We shall always assume that a normalized monotonic continuous chain
fbt3ðlÞ; bt4ðlÞg; 0ptod; of pairs of entire inner p  p mvf’s begins with b03ðlÞ ¼
b04ðlÞ ¼ Ip: The subscripts 3, 4 are used because, in our earlier papers the notation
fbt1ðlÞ; bt2ðlÞg is used to denote a chain of pairs of entire inner mvf’s that play an
analogous role in our consideration of inverse scattering problems and the inverse
monodromy problem (see [10], [12] and [13]), but intervene in a different way.
The matrizant AtðlÞ ¼ Aðt; lÞ; 0ptod; of system (1.1) is the unique solution of
(1.1) when k ¼ m that is continuous with respect to t on ½0; dÞ and meets the initial
condition Að0; lÞ ¼ Im:
Aðt; lÞ ¼ Im þ il
Z t
0
Aðs; lÞ dMðsÞJp; 0ptod:
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It is an entire m  m mvf (in the variable l) that belongs to the classUðJpÞ of Jp-inner
mvf’s with respect to Cþ; as follows from the identity
Jp 
 Aðt; lÞJpAðt;oÞ ¼ 
iðl
 oÞ
Z d
0
Aðs; lÞ dMðsÞAðs;oÞ:
1.1. The inverse input impedance problem
In conventional formulations of the inverse input impedance problem, the given
data is a mvf cACpp and the problem is to ﬁnd an integral system of the form (1.1)
such that
cACimpðMÞ; ð1:2Þ
where the set CimpðMÞ of input impedances (or, in other terminology, matrix valued
Weyl–Titchmarsh functions) for the given system (1.1) is deﬁned in terms of the
linear fractional transformations
TBt ½e ¼ ðbt11eþ bt12Þðbt21eþ bt22Þ
1 ð1:3Þ
based on the standard block decomposition of the modiﬁed matrizant
BtðlÞ ¼
bt11ðlÞ bt12ðlÞ
bt21ðlÞ bt22ðlÞ
 
¼ AtðlÞV; in which V ¼ 1ﬃﬃﬃ
2
p 
Ip Ip
Ip Ip
 
; ð1:4Þ
and e is a suitably restricted mvf that belongs to the class
Spp ¼ fp  p mvf 0s sðlÞ that are holomorphic and contractive in Cþg:
It is readily checked that if AAUðJpÞ; BðlÞ ¼ AðlÞV ¼ ½bijðlÞ; i; j ¼ 1; 2; and if
DðTBÞ denotes the domain of deﬁnition of the linear fractional transformation TB;
then
CðAÞ ¼ fTB½e: eASpp-DðTBÞg is a subset of Cpp ð1:5Þ
and
CðAt2ÞCCðAt1ÞCCpp for 0pt1pt2od:
The set CimpðMÞ of input impedances of system (1.1) is deﬁned as
CimpðMÞ ¼
\
0ptod
CðAtÞ: ð1:6Þ
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In general, the set CimpðMÞ may be empty. However, if SppCDðTBt0 Þ for some
t0A½0; dÞ; then SppCDðTBtÞ for every tA½t0; dÞ and
CimpðMÞ ¼
\
t0ptod
TBt ½Sppa|: ð1:7Þ
The inclusion SppCDðTBt0 Þ holds if and only if the bottom right hand p  p block
M22ðtÞ of MðtÞ satisﬁes the condition
M22ðt0Þ40: ð1:8Þ
In [14] we obtained existence and uniqueness theorems for the class of systems of the
form (1.1) that satisfy the condition
AtAUsRðJpÞ for 0ptod; ð1:9Þ
where, for each m  m signature matrix J; UsRðJÞ denotes the class of strongly
regular J-inner mvf’s with respect to Cþ: This class was introduced and studied in [7].
The characterization that was given there states that if AAUðJpÞ; then AAUsRðJpÞ if
and only if the boundary values of the m  1 vvf’s (vector valued functions) in the
RKHS (reproducing kernel Hilbert space)HðAÞ associated with AðlÞ (via the kernel
deﬁned in (2.6), below) are square summable with respect to Lebesgue measure on
the line. A number of different characterizations of this class were obtained in
[7,11,15]. If assumption (1.8) is in force, then (1.9) will hold if and only if
TBt ½Spp- (Cppa|; for t0ptod; ð1:10Þ
where
(Cpp ¼ fcACpp: cAHppN and ðRcÞ
1ALppN ðRÞg: ð1:11Þ
If cA (Cpp; then condition (1.10) is satisﬁed for every system of the form (1.1) for
which cACimpðMÞ: But, even under this extra constraint, there are inﬁnitely many
mass functions MðtÞ with cACimpðMÞ:
1.2. A simple example
Let cðlÞ  Ip: Then there are inﬁnitely many mass functions MðtÞ; 0ptod; such
that IpACimpðMÞ: The set of all solutions may be parametrized by normalized
monotonic continuous chains of pairs fbt3ðlÞ; bt4ðlÞg; 0ptod; of entire inner p  p
mvf’s in Cþ via the formulas
BtðlÞ ¼

bt3ðlÞ bt4ðlÞ
1
bt3ðlÞ bt4ðlÞ
1
" #
and MðtÞ ¼ 
i @Bt
@l
ð0ÞVJp; 0ptod: ð1:12Þ
Additional details are presented in Section 3.2.
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1.3. The general setting
In the preceding example the connection between the chains
fbt3ðlÞ; bt4ðlÞg; 0ptod; and the modiﬁed matrizant BtðlÞ is particularly simple. In
a similar vein, the chains fbt3ðlÞ; bt4ðlÞg; 0ptod; serve to parametrize the inﬁnite set
of mass functions MðtÞ for which cACimpðMÞ; given any cA (Cpp: In general settings,
the chains are related to the modiﬁed matrizant BtðlÞ; 0ptod; of the system by the
conditions
ðbt21Þ#bt3ANppout ; bt4bt22ANppout and bt3ð0Þ ¼ bt4ð0Þ ¼ Ip; ð1:13Þ
where f #ðlÞ ¼ f ðlÞ;
N
pp
out ¼ fg=h: gASppout and hASoutg;
S
pp
out denotes the set of outer mvf’s in S
pp and S is short for S11:
The pair fbt3ðlÞ; bt4ðlÞg; 0ptod; is uniquely deﬁned by the matrizant
AtðlÞ; 0ptod; by conditions (1.13). Moreover, the mvf’s bt3ðlÞ; bt4ðlÞ are entire
mvf’s of l for each tA½0; dÞ and the normalized chain of pairs
fbt3ðlÞ; bt4ðlÞg; 0ptod; of entire inner p  p mvf’s deﬁned above is monotonic
and continuous , see [6,14, Theorem 7.4]. Such a pair is referred to as a normalized
associated pair of the second kind for AtðlÞ and is denoted by the symbol
fbt3; bt4gAapIIðAtÞ; 0ptod:
(In our earlier papers we used the same symbol even when the normalization
condition bt3ð0Þ ¼ bt4ð0Þ ¼ Ip was not imposed, but in this paper we shall usually
impose this normalization.) In [14] we showed that under appropriate constraints on
the data fcðlÞ; bt3ðlÞ; bt4ðlÞ; 0ptodg; (see Theorem 3.1, below), there exists one and
only one mass function MðtÞ; 0ptod; such that
(1) cACimpðMÞ:
(2) fbt3; bt4gAapIIðAtÞ; 0ptod:
(3) AtAUsRðJpÞ for 0ptod:
In particular, the constraint on the data referred to just above is satisﬁed if cA (Cpp:
Moreover, in this case, the third condition is automatically satisﬁed for every MðtÞ
for which (1) holds. From one point of view, the role of the chain
fbt3ðlÞ; bt4ðlÞg; 0ptod in the given data set fcðlÞ; bt3ðlÞ; bt4ðlÞ; 0ptodg is to deﬁne
the class of integral systems of the form (1.1), via condition (2), for which there exists
at most one mass function MðtÞ; 0ptod; such that (1) and (3) are satisﬁed for each
given cACpp: If cA (Cpp; then there exist inﬁnitely many mass functions
MðtÞ; 0ptod that meet (1) and (3), but exactly one that meets (1)–(3). Thus, the
full set of all solutions is parametrized by the considered chains.
In [16] we obtained formulas for the solution MðtÞ of the bitangential inverse
input impedance problem, given a suitably restricted mvf cðlÞ that belongs to the
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Carathe´odory class Cpp and a normalized monotonic continuous chain
fbt3ðlÞ; bt4ðlÞg; 0ptod; of pairs of entire inner p  p mvf’s. These formulas are
reinterpreted in the language of operator nodes in Section 5.
In Section 3 we will use our results on the bitangential inverse input impedance
problem to investigate the bitangential inverse spectral problem for systems of the
form (1.1).
1.4. Spectral functions for canonical systems
The spectral function of a canonical integral system (1.1) is deﬁned in terms of the
generalized Fourier transformsF andF2 that are deﬁned on the linear manifoldL
of the functions fALm2 ðdMÞ that vanish in a neighborhood of the right endpoint d of
the interval ½0; dÞ by the formulas
ðFf ÞðlÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z d
0
Aðt; lÞ dMðtÞf ðtÞ; ð1:15Þ
ðF2 f ÞðlÞ ¼
ﬃﬃﬃ
2
p
N2 ðFf ÞðlÞ ¼
1ﬃﬃﬃ
p
p
Z d
0
½a21ðt; lÞ a22ðt; lÞ dMðtÞf ðtÞ; ð1:16Þ
where N2 ¼ ½0 Ip: The operators F and F2 map L into linear spaces of vector
valued entire functions of sizes m  1 and p  1; respectively.
A nondecreasing p  p mvf sðmÞ on R is said to be a spectral function for system
(1.1) ifF2 extends to an isometry from L
m
2 ðdMÞ into Lp2ðdsÞ that we also denote by
F2; i.e., if
jj f jjLm
2
ðdMÞ ¼ jjF2 f jjLp
2
ðdsÞ for every fAL:
If such a function sðmÞ exists, then kerF2 ¼ f0g: If kerF2af0g; then, we consider
pseudospectral functions instead of spectral functions. In the regular ﬁnite endpoint
case, i.e., when the mass function MðtÞ is bounded on the interval ½0; dÞ and doN;
the transforms F and F2 are deﬁned on the full space L
m
2 ðdMÞ by formulas (1.15)
and (1.16) and a nondecreasing p  p mvf sðmÞ on R is called a pseudospectral
function for system (1.1) if
jj f jjLm
2
ðdMÞ ¼ jjF2 f jjLp
2
ðdsÞ for every fAL
m
2 ðdMÞ~kerF2:
If the endpoint d is not subject to these restrictions, then the notion of a
pseudospectral function is more complicated; see Section 2.6. We remark that the
terminology pseudospectral function is consistent with the usage in [46]; they are
called quasispectral functions in [31] and are simply referred to as measures
associated with the space HðEÞ (alias BðEÞ in our terminology) in [20]. Under
assumption (1.9), kerF2 ¼ f0g and hence each pseudospectral function for the
system (1.1) is automatically a spectral function.
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1.5. The direct spectral problem
The direct spectral problem is to describe the set SpsfðMÞ [respectively, SsfðMÞ] of
pseudospectral functions [respectively, spectral functions] of a given canonical
integral system (1.1). For the sake of completeness, we shall discuss this problem
also, drawing partially on the results of [46], even though our main interest is in the
inverse problem.
It is well known that every mvf cACpp admits an integral representation of the
form
cðlÞ ¼ ia
 ilbþ 1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞ; ð1:17Þ
where a ¼ aACpp; b is a positive semideﬁnite p  p matrix and sðmÞ is a
nondecreasing p  p mvf on R such that
1
p
Z N

N
dftrace sðmÞg
1þ m2 oN: ð1:18Þ
The mvf sðmÞ that appears in the integral representation (1.17) is uniquely
determined by cðlÞ (up to normalization), as are the parameters a and b:
a ¼ ac ¼ IcðiÞ; b ¼ bc ¼ lim
nmN
n
1RcðinÞ: ð1:19Þ
The normalized nondecreasing mvf sðmÞ ¼ scðmÞ in the integral representation
formula (1.17) for cðlÞ is called the spectral function of cðlÞ: It is convenient to let
ðCppÞsf ¼ fall nondecreasing p  p mvf 0s sðmÞ on R for which ð1:18Þ holdsg
and, upon recalling deﬁnition (1.5) for AAUðJpÞ;
ðCðAÞÞsf ¼ fsAðCppÞsf : the mvf cðlÞ defined by ð1:17Þ belongs to CðAÞg:
The set ðCppÞsf (respectively, ðCðAÞÞsf ) coincides with the set of all spectral functions
of the mvf’s cACpp (respectively, CðAÞ). In Section 2, we shall show that, under
appropriate constraints, the set SpsfðMÞ coincides with the set ðCimpðMÞÞsf of
spectral functions of the input impedance matrices of the system and hence, that in
the regular ﬁnite endpoint case, SpsfðMÞ ¼ ðCðAdÞÞsf : If (1.9) is in force, then, as will
be shown in Theorem 2.17, SsfðMÞ ¼ SpsfðMÞ and consequently, SsfðMÞ ¼
ðCimpðMÞÞsf : The last equality also holds if dMðtÞ ¼ HðtÞdt and HðtÞ40 a.e. on
½0; d; see [46,48] and Theorem 5.16, below.
1.6. The bitangential inverse spectral problem
Given a nondecreasing p  p mvf sðmÞ; the inverse spectral problem is to ﬁnd a
canonical integral system (1.1) such that sASsfðMÞ for this system. Uniqueness, up
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to a Hermitian parameter aACpp; is obtained by imposing restrictions on the class
of canonical systems under consideration.
In our considerations, the given data for the bitangential inverse spectral
problem is:
(a) a nondecreasing p  p mvf sðmÞ on R subject to (1.18).
(b) a normalized monotonic continuous chain fbt3ðlÞ; bt4ðlÞg; 0ptod; of pairs of
entire inner p  p mvf’s.
The problem is to ﬁnd a canonical integral system (1.1) with a continuous
nondecreasing m  m mvf MðtÞ on the interval ½0; dÞ with Mð0Þ ¼ 0 and matrizant
AtðlÞ ¼ Aðt; lÞ; 0ptod; such that
(i) sðmÞ is a spectral function for this system, i.e., sASsfðMÞ:
(ii) fbt3; bt4gAapIIðAtÞ; 0ptod:
(iii) AtAUsRðJpÞ for 0ptod:
Constraint (ii) deﬁnes the class of canonical integral systems in which we look for a
solution of the inverse problem for the given spectral function sðmÞ: Subsequently,
condition (iii) guarantees that in this class there is at most one solution.
The bitangential inverse spectral problem may also be formulated and solved for
canonical integral systems of the form (1.1), but with the signature matrix Jp
replaced by an m  m signature matrix J that is unitarily equivalent to Jp:
yðt; lÞ ¼ yð0; lÞ þ il
Z t
0
yðs; lÞ dMðsÞJ; 0ptod:
The changes needed are much the same as those that were invoked in [14] to
reformulate and solve the bitangential inverse input impedance problem in similar
circumstances. If dMðtÞ ¼ HðtÞ dt; where the Hermitian HðtÞ is an m  m locally
summable mvf that is positive semideﬁnite a.e. on the interval ½0; dÞ; then the
corresponding differential system is
y0ðt; lÞ ¼ ilyðt; lÞHðtÞJ; 0ptod: ð1:20Þ
There is an extensive literature on spectral problems for assorted systems of
differential and integral equations; see e.g., [3,4,20,21,24–28,31,34–37,39–43,46–51],
and the references cited therein. The notion of associated pairs does not appear
explicitly in any of these papers. Nevertheless, the restrictions imposed on the
structure of the systems under study are such as to force the associated pairs to be of
a certain form even if they are not mentioned. Thus, for example, the differential
system of the potential form
u0ðt; lÞ ¼ iluðt; lÞNJ þ uðt; lÞVðtÞ; 0ptod; ð1:21Þ
with an m  m signature matrix J; a positive semideﬁnite matrix NACmm that
commutes with J and a locally summable potential VðtÞ ¼ VðtÞ a.e. such that
VðtÞJ þ JVðtÞ ¼ 0 a.e. has the same set of spectral functions as the corresponding
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canonical differential system (1.20) with Hermitian
HðtÞ ¼ UðtÞNUðtÞ; 0ptod;
where UðtÞ denotes the solution of the Cauchy problem
U 0ðtÞ ¼ UðtÞVðtÞ; 0ptod; Uð0Þ ¼ Im:
If J ¼ Jp; P ¼ ðIm þ JpÞ=2 and Q ¼ ðIm 
 JpÞ=2; then condition (1.9) is in force for
the matrizant of the system (1.21) and:
(a) N ¼ kIm ) feiktlIp; eiktlIpgAapIIðAtÞ:
(b) N ¼ kP ) feiktlIp; IpgAapIIðAtÞ:
(c) N ¼ kQ ) fIp; eiktlIpgAapIIðAtÞ:
These facts are established in [18]. The same conclusions prevail if J is unitarily
equivalent to Jp: Differential systems of the potential form (1.21) with N ¼ kIm are
called Dirac systems, whereas those with N ¼ kP are called Krein systems.
We investigate the bitangential inverse spectral problem when sðmÞ is a
nondecreasing p  p mvf on R that meets constraint (1.18) by considering the
bitangential inverse input impedance problem based on
cðaÞðlÞ ¼ iaþ 1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞ: ð1:22Þ
A main conclusion is that under suitable constraints (see Theorems 2.14 and 2.20),
SpsfðMÞ ¼ ðCimpðMÞÞsf :
We shall show that under appropriate assumptions (see Theorem 3.3), there exists a
solution that meets (i)–(iii). Moreover, the corresponding mass functions are
parametrized by
MðaÞðtÞ ¼ Ip ia
0 Ip
 
Mð0ÞðtÞ Ip 0
ia Ip
 
; ð1:23Þ
where Mð0ÞðtÞ is the unique solution that corresponds to cð0ÞACimpðMð0ÞÞ and MðaÞðtÞ
is the unique solution that corresponds to cðaÞACimpðMðaÞÞ: Moreover, in this setting,
if cða1ÞACimpðMða2ÞÞ; then a1 ¼ a2:
The extra condition (iii) is satisﬁed for every solution MðaÞðtÞ of the inverse
spectral problem if sðmÞ is absolutely continuous on every ﬁnite interval of R; its
derivative s0ðmÞ meets the bounds
c1Ipps0ðmÞpc2Ip a:e:
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for some choice of 0oc1oc2oN and ifZ N

N
1
m
 l

m
1þ m2
 
s0ðmÞ dmAHppN : ð1:24Þ
Conditions (1.24) and (1.9) are also met for every solution MðaÞðtÞ if the bounds on
the spectral density f ðmÞ ¼ s0ðmÞ are replaced by the condition that f ðmÞ belongs to
the Wiener algebra and limm-N f ðmÞ40: We remark that in this last setting it may
happen that cðaÞe (Cpp: This is an example where the constraint mentioned in
Theorem 3.3 to insure the existence of a solution is met, even though cðaÞe (Cpp:
1.7. L-pseudospectral and L-spectral functions
The more general notions of L-pseudospectral and L-spectral functions for the
RKHS’sHðUÞ; operator nodes with J-inner characteristic mvf’s UðlÞ and canonical
integral systems of the form (1.1), but with an arbitrary m  m signature matrix J
and matrizant
Uðt; lÞ ¼ Im þ il
Z t
0
Uðs; lÞ dMðsÞJ; 0ptod ð1:25Þ
are considered in Sections 4 and 5. These functions are deﬁned in terms of the
generalized Fourier transforms, which, in the latter setting, are deﬁned by the
formulas
ðFf ÞðlÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z d
0
Uðt; lÞ dMðtÞf ðtÞ and ðFLÞðlÞ ¼ LðFf ÞðlÞ ð1:26Þ
for an arbitrary matrix LACmr with rX1: In the case J ¼ Jp and L ¼
ﬃﬃﬃ
2
p
N2; ðFLÞ
coincides with the transform F2 deﬁned in formula (1.16). The case L ¼ Im is of
interest for every choice of the m  m signature matrix (even J ¼7Im), and is
considered in detail in Section 4.
1.8. Comparisons with some results of Sakhnovich
The last subsection of this paper is devoted to a comparison of our formulation of
the inverse spectral problem, and our results and methods, with those of Sakhnovich;
for the latter, see e.g., his monograph [48] and the references to his own work that are
cited therein. Both formulations of the inverse problem (his and ours) start from a
given p  p nondecreasing mvf sðmÞ on R; which will be the spectral function of a
system of the form (1.1). The next step is to specify a class of systems in which the
problem is to be solved. We specify such a class by giving a chain of pairs
fbt3ðlÞ; bt4ðlÞg; 0ptod; of entire inner p  p mvf’s and imposing condition (1.13) on
the matrizant of the system. Sakhnovich speciﬁes a class by giving a Volterra
operator KALðXÞ and an operator F2ALðX ;CpÞ: He then formulates a generalized
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moment problem and identiﬁes the resolvent matrix of this problem with the
characteristic function of an S-node N ¼ ðK ; F ;X ;Cm; Jp;SÞ; in which the operators
F and S are deﬁned in terms of K ; F2 and sðmÞ (plus an extra Hermitian p  p matrix
a). However, in order to obtain a unique solution, it is also necessary to specify a
monotonic continuous chain of subspaces Xt; 0ptpd; of X (running from X0 ¼
f0g to Xd ¼ X ) that are invariant with respect to the operator K : Thus, the class
speciﬁed by Sakhnovich is really deﬁned by the colligation fK ; F2;Xt; 0ptpdg:
Then the matrizant AtðlÞ of the canonical system is the characteristic function of the
St-node Nt ¼ ðKt; Ft;Xt;Cm; Jp;StÞ; where Kt ¼ K7Xt ; Ft ¼ F7Xt and St ¼ PXt S7Xt :
Our formulation can be ﬁt into the Sakhnovich scheme by introducing the
colligation fK ; F2;Xt; 0ptpdg that is deﬁned in terms of the chain
fbt3ðlÞ; bt4ðlÞg; 0ptpd; by the following rules:
Xt ¼Hðbt3Þ"Hðbt4ÞCLp2ðRÞ; 0ptpd; X ¼ Xd ;
ðKxÞðlÞ ¼ xðlÞ 
 xð0Þ
l
and F2x ¼
ﬃﬃﬃﬃﬃ
2p
p
xð0Þ:
On the one hand, the Sakhnovich classiﬁcation appears to be richer than ours
because it does not limit the investigation of the inverse problem to systems with
strongly regular Jp-inner matrizants. However, his results are obtained under the
assumption that the Volterra operator K and the chain of orthoprojectors Pt from X
onto Xt satisfy the strong continuity assumption
jjðPt2 
 Pt1ÞKðPt2 
 Pt1Þjjpconst: jt2 
 t1j:
We do not impose this restriction. Our methods are based on the development of the
theory of RKHSs HðAÞ for AAUsRðJpÞ and on the interplay between the inverse
problem for canonical integral systems with strongly regular matrizants and
generalized bitangential interpolation problems in the Carathe´odory class Cpp:
Each such interpolation problem is deﬁned in terms of a given pair of mvfs
b3; b4AS
pp
in and a mvf c
oACpp and the problem is to describe the set
Cðb3; b4; coÞ ¼ fcACpp: b
13 ðc 
 coÞb
14 ANppþ g; ð1:27Þ
where N
pp
þ ¼ fh
1g: gASpp and hASoutg denotes the Smirnov class. In the
strictly completely indeterminate case, i.e., when
Cðbt3; bt4; coÞ- (Cppa|; ð1:28Þ
the resolvent matrix AtðlÞ of this interpolation problem is identiﬁed with the
matrizant. If the data fs; bt3; bt4; 0ptodg is such that sðmÞ is the spectral function of
a mvf coA (Cpp and (1.28) holds for every tA½0; dÞ; then the set Cðbt3; bt4; coÞ may be
described by a linear fractional transformation of the form (1.3). The matrix AtðlÞ ¼
BtðlÞV that arises in this description is identiﬁed as the matrizant of a canonical
system that meets conditions (i)–(iii) given earlier.
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385322
The idea of using an increasing family of interpolation problems to solve inverse
problems for systems of differential equations (that underlies both approaches)
originates with Krein.
1.9. Notation
In addition to the standard nomenclature such as Lmn2 ðRÞ; Lmn1 ðRÞ and LmnN ðRÞ
for the Lebesgue spaces of m  n mvf’s on R;Hmn2 and HmnN for the Hardy spaces
of m  n mvf’s in the open upper half-plane Cþ; C
 for the open lower half-plane,
J ¼ J ¼ J
1 for a general signature matrix, ðRf ÞðlÞ ¼ f f ðlÞ þ f ðlÞg=2; ðIf ÞðlÞ ¼
f f ðlÞ 
 f ðlÞg=2i; f #ðlÞ ¼ f ðlÞ; fBðlÞ ¼ f #ð
lÞ and the abbreviations Xm for
Xm1 and X for X1; we shall make use of the following classes of functions:
K
p
2 ¼ Lp2~Hp2 with respect to the standard inner product,
Epq=the set of p  q mvfs with entire entries,
Cpp ¼ p  p mvf’s cðlÞ which are holomorphic with ðRcÞðlÞX0 in Cþ;
(Cpp ¼ cACpp:AHppN and ðRcÞ
1ALppN ðRÞ;
Spq ¼ p  q mvf 0s sðlÞ which are holomorphic and contractive in Cþ;
S
pp
in ¼ sASpp: s is an inner mvf ;
S
pp
out ¼ sASpp: s is an outer mvf ;
(Spq ¼ sASpq: supjjsðlÞjj: lACþo1;
HðbÞ ¼ Hr2~bHr2 and HðbÞ ¼ Kr2~b
1Kr2 for bASrrin ;
Npp ¼ h
1g: gASpp and hAS;
N
pp
þ ¼ h
1g: gASpp and hASout;
N
pp
out ¼ h
1g: gASppout and hASout;
UðJÞ ¼ the set of m  m mvf’s that are J-inner with respect to Cþ;
UsRðJÞ ¼ the class of strongly regular J-inner mvf’s,
X
pq
const ¼ the set of constant functions in the set Xpq;
Ppq ¼ fANpq: f admits a pseudocontinuation to C
 such that fANqp;
E-Xpq ¼ Epq-Xpq;
Here, S stands for the Schur class, C for the Carathe´odory class, N for the
Nevanlinna class, Nþ for the Smirnov class, Nout for outer functions from the
Smirnov class. Finally,
ea ¼ eaðlÞ ¼ eial; roðlÞ ¼ 
2piðl
 oÞ;
kboðlÞ ¼ roðlÞ
1ðIp 
 bðlÞbðoÞÞ and lboðlÞ ¼ roðlÞ
1ðbðlÞ
1bðoÞ
 
 IpÞ are the
RK’s for the RKHS’s HðbÞ and HðbÞ; respectively, when bASppin ;
hf ¼ the domain of holomorphy of the mvf f ðlÞ;
Mf denotes the operator of multiplication by the mvf f ðlÞ;
PM denotes the orthogonal projection onto the subspace M;
Pþ ¼ PHp
2
; P
 ¼ PKp
2
;bf ðlÞ ¼ RN
N eilxf ðxÞ dx denotes the Fourier transform of f ;
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g3ðxÞ ¼ 1
2p
RN

N e

imxgðmÞ dm denotes the inverse Fourier transform of g;
/f ; gSst ¼
RN

N gðmÞf ðmÞ dm denotes the standard inner product,
N1 ¼ ½Ip; 0pp; N2 ¼ ½0pp; Ip
and vvf stands for vector valued function, while mvf stands for matrix valued
function.
LðX ; Y Þ denotes the set of bounded linear operators from the Hilbert space X
into the Hilbert space Y ; and LðXÞ is short for LðX ; X Þ: All the Hilbert spaces
considered in this paper are separable.
2. Direct spectral problems
2.1. Pseudospectral and spectral functions for the regular end point case
With each canonical integral system (1.1) we deﬁne the Hilbert space Lm2 ðdMÞ ¼
Lm2 ðdM; ½0; dÞÞ of m  1 measurable vvf’s f ðtÞ with
jj f jj2Lm
2
ðdMÞ ¼
Z d
0
f ðtÞ dMðtÞf ðtÞoN; ð2:1Þ
and scalar product
/f ; gSLm
2
ðdMÞ ¼
Z d
0
gðtÞ dMðtÞf ðtÞ: ð2:2Þ
As usual, a vvf fALm2 ðdMÞ will be identiﬁed with the equivalence class of vvf’sefALm2 ðdMÞ such that jj f 
 ef jjLm
2
ðdMÞ ¼ 0:
The endpoint d is said to be a regular end point of system (1.1) if
lim
tmd
traceMðtÞoN;
it is said to be a singular endpoint otherwise. In either case there is no loss of
generality in assuming that d is ﬁnite, because this can always be achieved by
changing the independent variable.
Assume now that d is a regular ﬁnite end point for the canonical integral system
(1.1) and hence that the mass function MðtÞ and the matrizant AtðlÞ ¼ Aðt; lÞ of this
system are deﬁned on the closed interval ½0; d: The generalized Fourier transforms
F andF2 are deﬁned on the space L
m
2 ðdM; ½0; dÞ by formulas (1.15) and (1.16) and
the transforms ðFf ÞðlÞ and ðF2 f ÞðlÞ are entire vvf’s. Consequently,
kerF ¼ f fALm2 ðdM; ½0; dÞ: ðFf ÞðlÞ  0g
and
kerF2 ¼ f fALm2 ðdM; ½0; dÞ: ðF2 f ÞðlÞ  0g ð2:3Þ
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are closed subspaces of Lm2 ðdM; ½0; dÞ: Let us consider the linear manifolds
Ld ¼ f : f ðtÞ ¼
Xn
j¼1
Aðt;ojÞuj; ojAC; ujACm and nX1
( )
ð2:4Þ
and
ðLdÞ2 ¼ f : f ðtÞ ¼
Xn
j¼1
Aðt;ojÞN2xj; ojAC; xjACp and nX1
( )
ð2:5Þ
in the space Lm2 ðdM; ½0; dÞ:
If AAUðJpÞ and EðlÞ ¼
ﬃﬃﬃ
2
p
N2AðlÞV ¼ ½E
ðlÞ EþðlÞ; then the kernels
KAo ðlÞ ¼ roðlÞ
1fJp 
 AðlÞJpAðoÞg ð2:6Þ
and
KEoðlÞ ¼
EþðlÞEþðoÞ 
 E
ðlÞE
ðoÞ
roðlÞ
¼ 
 EðlÞjpEðoÞ

roðlÞ
ð2:7Þ
are positive semideﬁnite and hence serve as the RKs (reproducing kernels) of RKHSs
(reproducing kernel Hilbert spaces) that are denoted by HðAÞ and BðEÞ;
respectively. Both of these spaces were introduced and extensively studied by de
Branges, see e.g., [19–21].
Theorem 2.1. Let d be a regular finite end point for the canonical integral system (1.1).
Let AtðlÞ ¼ Aðt; lÞ; 0ptpd; be the matrizant of this system, let EdðlÞ ¼ﬃﬃﬃ
2
p
N2AdðlÞV and let F and F2 be the generalized Fourier transforms defined by
formulas (1.15) and (1.16), respectively. Then:
(1) Lm2 ðdM; ½0; dÞ ¼Ld"kerF ð2:8Þ
and F is a coisometry from Lm2 ðdMÞ onto HðAdÞ:
(2) Lm2 ðdM; ½0; dÞ ¼ ðLdÞ2"kerF2 ð2:9Þ
and F2 is a coisometry from L
m
2 ðdMÞ onto BðEdÞ:
(3) If AdAUsRðJpÞ; then kerF ¼ kerF2 ¼ f0g (and hence, in terms of future
terminology, SsfðMÞ ¼ SpsfðMÞ).
Proof. In view of the formula
KAdo ðlÞ ¼
Jp 
 AdðlÞJpAdðoÞ
roðlÞ
¼ 1
2p
Z d
0
AtðlÞ dMðtÞAtðoÞ; ð2:10Þ
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it is readily seen that
ðFf ÞðlÞ ¼
ﬃﬃﬃﬃﬃ
2p
p Xn
j¼1
KAdoj ðlÞuj
for fALd ; as in (2.4). Therefore,
jjFf jj2HðAd Þ ¼ 2p
Xn
j¼1
KAdoj uj;
Xn
i¼1
KAdoi ui
* +
HðAd Þ
¼ 2p
Xn
i; j¼1
ui K
Ad
oj ðoiÞuj
¼
Z d
0
f ðtÞ dMðtÞf ðtÞ:
Thus, the operator F maps the linear manifold Ld isometrically onto the linear
manifold
LAd ¼
ﬃﬃﬃﬃﬃ
2p
p Xn
j¼1
KAdoj ðlÞuj: ojAC; ujACm; nX1
( )
inHðAdÞ: Since the latter is dense inHðAdÞ; the operatorFmaps the closure ofLd
in Lm2 ðdM; ½0; dÞ isometrically ontoHðAdÞ: Now, if fALm2 ðdM; ½0; dÞ is orthogonal
to Ld in L
m
2 ðdM; ½0; dÞ; then
u
Z d
0
Aðt;oÞ dMðtÞf ðtÞ ¼ 0
for every vector uACm and every point oAC: Therefore, ðFf ÞðlÞ  0 for all such f :
Conversely, if ðFf ÞðlÞ  0 for every point lAC; then f is orthogonal to Ld in
Lm2 ðdM; ½0; dÞ: Thus, we have established the Hilbert space identity (2.8) and have
identiﬁed F as a coisometry from Lm2 ðdM; ½0; dÞ onto HðAdÞ that maps
Lm2 ðdM: ½0; dÞ~kerF isometrically onto HðAdÞ:
Much the same sort of analysis shows that the operator F2 maps the linear
manifold ðLdÞ2 isometrically onto the linear manifold
LEd ¼
ﬃﬃﬃ
p
p Xn
j¼1
KEdoj ðlÞxj: ojAC; xjACp and nX1
( )
in the RKHS BðEdÞ based on EdðlÞ ¼
ﬃﬃﬃ
2
p
N2AdðlÞV:
jjF2 f jjBðEd Þ ¼ jj f jjLm2 ðdMÞ for fAðLdÞ2;
and that (2.9) holds. Item (3) is covered by Theorem 2.17. &
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A nondecreasing p  p mvf sðmÞ on R is said to be a pseudospectral function for
the canonical integral system (1.1) with a regular ﬁnite endpoint d if the Parseval
identity Z N

N
ðF2 f ÞðmÞ dsðmÞðF2 f ÞðmÞ ¼
Z d
0
f ðtÞ dMðtÞf ðtÞ ð2:11Þ
holds for every fALm2 ðdMÞ~kerF2: Thus, if s is a pseudospectral function for
system (1.1), then F2 is a partial isometry from L
m
2 ðdM; ½0; dÞ into Lp2ðds;RÞ and
the kernel of this partial isometry is deﬁned in (2.3), i.e.,
jjF2 f jjLp
2
ðdsÞ ¼ 0 ) ðF2 f ÞðlÞ  0:
A pseudospectral function sðmÞ is said to be a spectral function for system (1.1), if
formula (2.11) holds for every fALm2 ðdM; ½0; dÞ; i.e., if kerF2 ¼ f0g:
The symbols SpsfðMÞ and SsfðMÞ will be used to denote the set of pseudospectral
functions and the set of spectral functions, respectively, of the given canonical
integral system (1.1).
2.2. Spectral functions for the RKHSs BðEÞ and HðAÞ
We shall call a pair fE
; Eþg of meromorphic p  p mvf’s in Cþ a de Branges pair
if det EþðlÞc0 and the mvf
wðlÞ ¼ EþðlÞ
1E
ðlÞ belongs to Sppin : ð2:12Þ
The conditions
E
APpp; EþAPpp; ðlþ iÞ
1E
1þ AHpp2 and ðlþ iÞ
1ðE#
Þ
1AHpp2
are necessary and sufﬁcient for the existence of a mvf AAUðJpÞ such that the mvf
EðlÞ ¼ ½E
ðlÞ EþðlÞ ¼
ﬃﬃﬃ
2
p
N2AðlÞV;
see e.g., [11, pp. 287–288]. Moreover, if, in addition to these conditions, E
ðlÞ and
EþðlÞ are entire mvf’s, then in the preceding equality, AðlÞ may be chosen to be
entire and, if also Eð0Þ ¼ ½Ip Ip; then AðlÞmay be normalized to have Að0Þ ¼ Im; see
[17]. We recall that, by a theorem of Krein, an entire p  p mvf f ðlÞ belongs to the
class Ppp if and only if f ðlÞ is of exponential type and satisﬁes the Cartwright
condition Z N

N
logþ jj f ðmÞjj
1þ m2 dmoN;
see e.g., [32,33] and, for additional information, [45].
A nondecreasing p  p mvf sðmÞ on R is said to be a spectral function for the
RKHS BðEÞ based on EðlÞ ¼ ½E
ðlÞ EþðlÞ (with RK given by (2.7)) if EAPp2p
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and Z N

N
gðmÞ dsðmÞgðmÞ ¼ /g; gSBðEÞ for every gABðEÞ: ð2:13Þ
(The assumption EAPp2p is invoked in order to guarantee that every gABðEÞ
belongs to Pp and hence has nontangential boundary values.) The set of such
spectral functions will be denoted SsfðEÞ:
Let AAUðJpÞ be such that
ﬃﬃﬃ
2
p
N2AðlÞV ¼ EðlÞ: Then the operator U2 that is
deﬁned by the formula
ðU2 f ÞðlÞ ¼
ﬃﬃﬃ
2
p
N2 f ðlÞ
is a coisometry from HðAÞ onto BðEÞ; see Section 2.3 of [16].
A nondecreasing p  p mvf sðmÞ on R will be called a spectral function for the
space HðAÞ ifZ N

N
ðU2 f ÞðmÞ dsðmÞðU2 f ÞðmÞ ¼ /f ; fSHðAÞ for every fAHðAÞ ð2:14Þ
and the set of such spectral functions will be denoted SsfðAÞ: If the equality only
holds for fAHðAÞ~ker U2; then sðmÞ will be called a pseudospectral function of
HðAÞ and the set of such sðmÞ will be denoted SpsfðAÞ: It is automatically true that
SpsfðAÞ ¼ SsfðEÞa|:
However,
SsfðAÞa| 3 ker U2 ¼ f0g
and
ker U2 ¼ f0g ) SsfðAÞ ¼ SpsfðAÞ ¼ SsfðEÞ:
Moreover, if AAUsRðJpÞ; then kerU2 ¼ f0g; see Corollary 2.8 of [16].
Lemma 2.2. Let AdðlÞ denote the monodromy matrix of system (1.1) with a regular
finite endpoint d, let EdðlÞ ¼ ½ðEdÞ
ðlÞ ðEdÞþðlÞ ¼
ﬃﬃﬃ
2
p
N2AdðlÞV and let
U2 : fAHðAdÞ-
ﬃﬃﬃ
2
p
N2 fABðEdÞ: Then:
(1) SpsfðMÞa|: The mvf
s0ðmÞ ¼
Z m
0
ðEdÞþðnÞ
ðEdÞþðnÞ
1 dn belongs to SpsfðMÞ:
(2) sASpsfðMÞ3jjgjjLp
2
ðdsÞ ¼ jjgjjBðEd Þ for every gABðEdÞ:
(3) kerF ¼ kerF23ker U2 ¼ f0g:
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Proof. In view of decomposition (2.9),
sASpsfðMÞ 3 jjF2 f jjLp
2
ðdsÞ ¼ jj f jjLm
2
ðdMÞ for every fAðLdÞ2:
Therefore, since F2 maps ðLdÞ2 isometrically onto BðEdÞ; (2) must follow.
Next, (1) is immediate from (2) and (3) follows from the observation that
U2F ¼F2: &
The last lemma guarantees that the set SpsfðMÞ of pseudospectral functions of a
canonical integral system with a regular ﬁnite endpoint d is nonempty. However, the
set SsfðMÞ of spectral functions may be empty:
either kerF2af0g and then SsfðMÞ ¼ |
or kerF2 ¼ f0g and then SsfðMÞ ¼ SpsfðMÞ: Thus, it is of interest to: (1) describe
the set SpsfðMÞ and, (2) ﬁnd conditions under which kerF2 ¼ f0g:
If the canonical integral system (1.1) has a regular ﬁnite end point d; then
the monodromy matrix AdAE-UðJpÞ and Adð0Þ ¼ Im: Thus, in view of Lemma 2.2
and Theorem 2.1, the sets SsfðMÞ and SpsfðMÞ of spectral and pseudospectral
functions of the canonical integral system (1.1) with mass function MðtÞ are related
to the sets introduced in this subsection for AðlÞ ¼ AdðlÞ and EðlÞ ¼ EdðlÞ as
follows:
SpsfðMÞ ¼ SpsfðAdÞ ¼ SsfðEdÞ;
SsfðAdÞ ¼ SpsfðAdÞ 3 kerF ¼ kerF2;
SsfðMÞ ¼ SsfðAdÞ 3 kerF ¼ f0g;
SsfðMÞ ¼ SsfðEdÞ 3 kerF2 ¼ f0g:
2.3. The main constraints
Let AAUðJpÞ and assume that the mvf AðlÞ is subject to one or more of
constraints (C0)–(C4) that are given below in terms of
fb3; b4gAapIIðAÞ; w1ðlÞ ¼ b4ðlÞb3ðlÞ; BðlÞ ¼ AðlÞV; EðlÞ ¼
ﬃﬃﬃ
2
p
N2BðlÞ;
the spectral function sc0ðmÞ of c0ðlÞ ¼ TA½Ip ð¼ TB½0 ¼ b12b
122 Þ;
bc0 ¼ limnmN n

1Rc0ðinÞ
and
ME ¼ f fABðEÞ: lf ðlÞABðEÞg
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the domain of deﬁnition of the operator of multiplication by l in BðEÞ:
(C0) sc0ðmÞ is absolutely continuous.
(C1) bc0 ¼ 0:
(C2) KEoðoÞ40 for at least one (and hence every) point oAhA:
(C3) ME ¼ BðEÞ:
(C4) k
w1
o ðoÞ40 for at least one (and hence every) point oACþ:
The role of these constraints is summarized in Theorem 2.14. Enroute, a number of
equivalent formulations are established for them. The main implications for our
immediate purposes are:
(1) (C0) and (C1) hold3SsfðAÞ ¼ SsfðEÞ:
(2) (C2) holds3SppCDðTBÞ:
(3) (C3) holds and AðlÞ entire ) ðCðAÞÞsfCSsfðEÞ:
(4) If AAUsRðJpÞ; then (C4) is equivalent to (C2) (by Arov and Dym [16, Theorem
3.3]).
(5) If 0AhA and Að0Þ ¼ Im; then (C2) holds3
 iN2A0ð0ÞJpN240:
(6) If 0AhA; Að0Þ ¼ Im and w1ð0Þ ¼ Ip; then (C4) holds3
 iw01ð0Þ40:
Item (4) is signiﬁcant in the analysis of the inverse problem because w1ðlÞ is directly
available from the given data, whereas EðlÞ is not.
Recall that every mvf AAUðJpÞ admits a factorization of the form
AðlÞ ¼ AsðlÞAaðlÞ; ð2:15Þ
where
AsðlÞ ¼
Ip csðlÞ
0 Ip
 
; AaðlÞ ¼ 1ﬃﬃﬃ
2
p 
c
#
a ðlÞE
ðlÞ caðlÞEþðlÞ
E
ðlÞ EþðlÞ
 
V; ð2:16Þ
caðlÞ ¼ 1pi
Z N

N
1
m
 l

m
1þ m2
 	
EþðmÞ
EþðmÞ
1 dm for lACþ; ð2:17Þ
csðlÞ ¼ c0ðlÞ 
 caðlÞ; ð2:18Þ
csðlÞ ¼ iac0 
 ibc0lþ
1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dssðmÞ for lACþ;
ac0 ¼ Ic0ðiÞ and s0sðmÞ ¼ 0 a:e:; ð2:19Þ
see e.g., [11]. Formulas (2.15)–(2.19) give a complete description of all mvf’s
AAUðJpÞ with prescribed bottom block row equal to 2
1=2EðlÞV: The supplemen-
tary formula
TAV½e ¼ cs þ TAaV½e; which holds for every eASpp-DðTAVÞ;
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implies that if c ¼ TAV½e; then
bc ¼ lim
nmN
n
1RcðinÞXbcs ¼ bc0 :
Constraints (C0) and (C1): The preceding discussion and [16, Theorem 2.5] yield
the following conclusions:
Theorem 2.3. Let AAUðJpÞ: Then the following conditions are equivalent:
(1) Constraints (C0) and (C1) are both in force.
(2) AsðlÞ is constant in the factorization formula (2.15).
(3) U2 is unitary from HðAÞ onto BðEÞ:
(4) SsfðAÞ ¼ SpsfðAÞ ¼ SsfðEÞ:
If AAUðJpÞ and AðlÞ is meromorphic in C with no poles on R; then (C0) is
automatically in force and hence,
ð2Þ3ð3Þ3ð4Þ3ðC1Þ is in force for such A:
Constraint (C2):
Lemma 2.4. Let AAUðJpÞ and let EðlÞ ¼ ½E
ðlÞ EþðlÞ ¼
ﬃﬃﬃ
2
p
N2AðlÞV and wðlÞ ¼
EþðlÞ
1E
ðlÞ: Then the following conditions are equivalent:
(1) Constraint (C2) is in force.
(2) wðoÞwðoÞoIp for at least one (and hence every) point oACþ:
(3) EðoÞjpEðoÞo0 for at least one (and hence every) point oACþ-hE:
(4) fhðoÞ: hAHðwÞg ¼ Cp for at least one (and hence every) point oACþ:
(5) fgðoÞ: gABðEÞg ¼ Cp for at least one (and hence every) point oACþ-hE:
(6) SppCDðTBÞ:
(7) a21ðoÞ is invertible for at least one (and then every) point oACþ-hA:
If also 0AhA and Að0Þ ¼ Im; then each of the preceding seven statements is also
equivalent to each of the following two:
(8) ia021ð0Þ40:
(9) KE0 ð0Þ40:
Moreover:
ðaÞ If b3ðlÞ or b4ðlÞ has a nonconstant scalar inner divisor, then (C2) is in force.
ðbÞ If AAUsRðJpÞ; then (C2) holds if and only if (C4) holds.
Proof. In view of the preceding discussion, the equivalence of the ﬁrst six statements
follows from [14, Lemma 2.2 and Theorem 2.7]. Lemma 2.4 of [14] applied to w
serves to justify the equivalence of (8), (9) and (2) when 0AhA and Að0Þ ¼ Im; since
ia021ð0Þ ¼ pKE0 ð0Þ ¼ pKw0 ð0Þ: Therefore, to complete the proof, it sufﬁces to establish
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the equivalence of (2) and (7). Since EþðoÞ is invertible andﬃﬃﬃ
2
p
a21ðoÞ ¼ EþðoÞfIp 
 wðoÞg
for oACþ; the main ingredient is to verify that
wðoÞx ¼ x 3 x ¼ wðoÞx 3 x ¼ wðoÞwðoÞx: ð2:20Þ
The ﬁrst equivalence is noted in [14, Lemma 2.1] and also yields the last statement.
On the other hand, if x ¼ wðoÞwðoÞx and wðoÞx ¼ Z; then x ¼ wðoÞZ: Therefore,
jjxjj ¼ jjZjj and hence, by another application of Lemma 2.1, wðlÞx ¼ Z for every
lACþ: In the case at hand, 0Ahw and wð0Þ ¼ Ip: Thus, x ¼ Z and we can conclude
that the three formulas in (2.20) are indeed equivalent and hence that
a21ðoÞx ¼ 0 3 fIp 
 wðoÞwðoÞgx ¼ 0:
Consequently, (2) is equivalent to (7). Assertion (a) follows from [7, Theorem 7.2]
and assertion (b) is veriﬁed in [16, Theorem 3.3]. &
We remark that constraints (C2) and (C3) depend only upon the mvf EðlÞ ¼ﬃﬃﬃ
2
p
N2AðlÞV: Moreover, upon invoking the factorization formula (2.15) and taking
note of the fact that N2AsðlÞ ¼ N2 ; we see that
EðlÞ ¼
ﬃﬃﬃ
2
p
N2AaðlÞV
and hence that EðlÞ is independent of csðlÞ:
Lemma 2.5. Let AAUðJpÞ; let EðlÞ ¼
ﬃﬃﬃ
2
p
N2AðlÞV; sASsfðEÞ and assume that
condition (C2) is in force. Then sðmÞ meets constraint (1.18).
Proof. SinceHðAÞ is Ra invariant for every point aAhA; the same holds true for the
RKHS BðEÞ based on EðlÞ ¼ ﬃﬃﬃ2p N2AðlÞV: Let inAhA for some n41: The formulas
jjRinf jj2BðEÞ ¼
Z N

N
f f ðmÞ 
 f ðinÞg
mþ in dsðmÞ
f f ðmÞ 
 f ðinÞg
m
 in
and
jj f jj2BðEÞ ¼
Z N

N
f ðmÞ dsðmÞf ðmÞX
Z N

N
f ðmÞdsðmÞf ðmÞ
n2 þ m2
lead readily to the boundsZ N

N
f ðinÞ dsðmÞ
n2 þ m2 f ðinÞpfjjRinf jjBðEÞ þ jj f jjBðEÞg
2
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for every fABðEÞ: Therefore, under condition (C2), item (5) in Lemma 2.4
guarantees that Z N

N
x
dsðmÞ
n2 þ m2 xoN
for every xACp and hence that (1.18) prevails. &
Constraint (C3): Let bASppin and let
Mb ¼ fgAHðbÞ: lgðlÞAHðbÞg ð2:21Þ
denote the domain of multiplication by l in the RKHS HðbÞ ¼ Hp2~bHp2 :
Lemma 2.6. Let bASppin : Then the following statements are equivalent:
(1) MbaHðbÞ:
(2) There exist a pair of nonzero vectors x; ZACp such that x
 bZAHðbÞ:
(3) There exist a pair of nonzero vectors x; ZACp such that x
 bZALp2ðRÞ:
Moreover, if either (2) or (3) is in force (and hence in fact both are in force), then
jjxjj ¼ jjZjj:
Proof. Fix a point aACþ at which bðaÞ is invertible. Then the de Branges identity
(see e.g. (2.29)) specialized to HðbÞ spaces implies that
/R%a f ; gSst 
/Ra f ; gSst ¼ 2pigðaÞf ð%aÞ
for every choice of f and g in HðbÞ and hence upon choosing g ¼ kblx; that
ðRa f ÞðlÞ ¼ ðR%a f ÞðlÞ 
 2pikbaðlÞf ð%aÞ ¼
f ðlÞ 
 bðlÞbðaÞf ð%aÞ
l
 %a :
At the same time, it is readily checked that
Mb ¼ fRa f : fAHðbÞ and f ðaÞ ¼ 0g:
Thus, if gAHðbÞ is orthogonal to Mb; then, since
/Rag; fSst ¼ 0
for every fAHðbÞ with f ðaÞ ¼ 0 and
f fAHðbÞ: f ðaÞ ¼ 0g is a RKHS with RK kboðlÞ 
 kbaðlÞkbaðaÞ
1kboðaÞ;
it follows that
ðRagÞðlÞ ¼ kaðlÞkaðaÞ
1ðRagÞðaÞ:
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385 333
But this in turn implies that if (1) is in force, then
gðlÞ ¼ x
 bðlÞZ
for some pair of nonzero vectors x; ZACp; i.e., ð1Þ ) ð2Þ: The converse, ð2Þ ) ð1Þ; is
obtained by observing that
gðlÞ ¼ x
 bðlÞZ ) ðRagÞðlÞ ¼ 
2pikbaðlÞx
and then running the argument backwards.
Implication ð2Þ ) ð3Þ is self-evident. On the other hand, if (3) is in force, then
x
 bðmÞZALp2ðRÞ-Npþ and hence, by the Smirnov maximum principle, x

bðmÞZAHp2 : However, (3) also implies that bðmÞx
 ZALp2ðRÞ and hence, by similar
considerations based on the Smirnov maximum principle, that bðmÞx
 ZAKp2 and
hence that x
 bðmÞZAHðbÞ: This completes the proof that (3) is equivalent to the
other statements.
Finally, with the help of the triangle inequality, it is readily seen thatZ R

R
ðjjxjj 
 jjZjjÞ2 dmp
Z R

R
jjx
 bðmÞZjj2 dm
and hence that
x
 bðmÞZALp2ðRÞ ) jjxjj ¼ jjZjj: &
Lemma 2.7. Let bASppin and suppose that there exists at least one ray oþ reiy; rX0;
in Cþ such that
bðreiy þ oÞbðreiy þ oÞpgIp ð2:22Þ
for rXr0 and some constant g; 0ogo1: Then
Mb ¼HðbÞ:
Proof. If MbaHðbÞ; then by the preceding lemma, there exists a pair of nonzero
vectors x; ZACp with jjxjj ¼ jjZjj such that
gðlÞ ¼ x
 bðlÞZ
belongs to H
p
2 : Therefore, by standard estimates,
jjgðmþ inÞjjpjjgjjst
1ﬃﬃﬃﬃﬃﬃﬃ
4pn
p for mþ inACþ;
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and hence
jjgðoþ reiyÞjj ¼ jjx
 bðoþ reiyÞZjj-0
as rmN if 0oyop: However, if (2.22) is in force, then
jjx
 bðoþ reiyÞZjjXjjxjj 
 g1=2jjZjj40
for r4r0; which leads to a contradiction. ThereforeMb ¼HðbÞ if (2.22) holds for at
least one choice of yAð0; pÞ: The conclusion for the cases y ¼ 0 and y ¼ p are
obtained in much the same way from the fact thatZ N

N
jgðmþ inÞj2 dm ¼
Z N

N
jx
 bðmþ inÞZj2 dmoN: &
The preceding two lemmas have immediate implications for the linear manifold
ME ¼ fgABðEÞ: lgðlÞABðEÞg in the de Branges space BðEÞ based on a de Branges
mvf EðlÞ ¼ ½E
ðlÞ EþðlÞ; since wðlÞ ¼ EþðlÞ
1E
ðlÞ is an inner mvf. Let
Lemma 2.8. The following conditions are equivalent:
(1) MEaBðEÞ:
(2) MwaHðwÞ:
(3) There exist a pair of unit vectors x; ZACp such that x
 wðlÞZAHðwÞ:
(4) There exist a pair of unit vectors x; ZACp such that x
 wðlÞZALp2ðRÞ:
(5) There exist a pair of unit vectors x; ZACp such that EþðlÞx
 E
ðlÞZABðEÞ:
If there exists a ray oþ reiy; rX0; in Cþ such that
wðoþ reiyÞwðoþ reiyÞpgIp ð2:23Þ
for rXr0 and some constant g; 0ogo1; then ME ¼ BðEÞ:
Proof. The equivalence of statements (2)–(4) follows from Lemma 2.6. The
equivalence of (4) and (5) is a consequence of the fact that
fABðEÞ3E
1þ fAHðwÞ: Similarly, the equivalence of (1) and (2) follows from the
fact that
hðlÞAHðwÞ 3 EþðlÞhðlÞABðEÞ
and
hn-h in HðwÞ 3 Eþhn-Eþh in BðEÞ: &
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Lemma 2.9. Let AAUsRðJpÞ; fb3; b4gAapIIðAÞ; EðlÞ ¼
ﬃﬃﬃ
2
p
N2AðlÞV and let w1ðlÞ ¼
b4ðlÞb3ðlÞ: Then the following conditions are equivalent:
(1) MEaBðEÞ:
(2) Mw1aHðw1Þ:
(3) There exists a pair of unit vectors x; ZACp such that x
 w1ðlÞZAHðw1Þ:
(4) There exists a pair of unit vectors x; ZACp such that x
 w1ðlÞZALp2ðRÞ:
Moreover, if there exists a ray oþ reiy; rX0; in Cþ such that
w1ðoþ reiyÞw1ðoþ reiyÞpgIp ð2:24Þ
for rXr0 and some constant g; 0ogo1; then ME ¼ BðEÞ:
Proof. Under the given assumptions, the two topological linear spaces BðEÞ and
Hðb4Þ"Hðb3Þ coincide, see [16, Lemma 3.1]. Therefore, ME is dense in BðEÞ if
and only if
Mb4;b3 ¼ f fAHðb4Þ"Hðb3Þ: lf ðlÞAHðb4Þ"Hðb3Þg
is dense inHðb4Þ"Hðb3Þ: Thus, as the operator Mb4 of multiplication by b4ðlÞ is a
unitary map ofHðb4Þ"Hðb3Þ ontoHðw1Þ; it follows that (1) is equivalent to (2).
The remaining equivalences are then read off Lemma 2.8. &
Remark 2.10. Condition (2.24) will be met for every yAð0; pÞ if b4ðlÞb3ðlÞ has a
scalar entire inner divisor eilt for some t40:
2.4. Parametrization of the set SpsfðAÞ of pseudospectral functions of the space HðAÞ
We begin with two lemmas that are adapted from the proof of [46, Theorem 3], in
which a fundamental result of de Branges [20] for the case p ¼ 1 was established for
the case pX1: We shall sketch the proofs, since we found the details there difﬁcult to
follow.
Lemma 2.11. Let AAE-UðJpÞ; let scðmÞ denote the spectral function of a mvf
cACðAÞ; let fAHðAÞ; f2ðlÞ ¼ N2 f ðlÞ and, for lACþ; let
u ¼ 
2pi Ip
cðlÞ
 
f2ðlÞ ð2:25Þ
and
cðlÞ ¼ 
i/Rl f 
 KAl u; fSHðAÞ: ð2:26Þ
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Then cAC and
lim
nmN
ncðinÞ ¼ 2
Z N

N
f2ðaÞ dscðaÞf2ðaÞpjj f jj2HðAÞ: ð2:27Þ
Moreover, Z N

N
f2ðaÞ dscðaÞf2ðaÞpjj f2jj2BðEÞ ð2:28Þ
for every f2ABðEÞ:
Proof. The function c is holomorphic in Cþ: A straightforward calculation based on
the de Branges identity
/Ro f ; fSHðAÞ 
/ f ; Ro fSHðAÞ 
 ðo
 oÞjjRo f jj2HðAÞ ¼ 2pif ðoÞJp f ðoÞ ð2:29Þ
yields the formula
cðoÞ þ cðoÞ

iðo
 oÞ ¼ jjRo f jj
2
HðAÞ þ
2pif ðoÞJp f ðoÞ þ uf ðoÞ 
 f ðoÞu
o
 o : ð2:30Þ
Next, since

 u
AðoÞJpAðoÞu
roðoÞ
p0 ð2:31Þ
by Arov and Dym [14, Lemma 6.2], it is readily checked that
jjRo f 
 K %oujj2HðAÞ ¼ jjRo f jj2HðAÞ 
 2RuðRo f ÞðoÞ þ uKAo ðoÞu
p jjRo f jj2HðAÞ 
 2RuðRo f ÞðoÞ þ
uJpu
r %oðoÞ
: ð2:32Þ
Therefore, since the right-hand side of the last inequality coincides with the right-
hand side of formula (2.30),
jjRo f 
 KA%oujj2HðAÞp
cðoÞ þ cðoÞ

iðo
 %oÞ : ð2:33Þ
Consequently, cAC and, for any gAR;
0p jjgf 
 iðRo f 
 KA%ouÞjj2HðAÞ
p g2jj f jj2HðAÞ þ gfcðoÞ þ cðoÞg þ
cðoÞ þ cðoÞ

iðo
 %oÞ :
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Consequently, upon ﬁxing o ¼ mþ in and choosing g ¼ 
1=n; we obtain the
inequality
nRcðmþ inÞpjj f jj2HðAÞ: ð2:34Þ
Similar considerations based on the inequalities
0pjjgf7ðRo f 
 K %ouÞjj2HðAÞ
lead to the auxiliary bounds

jj f jj2HðAÞpnIcðmþ inÞpjj f jj2HðAÞ: ð2:35Þ
Thus, upon combining (2.34) and (2.35), we obtain the inequality
njcðu þ inÞjp
ﬃﬃﬃ
2
p
jj f jj2HðAÞ ð2:36Þ
for every point mþ inACþ: Therefore, the spectral function scðmÞ of cðlÞ is subject
to the bound
1
p
Z N

N
n2
m2 þ n2 dscðmÞ ¼ n
cðinÞ þ cðinÞ
2
 	
pjj f jj2HðAÞ:
Consequently, scðmÞ is bounded on R:
1
p
Z N

N
dscðmÞpjj f jj2HðAÞ: ð2:37Þ
The last estimate only uses (2.34). The supplementary estimate (2.35) implies that the
Nevanlinna representation formula for cðlÞ simpliﬁes to
cðlÞ ¼ 1
pi
Z
1
m
 l dscðmÞ for lACþ ð2:38Þ
and hence that
lim
nmN
ncðinÞ ¼ 1
p
Z N

N
dscðmÞ: ð2:39Þ
The next step is to use the Stieltjes inversion formulaZ t2
t1
dscðmÞ ¼ lim
bk0
1
2
Z t2
t1
fcða þ ibÞ þ cða þ ibÞgda ð2:40Þ
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at any two points of continuity t1; t2 of scðmÞ; and the identity
cðoÞ þ cðoÞ ¼ 
 iðo
 oÞfjjRo f jj2HðAÞ 
 2R/Ro f ; KAouSHðAÞg
þ 2pf2ðoÞfcðoÞ þ cðoÞgf2ðoÞ
to evaluate the limit in (2.39). The calculation exploits the fact that R0 is a Volterra
operator and hence, since Ro ¼
PN
k¼0o
kRkþ10 ; that jjRo f jjHðAÞ is a bounded
function of o on compact subsets of C: Thus, since
j/Ro f ; KAouSHðAÞjpjjRo f jjHðAÞfuKAo ðoÞug
1
2
and, in view of (2.31),
uKAo ðoÞup
uJpu
r %oð %oÞ
¼ 2pf2ðoÞ
fcðoÞ þ cðoÞgf2ðoÞ

iðo
 %oÞ ;
it follows that
lim
bk0
1
2
Z t1
t2
fcða þ ibÞ þ cða þ ibÞg da
¼ lim
bk0
2p
2
Z t1
t2
f2ða þ ibÞfcða þ ibÞ þ cða þ ibÞg f2ða þ ibÞ da: ð2:41Þ
The desired result (2.27) now follows easily from formulas (2.39)–(2.41). Finally,
inequality (2.28) is obtained from (2.27) by choosing fAHðAÞ orthogonal to the
kernel of U2 because
jj f jjHðAÞ ¼
ﬃﬃﬃ
2
p
jj f2jjBðEÞ for every fAHðAÞ~ker U2: &
Lemma 2.12. Let AAE-UðJpÞ; let EðlÞ ¼
ﬃﬃﬃ
2
p
N2AðlÞV; let scðmÞ denote the spectral
function of a mvf cACðAÞ; and suppose further that constraint (C3) is also in force.
Then
jjgjj2BðEÞ ¼
Z N

N
gðmÞ dscðmÞgðmÞ ð2:42Þ
for every gABðEÞ; i.e., ðCðAÞÞsfCSpsfðAÞ:
Proof. Since 0ASpp-DðTBÞ we can deﬁne u0 and c0ðlÞ in terms of c0 ¼ TB½0 and
fAHðAÞ and then invoke Lemma 2.11 to conclude that
lim
nm0
nc0ðinÞ ¼ 2
Z N

N
f2ðaÞ dsc0 f2ðaÞ
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for every fAHðAÞ: Thus, as
cðoÞ 
 c0ðoÞ ¼ i/KAou 
 KAou0; fSHðAÞ
¼ if ðoÞðu 
 u0Þ
¼ 2pf #2 ðoÞfcðoÞ 
 c0ðoÞg f2ðoÞ;
we see that
2
Z N

N
f2ðaÞfdscðaÞ 
 dsc0ðaÞg f2ðaÞ
¼ lim
nm0
nfcðinÞ 
 c0ðinÞg ¼ lim
nm0
2pnf #2 ðinÞfcðinÞ 
 c0ðinÞgf2ðinÞ:
Thus, in order to complete the proof it sufﬁces to show that the last limit is equal to
zero. In view of the formula
ce ¼ ðeb#22 þ b#21Þ
1ðeb#12 þ b#11Þ ¼ ðb11eþ b12Þðb21eþ b22Þ
1
for ceðlÞ ¼ cðlÞ when eASpp-DðTBÞ; it is readily checked that
ce1 
 ce2 ¼ 
ðe1b#22 þ b#21Þ
1ðe1 
 e2Þðb21e2 þ b22Þ
1 ð2:43Þ
and hence that
ce 
 c0 ¼ 
ðeb#22 þ b#21Þ
1eb
122 ¼ 
b
#22 wðIp þ ewÞ
1eb
122 :
Now as the mvf ðIp þ ewÞ
1ACpp; it follows by straightforward estimates based on
the Nevanlinna representation formula that
lim
nm0
n
2jjðIp þ ðewÞðinÞÞ
1jj ¼ 0: ð2:44Þ
Moreover, if f2 ¼ b22h; then, since
f2ABðEÞ3 hAHðwÞ
3 hAHp2 and h
#wAH1p2 ;
we see that if f2AME; then
v3=2jjðh#wÞðinÞjj ¼ Oð1Þ and v3=2jjeðinÞhðinÞjj ¼ Oð1Þ as nmN: ð2:45Þ
Estimates (2.44) and (2.45) imply that the limit of interest is indeed equal to zero
when f2AME: This veriﬁes formula (2.42) when gAME and so too, for every
gABðEÞ; since (C3) is assumed to be in force. &
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Lemma 2.13. Let AAUðJpÞ; let sASpsfðAÞ and suppose that conditions (C0), (C2) and
(C4) are in force. Then there exists one and only one mvf cACðAÞ with spectral function
scðmÞ ¼ sðmÞ:
Proof. In view of (C0), the factor AsðlÞ in the factorization formula (2.15) for AðlÞ is
of the form
AsðlÞ ¼
Ip ia
 ilbc0
0 Ip
 
;
where a ¼ aACpp and bc0X0: Then, if cACðAÞ; there exists an eASpp such that
cðlÞ ¼ TAV½e ¼ ia
 ilbc0 þ TAaV½e: ð2:46Þ
Consequently,
bc ¼ lim
nmN
n
1RcðinÞXbc0 ; where c0 ¼ TAV½0:
Let sASpsfðAÞ: Then, by Arov and Dym [16, Theorems 2.14 and 2.16] (applied ﬁrst
to A
1s A), there exists a mvf cACðAÞ with spectral function sðmÞ and with bc ¼ bc0 :
Thus, if c1ðlÞ is any mvf in CðAÞ with the same spectral function sðmÞ as cðlÞ; then
the preceding inequality implies that c1ðlÞ 
 cðlÞ ¼ ig
 idl; where g ¼ g and dX0
and consequently that c1ðlÞ 
 cðlÞ belongs to Cpp: Therefore, as cðlÞ and c1ðlÞ both
belong to CðAÞ; it follows that
b
13 ðc1 
 cÞb
14 ANppþ ;
(see e.g., [5]) and hence that c1 
 cACðb3; b4; 0ppÞ: Thus, as Cðb3; b4; 0ppÞ ¼ f0g
when (C4) is in force by Arov and Dym [14, Lemma 7.3], c1ðlÞ ¼ cðlÞ: &
Theorem 2.14. Let AAUðJpÞ and let
BðlÞ ¼ AðlÞV; EðlÞ ¼
ﬃﬃﬃ
2
p
N2BðlÞ; c0 ¼ TA½Ip and
bc0 ¼ limnmN n

1Rc0ðinÞ: ð2:47Þ
Then the following conclusions prevail:
(1) If (C2) is in force, then
CðAÞ ¼ TB½Spp ð2:48Þ
and SpsfðAÞCðCðAÞÞsf ; i.e., for every sASpsfðAÞ there exists a Hermitian matrix
aACpp and a positive semidefinite matrix bACpp such that the mvf
cðlÞ ¼ ia
 iblþ 1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞ; lACþ; ð2:49Þ
belongs to CðAÞ: Moreover, we can choose b ¼ bc0 :
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(2) If (C0), (C2) and (C4) are in force, then the matrices a and b in formula (2.49) are
uniquely defined by sðmÞ and the condition b ¼ bc0 :
(3) If (C3) is in force and AðlÞ is also entire, then ðCðAÞÞsfCSpsfðAÞ:
(4) If (C2) and (C3) are in force and AðlÞ is also entire, then ðCðAÞÞsf ¼ SpsfðAÞ;
CðAÞ ¼ TB½Spp and formulas (2.48) and (2.49) define a correspondence between
the three sets CðAÞ; SpsfðAÞ and Spp:
(5) If (C2)–(C4) are in force and AðlÞ is also entire, then formulas (2.48) and (2.49)
define a one to one correspondence between the three sets CðAÞ; SpsfðAÞ and Spp:
Moreover, in formula (2.49), b ¼ bc0 for every choice of cACðAÞ:
(6) If (C0) and (C1) are in force, then SpsfðAÞ ¼ SsfðAÞ:
Proof. Under the given assumptions,
AðlÞ ¼ Ip 
ibc0l
0 Ip
  eAðlÞ;
where eAAUðJpÞ; c˜0 ¼ TeA½Ip admits an integral representation of the form
c˜0ðlÞ ¼ iaþ 1pi
Z N

N
1
m
 l

m
1þ m2
 	
ds0ðmÞ for lACþ
and
c0ðlÞ ¼ TA½Ip ¼ c˜0ðlÞ 
 ibc0l: ð2:50Þ
Assume now that condition (C2) is in force and let sASpsfðAÞ: Then by Lemma 2.5,
condition (1.18) is satisﬁed and consequently, Theorems 2.12, 2.14 and 2.16 of [16]
guarantee that there exists at least one Hermitian matrix *aACpp such that
c˜ðlÞ ¼ i *aþ 1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞ
belongs to TeAV½Spp: Thus,
cðlÞ ¼ c˜ðlÞ 
 ibc0lATAV½Spp:
This establishes statement (1).
Next, statement (2) follows from Lemma 2.13, statement (3) follows from
Lemma 2.12, (4) and (5) follow from (1)–(3) and ﬁnally, (6) follows from
Theorem 2.5 of [16]. &
2.5. Parametrization of the set SpsfðMÞ for canonical integral systems
Let AðlÞ ¼ AdðlÞ be the monodromy matrix for the canonical integral system (1.1)
on ½0; d with a regular ﬁnite endpoint d and let EðlÞ ¼ ﬃﬃﬃ2p N2AðlÞV: Then
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AAE-UðJpÞ and Að0Þ ¼ Im: Thus, as F2 ¼ U2F; where F is a coisometry from
Lm2 ðdMÞ ontoHðAÞ; and U2 is a coisometry fromHðAÞ onto BðEÞ; it follows that
fALm2 ðdMÞ~kerF2 3 FfAHðAÞ~ker U2:
Consequently, the set SpsfðMÞ of pseudospectral functions of the canonical system
with mass function MðtÞ coincides with the set SpsfðAÞ ¼ SsfðEÞ: Moreover,
CimpðMÞ ¼ CðAÞ
and the lower right-hand block M22ðdÞ ¼ N2MðdÞN2 of the full mass MðdÞ is also
given by the formula
M22ðdÞ ¼ pKE0 ð0Þ:
Theorem 2.15. Let AðlÞ be the monodromy matrix for the canonical integral system
(1.1) on ½0; d with a regular finite endpoint d, let B;E; c0 and bc0 be defined in terms of
AðlÞ by (2.47). Then:
(1) Each of conditions (1)–(9) in Lemma 2.4 is equivalent to the condition
M22ðdÞ40: ð2:51Þ
(2) If (2.51) is in force, then every sASpsfðMÞ meets condition (1.18) and there exists
a Hermitian matrix aACpp and a positive semidefinite matrix bACpp such that
the mvf cðlÞ defined by (2.49) belongs to CimpðMÞ: Moreover, CimpðMÞ ¼ CðAÞ;
CðAÞ ¼ TB½Spp and we can choose b ¼ bc0 in formula (2.49).
Proof. Under the given assumptions, Theorem 2.14 is applicable. Moreover, (C0) is
automatically in force (since AðlÞ is entire) and condition (C2) is equivalent to
(2.51). &
Theorem 2.16. Let AðlÞ be the monodromy matrix for the canonical integral system
(1.1) on ½0; d with a regular finite endpoint d and suppose that it satisfies one of the
following two conditions:
(1) The bound (2.23) is in force.
(2) AAUsRðJpÞ and the bound (2.24) is in force.
Then constraints (C0), (C2) and (C3) are in force and hence formulas (2.48) and (2.49)
define a correspondence between the sets CimpðMÞ; SpsfðMÞ and Spp: Moreover,
under (2), (C1) is also in force and thus, kerF ¼ kerF2:
If AAUsRðJpÞ and at least one of the uniform contractiveness conditions along a ray
(2.23) or (2.24) holds, then all constraints (C0)–(C4) are automatically met.
Consequently, in this case, formulas (2.48) and (2.49) define a one to one
correspondence between the sets CimpðMÞ; SsfðMÞ and Spp:
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Proof. The ﬁrst part is an immediate consequence of Lemmas 2.4 and 2.8 and
the last two theorems. If also AAUsRðJpÞ; then the singular factor AsðlÞ in the
factorization formula (2.15) for AðlÞ is constant and hence (C1) is in force. The
identiﬁcation of (CimpðMÞÞsf with SsfðMÞ rests on Theorem 2.1. &
2.6. Pseudospectral and spectral functions for the singular end point case
If the canonical integral system (1.1) has a singular end point dpN; then the
generalized Fourier transformsF andF2 are deﬁned on the linear manifold of vvf’s
L ¼f fALm2 ðdM; ½0; dÞÞ : f has support in a closed subinterval ½0; df 
in ½0; dÞg ð2:52Þ
by formulas (1.15) and (1.16), respectively. Just as in the regular end point case, the
vvf’s ðFf ÞðlÞ and ðF2 f ÞðlÞ are entire for every fAL; but kerF and kerF2 may
not be closed subspaces in Lm2 ðdM; ½0; dÞÞ:
A nondecreasing p  p mvf sðmÞ on R is said to be a spectral function of system
(1.1) if the Parseval equality (2.11) holds for every vvf f ðtÞAL: The set of spectral
functions of the system (1.1) is denoted by the symbol SdsfðMÞ: If tAð0; dÞ; then we
can consider Lm2 ðdM : ½0; tÞ as a subspace of Lm2 ðdM; ½0; dÞÞ by identifying a vvf
f ðtÞALm2 ðdM; ½0; tÞ with its extension onto the interval ½0; dÞ with f ðtÞ ¼ 0 for
tAðt; dÞ: Then we can consider the restrictionsFt andFt2 of the transformsF and
F2 onto the subspaces L
m
2 ðdM; ½0; tÞCL: The restriction of system (1.1) onto the
interval ½0; t yields a canonical integral system with a regular ﬁnite end point t and
we can consider the sets StpsfðMÞ and StsfðMÞ of pseudospectral and spectral
functions of this restricted system. It is clear that
St2sf ðMÞCSt1sf ðMÞ for every 0ot1ot2pd and SdsfðMÞ ¼
\
0otod
StsfðMÞ: ð2:53Þ
We remark that the equality in (2.53) is also in force for the set SdsfðMÞ ¼ SsfðMÞ if d
is a regular ﬁnite end point. We cannot pursue the same strategy to deﬁne SdpsfðMÞ in
the singular case in general because we cannot guarantee the validity of the inclusion
St2psfðMÞCSt1psfðMÞ if 0ot1ot2od: ð2:54Þ
Nevertheless, if StpsfðMÞ coincides with the set of spectral functions of the mvf’s
ctðlÞATBt ½Spp for every tA½t0; dÞ; then we will obtain that
St2psfðMÞCSt1psfðMÞ if t0pt1ot2od: ð2:55Þ
If condition (2.55) is satisﬁed, then we will say that a nondecreasing p  p-mvf sðmÞ
on R is a pseudospectral function of the system (1.1) and we will write sASdpsfðMÞ if
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sðmÞAStpsfðMÞ for every tA½t0; dÞ: Thus,
SdpsfðMÞ ¼
\
t0ptod
StpsfðMÞ; ð2:56Þ
by deﬁnition. If condition (1.9) is in force, then StsfðMÞ ¼ StpsfðMÞ for every tAð0; dÞ
by Theorem 2.1 and consequently (2.55) holds for every t0Að0; dÞ and
SdsfðMÞ ¼ SdpsfðMÞ ¼
\
0otod
StpsfðMÞ:
We consider
BtðlÞ ¼ AtðlÞV; EtðlÞ ¼ ½Et
ðlÞ EtþðlÞ ¼
ﬃﬃﬃ
2
p
N2BtðlÞ;
ct0ðlÞ ¼ TBt ½0 ð¼ TAt ½IpÞ; bt0 ¼ limnmN n

1Rct0ðinÞ;
fbt3; bt3gAapIIðAtÞ; bt3ð0Þ ¼ bt4ð0Þ ¼ Ip;
wt1ðlÞ ¼ bt4ðlÞbt3ðlÞ; wtðlÞ ¼ EtþðlÞ
1Et
ðlÞ;
MEt ¼ f fABðEtÞ: lf ðlÞABðEtÞg
and the constraints
ðCt1Þ bt0 ¼ 0;
ðCt2Þ 
 EtðoÞjpEtðoÞ40; oACþ
ðCt3Þ MEt ¼ BðEtÞ:
Clearly,
HðAt1ÞCHðAt2Þ and K
At1
o ðlÞ%KAt2o ðlÞ; for 0pt1pt2od; ð2:57Þ
and
BðEt1ÞCBðEt2Þ and K
Et1
o ðlÞ%KEt2o ðlÞ for 0pt1pt2od: ð2:58Þ
Consequently,
fABðEt1Þ ) fABðEt2Þ and jj f jjBðEt1 Þpjj f jjBðEt2 Þ for every 0ot1ot2od: ð2:59Þ
We will have interest in the case when there exists t0Að0; dÞ such that
jj f jjBðEt1 Þ ¼ jj f jjBðEt2 Þ for every fABðEt1Þ ð2:60Þ
if t0pt1ot2od:
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We remark that if constraints ðCt1Þ–ðCt3Þ are in force, then properties (2.55) and
(2.60) are equivalent. Indeed, let (2.60) hold; let t0pt1ot2od and sASt2psfðMÞ: Then
we will have
jj f jjLp
2
ðdsÞ ¼ jj f jjBðEt2 Þ ¼ jj f jjBðEt1 Þ for every fABðEt1Þ ð2:61Þ
i.e., sASt1psfðMÞ: Conversely, if St2psfðMÞCSt1psfðMÞ; then, because the spectral
function sct2
0
ðmÞ of the mvf ct20 ðlÞ belongs to St2psfðMÞ; we obtain that sct20 AS
t1
psfðMÞ
jj f jjBðEt2 Þ ¼ jj f jjLp2ðdsct2
0
Þ ¼ jj f jjBðEt1 Þ
for every fABðEt1Þ:
Theorem 2.17. Let the matrizant AtðlÞ ¼ Aðt; lÞ of the canonical integral system (1.1)
satisfy condition (1.9). Then property (2.60) holds for every 0ot1ot2od: Moreover,
SdsfðMÞ ¼ SdpsfðMÞ:
Proof. Under condition (1.9) we have:
(1) The operators Ut2; deﬁned by the formula
ðUt2 f ÞðlÞ ¼
ﬃﬃﬃ
2
p
N2 f ðlÞ; fAHðAtÞ;
are unitary maps from HðAtÞ onto BðEtÞ; because condition ðCt1Þ holds and
AtðlÞ is entire.
(2) The inclusions in (2.57) are isometric. This gives property (2.60) for every
0ot1ot2od:
To verify the last assertion, it sufﬁces to check that StsfðMÞ ¼ StpsfðMÞ for
every tAð0; dÞ: Thus, as every such point is a ﬁnite regular end point for the
system (1.1) on the interval ½0; t; it sufﬁces to verify the asserted equality for a
ﬁnite regular end point d: Moreover, without loss of generality, we can assume
that MðtÞ ¼ R t0 HðsÞds; where HðsÞX0 a.e. and HALmm1 ð½0; dÞ: In view of (1)
and (2), it is enough to show that the kerF ¼ f0g for the transformF deﬁned by
formula (1.15). However, since F maps the vector valued step function vrðtÞ;
which coincides with vACm on the interval ½0; t and vanishes elsewhere,
isometrically intoHðAdÞ for every choice of tAð0; dÞ and vACm; it follows that if
fAkerF; then Z t
0
vHðsÞf ðsÞds ¼ 0
for every choice of tAð0; dÞ and vACm: Therefore, f ¼ 0 in Lmm2 ðHdt; ½0; dÞ; as
needed to complete the proof. &
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Lemma 2.18. Let condition ðCt02Þ hold for some t0Að0; dÞ: Then condition ðCt2Þ holds
for every tA½t0; dÞ:
Proof. This is immediate from the monotonicity of M22ðtÞ and (1) of Theorem
2.15. &
Lemma 2.19. Let the condition
jjwa1ðreiy þ oÞjjpgo1 ð2:62Þ
hold for some fixed choice of yA½0; p; oACþ; aAð0; dÞ; gAð0; 1Þ and all rXr040:
Then the same inequality holds for wt1 for all tA½a; dÞ:
Proof. Let tXa: Then, for every point lACþ;
jjwt1ðlÞjj ¼ jjbt4ðlÞba4ðlÞ
1wa1ðaÞba3ðlÞ
1bt3ðlÞjjpjjwa1ðlÞjj;
since
bt4ðba4Þ
1ASppin and ðba3Þ
1bt3ASppin : &
Theorem 2.20. Let a canonical integral system with a singular endpoint dpN be given
and assume that conditions ðCt2Þ and ðCt3Þ are in force for all points tA½t0; dÞ: Then
SdpsfðMÞ ¼ ðCimpðMÞÞsf ;
i.e., sASdpsfðMÞ if and only if there exists a mvf cACimpðMÞ with spectral function
sðmÞ:
cðlÞ ¼ ia
 iblþ 1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞ; ð2:63Þ
cACimpðMÞ: ð2:64Þ
Proof. Under the given assumptions, Theorem 2.14 guarantees that the formulas
ctðlÞ ¼ iat 
 ibtlþ
1
pi
Z N

N
1
m
 l

m
1þ m2
 
dsctðmÞ and ctATBt ½Spp
deﬁne a correspondence between the sets StpsfðMÞ and TBt ½Spp when tA½t0; dÞ: If
sðmÞAStpsfðMÞ for every tA½t0; dÞ; then there exists a mvf ctATBt ½Spp for every
tA½t0; dÞ with spectral function sðmÞ: Let stðlÞ ¼ TV½ct: Then stATVBt ½Spp and
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there exists a sequence tnmd such that
sðlÞ ¼ lim
n-N
stnðlÞ for lACþ:
Moreover, since sA
T
t0ptod TVBt ½Spp; it follows that sADðTVÞ: Let c ¼ TV½s:
Then
cðlÞ ¼ lim
n-N
ctnðlÞ for lACþ;
and consequently, cACimpðMÞ; and sðmÞ is the spectral function of a mvf cðlÞ:
Conversely, let sðmÞ be the spectral function of a mvf cðlÞACimpðMÞ: Then, because
cATBt ½Spp for every t in the interval t0ptod by Theorem 2.14, we obtain that
sAStpsfðMÞ for t0ptod: In the present setting, we also have property (2.55).
Consequently, sASdpsfðMÞ: &
Theorem 2.21. Let AtðlÞ denote the matrizant of a canonical integral system of the
form (1.1) and suppose that:
(1) AtAUsRðJpÞ for every tAð0; dÞ: ð2:65Þ
(2) Condition (2.62) holds for some aAð0; dÞ:
Then formulas (2.63) and (2.64) give one-to-one correspondence between sets SdsfðMÞ
and CimpðMÞ:
Proof. Conditions (1) and (2) guarantee that conditions ðCt2Þ and ðCt3Þ are in force
for every tA½t0; dÞ: The conclusion of the theorem then follows from Theorems 2.14
and 2.17. &
Corollary 2.22. If condition (2.65) holds and wt01 ðlÞ has a nonconstant scalar divisor for
some t0Að0; dÞ: Then the conclusions of the last theorem are in force.
Proof. If wt01 ðlÞ has a nonconstant scalar divisor, then condition (2.62) is satisﬁed for
t ¼ t0; y ¼ p=2 and o ¼ 0: &
3. The bitangential inverse spectral problem
In this section we solve a bitangential inverse spectral problem for canonical
integral systems of the form (1.1). The presented results are based on the analysis of
the direct spectral problem in Section 2 and the analysis of the bitangential inverse
input impedance problem that was developed in [14,16]. In particular, we shall make
use of the following result, which is included in [14, Theorem 7.10].
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Theorem 3.1. Let cACpp and let fbt3ðlÞ; bt4ðlÞg be a normalized, continuous
monotonic chain of pairs of entire inner p  p mvf’s such that the set
Cðbt3; bt4; cÞ-C
3
ppa| for every tA½0; dÞ: Then there exists one and only one continuous
nondecreasing m  m mvf MðtÞ on the interval ½0; dÞ with Mð0Þ ¼ 0 such that the
matrizant AtðlÞ; 0ptod; of the corresponding integral system (1.1) meets the
following conditions:
(1) cA
T
0ptod CðAtÞ; i.e., cACimpðMÞ:
(2) fbt3; bt4gAapIIðAtÞ; for every tA½0; dÞ:
(3) AtAUsRðJpÞ for every tA½0; dÞ:
3.1. Existence and parametrization
Lemma 3.2. Let cACpp and let b3; b4ASpp be such that
(1)
Cðb3; b4; cÞ-C
3
ppa|:
(2) w1ðoÞ ¼ b4ðoÞb3ðoÞ is strictly contractive for at least one (and hence every) point
oACþ:
Then limn-N n
1RcðinÞ ¼ 0 for every mvf cACðb3; b4; cÞ:
Proof. By Theorem 7.1 of [14], there exists a mvf AAUsRðJpÞ such that
Cðb3; b4; cÞ ¼ CðAÞ ¼ TB½Spp;
where BðlÞ ¼ AðlÞV: The second equality holds because if AAUsRðJpÞ; then, by
Arov and Dym [16, Theorem 3.3], (2) is equivalent to the condition SppCDðTBÞ:
Since AAUsRðJpÞ; the singular factor AsðlÞ is constant and hence the asserted
formula holds for c0 ¼ TB½0: Therefore, since conditions (C0) and (C2)–(C4) are
satisﬁed for the mvf AðlÞ under consideration, the desired conclusion follows from
statement (5) of Theorem 2.14. &
Theorem 3.3. Let the data fs; bt3; bt4; 0ptodg for the bitangential inverse spectral
problem satisfy the following conditions:
(a) sðmÞ is a nondecreasing p  p mvf on R such that (1.18) holds.
(b) fbt3ðlÞ; bt4ðlÞg; 0ptod; is a normalized monotonic continuous chain of entire inner
p  p mvf’s such that the mvf wt1ðlÞ ¼ bt4ðlÞbt3ðlÞ is strictly contractive on at least
one ray fw þ reiy: 0proNg in Cþ for some tAð0; dÞ:
wt1ðw þ reiyÞwt1ðw þ reiyÞpgIp ð3:1Þ
for some choice of tAð0; dÞ; gAð0; 1Þ; oACþ; yAð0; pÞ and every rX0:
(c) The set
Cðbt3; bt4; cð0ÞÞ-C
3
ppa| for every tA½0; dÞ;
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where
cðaÞðlÞ ¼ iaþ 1
pi
Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞ ð3:2Þ
for every p  p Hermitian matrix a:
Then for each Hermitian matrix aACpp; there exists exactly one canonical integral
system (1.1) with continuous nondecreasing m  m mvf MðaÞðtÞ on the interval ½0; dÞ
with MðaÞð0Þ ¼ 0 and matrizant AðaÞt ðlÞ ¼ AðaÞðt; lÞ; 0ptod; such that
(i) cðaÞA
T
0ptod CðAðaÞt Þ:
(ii) fbt3; bt4gAapIIðAðaÞt Þ for every tA½0; dÞ:
(iii) A
ðaÞ
t AUsRðJpÞ for every tA½0; dÞ:
Moreover, sASsfðMðaÞÞ and there is a one-to-one correspondence between the set of all
solutions MðtÞ of the bitangential inverse spectral problem with data
fs; bt3; bt4; 0ptodg that have matrizants AtAUsRðJpÞ for every tA½0; dÞ and the set
of all Hermitian p  p matrices a that is given by the formula MðtÞ ¼ MðaÞðtÞ; where
MðaÞðtÞ ¼ Ip ia
0 Ip
 
Mð0ÞðtÞ Ip 0
ia Ip
 
: ð3:3Þ
The corresponding matrizants are related by the formula
A
ðaÞ
t ðlÞ ¼
Ip ia
0 Ip
 
A
ð0Þ
t ðlÞ
Ip 
ia
0 Ip
 
: ð3:4Þ
Proof. The ﬁrst conclusion is immediate from Theorem 3.1, since the given
assumption (c) is in force if and only if
Cðbt3; bt4; cðaÞÞ- (Cppa| for every tA½0; dÞ:
Thus, by Theorem 2.16 in the regular ﬁnite endpoint case and by Theorems 2.20 and
2.21 in the singular endpoint case, we see that SsfðMðaÞÞ ¼ ðCimpðMðaÞÞÞsf and hence
that sASsfðMðaÞÞ: Moreover, it is readily checked that the right-hand side of formula
(3.4) is also the matrizant of a system (1.1) with mass function MðtÞ given by formula
(3.3) and that this mass function is also a solution of the bitangential inverse input
impedance problem with the same data. Furthermore, this matrizant satisﬁes
condition (iii) as does the matrizant A
ðaÞ
t ðlÞ: Therefore, since there is only one such
matrizant, by Arov and Dym [14, Theorem 7.9], the mass function MðtÞ deﬁned by
formula (3.3) coincides with MðaÞðtÞ: Moreover, since M22ðtÞ40 for some tAð0; dÞ
under the assumptions of the theorem, it is readily checked (by looking at the 21
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385350
block of both sides) that
Mða1ÞðtÞ ¼ Mða2ÞðtÞ 3 a1 ¼ a2:
It remains to show that every solution MðtÞ of the bitangential inverse spectral
problem with data fs; bt3; bt4; 0ptodg and matrizant AtAUsRð JpÞ can be expressed
in the form (3.3) for some Hermitian p  p matrix a: Theorems 2.16, 2.20, and 2.21
guarantee that for this system, SsfðMÞ ¼ ðCimpðMÞÞsf and hence that there exists a
mvf cACimpðMÞ with spectral function sðmÞ: Moreover, by Lemma 3.2, cðlÞ ¼ cðaÞðlÞ
for some Hermitian p  p matrix a: Consequently, by Theorem 7.9 of [14], MðtÞ ¼
MðaÞðtÞ; where MðaÞðtÞ is deﬁned by formula (3.3). &
3.2. Solving the bitangential inverse spectral problem
In view of Theorem 3.3, a bitangential inverse spectral problem with data
fs; bt3; bt4; 0ptodg can, under appropriate conditions, be reduced to an inverse
impedance problem with data fcð0Þ; bt3; bt4; 0ptodg; where cð0ÞðlÞ is deﬁned in terms
of sðmÞ by formula (3.2) with a ¼ 0: Consequently, the algorithms that were
developed in [16] for solving the bitangential inverse impedance problem are
applicable. Another approach will be presented in Section 5.5. In addition to the
examples considered there, the following simple example is informative:
Example. Let sðmÞ ¼ mIp and let fbt3; bt4g 0ptod; be a normalized monotonic
continuous chain of pairs of entire inner p  p mvf’s that satisﬁes condition (3.1).
Then sðmÞ ¼ mIp is the spectral function of the mvf cð0ÞðlÞ ¼ Ip and the hypotheses of
Theorem 3.3 are satisﬁed by the data fmIp; bt3; bt4; 0ptodg: Thus, Theorem 3.3 is
applicable and guarantees the existence of a solution Mð0ÞðtÞ to the bitangential
inverse spectral problem for this data: Mð0ÞðtÞ is the solution of the bitangential
inverse impedance problem with data fIp; bt3; bt4; 0ptodg and may be obtained by
invoking the formulas in [16]. In particular, it follows readily from [16, Theorem 4.2]
that the RK Kt0ðlÞ of the RKHSHðAtÞ based on the matrizant AtðlÞ of system (1.1)
with mass function Mð0ÞðtÞ is given by the formula
Kt0ðlÞ ¼
ﬃﬃﬃ
2
p
V
1
2p
but11ðlÞ but12ðlÞbut21ðlÞ but22ðlÞ
 
;
where
but11ðlÞ ¼ 
 bt3ðlÞ 
 Ip2il ¼ 
but12ðlÞ; but21ðlÞ ¼ 
 bt4ðlÞ

1 
 Ip
2il
¼ but22ðlÞ
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(and the mvf’s xˆtijðlÞ that appear in [16, formula (4.10)] are: xˆt1jðlÞ ¼ 
but1jðlÞ and
xˆt2jðlÞ ¼ but2jðlÞ; j ¼ 1; 2Þ: Therefore,
Mð0ÞðtÞ ¼ 2pKt0ð0Þ ¼
ﬃﬃﬃ
2
p
V
but11ð0Þ but12ð0Þbut21ð0Þ but22ð0Þ
 
;
which can be reexpressed in terms of the mvf
mjðtÞ ¼ 
i
@btj
@l
ð0Þ ¼ 2pkb
t
j
0 ð0Þ; j ¼ 3; 4;
as
Mð0ÞðtÞ ¼ V m3ðtÞ 0
m4ðtÞ
 
V:
Moreover, since
BtðlÞ ¼ AtðlÞV ¼ ðIm þ 2pilKt0ðlÞJpÞV ¼
1ﬃﬃﬃ
2
p 
b
t
3ðlÞ bt4ðlÞ
1
bt3ðlÞ bt4ðlÞ
1
" #
;
EtðlÞ ¼
ﬃﬃﬃ
2
p
N2BtðlÞ ¼ ½bt3ðlÞ bt4ðlÞ
1:
Thus, in this case, jj f jj2BðEtÞ ¼ jj f jj2st for fABðEtÞ and
BðEtÞ ¼Hðbt3Þ"Hðbt4Þ as Hilbert spaces:
Moreover,
wtðlÞ ¼ bt4ðlÞbt3ðlÞ ¼ wt1ðlÞ
and statement (5) of Theorem 2.14 implies that bcð0Þ ¼ 0 and that
SsfðEtÞ ¼ ðCðAtÞÞsf and CðAtÞ ¼ fðIp 
 bt3ebt4ÞðIp þ bt3ebt4Þ
1: eASppg:
Remark 3.4. There is a one-to-one correspondence between normalized monotonic
continuous chains of pairs fbt3ðlÞ; bt4ðlÞg; 0ptod; of entire inner p  p mvf’s and
the pairs fm3ðtÞ; m4ðtÞg of continuous nondecreasing p  p mvf’s on ½0; dÞ with
m3ð0Þ ¼ m4ð0Þ ¼ 0: fbt3ðlÞ; bt4ðlÞg; 0ptod; are the unique continuous solutions of
the integral equations
bt3ðlÞ ¼ Ip þ il
Z t
0
bs3ðlÞ dm3ðsÞ; bt4ðlÞ ¼ Ip þ il
Z t
0
dm4ðsÞbs4ðlÞ; 0ptod
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and
m3ðtÞ ¼ 
i @b
t
3
@l
ð0Þ and m4ðtÞ ¼ 
i @b
t
4
@l
ð0Þ;
see [9, Theorem 2.1] for additional details.
4. L-pseudospectral and L-spectral functions for HðUÞ
In this section we shall consider a generalization of the notions of pseudospectral
and spectral functions that were introduced earlier for the spaces HðAÞ and BðEÞ:
Although this generalization is essentially notational, it is a useful way to extend the
main results of the preceding sections to a number of different settings. This is
illustrated below by a number of examples, of which the fourth is perhaps the most
striking.
Let J be an arbitrary m  m signature matrix, that can even be equal to 7Im; let
LACmr for some integer rX1 and, for UAUð JÞ; let
LL ¼ f ðlÞ ¼
Xn
j¼1
KUoj ðlÞLxj: nX1 and ojAhU ; xjACr for 1pjpn
( )
:
Then, since
jj f jj2HðUÞ ¼
Xn
i; j¼1
xi L
KUoj ðoiÞLxj ;
it is natural to consider the RKHS HLðUÞ based on the RK
KU ;Lo ðlÞ ¼ LKUo ðlÞL on hU  hU :
We remark that KU ;Lo ðÞAPmr for every oAhU and HLðUÞCPr (as linear
manifolds). Moreover, HLðUÞ is invariant under the generalized backwards shift
Ra : gAHLðUÞ-gðlÞ 
 gðaÞl
 a for every point aAhU :
The spaceHLðUÞ was considered earlier by A. Iacob in his Ph.D. thesis [30] for the
case that L is an m  m projection matrix.
Theorem 4.1. Let UAUðJÞ; LACmr and let
ðTL f ÞðlÞ ¼ Lf ðlÞ for fAHðUÞ: ð4:1Þ
Then:
(1) Formula (4.1) defines a coisometric operator from HðUÞ onto HLðUÞ:
(2) HðUÞ ¼LL"ker TL:
(3) TL is a unitary operator from HðUÞ onto HLðUÞ if and only if LL ¼HðUÞ:
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Proof. Clearly,
TL :
Xn
j¼1
KUoj Lxj-
Xn
j¼1
KU ;Loj xj
mapsLL isometrically onto a linear manifold that is dense inHLðUÞ: Therefore, TL
mapsLL isometrically ontoHLðUÞ: This proves (1); (2) follows from the discussion
preceding the statement of the theorem and (3) follows from (2). &
A nondecreasing r  r mvf sðmÞ on R is said to be an L-pseudospectral
(respectively, L-spectral) function for HðUÞ ifZ N

N
ðTL f ÞðmÞ dsðmÞðTL f ÞðmÞ ¼ jj f jj2HðUÞ ð4:2Þ
for every fAHðUÞ~ker TL (respectively, every fAHðUÞ). We shall let SLpsfðUÞ
(respectively, SLsfðUÞ) denote the set of L-pseudospectral (respectively, spectral)
functions for HðUÞ: Clearly,
SLsfðUÞa| ) ker TL ¼ f0g: Moreover; ker TL ¼ f0g 3 LL ¼HðUÞ
and
ker TL ¼ f0g ) SLsfðUÞ ¼ SLpsfðUÞ:
In general, it is not clear what conditions on UðlÞ will guarantee that SLpsfðUÞa|
and, even if SLpsfðUÞa|; when is ker TL ¼ f0g? The analysis in Section 2, provides
answers to these questions when J ¼ Jp and L ¼
ﬃﬃﬃ
2
p
N2: Analogous conclusions may
be obtained for some other choices of J and L that may be reduced to the case J ¼ Jp
and L ¼ ﬃﬃﬃ2p N2: In particular, SImsf ðUÞ ¼ SImpsfðUÞa|; as is discussed below in
Example 4.
Example 1. If J ¼ Jp; L ¼
ﬃﬃﬃ
2
p
N2; and AAUðJpÞ; then
KA;Lo ðlÞ ¼ KEoðlÞ;
where EðlÞ ¼ ﬃﬃﬃ2p N2AðlÞV: Consequently, the sets SLpsfðAÞ (respectively, SLsfðAÞ)
coincide with the sets SpsfðAÞ (respectively, SsfðAÞ) that were introduced in Section 2.
Thus, as SpsfðAÞ ¼ SsfðEÞ and SsfðEÞa|; the set SLpsfðAÞa| and, for this choice of J
and L; Theorem 2.3 guarantees that
SLsfðAÞa| 3 constraints ðC0Þ and ðC1Þ are in force:
Moreover, a description of the set SLpsfðAÞ is furnished by Theorem 2.14, under some
constraints.
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Example 2. Let J ¼ V JpV for some unitary matrix VACmm; let UAUðJÞ and let
L ¼ ﬃﬃﬃ2p VN2: Then, since AðlÞ ¼ VUðlÞV is Jp-inner, SLpsfðUÞ ¼ SpsfðAÞ; SLsfðUÞ ¼
SsfðAÞ and conclusions about the sets SLpsfðUÞ and SLsfðUÞ can be obtained from the
previous example.
Example 3. If J ¼ Jp; AAUðJpÞ and L ¼
ﬃﬃﬃ
2
p
N1 ¼
ﬃﬃﬃ
2
p ½Ip 0; then
KA;Lo ðlÞ ¼ 2N1KAo ðlÞN1 ¼ 2N2JpKAo ðlÞJpN2
¼ 2N2K
’A
o ðlÞN2;
where the mvf ’AðlÞ ¼ JpAðlÞJp also belongs to UðJpÞ: Thus, SLpsfðAÞ ¼ Spsfð ’AÞ;
SLsfðAÞ ¼ Ssfð ’AÞ; and once again, conclusions about the sets SLpsfðAÞ and SLsfðAÞ can
be obtained from the ﬁrst example.
Example 4. Let J be an arbitrary signature matrix (allowing even J ¼7Im), let
UAUðJÞ and let L ¼ Im: Then the 2m  2m mvf
eAðlÞ ¼ 1
2
JfIm þ UðlÞgJ JfIm 
 UðlÞg
fIm 
 UðlÞgJ Im þ UðlÞ
 
ð4:3Þ
belongs to the class UðJmÞ and, as we shall show below, SImpsfðUÞ ¼ SpsfðA˜Þ and
SImsf ðUÞ ¼ SsfðA˜Þ: Moreover, SsfðA˜Þ ¼ SpsfðA˜Þa|: A description of the (nonempty)
set SImsf ðUÞ ¼ SImpsfðUÞ is furnished, under extra constraints. To obtain this
description, let
P ¼ Im þ J
2
; Q ¼ Im 
 J
2
; V˜ ¼ 1ﬃﬃﬃ
2
p 
Im Im
Im Im
 
and deﬁne
B˜ðlÞ ¼ eAðlÞV˜ ¼ 1ﬃﬃﬃ
2
p JfQ 
 UðlÞPg JfP 
 UðlÞQg
Q þ UðlÞP P þ UðlÞQ
 
; ð4:4Þ
*EðlÞ ¼ ½E˜
ðlÞ E˜þðlÞ ¼ ½Q þ UðlÞP P þ UðlÞQ; ð4:5Þ
*wðlÞ ¼ E˜þðlÞ
1E˜
ðlÞ ¼ fP þ UðlÞQg
1fQ þ UðlÞPg; ð4:6Þ
c˜0ðlÞ ¼ TB˜½0 ¼ JfP 
 UðlÞQgfP þ UðlÞQg
1; ð4:7Þ
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bc˜0 ¼ limvm0 n

1Rc˜0ðinÞ: ð4:8Þ
Theorem 4.2. Let UAUðJÞ: Then the mvf’s defined above enjoy the following
properties:
(1) K
*E
oðlÞ ¼ roðlÞ
1f J 
 UðlÞJUðoÞg ¼ KUo ðlÞ; l;oAhU : ð4:9Þ
(2) c˜0ACmm-HmmN :
(3) SImsf ðUÞ ¼ SsfðA˜Þ ¼ Ssfð *EÞa|:
(4) KUo ðoÞ40 for some point oAhU3SmmCDðTB˜Þ:
(5) M *E is dense in Bð *EÞ3u; vACm and u þ UðlÞvAHðUÞ ) u ¼ v ¼ 0:
Proof. The ﬁrst assertion is veriﬁed by a simple calculation. Next, to verify (2),
suppose ﬁrst that Ja7Im: Then there exists a unitary matrix V such that
VJV ¼ jpq ¼ diagfIp;
Iqg ¼ and WðlÞ ¼ VUðlÞVAUð jpqÞ: ð4:10Þ
Moreover, if eASpq and se ¼ TW ½e; then
*e ¼ V 0pp e
0qp Iq
 
V ASmm and c*e ¼ TB˜½*e ¼ V
Ip 
2se
0qp Iq
 
V :
Consequently,
c*eAHmmN and Rc*e ¼ V
Ip 
se

se Iq
 
V :
Thus, if Ja7Im; then
c0 ¼ TB˜½0mm
belongs to HmmN : But the same conclusion holds if J ¼7Im; since U *eADðTV˜Þ if
J ¼ Im; *eU
1ADðTV˜Þ if J ¼ 
Im;
c*e ¼ TB˜½*e ¼
TV˜½U *e if J ¼ Im;
TV˜½*eU
1 if J ¼ 
Im;

and hence
c0 ¼ Im for J ¼7Im:
Item (3) follows from (1) and (2), whereas (4) and (5) follow from the identiﬁcation
of HðUÞ with Bð *EÞ via (1) and Lemmas 2.4 and 2.8, respectively. &
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385356
Let
*CðUÞ ¼ CðA˜Þ ¼ TB˜½Smm-DðTB˜Þ: ð4:11Þ
The inclusion *CðUÞCCmm is self-evident from the deﬁnitions.
Theorem 4.3. Let UAUðJÞ and assume that:
(1) KUo ðoÞ40 for at least one point oAhU :
Then SmmCDðTB˜Þ; *CðUÞ ¼ TB˜½Smm and SImpsfðUÞ ¼ SImsf ðUÞCðCðA˜ÞÞsf : If also
UðlÞ is an entire mvf and
(2) u; vACm and u þ UðlÞvAHðUÞ ) u ¼ v ¼ 0; then SImsf ðUÞ ¼ ðCðA˜ÞÞsf :
Proof. The proof follows from the last theorem and Theorem 2.14. &
Remark 4.4. If UAUðJÞ and J ¼ Im; then P ¼ Im; Q ¼ 0; UASmmin ; HðUÞ ¼
Hm2~UH
m
2 and
*CðUÞ ¼ fðIm 
 U *eÞðIm þ U *eÞ
1: *eASmm and detðIm þ U *eÞc0 in Cþg:
If UAUðJÞ and J ¼ 
Im; then P ¼ 0; Q ¼ Im; U
1ASmmin ;HðUÞ ¼HðU
1Þ ¼
Km2~UK
m
2 and
*CðUÞ ¼ fðIm 
 *eU
1ÞðIm þ *eU
1Þ
1: *eASmm and detðIm þ *eU
1Þc0 in Cþg:
Example 5. Let J ¼ V JpV for some unitary matrix VACmm; let UAUðJÞ and let
LACmp be such that LJL ¼ 0 and rank L ¼ p ð4:12Þ
Then, as will be shown below, SLpsfðUÞa|: The proof is based on the observation
that for such L; HLðUÞ ¼ BðEÞ; where
EðlÞ ¼ EU ;LðlÞ ¼ 
LUðlÞV ;
V is a unitary matrix such that J ¼ VjpV and jp is short for jpp:
Theorem 4.5. Let UAUðJÞ; where J ¼ V jpV for some unitary matrix V ; let LACmp
meet conditions (4.12) and let EðlÞ ¼ EU ;LðlÞ ¼ 
LUðlÞV: Then:
(1) The p  2p mvf EðlÞ ¼ ½E
ðlÞ EþðlÞ is a de Branges matrix, i.e., fE
; Eþg is a
de Branges pair.
(2) rank EþðlÞ ¼ p for lACþ-hU-h#U :
(3) KU ;Lo ðlÞ ¼ KEoðlÞ on hU  hU and HLðUÞ ¼ BðEÞ:
(4) The mvf sðmÞ ¼ R m0 EþðyÞ
EþðyÞ
1dy belongs to the set SsfðEÞ and hence this set
is not empty.
(5) SLpsfðUÞ ¼ SsfðEÞ:
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(6) There exists a unique mvf AAUðJpÞ; up to normalization, such that E ¼
ﬃﬃﬃ
2
p
N2AV
and constraints (C0) and (C1) are satisfied.
(7) SLpsfðUÞCðCðAÞÞsf with equality if UðlÞ is an entire mvf and the only vectors
x; ZACp for which E
x
 EþZABðEÞ are the vectors x ¼ Z ¼ 0:
Proof. Under the stated conditions, the identity
LfJ 
 UðlÞJUðoÞgL ¼ 
LUðlÞV jpVUðoÞL ¼ 
EðlÞjpEðoÞ
justiﬁes (3). Therefore, since

EðoÞjpEðoÞ ¼ EþðoÞEþðoÞ 
 E
ðoÞE
ðoÞX0;
with equality a.e. on R; and rankEðoÞ ¼ p at every point oAhU-h#U ; it is readily
seen that (1) and (2) hold. The veriﬁcation of (4) depends on the Ra invariance of
BðEÞ and follows the same strategy that was used to prove Lemma 2.5 Item (5)
follows from the deﬁnitions of the indicated sets, whereas (6) follows from the
construction presented in [16, Theorem 2.12], which in turn is adapted from [1] and
[2]. Finally (7) follows from the Theorem 2.14. &
5. Connections with the theory of characteristic functions of operator nodes and a
generalized moment problem
In this section we will interpret constraints (C1)–(C3) on the matrizant AtðlÞ ¼
Aðt; lÞ; 0ptod; of a canonical system (1.1) with a ﬁnite regular end point d; and the
generalized Fourier transformsF;F2 and conditions for their kernels to be zero, in
terms of the theory of characteristic functions of Livsic–Brodskii nodes. We shall
also explain the connection of some of our results on inverse problems for canonical
integral systems (1.1) and on the RKHS’s HðAÞ and BðEÞ with the theory of
characteristic functions of Livsic–Brodskii nodes and with a number of related
results of Sakhnovich that he obtained using the notion of an S-node and its
characteristic function.
5.1. Livsic–Brodskii nodes and S-nodes with J-inner characteristic mvf’s
The ordered set N ¼ ðK ; F ;X ; Y ; JÞ of two separable Hilbert spaces X and Y ; two
bounded linear operators KALðX Þ; FALðX ; YÞ and a signature operator J ¼
J ¼ J
1ALðYÞ; is called a Livsic–Brodskii node if
K 
 K ¼ iF JF : ð5:1Þ
The function
UNðlÞ ¼ Im þ ilFðI 
 lKÞ
1F J ð5:2Þ
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is called the characteristic function of the node N: It is deﬁned and holomorphic on
the set
LK ¼ flAC: ðI 
 lKÞ
1ALðX Þg:
Clearly, 0ALK and UNð0Þ ¼ I : The node N is said to be a simple node if\N
n¼0
kerfFKng ¼ f0g: ð5:3Þ
A simple Livsic–Brodskii node is uniquely deﬁned up to unitary equivalence by its
characteristic function; see [38,22].
The ordered set N ¼ ðK ; F ;X ; Y ; J;SÞ; in which the extra operator S is a self-
adjoint operator in LðX Þ such that the operator identity
SK 
 KS ¼ iFJF ð5:4Þ
holds, is called an S-node. The notion of an S-node was introduced and extensively
exploited in assorted problems of analysis by L. A. Sakhnovich; see e.g., [48] and the
references cited therein. If S is invertible and S
1ALðXÞ; then the function
UNðlÞ ¼ I þ ilFðI 
 lKÞ
1S
1F J ð5:5Þ
is called the characteristic function of the S-node N: An S-node N ¼
ðK ; F ;X ; Y ; J;SÞ is called simple if condition (5.3) holds. If S ¼ I ; then the notion
of an S-node coincides with the notion of a Livsic–Brodskii node and we write
ðK ; F ;X ; Y ; JÞ instead of ðK; F ;X ; Y ; J; IÞ: If
S40 and S
1ALðX Þ; ð5:6Þ
then there exists a Livsic–Brodskii node (N ¼ ðK˚; F˚; X˚; Y ; JÞ corresponding to the S-
node N ¼ ðK ; F ;X ; Y ; J;SÞ such that
K˚ ¼ RKR
1; F˚ ¼ FR
1 and S ¼ RR; ð5:7Þ
where RALðX ; X˚Þ and R
1ALðX˚; X Þ: For example, such a node (N may be
obtained by choosing X˚ ¼ X ; R ¼ S1=2 and K˚ and F˚ by the formulas in (5.7).
Conversely, for every Livsic–Brodskii node (N ¼ ðK˚; F˚; X˚; Y ; JÞ and every invertible
operator RALðX ; X˚Þ; for which R
1ALðX˚; X Þ; the operators K ; F and S that are
deﬁned by formulas (5.7) satisfy relation (5.4), i.e., N ¼ ðK ; F ;X ; Y ; J;SÞ is an S-
node. The operator nodes N and (N have the same characteristic functions and either
they are both simple or they are both not simple.
The preceding discussion implies that, under condition (5.6), a simple S-node
N ¼ ðK ; F ;X ; Y ; J;SÞ (with ﬁxed X ; Y ; J; S) is deﬁned by its characteristic function
UNðlÞ up to S-unitary equivalence, i.e., up to K-T
1KT and F-FT ; where T is an
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S-unitary operator on X :
TALðXÞ; T
1ALðXÞ and TST ¼ S:
In this section we will focus on S-nodes N ¼ ðK ; F ;X ; Y ; J;SÞ that satisfy one or
more of the following conditions:
(A1) S40 and S
1ALðXÞ:
(A2) Y ¼ Cm:
(A3) J ¼ Jp:
(A4) The S-node N is simple.
(A5) UNAUðJÞ:
(A6) specðKÞ ¼ f0g:
If condition (A1) is in force, then the characteristic function UNðlÞ of the S-node
satisﬁes the identities
J 
 UNðlÞJUNðoÞ ¼ 
iðl
 oÞFðI 
 lKÞ
1S
1ðI 
 oKÞ
1F; ð5:8Þ
J 
 UNðoÞJUNðlÞ ¼ 
iðl
 oÞFðI 
 oKÞ
1S
1ðI 
 lKÞ
1F ð5:9Þ
for points l;oALK and consequently UNðlÞ and UNðlÞ are J-contractive in
LK-Cþ and J-unitary on LK-R:
If conditions (A1) and (A2) are in force, then the functions ðI 
 lKÞ
1 and UNðlÞ
are meromorphic in both the half-planes Cþ and C
 and hence UNðlÞ is a
meromorphic J-contractive mvf in Cþ: If in addition, the Lebesgue measure of the
set specðKÞ-R is equal to zero, then condition (A5) is automatically in force.
We remark that an arbitrary mvf UAUðJÞ for which 0AhU and Uð0Þ ¼ Im may be
identiﬁed as the characteristic function of the simple Livsic–Brodskii node N0 ¼
fR0; F0;HðUÞ;Cm; Jg; where HðUÞ is the RKHS with RK
KUo ðlÞ ¼
J 
 UðlÞJUðoÞ
roðlÞ
; l;oAhU ; ð5:10Þ
R0 : fAHðUÞ-f ðlÞ 
 f ð0Þl and F0 : fAHðUÞ-
ﬃﬃﬃﬃﬃ
2p
p
f ð0ÞACm; ð5:11Þ
see e.g., the proof of [7, Theorem 4.5].
Under condition (A1), the generalized Fourier transform F for the S-node is
deﬁned by the formula
ðFxÞðlÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p FðI 
 lKÞ
1S
1=2x; xAX : ð5:12Þ
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Theorem 5.1. Let N ¼ ðK ; F ;X ;Cm; J;SÞ be an S-node for which conditions (A1) and
(A5) are in force and let N0 ¼ fR0; F0;HðUÞ;Cm; Jg be the simple Livsic–Brodskii
node defined just above for UðlÞ ¼ UNðlÞ: Then:
(1) Formula (5.12) defines a coisometry F acting from X onto HðUÞ:
(2) FS1=2K ¼ R0FS1=2 and F ¼ F0FS1=2: ð5:13Þ
(3) kerF ¼ S1=2
\
nX0
kerðFKnÞ: ð5:14Þ
(4) The operator F is unitary if and only if the S-node N is simple, i.e., if and only if
condition (5.3) is met.
(5) If the S-node is simple, then the operator F establishes a unitary equivalence
between the simple Livsic–Brodskii nodes
(N ¼ ðS1=2KS
1=2; FS
1=2;X ;Cm; JÞ ð5:15Þ
and N0:
Proof. Let
x ¼ 1ﬃﬃﬃﬃﬃ
2p
p S
1=2
Xn
j¼1
ðI 
 ojKÞ
1F uj; ojAhU ; ujACm and nX1:
Then formulas (5.8), (5.10) and (5.12) yield the relations
f ¼
Xn
j¼1
KUoj uj ¼ Fx; and jj f jj
2
HðUÞ ¼ jjxjj2X :
Therefore, since the linear manifold of the considered vvf’s fAHðUÞ is dense in the
space HðUÞ; F is an isometry from the closure of the linear manifold of the
corresponding vectors x in X ontoHðUÞ: The closure of the latter is the orthogonal
complement of S1=2
T
nX0 kerðFKnÞ ¼ kerF: Thus, F is a coisometry from X onto
HðUÞ as claimed. This establishes (1), (3) and (4). Statement (2) may be veriﬁed by
direct calculation. Finally, (5) follows from (1)–(4). &
Theorem 5.2. Let N ¼ ðK ; F ;X ;Cm; J;SÞ be an S-node such that (A1), (A5) and (A6)
hold. Then \
nX0
kerðFKnÞ ¼ kerðKÞ-kerðFÞ: ð5:16Þ
Proof. This is an immediate consequence of Theorem 5.8 (with L ¼ Im) that is
established in the next subsection. &
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Corollary 5.3. Let N ¼ ðK ; F ;X ;Cm; J;SÞ be an S-node such that (A1), (A5) and
(A6) are in force. Then N is a simple node if and only if
kerðKÞ-kerðFÞ ¼ f0g: ð5:17Þ
5.2. L-spectral functions for operator S-nodes with J-inner characteristic mvf’s
Let N ¼ ðK; F ;X ;Cm; J;SÞ be an S-node that meets assumptions (A1) and (A5),
let LACmr and let FL ¼ TLF i.e., let
ðFLxÞðlÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p LFðI 
 lKÞ
1S
1=2x; xAX ; lALK : ð5:18Þ
Theorem 5.4. Let N ¼ ðK ; F ;X ; Y ; J;SÞ be an S-node that satisfies conditions (A1)
and (A5) and let UðlÞ ¼ UNðlÞ: Then
(1) FL is a coisometric operator from X onto the RKHS HLðUÞ:
(2) kerFL ¼ S1=2
T
nX0 kerðLFKnÞ:
(3) FL is a unitary operator from X onto HLðUÞ if and only if\
nX0
kerðLFKnÞ ¼ f0g: ð5:19Þ
Proof. Theorem 5.1 exhibits F as a unitary operator from X~kerF onto HðUÞ;
whereas, by Theorem 4.1, TL is a unitary operator fromLL ontoHLðUÞ: Therefore,
ðFLÞ ¼ ðTLFÞ ¼ FTL
mapsHLðUÞ isometrically into X ; i.e., FL is a coisometry from X onto the RKHS
HLðUÞ; as claimed in (1). The second assertion is easily veriﬁed by a straightforward
calculation and (3) is immediate from (2). &
An S-node N will be called L-simple if it meets condition (5.19).
The fact that the generalized Fourier transform FLxAHLðUNÞ for every xAX ;
guarantees that ðFLxÞðlÞ has boundary values ðFxÞðmÞ via nontangential limits a.e.
on R:
A nondecreasing r  r mvf sðmÞ on R is said to belong to the set SLpsfðNÞ
(respectively, SLsfðNÞ) of L-pseudospectral (respectively, L-spectral) functions for the
S-node N if
jjxjj2X ¼
Z N

N
ðFLxÞðmÞ dsðmÞðFLxÞðmÞ ð5:20Þ
for every xAX~kerFL (respectively, for every xAX ).
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Theorem 5.5. Let N ¼ ðK ; F ;X ; Y ; J;SÞ be an S-node that satisfies conditions (A1)
and (A5) and let UðlÞ ¼ UNðlÞ: Then
(1) SLpsfðNÞ ¼ SLpsfðUÞ:
(2) SLpsfðNÞ ¼ SLsfðNÞ3 the node N is L-simple.
Proof. Suppose ﬁrst that sASLpsfðUÞ; i.e., in a self-evident notation,
jjTL f jjLr
2
ðdsÞ ¼ jj f jjHðUÞ for every fAHðUÞ~ker TL:
Then, since FL maps X~kerFL onto HðUÞ~ker TL
jjTLFxjjLr
2
ðdsÞ ¼ jjFxjjHðUÞ for every xAX~kerFL:
Thus, sASLpsfðNÞ: SLpsfðUÞCSLpsfðNÞ: The opposite inclusion is obtained by running
the argument backwards. This completes the proof of (1).
The second assertion is immediate from the deﬁnitions of the sets under
consideration. &
In this general setting, constraints (C2) and (C3) that were introduced in Section
2.3 are replaced by the following conditions:
ðCL2Þ KU ;Lo ðoÞ40 for at least one point oAhU :
ðCL3Þ The linear manifold fgAHLðUÞ: lgðlÞAHLðUÞg is dense in HLðUÞ:
Theorem 5.6. Let N ¼ ðK ; F ;X ; Y ; J;SÞ be an S-node that meets conditions (A1),
(A5) and is L-simple for some LACmr and let UðlÞ ¼ UNðlÞ: Then:
(1) Condition ðCL2Þ is in force if and only if kerðF LÞ ¼ f0g:
(2) If the node N is L-simple, then condition ðCL3Þ is in force if and only if
ker K ¼ f0g and range K-rangeðF LÞ ¼ f0g: ð5:21Þ
Proof. The ﬁrst assertion is immediate from the fact that 0AhU and K
U ;L
0 ð0Þ ¼
LFS
1F L:
Next, in the setting of (2), the generalized Fourier transform FL is a unitary map
from X onto HLðUÞ: Therefore, since
fgAHLðUÞ: lgðlÞAHLðUÞg ¼ fR0 f : fAHLðUÞ and f ð0Þ ¼ 0g
¼fFLKx: xAX and LFx ¼ 0g;
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385 363
condition ðCL3Þ will be in force if and only if fKx: xAX and LFx ¼ 0g is dense in
X : But, since range FCCm; this last condition holds if and only if
fx: KxCrangeðFLÞg ¼ f0g:
However, the last condition will be in force if and only if (5.21) is in force. &
Remark 5.7. The choices L ¼ ﬃﬃﬃ2p N1 and L ¼ ﬃﬃﬃ2p N2 are of particular interest when
J ¼ Jp; because then L is a maximal J-neutral matrix and hence
LðJp 
 UðlÞJpUðoÞÞL ¼ 
LðUðlÞJpUðoÞÞL ¼ 
LðUðlÞVjpVUðoÞÞL;
which exhibits the mvf
EL;UðlÞ ¼ LUðlÞV
as a de Branges matrix; for additional discussion, see also Example 5 in Section 4.
Theorem 5.8. Let N ¼ ðK ; F ;X ; Y ; J;SÞ be an S-node that satisfies conditions (A1),
(A5) and (A6), let UðlÞ ¼ UNðlÞ and let LACmr satisfy the condition
ker LCJ range L: ð5:22Þ
Then
(1) rXrank LXm=2:
(2)
\
nX0
kerðLFKnÞ ¼ ker K-kerðLFÞ: ð5:23Þ
Proof. Condition (5.22) implies that
m 
 rank L ¼ dim ker Lprank L;
which in turn yields (1), since rXrank L:
Next, to obtain (2), consider ﬁrst the case S ¼ IX : Let
Y ¼
\
nX0
kerðLFKnÞ; KY ¼ PYK jY and FY ¼ F jY:
Then, in view of (5.1), it is readily checked that
KY 
 ðKYÞ ¼ iFYJFY ð5:24Þ
and specðKYÞ ¼ f0g: Moreover, since
KYCY and YCkerðLFÞ;
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it follows that
LFY ¼ 0 and hence that PYFL ¼ 0
and, by (5.22), that
PYF
JFYCPYF range L ¼ f0g:
But, in view of (5.24), this implies that the operator KY is a self-adjoint operator with
zero as its only point of spectrum. Therefore, KY ¼ 0; i.e., since KY ¼ K jY;
YCker K : Thus, we have established the inclusion YCker K-kerðLFÞ for the case
S ¼ IX : Therefore, since the opposite inclusion is self-evident, we have veriﬁed
condition (5.23) for this case.
Suppose next that S is any operator in LðX Þ that meets the stated assumptions.
Then the spectrum of the main operator K˚ in the Livsic–Brodskii node (N ¼
ðK˚; F˚; X˚; Y ; JÞ corresponding to the S-node (N ¼ ðK; F ;X ; Y ; J;SÞ is also concen-
trated at the point zero and hence, by the preceding analysis,\
nX0
kerðL˚FK˚nÞ ¼ kerðK˚Þ-kerðLF˚Þ: ð5:25Þ
Therefore, since kerðLF˚K˚nÞ ¼ S1=2 kerðLFKnÞ and kerðK˚Þ ¼ S1=2 kerðKÞ; for n ¼
0; 1;y; the asserted result follows. &
Corollary 5.9. Let N ¼ ðK ; F ;X ;Cm; J;SÞ be an S-node that satisfies conditions (A1),
(A5) and (A6), let UðlÞ ¼ UNðlÞ and let LACmr satisfy condition (5.22). Then N is
an L-simple node if and only if
kerðKÞ-kerðLFÞ ¼ f0g: ð5:26Þ
We remark that the matrix L ¼ Im meets condition (5.22) for every m  m
signature matrix J and that L ¼ ﬃﬃﬃ2p Nj ; j ¼ 1; 2; meets condition (5.22) for J ¼ Jp:
Moreover, if as in this last choice,
LJL ¼ 0; then J range LCker L ð5:27Þ
and hence
rank Lpm=2: ð5:28Þ
In fact, by other considerations, if J is unitarily equivalent to jpq and L
JL ¼ 0; then
rank Lpminfp; qg: If the operator F in the S-node N ¼ ðK ; F ;X ;Cm; Jp;SÞ is
decomposed into two blocks as
F ¼ F1
F2
 
with FjALðX ;CpÞ;
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then relation (5.4) may be rewritten in the form
SK 
 KS ¼ 
iðF1F2 þ F 2F1Þ: ð5:29Þ
Let the characteristic mvf ANðlÞ ¼ AðlÞ of the S-node N be Jp-inner with respect to
Cþ and let
BðlÞ ¼ AðlÞV; EðlÞ ¼
ﬃﬃﬃ
2
p
N2BðlÞ; c0ðlÞ ¼ TB½0 ð5:30Þ
and
bc0 ¼ limnmNn
1Rc0ðinÞ: ð5:31Þ
Then, as follows readily from identity (5.8), the RKs of the RKHSsHðAÞ and BðEÞ
may be written in the form
KAo ðlÞ ¼
1
2p
FðI 
 lKÞ
1S
1ðI 
 oKÞ
1F; ð5:32Þ
KEoðlÞ ¼
1
p
F2ðI 
 lKÞ
1S
1ðI 
 oKÞ
1F2 ; ð5:33Þ
for l;oAhA: Moreover, the generalized Fourier transforms Fj ¼ F ﬃﬃ2p Nj ; j ¼ 1; 2; for
the S-node under consideration are deﬁned by the formulas
ðFjxÞðlÞ ¼ 1ﬃﬃﬃpp FjðI 
 lKÞ
1S
1=2x; xAX ; lALK : ð5:34Þ
Theorem 5.10. Let N ¼ ðK; F ;X ;Cm; Jp; SÞ be an S-node that meets assumptions
(A1)–(A5). Let AðlÞ ¼ UNðlÞ and let BðlÞ; EðlÞ; c0ðlÞ and bc0 be defined by formulas
(5.30) and (5.31). Then:
(1) The node N is simple and constraints (C0) and (C1) are both in force if and only if
the condition \
nX0
kerðF2KnÞ ¼ f0g: ð5:35Þ
is in force.
(2) The generalized transform F2 is a coisometric operator from X onto BðEÞ: It is a
unitary operator from X onto BðEÞ if and only if condition (5.35) is in force.
(3) Constraint (C2) is in force if and only if
ker F 2 ¼ f0g: ð5:36Þ
(4) If the node N is simple, then constraints (C0), (C1) and (C3) are in force if and only
if (5.35) holds and the linear manifold
LN ¼ fKx: F2x ¼ 0g ð5:37Þ
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is dense in X : The last condition is equivalent to the condition
ker K ¼ f0g and ðrange KÞ-ðrange F2 Þ ¼ f0g: ð5:38Þ
Proof. The stated assertions all follow from the preceding analysis of the generalized
Fourier transform FL; for the special choice J ¼ Jp and L ¼
ﬃﬃﬃ
2
p
N2: In particular,
ð5:35Þ holds3 the node N is L-simple3kerFL ¼ f0g
3 kerF ¼ f0g and ker TL ¼ f0g:
This leads easily to (1), since
kerF ¼ f0g 3 the node N is simple
and, as HðAÞ ¼LL"ker TL;
ker TL ¼ f0g 3 ðC0Þ and ðC1Þ hold:
Next, (2) follows from the fact that FL is a unitary operator from X~kerFL onto
HLðAÞ and HLðAÞ ¼ BðEÞ: Finally, (3) and (4) are immediate consequences of
Theorem 5.6. &
5.3. The Potapov multiplicative representation and the Livsic model for Volterra nodes
A Livsic–Brodskii node N ¼ ðK ; F ;X ; Y ; JÞ is said to be a Volterra node if K is a
Volterra operator, i.e., if K is compact and specðKÞ ¼ f0g; and F is compact. If
Y ¼ Cm; then F is automatically compact. Moreover, the characteristic function
UNðlÞ of a Voterra node N belongs to the class E-UðJÞ and meets the
normalization condition UNð0Þ ¼ Im: Conversely, every mvf UAE-UðJÞ with
Uð0Þ ¼ Im can be identiﬁed as the characteristic function of a simple Volterra node.
In particular, the de Branges functional model N0 ¼ ðR0; F0;HðUÞ;Cm; JÞ is a
simple Volterra node with characteristic function UN0ðlÞ ¼ UðlÞ:
Livsic proposed another model of a Volterra node with characteristic function
UAE-UðJÞ and Uð0Þ ¼ Im that was based on the following theorem of V.P.
Potapov [44]:
Theorem 5.11. Let UAE-UðJÞ with Uð0Þ ¼ Im: Then UðlÞ admits a multiplicative
integral representation
UðlÞ ¼
Z yd
0
expfildMðtÞJg; ð5:39Þ
where MðtÞ is a nondecreasing m  m mvf on the interval ½0; d; which may be chosen
to be absolutely continuous with density HðtÞ ¼ M 0ðtÞ that is normalized by the
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condition
tracefHðtÞg ¼ 1 for a:e: tA½0; d:
Representation (5.39) is equivalent to the statement that UðlÞ ¼ UdðlÞ is the
monodromy matrix of a canonical integral system with matrizant UtðlÞ ¼
Uðt; lÞ; 0ptpd given by (1.25).
The Livsic model is based on the mvf MðtÞ that appears in the multiplicative
representation (5.39). To each nondecreasing continuous m  m mvf MðtÞ on ½0; d
with Mð0Þ ¼ 0; we shall associate the set NM ¼ ðKM ; FM ;XM ;Cm; JÞ; where
XM ¼ Lm2 ðdM; ½0; dÞ; ð5:40Þ
ðKMf ÞðtÞ ¼ iJ
Z d
t
dMðsÞf ðsÞ and FMf ¼
Z d
0
dMðsÞf ðsÞ; for fAXM : ð5:41Þ
It is easy to check that KM and FM are well deﬁned by these formulas as operators
from LðXMÞ and LðXM ;CmÞ; respectively. Then, since
F M : xAC
m-fxðtÞAXM ; where fxðtÞ ¼ x for a:e: tA½0; d
and
ðKMf ÞðtÞ ¼ 
iJ
Z t
0
dMðsÞf ðsÞ;
it is readily seen that
KM 
 KM ¼ iFMJFM
and hence that NM is a Livsic–Brodskii node.
Theorem 5.12. The generalized Fourier transform (5.12) for the Livsic–Brodskii node
NM coincides with the generalized Fourier transform (1.26) for the canonical integral
system with mass function MðtÞ and matrizant given by (1.25). Moreover, the
characteristic function UNM ðlÞ of this node coincides with the monodromy matrix
UdðlÞ of this system. If also UNMAUsRðJÞ; then the node NM is simple.
Proof. Our ﬁrst objective is to show that the two transforms coincide, i.e.,
FMðI 
 lKMÞ
1f ¼
Z d
0
Uðt; lÞdMðtÞf ðtÞ for every fALm2 ðdM; ½0; dÞ:
To this end, let ZACm and
g ¼ ðI 
 lKMÞ
1FMZ ¼ ðI 
 lKMÞ
1fZ;
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and observe that
ZFMðI 
 lKMÞ
1f ¼ /f ; gSXM ¼
Z d
0
gðtÞ dMðtÞf ðtÞ for fAXM :
Thus, as the matrizant UtðlÞ ¼ Uðt; lÞ; 0ptpd; is the continuous solution of the
integral equation (1.25), it follows that
Uðt; lÞZ ¼ Z
 ilJ
Z t
0
dMðsÞUðs; lÞZ ¼ Zþ lKMUð; lÞZ;
i.e.,
Uðt; lÞZ ¼ ððI 
 lKMÞ
1fZÞðtÞ ¼ gðtÞ:
Thus,
ZFMðI 
 lKMÞ
1f ¼ Z
Z d
0
Uðt; lÞ dMðtÞf ðtÞ;
as desired. Moreover,
Im þ ilFMðI 
 lKMÞ
1F MJ ¼ Im þ il
Z d
0
Uðt; lÞ dMðtÞJ ¼ UdðlÞ;
i.e., the characteristic function of the operator node NM based on MðtÞ is equal to
the monodromy matrix of the canonical integral system based on MðtÞ: Finally, let
URMAUsRðJÞ: Then, since Ud ¼ URM ; it follows that UdAUsRðJÞ and hence that the
transform F deﬁned in formula (1.26) is unitary by Theorem 2.1. Thus, as the
transform F coincides with F; it is also unitary and consequently, the node RM is
simple by Theorem 5.1. &
If MðtÞ is assumed to be absolutely continuous on the interval ½0; d and HðtÞ ¼
M 0ðtÞ a.e. on ½0; d; then HALmm1 ð½0; dÞ and the space XM and the operators KM
and FM can be reexpressed in terms of HðtÞ:
XM ¼ Lm2 ðH dt; ½0; dÞ ¼ measurable f : jj f jj2XM ¼
Z d
0
f ðtÞHðtÞf ðtÞ dtoN
 	
;
ð5:42Þ
ðKMf ÞðtÞ ¼ iJ
Z d
t
HðsÞf ðsÞ ds and FMf ¼
Z d
0
HðsÞf ðsÞ ds; for fAXM : ð5:43Þ
Theorem 5.13. Let NM ¼ ðKM ; FM ;XM ;Cm; JÞ be the Livsic–Brodskii node that is
defined by formulas (5.42) and (5.43), where HALmm1 ð½0; dÞ and dMðtÞ ¼ HðtÞ dt:
Let LACmr be such that (5.22) holds. Then the node NM is L-simple if and only if the
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two conditions
HðtÞJ
Z d
t
HðsÞf ðsÞ ds ¼ 0 for a:e: tA½0; d and L
Z d
0
HðsÞf ðsÞ ds ¼ 0
on fALm2 ðH dt; ½0; dÞ imply that
HðtÞf ðtÞ ¼ 0 a:e: on ½0; d:
Proof. Since NM is a Volterra node, Corollary 5.9 is applicable and guarantees that
NM is an L-simple node if and only if ker KM-kerðLFMÞ ¼ f0g: The asserted
conclusion follows easily from the observation that
ker KM ¼f fAXM : jjKM f jjXM ¼ 0g
¼ fAXM :
Z d
0
J
Z d
t
HðsÞ f ðsÞ ds
 
HðtÞ J
Z d
t
HðsÞ f ðsÞ ds
 
dt ¼ 0
( )
¼ fAXM : HðtÞJ
Z d
t
HðsÞ f ðsÞ ds ¼ 0 a:e: on ½0; d
 	
;
kerðLFMÞ ¼ fAXM : L
Z d
0
HðsÞ f ðsÞ ds ¼ 0
 	
and
f ¼ 0 in XM 3 HðtÞ f ðtÞ ¼ 0 a:e: on ½0; d: &
Theorem 5.14. Let NM ¼ ðKM ; FM ;XM ;Cm; JÞ be the Livsic–Brodskii node that is
defined by formulas (5.42) and (5.43), where HALmm1 ð½0; dÞ and dMðtÞ ¼ HðtÞ dt:
Let LACmr be such that (5.22) holds and let NM be L-simple. Then condition ðCL3Þ is
in force if and only if
HðtÞ 
iJ
Z t
0
HðsÞ f ðsÞ ds 
 Lx
 	
¼ 0 for a:e: tA½0; d
) HðtÞ f ðtÞ ¼ 0 and HðtÞLx ¼ 0 for a:e: tA½0; d
when fAXM and xACr:
Proof. In view of Theorem 5.6, it is enough to show that the stated condition is
equivalent to (5.21). Therefore, since
gArange KM 3 gðtÞ ¼ 
iJ
Z t
0
HðsÞ f ðsÞ ds a:e: H dt in ½0; d for some fAXM
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and
gArangeðFMLÞ 3 gðtÞ ¼ Lx a:e: H dt in ½0; d for some xACr;
it is readily seen that range KM - rangeðFMLÞ ¼ f0g if and only if
HðtÞ 
iJ
Z t
0
HðsÞ f ðsÞ ds 
 Lx
 	
¼ 0 for a:e: tA½0; d )
HðtÞJ
Z t
0
HðsÞ f ðsÞ ds ¼ 0 and
HðtÞLx ¼ 0 for a:e: tA½0; d:
The ﬁrst of these conditions implies that fAker KM : Thus, if ker K

M ¼ f0g; it follows
that f ðtÞ ¼ 0 a.e. H dt in ½0; d and hence that (5.21) implies the condition stated in
the formulation of the theorem. The converse implication is self-evident. &
In the special case that HðtÞ40 a.e. on the interval ½0; d; the conditions furnished
in the preceding two theorems simplify:
Theorem 5.15. Let NM ¼ ðKM ; FM ;XM ;Cm; JÞ be the Livsic–Brodskii node that is
defined by formulas (5.42) and (5.43), where HALmm1 ð½0; dÞ and dMðtÞ ¼ HðtÞ dt:
Let LACmr be such that (5.22) holds and let HðtÞ40 a.e. on the interval ½0; d: Then:
(1) The node NM is L-simple.
(2) Condition ðCL3Þ is in force.
(3) If also rank L ¼ r; then condition ðCL2Þ is in force.
Proof. The ﬁrst two assertions follow from the preceding two theorems. If also
rank L ¼ r; then LMðtÞL40 for every tAð0; dÞ and hence ðCL2Þ is in force. &
Theorem 5.16. If J ¼ Jp; L ¼
ﬃﬃﬃ
2
p
N2 and AðlÞ ¼ ANM ðlÞ; then, in the setting of the
last theorem,
SsfðMÞ ¼ SpsfðMÞ ¼ ðCðAÞÞsf :
Proof. The assertion follows from Theorems 5.5, 5.12 and 5.15. &
Theorem 5.17. In the setting of the Theorem 5.15,
SImsf ðMÞ ¼ ðCðA˜ÞÞsf and CðA˜Þ ¼ TB˜½Smm;
where eAðlÞ and B˜ðlÞ are defined in terms of the monodromy matrix UðlÞ ¼ UdðlÞ by
formulas (4.3) and (4.4), respectively.
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Proof. The assertion follows from Theorems 5.5, 5.12, 4.3 and 5.15. &
We remark that the conclusions of the last theorem are valid for simple nodes NM
for which MðdÞ40 and ðCIm3Þ is in force. It is not necessary to assume that HðtÞ40
a.e. Related results were obtained in [40–43].
The Livsic–Brodskii node NM that was considered above is unitarily equivalent to
the Livsic–Brodskii node NP ¼ ðKP; FP;XP;Cm; JÞ that is based on the factoriza-
tion
HðtÞ ¼ PðtÞPðtÞ a:e: on ½0; d;
where PðtÞALmr2 ð½0; dÞ for some rpm: The formula
ðTP f ÞðtÞ ¼ PðtÞ f ðtÞ
deﬁnes an isometric operator from XM into L
r
2ð½0; dÞ and, in the node NP; XP ¼
range TP; KP ¼ TPKMTPjXP ; FP ¼ FMTPjXP and, for gAXP;
ðKPgÞðtÞ ¼ iPðtÞJ
Z d
t
PðsÞgðsÞ ds; ð5:44Þ
ðFPgÞðtÞ ¼
Z d
0
PðsÞgðsÞ ds: ð5:45Þ
Then
F Px ¼ PðtÞx for a:e: tA½0; d and xACm: ð5:46Þ
If the characteristic function of the node NP is strongly regular, then, in view of
Theorem 5.12, the node NP is simple because it is unitarily equivalent to the
node NM :
It is easy to check that if K and F are deﬁned by formulas (5.44) and (5.45) on the
full space Lr2ð½0; dÞ; then N ¼ ðK ; F ;Lr2ð½0; dÞ;Cm; JÞ is a Livsic–Brodskii node, XP
is invariant under K and NP is the projection of the node N onto the subspace XP in
the sense of Brodskii [22]. The node N was introduced by Livsic as a model of a
Volterra node with given characteristic function, in which the main operator K has a
triangular representation; see e.g., [23,29,38,48]. If HðtÞ40 a.e. on ½0; d; then r ¼ m
and XP ¼ Lm2 ð½0; dÞ; i.e., the node NM is unitarily equivalent to the node N ¼
ðKP; FP;Lm2 ð½0; dÞ;Cm; JÞ; where KP and FP are deﬁned on the space Lm2 ð½0; dÞ by
formulas (5.44) and (5.45).
5.4. A generalized moment problem
Let N ¼ ðK; F ;X ;Cm; Jp;SÞ be an S-node that satisﬁes assumptions (A1), (A4)
and (A5), let AðlÞ ¼ UNðlÞ and let F2 ¼ FL be the generalized Fourier transform
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deﬁned by formula (5.18), when L ¼ ﬃﬃﬃ2p N2: Let SsfðNÞ ¼ SLsfðNÞ: Then
sASsfðNÞ 3
Z N

N
ðF2xÞðmÞdsðmÞðF2xÞðmÞ ¼ jjxjj2X ¼ jjF2xjj2BðEÞ ð5:47Þ
for every xAX ; where
ðF2xÞðmÞ ¼ lim
nk0
ðF2xÞðm7inÞ for a:e: point mAR:
If, mALK-R; then
ðF2xÞðmÞ ¼ 1ﬃﬃﬃpp F2ðI 
 mKÞ
1S
1=2x: ð5:48Þ
In particular, under the condition
measðspecðKÞ-RÞ ¼ 0; ð5:49Þ
the Parseval equality (5.47) may be rewritten asZ N

N
ðF2ðI 
 mKÞ
1S
1=2xÞ dsðmÞF2ðI 
 mKÞ
1S
1=2x ¼ jjxjj2X
for every xAX : This is equivalent to the operator identity
S ¼
Z N

N
ðI 
 mKÞ
1F 2 dsðmÞF2ðI 
 mKÞ
1; ð5:50Þ
where the integral is considered in the weak sense.
Sakhnovich formulated the following generalized moment problem:
Describe the set
SsfðK ; F2; SÞ ¼ fnondecreasing p  p mvf 0s sðmÞ on R: ð5:50Þ holdsg:
He solved this problem under a number of assumptions on the S-node N: In
particular, he assumed that specðKÞ is at most a countable set of points and that
ker F 2 ¼ f0g: The last condition is equivalent to (C2) for AðlÞ:
Theorem 5.18. Let N ¼ ðK ; F ;X ;Cm; Jp;SÞ be an S-node such that (A1) and (5.49)
are in force and the two conditions\
nX0
kerðF2KnÞ ¼ f0g and ker F2 ¼ f0g
hold. Let AðlÞ ¼ ANðlÞ; BðlÞ ¼ AðlÞV; EðlÞ ¼
ﬃﬃﬃ
2
p
N2BðlÞ fb3; b4gAapIIA and
w1ðlÞ ¼ b4ðlÞb3ðlÞ: Then:
(a) SsfðK; F2; SÞ ¼ SsfðEÞ and hence SsfðK ; F2; SÞa|:
(b) SppCDðTBÞ:
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(c) SsfðK; F2; SÞCðCðAÞÞsf ; i.e., if sASsfðK ; F2; SÞ; then there exists a Hermitian
matrix aACpp and a positive semidefinite matrix bACpp such that the mvf
cðlÞ ¼ ia
 iblþ 1
pi
Z N

N
1
m
 l 

m
1þ m2
 	
dsðmÞ; lACþ; ð5:51Þ
belongs to CðAÞ:
c ¼ TB½e for some eASpp: ð5:52Þ
Moreover, we can choose b ¼ 0:
(d) If (C4) is in force, then the matrices a and b in formula (5.51) are uniquely defined
by sðmÞ: Moreover, b ¼ 0:
(e) If (5.38) and (A6) are in force, then ðCðAÞÞsf ¼ SsfðK ; F2; SÞ and formulas (5.51)
and (5.52) define a correspondence between the three sets CðAÞ; SsfðK ; F2; SÞ and
Spp:
(f) If (5.38), (A6) and (C4) are in force, then formulas (5.51) and (5.52) define a one-
to-one correspondence between the three sets CðAÞ; SsfðK ; F2; SÞ and Spp:
Moreover, in formula (5.51), b ¼ 0 for every choice of cACðAÞ:
Proof. Under the given assumptions, conclusion (a) follows from statement (3) of
Theorem 5.4 and (b) follows from Lemma 2.4 and the fact that the condition
ker F 2 ¼ f0g is equivalent to constraint (C2), by statement (2) of Theorem 5.6.
Finally, (c)–(f) follow from (a) and Theorem 2.14. &
In his formulation of the generalized moment problem, Sakhnovich also
considered the set of Hermitian p  p matrices a such that
F1 ¼ iaF2 
 1pi
Z N

N
dsðmÞF2 KðI 
 mKÞ
1 þ m
1þ m2 I
 	
ð5:53Þ
for sASsfðK ; F2; SÞ:
Theorem 5.19. Let the S-node N ¼ ðK ; F ;X ;Cm; Jp;SÞ be such that the conditions
imposed in the last theorem are in force and let AðlÞ ¼ UNðlÞ: Then:
(1) SsfðK; F2; SÞCðCðAÞÞsf and, if sASsfðK ; F2; SÞ; then there exists a Hermitian
p  p matrix a such that
cðlÞ ¼ iaþ 1
pi
Z N

N
1
m
 l 

m
1þ m2
 	
dsðmÞ ð5:54Þ
belongs to CðAÞ and the pair fs; ag satisfy the operator identity (5.53).
(2) If sASsfðK; F2; SÞ and a ¼ aACpp satisfy the operator identity (5.53), then the
mvf cðlÞ; defined by formula (5.54) belongs to CðAÞ:
(3) If constraint (C4) is also in force, then for every sASsfðK ; F2; SÞ there exists
exactly one Hermitian p  p matrix a such that the pair fs; ag satisfies the
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operator identity (5.53). Moreover, if (A6) and condition (5.38) hold, then cACðAÞ
if and only if it admits a representation of the form (5.54) with sASsfðK ; F2; SÞ and
the pair fs; ag satisfies the operator identity (5.53).
Proof. Under the given assumptions, we have the following descriptions of the
RKHS’s HðAÞ and BðEÞ based on AðlÞ ¼ UNðlÞ:
HðAÞ ¼ F1
F2
 
ðI 
 lKÞ
1x: xAX
 	
ð5:55Þ
and
BðEÞ ¼ fF2ðI 
 lKÞ
1x: xAXg: ð5:56Þ
Let sASsfðK ; F2; SÞ; let cðlÞ be deﬁned in terms of the given sðmÞ by formula (5.54)
with some a ¼ aACpp and, for every gABðEÞ; let Zcg be deﬁned in terms of the
given sðmÞ and the considered mvf cðlÞ by the formula
ðZcgÞðlÞ ¼ cðlÞgðlÞ 
 1pi
Z N

N
1
m
 l dsðmÞgðmÞ: ð5:57Þ
Then, by Arov and Dym [16, Theorems 2.12, 2.14 and 2.16], there exists a choice of a
such that cACðAÞ and a mvf AcAUðJpÞ such that
HðAcÞ ¼
ðZcgÞðlÞ
gðlÞ
 
: gABðEÞ
 	
ð5:58Þ
and HðAÞ ¼HðAcÞ: Formulas (5.54)–(5.58) imply that
F1ðI 
 lKÞ
1x ¼ iaþ 1pi
Z N

N
1
m
 l 

m
1þ m2
 	
dsðmÞ
 
F2ðI 
 lKÞ
1x

 1
pi
Z N

N
1
m
 l dsðmÞF2ðI 
 mKÞ

1
x
¼ iaF2ðI 
 lKÞ
1x

 1
pi
Z N

N
dsðmÞF2 KðI 
 mKÞ
1 þ m
1þ m2
 	
ðI 
 lKÞ
1x:
Therefore, upon letting l ¼ 0; we obtain (5.53).
Conversely, if sASsfðK ; F2; SÞ and a ¼ aACpp are chosen so that (5.53) is in
force and if cðlÞ is deﬁned by formula (5.54) in terms of this choice of the pair fs; ag
then the preceding calculations run backwards show that HðAÞ ¼HðAcÞ: There-
fore, CðAcÞ ¼ CðAÞ and hence, as cACðAcÞ by Arov and Dym [16, Theorem 2.14],
cACðAÞ: This completes the proof of statements (1) and (2).
Finally, (3) follows from (1) and (2) and statement (f) of Theorem 5.18. &
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5.5. Solution of the bitangential inverse spectral problem in terms of S-nodes
Let the data fs; bt3; bt4; 0ptodg of the bitangential inverse spectral problem for
the canonical integral system (1.1) satisfy conditions (a)–(c) of Theorem 3.3 and let
cð0ÞðlÞ ¼ 1
pi
Z N

N
1
m
 l 

m
1þ m2
 	
dsðmÞ: ð5:59Þ
Then there exists a unique solution MðtÞ ¼ Mð0ÞðtÞ; 0ptod; of the bitangential
inverse input impedance problem with data fcð0Þ; bt3; bt4; 0ptodg such that the
matrizant AtðlÞ ¼ Að0Þt ðlÞ belongs to the class UsRðJpÞ; 0ptod: This solution MðtÞ
is at the same time a solution of the bitangential inverse spectral problem with given
data fs; bt3; bt4; 0ptodg: Formulas for MðtÞ and the corresponding matrizant AtðlÞ
are provided in [16, Theorems 4.4 and 4.2]. This matrizant may be expressed as the
characteristic function U *NtðlÞ of the de Branges functional model of the simple
Livsic–Brodskii node *Nt ¼ ðK˜t; F˜t; X˜t;Cm; JpÞ; where X˜t ¼HðAtÞ and, for
fAHðAtÞ;
ðK˜t f ÞðlÞ ¼ ðR˜t0 f ÞðlÞ ¼
f ðlÞ 
 f ð0Þ
l
and F˜t f ¼
ﬃﬃﬃﬃﬃ
2p
p
f ð0Þ ð5:60Þ
i.e.,
AtðlÞ ¼ U *NtðlÞ ¼ I þ il *FtðI 
 l *KtÞ

1 *FtJp: ð5:61Þ
However, since the matrizant AtðlÞ is unknown, we shall give a description of the
space HðAtÞ; that is adapted from [16], in terms of the given data
fcð0Þ; bt3; bt4; 0ptodg under the assumption that AtAUsRðJpÞ for every tA½0; dÞ:
This assumption guarantees that
Cðbt3; bt4; cð0ÞÞ ¼ CðAtÞ and CðAtÞ-C
3
ppa| for 0ptod:
Thus, there exists a mvf
ctACðAtÞ-HppN
for every tA½0; dÞ and hence the operator Mct of multiplication by ctðmÞ is a bounded
operator in L
p
2ðRÞ: The description of the space HðAtÞ is furnished in terms of the
operators
Ft11 ¼ PHðbt3ÞMct jHp2 ; F
t
22 ¼ P
Mct jHðbt4Þ; F
t
12 ¼ PHðbt3ÞMct jHðbt4Þ;
Y t1 ¼ PHðbt3ÞfMct þ ðMctÞ
gjHðbt
3
Þ ¼ 2RðFt11jHðbt
3
ÞÞ;
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385376
Y t2 ¼ PHðbt4ÞfMct þ ðMctÞ
gjHðbt4Þ ¼ 2RðPHðbt4ÞF
t
22Þ
and the spaces
Xt ¼Hðbt3Þ"Hðbt4Þ; 0ptod: ð5:62Þ
By Arov and Dym [16, Theorem 3.8],
HðAtÞ ¼

ðFt11Þg þ Ft22h
g þ h
 
: gAHðbt3Þ and hAHðbt4Þ
 	
: ð5:63Þ
Moreover, by Arov and Dym [16, Theorem 3.12], the operators
Lt ¼

ðFt11Þ Ft22
I I
 
:
Hðbt3Þ
"
Hðbt4Þ
264
375-HðAtÞ ð5:64Þ
are bounded with bounded inverses:
LtALðXt;HðAtÞÞ; L
1t ALðHðAtÞ; XtÞ
and
Lt Lt ¼ Dt; ð5:65Þ
where
Dt ¼
Y t1 F
t
12
ðFt12Þ Y t2
 
ALðXtÞ: ð5:66Þ
Next, we deﬁne the St-nodes Nt ¼ ðKt; Ft;Xt;Cm; Jp;StÞ by the formulas
Kt ¼ L
1t K˜tLt; Ft ¼ F˜tLt; St ¼ Lt Lt; 0ptod; ð5:67Þ
where Xt and Lt are deﬁned by formulas (5.62) and (5.64). Each such node Nt is a
simple St-node with characteristic function UNtðlÞ that coincides with U *NtðlÞ:
UNtðlÞ ¼ U *NtðlÞ ¼ AtðlÞ ¼ Im þ ilFtðI 
 lKtÞ

1
S
1t F

t Jp: ð5:68Þ
In this node, Kt ¼ Rt0 is the backward shift in the space Xt:
ðKtxÞðlÞ ¼ xðlÞ 
 xð0Þl ; xAXt ð5:69Þ
and, by formulas (5.60), (5.64) and (5.67),
Ftx ¼
ﬃﬃﬃﬃﬃ
2p
p 
ððFt11ÞPtþxÞð0Þ þ ðFt22Pt
xÞð0Þ
ðPtþxÞð0Þ þ ðPt
xÞð0Þ
" #
; ð5:70Þ
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where Ptþ and P
t

 are orthoprojections from Xt onto Hðbt3Þ and Hðbt4Þ;
respectively.
The formulas for the solution MðtÞ of the considered inverse problem may be
written in the terms of the St-node Nt as
MðtÞ ¼ 
i @At
@l
 
ð0ÞJp ¼ FtS
1t Ft : ð5:71Þ
Thus, as the operators Ft and St ¼ Dt have already been expressed in terms of the
given data, it remains only to ﬁnd expressions for the adjoint F t of the operator Ft
that is deﬁned by formula (5.70). Since PtþxAHðbt3Þ and Pt
xAHðbt4Þ;
ZðPtþxÞð0Þ ¼ /Ptþx; k
bt
3
0 ZSst ¼ /x; k
bt
3
0 ZSst
and
ZðPt
xÞð0Þ ¼ /Pt
x; l
bt
4
0 ZSst ¼ /x; l
bt
4
0 ZSst
for every ZACp and xAXt: Consequently,
Zxð0Þ ¼ /x; kbt30 Zþ l
bt
4
0 ZSst: ð5:72Þ
Now, let bt5; b
t
6AE-Sppin be chosen in such a way that
ðFt11ÞHðbt3ÞCHðbt5Þ and ðFt22ÞHðbt4ÞCHðbt6Þ: ð5:73Þ
We can, for example, choose bt5 ¼ et3ðtÞIp and bt6 ¼ et4ðtÞIp; where t3ðtÞ and t4ðtÞ are
the exponential types of bt3ðlÞ and bt4ðlÞ; respectively. Then for every xACp and
xAXt; we obtain
xððFt11ÞPtþxÞð0Þ ¼/ðFt11ÞPtþxÞ; k
bt
5
0 xÞSst
¼/Ptþx;Ft11k
bt
5
0 xÞSst
and
xðFt22Pt
xÞð0Þ ¼/Ft22Pt
x; l
bt
6
0 xSst
¼/Pt
x; ðFt22Þl
bt
6
0 xSst ¼ /x; ðFt22Þl
bt
6
0 xSst:
Consequently,
x½
ððFt11ÞPtþxÞð0Þ þ ðFt22Pt
xÞð0Þ ¼ /x;
Ft11k
bt
5
0 xþ ðFt22Þl
bt
6
0 xSst: ð5:74Þ
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Formulas (5.70), (5.72) and (5.74) imply that for every choice of x; ZACp and xAXt:
½x ZFtx ¼
ﬃﬃﬃﬃﬃ
2p
p
/x;
Ft11k
bt
5
0 xþ ðFt22Þl
bt
6
0 xþ k
bt
3
0 Zþ l
bt
4
0 ZSst
and hence that
F t
x
Z
 
¼
ﬃﬃﬃﬃﬃ
2p
p 
Ft11k
bt
5
0 k
bt
3
0
ðFt22Þl
bt
6
0 l
bt
4
0
24 35 x
Z
 
: ð5:75Þ
Thus, upon invoking (5.65), (5.67) and (5.75),
½x ZMðtÞ x
Z
 
¼ D
1t Ft
x
Z
 
; Ft
x
Z
  
st
: ð5:76Þ
Formula (5.76) with Ft given by (5.75) coincides with the formula for the solution
MðtÞ that was obtained earlier by another method in [16].
5.6. Comparison with some results on spectral problems for canonical systems by
Sakhnovich
The idea of applying the notion of an S-node and its characteristic function in the
investigation of direct and inverse spectral problems for canonical integral systems
(1.1), that was used in the preceding subsection, is adapted from the work of
Sakhnovich; see the monograph [48] and the references cited therein. In this
subsection, we will compare some of our results on the bitangential inverse spectral
problem with his.
In our approach to the inverse spectral problem, we consider a normalized
monotonic continuous chain of pairs fbt3; bt4g; 0ptod; of entire inner p  p mvf’s in
addition to the given mvf sðmÞ: This chain generates a nondecreasing continuous
family of subspaces of entire vvf’s Xt ¼Hðbt3Þ"Hðbt4Þ; 0ptod; in the space
L
p
2ðRÞ: Moreover, if the chain is deﬁned on the closed interval, 0ptpd; then the Xt
are subspaces of X ¼ Xd that are invariant under the action of the backwards shift
operator R0 in the space Xd :
In Sakhnovich’s approach to the inverse spectral problem, in addition to the given
mvf sðmÞ; he considers the colligation fK ; F2;X ;Pt; 0ptpdg; where X is a
separable Hilbert space, KALðX Þ; F2ALðX ;CpÞ and Pt; 0ptpd; is an increasing
continuous family of orthogonal projections in X such that the following conditions
are met:
(S1) P0 ¼ 0; Pd ¼ I and KPt ¼ PtKPt for every tA½0; d; i.e., the subspaces Xt ¼
PtX are invariant under K :
(S2) There exists a constant g40 such that
jjðPt2 
 Pt1ÞKðPt2 
 Pt1Þjjpgjt2 
 t1j for every t1; t2A½0; d:
(S3) specðKÞ ¼ f0g and ker K ¼ f0g:
ARTICLE IN PRESS
D.Z. Arov, H. Dym / Journal of Functional Analysis 214 (2004) 312–385 379
(S4) ðrange KÞ-ðrange F2 Þ ¼ f0g:
(S5) ker F 2 ¼ f0g:
Theorem 5.20 (Sakhnovich [48, Theorem 7.2]). Let the colligation
fK ; F2;X ;Pt; 0ptpdg satisfy conditions (S1)–(S5). Let sASsfðK ; F2; SÞ and assume
that the operator S ¼ SðsÞ; that is defined by formula (5.50) is invertible and that
S
1ALðX Þ: Then:
(i) The integral in formula (5.53) converges in the weak sense and, consequently, the
operator F
ðs;aÞ
1 ¼ F1ALðX ;CpÞ is well defined by formula (5.53) for every choice
of the p  p Hermitian matrix a:
(ii) The operators S ¼ SðsÞ and F ¼ F1
F2
h i
¼ F ðs;aÞ1
F2
h i
¼ F ðs;aÞ satisfy the operator
identity (5.4), i.e., Ns;a ¼ ðK ; F ðs;aÞ;X ;Cm; Jp;SðsÞÞ is an S-node.
(iii) The mvf MðtÞ ¼ MðaÞðtÞ; 0ptpd; that is defined in terms of the operators
St ¼ PtSðsÞjXt and Ft ¼ F ðs;aÞjXt ; 0ptpd;
by formula (5.71) is a continuous nondecreasing m  m mvf with Mð0Þ ¼ 0 and the
matrizant AtðlÞ ¼ AðaÞt ðlÞ; 0ptod; of the canonical integral system (1.1) with
this mass function is defined by formula (5.68).
(iv) The mvf sðmÞ is a spectral function of the canonical integral system (1.1) with mass
function MðtÞ ¼ MðaÞðtÞ; 0ptod:
Formula (3.3), which expresses the mvf’s MðaÞðtÞ in terms of the mvf Mð0ÞðtÞ and
the matrices a; is presented in [48, Remark 2.1, p. 61].
Sakhnovich also investigated the direct spectral problem for canonical
integral systems (1.1) with mass functions deﬁned by formula (5.71), by
consideration of an S-node with appropriate properties. He proved that the set of
all spectral functions sðmÞ of a canonical integral system (1.1) is at the same time the
set of all solutions of a generalized moment problem for the corresponding S-node N
and described this set as the set of spectral functions of the mvf cðlÞACðAÞ; where
AðlÞ ¼ UNðlÞ; see [48, Theorems 2.2–2.6] for the precise formulation. Our Theorem
5.18 is close to these results on the direct spectral problem and the generalized
moment problem.
The next theorem reformulates some of our results on the bitangential
inverse spectral problem in terms that are close to Theorem 5.20. To ease
the exposition, we shall assume that the given sAðCppÞsf satisﬁes the extra
constraint Z N

N
1
m
 l

m
1þ m2
 	
dsðmÞA (Cpp ð5:77Þ
and that the given chain fbt3ðlÞ; bt4ðlÞg is deﬁned on the closed interval 0ptpd:
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Theorem 5.22. Let the given data fs; bt3; bt4; 0ptpdg be such that
(1) sAðCppÞsf and constraint (5.77) is in force.
(2) fbt3; bt4g 0ptpd; is a normalized monotonic continuous chain of pairs of entire
inner p  p mvf’s.
Let K ¼ R0 be the backwards shift operator in the space X ¼Hðbd3Þ"Hðbd4Þ; let
F2x ¼
ﬃﬃﬃﬃﬃ
2p
p
xð0Þ for xAX and let Pt be the orthogonal projection of X onto Xt ¼
Hðbt3Þ"Hðbt4Þ; 0ptpd: Then:
(a) The colligation fK ; F2;X ;Ptg; 0ptpd; satisfies conditions (S1) and (S3).
(b) The mvf sASsfðK ; F2; SÞ and the operator S ¼ SðsÞ defined by formula (5.50)
belongs to LðX Þ: Moreover, S is invertible and S
1ALðXÞ:
(c) Conclusions (i)–(iv) of Theorem 5.20 are in force and the monodromy
matrix AdðlÞ ¼ AðaÞd ðlÞ belongs to the class UsRðJpÞ for every p  p Hermitian
matrix a:
(d) Formula (3.3) describes the set of all solutions MðtÞ; 0ptpd; of the bitangential
inverse spectral problem with given data fs; bt3; bt4; 0ptpdg for which the
monodromy matrices belong to the class UsRðJpÞ: Moreover, if sAðCppÞsf
satisfies constraint (5.77), then every continuous nondecreasing solution MðtÞ (with
Mð0Þ ¼ 0) of the inverse spectral problem, with spectral function sðmÞ and
monodromy matrix of the class UsRðJpÞ; may be obtained this way, i.e., there exist
a normalized monotonic continuous chain of pairs fbt3; bt4g; 0ptpd; of entire inner
p  p mvf’s such that MðtÞ is the solution of the bitangential inverse spectral
problem with data fs; bt3; bt4; 0ptpdg:
(e) Condition (S5) is in force for the operator F2 if and only if the mvf w1ðlÞ ¼
wd1ðlÞ ¼ bd4ðlÞbd3ðlÞ satisfies the condition
w1ðoÞw1ðoÞoIp for at least one ðand hence everyÞ point oACþ:
(f) Conditions (S3) and (S4) are in force for the pair of operators K and F2 if and only
if the mvf w1ðlÞ satisfies one of the following equivalent implications:
x
 w1ðmÞZALp2 ) x ¼ Z ¼ 0;
x
 w1ðlÞZAHp2 ) x ¼ Z ¼ 0;
x
 w1ðlÞZAHðw1Þ ) x ¼ Z ¼ 0
for x; ZACp:
We do not require condition (S2) to be in force for our colligation. However, we
do restrict our attention to the class of solutions MðtÞ; 0ptod; for which the
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monodromy matrix AdðlÞAUsRðJpÞ: Constraint (5.77) guarantees that MðaÞðtÞ;
0ptod; belongs to this class for every p  p Hermitian matrix a:
Our analysis is not based on the generalized moment problem that is considered
in the investigation of direct and inverse problems by Sakhnovich. Instead, we
consider a chain of generalized Carathe´odory interpolation problems
GCIPðbt3; bt4; cÞ; 0ptod; in which the given data is a mvf cACpp and a
normalized monotonic continuous chain of pairs fbt3; bt4g; 0ptod; of entire inner
p  p mvf’s. In these problems, the set Cðbt3; bt4; cÞ deﬁned by (1.27) is the set of
solutions to the GCIPðbt3; bt4; cÞ: Every such problem is equivalent to a generalized
Krein extension problem for helical mvf’s gðsÞ that correspond to mvf’s cACpp via
the formula
cðlÞ ¼ l2
Z N
0
eilsgðsÞ ds; gð0Þp0; lACþ;
see [8]. In the strictly completely indeterminate case, which is characterized by the
condition
Cðbt3; bt4; cÞ- (Cppa|; ð5:78Þ
the set Cðbt3; bt4; cÞ is described by formula
Cðbt3; bt4; cÞ ¼ CðAtÞ; 0ptod; ð5:79Þ
where AtAE-UðJpÞ; Atð0Þ ¼ Im and fbt3; bt4gAapIIðAtÞ for every tA½0; dÞ:
The mvf’s AtðlÞ; 0ptod; with these properties are uniquely deﬁned by the
data that is given for each GCIP. Moreover, in view of condition (5.78) and
formula (5.79), AtAUsRðJpÞ for every tA½0; dÞ: Theorem 7.10 of [14] identiﬁes AtðlÞ;
0ptod; as the matrizant of a canonical integral system (1.1) with a non-
decreasing continuous m  m mvf MðtÞ on ½0; dÞ with Mð0Þ ¼ 0: In this way,
we obtained an existence and uniqueness theorem in [14], under assumption (5.78).
The formulas for MðtÞ and AtðlÞ; 0ptod; that were established ﬁrst
in [16] and then again in the preceding subsection of this paper, exploited
the description of the RKHS HðAÞ for AAUsRðJpÞ that we presented in [16,
Theorem 3.8].
Krein solved inverse problems for a class of systems that, in our terminology,
correspond to choosing bt3ðlÞ ¼ eatðlÞIp and bt4ðlÞ ¼ ebtðlÞIp; where aX0; bX0 and
aþ b40: In this case, the GCIPðbt3; bt4; cÞ is equivalent to the Krein problem of
extending a given helical mvf gðsÞ from the interval ½0; ðaþ bÞt onto the interval
½0;NÞ: Thus, our method of solving inverse problems for canonical integral systems
of the form (1.1) based on a chain of bitangential interpolation problems follows a
strategy that was initiated by Krein, but for general normalized monotonic
continuous chain of pairs of entire inner mvfs.
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