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In  the  past  decade  there  has  been  considerable  interest  in  transitioning  helicopter  fatigue 
design  from  safe‐life  to a damage  tolerance approach.  In  the  fixed‐wing aircraft community, 
the damage  tolerance approach has been successfully employed  for many years and yielded 
improvements  in  safety  and was  believed  to  lead  to  a  reduction  in  the  cost  of  ownership. 
Consequently helicopter manufacturers and airworthiness regulators worldwide have a strong 
interest in adopting the damage tolerance approach to replicate the success in the fixed‐wing 
aircraft  design. However,  due  to  the  difference  in  loading  sequences,  design  requirements, 
materials,  and  non‐destructive  inspection  (NDI)  techniques,  the  well‐established  damage 
tolerance approach for fixed‐wing aircraft has not yet been able to yield any major benefits for 
helicopters. The key challenges facing the application of damage tolerance methodologies to 
helicopters are the  lack of understanding of  load sequencing effects under helicopter  loading 
conditions,  inadequacy  of  our  ability  to  predict  fatigue  crack  growth  in  the  near  threshold 
regime, and the extremely  large number of fatigue cycles experienced by a helicopter during 
service. This thesis aims to develop an improved fatigue life prediction technique for helicopter 
loading  sequences,  with  two  specific  focal  areas  ‐  fatigue  crack  growth  models  for  near‐
threshold  regime,  and  the  application  of  damage  tolerance  methodologies  to  helicopter 
loading sequences. 
 
In  order  to  achieve  these  goals,  four  related  analyses  were  conducted  to  investigate  the 
problems  relating  to  fatigue  life  prediction  under  helicopter  loading  conditions, with  each 
analysis targeting a separate issue. The safe‐life approach is still the dominant design method 
used  for  the  helicopter  components  and  the  S‐N  curve  is  an  important  tool  used  for  this 




Reducing  the  number  of  cycles  associated with  the  runout  (truncating  tests) will  not  only 
shorten  the  S‐N  curves,  but  also  alter  the  shape  of  the  curves,  and  consequently  lead  to 
different  life  predictions.  The  second  investigation  focused  on  the  influence  of  potential 
sequencing  effects  during  the  process  of  helicopter  spectrum  reconstitution.  The  results 
revealed  that  the  reverse  rainflow  reconstitution method  could  provide  reconstituted  load 




the  use  of  Effective  Block  Approach  (EBA,  an  emerging  approach  to  fatigue  life  prediction 
under variable‐amplitude loading) to improve crack growth predictive capability for helicopter 
loading sequences. It was found that EBA is applicable under helicopter loading conditions and 
its use  could provide a more  robust alternative  for predicting  crack growth  life without  the 
need to calibrate the crack growth models. The final analysis addressed the role of roughness 
induced  crack  closure  on  fatigue  crack  growth  in  the  near‐threshold  region.  The  results  of 
experimental  tests  and  modelling  showed  that  the  fracture  surface  roughness  could  be 
quantified  over  a  wide  range  of  stress  ratios.  A  new  modelling  technique  combining  the 
plasticity‐induced‐crack‐closure  and  roughness‐induced‐crack‐closure  mechanisms  was 
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Aircraft  components may  experience  different modes  of  failure. One major  failure mode  is 
fatigue  cracking, which  can  be  the  dominant  factor  limiting  the  life  of mechanical  devices 













defect),  and  the  limit  on  life was  the  ultimate  failure,  due  to  the  development  of  cracks. 
However, in practice, the fatigue life of a component is affected by many other factors, such as 
material variability, surface machining, and  in‐service  induced damage (tool drops,  impact by 
foreign objects), which may lead to increased risk that the components would fall short of their 
anticipated  lives  (which were based on carefully machined specimens). For example,  the S‐N 
data used  in  safe‐life prediction  generally  exhibit  a  large  scatter  especially  in  the  very  high 
cycle  region,  where  small  pre‐existing  damage  sites  can  have  a major  influence  on  crack 
















became  more  prevalent  in  aircraft  construction.  However,  this  led  to  unforeseen 
consequences; for example,  in 1969 an F‐111 aircraft with a wing pivot fitting constructed of 
very high strength steels, and with a design safe operating life of at least 4,000 hours, crashed 
after only 105  flight hours due  to  the presence of an undetected defect  [3]. This and other 





To  overcome  these  deficiencies,  a  damage  tolerance  approach was  developed, which was 
initially  used  successfully  in  the missile  and  spacecraft  sector  [1,  3,  4].   Under  the  damage 
tolerance design methodology, components are assumed to have pre‐existing cracks (damage) 
and the design is focused instead on managing the fatigue process of crack propagation rather 
than  the  total  life  (crack  initiation  and  propagation)  as  in  the  case  of  safe‐life  design.  This 









Federal  Aviation  Regulations  for  transport  category  rotorcraft  (FAR  29.571)  [5,  6].  Many 
believed  that  by  adopting  the  damage  tolerance  approach,  the  success  in  the  fixed‐wing 
aircraft  design  could  be  replicated  in  the  helicopters.  However,  due  to  the  differences  in 
loading  sequences,  design  requirements,  materials,  and  non‐destructive  inspection  (NDI) 
techniques,  limited  attempts  to  apply  the  well‐established  fixed‐wing  aircraft  damage 
tolerance approach has not yielded any major benefits for helicopters. Marquet and Struzik [7] 
summarised  some  of  the  difficulties  of  applying  damage  tolerance methods  to  helicopters, 
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identifying the major  issues as (a) the  lack of understanding of  load sequencing effects under 
helicopter loading conditions, and (b) inadequate predictive capability for fatigue crack growth 
in  the near  threshold  fatigue  crack growth  regime  (i.e.  relatively  low  loads, and  short  crack 






The overall aim of this research  is to develop  improved fatigue  life prediction techniques for 
helicopter  loading sequences, with particular focus on fatigue crack growth models for near‐
threshold growth and the application of damage tolerance methodologies. A major feature  is 







The  fatigue  endurance  limit  refers  to  the  loading  below  which  no  fatigue  failure 
damage is assumed to occur. Currently there are no standard definitions [8, 9] for the 
number of  cycles at which  testing of un‐failed  specimens  is  terminated  (the  runout) 
and  its association with the fatigue endurance  limit. This definition of runout and the 
associated  fatigue endurance  limit are expected  to have an effect on  the S‐N curves 
constructed  from discrete  fatigue  test data, which  in  turn affects  the  life prediction 
under safe‐life design. Helicopter components experience significantly more  low‐load 
cycles than the typical load sequences of most fixed‐wing aircraft, suggesting that they 
may  be  particularly  sensitive  to  any  impact  that  this  definition  of  runout  has  on 





2) To what  extent  does  the  effect  of  load  sequence  influence  the  robustness  of  crack 
growth prediction under helicopter loadings? 
Typically, helicopter  loadings are gathered and presented  in  the  form of exceedance 
data  that  no  longer  contain  information  of  the  actual  load  sequence.  In  order  to 
conduct experiments to validate designs, a  load spectrum needs to be reconstructed 
from the exceedance data. Different techniques have been developed to generate load 
spectra,  with  each  technique  producing  a  specific  sequence  that  yields  different 
fatigue  life. Given  that  the  objective  of  the  experimental  tests  is  to  determine  the 
fatigue  life  most  likely  to  be  encountered  during  service,  a  statistical  analysis  is 




and more  confidence  in  the methods used.  It  also has  the potential  to  simplify  the 
overall design and test process. 
 




and sensitive ab  initio modelling, and has had some success  in  fixed‐wing platforms, 
where, with  some  limitations,  it  seems  to be able  to  improve  the accuracy of  crack 





4) What are  the effects of  stress  ratio and  stress‐intensity  factor  range on  the  fracture 
surface roughness? 
The threshold region of fatigue crack growth  is of particular  importance to helicopter 
fatigue  life,  as  crack  can  grow  slowly  under  numerous  load  cycles  of  relatively  low 
amplitude and high stress ratios.   Crack growth  in  this regime  is dominated by crack 
closure  during  part  of  the  fatigue  loading  cycle,  with  the  closure  regarded  as 
dominated by plastic wake behind  the crack  tip.   However  it  is generally  recognised 
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that other  crack  closure mechanisms  apart  from plasticity play  an  important  role  in 
this region.  In Chapter 6 the relationship between surface roughness and stress ratio 
and  stress‐intensity  factor  range  will  be  investigated.  If  a  quantitative  relationship 
between fracture surface roughness and applied  load ratio and stress‐intensity factor 






and  plasticity‐induced  crack  closure  (PICC),  however,  each  of  the models  had  some 
issues.  Some  of  these models  consider  RICC  and  PICC  as  two  individual  problems 
neglecting  the  potential  interaction  of  the  two mechanisms.  Others  represent  the 









are  given  in  later  chapters). While  it  could  be  argued  that  this  component might  not  fully 
represent  all  aspects  of  dynamic  components  in  helicopters,  being  able  to  choose  a  real 










Chapter 1 presents  a  short  introductory background, overview of  the project  and  identifies 
goals of the project.  
 




Chapter 3 presents  the  investigation on  the  influence of endurance  limit on  the accuracy of 
safe‐life prediction. The goal of  this chapter  is  to  investigate what  is potentially a significant 




Chapter  4  presents  the  results  of  the  investigation  into  the  effect  of  load  sequencing. 
Sequences generated from reversed rainflow reconstitution technique are compared to other 
techniques  to  evaluate  the  benefits  and  robustness  of  the  reversed  rainflow  reconstitution 
technique. 
 
Chapter 5 describes  analyses of  the Effective Block Approach under helicopter  loading. The 
analysis  aims  to  give  an  indication  of  whether  a  more  accurate  and  robust  prediction 
technique could potentially be applied for helicopter fatigue life predictions. 
 
Chapter  6  relates  to  the  last  two  research  questions  on  fracture  surface  roughness.  This 
chapter  describes  the  importance  of  the  threshold  region  to  helicopter  fatigue  and  a  key 
concept  identified  (crack  closure).  It  also  describes  the  formulation  of  fracture  surface 
roughness  representation and demonstrates how  the  formulation  could aid a better  fatigue 
crack growth prediction. 
 
Chapter  7  summarises  all  the  findings  of  this  thesis  and  suggests  possible  further ways  to 

















Apart  from  the need  to meet existing airworthiness  regulations  (FAR 29.571),  the helicopter 
industry  is also  interested  in moving towards damage tolerance designs to take advantage of 
the  potential  benefits.  Safe‐life methodology  has  a  lot  of  built‐in  conservatism.  In  a  study 
conducted by Thompson and Adams [2, 11], a component with a mean life of two million flight 




In a  round  robin  study  conducted by American Helicopter Society  (AHS)  in 1980’s, different 







used  on  helicopter  design.  They  are  safe‐life methodology,  damage  tolerance methodology 
and flaw tolerance methodology. 
 
Safe‐life design  can be used  if  design  under  the damage  tolerance  concept  is  shown  to be 
impractical;  this would  arise  in  cases with  limitations  on  geometry,  inspectability  and  good 
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design  practice  (which  includes  items  like  design  complexity,  component weight,  cost  and 





Safe‐life methodology  is  the classical design methodology against  fatigue. This method used 
material  data  in  the  form  of  S‐N  curves with  a  damage  accumulation model,  typically  the 
Palmgren‐Miner (P/M) linear cumulative damage rule [16], to predict a safe operational period. 
Figure  2‐1  shows  a  simple  summary  of  the  process  and  elements  involved  in  safe‐life 
prediction. Basically, there are three major components, S‐N curves (the left branch of Figure 






Safe  life design  is based on  the concept  that  the component  is designed  to not  fail within a 
certain defined period. In practice, this translates to an approach based on treating fatigue as a 
crack formation process [1],  i.e. the life of the component is determined from the time it goes 




this method  doesn’t  require  any  special  inspections  [15].  In  terms  of  practical  testing,  S‐N 
curves are usually taken to the point of failure. Safe‐life approach tries to extend the fatigue 
life by delaying  the  crack  initiation process  through  the  choice of material  and maintaining 
most of the stress level below the endurance limit.  
 
Safe  life design  for an airframe will usually be supplemented by safety  factors which ensure 
that a failure will occur in about 1 in 1000 cases before the fleet is retired.  However, individual 
















When using  this method with variable amplitude  loading, a  counting method  is  required  to 





by N)  and  the  applied  stress  (symbolised  by  S).  S‐N  curves  are  usually  generated  for  each 
different material, environment  and  stress  concentration.  These  S‐N  curves  typically exhibit 
large variations, especially  in the  low stress, very high cycle region, where  it  is  important  for 
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helicopter design. The  reason  for  the  variability  in  this  regime  is  that  the  life  is particularly 






Different designers  tend  to use different methods  to produce  the  curve, but  they  generally 
follow similar procedures. There are usually a  few stages of  forming  the working S‐N curves. 
First, coupons are  tested at different R‐ratios  (where R  is the ratio between minimum stress 
and maximum stress, i.e. Minimum load/Maximum load). These curves would be combined to 
form a mean curve by reducing to a single R‐ratio. One way of achieving this is by converting all 
data  to  an  R‐ratio  of  zero  (such  as  the method  described  in Metallic Materials  Properties 





the  designer.  In  factoring  on  life,  a  reduction  factor  of  three  to  nine  is  typically  used.  This 
factor  effectively  translates  the  curve  to  the  left,  see  Figure  2‐3.  Factoring  through  stress 
would  effectively  shift  the  curve  downward,  and  here,  typically,  a  factor  of  three  standard 
deviations  is used. However,  the actual value depends on  the designer and  the distribution 
assumed.  Since  factoring  through  life  is more effective  in  the  low  cycle  region of  the  curve 




(in  Figure 2‐3,  the difference between  the black and blue  curves  in  the  low  cycle  regime  is 






One  of  the material  properties  that  can  be  identified  by  the  S‐N  test  is  the  fatigue  limit. 
Ferrous materials and  titanium  tend  to display an endurance  limit  ‐ a stress below which no 
failure will occur;  in contrast, aluminium alloys display a steadily‐decreasing stress‐to‐failure, 
although  the  decrease  can  be  very  slow.  Historically,  the  fatigue  limit  is  the  horizontal 
asymptote  that  the  S‐N  curve  approaches. Because many materials do not exhibit property 
well‐defined limit, the endurance limit is defined as the stress to achieve a specified number of 
cycles. In either case, it is assumed that below the limit fatigue failure will never occur [23, 24]. 




the  testing  would  be  continued  to  a  point which  exceeds  the  potential  service  condition. 
Unfortunately,  as the stress decreases, the fatigue life increases rapidly, leading to an increase 
in the test time, and these tests would need to be stopped at some point, either due to test 








To prevent an  indefinite  test  time, a high number of cycles  is defined  such  that  test will be 























The  literature,  therefore,  suggests  that  it  is  vital  to  select  an  appropriate definition  for  the 
number  of  cycles  associated  with  runouts.  In  addition,  since  the  S‐N  curves  are  created 
statistically, the number of runouts, and changes to the treatment of runouts could affect the 
S‐N  curve  shape. One  of  the  research  questions  of  this  thesis  is  to  look  into  the  effect  on 
changing  the  cycles  associated  with  runouts.  This  enables  a  better  understanding  of  the 








indicated  earlier,  by  unexpectedly  short  service  lives  for  some  safe‐life  aircraft.  The main 
difference between the damage tolerance approach and the classical safe‐life approach is that 
in  damage  tolerance  design,  it  assumed  that  there  is  a  pre‐existing  crack  in  the  structure 
before  it  goes  into  service.  This  assumption has  changed  the  focus of  the  fatigue problem, 











features  in the structure.   This allows failure of a single  load path, subject to the proviso that 


















the ΔK corresponding to a crack growth rate of 10‐10 m/cycle  [40]. Region  II displays a  linear 



















crack  growth/ΔK  relation  at  different  R  ratios.  However,  other  equations  such  as  those 
developed by Forman [44] and Walker [45],  include the R ratio effect, allowing estimation at 
different R ratios. Apart from these models, a table‐look‐up scheme could also be employed in 






equation  [45]),  others  (such  as  Collipriest  Equation  [47]  and  Forman  Equation  [44])  try  to 
simulate  the  upper  and/or  lower  bounds.  The main  purpose  of  these models  is  that  they 
enable the predictive crack growth model to utilise the available experimental results. 
 
The Paris  law  is  the most basic model  for  the  crack growth data as  shown  in Equation 2‐1: 




One of  the core elements  in  the damage tolerance design approach  is  the prediction model, 
many  of which  have  been  proposed  and  refined  to  enhance  the  prediction  of  fatigue  life. 














Yield  zone models  were  the  first  attempt  to  take  in  account  of  retardation  effect.  These 
models  assumed  that  an  overload  (ie  a  cycle whose  load  significantly  exceeds  that  of  the 








Elber  [51,  52].  Through  experiments,  Elber  concluded  that  only  part  of  the  applied  loading 
cycle  contributes  to  crack  propagation.  As  the  crack  grows,  the  plastic  zone  created  by 
previous  load history becomes a plastic wake behind  the  crack  tip and  this wake will  try  to 
close the crack.  In order for the crack to propagate, the remote applied  load must overcome 
the residual force created by the wake  in order to separate the two fracture surfaces so that 
the  crack  is opened  for propagation.  The  applied  stress when  the  crack  is opened  is  called 
opening stress (So), and stresses from the opening stress to the maximum stress of the cycle 
would  contribute  to  crack propagation.  In  effect,  only  a part of  the normal  stress  intensity 




In crack opening concept,  the crack opening  load under variable amplitude  load are derived 
empirically  through measurement  from  constant  amplitude  loading. Whereas  in  strip  yield 
models,  the  plasticity  induced  crack  closure  are  calculated.  [57]  The  Dugdale model  is  an 
example of  strip yield model and  it was originally designed  for  fracture  in  thin  sheet, hence 
plane stress conditions, but was modified with an empirical constraint  factor  to handle both 
plane  strain  and  plane  stress  conditions.  There  are  a  few models  developed  based  on  this 




FASTRAN  is a  fatigue crack growth model created by Newman  [60, 66]. This model  is a strip 
yield model developed based on the Dugdale model but modified to leave plastic deformation 
in the wake. This model divided the crack into three regions. A schematic representation of the 
model  that applied maximum and minimum  stress  is  shown  in Figure 2‐5.  In  the  schematic, 

















constraint  factor  to  simulate  the  plane  strain  and  plane  stress  conditions.  In  plane  strain 









is  governed  by  five  constants  (C1  to  C5).  The ܥଵ߂ܭ௘௙௙஼మ  part  derives,  essentially,  from  Elber’s 



















  ߂ܭ௢ ൌ ܥଷ െ ൬1 െ ܥସ ܵ௠௜௡ܵ௠௔௫൰  Equation 2‐4 
And 
  ߂ܭ௘௙௙ ൌ ሺܵ௠௔௫ െ ܵ௢ሻ√ߨܿܨ  Equation 2‐5 
And 




  ܭ௠௔௫ ൌ ܵ௠௔௫√ߨܿܨ  Equation 2‐7 
 
2.1.2.3 Initial crack size 
The  key  difference  between  the  damage  tolerance  approach  and  safe‐life  approach  is  the 
assumption  of  initial  cracks  in  the  structure.  The  initial  crack  size  defines  the  pre‐existing 
damage in the component and it plays a vital role in life prediction. The initial crack size chosen 
for a component depends on many factors, such as the material, manufacturing process, initial 
NDE,  and maintenance  processes.  Apart  from  sharp  cracks,  the  helicopter  community  also 
consider  flaws, which  include  defects  such  as  nicks,  scratches,  and  corrosion.  Since  cracks 








suggested adoption of some  initial crack sizes  for use  in  the helicopter  industry. These sizes 
can  be  grouped  into  a  few  categories.  First,  the  initial  crack  size  suggested  for  dynamic 
components  and  the  airframe  are  different,  due  to  the  substantial  differences  in  loading. 
Second,  there  are  two  types  of  assumed  cracks;  they  are  initial  quality  cracks  and  “rogue” 
cracks.  Initial quality cracks  represent  typical cracks  that occur during normal manufacturing 
and maintenance.  Rogue  cracks  on  the  other  hand  represent  cracks  that  could  be  created 








flaws  as  the  initial  quality  cracks.  However  these  values  are  probably  outdated  due  to 
technological advances  in quality  control. Bate, Crawford & Chamberlain  [73] and Everett & 
Elber [13] had shown that through investigation by Sikorsky and Georgia Tech, some helicopter 
dynamic components could be managed  through damage  tolerance approach, with a    lower 
bound achieved for the initial crack size being 0.125mm. In 1999, a paper prepared by the joint 





Depending on  the material used,  these crack  sizes might be  classified as  small cracks. Small 

















The  flaw  tolerance  approach,  also  known  as  flaw‐tolerant  safe‐life  or  enhanced  safe‐life 
approach, can be seen as an extension of  the  traditional safe‐life method  [79] and  it  is only 





structure  from  failing  in  cases  when  serious  corrosion,  accidental  damage  or 
manufacturing/maintenance flaws occur within the specified retirement or inspection intervals. 
Flaw  tolerance  approach  considers  barely  detectable  flaws  and  clearly  detectable  flaws. 
“Barely detectable  flaws”  represent manufacturing  or  service‐related  flaws  that have  a  low 
probability of detection. “Clearly detectable flaws” are manufacturing or service‐related flaws 
that have a high probability of detection by  the prescribed  inspection method.  It  should be 
noted  that  the  flaws considered here are not cracks and  crack  initiation has not necessarily 














scale  testing.  Multiple  specimens  with  barely  detectable  flaws  are  needed  to  determine 
retirement  time and at  least one  specimen with  clearly detectable  flaws  in a  critical area  is 
needed to work out the inspection intervals [79].  
 
The  retirement  time  is  determined  by  assuming  that  all  critical  sites  consist  of  barely 
detectable  flaws.  Using  the  developed  S‐N  curves  and  P/M  rule,  the  retirement  time  is 
calculated  through  traditional  safe‐life method.  The  inspection  interval  is  determined  in  a 
similar manner to the retirement time, but with the assumption that clearly detectable flaws 
exist  in all critical sites. Generally speaking, at  least  three  inspections must occur before  the 
component  reaches  its  retirement  time. During  inspection,  the  flaw  tolerance methodology 
focuses on detecting the existence of flaws but not cracks. If flaws are found, the component is 












part because damage  tolerance offers a global  framework  for managing aircraft  safety  for a 
very wide  range of damage  (including corrosion,  impact, damage  to  systems)  the helicopter 
manufacturing  industry  and  operators  are  attracted  to  its  potential  benefits.  The  damage 
tolerance approach has been very  successfully applied  to  fixed‐wing aircraft and  there have 




















a sustained high mean  load on many critical parts of  the structure and  transmission system, 





non‐damaging.  This  provides  two  immediate benefits:  first,  as  the  damaging portion of  the 
spectrum  is considered  to be shorter, a more economical  life  is achieved; second,  in  fatigue 











size [5]. This makes  it difficult to reduce the stress  in the components, and almost  invariably 
leads to the choice of using a high strength material. The motion requirements lead to several 
problems if damage tolerance approach is applied to these components. Firstly, if the size of a 
component  is  allowed  to  increase,  it  would  lead  to  a weight  penalty  [5].  The  alternative, 
increasing the strength of the material, leads to problems similar to those which resulted from 
the  use  of  high‐strength  materials  in  fixed‐wing  platforms;  increasing  the    strength  of  a 
material  usually  reduces  its  fracture  toughness,  so  that  it  often  displays  small  critical  crack 
sizes, leading to restricted crack growth capacity and making it a poor choice for material used 
for  damage  tolerance  approach  [7,  13,  81].  In  addition  there  is  a  factor  which  is  often 
overlooked  ‐  exploiting  a  high  strength material  requires  use  of  high  stresses,  and  this  of 
course  readily promotes  crack  growth  as  a  result of  the power‐law  governing  fatigue  crack 
growth. 
 
If  the damage  tolerance method used by  the  fixed‐wing community were applied directly  to 
helicopters, due to the nature of the load spectra and size limit, it would require a very short 
inspection  interval,  imposing an unacceptably  large cost burden to the operator or making  it 







There  are  several  analyses  and  attempts  for  adopting  damage  tolerance methodology  on 
helicopter dynamic components. In 1983, Sikorsky Aircraft was contracted by USAF to conduct 
a  damage  tolerance  assessment  of  some  HH‐53  helicopter  components.  Through  their 
assessment,  they  found  that  several  components  could  be managed  by  damage  tolerance 
methodology  if  cracks  of  length  of  0.125mm  to  0.254mm  could  be  detected,  but  other 
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components  required  redesign. Also  found  in  the  study,  some  components  showed  a  large 
discrepancy between the lives predicted using the safe‐life approach and that arising from the 
damage tolerance approach. For example, the spindle threads in the tail rotor have a safe life 
of  11,000  hours. However,  the  corresponding  crack  propagation  time  is  only  10  hours  [4]. 
These results highlighted the different performance of the two methods. 
 
Michael, Dickson  and  Campbell  [74]  selected  four  principal  structural  elements  (PSE)  for  a 
theoretical redesign to fulfil the damage tolerance requirements. The four PSE were main rotor 
yoke, main  rotor  spindle, main  rotor  rephase  lever  and  collective  lever.  Three  of  the  four 




under  the  updated  FAR  29  regulation.  It  attempted  to  implement  damage  tolerance 
methodology on  its dynamic components  from  the  initial design process. But due  to motion 
requirements,  the  weight  penalty  and  the  projected  burden  on  the  operator  led  to  the 
extensive use of flaw tolerance methodology to fulfil the certification [5]. As an example, this 
has shown that the main rotor hub could be designed with both damage tolerance and  flaw 




To  gain  a  better  understanding  of  the  damage  tolerance  approach  on  helicopters  and  to 
identify the area of  improvement needed, Cranfield University hosted a round robin exercise 
to benchmark  the  industry ability on calculating  fatigue crack growth  life on helicopters  [82, 




due  to  the difficulties of specifying  the crack  length when  it  turns  into  the  flange. Note  that 
there  is  considerable  residual  life after  the assumed  failure  crack  length  [82]. Two  full  scale 






other researchers  [7, 14, 84, 88] had  identified  that  the near  threshold regime crack growth 
rate was not properly handled and the load interaction effect due to these specific helicopter 








2.3 Cycle	 counting,	 spectrum	 reconstitution	 and	
sequencing	effect	
To  conduct  any  fatigue  analysis  a  load  spectrum  is  required.  The  load  spectrum  is  usually 
created by combining measured flight loads and the usage spectrum as shown in the top right 
hand  side  of  Figure  2‐1.  This  process  usually  involves  cycle  counting, which  is  a  process  of 
reducing  a  load  sequence  into  discrete  cycles,  and  spectrum  reconstitution,  which  is  the 
reverse process  that  combines  cycles  into a  sequence. Cycle  counting  is also used by many 
fatigue life prediction models that calculate cack growth on a cycle‐by‐cycle basis, such as P/M 
rules  and  FASTRAN.  The  following  subsections  explain  the  process  of  cycle  counting  and 





To ensure  the safety of aircraft,  it  is always  recommended  that an accurately  recorded  load 
history  be  used  to  aid  fatigue management.  Historically,  due  to  the  need  to  store  a  large 
amount of data, cycle counting was used as a way  to  reduce  storage  space by  reducing  the 
load  history  into  constant  amplitude  cycles  [10].  Also  these  load  histories  are  generally 
complex and  cycle  counting procedure were needed  to break  the  load history  into a  set of 
constant amplitude (CA)  loadings so that they could be used  in fatigue  life prediction [1, 90]. 
These  counted data  are  often displayed  in  an  exceedance diagram  to  show  the number of 
times a particular  load  level has been exceeded. The counted data are  sometimes  shown  in 
matrix form with the number of cycles for each combination of peak and trough. The matrix 
has two  forms, one with two axes showing the starting and ending  levels  (referred to as To‐












of  the  loads.  When  these  loadings  are  used  for  reconstitution  (see  Section  2.3.2),  the 
sequencing  effect  or  the  load  interaction  behaviour  of  the  reconstructed  spectrum  will 
inevitably be different to the original spectrum (this will be further discussed in Section 2.3.3). 
Some  counting  methods  attempt  to  retain  more  information  about  the  load  history  by 
increasing  the number of parameters used.  If only  the stress  range  is used  for counting,  the 
method  is  called  the  one‐parameter method;  examples  of  the  one‐parameter method  are 








might  be  undetected  by  other methods  [10].  Also,  rainflow  counting  provides  a  consistent 
count  even  if  the  load  history  is  reversed,  and  this  cannot  be  provided  by  other methods. 
Perrett [10] using the peak‐trough detection (also known as rising‐side reflection), counted the 




to  counting  dependent  sequencing  effects.  The  difference  in  counting  done  by  Perrett  is 

















imagined to be dropping  from these roofs to define cycles,  is allowed to drip  from the roofs 
and continue, but must stop when it: 1) reaches a more negative minimum if it was initiated at 
a minimum; 2)  reach a more positive maximum  than  the one  it  started  from; 3) meets  rain 
from a roof above [97]. 
 
However,  this  graphical  method  is  not  practical  for  large  load  histories,  so  mathematical 
algorithms have been developed to automate the process. The four points algorithm described 
by Perrett [10] and ten Have [98] is explained here, while other algorithms labelled as rainflow 
counting, such as  the procedure described by Dowling  [23] and ASTM Standard E‐1049  [93], 
which would provide  the  same  result will not be elaborated. The algorithm used by Perrett 
identifies  cycles  by  first  selecting  four  consecutive  points.  If  the  range marked  by  the  two 
points  in the middle  is a subset of the range marked by the first and fourth points, then the 
middle two points are recognised as a cycle. Hence cycles could only be recognised in the form 
shown  in Figure 2‐11.  If  the  condition  is not  fulfilled,  then  the next  four  consecutive points 











or  the  lowest valley  (as  shown  in Figure 2‐12  (b)). Then cycles are  recognised by  identifying 
four  consecutive points and  checked  against  the  criteria as  shown  in  Figure 2‐11.  So  Figure 
2‐12 (c) identified four consecutive points D‐E‐F‐G and the range of E‐F is a subset of D‐G, so E‐











(that  is  a  record  of  whether  the  cycles  start  from  valley  or  from  the  peak).  However, 










Similar  to  counting,  there  are many methods  for  reconstructing  load  spectra. However  the 
applicability of a particular method might be  limited by  the counting method used. The  two 






and  valleys  of  the  load  sequences  were  recorded.  The  main  advantage  of  peak‐valley 
reconstitution  is  its simplicity  [99].  If  the  loading  information  is coming  from  the peak‐valley 
counting, it is assumed that cycles are formed by combining the largest available peak with the 
largest available valley. A variation on this method is to randomly combine the peak and valley 
to  form  cycles  [99, 101]. Once  individual cycles are  formed,  they would  then be connected. 
Other data  counted  in  the  form of  complete  cycles using different  counting methods might 
also be used by this reconstitution method. To form a representative load spectrum, the cycles 
could be connected randomly, such as  is done  in TWIST  [102] and FALSTAFF  [103]  (standard 
load spectra for transport aircraft wing structure and fighter aircraft respectively), or in a more 
defined order such as Helix, Felix [104, 105], Rotorix and Asterix [106] (Helix, Felix and Rotorix 
are  standard  load  spectra  for  different  helicopter  rotor  loads  and  Asterix  is  for  helicopter 
airframe  structure).  For  these  four  different  standard  helicopter  load  spectra,  the  order  of 
cycles inside a manoeuvre was firstly reconstituted by a once‐and‐for‐all random draw. These 







the  smallest  amplitude.  The  reason  for  this  is  that  it  maximises  the  number  of  possible 
inserting  locations  for any given cycles  [98, 100]. The  largest amplitude cycles were  typically 
ordered in a min‐max‐min manner to represent a more realistic loading condition. These loads 
were then recorded in a temporary load spectrum. For subsequent amplitude, the temporary 
load sequence was scanned to  identify all possible  locations for  insertions of the next  largest 
amplitude load. A possible location is identified when the maximum load of the inserted cycle 
was less than or equal to the maximum load of the precursor cycle and the minimum load was 
larger  than or equal  to  the minimum  load of  the precursor cycle.  In simple  terms,  the range 
bounded by the inserted cycles must be a subset of the range bounded by the precursor cycle. 
This  is  effectively  the  same  requirement  described  in  section  2.3.1.1  Figure  2‐11. Once  all 
possible  locations were  identified, an  inserting  location would be drawn randomly and a  load 
cycle  is  inserted.  This  can  be  performed  on  a  cycle‐by‐cycle  basis  or  a  block‐by‐block  basis 
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where  each block  consists of  cycles with  the  same maximum  and minimum  load. When  all 
cycles of  the  second  largest amplitude had been  inserted, cycles were drawn  from  the next 
largest amplitude. This process continued until all cycles had been inserted. This reconstitution 
process is demonstrated through an example in Figure 2‐13.  In this example, a cyclic load with 
stress  level of 2 and 4  is  to be  inserted  into a  load  spectrum.  In Figure 2‐13  (a) all possible 
insertion  locations have been  identified  for  the  load  cycles with  stress  level 2 and 4. Figure 
2‐13 (b) shows the resultant load spectrum if the cycle is inserted to location 1 and Figure 2‐13 
(c)  shows  the  spectrum  if  insertion  is  selected  at  position  2.  If  the  rainflow  count  includes 
direction of the cycles, the reconstitution process is effectively the same except the number of 
possible  locations  is  limited. Using  Figure  2‐13,  and  assuming  the  same  inserted  cycle,  but 








That  is,  if  rainflow counting  is used  to count  the cycles of a  reconstituted  spectrum created 
through reversed rainflow reconstitution method, the rainflow count would be identical to the 
rainflow  count  used  for  reconstitution  [10,  99,  100].  This  is  a  unique  feature  of  this 
reconstitution method. Although  it  is difficult  to enforce a  specific order of  loading  like  the 












turn  affects  crack  closure  causing  either  an  accelerated  or  decelerated  crack  growth.  This 
problem is also a key issue in damage tolerance application as the fracture mechanic technique 
takes  in  account  of  the  closure  effect  which  is  dependent  on  the  sequence.  Many 
investigations  had  been  conducted  on  load  interaction,  such  as  [108‐112].  But  these 
investigations  used  simple  variable  amplitude  loading,  in  which  a  single  or  a  block  of 
overloads/underloads  is  joined  to  constant  amplitude  loading. Generally  speaking, overload 




Finney & Harris  [107]  investigated  this  issue with a  test  spectrum  for  the Mirage  IIIO wing. 
They used  rainflow  counting  to  count  the  spectrum and  reconstituted  five different  spectra 
using reversed rainflow reconstitution. Two of those spectra were considered  likely to give a 
longer fatigue life (retardation sequences), two other were intended to give shorter fatigue life 
(acceleration  sequences)  and  one  randomised  sequence. However,  surprisingly,  they  found 
that there was not a significant difference in life between the different variants. The maximum 
variation is only 1.59 times of the randomised sequence life, which they concluded as minimal 




Perrett  [10] also  investigated  this by using FALSTAFF. He created  four sequences all had  the 
same rainflow count as the original FALSTAFF using the reversed rainflow reconstitution. One 
was  the decaying block where he arranged  the  load  from high  to  low; another one was  the 
reverse, with load increasing from low to high. The two other sequences were semi‐random, in 
which  he  placed  restrictions  on  identifying  inserting  locations  but  loads  were  inserted 
randomly into these locations. His results showed that under the randomly created sequences, 
the  life was similar  to  the original FALSTAFF sequence. His experiment also showed  that  the 
decaying sequence (high‐low sequence) resulted in longer life and differed by a factor of two. 
 
Abelkis  [113]  used  C‐15,  KC‐10A  and  DC‐10  transport  aircraft  wing  loading  spectra  to 












load  gradually  increased  and  then decreased).  The  second  version was  a  complete  random 
sequence, and the third was a Markov‐chain sequence, in which the changes of loadings were 
dependent on the probability associated with each load level. The Markov‐chain sequence still 




ordering of  loads within different spectra. However,  these  investigations were done on non‐
helicopter  platforms. Due  to  the  differences  in  characteristics  of  the  load  spectra  between 
different  platforms,  it  is  not  clear  whether  the  same  conclusion  would  be  reached  for 





with  F‐16 wing‐root‐bending  load  and  FELIX‐28  (a  shorten  version  of  FELIX).  They  rainflow 




spectra are thought  to be the upper and  lower bound on  life, but  in both F‐16 and FELIX‐28 









counting.  Four  random  sequences  were  created  following  the  rainflow  count,  and  two 
sequences  (high‐low  and  low‐high)  were  created  following  the  level‐crossing  count.  They 
concluded that the four random ordered sequences lead to insignificant differences, whereas 
the  level‐crossing sequences had a  large  influence on the fatigue  life. These results were not 
conclusive as they did not investigate the rainflow reconstituted high‐low and low‐high spectra. 
It  is  not  clear  whether  the  large  influences  are  caused  by  the  different  counting  and 
reconstitution methods or simply by the order of loads. 
 
Everett had  also  investigated on  this  issue,  in  two  investigations. One  related  to  fixed‐wing 
aircraft  [118]  and one  to helicopters  [20].  In his  fixed‐wing  aircraft  investigation, he used  a 
fixed‐wing‐commercial‐transport  aircraft  load  spectrum  and  rearranged  it  into  a  low‐high 
sequence. His  experimental  result  did  not  show  any  significant  difference. However,  in  his 
investigation on helicopters, he rainflow counted FELIX‐28 and arranged the load in ascending 
(low‐high)  and  descending  (high‐low)  orders.  He  tested  the  original  FELIX‐28 with  the  two 
variations at different  load  levels. From his experimental  result, he  found  that  the high‐low 
sequence resulted in a similar life to the original sequence but the low‐high sequence resulted 
in a  longer  life. Since  the  results  from his  two  investigations are  inconsistent,  this  seems  to 




Section  2.2)  had  also  briefly  looked  into  this  problem.  Three  of  the  twelve  participants 
submitted  their  predictions with  load  interaction  effect  turned  on  and  off.  The  difference 
between  the  two  predictions  lay  between  4%  retardation  and  31%  acceleration  [82].  They 
concluded that there was not a significant difference between the two predictions. While this 
result might give some  insight  into  the sequencing effect problem discussed here,  the result 






have  concluded  that  under  random  ordering  the  difference  is  negligible,  many  of  these 
investigations  were  done  on  platforms  other  than  helicopters.  Due  to  the  loading  nature 
differences  between  these  platforms  and  helicopters,  it  is  not  clear  whether  the  same 
conclusion  would  be  arrived  at  under  helicopter  loading.  In  addition,  a  number  of 
investigations  done  on  helicopters  are  either  non  conclusive  or  that  their  results  are 
inconsistent. For example, one  investigation showed  that  the  randomised sequence was not 
bounded  by  the  upper  and  lower  limit.  This  contradicts  the  general  understanding  of 
sequencing  effect.  Investigations  on  randomised  sequences  were  conducted  with  a  small 









accuracy  of  the  predictive model,  as  different  calibration  factors  are  required  for  different 
sequence  [119].   A study by McDonald  [120] showed  that  the crack growth prediction could 




The  effective block  approach  (EBA) was  created  to  target  some of  these  problems.  It  is  an 
emerging  crack  growth  analysis method developed by  the Defence  Science  and  Technology 
Organisation  (DSTO).  It  is not  fully developed and  still undergoing  improvement. The key  to 
EBA  is  that  it  uses  experimentally‐determined  variable  amplitude  loading  data  to  make 













sequence and ∆ܭ௜ is  the  stress  intensity  factor of  the  i‐th cycle. So  this  type of models uses 
variable amplitude loading to do the prediction as contrasted with other methods that use the 
cycle‐by‐cycle approach with constant amplitude data. This model was  further developed by 
Barson[122],  Hudson  [123],  Bignonnet  et  al.[124],  Kim  et  al.  [125],  and Manjunatha  [126]. 
Some researchers [53, 127‐129] have shown that  if the  load spectrum  is stationary (the  load 
sequence repeats before crack has exceeded the forward plastic zone size), the crack closure 
level could be considered constant which enables the use of an average stress intensity factor 
to  represent  the  sequence. These models have  shown  to provide acceptable accuracy when 
the  load  spectrum  is uniformly  stochastically distributed, but would not  function well  if  the 
load  interaction effect  is great  [117]. The advantage of  these models  is  that by  treating  the 
spectrum as a cycle,  the crack growth nature of  the sequence  (such as sequencing effect)  is 
naturally included, reducing the complexity of the model [130, 131]. 
 



















































transposing  the parameters determined  in a  tested  spectrum  to an untested  spectrum. The 
approach assumes  that  the  relationship of VA experimental data of a  tested  spectrum  (says 
spectrum A) and the estimated data of spectrum A from commercially available tools such as 
FASTRAN  and AFGROW  holds  true  for  the  untested  spectrum.  This  assumption  is  shown  in 
Equation  2‐12.  Here  “A”  represents  the  calculated  rate  from  a  cycle‐by‐cycle  analysis  (for 
example,  from  FASTRAN),  the  subscript  “T”  denotes  parameters  that were  extracted  from 
experiments  and  the  subscript  “P”  denotes  parameters  that  will  be  predicted  by  EBA.  
Subscripts “TS” stands for tested spectrum and “UTS” for untested spectrum. In the Paris form, 
this equation could be transformed to Equation 2‐13 and Equation 2‐14 to obtain the constant 




parameters  are more  accurate  than  the  raw  output  of  the  traditional  fatigue  crack  growth 
analysis [134, 135]. 
 







  ሺܥ௩ሻ௉,௎்ௌ ൌ ሺܥ௩ሻ்,்ௌ ሺܥ௩ሻ஺,௎்ௌሺܥ௩ሻ஺,்ௌ   Equation 2‐13 
 












LEFM  limitation,  it  is expected  that  the Paris  form of EBA should be restricted  to small‐scale 
yielding  [132]. Another  limitation on EBA  is  that  the  load history applies with EBA should be 






et  al.  [138]  and  Zhuang  [134,  135]  reported  that  the  EBA  approach managed  to produce  a 
crack  growth  curve  that  correlated well with  the  F/A‐18  experimental  results  and  provided 
better  correlation  than using AFGROW. Wallbrink et al.  [130]  showed  that EBA was able  to 
yield  good  prediction  of  the  fatigue  crack  growth  data  under  F‐111  loading  spectrum  and 
reasonably  applicable  to  P‐3  spectrum.    Jones  et  al.  [139]  had  demonstrated  EBA  as  an 
characteristic K concepts through a number of examples with data from the  literature. While 
most of the examples are with fixed‐wing data, in one example they used data from Zitounis’ 
investigation  [140]  on  helicopters  and  managed  to  provide  a  good  correlation  with  the 
experimental crack length history. Jones et al. [141] applied EBA in the Frost & Dugdale form as 
a characteristic K concept to the test result of the Cranfield University damage tolerance round 
robin problem  [82] described  in an earlier section, and managed  to match  the experimental 
result.  These  two  examples  on  helicopters  are  the  only  account  of  application  of  EBA  on 
helicopters and  they only explored  the block‐by‐block  scheme  (characteristic K  concepts)  to 
predict crack growth based on variable amplitude loading. The cross prediction aspect of EBA 
had  never  been  investigated  for  helicopter  loading  conditions.  EBA  is  still  undergoing 
improvement and its ability to incorporate sequencing effect into the VA data could potentially 
overcome some of the difficulties of applying the damage tolerance approach to helicopters. 















generating  data  in  the  threshold  region  [142].  This  method  first  initiates  a  crack  at  an 
intermediate value of ΔK and then the loading is reduced (both maximum and minimum load 
to maintain  the  same R‐ratio)  in  steps manner until  the  crack  growth  rate  is  virtually  zero. 
However this method is difficult to achieve [143]. There are also several accounts that suggest 
the crack closure level developed in this method is above the steady‐state level [144, 145] and 
the remote crack closure that  led to 1)  lower crack growth rates  in the near threshold region 
and 2) higher threshold [146, 147].  To overcome these problems, researchers [143, 147‐149] 
suggested that an alternative approach  is to first pre‐crack the specimen under compression‐
compression  loading  and  then  follow  this  with  the  desired  constant  amplitude  load  to 
generate the crack growth rate data. 
 
In  recent  years,  Yamada  and  Newman  [150‐152]  adopted  the  compression  pre‐cracking 




example  of  their  result  is  shown  in  Figure  2‐15.  In  their  result  they  compared  the 
experimentally measured  ΔKeff  data  (labelled with  ‘Local’  in  the  legend  of  the  graph) with 
correlated results obtained from back face strain gauge data using the FASTRAN model (shown 
as the R=0.9, 0.7 and 0.1 series in Figure 2‐15). This crack closure at high R‐ratio is surprising as 
result  from previous research  [60] had  indicated  that at high R‐ratio  (R>0.7) crack should be 
closure free in the near threshold regime. Another study done by Newman et al. [153] had also 
shown the same trend. They had also noticed that the constraint factor (α) used for collapsing 









also  indicated  that PICC alone  could not account  for  the high  crack  closure observed  in  the 







The  crack  closure  concept was  first  proposed  by  Elber  [51,  52].  From  his  experiments,  he 
suggested  that  the plastically deformed material  tends  to  reduce  the distance between  the 





Another  form  of  crack  closure was  roughness  induced  crack  closure  (RICC),  proposed  by  a 
number  of  researchers  [156,  157,  159].  This mechanism  has  been  suggested  as  the most 
important  type of  crack  closure  in  the near  threshold  region under non‐corrosive  condition 
43 
 
[156,  160].  This  type  of  crack  closure  is  caused  by  the  contact  of misaligned  rough  crack 
surfaces during unloading. The misalignment  is generally assumed  to be created by mode  II 
(sliding mode)  displacement  developed  from  the  inclined  crack  tip.  There  is  a  similar  crack 





threshold  regime  is  oxide  induced  crack  closure  (OICC)  [158,  161,  162].  This  type  of  crack 
closure  is  caused  by  the  formation  of  oxide  on  the  crack  surface.  In  a  study  conducted  by 
Newman [163] he found that the oxide  layer developed naturally  in room conditions was too 
thin to cause a significant effect on the crack closure, and so the effect of OICC seems to be 
























represent  the  real  fracture  surface. They proposed an empirical equation  for calculating  the 
crack  closure  based  on  the  standard  deviation  of  asperity  height.  This  equation  does  not 




Carlson and Beevers  [170]. The  first  two models effectively assume  the asperities as a single 
rectangle on the crack surface and the third model is a generalised case of Beevers et al. [169] 
with asperities  treated as multiple  rectangles. These  three models did not  consider mode  II 
displacement and they assumed that the crack closure occurs when the asperity height equals 
to  the  crack  opening  displacement  at  the  assumed  asperities  locations.  Li  et  al.  [171]  also 
proposed a geometric model based on pure mode  I  loading. This model assumes asperities 
either  as  triangles  or  trapezoids. When  the  load  is  applied,  crack  closure  occurred  as  the 
asperity  on  the  lower  surface  impacted  the  corresponding  concave  section  on  the  upper 




slip  bands.  The  slip  bands  had  a  length  equal  to  the  grain  size  and  deflected  at  the  grain 
boundary  forming  a  zig‐zag  crack.  The  crack  tip  displacements were  calculated  through  an 





dividing  the  crack  into  multiple  strips.  The  crack  surface  was  assumed  to  be  described 
statistically  by  a  random  distribution  of  asperity  height,  asperity  density  and  asperity  radii. 
Each  strip  is  considered as a  contact problem between  two  rough  surfaces and  the  contact 
stress was determined by  the  crushing of  the  asperities  through  a  sliding mechanism.  They 








allow  to  change  to  better  replicate  the  variation  in  real  cracks,  the  calculated  closure  load 
could be as high as 70% of the maximum load. Parry et al. [177, 178] studied the RICC with a 
finite element model.  Interestingly their result  indicated that RICC  is caused by  local residual 
plastic deformation similar  to  that suggested by Li et al.  [171]  rather  than by a global shear 
displacements of the two surfaces. 
 
All  of  these models,  although  considered  RICC,  never  attempted  to  include  other  closure 







OICC.  They  can  generally  be  classified  into  two  groups:  one  group  that  considers  the 
mechanisms  separately and  then adds  the effect  together  linearly; another group  considers 
the mechanisms together by integrating the different effects. 
 
Chen and  Lawrence  [179, 180] were among  the  first  to propose a  combined PICC and RICC 
model. This model is based on modified strip yield model and assumes that the asperity has a 






straight crack,  then employed a weight  function method  to estimate  the near‐tip crack  face 
displacements.  They  calculated  the mode  II  displacement, which  caused  the  crack  surface 















that  they  do  not  fully  replicate  the  variation  of  the  asperities  on  the  real  fracture  surface. 
Secondly,  as  highlighted  by  Crapps  and  Daniewicz,  the mode  II  weight  function  is  usually 




RICC  and OICC.  In  this model,  they modelled  the  asperities  by  a  sawtooth  profile.  Then  a 
geometrical  approach  was  taken  to  calculate  the  crack  tip  displacements.  The  crack  tip 
opening  displacements  calculated were  then  used  in  the  Budiansky  and Hutchinson model 
[188]  to  calculate  the  crack wake  deformation.  The OICC  effect was  taken  into  account  by 
modelling  the  oxide  layer  as  a  uniform  thickness  rigid wedge  on  both  crack  surfaces.  They 
stated  that  the model  could  be modified  to  take  in  account  of  oxide  debris  (non‐uniform 





mechanisms. Their  result  showed  that  the  summation of  the  individual  crack  closure  is  less 
than  the  crack  closure  calculated  from  multiple  mechanisms,  and  this  suggests  that 
superposition  of  different  closure  mechanisms  is  invalid.  Although  this  model  had  been 
validated through FEM and managed to provide good prediction to experimental results, there 
are  a  few  limitations.  Firstly,  like  Chen  and  Lawrence’s model  and  Crapps  and Daniewicz’s 
model,  it uses the sawtooth profile, making  it unable to simulate any changes to the asperity 





RICC  effects.  This  model  uses  Suresh  and  Ritchie’s  model  [164]  to  calculate  the  RICC 
contribution. For  the PICC contribution,  it uses either  the Dugdale model  [190] or Budiansky 
and Hutchinson’s model [188]. This model assumes that the two closure mechanisms are not 
coupled, allowing the superposition of the crack closure calculated by individual mechanisms.  












co  equals  to  the  asperity  height  (co  is  used  as  a  fitting  parameter  in  the model).  The  PICC 
contribution was found through the modified strip yield model. The total crack opening stress 
intensity  factor  is  the  linear sum of  the  two  individual crack opening stress  intensity  factors. 
Interestingly, this model used a perthometer to measure the surface roughness and found that 
the  roughness  height  decreased  as  the  maximum  stress  intensity  factors  increased  and 




roughness  data.  They  did  not  find  a  correlation  between  the  roughness  height  and  stress 
intensity  for all  the  range of R‐ratios,  therefore  the model  is only  capable of predicting  the 
crack growth under CA loading that has the roughness information available. Also the use of a 
single asperity to simulate the RICC effect does not fully represent the actual crack surface. In 
addition,  the  requirement  of  a  fitting  parameter makes  it  difficult  to  be  used  as  a  reliable 
predictive tool. 
 
To  summarise,  some  of  these models  consider  RICC  and  PICC  as  two  individual  problems 
neglecting  the  potential  interaction  of  the  two mechanisms. Others  represent  the  fracture 







Chapter	3 High‐cycle	 fatigue	 life	 prediction	
issues	in	safe‐life	approach	
3.1 Introduction	
Fatigue  crack  growth  is  challenging  in  aerospace  structures.  It  requires  significant  effort  in 
terms of prediction of fatigue life, and the use of substantial safety factors to minimise the risk 
of  failure.   While many modern  designs  rely  on  prediction  of  fatigue  crack  growth  so  that 
cracks can be detected and managed during service,  there are many components, especially 
high‐strength  components  such  as  helicopter  parts,  which  still  rely  on  design  to  safe‐life 
criteria. 
 
The safe‐life approach  relies on applying a scatter  factor  to  the predicted  life  to avoid crack 





























effects of runouts on the S‐N curves. Both analyses  follow the same procedure  (described  in 
Section 3.2.2), with the difference between the two analyses being the data set used.  In this 
investigation  the  number  of  cycles  associated with  the  runout  definition will  be  varied  to 





The material chosen  for  this analysis  is PH 13‐8 Mo  (H1000). The data were extracted  from 
Metallic Materials Properties Development and Standardization (MMPDS) [22],  corresponding 










The curve  fitting technique used to analyse the S‐N data  followed that suggested  in MMPDS 
[22]. This method assumes that the S‐N data follow the relation given  in Equation 3‐1, where 
A1 to A4 are fitting parameters that are obtained through optimized regression analysis. In this 






  logܰ ൌ ܣଵ ൅ ܣଶ log൫ܵ௘௤ െ ܣସ൯  Equation 3‐1 
where 
  ܵ௘௤ ൌ ܵ௠௔௫ሺ1 െ ܴሻ஺య   Equation 3‐2 
 
One  advantage  of  this method  is  that  it  employs  a  constant‐life  relationship  to  handle  the 
mean  stress  effect,  enabling  the  final  S‐N  relation  to  be  used  across  different  stress‐ratios 
needed  for  life prediction. Another advantage of  the method  is  that  it employs a  likelihood 
criterion to select the  inclusion and exclusion of runout data points. Once all the data points 











the curves are very close:  the regenerated curve slightly overestimated  the  life  less than 104 




Table 3‐1: Parameters  for PH 13‐8 Mo  (H1000) S‐N  curve with  stress  concentration  factor of 3 and 
runout defined at 107 cycles (These parameters fit to the extracted data in Imperial units) 
Correlation  A1  A2 A3 A4 
MMPDS  9.90  ‐3.13 0.68 34.4 














































































Table 3‐2: Parameters  for PH 13‐8 Mo  (H1000) S‐N  curve with  stress  concentration  factor of 3 and 
runout defined at 106 cycles (These parameters are associated to the extracted data in Imperial units). 
A1  A2 A3 A4 


































While  initial  inspection  of  Figure  3‐3  suggested  that  the  curves  are  similar,  there  is  a 
substantial difference in the high cycle fatigue region (105<N<107). In this region, at a particular 
stress,  the  fatigue  life  given  from  the baseline  curve  is  approximately  twice  the 106  runout 


























































































The material used  for  this  investigation  is PH 13‐8 Mo  (H1050).  The  yield  strength  and  the 


























Table 3‐3: Parameters  for PH 13‐8 Mo  (H1050) S‐N  curve with  runout defined at 107  cycles  (These 
parameters are associated to the experimental data in Imperial units) 
A1  A2 A3 A4 
















Table 3‐4: Parameters  for PH 13‐8 Mo  (H1050) S‐N  curve with  runout defined at 106  cycles  (These 
parameters are associated to the experimental data in Imperial units) 
A1  A2 A3 A4 





































stress. Unlike  the previous analysis  in  Section 3.2,  the  two  correlations  immediately appear 
distinctly different. Figure 3‐9 to Figure 3‐12 show the two correlations at the four different R‐
values. As the stress ratio increases, the difference at the high cycle fatigue region appears to 
increase, but the difference  in the  low cycle  fatigue regime appears to decrease. The results 














































































































































3.4 Case	 study	 –	 effect	 of	 S/N	 data	 on	 helicopter	 life	
predictions	
To investigate the effect of changing the definition of runout on fatigue lives of components, a 




The  two  load  spectra  used  in  the  case  study  were  M1  (Emergency  Procedures)  and  M3 
(Combat  Support &  Tactical). M1  represents  a  flight mission  of  two‐hour  duration  and M3 
represents a three‐hour mission, exceedances diagram of the two missions are shown in Figure 
3‐13 and Figure 3‐14). For the data set from Section 3.2 (PH 13‐8 Mo (H1000) with Kt=3), the 











































Cycles  Flight Hr Cycles Flight Hr 
M1  1,704,887  688  3,489,069  1,408 





Cycles  Flight Hr Cycles Flight Hr 
M1  108,322,615  43,713  114,626,727  46,257 
M3  66,113,173  59,239  69,940,001  62,668 
 
The results using the H1000 data demonstrated that there are substantial differences between 



































107 S‐N  curve are 2544 hours and 3429 hours  for M1 and M3  respectively. This equates  to 





Figure 3‐4  to  Figure 3‐6  and  Figure 3‐9  to  Figure 3‐12  suggested  that  the 106  runout  curve 
deviates from the base line 107 cycles curve especially in the runout region. Both sets of data 
indicated that when the runout definition has changed, the resultant changes in the S‐N curves 




Taking  the Kt=3 data set as an example, with R‐value of 0.5,  the stress at runout  for  the 106 
curve  is  around  8% higher  than  the  107  curve.  The  trends observed here  support  the  view 
expressed by Sarkani et al. [31] that the  inclusion or non‐inclusion of runouts would have an 









of a component designed using  the safe‐life method. Helicopter design  relies heavily on  the 
endurance  limit because of the  large number of  low amplitude  load cycles at high frequency. 





that  fatigue  life  under  safe‐life  design  approach  is  sensitive  to  how  the  endurance  limit  is 
modelled.  
 
While the Kt=3 data set (from Section 3.2) shows an  increase  in endurance  limit stress of the 
106  curve  when  compared  with  the  baseline  curve,  the  Kt=1  data  set  (from  Section  3.3) 
essentially  shows  no  difference  between  the  stress  of  baseline  and  the  106  curves  at  the 





reason  for  this  is  the deviation of  the 106 curves  from  their baseline curves. Taking  the Kt=3 
data set for example, at R‐ratio of 0.5, the stress corresponds to the endurance  limit for the 
106 curve resulting in a much shorter life than the baseline curve at the same stress level. For 
this curve,  the  reduction  in  life  is around 65%. This  is a substantial difference and  is greater 
than one may expect  to gain  from  the 8%  rises of stress at endurance  limit. This effect also 
applies  to  the  second  data  set  (Kt=1).  For  example,  at  R‐ratio  of  0.65 with  the maximum 
applied  stress  at  1350 MPa,  the  difference  is  around  51%.  For  this  data  set  a  reduction  in 





underestimation of component  life when comparing  to  the  life calculated  from  the baseline 
curves.  It  is  believed  that  any  extension  on  life  due  to  the  change  in  stress  related  to  the 
endurance  limit  is compensated by  the decrease  in  life  from  the deviation of  the 106 curves 
from  their corresponding baseline curves. As  the  reduction  in  life  is a  lot more significant,  it 
reduces the overall life prediction. 
 
Although  the  case  studies  had  indicated  a  decrease  in  life  when  the  life  prediction  was 
generated using S‐N curves with a  reduced number of cycles  for  the  runouts,  this might not 
hold true for all loading spectra. The actual effect on life will depend on the distribution of the 
loading  in the  load spectrum. For example  if the majority of  loads  lay around the endurance 
65 
 
limit  region where  the  two curves deviated,  then  there would be a significant change  in  life 
predicted.  In reference  to Figure 3‐6, the endurance  for the 106 runout curve  is at 515 MPa, 









changed,  it  is clear that the  issue will differ at different  lives. That  is,  if a similar analysis was 
performed between 108 and 107 cycles  for  runout  (instead of 107 and 106  in  this  study)  the 
difference between  these  two  curves  should be  smaller because of  the progressively  flatter 
curve at higher lives. In addition, the proportion of runouts in the test‐points population would 





Another  issue noted recently by some researchers  is that the S‐N curve  is not approaching a 





























This  study has highlighted  several  aspects of helicopter design using  the  safe‐life  approach, 
which are affected by the method used to acquire and manage S‐N data.  In terms of S‐N data 
acquisition,  it  showed  that  reducing  the  number  of  cycles  used  to  define  runout  does  not 




load  data  points;  the  change  occurs  as  a  result  of  an  alteration  of  the  S‐N  curve,  and  also 
potentially as a result of the different apparent endurance limit. Secondly, the assumption that 
there  is  a  simple,  well‐defined  endurance  limit might  be  incorrect  where  very  high  cycle 
numbers are involved. This could lead to safety issues and probably extension of test time for 
the component. The extent of this issue, and its impact on the overall life, will depend on the 
S‐N methodology adopted, and the extent to which endurance  limit  is used  in design. At this 
point in time, different researchers and designers are adopting different methods on assessing 
















on  the  sequence  in which  the  load  cycles occur,  it  is  important  to  construct an appropriate 











and  the missions were used  to  form mission mixes. A diagram of  this procedure  is shown  in 
Figure  4‐1.  A  problem  with  this  procedure  is  that  it  is  relatively  complicated  and  time 
consuming,  and  as  a  result, many  load  spectra  are  formed  by  a  complete  random  draw, 
jumping from loading cycles straight to missions without going through the process of building 
manoeuvre loading blocks and flights. By doing so, it cannot be assured that the resultant load 
















has  to  be  reconstituted  from  the  exceedance  information  and  each  different  reconstituted 





insignificant.  However,  many  of  these  investigations  were  done  on  platforms  other  than 
helicopters, and due to the differences in loading characteristics it is unclear whether the same 







The  aim  of  this  chapter  is  to  investigate  the  reconstitution  effect  on  fatigue  life  under 
helicopter  loading.  Using  data  from  a  helicopter  fleet,  the  research  will  (1)  explore  the 
reconstitution  effect  on  fatigue  life  caused  by  random  reversed  rainflow  reconstitution 













criteria and the detail of the selected component are given  in  the next section  (Section 4.3). 




For  some  missions,  the  number  of  variants  used  was  as  high  as  10,000.  Details  of  the 
reconstitution process are described in Section 4.4. These variants were then used for analyses 
on fatigue  life to  investigate the effect of variation of ordering of cycles on fatigue  life under 
helicopter loading. This will be further discussed in Section 4.5. 
 










cycles differently. Their experiment was on a  fixed‐wing aircraft  (Mirage  IIIO) with only  five 
different variations on the sequence. The purpose of this verification is to show that FASTRAN 








effect  based  on  the  knowledge  of  sequencing  effect.  The  last  spectrum was  a  randomised 
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spectrum. For  the purpose of  the  current verification exercise, only A2 and R2 are used, as 




























15 mm  25 mm 35 mm 45 mm 
1  1.49  6.67  9.03  10.02 
2  1.73  7.05  9.31  10.23 
3  1.97  7.28  9.73  10.82 




15 mm  25 mm 35 mm 45 mm 
1  1.16  6.13  8.06  8.80 
2  1.32  6.07  7.77  8.47 
3  1.41  6.34  8.74  9.66 
(Average)  1.29  6.18  8.18  8.96 
 










the prediction  results  (the  range of  Finney  and Harris’s  experimental  results  is  included  for 
comparison), Figure 4‐4 and Figure 4‐5 show  the result  in a graphical  form. As shown  in  the 
tables, FASTRAN can provide prediction results which match well with the results of Finney and 
Harris’s  experiment.  The  results  also  confirmed  that  FASTRAN  can  simulate  the  sequencing 
effect. This supports the choice of FASTRAN as a tool to be used for investigating the effect of 
changes in reconstitution. It should be noted that FASTRAN might provide less promising result 





15 mm  25 mm 35 mm 45 mm 
FASTRAN  2.00  6.50  9.00  10.20 




15 mm  25 mm 35 mm 45 mm 
FASTRAN  1.00  5.98  7.98  8.99 








































































responsible  for  a  large  number  of  loading  cycles  typically  experienced  by  helicopters.  In 
addition,  the  selected  component  has  a  relatively  simple  geometry  and  is  loaded  under 
uniaxial  loading.  This makes  the  component  loading  environment  easier  to  simulate. Other 
components that had previously been considered such as tail rotor pitch control shaft and aft 
support  strut  were  not  considered,  as  those  components  either  experienced  multi‐axial 











Volume 1  [197],  it was decided to run a small number of  tests on samples to produce some 
additional crack growth rate data. This was done for two purposes. First,  it  is to confirm that 
the material variability between the handbook data and the material used was small. Second, 






data were  converted  to  crack  length using  the  relevant  compliance equation. The  specimen 
































































Three different missions carried out by  the Black Hawk  fleet were  selected  to carry out  the 
analyses.  They were M1  (Emergency  Procedures), M3  (Combat  Support &  Tactical)  and M6 





























For  each  of  the missions,  the  Black  Hawk  helicopter  could  be  prepared  in many  different 
configurations such as different equipment carried on board (which affect its gross weight) or 
the maximum altitude that it would reach during the mission. Each of these configurations will 
result  in a different set of  load on the selected component. To focus the  investigation on the 





each  manoeuvre,  the  loading  cycles  were  placed  in  a  one‐off  random  order.  Once  the 
manoeuvre blocks were defined,  they were arranged  in a  logical order  to  form  flights. Here, 
logical order refers to the restriction on practicality of manoeuvres, for example, forward flight 
could not occur before  take‐off. Once  flights were  formed,  they were  connected  to  form  a 
block of  loading  for  the mission. Each mission would have  its own baseline sequence. These 































making  it  difficult  to  put manoeuvres  in  a  specified  order.  A  section  of  the M3  baseline 
spectrum  is shown  in Figure 4‐9. For the analyses, these baseline sequences are taken as the 
typical  sequences  that  could  ideally  represent  the  sequencing  effect  of  the  actual  loading 
sequence  experienced  by  the  component.  Ideally,  these  baseline  sequences  are  the  best 






Second,  a  batch  of  sequences  was  generated  for  each  mission.  For  M6,  around  10,000 
sequences were generated. For M3 and M1, 500 different sequences were generated for each 
mission. These sequences were generated using the reversed rainflow reconstitution method 
described  in  Section  2.3.2.  The main  advantage  of  the  reversed  rainflow method  is  that  it 
retains the same rainflow count, meaning that the reconstitution method would not alter the 



























were  formed  from  loading  cycles  straight  to missions.  This  process  is  usually  faster  as  it 
minimises the number of steps needed to generate a sequence.  The first sequence generated 














maximise  the  crack  acceleration  effect  and  the maximum  life  spectra  should maximise  the 
crack retardation effect. A section of  the Hi‐Lo sequence  for M3  is shown  in Figure 4‐11. An 
anticipated average life spectrum was formed by locating the maximum load in the middle of 




































































































  ܨ஺ ൌ 0.67 െ 0.033ሺܽ ܾ⁄ ሻ ൅ 5.73ሺܽ ܦ⁄ ሻ െ 0.29ሺܽ ܾ⁄ ሻଶ
െ 2.943ሺܽ ܾሻ⁄ ሺܽ ܦ⁄ ሻ െ 22.692ሺܽ ܦ⁄ ሻଶ
൅ 2.41ሺܽ ܾ⁄ ሻଶሺܽ ܦ⁄ ሻ ൅ 10.684ሺܽ ܾ⁄ ሻሺܽ ܦ⁄ ሻଶ
൅ 49.34ሺܽ ܦ⁄ ሻଷ െ 8.82ሺܽ ܾ⁄ ሻଶሺܽ ܦ⁄ ሻଶ
െ 10.16ሺܽ ܾ⁄ ሻሺܽ ܦ⁄ ሻଷ െ 21.43ሺܽ ܦ⁄ ሻସ 
Equation 4‐1 
 
  ܨ஻ ൌ 0.455 െ 0.233ሺܽ ܾ⁄ ሻ ൅ 4.893ሺܽ ܦ⁄ ሻ ൅ 0.113ሺܽ ܾ⁄ ሻଶ
൅ 0.197ሺܽ ܾሻ⁄ ሺܽ ܦ⁄ ሻ െ 21.03ሺܽ ܦ⁄ ሻଶ
൅ 0.557ሺܽ ܾ⁄ ሻଶሺܽ ܦ⁄ ሻ ൅ 3.134ሺܽ ܾ⁄ ሻሺܽ ܦ⁄ ሻଶ
൅ 49.497ሺܽ ܦ⁄ ሻଷ െ 5.415ሺܽ ܾ⁄ ሻଶሺܽ ܦ⁄ ሻଶ














is  shown  in Figure 4‐14. The mean and  the  standard deviation of  the data were 12,470,015 
cycles  and  282,345  cycles  respectively.  The  life  distribution  of  the  random  sequences was 
found  to  follow  a  lognormal  distribution.  The  overlay  of  the  lognormal  distribution  is  also 
shown  in  Figure  4‐14.  Using  the  lognormal  distribution  properties,  99.7%  (three  standard 












































Figure 4‐15 shows  that  the  lives of  the random sequences all  fall within a very  tight band  in 
comparison to the range covered by the Lo‐Hi and Hi‐Lo sequences. Shown in Table 4‐9 is the 








































It  should  be  noted  that  none  of  the  randomly  generated  sequence  exceeded  the  bounds 
created by the Hi‐Lo and Lo‐Hi sequences. This indicates two points. First, these two extreme 
sequences  might  truly  be  the  minimum  and  maximum  life  sequences.  Second,  with  the 





sequence,  this  highlighted  that  the  sequence  generated  from  the  reversed  rainflow 
reconstitution managed to reinstate some of the load sequencing effect. 
 
While  the mean  life and  the 3σ bounds  seem  to be a good way  to estimate  the  life of  the 
baseline sequence, it is not practical to get the mean from 10,000 sequences as it is very time 
consuming.  So  the  effect  of  reducing  the  sample  size was  also  explored  to  investigate  its 
impact on these estimates. Two sample sizes of 500 and 50 were tested. For the sample size of 
500,  the  first 500 randomly generated sequences out of  the 10,000 were used. Likewise,  for 
the  sample  size of 50,  the  first 50  randomly generated  sequences were used. The  resultant 
means and standard deviations of the lives are shown in Table 4‐10. From this table, it can be 
observed  that  the mean  lives  change by only an  insignificant amount. Although  the  relative 
changes  in standard deviation seem a  lot, under all three sample sizes the predicted  lives all 
fall within a tight band. The impact of the variation of standard deviation on the 3σ bounds is 






  Sample size=10,000 Sample size = 500 Sample size = 50
Mean  12,470,015 12,484,334 12,458,880 










the  sequence  is  formed  randomly  through  the  reversed  rainflow  reconstitution method,  the 
resultant life can closely match with the baseline. As a result, the life reconstitution procedure 
described in Figure 4‐1 can be shortened by skipping the formation of manoeuvres and flights 




For  comparison purpose,  the  loading was also used  to make predictions under  the  safe‐life 
approach.  The  S‐N  data  with  runout  defined  at  107  cycles  from  Chapter  3 was  used.  The 
resultant life was determined to be 4,312,204,920 cycles. This life is significantly longer (more 
than  165  times)  than  any  of  the  predictions  from  the  damage  tolerance  approach.  This 




Similar  to  the  case  for M6 presented  in  Section 4.5.2.1,  Figure 4‐16  is  the histogram of  life 
distribution for M3. Using the Anderson‐Darling normality test on the data set showed that the 
life distribution can be represented by a  lognormal distribution. This  is demonstrated by  the 
lognormal overlay  in Figure 4‐16. Following  the  lognormal distribution properties,  the  three‐
standard‐deviation bounds  (3σ,  covering 99.7% of  the data)  are 15,925,483 and 18,409,890 







































Similar to the M6 result, the  life distribution falls  in a very tight band. Shown  in Table 4‐12  is 
the  life difference among  the difference sequences with  the baseline sequence. As 99.7% of 
the randomly generated sequence fall within the 3σ bounds, it means it is almost certain that 
the maximum difference between the predicted life of the baseline sequence and a sequence 





































Similar  to  the M6  life  distribution,  under M3  loading,  the mean  life  of  the  life  distribution 
seems to be a good estimate to the baseline. Also the life distribution still maintains the same 









and  lower  bounds.  Note  that  the  life  predicted  for  Lo‐Hi  sequence  (31,898,628  cycles)  is 
around 2.76 times of the Hi‐Lo sequence (11,567,463 cycles). 
 




For  comparison  purpose,  the  fatigue  life  calculated  under  the  safe‐life  approach  is 









Similar  to  the  preceding  section,  the  Anderson‐Darling  normality  test  on M1  data  set  had 
shown that the life distribution can be represented by a lognormal distribution. A histogram of 





















































Different  to  both M3  and M6  results,  the  Lo‐Hi‐Lo  sequence  provides  a marginally  better 










































5,193,473,826  cycles.  Similar  to  the  two  previous  cases,  the  predicted  life  under  safe‐life 










From  the  three  life  distributions  above,  it  is  clearly  shown  that  the  Lo‐Hi  sequence  can 
consistently provide a maximum predicted  life, and  likewise  the Hi‐Lo sequence consistently 
provides a minimum life. This finding is consistent with Finney & Harris’s result [107]. Although 
from  first  sight,  it might be  surprising  to  see  this  result  (at  first glance,  the  Lo‐Hi  sequence 
should  provide  a  minimum  life  as  it  maximises  the  chances  of  crack  growth  within  the 
sequence).  However,  as  the  sequence  ends  with  the maximum  load,  and  then  when  the 
sequence  repeats,  the  plastic  zone  created  by  the  last  cycle  tends  to  close  the  crack.  This 






The  results show  that  life predicted  for  the Lo‐Hi sequence  is at  least 2.5  times of  the Hi‐Lo 
sequence.  This  difference  exceeds  the  normal  acceptable  life  deviation  (factor  of  two)  for 
design purpose [82]. It has highlighted that by simply reordering the cycles, a spectrum can in 
fact  change  the  life  by  2.5  times.  This means  that  the  variation  in  life  prediction  can  be 
significantly affected by simply rearranging differently the order of the cycles and hence  this 
rearranged sequence might not be a good representation of the actual sequence. In contrast 
to  this,  if  the  sequence  is  formed  randomly  through  the  reversed  rainflow  reconstitution 
method, the resultant life can closely match with the baseline. The lives predicted from using 
the  sequences provided by  the  reversed  rainflow  reconstitution  tend  to  fall  in a  tight band. 
This suggested that the randomly formed sequences  in this way are  likely to result  in similar 
lives to the baseline sequence. Also none of these sequences exceeded the bounds created by 
the Lo‐Hi and Hi‐Lo sequences. With the large sample size used for M6 in this study indicated 
that  the reversed rainflow reconstitution method  is unlikely  to create an extreme sequence. 
These results align with those of Schijve [209], in which it was concluded that sequences with 




the  reversed  rainflow  reconstitution method  is at  the most different  to  the baseline by only 
16.6%.  This  difference  is  insignificant,  and  this  result means  that  the  process  described  by 
Figure 4‐1 where sequences were formed from load cycles to manoeuvres then to flights and 
finally to missions  is not necessary. The reversed rainflow reconstitution method can shorten 
the process by  skipping  the  formation of manoeuvres,  flights and  jumping directly  from  the 





than  the mean of  the  life distribution. This shows  that  the Lo‐Hi‐Lo sequence  is not a stable 
estimate  to  the  baseline  sequence. Rather,  the  sequence  from  the  life  distribution  is more 
95 
 









this  study,  it  has  further  proven  that  sequences  generated  randomly  with  the  reversed 












no  pre‐existing  crack  exists  in  the  structure  and  its  treatment  to  fatigue  stress  cycles.  The 





in helicopter spectra. The results  indicated that by arranging the  load  in  increasing amplitude 






The  large  number  of  sequences  (500  to  10,000  variants)  generated  through  the  random 
reversed rainflow reconstitution method has shown that lives predicted under this method can 
be modelled by a  lognormal distribution and fall within a tight band. This demonstrated that 
sequences generated through this method have negligible difference  in  life. The mean  life of 
sequences  generated  this way  consistently  provided  a  reasonable  estimate  to  the  baseline 
sequence under different missions. With this result  it shows that  it  is unnecessary to arrange 




While  the Lo‐Hi‐Lo sequence could be used as an estimate  for  the realistic sequence, but  its 
usefulness  is questionable. Only one of  the missions  tested  in  the analyses has provided an 
estimate  marginally  better  than  the  mean  life  of  the  reversed  rainflow  reconstitution 


















The  Effective  block  approach  (EBA)  [120,  132‐135]  is  an  emerging,  simplified  method  for 
predicting  fatigue crack growth rates under variable amplitude  loading.  Instead of relying on 
cycle‐by‐cycle  predictive methods  based  on  constant‐amplitude materials  data  to  estimate 
variable‐amplitude (VA) fatigue crack growth, the EBA method uses a semi‐empirical technique 
to  combine experimental VA data  from a  spectrum with  the  crack growth model  to predict 




Existing  fatigue  crack growth prediction models  for  spectrum  loading,  such as  the plasticity‐
induced  crack  closure  (e.g  FASTRAN  [66]),  take  the  constant  amplitude  crack  growth  rate 
results as  input but  require calibrations against certain variable amplitude  loading  results  to 
determine  the  optimum  model  parameters  [82].  For  example,  the  value  of  the  plastic 
constraint factor in FASTRAN [66], which may vary between 1.0 and 3.0, has been reported to 
depend on  the  loading sequences  [119]. This raises a question about  the accuracy of  the ab 
initio predictive model when applied  to a new or different  spectrum. A  study by McDonald 
[120] showed that the crack growth prediction could differ from the experimental mean life by 
a factor of 10.  This indicates that error can increase when predicting variable amplitude crack 




growth algorithm used  in  the model. By determining  the  relative  crack growth  rates of  two 
loading sequences using an un‐calibrated algorithm at a reference stress, and combining with 
the  experimental  results  of  one  loading  sequence,  the  growth  rates  for  the  other  loading 
sequence can be estimated. Since helicopter loading sequences are more complex than those 












and  was  reasonably  applicable  to  P‐3  spectrum.  However  the  applicability  of  EBA  under 













examined.  Secondly,  analyses  were  carried  out  to  explore  the  ability  of  EBA  using  the 
parameters acquired from crack growth data for a tested spectrum to predict the crack growth 




To achieve  the aims of this chapter, two  load spectra were  first selected  to collect the crack 
growth data. The  load  spectra  chosen were M3  (Combat  support & Tactical,  representing 9 
flights)  and  M6  (Ferry/I.F./Continuation,  representing  20  flights),  both  were  from  the 
Australian Black Hawk fleet database. These are baseline load spectra generated in Chapter 4 
by  reversed  rainflow  reconstitution.  These  two  load  spectra were  chosen  as  they were  the 




















It  should  be  noted  that  the  “equivalent  Paris”  parameters  Cv  and mv  depend  not  only  on 







The  use  of  VA  data  necessitates  the  choice  of  a  suitable  “reference  stress”  to  define  the 
severity  of  the  loading  sequence.  To  fulfil  one  of  the  aims  of  this  chapter,  which  is  to 
investigate the effect of different reference stresses, the crack growth data for three different 
reference  stresses  were  presented  in  the  form  of  da/dB  vs  Kref.  The  values  of  Kref  were 
calculated  by  using  the  usual  stress  intensity  factor  equation  (Equation  5‐2).  The  three 
reference stresses selected were 1) the root‐mean‐square stress of the spectrum (Equation 5‐3, 







  ܭ௥௘௙ ൌ ߪ௥௘௙ߚ√ߨܽ  Equation 5‐2 
 









secant  method  and  the  other  is  the  incremental  polynomial  method.  The  incremental 
polynomial method with seven points was used  in preference to the secant method because 
the  incremental polynomial method  tends  to numerically smooth out  the data, reducing  the 
scatter [210, 211]. This method fits a parabola to a set of seven consecutive data points (each 
point defines a combination of crack  length and block) and the rate (da/dB)  is obtained from 



































































Cv  mv  Cv  mv 
Krms  5.602x10
‐7  2.368 6.600x10‐7 2.417 
Kmax‐min  2.498x10‐8  2.368 2.895x10‐8 2.417 
Kmax  2.03x10














The  last  section  demonstrated  the  ability  of  derived  crack  growth  parameters  to  represent 
crack propagation under the tested spectra. This section aims to examine the extent of EBA’s 
ability  to  cross‐predict  crack growth  for an  “untested”  spectrum,  from parameters obtained 
from  a  “tested”  spectrum.  To  achieve  this, mission M3  was  first  treated  as  the  untested 
spectrum  and  its  “equivalent  Paris”  parameters  were  estimated  from  the  experimentally 
collected “equivalent Paris” parameters for M6 from Section 5.2.1. Likewise, a second analysis 





The  method  of  performing  these  predictions  was  described  in  Section  2.4  and  is  briefly 
summarised  below.  The main  hypothesis  of  the  EBA method  is  that  the  ratio  between  the 
experimentally measured  crack  growth  rate  and  the predicted  crack  growth  rate by  an un‐
103 
 
calibrated  crack  growth model  is  the  same  for  different  loading  spectra  (Equation  5‐5).  By 
substituting  Equation  5‐1  into  Equation  5‐5,  this  assumption  leads  to  two  new  equations 
(Equation  5‐6  and  Equation  5‐7  below)  that  relate  the  Paris  parameters  of  the  untested 
spectrum  to  those of  the  tested spectrum. Note  that  in  the equations below “A”  represents 
the calculated rate from a cycle‐by‐cycle analysis (using FASTRAN), the subscript “T” denotes 
parameters that were extracted from experiments and the subscript “P” denotes parameters 
that will be predicted using EBA.   Subscripts “TS”  stands  for  tested  spectrum and “UTS”  for 
untested spectrum.  
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As  indicated above,  to apply EBA  to an untested spectrum, analytical predictions  from crack 
growth model  are  used  to  provide  the  correlation  ratio  between  the  two  spectra.  In  this 
chapter  FASTRAN  is  used  to  provide  that  ratio.  To make  the  prediction  using  FASTRAN,  a 
plastic  constraint  factor  is  required  as  an  input.  This  constraint  factor  often  needs  to  be 
calibrated  in order to provide accurate predictions. For the verification of EBA, the constraint 
factor was set as 1.9, the same value used for unifying the CA data under different load ratios. 
The FASTRAN analyses herein were not calibrated  to  the VA experimental  results. The crack 
growth rates from FASTRAN were converted from da/dN to da/dB. Similar to the procedure in 
Section  5.2.1,  a  line  of  best  fit was  drawn  to  each  set  of  data  and  the  “equivalent  Paris” 
parameters were obtained and shown  in Table 5‐3. Figure 5‐4 and Figure 5‐5 show the crack 
growth  rate  data  from  the  FASTRAN  prediction  for  the M3  and M6  spectrum,  respectively. 
Shown  in  Table  5‐4  are  the  coefficients  of  determination  for  fitting  the  “equivalent  Paris” 
model to the FASTRAN predictions (the correlation shown  in Figure 5‐4 and Figure 5‐5). In all 



















VA crack growth 













Cv  mv Cv mv 
Krms  7.679x10‐7  2.706 5.834x10‐7 2.855 
Kmax‐min  2.197x10‐8  2.706 1.452x10‐8 2.855 










































Using  these data,  two  sets of analyses were  carried out.  In  the  first  set, detailed  in Section 
5.2.2.2,  the  M3  spectrum  was  employed  as  the  untested  load  sequence  and  its  Paris 
parameters were approximated from the experimentally measured Paris parameters pertinent 




To  provide  a  baseline  for  comparing  the  quality  of  EBA  predictions,  the  “equivalent  Paris” 
relations extracted from the FASTRAN predictions are compared to the experimental data, as 



























5‐5, the predictions are of poor quality.  It  is noted that the FASTRAN model  is not calibrated 
against the VA data.  
 









































In  reference  to  Figure  5‐3,  for  this  first  set  of  EBA  analyses, M6 was  taken  as  the  tested 
sequence, hence its experimental crack growth rates were used as input. M3 is the sequence 
for which we need to predict growth, in a real application, its experimental crack growth would 
be  unknown.  In  this  research,  however,  the  actual  M3  experimental  data  were  used  to 
evaluate the quality of the EBA predictions. Using the data shown  in Table 5‐1 and Table 5‐3 
with Equation 5‐6 and Equation 5‐7,  the Paris parameters  for  the untested spectrum  (in  this 
case M3) could be obtained using EBA. The parameters used  for EBA and the resultant Paris 
parameters are shown in Table 5‐6 with the EBA prediction in bold. Table 5‐6 shows the result 
of  treating M6  as  the  tested  spectrum  and  its  experimental  result  is  used  to  predict  the 
parameters for M3. Note that in these three analyses (one for each Kref), the corresponding Kref 



































FASTRAN correlation  Experimental FASTRAN correlation EBA Prediction
CvA,TS  mvA,TS  CvT,TS  mvT,TS  CvA,UTS  mvA,UTS  CvP,UTS  mvP,UTS 
Krms  5.834x10‐7  2.855  6.600x10‐7 2.417 7.679x10‐7 2.706 8.688x10‐7  2.268
Kmax‐min  1.452x10
‐8  2.855  2.895x10‐8  2.417  2.197x10‐8 2.706  4.381x10‐8  2.268 




































measured crack growth data were used as  input  for the EBA prediction. M6  in this case was 
taken  as  the  untested  sequence.  The  accuracy  of  the  EBA  prediction  was  assessed  by 
comparing its prediction with the actual data of M6 spectrum. This set of analyses was carried 
out  in  the  same manner  as  the  previous  case  in  Section  5.2.2.2:    using  Equation  5‐6  and 
Equation 5‐7 to obtain an EBA prediction of the Paris parameters for M6. The different Paris 
parameters used in these analyses are shown in Table 5‐8, with the predictions being shown in 








































FASTRAN correlation  Experimental FASTRAN correlation EBA Prediction
CvA,TS  mvA,TS  CvT,TS  mvT,TS  CvA,UTS  mvA,UTS  CvP,UTS  mvP,UTS 
Krms  7.679x10‐7  2.706  5.602x10‐7 2.368 5.834x10‐7 2.855 4.256x10‐7  2.517
Kmax‐min  2.197x10
‐8  2.706  2.498x10‐8 2.368 1.452x10‐8 2.855 1.650x10‐8  2.517













that  the “equivalent Paris”  relation could be used  to make an accurate prediction. Although 
the experimental data are based on fatigue crack growth rate, the result also implied that this 
will hold truth for fatigue crack growth life predictions. This is because fatigue crack growth life 





specimens  subjected  to  untested  helicopter  spectra  was  examined.  The  R2  value  of  the 
different predictions  in  relation  to  the corresponding experimental  result are  summarised  in 











Krms  0.935 ‐0.627 0.865 
Kmax‐min  0.935 ‐0.627 0.870 






Krms  0.957 0.191 0.915 
Kmax‐min  0.957 0.191 0.917 




























































































































The results show  that  the  fatigue crack rate predicted using EBA outperforms  the prediction 
from  the  traditional method  based  on  CA material  data  (in  this  case  FASTRAN). Note  that 
FASTRAN prediction  is being used as a baseline as  it  is taken as a representation of a typical 
uncalibrated CA based fatigue model.  It should be pointed out that under this simulation, no 
experimental  results  from  the untested  spectra were used  to  tune  the prediction. The only 
information from experiment that went into the EBA calculation was the VA crack growth rate 
of  the  tested  spectrum  (hence  both  FASTRAN  predictions  and  EBA  predictions  are  not 
calibrated  to  the  corresponding  set of VA data).  Since EBA  is based on Equation 5‐5, which 





In Equation 5‐5,  the equation  is based on  the assumption  that  the ratio of  the crack growth 
rate between the analysed data (from FASTRAN) and the real data is maintained amongst the 



























Initially  it was expected that the  three Kref would give different  life predictions under EBA as 
they are  sensitive  to different characteristics of  the  load  spectra. The Krms  is expected  to be 
more robust as  it depends on all the cycles within the spectrum and  it  is not too sensitive to 
changes to a particular cycle. For example, if only the peak stress changed, the changes to the 
Krms would be minimal. In contrast to Krms, Kmax is only dependent on the maximum stress and 









It was  initially  suspected  that Krms would provide  the best prediction amongst  the  three Kref 
used because  the  two helicopter  load  spectra are dominated by a high number of  repeated 
cycles  (implying  the dependency on all  stress  level) and  typically Krms  tends  to provide good 
results under  the  characteristic K  concepts  [125]. However  this  is not  the  case as  shown  in 
Table 5‐10 and Table 5‐11, both Kmax‐min and Kmax were able  to provide better correlations  to 
the  experimental  result  than  Krms.  This  indicated  that  the maximum  stress  is  an  important 
parameter and it is probably the best reference stress to be used to represent the data in this 
case  study.  It  had  been  shown  that  if  the  load  spectrum  is  stationary  (the  load  sequence 
repeats before crack has exceeded the forward plastic zone size), the block‐by‐block approach 
(characteristic  K  concepts) would  generally  give  a  good prediction  as  crack  closure  remains 
constant  [53,  127‐129].  In  the  references  mentioned,  the  researchers  suggested  that  the 








then  the  use  of maximum  stress  as  the  reference  stress  in  EBA  should  give  an  accurate 
prediction of  the crack growth  rate, which  is believed  to be  the case here. Therefore,  these 
results may imply that in general to ensure EBA can provide an acceptable result, it would be 
best  to  involve  stationary  load  spectra.  This  can  be  implemented  in  the  form  of  an  EBA 
requirement to have the load spectra repeat many times over the life of the component (see 
Section 2.4).  It  is suggested  that  the  fatigue crack growth curve should be produced  from at 
least 30  load blocks  [120, 137]. Also  it  is  important  that  the experimental crack growth  rate 
could be modelled well by  the “equivalent Paris” relation. This  is because  the EBA approach 
functions by transposing the “equivalent Paris” relation (from experimentally measured crack 
growth  rate) with  a  correlation  factor  derived  from  crack  growth model  predictions.  If  the 








would remain  in the same relationship outside  the bounds. As can be seen  in Figure 5‐10 to 







stress  raises some concern – each of  the  three  reference values  tested could clearly  lead  to 
significant errors with some sequences.  For example, a sequence with a few high loads might 
be sensitive to retardation by those  loads, while the Krms value would not reflect any change. 
Similarly,  in  some  sequences, changing  the Kmax  (perhaps  for  just one  load cycle!) might not 
have any significant effect on growth yet might change Kref substantially. This remains an area 










Secondly,  early  in  this  chapter,  it  was  mentioned  that  EBA  prediction  requires  FASTRAN 
predictions, and the quality of FASTRAN prediction  is dependent on the constraint factor. So 




From  the  crack  growth  rate  collected  from  the  experiment,  it  was  noticed  that  the  crack 



























Although  the  two  CGR  appeared  to  be  similar,  as  they  are  variable  amplitude  data,  this 
similarity assumption does not hold true. This is because the crack growth rate is measured in 
blocks.  So  if  the  block  sizes  are  defined  differently,  the  two  tested missions will  no  longer 
appear  similar.  To  demonstrate  this  and  to  explore  the  effect  of  the  block  size  on  EBA 
prediction, M6 was  redefined and  the analysis carried out previously was  repeated. For  this 












and Table 5‐13 are  the coefficient of determination of all  the predictions  in  relation  to  their 
































Krms  0.935 ‐0.627 0.865 
Kmax‐min  0.935  ‐0.627  0.870 






Krms  0.957  0.191  0.915 
Kmax‐min  0.957  0.191  0.917 




correlation  factor  (cross‐over  ratio), and  the quality of FASTRAN prediction  is dependent on 
the constraint factor, so it was possible that a different constraint factor might have an effect 
on  the quality of EBA predictions. To  look  into  this hypothesis,  the  following analyses were 
conducted. 
 
Equation 5‐5  (the equation  that  the EBA  theory  is based on), was  rearranged  such  that  the 








EBA  relies  on  this  CGR  ratio  to make  prediction,  hence  its  robustness  is  dependent  on  the 
consistency of the CGR ratio across different constraint  factors.  If Equation 5‐8 holds true,  it 





To  test  this  assumption,  a  range  of  constraint  factors were  used  and  the  CGR  ratios were 
calculated  by  Equation  5‐9.  Similarly,  the  CGR  ratio  from  the  experimental  result was  also 





The  results  in Figure 5‐18  show  that  the CGR  ratios are dependent on  the  constraint  factor 
used in the FASTRAN prediction and they are not constant across different constraint factors. 
 

















Since  the value of the constraint  factor used  in FASTRAN affects the calculated crack growth 
rates, it is important to determine whether the CGR ratio is sensitive to the value of the plastic 
constraint  factor.  To  this  end,  FASTRAN  predictions were  carried  out  by  varying  constraint 
factor between 1.0 and 3.0, the maximum range of possible values.  In previous sections, it was 
shown  that  the choice of different  reference  stresses  for  the  two  spectra  (M3 and M6) had 
minimal effect on EBA predictions. Therefore only  the RMS stress was used  in  the  following 
analyses.  Firstly,  the  spectrum  M6  was  taken  as  the  tested  spectrum  to  make  an  EBA 
prediction of growth rate for the M3 spectrum. Secondly, the M3 spectrum was taken as the 
tested spectrum to make predictions of growth rate for the M6 spectrum. To assess the quality 
of  the  predictions,  the  coefficient  of  determination  (R2)  of  the  fit  for  EBA  results  to  the 






























































typically  the model would be calibrated  to experimental results  for a particular mission, and 
then the calibrated constraint factor would be used to make prediction on other missions. The 
result here reveals that this approach would not yield accurate predictions. For example, if the 





Also,  it  is noted  that FASTRAN predictions are very sensitive  to  the constraint  factor used: a 
small  change  to  the  constraint  factor  could  lead  to  a  significant  drop  in  the  quality  of 
prediction. In contrast, the EBA prediction is quite stable irrespective of the value of constraint 
factor. For the constraint factor values tested, the EBA predictions consistently achieved an R2 
value  above  0.8,  indicating  good  correlations.  In  almost  all  cases,  the  EBA  predictions 
correlated  better with  the  experimental  results  than  the  FASTRAN  predictions.  In  the  case 










In  Figure  5‐18,  it  is  clear  that  with  some  constraint  factors,  the  CGR  ratios  predicted  are 
deviating  away  from  the  experimental  CGR  ratio.  Although  these  cases  still  provide  good 
predictions  under  EBA  as  shown  in  Table  5‐14  and  Table  5‐15,  they  confirm  a  potential 
boundary  for  the  EBA  approach.  The  reason  that  under  these  constraint  factors  EBA  still 











to  calibrate  the  crack  growth  model.  This  finding  is  very  useful  for  damage  tolerance 
application to helicopters. From the Cranfield University round robin exercise [82] (see Section 




are  costly  and  time  consuming.  From  the  result  shown  here we  can  conclude  that  EBA  is 
capable of providing an accurate prediction, which in turn could minimise the validation tests, 
and hence  improve  the practicality of applying damage  tolerance  to helicopter designs. This 
result also  suggests  that EBA might be a way  to  simplify  fatigue  life predictions without  the 










The  EBA  has  also  been  found  to  offer  substantial  improvement  over  the  un‐calibrated 
FASTRAN  predictions.  Results  of  the  present  investigations  show  that  while  FASTRAN 
predictions are heavily dependent on  the constraint  factor used,  the crack growth  rate  ratio 
between different loading spectra is less dependent on this factor. Since EBA is based on this 





be  relatively easy  to modify a  sequence  in a way which  changes growth  rate, but does not 
influence  the  reference stress  intensity. As a consequence  there must be boundaries on  the 
applicability of the approach. The investigations presented in this chapter have identified two 
possible limitations of EBA. Firstly, the load spectra used in EBA would be best to be stationary. 
With stationary  load spectrum,  there  is a better chance  that EBA will provide an acceptable 
result. Secondly,  the applicable  range of Kref  for  the untested spectra should not exceed  the 






 The  results  also  reveal  that  variable  amplitude  crack  growth  rate  curve  should  not  be 
interpreted  in  the  same manner  as  the  crack  growth  rate  curves under  constant  amplitude 
loading as additional factors such as the block sizes are involved. This means that the spectra 




The  results  suggest  that  EBA  could  potentially  be  used  to  aid  the  application  of  damage 
tolerance to helicopters. By providing a more accurate and robust prediction,  it  is possible to 
reduce  the  need  for  highly  accurate  predictions  of  load  sequence  effect, which  had  been 
shown as an area  in need of  improvement. Furthermore,  this new approach may potentially 












As highlighted  in Chapter 2 of  this  thesis,  it  is not yet possible  to directly apply  the damage 
tolerance methodology  to  helicopter  components,  due  to  some  of  the  unique  features  of 
helicopter  loading.  For  example,  helicopter  loads  are  typically  at  high  R‐ratio  and  low 
amplitude, meaning that a large number of cycles may fall in the vicinity of the threshold. One 
issue highlighted by  the Cranfield University round robin exercise  (see Section 2.2)  is how to 

















In  recent  years,  Yamada  and  Newman  [150‐152]  adopted  the  compression  pre‐cracking 
method  and  collected  crack  growth  data.  They  compared  their  FASTRAN  analysed  Keff  data 
with the experimentally measured Keff data and found a mismatch of threshold values between 
the two sets of data. Their results indicated that there exists a higher level of crack closure at 
high R  ratio  than  that  predicted by plasticity‐induced  crack  closure model. Consequently,  a 
smaller  plastic  constraint  factor  than  what  has  been  determined  from  three‐dimensional 
elastic‐plastic  finite  element  analysis,  is  required  to  correlate  FASTRAN  predictions  with 
experimental  results.  As  FASTRAN  is  based  on  the  plasticity  induced  crack  closure  (PICC) 
128 
 
concept,  it was hypothesised  that  these observations  from  their  results  indicated  that other 
closure mechanisms were involved [150‐153]. 
 
Therefore  in  order  to  provide  an  accurate  crack  growth  prediction  in  the  near‐threshold 
regime,  the accuracy of  the CA data  in  this  region and  the modelling  technique need  to be 















quantifying  the  effects  of  fracture  surface  roughness  on  crack  growth  rates  and  creating  a 
model that incorporates both PICC and RICC effects. This new model will potentially provide a 
more accurate prediction of fatigue crack growth behaviour, and ultimately aid the application 




6.2 Crack	 growth	 rate	 data	 and	 crack	 closure	
measurement	
Before development and validation of  the analytical model, experimental  tests were carried 
























the sample was more suited to compression  loading and  loading at  low  load. Firstly, two pin 
holes were bevelled to allow better contact. This ensured the  load was applied closer to the 
mid‐plane of the sample, minimising the out‐of‐plane bending [151] and ensuring a straighter 
crack  front. A  straight  crack  front would provide more  accurate  results  for  the use of  local 
strain gauges, in order to measure the crack opening load. The contacted area was suggested 
to be a third of the sample thickness [218]. A diagram of the design of the pin holes is shown in 
Figure 6‐1. Secondly,  the notch  length was changed  to 30% of  the width of  the sample. This 
was done to increase the signal strength for the back face strain (BFS) gauges used to monitor 
the crack length and also to minimise cracks forming at the holes [143, 152]. Thirdly, the notch 
angle was  changed  to  45⁰  and  the  notch  root  radius  to  0.15 mm.  These were  needed  to 
minimise the development of multiple crack fronts. Although Newman [218] suggested the use 














the  stress  intensity  factor  for  this method  is  essentially  the  same  as  the  standard  stress 
intensity  factor  solution  in ASTM E‐647  [40],    the difference  is within 0.5%  for 0.2≤c/W≤0.7 












  หܭ௖௣ห ൌ ቂ1 ൅ 2.5ሺ1 െ ܹܿሻ
ଵ଴ቃܭ஼்  Equation 6‐1 
 
Although metal blocks were used  for compression  loading, pins with  smaller diameter were 
inserted to prevent the sample falling out from the clevises [220]. The pins were not in contact 








with half of the requirement. For the experiments  in this  investigation,  it was found that the 
new requirement was too  low to start the crack, so 0.00028 √m was used  instead. Note that 














in  the experiments here. The  reason  for  this  is  that  the  load cell on  the servo hydraulic  test 
machine had  limited sensitivity when the  load was too  low. To make sure that the  load data 











was  imposed by  the plastic zone created ahead of  the crack. The  tensile residual stress  field 
created by the compression pre‐cracking would tend to  increase the crack growth rate under 
tension  loading.  In  order  to  obtain  a  steady  state  crack  growth  rate,  data  should  only  be 
obtained when the crack is outside the influence of the tensile residual stress field. Testing on 






  ∆ܿ ൌ 2ሺ1 െ ܴሻߩ௖௣ Equation 6‐3 
 
 






The  initial  load  for  the primary  fatigue  load was obtained by  trial and error as  the  threshold 
value was unknown.  The  initial  values used were  estimated based on  4340  fatigue data  as 
4340 steel properties and the crack growth rate are very similar to PH 13‐8 Mo steel used  in 





To measure  the crack growth  rates,  two sets of strain gauges were used. The  first set  is  the 
back  face  strain  (BFS) gauge which was used  to monitor  the  crack  length. The  crack mouth 
opening  displacement  (CMOD)  clip  gauges  used  to measure  the  crack  length  presented  in 
previous chapters were not used here. This is because the spring in the clip gauge could induce 
a  force that affects the crack growth when the specimen width  is small or when the applied 
load  is small [219]. While  it  is possible to account for this effect,  it was easier to use the BFS 
gauges  to  simplify  the  process.  The  second  set  of  strain  gauges  consists  of  the  local  strain 
gauges that were used to measure the crack opening load.  Although the BFS gauges could be 

















ܹ ൌ ܣ଴ ൅ ܣଵܷ ൅ ܣଶܷ




  ܷ ൌ ൣ√ܣ ൅ 1൧ିଵ  Equation 6‐6 
 
  ܣ ൌ |ߝܧܤܹ/ܲ|  Equation 6‐7
And 






local  gauges,  the  applied  load  frequency was  reduced  to  0.05 Hz.  This was done  for  a  few 
reasons. Firstly, it allowed the test to run at a higher frequency when data were not acquired. 
Secondly, because  the data acquisition  controller was not  synchronised with  the MTS  servo 
hydraulic  test machine  used  for  the  experiments,  by  increasing  the  number  of  data  points 
recorded it was possible to minimise the errors involved in matching the strain measurements 
with the load data. This also fulfilled the minimum data acquisition rate requirement specified 
by  Elber  [227]  and ASTM  E‐647  [40].  It  is  important  to  note  that  the  loading  rate was  not 
constant  throughout a  cycle as  the  loading  follows a  sine wave. This means  that  for a  fixed 
data acquisition  frequency, more points would be  recorded when  the  load was approaching 
the maximum or the minimum load. To ensure that the minimum sampling requirements were 
met, a relatively high number of data acquisitions were employed. In addition, to minimise any 









































































the  standard  load  reduction  method.  This  observation  is  consistent  with  those  made  by 
Newman and Yamada [220] for an aluminium and a titanium alloy. These results demonstrated 
that the crack closure level obtained under the ASTM E‐647 load reduction method is generally 
higher  than  the  steady  state  crack  closure, meaning  that  the  ASTM  E‐647  test method  is 
affected by the load history employed during load reduction.  
 
In  the  experiment,  the  local  gauge measurements  turned  out  very  noisy.  In  fact  the  data 
collected were too noisy to be usable for determining the crack opening  load. An example of 
























fluctuation  shown  in  Figure  6‐8  was  far  too  large,  and  as  suggested  by  ASTM  E‐647,  this 
variation  is  too  high  to  be  useful  to  accurately  determine  the  opening  load.  A  number  of 
filtering techniques were attempted to try to reduce the noise in the data. These included the 
reduction  of  resolution  of  recorded  data  and  the  use  of  the  seven‐point  incremental 
polynomial method; but neither method improved the signal to noise ratio. It should be noted 
that the BFS gauges data also suffered the same problem, and so the BFS data also could not 
be used  for determining  the opening  load. The  reason  that  the BFS gauges  results were still 
valid for the crack length monitoring is because it is less sensitive to noise in the strain gauge 
data, as averaging over a larger number of data points helps reduce the noise effect. The exact 










































Once  the  specimens  had  reached  failure  after  the  procedure  described  in  Section  6.2,  the 
fracture surface of  the samples were scanned using a Bruker Npflex white  light  interference 









shown on  the  top  left  in  Figure 6‐9). Once  the mask was  applied,  the  cutoff  length  for  the 
roughness parameters was  selected. For all  the  samples,  the  cutoff  length  selected was 0.8 




as  a  high  pass  filter  to  distinguish  between  waviness  and  roughness.  The  roughness 

















6.3.2 Fracture	 surface	 roughness	 measurement	 and	
discussion	
In order  to make use of  the  roughness data  in a predictive model, a  relationship  is needed 
between the roughness and geometry and loading parameters. In Kim and Lee’s model [192], 
the roughness parameter Rq was plotted in terms of Kmax and it was found that for the different 









Figure  6‐11: Root‐mean‐square  roughness  height  of  the  fracture  surface  against Kmax  for  various R 
ratios of samples tested under CPCA method. 
 



























Figure  6‐12: Root‐mean‐square  roughness  height  of  the  fracture  surface  against Kmax  for  various R 
ratios. 
 
As  shown  in  Figure  6‐12  the  roughness  data  collected  under  CPCA  agreed  with  the  load 
reduction samples, with the correlation between the two sets of data being the best at R=0.8. 
These  results  show  that Rq  tends  to decrease  to  a  constant  value  (around  2.7 µm)  for  this 
material.  This  trend  agrees with  Kim  and  Lee’s  results.  Similar  observations were made  by 
Ogawa et al. [229] and Kobayashi and Shockry [230], for a Titanium alloy sample, in which they 
found  that  the  fracture  surface  roughness  increased  as  ΔK,  which  is  proportional  to  Kmax, 
decreased. This trend observed by Ogawa et al. [229] and Kobayashi and Shockry [230] agreed 








































for  a  given  stress  intensity  factor  and  an  R  ratio  combination.  The  fact  that  Rq  reaches  a 
constant value around ΔK= 4.66 MPa√m suggests that roughness effects are more significant 
below  4.66 MPa√m  for  this material  and  this  region  is  the  near  threshold  regime which  is 
expected to be dominated by RICC. An advantage of using this relation to model roughness is 
that  the RICC effect naturally diminishes as  the  crack grows  into  the Paris  region. Shown  in 
Equation 6‐8 are the two regions with their respective domains. 
 
  ܴ௤ ൌ ቊ0.28∆ܭ
ଶ െ 3.08∆ܭ ൅ 10.97, ∆ܭ ൏ 4.66 ܯܲܽ√݉





























Firstly,  as  Rq  decreases,  the  influence  of  RICC  would  diminish  and  eventually  approach  a 
constant. This agrees with observations  in  the experiments of Newman et  al.  [153, 220],  in 
which  the  differences  between  the  two  sets  of  crack  growth  rate  data  diminished when  it 
entered the Paris region. Assuming this relation holds true for other materials, the roughness 
results shown here suggest that the differences  in the experimental results of Newman et al. 
[153,  220]  can be  attributed  to RICC.  Secondly,  the difference  between CPCA  and  the  load 
reduction sample is also visible in the roughness data even though it is very minimal. The crack 
growth rate data shown  in Figure 6‐5 to Figure 6‐7 confirm that as the R ratio  increased, the 
differences  between  the  CPCA  and  the  load  reduction  data  diminished.  Similarly,  the 
roughness  data  in  Figure  6‐12  showed  that  the  agreement  between  the  two  sets  of  data 
improved as the R ratio increased. With R=0.8, the CPCA and load reduction data were almost 
identical.  As the R ratio decreased, a slightly larger variation emerged. This might indicate that 




completely  fractured. Although  it was not  the  instantaneous  roughness measurement made 





The  asperity  spacing  measurements  in  the  crack  growth  direction  (Rsm,  mean‐spacing‐of‐







CT_CP_5 (R=0.1)  181.40 µm  173.89 µm  180.40 µm 
CT_CP_1 (R=0.4)  215.92 µm  168.93 µm  218.43 µm 











stress  is  large enough to activate a second slip system.  In this case the crack will grow under 
the inference of both slip systems. The crack will be more planar and oriented perpendicular to 
the maximum  tensile  stress. The change  from Stage  I  to Stage  II  is affected by  the crack  tip 
cyclic plastic zone and the grain or microstructural feature size [232‐234].  If the cyclic plastic 






I  crack  growth  and  the  constant  section might  correspond  to  Stage  II  crack  growth.  So  an 








be plotted against  the  ratio  rc/d. This graph  is  shown  in Figure 6‐14. According  to Forsyth’s 
crack growth theory,  if the ratio rc/d  is below one, then the crack growth  is  in Stage  I;  if  it  is 
greater than one, then the crack growth is in Stage II.  
 















the  transition  from  parabolic  to  constant  roughness  could  be  linked  to  another,  smaller, 
microstructural dimension which influences slip systems; such transitions have been described 
by  Yoder  et  al.  [232‐234,  239]  and  in  the  present  case  could  include  features  such  as 





































the roughness effect. The advantage of  integrating a roughness module  into FASTRAN  is that 
the modified model would be able to account for the  interaction between PICC and RICC. To 





FASTRAN  is a  crack growth model developed by Newman  [66]. This model was used as  the 
base  model  for  the  analytical  model  developed  in  this  chapter.  The  advantage  of  using 
FASTRAN (or other strip yield models) is that this type of model is capable of predicting crack 
growth under variable amplitude (VA) loading. The basic theories behind FASTRAN have been 
explained  in  Section  2.1.2.2.1.  The model  treats  the  structure  as  three  regions:  the  elastic 
region,  the plastic  region ahead of  the crack  tip, and  the  residual plastic deformation  in  the 
crack wake.  The  crack wake  closure  region  is  represented  by  a  large  number  of  elements, 
which can only resist compressive load when in contact.  
 




(2) Then  the parameter  Δc*(defined by Equation 6‐10)  is  calculated. Note  that  ω  is  the 











(5) The  crack  length  (c)  used  for  calculating  the  crack  opening  load  is  updated.  The 
element originally at the crack tip is broken into two halves, creating a new element in 





the number of elements  in a  reasonable  size. This helps  to  speed up  the calculation 
processes. Elements only get combined when they fulfil a specified requirement. This 
process is explained in more detail in Section 6.4.1.1.  
(7) Following  element  lumping,  a  new  crack  opening  load  is  calculated  based  on  the 
updated crack length. This is further explained in Section 6.4.1.2. 
(8) Finally, the new crack  length  is compared against the predefined final crack  length.  If 







  ∆ܿ∗ ൌ 0.2߱  Equation 6‐10
 
6.4.1.1 Element lumping 






crack)  to  the element. The definitions of  these variables are shown  in Figure 6‐16. Elements 
close to the crack tip are unlikely to be combined together because c‐xi+1 is small, making it less 
likely to satisfy the following equation, 













at minimum stress  (Smin). He suggested  that  in order  for  the crack  to be  free of contact,  the 
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6‐13,  σi  is  the  contact  stress  of  the  element  in  consideration  and  n  is  the  total  number  of 
elements. The contact stress of each element (σi) is calculated by using the element length and 
the crack  surface displacement at Smin. The contact  stress of each element  is defined as  the 
stress  required  to  compress  the  element  with  its  current  length  (Li)  to  the  crack  surface 
displacement at the element location (Vi). 
 
Equation  6‐13  only  starts  to  sum  from  element  11  and  onward  because  in  FASTRAN  the 
elements  in  the  crack wake  are  designated  from  element  11. A  schematic  of  the  FASTRAN 
element designation  is shown  in Figure 6‐17. Element 1  to 10  lie ahead of  the crack  tip and 
they are used to simulate the plastic zone ahead of the crack tip; element 1 is the first element 
at  the  crack  tip.  Element  11  is  the  element  closest  to  the  origin,  and  any  element with  a 








6.4.2 Incorporating	 the	 roughness	 induced	 crack	 closure	
module	
Since  FASTRAN only  takes  account of PICC,  a new module  to  calculate  the  influence of  the 
roughness  on  crack  closure  was  developed  and  added  to  FASTRAN.  The  advantage  of 
incorporating a roughness module into FASTRAN is that any interaction between PICC and RICC 
would naturally be taken  into account. If the closure effects were to be calculated separately 




In  this  module  the  crack  surface  roughness,  which  is  represented  by  the  asperities,  was 
simulated as a  series of  triangles. Different  to  the more  common  saw  tooth profile used  in 
roughness modelling [164, 179, 180, 185, 186], the height of the asperity may vary as the crack 
propagates.  The  asperity  shape  was  modelled  by  two  parameters:  asperity  spacing  and 






The  asperity  spacing was modelled  by  the  average  of mean‐spacing‐of‐profile‐irregularities 
(Rsm). Rsm measured along the crack growth direction. Experimental measurements as shown in 






The heights of  the asperities were modelled based on  the experimental  results presented  in 
Section  6.3.2.  The  results  showed  that  the  roughness  parameter  (Rq)  is  decreasing  and 














added  to each element  in  the  crack wake  to  simulate  the  roughness effect. Once  the extra 
lengths were added at maximum  load, the usual FASTRAN calculation for crack opening  load 
was  carried  out.  This  influenced  the  contact  stress  (σi  in  Equation  6‐13)  for  each  element, 
enforcing the crack opening load to reach a new equilibrium that includes the roughness effect.   


















One  issue with  incorporating the roughness contribution  is that the element width  is unlikely 
to fit within exactly one asperity spacing, meaning that the boundary of the element may not 
fall  into the trough. Depending on the  location of the element  in respect to the asperity, the 
roughness contribution will be different. To model this, the following method is used. Once the 
asperity height  is  calculated  from  the experimental  result  in  the  form of Equation 6‐15,  the 
location  of  the  newly  formed  element  is  identified  in  respect  to  the  asperity  shape.  The 
respective  roughness  contribution  to  this  element  can  be  calculated.  The  roughness 
contribution  is shown  in grey  in Figure 6‐20 (a). As all elements  in FASTRAN are simulated  in 
rectangles,  it  is necessary to find an equivalent height for the roughness contribution. This  is 









to  the next  stage  for element  lumping. The element  lumping procedures are maintained by 
FASTRAN, which was described in Section 6.4.1.1. However, as the roughness contribution for 
each  element  is  recorded  in  a  separate  table,  this  table  is  also  updated  according  to  the 
lumping made so that it contains the most up‐to‐date record of the roughness contribution for 
each  element.  The  use  of  this  table  is  discussed  in  Section  6.4.2.2.2.  The  roughness 
contribution  is  lumped  in  the  same manner as  the element height  (that  is,  it uses Equation 
6‐12 to acquire the roughness contribution of the combined element). One thing to note about 
this step is that as the crack propagates, depending on the asperity spacing, some elements far 
















elements  (apart  from  element  n)  would  have  a  similar  length  to  their  corresponding 
counterpart  from  the  unmodified  FASTRAN  (pure  PICC)  prediction.  This  means  that  for 
subsequent Δc*, there would not be much difference to the unmodified FASTRAN prediction of 
the opening  load. The major difference  is caused by the newly added roughness contribution 








lengths below  their  roughness contributions would be  lengthened  to match  their  roughness 
lengths. Elements with length longer than their roughness contributions were not modified. It 
should  be  noted  that  the  roughness  contribution  still  deforms  during  the  crack  opening 








of  sufficient  accuracy.  Therefore  the  data  from  Section  6.2  and  6.3  were  not  considered 
155 
 
suitable  for  this  verification  purpose  and  further  analyses  based  on  previous  experimental 














The  same  set  of  data  is  plotted  against  ΔK  in  Figure  6‐23.  It  is  visible  that  the  separations 
between the data sets pertinent to different R ratios are larger than that shown in Figure 6‐22. 
Nevertheless, for R ratios above zero (which  is the focus of this chapter), a relation could be 
formed  to  correlate  the  three  different  R  ratios.  The  wider  spread  of  the  data  could  be 
attributed  to  the  experimental  method  used.  These  samples  were  tested  using  the  load 
reduction method and as mentioned in Section 6.3.2 there might be a difference between the 
fracture surface measurement of samples tested under the  load reduction method and CPCA 








































































The  data  from  Section  6.5.1  were  used  as  input  to  the  analytical  model  to  predict  the 
experimental results from Section 6.5.2.1. The alpha factor used was 1.73, which  is the alpha 
factor  for  Irwin’s  plane‐strain  condition.  This  was  used  instead  of  the  1.3  suggested  by 
Newman et al. [153], because they mentioned that the alpha factor of 1.3 was abnormally low; 
suspecting that the low alpha factor was needed to compensate for other closure mechanisms 
through plasticity  induced  crack  closure. So by  increasing  the alpha  factor back  to a normal 
level this would demonstrate that the analytical model could take account of the RICC effect. 
Initially  the analysis was done with  the asperity  scaling  factor equal  to one, but  the  results 
showed  that  the asperity was  too  large, shielding  the crack  from growing even at maximum 
load. So by trial and error, a scaling factor (f) of 0.09 was found to provide a good match to the 
experimental  data.  The  simulation  of  the  experimental  result  is  shown  in  Figure  6‐26.  The 
















































































still  indicates  that  the  relation  of  the  fracture  surface  roughness  could  be  used  to 








For  example,  as  the  current  model  has  only  considered  mode  I  (opening  mode) 
displacement,  the  roughness  scale  factor might  indicate  the  need  of  extending  the 
model to  include mode  II (sliding mode) displacement.  If model  II displacement were 
incorporated, then the roughness scale factor might not be required. It is also possible 
that the asperity height scaling factor is dependent on the assumption of the asperity 
shape.  In  the  current  model,  asperity  is  assumed  to  be  two‐dimensional,  hence 







found  that  only  a  fraction  of  the  fracture  surface  roughness  is  needed  to  capture  the 
contribution of roughness in crack closure, thus requiring a scaling factor. The need to use the 
scaling factor is considered likely to be due to the mode II displacement caused by crack path 
deflection.  Therefore  further  development  of  a  combined  PICC  and  RICC model  needs  to 
include the effect of mixed mode deformation. 
 
Observations of  the  fracture surface showed  that as  the stress  intensity  factor  increases  the 
roughness decreases and ultimately reaches a constant value. A dual stage relationship could 
correlate the roughness measurement with ΔK across a wide range of stress ratios. While the 














2. The  load  sequencing  effect  on  the  robustness  of  crack  growth  prediction  under 
helicopter loadings. 
3. The applicability of Effective Block Approach (EBA) under helicopter loading. 






a) The  endurance  limit  has  a  strong  dependency  on  the  number  of  cycles 
associated with  runouts.  This means  that  changing  the definition of  runouts 
will result in changes in the stress level at the endurance limit. This in turn has 
an  impact  on  the  fatigue  life  prediction.  The  fatigue  lives  of  helicopter 
structures,  which  typically  experience  an  extremely  large  number  of  load 
cycles of  low amplitude at high  frequency, depend heavily on  the endurance 
limit. Any change in the endurance limit stress will have a major impact on the 
predicted lifetime for these helicopter structures. 
b) Reducing  the  number  of  cycles  associated  with  runouts  does  not  simply 
truncate the S‐N curves, but alter the shapes of the S‐N curves. These changes 
are  more  significant  in  the  near  endurance  limit  region,  although  the 
magnitude  of  the  changes  is  dependent  on  the  actual  data  set  used.  As 







investigate  the  variation on  fatigue  life by different  loading  sequences  that were 
reconstituted by the random reversed rainflow reconstitution method. 
a) The reversed rainflow reconstitution method was able to provide spectra with 
consistently  small  variations  in  fatigue  crack  growth  lives.  This  result  shows 
that spectra generated with this method exhibit similar sequencing effects and 
the differences between these sequences are insignificant. 
b) The  result  reveals  that  the  life distribution  formed by  the  reversed  rainflow 
reconstituted  sequences  can  be modelled  as  a  lognormal  distribution  for  a 
range of sample sizes from 50 to 10,000. The distribution only changed by an 
insignificant amount for the different sample sizes. 
c) Sequences  that  were  replicated  closely  to  the  physical  order  of  the 
manoeuvres result in lives that are similar to the lives of sequences generated 
with the reversed rainflow reconstitution method. The analysis results showed 
that  sequences  reconstituted  using  the  reversed  rainflow  reconstitution 
method yielded  fatigue  lives different  to  the baseline  sequence by  less  than 
17%, while  for  the method used  to generate  the extreme  life sequences,  the 
maximum difference is 86%. As the random reversed rainflow reconstitution is 
more straightforward with less reconstitution steps involved than the method 
that  tried  to  replicate  the  physical  order  of  manoeuvres,  the  result 
demonstrated  that  it  is  an  accurate  and  effective way  to  reconstitute  load 
sequence. 
d) The  safe‐life  predictions  are  all  significantly  longer  than  any  of  the  damage 
tolerance predictions and  they are at  least 120  times  longer. This  significant 
difference  is due to the safe‐life assumption of no pre‐existing crack exists  in 
the  structure.  The  results  highlighted  the  deficiency  of  safe‐life  approach  in 
regard to the level of safety that it provided. 
 
Analysis  3:  Analyses  were  conducted  to  test  EBA’s  performance  and  robustness  under 
helicopter loadings. 







FASTRAN  predictions. While  FASTRAN  predictions  are  heavily  dependent  on 
the  constraint  factor  used,  the  crack  growth  rate  ratio  of  FASTRAN  data 
between  the  two missions  considered  is  less  dependent  on  this  constraint 
factor. Since EBA  is based on this crack growth rate ratio, EBA  is more robust 
than FASTRAN alone. For example, the calibrated constraint factors for the two 
missions  tested  under  FASTRAN  were  different.  If  the  constraint  factor 
pertinent to one mission was used for predicting the life of the two missions, a 





of Kref  for  the untested  spectrum  should not exceed  the  range of  the  tested 
spectrum to ensure accuracy. 
d) To  further  assist  with  boundary  definition,  the  results  reveal  that  variable 
amplitude  crack  growth  rate  curve  should  not  be  interpreted  in  the  same 
manner as the crack growth rate curves under constant amplitude  loading as 
additional  factors  such  as  the  block  sizes  are  involved.  This means  that  the 
spectra could not be  identified as “similar” based on their variable amplitude 
crack  growth  rate.  Furthermore,  this  implies  that  EBA  applicability  is  not 










in  helicopter  parts  show  that  roughness  height  decreased  and  then 
approached a constant value with the increase in stress intensity factor range.  
b) A  dual  stage  relation  was  developed  to  correlate  the  fracture  surface 
roughness measurement with  ΔK  across  a wide  range  of  R  ratios.  This  new 
relationship  allowed  development  of  a  simple model  for  the  prediction  of 
fracture surface roughness across a wide range of stress ratios. 
c) The  combined  plasticity  induced  crack  closure  and  roughness  induced  crack 
closure model  created  in  this  research was demonstrated  to provide a good 
correlation with experimental data. 




life prediction under helicopter  loading and provided viable options of  improving  the  fatigue 
crack growth predictive capability  for  the  regimes which are  important  in helicopter  fatigue. 




In  the  course  of  this work,  several  issues  and  factors were  identified  that  require  further 
investigation  to  gain  better  understanding  of  the mechanisms  involved.  These  issues  and 
factors are: 
1. While  the  results  from  the EBA  analysis have demonstrated  an  improved predictive 
capability,  the  range  of  applicability  of  this  approach  remains  unclear.  Two  criteria 
have  been  identified  from  the  analysis,  but  further  investigation  is  required  to 
establish the boundaries (range of applicability) of the equivalent block approach. 
2. The  results  from  the  EBA  analysis  demonstrated  that  the  impact  of  using  different 
reference  stresses  is  minimal,  these  reference  stresses  are  sensitive  to  different 





representation  by  the  currently  available  parameters.  Alternative  reference  stress 
parameters and better ways to choose the best reference stress need to be developed 
to improve confidence in the approach. 
3. The current  study  involved use of  real helicopter materials and  real helicopter  loads 
data, but  clearly EBA methodology  should be  tested on a wider  range of helicopter 
components  and  loadings  to  further  confirm  that  the  approach  could  enhance  the 
robustness of the damage tolerance analysis methodology under helicopter loading. 
4. The  fracture  surface  roughness  correlation  developed  in  Chapter  6  has  been  found 
suitable  to model  the  two materials  (PH 13‐8 Mo  (H1050)  stainless  steel  and 7050‐







6. The  combined plasticity  induced  crack  closure  and  roughness  induced  crack  closure 
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