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GREEN RINGS OF POINTED RANK ONE HOPF
ALGEBRAS OF NILPOTENT TYPE
ZHIHUA WANG, LIBIN LI, AND YINHUO ZHANG
Abstract. Let H be a finite dimensional pointed rank one Hopf al-
gebra of nilpotent type. We first determine all finite dimensional in-
decomposable H-modules up to isomorphism, and then establish the
Clebsch-Gordan formulas for the decompositions of the tensor products
of indecomposable H-modules by virtue of almost split sequences. The
Green ring r(H) of H will be presented in terms of generators and re-
lations. It turns out that the Green ring r(H) is commutative and is
generated by one variable over the Grothendieck ring G0(H) of H mod-
ulo one relation. Moreover, r(H) is Frobenius and symmetric with dual
bases associated to almost split sequences, and its Jacobson radical is a
principal ideal. Finally, we show that the stable Green ring, the Green
ring of the stable module category, is isomorphic to the quotient ring of
r(H) modulo the principal ideal generated by the projective cover of the
trivial module. It turns out that the complexified stable Green algebra
is a group-like algebra and hence a bi-Frobenius algebra.
1. Introduction
The study of Green rings (or representation rings) of non-semisimple Hopf
algebras has been recently revived. In [4] and [23], the authors studied re-
spectively the Green rings of the Taft algebras and the generalized Taft al-
gebras based on the Cibils’ work [6] on the decomposition of tensor products
of indecomposable modules. The nilpotent elements of the Green rings of
the (generalized) Taft algebras were completely determined in terms of linear
combinations of projective indecomposable modules. In [16], the Green rings
of pointed tensor categories of finite type were investigated where the quiver
techniques were applied to study the comodules over a graded coquasi-Hopf
algebra. An interesting phenomenon appears when one compares the Green
ring of a generalized Taft algebra T and the Green ring of its dual T ∗. Al-
though the module category of T and the comodule category of T are not
monoidal equivalent, but the Green rings of the two are isomorphic. This
means that the Green ring invariant of a Hopf algebra can not solely de-
termine the module (or comodule) category of the Hopf algebra. For Hopf
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algebras of infinite type, the Green rings are usually not finitely generated.
In this case, the Green rings are difficult to study. For example, the Green
ring of the Drinfeld double of the Sweedler Hopf algebra [3] and the Green
rings of the rank 2 Taft algebras [22] are not finitely generated although
they can be computable.
In this paper, we study the Green rings of a large class of finite dimen-
sional pointed Hopf algebras of finite representation type. The pointed
Hopf algebras in this class are of rank one, which are either of nilpotent
type or of non-nilpotent type. Let A be a Hopf algebra over a field k and
A0 ⊆ A1 ⊆ A2 ⊆ · · · the coradical filtration of A. Assume that the coradical
A0 is a Hopf subalgebra of A. Then each Ai is a free A0-module. Consider
k as the trivial right A0-module. If A is generated as an algebra by A1 and
dim
k
(k⊗A0 A1) = n+ 1, then A is called a Hopf algebra of rank n [18, 33].
The (generalized) Taft algebras and the half quantum group [12] are all fi-
nite dimensional pointed Hopf algebras of rank one. Any finite dimensional
pointed Hopf algebra of rank one can be constructed from a group datum.
So the classification of finite dimensional pointed Hopf algebras of rank one
over an algebraically closed field (of characteristic 0) can be derived from
the classification of the group data, see [18, 5].
The Green ring r(H) of a finite dimensional pointed Hopf algebra H of rank
one is closely related to the Grothedieck ring G0(kG)) of the group alge-
bra of G, where G is the group of group-like elements of H. In the case
of nilpotent type, r(H) is isomorphic to some quotient ring of the polyno-
mial ring G0(kG)[z] modulo one interesting relation presented by a Dickson
polynomial multiplied with the almost split sequence ending with the trivial
module. The Green ring r(H) possesses a natural Frobenius structure and
is a symmetric ring. The Jacobson radical of r(H) is a principal ideal gen-
erated by a special element presented by a linear combination of projective
modules. Moreover, we will show that the Green ring rst(H) of the stable
category of H-modules is isomorphic to the quotient ring of r(H) modulo
the ideal generated by all projective modules. The complexified Green ring
Rst(H) is both a group-like algebra and a bi-Frobenius algebra. However, if
H is of non-nilpotent type, the Green ring r(H) is not nicely generated over
the Grothendieck ring, but it possesses the Frobenius structure as well. We
will present the structure of the Green ring in a separate paper [32]. This
paper is organized as follows.
In Section 2, we first recall the construction of a finite dimensional pointed
Hopf algebra H of rank one from a group datum. If H is of nilpotent type,
we show that H is a Nakayama algebra and determine all finite dimensional
indecomposable H-modules up to isomorphism. In order to obtain the de-
compositions of tensor products of indecomposable H-modules, we study
almost split sequences of indecomposable modules in Section 3. From the
uniqueness of an almost split sequence, we can deduce the Clebsch-Gordan
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formulas for the tensor product of two indecomposable modules. This ap-
proach, in fact, works for more general pointed Hopf algebras stemming from
quivers.
In Section 4, we use the obtained decomposition formulas to deliver the
structure of the Green ring r(H) in terms of generators and relations. More
explicitly, the Green ring r(H) is isomorphic to a polynomial ring with one
variable over the Grothendieck ring G0(H) modulo a relation given by a
Dickson polynomial multiplied with the almost split sequence ending with
the trivial module. As an example, we describe the Green ring of a pointed
rank one Hopf algebra H with G(H) being a dihedral group. In this case,
the Green ring of H can be explicitly presented with four generators and
five relations over Z.
It is well-known that two non-gauge equivalent group algebras may possess
the same character ring. This happens to Hopf algebras as well. In Section
4, we shall characterize the group datum, and give a sufficient condition
for two non-gauge equivalent rank one Hopf algebras of nilpotent type to
share the same Green ring. Taft algebras give such examples. In the end
of this section, we shall define an associative symmetric and nonsingular
Z-bilinear form on the Green ring r(H). Consequently, r(H) is symmetric
with a pair of dual bases associated with the almost split sequences. Thus
various ring-theoretical properties can be derived from the fact that r(H) is
both Frobenius and symmetric.
In Section 5, we study the Jacobson radical J(r(H)) of the Green ring r(H).
To this end, we consider the complexified Green ring R(H) := C ⊗Z r(H)
over the field C. We can determine the dimension of the Jacobson radical
of R(H) by calculating the number of simple modules over R(H). The
rank of the Jacobson radical of r(H) is in fact equal to the dimension of
the Jacobson radical of R(H). It turns out that the Jacobson radical of
r(H) is a principal ideal generated by a special element represented by a
linear combination of projective modules (Theorem 5.4). This explains the
reason why those nilpotent elements of the Green rings of the generalized
Taft algebras are of a special linear combination form of projective modules
[23].
In Section 6, we study the Green ring of the stable category of left H-
modules. We show that the Green ring of the stable category is the quotient
ring of r(H) modulo the principal ideal generated by the projective cover
of the trivial module. Furthermore, the complexified stable Green algebra
possesses a group-like algebra structure and a bi-Frobenius algebra structure.
As a consequence, many interesting properties of group-like algebras and bi-
Frobenius algebras (see [8, 9, 10, 11]) hold for the complexified stable Green
algebra.
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Throughout, we work over an algebraically closed field k of characteristic
zero. Unless otherwise stated, all algebras, Hopf algebras and modules are
defined over k; all modules are left modules and finite dimensional; all maps
are k-linear; dim, ⊗ and Hom stand for dim
k
, ⊗
k
and Hom
k
, respectively.
In the sequel, we will denote by H a finite dimension pointed rank one Hopf
algebra of nilpotent type, and let A stand for a non-specified Hopf algebra.
For the theory of Hopf algebras, we refer to [27, 29].
2. Representations of pointed rank one Hopf algebras of
nilpotent type
In this section, we first recall the construction of a finite dimensional pointed
Hopf algebra of rank one from a group datum D. A quadruple D =
(G,χ, g, µ) is called a group datum if G is a finite group, g an element in
the center of G, χ a k-linear character of G, and µ ∈ k subject to χn = 1 or
µ(gn−1) = 0, where n is the order of χ(g). If µ(gn−1) = 0, then the group
datum D is said to be of nilpotent type. Otherwise, it is of non-nilpotent
type, see [18].
Given a group datum D = (G,χ, g, µ), we let HD be an associative algebra
generated by y and all h in G such that kG is a subalgebra of HD and
yn = µ(gn − 1), yh = χ(h)hy, for h ∈ G.
The algebraHD is finite dimensional with a canonical PBW k-basis {y
ih|h ∈
G, 0 ≤ i ≤ n− 1}. Thus dimHD = n|G|, where |G| is the order of G.
In fact, HD is endowed with a Hopf algebra structure. The comultiplication
△, the counit ε, and the antipode S are given respectively by
△(y) = y ⊗ g + 1⊗ y, ε(y) = 0, S(y) = −yg−1,
△(h) = h⊗ h, ε(h) = 1, S(h) = h−1,
for all h ∈ G.
It is easy to see that G is the group of group-like elements of HD and HD is a
pointed Hopf algebra of rank one [18]. If the group datum D is of nilpotent
type, HD is said to be a pointed rank one Hopf algebra of nilpotent type.
Otherwise, it is of non-nilpotent type.
The linear character χ induces an automorphism σ of kG:
σ(a) = Σχ(a1)a2,
where a ∈ kG and △(a) =
∑
a1 ⊗ a2. In this case, y
ja = σj(a)yj holds
in HD, for j ≥ 0. The following proposition gives a classification of Hopf
algebras HD with group data D, see [18, Theorem 1 (c)], or [5, Theorem
5.9].
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Proposition 2.1. Let D = (G,χ, g, µ) and D′ = (G′, χ′, g′, µ′) be two group
data. Then the Hopf algebras HD and HD′ are isomorphic if and only if
there is a group isomorphism f : G → G′ such that f(g) = g′, χ = χ′ ◦ f
and βµ′(g′n− 1) = µ(g′n− 1) for some non-zero β ∈ k, where n is the order
of χ(g).
In case the group datum D = (G,χ, g, µ) is of nilpotent type, namely, µ(gn−
1) = 0, where n is the order of χ(g), then it is either µ = 0 or gn − 1 = 0.
In both cases, Proposition 2.1 implies that the Hopf algebras constructed
from (G,χ, g, µ) and (G,χ, g, 0) respectively are isomorphic. Because of this
fact, we may assume that µ = 0 for any group datum D = (G,χ, g, µ) of
nilpotent type.
From now on, we only deal with finite dimensional pointed rank one Hopf
algebras of nilpotent type. We fix the following notations throughout the
paper. Let H := HD, where D = (G,χ, g, 0). Assume that n ≥ 2 is the order
of q := χ(g). Since q is a primitive n-th root of unity and n ≥ 2, we have that
g 6= 1 and χ 6= ε. Note that yn = 0 and the quotient algebra H/(y) ∼= kG.
Hence, the Jacobson radical J of H is generated by the nilpotent element
y. Let e = 1|G|
∑
h∈G h. Then ey
n−1 ∈
∫ l
H
and yn−1e ∈
∫ r
H
. It follows from
[24, Proposition 2.5] that H is neither unimodular nor symmetric.
Since J = (y) and H/J ∼= kG, an H-module V is simple if and only if
yV = 0 and V restricts to a simple kG-module. Thus a complete set of
non-isomorphic simple kG-modules forms a complete set of non-isomorphic
simpleH-modules. In the sequel, we fix such a complete set {V1, V2, · · · , Vm}
of non-isomorphic simple kG (and H)-modules.
Remark 2.2. The fact that each simple H-module Vi restricts to a sim-
ple kG-module implies that there exists a primitive idempotent ei of kG
such that Vi ∼= kGei. Since ei is also a primitive idempotent of H and
Hei/JHei ∼= Vi, we see that Hei is the projective cover of the simple H-
module Vi, for 1 ≤ i ≤ m.
Now let Vχ and Vχ−1 be the two (one dimensional) simple kG-modules cor-
responding to the linear characters χ and χ−1 respectively. For any simple
kG-module Vi, 1 ≤ i ≤ m, the tensor product Vχ−1⊗Vi ∼= Vi⊗Vχ−1 is simple
as well. Hence there is a unique permutation τ of the index set {1, 2, · · · ,m}
such that
Vχ−1 ⊗ Vi ∼= Vi ⊗ Vχ−1 ∼= Vτ(i).
The inverse of τ is determined by
Vχ ⊗ Vi ∼= Vi ⊗ Vχ ∼= Vτ−1(i).
Lemma 2.3. For any 1 ≤ i ≤ m and t ∈ Z, there is a bijective map σ˜i,t from
Vi to Vτ t(i) such that σ˜i,t(av) = σ
t(a)σ˜i,t(v), for any a ∈ kG and v ∈ Vi.
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Proof. For a fixed non-zero element u ∈ Vχ−t , the map Vi → Vi⊗Vχ−t, v 7→
v ⊗ u composed with the isomorphism Vi ⊗ Vχ−t ∼= Vτ t(i) gives the desired
bijective map.
Let x be a variable and V a kG-module. For any k ∈ N, consider xkV as
a vector space defined by xku+ xkv = xk(u + v) and λ(xku) = xk(λu), for
u, v ∈ V, λ ∈ k. Then xkV becomes a kG-module defined by
(2.1) h(xkv) = χ−k(h)xkhv,
for any h ∈ G and v ∈ V . We have the following lemma.
Lemma 2.4. For any simple kG-module Vi and k ∈ N, we have kG-module
isomorphisms xkVi ∼= Vχ−k ⊗ Vi
∼= Vτk(i).
For any 1 ≤ i ≤ m and 1 ≤ j ≤ n, the direct sum
M(i, j) := Vi ⊕ xVi ⊕ · · · ⊕ x
j−1Vi
is a kG-module, where each summand is a simple kG-module defined by
(2.1). We define an action of y on M(i, j) as follows:
(2.2) y(xkv) =
{
xk+1v, 0 ≤ k ≤ j − 2,
0, k = j − 1,
for any v ∈ Vi. Then M(i, j) becomes an H-module with dimM(i, j) =
j dim(Vi). Moreover, it is easy to see that M(i, 1) ∼= Vi and M(i, n) ∼= Hei.
If vi is a basis of Vi, then {x
kv | 0 ≤ k ≤ j − 1, v ∈ vi} forms a basis of
M(i, j). In particular, {1, x, · · · , xj−1} forms a basis of M(1, j), where we
identify xk1 with xk, 1 ∈ k.
Theorem 2.5. Let JM(i, j) and P (M(i, j)) be the radical and the projective
cover of M(i, j) respectively, for 1 ≤ i ≤ m, 1 ≤ j ≤ n. Then
(1) JM(i, 1) = 0 and JM(i, j) ∼=M(τ(i), j − 1), for 2 ≤ j ≤ n.
(2) socM(i, j) ∼= Vτ j−1(i), M(i, j)/JM(i, j)
∼= Vi and P (M(i, j)) ∼=
M(i, n).
(3) M(i, j) is indecomposable and uniserial. H is a Nakayama algebra,
and hence it is of finite representation type.
(4) M(i, j) ∼= M(k, l) if and only if i = k and j = l. Moreover, the set
{M(i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ n} forms a complete set of finite
dimensional indecomposable H-modules up to isomorphism.
Proof. (1). Since M(i, 1) ∼= Vi is simple, we have JM(i, 1) = 0. For
2 ≤ j ≤ n, as J = (y), we have JM(i, j) = ⊕j−1k=1x
kVi as a vector space.
Define a k-linear map
φ : JM(i, j) →M(τ(i), j − 1), xkv 7→ xk−1σ˜i,1(v),
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for any v ∈ Vi and 1 ≤ k ≤ j − 1. By Lemma 2.3, it is straightforward to
check that the map φ is an H-module isomorphism.
(2) It is easy to see that socM(i, j) = {u ∈ M(i, j) | yu = 0} = xj−1Vi ∼=
Vτ j−1(i) as H-modules (because of J = (y)). Since JM(i, j) = ⊕
j−1
k=1x
kVi, we
have M(i, j)/JM(i, j) ∼= Vi. The following isomorphism
P (M(i, j)) ∼= P (M(i, j)/JM(i, j)) ∼= P (Vi) ∼=M(i, n)
follows from Remark 2.2.
(3) That M(i, j) is indecomposable follows from the fact that socM(i, j) is
simple. The proof of M(i, j) to be uniserial is similar to the one of [18,
Proposition 3]. Denote by Ni,l the submodule of M(i, j):
Ni,l = x
lVi ⊕ · · · ⊕ x
j−1Vi, for 0 ≤ l ≤ j − 1.
Suppose that N is a non-zero submodule of M(i, j). Then there exists a
largest l such that N ⊆ Ni,l. Since Ni,l+1 is a maximal submodule of Ni,l, we
conclude that N +Ni,l+1 = Ni,l. However, Ni,l+1 = JNi,l, whence N = Ni,l
by Nakayama’s lemma. Thus M(i, j) is uniserial. Since H is Frobenius
(hence self-injective), the indecomposable projective modules M(i, n), 1 ≤
i ≤ m, are also injective modules. Hence they are uniserial. It follows that
H is a Nakayama algebra.
(4) If M(i, j) ∼=M(k, l), then by part (2),
Vi ∼=M(i, j)/JM(i, j) ∼=M(k, l)/JM(k, l) ∼= Vk,
for 1 ≤ i, k ≤ m. This implies that i = k. Comparing the dimensions of the
vector spaces, we obtain that j = l. Since H is a Nakayama algebra, every
indecomposable H-module M is a quotient of an indecomposable projective
module M(i, n) for some 1 ≤ i ≤ m. Thus M is of the form M(i, j), for
some 1 ≤ j ≤ n.
3. Almost split sequences and Clebsch-Gordan formulas
Almost split sequences over Nakayama algebras have been much studied,
see, e.g. [1]. In this section, we first point out that the Auslander-Reiten
translate of the H-module M(i, j) is nothing but M(τ(i), j). We then show
that the almost split sequence ending with the non-projective moduleM(i, j)
can be obtained by tensoringM(i, j) over k on the right (or on the left) with
the almost split sequence of the trivial H-module. This approach using
almost split sequences works also for the H -modules, where H is a Hopf
algebra associated to the quiver A∞∞, see [6]. But it does not work for more
general Hopf algebras, see e.g. [13]. After that we use the uniqueness of an
almost split sequence to determine the decomposition of the tensor products
of indecomposable H-modules. For the necessary background of almost split
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sequences, we refer to the books [1, 2]. To begin with, we need the following
proposition and lemma.
Proposition 3.1. For any 1 ≤ i ≤ m and 1 ≤ j ≤ n, Vi ⊗ M(1, j) ∼=
M(1, j) ⊗ Vi ∼= M(i, j). In particular, Vχ−1 ⊗M(1, j) ∼= M(1, j) ⊗ Vχ−1 ∼=
M(τ(1), j).
Proof. The H-module isomorphism from Vi ⊗M(1, j) to M(i, j) is given
by v⊗xk 7→ xkv, for 0 ≤ k ≤ j−1, v ∈ Vi. Similarly, let λi be the scalar such
that gv = λiv, for v ∈ Vi. Then theH-module isomorphism fromM(1, j)⊗Vi
to M(i, j) is given by xk ⊗ v 7→ λ−ki x
kv, for 0 ≤ k ≤ j − 1, v ∈ Vi.
Lemma 3.2. For any 1 ≤ i ≤ m and 1 < j < n, we have the following:
(1) There is an injective morphism from JM(i, j) to M(1, 2)⊗M(i, j).
(2) There is an injective morphism from JM(i, j) to M(i, j)⊗M(1, 2).
Proof. We only prove part (1) and the proof of part (2) is similar. Let λi
be a scalar such that gv = λiv, for any v ∈ Vi. Denote by N the subspace
of M(1, 2) ⊗M(i, j) spanned by the elements
1⊗ xkv − ζkx⊗ x
k−1v, for all v ∈ Vi, 1 ≤ k ≤ j − 1,
where ζk =
λi
1−q (
1
qj−1
− 1
qk−1
) and q = χ(g). Then the action of H on N is
stable:
h(1⊗ xkv − ζkx⊗ x
k−1v) = χ−k(h)(1 ⊗ xkhv − ζkx⊗ x
k−1hv) ∈ N,
for h ∈ G, 1 ≤ k ≤ j − 1,
y(1⊗ xkv − ζkx⊗ x
k−1v) = 1⊗ xk+1v − ζk+1x⊗ x
kv ∈ N,
for 1 ≤ k ≤ j − 2 and y(1 ⊗ xj−1v − ζj−1x ⊗ x
j−2v) = 0. Now we define a
k-linear map ι from JM(i, j) = ⊕j−1k=1x
kVi to N as follows:
(3.1) ι(xkv) = 1⊗ xkv − ζkx⊗ x
k−1v for 1 ≤ k ≤ j − 1.
It is obvious that the map ι is anH-module isomorphism. Hence ι is injective
from JM(i, j) to M(1, 2) ⊗M(i, j).
The permutation τ of the index set {1, 2, · · · ,m} is related to the Auslander-
Reiten translate of H-modules as shown in the following.
Proposition 3.3. For each non-projective indecomposable module M(i, j),
the Auslander-Reiten translate DTr(M(i, j)) of M(i, j) is isomorphic to
M(τ(i), j).
Proof. By Theorem 2.5, M(i, j) is uniserial and consequently the length
of M(i, j) coincides with the radical length of M(i, j) [1, Proposition 2.1,
ChIV], which is exactly the number j. It also follows from Theorem 2.5
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that the projective cover of M(i, j) is M(i, n). Thus, by [1, Proposition 2.6,
ChIV], DTr(M(i, j)) ∼= JM(i, n)/J j+1M(i, n) ∼=M(τ(i), j), as desired.
Recall that M(1, 2) = V1 ⊕ xV1, and the summand xV1 is isomorphic to
Vχ−1 as kG-modules, where the isomorphism is given by ρ : Vχ−1 → xV1,
ρ(w) = x, for a fixed non-zero element w ∈ Vχ−1 and x ∈ xV1.
Lemma 3.4. The sequence
(3.2) 0→ Vχ−1
α
−→M(1, 2)
β
−→ V1 → 0
is an almost split sequence of H-modules, where α = (0, ρ)⊺ and β = (id, 0).
Proof. It is obvious that the maps α and β are both H-module mor-
phisms. The short sequence (3.2) is exact but not split since M(1, 2) ∼=
V1 ⊕ Vχ−1 holds just as kG-modules but not as H-modules. Note that V1
is a non-projective brick (End(V1) = k). By Proposition 3.3, DTr(V1) =
DTr(M(1, 1)) ∼= M(τ(1), 1) ∼= Vχ−1 . Hence, the sequence (3.2) is almost
split according to [1, Corollary 2.4, ChV].
For ech indecomposable H-module M(i, j), we consider the following two
short exact sequences obtained by tensoring M(i, j) over k with the almost
split sequence (3.2) on the right and on the left respectively.
(3.3) 0→M(τ(i), j) →M(1, 2) ⊗M(i, j)→M(i, j) → 0,
(3.4) 0→M(τ(i), j) →M(i, j) ⊗M(1, 2)→M(i, j) → 0.
Proposition 3.5. If M(i, j) is non-projective, that is, j 6= n, then the short
exact sequences of (3.3) and (3.4) ending with M(i, j) are both almost split.
Proof. It is enough to show the sequence (3.3) since the proof of the
sequence (3.4) is similar. Note that if j = 1, then the ending term of the
sequence (3.3) is the simple module Vi. In this case, the same argument in
the proof of Lemma 3.4 shows that the sequence (3.3) is almost split. We
assume now that 2 ≤ j ≤ n − 1. Since M(τ(i), j) ∼= DTrM(i, j), by [1,
Proposition 2.2, ChV], we only need to verify that each non-isomorphism
f : M(i, j)→M(i, j) factors through the following map:
(id, 0) ⊗ idM(i,j) :M(1, 2) ⊗M(i, j) →M(i, j).
Note that M(i, j) is indecomposable and uniserial, and f is not an isomor-
phism. Thus, the image of f is contained in JM(i, j), the unique maximal
submodule of M(i, j). Hence the left triangle in the following diagram is
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commutative:
M(i, j)
f
//
f %%▲
▲▲
▲▲
▲▲
▲▲
▲
M(i, j)
JM(i, j)
+

99rrrrrrrrrr
ι
// M(1, 2) ⊗M(i, j).
(id,0)⊗idM(i,j)
hhPPPPPPPPPPPP
By Lemma 3.2, there exists an injective map ι from JM(i, j) to M(1, 2) ⊗
M(i, j) given by ι(xkv) = 1⊗ xkv − ζkx⊗ x
k−1v (see (3.1)), and
((id, 0) ⊗ idM(i,j))(1 ⊗ x
kv − ζkx⊗ x
k−1v) = 1⊗ xkv = xkv,
for 1 ≤ k ≤ j − 1 and v ∈ Vi. This implies that the right triangle in the
above diagram is also commutative. As a consequence, the non-isomorphism
f factors through the map (id, 0) ⊗ idM(i,j).
Proposition 3.6. For 1 ≤ i ≤ m, the following hold:
(1) M(1, 2)⊗M(i, j) ∼=M(i, j)⊗M(1, 2) ∼=M(i, j+1)⊕M(τ(i), j−1),
for 2 ≤ j ≤ n− 1.
(2) M(1, 2) ⊗M(i, n) ∼=M(i, n)⊗M(1, 2) ∼=M(i, n) ⊕M(τ(i), n).
Proof. (1) For each non-projective indecomposable module M(i, j), on
the one hand, the sequences (3.3) and (3.4) ending with M(i, j) are almost
split. On the other hand, it follows from the proof of [1, Theorem 2.1,
ChVI] that the following sequence is also almost split (we omit the maps of
the sequence):
0→M(τ(i), j) →M(τ(i), j − 1)⊕M(i, j + 1)→M(i, j)→ 0.
Since an almost split sequence is uniquely determined by its beginning and
ending terms, we obtain that M(1, 2) ⊗ M(i, j) ∼= M(i, j) ⊗ M(1, 2) ∼=
M(τ(i), j − 1)⊕M(i, j + 1).
Part (2) is obvious as the almost split sequences (3.3) and (3.4) with j = n
are split because M(i, n) is projective.
It is possible to give the decomposition of the tensor product M(1, k) ⊗
M(1, l) by virtue of Proposition 3.6. However, we do not continue this
decomposition since it is more tedious. Instead, we leave it to the next
section and express it as a multiplication rule in the Green ring of H.
To end this section, we describe the dual of the indecomposable H-modules,
which will be used later for the dual bases of the Green ring. Let M be
a finite dimensional H-module. The dual space M∗ := Hom(M,k) is an
H-module given by (hf)(v) = f(S(h)v), for h ∈ H, f ∈M∗ and v ∈M.
Proposition 3.7. For any 1 ≤ i ≤ m and 1 ≤ j ≤ n,
(1) M(i, j)∗ ∼=M(τ1−j(i∗), j), where 1 ≤ i∗ ≤ m such that (Vi)
∗ ∼= Vi∗.
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(2) M(i, j)∗∗ ∼=M(i, j).
Proof. (1) We first study the dualM(1, j)∗ of the indecomposable module
M(1, j). Let {1, x, · · · , xj−1} be the basis ofM(1, j) and {1∗, x∗, · · · , (xj−1)∗}
the dual basis of M(1, j). Then the actions of h ∈ G and y on the dual basis
are given respectively by h(xk)∗ = χk(h)(xk)∗ and y(xk)∗ = −qk−1(xk−1)∗,
for 0 ≤ k ≤ j − 1. Here we point out that y(1∗) = 0. Thus M(1, j)∗ is
isomorphic to Vχj−1 ⊗M(1, j) and the isomorphism is given by
(xk)∗ 7→ (−1)kq
k(k−1)
2 (w ⊗ xj−1−k),
for 0 ≤ k ≤ j − 1, 0 6= w ∈ Vχj−1 . It follows from Proposition 3.1 that
M(i, j)∗ ∼= (M(1, j) ⊗ Vi)
∗ ∼= (Vi)
∗ ⊗M(1, j)∗
∼= (Vi)
∗ ⊗ Vχj−1 ⊗M(1, j)
∼= Vi∗ ⊗ Vχj−1 ⊗M(1, j)
∼= Vτ1−j(i∗) ⊗M(1, j)
∼=M(τ1−j(i∗), j).
(2) Follows from the fact that the square of the antipode of H is inner.
4. The structure of Green rings
In this section, we present the Green ring r(HD) of a pointed rank one Hopf
algebra HD with generators and relations. We show that the Green ring
r(HD) is both Frobenius and symmetric.
Let A be a Hopf algebra over a field k and F (A) the free abelian group gen-
erated by the isomorphism classes [V ] of finite dimensional A-modules V .
The abelian group F (A) becomes a ring if we endow F (A) with a multiplica-
tion given by the tensor product [M ][N ] = [M ⊗N ]. The Green ring (or the
representation ring) r(A) of the Hopf algebra A is defined to be the quotient
ring of F (A) modulo the relation [M ⊕N ] = [M ] + [N ]. The identity of the
associative ring r(A) is represented by the trivial A-module [kε]. Note that
r(A) has a Z-basis consisting of the isomorphism classes of indecomposable
modules, see [7, 31, 34]. The Grothendieck ring G0(A) of the Hopf alge-
bra A is the quotient ring of F (A) modulo exact sequences of A-modules
0 → M → W → N → 0, i.e. [W ] = [M ] + [N ]. The Grothendieck ring
G0(A) possesses a basis given by the isomorphism classes of simple mod-
ules. Both r(A) and G0(A) are augmented Z-algebras with the dimension
augmentation. Moreover, there is a natural ring epimorphism from r(A) to
G0(A). If A is semisimple, then the ring epimorphism is the identity map.
Now let r(H) be the Green ring of the Hopf algebra H = HD. We denote
by M [i, j] the isomorphism class of the indecomposable H-module M(i, j)
in r(H). In particular, we set 1 = [V1] and a = [Vχ−1 ] = [Vτ(1)].
Proposition 4.1. The following hold in the Green ring r(H):
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(1) M [i, j] = [Vi]M [1, j] =M [1, j][Vi], for 1 ≤ i ≤ m and 1 ≤ j ≤ n.
(2) M [1, 2]M [1, j] = M [1, j]M [1, 2] = M [1, j + 1] + aM [1, j − 1], for
2 ≤ j ≤ n− 1.
(3) M [1, 2]M [1, n] =M [1, n]M [1, 2] = (1 + a)M [1, n].
(4) r(H) is commutative and generated by elements [Vi], 1 ≤ i ≤ m and
M [1, 2] over Z.
Proof. Part (1) follows from Proposition 3.1. Part (2) and Part (3) follow
from Proposition 3.6. Part (4) is a consequence of Part (1), Part (2) and
the fact that {M [i, j] | 1 ≤ i ≤ m, 1 ≤ j ≤ n} forms a basis of r(H).
In the following, we give the decomposition rule of the productM [1, k]M [1, l]
in r(H). This is correspondence to the decomposition of the tensor product
M(1, k) ⊗M(1, l) of H-modules.
Proposition 4.2. Let 1 ≤ k, l ≤ n. The following hold in r(H):
(1) If k + l − 1 ≤ n, then
M [1, k]M [1, l] =
min{k,l}−1∑
t=0
M [τ t(1), k + l − 1− 2t].
(2) If k + l − 1 ≥ n, let r = k + l − 1− n. Then
M [1, k]M [1, l] =
r∑
t=0
M [τ t(1), n] +
min{k,l}−1∑
t=r+1
M [τ t(1), k + l − 1− 2t].
Proof. (1) We proceed by induction on k+ l−1 for 1 ≤ k+ l−1 ≤ n. It is
obvious that the identity holds for k + l− 1 = 1. For a fixed 1 < p ≤ n− 1,
suppose that the identity holds for 1 < k+ l− 1 ≤ p. We show that it holds
for the case k + l− 1 = p+ 1. We may now assume that k ≥ 2 without loss
of generality. Since k + l − 1 = p + 1 implies that (k − 1) + l − 1 ≤ p and
(k−2)+l−1 ≤ p, we may apply the induction hypothesis on (k−1)+l−1 ≤ p
and (k − 2) + l − 1 ≤ p. We obtain the following two equalities:
M [1, k − 1]M [1, l] =
min{k−1,l}−1∑
t=0
M [τ t(1), k − 1 + l − 1− 2t],
M [1, k − 2]M [1, l] =
min{k−2,l}−1∑
t=0
M [τ t(1), k − 2 + l − 1− 2t].
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Now consider the product M [1, 2](M [1, k − 1]M [1, l]). On the one hand, we
apply the induction assumption to get:
M [1, 2](M [1, k − 1]M [1, l])
=M [1, 2]
min{k−1,l}−1∑
t=0
M [τ t(1), k − 1 + l − 1− 2t]
=
min{k−1,l}−1∑
t=0
M [1, 2]M [τ t(1), k − 1 + l − 1− 2t]
=
min{k−1,l}−1∑
t=0
(M [τ t(1), k − 1 + l − 2t] +M [τ t+1(1), k − 1 + l − 2− 2t]).
On the other hand, if we apply Proposition 4.1 (2) on the product, we obtain:
(M [1, 2]M [1, k − 1])M [1, l]
= (M [1, k] +M [τ(1), k − 2])M [1, l]
=M [1, k]M [1, l] + aM [1, k − 2]M [1, l]
=M [1, k]M [1, l] +
min{k−2,l}−1∑
t=0
M [τ t+1(1), k − 2 + l − 1− 2t].
These equations imply that
M [1, k]M [1, l] +
min{k−2,l}−1∑
t=0
M [τ t+1(1), k − 2 + l − 1− 2t]
=
min{k−1,l}−1∑
t=0
(M [τ t(1), k − 1 + l − 2t] +M [τ t+1(1), k − 1 + l − 2− 2t]).
By discussing the cases k − 1 < l, k − 1 = l and k − 1 > l, we obtain that
M [1, k]M [1, l] =
min{k,l}−1∑
t=0
M [τ t(1), k + l − 1− 2t].
Thus we have proved Part (1) for the case k + l − 1 = p+ 1.
(2) The proof is similar to the proof of Part (1) by induction on k + l − 1
for n ≤ k + l − 1 ≤ 2n− 1.
Now we are ready to give the structure of the Green ring r(H). Let k[y, z]
be the polynomial ring with variables y and z over k and Fi(y, z) the poly-
nomials in k[y, z] defined recursively as follows:
(4.1) F1(y, z) = 1, F2(y, z) = z, Fi(y, z) = zFi−1(y, z)−yFi−2(y, z), i ≥ 3.
Note that Fi(y, z), i ≥ 1 are called the generalized Fibonacci polynomial
in [4, 23] since if y = −1 then the polynomials Fi(−1, z) ∈ k[z] are the
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well-known Fibonacci polynomials [15]. These polynomials are also referred
to as the Dickson polynomials (of the second type), see [26, 17]. As we shall
see in the following, the Dickson polynomials are fundamental factors in the
structure of the Green ring r(H).
Theorem 4.3. Let r(kG) be the Green ring of the group algebra kG and
r(kG)[z] the polynomial ring with variable z over r(kG). Then the Green
ring r(H) is isomorphic to r(kG)[z]/I, where I is the ideal of r(kG)[z]
generated by the element (1 + a− z)Fn(a, z).
Proof. According to Proposition 4.1, r(H) is generated as a ring byM [1, 2]
over r(kG). Hence there is a unique ring epimorphism Φ from r(kG)[z] to
r(H) such that
Φ : r(kG)[z]→ r(H), g(z) 7→ g(M [1, 2]),
for any polynomial g(z) ∈ r(kG)[z]. It is easy to check by induction on j
that Φ(Fj(a, z)) =M [1, j], for 1 ≤ j ≤ n. Now let I be the ideal of r(kG)[z]
generated by the element (1 + a− z)Fn(a, z). By Proposition 4.1, we have
Φ((1 + a− z)Fn(a, z)) = (1 + a−M [1, 2])M [1, n] = 0.
This leads to a natural ring epimorphism Φ from r(kG)[z]/I to r(H) such
that Φ(g(z)) = Φ(g(z)) for any g(z) ∈ r(kG)[z], where g(z) stands for the
coset g(z) + I in r(kG)[z]/I. Observe that, as a Z-module, r(kG)[z]/I has
a Z-basis {[Vi]zj | 1 ≤ i ≤ m, 0 ≤ j ≤ n − 1}. Thus, we conclude that
r(kG)[z]/I and r(H) both have the same rank mn as free Z-modules and
hence the map Φ is an isomorphism.
Remark 4.4. (1) If H is a Taft algebra or a generalized Taft algebra, then
Theorem 4.3 recovers the main results of [4] and [23].
(2) Since the Jacobson radical J = (y) of H is a Hopf ideal and H/J ∼= kG,
the Green ring r(kG) (that is, the Grothendieck ring G0(kG)) generated by
[Vi], 1 ≤ i ≤ m is a subring of r(H), and the Grothendieck ring G0(H) of
H is isomorphic to r(kG), see [24].
(3) Consider Fj(a, z), 1 ≤ j ≤ n the Dickson polynomials in r(kG)[z]. Note
that Φ(Fj(a, z)) = M [1, j], see the proof of Theorem 4.3. By Proposition
4.2, we have the following expressions for the multiplication of the Dickson
polynomials of the second type.
• If k + l − 1 ≤ n, then
Fk(a, z)Fl(a, z) ≡
min{k,l}−1∑
t=0
atFk+l−1−2t(a, z) (mod I).
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• If k + l − 1 ≥ n, let r = k + l − 1− n. Then
Fk(a, z)Fl(a, z) ≡
r∑
t=0
atFn(a, z) +
min{k,l}−1∑
t=r+1
atFk+l−1−2t(a, z) (mod I),
where I is the ideal given in Theorem 4.3.
For every finite dimensional pointed rank one Hopf algebra H of nilpotent
type, the computation of the Green ring of H reduces to the computation
of the Grothendieck ring of the group G(H), where G(H) is the group of
the group-like elements of H. We now apply Theorem 4.3 to compute the
Green ring of such a Hopf algebra H with G(H) being a dihedral group.
Example 4.5. Assume that s > 0 is a fixed odd integer. The dihedral group
of order 2s is defined as follows:
D2s = 〈b, c | b
2 = c2s = (cb)2 = 1〉,
where cs is the unique non-trivial central element of D2s. The simple mod-
ules over the group algebra kD2s are given as follows (see e.g. [30]):
• Four simple modules of dimension 1:
F (i, j) : c 7→ (−1)i, b 7→ (−1)j , i, j ∈ Z2,
• s− 1 simple modules of dimension 2:
V (l) : c 7→
(
θl 0
0 θ−l
)
, b 7→
(
0 1
1 0
)
, 1 ≤ l ≤ s− 1,
where θ is a 2s-th primitive root of unity.
The decompositions of the tensor products of simple modules of kD2s are as
follows (the computations are straightforward):
(1) F (i, j) ⊗ F (k, t) ∼= F (i+ k, j + t), i, j, k, t ∈ Z2.
(2) F (0, j) ⊗ V (l) ∼= V (l), j ∈ Z2, 1 ≤ l ≤ s− 1.
(3) F (1, j) ⊗ V (l) ∼= V (s− l), j ∈ Z2, 1 ≤ l ≤ s− 1.
(4) V (l)⊗ V (h) ∼= V (l − h)⊕ V (l + h), 1 ≤ l, h ≤ s−12 and l > h.
(5) V (l)⊗ V (l) ∼= V (2l)⊕ F (0, 0) ⊕ F (0, 1), 1 ≤ l ≤ s−12 .
From the above decompositions, it follows that
[V (i)] = [V (i− 1)][V (1)]− [V (i− 2)],
for 2 ≤ i ≤ s−1, where [V (0)] := [F (0, 0)]+[F (0, 1)]. Thus, the Grothendieck
ring G0(kD2s) of kD2s is generated by elements [F (1, 0)], [F (0, 1)] and [V (1)].
Hence, there is a unique ring epimorphism ϕ from Z[x1, x2, x3] to G0(kD2s)
such that
ϕ(x1) = [F (1, 0)], ϕ(x2) = [F (0, 1)] and ϕ(x3) = [V (1)].
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We define a sequence of polynomials fi(x2, x3) in the polynomial ring Z[x2, x3]
recursively as follows:
f0(x2, x3) = 1 + x2, f1(x2, x3) = x3,
fi(x2, x3) = x3fi−1(x2, x3)− fi−2(x2, x3), for i ≥ 2.
Let I0 be the ideal of Z[x1, x2, x3] generated by the polynomials x
2
1 − 1, x
2
2 −
1, x2x3 − x3, f s+1
2
(x2, x3) − x1f s−1
2
(x2, x3). It is straightforward to verify
that the Grothendieck ring G0(kD2s) is isomorphic to the quotient ring
Z[x1, x2, x3]/I0.
Denote by χ the character of the simple module F (1, 0). It is obvious that
the order of χ is 2 and the order of χ(as) = (−1)s = −1 is also 2. Let
HD be the Hopf algebra stemming from the group datum D = (D2s, χ, c
s, 0).
By Theorem 2.5, the set of indecomposable HD-modules consists of simple
modules and their projective covers. Let a = [Vχ−1 ] = [Vχ] = [F (1, 0)].
Then, a2 = 1. By Theorem 4.3, the Green ring r(HD) is isomorphic to
r(kD2s)[z]/I1, where I1 is the ideal generated by (1 + a − z)z. Thanks to
the isomorphism r(kD2s) = G0(kD2s) ∼= Z[x1, x2, x3]/I0, the Green ring
r(HD) is isomorphic to the quotient ring Z[x1, x2, x3, x4]/I2, where I2 is the
ideal of Z[x1, x2, x3, x4] generated by the polynomials x
2
1 − 1, x
2
2 − 1, x2x3 −
x3, f s+1
2
(x2, x3)− x1f s−1
2
(x2, x3) and x
2
4 − x1x4 − x4.
Two Hopf algebras are said to be gauge equivalent if their representation
categories are tensor equivalent. It is obvious that two gauge equivalent
Hopf algebras possess the same Green ring. However, the converse is not
true in general. In fact, the representation category of a Hopf algebra A
can not be solely determined by the Green ring r(A) of A, see e.g. [31,
Remark 1.8]. In the following, we give a sufficient condition for two non-
gauge equivalent Hopf algebras HD to share the same Green ring.
Proposition 4.6. Let D = (G,χ, g, 0) and D′ = (G,χ′, g, 0) be two group
data of nilpotent type. Denote the set Gk = {h ∈ G | h
2 = g−k} and the
element ϑ =
∑n−1
k=0
∑
h∈Gk
(−1)kh−kg−
k(1+k)
2 in kG. Suppose that χ(ϑ) 6=
χ′(ϑ) and there is an automorphism δ of r(kG) such that δ(a) = a′, where
a = [Vχ−1 ] and a
′ = [Vχ′−1 ]. Then the representation categories of Hopf
algebras HD and HD′ are not tensor equivalent. But the Green rings r(HD)
and r(HD′) are isomorphic.
Proof. It is straightforward to check that χ(ϑ) (resp. χ′(ϑ)) is the trace of
the antipode of Hopf algebra HD (resp. HD′). The condition χ(ϑ) 6= χ
′(ϑ)
implies that the representation categories of Hopf algebras HD and HD′ are
not tensor equivalent since the trace of antipode of a Hopf algebra is a gauge
invariant (i.e. invariant under tensor equivalence) (see [21]). By Theorem
4.3, the Green ring r(HD) (resp. r(HD′)) is isomorphic to r(kG)[z]/I, where
I is the ideal of r(kG)[z] generated by the element (1+a− z)Fn(a, z) (resp.
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(1+a′−z)Fn(a
′, z)). Hence the automorphism δ of r(kG) such that δ(a) = a′
induces an isomorphism from r(HD) to r(HD′).
Example 4.7. Let G be a cyclic group of order n generated by g, χ a linear
character of G such that the order of χ is n and a = [Vχ−1 ]. Given two group
data D = (G,χ, g, 0) and D′ = (G,χi, g, 0) such that gcd(i, n) = 1. Then
the Hopf algebras HD and HD′ are nothing but two Taft Hopf algebras. It is
easy to see that the Green ring r(kG) is isomorphic to ZCn, where Cn = 〈a〉
is a cyclic group of order n. Let δ be the endomorphism of ZCn defined
by δ(a) = ai. Then δ is an automorphism of ZCn since gcd(i, n) = 1. By
Proposition 4.6 (or [28]) the representation categories of the two Taft Hopf
algebras HD and HD′ are not gauge equivalent since χ(g) 6= χ
i(g). But the
Green rings r(HD) and r(HD′) are isomorphic.
In the sequel, we show that the Green ring r(H) possesses an associative
symmetric and nonsingular Z-bilinear form with a pair of dual bases asso-
ciated to almost split sequences.
Observe that the Green ring r(H) is commutative and the dual modules
given in Proposition 3.7 induce an automorphism of r(H) as follows:
(4.2) M [i, j]∗ =M [τ1−j(i∗), j] = a1−j [V ∗i ]M [1, j].
This automorphism of r(H) is an involution. Namely, M [i, j]∗∗ = M [i, j],
for 1 ≤ i ≤ m, 1 ≤ j ≤ n.
For the short exact sequence (3.3) ending with the non-projective indecom-
posable moduleM(i, j), we follow the notations given in [1, Section 4, ChVI]
and denote by δM [i,j], 1 ≤ i ≤ m, 1 ≤ j ≤ n − 1 the following elements in
r(H):
δM [i,j] =M [τ(i), j] − [M(1, 2) ⊗M(i, j)] +M [i, j]
= aM [i, j] −M [1, 2]M [i, j] +M [i, j]
= (1 + a−M [1, 2])M [i, j].
For the indecomposable projective module M(i, n), 1 ≤ i ≤ m, we write
δM [i,n] =M [i, n]− [JM(i, n)]
=M [i, n]−M [τ(i), n − 1]
=M [i, n]− aM [i, n − 1].
We define
〈[V ], [W ]〉 =: dimHomH(V,W ),
for any two H-modules V and W . Then 〈 , 〉 induces a Z-bilinear form over
r(H). Note that M(i, j) is finite dimensional indecomposable and the endo-
morphism ring of M(i, j) is local. Thus, EndH(M(i, j))/rad EndH(M(i, j))
is of dimension 1, as the field k is assumed to be algebraically closed. The
following result can be found from [1, Proposition 4.1, ChVI].
18 ZHIHUA WANG, LIBIN LI, AND YINHUO ZHANG
Lemma 4.8. For any indecomposable H-module V and x ∈ r(H), the fol-
lowing hold:
(1) 〈[V ], δM [i,j]〉 = 1 if and only if V ∼=M(i, j).
(2) x =
∑m
i=1
∑n
j=1〈x, δM [i,j]〉M [i, j].
(3) {δM [i,j] | 1 ≤ i ≤ m, 1 ≤ j ≤ n} forms a basis of r(H).
The Z-bilinear form 〈 , 〉 defined above is neither associative nor symmetric.
However, we may modify it as follows:
([V ], [W ]) = 〈[V ], [W ]∗〉 = dimHomH(V,W
∗),
for any H-modules V and W . Then ( , ) extends to a Z-bilinear form over
r(H). It follows from the canonicalH-module isomorphisms: HomH(V,W ) ∼=
(W ⊗ V ∗)H , V ∼= V ∗∗ and the k-linear isomorphism: HomH(V
∗,W ∗) ∼=
HomH(W,V ), that the Z-bilinear form ( , ) is associative and symmetric.
Denote by δ∗
M [i,j] the image of δM [i,j] under the dual automorphism. Then
by (4.2), we have
δ∗M [i,j] = δM [τ−j(i∗),j], for 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1,
δ∗M [i,n] = a
1−n[V ∗i ](M [1, n] −M [1, n − 1]), for 1 ≤ i ≤ m.
Now the Lemma 4.8 can be modified as follows.
Lemma 4.9. For any indecomposable H-module V and x ∈ r(H), we have
the following:
(1) ([V ], δ∗
M [i,j]) = 1 if and only if V
∼=M(i, j).
(2) x =
∑m
i=1
∑n
j=1(x, δ
∗
M [i,j])M [i, j].
(3) {δ∗
M [i,j] | 1 ≤ i ≤ m, 1 ≤ j ≤ n} is a basis of r(H).
Note that M [i, j] = [Vi](1 + a + · · · + a
j−1) holds in the Grothendieck ring
G0(H) of H, for 1 ≤ i ≤ m and 1 ≤ j ≤ n. In view of this, the natural ring
epimorphism from r(H) to G0(H) is given by
M [i, j] 7→ [Vi](1 + a+ · · ·+ a
j−1), for 1 ≤ i ≤ m, 1 ≤ j ≤ n,
whose kernel is precisely spanned by the basis elements: δM [i,j] (or δ
∗
M [i,j]),
for 1 ≤ i ≤ m and 1 ≤ j ≤ n− 1, see [1, Theorem 4.4, ChVI].
For each simple H-module Vi, we denote by χi the character of the simple
kG-module Vi. It is well known that the free abelian group Irr(kG) :=∑m
i=1 Zχi with the convolution product forms a ring, called the character
ring of kG. The character ring Irr(kG) is isomorphic to the Green ring
r(kG) via the map χi 7→ [Vi], for 1 ≤ i ≤ m. The equality
(4.3) [Vi][Vj ] = δi,j∗ [V1] +
m∑
k=2
γk[Vk]
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follows from the fact that χiχj = δi,j∗χ1+
∑m
k=2 γkχk, for some non-negative
integers γk. The equality (4.3) could also be interpreted by Lemma 4.9. That
is
[Vi][Vj ] =
m∑
k=1
n∑
l=1
([Vi][Vj ], δ
∗
M [k,l])M [k, l] =
m∑
k=1
([Vi][Vj ], δ
∗
M [k,1])M [k, 1]
= ([Vi][Vj ], δ
∗
M [1,1])M [1, 1] +
m∑
k=2
([Vi][Vj ], δ
∗
M [k,1])M [k, 1]
= ([Vi], δ
∗
M [j∗,1])M [1, 1] +
m∑
k=2
([Vi][Vj ], δ
∗
M [k,1])M [k, 1]
= δi,j∗[V1] +
m∑
k=2
([Vi][Vj ], δ
∗
M [k,1])[Vk].
It follows from Lemma 4.9 (2) that the bilinear form ( , ) is nonsingular.
Thus the Green ring r(H) is symmetric as a Z-algebra. As a consequence,
various ring theoretic properties of Frobenius and symmetric algebras al-
ways hold for r(H). For instance, the Green ring r(H) has the following
properties, see [19, 20, 25] for related materials.
Proposition 4.10. The following hold in r(H).
(1) The bases {M [i, j] | 1 ≤ i ≤ m, 1 ≤ j ≤ n} and {δ∗
M [i,j] | 1 ≤ i ≤
m, 1 ≤ j ≤ n}, form a dual pair of bases for r(H) with respt to the
Z-bilinear form ( , ).
(2) The Frobenius homomorphism φ : r(H) → Z is given by φ(x) =
(x, 1), for any x ∈ r(H).
(3) The Casimir element of r(H) is given by
∑m
i=1
∑n
j=1 δ
∗
M [i,j]⊗M [i, j] =∑m
i=1
∑n
j=1M [i, j] ⊗ δ
∗
M [i,j].
(4) The integral
∫
r(H) = {b ∈ r(H) | bx = dim(x)b, for x ∈ r(H)} deter-
mined by the dimension augmentation is an ideal of r(H) generated
by [H], where [H] is the isomorphism class of regular representation
of H. Moreover, the rank of
∫
r(H) is 1 and ([H], )=dim.
5. Jacobson radicals of Green rings
In this section, we study the Jacobson radical J(r(H)) of the Green ring
r(H). It turns out that the Jacobson radical of r(H) is a principal ideal no
matter what the group G is. We assume that the Hopf algebra H = HD is
defined over k = C.
Suppose that the order of χ in the group datum D = (G,χ, g, 0) is l. Then
so is the order of a = [Vχ−1 ]. Note that q = χ(g) is a primitive n-th root of
unity, and ql = (χ(g))l = χl(g) = 1. Hence, l is divisible by n. Since CG
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is semisimple, the complexified Green ring R(CG) := C⊗Z r(CG) is a com-
mutative semisimple algebra, see [34, 35]. As a consequence, all the simple
modules over R(CG) is one dimensional and the number of non-isomorphic
simple modules is equal to the rank of r(CG), which is equal to the number
of non-isomorphic simple CG-modules, namely, m. Let W1,W2, · · · ,Wm be
a complete set of non-isomorphic simple R(CG)-modules. Then the action
of a on Wj is a scalar multiplication by some ω
tj , where ω = cos 2pi
l
+ i sin 2pi
l
is a primitive l-th root of unity and 0 ≤ tj ≤ l − 1. We divide the index set
into three parts:
Ω1 = {j | 1 ≤ j ≤ m, tj = 0},
Ω2 = {j | 1 ≤ j ≤ m, tj 6= 0 and
l
n
∤ tj}
and
Ω3 = {j | 1 ≤ j ≤ m, tj 6= 0 and
l
n
| tj}.
The cardinality of the above sets Ω1, Ω2 and Ω3 are denoted d1, d2 and d3
respectively. Obviously, d1 + d2 + d3 = m. For 1 ≤ j ≤ m, let Nj stand for
the number of distinct roots of the equation (z−ωtj − 1)Fn(ω
tj , z) = 0. We
then have the following lemma, similar to [23, Proposition 4.2].
Lemma 5.1. If j ∈ Ω3, then Nj = n− 1. If j ∈ Ω1 ∪ Ω2, then Nj = n.
Proof. Let b = cos(
tjpi
l
+ 3pi2 ) + i sin(
tjpi
l
+ 3pi2 ). Then b
2 = −ωtj . The con-
nection between the polynomials Fs(ω
tj , z) and the Fibonacci polynomials
Fs(−1, z) is established by induction on s as follows:
Fs(ω
tj , z) = bs−1Fs(−1, b
−1z), for s ≥ 1.
In particular, Fn(ω
tj , z) = bn−1Fn(−1, b
−1z). Note that the distinct roots
of the equation Fn(−1, z) = 0 are zk = 2i cos
kpi
n
, for 1 ≤ k ≤ n − 1,
here i2 = −1, see [15]. It follows that the distinct roots of Fn(ω
tj , z) = 0
are zk = 2bi cos
kpi
n
, for 1 ≤ k ≤ n − 1. This implies that the equation
(z − ωtj − 1)Fn(ω
tj , z) = 0 has roots ωtj + 1 and 2bi cos kpi
n
, 1 ≤ k ≤ n− 1.
Now ωtj + 1 = 2bi cos kpi
n
if and only if cos
tjpi
l
= cos kpi
n
if and only if k = s
and tj =
ls
n
, for a unique 1 ≤ s ≤ n− 1. Therefore, there are n− 1 distinct
roots if j ∈ Ω3, and n, otherwise.
Proposition 5.2. Let R(H) := C ⊗Z r(H) be the complexified Green ring
of r(H).
(1) R(H) has exactly mn − d3 simple modules and each of them is of
dimension one;
(2) The dimension of the Jacobson radical J(R(H)) of R(H) is d3.
Proof. (1) The fact that R(H) is commutative and the ground field is
C implies that each simple R(H)-module is of dimension one. According
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to Theorem 4.3, the Green ring r(H) of H is isomorphic to r(CG)[z]/I.
This means that each one dimensional R(H)-module is a lift from a one
dimensional R(CG)[z]-module. Since the action of a on each simple R(CG)-
module Wj is a scalar multiplication by some ω
tj , the R(CG)-module Wj
becomes a simple R(H)-module if and only if the action of z on Wj is a
scalar multiplication by a root of the equation (z − ωtj − 1)Fn(ω
tj , z) = 0.
This equation has Nj distinct roots. We can conclude that the number
of non-isomorphic simple R(H)-modules lifted from Wj is Nj . By Lemma
5.1, the number of non-isomorphic simple R(H)-modules is Σmj=1Nj = (m−
d3)n+ d3(n− 1) = mn− d3.
(2) Note that the dimension of R(H) ismn and the dimension of the quotient
algebra R(H)/J(R(H)) is equal to the number of non-isomorphic simple
R(H)-modules, namely, mn − d3. Thus, the dimension of the Jacobson
radical J(R(H)) of R(H) is d3.
Now let θ be the following element in r(CG):
θ = (1− a)(1 + an + a2n + · · ·+ a(
l
n
−1)n),
and 〈θ〉 the principal ideal of r(CG) generated by θ. Then C ⊗Z 〈θ〉 is an
ideal of R(CG) = C ⊗Z r(CG). Multiplying 〈θ〉 by the element M [1, n],
we get a Z-submodule M [1, n]〈θ〉 of r(H). Since r(H) is free over Z, the
submodule M [1, n]〈θ〉 is free as well.
Lemma 5.3. The following holds:
(1) The rank of 〈θ〉 is d3.
(2) The rank of M [1, n]〈θ〉 is equal to the rank of 〈θ〉.
Proof. (1) Note that the quotient algebra R(CG)/(C ⊗Z 〈θ〉) is commu-
tative semisimple. We first determine the dimension of R(CG)/(C ⊗Z 〈θ〉)
by calculating the number of non-isomorphic simple R(CG)/(C ⊗Z 〈θ〉)-
modules. Observe that each simple R(CG)/(C⊗Z 〈θ〉)-module is precisely a
simple R(CG)-module Wj such that θWj = 0, whereas, θWj = 0 if and only
if
(1− ωtj )(1 + ωntj + ω2ntj · · ·+ ω(
l
n
−1)ntj ) = 0,
if and only if j ∈ Ω1 ∪ Ω2. As a consequence, there exist exactly d1 +
d2 distinct simple R(CG)/(C ⊗Z 〈θ〉)-modules and hence the dimension of
R(CG)/(C ⊗Z 〈θ〉) is d1 + d2. It follows that the dimension of C ⊗Z 〈θ〉 is
m− (d1 + d2) = d3. Therefore, as a free Z-module, the rank of 〈θ〉 is d3.
(2) We prove the general case: if I is an ideal of r(CG), then both I and
M [1, n]I have the same rank as free Z-modules. Suppose that θ1, θ2, · · · , θk
form a Z-basis of I. It is obvious thatM [1, n]I is generated as a Z-module by
M [1, n]θ1,M [1, n]θ2, · · · ,M [1, n]θk. We claim that the foregoing generators
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form a Z-basis of M [1, n]I. Indeed, if α1M [1, n]θ1 + α2M [1, n]θ2 + · · · +
αkM [1, n]θk = 0, where each αi ∈ Z, then we have
(5.1) M [1, n](α1θ1 + α2θ2 + · · ·+ αkθk) = 0.
Denote by K0(H) the Grothendieck group of the category of finite dimen-
sional projective left H-modules, that is, the abelian group generated by
the isomorphism classes M [i, n] of projective H-modules M(i, n) modulo
the relations [M(i, n)⊕M(j, n)] =M [i, n] +M [j, n]. Then K0(H) is a free
abelian group with a basis {M [i, n] | 1 ≤ i ≤ m}. It is obvious that K0(H)
admits a right action from G0(H) = r(CG): M [i, n] · [Vj ] = [M(i, n) ⊗ Vj ].
Thus K0(H) is a right module over G0(H). In fact, K0(H) is free of rank
1 with generator M [1, n] as a right G0(H)-module. Now the equation (5.1)
implies that
K0(H)(α1θ1 + α2θ2 + · · · + αkθk) = 0.
Hence, α1θ1 + α2θ2 + · · · + αkθk = 0 since the right G0(H)-module K0(H)
is faithful, see [24]. We obtain that αi = 0, for 1 ≤ i ≤ k. Therefore, the
rank of I is equal to the rank of M [1, n]I.
Theorem 5.4. The Jacobson radical of r(H) is a principal ideal generated
by the element M [1, n]θ.
Proof. Note that (1+a+· · ·+an−1)θ = (1−an)(1+an+a2n · · ·+a(
l
n
−1)n) =
1− al = 0, and by Proposition 4.2, M [1, n]2 = (1 + a+ · · · + an−1)M [1, n].
This yields that (M [1, n]θ)2 = 0. Hence M [1, n]〈θ〉 ⊆ J(r(H)). Now by
Lemma 5.3 we know that the rank of M [1, n]〈θ〉 is d3, and consequently, the
rank of J(r(H)) is equal or greater than d3. On the other hand, since C⊗Z
J(r(H)) ⊆ J(R(H)) and by Proposition 5.2, the dimension of J(R(H)) is d3.
It follows that the rank of J(r(H)) is equal or less than d3. Thus, we conclude
that the rank of J(r(H)) is equal to d3. Therefore, J(r(H)) = M [1, n]〈θ〉.
Let 〈M [1, n]θ〉 be the principal ideal of r(H) generated byM [1, n]θ. We have
the following inclusions: J(r(H)) = M [1, n]〈θ〉 ⊆ 〈M [1, n]θ〉 ⊆ J(r(H)). It
follows that J(r(H)) = 〈M [1, n]θ〉, as desired.
Remark 5.5. In case H is a generalized Taft algebra, the Jacobson radical of
the Green ring r(H) has been calculated in [23], where each nilpotent element
is represented by a linear combination of certain projective indecomposables.
Now we understand the form.
6. Green rings of stable categories
In this Section, we study the Green ring of the stable (module) category
of a pointed rank one Hopf algebra H of nilpotent type. We show that
the complexified stable Green algebra is a group-like algebra and hence a
bi-Frobenius algebra.
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Let H-mod be the category of (finite dimensional) H-modules. Recall that
the stable category H-mod is the quotient category of H-mod modulo the
morphism factoring through the projective modules. This category is trian-
gulated [14] with the monoidal structure derived from that of H-mod. The
Green ring of the stable category H-mod is called the stable Green ring of
H, denoted rst(H).
Proposition 6.1. The stable Green ring rst(H) is isomorphic to the quo-
tient ring r(H)/P, where P is the ideal of r(H) generated by the isomor-
phism classes of indecomposable projective H-modules. Precisely, rst(H) is
isomorphic to r(kG)[z]/(Fn(a, z)).
Proof. The functor F from H-mod to H-mod given by F (M) = M for
any H-module M , and F (φ) = φ for φ ∈ HomH(M,N) with the canonical
image φ ∈ Hom(M,N) is a full, dense tensor functor. Such a functor defines
a ring epimorphism f from r(H) to rst(H) such that f(P) = 0. Hence
there is a unique ring epimorphism f from r(H)/P to rst(H) such that
f(x) = f(x), for any x ∈ r(H) with the the canonical image x ∈ r(H)/P.
The rank of rst(H) is the same as the rank of r(H)/P since there is one
to one correspondence between the indecomposable objects in H-mod and
the non-projective indecomposable modules in H-mod. We conclude that
rst(H) is isomorphic to r(H)/P. Since every projective indecomposable
module M(i, n) is isomorphic to Vi ⊗M(1, n) (see Prop. 4.1), the ideal P
is a principal ideal generated by M [1, n], i.e. Fn(a, z). It follows that the
stable Green ring is isomorphic to r(kG)[z]/(Fn(a, z)).
The stable Green ring rst(H) is semisimple (see Theorem 5.4) with a Z-
basis {M [i, j] | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1}. Consider the complexified stable
Green ring Rst(H) := C ⊗Z rst(H), a semisimple algebra. We show that
this algebra is both a group-like algebra and a bi-Frobenius algebra. The
notion of a group-like algebra was introduced by Doi in [8] generalizing the
group algebra of a finite group and a scheme ring (Bose-Mesner algebra) of
a non-commutative association scheme.
Definition 6.2. Let (A, ε,B, ∗) be a quadruple, where A is a finite dimen-
sional algebra over a field k with unit 1, ε is an algebra morphism from A
to k, the set B = {bi}i∈I is a k-basis of A such that 0 ∈ I and b0 = 1, and
∗ is an involution of the index set I. Then (A, ε,B, ∗) is called a group-like
algebra if the following hold:
(G1) ε(bi) = ε(bi∗) 6= 0 for all i ∈ I.
(G2) pkij = p
k∗
j∗i∗ for all i, j, k ∈ I, where p
k
ij is the structure constant for
B defined by bibj =
∑
k∈I p
k
ijbk.
(G3) p0ij = δi,j∗ε(bi) for all i, j ∈ I.
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The complexified Green ring R(kG) = C ⊗Z r(kG) is a group-like algebra.
The algebra morphism ε from R(kG) to C is given by ε([Vi]) = dim(Vi), for
1 ≤ i ≤ m. The basis set B can be chosen as the set:
{dim(V1)[V1],dim(V2)[V2], · · · ,dim(Vm)[Vm]},
and the involution ∗ is induced by the dual map [Vi∗ ] = [Vi]
∗, for 1 ≤ i ≤ m.
Let ε be the algebra morphism from R(kG)[z] to C such that
ε([Vi]) = dim(Vi), for 1 ≤ i ≤ m, ε(z) = 2 cos
pi
n
.
It follows from the proof of Lemma 5.1 that ε(Fj(a, z)) = Fj(1, 2 cos
pi
n
) 6= 0
for 1 ≤ j ≤ n − 1 and ε(Fn(a, z)) = Fn(1, 2 cos
pi
n
) = 0. Since Rst(H)
is isomorphic to R(kG)[z]/(Fn(a, z)) (see Proposition 6.1), ε is exactly an
algebra morphism from Rst(H) to C such that
ε(M [i, j]) = dim(Vi)Fj(1, 2 cos
pi
n
).
Write I = {(i, j) | 1 ≤ i ≤ m, 1 ≤ j ≤ n− 1} and
b(i,j) = ε(M [i, j])M [i, j], for (i, j) ∈ I.
Then the set B = {b(i,j) | (i, j) ∈ I} forms a basis of Rst(H) with b(1,1) = 1.
Since the automorphism ∗ of r(H) given by (4.2) preserves the ideal P,
it induces an automorphism over the algebra Rst(H). Namely, for each
(i, j) ∈ I,
(6.1) (M [i, j])∗ =M [i, j]∗.
Moreover, by (4.2),
ε(M [i, j]∗) = ε(M [τ1−j(i∗), j]) = ε(a1−j)ε([Vi∗ ])ε(M [1, j])
= dim(Vi∗)ε(M [1, j]) = dim(Vi)ε(M [1, j])(6.2)
= ε(M [i, j]).
Also, the the automorphism ∗ of r(H) induces an involution on I. Namely,
(6.3) (i, j)∗ = (τ1−j(i∗), j),
for any (i, j) ∈ I. With the above notations, we have the following:
Proposition 6.3. The quadruple (Rst(H), ε,B, ∗) is a group-like algebra.
Proof. The condition (G1) follows from (6.2) and (6.3).
For the condition (G2), we have
(6.4) (b(i,j))
∗ = ε(M [i, j])(M [i, j])∗ = ε(M [i, j]∗)M [i, j]∗ = b(i,j)∗ ,
for any (i, j) ∈ I, because of (6.2), (6.1) and (6.3). Now for any (i, k), (j, l) ∈
I, suppose that b(i,k)b(j,l) =
∑
(s,t)∈I p
(s,t)
(i,k)(j,l)b(s,t), where p
(s,t)
(i,k)(j,l) ∈ C. Ap-
plying the dual automorphism ∗ and (6.4) to the forgoing equality, we ob-
tain b(j,l)∗b(i,k)∗ =
∑
(s,t)∈I p
(s,t)
(i,k)(j,l)b(s,t)∗ . On the other hand, b(j,l)∗b(i,k)∗ =
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(r,q)∈I p
(r,q)
(j,l)∗(i,k)∗b(r,q). We conclude that p
(s,t)
(i,k)(j,l) = p
(s,t)∗
(j,l)∗(i,k)∗ for any
(i, k), (j, l), (s, t) ∈ I.
Now we verify the condition (G3). For any (i, k), (j, l) ∈ I such that k 6=
l, note that (j, l)∗ = (τ1−l(j∗), l). By Proposition 4.2, the multiplication
b(i,k)b(j,l) does not contain the term b(1,1). In this case, p
(1,1)
(i,k)(j,l) = 0 =
δ(i,k),(j,l)∗ε(b(i,k)) and the condition (G3) holds. If k = l, then by Proposition
4.2, we have
b(i,k)b(j,k) = ε(M [i, k])ε(M [j, k])M [i, k]M [j, k]
= ε(M [i, k])ε(M [j, k])[Vi][Vj ]M [1, k]2
= ε(M [i, k])ε(M [j, k])[Vi][Vj ](a
k−1 +
k−1∑
s=2
µsM [1, s]),
for some non-negative integers µs. It follows from Equation (4.3) that
[Vi][Vj ]ak−1 = [Vi][Vτk−1(j)] = δi,τ1−k(j∗)[V1] +
m∑
t=2
γt[Vt],
for some non-negative integers γt. Hence the coefficient p
(1,1)
(i,k)(j,k) of b(1,1) in
b(i,k)b(j,k) is
p
(1,1)
(i,k)(j,k) = ε(M [i, k])ε(M [j, k])δi,τ1−k(j∗)
= ε(M [i, k])ε(M [j, k])δ(i,k),(j,k)∗
= ε(M [i, k])ε(M [i, k]∗)δ(i,k),(j,k)∗
= ε(b(i,k))δ(i,k),(j,k)∗ .
Therefore, the condition (G3) is satisfied.
The notion of a bi-Frobenius algebra was introduced by Doi and Takeuchi
in [11]. It generalizes the notion of a finite dimensional Hopf algebra. A
bi-Frobenius algebra A is both a Frobenius algebra and Frobenius coalgebra
together with two elements φ ∈ A∗ and t ∈ A satisfying some special con-
ditions. We refer to [11, 8, 10] for the definition. A group-like algebra can
be viewed as a bi-Frobenius algebra in a natural way, see [9, Example 3.2].
Following the similar approach, we define on (Rst(H), ε,B, ∗) a bi-Frobenius
algebra structure as follows:
(Rst(H), φ) is a Frobenius algebra with the Frobenius homomorphism φ
given by φ(b(i,j)) = δ(1,1),(i,j) for (i, j) ∈ I. The bases {
b(i,j)∗
ε(b(i,j))
| (i, j) ∈ I}
and {b(i,j) | (i, j) ∈ I} form a dual pair of (Rst(H), φ). On the other hand,
Rst(H) is a coalgebra with counit ε, and comultiplication △ defined by
△(b(i,j)) =
1
ε(b(i,j))
b(i,j)⊗ b(i,j) for (i, j) ∈ I. Now let t =
∑
(i,j)∈I b(i,j). Then
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(Rst(H), t) is a Frobenius coalgebra. Define a map
S : Rst(H)→ Rst(H), S(b(i,j)) = b(i,j)∗ for (i, j) ∈ I.
It is easy to see that the map S is an anti-algebra and anti-coalgebra map,
so called an antipode of Rst(H). The quadruple (Rst(H), φ, t, S) forms a bi-
Frobenius algebra since it satisfies the defining conditions of a bi-Fronbenius
algebra. That is, ε is an algebra morphism from Rst(H) to C; b(1,1) = 1 is the
group-like element of Rst(H); (Rst(H), φ) is a Frobenius algebra; (Rst(H), t)
is a Frobenius coalgebra; and S is an antipode. As a consequence, various
properties of group-like algebras and bi-Frobenius algebras (see [8, 9, 10, 11])
hold for Rst(H).
We have given Rst(H) a bi-Frobenius structure, where the coalgebra struc-
ture of Rst(H) is defined directly on indecomposable modules ofH. Since the
stable Green algebra Rst(H) is isomorphic to R(kG)[z]/(Fn(a, z)), we would
like to see the corresponding coalgebra structure on R(kG)[z]/(Fn(a, z)).
From now on, we will identify Rst(H) with R(kG)[z]/(Fn(a, z)).
Recall that the Dickson polynomial Fs(y, z) of the second type is defined
recursively by (4.1). The general form of the polynomial Fs(y, z) is given in
[23, Lemma3.3]:
(6.5) Fs(y, z) =
⌊ s−1
2
⌋∑
i=0
(−1)i
[
s− 1− i
i
]
yizs−1−2i,
where s ≥ 2 and ⌊s−12 ⌋ stands for the biggest integer not bigger than
s−1
2 .
It follows from Equation (6.5) that {[Vi]zj | 1 ≤ i ≤ m, 0 ≤ j ≤ n−2} forms
a basis of R(kG)[z]/(Fn(a, z)). We have the following inverse version of the
Dickson polynomials.
Lemma 6.4. The following equation holds for all s ≥ 1:
zs =
⌊ s
2
⌋∑
i=0
(
s
i
)
s+ 1− 2i
s+ 1− i
yiFs+1−2i(y, z).
Proof. By induction on s one can verify that the equation holds in both
cases where s is odd or even.
From the identification of Rst(H) with R(kG)[z]/(Fn(a, z)), one can see that
the basis elementsM [i, j] inRst(H) correspond to [Vi]Fj(a, z) inR(kG)[z]/(Fn(a, z)),
see Theorem 4.3 and Proposition 6.1. On the other hand, by Lemma 6.4, one
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has the following expressions for the basis elements [Vi]zj inR(kG)[z]/(Fn(a, z)).
[Vi]zj =
⌊ j
2
⌋∑
k=0
(
j
k
)
j + 1− 2k
j + 1− k
[Vi]akFj+1−2k(a, z)
=
⌊ j
2
⌋∑
k=0
(
j
k
)
j + 1− 2k
j + 1− k
[Vτk(i)]Fj+1−2k(a, z))
=
⌊ j
2
⌋∑
k=0
(
j
k
)
j + 1− 2k
j + 1− k
M [τk(i), j + 1− 2k].
Now we can summarize the bi-Frobenius algebra structure onR(kG)[z]/(Fn(a, z))
as follows:
Proposition 6.5. The quadruple (R(kG)[z]/(Fn(a, z)), φ, t, S) forms a bi-
Frobenius algebra. The Frobenius homomorphism φ, the comultiplication ∆,
the element t and the antipode S are respectively given by
• φ([Vi]zj) =

(
j
j
2
)
2
j+2 , j is even and [Vi] = a
− j
2 ,
0, otherwise,
• △([Vi]zj) =
∑⌊ j
2
⌋
k=0
(
j
k
)
j+1−2k
j+1−k
1
dim(Vi)Fj+1−2k(1,2 cos
pi
n
)
·[Vτk(i)]Fj+1−2k(a, z) ⊗ [Vτk(i)]Fj+1−2k(a, z),
• t =
∑
(i,j)∈I b(i,j) =
∑
(i,j)∈I dim(Vi)Fj(1, 2 cos
pi
n
)[Vi]Fj(a, z),
• S([Vi]zj) =
∑⌊ j
2
⌋
k=0
(
j
k
)
j+1−2k
j+1−k [Vi∗ ]a
k−jFj+1−2k(a, z).
In general, the complexified Green algebra of a finite dimensional pointed
Hopf algebra of finite representation type is not necessarily a group-like
algebra. But we don’t know whether or not the complexified stable Green
algebra is a bi-Frobenius algebra.
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