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a b s t r a c t
In this paper, the nonlinear boundary value problem−(p(t)u′)′ + q(t)u = λf (t, u), 0 ≤ t ≤ ω,
u(0) = u(ω), p(0)u′(0) = p(ω)u′(ω),
is studied. By using the fixed point index theory, some existence, multiplicity, and
nonexistence results for positive solutions are derived in terms of different values of
λ. The results obtained herein generalize and improve the main results of [J.R. Graef,
L. Kong, H. Wang, Existence, multiplicity, and dependence on a parameter for a periodic
boundary value problem, J. Differential Equations 245 (2008) 1185–1197; X. Hao, L. Liu,
Y. Wu, Existence and multiplicity results for nonlinear periodic boundary value problems,
Nonlinear Anal. 72 (2010) 3635–3642] and some other known results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
For some given positive number ω we consider the problem of existence, multiplicity, and nonexistence of positive
solutions for the following boundary value problem (BVP for short)−(p(t)u′)′ + q(t)u = λf (t, u), 0 ≤ t ≤ ω,
u(0) = u(ω), p(0)u′(0) = p(ω)u′(ω), (1.1)
where λ is a positive parameter, f ∈ C([0, ω]×[0,+∞), [0,+∞)), p ∈ C1([0, ω], (0,∞)), q(t) is a real-valuedmeasurable
function defined on [0, ω] and satisfies the following condition:
(H1) q(t) ≥ 0, q(t) ≢ 0 and
∫ ω
0
q(t)dt <∞.
A function u(t) ∈ C2[0, ω] is said to be a solution of BVP (1.1) if u satisfies BVP (1.1). Moreover, if u(t) > 0 for each
t ∈ (0, ω), then u is said to be a positive solution of BVP (1.1).
Due to a wide range of applications in physics and engineering, second order boundary value problems have been
extensively investigated by numerous researchers in recent years. For a small sample of such work, we refer the reader
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to [1–14] and the references therein. In [6], by employing Krasnosel’skii’s fixed point theorem, Atici and Guseinov studied
the existence and multiplicity of positive solutions to BVP (1.1). When p(t) ≡ −1, q(t) ≡ −ρ2, ω = 2π , in [3], Graef et al.
studied the following periodic boundary value problem
u′′ − ρ2u+ λg(t)f (u) = 0, 0 ≤ t ≤ 2π,
u(0) = u(2π), u′(0) = u′(2π),
where ρ > 0 is a constant, λ is a positive parameter, g ∈ C([0, 2π ], [0,∞)), f ∈ C([0,+∞), [0,+∞)), and f (u) > 0
for u > 0. Under different combinations of superlinearity and sublinearity of the function f , various existence, multiplicity,
and nonexistence results for positive solutions are derived in terms of different values of λ via Krasnosel’skii’s fixed point
theorem. Very recently, Hao et al. [12] studied the periodic boundary value problem−u′′ + a(t)u = λf (t, u), 0 ≤ t ≤ 2π,
u(0) = u(2π), u′(0) = u′(2π),
and generalized and complemented the results of [3] by applying the Global continuation theorem, fixed point index theory
and approximate method.
Motivated by the aboveworks, herewe study themore general second order BVP (1.1). Under certain suitable conditions,
we establish the results of existence,multiplicity andnonexistence of positive solutions for BVP (1.1) via the fixedpoint index
theory. Our results generalize and improve some previous findings of [3,6,12] and some other known results.
We make the following assumption.
(H2) f (t, x) > 0 for any t ∈ [0, ω] and x > 0.
The main results of the present paper are summarized as follows.
Theorem 1.1. Let (H1), (H2) be fulfilled and suppose that
f0 := lim
x→0+
min
t∈[0,ω]
f (t, x)
x
= ∞ and f∞ := lim
x→+∞ mint∈[0,ω]
f (t, x)
x
= ∞.
Then, there exists λ∗ > 0 such that BVP (1.1) has at least two positive solutions for λ ∈ (0, λ∗), at least one positive solution for
λ = λ∗ and no positive solution for λ > λ∗.
Theorem 1.2. Let (H1), (H2) be fulfilled and suppose that
f 0 := lim
x→0+
max
t∈[0,ω]
f (t, x)
x
= 0 and f∞ := lim
x→+∞ maxt∈[0,ω]
f (t, x)
x
= 0.
Then, there exists λ∗ > 0 such that BVP (1.1) has at least two positive solutions for λ > λ∗, at least one positive solution for
λ = λ∗ and no positive solution for λ ∈ (0, λ∗).
Remark 1.1. Theorems 1.1 and 1.2 extend and improve Theorems 1.1 and 1.2 in [12], respectively. Even in the special case
p(t) ≡ 1, Theorem 1.1 is more general than Theorem 1.1 in [12] since we do not assume that f (t, 0) > 0 for t ∈ [0, ω],
which played an important role in the proof of Theorem 1.1 in [12]. Of course, f (t, 0) > 0 for t ∈ [0, ω] implies that
f0 = ∞. Comparing Theorem 1.2 in [12] with our Theorem 1.2, we do not need any monotone-type assumptions on the
nonlinearity f .
The remainder of this paper is arranged as follows. Section 2 presents some preliminaries. The proofs of Theorems 1.1
and 1.2 are given in Section 3. In the final part, Section 4, Theorems 1.1 and 1.2 yield positive periodic solutions to BVP (1.1)
considered for t ∈ (−∞,+∞) and provided that the coefficients are periodic with period ω.
2. Preliminaries
In this section we collect some preliminary results that will be used in subsequent sections. We denote by ϕ(t) andψ(t)
the solutions of the corresponding homogeneous equation
−(p(t)u′)′ + q(t)u = 0, 0 ≤ t ≤ ω,
under the initial conditions
ϕ(0) = 1, p(0)ϕ(0) = 0; ψ(0) = 0, p(0)ψ(0) = 1.
Lemma 2.1 ([6]). Assume that (H1) holds. Then for the solution u(t) of the problem−(p(t)u′)′ + q(t)u = h(t), 0 ≤ t ≤ ω,
u(0) = u(ω), p(0)u′(0) = p(ω)u′(ω), (2.1)
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the formula
u(t) =
∫ ω
0
G(t, s)h(s)ds, t ∈ [0, ω]
holds, where
G(t, s) = ψ(ω)
D
ϕ(t)ϕ(s)− p(ω)ϕ
′(ω)
D
ψ(t)ψ(s)
+

p(ω)ψ ′(ω)− 1
D
ϕ(t)ψ(s)− ϕ(ω)− 1
D
ϕ(s)ψ(t), 0 ≤ s ≤ t ≤ ω,
p(ω)ψ ′(ω)− 1
D
ϕ(s)ψ(t)− ϕ(ω)− 1
D
ϕ(t)ψ(s), 0 ≤ t ≤ s ≤ ω,
and D = ϕ(ω)+ p(ω)ψ ′(ω)− 2 > 0.
Lemma 2.2 ([6]). Assume that (H1) holds. Then the Green’s function G(t, s) of BVP (2.1) is positive, that is, G(t, s) > 0 for
t, s ∈ [0, ω].
Now, let us set
M = max
t,s∈[0,ω]
G(t, s), m = min
t,s∈[0,ω]G(t, s).
Consider the Banach space E = C[0, ω] of the usual real-valued continuous functions u(t) defined on [0, ω] with the norm
‖u‖ = maxt∈[0,ω] |u(t)| for all u ∈ E and the cone P in E given by
P =

u ∈ E : u(t) ≥ 0, min
t∈[0,ω] u(t) ≥
m
M
‖u‖

.
For u, v ∈ E, we write u ≤ v if u(t) ≤ v(t) for any t ∈ [0, ω]. For any r > 0, let Br = {u ∈ E : ‖u‖ < r} and
∂Br = {u ∈ E : ‖u‖ = r}. We denote by θ the zero element of E.
Define operators K , A : E → E, respectively, by
(Ku)(t) =
∫ ω
0
G(t, s)u(s)ds, u ∈ E, t ∈ [0, ω]; (2.2)
(Au)(t) =
∫ ω
0
G(t, s)f (s, u(s))ds, u ∈ E, t ∈ [0, ω].
Note that for any u ∈ E the function (Au)(t) satisfies the boundary conditions in (1.1) by the definition of the Green’s function
G(t, s). In view of Lemma 2.1, it is easy to see that u ∈ E is a fixed point of the operator λA if and only if u ∈ E is a solution of
BVP (1.1). From [6, Lemma 3.1], we know that A : E → E is a completely continuous operator and A(P) ⊂ P.
Lemma 2.3. Assume that (H1) holds, then the operator K : E → E defined by (2.2) is a completely continuous linear operator.
Let r(K) be the spectral radius of K , then r(K) > 0 and there exists ξ ∈ E with ξ > 0 on [0, ω] such that Kξ = r(K)ξ and ω
0 ξ(t)dt = 1r(K) . Moreover, ρ1 = 1r(K) is the first positive eigenvalue of the linear BVP (2.1) and
∫ ω
0
(Ku)(t)ξ(t)dt = 1
ρ1
∫ ω
0
u(t)ξ(t)dt, ∀u ∈ E. (2.3)
Proof. It is easy to see that K : E → E is a completely continuous linear operator. Define the cone P1 = {u ∈ E : u(t) ≥
0,∀t ∈ [0, ω]}. Then the cone P1 is normal and has nonempty interiors intP1. It is clear that P1 is also a total cone of E. It
follows from Lemma 2.2 that K is strongly positive, that is, K(u) ∈ intP1 for u ∈ P1 \ {θ}. Obviously, K(P1) ⊆ P1. By the
Krein–Rutman theorem ([17, Theorem 7.C]; [15, Theorem 19.3]), r(K) > 0 and there exists ξ0 ∈ E with ξ0 > 0 on [0, ω]
such that Kξ0 = r(K)ξ0. Let ξ = ξ0r(K)  ω0 ξ0(t)dt . Obviously, ξ > 0 on [0, ω], Kξ = r(K)ξ and
 ω
0 ξ(t)dt = 1r(K) .
Noticing that Kξ = r(K)ξ is equivalent to the following BVP−(p(t)ξ ′)′ + q(t)ξ =
1
r(K)
ξ(t), 0 ≤ t ≤ ω,
ξ(0) = ξ(ω), p(0)ξ ′(0) = p(ω)ξ ′(ω).
We can obtain that ρ1 = 1r(K) is an eigenvalue of the linear BVP (2.1). The definition of r(K) implies that ρ1 is the first positive
eigenvalue of the linear problem.
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Since Ku is the unique solution of the following linear BVP−(p(t)w′)′ + q(t)w = u(t), 0 ≤ t ≤ ω,
w(0) = w(ω), p(0)w′(0) = p(ω)w′(ω),
we have, by ξ(0) = ξ(ω) and p(0)ξ ′(0) = p(ω)ξ ′(ω),
ρ1
∫ ω
0
(Ku)(t)ξ(t)dt =
∫ ω
0
(Ku)(t){−(p(t)ξ ′(t))′ + q(t)ξ(t)}dt
= −p(t)ξ ′(t)(Ku)(t) |ω0 +
∫ ω
0
p(t)ξ ′(t)(Ku)′(t)dt +
∫ ω
0
q(t)ξ(t)(Ku)(t)dt
= p(t)(Ku)′(t)ξ(t) |ω0 +
∫ ω
0
[−(p(t)(Ku)′(t))′ + q(t)(Ku)(t)]ξ(t)dt
=
∫ ω
0
u(t)ξ(t)dt.
Then (2.3) holds, and this completes the proof of the lemma. 
The proofs of themain theorems of this paper are based on the fixed point index theory. The following three well-known
lemmas in [15,16] are needed in our argument.
Lemma 2.4. Let E be a Banach space and X ⊂ E be a cone in E. Assume that Ω is a bounded open subset of E. Suppose that
A : X ∩Ω → X is a completely continuous operator. If there exists x0 ∈ X \ {θ} such that x− Ax ≠ µx0 for all x ∈ X ∩ ∂Ω and
µ ≥ 0, then the fixed point index i(A, X ∩Ω, X) = 0.
Lemma 2.5. Let E be a Banach space and X ⊂ E be a cone in E. Assume that Ω is a bounded open subset of E. Suppose that
A : X ∩Ω → X is a completely continuous operator. If infx∈X∩∂Ω ‖Ax‖ > 0 andµAx ≠ x for x ∈ X ∩ ∂Ω ,µ ≥ 1, then the fixed
point index i(A, X ∩Ω, X) = 0.
Lemma 2.6. Let E be a Banach space and X ⊂ E be a cone in E. Assume that Ω is a bounded open subset of E with θ ∈ Ω .
Suppose that A : X ∩ Ω → X is a completely continuous operator. If Ax ≠ µx for all x ∈ X ∩ ∂Ω and µ ≥ 1, then the fixed
point index i(A, X ∩Ω, X) = 1.
3. Proofs of Theorems 1.1 and 1.2
For convenience, we introduce the following notations.
Φ = {(λ, u) : λ > 0, u ∈ E is a positive solution of BVP (1.1) };
Λ = {λ > 0: there exists u ∈ E such that (λ, u) ∈ Φ};
λ∗ = supΛ;
λ∗ = infΛ.
Lemma 3.1. Suppose (H1) hold and f0 = ∞. ThenΦ ≠ ∅.
Proof. Let R > 0 be fixed. Then we can choose λ0 > 0 small enough such that λ0 supu∈P∩BR ‖Au‖ < R. It is easy to see that
λ0Au ≠ µu, ∀u ∈ P ∩ ∂BR, µ ≥ 1.
By Lemma 2.6, it follows that
i(λ0A, P ∩ BR, P) = 1. (3.1)
From f0 = ∞, it follows that there exists r ∈ (0, R) such that
f (t, x) ≥ ρ1
λ0
x, ∀x ∈ [0, r], t ∈ [0, ω]. (3.2)
where ρ1 is given in Lemma 2.3. We may suppose that λ0A has no fixed point on P ∩ ∂Br . Otherwise, the proof is finished.
Now we shall prove
u ≠ λ0Au+ µξ, ∀u ∈ P ∩ ∂Br , µ ≥ 0, (3.3)
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where ξ is given in Lemma 2.3. Suppose the contrary, then there exist u1 ∈ P ∩∂Br andµ1 ≥ 0 such that u1 = λ0Au1+µ1ξ .
Then µ1 > 0. Multiplying the equality u1 = λ0Au1 + µ1ξ by ξ on its both sides, integrating on [0, ω] and using Lemma 2.3
and (3.2), it follows that∫ ω
0
u1(t)ξ(t)dt =
∫ ω
0
(λ0Au1)(t)ξ(t)dt + µ1
∫ ω
0
ξ 2(t)dt ≥ ρ1
∫ ω
0
(Ku1)(t)ξ(t)dt + µ1
∫ ω
0
ξ 2(t)dt
=
∫ ω
0
u1(t)ξ(t)dt + µ1
∫ ω
0
ξ 2(t)dt,
which contradicts ξ > 0 on [0, ω]. Thus, (3.3) holds. It follows from Lemma 2.4 that
i(λ0A, P ∩ Br , P) = 0. (3.4)
By virtue of the additivity of the fixed point index, by (3.1) and (3.4), we have
i(λ0A, P ∩ (BR \ Br), P) = i(λ0A, P ∩ BR, P)− i(λ0A, P ∩ Br , P) = 1,
which implies that the nonlinear operator λ0A has one fixed point u0 ∈ P ∩ (BR \ Br). Therefore, (λ0, u0) ∈ Φ . The proof is
complete. 
Lemma 3.2. Suppose (H1) and (H2) hold, f∞ = 0. ThenΦ ≠ Ø.
Proof. Let r > 0 be fixed. From (H2) and the definition of cone P , it follows that there exists C > 0 such that f (t, u(t)) ≥ C
for all t ∈ [0, ω] and u ∈ P ∩ ∂Br . Then for sufficiently large λwith λ > rωmC and u ∈ P ∩ ∂Br , one has
(λAu)(t) = λ
∫ ω
0
G(t, s)f (s, u(s))ds ≥ λωmC > r, t ∈ [0, ω].
This gives that infu∈P∩∂Br ‖λAu‖ > 0 and µλAu ≠ u for u ∈ P ∩ ∂Br , µ ≥ 1. By Lemma 2.5, it follows that
i(λA, P ∩ Br , P) = 0. (3.5)
From f∞ = 0, there exists R > r such that
f (t, x) ≤ 1
2λωM
x, ∀x ∈
m
M
R,∞

, t ∈ [0, ω].
Then for u ∈ P ∩ ∂BR, by the definition of cone P , one has mint∈[0,ω] u(t) ≥ mM ‖u‖ = mM R, and so
(λAu)(t) = λ
∫ ω
0
G(t, s)f (s, u(s))ds ≤ λωM 1
2λωM
‖u‖ < R, t ∈ [0, ω].
It follows from Lemma 2.6 that
i(λA, P ∩ BR, P) = 1. (3.6)
According to the additivity of the fixed point index, by (3.5) and (3.6), we have
i(λA, P ∩ (BR \ Br), P) = i(λA, P ∩ BR, P)− i(λA, P ∩ Br , P) = 1,
which implies that the nonlinear operator λA has at least one fixed point u ∈ P ∩ (BR \ Br). Therefore, (λ, u) ∈ Φ . The proof
is complete. 
Lemma 3.3. Suppose (H1) and (H2) hold, f0 = f∞ = ∞. Then 0 < λ∗ <∞.
Proof. By Lemma 3.1, it is easy to see that 0 < λ∗. Let (λ, u) ∈ Φ . It follows from (H2) and f0 = f∞ = ∞ that there exists
C > 0 such that f (t, x) ≥ Cx for all x ≥ 0 and t ∈ [0, ω]. By Lemma 2.3, we obtain that∫ ω
0
u(t)ξ(t)dt = λ
∫ ω
0
(Au)(t)ξ(t)dt ≥ λC
∫ ω
0
(Ku)(t)ξ(t)dt = λCρ−11
∫ ω
0
u(t)ξ(t)dt.
Thus, λ ≤ ρ1C−1. This completes the proof of the lemma. 
Lemma 3.4. Suppose (H1) and f 0 = f∞ = 0. Then 0 < λ∗ <∞.
Proof. By Lemma 3.2, it is easy to see that λ∗ <∞. Let (λ, u) ∈ Φ . It follows from f 0 = f∞ = 0 and the continuity of f (t, x)
with respect to x that there exists C1 > 0 such that f (t, x) ≤ C1x for all x ≥ 0 and t ∈ [0, ω]. By Lemma 2.3, we obtain that∫ ω
0
u(t)ξ(t)dt = λ
∫ ω
0
(Au)(t)ξ(t)dt ≤ λC1
∫ ω
0
(Ku)(t)ξ(t)dt = λC1ρ−11
∫ ω
0
u(t)ξ(t)dt.
Thus, λ ≥ ρ1C−11 . This completes the proof of the lemma. 
3360 T. He et al. / Computers and Mathematics with Applications 61 (2011) 3355–3363
Lemma 3.5. Suppose (H1) and (H2) hold, f0 = f∞ = ∞. Then (0, λ∗) ⊂ Λ. Moreover, for any λ ∈ (0, λ∗), BVP (1.1) has at
least two positive solutions.
Proof. For any fixed λ ∈ (0, λ∗), we prove that λ ∈ Λ. By the definition of λ∗, there exists λ2 ∈ Λ such that λ < λ2 ≤ λ∗
and (λ2, u2) ∈ Φ . Let R < mint∈[0,ω] u2(t) be fixed. From the proof of Lemma 3.1, we see that there exist λ1 < λ, r < R and
u1 ∈ P ∩ (BR \ Br) such that (λ1, u1) ∈ Φ . It is easy to see that 0 < u1(t) < u2(t) for all t ∈ [0, ω]. Then by (H2), we have
−(p(t)u′1)′ + q(t)u1 = λ1f (t, u1) < λf (t, u1), t ∈ [0, ω]
and
− (p(t)u′2)′ + q(t)u2 = λ2f (t, u2) > λf (t, u2), t ∈ [0, ω]. (3.7)
Consider now the modified boundary value problem−(p(t)u′)′ + q(t)u = λf1(t, u), 0 ≤ t ≤ ω,
u(0) = u(ω), p(0)u′(0) = p(ω)u′(ω), (3.8)
where
f1(t, u) =
f (t, u1(t)), u(t) ≤ u1(t),
f (t, u(t)), u1(t) < u(t) < u2(t),
f (t, u2(t)), u(t) ≥ u2(t).
Clearly, the function λf1 is bounded for t ∈ [0, ω] and u ∈ R, and is continuous in u. Define the operator A1 : E → E by
(A1u)(t) =
∫ ω
0
G(t, s)f1(s, u(s))ds, u ∈ E, t ∈ [0, ω].
Then A1 : P → P is completely continuous and u ∈ E is a solution of (3.8) if and only if u ∈ E is a fixed point of operator
λA1. It is easy to see that there exists r0 > ‖u2‖ such that ‖λA1u‖ < r0 for any u ∈ E. It follows from Lemma 2.6 that
i(λA1, P ∩ Br0 , P) = 1. (3.9)
Put
U = {u ∈ P : u1(t) < u(t) < u2(t), ∀t ∈ [0, ω]}.
We claim that if u ∈ P is a fixed point of operator λA1, then u ∈ U . We first prove that u(t) < u2(t) on [0, ω]. Assume that
there exists u(t) ≥ u2(t) for some t ∈ [0, ω]. Let t0 ∈ [0, ω] such that u(t0)− u2(t0) = maxt∈[0,ω]{u(t)− u2(t)} ≥ 0. There
are two cases as follows.
Case 1. If t0 ∈ (0, ω), then we have that u′(t0)− u′2(t0) = 0 and u′′(t0)− u′′2(t0) ≤ 0. And so
(p(t)(u− u2)′)′|t=t0 = p(t0)(u− u2)′′(t0)+ p′(t0)(u− u2)′(t0) ≤ 0.
However, by (3.7), we have
−(p(t)(u− u2)′)′|t=t0 ≤ −(p(t)u′)′|t=t0 + (p(t)u′2)′|t=t0 + q(t0)(u− u2)(t0)
< λf1(t0, u(t0))− λf (t0, u2(t0)) = 0.
This is a contradiction.
Case 2. If t0 = 0, then u′(t0) − u′2(t0) ≤ 0. By the boundary conditions u(0) = u(ω) and u2(0) = u2(ω), we know that
u(t0)− u2(t0) = u(ω)− u2(ω). Consequently, u′(ω)− u′2(ω) ≥ 0. By the boundary conditions p(0)u′(0) = p(ω)u′(ω) and
p(0)u′2(0) = p(ω)u′2(ω), we obtain
p(t0)(u′(t0)− u′2(t0)) = p(ω)(u′(ω)− u′2(ω)) ≥ 0.
Hence, u′(t0)− u′2(t0) = 0 and so u′′(t0)− u′′2(t0) ≤ 0. Analogous to Case 1, we get a contradiction. Similarly, if t0 = ω, we
also get a contradiction.
It follows that u(t) < u2(t) on [0, ω]. In very much the same way, we can prove that u(t) > u1(t) on [0, ω]. The claim is
thus proved. By virtue of the claim, the excision property of the fixed point index and (3.9), we obtain that
i(λA1,U, P) = i(λA1, P ∩ Br0 , P) = 1.
From the definition of A1, we know that A1 = A on U . Then,
i(λA,U, P) = 1. (3.10)
Hence, the nonlinear operator λA has at least fixed point v1 ∈ U . Then v1 is one positive solution of BVP (1.1). This gives
λ ∈ Λ, (λ, v1) ∈ Φ and (0, λ∗) ⊂ Λ.
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We now find the second positive solution of BVP (1.1). By f∞ = ∞ and the continuity of f (t, x) with respect to x, there
exists C > 0 such that
f (t, x) ≥ 2ρ1λ−1x− C, ∀x ≥ 0, t ∈ [0, ω]. (3.11)
Set
Ω = {u ∈ P : u = λAu+ τξ for some τ ≥ 0},
where ξ is given in Lemma 2.3. We claim that Ω is bounded in E. In fact, for any u ∈ Ω , there exists τ ≥ 0 such that
u = λAu+ τξ ≥ λAu. Then, by (3.11), we have
u(t) ≥ 2ρ1(Ku)(t)− λC(Kv0)(t), t ∈ [0, ω],
where v0(t) ≡ 1. Multiplying the above inequality by ξ(t) on its both sides and integrating on [0, ω], it follows from
Lemma 2.3 that∫ ω
0
u(t)ξ(t)dt ≥ 2ρ1
∫ ω
0
(Ku)(t)ξ(t)dt − λC
∫ ω
0
(Kv0)(t)ξ(t)dt = 2
∫ ω
0
u(t)ξ(t)dt − λC .
This implies that
 ω
0 u(t)ξ(t)dt ≤ λC . Noting the fact u ∈ P , one has that ‖u‖ ≤ λCMm (
 ω
0 ξ(t)dt)
−1. Thus,Ω is bounded in
E, proving our claim. Therefore there exists R1 > ‖u2‖ such that
u ≠ λAu+ τξ, ∀u ∈ P ∩ ∂BR1 , τ ≥ 0.
This and Lemma 2.4 give
i(λA, P ∩ BR1 , P) = 0. (3.12)
Using a similar argument as in deriving (3.4), we have that
i(λA, P ∩ Br1 , P) = 0, (3.13)
where 0 < r1 < mint∈[0,ω] u1(t). According to the additivity of the fixed point index, by (3.10), (3.12) and (3.13), we have
i(λA, P ∩ (BR1 \ (U ∪ Br1)), P) = i(λA, P ∩ BR1 , P)− i(λA,U, P)− i(λA, P ∩ Br1 , P) = −1,
which implies that the nonlinear operator λA has at least one fixed point v2 ∈ P ∩ (BR1 \ (U ∪ Br1)). Thus, BVP (1.1) has
another positive solution. The proof is complete. 
Lemma 3.6. Suppose (H1) and (H2) hold, f 0 = f∞ = 0. Then (λ∗,+∞) ⊂ Λ. Moreover, for any λ ∈ (λ∗,+∞), BVP (1.1) has
at least two positive solutions.
Proof. For any fixed λ ∈ (λ∗,+∞), we prove that λ ∈ Λ. By the definition of λ∗, there exists λ1 ∈ Λ such that λ∗ ≤ λ1 < λ
and (λ1, u1) ∈ Φ . Let r > Mm ‖u1‖ be fixed. From the proof of Lemma 3.2, we see that there exist λ2 > λ, R > r and
u2 ∈ P∩ (BR \Br) such that (λ2, u2) ∈ Φ . By the definition of cone P , it is easy to see that 0 < u1(t) < u2(t) for all t ∈ [0, ω].
Put
V = {u ∈ P : u1(t) < u(t) < u2(t), ∀t ∈ [0, ω]}.
An argument similar to the one used in deriving (3.10) in the proof of Lemma 3.5 yields
i(λA, V , P) = 1. (3.14)
Hence, the nonlinear operator λA has at least fixed point v1 ∈ V . Then v1 is one positive solution of BVP (1.1). This gives
λ ∈ Λ, (λ, v1) ∈ Φ and (λ∗,+∞) ⊂ Λ.
We now find the second positive solution of BVP (1.1). From f 0 = 0, there exists 0 < r0 < mint∈[0,ω] u1(t) such that
f (t, x) ≤ 1
2λωM
x, ∀x ∈ [0, r0], t ∈ [0, ω].
Then for u ∈ P ∩ ∂Br0 , we have
(λAu)(t) = λ
∫ ω
0
G(t, s)f (s, u(s))ds ≤ λωM 1
2λωM
‖u‖ < r0, t ∈ [0, ω].
It follows from Lemma 2.6 that
i(λA, P ∩ Br0 , P) = 1. (3.15)
Using a similar argument as in deriving (3.6), we have that
i(λA, P ∩ BR0 , P) = 1, (3.16)
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where R0 > ‖u2‖. According to the additivity of the fixed point index, by (3.14)–(3.16), we have
i(λA, P ∩ (BR0 \ (V ∪ Br0)), P) = i(λA, P ∩ BR0 , P)− i(λA, V , P)− i(λA, P ∩ Br0 , P) = −1,
which implies that the nonlinear operator λA has at least one fixed point v2 ∈ P ∩ (BR0 \ (V ∪ Br0)). Thus, BVP (1.1) has
another positive solution. The proof is complete. 
Lemma 3.7. Suppose (H1) and (H2) hold, f0 = f∞ = ∞. ThenΛ = (0, λ∗].
Proof. In view of Lemma 3.5, it suffices to prove that λ∗ ∈ Λ. By the definition of λ∗, we can choose {λn} ⊂ Λ with
λn ≥ λ∗2 (n = 1, 2, . . .) such that λn → λ∗ as n → ∞. By the definition of Λ, there exists {un} ⊂ P \ {θ} such that
(λn, un) ∈ Φ . We now show that {un} is bounded. Suppose the contrary, then there exists a subsequence of {un} (still
denoted by {un}) such that ‖un‖ → ∞ as n → ∞. It follows from {un} ⊂ P \ {θ} that un(t) ≥ mM ‖un‖ for all t ∈ [0, ω].
Choose sufficiently large τ such that
λ∗m2ω
2M
τ > 1.
By f∞ = ∞, there exists R > 0 such that f (t, x) ≥ τx for all x ≥ R and t ∈ [0, ω]. Since ‖un‖ → ∞ as n →∞, there exists
sufficiently large n0 such that mM ‖un0‖ ≥ R. Thus, we have
‖un0‖ ≥ un0(t) = (λn0Aun0)(t) = λn
∫ ω
0
G(t, s)f (s, un0(s))ds
≥ λ
∗
2
mτ
∫ ω
0
un0(s)ds ≥
λ∗m2ω
2M
τ‖un0‖.
This gives
λ∗m2ω
2M
τ ≤ 1, (3.17)
which contradicts the choice of τ . Hence, {un} is bounded. This and the fact that A is completely continuous mean that {Aun}
is equicontinuous, i.e., for each ε > 0, there is a δ > 0 such that
|un(t1)− un(t2)| = λn|(Aun)(t1)− (Aun)(t2)| < λnε ≤ λ∗ε,
where n = 1, 2, . . ., t1, t2 ∈ [0, ω] and |t1 − t2| < δ. Then {un} is equicontinuous. According to the Ascoli–Arzela theorem,
{un} is relatively compact. Hence, there exists a subsequence of {un}(still denoted by {un}) and u∗ ∈ P such that un → u∗
as n → ∞. By un = λnAun, letting n → ∞, we obtain that u∗ = λ∗Au∗. If u∗ = θ , using a similar argument as in deriving
(3.17), by f0 = ∞, we also get a contradiction. Then u∗ ∈ P \ {θ}, and so λ∗ ∈ Λ. This completes the proof. 
Lemma 3.8. Suppose (H1) and (H2) hold, f 0 = f∞ = 0. ThenΛ = [λ∗,+∞).
Proof. In view of Lemma 3.6, it suffices to prove that λ∗ ∈ Λ. By the definition of λ∗, we can choose {λn} ⊂ Λ with
λn ≤ 2λ∗ (n = 1, 2, · · ·) such that λn → λ∗ as n → ∞. By the definition of Λ, there exists {un} ⊂ P \ {θ} such that
(λn, un) ∈ Φ . We now show that {un} is bounded. Suppose the contrary, then there exists a subsequence of {un} (still
denoted by {un}) such that ‖un‖ → ∞ as n → ∞. It follows from {un} ⊂ P \ {θ} that un(t) ≥ mM ‖un‖ for all t ∈ [0, ω].
Choose τ > 0 small enough such that
2λ∗Mτω < 1.
By f∞ = 0, there exists R > 0 such that f (t, x) ≤ τx for all x ≥ R and t ∈ [0, ω]. Since ‖un‖ → ∞ as n →∞, there exists
sufficiently large n0 such that mM ‖un0‖ ≥ R. Thus, we have
un0(t) = (λn0Aun0)(t) = λn0
∫ ω
0
G(t, s)f (s, un0(s))ds
≤ 2λ∗Mτ
∫ ω
0
un0(s)ds ≤ 2λ∗Mτω‖un0‖
for all t ∈ [0, ω]. This gives
2λ∗Mτω ≥ 1, (3.18)
which contradicts the choice of τ . Hence, {un} is bounded. This and the fact that A is completely continuous mean that {Aun}
is equicontinuous, i.e., for each ε > 0, there is a δ > 0 such that
|un(t1)− un(t2)| = λn|(Aun)(t1)− (Aun)(t2)| < λnε ≤ 2λ∗ε,
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where n = 1, 2, . . ., t1, t2 ∈ [0, ω] and |t1 − t2| < δ. Then {un} is equicontinuous. According to the Ascoli–Arzela theorem,
{un} is relatively compact. Hence, there exists a subsequence of {un} (still denoted by {un}) and u∗ ∈ P such that un → u∗
as n → ∞. By un = λnAun, letting n → ∞, we obtain that u∗ = λ∗Au∗. If u∗ = θ , using a similar argument as in deriving
(3.18), by f 0 = 0, we also get a contradiction. Then u∗ ∈ P \ {θ}, and so λ∗ ∈ Λ. This completes the proof. 
Proof of Theorem 1.1. Theorem 1.1 readily follows from lemmas 3.1, 3.3, 3.5, 3.7. 
Proof of Theorem 1.2. Theorem 1.2 readily follows from lemmas 3.2, 3.4, 3.6, 3.8. 
4. Positive periodic solutions
Consider the differential equation in BVP (1.1) on the whole real axis:
− (p(t)u′)′ + q(t)u = λf (t, u), t ∈ (−∞,+∞). (4.1)
We assume the following hypotheses in this section.
(H3) p(t + ω) = p(t), q(t + ω) = q(t), t ∈ (−∞,+∞);
(H4) f (t + ω, x) = f (t, x), t, x ∈ (−∞,+∞).
It is easy to see that if (H3) and (H4) hold, then every solution of BVP (1.1) extended from [0, ω] to (−∞,+∞) as an ω-
periodic function will be a solution of Eq. (4.1). Therefore, Theorems 1.1 and 1.2 yield the following results, respectively.
Theorem 4.1. Let (H1)–(H4) be fulfilled, f0 = f∞ = ∞. Then, there exists λ∗ > 0 such that Eq. (4.1) has at least two positive
ω-periodic solutions for λ ∈ (0, λ∗), at least one positive ω-periodic solution for λ = λ∗ and no positive ω-periodic solution for
λ > λ∗.
Theorem 4.2. Let (H1)–(H4) be fulfilled, f 0 = f∞ = 0. Then, there exists λ∗ > 0 such that Eq. (4.1) has at least two positive
ω-periodic solutions for λ > λ∗, at least one positive ω-periodic solution for λ = λ∗ and no positive ω-periodic solution for
λ ∈ (0, λ∗).
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