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Lee mucho, mante´n tu mente activa, mante´n tus antenas des-
plegadas: cuando te informen de algo interesante, indaga. Como
Luis Pasteur, la suerte favorece a la mente preparada.
Cartas a una joven matema´tica. Ian Stewart (pa´g. 168)
1.1. Motivacio´n
La F´ısica durante el siglo XX avanzo´ de tal manera que motivo´ tanto el
desarrollo de otras materias, como la Matema´tica o la Ingenier´ıa, como un
avance de tipo social. Basta tener en cuenta la energ´ıa ato´mica y todas las
consecuencias que de ella se produjeron. La Biolog´ıa esta´ llamada a cumplir
ese mismo papel durante el siglo XXI. La irrupcio´n de nuevas tecnolog´ıas
motiva nuevos retos y e´stos, a su vez, implican el desarrollo e incluso el
nacimiento de otras disciplinas.
La Informa´tica juega un papel central en este proceso de avance cient´ıfi-
co y tecnolo´gico. Se puede establecer una doble v´ıa de interaccio´n entre
Biolog´ıa e Informa´tica. As´ı por ejemplo, la Computacio´n Evolutiva usa una
meta´fora biolo´gica como fuente de inspiracio´n y motiva el desarrollo de las
te´cnicas computacionales que conocemos como bioinspiradas. Por otro lado,
el ana´lisis de los datos de tipo o´mico, de los que hablaremos en el siguiente
cap´ıtulo, motiva el desarrollo la Bioinforma´tica como disciplina. Las nece-
sidades de definicio´n de modelos predictivos basados en los nuevos tipos de
datos motiva el nacimiento de nuevas te´cnicas de Miner´ıa de Datos. Y mu-
chos ma´s ejemplos que pueden ilustrar esta doble v´ıa de comunicacio´n entre
la Biolog´ıa y la Informa´tica como fuente de conocimiento emergente.
La motivacio´n del trabajo presentado en esta tesis se puede dibujar en
un tria´ngulo con tres ve´rtices: Miner´ıa de Datos, Computacio´n Evolutiva
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y Bioinforma´tica. La Miner´ıa de Datos (o Data Mining) surge en los an˜os
noventa en el contexto del descubrimiento de conocimiento en las bases de
datos (Knowledge Discovery in Databases o KDD). Tiene como principal
labor el descubrimiento de conocimiento previamente desconocido a par-
tir de grandes volu´menes de datos. Fusiona aspectos de la Estad´ıstica y el
Aprendizaje Automa´tico y su principal labor es llevar a cabo un proceso de
ingenier´ıa que de´ el paso de la Informacio´n al Conocimiento. La Compu-
tacio´n Evolutiva utiliza la meta´fora de la teor´ıa de la evolucio´n darwinista
como marco de referencia de una serie de algoritmos de optimizacio´n. Estos
algoritmos son de tipo aproximado es decir, no encuentran la solucio´n exacta
del problema de optimizacio´n sino una aproximacio´n a la misma. Permiten
tratar aquellos problemas de optimizacio´n computacionalmente intratables o
NP-completos para los que no existe un algoritmo exacto que los resuelva. La
Bioinforma´tica consiste en el estudio y desarrollo de te´cnicas que permitan,
entre otros aspectos, el descubrimiento de nuevos biomarcadores o indicios
que permitan tanto el prono´stico como el diagno´stico de enfermedades. El
desarrollo de metodolog´ıas, tanto predictivas como de clasificacio´n, usando
datos o´micos constituye una de las principales tareas de la Bioinforma´tica
en la actualidad.
Los datos de expresio´n ge´nica obtenidos mediante la tecnolog´ıa de mi-
croarray son un tipo particular de datos o´micos. Esta tecnolog´ıa permite
monitorizar el nivel de expresio´n de un grupo de genes de una muestra
obtenida en el laboratorio. De esta forma se pueden generar matrices de ex-
presio´n donde cada elemento refleja el nivel de expresio´n de un gen bajo una
determinada condicio´n experimental. Este tipo de datos constituyen una fo-
tograf´ıa del proceso de transcripcio´n, mediante el que el ADN se transforma
en ARN, por eso son datos transcripto´micos, por lo que constituyen una
herramienta muy interesante para el estudio de procesos biolo´gicos y el des-
cubrimiento de biomarcadores en general. Los conjuntos de datos, o datasets,
de este tipo tienen como caracter´ıstica un nu´mero muy elevado de genes, del
orden de miles, frente a un nu´mero reducido de condiciones, decenas, lo que
determina el tipo de ana´lisis que se efectu´en sobre ellos. Adema´s, por otro
lado, la propia naturaleza del problema biolo´gico condiciona la tarea misma
que se debe realizar.
El Biclustering es una te´cnica de aprendizaje no supervisado que agrupa
tanto genes como condiciones. Este doble agrupamiento lo diferencia del
clustering tradicional sobre este tipo de datos ya que so´lo agrupa o bien genes
o condiciones. El objetivo es el descubrimiento de patrones locales ma´s que
la divisio´n en grupos de los datos para una posterior clasificacio´n. Mediante
el biclustering se pueden descubrir grupos de genes que se expresen de una
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manera similar bajo unas determinadas condiciones. Es decir, se trata de
un problema de bu´squeda de patrones para determinar que´ genes se activan
o desactivan cuando ocurren unas condiciones concretas objeto de estudio.
Computacionalmente es un problema intratable o NP-completo.
La motivacio´n de la tesis presentada es la elaboracio´n de una te´cni-
ca de biclustering mediante una metaheur´ıstica evolutiva, concretamente la
bu´squeda dispersa (o scatter search). Se trata de un problema de Miner´ıa de
Datos, el biclustering, abordado como un problema de optimizacio´n que se
resuelve mediante una te´cnica evolutiva, la bu´squeda dispersa, en el contexto
del ana´lisis de datos de expresio´n ge´nica. Por lo tanto, el trabajo desarrollado
constituye un claro ejemplo del tria´ngulo antes descrito que tiene la Miner´ıa
de Datos, la Computacio´n Evolutiva y la Bioinforma´tica como ve´rtices.
1.2. Planteamiento
El punto de partida de la tesis presentada es el trabajo presentado en
[1]. En este art´ıculo se demuestra que la medida que usualmente se utili-
za como criterio de evaluacio´n en los algoritmos de biclustering, el residuo
cuadra´tico medio (o Mean Squared Residue), no detecta cierto tipo de pa-
trones importantes desde el punto de vista biolo´gico. Estos patrones son
aquellos patrones con un escalado pronunciado entre los genes.
El inicio del trabajo lo constituye el estudio de los criterios de bu´squeda
de biclusters as´ı como el desarrollo de un algoritmo que permita su posterior
uso. Tras varias aproximaciones, se plantea un algoritmo de biclustering
basado en una metaheur´ıstica de bu´squeda dispersa. La propuesta SSCorr
presenta la adaptacio´n del esquema de bu´squeda dispersa al contexto del
biclustering. Se plantea el problema como un problema de optimizacio´n cuya
funcio´n objetivo basa su criterio de calidad en la correlacio´n lineal. Los
resultados se analizan de una manera esta´ndar utilizando tres conjuntos de
datos y, por otro lado, se presentan la comparacio´n con los algoritmos usados
como marco de referencia en la mayor´ıa de los algoritmos de biclustering.
Los buenos resultados obtenidos, junto con ciertas mejoras en la funcio´n
de calidad del algoritmo SSCorr, motivan una segunda propuesta BISS que
captura patrones de activacio´n e inhibicio´n de genes. En este paso se hace un
especial e´nfasis en el ana´lisis de los resultados y sobre todo en la comparacio´n
con otras propuestas de la bibliograf´ıa, tanto los algoritmos generalmente
utilizados como marco de referencia como otros algoritmos de biclustering
basados en correlaciones lineales. Una de las tareas ma´s complicadas en los
trabajos de biclustering lo constituye las comparaciones entre algoritmos.
Como se tratan de te´cnicas no supervisadas, donde no hay una medida de
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la precisio´n, se debe utilizar el conocimiento experto para la comparacio´n
entre los resultados de los algoritmos. Para manejar dicho conocimiento se
emplean repositorios de genes como Gene Ontology (GO), mediante los que
se puede asociar una funcionalidad biolo´gica a un grupo de genes. Dicho
estudio recibe el nombre de estudio de enriquecimiento de genes. En funcio´n
de si los biclusters encontrados representan o no una funcio´n se establece
un ranking entre los resultados obtenidos por los distintos algoritmos. Dicho
ranking se establece segu´n el porcentaje de biclusters enriquecidos que cada
algoritmo encuentra. El ana´lisis biolo´gico de los resultados constituye una
de las principales motivaciones para el trabajo que se presenta en BISS. En
este trabajo no so´lo se ampl´ıa la propuesta anterior y se realiza un estudio
comparativo ma´s especializado, sino que se profundiza en la comparacio´n de
los resultados desde un punto de vista biolo´gico.
La experiencia adquirida en las propuestas de SSCorr y BISS, junto con
un ana´lisis de bibliograf´ıa existente, plantea una nueva propuesta, denomi-
nada como GoldBinch, que integra la informacio´n biolo´gica almacenada en
GO, no ya como informacio´n que se use a posteriori en la fase de ana´lisis
de los resultados, sino como criterio de la bu´squeda en s´ı. Desde nuestro co-
nocimiento, no existen algoritmos de biclustering que integren informacio´n
biolo´gica como parte del criterio de bu´squeda de resultados. La integracio´n
de informacio´n de distintas fuentes de datos, usando los repositorios pu´bli-
cos existentes, es una de las u´ltimas tendencias en bioinforma´tica. Se plantea
un algoritmo de bu´squeda dispersa para biclustering cuya funcio´n objetivo
an˜ade un te´rmino extra que refleja, por cada bicluster que se evalu´e, la ca-
lidad de ese grupo de genes segu´n su informacio´n almacenada en GO. Se
estudian dos posibilidades para dicho te´rmino de integracio´n de informacio´n
biolo´gica, se comparan entre s´ı y se comprueba que los resultados son me-
jores cuando se usa informacio´n biolo´gica. Junto con la evaluacio´n esta´ndar
usada en biclustering, se presenta tambie´n un ana´lisis de tipo cualitativo que
permite apreciar las diferencias entre las dos formas propuestas de integrar
de la informacio´n biolo´gica.
1.3. Objetivos
Los objetivos concretos de la presente tesis son:
Estudio de los patrones de desplazamiento y escalado como punto de
partida. Eleccio´n de un criterio de calidad para el proceso de optimi-
zacio´n que permita la bu´squeda de biclusters con dichos patrones.
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Desarrollo de un algoritmo de biclustering basado en una metaheur´ısti-
ca de bu´squeda dispersa.
Estudio de otro tipo de patrones biolo´gicos no contemplados anterior-
mente.
Comparacio´n del algoritmo propuesto con otros algoritmos de la biblio-
graf´ıa, tanto de tipo general como aquellos basados en la correlacio´n
lineal.
Desarrollo de un algoritmo de biclustering que integre informacio´n
biolo´gica junto un ana´lisis de los resultados tanto cuantitativo como
cualitativo.
1.4. Principales contribuciones
Las propuestas realizadas en esta tesis han dado lugar a resultados pu-
blicados tanto en revistas como en conferencias nacionales e internacionales.
Los resultados publicados en revistas son:
Un algoritmo de biclustering basado en un esquema de bu´squeda dis-
persa. La funcio´n objetivo se basa en correlaciones lineales entre los
genes y captura patrones de desplazamiento y escalado. Los algorit-
mos de biclustering existentes en la bibliograf´ıa hasta ese momento se
basaban en el residuo (MSR) como medida de calidad. Los resultados
experimentales y las comparaciones con otros algoritmos se presentan
siguiendo las pautas generales de otros art´ıculos de la bibliograf´ıa. La
propuesta SSCorr descrita en los cap´ıtulos VII y IX se presenta en este
trabajo:
• “Biclustering of Gene Expression Data by Correlation-Based Scat-
ter Search”. Juan A. Nepomuceno et al. BioData Mining, 2011,
4, 3. DOI: 10.1186/1756-0381-4-3, Impact Factor1: 1.54. Cuartil:
Q2 (Categor´ıa: Mathematical and Computational Biology). Citas:
(23 citas segu´n Google Scholar (01-05-2015)).
Un algoritmo que mejora la funcio´n objetivo del algoritmo anterior,
as´ı como otros aspectos del esquema de bu´squeda dispersa. Se capturan
de esta forma comportamientos de activacio´n-inhibicio´n entre genes no
contemplados anteriormente. El estudio experimental presentado hace
1La revista no ten´ıa ı´ndice de impacto el an˜o de publicacio´n del art´ıculo.
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especial hincapie´ en el contexto biolo´gico. La comparativa realizada se
ha efectuado respecto a los algoritmos cla´sicos de biclustering as´ı co-
mo tambie´n respecto a otros algoritmos basados en la correlacio´n. La
propuesta BISS descrita en los cap´ıtulos VII y X se presenta en este
trabajo:
• “Scatter Search-based identification of local patterns with positi-
ve and negative correlations in gene expression data”. Juan A.
Nepomuceno et al. Applied Soft Computing. Impact Factor: 2.6.
Cuartil: Q1 (Categor´ıa: Computer Science and Artificial Intelli-
gence).
Un algoritmo de biclustering que integra informacio´n biolo´gica en el
criterio de bu´squeda. El algoritmo se basa en un esquema de bu´squeda
dispersa que permite intercambiar varias medidas de integracio´n de
informacio´n biolo´gica. El estudio experimental se lleva a cabo con un
doble objetivo: mostrar que la integracio´n de informacio´n biolo´gica me-
jora los resultados, as´ı como estudiar las diferencias entre dos posibles
formas de integrar la informacio´n. Se realiza un estudio tanto cuan-
titativo como cualitativo de los resultados. As´ı mismo, los resultados
se comparan con los algoritmos cla´sicos de biclustering. La propuesta
GoldBinch descrita en los cap´ıtulos VIII y XI se presenta en este tra-
bajo:
• “Integrating biological knowledge based on functional annotations
for biclustering of gene expression data”. Juan A. Nepomuceno et
al. Computer Methods and Programs in Biomedicine, 2015 May;
119(3):163-80. DOI: 10.1016/j.cmpb.2015.02.010, Impact Factor:
1.093. Cuartil: Q1 (Categor´ıa: Computer Science, Theory and
Methods).
As´ı mismo, los resultados publicados en congresos nacionales e interna-
cionales son:
Un estudio de me´todos cla´sicos de optimizacio´n local para la deteccio´n
de patrones de desplazamiento y escalado. Las publicaciones asociadas
son:
• “Biclusters Evaluation Based on Shifting and Scaling Patterns’ ’.
IDEAL 2007: 8th International Conference on Intelligent Data
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Engineering and Automated Learning. Birmingham, UK, Decem-
ber, 16-19, 2007, pp. 840-849.
• “Patrones en Biclusters usando Te´cnicas de Optimizacio´n sin
Restricciones”. MAEB 2007: Metaheur´ısticas, Algoritmos Evo-
lutivos y Bioinspirados. Tenerife, Espan˜a, pp. 413-417.
• “Evaluacio´n de Biclusters basada en patrones de desplazamiento
y escalado” Juan A. Nepomuceno et al. I Workshop Espan˜ol so-
bre Extraccio´n y Validacio´n de Conocimiento en Bases de Datos
Biome´dicas (EvaBio 2007). Salamanca, Spain.
Un algoritmo de biclustering basado en un esquema h´ıbrido, entre una
bu´squeda dispersa y un algoritmo gene´tico, que usa el residuo cuadra´ti-
co (MSR) como criterio de bu´squeda de biclusters. Las publicaciones
asociadas son:
• “A Hybrid Metaheuristic for Biclustering Based on Scatter Search
and Genetic Algorithms”. PRIB 2009: Pattern Recognition in
Bioinformatics, 4th IAPR International Conference. Sheffield, UK,
September 7-9, 2009, pp 199-210.
• “Un algoritmo de Biclustering Basado en Bu´squeda Dispersa y
Algoritmos Gene´ticos” Juan A. Nepomuceno et al. II Workshop
Espan˜ol sobre Extraccio´n y Validacio´n de Conocimiento en Bases
de Datos Biome´dicas (EvaBio 2009). Sevilla, Spain.
Estudio del solapamiento entre los biclusters obtenidos por el algo-
ritmo anteriormente presentado. Se analiza el papel de un factor de
correccio´n del solape en la funcio´n objetivo.
• “An Overlapping Control-Biclustering Algorithm from Gene Ex-
pression Data”. ISDA 2009: International Conference on Inte-
lligent Systems Design and Applications. Pisa, Italy, November
30-December 2, 2009, pp 1239-1244.
Un algoritmo de biclustering inspirado en un esquema de bu´squeda
dispersa que utiliza la correlacio´n como mecanismo de bu´squeda de
biclusters.
• “Evolutionary metaheuristic for biclustering based on linear co-
rrelations among genes”. SAC 2010: Proceedings of the 2010
ACM Symposium on Applied Computing (SAC). Sierre, Swit-
zerland, March 22-26, 2010, 1143-1147.
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Un primer algoritmo de biclustering basado en una bu´squeda dispersa.
El algoritmo es una modificacio´n de algoritmo anterior de manera que
se incorpora un me´todo de la mejora en el esquema. Las publicaciones
asociadas son:
• “Correlation-Based Scatter Search for Discovering Biclusters from
Gene Expression Data”. EvoBIO 2010: Proceedings of the 8th Eu-
ropean Conference on Evolutionary Computation, Machine Lear-
ning and Data Mining. Istanbul, Turkey, April 7-9, 2010, pp 122-
133.
• “Bu´squeda Dispersa aplicada al descubrimiento de patrones en
datos de expresio´n gene´tica”. MAEB 2010: Metaheur´ısticas, Al-
goritmos Evolutivos y Bioinspirados, Valencia, Espan˜a.
Estudio de una bu´squeda local que mejore los resultados del algoritmo
propuesto anteriormente.
• “A local search in Scatter Search for improving Biclusters”. Juan
A. Nepomuceno et al. 3th Congress on Natural and Biologically
Inspired Computing (NaBIC 2011). Salamanca, Spain, 2011, pp
521-526.
Estudio de la estructura interna de los biclusters obtenidos as´ı como
su utilizacio´n para la generacio´n de redes de co-expresio´n de genes.
Publicaciones asociadas:
• “Inferring gene coexpression networks with Biclustering based on
Scatter Search”. Juan A. Nepomuceno et al. 11th International
Conference on Intelligent Systems Design and Applications (IS-
DA 2011). Co´rdoba, Spain, 2011, 1091 -1096.
• “Inferring gene co-expression networks with Biclustering based
on linear correlations among genes”. Juan A. Nepomuceno et al.
Po´ster en Benelux Bioinformatics Conference (BBC 2011). CRP
Sante´ Luxemburgo.
Una primera aproximacio´n a un algoritmo de biclustering que integre
informacio´n biolo´gica como criterio de bu´squeda.
• “GoldBinch: a scatter search-based biclustering of gene expression
data algorithm that integrates biological knowledge with functional
annotations”. Juan A. Nepomuceno et al. Po´ster en XII Sympo-
sium on Bioinformatics 2014. Sevilla, Spain.
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1.5. Estructura de la memoria
La memoria de la tesis se organiza por cap´ıtulos de la siguiente manera.
En el cap´ıtulo II se presenta el contexto de la tesis. Se introduce el dogma
central de la Biolog´ıa Molecular, la revolucio´n de los datos o´micos y que´ se
entiende por Bioinforma´tica en la actualidad. As´ı mismo, se proporciona un
glosario de te´rminos con los conceptos de Biolog´ıa necesarios para entender
el marco de trabajo.
El estado del arte se compone de tres apartados, los cap´ıtulos III y IV
dedicados a los datos de expresio´n ge´nica y al estado del arte de biclustering
respectivamente, as´ı como unos apuntes sobre trabajos que integran informa-
cio´n biolo´gica en el cap´ıtulo V. En el cap´ıtulo III se presenta la tecnolog´ıa de
microarray y se muestra co´mo es el flujo de trabajo normal con estos datos.
Este cap´ıtulo tiene como objetivo la exposicio´n de la dificultad de trabajo
con este tipo de datos as´ı como la experiencia adquirida en su manejo. La
idea central del cap´ıtulo es contextualizar el biclustering como una te´cnica
de ana´lisis de datos de expresio´n ge´nica a alto nivel. En el cap´ıtulo IV se pre-
sentan el problema del biclustering as´ı como un resumen exhaustivo de los
principales algoritmos desarrollados estos u´ltimos an˜os. El cap´ıtulo V con-
tiene unos pequen˜os apuntes sobre te´cnicas en las que se integra informacio´n
biolo´gica en su funcionamiento. As´ı mismo, se apuntan varios trabajos sobre
medidas de similitud entre genes basadas en la informacio´n almacenada en
la ontolog´ıa de genes GO.
En el cap´ıtulo VI se explica el motor de bu´squeda de los algoritmos que se
presentan en la tesis. Se basa en una metaheur´ıstica de bu´squeda dispersa
adaptada al problema del biclustering. Se explica en detalle su funciona-
miento, as´ı como los distintos procedimientos internos y su adaptacio´n al
problema.
En el cap´ıtulo VII se presentan las dos propuestas SSCorr y BISS que
utilizan la correlacio´n lineal como criterio para la bu´squeda de biclusters.
SScorr es una primera aproximacio´n que encuentra patrones de desplaza-
miento y escalado. BISS modifica a SSCorr de manera que incluye tambie´n
patrones de activacio´n-inhibicio´n. Estos patrones reflejan genes que tengan
un patro´n de expresio´n complementario, es decir, la inhibicio´n implica la
activacio´n de otro gen.
En el cap´ıtulo VIII se presenta la propuesta GoldBinch, que incorpora
informacio´n biolo´gica como criterio de bu´squeda de biclusters. Adema´s de
la matriz de expresio´n, se incorpora como datos de entrada un fichero de
anotaciones directa que asocia a cada gen un te´rmino con un significado
biolo´gico. Por ejemplo, cada gen se asocia con un conjunto de te´rminos GO.
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De esta forma se incorpora, a trave´s de una medida de similitud funcional
entre genes, informacio´n biolo´gica almacenada en repositorios pu´blicos como
GO o Kyoto Encyclopedia of Genes and Genomes (KEEG). En este cap´ıtulo
se exponen tambie´n las modificaciones necesarias en la bu´squeda dispersa
relativas a la incorporacio´n de este criterio de bu´squeda.
Los cap´ıtulos IX, X y XI muestran los experimentos realizados y los re-
sultados obtenidos con las propuestas anteriores. En el cap´ıtulo IX se expone
la experimentacio´n llevada a cabo con la propuesta SSCorr. Dicha experi-
mentacio´n sigue las pautas esta´ndares de los art´ıculos de biclustering. En el
cap´ıtulo X, por contra, se hace especial e´nfasis en el contexto biolo´gico del
problema. La validacio´n de los resultados se lleva a cabo teniendo en cuenta
todas las ramas de la ontolog´ıa GO as´ı como refinando el concepto de biclus-
ter enriquecido. Es decir, se validan los resultados teniendo especialmente
en cuenta el contexto del problema. As´ı mismo, se incluye comparativas con
algoritmos recientes de biclustering basados tambie´n en la correlacio´n y que
no se hab´ıan estudiado en la experimentacio´n del cap´ıtulo anterior.
En el cap´ıtulo XI se presenta el estudio experimental realizado con la pro-
puesta GoldBinch. Los experimentos se han realizado con un doble objetivo:
verificar que la integracio´n de informacio´n biolo´gica mejora los resultados
del proceso de biclustering y, por otro lado, comparar las dos posibilidades
de integracio´n contempladas en GoldBinch. Los resultados han sido estudia-
dos en funcio´n del enriquecimiento de los biclusters obtenidos. Con vistas a
mostrar las diferencias entre las dos medidas de integracio´n biolo´gica, tam-
bie´n se ha considerado la naturaleza de dicho enriquecimiento, en concreto el
nu´mero de te´rminos GO asociados a cada bicluster enriquecido. As´ı mismo,
y partiendo de esta misma motivacio´n, se an˜ade un estudio cualitativo de
algunos biclusters de manera que se observe claramente las diferencias entre
las dos medidas de integracio´n. La experimentacio´n llevada a cabo tambie´n
incluye una comparativa con los algoritmos cla´sicos de biclustering.
Finalmente, en el cap´ıtulo XII se exponen las conclusiones la tesis, as´ı co-
mo las futuras l´ıneas de investigacio´n que el trabajo presentado invita a
explorar.
Cap´ıtulo 2
Sobre Bioinforma´tica en el
siglo XXI
La consecuencia de todos estos progresos es que en el centro mis-
mo de la Biolog´ıa y la Medicina ha surgido una nueva ciencia a la
que podr´ıamos llamar criptograf´ıa del ADN. Hemos interceptado
un mensaje muy sofisticado que reviste una importancia crucial
para el futuro de la especie humana. Esta´ escrito en un co´digo
extran˜o y aparentemente indescifrable, engan˜osamente en su uso
de tan so´lo cuatro letras, pero lo bastante complejo como para que
sean necesarias varias de´cadas antes de que una combinacio´n de
ingenio, investigacio´n de laboratorio y un complicado ana´lisis por
medio de las ma´s potentes supercomputadoras acaben por desve-
lar todos los secretos del co´digo. Pero ¡que´ fanta´stica aventura!
El lenguaje de la Vida: el ADN y la Revolucio´n de la Medicina
Personalizada. Francis Collins (pa´g. 36)
2.1. Introduccio´n
Recientemente aparec´ıa un art´ıculo en prensa1 sobre la creatividad. En
este art´ıculo se expon´ıan una serie de citas sobre co´mo surg´ıan las ideas y
se abr´ıa la reflexio´n con un ejemplo concreto: la experiencia de un concierto
en Estocolmo en el que, segu´n el autor, se hab´ıa conseguido una experiencia
musical trascendente. El inte´rprete era un virtuoso del viol´ın perteneciente
a la escuela de violinistas de San Petersburgo, fundada en 1868 por Leopol-





hac´ıa con un Stradivarius de 1717. La triple conjuncio´n de tres feno´menos
independientes entre s´ı, de distintos a´mbitos, un lutier italiano, un compo-
sitor alema´n y el fundador de una escuela de inte´rpretes ruso, constitu´ıa la
explicacio´n, segu´n el autor, de aquel proceso de creacio´n u´nico. El art´ıculo
continuaba con una coleccio´n de citas sobre los procesos creativos, de la que
destacamos:
“En la frontera se cree peor y se crea mejor”
El siglo XXI comenzo´ con dos revoluciones tecno-cient´ıficas que esta´n
llamadas a condicionar el discurrir de las ciencias durante todo el siglo.
Por un lado la revolucio´n de las nuevas tecnolog´ıas, surgida en el seno de
la Informa´tica como disciplina, por otro lado la revolucio´n que supuso el
Proyecto Genoma Humano2 en la Biolog´ıa. La confluencia de ambas revo-
luciones transciende la idea de no so´lo aplicar una determinada te´cnica o
teor´ıa a un problema, sino que constituye el nacimiento de nuevas preguntas
totalmente diferentes. El verdadero avance cient´ıfico no vendra´ de la apli-
cacio´n de conocimientos previos a a´mbitos nuevos sino de la confluencia de
todos estos conocimientos en nuevas disciplinas. No se trata en el caso que
nos ocupa de informa´ticos que trabajen con problemas de tipo biolo´gico, ni
de bio´logos que usen herramientas informa´ticas, sino del nacimiento de una
nueva disciplina, que al igual del ejemplo del concierto de Estocolomo, nace
gracias a la conjuncio´n de disciplinas independientes.
2.2. Dogma central de la Biolog´ıa Molecular
En los an˜os cincuenta Watson y Crick describieron la estructura de do-
ble he´lice que presentan las mole´culas de ADN. Se sentaban de esta forma
las bases de la gene´tica molecular y se identificaba esta mole´cula, con su
caracter´ıstica de complementariedad entre sus dos hebras, como clave en la
herencia. El ADN, o a´cido desoxirribonucleico, se puede caracterizar como
una secuencia de cuatro letras A, T, G, C, que se corresponden con las
cuatro bases nitrogenadas Adenina, Timina, Guanina y Citosina. Esta se-
cuencia se compone de genes, fragmentos que almacenan informacio´n para
generar un producto simple como por ejemplo una prote´ına, y de partes sin
informacio´n o ADN basura. Se dice genoma al conjunto de todos los genes
de un organismo. A finales del siglo XX, el Proyecto Genoma Humano lo-
graba determinar el genoma completo de nuestra especie identificando, y
2http://es.wikipedia.org/wiki/Proyecto_Genoma_Humano
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localizando en sus respectivos cromosomas, a ma´s de 20.000 genes codifican-
tes. El determinismo gene´tico postulaba que un gen generaba una prote´ına
y por lo tanto una funcionalidad. De esta manera se pensaba que, una vez
que se hab´ıa conseguido descifrar el co´digo gene´tico para nuestra especie,
se podr´ıan comprender los fundamentos de la mayor´ıa de enfermedades y
procesos biolo´gicos en general. Sin embargo este optimismo con el que se
comenzaba el siglo XXI pronto tuvo que ser matizado y el dogma central de
la biolog´ıa molecular, que postula que un gen codifica una funcio´n, tuvo que
ser redefinido.
El ADN entre dos individuos de una misma especie es pra´cticamente
ide´ntico, en nuestros caso tan so´lo nos diferenciamos unos de otros en un
0,1 %. Sin embargo existe gran variabilidad y diversidad entre nosotros. El
ADN se lee y se transforma en ARNm, o a´cido ribonucle´ico mensajero, que
da lugar en los ribosmas a los aminoa´cidos que constituyen las cadenas de
las prote´ınas. E´stas son las encargadas de efectuar los distintos procesos y
actuar en las funciones moleculares. Se dice que un gen se expresa si se ha
le´ıdo y caso contrario se dice que esta´ silenciado. Aunque tengamos la misma
informacio´n gene´tica, e´sta se puede compactar de multitud de maneras para
formar los cromosomas que son las mole´culas que almacenan en el nu´cleo de
nuestras ce´lulas el material gene´tico. Las histonas son prote´ınas que sirven
de nudos para que el ADN se pueda comprimir y formar los cromosomas.
Existen muchos factores de tipo qu´ımico que afectan a este proceso de com-
pactacio´n, lo que influye tambie´n en que un determinado gen se pueda o no
expresar. Por ejemplo, la acetilacio´n de las histonas afecta a estas prote´ınas
y provocara´ que el ADN compactado no se exprese, o por ejemplo la meti-
lacio´n del ADN hara´ que e´ste se silencie. Es decir, que el ADN se exprese
o no dependera´ de una serie de factores o condiciones tanto gene´ticos como
no gene´ticos. El conjunto de genes que pueden ser le´ıdos, es decir que se
expresan, depende de una serie de condiciones ambientales.
El dogma central de la biolog´ıa molecular que postulaba que un gen era
sino´nimo de una prote´ına, y por tanto de una funcio´n, se redefine a una visio´n
de tipo hol´ıstica o basada en sistemas complejos. Una funcionalidad viene
determinada no por un gen sino por un conjunto de genes que se expresan
segu´n unas determinadas condiciones. Estas condiciones determinara´n que
un proceso se active y su variabilidad estara´ relacionada con la expresio´n
o no de los genes en cuestio´n. As´ı por ejemplo, al leer el genoma de una
persona se podra´ tan so´lo afirmar la predisposicio´n que tiene a sufrir o no
una enfermedad pero no estara´ determinado gene´ticamente a padecerla.
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2.3. Ciencias o´micas
Las ciencias o´micas son el resultado del desarrollo de distintas tecno-
log´ıas de alto rendimiento que producen gran cantidad de datos en diferen-
tes campos de la biolog´ıa molecular. Esta generacio´n masiva de datos, tan
so´lo posible gracias a los avances en biotecnolog´ıa de estos u´ltimos an˜os,
permiten una visio´n global de sistemas de los procesos biolo´gicos.
En la actualidad se pueden secuenciar genomas y transcriptomas com-
pletos y gran parte del epigenoma, proteoma o metaboloma. As´ı se puede
hablar de geno´mica, o ciencia del estudio del genoma, sin duda la ma´s desa-
rrollada y punto de partida de todas las dema´s. Los transcritos son los
distintos tipos de ARN que se generan a partir de la expresio´n ge´nica y
que intervienen en la s´ınstesis de prote´ınas, ARNm o mensajero, ARNt o
transferente, microRNA, etc. La trasncripto´mica es la ciencia que estudia el
transcriptoma. A veces la proteo´mica, estudio del proteoma o conjunto de
prote´ınas, y la metabolo´mica, o estudio de los metabolitos, se incluye como
parte de la trasncripto´mica. La epigeno´mica se relaciona con el estudio de
las condiciones epigene´ticas, que son las condiciones de tipo no gene´tico que
intervienen en la expresio´n ge´nica.
El reto en la actualidad se encuentra en convertir en conocimiento biolo´gi-
co toda esta gran cantidad de informacio´n generada por las tecnolog´ıas de
alto rendimiento. Es decir, dar el salto desde el ana´lisis de datos o´micos a
nuevas preguntas y respuestas biolo´gicas. Desde esta perspectiva se habla de
medicina personalizada como una medicina de precisio´n en la que, en funcio´n
de los datos de cada individuo, se puedan desarrollar me´todos de prognosis,
que determinen la propensio´n a padecer un transtorno o enfermedad, y en
la que la elaboracio´n de fa´rmacos sea de manera personalizada.
2.4. Bioinforma´tica
En la actualidad queda claro que el papel que juega la Informa´tica en
la revolucio´n de la era postgeno´mica es algo ma´s que la tradicional defini-
cio´n de bioinforma´tica como servicio de apoyo o soporte de los experimentos
realizados en los laboratorios. Como hemos visto en el apartado anterior, el
objetivo no es el mero ana´lisis de datos sino la generacio´n de nuevo cono-
cimiento a partir de los mismos. Bajo esta perspectiva podr´ıamos dar una
definicio´n ma´s actual de bioiforma´tica de la siguiente manera.
Bioinforma´tica es el disen˜o, implementacio´n y aplicacio´n de tec-
nolog´ıas computacionales, me´todos y herramientas para la explo-
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tacio´n de los datos de tipo o´mico. Su principal misio´n consiste en
el modelado de sistemas complejos y de patrones de informacio´n
con propo´sitos predictivos.
Esta nueva definicio´n queda au´n ma´s clara, si cabe, si tenemos en cuen-
ta la confluencia que en la actualidad esta´ teniendo lugar entre datos de
tipo o´mico, o biosanitarios en general, y las nuevas te´cnicas de ana´lisis de
datos generalmente conocidas como Big Data [89]. Este tipo de trabajos
son, adema´s de un ejemplo del nuevo discurrir de la bioinforma´tica para los
pro´ximos an˜os [89], un claro ejemplo de la necesidad de entender la disciplina
como algo ma´s que el mero servicio de apoyo o soporte a los experimentos
realizados en los laboratorios de biolog´ıa molecular.
2.4.1. Descubrimiento de biomarcadores
En el a´mbito de la Biomedicina, la Bioinforma´tica se entiende como la
disciplina cuya principal misio´n es el descubrimiento de nuevos biomarcado-
res usando para ello datos de tipo o´mico.
Se define como biomarcador aquella caracter´ıstica que permita medir
y evaluar objetivamente una determinada respuesta terape´utica a una en-
fermedad, fa´rmaco o proceso biolo´gico en general. Los biomarcadores se
pueden clasificar en tres grandes grupos: aquellos que sirven para detectar
el desarrollo de una enfermedad, aquellos que predicen la respuesta a un
determinado tratamiento y, por u´ltimo, aquellos que se pueden utilizar di-
rectamente como sustitutos de dicho tratamiento o tambie´n conocidos como
dianas terape´uticas [7]. Alternativamente, se habla de biomarcadores pre-
dictivos o de prognosis. Es decir, los que permiten conocer la respuesta a un
determinado tratamiento y los que permiten establecer el riesgo de padecer
una enfermedad. Se puede entender un biomarcador como el indicador de
una enfermedad. Por ejemplo, un biomarcador puede ser la concentracio´n
anormal de una prote´ına que indique el desarrollo de una enfermedad.
Los datos o´micos permiten el estudio y descubrimiento de nuevos bio-
marcadores. A trave´s del estudio de este tipo de datos se puede establecer
las consecuencias a nivel del individuo partiendo de informacio´n a nivel mo-
lecular. Es decir, establecer relaciones de genotipo-fenotipo. La figura 2.1
muestra las distintas maneras que los datos o´micos se pueden utilizar para
estudiar estas relaciones3.
Los datos de expresio´n ge´nica obtenidos mediante la tecnolog´ıa de micro-
array son un tipo particular de datos o´micos. Cuando se trabaja con ellos se
3La imagen ha sido tomada de la revista Nature del art´ıculo “‘Methods of integrating
data to uncover genotype-phenotype interactions” con DOI: 10.1038/nrg3868
18 2. Bioinforma´tica
Figura 2.1: Me´todos de integracio´n de datos para el descubrimiento de in-
teracciones genot´ıpicas-phenot´ıpicas.
debe tener en cuenta el contexto de trabajo y tener en consideracio´n algunos
aspectos fundamentales como:
¿Que´ enfermedad o estudio biolo´gico motivan la generacio´n de estos
datos?
¿Que´ tipo de chips o arrays se han utilizado?
¿Que´ informacio´n se pretende encontrar al disen˜ar los chips o placas
del experimento?
2.5. Rudimentos de Biolog´ıa
Como hemos visto con anterioridad, la visio´n reduccionista dada por el
dogma central de la biolog´ıa debe ser modificada por una visio´n de tipo
hol´ıstico o basada en Sistemas Complejos. El sistema en s´ı no puede ser
entendido por la simple suma de las partes que lo componen sino mediante
la emergencia de un nuevo conocimiento generado por sus interacciones. Sin
embargo hay que conocer bien las partes del mismo para su comprensio´n.
Veamos a continuacio´n una serie de te´rminos ba´sicos o rudimentarios
que se deben conocer relacionados con el dogma central de la biolog´ıa.
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2.5.1. Te´rminos ba´sicos
Las siguientes definiciones esta´n extra´ıdas del libro El lenguaje de la Vida
de Francis Collin.
Gen: unidad f´ısica y funcional de la herencia, que se pasa de padres
a hijos y contiene la informacio´n necesaria para especificar caracteres
espec´ıficos. Los genes esta´n dispuestos uno a continuacio´n del otro en
unas estructuras denominadas cromosomas. Un cromosoma contiene
una u´nica mole´cula de ADN de gran longitud, en la cual cada gen
ocupa una porcio´n muy pequen˜a. Los seres humanos tenemos aproxi-
madamente 20.000 genes codificadores de prote´ınas en nuestros cro-
mosomas.
ADN (a´cido desoxirribonucleico): nombre qu´ımico de la mole´cula por-
tadora de las instrucciones gene´ticas en los seres vivos. La mole´cula
de ADN consiste en dos hebras que giran una alrededor de la otra
formando una doble he´lice. Cada hebra es una cadena larga formada
por la alternacio´n de un azu´car (desoxirribosa) y un grupo fosfato.
A cada se une una de cuatro bases: A,T, C o G. Las dos hebras se
mantienen unidas por enlaces entre las bases (A se une a T y C a G).
La secuencia de bases contiene las instrucciones para hacer mole´culas
de ARN y prote´ınas.
Cromosomas: un cromosoma es el resultado del empaquetamiento
del ADN, junto con las prote´ınas auxiliares determinadas, previo a
la divisio´n celular para su segregacio´n posterior en ce´lulas hijas. Los
cromosomas se encuentran en el nu´cleo de las ce´lulas y diferentes es-
pecies tienen diferente nu´mero y morfolog´ıa de cromosomas. Los hu-
manos tenemos 23 pares de cromosomas: 22 pares de autosomas y un
cromosoma sexual (X o´ Y). Cada uno de los progenitores aporta un
cromosoma a cada par, de manera que los hijos reciben la mitad de
los cromosomas de la madre y la mitad del padre.
Co´digo gene´tico (ACGT): instrucciones contenidas en un gen que le
dicen a la ce´lula co´mo hacer una prote´ına espec´ıfica. A, T, G, y C son
las “letras” del co´digo gene´tico y representan las bases nitrogenadas
adenina, timina, guanina y citosina, respectivamente. Junto con un
azu´car y un enlace fosfato, estas bases constituyen los nucleo´tidos, que
son la unidad fundamental del ADN. En cada gen se combinan las
cuatro bases en diversas formas, para crear palabras de tres letras que
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especifican que´ aminoa´cido es necesario en cada paso de la elaboracio´n
de la prote´ına.
ARN (a´cido ribonucleico): mole´cula parecida al ADN. A diferencia de
e´ste, el ARN tiene una sola hebra, que esta´ compuesta por un azu´car
distinto (la ribosa) y grupos fosfatos alternados. A cada mole´cula de
azu´car se une una de las siguientes cuatro bases: A (adenina), U (ura-
cilo), C (citosina) o G (guanina). En la ce´lula existen varios tipos
de ARN: ARN mensajero, ARN riboso´mico y ARN de transferencia.
Recientemente se ha descubierto que algunos ARN intervienen en la
regulacio´n de la expresio´n ge´nica.
ARNm o mensajero: molde para la s´ıntesis de prote´ınas en los ri-
bosomas del citoplasma. Cada juego de tres bases, llamado codo´n,
especifica un aminoa´cido en la secuencia que comprende la prote´ına.
La secuencia de la cadena u´nica del ARNm esta´ basada en la secuencia
de una cadena complementaria de ADN.
Aminoa´cido: grupo de veinte mole´culas pequen˜as distintas que se
unen formando cadenas largas o polipe´ptidos. Una prote´ına esta´ cons-
tituida por uno o ma´s polipe´ptido. La secuencia de aminoa´cidos hace
que el polipe´ptido se pliegue de una forma determinada que es biolo´gi-
camente activa. Las secuencias de aminoa´cidos de las prote´ınas esta´n
codificadas en los genes.
Prote´ına: una mole´cula compuesta por una o ma´s cadenas de aminoa´ci-
dos. La secuencia de e´stos es una traduccio´n de la secuencia de ADN
del gen que codifica la prote´ına. Las prote´ınas desempen˜an una amplia
gama de actividades vitales en la ce´lula: estructurales (citoesqueleto),
meca´nicas (mu´sculo), bioqu´ımicas (enzimas) y de sen˜alizacio´n celular
(hormonas). Las prote´ınas tambie´n son una parte esencial de la dieta.
ADN no codificador: ADN que no codifica aminoa´cidos. La mayor´ıa
del ADN no codificador se encuentra entre genes en los cromosomas
y su funcio´n es desconocida. Otras secuencias de ADN no codificado-
ras son los intrones, que se encuentran dentro de los genes. Algunos
segmentos de ADN no codificador intervienen en la regulacio´n de la
expresio´n ge´nica.
Citoplasma: l´ıquido gelatinoso del interior de la ce´lula. Esta´ com-
puesto por agua, sales y varias mole´culas orga´nicas. Algunos orga´nulos
intracelulares, como el nu´cleo y las mitoco´ndrias, esta´n envueltos en
membranas que los separan del citoplasma.
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Genoma: conjunto completo de instrucciones gene´ticas de una ce´lula.
En los humanos, el genoma esta´ formado por 23 pares de cromosomas
que se encuentran en el nu´cleo ma´s un pequen˜o cromosoma en las
mitocondrias de la ce´lula. Estos cromosomas contienen en conjunto
aproximadamente 3.100 millones de bases.
Cara´cter polige´nico: cara´cter, o caracter´ıstica, cuyo fenotipo esta´ in-
fluido por ma´s de un gen. Lo caracteres que exhiben una distribucio´n
continua, como la estatura o el color de la piel, son polige´nicos. La
herencia de los genes polige´nicos no obedece los t´ıpicos cocientes fe-
not´ıpicos de la herencia mendeliana, aunque cada uno de los genes que
contribuyen a definir un rasgo se hereda del modo que describio´ Men-
del. Muchos caracteres polige´nicos tambie´n esta´n influidos por el am-
biente y reciben el nombre de multifactoriales.
Gen supresor de tumores: Gen cuya funcio´n normal consiste en
dirigir la produccio´n de una prote´ına que forma parte del sistema que
frena la divisio´n celular. La prote´ına supresora de tumores mantiene
la divisio´n celular bajo control; sin embargo, cuando muta y no puede
realizar bien su trabajo, puede desencadenarse un crecimiento celular
incontrolado que contribuye al desarrollo del ca´ncer.
Oncoge´n: Gen mutado que puede hacer que las ce´lulas normales se
conviertan en ce´lulas cancerosas. En su forma normal, sin mutacio´n,
reciben el nombre de protooncogenes, y participan en la regulacio´n
de la divisio´n celular. Los oncogenes actu´an como el acelerador de un
coche, empujando las ce´lulas a dividirse.
Mutacio´n: alteracio´n estructural permanente en el ADN. En la ma-
yor´ıa de los casos pueden no tener ningu´n efecto o causar dan˜o, pero
en ocasiones una mutacio´n puede mejorar la probabilidad de supervi-
vencia de un organismo. Las mutaciones pueden originarse en errores
de copia del ADN, exposicio´n a radiaciones ionizantes, exposicio´n a
sustancias qu´ımicas muta´genas o infeccio´n por virus. Las mutaciones
en la l´ınea germinal son las que se producen en el o´vulo o espermato-
zoide, y son transmitidas a la descendencia. Las mutaciones soma´ticas,
en cambio, se producen en las ce´lulas del cuerpo y no se transmiten.
Prognosis: La evolucio´n probable o prevista de una enfermedad.
Diagnosis: La identificacio´n de la naturaleza y causa de un determi-
nado trasntorno.
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Fenotipo: Manifestacio´n visible del genotipo. Caracter´ısticas obser-
vables de un determinado organismo.
Genotipo: Informacio´n gene´tica de un determinado organismo.
Se deben diferenciar y no confundir los te´rminos gene´tico, ge´nico y
geno´mico.
Gene´tico: relativo a la gene´tica, es decir, relacionado con la herencia
Ge´nico: relativo a los genes.
Geno´mico: relativo al genoma, es decir, genes, prote´ınas y todo lo






Datos de expresio´n ge´nica
...una cosa es saber de f´ısica de una forma abstracta y otra muy
distinta lidiar con problemas directamente relacionados con datos
experimentales, como los que proven´ıan de la nueva tecnolog´ıa
que se estaba desarrollando en Los A´lamos.
Aventuras de un matema´tico. Memorias de Stanislam M. Ulam
(pa´g. 160).
3.1. Introduccio´n
Todas las ce´lulas de nuestro cuerpo tienen en su nu´cleo el mismo ADN sin
embargo existe una gran variedad tanto morfolo´gica como funcionalmente
entre ellas. Se considera el dogma central de la Biolog´ıa Molecular a la expli-
cacio´n tradicional del proceso mediante el cual la informacio´n almacenada
en las hebras de ADN da lugar a una prote´ına o producto funcional. Ba´sica-
mente se puede resumir diciendo que el ADN da lugar al ARN mediante el
proceso de transcripcio´n y e´ste, mediante el proceso de translacio´n, origina
los aminoa´cidos que, mediante plegados y composicio´n de las cadenas que
forman, construyen las prote´ınas. Las prote´ınas son las unidades funcionales
que esta´n implicadas en las distintas funciones biolo´gicas que tienen lugar
en nuestro organismo. Se llama expresio´n de un gen al proceso completo
mediante el cual un gen da lugar a un producto funcional. Por lo tanto, se
puede decir que mediante la transcripcio´n de un trozo de ADN se origina
una cadena de ARN que da lugar a una cadena de aminoa´cidos mediante
el proceso de translacio´n. La translacio´n se lleva a cabo mediante los ribo-
somas, en el citoplasma de la ce´lula, y las prote´ınas se forman al plegarse
las cadenas de aminoa´cidos producidas segu´n las propiedades f´ısico-qu´ımicas
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Figura 3.1: Dogma dentral de la Biolog´ıa Molecular.
Los genes son fragmentos de ADN que actu´an como unidades f´ısicas y
funcionales de la herencia y cuando se activan codifican una prote´ına. Sin
embargo su activacio´n depende de una serie de circunstancias. Es decir, la
regulacio´n de la expresio´n de un gen viene determinada mediante una serie
de condiciones que aportan la informacio´n necesaria para que dicho gen se
active. Se llama regulacio´n ge´nica al proceso que origina que un gen se active
o no. La mayor parte de los procesos de regulacio´n ge´nica tienen lugar du-
rante el proceso de transcripcio´n y las condiciones que los originan reciben el
nombre de factores de transcripcio´n. El estudio de dichas condiciones es fun-
damental para entender la mayor´ıa de los procesos biolo´gicos, enfermedades,
etc, de origen gene´tico. El esquema descrito en la figura es un simplificacio´n.
El dogma central de la Biolog´ıa Molecular representa la visio´n cla´sica segu´n
la cual un gen da lugar a una prote´ına. En la actualidad se sabe que en la
mayor´ıa de los casos no es tan simple y que en general un grupo de genes
actuando conjuntamente regulan que una determinada funcio´n se determine
o no, es decir que varios genes codifican una o varias prote´ınas. Las situacio-
nes en las que un gen codifica un producto funcional constituye la excepcio´n
en lugar de la regla. Esta visio´n, que podemos llamar de tipo hol´ıstico o de
sistemas, es la ma´s aceptada en la actualidad. Bajo esta perspectiva se habla
de caracteres polige´nicos o multifuncionales en contraposicio´n a la situacio´n
en la que un so´lo gen determina una determinada funcionalidad.
Como ya hemos comentado los genes son fragmentos de ADN que se
disponen de forma que constituyen las unidades funcionales de herencia. En
el caso de los humanos tenemos por ejemplo aproximadamente 20.000 genes
que codifican prote´ınas. El resto del ADN tiene informacio´n que no codifica
prote´ınas y que hasta ahora recib´ıa el nombre de ADN basura. Es decir, tan
so´lo serv´ıa como separador de los trozos de ADN, los genes, que s´ı codifican
prote´ınas. Recientemente se ha descubierto que estas ampl´ıas regiones del
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ADN, la mayor parte, no cumple una funcio´n testimonial sino que interviene
directamente en los procesos reguladores de genes. El papel de las regiones de
ADN, no codificantes o basura, juega un papel fundamental en el proceso de
expresio´n ge´nica. En cualquier caso los factores ambientales son primordiales
para estudiar cua´ndo un gen, o un grupo de genes, se activan y codifican un
grupo de prote´ınas que determinan una funcio´n biolo´gica.
3.2. Datos de microarrays
Las tecnolog´ıas de alto rendimiento, o high throughput technologies, per-
miten medir el nivel de expresio´n de cientos de genes simulta´neamente. El
uso del te´rmino microarray suele llevar a confusio´n porque suele ser utili-
zado indistintamente tanto para la tecnolog´ıa, como para los experimentos
que se realizan mediante ella as´ı como los datos generados. Ba´sicamente se
puede decir que es una tecnolog´ıa que permite generar conjuntos de datos
que miden el nivel de expresio´n de un grupo genes bajo estudio.
Figura 3.2: Plataforma de microarray.
La tecnolog´ıa de microarray permite generar chips o rejillas con miles
de spots o celdillas en los que se encuentran cadenas de nucleo´tidos de los
28 3. Datos
que se puede medir su nivel de abundancia o transcripcio´n. Existen varios
tipos de microarrays, de tecnolog´ıas de microarrays, de un canal o dos, etc.
Ba´sicamente, y de manera muy general, la idea consiste en preparar cada
hueco con una hebra de ADN o probe set que identificamos con un gen. En la
realidad una muestra contiene miles de hebras iguales. Una vez preparada la
rejilla con una serie de huecos o spots del microarray, se toma la muestra del
experimento que se quiere estudiar, se tin˜e con una sustancia y se vierte sobre
dicha rejilla. Se dice que se hibrida hueco a hueco. Por complementariedad
de ADN se unen las hebras de cada hueco con las de la muestra en estudio.
De esta forma cada hueco tiene una concentracio´n de hebras de ADN que
se puede medir segu´n la intensidad del color que se ha generado. Se procesa
dicha intensidad y se le asigna un valor nume´rico. Adema´s de la dificultad de
tipo te´cnico, se an˜ade un procesado en profundidad de los datos generados:
correcciones de errores, procesamiento de ima´genes, etc. Todas esas te´cnicas
es lo que se conoce como Ana´lisis de Microarrays a bajo nivel.
Se conoce como plataforma de microarray a la arquitectura concreta
del experimento que se ha realizado. Hay varios tipos de plataformas: DNA
microarrays, Affymetrix, etc. Cuando se usa el te´rmino experimento de mi-
croarray se refiere a los distintos estudios experimentales que se han desarro-
llado para una misma plataforma. Generalmente en un mismo experimento
hay involucradas varios chips o rejillas. La figura 3.2 muestra un esquema
de co´mo se genera una rejilla o chip de ADN. La reunio´n final de todos los
chips es el resultado final del experimento y se suele denominar de manera
general como datos de microarray. El conjunto de datos generado, compues-
to por el nivel de expresio´n de los genes estudiados a los largo de cada chip,
constituye la matriz de expresio´n. Las filas de la matriz de expresio´n son los
patrones de expresio´n de los genes y las columnas los perfiles de expresio´n
de cada condicio´n. De esta forma, una columna completa se corresponde
con todos los valores de expresio´n de los genes para un mismo chip o rejilla.
Al unir todos los chips se forma una matriz en la que cada fila mide co´mo
var´ıa la expresio´n de los genes. Cada elemento de la matriz de expresio´n
representa el nivel de expresio´n de un gen bajo una determinada condicio´n
experimental1.
La hipo´tesis fundamental asociada a los estudios con datos de expresio´n
ge´nica nos dice que si dos genes tienen perfiles de expresio´n similares enton-
ces comparten una misma funcionalidad o intervienen en un mismo proceso
biolo´gico. Es decir, genes co-expresados implica genes co-regulados. De esta
1DNA Microarray Methodology - Flash Animation:
http://www.bio.davidson.edu/genomics/chip/chip.html
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forma la tecnolog´ıa de microarray es un herramienta muy u´til no so´lo para
la investigacio´n en biolog´ıa molecular sino tambie´n en estudios cl´ınicos.
3.3. Proceso de trabajo
La figura 3.3 muestra co´mo es el flujo de trabajo esta´ndar cuando se tra-
baja con datos de expresio´n obtenidos mediante la tecnolog´ıa de microarray.
Una hipo´tesis de trabajo genera una pregunta biolo´gica sobre, por ejemplo,
un determinado proceso de respuesta de unos pacientes ante una enferme-
dad, etc. Se elabora un disen˜o experimental para tratar de responder a dicha
pregunta, por ejemplo datos de estudio y de control, tras lo que se prepara
el experimento de microarray. Se eligen una serie de placas o rejillas, se lleva
a cabo la extraccio´n del ARN de las muestras que se van a estudiar y se
hibridan o combinan las muestras en las placas. El ana´lisis de la intensidad
de color que se ha producido en las ima´genes generadas permite obtener un
valor nume´rico para cada celdilla. Estos datos nume´ricos generados deben
ser sometidos a un control de calidad o de normalizacio´n, mediante los que
se eliminan duplicados, se estandarizan todos los valores y se reu´ne toda la
informacio´n.
La matriz obtenida mediante el proceso anterior debe ser preprocesada
para eliminar genes duplicados, realizar el tratamiento de los valores perdi-
dos, el proceso de etiquetado o anotacio´n de los genes, etc, tras lo cual se
obtiene la matriz de expresio´n sobre la que se puede llevar a cabo el ana´lisis
de alto nivel o de miner´ıa sobre los datos. Ba´sicamente se pueden realizar
estudios de Miner´ıa de Datos, elaboracio´n de modelos predictivos o clasifi-
cadores, exploracio´n de los datos o aplicar te´cnicas de clustering as´ı como
estudios de anotacio´n funcional de genes cuyo objetivo es su clasificacio´n. En
general tras el estudio se realiza un contraste con la informacio´n ya existente
almacenada en bases de datos con informacio´n biolo´gica, como por ejemplo
la ontolog´ıa de genes GO, en lo que se conoce como proceso de enriqueci-
miento de genes de tal manera que se puedan establecer unas conclusiones
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Figura 3.3: Flujo de trabajo con datos producidos mediante microarrays.
3.3.1. Repositorios pu´blicos
En la actualidad existen varios repositorios pu´blicos que almacenan datos
de expresio´n ge´nica. Destacan el repositorio GEO Gene Expression Omnibus,
asociado al National Center of Biotechnology Information (NCBI) pertene-
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ciente al gobierno de EEUU, as´ı como ArrayExpress asociado al European
Bioinformatics Institute (EBI), que es la versio´n europea del anterior.
En estos repositorios se almacena tanto los datos generados por cada
experimento de microarray como la informacio´n relacionada con estos. El
protocolo MIAME, Minimum Information About a Microarray Experiment,
es una gu´ıa que indica que´ informacio´n debe ir asociada a cada experimento
de microarray. Ba´sicamente la informacio´n que se guarda son los datos en
crudo sobre cada chip del experimento, que suelen ser ficheros con formato
CEL o GPR, la matriz de expresio´n producto de la normalizacio´n de los
anteriores, informacio´n sobre las muestras y el disen˜o del experimento reali-
zado, informacio´n sobre cada gen. Generalmente tambie´n se suele notificar
los protocolos que se han seguido para el manejo de los datos. Cada gen
esta´ asociado a un probe set o prueba, que es el fragmento del ADN que se
pone en cada celdilla. Por cada gen se almacena de manera adicional sus dis-
tintas nomenclaturas, sus anotaciones en la ontolog´ıa de genes GO as´ı como
relaciones relevantes con otros conceptos biolo´gicos.
El repositorio GEO2 adema´s de almacenar datos, integra herramientas
web que ayudan a su ana´lisis, procesamiento, visualizacio´n, env´ıo, etc. La
figura 3.4 muestra co´mo es el acceso a la informacio´n de un registro de
un experimento de microarray en este repositorio. La organizacio´n de la
informacio´n se organiza de manera que se pueden encontrar tanto los ficheros
subidos por los usuarios, como los ficheros generados automa´ticamente por
la plataforma a partir de e´stos. Los usuarios cuando suben la informacio´n de
un experimento deben diferenciar entre series, plataformas y muestras. Las
series recogen la informacio´n de todas las muestras utilizadas, tipo de placas,
descripcio´n, etc. Por ejemplo, un fichero con el nombre GSE3541 es una
serie que recoge esta informacio´n. Un fichero con el nombre GPL341 es un
ejemplo de fichero para una plataforma. Permite agrupar aquellas muestras
de una serie que se han generado siguiendo unas mismas pautas. Contiene
un nu´mero de identificacio´n y una serie de caracter´ısticas generales. No es
obligatorio pero puede incluir la matriz de expresio´n (la matriz de datos) que
ha generado el usuario para su investigacio´n. Los ficheros para las muestras,
por ejemplo GSM81022, contienen los datos nume´ricos de los perfiles de
expresio´n de los genes para dicha muestra en concreto. Se asocian a una
serie y constituyen los datos en crudo con los que se forman las columnas, o
condiciones experimentales, de la matriz de expresio´n.
Los conjuntos de datos o datasets de GEO se generan automa´ticamen-
te por el repositorio. Se construye la matriz de expresio´n de genes, donde
2http://www.ncbi.nlm.nih.gov/geo/
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los genes son filas y las columnas condiciones experimentales, y se incluye
una serie de informacio´n u´til, como por ejemplo, distintas notaciones para
el nombre de los genes, sus te´rminos GO asociados, etc. Los datasets son
ficheros con la nomenclatura GDSxxxx. De manera adicional se puede en-
contrar en ellos la descripcio´n del experimento, los autores, las referencias en
las que se usan los datos del experimento de microarray, as´ı como la matriz
de expresio´n con formato SOFT. La figura 3.4 es un ejemplo del dataset
GDS4154. Se puede observar en la figura la referencia el registro de la se-
rie utilizada, GSE19587, subido por los usuarios, el registro generado por el
repositorio, GDS4154, as´ı como una visualizacio´n parcial de las muestras.
Figura 3.4: Navegador del repositorio GEO: acceso a datos.
Los ficheros con formato SOFT son ficheros de textos planos en los que
se puede encontrar la matriz de expresio´n asociada a cada conjunto de datos
o fichero GDSxxxx. Por cada fila de la matriz se puede observar la prueba
o probe set, el gen asociado en varios formatos, as´ı como informacio´n rele-
vante sobre dicho gen: localizacio´n en el cromosoma en el que se encuentra,
te´rminos GO asociados, etc. Para cada columna de la matriz la informacio´n
sobre cada muestra con su notacio´n GSMxxx as´ı como informacio´n sobre
cada muestra en el texto adicional del fichero.
3.3.2. Procesamiento de los datos
Las matrices de expresio´n que se pueden obtener a trave´s de un registro
en formato SOFT deben ser preprocesadas para su uso. Una vez que los datos
en crudo se han unido y procesado siguen quedando una serie de pasos que
realizar. As´ı por ejemplo, un mismo gen puede aportar varios perfiles de
expresio´n que deben ser homogeneizados de forma que se constituya una
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sola fila en la matriz de expresio´n procesada. Se pueden fusionar segu´n la
media de los valores y conseguir as´ı una sola fila de la matriz, mediante la
mediana, etc. Por otro lado, los valores nulos, o missing values, deben ser
reemplazados y se puede llevar a cabo poniendo cero, el valor medio de los
restantes elementos de esa fila, el valor de la mediana o por el valor medio
de aquellas filas ma´s parecidas. En general se establece un umbral, y si una
fila de la matriz tiene una cantidad de valores nulos superiores a ese umbral,
se elimina esa fila de la matriz. Finalmente, y tras una estandarizacio´n de
los valores de los datos para que todos se encuentren en rangos de valores
similares, aquellas filas que presenten un comportamiento plano, sin picos,
se dira´ que son perfiles de genes que no esta´n diferencialmente expresados y
se filtrara´n para el estudio.
El procesamiento de los datos de la matriz de expresio´n se puede llevar
a cabo con distintas herramientas, como por ejemplo librer´ıas R del paquete
Bioconductor o herramientas web como Babelomics [62].
3.3.3. Genes: nomenclatura y anotaciones
Uno de los grandes problemas que se encuentran al trabajar con datos
de microarray es la nomenclatura usada para los genes. Existen distintas
nomenclaturas que dependen de las bases de datos utilizadas, los labora-
torios, plataformas, etc. As´ı un mismo gen se puede encontrar con varios
nombres siendo esto uno de los problemas ma´s comunes cuando se define
los datos objetos de estudio. Hay que diferenciar entre las etiquetas puestas
para cada fila de la matriz de expresio´n, los probe sets, los genes a los que
representan y la nomenclatura de estos. Se pueden encontrar genes nota-
dos para la plataforma ORFF, Ensembl, Entrez, Uniprot, etc. En el caso de
trabajar con datos de Homo sapiens, la web Hugo Gene Nomenclature Com-
mitte3 puede utilizarse a modo de diccionario para establcer la equivalencia
entre los distintos nombres de genes. En general, la mejor opcio´n de trabajo
es seleccionar gene symbol como nomenclatura esta´ndar ya que constituye
la opcio´n ma´s general de trabajo y suele ser reconocida por la mayor´ıa de
herramientas.
3.3.4. Ontolog´ıa de Genes: GO
Tras el ana´lisis a alto nivel de los datos es necesario la interpretacio´n
biolo´gica de los resultados obtenidos. Si el estudio realizado ha sido una
exploracio´n de los datos siguiendo una te´cnica de Miner´ıa de Datos de tipo
3http://www.genenames.org/
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no supervisado, como por ejemplo ocurre con las te´cnicas de biclustering,
sera´ adema´s de vital importancia la verificacio´n de los resultados median-
te conocimiento experto. Para esta labor se utilizan repositorios biolo´gicos
como GO4 (Gene Ontology), KEGG5 (Kyoto Encyclopedia of Genes and Ge-
nomes) o por ejemplo Reactome6. Mediante estos repositorios se establecen
relaciones entre los genes y los procesos, rutas metabo´licas o funcionalidades
en los que los genes intervienen.
La ontolog´ıa de genes GO es sin lugar a dudas el repositorio ma´s utili-
zado. Constituye un vocabulario mediante el que se relaciona cada gen con
el te´rmino funcional para el cual ha sido previamente anotado, ya sea una
funcio´n molecular, un proceso biolo´gico o el lugar de la ce´lula en el que
interviene. Por este motivo, GO tiene una estructura de a´rbol con tres di-
ferentes ramas o subontolog´ıas: CC (Cellular Component) para relacionar
genes y las partes de la ce´lula o del entorno fuera de estas, MF (Molecular
Function) para productos o actividades en las que intervienen los genes a
nivel molecular y BP (Biological Process) para los procesos biolo´gicos.
Se conoce con el nombre de enriquecimiento biolo´gico al estudio mediante
el que se establece la relevancia de un grupo de genes en un determinado
te´rmino. Existen multitud de herramientas v´ıa web para dado un grupo de
genes determinar el conjunto de te´rminos GO estad´ısticamente significativos
asociados. Sin embargo, si se necesita analizar el resultado de un algoritmo
completo estas herramientas no sirven si no permiten un acceso mediante
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4.1. Introduccio´n
Biclustering es una te´cnica de Aprendizaje No Supervisado que se en-
carga de la bu´squeda de patrones locales en datos de expresio´n ge´nica. El
objetivo es el agrupamiento de ejemplos o instancias bajo un determinado
subconjunto de atributos o clases que, aplicado en el contexto de los datos
de expresio´n ge´nica, significa agrupar genes bajo un subconjunto de condi-
ciones experimentales. Este problema se puede encontrar en la bibliograf´ıa
y en otro contexto con otros nombres como clustering de subespacios [44] o
co-clustering [28]. Sin embargo es en el contexto biolo´gico donde adquirio´ su
mayor importancia y se desarrollo´ ampliamente considera´ndose el art´ıculo
fundacional en este campo el de Cheng y Church del an˜o 2000 [24]. Intui-
tivamente se puede entender como la bu´squeda de submatrices que reflejen
cierto tipo de patrones en la matriz de datos. La principal diferencia entre
biclustering y clustering reside en que encuentra patrones locales, que no de-
penden de todas las condiciones, y en el solapamiento entre los mismos. La
naturaleza de los datos de expresio´n ge´nica hace que este hecho sea relevante
debido a su significado biolo´gico.
Un experimento de microarray se realiza con multitud de muestras y
cada una de ellas sera´n los atributos o clases que reflejan unas condiciones
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experimentales que son objeto de estudio. La eleccio´n de dichas muestras de-
penden de la hipo´tesis biolo´gica que se estudia, generalmente son condiciones
temporales en un ciclo celular, muestras de pacientes, etc. El intere´s radica
en determinar que´ muestras implican una funcio´n biolo´gica que vendra´ de-
terminada por un grupo de genes coexpresados. Por ello el objetivo no es
agrupar genes con un comportamiento similar bajo todas las condiciones
sino tan so´lo bajo un subconjunto de las mismas. De esta forma se discri-
minara´ y se identificara´ co´mo influyen y bajo que´ condiciones un grupo de
genes se co-expresa y cuales no. Se asume como hipo´tesis que un grupo de
genes co-expresados se co-regulan y por tanto comparten una misma funcio-
nalidad biolo´gica. Por tanto, debido a la naturaleza de los datos, la te´cnica
de biclustering es ma´s adecuada que el clustering tradicional que agrupa
bajo todas las condiciones experimentales.
Por otro lado, a diferencia con lo que ocurre en la mayor´ıa de algoritmos
de clustering, las soluciones encontradas por un algoritmo de biclustering
admiten solapamiento entre ellas, es decir, que un mismo gen puede perte-
necer a la vez a varios grupos. Intuitivamente se puede visualizar como que
las submatrices obtenidas como resultado no tienen por que´ ser disjuntas.
Desde un punto de vista biolo´gico este hecho es importante debido a que
un mismo gen o grupo de genes puede actuar en varios procesos y funcionar
as´ı como catalizador o inhibidor de los mismos. El solapamiento entre genes,
en el sentido de un mismo gen interviniendo en varios procesos, es un hecho
fundamental para el descubrimiento de biomarcadores en datos de expresio´n
ge´nica.
En la actualidad existe una gran variedad de algoritmos de biclustering
que pueden ser clasificados de multitud de formas: segu´n la te´cnica algor´ıtmi-
ca en la que se basan, segu´n el tipo de resultados que encuentran, etc. El
saber que´ algoritmo de biclustering es el ma´s adecuado en cada momento
es una tarea dif´ıcil de resolver, as´ı como la eleccio´n de que´ parte de los re-
sultados son relevantes para el problema que se estudia, etc. En funcio´n de
que´ algoritmo se utilice se encontrara´ un tipo de patrones, un nu´mero de
soluciones muy variables en nu´mero o en taman˜o, un tiempo de ejecucio´n
variable, etc. En general los resultados de un algoritmo de biclustering deben
de ser analizados a su vez para ver co´mo extraer informacio´n de ellos. Se
requiere un conocimiento en profundidad del problema en cuestio´n que se
este´ estudiando para poder sacar partido de la informacio´n que se obtiene
con este tipo de te´cnicas. Uno de las grandes preguntas abiertas es co´mo
comparar distintos algoritmos y segu´n que´ criterio. En cada art´ıculo se pue-
de encontrar distintos tipos de ana´lisis siendo el ma´s aceptado el que se basa
en informacio´n suministrada por expertos. En concreto por la informacio´n
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almacenada en ontolog´ıas como (GO).
Recientemente se han publicado trabajos en los que los algoritmos de
biclustering se aplican a otro tipo de datos biolo´gicos, que fusionan infor-
macio´n de varias fuentes de datos o que se centran en su aplicacio´n ma´s que
en los algoritmos en s´ı [79, 33].
4.2. Definiciones
Se define un microarray como una matriz de nu´meros reales donde las
filas representan a los genes y las columnas a las condiciones experimenta-
les. En el conjunto de datos los genes son los ejemplos o instancias y las
condiciones experimentales o muestras son los atributos o clases. Se traba-
jara´ generalmente con conjuntos de datos no etiquetados en el sentido que
no hay una etiqueta previa para cada instancia o gen. En cualquier caso al
ser el biclustering una te´cnica no supervisada el etiquetado en el conjunto
de datos no es relevante.
Definicio´n 1 (Microarray) Formalmente un microarray se puede definir
como una 3-tupla M = (G,C, f) donde G = {g1, . . . , gn} es el conjunto de
genes, C = {c1, . . . , cm} es el conjunto de condiciones y f : G×C −→ R es
la funcio´n que asocia a cada par (gi, cj) un valor real.
M =
 m1,1 . . . m1,m... ... ...
mn,1 . . . mn,m

Un problema de clustering consiste en realizar una particio´n del espa-
cio de datos siguiendo un determinado criterio, es decir, las soluciones son
disjuntas entre si y su unio´n es el total. Se satisface una condicio´n de homo-
genediad de las soluciones, o similitud entre los objetos de un mismo cluster,
y de separacio´n entre ellas o distancia entre clusters. Esta doble condicio´n
motiva que las te´cnicas de clustering se pueden agrupar en dos tipos: de tipo
aglomerativo o de divisio´n. Partiendo de una solucio´n a la que se le agregan
otras o partiendo del conjunto de datos al completo al que se establecen
fronteras entre las distintas partes. En el contexto de los datos de micro-
array un algoritmo de clustering agrupa un conjunto de genes que tengan
un comportamiento similar a lo largo de todas las condiciones de la matriz
de expresio´n.
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Definicio´n 2 (Solucio´n de un problema de Clustering) Dado un mi-
croarray M , las soluciones de una te´cnica de clustering es un conjunto
S =
⋃n
i=1 Si tal que se verifica:⋃n
i=1 Si = M
Si
⋂
Sj = ø, ∀i, j ∈ N
Aunque recientememte algunos algoritmos de clu´stering sobre redes ad-
miten resultados solapados, la mayor´ıa de los algoritmos de clustering no
permiten solapamientos entre los resultados, es decir, en el caso de datos
de expresio´n un mismo gen no puede pertenecer a dos clusters. Este hecho,
junto con la imposibilidad de diferenciar que´ subconjunto de condiciones
son las relevantes para la activacio´n o no de un grupo de genes, motiva la
definicio´n del biclustering.
Un algoritmo de biclustering agrupa un conjunto de genes que presentan
un comportamiento similar a lo largo de un subconjunto determinado de
condiciones de la matriz de expresio´n. Intuitivamente se puede decir que se
buscan submatrices de genes coexpresados bajo unas determinadas condicio-
nes. Se trata de realizar una bu´squeda de patrones locales segu´n un criterio
preestablecido. Las soluciones o biclusters no constituyen una particio´n del
espacio y admiten solapamiento, es decir, se satisface el criterio de homo-
geneidad de soluciones pero no el de separacio´n de las mismas. Adema´s, se
admiten soluciones solapadas y no se establece una particio´n del conjunto
de datos.
Definicio´n 3 (Solucio´n de un problema de Biclustering) Dado un mi-
croarray M , las soluciones de una te´cnica de biclustering es un conjunto
B =
⋃n
i=1Bi tal que se verifica:⋃n
i=1Bi 6= M
Existe i, j ∈ N tal que Bi
⋂
Bj 6= ø
Definicio´n 4 (biclusters) Dado el conjunto de soluciones de una te´cnica
de biclustering B =
⋃n
i=1Bi, se llama bicluster a cada elemento de dicho
conjunto Bi. Dado un microarray M = (G,C, f), cada biclu´ster se define
como una 3-tupla B = (I, J, f) tal que I ⊆ G, J ⊆ C y f la funcio´n que
asocia a cada te´rmino del microarray un valor real.
 b1,1 . . . b1,j... ... ...




Intuitivamente diremos que un problema es NP-completo si no se puede
resolver de ninguna manera en un tiempo “razonable”, entendiendo tiem-
po como nu´mero de pasos de computacio´n. Los problemas NP-completos
son problemas que se plantean como problemas de decisio´n, que se pueden
responder de manera afirmativa o negativamente, y se usan como un me-
canismo para establecer la complejidad computacional del problema que se
este´ estudiando. Si se puede establecer una relacio´n entre el problema de
estudio y alguno de los problemas conocidos como NP-completos, se pue-
de afirmar que no puede existir un algoritmo exacto que resuelva nuestro
problema. Es decir, tan so´lo podremos construir algoritmos que den una
solucio´n aproximada pero nunca la solucio´n exacta o u´nica del problema.
En su formulacio´n esta´ndar el problema del biclustering es un problema
NP-completo. Antes de su irrupcio´n en el campo del ana´lisis de datos de ex-
presio´n ge´nica, fue estudiado en primero lugar por Morgan y Sonquist [67],
y con posterioridad por Hartigan [44] y por Mirkin [63]. Su NP-completitud
se estudia a trave´s de su reduccio´n a un problema cla´sico de grafos y com-
binatoria como es el problema del clique. La matriz de expresio´n se puede
trasformar en un grafo bipartito de tal forma que por un lado los genes se
transforman en una familia de nodos y por otro, las condiciones en otra fa-
milia de nodos. Las aristas que unen genes con condiciones llevan asociado
un peso que sera´ el valor de expresio´n de cada elemento de la matriz. De
esta forma encontrar biclusters en la matriz de expresio´n se transforma en
buscar bicliques de taman˜o ma´ximo en el grafo construido. Dadas dos fami-
lias de nodos, un biclique es un tipo de grafo bipartito donde cada ve´rtice
conecta un ve´rtice de la primera familia con un ve´rtice de la segunda de tal
forma que se constituye un clique. Es decir, un grafo completo o aquel en
el que todos los ve´rtices son dos a dos adyacentes. El problema del clique
es un problema cla´sico de combinatoria que se sabe que es NP-completo.
Dicho problema trata de responder si es posible o no, dado un grafo y un
taman˜o en concreto, encontrar un grafo completo de dicho taman˜o en el
grafo. De esta forma la NP-completitud se establece reduciendo el problema
del biclustering al problema del biclique.
En el trabajo presentado en [4] se estudian las distintas formulaciones
del problema del biclustering y se demuestra la NP-completitud a trave´s
del problema del etiquetado de un grafo. Se define el problema del biclus-
tering asociado al etiquetado de un grafo como: “dado un grafo bipartito
G y un nu´mero entero k, determinar si G tiene un conjunto de grafos bi-




Los distintos algoritmos de biclusterting definen heur´ısticas que buscan
determinados patrones cuya definicio´n trata de capturar informacio´n biolo-
gica relevante. En el trabajo presentado en [60] se establece una clasificacio´n
de estos patrones, que posteriormente es ampliada en [34].
Biclu´ster con valores constantes
Son aquellos biclusters que tienen todos los valores iguales, por lo que
sus elementos se pueden describir de la forma bi,j = µ, siendo µ el valor
constante para todos sus elementos. En general este tipo de biclusters no
se encuentran en los datos debido a la presencia de ruido, por lo que su
definicio´n se modifica de tal manera que
bi,j = µ+ i,j
siendo en este caso µ la media de los valores del bicluster y i,j el error
o diferencia de cada valor respecto a la media en cada valor.
Biclu´ster con valores constantes por filas o columnas
Son aquellos biclusters que presentan valores constantes o bien por filas
o por columnas. Cada fila, o columna, tiene un mismo valor que se repite. Si
la matriz de datos se preprocesa normalizando segu´n la media de cada fila,
o columna, ser´ıan biclusters con valores constantes. Cada elemento se puede
representar como:
bi,j = µ+ αi, constante por filas, de manera aditiva.
bi,j = µ× αi, constante por filas, de manera multipliativa.
bi,j = µ+ βj , constante por columnas, de manera aditiva.
bi,j = µ× βj , constante por columnas, de manera multiplicativa.
Intuitivamente son aquellos biclusters que presentan patrones planos que






















Figura 4.1: Bicluster con valores coherentes.
Biclu´ster con valores coherentes
Son aquellos biclusters que no tienen un valor constante por fila o co-
lumna porque cada valor recibe una contribucio´n por fila y por columna. Se
pueden representar como:
bi,j = µ+ αi + βj
siendo αi el ajuste por filas y βjel ajuste por columnas. El siguiente
ejemplo muestra un biclu´ster que toma como valor base 5 y recibe una
modificacio´n segu´n en que´ fila y columna se encuentre.

12 14 16 18
14 16 18 20
16 18 20 22
18 20 22 24
 =

5 + 5 + 2 5 + 5 + 4 5 + 5 + 6 5 + 5 + 8
5 + 7 + 2 5 + 7 + 4 5 + 7 + 6 5 + 7 + 8
5 + 9 + 2 5 + 9 + 4 5 + 9 + 6 5 + 9 + 8
5 + 11 + 2 5 + 11 + 4 5 + 11 + 6 5 + 11 + 8

La figura 4.1 muestra la representacio´n gra´fica del biclu´ster donde cada
columna representa una l´ınea del dibujo. Puede observarse claramente que
son patrones paralelos aunque no planos, como ocurr´ıa en el caso anterior.
Biclu´ster con evoluciones coherentes
Los patrones con evoluciones coherentes son aquellos que capturan la
idea de un mismo patro´n de activacio´n o inhibicio´n entre todos los genes. Es
decir, que todos los genes siguen una misma tendencia. Los genes crecen o
decrecen a lo largo de las condiciones experimentales de la misma manera.
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Se dice que siguen un patro´n de desplazamiento si todos los genes siguen el
mismo comportamiento con la misma intensidad y de escalado si lo hacen
con intensidades equivalentes.
Un grupo de genes de un biclu´ster sigue un patro´n de desplazamiento
cuando su valor bi,j var´ıa en la adicio´n de una constante βi. Ana´logamente,
un bicluster sigue un patro´n de escalado cuando sus valores bi,j var´ıan en la
multiplicacio´n de una constante αi. Formalmente, siguen la fo´rmula:
bi,j = pij + βi, patro´n de desplazamiento.
bi,j = pij × αi, patro´n de escalado.
Un ejemplo de un biclu´ster siguiendo patrones de desplazamiento es:

30 10 5 15
33 13 5 15
40 20 15 25
50 30 25 35
 =

30 + 0 10 + 0 5 + 0 15 + 0
30 + 3 10 + 3 5 + 3 15 + 3
30 + 10 10 + 10 5 + 10 15 + 10
30 + 20 10 + 20 5 + 20 15 + 20

Un ejemplo de un biclu´ster siguiendo patrones de escalado es:

48 80 16 96
24 40 8 48
18 30 6 36
12 20 4 24
 =

6× 8 10× 8 2× 8 12× 8
6× 4 10× 4 2× 4 12× 4
6× 3 10× 3 2× 3 12× 3
6× 2 10× 2 2× 2 12× 2

Los biclusters anteriores se representan en las figuras 4.2 y 4.3. La pri-
mera figura (Fig. 4.2) representa el biclu´ster anterior con patrones de des-
plazamiento. Estos patrones muestran genes con la misma forma y la misma
pendiente. Los valores iniciales son diferentes para cada gen pero la forma
de todos es la misma. En la figura 4.3 se representa el biclu´ster anterior con
patrones de escalado. En este caso, los genes tienen la misma forma pero las
pendientes no son las mismas. Los cambios entre cada gen son ma´s marcados
en este segundo caso.
Bicluster con evoluciones inversas coherentes
Aquellas situaciones en las que un grupo de genes se activan o expresan
cuando un determinado gen, o un grupo, se desactivan son interesantes desde
un punto de vista biolo´gico. Este tipo de comportamientos son comunes






































Figura 4.3: Bicluster con patrones de escalado.
en muchas rutas metabo´licas como se muestra en [83] y en [36] y se ha
estudiado con detalle en el trabajo presentado en [94] donde se les llama
patrones de inhibicio´n-activacio´n. Se pueden considerar un caso particular
de los patrones con evoluciones coherentes, en los que el factor de escalado
divide en lugar de multiplicar, y el factor desplazamiento resta en lugar
de sumar. La figura 4.4 muestra un biclu´ster formado por tres genes en el
que uno de ellos actu´a como inverso de los otros dos. Es decir, presenta un
comportamiento inverso a los otros dos.
4.3. Principales algoritmos de Biclustering
Se pueden encontrar en la literatura una considerable cantidad de me´to-
dos de biclustering que se diferencian unos de otros segu´n la te´cnica al-
gor´ıtmica en la que se basan, el tipo de resultado que obtienen, los meca-
nismos de validacio´n que llevan a cabo, etc. La clasificacio´n de estos no es






















Figura 4.4: Bicluster con patrones de inhibicio´n-activacio´n.
xonomı´a y en funcio´n de ellos hacer varias familias. De hecho, uno de los
grandes problemas en biclustering consiste en establecer cua´l es el mejor
algoritmo a utilizar para un ana´lisis de datos en concreto. Debido a la es-
tructura del problema, comentada previamente, no existe una metodolog´ıa
intr´ınseca de comparacio´n entre las soluciones, a diferencia de co´mo si ocu-
rre en Clustering: distancias entre grupos, estructura de la particio´n, etc.
Las comparativas que se establecen en la mayor´ıa de art´ıculos se basan en
conocimiento experto del ana´lisis de datos realizado, siendo el ana´lisis de en-
riquecimiento biolo´gico la metodolog´ıa de comparacio´n ma´s aceptada. Por
todo ello, a la hora de elegir que´ algoritmo utilizar tiene ma´s importancia
la disponibilidad del software, o el tiempo de ejecucio´n, que otro tipo de
consideraciones ma´s formales.
4.3.1. Algoritmos cla´sicos
Bajo la denominacio´n Algoritmos Cla´sicos enmarcamos una serie de al-
goritmos de biclustering que suelen ser utilizados en las comparativas de
los art´ıculos. Estos algoritmos son frecuentemente usados debido a que fue-
ron establecidos por su uso como marco de trabajo y sobre todo a la fa´cil
disponibilidad de su co´digo.
El algoritmo de Cheng y Church (ChCh) [24] es considerado como el
trabajo fundacional dado que introduce la necesidad de la bu´squeda de sub-
matrices en datos de expresio´n ge´nica para la extraccio´n de informacio´n
biolo´gica relevante. As´ı mismo, muestra la no adecuacio´n a estos datos del
Clustering tradicional. Es un algoritmo voraz determin´ıstico que busca aque-
llos biclusters que minimicen el valor de una medida llamada Mean Squared
Residue (MSR), o Residuo Cuadra´tico Medio (eq. 4.1). El proceso comienza
con la matriz completa del microarray quitando filas y columnas de forma
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que se genera un bicluster y se evalu´a el valor de su residuo. Si este valor es
menor que un cierto umbral establecido como para´metro entonces se an˜aden
aquellas filas y columnas que no aumenten dicho valor. Una vez encontrado
el bicluster, los valores que encuentra son cambiados en el microarray por
valores aleatorios y se repite el proceso de bu´squeda tantas veces como bi-
clusters se desee encontrar. Se debe introducir como para´metro de entrada
tanto el umbral de bu´squeda del residuo como el nu´mero de biclusters que
se desea como resultado. Si I y J son el conjunto de filas (genes) y colum-







(aij − aiJ − aIj + aIJ)2 (4.1)
donde aij es el valor del elemento que ocupa la fila i y la columna j
(valor de expresio´n del gen i bajo la condicio´n j), aiJ es la media de todos
los elementos que ocupan la fila i, aIj es la media de los que ocupan la
columna j y aIJ es la media del bicluster al completo.
El algoritmo FLOC [91] es una mejora que permite obtener los biclusters
de manera simulta´nea durante el proceso y que permite manejar los valores
perdidos o ausentes en el microarray.
El algoritmo ISA [12], Iterative Signature Algorithm, es un algoritmo
voraz no determinista que busca biclusters que verifiquen que el valor medio
de cada columna este´ por debajo de un cierto umbral establecido para las
columnas y, ana´logamente, el valor medio de cada fila este´ por debajo de un
umbral establecido para las filas. El proceso parte de un bicluster construido
aleatoriamente que actu´a como semilla y se an˜aden y quitan filas y columnas
hasta que se alcanza convergencia. El proceso se repite con distintas semillas
y de esta forma se obtienen distintos biclusters.
El algoritmo OPSM [11], Order-preservering submatrix problem, es un
algoritmo voraz determinista que busca biclusters que preservan una deter-
minada ordenacio´n entre filas y columnas. La idea subyacente en el modelo
de ordenacio´n es encontrar submatrices cuyas filas sigan una misma tenden-
cia de crecimiento o decrecimiento y por lo tanto conserven la ordenacio´n. Se
puede probar que dicho modelo captura los patrones ma´s usuales como valo-
res constantes, de desplazamiento o de escalado. Se introduce as´ı mismo una
correccio´n basada en una probabilidad para relajar las condiciones de dicho
modelo y contemplar pequen˜as variaciones, posibles errores en los datos,
etc. El algoritmo trabaja iterativamente construyendo biclusters parciales
los cuales se van incrementando en taman˜o. So´lo se conservan los mejores
biclusters construidos en cada paso de manera que la repeticio´n del proceso
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permite solapamiento entre los distintos biclusters que se encuentran.
El algoritmo xMotifs [68], Conserved gene expression motifs, es un algo-
ritmo voraz no determinista que encuentra biclusters con valores constantes.
Ba´sicamente la idea consiste en hacer una particio´n para cada fila, dicha par-
ticio´n se realiza segu´n la significancia estad´ıstica de cada intervalo generado
comparado con una distribucio´n uniforme. Una vez realizada se elige una
columna, que actu´a como semilla, y otro conjunto de columnas, que actu´an
como discriminantes, estableciendo as´ı las cotas de un posible bicluster. A
continuacio´n se an˜aden filas y si se verifica que las nuevas filas tienen el
mismo estado que la fila original se an˜aden al bicluster. El proceso se repite
para cada fila pudiendo generar, por lo tanto, biclusters solapados. Una res-
triccio´n importante al aplicar este algoritmo es el nu´mero de columnas del
microarray, as´ı por ejemplo en la implementacio´n disponible en BiCAT [10]
so´lo admite microarrays que tengan menos de 64 condiciones. En general
la mayor´ıa de matrices de expresio´n tienen menos de 64 columnas pero en
algunos casos, sobre todo experimentos de tipo temporal, puede sobrepasar
este nu´mero de columnas.
El algoritmo SAMBA [85], Statistical-Algorithmic Method for Bicluster
Analysis, es un algoritmo voraz que enumera de manera exhaustiva todos
los biclusters que se pueden construir teniendo en cuenta un modelo basado
en grafos bipartitos. El algoritmo se basa en te´cnicas de teor´ıa de grafos y
en te´cnicas de muestreo estad´ıstico. Se define el microarray como un grafo
bipartito que relaciona genes y condiciones en el que cada arista indica la
relacio´n entre ambos. Siguiendo un modelo estad´ıstico se asignan pesos a
cada arista. El algoritmo funciona an˜adiendo y quitando nodos de forma que
se encuentran aquellos subrgrafos con un peso ma´ximo. Bajo las restricciones
del modelo el problema deja de ser NP-completo y el algoritmo funciona en
tiempo polinomial.
4.3.2. Algoritmos basados en metaheur´ısticas
Se conocen como metaheur´ısticas a una familia de esquemas algor´ıtmicos
que encuentran soluciones aproximadas a problemas de bu´squeda. Si esta-
mos ante un problema cuya complejidad computacional impide la existencia
de un algoritmo que encuentre una solucio´n de manera eficiente, la aplica-
cio´n de un esquema metaheur´ıstico es una alternativa para su resolucio´n. Se
debe tener en cuenta que ante problemas para los que s´ı existe un algoritmo
exacto, o cla´sico, e´ste siempre mejora la solucio´n aportada por el algorit-
mo aproximado. Por lo tanto una metaheur´ıstica se debe aplicar so´lo ante
problemas computacionalmente costosos. Bajo el te´rmino metaheur´ıstica se
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encuentran una variedad de esquemas algunos de ellos bioinspirados, como
los algoritmos gene´ticos, los algoritmos de enjambres de part´ıculas o lo algo-
ritmos meme´ticos, aunque otras te´cnicas que no pueden ser calificadas como
bioinspiradas como por ejemplo bu´squedas tabu´ o de enfriamento simulado.
Como ya hemos comentado el problema del biclustering en su formula-
cio´n esta´ndar, no sujeta a ningu´n tipo de reformulacio´n adicional o trata-
miento previo, es un problema NP-completo. Existe por lo tanto una familia
de algoritmos de biclustering basados en la aplicacio´n de una metaheur´ıstica
que optimiza una funcio´n de bu´squeda que mide la calidad de los biclusters.
La mayor´ıa de estos algoritmos usan funciones objetivo basadas en el residuo
cuadra´tico MSR (eq. 4.1), previamente comentado. El motivo de caracterizar
de esta forma la calidad de los biclusters se debe ba´sicamente a dos motivos.
Por un lado el residuo interviene en el algoritmo de Cheng y Church que
fue el art´ıculo fundacional del biclustering y por otro lado, y con ma´s fuer-
za, todos estos algoritmos establecen comparativas entre ellos de forma que
es fundamental el uso de la misma funcio´n objetivo para poder establecer
que´ aproximacio´n es mejor.
Las primeras aproximaciones se basan en algoritmos gene´ticos que son
considerados algoritmos bioinspirados debido a que su idea intuitiva se basa
en la teor´ıa de la seleccio´n natural enunciada por Darwin, base de la Compu-
tacio´n Evolutiva. La idea ba´sica es la supervivencia de los mejor adaptados.
De esta forma se codifican individuos que representan soluciones al problema
considerado y cada cual se pondera con un valor que viene determinado por
la evaluacio´n de la funcio´n objetivo. Esta´s soluciones dan lugar a otras y so´lo
permanecen en el proceso aquellas con mejor ponderacio´n. Al final la mejor
o las mejores soluciones resultantes son la solucio´n buscada del problema.
Para llevar a cabo un esquema evolutivo como el descrito es necesario un
mecanismo mediante el cual varios individuos se relacionen entre ellos y den
lugar a nuevos individuos que tambie´n codifiquen soluciones al problema y,
por otro lado, un mecanismo que evite que el proceso quede atrapado en
una solucio´n parcial. Los Algoritmos Gene´ticos son un tipo particular de
Algoritmos Evolutivos en los que cada solucio´n viene codificada como un
gen que suele ser representado como una cadena con informacio´n binaria.
Hay un mecanismo de generacio´n de nuevas soluciones basado en operadores
de cruces entre genes, de un punto de corte, dos puntos de corte, uniformes,
etc., y otro que evita caer en soluciones parciales o mı´nimos locales que
recibe el nombre de operador de mutacio´n.
El algoritmo SEBI [29], Sequential Evolutionary BIclustering, presenta
un esquema evolutivo basado en algoritmos gene´ticos en el que la funcio´n
de optimizacio´n utilizada se basa en el residuo, MSR. El algoritmo consiste
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en un algoritmo evolutivo de recubrimiento secuencial en el sentido que se
ejecuta un algoritmo gene´tico por cada bicluster que se obtiene. La funcio´n
objetivo lleva asociada un te´rmino que controla que no se encuentre de forma
reiterada la misma solucio´n de manera que penaliza en la bu´squeda aquellos
biclusters ya obtenidos. En este trabajo se denomina a dicho factor como
de control del solape. Se debe tener en cuenta que en este sentido es un
mecanismo algor´ıtmico para el control de no encontrar de forma reiterada
siempre la misma solucio´n. En general, el solapamiento entre resultados
de un algoritmo de biclustering es en general deseable dado el significado
biolo´gico que representa. La funcio´n objetivo del algoritmo SEBI optimiza
de tal forma que, adema´s de minimizar el residuo y controlar la reiteracio´n o
solape de soluciones que se encuentran, maximiza el taman˜o de los biclusters
encontrados. Se trata de una combinacio´n de varios te´rminos en la suma que
son controlados mediante unos para´metros.
Siguiendo este mismo enfoque se puede plantear el problema como un
problema de optimizacio´n multiobjetivo. En [66, 9] se utiliza el algoritmo
NSGA-II, un algoritmo evolutivo de optimizacio´n multiobjetivo, maximi-
zando por un lado el taman˜o de los biclusters y minimizando el valor del
residuo. En la optimizacio´n multiobjetivo se encuentra todo un conjunto de
soluciones candidatas y en funcio´n de a que´ te´rmino se le conceda prioridad
se elige una u otra. Ambos trabajos son de los mismos autores y presentan
la idea expuesta aunque con distintos estudios experimentales en los que
se enfatizan distintos aspectos. En [30] se adopta un mismo enfoque y se
presenta un algoritmo de biclustering, llamado SMOB, que es una versio´n
multiobjetivo del algoritmo SEBI tambie´n de los mismos autores.
En [16] se presenta un algoritmo evolutivo basado en Algoritmos Gene´ti-
cos. Se aborda el problema como una optimizacio´n del taman˜o de los bi-
clusters sujeta a una restriccio´n dada por la calidad de los mismos. Dicha
restriccio´n se establece segu´n un umbral del residuo de cada bicluster. De
esta forma se establece una bu´squeda local por cada bicluster encontrado de
modo que lo transforma hasta que se cumple la restriccio´n impuesta. Esta
bu´squeda local acelera el proceso de bu´squeda y se concluye que de esta
forma se mejora el tiempo de ejecucio´n de otras te´cnicas. Por lo tanto, el
objetivo no es so´lo encontrar buenos biclusters sino que el proceso tenga un
rendimiento ma´s efectivo.
En [37], teniendo en cuenta la misma motivacio´n, se presenta un algorit-
mo gene´tico que incorpora una bu´squeda local en el proceso. En este caso no
se establece como una restriccio´n a satisfacer sino que mejora el valor de la
funcio´n objetivo. Los mismos autores en [38] presentan un algoritmo de bi-
clustering basado en un algoritmo multiobjetivo meme´tico. Los Algoritmos
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Meme´ticos son un tipo de algoritmos gene´ticos que incorporan una bu´sque-
da local en el proceso de bu´squeda. La intuicio´n en la que se basan es que
en el esquema de seleccio´n entre individuos no so´lo importa la informacio´n
heredada de los padres sino las condiciones ambientales que les proporciona
una mejor adaptacio´n. Es por ello que un algoritmo basado en el esquema
de un algoritmo meme´tico es ba´sicamente un algoritmo gene´tico al que se
incorpora un mecanismo de mejora de soluciones.
Cuando se comenta bu´squeda local hay que diferenciar dos tipos de
bu´squedas, aquellas que son independientes del significado de la funcio´n
objetivo y aquellas que dependen de su sema´ntica o significado. Las prime-
ras se basan en un rastreo de tipo aleatorio de las soluciones pro´ximas en el
espacio de bu´squeda a la que se quiere mejorar mediante la bu´squeda local.
No dependen del problema, las hay de varios tipos y son aplicables a cual-
quier problema de optimizacio´n. Las segundas mejoran la solucio´n generando
una nueva teniendo en cuenta modificaciones basadas en la funcio´n concreta
que se optimiza. Las bu´squedas locales antes descritas son la mayor´ıa del
segundo tipo y se basan en la mejora del residuo MSR.
En [27], por ejemplo, se aborda el problema basa´ndose en una me-
taheur´ıstica conocida como GRASP Reactivo, Reactive Greedy Randomized
Adaptive Search Procedure, que contiene una bu´squeda local del primer tipo.
El algoritmo de biclustering se basa en la generacio´n de una solucio´n que
ejerce de semilla, que se encuentra mediante un algoritmo de clustering, y
es el punto de salida de la metaheur´ıstica. Este tipo de algoritmos, GRASP,
se basa en ordenaciones de las soluciones candidatas segu´n un para´metro y
la bu´squeda voraz junto a mejoras locales de las soluciones.
Se pueden encontrar diversos trabajos que aplican las metaheur´ısticas
ma´s conocidas para abordar el problema del biclusterig. Todos ellos tienen
en comu´n el basarse en la optimizacio´n de una funcio´n en la que interviene el
residuo cuadra´tico. As´ı por ejemplo, en [19] se aplica una metaheur´ıstica de
Recocido Simulado, Simulated Annealing, que debe su nombre a los procesos
de enfriamiento de materiales, los cuales siguen un proceso de equilibrio en-
tre sus part´ıculas y ah´ı se encuentra la idea de optimizacio´n. En [54] se aplica
una metaheur´ıstica de Nubes de Part´ıculas, Particle Swarm Optimization,
que recibe el nombre del comportamiento de los enjambres de animales co-
mo, por ejemplo, enjambres de abejas. O, como tambie´n por ejemplo, en
[53] que se aplica un algoritmo de Estimacio´n de Distribuciones, Estima-
tion of Distribution Algorithm, cuyo funcionamiento se basa en la definicio´n
de un grafo del espacio de bu´squeda y la definicio´n de una distribucio´n de
probabilidad. Dicha distribucio´n se ajusta al grafo subyacente en el espa-
cio de bu´squeda y de esta forma se gu´ıa de manera eficiente el proceso de
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optimizacio´n.
El problema del Residuo Cuadra´tico Medio como medida de cali-
dad
Como hemos comentado, las aproximaciones anteriores se basan en la
optimizacio´n de funciones basadas en el residuo cuadra´tico medio o MSR
definido en el art´ıculo fundacional de Cheng y Church. Sin embargo, en el
caso de biclusters con evoluciones coherentes, la medida MSR presenta pro-
blemas. En el trabajo presentado en [1] se demuestra que la medida MSR
depende de la varianza de los patrones de escalado, lo que implica que aque-
llos biclu´ster donde se observen un valor alto para la varianza del factor de
escalado no son capturados por el residuo. Geome´tricamente esta situacio´n
se corresponde con biclusters que presenten picos muy pronunciados en su
crecimiento o decrecimiento. Este tipo de comportamientos son los ma´s re-
levantes biolo´gicamente pues se corresponden con funciones de activacio´n
entre genes.
Este hecho motiva una serie de trabajos cuyo principal objetivo es el
estudio de nuevas medidas de calidad para la evaluacio´n de biclusters que
corrijan los defectos del residuo como medida de ponderacio´n [75, 74, 76].
4.3.3. Algoritmos basados en correlacio´n
La correlacio´n lineal entre genes ha sido utilizada como medida de calidad
de biclusters en varios trabajos. Se basa en que los principales patrones
se recogen en un biclu´ster que tenga sus genes correlacionados entre s´ı.
Dos genes esta´n correlacionados si uno se puede expresar como combinacio´n
lineal del otro y por tanto muestran ambos un mismo comportamiento. La
correlacio´n es ampliamente utilizada en el ana´lisis de datos de expresio´n y
otros tipos de datos o´micos. Por lo tanto se establece que genes co-expresados
son equivalentes a genes correlacionados y se trabaja en consecuencia de esta
forma.
Siguiendo este nuevo enfoque, que resuelve el problema del residuo cuadra´ti-
co medio como medida de calidad, han surgido varios trabajos que se basan
en la correlacio´n como objetivo a optimizar.
En [88] se presenta un algoritmo que define una medida basada en la co-
rrelacio´n de Pearson, no so´lo entre genes sino tambie´n entre condiciones, y un
proceso de bu´squeda basado en un SVD, Singular Value Decomposition. Este
tipo de proceso de bu´squeda es parecido al utilizado en el Spectral Bicluste-
ring [49], que se basa en un proceso de ca´lculo de autovectores asociados a
los autovalores de la matriz de los biclusters. El algoritmo propuesto es una
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modificacio´n que encuentra biclusters correlacionados gracias a la definicio´n
de la nueva medida.
BCCA [14], Bi-Correlation Clustering Algorithm, es un algoritmo voraz
no determinista que realiza la bu´squeda de biclusters teniendo en cuenta la
correlacio´n de Pearson como medida de similitud entre genes. El algoritmo
depende de un para´metro de correlacio´n segu´n el cual se definen los biclusters
a encontrar. Es exhaustivo y requiere un tiempo de ejecucio´n considerable
aunque se puede ejecutar en una versio´n no exhaustiva. Si se ejecuta de esta
segunda forma el algoritmo actu´a de manera que los resultados obtenidos
no esta´n solapados.
BICLIC [92], BIclustering by Correlated and Large number of Individual
Clustered seeds, utiliza la correlacio´n como medida y se basa en la expan-
sio´n de una semilla. Primero se aplica un clustering a cada dimensio´n para
construir un biclu´ster semilla y luego, mediante un proceso de expansio´n, se
elabora una bu´squeda en toda la matriz. Este algoritmo a diferencia de por
ejemplo BCCA, obtiene tanto patrones correlados positiva como negativa-
mente.
El algoritmo presentado en [34] se basa en la correlacio´n de Spearman por
filas y columnas en lugar de la correlacio´n de Pearson. Se define una funcio´n
de calidad basada en la correlacio´n y se elabora un proceso de bu´squeda ba-
sado en una metaheur´ıstica de (EDA) Estimation of distribution algorithms,
algoritmos de estimacio´n de la distribucio´n en espan˜ol. Este algoritmo como
el anterior encuentra patrones correlacionados postiva y negativamente.
El uso de la correlacio´n como medida de calidad para la bu´squeda de
biclusters se ha generalizado en muchos trabajos, aceptando que genes co-
rrelacionados implica co-expresados y por lo tanto co-regulados [6, 88, 51,
64, 15, 15, 92].
4.3.4. Otros algoritmos
Se pueden tambie´n destacar otros algoritmos que debido a las te´cnicas
de bu´squeda que utilizan han marcado tendencia. El algoritmo presentado
en [50], Plaid Model biclustering, es un algoritmo que modela estad´ısti-
camente la matriz de entrada como una superposicio´n de capas, donde ca-
da una se corresponde con un bicluster. De manera iterativa se ajustan
los para´metros asociados a cada capa para estudiar el valor de su residuo
(MSR) y de esta manera se obtienen los biclusters ma´s relevantes. El algorit-
mo presentado en [49], Spectral biclustering, utiliza te´cnicas basadas en el
ca´lculo de autovectores, te´cnicas comunes en el a´lgebra lineal, para capturar
biclusters que presenten un valor de varianza por debajo de un determinado
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umbral.
Los trabajos presentados en [43] y [39] siguen de manera independiente
un enfoque parecido. Se caracterizan los principales patrones como hiper-
planos en espacios de alta dimensionalidad. Es decir, se considera el espacio
generado por todas las condiciones y se trata de buscar variedades lineales
en ese espacio. Este enfoque de tipo geome´trico conlleva el uso de te´cnicas
cla´sicas generalmente utilizadas en otro tipo de campos, como por ejem-
plo las te´cnicas de procesamiento de ima´genes, aplicando de esta forma el
algoritmo de deteccio´n de l´ıneas de la transformada de Hough. El art´ıculo
presentado en [43] es el primero que usa por primera vez este enfoque, sin
embargo [39] usando ideas parecidas presenta un estudio experimental ma´s
riguroso y que sigue un enfoque ma´s cercano al problema biolo´gico.
Algunos algoritmos de biclustering requieren una discretizacio´n de los
datos, siendo este paso de vital importancia segu´n que´ tipo de resultados se
deseen obtener. El algoritmo de BiMAX presentado en [77] es el principal
representante de este grupo de algoritmos. Este algoritmo se encuentra dis-
ponible entre los algoritmos de la herramienta software presentada en [10], lo
que suele considerarse referente entre aquellos algoritmos que requieren dis-
cretizacio´n previa. Requiere un alto coste computacional de ca´lculo y otros
algoritmos como [81] o [51] trabajan tambie´n con datos discretos y mejoran
su coste computacional.
Los algoritmos eCCC-biclustering y CCC-biclustering, presentados
en los art´ıculos [58] y [59] respectivamente, trabajan con datos discretos pero
se especializan en datos de expresio´n temporales. Es decir, las columnas o
condiciones de la matriz de expresio´n deben respetar el orden en el que se
encuentran puesto que representan datos de tipo temporal. En estos art´ıcu-
los por ejemplo los datos son momentos del ciclo celular de la levadura.
De esta manera la complejidad computacional del problema del biclustering
se reduce pasando a ser un problema computacionalmente tratable, no es
NP-completo. Gracias a la discretizacio´n de los datos, y la restriccio´n de
columnas continuas en los resultados, se pueden aplicar te´cnicas de trata-
mientos de cadenas. Ambos algoritmos se basan en el conocido algoritmo de
Ukonnen de bu´squedas de cadenas similares que se aplica de manera local
iterativamente. La diferencia entre ambos algoritmos, presentados por los
mismos autores, consiste en la tolerancia a errores en los patrones encontra-
dos. Se considera positivo admitir ciertos errores en la identificacio´n de las
cadenas y de esta manera se pueden corregir errores cometidos en el paso
de discretizacio´n.
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4.4. Metodolog´ıa de comparacio´n y validacio´n
Debido a la gran cantidad de algoritmos de biclustering que se pueden
encontrar estos u´ltimos an˜os en la literatura, es de gran importancia abordar
el problema de la comparacio´n entre los mismos y los mecanismos para
determinar que´ algoritmo es el ma´s adecuado segu´n la naturaleza de los
datos que se manejen. Los principales surveys presentes en la literatura
[60, 86, 20] no abordan el estudio comparativo entre los distintos algoritmos
sino tan so´lo su clasificacio´n. Se pueden clasificar los distintos algoritmos
segu´n la te´cnica de bu´squeda y segu´n los patrones que encuentra.
El problema del biclustering es un problema de aprendizaje no supervi-
sado, por lo tanto la manera de determinar si un algoritmo obtiene buenos
resultados consiste en recurrir a conocimiento externo al problema. Por lo
tanto, se debe tener un conocimiento profundo de los datos de estudio y se
trata de determinar la calidad de los resultados obtenidos. El art´ıculo [77]
plantea una comparacio´n entre algoritmos en funcio´n del porcentaje de bi-
clusters enriquecidos que cada algoritmo devuelva. Se dice que un biclu´ster
esta´ enriquecido si es estad´ısticamente significativo respecto a un conjunto
de genes de referencia. Se toma como referencia la ontolog´ıa de genes GO
[5] y se trata de determinar si el grupo de genes de un biclu´ster esta´ pre-
sente en un te´rmino de dicha ontolog´ıa. Para ello se realiza un contraste
de hipo´tesis, normalmente el test de Fisher, que como se repite respecto a
todos los te´rminos GO presentes en las anotaciones se lleva a cabo un con-
traste mu´ltiple de hipo´tesis. Este test mu´ltiple se debe corregir mediante
otro proceso estad´ıstico, normalmente el me´todo de Bonferroni. Como cada
algoritmo obtiene un nu´mero distinto de resultados la comparativa se es-
tablece en funcio´n del porcentaje de biclusters enriquecidos. Hay que tener
en cuenta que estos estudios experimentales suelen presentar problemas de
varios tipos: co´mo son los ficheros de anotaciones de te´rminos GO utilizados,
como se determina que un grupo de genes este´ presente o no en un te´rmino,
de nomenclatura de genes, etc.
En biclustering es ma´s complicado que en clustering la definicio´n de
unas medidas de validacio´n en funcio´n de la estructura de los resultados.
Te´ngase en cuenta que se puede medir la homogeneidad de los resultados
pero no la separacio´n de los mismos dado que no la cumplen. Los criterios de
homogeneidad se establecen en funcio´n de una medida de tipo estad´ıstico,
generalmente el residuo o la correlacio´n, y se analizan los resultados de esta
manera. De manera alternativa podemos encontrar en muchos art´ıculos un
me´todo de comparacio´n entre algoritmos basados en datos sinte´ticos [32].
Se genera una matriz de manera artificial y se almacena dentro de ella un
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conjunto de biclusters que se estimen buenos. Se estudian y se comparan los
distintos algoritmos entre s´ı segu´n su capacidad de detectar estos biclusters.
Se suele utilizar el ı´ndice de Jaccard [32].
El problema que presenta un enfoque basado en datos sinte´ticos es que la
distribucio´n de los datos debe ajustarse lo ma´ximo a la realidad. Es decir, no
pueden estar resaltados los biclusters que se buscan debido a que los valores
que los rodean son excesivamente diferentes en rango, tendencia, etc. De esta
forma se dar´ıa un sobreajuste entre los resultados a buscar y el mecanismo
de bu´squeda del algoritmo y la validacio´n no ser´ıa realista. Por otro lado,
determinar que´ significa que un biclu´ster sea o no bueno introduce tambie´n
de manera inevitable un sobreajuste en la validacio´n.
Algunos trabajos establecen la comparativa entre algoritmos abriendo el
espectro de la validacio´n de los genes [52], trabajando por ejemplo con redes
de prote´ınas y no so´lo con GO, o utilizando ı´ndices internos de cara´cter
descriptivo y te´cnicas de visualizacio´n de datos [82].
4.5. Nuevas tendencias
Existen gran cantidad de algoritmos de biclustering como hemos podido
ver en este cap´ıtulo. La comparacio´n entre ellos, y determinar que´ algoritmo
ofrece un mejor rendimiento para unos datos y un problema en concreto,
no es una tarea fa´cil. De hecho se puede considerar todav´ıa un problema
abierto en este campo. Actualmente se considera que son ma´s interesan-
tes las aplicaciones, e integracio´n del biclustering dentro de estudios ma´s
generales, que el desarrollo de un algoritmo en concreto que compita con
los dema´s en tiempo, precisio´n o sensibilidad. No obstante el desarrollo de
nuevas medidas de calidad, para una mejor deteccio´n de los patrones que se
buscan, y el desarrollo de algoritmos, sigue siendo campos de investigacio´n
relevantes. As´ı por ejemplo hay estudios sobre el funcionamiento de nuevas
medidas, como la informacio´n mutua propia de la teor´ıa de la informacio´n,
en el problema de la deteccio´n de biclusters [42]. Otros trabajos, como [46],
mejoran te´cnicas cla´sicas de biclustering mejorando su tolerancia a ruido,
escabilidad o flexibilidad. En este caso se mejora el algoritmo de OPSM
mediante te´cnicas de tratamiento de local de cadenas.
Se conoce como tuber´ıas de te´cnicas o pipelines al encadenamiento de
distintas te´cnicas para la resolucio´n de un problema. De esta manera un
algoritmo de biclustering se convierte en una pieza que se integra en un es-
quema algor´ıtmico ma´s general. Por ejemplo, en [22] se aborda un problema
de clasificacio´n en el que juega un papel relevante el biclustering. Se define
el concepto de metabiclu´ster que se utiliza como pieza fundamental en la
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clasificacio´n de datos. Este trabajo es un ejemplo interesante de aplicacio´n
de biclustering en el marco de un problema general de desarrollo de modelos
de prognosis de enfermedades. As´ı mismo, en [56] el biclustering se enmarca
en un problema de ana´lisis de datos de espectrometr´ıa de masas. En [47] se
integra el biclustering en un marco de descubrimiento de mo´dulos regulado-
res en el que se utilizan datos de expresio´n ge´nica y de secuenciacio´n, junto
con datos auxiliares de tipo filogene´ticos. En [26] se utiliza el biclustering
para mejorar un me´todo de deteccio´n de subredes de prote´ınas que sirven
como marcadores para desarrollar modelos de prognosis en ca´ncer.
En general, se debe tener en cuenta que el problema de deteccio´n de
mo´dulos de una red es un problema de bu´squeda que utiliza ideas similares
a los algoritmos de biclustering. En el marco de las redes de genes interesa
mo´dulos que no sean disjuntos entre s´ı y, por otro lado, el intere´s radica
en la bu´squeda de patrones locales ma´s que en la descripcio´n de la red en
su conjunto [90]. Estas ideas constituyen una oportunidad de trasladar las
ideas propias del biclustering al problema de bu´squeda de mo´dulos de una
red con el objetivo de definir nuevos marcadores. Ana´logamente, las ideas
propias del biclustering se pueden trasladar al estudio de otros tipos de datos
como por ejemplo el estudio de datos de microRNA [73]. Se trata de asociar
cadenas de microRNAs con sus genes objetivos, o target genes, por lo que
tras un procesamiento inicial de los datos de entrada se puede generar una
matriz que enfrente microRNA y genes candidatos, teniendo como objetivo
agrupar cadenas de microRNAs con comportamiento similar para un grupo
de genes.
Finalmente, la integracio´n entre distintas fuentes de datos es uno de las
tendencias actuales en Bioinforma´tica [7]. La proliferacio´n de repositorios
pu´blicos de fa´cil acceso, as´ı como proyectos como GO, KEGG, etc, facilitan
la fusio´n de distintas fuentes de datos. Siguiendo estas ideas se puede realizar
el estudio de co´mo afectan a los algoritmos de biclustering conocidos la
integracio´n de informacio´n adicional proveniente de otro tipo de datos. De
esta manera se consigue introducir un sesgo en la bu´squeda y se utiliza
informacio´n extra que ayude a encontrar los biclusters.
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Cap´ıtulo 5
Apuntes sobre integracio´n de
informacio´n biolo´gica
Es misio´n de la ciencia traspasar las fronteras del conocimien-
to, indagar ma´s alla´ y ampliar los l´ımites del saber humano,
an˜adiendo ma´s datos que nos permitan comprender el complejo
mundo en que estamos inmersos.
Explorando los genes. Del Big-Bang a la nueva Biolog´ıa. Nicola´s
Jouve (pa´g. 265).
5.1. Introduccio´n
En el contexto del biclustering se suelen usar repostorios biolo´gicos pu´bli-
cos como the Gene Ontology project (GO) o Kyoto Encyclopedia of Genes
and Genomes (KEGG) para tareas de validacio´n y comparacio´n entre los re-
sultados de distintos algoritmos. En el caso de GO, por ejemplo, se suele usar
el enriquecimiento de genes como criterio para elaborar rankings de compa-
racio´n entre algoritmos. Dados los biclusters obtenidos por cada algoritmo,
se estudia el porcentaje de ellos que son estad´ısticamente significativos en
alguno de los te´rminos de la ontolog´ıa. Es decir, si existe un subgrupo de
genes de ese biclu´ster que esta´n relacionados con algu´n te´rmino GO. Segu´n
ese porcentaje se establce el ranking entre los resultados obtenidos por los
distintos algoritmos [77]. GO es una ontolog´ıa con una estructura jera´rquica
con tres ramas o dominios: BP o procesos biolo´gicos, CC o componentes
celulares y MF o funciones moleculares. Cada te´rmino de la ontolog´ıa tiene
asociado un grupo de genes, que son anotados segu´n la informacio´n obte-
nida experimentalmente, mediante ana´lisis informa´ticos, etc. Los te´rminos
ma´s bajos en la jerarqu´ıa son ma´s espec´ıficos que los ma´s altos, que engloban
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a mayor nu´mero de genes bajo una descripcio´n ma´s general. Los ficheros de
anotaciones de genes relacionan te´rminos de GO con el conjunto de genes
que esta´n relacionados o anotados para dicho te´rmino. Este tipo de ficheros
son los que generalmente se usan en las labores de validacio´n y comparacio´n
de los resultados de los algoritmos de biclustering.
Toda la informacio´n almacenada en estos repositorios se utiliza por lo
tanto a posteriori del proceso de bu´squeda propio del biclustering. Por otro
lado, en biclustering, al igual que en el resto de te´cnicas de ana´lisis de datos
de expresio´n ge´nica, se asume que si un grupo de genes esta´n co-expresados
entonces comparten una determinada funcionalidad comu´n. Esta hipo´tesis
de partida ha sido criticada por algunos autores que ponen en cuestio´n
la completitud de los datos. Se argumenta que pueden existir grupos de
genes que se co-expresen en simulta´neo, para una misma condicio´n, como
resultado de procesos paralelos pero independientes y no por ello tienen por
que´ compartir una misma funcionalidad o proceso biolo´gico [18]. Es decir, la
informacio´n que se pueda extraer de los datos de expresio´n nos da una gu´ıa de
investigacio´n, o una pista, pero no es concluyente. En otras palabras, genes
co-expresados pueden ser genes co-regulados pero se necesita informacio´n
extra para llegar a la conclusio´n.
Este tipo de ideas motivan el uso de informacio´n complementaria para
un ana´lisis ma´s profundo de los datos de expresio´n ge´nica, no ya como he-
rramienta de validacio´n a posteriori, sino insertando toda la informacio´n en
las mismas te´cnicas o algoritmos. En general la integracio´n de la informa-
cio´n biolo´gica proviniente de distintas fuentes de datos es uno de los retos y
l´ıneas de trabajo ma´s prometedoras actualmente en Bioinforma´tica [7].
5.2. Integracio´n de informacio´n biolo´gica
En el campo del biclustering no se ha iniciado el desarrollo de algoritmos
h´ıbridos que integren informacio´n a priori. Sin embargo, en clustering se
pueden encontrar ya algunas propuestas que integran informacio´n biolo´gica
en el proceso de bu´squeda. Por ejemplo, el algoritmo presentado en [87] se
basa en el algoritmo de clustering del K-means e integra informacio´n de
GO mediante fichero de anotaciones directa. Se define una distancia que
se basa en la idea de co-expresio´n y similitud funcional entre los genes. En
clasificacio´n, por ejemplo, el algoritmo presentado en [8], que clasifica grupos
de genes, integra una medida basada en GO como parte del flujo de trabajo
para llevar a cabo dicha clasificacio´n. En concreto se usa la correlacio´n de
Pearson para medir la co-expresio´n entre los genes y, por otro lado la medida
basada en GO para definir un concepto de distancia. Dicha distancia se usa
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para construir grupos de genes para los que se elabora un ranking de genes
candidatos. En el campo de la seleccio´n de atributos el me´todo presentado en
[57] integra informacio´n proveniente de KEGG en lugar de GO. El algoritmo
es un algoritmo evolutivo que gracias a la informacio´n de KEGG mejora los
resultados de los algoritmos cla´sicos de seleccio´n de atributos.
En general se pueden encontrar otros trabajos que integran informacio´n
proveniente de distintas fuentes de datos, no so´lo GO o KEGG, para mejo-
rar el rendimiento. Por ejemplo, en el trabajo presentado en [55] se fusiona
informacio´n de la interaccio´n de redes de prote´ınas, datos de tipo geno´mico
e informacio´n extra´ıda de la literatura (literature mining) de manera si-
multa´nea. El algoritmo COALESCE [47] busca mo´dulos de regulacio´n de
genes usando datos de expresio´n ge´nica junto con datos de secuenciacio´n de
ADN. El algoritmo propuesto en [26] usa redes de interaccio´n de prote´ınas
y datos de expresio´n ge´nica para descubrir biomarcadores relacionados con
diversos tipos de ca´ncer. Dichos biomarcadores son grupos de genes que
adema´s de estar co-expresados tienen una alta conectividad en las redes de
prote´ınas. Ma´s recientemente, y en el campo del biclustering, aunque apli-
cado a datos de microRNA en lugar de a datos de co-expresio´n, el algoritmo
presentado en [73] usa en uno de sus pasos una medida basada en GO para
elaborar un ranking entre los biclusters que encuentra.
5.2.1. Medidas de similutud funcional entre genes basadas
en GO
Se pueden definir medidas de distancias entre genes segu´n la informacio´n
sobre dichos genes almacenada en GO. Existen multitud de medidas de
similitud sema´ntica para comparar te´rminos de GO donde los genes esta´n
anotados. Estas medidas no miden la distancia entre dos genes sino entre
los propios te´rminos de la ontolog´ıa y a trave´s de estos se puede establecer
la medida entre los genes. Estas medidas se pueden clasificar ba´sicamente
en dos grupos: medidas basadas en la topolog´ıa de la ontolog´ıa, o edge-based
measures, y medidas basadas en la informacio´n almacenada dicha ontolog´ıa,
o las information content (IC)-based measures. El primer grupo asume que
la especifidad de un te´rmino se puede inferir directamente de su profundidad
en el grafo de GO, se basa en la topolog´ıa del grafo de GO. El segundo grupo
por otro lado se basa en la frecuencia de aparicio´n de un te´rmino en dicho
grafo ma´s que en el lugar en el que se encuentra.
En general un mismo gen suele estar anotado en ma´s de un te´rmino
GO por lo que, si el objetivo es establecer distancias entre genes, es ma´s
adecuado usar medidas de similitud que comparen grupos de te´rminos GO
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en lugar de te´rminos individuales entre s´ı. En la referencia [72] se presenta
una comparacio´n entre estas medidas y se concluye que SimGIC es la que
obtiene mejor resultado. Esta medida se usa para computar la similitud entre
dos genes usando el contenido de informacio´n (information content o IC)
asociado con cada te´rmino GO asociado a cada gen. Para poder computar
el IC se necesita no so´lo los ficheros de anotaciones extra´ıdos de GO sino
tambie´n su estructura de grafo (que se puede obtener como un fichero con
la extensio´n .obo). Otras medidas de similitud se basan en la construccio´n
de matrices binarias que recogen la estructura de GO. Estas matrices tiene
los genes como filas y los te´rminos GO como columnas y cada elemento
indica si un gen esta´ o no anotado en un te´rmino GO. Estas medidas se
inspiran en ideas propias de teor´ıa de la informacio´n. La medida presentada
en [65] se puede clasificar como una medida de similitud de sema´ntica pero
no necesita ni un preprocesamiento previo, para construir una matriz, ni un
fichero diferente del fichero de anotaciones con la estructura del grafo de GO.
Esta medida se basa en el solapamiento entre los te´rminos GO asociados a
dos genes y de esa forma se mide la similitud entre ellos. Para esta medida es
esencial la manera en la que el fichero de anotaciones, que relaciona genes y
sus te´rminos GO asociados, este´ construido. Cuando el fichero de anotaciones
tiene en cuenta un te´rmino y todos sus te´rminos padre en la ontolog´ıa, se









Johnny1 me dijo un d´ıa:“Este ca´lculo necesitara´ ma´s multiplica-
ciones que las que haya hecho antes toda la humanidad”. Pero
cuando estime´ el nu´mero de multiplicaciones hechas por los nin˜os
de los colegios de todo el mundo en los u´ltimos cincuenta an˜os,
descubr´ı que el nu´mero que yo hab´ıa estimado ¡era unas diez ve-
ces mayor!
Aventuras de un matema´tico. Memorias de Stanislam M. Ulam
(pa´g. 210).
6.1. Introduccio´n
Dada la matriz de expresio´n de un conjunto de genes, se trata de encon-
trar aquellos biclusters que proporcionen informacio´n relevante. La explora-
cio´n de los datos se puede plantear como un mecanismo de bu´squeda al que
se le proporciona un criterio que mide la calidad de cada bicluster. Bajo esta
perspectiva, el problema de biclustering puede ser abordado definiendo un
esquema algor´ıtmico que optimice una determinada funcio´n objetivo. Dicha
funcio´n proporcionara´ una manera de decidir sobre la calidad de cada bi-
cluster y de esta manera, siguiendo el valor que proporciona dicha funcio´n,
se puede guiar la exploracio´n. Debido a la complejidad computacional del
problema se utilizara´ un esquema metaheur´ıstico.
1Se refiere a John von Neumann, compan˜ero y amigo de Stanislam M. Ulam.
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La Bu´squeda Dispersa o Scatter Search es una metaheur´ıstica de optimi-
zacio´n basada en la evolucio´n de un pequen˜o conjunto de soluciones. Como
toda metaheur´ıstica, es un esquema de bu´squeda que establece una serie de
reglas para alcanzar la mejor solucio´n del problema estudiado. Se trata de
un algoritmo aproximado que encuentra una solucio´n cercana a la solucio´n
o´ptima sin llegar a alcanzarla. So´lo debe aplicarse a aquellos problemas que
no sean computacionalmente tratables y para los que no existe un algoritmo
exacto que los resuelva. Las metaheur´ısticas basadas en poblaciones usan la
evaluacio´n de cada posible solucio´n generada como mecanismo de optimiza-
cio´n. En nuestro caso cada solucio´n codificara´ un bicluster y por lo tanto el
algoritmo generara´ un gran nu´mero de biclusters para poder decidir cua´l es
el mejor de todos ellos. La combinacio´n entre distintas soluciones generan
otras nuevas y aquella que tenga el mejor valor respecto a la funcio´n de
evaluacio´n al final del proceso se considera el o´ptimo del problema. La prin-
cipal diferencia de la bu´squeda dispersa con otras metaheur´ısticas basadas
en poblaciones, como los algoritmos gene´ticos, es que tan so´lo evoluciona un
pequen˜o grupo de soluciones en lugar de toda la poblacio´n. Este pequen˜o
conjunto de soluciones tiene que recoger la mayor informacio´n posible del
espacio de bu´squeda y de esta forma se consigue alcanzar la solucio´n o´pti-
ma con ma´s eficiencia. Para su construccio´n por un lado se elige un primer
grupo de soluciones que tienen los mejores valores para la funcio´n objetivo
de entre todas aquellas generadas en la poblacio´n inicial. Por otro lado, se
eligen aquellas soluciones lo ma´s distintas posibles respecto del primer grupo
teniendo en cuenta la codificacio´n del problema. Se dice de ellas que son lo
ma´s dispersas posibles. De esta manera se garantiza la exploracio´n de so-
luciones que cubren distintas zonas del espacio de bu´squeda. Mediante este
mecanismo de eleccio´n de calidad y diversidad se puede aplicar el esquema
evolutivo a un pequen˜o grupo en lugar de a toda la poblacio´n inicial de
soluciones generadas.
6.2. Bu´squeda Dispersa: esquema ba´sico
En la figura 6.1 se puede observar el esquema ba´sico de un algoritmo de
biclustering basado en una metaheur´ıstica de bu´squeda dispersa. La entrada
es la matriz de expresio´n del conjunto de genes y el nu´mero de biclusters que
se van a buscar. Como se vera´ ma´s adelante, segu´n que´ versio´n del algoritmo
vayamos aplicar se tienen que an˜adir algunos para´metros de entrada adicio-
nales. Cada bicluster se obtiene mediante un esquema de bu´squeda dispersa
que se aplica tantas veces como nu´mero de biclusters se haya introducido
como para´metro de entrada.
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Figura 6.1: Esquema Bu´squeda Dispersa o Scatter Search para Biclustering.
Para obtener un bicluster el esquema de bu´squeda dispersa comienza
construyendo una poblacio´n inicial de posibles soluciones que actu´a como
inicializacio´n del proceso. Cada solucio´n codifica un bicluster al que se le
asocia un peso que viene determinado por el valor que le otorga la funcio´n
objetivo o de optimizacio´n. El nu´mero de soluciones de esta poblacio´n inicial
es una decisio´n de disen˜o, siendo el valor esta´ndar 200 en la mayor´ıa de los
esquemas cla´sicos de bu´squeda dispersa [61]. Las soluciones no se generan
de forma aleatoria sino de forma que sean tan diferentes entre s´ı como sea
posible. Esto se consigue aplicando el me´todo de diversificacio´n. As´ı mismo,
se aplica una bu´squeda local mediante el me´todo de la mejora, de forma que
el punto de partida sean soluciones con la mejor calidad posible.
Una vez construida la poblacio´n inicial se genera un pequen˜o conjunto
de soluciones que sea lo ma´s descriptivo posible del espacio de bu´squeda. Di-
cho conjunto consta de un reducido nu´mero de soluciones, en los esquemas
cla´sicos tan so´lo 10 soluciones [61], y recibe el nombre de conjunto de refe-
rencia. El espacio de bu´squeda es el conjunto de todas las posibles soluciones
que se puedan generar; es decir, todos los posibles biclusters. Debido a la
complejidad computacional del problema del biclustering, que como vimos
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Algorithm 1 Esquema de bu´squeda dispersa para biclustering
INPUT microarray D, nu´mero de biclusters que se encuentran numBi, para´metro para
controlar el taman˜o M
OUTPUT Conjunto Results con numBi biclusters.
begin
1: num← 0, Results← ∅
2: while (num < numBi) do
3: Population← DiversificationGeneration()
4: Population← Improvement(Population,ρ)
5: Reference Set ← Build(Population)
6: Population← Populationr Reference Set
7: i← 0
8: while (i < numIter) do
9: while (NOT stable) do
10: A← SubsetGeneration(Reference Set)
11: B ← SolutionCombination(A)
12: B ← Improvement(B,ρ)
13: Reference Set ← Update(B,Reference Set)
14: end while
15: Reference Set ← Rebuild(Population,Reference Set)
16: Population← Populationr Reference Set
17: i← i+ 1
18: end while
19: Bicluster ← the best one from Reference Set
20: Results← Results ∪ {Bicluster}
21: num← num+ 1
22: end while
end
en el cap´ıtulo anterior se trata de un problema NP-completo, no se pueden
comprobar una a una cada posible solucio´n del espacio de bu´squeda sino
que la bu´squeda se debe realizar de manera aproximada sin recorrer todo el
espacio de bu´squeda. Para ello la bu´squeda dispersa construye un conjunto
de soluciones representativas que recibe el nombre de conjunto de referencia.
Las soluciones que constituyen el conjunto de referencia se eligen segu´n dos
criterios. Un primer grupo que recoge las mejores soluciones de entre todas
las de la poblacio´n inicial y otro segundo grupo con aquellas ma´s diferen-
tes de la poblacio´n respecto de las elegidas en el primero. De esta forma se
consigue no so´lo elegir las mejores soluciones de la poblacio´n, que hara´n que
el proceso de bu´squeda se aproxime a la mejor solucio´n posible, sino que
se introduce diversidad en la bu´squeda, de forma que se explore la mayor
parte posible de todo el espacio de bu´squeda y se trata, de este modo evitar
que el proceso caiga en lo que se conoce como o´ptimos locales. Esta forma
de construir el conjunto de referencia consigue un equilibrio entre soluciones
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buenas que intensifiquen el proceso de bu´squeda y, por otro lado, soluciones
lo ma´s dispersas posible, y de ah´ı viene el nombre de bu´squeda dispersa, que
logren la dispersio´n en el proceso de bu´squeda. Es importante advertir que
la poblacio´n inicial es actualizada quitando de ella aquellas soluciones que
son incluidas en el conjunto de referencia.
Una vez construido el conjunto de referencia por primera vez se inicia
el proceso de estabilidad del mismo. Este proceso es el bucle interno del
algoritmo (ver Algoritmo 1) donde se realizan una serie de modificaciones
en dicho conjunto hasta que no se pueden encontrar mejores soluciones desde
el punto de vista de la funcio´n objetivo. En concreto, se combinan todas las
soluciones de dicho conjunto entre s´ı mediante el me´todo de generacio´n de
soluciones y se generan soluciones nuevas que introduzcan nuevos biclusters
en el proceso mediante el me´todo de la combinacio´n. De esta forma las diez
soluciones del conjunto de referencia han generado un nu´mero nuevo de
soluciones novedosas que antes de ser consideradas son mejoradas aplicando
la bu´squeda local que codifica el me´todo de la mejora. Teniendo en cuenta las
soluciones originales del conjunto de referencia y todas las nuevas que han
sido generadas se genera un nuevo conjunto de referencia mediante el me´todo
de actualizacio´n del conjunto de referencia, que elige las diez mejores segu´n
la funcio´n objetivo. Si este nuevo conjunto es igual que el original se dira´ que
ha alcanzado la estabilidad en el proceso y el algoritmo continu´a. En caso
contrario, se repite otra vez el proceso hasta que la estabilidad sea alcanzada
y el conjunto generado sea igual que el del paso anterior. Hay que tener en
cuenta que el proceso converge siempre a una situacio´n estable siendo el
nu´mero de pasos del mismo un indicativo del grado de intensificacio´n de la
bu´squeda.
Una vez alcanzado un conjunto de referencia estable se reconstruye y se
repite el proceso anterior. Esta operacio´n se realiza un nu´mero establecido
de veces, que en los esquemas cla´sicos de bu´squeda dispersa suele ser veinte
[61]. La reconstruccio´n del conjunto de referencia se realiza considerando
las cinco mejores soluciones del conjunto de referencia junto con otras cinco
que se eligen de la poblacio´n inicial y son lo ma´s dispersas posibles respecto
de las cinco anteriores. Tras ello se actualiza la poblacio´n inicial. Una vez
repetido el proceso las veinte veces, se toma la mejor solucio´n del conjunto
de referencia, el bicluster con el mejor peso, y se almacena en el conjunto de
resultados. Este bicluster sera´ uno de los biclusters obtenidos por el algo-
ritmo. El esquema anterior se repite tantas veces como sen˜ale el para´metro
de entrada introducido, que indica el nu´mero de biclusters que se desean
obtener.
El pseudoco´digo presentado en el algoritmo 1 recoge el esquema anterior
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y permite leer rigurosamente co´mo funciona el proceso. Se puede observar
con claridad que el algoritmo es un esquema de bu´squeda secuencial de bi-
clusters en el sentido que un mismo proceso se repite un nu´mero de veces,
una por cada bicluster que se quiera encontrar. El bucle general, l´ınea 2 a la
22, se repite tantas veces como indique el para´metro de entrada nu´mero de
biclusters buscados. Entre las l´ıneas 8 y 18 se describe el bucle principal del
esquema de bu´squeda dispersa, que se encarga de reconstruir el conjunto
de referencia y que anteriormente hemos comentado que en los esquemas
cla´sicos se suele repetir veinte veces. Dentro de este bucle se encuentra el
bucle de estabilidad, l´ıneas 9 a la 14, en el que evoluciona el conjunto de refe-
rencia hasta que alcanza la estabilidad, como hemos descrito anteriormente.
Se puede observar en las l´ıneas 19 y 20 co´mo se almacena en el conjunto
de resultados el mejor bicluster del conjunto de referencia resultante del es-
quema de bu´squeda dispersa (l´ınea 3 a la 18). Es importante observar que
la poblacio´n inicial tan so´lo actu´a como arranque del proceso pero tan so´lo
sirve como apoyo del mismo, l´ıneas 3 a la 6. La intensificacio´n de la bu´sque-
da se consigue en el bucle de estabilidad, l´ıneas 9 a la 14, mientras que la
diversificacio´n de la misma se logra principalmente cuando se construye o
reconstruye el conjunto de referencia, l´ıneas 5 y 15. Las l´ıneas 6 y 16 son
fundamentales para que la poblacio´n inicial se vaya actualizando y aporte
informacio´n nueva en los sucesivos pasos del proceso.
6.3. Bu´squeda Dispersa: me´todos y detalles
Describimos a continuacio´n los diferentes me´todos que hemos descrito
tanto en la figura 6.1 como en el pseudoco´digo del algoritmo con ma´s detalle
(ver Algoritmo 1).
6.4. Codificacio´n de las soluciones
Se puede describir un bicluster enumerando los genes o filas de la ma-
triz del microarray que lo constituyen junto con sus columnas o condiciones
correspondientes. Con tan so´lo esa descripcio´n se puede construir dicho mi-
croarray. Siguiendo esta idea, y basa´ndonos en trabajos previos, se ha co-
dificado cada bicluster como una cadena de ceros y unos. Con ma´s detalle,
si un bicluster B es una matriz M compuesta de n ≤ N filas o genes y
l ≤ L columnas o condiciones, se codifica como una cadena binaria de ta-
man˜o N +L donde los N primeros bits codifican los genes y los L segundos
las condiciones. La figura 6.2 muestra un pequen˜o ejemplo.
6.4. Codificacio´n de las soluciones 69
Matriz de expresión
codificación del bicluster
matriz de expresión del bicluster
bicluster
Figura 6.2: Microarray y bicluster {G3,G5,G6—C2,C3} con su codificacio´n.
6.4.1. Me´todo de diversificacio´n
El me´todo de la diversificacio´n se encarga de la construccio´n de la po-
blacio´n inicial de las soluciones de forma que estas sean lo ma´s dispersas o
diferentes entre s´ı. De esta manera la poblacio´n inicial de soluciones consigue
describir mejor el espacio de soluciones que un mero conjunto de soluciones
aleatorias. Se trata de trabajar soluciones que describan de la mejor manera
posible el espacio de soluciones. Se ha seguido un me´todo para generar bi-
clusters lo ma´s dispersos posibles entre s´ı, es decir, lo ma´s lejanos segu´n el
concepto de distancia utilizado. Debido a la codificacio´n binaria de solucio-
nes, se emplea la distancia Hamming que mide el grado de similitud entre
cadenas de 0s y 1s. Dicho me´todo se basa en la generacio´n de cadenas de ce-
ros y unos lo ma´s diversas, o diferentes entre si, descrito en [61]. Este me´todo
se considerada cla´sico en los esquemas basados en bu´squedas dispersas que
utilizan codificaciones binarias. Se generan por separado la subcadena para
los genes y la subcadena para las condiciones.
Se toma como semilla una cadena binaria x de ceros y unos en la que
xi, con i = 1, . . . , n y n el nu´mero de bits, representa el valor o bit que hay
en cada posicio´n. Se genera una nueva cadena binaria x′ de tal manera que
cada nuevo bit es generado mediante la regla:
x′1+kh = 1− x1+kh for k = 0, 1, 2, 3, . . . , bn/hc (6.1)
siendo bn/hc el entero ma´s grande mayor o igual que n/h y h es el entero
menor que n/5, los valores que se salen del rango simplemente no provocan
ningu´n nuevo bit a tener en cuenta. El resto de bits de la cadena de x′
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permanecen iguales al valor que tuvieran en x. Despue´s de haberse generado
todas las posibles soluciones, si hacen falta ma´s soluciones basta repetir el
proceso con una nueva semilla. Se suele tomar como nueva semilla la u´ltima
cadena generada con anterioridad.
Es importante tener en cuenta que la codificacio´n elegida para el proble-
ma lleva asociada impl´ıcitamente la definicio´n de una me´trica. Esta me´trica
o distancia definira´ la topolog´ıa del espacio de soluciones o de bu´squeda.
As´ı el significado de soluciones dispersas o alejadas entre s´ı esta´ ligado a
esta distancia.
Como hemos comentado anteriormente, se ha considerado como distancia
la distancia Hamming que se define como el nu´mero de cambios necesarios
para transformar una cadena de bits en otra. Es decir, dadas dos cadenas
binarias, la distancia Hammning entre ambas indica lo parecidas o distintas
que son entre s´ı. Por ejemplo, la distancia Hamming entre 1011101 y 1001001
es 2 pues con tan so´lo dos cambios de bits se puede generar una teniendo en
cuenta la otra.
6.5. Construccio´n y reconstruccio´n del conjunto
de referencia
El conjunto de referencia lo constituye un pequen˜o grupo de soluciones
cuya evolucio´n sera´ la gu´ıa del proceso en la bu´squeda del o´ptimo. Estas
soluciones tienen que ser lo mejor posible tanto desde punto de vista de la
intensificacio´n de la bu´squeda como de la diversidad de la misma. Se entiende
como intensificacio´n en el proceso de bu´squeda como la convergencia hacia el
o´ptimo, de manera que el proceso se acelera cuando se acerca a la solucio´n. Se
entiende diversidad como la capacidad del proceso de explorar la mayor parte
de regiones del espacio de bu´squeda. Ambas deben mantener un equilibrio
porque por un lado el proceso debe acercarse al o´ptimo con mayor rapidez
pero sin dejar de explorar otras regiones del espacio en las que pudieran
encontrase mejores soluciones. Un proceso evolutivo desequilibrado puede o
bien no encontrar soluciones o´ptimas, porque es demasiado diverso, o bien
caer en o´ptimos locales porque encuentra la mejor solucio´n posible pero
restringida a una regio´n muy limitada del espacio de bu´squeda. Cuando se
construye o se reconstruye el conjunto de referencia se tienen en cuenta dos
grupos de soluciones: las que aportan intensificacio´n a la bu´squeda y las que
aportan diversidad.
La primera vez que se construye el conjunto de referencia, l´ınea 5 del
algoritmo ??, se introduce un primer grupo de soluciones que son las mejores
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de la poblacio´n inicial, desde el punto de vista de su peso, y un segundo
grupo, elegidas de la poblacio´n inicial, que son lo ma´s dispersas posible
respecto a las primeras. Es decir, si el taman˜o del conjunto de referencia
es 10 (taman˜o esta´ndar en los esquemas cla´sicos de bu´squeda dispersa) se
eligen las 5 mejores de la poblacio´n y aquellas 5 que sean lo ma´s diferentes,
dispersas o lejanas de la poblacio´n, en el sentido de la distancia Hamming.
Las siguientes veces que se reconstruye el conjunto de referencia se reali-
za un proceso ana´logo, l´ınea 15 del algoritmo 1. Se consideran para el nuevo
conjunto de referencia las mejores soluciones del conjunto de referencia pre-
vio, si el taman˜o es el esta´ndar se eligen las 5 mejores soluciones de las 10
que hay, y por otro lado, se consideran las 5 soluciones ma´s dispersas de la
poblacio´n inicial respecto de las previamente consideradas.
Es importante tener en cuenta que cuando se eligen las soluciones de la
poblacio´n inicial deben eliminarse de la misma. Caso contrario el proceso no
funcionar´ıa correctamente desde el punto de vista de la diversidad.
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Figura 6.3: Operador de cruce uniforme.
A partir de las soluciones existentes en el conjunto de referencia, se
pueden definir distintos mecanismos de generacio´n de nuevas soluciones, o
me´todos de generacio´n de nuevas soluciones, segu´n co´mo sea la codificacio´n
de las soluciones [61]. Debido a la codificacio´n binaria de los biclusters, y
a los estudios previos realizados, utilizamos el operador de cruce uniforme
generalmente utilizado en los algoritmos gene´ticos. Se pueden utilizar otros
operadores ma´s sofisticados que aceleren el proceso, de hecho las principales
mejoras en los esquemas de bu´squeda dispersa tienen lugar en el refinamiento
en la generacio´n de nuevas soluciones.
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Dadas dos soluciones, se genera una nueva solucio´n mediante el opera-
dor de cruce uniforme. Se generan todas las posibles parejas teniendo en
cuenta las soluciones existentes en el conjunto de referencia. Por lo tanto, se
generan S ∗ (S − 1)/2 nuevas soluciones siendo S el taman˜o del conjunto de
referencia. El operador de cruce uniforme genera aleatoriamente una ma´sca-
ra y la solucio´n generada se compone de los valores de una de las soluciones
originales cuando hay un 1 en la ma´scara y de la otra solucio´n cuando hay
un 0, ve´ase la figura 6.3.
6.7. Me´todo de combinacio´n y actualizacio´n del
conjunto de referencia
Se combinan todas las soluciones generando de esta maneras nuevas so-
luciones que son mejoradas mediante el me´todo de la mejora. Entre las
soluciones existentes en el conjunto de referencia y todas las generadas se
eligen las mejores soluciones segu´n el valor de la funcio´n objetivo. De esta
manera se actualiza el conjunto de referencia y se intensifica la bu´squeda.
Si el conjunto de referencia generado difiere del anterior, es decir, el me´todo
de la combinacio´n ha sido capaz de generar mejores soluciones, entonces el
proceso continu´a, caso contrario se alcanza la estabilidad del conjunto de
referencia y continu´a una nueva iteracio´n de la bu´squeda dispersa.
6.8. Me´todo de la mejora
El me´todo de la mejora consiste en una bu´squeda local que dada una
solucio´n genera una nueva solucio´n con un mejor valor de la funcio´n objetivo.
De esta manera se acelera la convergencia del proceso, ya que se trabajan con
las mejores soluciones posibles del espacio durante el proceso de bu´squeda.
La bu´squeda local puede depender o no de la sema´ntica de la funcio´n
objetivo que se utilice en concreto. Si se liga a la funcio´n objetivo, se puede
asegurar un funcionamiento ra´pido y efectivo en todos los casos. Se utiliza el
conocimiento concreto del problema para alcanzar un o´ptimo local cercano
a la funcio´n con la que se trabaje. Otra opcio´n consiste en la definicio´n de
una bu´squeda local “ciega” mediante una serie de permutaciones y, de esta
forma, se desliga la funcio´n objetivo del problema en cuestio´n del proceso
completo de bu´squeda. En cualquier caso es necesario el me´todo de la mejora
como acelerador de la convergencia y garant´ıa del correcto funcionamiento
del proceso completo.
Cap´ıtulo 7
Criterio de bu´squeda basado
en correlacio´n
Recuerdo una noche en que regrese´ tarde de Londres. En aquellos
tiempos, como medida de economı´a, apagaban a medianoche el
alumbrado urbano. Contemple el firmamento, atravesado por la
Vı´a La´ctea, como nunca lo hab´ıa visto. No habra´ faroles en mi
isla desierta, as´ı que vere´ bien las estrellas.
Agujeros negros y pequen˜os universos y otros ensayos. Stephen
Hawking (pa´g. 113)
7.1. Introduccio´n
En este cap´ıtulo se presentan dos propuestas de un algoritmo de biclus-
tering basado en un esquema de bu´squeda dispersa y cuya funcio´n objetivo
esta´ basada en el uso de correlaciones lineales. Se utiliza una medida de
correlacio´n lineal como medida de calidad para evaluar genes co-expresados
y se integra como parte de la funcio´n de peso de la metaheur´ıstica. Ambas
propuestas usan el esquema de bu´squeda dispersa expuesto en el cap´ıtulo
anterior y difieren, ba´sicamente, en la capacidad de encontrar o no patrones
de activacio´n-inhibicio´n. Dichos patrones se corresponden con grupos de ge-
nes correlacionados negativamente, es decir, genes que presentan una misma
tendencia de crecimiento-decrecimiento.
7.2. Propuesta SSCorr: correlaciones lineales I
Veamos co´mo se define la funcio´n objetivo y el me´todo de la mejora de
la primera propuesta de biclustering basado en correlaciones lineales usando
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un esquema de bu´squeda dispersa.
7.2.1. Evaluacio´n de biclusters: funcio´n objetivo
Dos genes muestran entre s´ı un patro´n de desplazamiento y escalado si
verifican la siguiente expresio´n:
gY = αgX + β α, β ∈ R (7.1)
Es decir, ambos genes dependen linealmente el uno del otro. Se puede
elegir su coeficiente de correlacio´n lineal para medir su grado de interde-
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(7.2)
donde cov(X,Y ) es la covarianza entre las variables X e Y , x y y son la
media de los valores de dichas variables y σX y σY sus desviaciones esta´ndar.
Dado un bicluster B compuesto por N genes, B = [g1, . . . , gN ], la corre-










donde ρ(gi, gj) es el coeficiente de correlacio´n entre el gen i y el gen j.





elementos dada la simetr´ıa del coeficiente
de correlacio´n, es decir ρ(gi, gj) = ρ(gj , gi).
La figura 7.1 muestra dos biclusters, uno con genes con un re´gimen dis-
tinto de expresio´n entre ellos (figura a la izquierda), es decir no siguen un
mismo patro´n de comportamiento, y otro en el que se puede observar que si-
guen un patro´n perfecto de desplazamiento y escalado (figura a la derecha).
El biclu´ster de la derecha, donde se puede observar que todos los genes cre-
cen y decrecen de una misma forma, patro´n de desplazamiento, aunque con
distinta intensidad, patro´n de escalado, tiene una correlacio´n media igual a
1. En el caso de la figura a la izquierda, donde no se observa ningu´n patro´n
de comportamiento comu´n, la correlacio´n media es casi cero, en concreto
0,003. Se consideran por tanto biclusters de calidad a aquellos que tengan
una correlacio´n media cercana a uno y caso contrario se considerara´n biclus-
ters de poca calidad. Como consecuencia de esta idea, la funcio´n objetivo
que se emplea en el proceso de optimizacio´n es la siguiente:
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genes con correlación alta
Figura 7.1: A la izquierda un bicluster formado por genes que no siguen
un mismo patro´n de expresio´n. A derecha otro bicluster con patrones de
desplazamiento y escalado.











donde nG y nC son los nu´meros de genes y condiciones del biclu´ster
B respectivamente, M1 y M2 son para´metros de control del volumen del
biclu´ster y σρ es la desviacio´n esta´ndar de los valores ρ(gi, gj) de (7.3). La
desviacio´n esta´ndar se incluye en la funcio´n objetivo para evitar casos en
los que el biclu´ster tenga un valor alto para la correlacio´n media pero a la
vez este´ formado por pares de genes poco correlacionados entre s´ı. Es decir,
para controlar que los biclusters este´n formados por patrones de genes lo
ma´s homoge´neos posibles. Por otro lado, se debe tener en cuenta que se
ha considerado (1 − ρ(B)) puesto que estamos resolviendo un problema de
minimizacio´n. Los mejores biclusters sera´n, por lo tanto, aquellos que tengan
un valor para la funcio´n objetivo lo ma´s cercano a cero posible.
La correlacio´n que se ha utilizado es la correlacio´n de Pearson. Se debe
tener en cuenta que la optimizacio´n es resistente a posibles ruidos (outliers)
en los datos debido a que se inserta en un proceso de optimizacio´n donde
se evalu´an multitud de posibles soluciones. Se pueden usar otras definicio-
nes de la correlacio´n pero implica un mayor coste computacional para cada
evaluacio´n de la funcio´n objetivo.
7.2.2. Me´todo de la mejora
Como se ha comentado en el cap´ıtulo anterior la bu´squeda dispersa in-
corpora un mecanismo de mejora de las soluciones generadas de manera que
se acelere el proceso de bu´squeda. Se mejora el valor de su funcio´n objetivo,
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mediante una bu´squeda local en el entorno de cada solucio´n, y se intercam-
bia la solucio´n existente por la nueva y de esta manera se introduce ma´s
calidad en la optimizacio´n.
En general se suelen usar como bu´squedas locales “mecanismos ciegos”,
basados en permutaciones de las cadenas que modifican las soluciones, de
manera que sean procesos independientes del significado de la funcio´n ob-
jetivo. Sin embargo, si se puede definir un algoritmo que dependa de la
sema´ntica de la funcio´n objetivo y optimice localmente cada solucio´n, se
suele llevar a cabo porque el proceso acelera su convergencia de manera
considerable.














bicluster antes del Método de la Mejora














bicluster después del Método de la Mejora
Figura 7.2: Un biclusters antes (izquierda) y despue´s (derecha) de ser some-
tido al me´todo de la mejora.
La funcio´n objetivo del caso que nos ocupa (ecuacio´n 7.4) busca genes
correlacionados positivamente que, como hemos comentado, reflejan compor-
tamientos de desplazamiento y escalado. Se puede definir como mecanismo
de mejora para cada biclu´ster un mecanismo que elimine aquellos genes que
no este´n correlacionados positivamente. La figura 7.2 muestra un biclu´ster
compuesto por cuatro genes: tres altamente correlacionados positivamente
y otro que tiene correlacio´n negativa con los tres anteriores. La correla-
cio´n media de dicho biclu´ster es de 0,0083 pero tras la mejora efectuada,
que consiste en eliminar el gen correlacionado negativamente, obtenemos un
biclu´ster con correlacio´n media igual a 1. Aunque el volumen haya dismi-
nuido la correlacio´n media ha mejorado en este caso y la funcio´n objetivo,
en su conjunto, mejora su valor. Se debe tener en cuenta que el mecanismo
optimiza tan so´lo uno de los te´rminos de la funcio´n objetivo, la correlacio´n
media, empeorando el te´rmino correspondiente al nu´mero de genes del bi-
cluster. Si un biclu´ster se somete al me´todo de la mejora pero no mejora
el valor de la funcio´n objetivo, aunque haya mejorado su correlacio´n media,
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simplemente no se intercambiara´ por el nuevo biclu´ster construido.
A continuacio´n se presenta el pseudoco´digo del algoritmo del me´todo de
la mejora expuesto anteriormente.
Algorithm 2 Me´todo de la mejora para SSCorr
INPUT Bicluster B = [g1, . . . , gN ]
OUTPUT Bicluster B′ ⊆ B tal que ρ(gi, gj) ≥ 0 ∀gi, gj ∈ B′
begin
i← 1, B′ ← {gi}, R← {}
while (i < N) do
j ← i+ 1
while (j ≤ N) do
if (ρ(gi, gj) > 0) then
if (gj 6∈ R) then
B′ ← B′ ∪ {gj}
end if
else
R← R ∪ {gj}
end if





7.3. Propuesta BISS: correlaciones lineales II
Veamos co´mo se define la funcio´n objetivo y el me´todo de la mejora de
la segunda propuesta de biclustering basado en correlaciones lineales usando
un esquema de bu´squeda dispersa.
7.3.1. Evaluacio´n de biclusters: funcio´n objetivo
Los patrones de desplazamiento y escalado reflejan la mayor´ıa de los
procesos biolo´gicos en los que la activacio´n de un gen implica la activacio´n
adicional de otros genes. Hemos visto que se puede utilizar la correlacio´n
lineal como forma de medir esta co-expresio´n mu´ltiple de genes en los datos
de expresio´n. Sin embargo en la primera propuesta realizada en el apartado
anterior no se contemplan los patrones de activacio´n-inhibicio´n. Estos pa-
trones consisten en que la desactivacio´n de un gen marca la sen˜al para la
activacio´n de otros e implica que estos genes tengan un re´gimen de expresio´n
complementario. Cuando uno se expresa el otro se inhibe y viceversa. Este
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tipo de patrones son muy relevantes en diversos procesos biolo´gicos y se le
esta´ prestando una especial atencio´n recientemente [94].
Se modifica la ecuacio´n de la correlacio´n media definida en la ecuacio´n
7.3 de manera que se capturen genes que este´n correlacionados tanto positiva










donde ρ(gi, gj) es el coeficiente de correlacio´n lineal entre el gen i y el
j. La principal diferencia con la definicio´n de la ecuacio´n 7.3 consiste en el
valor absoluto de manera que no se pierdan aquellos genes con correlacio´n
negativa. En la propuesta anterior un par de genes con correlacio´n negativa
alta pod´ıan eliminarse con un par de genes con correlacio´n positiva alta. Por
ejemplo, un par de genes con correlacio´n, por ejemplo, igual a 0,9 podr´ıan
compensar su valor con otro par de genes con correlacio´n igual a −0,9. De
esta forma el efecto de pares de genes con correlacio´n negativa no so´lo se
estar´ıa perdiendo sino que estar´ıa disminuyendo la calidad de los biclusters
cuando lo que ten´ıa que hacer ser´ıa aumentarla. La ecuacio´n 7.5 captura
correlaciones negativas entre genes sin embargo la ecuacio´n 7.3 no lo hace.
En consecuencia, la funcio´n objetivo se define de la siguiente manera:






siendo la principal diferencia con la funcio´n objetivo del apartado an-
terior la simplificacio´n del para´metro asociado al volumen, adema´s de por
supuesto el cambio esencial del ca´lculo de la correlacio´n media considerando
el valor absoluto.
7.3.2. Me´todo de la mejora.
El me´todo de la mejora definido en esta segunda propuesta difiere con el
de la seccio´n anterior ya que no consiste en eliminar genes con correlacio´n
negativa. La idea consiste en definir un umbral de correlacio´n y todo aquel
gen que tenga una correlacio´n por debajo de dicho umbral se elimina. Dado
dicho umbral, si un gen tiene un valor de la correlacio´n por debajo de dicho
umbral con al menos un gen del resto del biclu´ster, entonces se elimina del
mismo.
La figura 7.3 muestra un ejemplo de un biclu´ster compuesto por cuatro
genes que tienen una correlacio´n media de 0,70 usando la ecuacio´n 7.5. Se
puede observar que los genes 2 y 3 presentan un patro´n de escalado y que



















 gen 1 
 
 gen 2 
 
 gen 3 
 
 gen 4 
 
Figura 7.3: Un biclu´ster antes (l´ınea discontinua) y despue´s (l´ınea resaltada)
de haber aplicado el me´todo de la mejora.
el gen 4 presenta un patro´n de activacio´n-inhibicio´n respecto a estos dos
genes. El gen 1 no presenta ningu´n patro´n de comportamiento coherente
con el resto de genes. La tabla 7.1 muestra el valor de la correlacio´n entre
estos cuatro genes. Si se establece como umbral de correlacio´n 0,5, el gen
1 se elimina ya que su correlacio´n con los genes 2, 3 o 4 es menor que 0,5.
Una vez que se elimina el gen 1 del biclu´ster, el nuevo biclu´ster compuesto
por los genes 2, 3 y 4 tiene un valor para la correlacio´n media dada por la
ecuacio´n 7.5 de 0,98.
g1 g2 g3 g4
g1 1 0.14 -0.01 -0.05
g2 1 0.98 -0.89
g3 1 -0.93
g4 1
Tabla 7.1: Correlacio´n entre los genes 1, 2, 3 y 4.
En el Algoritmo 3 se presenta el pseudoco´digo del me´todo de la mejora
expuesto.
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Algorithm 3 Me´todo de la mejora para BISS
INPUT Bicluster B = [g1, . . . , gN ], umbral de correlacio´n mı´nima ρ
OUTPUT Bicluster B′ ⊆ B tal que |ρ(gi, gj)| ≥ ρ ∀gi, gj ∈ B′
begin
1: i← 1, B′ ← {gi}, R← {}
2: while (i < N) do
3: j ← i+ 1
4: while (j ≤ N) do
5: if (|ρ(gi, gj)| ≥ ρ) then
6: if (gj 6∈ R) then
7: B′ ← B′ ∪ {gj}
8: end if
9: else
10: R← R ∪ {gj}
11: end if
12: j ← j + 1
13: end while
14: i← i+ 1
15: end while
end
Procedimiento de eleccio´n del umbral de correlacio´n.
El me´todo de la mejora anteriormente propuesto introduce un nuevo
para´metro para usarse como umbral de correlacio´n. En el algoritmo de bi-
clustering propuesto dicho para´metro se ajusta automa´ticamente.
Se define un procedimiento que calcula para cada conjunto de datos
el mejor valor del umbral de correlacio´n. Dicho procedimiento consiste en
un muestreo experimental automatizado para el conjunto de datos con el
que se trabaje. Concretamente, se realiza un estudio para distintos valores
del para´metro, desde 0,1 hasta 0,9, y se elige aquel para´metro que obtenga
los mejores resultados. Para cada uno de ellos se generan 100 biclusters de
manera aleatoria, se le aplica el me´todo de la mejora y se ve que´ nu´mero
de biclusters efectivamente se mejora y genera un nuevo biclu´ster con un
valor ma´s pequen˜o para su funcio´n objetivo. Aquel para´metro que obtenga
un mayor nu´mero de biclusters mejorados es el que se elige como umbral de
correlacio´n para el me´todo de la mejora. Este procedimiento tiene lugar al
principio del proceso de bu´squeda dispersa, antes de generar la poblacio´n
inicial.
Cap´ıtulo 8
Criterio de bu´squeda basado
en la integracio´n de
informacio´n biolo´gica
La ortodoxia se ha resistido con un˜as y dientes -en gran medida
sigue resistie´ndose- a aceptar la teor´ıa de Margulis por el sencillo
hecho de que no encaja con sus prejuicios darwinistas.
Deconstruyendo a Darwin. Javier Sampedro (pa´g. 42)
8.1. Introduccio´n
En este cap´ıtulo se presenta un algoritmo de biclustering que integra in-
formacio´n de tipo biolo´gico durante el proceso de bu´squeda. De esta manera
se utiliza el conocimiento almacenado en repositorios pu´blicos para introdu-
cir un sesgo que ayude al algoritmo a encontrar los mejores biclusters desde
un punto de vista biolo´gico. La integracio´n de informacio´n es una de las
tendencias actuales en Bioinforma´tica [7] y ha sido investigada en distintos
campos como el clu´stering tradicional [87], la seleccio´n de caracter´ısticas
[57], etc, sin embargo, desde nuestro conocimiento, au´n no ha sido estudiada
en biclustering.
8.2. Propuesta GoldBinch: integracio´n de infor-
macio´n biolo´gica
El algoritmo propuesto se basa en un esquema de bu´squeda dispersa que
permite diferenciar claramente, como en los cap´ıtulos previos, el proceso de
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bu´squeda y el criterio que se usa. La funcio´n objetivo integra un te´rmino
que permite ponderar, en base a la informacio´n almacenada en repositorios
pu´blicos como GO o KEGG, la calidad del grupo de genes analizados. Esta
informacio´n condiciona el valor de la funcio´n objetivo y por lo tanto, de esta
manera, se introduce el sesgo deseado en el proceso de bu´squeda. La funcio´n
objetivo admite distintas configuraciones segu´n se defina el te´rmino de inte-
gracio´n, por lo que se pueden estudiar y comparar distintas propuestas. Es
importante destacar que con el objetivo de poder analizar las distintas po-
sibilidades de integracio´n el me´todo de la mejora del esquema de bu´squeda
dispersa se disen˜a totalmente independiente de la sema´ntica de la funcio´n
objetivo.
8.2.1. Datos de entrada
Los datos de entrada del algoritmo son ba´sicamente la matriz de ex-
presio´n de los genes y un fichero de anotaciones directas para los genes.
La matriz de expresio´n se compone de los patrones y perfiles de expresio´n
de genes, que se corresponden respectivamente con las filas y columnas de
la matriz. Cada elemento representa el valor de expresio´n de un gen para
una determinada condicio´n experimental. Los ficheros de anotaciones direc-
tas son ficheros planos donde cada l´ınea asocia a un gen un conjunto de
te´rminos del repositorio biolo´gico. Estos te´rminos se asocian con una deter-
minada funcionalidad asociada a dicho gen. As´ı por ejemplo, la expresio´n
TVP15 GO:0006810,GO:0016192 es una l´ınea de un fichero de anotaciones
extra´ıdo de GO, donde el gen TVP15 se asocia con los te´rminos GO:0006810
y GO:0016192, te´rminos GO para los que este gen esta´ anotado. Se debe
tener en cuenta que los ficheros de anotaciones directa se pueden construir
o generar de varias formas. En cualquier caso el algoritmo admite como en-
trada cualquier tipo de fichero de anotaciones directa. De manera adicional
el nu´mero de biclu´ster que se establece como un para´metro de entrada.
8.2.2. Funcio´n Objetivo
La funcio´n objetivo se compone de tres te´rminos, un primer te´rmino que
controla co´mo tiene lugar la integracio´n de informacio´n biolo´gica y otros
dos te´rminos para la bu´squeda de genes correlacionados y para maximizar
el volumen.
La funcio´n objetivo propuesta para evaluar el biclu´ster B se define como:
f(B) = M1 · f1(B) +M2 · f2(B) +M3 · f3(B) (8.1)
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donde f1 mide el volumen del biclu´ster, f2 los patrones que se encuentran
y f3 la calidad del mismo desde un punto de vista biolo´gico, M1, M2 y
M3 son para´metros para controlar los pesos de los te´rminos f1, f2 y f3,
respectivamente.




nG · nC (8.2)
donde nG es el nu´mero de genes y nC el nu´mero de condiciones del biclu´ster
B. Este te´rmino es importante para controlar el taman˜o de los biclusters
durante el proceso de bu´squeda y evitar informacio´n no relevante [70]. Se
usa para evitar biclusters triviales con un nu´mero muy bajo de genes o
condiciones, como por ejemplo so´lo 2 condiciones.
La medida f2 se basa en la media de la correlacio´n entre los genes del
biclu´ster. Te´ngase en cuenta que se calcula la correlacio´n teniendo en cuenta
so´lo las condiciones del biclu´ster y no todas las del perfil de expresio´n. Este
te´rmino se considera para capturar la mayor´ıa de los patrones relevantes en
biclusters tales como los de desplazamiento, de escalado [1] o aquellos que
















elementos se consideran debido a la simetr´ıa del
te´rmino de la correlacio´n. El valor absoluto se tiene en cuenta para evitar
grupos de genes con una alta correlacio´n positiva pudieran eliminar el efecto
de grupos con una alta correlacio´n negativa. Es importante tener en cuenta
que en este te´rmino es donde intervienen las condiciones del biclu´ster, es
decir, dos biclusters con los mismos genes pero con valores distintos para las
condiciones tendra´n valores distintos para la correlacio´n.
Dado que la funcio´n objetivo se optimiza buscando su valor mı´nimo, el
te´rmino f2 se define como:
f2(B) = 1− ρ|·|(B) (8.4)
La medida f3 maneja el fichero de anotaciones directas generado a trave´s
de un repositorio con informacio´n biolo´gica. De esta manera, se determina
co´mo se integra la informacio´n biolo´gica. Te´ngase en cuenta que el te´rmino
f3(B) evalu´a el conjunto de genes del biclu´ster B pero no sus condiciones.
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Es decir, el valor de f3 es el mismo para dos biclusters que tengan el mismo
conjunto de genes pero distintas condiciones. Este te´rmino mide la relevancia
biolo´gica de un biclu´ster, respecto de la informacio´n codificada en el fichero
de anotaciones, pero no co´mo son los patrones que lo describen, para lo que
es necesario el te´rmino basado en la correlacio´n.
A continuacio´n se presentan dos funciones (secciones 8.2.2 y 8.2.2), que
usan el fichero de anotaciones como base para calcular la relevancia biolo´gica
de los biclusters, y que se utilizan para definir el te´rmino f3.
Medida FracGO
A continuacio´n se define una medida basada en el enriquecimiento de ge-
nes [13] como mecanismo para medir la relevancia biolo´gica de los biclusters.
La idea se basa en medir la proporcio´n de genes de un biclu´ster que esta´n
asociados a te´rminos GO enriquecidos, denotaremos a esta medida como
FracGO. El proceso de ca´lculo tiene lugar de la siguiente manera. Se con-
sideran te´rminos GO enriquecidos a aquellos que este´n sobre-representados
con p-value ajustado por debajo de un determinado umbral, conocido como
umbral de significancia y que usualmente se suele elegir como 0,05. Para ellos
se calcula el p-value ajustado para cada te´rmino GO en el fichero de ano-
taciones respecto al grupo de genes del biclu´ster. El universo de genes es el
conjunto completo de genes presentes en la matriz de expresio´n. Se utiliza el
test de Fisher para determinar si los te´rminos esta´s estad´ısticamente sobre-
representados y el test de Bonferroni para el ca´lculo del ajuste del p-value
con tantas comparaciones como hipo´tesis se testean, que se corresponden
con el nu´mero de te´rminos presentes en el fichero de anotaciones.
De esta forma se define FracGO como:
FracGO(B) =
{




i=1 xi ifJ ≥ 1
(8.5)
donde J es el nu´mero de te´rminos GO enriquecidos, en concreto aquellos
que tengan un p-value ajustado por debajo de 0,05, N el nu´mero de genes
en el biclu´ster y xi es el nu´mero de genes del biclu´ster que esta´n presentes
en el te´rmino GO i del fichero de anotaciones.
No´tese que FracGO es igual a 1 si todos los genes del biclu´ster esta´n
asociados con todos los te´rminos GO enriquecidos (xi = N , ∀i = {1, ..., J}) y
0 cuando no hay ningu´n te´rmino GO enriquecido asociado. Se puede concluir
que FracGO vale 1 cuando los biclusters son biolo´gicamente relevante y 0
en caso contrario.
En este caso, el te´rmino f3 se define directamente como:
8.2. Propuesta GoldBinch: integracio´n de informacio´n biolo´gica85
f3(B) = 1− FracGO(B) (8.6)
El biclu´ster B se considera como un biclu´ster bueno si f3 es igual a 0 y
malo si su valor es igual a 1.
Medida SimNTO
En la literatura existen varias medidas basadas en la similitud segu´n GO
entre pares de genes. Estas medidas miden el grado de semejanza entre dos
genes segu´n la informacio´n presente de estos en GO. La medida simNTO
se basa en el solapamiento de te´rminos definido en [65] y tan so´lo utiliza
como entrada el fichero de anotaciones directas. Esta medida es ma´s ra´pida
y simple que otras medidas de similitud GO, basadas en el contenido de
informacio´n, o information content (IC), que necesitan de manera adicional
la estructura del grafo de GO. SimNTO captura la estructura del grafo de
GO a trave´s de la manera que se construye el fichero de anotaciones, en
concreto si e´ste propaga las anotaciones de los te´rminos hasta la raiz de la
ontolog´ıa de GO, es decir, teniendo en cuenta todos los te´rminos padre de
cada te´rmino.
Se propone en este apartado una medida para evaluar biclu´sters basada
en simNTO. Esta medida se basa en la media de los valores de simNTO de










donde N es el nu´mero de genes del biclu´ster B y simNTO la medida del
solapamiento normalizada propuesta en [65]. En particular, simNTO mide
el solapamiento entre dos genes g1 y g2 respecto de los te´rminos GO de la
siguiente manera:
simNTO(g1, g2) =
|annotg1 ∩ annotg2 |
min(|annotg1 |, |annotg2 |)
(8.8)
donde annotgi es el conjunto de te´rminos GO asociados al gen gi y | · | el
nu´mero de elementos del conjunto. Es importante comentar que el fichero
de anotaciones debe estar construido propagando las anotaciones hasta los
te´rminos superiores de la jerarqu´ıa de GO. Por lo tanto, annotgi se define
considerando el conjunto de todas las anotaciones directas del gen gi y las
asociadas a sus te´rminos padre en la ontolog´ıa, excluyendo la raiz de la mis-
ma. Es decir, el fichero de anotaciones debe capturar la estructura jera´rquica
de GO. No´tese que la medida simNTO toma valores entre 0 y 1. Dos genes
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que compartan las mismas anotaciones, y por lo tanto son similares en la
ontolog´ıa, tienen un valor igual a 1, en caso contrario su valor sera´ 0. Por
otro lado, si alguno de los genes del biclu´ster no tiene informacio´n en el fi-
chero de anotaciones, es decir annotg es el conjunto vac´ıo, se define su valor
de simNTO directamente como cero.
La funcio´n f3 se define como:
f3(B) = 1− SimNTO(B) (8.9)
Se puede apreciar que f3(B) = 0 cuando B este´ formado por genes
similares segu´n la informacio´n de GO. En este caso se dice que B es un
biclu´ster de calidad segu´n la informacio´n de GO.
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Figura 8.1: Esquema del algoritmo de biclustering propuesto basado en un
esquema de bu´squeda dispersa.
El algoritmo propuesto se basa en la adaptacio´n de un esquema de
bu´squeda dispersa para la optimizacio´n de la funcio´n objetivo propuesta
(ecuacio´n 8.1). Debido a que el objetivo es el estudio de varias medidas de
integracio´n biolo´gica dentro de la funcio´n objetivo, es importante definir un
esquema de bu´squeda que sea totalmente independiente de la funcio´n obje-
tivo. Este hecho motiva un me´todo de la mejora “ciego”, en el sentido de ser
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independiente de la funcio´n objetivo. Dicho me´todo se basa en la generacio´n
de nuevas soluciones en un entorno de vecindad de la solucio´n dada y su
evaluacio´n buscando una solucio´n mejor.
La figura 8.1 muestra el esquema de funcionamiento del algoritmo. Se
puede observar que la principal novedad en el esquema propuesto son los
argumentos de entrada, constituidos por la matriz de expresio´n y por el
fichero de anotaciones para los genes. As´ı mismo una de las principales
diferencias con los esquemas de bu´squeda dispersas en biclustering vistos
con anterioridad lo constituye el me´todo de la mejora.
8.2.4. Me´todo de la mejora
El me´todo de la mejora elegido es una bu´squeda local “ciega” en el sen-
tido que es independiente de la sema´ntica de la funcio´n objetivo. En general
este tipo de bu´squedas locales son menos eficientes a la hora de mejorar
localmente soluciones, en comparacio´n con aquellas definidas “ad-hoc” o li-
gadas a la funcio´n objetivo que se emplee, como por ejemplo en el cap´ıtulo
anterior, pero permiten intercambiar distintas funciones y poder comparar
el rendimiento de cada una. El objetivo es proporcionar una bu´squeda local
que permita acelerar la convergencia del proceso de bu´squeda y, por otro
lado, que sea va´lida para cualquier funcio´n objetivo que se utilice. De esta
forma la funcio´n objetivo puede aceptar varias configuraciones, o medidas
para integrar la informacio´n biolo´gica, sin tener que realizar ningu´n cambio
en el esquema de bu´squeda.
El me´todo de la mejora disen˜ado consiste en seleccionar aquel biclu´ster
con mejor valor para la funcio´n objetivo entre los biclusters cercanos al dado
como entrada. Dado un biclu´ster/solucio´n se toma su codificacio´n binaria y
se generan un conjunto de soluciones cercanas, en el sentido de la distancia
Hamming, de entre las cuales se selecciona la mejor. Si no hay ninguna mejor
permanece como salida el mismo biclu´ster utilizado como entrada. Te´ngase
en cuenta que la distancia Hamming mide el grado de similitud entre dos
cadenas, por lo que pequen˜as permutaciones en una cadena binaria dan otra
cadena cercana segu´n esta distancia. La figura 8.2 muestra un ejemplo de
co´mo se generan las soluciones cercanas a la dada. Cada bit de la cadena
original es analizado, si su valor es 0 permanece igual pero si su valor es
1 se aplica una de los siguientes casos, de manera que se generen distintas
soluciones segu´n cada caso:
Caso 1: El bit a la derecha cambia su valor a 1 y el bit actual permanece
igual.
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1 1 0 0 1 0 1 1 0 0 0 1 0 1 0
1 1 1 0 1 1 1 1 1 0
0 0 1 0 0 1 0 0 1 0
1 1 0 1 1 1 1 1 0 0
1 0 0 1 0 1 1 0 0 0
0 1 1 1 1
0 0 1 0 1
1 1 1 1 0
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B5= G2xC2 B6= G2xC
B7= GxC2 B8= G3xC
B9= GxC3 B10= G4xC4
B11= G4xC B12= GxC4
SALIDA:
el bicluster con mejor peso de la fnción objetivo de
{B, B1, B2, B3, B4, B5, B6, B7, B8, B9, B10, B11, B12}
Figura 8.2: Un pequen˜o ejemplo que ilustra el me´todo de la mejora.
Caso 2: El bit a la derecha cambia su valor a 1 y el bit actual cambia
a 0.
Caso 3: El bit a izquierda cambia a 1 y el bit actual permanece igual.
Caso 4: El bit a izquierda cambia a 1 y el bit actual cambia a 0.
Aplicando esta regla se generan doce nuevas soluciones aplicando el me´to-
do, ve´ase la figura 8.2. Si no se genera ningu´n nuevo biclu´ster con un valor








Lo ma´s importante es tener pasio´n. No se trata de lo que digan
los dema´s que es mejor para ti, hay que escuchar lo que te dicta el
corazo´n, los instintos. Si de verdad te apasiona algo, encontrara´s
la manera de hacerlo. Pero sin pasio´n, es inu´til.
National Geographic junio 2013. Zona de riesgo, entrevista a
Gerlinde Kaltenbrunner, alpinista austriaca
9.1. Introduccio´n
En este cap´ıtulo presentamos los experimentos realizados con el algo-
ritmo propuesto en la seccio´n 7.2 del cap´ıtulo VII. El objetivo del estudio
experimental que se presenta a continuacio´n es mostrar la calidad de los
biclusters obtenidos.
Se han elegido para los experimentos tres conjuntos de datos o data sets.
El primero (Yeast) fue utilizado en el trabajo presentado en [25], esta´ rela-
cionado con el ciclo celular de la levadura, Saccharomyces cerevisiae, y tiene
2,884 genes y 17 condiciones, . El segundo conjunto de datos (Lymphoma)
presenta un estudio en Homo sapiens sobre un tipo concreto de ca´ncer, lin-
fomas o tumores so´lidos hematolo´gicos, tiene los datos de expresio´n de 4026
genes bajo 96 condiciones experimentales y fue generado en [3]. Estos dos
conjuntos de datos fueron los utilizados en el art´ıculo [24] y han sido frecuen-
temente utilizados en gran variedad de art´ıculos de biclustering [29, 66, 75].
En este trabajo fue donde se realizo´ su preprocesamiento. El tercer conjunto
de datos (GaschYeast) procede de un estudio de la levadura, Saccharomyces
cerevisiae, realizado en [40]. Esta´ compuesto por 2993 genes y 173 condicio-
nes experimentales. Se ha usado la versio´n del mismo proporcionada por los
datos suplementarios de [77].
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Id bi. Genes Cond. Volumen ρ(B) σ(B) MSR Varianza
de los genes
biYeastN15 7 10 70 0.95 0.56 59.2 882.8
biYeastN21 11 9 99 0.92 0.47 205.2 1190.5
biYeastN24 9 9 81 0.92 0.45 142.9 1344.8
biYeastN40 13 8 104 0.89 0.45 368.2 2185.4
biYeast 22.27 6.46 133.1 0.90 0.48 321.0 1508.7
biLymphomaN1 14 14 196 0.92 0.43 3719.2 29180.0
biLymphomaN11 17 7 119 0.92 0.50 1607.9 10317.6
biLymphomaN15 21 10 210 0.86 0.43 1818.4 8351.2
biLymphomaN54 9 14 126 0.82 0.45 1292.6 6108.0
biLymphoma 10.81 11.53 123.7 0.85 0.45 2593.3 11643.07
bi1-GaschYeastN1 13 25 325 0.96 0.42 0.08 1.51
bi1-GaschYeastN10 12 22 264 0.95 0.48 0.06 1.19
bi1-GaschYeastN11 41 17 697 0.93 0.34 0.15 1.67
bi1-GaschYeastN25 19 10 190 0.93 0.43 0.19 0.89
bi1-GaschYeast 16.36 14.08 237.6 0.89 0.43 0.32 1.50
bi2-GaschYeastN1 54 39 2106 0.82 0.32 0.22 1.00
bi2-GaschYeastN4 43 32 1376 0.84 0.45 0.18 1.02
bi2-GaschYeastN9 48 24 1152 0.87 0.41 0.17 1.18
bi2-GaschYeastN27 33 28 924 0.84 0.39 0.13 0.72
bi2-GaschYeast 46.69 27.69 1269.4 0.72 0.34 0.38 1.02
Tabla 9.1: Informacio´n sobre los biclusters encontrados por el algoritmo
SSCorr
Los para´metros internos del algoritmo propuesto se han elegido de la
siguiente forma: el esquema de bu´squeda dispersa tiene 20 como el nu´mero
ma´ximo de iteraciones, 10 el taman˜o del conjunto de referencia, 200 para
el nu´mero de soluciones de la poblacio´n inicial y 100 para el nu´mero de
biclusters que se obtienen en cada ejecucio´n. M1 y M2 son para´metros de la
funcio´n objetivo que gu´ıan la bu´squeda para obtener biclusters de un taman˜o
determinado. Se utilizan valores altos para M1 y M2 si se quieren obtener
biclusters de taman˜o grande. Los resultados para el dataset de Yeast y de
Lymphoma se han obtenido con valores de M1 = 1 y M2 = 1. Los resultados
para GaschYeast se han obtenido para valores de M1 = 1 y M2 = 1 y para
M1 = 10 y M2 = 10 para as´ı mostrar la influencia de estos para´metros en
el volumen de los biclusters.
9.2. Resultados
La tabla 9.1 muestra la informacio´n de cuatro biclusters seleccionados
entre los obtenidos de la ejecucio´n del algoritmo SSCorr, as´ı como el valor
medio para los 100 biclusters obtenidos (en negrita). Para cada biclu´ster se
muestra su identificador, el nu´mero de genes y de condiciones, su volumen, el
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Figura 9.1: Resultados para el dataset Yeast
valor medio de la correlacio´n ρ(B) y la desviacio´n esta´ndar σ(B), as´ı como el
valor del residuo cuadra´tico MSR como de la varianza del valor de los genes
con el objetivo de poder establecer comparaciones con otros algoritmos. La
varianza de los genes mide la variabilidad en el valor de expresio´n de cada
gen.
Las figuras 9.1 y 9.2 muestran cuatro biclusters de los datos Yeast y
Lymphoma cuya informacio´n se refleja en la tabla 9.1. Las figuras 9.3 y
9.4 muestran por otro lado biclusters de los datos GaschYeast. Los bi-
clusters bi1-GaschYeastN1, bi1-GaschYeastN10, bi1-GaschYeastN11 y bi1-
GaschYeastN25 de la figura 9.3 se han obtenido con valores M1 = 1 y
M2 = 1, mientras que los biclusters bi2-GaschYeastN1, bi2-GaschYeastN4,
bi2-GaschYeastN9 y bi2-GaschYeastN27 de la figura 9.4 lo han sido con los
valores M1 = 10 y M2 = 10. No´tese que cuanto mayores son los valores de
los para´metros el volumen de los biclusters. La eleccio´n de los para´metros
M1 = M2 = 1 se debe a poder obtener biclusters con un nu´mero pequen˜o
de genes y que de esta forma tengan una representacio´n gra´fica ma´s clara
para apreciar con ma´s claridad los patrones que subyacen. Sin embargo, si
el objetivo es encontrar biclusters compuestos por genes que compartan el
mismo atributo GO, es ma´s adecuado obtener un nu´mero ma´s alto de genes.
Por lo tanto, los para´metros M1 = M2 = 10 se han elegido con este objetivo,
obtener biclusters compuestos por un nu´mero alto de genes.
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Figura 9.2: Resultados para el dataset Lymphoma
9.3. Discusio´n
Los cuatro biclusters presentados en la figura 9.1, obtenidos de los da-
tos de Yeast, tienen un valor alto para la correlacio´n media em concreto un
valor de 0,90. No´tese que se pueden observar claramente patrones de des-
plazamiento y escalado en estos biclusters. La mayor´ıa de los art´ıculos que
utilizan el residuo, MSR, como funcio´n de evaluacio´n y trabajan con el data-
set de Yeast, consideran que aquellos que tienen un valor de MSR por debajo
de 300 son biclusters de calidad [24, 29]. Este valor como en natural depende
del dataset con el que se trabaje. Los biclusters biYeastN15, biYeastN21 y
biYeastN24 tienen un residuo por debajo de 300, sin embargo biYeastN40
tiene un valor por encima de esta cota. Es interesante observar que en este
caso el valor de la varianza de los genes es ma´s alto en comparacio´n con los
otros tres biclusters.
Los cuatro biclusters de la figura 9.2, obtenidos de los datos de Lympho-
ma, muestran genes con un comportamiento similar y tienen un valor alto
para la correlacio´n en concreto un valor de 0,85. Sin embargo, estos biclus-
ters no se pueden considerar buenos teniendo en cuenta otros trabajos que
utilizan el mismo conjunto de datos, y que se basan en el uso del MSR como
criterio de evaluacio´n [24, 29], ya que tienen un MSR por encima de 1200.
El bicluster con el valor ma´s bajo de MSR es biLymphomaN54 (1292.6),
que sin embargo tiene el valor ma´s bajo para la correlacio´n (0.82). En el
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Figura 9.3: Resultados para el dataset GaschYeast (M1 = 1,M2 = 1)
trabajo presentado en [1] se probo´ que el residuo no es lo suficiente preciso
como medida para descubrir biclusters con patrones de desplazamiento y
escalado. Aquellos biclusters con un valor alto para la varianza de sus genes,
es decir que presentan picos muy acentuados, no pueden ser detectados por
funciones de evaluacio´n basadas en el MSR. Los resultados de los biclusters
de la figura 9.2 son un claro ejemplo de esta situacio´n.
Las figuras 9.3 y 9.4 muestran biclusters de los datos de GashYeast. Se
puede observar claramente en estas figuras los efectos de los para´metros
M1 y M2. Cuanto ma´s altos sean sus valores, mayor sera´ el volumen de
los biclusters. Todos los genes presentan un comportamiento similar, que es
fa´cilmente observable en la figura. As´ı por ejemplo, los patrones de escalado
se pueden observar claramente en el biclu´ster bi1-GaschYeastN25, donde la
forma de los genes entre las condiciones 6 y 8 es la misma aunque cada gen
incremente su valor de expresio´n con distinta intensidad. Por otro lado, el
valor de la correlacio´n media muestra que todos los biclusters de GaschYeast
esta´n compuestos por genes altamente correlacionados. Te´ngase en cuenta
que los valores del MSR y de la varianza entre los genes esta´n en un rango de
valores de magnitud diferente de los otros dos conjuntos de datos estudiados.
Esto se debe al procesamiento de este conjunto de datos.
Se debe tener en cuenta que todos los biclusters presentan patrones de
desplazamiento y escalado y, por lo tanto, un valor alto para la correlacio´n
96 9. SScorr











































































Figura 9.4: Resultados para el dataset GaschYeast (M1 = 10,M2 = 10)
media. Por otro lado, la desviacio´n esta´ndar es baja, es decir, el coeficiente
de correlacio´n de cada par de genes tiene un valor parecido y cercano al
valor de la correlacio´n media de los biclusters. Se puede asegurar que to-
dos los biclusters esta´n compuestos por parejas de genes con un valor alto
de correlacio´n entre si y que no contienen parejas de genes que no este´n
correlacionados.
9.4. Ana´lisis comparativo
El rendimiento del algoritmo SSCorr se ha comparado con el de otros
algoritmos de biclustering, como ChCh [24], OPSM [11], ISA [48], BiMax
[77], xMotifs [68] y Samba[85] para los datos de GaschYeast y con CCC-
Biclustering [59] para los de Yeast. Se han generado adema´s un grupo de
biclusters aleatorios con vistas a tener un caso trivial. La metodolog´ıa que
se ha seguido sigue de cerca a la propuesta en [77] donde el rendimiento de
todos los algoritmos es evaluado respecto al porcentaje de biclusters enri-
quecidos usando GO como referencia. La ontolog´ıa GO [40] se suele utilizar
para estudiar si un grupo de genes pertenecientes a un biclu´ster esta´ enri-
quecido respecto a un te´rmino espec´ıfico de GO. Existen varias herramientas
para llevar a cabo ana´lisis de enriquecimiento con GO, en particular en este
estudio se ha utilizado la herramienta AGO [2]. Esta herramienta se basa
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en GeneMerge [23]. GeneMerge utiliza un contraste mu´ltiple de hipo´tesis
basado en la distribucio´n hipergeome´trica con las correcciones de Bonferro-
ni. El enriquecimiento de un grupo de genes en un determinado te´rmino
GO se establece respecto a un determinado p-value. Se dice que un biclu´ster
esta´ enriquecido o sobre-representado respecto a un te´rmino GO si el p-value
obtenido para dicho te´rmino es menor que un valor pre-establecido. As´ı, el
porcentaje de biclusters enriquecidos se utiliza como criterio de comparacio´n
entre algoritmos de biclustering.











































Figura 9.5: Comparacio´n entre los distintos algoritmos de biclustering para
el dataset GaschYeast
num. biclusters num. genes num. condiciones volumen
SScorr11 100 16.4(6.9) 14.8(3.1) 237.6
SScorr1010 100 46.7(8.2) 27.1(5.5) 1269.4
CC 100 82.0(130.1) 19.8(16.3) 2557.31
OPSM 12 95.6(119.6) 12.5(3.6) 849.8
ISA 66 76.3(43.9) 8.7(1.4) 645.7
BiMax 101 24.0(2.8) 3(0) 72.1
xMotifs 306 1.2(0.4) 42.3(11.4) 46.7
Samba 100 911.5(132.1) 25.1(8.2) 22344.7
Random 100 12.8(2.4) 25.0(2.1) 318.3
Tabla 9.2: Comparacio´n entre los biclusters encontrados por distintos me´to-
dos de biclustering para los datos de GashYeast.
La figura 9.5 representa el porcentaje de biclusters enriquecidos para ca-
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da algoritmo a distintos niveles de significancia (0,001, 0,005, 0,01, 0,05, 0,1,
0,5, 1 and 5para el conjunto de datos GaschYeast). En esta figura, SScorr11
significa una ejecucio´n del algoritmo propuesto con los para´metros de pe-
nalizacio´n M1 = 1 y M2 = 1. Ana´logamente, SScorr1010 para los valores
M1 = 10 and M2 = 10. Si nos centramos en un nivel de significancia del
0,01 la proporcio´n de biclusters enriquecidos, usando la rama de BP pa-
ra SScorr11 y SScorr1010, es aproximadamente del 21 % para ChCh, para
OPSM del 17 %, para BiMax 2 % y 0 % para el resto. Se puede observar que
SScorr1010 mejora los resultados del resto de los me´todos para valores de
significancia pequen˜os excepto para ChCh con 0,001 donde los resultados
son pra´cticamente iguales. Por otro lado, ChCh tiene un porcentaje ma´s
alto que SScorr11 para valores de significancia de 0,1 a 5. Este hecho se de-
be a que ma´s fa´cil el enriquecimiento funcional para biclusters compuestos
por un nu´mero grandes de genes que aquellos compuestos por un nu´mero
pequen˜o. Sin embargo, los niveles de significancia mayores a 0,05 son dema-
siado poco exigentes. La tabla 9.2 muestra la informacio´n sobre el taman˜o
de los biclusters obtenidos por los distintos me´todos. Se puede observar que
los biclusters obtenidos por ChCh tienen ma´s genes que los obtenidos por
SSCorr. En particular, SSCorr1010 encuentra biclusters con ma´s genes que
SScorr11 y adema´s mejora los resultados obtenidos por ChCh para todos
los niveles de significancia. El resto de los me´todos encuentra un porcentaje
menor de biclusters enriquecidos aunque OPSM tambie´n presenta resultados
buenos cuando el nivel de significancia esta´ por encima de 0,05.
En general establecer una comparacio´n entre algoritmos de biclusteri-
ng no es una tarea sencilla pues el taman˜o de los biclusters o los patrones
que se encuentran suelen diferir bastante entre cada algoritmo. La tabla 9.2
muestra la informacio´n de los biclusters encontrados por cada me´todo, la
media y la desviacio´n esta´ndar del nu´mero de genes y condiciones, as´ı como
el volumen. La desviacio´n esta´ndar muestra la variabilidad en el taman˜o
de los resultados. Por ejemplo, ChCh, OPSM y SAMBA encuentran biclus-
ters muy desiguales en su nu´mero de genes como se puede observar en el
valor alto para la desviacio´n esta´ndar. La figura 9.5 formula la definicio´n
de biclu´ster enriquecido con un criterio ma´s restrictivo. El porcentaje de
biclusters enriquecidos se calcula tras filtrar, y poner como restriccio´n, que
al menos la mitad de los genes que componen el biclu´ster deben participar
en el mismo te´rmino de GO a la hora de calcular el enriquecimiento. Es
decir, que la mitad de los genes de los biclusters considerados como buenos
compartan la misma funcionalidad. La figura 9.6 muestra la comparacio´n
entre todos estos me´todos con la nueva definicio´n de enriquecimiento. Se
puede apreciar que SScorr11 y SScorr1010 obtienen los mejores resultados
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para valores bajos de significancia (de 0,001 a 0,01) aunque para los valores
de 0,05 a 5 OPSM y Samba muestra los mejores resultados. Tanto ISA como
Bimax no encuentran resultados con esta nueva definicio´n ma´s restrictiva de
enriquecimiento.











































Figura 9.6: Comparacio´n entre los distintos algoritmos de biclustering para
el dataset GaschYeast con una definicio´n ma´s restrictiva de enriquecimiento
biolo´gico
La figura 9.7 muestra la comparacio´n entre los resultados de SScorr11 y
SScorr1010 respecto al algoritmo CCC-Biclustering propuesto en [59] usan-
do los datos de Yeast. Los biclusters de CCC-Biclustering se han obtenido
usando la herramienta BiGGEsTS [41]. Se muestran los resultados para to-
dos los biclusters obtenidos por este algoritmo as´ı como para un grupo de
cien elegidos al azar. Se puede observar que SScorr11 y SScorr1010 obtienen
un porcentaje mayor de biclusters enriquecidos. Se pod´ıa esperar este hecho
debido a que SScorr11 y SScorr1010 obtienen 100 biclu´sters mientras que
CCC-Biclustering realiza un bu´squeda exhaustiva de todos aquellos biclus-
ters maximales, restringidos a tener condiciones contiguas, y devuelve 14412
biclusters. Si se consideran tan so´lo 100 biclusters de los obtenidos, los resul-
tados de CCC-Biclustering mejoran a SSCorr para valores de significancia
entre 0.001 y 0.01 y, por otro lado, obtienen resultados iguales para valores
mayores o iguales que 0.05.
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Figura 9.7: Comparacio´n entre el algoritmo propuesto y el algoritmo CCC-Bi
para el dataset GaschYeast
9.5. Estudio biolo´gico
El estudio anterior de enriquecimiento se ha realizado con la herramienta
presentada en [2] y, como ya hemos comentado, la informacio´n obtenida se
muestra en las figuras 9.1, 9.2 y 9.3 y en la tabla 9.1. En este apartado vamos
a hacer el estudio de concreto de varios biclusters para ver los procesos
biolo´gicos con los que esta´n relacionados.
El ana´lisis de biYeastN15 identifica el proceso GO (GO: 0006412) con
un p-value 5,81e − 006. Dicho te´rmino esta´ relacionado con la traduccio´n,
mediante la que el ARNm da lugar a los aminoa´cidos en el ribosoma. El
biclu´ster esta´ compuesto por cinco genes que se co-expresan bajo siete con-
diciones experimentales. Otro ejemplo es el biclu´ster biLymphomaN1 que
identifica al te´rmino GO (GO:0016887) conocido como ATPase activity con
un p-value de 0,0069. Este proceso se relaciona con las reacciones catal´ıticas
que producen el ATP. Para el caso de los datos de GaschYeast se puede
localizar el te´rmino (GO:0006412) relacionado con la translacio´n con has-
ta ocho de los biclusters encontrados. Sin embargo, son ma´s interesantes
los resultados obtenidos para el biclu´ster bi1GaschYeastN11, que localiza el
te´rmino GO (GO:0042254) llamado ribosome biogenesis and assembly, con




Hasta un descubrimiento tan aparentemente directo como el de
un fo´sil a menudo es resultado de la formulacio´n de una hipo´tesis
encubierta pues, de otra manera, ¿por que´ hab´ıa de mirar alguien
unos restos fo´siles dos veces y acaso lleva´rselos para investigarlos
despue´s ma´s detalladamente?.
Consejos a un joven cient´ıfico. P.B. Medawar (pa´g. 104)
10.1. Introduccio´n
En este cap´ıtulo presentamos el estudio experimental relativo a la pro-
puesta presentada en la seccio´n 7.3 del cap´ıtulo VII. En la seccio´n 10.2 se
describen los conjuntos de datos que se utilizan en estos experimentos. En
la seccio´n 10.3 se lleva a cabo el estudio experimental para la configuracio´n
de para´metros del algoritmo. Los resultados obtenidos se presentan en la
seccio´n 10.4. En concreto, un estudio comparativo con los principales algo-
ritmos de biclustering usados comu´nmente en la literatura como marco de
referencia se muestran en la seccio´n 10.4.1. Por otro lado, en la seccio´n 10.4.2
se muestra la comparacio´n con otros dos algoritmos que tambie´n utilizan la
correlacio´n como funcio´n de mecanismo de bu´squeda. As´ı mismo, se presen-
ta un estudio biolo´gico cualitativo de los resultados obtenidos en la seccio´n
10.4.3.
10.2. Descripcio´n de los datos
Se han utilizado tres conjuntos de datos para los experimentos realiza-
dos, dos de la levadura Saccharomyces cerevisiae y uno de Homo sapiens
relacionado con la enfermedad del alzheimer. La levadura se suele utilizar
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como organismo modelo en muchos estudios y en consecuencia se puede en-
contrar mucha informacio´n relacionada en los repositorios (lo que facilita los
problemas relacionados con la validacio´n de la informacio´n, nomenclaturas
de genes, etc).
Uno de los datos de la levadura, lo notaremos como GaschYeast, y el de
Homo sapiens, lo notaremos como Alzheimer, se han descargado como parte
del material suplementario de las referencias [77] y [78] respectivamente.
Los datos de GaschYeast esta´n formados por 2993 genes y 173 muestras
y los del Alzheimer por 1663 genes y 33 condiciones. Los otros datos de
la levadura se han descargado del repositorio Gene Expression Omnibus
(GEO)1, en concreto el registro GDS1116 generado en el estudio llevado a
cabo en la referencia [17]. Son datos temporales compuestos por 7084 genes
y 131 condiciones. El preprocesamiento de estos datos de la levadura se
ha llevado a cabo usando GEPAS2 usando las opciones por defecto. En el
caso de los valores perdidos en los perfiles de expresio´n de los genes, han
sido sustituidos con la media de dicho perfil, es decir, la fila de la matriz
en la que se encuentran, y en aquellos casos en los que exist´ıa ma´s de un
80 % de valores perdidos, esa fila se ha eliminado de los datos. Tras este
procesamiento la matriz de expresio´n esta´ constituida por 6229 genes y 131
condiciones experimentales. Es decir, aproximadamente el 12 % de los genes
son filtrados en el tratamiento.
10.3. Configuracio´n de para´metros
BISS
M = 1 M = 10 M = 20 M = 40
genes 11.0 281.4 386.5 415.1
condiciones 12.7 34.4 34.1 34.0
taman˜o 138.0 10057.7 13244.8 13929.8
ρ|·|(B) 0.89 0.30 0.23 0.21
Tabla 10.1: Resultados obtenidos por BISS con distintos valores del para´me-
tro M.
En esta seccio´n se va a estudiar co´mo afecta el para´metro que controla el
volumen en la funcio´n objetivo (ecuacio´n 7.6) al rendimiento del algoritmo.
Se ejecuta BISS con los datos de GDS1116 con distintos valores del para´me-
1http://www.ncbi.nlm.nih.gov/geo/
2http://www.gepas.org/



































Figura 10.1: Porcentaje de biclusters enriquecidos obtenidos con BISS con
diferentes valores del para´metro.
tro y se comparan los resultados obtenidos. El estudio es ana´logo para los
otros conjuntos de datos y los resultados son similares.
Los valores elegidos para el estudio del para´metro son 1, 10, 20 and 40.
La tabla 10.1 muestra el valor medio de los 100 biclusters obtenidos para
el nu´mero de genes, condiciones y volumen de los biclusters, junto con la
correlacio´n media (ecuacio´n 7.5). Se puede observar como un valor bajo en
el para´metro implica un taman˜o pequen˜o en los biclusters, en concreto un
nu´mero bajo de genes. El nu´mero de genes aumenta cuando el para´metro
tambie´n lo hace de 10 a 40, sin embargo el nu´mero de condiciones permanece
constante. Se puede tambie´n observar que un valor bajo para el para´metro
implica biclusters con valores de la correlacio´n cercanos a 1 y por lo tanto
compuesto por genes altamente correlacionados entre s´ı tanto negativa como
positivamente. Esta situacio´n en cambio implica biclusters con un taman˜o
muy pequen˜o, como cab´ıa esperar, por lo que segu´n sea el taman˜o deseado
se debera´ elegir el valor del para´metro.
La figura 10.1 muestra la relevancia biolo´gica de los resultados obtenidos
mediante el ana´lisis del enriquecimiento de los biclusters respecto GO para
los distintos valores del para´metro M. El porcentaje de biclusters enriqueci-
dos se ha estudiado usando las tres ramas de GO: BP, MF y CC, la figura
































Figura 10.2: Porcentaje de biclusters enriquecidos segu´n el valor de la funcio´n
objetivo.
suele usar un nivel de significancia del 90 % (e = 0,1 %) o 95 % (e = 0,05 %),
es decir, un biclu´ster se dice que esta´ enriquecido si su p-value ajustado
asociado a un te´rmino es menor que 0,1 o 0,05 respectivamente. Se puede
observar en la figura que, para un nivel de significancia del 95 % el por-
centaje de biclusters enriquecidos para M = 1 es mayor que para M = 10
(31,34 % frente 21,34 %). Sin embargo, para un nivel de significancia del
90 %, los valores para ambos para´metros son mucho ma´s similares (34,67 %
y 29,34 %).
Se puede concluir observando la tabla 10.1 y la figura 10.1 que un valor
alto para la correlacio´n implica mayor relevancia biolo´gica, como era de
esperar. Por lo tanto, el valor adecuado para el para´metro es un valor entre
M = 1 y M = 10 y, de esta forma, se consigue el equilibrio entre taman˜o y
calidad. En consecuencia se ha elegido para la experimentacio´n un valor del
para´metro M = 5.
El umbral de la correlacio´n que se utiliza en el me´todo de la mejora
se ajusta automa´ticamente (me´todo presentado en 7.3.2). No obstante, la
figura 10.2 muestra co´mo interviene su valor en el me´todo de la mejora. En
la figura se puede ver el porcentaje de biclusters que mejoran cada valor del
umbral. Con un umbral de 0,3 o 0,4 pra´cticamente todos los biclusters, el
99 % mejoran su valor, por lo que ser´ıa la mejor eleccio´n para dicho umbral.
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10.4. Resultados
En esta seccio´n se comparan los resultados obtenidos por BISS con los
obtenidos por otros algoritmos de la literatura. Primero se presenta una
comparacio´n con un grupo de algoritmos considerados como cla´sicos, pre-
sentes en la herramienta BiCAT [10]: ChCh [24], ISA [12] y OPSM [11], y,
por otro lado, con dos algoritmos tambie´n basados en la correlacio´n BCCA
[14] y BICLIC [93].
La configuracio´n de los para´metros para BISS es de 5 como factor de
penalizacio´n y 100 el nu´mero de biclusters que se obtienen. Se debe tener
en cuenta que cada biclu´ster se encuentra mediante un proceso de bu´squeda
dispersa independiente y que, por lo tanto, cuanto mayor sea el nu´mero
de resultados mejor se controlara´ la naturaleza aleatoria propia de toda
metaheur´ıstica de tipo evolutivo.
10.4.1. Comparacio´n con algoritmos cla´sicos
Los algoritmos ChCh [24], ISA [12] y OPSM [11], presentes en la herra-
mienta BiCAT [10], se han ejecutado sobre los datos utilizando los para´me-
tros por defecto o recomendados por los autores. El algoritmo xMotifs [68]
tambie´n esta´ presente en BiCAT pero no se ha podido aplicar a los datos del
experimento debido al gran nu´mero de condiciones de las matrices. xMotifs
so´lo se puede aplicar a matrices de expresio´n con menos de 64 condiciones.
La tabla 10.2 muestra los diferentes rasgos de los biclusters obtenidos por
BISS, ChCh, ISA y OPSM para los conjuntos de datos GDS1116, Gasch-
Yeast y Alzheimer. En particular, la tabla muestra la media del nu´mero de
genes, condiciones y taman˜o de los biclusters, junto con el taman˜o del ma´s
pequen˜o y el mayor, as´ı como la media del valor de la correlacio´n y el nu´me-
ro de pares de genes correlacionados negativamente. Los valores de ρ|·|(B)
y ρ(B) son los valores de la correlacio´n media considerando el valor absolu-
to (ecuacio´n 7.5) y sin considerarlo. Si la diferencia entre ambos valores es
pequen˜a significa que hay pocos genes con correlacio´n negativa entre ellos,
en caso contrario se tratara´ de biclusters en los que dos genes presenten
patrones de activacio´n-inhibicio´n. Se puede observar que OPSM no captura
correlaciones negativas para GaschYeast y Alzheimer, sin embargo s´ı para
GDS1116. En este caso, obse´rvese que los valores entre la correlacio´n con
valor absoluto y sin valor absoluto son cercanos entre s´ı (0,95 y 0,89), lo cual
quiere decir que la correlacio´n negativa entre pares de genes tiene un valor
muy pequen˜o. En el caso de ISA se puede observar que tanto para GDS1116
como para GaschYeast, el nu´mero de pares de genes correlacionados negati-
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vamente es pequen˜o. Por tanto, los valores de la correlacio´n con y sin valor
absoluto son bastante cercanos entre s´ı (0,74 y 0,63, 0,60 y 0,52, respecti-
vamente). En el caso del conjunto de datos de Alzheimer ISA obtiene tres
biclusters con un valor alto para la correlacio´n negativa pero so´lo tienen dos
condiciones, por lo que se pueden considerar como triviales y sin informacio´n
relevante. Estas observaciones muestran que tanto OPSM como ISA no son
adecuados para la bu´squeda de patrones de activacio´n-inhibicio´n. Por otro
lado, se puede observar en la tabla la gran variabilidad entre los resultados
que cada algoritmo aporta.
La figura 10.3 muestra ma´s claramente la diversidad entre los taman˜os
de los biclusters obtenidos con BISS, ChCh, ISA y OPSM para el conjunto
de datos de GDS1116. Cada punto representa un biclu´ster, donde los ejes x e
y representan genes y condiciones respectivamente. OPSM tiene 5 biclusters
con ma´s de 400 genes, y muy pocas condiciones, de 2 a 6, que no aparecen
en la figura. Se puede observar que los biclusters de BISS (cuadrados) se
agrupan en dos grupos: uno con un nu´mero alto de genes y otros con menos
de 50 genes. Adema´s todos los biclusters obtenidos por BISS tienen ma´s
condiciones que los obtenidos por ChCh, ISA u OPSM. Se puede tambie´n
observar que los biclusters de ISA (c´ırculos) y los de ChCh (diamantes)
tienen menos de 10 condiciones, aunque los de ISA tienen todos ma´s de 50
genes.
La figura 10.4 presenta el porcentaje de biclusters enriquecidos en uno
o ma´s te´rminos GO para BISS, ChCh, ISA y OPSM para los conjuntos
de datos de GDS1116 y GashYeast. Este porcentaje se ha calculado para
las tres ramas de GO (BP, CC y MF) y para los umbrales de significancia
ma´s usados, 0,05 % y 0,1 %. Se puede observar que BISS obtiene mejores
resultados que ISA para los datos de GaschYeast y mejor que ChCh para
ambos conjuntos de datos en las tres ramas de GO y para ambos umbrales.
Sin embargo, los resultados de ISA y OPSM son mejores que los de BISS
para GDS1116. No obstante, ambos algoritmos obtienen un nu´mero muy
bajo de genes correlacionados negativamente.
Aquellos biclusters compuestos por un nu´mero muy alto de genes tienen
mayor probabilidad de tener subgrupos de genes que sean significativos en
te´rminos GO. La influencia del taman˜o de los biclusters en las comparaciones
entre algoritmos ha sido estudiada en la literatura [14, 77, 32]. Generalmente,
para evitar el efecto del taman˜o de los biclusters, se suelen filtrar aquellos
compuestos por un nu´mero muy alto de genes. Siguiendo la experimentacio´n
llevada a cabo en [14], se ha considerado 50 como el nu´mero ma´ximo de genes
por biclu´ster y en funcio´n de ello se han filtrado los resultados.
La figura 10.5 muestra el porcentaje de biclusters enriquecidos despue´s
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del proceso de filtrado. Se debe tener en cuenta que todos los biclusters
de ISA para GDS1116 desaparecen al filtrase los resultados ya que todos
los biclusters ten´ıan ma´s de 50 genes. Se puede apreciar que BISS obtiene
ma´s biclusters enriquecidos que ISA para GaschYeast y ma´s que ChCh para
ambos conjuntos de datos en las tres ramas de GO. Por otro lado, BISS
mejora los resultados de OPSM para GDS1116 y obtiene resultados similares





























Figura 10.3: Taman˜o de los biclusters obtenidos con los algoritmos BISS,















































































































































































































































































































































































































































































































































































































Figura 10.4: Porcentaje de biclusters enriquecidos obtenidos por BISS,
ChCh, ISA and OPSM para las ramas de GO BP, CC y MF con los da-
tos de GDS1116 y GaschYeast.
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Figura 10.5: Porcentaje de biclusters enriquecidos obtenidos por BISS,
ChCh, ISA y OPSM para las ramas de GO BP, CC y MF con los datos
de GDS1116 y GaschYeast tras el proceso de filtrado.
10.4. Resultados 111
10.4.2. Comparacio´n con algoritmos basados en correlacio´n
Se ha comparado el rendimiento de BISS con el de otros dos algorit-
mos que tambie´n esta´n basados en la correlacio´n, en concreto BCCA [14]
y BICLIC [93]. BCCA no obtiene genes correlacionados negativamente, sin
embargo BICLIC s´ı los obtiene, por lo que encuentra patrones de activa-
cio´n-inhibicio´n.
El algoritmo BCCA tiene dos configuraciones posibles de para´metros,
segu´n si se buscan biclusters con solape, notaremos BCCA-yes, o sin so-
lape, notaremos BCCA-not. En el caso de BCCA-not la configuracio´n de
para´metros necesita el nu´mero de biclusters que se buscan y el umbral de
la correlacio´n. En el caso de BCCA-yes tan so´lo umbral de la correlacio´n.
Este umbral depende de la naturaleza de los datos y del taman˜o deseado
de los biclusters encontrados, que disminuye cuando el umbral aumenta. La
principal diferencia entre los dos algoritmos BCCA es que BCCA-yes bus-
ca todos los resultados posibles mediante una bu´squeda exhaustiva y por
lo tanto el tiempo de ejecucio´n es mucho mayor que el de BCCA-not. En
el caso de BCCA-not se ha elegido como para´metro 100 biclusters y, tras
realizar un estudio experimental se ha elegido 0,2 para GDS1116 y 0,8 para
GashcYeast y Alzheimer para el umbral de correlacio´n. En el caso de BCCA-
yes se ha elegido como umbral de correlacio´n 0,85. En este segundo caso el
estudio experimental no es posible dado el alto coste computacional de la
ejecucio´n, por lo que se ha elegido este valor siguiendo la recomendacio´n de
la referencia [14].
El algoritmo BICLIC tiene tres para´metros de entrada: el umbral de co-
rrelacio´n y el nu´mero mı´nimo de genes y condiciones para cada biclu´ster
que se encuentre. Se han elegido como para´metros 0,9, 5 y 5 para Gasch-
Yeast, 0,85, 25 y 10 para GDS1116 y, por u´ltimo, 0,6, 5 y 2 para los datos
de Alzheimer. En el caso de los datos de GaschYeast se han elegido estos
para´metros siguiendo los para´metros por defecto proporcionado por los au-
tores del algoritmo [93]. En cambio, en los casos de GDS1116 y Alzheimer,
dado que no se obten´ıan con esta eleccio´n resultados satisfactorios, se ha
llevado a cabo un proceso experimental para la eleccio´n de los valores de los
para´metros.
La tabla 10.3 muestra la informacio´n de los biclusters obtenidos con
BISS, BCCA-not, BCCA-yes y BICLIC. BISS y BCCA-not obtienen 100
biclusters como era esperado. BCCA-yes obtiene 1662, 17322 y 368, mien-
tras que BICLIC obtiene 5988, 14791 y 4405 para los datos de GDS1116,
GaschYeast y Alzheimer respectivamente. Se puede observar en la tabla que
BCCA tiene 0 pares de genes correlacionados negativamente, por lo que se
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puede deducir que no obtiene patrones del tipo activacio´n-inhibicio´n a pesar
de patrones interesantes desde el punto de vista biolo´gico [94]. Por otro lado,
BICLIC si captura este tipo de patrones para GaschYeast y Alzheimer pero
para GDS1116. Observando la tabla se puede deducir que BICLIC obtiene
pocos genes correlacionados negativamente ya que hay poca diferencia en-
tre la correlacio´n con valor absoluto y sin valor absoluto (0,76 y 0,61 para


























Figura 10.6: Taman˜o de los biclusters obtenidos por BISS, BCCA-not,








































































































































































































































































































































































































































































































































































La figura 10.6 muestra los taman˜os de los biclusters encontrados. Se
puede observar que BCCA-not, BCCA-yes y BICLIC obtienen biclusters
con un nu´mero de condiciones mayor y un nu´mero de genes menor que los
obtenidos por BISS.
La figura 10.7 presenta el porcentaje de biclusters enriquecidos en uno
o ma´s te´rminos GO para BISS, BCCA-not, BCCA-yes y BICLIC para
GDS1116 y GaschYeast filtrando los resultados considerando so´lo aquellos
biclusters que tuvieran menos de 50 genes. Se puede observar que BISS me-
jora a BCCA-not, BCCA-yes y BICLIC en las tres ramas de GO y para
ambos umbrales de significancia para GaschYeast. Por otro lado, BISS me-
jora a BCCA-not, BCCA-yes y BICLIC en las ramas de CC y MF con los
datos de GDS1116. Sin embargo en la rama BP, los resultados de BISS y de
BCCA-yes son similares para 0,1 % y sin embargo los de BCCA-yes mejoran
los de BISS para 0,05 %. No obstante, hay que recordar que BCCA-yes no
pod´ıa obtener correlaciones negativas y por lo tanto patrones de activacio´n-
inhibicio´n.
Con el objetivo de enfatizar las diferencias entre los resultados obtenidos,
se puede realizar el estudio teniendo una definicio´n au´n ma´s restrictiva del
significado del enriquecimiento de los biclusters. La mayor´ıa de las veces el
enriquecimiento de un biclu´ster respecto a un determinado te´rmino GO se
debe a un pequen˜o subgrupo de genes. Se puede proporcionar una definicio´n
ma´s restrictiva segu´n la cual un biclu´ster esta´ altamente enriquecido si tiene
un nu´mero de genes por encima de un umbral, previamente establecido,
significativos en un determinado te´rmino GO [2, 23]. Por ejemplo, dicho
umbral se puede considerar un porcentaje del nu´mero de genes o un valor
de 5 genes como se propone en la bibliograf´ıa.
La figura 10.8 muestra el porcentaje de biclusters altamente enriqueci-
dos para BISS, BCCA-yes y BICLIC. Se puede observar que los resultados
obtenidos por BISS son mejores que los obtenidos por BCCA-yes y BICLIC
para las ramas de BP y CC con el conjunto de datos de GDS1116. Para la
rama MF, BISS tiene 27,6 % y 28,9 % para los niveles de significancia 0,1 %
y 0,05 % respectivamente, BCCA-yes tiene 27,5 % para ambos niveles y BI-
CLIC tiene 30,4 % y 30,8 %. Adema´s, se puede observar que los resultados
obtenidos por BISS y BCCA-yes son similares y siempre mejores que los de
BICLIC para los datos de GaschYeast.
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Figura 10.7: Porcentaje de biclusters enriquecidos obtenidos por BISS,
BCCA-not, BCCA-yes y BICLIC para las ramas de GO BP, CC y MF
con los datos de GDS1116 y GaschYeast.
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Figura 10.8: Porcentaje de biclusters altamente enriquecidos obtenidos por
BISS, BCCA-not, BCCA-yes y BICLIC para las ramas BP, CC y MF con
los datos GDS1116 y GaschYeast.
10.4.3. Estudio de la significancia biolo´gica de los biclusters
En esta seccio´n se presenta un estudio biolo´gico cualitativo de algunos
de los biclusters obtenidos por BISS.
La figura 10.9 muestra la representacio´n gra´fica de un biclu´ster com-
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puesto por 35 genes y 13 condiciones obtenidos por BISS para los datos del
Alzheimer. Observando la figura se pueden observar patrones de desplaza-
miento y escalado adema´s de patrones de activacio´n-inhibicio´n. En concreto,
se han representado dos genes correlacionados positivamente usando l´ıneas
discontinuas y un tercer gen con correlacio´n negativa respecto a los dos genes
anteriores representado usando l´ınea negra.


























Figura 10.9: Representacio´n de un bicluster obtenido por BISS con los datos
de Alzheimer.
La tabla 10.4 muestra el estudio biolo´gico de varios biclusters de BISS
obtenidos para los datos de GDS1116 y GaschYeast. Se ha utilizado la he-
rramienta web FuncAssociate3 para generar la informacio´n que se refleja en
la tabla. En concreto, el taman˜o de los biclusters, el nu´mero de genes del
biclu´ster asociados con el te´rmino GO correspondiente, el nu´mero de ge-
nes en dicho te´rmino, el valor p-value ajustado y la descripcio´n del te´rmino
GO para los dos primeros te´rminos GO asociados. Se puede observar que el
biclu´ster #1 tiene 22 y 12 genes en los te´rminos GO:0022626 y GO:0022627
respectivamente, estando formados dichos te´rminos por 163 y 64 genes. Es-
tos te´rminos GO pertenecen a la rama CC y esta´n relacionados con la fun-
cionalidad de los ribosomas. El biclu´ster #70 tiene 4 genes asociados con
los te´rminos GO:0000722 y GO:0003678. Para los datos de GaschYeast, los
biclusters #1 y #62 tienen aproximadamente la mitad de sus genes relacio-









































































































































































































































































































































































































La noble ciencia de la genealog´ıa pierde esplendor por la extrema
imperfeccio´n de sus archivos.
El origen de las especies. Charles Darwin (pa´g. 774)
11.1. Introduccio´n
En este cap´ıtulo presentamos el estudio experimental relativo a la inte-
gracio´n de informacio´n biolo´gica presentada en el cap´ıtulo VIII. El objetivo
que nos marcamos en la experimentacio´n presentada es el ana´lisis de co´mo
afecta en el rendimiento de un algoritmo de biclustering la integracio´n de
informacio´n biolo´gica. Se comparan principalmente los resultados obtenidos
con las medidas FracGO y SimNTO para la integracio´n de informacio´n. Los
resultados tambie´n se comparan con un grupo de algoritmos de biclusteri-
ng considerados como cla´sicos, ChCh [24], ISA [12], OPSM [11] y xMotifs
[68], y que suelen ser usados como marco de trabajo en la literatura. La
metodolog´ıa de comparacio´n se basa en la propuesta en la referencia [77],
basada en el estudio del porcentaje de biclusters enriquecidos, y que se usa
comu´nmente en la literatura.
11.2. Datos
Para los experimentos realizados se han utilizado dos conjuntos de da-
tos de la levadura descargados del repositorio GEO [31] con identificadores
GDS1116 y GDS2914. El primero esta´ compuesto por 7085 perfiles de ex-
presio´n y 131 muestras. Estos datos fueron generados en un estudio sobre
la variabilidad gene´tica en la evolucio´n de poblaciones de levadura obteni-
das mediante el cruce de cepas de dos tipos distintos. El segundo conjunto
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de datos esta´ formado por 15488 perfiles de expresio´n y 36 muestras y se
trata de datos de tipo temporal relacionados con el ciclo de la levadura de
muestras tratadas con dosis altas o bajas de cafe´ına. Estos datos en crudo
se han tratado con la herramienta web Babelomics [62] siguiendo el mismo
preprocesamiento para ambos conjuntos de datos. Se han filtrado aquellos
perfiles de expresio´n con ma´s de un 30 % de valores nulos as´ı como, por
otro lado, se han cambiado por la media de los valores del perfil de expre-
sio´n correspondiente el resto de valores nulos que permanec´ıan en los datos.
Aquellos perfiles que aparecen repetidos varias veces para un mismo gen han
sido fusionado mediante la media de sus valores. Tras este procesamiento de
los datos en crudo, la matriz de expresio´n de GDS1116 esta´ compuesta de
882 genes y 131 condiciones y, por otro lado, GDS2914 por 975 genes y 36
condiciones.
La informacio´n biolo´gica se proporciona a trave´s de un fichero de ano-
taciones directas de los te´rminos GO obtenidos para la rama de BP de GO.
Este tipo de fichero relaciona cada gen con el conjunto de te´rminos GO
en los que interviene. Se puede generar de varias formas segu´n se pongan
ma´s o menos restricciones a GO. En este trabajo se ha tenido en cuenta la
estructura de a´rbol de GO y los ficheros de anotaciones se han construido
propagando las anotaciones hasta los te´rminos altos de la ontolog´ıa. Estos
ficheros de anotaciones se han generado usando Babelomics con las opciones
por defecto para este tipo de tareas. El fichero de anotaciones para los datos
GDS1116 tiene informacio´n sobre anotaciones para 632 de los 882 genes de
la matriz de expresio´n. Este fichero contiene 245 te´rminos GO diferentes y
el nu´mero medio de te´rminos GO por gen es de 10,6. Por otro lado, para
GDS2914 de los 975 genes de su matriz de expresio´n, el fichero de anota-
ciones generado contiene informacio´n para 658 genes, contiene 256 te´rminos
GO y el nu´mero medio de te´rminos por gen es igual a 10,1.
11.3. Resultados
Se presenta a continuacio´n los resultados obtenidos con el objetivo de
mostrar que la integracio´n de informacio´n mejora el rendimiento y se consi-
guen encontrar biclusters de mayor calidad. Los resultados se han obtenido
usando las distintas configuraciones de la funcio´n objetivo propuestas en el
cap´ıtulo VIII. Se estudian estos resultados segu´n el taman˜o de los biclus-
ters obtenidos, el porcentaje de enriquecimiento as´ı como el solapamiento.
As´ı mismo, se presentan tambie´n los resultados obtenidos usando otras fuen-
tes de informacio´n diferentes a GO, como KEGG e Interpro, y usando otras
medidas de similitud funcional tambie´n basadas en la similitud entre pares
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Configuracio´n Numero Biclusters
funcio´n de (M1, M2, M3) enriquecidos ( %)
objetivo biclusters BP MF CC
1-SimNTO 10 (2,1,1) 100 100 100
1-SimNTO 50 (2,1,1) 100 98 100
1-SimNTO 100 (2,1,1) 99 97 97
1-FracGO 10 (2,1,1) 100 70 50
1-FracGO 50 (2,1,1) 100 72 64
1-FracGO 100 (2,1,1) 100 73 67
0 10 (2,1,0) 85 82 88
0 50 (2,1,0) 82 72 84
0 100 (2,1,0) 85 82 88
Tabla 11.1: Porcentaje de biclusters enriquecidos obtenidos por el algoritmo
GoldBinch para diferentes valores del nu´mero de biclusters.
de genes. Cada ejecucio´n del algoritmo encuentra 100 biclusters. La tabla
11.1 presenta el porcentaje de biclusters enriquecidos obtenidos por el algo-
ritmo con distintos valores para el para´metro de entrada que determina el
nu´mero de biclusters que se desean obtener (10, 50, y 100). Se puede obser-
var que el porcentaje de biclusters enriquecidos no depende de esta eleccio´n
y por lo tanto no es un para´metro que afecte al estudio. Se debe tener en
cuenta que el algoritmo obtiene cada biclu´ster de manera independiente a
trave´s de un procedimiento no determinista, es por ello que se elige un va-
lor suficientemente grande para el nu´mero de biclusters que se encuentran,




















































































































































































































































































































































































































































































































































































































































































































































































































































































La tabla 11.2 resume la informacio´n de los biclusters obtenidos usan-
do diferentes configuraciones de la funcio´n objetivo para los conjuntos de
datos GDS1116 y GDS2914. La columna Medida indica si la funcio´n obje-
tivo tiene en cuenta la integracio´n de la informacio´n a trave´s de la medida
SimNTO (Eq. 8.9) o FracGO (Eq. 8.6) o si no se lleva a cabo integracio´n
de informacio´n (f3 = 0 en Eq. 8.1). La columna Para´metros representa el
peso correspondiente a cada te´rmino de la funcio´n objetivo. Es importante
destacar que todos los te´rminos var´ıan entre 0 y 1.
El para´metroM1 relacionado con el taman˜o de los biclusters se fija a 2 pa-
ra evitar encontrar biclusters con un nu´mero trivial de genes o condiciones[69],
de esta manera se evita encontrar biclusters compuestos por ejemplo por tan
so´lo dos genes o condiciones. Las configuraciones de la funcio´n objetivo es-
tudiadas son las siguientes: (M2 = 1, M3 = 1) que le da el mismo peso al
te´rmino relativo a la correlacio´n que al de la integracio´n biolo´gica, (M2 = 2,
M3 = 1) donde tiene ma´s importancia el te´rmino de la correlacio´n entre
los genes que el relativo a la integracio´n y, por u´ltimo, (M2 = 1, M3 = 2)
donde la situacio´n es justo la contraria. En el caso que no se lleve a cabo la
integracio´n de informacio´n biolo´gica se tiene que M3 = 0 y por lo tanto tan
so´lo hay dos casos de estudio segu´n la importancia del te´rmino relativo a la
correlacio´n M2 = 1 o M2 = 2. Se debe tener en cuenta que M1 no puede ser
igual a cero para evitar biclusters triviales [69]. Por otro lado, si M2 = 0 el
nu´mero de condiciones no se podr´ıa controlar y se estar´ıa llevando a cabo
un algoritmo de clustering pues se consideran todas las condiciones en cada
biclu´ster.
El resto de columnas de la tabla 11.2, Taman˜o, Biclusters enriquecidos
( %), Te´rminos GO por bicluster y Tiempo, muestran respectivamente el
valor medio del nu´mero de genes y condiciones de los 100 biclusters obteni-
dos, el porcentaje de biclusters enriquecidos, la media de te´rminos GO por
biclu´ster y el tiempo medio para obtener cada biclu´ster. Generalmente el
estudio del enriquecimiento de los biclusters se realiza respecto al te´rmino
de BP de GO [77] [32]. Sin embargo en este estudio la significancia biolo´gi-
ca tambie´n se estudia usando las otras dos ramas de GO: MF y CC. Haya
que tener en cuenta que el nu´mero medio de te´rminos GO por biclu´ster se
establece teniendo en cuenta todos los biclusters, no so´lo aquellos que esta´n
enriquecidos.
El algoritmo GoldBinch se ha comparado con una familia de algoritmo
de biclustering considerados como cla´sicos. Estos algoritmos son en concre-
to ChCh [24], ISA [12], OPSM [11] y xMotifs [68], disponibles a trave´s de
la herramienta BiCAT [10], y que se suelen usar como marco de referencia
en la literatura de biclustering [77]. La tabla 11.3 presenta el nu´mero de
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biclusters, el taman˜o medio de los mismos, la media del porcentaje de bi-
clusters enriquecidos segu´n las ramas de BP, MF y CC de GO, as´ı como el
nu´mero de te´rminos GO por biclu´ster segu´n BP, para ambos conjuntos de
datos GDS1116 y GDS2914. Te´ngase en cuenta que tan so´lo se presentan
resultados de xMotfs para los datos de GDS2914 porque el algoritmo so´lo
se puede ejecutar para matrices que tengan menos de 64 columnas.
Las figuras 11.1 y 11.2 muestran el porcentaje de biclusters enriqueci-
dos presentados en la tablas 11.2 y 11.3 para los dos conjuntos de datos,
GDS1116 y GDS2914, respectivamente. Las barras de color negro repre-
sentan BP, las grises MF y las blancas CC. Se debe tener en cuenta que 211,
212 y 221 representan (M1 = 2,M2 = 1,M3 = 1), (M1 = 2,M2 = 1,M3 = 2)

















Figura 11.1: Porcentaje de biclusters enriquecidos para GDS1116.
Las figuras 11.3, 11.4 y 11.5 muestran el taman˜o de los biclusters ob-
tenidos para GDS1116 cuando se usan diferntes configuraciones de pesos
propuestas. Cada punto representa un biclu´ster donde el nu´mero de genes
esta´ representado en el eje x y el nu´mero de las condiciones en el eje y.
Esta misma informacio´n se puede observar en la tabla 11.4 que muestra la


















































Figura 11.3: Taman˜o de los biclusters obtenidos con GDS1116 cuando la































Figura 11.4: Taman˜o de los biclusters obtenidos con GDS1116 cuando la































Figura 11.5: Taman˜o de los biclusters obtenidos con GDS1116 cuando la





























































































































































































































































































































































Las figuras 11.6 y 11.7 muestran el solapamiento entre los 100 biclusters
obtenidos por la funcio´n objetivo basada en SimNTO, con la configuracio´n
que le da ma´s importancia a la integracio´n biolo´gica que a la parte de la
correlacio´n, para los datos GDS1116. Cada elemento de la matriz de la figu-
ra es el porcentaje de solpamiento entre dos biclusters, que se define como
la proporcio´n de genes y condiciones que comparten ambos biclusters. El
algoritmo GoldBinch no incorpora ningu´n mecanismo de control de solape
entre los biclusters, sin embargo se puede observar en las figuras que to-
dos los biclusters tienen un solapamiento por debajo del 30 %. Para otras
configuraciones de la funcio´n objetivo los resultados son ana´logos.





























Figura 11.6: Porcentaje de solapamiento entre los biclusters obtenidos para
GDS1116.
El algoritmo GoldBinch se ha comparado con una familia de algoritmo
de biclustering considerados como cla´sicos. Estos algoritmos son en concreto
ChCh [24], ISA [12], OPSM [11] y xMotifs [68], disponibles a trave´s de la
herramienta BiCAT [10], y se suelen usar como marco de referencia en la
literatura de biclustering [77]. La tabla 11.3 presenta el nu´mero de biclus-
ters, el taman˜o medio de los mismos, la media del porcentaje de biclusters
enriquecidos segu´n las ramas de GO BP (Biological Process), MF (Molecu-























Figura 11.7: Histograma para el porcentaje de solapamiento entre los biclus-
ters obtenidos para GDS1116.
GO por biclu´ster segu´n BP, para ambos conjuntos de datos GDS1116 y
GDS2914. Te´ngase en cuenta que tan so´lo se presentan resultados de xMotfs
para los datos de GDS2914 porque el algoritmo so´lo se puede ejecutar para
matrices que tengan menos de 64 columnas.
La figura 11.8 presenta el taman˜o de los biclusters obtenidos por los
algoritmos ChCh, ISA y OPSM para los datos GDS1116. La tabla 11.4
muestra de manera cuantitativa la misma informacio´n que esta figura.
La tabla 11.5 muestra los resultados obtenidos paraGDS1116 yGDS2914
usando FracGO como medida de integracio´n y como fuente los ficheros de
anotaciones construidos con rutas KEGG y con Interpro. La informacio´n
de estos ficheros de anotaciones, construidos sin usar la ontolog´ıa GO, se
muestra en la tabla 11.6. En concreto, se muestra el taman˜o del fichero de
anotaciones, el nu´mero de genes y el nu´mero medio de te´rminos anotados
por cada gen.
La tabla 11.7 muestra los resultados obtenidos utilizando otras medidas
GO entre pares de genes distintas de SimNTO como medidas de integracio´n.
En concreto, las medidas SimGIC y SimUI. Estas medidas son medidas ba-
sadas en grafos que tienen en cuenta la estructura jera´rquica de GO. SimGIC
es una medida h´ıbrida basada en el contenido de informacio´n, information
content (IC), del grafo de GO mientras que, por otro lado, SimUI so´lo se































Figura 11.8: Taman˜o de los biclusters obtenidos para CC, ISA y OPSM para
GDS1116.
basa en contar te´rminos en dicho grafo. El co´digo fuente usado en los expe-
rimentos ha sido el co´digo proporcionado en la referencia [21].
11.4. Discusio´n de los resultados
La integracio´n de informacio´n biolo´gica mejora los resultados de los al-
goritmos de biclustering respecto al porcentaje de biclusters enriquecidos.
Se puede observar en la tabla 11.2 que los mejores biclusters son aquellos
que se obtienen con las configuraciones FracGO y SimNTO de la funcio´n
objetivo con BP (ver barras negras en las figuras 11.1 and 11.2). En concre-
to, para BP se obtiene un 100 % de biclusters enriquecidos con FracGO para
ambos conjuntos de datos y para SimNTO 99 %, 87 % o 95 % con GDS1116
y, por otro lado, 87 %, 65 % o 87 % para GDS2914. La medida FracGO se
basa en la proporcio´n de genes que se encuentran en un mismo te´rmino GO
enriquecido, por lo tanto si la validacio´n se lleva a cabo usando la misma
rama de GO respecto a la que se calcula FracGO, los resultados podr´ıan
estar sesgados. Por este motivo, y aunque generalmente las comparativas en
los trabajos de biclustering se suelen establecer tan so´lo estudiando el en-
riquecimiento respecto de BP, se ha incluido en la tabla 11.2 el estudio del
enriquecimiento de biclusters respecto de las otras dos ramas de GO: MF y
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CC. Te´ngase en cuenta que SimNTO se basa en un criterio distinto al del
enriquecimiento de genes. Para los datos GDS2914, se puede observar que
tanto SimNTO como FracGO mejoran los resultados en todos los casos a
la configuracio´n de la funcio´n objetivo cuando no hay integracio´n biolo´gica
(f3 = 0). Para los datos de GDS1116, se puede observar en la figura 11.1
que la configuracio´n de para´metros 211 para SimNTO mejora a las configu-
raciones 210 y 220. Por otro lado, para FracGO los resultados para 212 son
un poco mejor que los de 210 para MF y CC pero esta´n en el mismo rango
de valores (ve´ase la l´ınea horizontal al 79 % en la figura).
Por otro lado, el porcentaje de biclusters enriquecidos usando tanto Frac-
GO como SimNTO mejora los resultados de los algoritmos cla´sicos de bi-
clustering. Para GDS1116, se puede observar en la figura 11.1 que SimNTO
obtiene mejores resultados que ChCh, ISA y OPSM. Por otro lado, todas
las configuraciones de FracGO mejoran a ChCh y para 212 los resultados
esta´n el mismo rango de valores que ISA y OPSM para MF y CC (ve´ase la
l´ınea horizontal en la figura al 79 %). Para GDS2914, la figura 11.2 muestra
claramente que SimNTO mejora a ChCh, ISA, OPSM y xMotifs para BP y
FracGO mejora a todos los algoritmos para BP, MF y CC. Para OPSM se
obtiene un valor alto para el nu´mero medio de te´rminos GO por biclu´ster
(20.06 y 28.64 para GDS1116 y GDS2914 respectivamente). Este hecho se
debe a que los biclusters de OPSM esta´n compuestos por un nu´mero muy
alto de genes.
El porcentaje de biclusters enriquecidos para SimNTO es mayor cuando
se le da e´nfasis al te´rmino de la correlacio´n (configuracio´n 221) que cuando
se enfatiza el te´rmino de la integracio´n (configuracio´n 212) (ve´ase los c´ırculos
en las figuras 11.1 y 11.2). Este hecho se debe a que la medida SimNTO no
se basa en la idea del enriquecimiento de genes sino en el solapamiento de
te´rminos GO entre los te´rminos asociados a cada gen. La mejor configuracio´n
para SimNTO es 211, es decir, la misma importancia para M2 que para M3.
Por lo tanto, se puede concluir que la mejor opcio´n para la configuracio´n
de la funcio´n objetivo es buscar un equilibrio entre el te´rmino relativo a la
correlacio´n y el relativo a la integracio´n biolo´gica.
Las comparativas basadas en el enriquecimiento de los genes pasan por
alto las condiciones que componen los biclusters. Estas comparativas de-
ben ser ampliadas observando los taman˜os de los biclusters para descartar
situaciones en las que los resultados obtenidos sean triviales y tienen infor-
macio´n relevante. Por ejemplo, un biclu´ster compuesto por un nu´mero alto
de genes, que muestren enriquecimiento GO, pero que so´lo este´ compuesto
por dos condiciones, no aporta informacio´n relevante de un comportamiento
subyacente, tan so´lo muestra que ese conjunto de genes se expresan en dos
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condiciones. Se puede observar teniendo en cuenta las figuras 11.3 and 11.4
y la tabla 11.2, que el taman˜o de los biclusters es igual cuando el te´rmino de
integracio´n es igual o ma´s relevante que el te´rmino de la correlacio´n (para´me-
tros M2 = M3 = 1 o M2 = 1 y M3 = 2, respectivamente). Sin embargo, en
la figura 11.5 se puede observar que el taman˜o decrece cuando se prima el
termino de la correlacio´n (para´metros M2 = 2 y M3 = 1). En particular,
tan so´lo 5 condiciones para SimNTO como valor medio y colapsa a 3 para
FracGO y el caso en el que no hay integracio´n. Por otro lado, se debe ob-
servar que los biclusters de FracGO tienen en general un nu´mero ma´s alto
de genes que los de SimNTO.
A pesar de que el porcentaje de biclusters enriquecidos es del 100 % con
FracGO para BP, el valor medio de te´rminos GO por biclu´ster es de tan
so´lo 1 (ve´ase tabla 11.2). La medida FracGO busca genes que compartan
un mismo te´rmino GO, por esta razo´n FracGO encuentra biclusters con tan
so´lo un te´rmino GO que probablemente sera´ un te´rmino gene´rico en los
niveles superiores de GO. Por el contrario, el nu´mero medio de atributos
GO para SimNTO es de 5,74, 3,67 y 4,5 para GDS1116 y, por otro lado,
de 5,45, 2,94 y 5,39 para GDS2914. Por lo tanto, los biclusters obtenidos
con SimNTO se componen por grupos de genes relacionados con un nu´mero
mayor de te´rminos GO que los obtenidos por FracGO, lo que implica que
aportan informacio´n biolo´gica ma´s relevante.
En la tabla 11.2 se puede observar que el coste computacional de FracGO
es ma´s alto que el de SimNTO. Este hecho es lo´gico teniendo en cuenta su de-
finicio´n. Para cada conjunto de genes se tiene que calcular por cada te´rmino
GO del fichero de anotaciones el p-value asociado. Adema´s, se debe evaluar
multitud de soluciones/biclusters durante el proceso de bu´squeda (genera-
cio´n de la poblacio´n inicial, mejora, estabilidad del conjunto de referencia,
etc), es decir, cientos o incluso miles de posibles soluciones. Hay que tener
en cuenta que cuanto menos te´rminos haya en los ficheros de anotaciones
ma´s ra´pido sera´ el tiempo de ejecucio´n para la medida FracGO.
Los ficheros de anotaciones se pueden generar de multitud de forma, sin
embargo la medida SimNTO requiere una serie de restricciones. En concreto,
esta medida requiere que el fichero de anotaciones sea una ontolog´ıa, como en
el caso de GO, y que el fichero de anotaciones tenga en cuenta dicha ontolog´ıa
al completo y no so´lo una parte. FracGO en cambio acepta cualquier tipo de
fichero de anotaciones sea fruto o no de una ontolog´ıa o, en el caso de que
lo sea, acepta informaciones parciales de la misma, es decir, la informacio´n
parcial entre dos niveles dados de esa ontolog´ıa. La tabla 11.5 muestra un
ejemplo en el que se puede utilizar la medida FracGO pero no SimNTO.
En la tabla 11.6 se puede observar que el nu´mero de genes anotados en
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GO para ambos conjuntos de datos es sensiblemente superior a los anotados
en KEGG o InterPro. Se puede observar en las tablas 11.2 y 11.5 co´mo
influyen el nu´mero de genes anotados y el nu´mero de anotaciones por gen en
los resultados obtenidos por FracGO. Cuando menor es el nu´mero de genes
anotados, es decir menos informacio´n se tiene, peores son los resultados.
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La tabla 11.7 muestra los resultados de otras medidas GO basadas en
pares de genes distintas a SimNTO. SimGIC y SimUI integran la informacio´n
biolo´gica en el algoritmo usando la misma idea que SimNTO, la similitud
GO entre pares de genes, pero su funcionamiento difiere del de SimNTO. Se
puede observar que los biclusters obtenidos por SimNTO tienen un nu´mero
de te´rminos GO por biclusters ma´s alto que SimGIC y SimUI. Por otro
lado, SimNTO obtiene un porcentaje ma´s alto de biclusters enriquecidos
que SimGIC y SimUI. Se puede por tanto concluir que SimNTO obtiene
mejores resultados que SimGIC y SimUI. Se debe tener en cuenta adema´s
que el coste computacional de SimNTO es menor debido a su naturaleza, ya
que la estructura de GO la tiene en cuenta a trave´s del fichero de anotaciones
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En resumen, y teniendo en cuenta el coste computacional para la medida
FracGO, la opcio´n de SimNTO es la ma´s adecuada para la integracio´n de
informacio´n cuando se usa la ontolog´ıa GO teniendo en cuenta toda su es-
tructura. De hecho los biclusters que se obtienen con FracGO en estos casos
estara´n compuestos por genes que comparten tan so´lo un te´rmino GO muy
general en la ontolog´ıa. Sin embargo, si la informacio´n de la ontolog´ıa es tan
so´lo parcial, de manera que se tenga en cuenta tan so´lo la informacio´n entre
varios subniveles intermedios de la misma, o se utiliza como informacio´n
ficheros de anotaciones generados por otras fuentes de informacio´n como
KEGG o InterPro, la u´nica opcio´n en estos casos es FracGO.
11.5. Evaluacio´n biolo´gica cualitativa
El enriquecimiento de genes es el criterio comu´nmente utilizado en la
literatura de biclustering como marco de comparacio´n entre algortimos ([77],
[32]). En la seccio´n anterior hemos analizado los resultados obtenidos por
el algoritmo utilizando las configuraciones basadas en SimNTO y FracGO.
Se ha visto que los biclusters obtenidos con FracGO esta´n formados por
grupos de genes que tan so´lo son significativos en un te´rmino GO (ve´ase la
tabla 11.2) que, si es uno de los te´rminos ma´s altos en la jerarqu´ıa de GO,
puede aportar informacio´n no relevante. En esta seccio´n se trata de analizar
no ya que el algoritmo obtenga informacio´n biolo´gica sino de que´ tipo de
informacio´n se trata y si es relevante o no. A continuacio´n vamos a tratar de
confirmar la hipo´tesis de que los biclusters de FracGO capturan informacio´n
no relevante, por ser informacio´n de te´rminos GO muy generales, mientras
que SimNTO si captura informacio´n relevante.
A continuacio´n se realiza un evaluacio´n biolo´gica de tipo cualitativo usan-
do las ideas usadas en la referencia [73]. Este estudio se basa en la significan-
cia estad´ıstica de un grupo de genes en una determinada ruta usando Reac-
tome [45] como referencia. Se han estudiado los cinco primeros biclusters
segu´n el valor de su funcio´n objetivo para los datos GDS1116. En concreto,
los cinco primeros biclusters para las configuraciones 211 y 212 para SimN-
TO y FracGO, as´ı como los cinco primeros biclusters para la configuracio´n
210 para Corr. Te´ngase en cuenta que los biclusters de las configuraciones
221, para FracGO y SimNTO, y los biclusters para la configuracio´n 220 para
Corr tienen un nu´mero muy bajo de condiciones y no son interesantes de es-
tudiar. Los cinco biclusters de SimNTO para 211 y 212 presentan mapeo de
rutas, es decir, esta´n compuestos por genes presentes en rutas metabo´licas
representadas en Reactome. En cambio, tan so´lo dos biclusters de los cinco
de Corr, para 220, presentan mapeo de rutas y no se encuentra ninguna in-
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formacio´n para FracGO ni para la configuracio´n 211 ni para 212. Las tablas
11.8 y 11.9 muestran el ana´lisis de este mapeo de rutas usando Reactome
para los biclusters tercero y quinto de SimNTO con las configuraciones 211
y 212 respectivamente. La tabla 11.10 muestra la informacio´n del cuarto bi-
cluster de Corr para 220. Cada columna de la tabla muestra el identificador
de la ruta o pathway. En el cap´ıtulo de datos suplementarios se suministra
la informacio´n de todas las tablas generadas para todos los biclusters.
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Identificador
pathway Nombre pathway FDR
231079 Gene Expression 0,002
233365 Metabolism of proteins 0,010
188483 S6K1 signalling 0,012
188482 mTORC1-mediated signalling 0,039
188481 S6K1-mediated signalling 0,039
Tabla 11.10: Resultado del ana´lisis usando Reactome para el biclu´ster 4
obtenido con la medida Corr y con la configuracio´n 210.
Las rutas encontradas para cuatro de los cinco biclusters obtenidos con
SimNTO para la configuracio´n 112 son: Eukaryotic Translation Initiation,
Cap-dependent Translation Initiation y L13a-mediated translational silen-
cing of Ceruloplasmin expression que esta´n asociadas a prote´ınas del ribo-
soma (RPL9A ,RPL9B y RPL8A), adema´s de asociadas a procesos de en-
samblado del propio ribosma (27SA3 pre-rRNA y 27SB pre-rRNA). Ana´lo-
gamente, las rutas de cuatro de los cinco biclusters obtenidos con SimNTO
para la configuracio´n 212 son: S6K1 signalling, S6K1-mediated signalling y
mTORC1-mediated signalling. En el caso de los biclusters obtenido con la
medida Corr para la configuracio´n 220 tan so´lo se encuentran rutas para
dos de ellos. Al contrario de lo que sucede con los resultados para SimNTO,
los resultados para la medida Corr no pueden considerarse relevantes. En el
ana´lisis funcional, los biclusters de SimNTO muestran ma´s genes mapeados
en rutas de Reactome que los de Corr. Este hecho apoya la hipo´tesis de
que la integracio´n de la informacio´n biolo´gica basado en la medida SimNTO
mejora los resultados del caso en el que no hay integracio´n de informacio´n.
Por otro lado, la informacio´n ma´s interesante es que Reactome no mues-
tra informacio´n para ningu´n biclu´ster de FracGO. La razo´n es que estos
biclusters agrupan genes que se asocian con te´rminos GO muy generales y
que no aportan informacio´n relevante. La causa es que el fichero de anota-
ciones de GO usado en los experimentos se ha construido teniendo en cuenta
toda la jerarqu´ıa de GO, es decir, propagando la informacio´n de los te´rmi-
nos hasta la raiz. Se han analizado estos biclusters de FracGO usando Gene
Term Linker [35] y Revigo [84] para confirmar la hipo´tesis de trabajo: que
FracGO encuentra biclusters enriquecidos pero estos no aportan informacio´n
interesante. En primer lugar Gene Term Linker filtra aquellos te´rminos GO
irrelevantes identificando metagrupos de genes con un significado biolo´gico
coherente. En segundo lugar, Revigo resume en una lista todos los te´rminos
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GO agrupa´ndolos segu´n su similitud y eliminando la informacio´n redundan-
te. La figura 11.10 muestra los te´rminos GO resultantes del primer biclu´ster
de FracGO para 211. Todos los te´rminos GO se agrupan en dos grupos:
Metabolism y Protein Ubiquitation. Despue´s de aplicar el ana´lisis combina-
do usando Gene Term Linker y Revigo, se puede comprobar que todos los
te´rminos GO esta´n agrupados en te´rminos muy generales. Se confirma la
hipo´tesis de trabajo que nos dec´ıa que tal y como se han proporcionado los
ficheros de anotaciones en los experimentos, capturando la informacio´n de
GO hasta la raiz de la ontolog´ıa, los biclusters obtenidos por FracGO cap-
turan informacio´n biolo´gica pero dicha informacio´n no es relevante. Por este
motivo no se encontraban rutas asociadas con Reactome. Se puede consultar
la informacio´n suplementaria para ver todas las figuras y tablas generadas
en este estudio.
Figura 11.9: Grupo de te´rminos GO obtenidos con Revigo para el bicluster
1 para la medida FracGO y la configuracio´n 211. So´lamente se agrupan dos
te´rminos: protein-ubiquitination y metabolism.
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Figura 11.10: Grupo de te´rminos GO obtenidos con Revigo para el bicluster
1 para la medida FracGO y la configuracio´n 211. So´lamente se agrupan dos









En mi opinio´n, la caracter´ıstica ma´s importante de los buenos
profesores es que se colocan en el lugar del alumno. No se trata
simplemente de impartir lecciones claras y precisas y de corregir
exa´menes; el objetivo principal es ayudar al estudiante a enten-
der la materia.
Cartas a una joven matema´tica. Ian Stewart (pa´g. 172)
12.1. Conclusiones
Los datos de expresio´n ge´nica, y su particular naturaleza e importancia,
motivan no so´lo el desarrollo de nuevas te´cnicas sino la formulacio´n de nuevos
problemas como el problema del biclustering. El principal objetivo de la tesis
expuesta ha sido la elaboracio´n de un algoritmo de biclustering que permita
el estudio de distintos criterios de bu´squeda. La motivacio´n inicial del trabajo
desarrollado fue el art´ıculo [1] donde se demostraba que el residuo cuadra´tico
medio, o Mean Squared Residue (MSR), no detectaba cierto tipo de patrones.
Estos patrones, patrones de escalado, son de gran importancia en el contexto
biolo´gico ya que reflejan genes que se expresan simulta´neamente aunque con
distinta intensidad. Gran parte de los algoritmos de biclustering se basan en
el residuo (MSR) como criterio de bu´squeda por lo que no detectan estos
patrones.
Esta motivacio´n inicial, de no perder de vista la naturaleza biolo´gica
del problema abordado, ha propiciado no so´lo el estudio en profundidad de
los datos estudiados sino tambie´n del contexto de los mismos. La cantidad
de informacio´n biolo´gica almacenada en repositorios de datos pu´blicos como
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Gene Ontology (GO) o Kyoto Encyclopedia of Genes and Genomes (KEGG)
generalmente se usa en los art´ıculos de biclustering tan so´lo para validar los
resultados, sin embargo en Bioinforma´tica una de las tendencias actuales es
la integracio´n de informacio´n de datos que provienen de distintas fuentes.
Teniendo en cuenta esta motivaciones se pueden resumir ba´sicamente las
contribuciones presentadas de la siguiente forma:
Se ha presentado un algoritmo de biclustering basado en un esquema
de bu´squeda dispersa que hemos denominado SSCorr. Dicho algoritmo
optimiza una funcio´n cuyo criterio de calidad entre genes se basa en
las correlaciones lineales entre ellos. De esta forma se aporta un crite-
rio de bu´squeda distinto del residuo. SScorr tiene intere´s pues incluye
la bu´squeda dispersa a la familia de algoritmos de biclustering basa-
dos en computacio´n evolutiva, o metaheur´ısticas en general. Aunque
la mayor´ıa de los algoritmos de biclustering basados en computacio´n
evolutiva se basan en el residuo, existen algoritmos, basados en otras
te´cnicas, que tambie´n usan la correlacio´n como criterio de bu´squeda y
que surgieron de manera simulta´nea.
Los resultados de SScorr se han validado usando la experimentacio´n
habitual de otros art´ıculos de biclustering, adema´s de usar una eva-
luacio´n biolo´gica de los resultados.
Se ha mejorado el algoritmo anterior con una versio´n que hemos de-
nominado BISS. Esta nueva propuesta captura los patrones anteriores
junto con patrones de activacio´n-inhibicio´n que no capturaba la pro-
puesta previa. La motivacio´n biolo´gica hizo marcar el e´nfasis en ese
tipo de patrones que reflejan un comportamiento relevante desde un
punto de vista biolo´gico.
La experimentacio´n realizada con BISS ha sido especialmente elabora-
da y constituye, desde nuestro punto de vista, un avance respecto a la
realizada con SSCorr. Adema´s de realizar una comparativa con los al-
goritmos cla´sicos de biclustering, se realiza una comparacio´n con otros
dos algoritmos de biclustering que tambie´n se basan en la correlacio´n
como criterio de bu´squeda. As´ı mismo, se le saca partido a la informa-
cio´n de GO utilizando sus tres ramas para validar, as´ı como se estudia
con detalle las posibles restricciones en el concepto de enriquecimiento
de un grupo de genes.
Se ha presentado un algoritmo de biclustering, basado tambie´n en
una bu´squeda dispersa, que integra informacio´n biolo´gica como crite-
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rio de bu´squeda. Se ha denominado a dicho algoritmo GoldBinch. La
informacio´n almacenada en repositorios como GO o KEEG se integra
dentro del criterio de bu´squeda de los biclusters a trave´s de los ficheros
de anotaciones. De esta forma se introduce un sesgo en la bu´squeda de
tal manera que se mejoran los resultados obtenidos por el algoritmo
de biclustering. Se ha estudiado varias posibilidades de integracio´n de
informacio´n a trave´s de varias medidas de similitud entre genes como
parte de la funcio´n objetivo.
La experimentacio´n realizada con GoldBinch ha tenido un doble ob-
jetivo. Por un lado verificar si la integracio´n de informacio´n biolo´gi-
ca mejora o no los resultados obtenidos del proceso de biclustering.
Por otro lado, estudiar las diferencias entre las distintas posibilidades
de integracio´n de informacio´n. Para ello, primero se ha realizado una
comparativa experimental basada en el porcentaje de biclusters enri-
quecidos, considerada esta´ndar en biclustering. Dicha comparativa se
ha realizado usando las tres ramas de GO. En un segundo paso, se ha
profundizado en el ana´lisis biolo´gico de los resultados, primero estu-
diando los atributos GO asociados y, con posterioridad, realizando un
estudio cualitativo de algunos biclusters. De esta forma se muestra cla-
ramente las diferencias entre las distintas posibilidades de integracio´n
de informacio´n.
Los algoritmos de biclustering son algoritmos altamente especializados
para un tipo concreto de datos, los datos de expresio´n ge´nica. Surgen de-
bido a las caracter´ısticas de los mismos: necesidad de solapamiento de los
resultados, bu´squeda de comportamientos locales, miles de genes frente a de-
cenas de condiciones, etc. Resulta de vital importancia entender el contexto
biolo´gico de estos algoritmos. Dicho contexto es importante, no so´lo para po-
der validar los resultados obtenidos, sino para poder disen˜ar algoritmos ma´s
eficientes. As´ı por ejemplo, es necesario comprender cua´les son los patrones
que se deben buscar y por que´ o, por ejemplo, la posibilidad de aprovechar
la gran cantidad de informacio´n existente y que nos permite condicionar,
y mejorar, los procesos de bu´squeda. Por u´ltimo, conocer el contexto del
problema nos permite no so´lo resolver de manera ma´s eficiente la preguntas
planteadas sino formular nuevas hipo´tesis de trabajo que motiven nuevas
preguntas.
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12.2. Futuras l´ıneas de investigacio´n
Las l´ıneas de trabajo futuro que surgen a partir del trabajo presentado
en esta tesis son de varios tipos.
Como continuacio´n natural del trabajo presentado surgen las siguientes
l´ıneas:
Realizar mejoras en el esquema de bu´squeda dispersa. Se puede estu-
diar un nueva codificacio´n para las soluciones y versiones ma´s elabo-
radas para los me´todos de la combinacio´n, de generacio´n de soluciones
y, sobre todo, de la mejora.
Estudiar el efecto de la integracio´n de informacio´n utilizando otros
algoritmos cla´sicos en biclustering.
Realizar una comparativa entre algoritmos de biclustering ma´s elabo-
rada desde un punto de vista biolo´gico. Las comparativas actuales no
tienen en cuenta las particularidades de GO donde, por ejemplo, se tie-
ne en cuenta que un grupo de genes este´ o no en una funcio´n biolo´gica
pero no que´ tipo de funcio´n o si lo esta´ en varias a la vez.
El contexto del trabajo realizado es la Bioinforma´tica y el descubrimiento
de biomarcadores. Una visio´n de este campo permite ver claramente posibi-
lidades de extensio´n y adaptacio´n del trabajo realizado en otras tema´ticas:
Los datos de microRNA son de vital importancia para entender el
proceso de la regulacio´n ge´nica. Los conjuntos de datos generados en
este contexto plantean una serie de necesidades que los algoritmos de
biclustering pueden ayudar a resolver. Nos planteamos una adaptacio´n
del trabajo realizado en este nuevo contexto, para ello se seguira´ muy
de cerca las referencias [73, 33].
En el contexto de las redes de genes/prote´ınas el solapamiento de los
resultados es de vital importancia parta descubrir factores de trans-
cripcio´n o genes que sirvan de activadores o inhibidores de los pro-
cesos. En este contexto los algoritmos de clustering de redes se esta´n
adaptando para admitir el solape de los resultados. Nos planteamos el
desarrollo de un nuevo algoritmo utilizando las ideas de los algoritmos
de biclustering y la experiencia adquirida en los me´todos de validacio´n







Sobre todo en la ciencia biome´dica existe una preocupante ten-
dencia a publicar resultados irreproducibles fuera del laboratorio
donde se obtuvieron, razo´n por la cual ha empezado a exigirse
una mayor transparencia sobre las condiciones de los experimen-
tos. A Francis Collins, director de los Institutos Nacionales de
Salud, le preocupa la “salsa secreta”-procedimientos especializa-
dos, software customizado, ingredientes originales-que los inves-
tigadores no comparten con sus colegas.
National Geographic marzo 2015 pa´g. 63. La era de la incredu-
lidad, Joel Achenbach.
Resumen
A continuacio´n se proporciona el documento con los datos suplemen-
tarios asociados a la experimentacio´n presentada en el cap´ıtulo XI. Di-
cha experimentacio´n se asocia con la propuesta GoldBinch presentada en
el cap´ıtulo VIII. Las tablas y figuras aportadas en este ape´ndice permiten
observar toda la documentacio´n generada en el estudio experimental. Es-
tos datos suplementarios se encuentran disponibles en la direccio´n http:
//www.lsi.us.es/~janepo/GoldBinch.html como material adicional del
art´ıculo “Integrating biological knowledge based on functional annotations
for biclustering of gene expression data” publicado en la revista Computer
Methods and Programs in Biomedicine (ISSN 0169-2607).
En dicha direccio´n se puede encontrar tambie´n, de forma adicional, los
datos, tanto en crudo como procesados, de los conjuntos de datos utilizados
como de los resultados generados por estos. As´ı mismo, se proporciona el
ejecutable del algoritmo junto con la informacio´n necesaria para la reprodu-
cibilidad de la experimentacio´n.
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Integrating biological knowledge based on functional
annotations for biclustering of gene expression data
(Supplementary)
1. Supplementary Information to Biological Evaluation
This studio is based on the functional analysis by considering pathway
mapping and statistical significance of gene enrichment in pathways. The
resource used for mapping gene in pathways is Reactome. The first five
biclusters according to the fitness function value for runs with GDS1116
dataset have been studied. Concretely, the five first biclusters for SimNTO
and FracGO with 211 and 212 configuration parameters and for Corr with
210. Note that biclusters for SimNTO and FracGO 221 and for Corr 220 are
composed of a low number of conditions and they are less interesting to study.
The five SimNTO 211 and 212 biclusters present pathways mapping, only two
biclusters for Corr 220 present information but there is not any information
for FracGO 211 and 212 biclusters. Tables 1, 2, 3, 4 and 5 show the mapping
analysis reported by Reactome for SimNTO 211 biclusters, Tables 6, 7, 8,
9 and 10 for SimNTO 212 biclusters and Tables 11 and 12 for Corr 210
biclusters.
Gene Term Linker and Revigo tools have been used to show that FracGO
biclusters present GO information very general. Firstly, the first tool filters
irrelevant GO information by identifying metagroups of genes with coherent
biological significance (Tables 13, 14, 15 and 16). Secondly, Revigo sum-
marizes a list of these GO terms by finding representative subsets of terms
using a clustering procedure that removes redundant terms. Figures 1, 2,
3, 4 and 5 show the significant GO term enriched for the five FracGO 211
reported biclusters. All reported enriched GO terms are clustered in general
GO terms.
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1.1. Gene Term Linker Information Tables
Tables 13, 14, 15, 16 and 17 show the results reported by Gene Term
Linker. For each bicluster, the biggest metagroup (first row in the tables) is
used as input data for Revigo tool (annotation terms in the last column). In
the first column, Tables show the Silhouette Width coefficient, which mea-
sures how appropriately genes have been clustered in the metagroup. The
second column represents the genes included in each metagroup. The third
column represents the number of annotated genes in the input bicluster to-
gether with the total number of genes in the input list (bicluster). The
fourth column represents the number of annotated genes in the reference list
together with the total number of genes in the reference list (genes from the
organism). Next column shows the p-value calculated using the Hyperge-
ometric distribution and corrected for multiple testing with FDR method.
Finally, the last column presents the annotation of terms obtained from the
different selected biological annotation resources (Gene Ontology).
Pathway
identifier Pathway name FDR
232946 GTP hydrolysis and joining of the 60S ribosomal subunit 0.001
217188 Formation of a pool of free 40S subunits 0.001
257612 Eukaryotic Translation Termination 0.001
257951 Peptide chain elongation 0.001
188965 SRP-dependent cotranslational protein targeting to membrane 0.001
247749 Eukaryotic Translation Elongation 0.001
189183 Nonsense Mediated Decay (NMD) independent of the Exon Junction Complex (EJC) 0.001
189048 Nonsense-Mediated Decay (NMD) 0.001
189050 Nonsense Mediated Decay (NMD) enhanced by the Exon Junction Complex (EJC) 0.001
252688 L13a-mediated translational silencing of Ceruloplasmin expression 0.001
251703 Cap-dependent Translation Initiation 0.002
230274 Eukaryotic Translation Initiation 0.002
260795 Translation 0.002
233365 Metabolism of proteins 0.034





identifier Pathway name FDR
252688 L13a-mediated translational silencing of Ceruloplasmin expression 0.001
251703 Cap-dependent Translation Initiation 0.002
230274 Eukaryotic Translation Initiation 0.002
260795 Translation 0.003
Table 2: Mapping analysis provided by Reactome for bicluster 2 from the SimNTO measure
and 211 configuration.
Pathway
identifier Pathway name FDR
247749 Eukaryotic Translation Elongation 0,001
260795 Translation 0,001
232946 GTP hydrolysis and joining of the 60S ribosomal subunit 0.001
217188 Formation of a pool of free 40S subunits 0.001
257612 Eukaryotic Translation Termination 0.001
257951 Peptide chain elongation 0.001
188965 SRP-dependent cotranslational protein targeting to membrane 0.001
189183 Nonsense Mediated Decay (NMD) independent of the Exon Junction Complex (EJC) 0.001
189048 Nonsense-Mediated Decay (NMD) 0.001
189050 Nonsense Mediated Decay (NMD) enhanced by the Exon Junction Complex (EJC) 0.001
252688 L13a-mediated translational silencing of Ceruloplasmin expression 0.002
251703 Cap-dependent Translation Initiation 0.002
230274 Eukaryotic Translation Initiation 0.002
257608 Formation of the ternary complex, and subsequently, the 43S complex 0.040
233365 Metabolism of proteins 0.040
248935 Ribosomal scanning and start codon recognition 0.050
Table 3: Mapping analysis provided by Reactome for bicluster 3 from the SimNTO measure
and 211 configuration.
Pathway
identifier Pathway name FDR
233365 Metabolism of proteins 0,026





identifier Pathway name FDR
232946 GTP hydrolysis and joining of the 60S ribosomal subunit 0.003
217188 Formation of a pool of free 40S subunits 0.003
257612 Eukaryotic Translation Termination 0.003
257951 Peptide chain elongation 0.003
188965 SRP-dependent cotranslational protein targeting to membrane 0.003
247749 Eukaryotic Translation Elongation 0.003
189183 Nonsense Mediated Decay (NMD) independent of the Exon Junction Complex (EJC) 0.003
189048 Nonsense-Mediated Decay (NMD) 0.003
189050 Nonsense Mediated Decay (NMD) enhanced by the Exon Junction Complex (EJC) 0.003
252688 L13a-mediated translational silencing of Ceruloplasmin expression 0.004
251703 Cap-dependent Translation Initiation 0.005
230274 Eukaryotic Translation Initiation 0.005
260795 Translation 0.007
Table 5: Mapping analysis provided by Reactome for bicluster 5 from the SimNTO measure
and 211 configuration.
Pathway
identifier Pathway name FDR
188483 S6K1 signalling 0,003
188481 S6K1-mediated signalling 0,0211
188482 mTORC1-mediated signalling 0,0211
Table 6: Mapping analysis provided by Reactome for bicluster 1 from the SimNTO measure
and 212 configuration.
Pathway
identifier Pathway name FDR
188483 S6K1 signalling 0.002
231079 Gene Expression 0.003
233365 Metabolism of proteins 0.004
188482 mTORC1 mediated signalling 0.012
188481 S6K1 mediated signalling 0.012
252465 mTOR signalling 0.029
262893 PKB mediated events 0.029
237871 PI3K Cascade 0.042





identifier Pathway name FDR
248935 Ribosomal scanning and start codon recognition 0.002
257608 Formation of the ternary complex, and subsequently, the 43S complex 0.010
231079 Gene Expression 0.036
256674 Activation of the mRNA upon binding of the cap-binding 0.041
complex and eIFs, and subsequent binding to 43S
Table 8: Mapping analysis provided by Reactome for bicluster 3 from the SimNTO measure
and 212 configuration.
Pathway
identifier Pathway name FDR
232946 GTP hydrolysis and joining of the 60S ribosomal subunit 0.001
217188 Formation of a pool of free 40S subunits 0.001
257951 Peptide chain elongation 0.001
188965 SRP-dependent cotranslational protein targeting to membrane 0.001
247749 Eukaryotic Translation Elongation 0.001
189183 Nonsense Mediated Decay (NMD) independent of the Exon Junction Complex (EJC) 0.001
257608 Formation of the ternary complex, and subsequently, the 43S complex 0.001
189048 Nonsense-Mediated Decay (NMD) 0.001
189050 Nonsense Mediated Decay (NMD) enhanced by the Exon Junction Complex (EJC) 0.001
248935 Ribosomal scanning and start codon recognition 0.001
252688 L13a-mediated translational silencing of Ceruloplasmin expression 0.001
251703 Cap-dependent Translation Initiation 0.002
230274 Eukaryotic Translation Initiation 0.002
260795 Translation 0.003
188483 S6K1 signalling 0.003
188481 S6K1-mediated signalling 0.022
188482 mTORC1-mediated signalling 0.022





identifier Pathway name FDR
232946 GTP hydrolysis and joining of the 60S ribosomal subunit 0.014
217188 Formation of a pool of free 40S subunits 0.014
257951 Peptide chain elongation 0.014
188965 SRP-dependent cotranslational protein targeting to membrane 0.014
247749 Eukaryotic Translation Elongation 0.014
189183 Nonsense Mediated Decay (NMD) independent of the Exon Junction Complex (EJC) 0.014
189048 Nonsense-Mediated Decay (NMD) 0.014
189050 Nonsense Mediated Decay (NMD) enhanced by the Exon Junction Complex (EJC) 0.014
188483 S6K1 signalling 0.014
252688 L13a-mediated translational silencing of Ceruloplasmin expression 0.014
251703 Cap-dependent Translation Initiation 0.019
230274 Eukaryotic Translation Initiation 0.020
260795 Translation 0.032
188482 mTORC1-mediated signalling 0.036
188481 S6K1-mediated signalling 0.036
Table 10: Mapping analysis provided by Reactome for bicluster 5 from the SimNTO
measure and 212 configuration.
Pathway
identifier Pathway name FDR
231079 Gene Expression 0.002
233365 Metabolism of proteins 0.010
188483 S6K1 signalling 0.012
188482 mTORC1-mediated signalling 0.039
188481 S6K1-mediated signalling 0.039
Table 11: Mapping analysis provided by Reactome for bicluster 4 from the Corr measure
and 210 configuration.
Pathway
identifier Pathway name FDR
231079 Gene Expression 0.005
233365 Metabolism of proteins 0.009




Figure 1: Cluster of GO terms reported by Revigo from bicluster 1 for the FracGO measure
and 211 configuration.




Figure 3: Cluster of GO terms reported by Revigo from bicluster 3 for the FracGO measure
and 211 configuration.








Silhouette Width Genes list ref. list pValue GO Terms































18(194) 159(7109) 2,66E-02 GO:0003735:structural con-
stituent of ribosome (MF)
;GO:0030529:ribonucleoprotein com-
plex (CC) ;GO:0022625:cytosolic large
ribosomal subunit (CC)





14(194) 127(7109) 8,21E-01 GO:0003735:structural constituent of
ribosome (MF) ;GO:0030686:90S pre-
ribosome (CC) ;GO:0022627:cytosolic
small ribosomal subunit (CC)
;GO:0000462:maturation of SSU-
rRNA from tricistronic rRNA tran-
script (SSU-rRNA, 5,8S rRNA
LSU-rRNA) (BP) ;GO:0032040:small-
subunit processome (CC)
0,493 RPS9A RPS5 RPS3
RPS9B RPS13 ASC1
RPS6B RPL15A HAS1
9(194) 84(7109) 4,38E-04 GO:0003735:structural con-
stituent of ribosome (MF)
;GO:0030529:ribonucleoprotein com-





0,711 TEF1 HBS1 TEF4
TEF2 LSG1 RBG1
PSA1 EST3 SRP102
9(194) 91(7109) 7,91E-04 GO:0006414:translational elonga-
tion (BP) ;GO:0003746:translation
elongation factor activity (MF)
;GO:0005525:GTP binding (MF)
;GO:0003924:GTPase activity (MF)
0,826 SUB2 PRP43 YRF1-2
DBP1 HAS1 YHL050C
YML133C YEL077C
8(194) 77(7109) 1,12E-03 GO:0004386:helicase activity (MF)
;GO:0008026:ATP-dependent helicase
activity (MF)
Table 13: Functional annotation using Gene Term LilnkerMapping analysis provided by





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































26(206) 168(7109) 1,4E-07 GO:0003735:structural con-



















22(206) 150(7109) 2,4E-05 GO:0003735:structural constituent of
ribosome (MF) ;GO:0022625:cytosolic
large ribosomal subunit (CC)
0,305 RPS9A RPS5 RPS2
RPS9B RPL6B
RPL4A RPL25
7(206) 32(7109) 2,8E+00 GO:0003735:structural con-
stituent of ribosome (MF)
;GO:0015935:small ribosomal sub-
unit (CC) ;GO:0022627:cytosolic
small ribosomal subunit (CC)





14(206) 134(7109) 3,0E+00 GO:0016746:transferase activity,












13(206) 118(7109) 3,3E+00 GO:0003735:structural constituent of
ribosome (MF) ;GO:0030686:90S pre-
ribosome (CC) ;GO:0022627:cytosolic
small ribosomal subunit (CC)
;GO:0000462:maturation of SSU-
rRNA from tricistronic rRNA tran-
script (SSU-rRNA, 5,8S rRNA,
LSU-rRNA) (BP)





13(206) 119(7109) 3,6E+00 IPR001650:Helicase, C-
terminal;IPR014001:DEAD-like heli-
case;IPR011545:DNA/RNA helicase,














somal subunit (CC) ;GO:0030686:90S
preribosome (CC)
0,665 ALG5 WBP1 CWH41
SWP1 SBH2 CDC48




Table 15: Functional annotation using Gene Term LilnkerMapping analysis provided by




Width Genes list ref list pValue GO Terms
























14(205) 118(7109) 6,5E-01 GO:0006418:tRNA aminoacy-























12(205) 133(7109) 4,3E-04 GO:0001950:plasma mem-
brane enriched fraction (CC)
;GO:0005975:carbohydrate metabolic
process (BP);
0,765 ASP3-2 ASP3-3 APE2
ASP3-4 ADE13 CPA1
6(205) 35(7109) 4,3E-04 GO:0030287:cell wall-bounded
periplasmic space (CC);
0,894 SER1 ARO8 CYS4
BNA5 ARO9
5(205) 25(7109) 6,3E-04 GO:0030170:pyridoxal phosphate
binding (MF)
0,677 SAS3 SAS2 DOT1
POL2 ADA2,GCN5






7(205) 64(7109) 2,3E-03 GO:0003735:structural constituent of
ribosome (MF);GO:0030686:90S pre-
ribosome (CC) ;GO:0022627:cytosolic




5,8S rRNA, LSU-rRNA) (BP)
;GO:0005622:intracellular (CC)
0,809 HO APN1 LCL3
YML039W RAD2
YCL019W POL3




0,752 RVB1 PEX1 PCH2
HSP104 PDR5,GCN20
SRP54 RFC2
8(205) 86(7109) 3,2E-03 GO:0017111:nucleoside-
triphosphatase activity (MF)
Table 16: Functional annotation using Gene Term LilnkerMapping analysis provided by










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































2. Additional experiments with different parameters values
This table presents the percentage of enriched biclusters and the average
of the number of GO terms per bicluster for 100 biclusters obtained by the
proposed algorithm when using the SimNTO measure for GDS1116 dataset
with different values of M1, M2 and M3 parameters. The main parameters
are M2 and M3 that control the average correlation and the biological inte-
gration measure, respectively. Zero values are excluded of this experiment
because these values report biclusters without biological meaning. For the
same reason, M1 is set to 2 to find biclusters with a non trivial number of
genes.
Several values varying from 1 to 2 for M2 and M3 have been considered
(namely, 1.0, 1.3, 1.5, 1.8 and 2) according to the comments of the reviewer.
It can be observed that the results do not show meaningful differences. Due
to this fact, a representative configuration setting can be summarized as:
the average correlation and the biological integration are equally important
(M2 = 1, M3 = 1), the first is more important than the second (M2 = 2,
M3 = 1) or vice versa (M2 = 1, M3 = 2).
Enriched bi. (%) GO terms per bi.
(M1, M2, M3) size BP MF CC BP MF CC
(2,2.0,1.0) (10.71 × 5.3) 99 86 89 4.8 1.1 2.1
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