Summary. Creative evolutionary systems are often concerned with producing images of high artistic quality. A key challenge to such a system is to be humancompetitive by producing the same quality. Then, mimicking existing human artists could be seen as a canonical benchmark, not unlike the Turing test for intelligence. This chapter discusses two applications aimed at evolving images in the styles of two well-known Dutch painters: Mondriaan and Escher. For both cases we have an evaluation criterion based on "style-fidelity" as perceived and judged by the users. In other words, here we have a target style, which makes the (subjective) selection less free than in applications solely aiming at nice images. Technically, the Mondriaan evolver is less difficult, given that his most popular style "simply" uses horizontal and vertical lines, and primary colours to fill the resulting rectangles. The Escher evolver project is more challenging. First, because Escher's style is less simple to capture. Second, the system is tested in vivo, in a real museum, posing requirements on the interface. We describe how to meet the style challenge based on the mathematical system behind Escher's tiling. Designing a suitable representation and the corresponding variation operators based on this system specifies an appropriate search space guaranteeing the Escher style to some extent and leaving enough freedom for the selection. As for the second objective, we describe two versions that differ in the way the images are presented to, respectively evaluated by the visitors. The experiences gained during a six-month exhibition period in the City Museum in The Hague, The Netherlands, are discussed from the visitors' perspective as well as from the algorithmic point of view and are illustrated with some "evolved Escher's".
Introduction
Creative evolutionary systems are often concerned with producing images of high artistic quality [1, 2] . A fundamental question raised by evolutionary art projects is: Who is creative here? Is it the user who executes (subjective) selection, or is it the evolution that produces the items to be selected by means of reproduction? Clearly, the answer depends on the definition of creativity. Discussing such a definition in depth exceeds the scope of this paper, but we note that many (implicit) definitions emphasize either the creation of something new and innovative or the creation of something with aesthetic qualities. For evolutionary processes it holds in general that reproduction is the power pushing novelty -by creating new stuff through crossover and mutation -and selection is the force behind quality -by propagating good stuff [3] . From this perspective, the question whether selection or reproduction is the creative force translates to whether novelty or quality accounts (more) for the creative experience of the users. This dichotomy neatly coincides with the two interpretations of creativity, innovativeness vs. aesthetic qualities, hence making the answer a judgement call. The work described here does not take a stance, but, rather, it emphasizes the role of the applied representation. As we will see, representation plays an essential role in systems aiming at the evolutionary reproduction of images of existing artists.
The Mondriaan Evolver
P.C. Mondriaan is considered one of the most prominent 20th century geometric painters. In 1917 he and three others founded the journal "De Stijl" wherein Mondriaan published 12 chapters on his vision on new art. Around that time he started painting only in abstract and some years later he took this style one step further by using only primary colours and straight horizontal and vertical black lines that intersect at right angles.
The Mondriaan project is rooted in the author's university course on evolutionary computation including a programming assignment: implementation of an evolutionary system that creates images in the style of Mondriaan. The first version of such a Mondriaan Evolver was implemented together with J. van Hemert [4] , later adjusted by B. Craenen 1 . As for representing Mondriaan-like images (the phenotypes) by simple code (the genotypes), there are numerous simple options. In the first version of our system, chromosomes consist of two parts, one standing for the colour and one for the composition. The decoding (genotype -phenotype mapping) is done by a recursive function. This function takes the canvas and starts dividing it up into smaller planes using the data in the chromosomes to decide where to split and what colours to use for the resulting planes. Such a straightforward linear chromosome structure allows the use of simple genetic operators: single-point crossover and n-point mutation. Alternatively, a tree-representation can be used as well. Within such a tree an internal node specifies a split of the rectangle by the nodes label (horizontal/vertical) and its three child nodes that determine the position of the line to split and the colours of the resulting two subplanes. Instead of a colour, a child can be another internal node, leading to a simple recursive system. Figure 1 .1 illustrates this system.
As for selection, it takes place through a GUI presenting 9 images to the user who can grade them on a given scale. This can be 1 to 10, or in later 
The Escher Evolver
The project described here emerged from a cooperation with the City Museum in The Hague, The Netherlands, that intended to organize a large exhibition devoted to the works of M.C. Escher [5] . Although Escher had no background in mathematics, his insights and self-study led him to an art form that is based on the geometry of two-and three-dimensional spaces. Very popular are his pictures based on tiling of the two-dimensional plane [6, 7] . These images feature animal-like figures that complement each other, thus forming a complete coverage of the plane. Through informal contacts between the university and the museum the idea emerged that the traditional Escher exhibition should be extended by a virtual part: computer-generated images shown to visitors on LCD screens hanging on the walls among the original works of the artist. The essential aspects of the idea were the following.
1. The computer-generated images should be in the style of Escher's tilings. 2. Images should be generated by an evolutionary process, that is, random variation and fitness-based selection on a population of images. 3. The visitors should be able to control the evolution by subjective selection.
That is, looking at the pictures they could vote on the images and thereby set the fitness values, defined as the balance between votes in favour of and against a given picture.
The key to meet the first requirement was the mathematical system behind Escher's tilings.
Escher's Tiling: The Mathematical System
A nice overview of the mathematical system behind Escher's tiling is given in [7] , pp. 31-69. Here we briefly recap the most important aspects of it. Escher used two different ground shapes when creating his tessellations: triangles or parallelograms. Our evolutionary program uses only parallelograms. Including special cases of the parallelogram we have four different ground shapes: the parallelogram, the rhombus, the rectangle and the square. To fill a plane with one of these ground shapes one can use three different transformations: translation, rotation and glide reflection (a combination of a reflection and a translation). Using these transformations one can create 10 different transformation systems for filling the plane. These are numbered traditionally with Roman numbers as I, II, . . . , X. During this project we did not consider transformation system X since it operates on triangles. A few translation systems work on all ground shapes, the others assume equal side length (rhombus or square) or square corners (rectangle or square). Table 1 .1 shows all possible combinations of ground shapes and systems after [7] , p. 58. All of these systems are repeating, that is, we can always create a block of these shapes that can fill the plane using only translation.
The left-hand side of Figure 1 .3 shows the details for system II using a simple rotation. The right-hand side illustrates system IV which uses 2 glide-reflections. System VI (not illustrated here) is the most complicated, 2 rotations and 2 glide-reflections are used in such a way that only a block of 16 shapes is large enough to fill the plane by translation only. 
Evolvable Representation of Escher's Tilings
The computational engine behind the Escher Evolver is an evolutionary algorithm. In the whole algorithm design it is the representation that forms the greatest challenge, because it determines the syntax (set of genotypes) and its corresponding semantics (set of images encoded by these genotypes). Thus ultimately it determines what kind of pictures can evolve at all. The other components of the evolutionary system, genetic operators, parent selection, and population update rule (survivor selection), are more straightforward.
The algorithm operates on a genotype consisting of an array of integers. Several steps are needed to transform these into an Escher-like image. The first step in generating an image is calculating image properties such as size, shape and colours using the genetic information. These are used to create several affine transformations used to transform and paint the building blocks, i.e., the tiles forming the basic units of the final image, onto our drawing canvas. Second, the curves forming the contour of a single building block are calculated, then the filling of the block is done. We then have a vector image of a single building block. Using the affine transformations this is extended to a tiling and transformed into a bitmap before being drawn onto the canvas. Next we take a detailed look at these steps beginning with transforming the genotype into image properties. Table 1 .2 shows the genes we use and the properties they determine. 
Ground Shape and Transformation System
In our genotype we store the ground shape and translation system. Both can be changed independently during crossover and mutation. Therefore we apply a repair algorithm after the reproduction phase. This algorithm reverts an invalid combination to a neighbouring valid combination. The vertex displacement genes were to be used for distorting the image by moving the cornerpoints of the shapes, but we never implemented these displacements. Escher used them in numerous images though.
Curves
The contour of a shape is build up out of 2, 3, or 4 different curves. How many curves are needed, where each curve is placed and which direction they are facing is determined by the transformation system in use. For each of the 9 systems we separately encoded this into the drawing algorithm. To represent the curves we use high-order Bezier curves (see Figure 1 .4) because we can use as many control points as necessary, and Bezier curves have a convex nature which ensures that our curves do not cross each other. In the final implementation 5 control points are used. 
Filling the Shape
Use only a contour, the drawing will never look like an animal such as a bird, fish or reptile. We have to use eyes, wings and tails for this. First we tried to use curves for the fillings too, assuming that curves that make the figure look alive would emerge over time through the evolutionary process driven by the user selection. This, however, did not work very well. So we chose a set of predefined curves to fill the shapes. First we have a bit that decides whether the picture is a side-view (birds, fish) or top-view (fish, reptiles). The top-view has 2 eyes and possibly a spine. The side view has one eye only Before drawing, the entire filling is clipped to the shape area, so the wings and tail lines always end at the contour.
Colours
The image has 2 colours, a foreground and a background colour. Both are represented in a HSB (Hue-Saturation-Brightness) colour model. Not all values for H, S and B are possible, for example the foreground colour is a little bit brighter than the background colour. The old colour genes (one integer per colour) are not used anymore. They did not produce enough different colours.
Plane Transformation
After the entire image has been made in vector format it needs to be transformed into a bitmap. The plane scaling factor multiplied by a target dependent factor form the size (in pixels) of one shape. Figure 1 .6 shows an image obtained through this representation. The one shown here was named "The Flatfish".
Reproduction and selection operators
The initial evolutionary algorithm was based on simple operators: one-point crossover, random change mutation, tournament selection, and generational replacement. After having gained experience with the resulting system we had to conclude that none of these choices was the right one, and we chose alternatives for all of them. We briefly discuss the four main operators below. N-point crossover. One-point crossover did not satisfy our needs; for instance the two old colour genes were located next to each other. Because of this the offspring often had both colours of one single parent. Using uniform crossover, the curves did not cross very well. After a number of comparative experiments we found that N-point crossover (with a random number of crossover points) provides a better mixture of genes, keeping parts of the curve structure intact. Gaussian mutation. When we used replacement of genes with random values, strange mutations occurred. For example, curves became totally different, or radical colour shifts and huge size variations occurred. For users (experimenters) such changes were too big, the process looked rather more like a random walk than gradual evolution. A more subtle approach was required, where a gene was not replaced by a random value but was mutated by an increment. The value for this increment was chosen from a Gaussian distribution with mean = 0 and 0.2 · gene max as standard deviation. This value (positive or negative) is then added to the existing gene value. Roulette wheel selection. To perform parent selection we first applied tournament selection as used in the Mondriaan Evolver. However, experiments during development indicated that it did not work as expected. Simple roulette wheel selection worked well, and was therefore chosen for the final implementation. Steady-state replacement. As for the survivor selection mechanism, we started the exhibition period using a generational model, where all present individuals die and are replaced by the offspring. Later on we changed to a steady-state model (only replacing part of the actual population), see next section.
Working of the System
Two implementations of the above algorithm were exhibited at the City Museum, The Hague. Both are networked systems that use flat LCD screens to gain votes, based on the same standalone version. The main differences between the first and second version are the evolutionary model used (generational vs. steady state) and the way the visitors vote (either for/against a single picture or a choice between two given pictures).
In the standalone version the whole population of six images is shown to one user in one screen. The evolutionary mechanism is completely hidden (that is, the user cannot experiment with different mutation rates, or various crossover types), all the user needs to do is to evaluate the images and press the button for the next generation. This way, the user can quickly see how to direct the evolutionary process to a certain direction. We used this version to test the genetic decoder and to compare different algorithmic setups.
First Networked Version
The first networked version was actually a copy of the standalone version. Here, six flat screens were hung on the walls of the museum, among the regular works, and one image was shown on each screen. Note that, hereby, the population size was limited to the number of screens (six), which resulted in a rather small population. Based on this setup a collective of visitors, rather than one user, was evaluating the images, thereby delivering the necessary votes to compute the fitness values of the pictures. Physically, each screen was connected to a client PC, and these clients were all connected to a server.
The work was divided between the server and the clients. The server actually runs the genetic algorithm and it sends the genetic information to the clients, one individual to each client. The client decodes the genotype it receives and shows it on the screen. The visitors can use 2 buttons under the screen to vote "yes, I like this picture" or "no, I do not like this picture". At a regular interval each client sends its vote count to the server. After an interval between 5 and 30 minutes (depending on the number of votes received) the server counts all the votes and calculates the fitness of each individual. This is simply the percentage of "yes" votes using some bias to handle the situation of no votes at all. Finally the server performs an evolutionary cycle (parent selection, reproduction, survivor selection) to calculate the next generation, which replaces the current one and is sent to the clients again.
Although the software worked fine, the evolution did not work well. There were not enough votes and there was much convergence, i.e., very similar pictures in the population. The causes were found in the user interface and algorithm setup:
1. The population size of 6 was too small to hold enough diversity.
2. Sometimes -even when running on 30-minute intervals -the total number of votes was only 20 per interval. This resulted in individuals that became very dominant in one or two generations. 3. Visitors thought the voting instructions were unclear. Some interpreted them as "Do you like the picture?", others as "Is the picture Escherlike?". Furthermore, it turned out that people would prefer voting in the context of other pictures, using picture(s) A (B,C, ..) as a reference to judge picture X. This was impossible because of the distribution of the screens in different rooms in the museum. 4. When a visitor voted, he or she only got a "thanks for your vote" message as feedback on the screen. This was neither amusing nor interesting enough to motivate them to vote at other screens too. Apparently, people expect an immediate effect after pushing a button. 5. The variance in colour was not sufficient, we had only light foreground and dark background colours.
All these factors together made the screens and the whole virtual exhibition not attractive enough. Therefore, a second version was implemented to overcome these problems, while still using the same hardware and genetic representation.
Second Networked Version
Apart from introducing the new colour system, which uses 3 genes per colour instead of one, the genetic structure was unchanged. The main novelties were in the reproduction mechanism and the user interface.
We had to increase both the population size and the number of votes received, but we could only use six flatscreens. To accomplish the larger population we allocated 5 individuals to each flatscreen, which made a total of 30 individuals in the population. We could not generate 30 new individuals each generation, we did not have enough votes. A steady-state algorithm -where not the whole population is replaced in one cycle -could solve the problem, because an individual that stays in the population for many (approx. 5-10) cycles can get many more votes. In this model the raw fitness of an individual is calculated just as in the old model. The fitness values used for reproduction and survival are calculated using age-dependent transformations of the raw fitness values. This protects young individuals from dying quickly and makes old ones reproduce less and die faster. The age correction for reproduction is as follows. The fitness of an individual that has been around in the population is transformed to lie between zero and L r , where L r is an age-dependent limit. L r is 100 for individuals two generations old, and reduces by 10 for each age up to age seven and by a decrement of 20 afterwards. After age nine L r = 0. Using roulette wheel selection based on this age-corrected fitness values means that only individuals between two and nine generations old will ever be selected as parents for reproduction. The correspondence between fitness and survival in the population is treated differently, as follows. Individuals of zero (newborn) or one generation old are given maximum fitness L s = 100. The fitness of an individual two generations old is scaled between L s = 60 and L s = 100, that is, ensuring a survival fitness of at least 60. Individuals from five to nine generations get constrained by a maximum of L s = 90, 80, 70, 50, and 30, respectively, and individuals after nine generations have L s = 0.
The user interface now has the task of accumulating votes for different individuals. It manages this task by showing two pictures at the same time on a split screen, see Figure 1 .7. The user can vote in favour of one of them. Note that the meaning of the two buttons under the screen changed from yes/no for one picture to yes for left/right picture. Each time a vote was made, the client thanked the visitor by replacing the "loser" with an instruction text. A few seconds later two new pictures, drawn randomly from the pool of 5 individuals available to the client, are shown. The user may then vote again. The pictures that emerged in the museum during the approximately thousand generations do show resemblance to Escher's tilings, but they could never be mistaken for a real Escher. We conjecture that there were two factors that prevented the evolution of convincing Escher-like images. One lies in the subjective selection of the ever-changing set of visitors. The collective intelligence, or, rather, the collective taste, was arguably not consistent enough to direct the process towards a specific type of image. This effect would obviously not occur in a standalone system controlled by a single user. The other one is rooted in the limitations of the representation. This could only be helped by designing more complex genotypes and corresponding decoders.
The exhibition was visited by thousands of people who actively participated in an evolutionary process of breeding art. Even though the "stylefidelity" of the images was limited, the visitors' reactions were mainly positive. An interesting aspect was the cognitive experience of the visitors. As discussed above we noticed a preference for comparing images, as opposed to simply voting for/against one picture. Nevertheless, the overall evaluation of the museum management was very positive; the combination of traditional art and new media, together with the active involvement of the visitors in creating the art shown, was greatly appreciated.
Concluding Remarks
Systems using interactive evolution, i.e., evolutionary algorithms with subjective user selection, have proven capable of creating objects with artistic value, see [1, 2] . Depending on how one defines creativity, it can be argued that such systems are creative through the influence of the user (selection) or through the evolutionary operators (reproduction). In this chapter we approach the issue from a different perspective. Paraphrasing Koza et al. [8] it could be said that the ultimate challenge to a creative evolutionary system is to be human-competitive by producing the same quality. Then, mimicking existing human artists forms a canonical benchmark, not unlike the Turing test for intelligence.
In this chapter we described two projects, concerning the Mondriaan and the Escher Evolvers. Of these two, the Mondriaan showcase was easier. The reason is that the underlying structure is easier to represent in a computer. The Escher Evolver needs more sophisticated representations to be really convincing. These experiences suggest that the representation is the most essential system component when aiming at the evolutionary reproduction of images of existing artists. Furthermore, for the time being, imitating existing art using evolutionary processes remains a great challenge.
