Abstract-Sensitivity analysis for real-time systems provides efficient methods to determine feasibility conditions in the case of changes in task parameters, such as different WCET values when porting a system to a different platform. The C-space defines the space of execution times for which a system is feasible, which can help system designers to more easily check if a task set is feasible on a set of candidate platforms. This paper extends previous works generalizing the description of the C-space for Earliest Deadline First scheduling to systems with initial task offsets. The feasibility gain offered by offsets is then expressed as the volume ratio between the C-space of an asynchronous system and its corresponding synchronous system when offsets are randomly chosen. The problem requires solving multiple similar instances of the Chinese Remainder Problem, for which an efficient algorithm in this context is provided. We show that even for random offsets, the gain can reach 15%.
I. INTRODUCTION
Abstract models for real-time systems often require the determination of the worst-case execution time of a job (WCET), a value highly dependent on the platform on which the application is deployed. Feasibility conditions allow us to decide whether a system can be correctly scheduled (i.e. without violating any timeliness constraint) based on task parameters, including the WCET.
The C-space of a real-time system is, intuitively, the space of WCET values for which this system is feasible [1] , [2] . A precise and efficient description of the C-space of a system would allow us to efficiently decide whether or not it is feasible on a set of candidate platforms.
In section II, the description of the C-space of synchronous constrained systems, which has been mostly covered by [2] , is revisited. This description is based on the Demand Bound Function (DBF) feasibility condition described in [3] , [4] and is found with exponential complexity using the notion of definitive idle times (DIT). The DIT notion provides a feasibility interval for EDF that does not depend of the WCET of the tasks.
In section III, we present an extension of the concept of DIT adapted to the asynchronous case called first periodic DIT (t d ) along with an algorithm to determine its existence and value for any system, then we show the influence of some factors on its existence.
In Section IV, we show how to describe the C-space of an asynchronous system based on the demand bound function test. Then we show why applying this test on the interval starting at t d and spanning an hyperperiod is sufficient when t d exists. A numerical example is also given.
Finally, in section VI, we use a simulation to quantify the feasibility gain of asynchronous systems in terms of volume of the C-space.
II. RELATED WORKS

A. Model
We consider a discrete timeline and tasks systems comprised of periodic tasks with constrained deadlines on uniprocessor platforms. Each task τ i is represented by a tuple
where O i is the offset value, C i the WCET, D i the relative deadline and T i the period, which is the exact time between two consecutive arrivals. The constrained deadline property implies that D i ≤ T i . In the following, we differentiate between synchronous systems (where O i = 0 for all tasks) and asynchronous systems (which are not synchronous).
For both synchronous and asynchronous systems, the preemptive Earliest Deadline First (EDF) algorithm, in which jobs are prioritized according to their absolute deadline, has been shown to be optimal [5] , which means it correctly schedules any feasible system within that group. Furthermore, we define:
• An idle time is an instant t at which each job that arrived strictly before t has finished its execution.
• A busy period is a time interval between two consecutive idle times in which at least one job is executing.
• The interval between the initial time (t = 0) and the first idle time after t = 0 is called the first busy period.
B. The DBF feasibility test
We recall the necessary and sufficient feasability condition on uniprocessor platforms based on the demand-bound function [3] , [4] .
Definition 1:
The demand-bound function (DBF) defined for a task set τ in a time interval [t 1 , t 2 ] and denoted dbf(t 1 , t 2 ), is equal to the cumulated execution time of jobs of τ contained in the closed interval [t 1 , t 2 ].
Mathematically,
where n i (t 1 , t 2 ) is the number of jobs of task τ i whose arrival times and deadlines are both in the closed interval
The values of the n i are given by [4] 
where JxK 0 stands for max{0, x}.
The following theorem is a necessary and sufficient condition of feasibility based on the DBF, given in [3] :
C. C-space of synchronous systems
The authors of [2] give the following definition of the Cspace (based on [1] 
Definition 2: The C-space of a task system τ is a region of n dimensions (where each dimension denotes the possible C i of a task of τ ) such that for any vector C = {C 1 , · · · , C n } in it, τ is feasible.
As explained in [6] , a region of N n 0 such as the Cspace can be described by a polytope, or a list of parametric linear constraints (called the formulation). The constraints must be conditions which can unequivocally decide if a point is included in the region or not. In the sequel we give a formulation for the C-space in N n 0 (For a formulation in N n , we can add C i 1 ∀τ i ∈ τ to the list of constraints).
The DBF test gives us the following list of inequations on the WCET values of the task set which, taken together, are a necessary and sufficient condition of feasibility:
Note that for given values of (t 1 , t 2 ), the n i (t 1 , t 2 ) are constant (w.r.t. the C i ). Those inequations are thus indeed linear.
However, this description contains an infinite number of constraints, most of which are redundant. While this does not harm the precision of the test, a finite description is needed in practice. The description should also be as small as possible as this can greatly reduce the computation time of practical feasibility tests. In Section II-D a method to reduce the size of this set of constraints is given.
D. Removing redundant constraints
In the synchronous case, is has been shown in [4] that the constraints corresponding to every interval [0, t] (with t a job deadline happening before H) are necessary and sufficient to test the feasibility of a system. Even then, the number of constraints to consider is exponential in the number of tasks. While it has been shown [4] that constraints that cover intervals ending after the end of the first busy period are also redundant, this value depends on the C i and is therefore not usable for the purposes of this paper. The following concept, initially described by [7] , is thus introduced. It gives an upper bound for the end of the first busy period and does not depend on the execution times.
Definition 3:
A definitive idle time (DIT) [7] is a time t (if it exists) such that every job released strictly before instant t has its absolute deadline before or at instant t.
Definition 4:
The earliest DIT (if it exists) occurring in the system strictly after t = 0 is called the first DIT, denoted t d .
Remark 1: (from previous definitions):
• Contrary to other idle times, DITs are independent of the scheduling or the execution times of the jobs.
• In a feasible system, every DIT is an idle time.
• In a feasible system, the first DIT happens after the end of the first busy period if it exists.
• In synchronous systems any kH with k 0 is a DIT and we also have t d H.
The authors of [2] give a method to find the value of t d for cases in which periods are pairwise coprime.
For synchronous systems in which the execution times are not known, the first DIT t d is an upper limit on the end of the busy period regardless of the WCET values. As it was sufficient to check the DBF test in intervals [0, t] before the end of the first busy period, a condition valid for any WCET is as follows:
To summarize, the description of the C-space is reduced from an infinite number of constraints to only those where t 1 = 0, t 2 t d and values of t 2 correspond to job deadlines. Note that the number of constraints is still exponential in the number of tasks in the worst-case (which is when t d = H).
III. DIT IN ASYNCHRONOUS SYSTEMS
A. Definition
In an asynchronous system, the first DIT may happen before O max , i.e. before all tasks are in the system. We thus introduce the following notion:
The first periodic DIT (FPDIT) of a system is the earliest DIT occurring strictly after O max .
By a slight abuse of notation, it will also be noted t d . Note that in the synchronous case the first periodic DIT is also the first DIT.
B. Existence condition
As in the synchronous case, the problem of existence of the FPDIT can be written as a system of modular equations:
Where a ≡ b (mod n) means that a and b are congruent modulo n.
This system is equivalent to multiple instances (one per combination of a i values) of the Chinese Remainder Problem (CRP) where the goal is to find the value of t d such that it is congruent to a i + O i modulo T i for all tasks τ i in τ . To find the FPDIT it is to the best of our knowledge necessary to solve the problem on all combinations of a i values and then to compute the minimum solution. We define 
Condition 6 means that DITs might still exist even though in the general case task periods will not necessarily be pairwise coprime.
C. Solving the modular system
A sketch of the construction algorithm to compute t d can be found in Algorithm 1 (note that x −1 (mod y) means the modular inverse of x in the naturals modulo y). The congruences must first be modified in order to obtain pairwise coprime moduli. Each n i is factored into prime powers p
is replaced by the following equivalent set of constraints [8] :
This operation might create duplicate constraints, which are removed. We call C the set of resulting constraints. We define two functions on the set of constraints, assuming contraint c of the form t d ≡ x (mod p) we have p(c) = p and x(c) = x. As shown in [8] , the resulting system can be solved using Algorithm 1.
Algorithm 1: Gauss's CRP Algorithm
Require: H is the hyperperiod of the system 1 for all c ∈ C do
Algorithm 1 finds one DIT given one combination of a i values. However using it in practice is very inefficient as there are exponentially many different combinations of a i values in the number of tasks (the cartesian product of all the A i sets), and resolving exponentially many CRP instances is prohibitively slow.
We propose a faster method for finding the FPDIT which consists in merging all these CRP instances into one problem (finding all DITs), which can be solved faster by Algorithm 2, as a significant part of the intermediate results are shared between instances. First, the same C set is obtained, but instead of one x i value per task, all variants in X i spawn a set of constraints. All duplicate and useless constraints are removed. We then define P the set of all powers of prime numbers appearing as moduli in the congruences (the p kj j values). For all p ∈ P , we define C p the set of constraints where p is the modulo. require the computation of one modular inversion per constraint, which is done in a linear number of modular inversions per task. However, to find all DITs Algorithm 1 has to be executed once for each possible combination of a i values, which is exponential in the number of tasks. Algorithm 2 has the same theoretical complexity as the computation of all DITs still requires an exponential number of answers in the number of tasks, but it is nonetheless significantly faster in practice.
One drawback of Algorithm 2 is that the replacement of each constraint by sets of constraints with powers of primes as moduli is not equivalent. Algorithm 2 might output values that are not DITs. However, as we only need the FPDIT, it remains practical to check those solutions one by one from the lowest to the highest, and stop as soon as the first correct result is found.
D. Simulation
This simulation aims to quantify how much system have a FPDIT and which factor can influence this quantity.
We thus checked the existence condition on 10000 systems generated by:
• Generating utilization values with the UUniFast algorithm described in [9] , with:
• System utilization chosen uniformly between 0.25 and 0.75 • The number of tasks set to several values (see • Choosing the D i uniformly in the interval We observe that when the CDF is close to zero, fewer systems have a FPDIT. This is easily explained by the fact that a high CDF means more idle instants for each task, and thus more opportunities for DITs to happen. Similarly, as all tasks must be synchronized for a DIT to happen, a higher number of tasks results in a decrease in FPDIT density.
IV. C-SPACE OF ASYNCHRONOUS SYSTEMS
A. Description using DBF
The description based on [3] and presented in Section II-C was general and is still relevant. Therefore the C-space is still accurately described by the following infinite number of constraints:
However, the method used in the synchronous case to remove redundancy does not apply here. A more general approach is presented in the following section.
B. Removing redundant constraints
The first two following sections contain well-known results of feasibility analysis. The third one is a new result based on the FPDIT and the last section contains a general but heavy method for removing constraints redundancies.
1) Job arrival and deadline: Consider a time interval
If t 2 is an instant without any job deadline, then by definition the value of dbf(t 1 , t 2 ) will be equal to dbf(t 1 , t * 2 ), where t * 2 is the latest deadline before t 2 .
A similar argument can be made if t 1 is an instant without any job arrival (and t * 1 is the earliest arrival after t 1 ). We can thus restrict ourselves to intervals where t 1 is an instant with at least one job arrival, and t 2 is an instant with at least one job deadline.
2) Feasibility interval:
First let us recall how an asynchronous system behaves under an optimal scheduler, for example EDF.
The system begins in the incomplete period, where all tasks are not in the system. Then, after O max time units, every task has arrived in the system and the transient period begins. Then, after O max + H time units, the system is faced with the same pattern of arrival as in O max . However, because in O max + H every task is in the system and in O max some were missing, the state of the system may differ. The stationary period then begins. At instant O max + 2H it is guaranteed that the system is in the exact same situation it was at instant O max + H.
As shown in [10] , it is sufficient to apply the demandbound function test in intervals included in the interval [O max , O max + 2H], which has an exponential length in the number of tasks. A better interval is given in [11] using the notion of cyclic idle times (denoted t c ), which are idle times occurring at fixed intervals of length H and whose value depends of the tasks execution time, therefore they cannot be used directly to characterize the C-Space. Their interval is [0, t c + H] and is valid for every cyclic idle time t c .
In the following section, we show how the latter interval can be used with the previously defined notion of periodic DIT, a particular case of cyclic idle times which does not depend on the execution times. Despite t d being in the theoretical transient period, the system will be in the same state at instant t d + H (A rigorous proof is given in [11] for any cyclic idle time). We can thus restrict the DBF test to intervals included in the interval [t d , t d + H] if the FPDIT exists. This will always be a smaller interval than [O max , O max + 2H] and if the first periodic DIT does not exist (which can be verified as explained in Section III-B), the latter interval can be used.
4) Redundancy as an integer linear problem:
Previous sections give us a list of (integer) linear constraints accurately describing the C-space, composed of the DBF test applied to the required intervals. We now give a method to remove redundant constraints from this list.
The general problem of redundancy of some linear constraint C · X ≤ d w.r.t. a set of previous linear constraints A · X ≤ B in an ILP can itself be written as the ILP presented in Fig. 2 . Such a linear problem can be solved by a branch-andbound approach [6] . However, in our case the problem is not to test for redundancy of a particular constraint but to find all redundant constraints within a set. A naive algorithm would consist of testing every constraint against all others. We present Algorithm 3, which has the same theoretical complexity but is more efficient when most of the constraints are redundant. Indeed, most of the system we generated had a final C-space description size of less than five constraints, even if the initial description often contained more than a thousand.
This algorithm has an exponential complexity in the number of constraints. The initial description of the C-space should thus be as concise as possible.
To summarize, we first reduced the number of constraints from every possible interval [t 1 , t 2 ] to the intervals where t 1 is 
The FPDIT happens at t = 15 and we have H = 15. The study interval using the FPDIT is thus [15, 30] 
which give a description of the C-space.
We now apply Algorithm 3 to remove redundancies, leaving us with the following constraints:
Let us now consider the same system but with a synchronous pattern of arrival (O 1 = O 2 = 0). The first DIT happens at time t d = 7. The intervals to consider are thus of the form [0, t] where t is a deadline happening before or at time t d . This yields two intervals ([0, 2] and [0, 7] ) and the following constraints describing the C-space, none of them being redundant:
We see that the offsets allow three more points to be in the C-space ((C 1 , C 2 ) = (4, 2), (5, 2), (6, 1)).
VI. EXPERIMENTAL C-SPACE SIZE GAIN OF ASYNCHRONOUS SYSTEMS
One of the advantages of asynchronous systems over synchronous systems in the context of periodic tasks is that the critical instants of asynchronous systems can be less constraining for the C-space than synchronous instants (if offsets are chosen to prevent synchronous releases). For this reason, modifying task offsets when possible during the design of a real-time system is a useful trick to fit a heavy periodic task set into a given platform.
In Fig. 3 a number of feasible asynchronous task sets of three tasks without synchronous instants were generated as described in Section III-D. The size of their C-space (number of valid WCET vectors) was compared with that of the same task sets with all offsets set to zero. The systems were generated as in section III-D and the integer linear problems used to remove redundancies were solved via the GLPK tool 1 .
In other words, fig. 3 evaluates the feasibility gain of adding random offsets w.r.t. a synchronous task set. Offsets eventually leading to synchronous releases have been discarded. The problem of offset assignment has been considered for example in [12] in the case of fixed WCET values. To the best of our knowledge, finding offsets maximizing a C-space region is an open problem. The ratio between the size of the synchronous and asynchronous C-spaces of these systems roughly range from 0.95 in the worst case (high utilization, high CDF) to 0.85 in the best case (low utilization, low CDF). Each point on the graph is an average over 5000 tests. Note that the value of the CDF has a greater influence on this ratio than the system's total utilization, but less so when the CDF is higher. It is also important to note that even though a 0.95 ratio may not seem much, the synchronous C-spaces of the systems contain many dominated WCET vectors, and only those that are in the border (i.e. nondominated) actually matter to the designer of the system. Using the asynchronous C-space instead will relax some constraints and therefore add new acceptable and dominating solutions, increasing the quality of the C-space border. In this paper, we presented a general approach to concisely define the C-space of a constrained periodic task set for EDF on uniform platforms. We then used the C-space to quantify the feasibility gain given by random offset values, with a final result of about 10 % more WCET values being feasible. Possible future works includes an extension to the study of systems with preemption costs or running on multiprocessor platforms, as the value of the DIT does not depend on preemptions or the number of processors.
Future works could also repeat the simulation of section VI with the algorithm described in [12] , which determine offset values with optimal feasibility for given WCET values. We could like to study if those heuristics obtained for particular WCETs scenarios can also be interesting for any WCET in the C-Space.
Another direction is to study the shape of the C-space and how it is affected by some factors. An interesting path would be the effect of the CDF on the number of constraints describing the C-space, as we know that in the implicit case this description is simple (U tot 1). While we quantified the feasibility gain by looking at the ratio between sizes of Cspace, another approach would be to look at the ratio between the minimal distance of the border of the C-space, which would give a lower bound of the gain given by the offsets.
