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Abstract
Given a graph G and a vertex subset S of V (G), the broadcasting time with respect to S, denoted by b(G, S), is the minimum
broadcasting time when using S as the broadcasting set. And the k-broadcasting number, denoted by bk(G), is deﬁned by bk(G)=
min{b(G, S)|S ⊆ V (G), |S| = k}.
Given a graph G and two vertex subsets S, S′ of V (G), deﬁne d(v, S)= minu∈S d(v, u), d(S, S′)= min{d(u, v)|u ∈ S, v ∈ S′},
and d(G, S) = maxv∈V (G) d(v, S) for all v ∈ V (G). For all k, 1k |V (G)|, the k-radius of G, denoted by rk(G), is deﬁned as
rk(G) = min{d(G, S)|S ⊆ V (G), |S| = k}.
In this paper, we study the relation between the k-radius and the k-broadcasting numbers of graphs. We also give the 2-radius and
the 2-broadcasting numbers of the grid graphs, and the k-broadcasting numbers of the complete n-partite graphs and the hypercubes.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Gossiping and Broadcasting have been studied extensively in the literature. Gossiping refers to the information
dissemination problem in which each member of a set A of n individuals knows a unique piece of information and must
transmit it to every other person. That is, gossiping is an all-to-all information dissemination process. Broadcasting,
on the other hand, refers to the process of message dissemination in a communication network whereby a message,
originated by one member, is transmitted to all members of the network. That is, broadcasting is a one-to-all information
dissemination process. For a good survey of gossiping and broadcasting, see [5].
Efﬁcient broadcasting is a key component in achieving high performance from parallel and distributed process-
ing. So broadcasting has become popular in recent years with the introduction of new, very fast networks and their
extensive use by parallel and distributed systems. Broadcasting appears to have frequent practical application in the
control of large distributed systems (e.g., business, government, military, and computer networks) since it can be
used to alert members of status changes detectable at an originator’s site or to communicate general orders by the
originator.
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Broadcasting is accomplished by placing a series of calls over the communication lines of the network. This is to be
completed as quickly as possible subject to the following constraints:
(1) each call requires one unit of time;
(2) a vertex can only call an adjacent vertex; and
(3) a vertex can participate in only one call per unit of time.
Given a connected graphG and a message originator u, the broadcasting time for vertex u, denoted by b(G, u), is the
minimum number of time units required for vertex u to complete broadcasting. The broadcasting time for G, denoted
by b(G), is deﬁned by b(G) = min{b(G, u)|u ∈ V (G)}.
Garey and Johnson [3] showed that the problem of determining whether b(v)k for a vertex v in an arbitrary graph
G with ﬁxed k4 is NP-complete. Jansen and Müller [6] showed that the problem of determining b(G) remains
NP-complete even when G is a subgraph of a grid. Slater et al. [7] presented a linear-time algorithm for determining
the broadcasting time b(T ) for a tree T . Farley and Hedetniemi [1] studied the broadcasting problem of grid graphs.
There are also many other publications on this subject: see [5] and its references.
Hedetniemi and Hedetniemi [4] introduced a generalized broadcasting problem they called the multiple originator
broadcasting problem. Given a graphG and a vertex subset S of V (G), the broadcasting time with respect to S, denoted
by b(G, S), is the minimum broadcasting time when using S as the broadcasting set. And the k-broadcasting number,
denoted by bk(G), is deﬁned by bk(G) = min{b(G, S)|S ⊆ V (G), |S| = k}. Farley and Proskurowski [2] studied this
problem and gave a linear time algorithm for determining the number bk(T ), when T is a tree.
Given a graphG and two vertex subsetsS,S′ ofV (G), deﬁne d(v, S)=minu∈S d(v, u), d(S, S′)=min{d(u, v)|u ∈ S,
v ∈ S′}, and d(G, S) = maxv∈V (G) d(v, S) for all v ∈ V (G). For all k, 1k |V (G)|, the k-radius of G, denoted by
rk(G), is deﬁned as rk(G) = min{d(G, S)|S ⊆ V (G), |S| = k}. Note that when k = 1, r1(G) is the radius of G. And
the diameter of G, denoted diam(G), is deﬁned by diam(G) = max{d(u, v)|u, v ∈ V (G)}. For a vertex subset S of
V (G), we also deﬁne the m-neighbor of S as the set Nm(S) = {v ∈ V (G)|d(v, S) = m}, and nm(S) = |Nm(S)|.
In this paper, we study the k-radius and the k-broadcasting number for a graph G, and the relation between these
two numbers. In Section 2, we study some basic results of the k-radius and the k-broadcasting number. In Section 3,
we study 2-radius and 2-broadcasting numbers for the grid graphs. In the last section, we study the k-broadcasting
numbers for the complete n-partite graphs and hypercubes.
2. Some basic results of the k-radius and the k-broadcasting number
In this section, we discuss some basic results of the k-radius and the k-broadcasting number for a graph G. The ﬁrst
lemma is a direct consequence of the deﬁnition.
Lemma 1. bk(G) max{rk(G), log2 |V (G)|k }.
From Lemma 1, we know that the k-radius of G is a natural lower bound of the k-broadcasting number. However, the
equality does not hold in general. The next lemma is useful when considering the lower bound of the k-broadcasting
number for G.
Lemma 2. Given a graph G, if we choose a set S ⊆ V (G), |S|= k as the broadcasting set, then for all t1, at most k
vertices in Nt(S) can be transmitted at time t . Moreover, for a given calling scheme, if we let Ct = {u|u ∈ Nt(S), u is
transmitted at time t}, then there is a subset Tt of S, |Tt | = |Ct |, and a bijection f : Tt → Ct , such that d(v, f (v))= t
for all v ∈ Tt .
Proof. We prove this lemma by induction on t . The conclusion is clearly true for t = 1. Suppose it holds for t = n.
Then, when t = n + 1, since the vertices in Nn+1(S) can only be transmitted in one transmission step from the set
Nn(S), if there are more than k vertices in Nn+1(S) that are transmitted after the (n+ 1)th transmission, there must be
more than k vertices in Nn(S) that are transmitted after the nth transmission, a contradiction. Hence, at most k vertices
in Nn+1(S) can be transmitted at time n+ 1. For a given calling scheme, suppose |Cn+1|=m, then there is a subset C′n
of Cn, |C′n| =m, and a bijection g : C′n → Cn+1, such that d(v, g(v))= 1 for all v ∈ C′n. By the induction hypothesis,
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there is a subset Tn of S and a bijection f : Tn → Cn, such that d(v, f (v))= n for all v ∈ Tn. Hence, there is a subset
T ′n of Tn, f |T ′n : T ′n → C′n is a bijection. Let T ′n =Tn+1, h=g ◦f |T ′n . Then, h : Tn+1 → Cn+1 is a bijection, and clearly,
d(v, h(v)) = n + 1 for all v ∈ Tn+1. Therefore, by the principle of induction, the results hold for all t , t1. 
Lemma 3. If H is a spanning subgraph of G, then rk(G)rk(H) and bk(G)bk(H).
Given k graphs G1,G2, . . . ,Gk , the union of these k graphs, denoted by
⋃k
i=1 Gi , is the graph G with V (G) =⋃k
i=1 V (Gi) and edge set E(G) =
⋃k
i=1 E(Gi). By Lemma 3, for the k-radius and the k-broadcasting number of the
union of k graphs, we have
Corollary 4. If G =⋃ki=1 Gi , then rk(G) = max1 ik {r1(Gi)}, and bk(G) = max1 ik {b(Gi)}.
Given two graphs H and K , the Cartesian product of these two graphs, denoted by H × K , is the graph G with
V (G)= V (H)× V (K) and edge set E(G)= {(u1, v1)(u2, v2)|u1 = u2, v1v2 ∈ V (K) or v1 = v2, u1u2 ∈ V (H)}. For
the k-radius of the Cartesian product of two graphs H and K , we have the following results.
Lemma 5. If G = H × K , then rk(G)minl|k{rl(H) + rk/l(K)}.
Proof. Let V (H) = {v1, v2, . . . , vm}, V (K) = {u1, u2, . . . , un}. For a number l with l|k, let rl(H) = a, rk/l(K) = b,
and suppose S1 = {vi1 , vi2 , . . . , vil } is the subset of V (H) satisfying d(H, S1) = a, S2 = {uj1 , uj2 , . . . , ujk/l } is the
subset of V (K) satisfying d(K, S2) = b. Let S = S1 × S2. Then for all (vi, uj ) ∈ V (G), there exist vx ∈ S1, uy ∈ S2,
such that dH (vx, vi)a, dH (uy, uj )b. Therefore,
dG((vi, uj ), (vx, uy))dG((vi, uj ), (vx, uj )) + dG((vx, uj ), (vx, uy))a + b.
Hence, rk(G)d(G, S)rl(H) + rk/l(K) for all l with l|k. 
The equality does not hold in general. For example, r2(C6 ×C4)=2 	= min{r1(C6)+ r2(C4), r2(C6)+ r1(C4)}, and
r2(C4 ×P2)= 1 	= min{r1(C4)+ r2(P2), r2(C4)+ r1(P2)}. However, the equality does hold when k = 1. This follows
from the following simple observation: for (u1, v1), (u2, v2) ∈ V (G × H), dG×H ((u1, v1), (u2, v2)) = dG(u1, u2) +
dH (v1, v2). Based on this, Sung and Wang [8] showed that
Theorem 6 (Sung and Wang [8]). If G = H × K , then diam(G) = diam(H) + diam(K).
By the same idea, for the 1-radius of H × K , we have
Lemma 7. If G = H × K , then r1(G) = r1(H) + r1(K).
Since r1(Pm) = 
m2 , from Lemma 7, we have
Corollary 8. If G = Pm × Pn, then r1(G) = 
m2  + 
n2 .
Lemma 9. rk(Pn) = rk(Cn) = 
n/k2 , for all k with 1kn.
Proof. SincePn is a spanning subgraph ofCn, by Lemma 3, to prove that rk(Pn)=rk(Cn)=
n/k2 , we need only prove
that rk(Pn)
 n/k2  and rk(Cn)
 n/k2 . Let V (Pn) = V (Cn) = {v1, v2, . . . , vn}, E(Pn) = {vivi+1|1 in − 1},
E(Cn)=E(Pn)∪ {v1vn}. For all k with 1kn, assume n= kq + r , 0r < k. Deﬁne G=⋃ki=1 Gi , where Gi =Pq
if 1 ik − r , and Gi = Pq+1 if k − r < ik. Then G is a spanning subgraph of Pn. Hence by Lemma 3, Corollary
4, and the fact that r1(Pm) = 
m2 , we have
rk(Pn)rk(G) = max
1 ik
{r1(Gi)} =
⌊n/k
2
⌋
.
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To show that rk(Cn)
 n/k2 , let l = rk(Cn), and Al(v) = {u ∈ V (Pn)|d(u, v) l}. Suppose S ⊆ V (Cn) satisﬁes
d(Cn, S) = rk(Cn). If S = {vm1 , vm2 , . . . , vmk }, then n = |
⋃k
i=1 Al(vmi )|
∑k
i=1 |Al(vmi )| = k(2l + 1). Thus, 2l +
1n/k, l n/k−12 , which implies l
 n/k2 . Therefore, rk(Pn) = rk(Cn) = 
n/k2 . 
Corollary 10. r2(Pn) = 
n+14 , r1(Pn) = 
n2 .
Similar to the results above, we also have the following results for the k-broadcasting number of the Cartesian product
of two graphs.
Lemma 11. If G = H × K , then bk(G)minl|k {bl(H) + bk/l(K)}.
Proof. Let V (H) = {v1, v2, . . . , vr} and V (K) = {u1, u2, . . . , us}. Denote Hi = H × {ui} and Ki = {vi} × K . Then
HiH and KiK . For a number l with l|k, let m = kl , bl(H) = a, bm(K) = b, and suppose S1 = {vp1 , vp2 , . . . , vpl }
is the subset of V (H) that satisﬁes b(H, S1) = a and S2 = {uq1 , uq2 , . . . , uqm} is the subset of V (K) that satisﬁes
B(K, S2) = b. Let S = S1 × S2. If we choose S as our broadcasting set, then for each i, 1 im, all the vertices in
Hqi can be transmitted in a steps by using S ∩ V (Hqi ) as the broadcasting set. And if all the vertices in Hqi , 1 im,
are informed of the message, then all the vertices in G can be transmitted in b steps by using
⋃m
i=1 V (Hqi ) as the
broadcasting set. Hence, bk(G)minl|k {bl(H) + bk/l(K)}. 
Lemma 12. bk(Pn) = bk(Cn) = n/k2 , for all k with 1k <n.
Proof. SincePn is a spanning subgraph ofCn, hence byLemma3, to prove that bk(Pn)=bk(Cn)=n/k2 , we need only
prove that bk(Pn) n/k2  and bk(Cn) n/k2 . LetV (Pn)=V (Cn)={v1, v2, . . . , vn},E(Pn)={vivi+1|1 in−1}
and E(Cn) = E(Pn) ∪ {v1vn}. For all k with 1kn, assume n = kq + r , 0r < k. Deﬁne G = ⋃ki=1 Gi , where
Gi = Pq if 1 ik − r , andGi = Pq+1 if k − r < ik. Then, G is a spanning subgraph of Pn. Hence, by Lemma 3,
Corollary 4, and the fact that b(Pm) = m2 , we have
bk(Pn)bk(G) = max
1 ik
{b(Gi)} =
⌈n/k
2
⌉
.
To show that bk(Cn) n/k2 , let l = bk(Cn), and Al(v) = {u ∈ V (Pn)|u can be transmitted from v in time l}.
Suppose S ⊆ V (Cn) is the set that satisﬁes b(Cn, S)= bk(Cn). If S ={vm1 , vm2 , . . . , vmk }, then n= |
⋃k
i=1 Al(vmi )|∑k
i=1 |Al(vmi )|=2kl. Thus, 2l kn, l n/k2 , which implies l n/k2 . Therefore, bk(Pn)=bk(Cn)=n/k2 . 
Corollary 13. b2(Pn) = n4 , b(Pn) = n2 .
3. The 2-radius and 2-broadcasting number of Pm × Pn
In this section we consider the 2-radius and the 2-broadcasting number of the grid graphs Pm × Pn. For this kind of
graphs, we have
Theorem 14. If mn2, then
r2(Pm × Pn) =
⎧⎪⎨
⎪⎩
⌊m
4
⌋
+
⌊n
2
⌋
if m ≡ 3 (mod 4), n ≡ 0 (mod 2),
⌊
m + 1
4
⌋
+
⌊n
2
⌋
otherwise.
Proof. Let the vertices of Pm × Pn be denoted by (i, j), where 1 im, 1jn, and u1 = (1, 1), u2 = (1, n),
u3 = (m, 1), u4 = (m, n), u5 = (m, n2 ) and u6 = (m2 , n). When m /≡ 3 (mod 4) or n /≡ 0 (mod 2), by Lemma 5,
r2(Pm × Pn)r2(Pm) + r1(Pn) and r2(Pm) = 
m+14 , r1(Pn) = 
n2 , we have r2(Pm × Pn)
m+14  + 
n2  for all
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mn1. Suppose r2(Pm×Pn)
m+14 +
n2 −1. Let S={v1, v2},v1 = (i, j), v2 = (k, l), be a subset of V (Pm×Pn)
that satisﬁes d(Pm × Pn, S) = r2(Pm × Pn). Without loss of generality, we may assume that 1 im2 , 1jn2 .
If d(v1, u1)> 
m+14  + 
n2  − 1, then since d(v1, u4) = |m − i| + |n − j |
m2  + 
n2 > 
m+14  + 
n2  − 1, v2 must
satisfy d(v2, u1)
m+14 +
n2 − 1 and d(v2, u4)
m+14 +
n2 − 1. However, d(v2, u1)+ d(v2, u4)=m− 1+n−
1> 2(
m+14 +
n2 −1), a contradiction.Hence, d(v1, u1)
m+14 +
n2 −1.Now if d(v1, u2)
m+14 +
n2 −1, since
d(v1, u6)+d(v1, u2)m2 −1+2
n2 > 2(
m+14 +
n2 −1) and d(v1, u2)+d(v1, u3)d(u2, u3)> 2(
m+14 +
n2 −
1), we have d(v1, u6)> 
m+14 +
n2 −1 and d(v1, u3)> 
m+14 +
n2 −1. Therefore, d(v2, u6)
m+14 +
n2 −1 and
d(v2, u3)
m+14  + 
n2  − 1. But since m /≡ 3 (mod 4) or n /≡ 0 (mod 2), d(v2, u6)+ d(v2, u3)d(u6, u3)= 
m2  +
n−1> 2(
m+14 +
n2 −1), a contradiction. Hence, d(v1, u2)> 
m+14 +
n2 −1, and so d(v2, u2)
m+14 +
n2 −1.
Similarly, if d(v1, u3)
m+14  + 
n2  − 1, then since d(v1, u3) + d(v1, u5)2
m2  + n2  − 1> 2(
m+14  + 
n2  −
1), we have d(v1, u5)> 
m+14  + 
n2  − 1, which implies d(v2, u5)
m+14  + 
n2  − 1. Therefore, 2(
m+14  +

n2  − 1)d(v2, u2) + d(v2, u5)d(u2, u5) = m − 1 + 
n2 > 2(
m+14  + 
n2  − 1), also a contradiction. Thus,
d(v1, u3)> 
m+14 +
n2 −1, and so d(v2, u3)
m+14 +
n2 −1. But this implies 2(
m+14 +
n2 −1)d(v2, u2)+
d(v2, u3)d(u2, u3)=m+ n− 2> 2(
m+14  + 
n2  − 1), a contradiction. Thus, r2(Pm × Pn)
m+14  + 
n2  and so
r2(Pm × Pn) = 
m+14  + 
n2  if m /≡ 3 (mod 4) or n /≡ 0 (mod 2).
For the case in whichm ≡ 3 (mod 4) and n ≡ 0 (mod 2), if we choose S={u, v}, where u=(m+14 , n2 ), v=( 3m+34 , n2 +
1), then for all (i, j) ∈ V (Pm×Pn)with i m+12 and (i, j) 	= (m+12 , n),wehaved(u, (i, j))=|i−m+14 |+|j− n2 | m4 + n2 .
And for (i, j) = (m+12 , n) or i > m+12 , d(v, (i, j)) = |i − 3m+34 | + |j − n2 − 1| m+14 + n2 − 1< m4 + n2 . Thus,
d(Pm ×Pn, S) m4 + n2 , which implies r2(Pm ×Pn)
m4 + 
n2 . The proof of the lower bound in this case is similar
to the case in which m /≡ 3 (mod 4) or n /≡ 0 (mod 2) and so we omit it here. 
Consider the 2-broadcasting numbers of the graphs Pm ×Pn, from Lemma 1, we know that the 2-radius is a natural
lower bound of the 2-broadcasting number. However, the 2-broadcasting number is not always equal to the 2-radius.
The following lemmas are useful when considering the 2-broadcasting numbers of the graphs Pm × Pn.
Lemma 15. Given a graph G = Pm × Pn, where mn2 and m5, if S = {v0, v1} ⊆ V (Pm × Pn) satisﬁes
d(Pm ×Pn, S)= r2(Pm ×Pn) and d(vi, (1, 1))r2(Pm ×Pn) (resp. d(vi, (1, n))r2(Pm ×Pn)) for i = 0 or 1, then
d(vi, (m, n))> r2(Pm × Pn) (resp. d(vi, (m, 1))> r2(Pm × Pn)).
Proof. We only prove the case in which d(v0, (1, 1))r2(Pm × Pn), the other cases are similar. If m /≡ 3 (mod 4) or
n /≡ 0 (mod 2) and d(v0, (1, 1))
m+14  + 
n2 , then
d(v0, (m, n))d((m, n), (1, 1)) − d(v0, (1, 1))
m − 1 + n − 1 −
⌊
m + 1
4
⌋
−
⌊n
2
⌋
>
⌊
m + 1
4
⌋
+
⌊n
2
⌋
,
when m5.
Similarly, for m ≡ 3 (mod 4), n ≡ 0 (mod 2) and d(v0, (1, 1))
m4  + 
n2 , we have
d(v0, (m, n))d((m, n), (1, 1)) − d(v0, (1, 1))
m − 1 + n − 1 −
⌊m
4
⌋
−
⌊n
2
⌋
>
⌊m
4
⌋
+
⌊n
2
⌋
,
when m5. 
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From Lemma 15 we know that for the graph G=Pm ×Pn, mn2, m5, if S ={v0, v1} ⊆ V (Pm ×Pn) satisﬁes
d(Pm × Pn, S) = r2(Pm × Pn), then either
(1) d(vi, (1, 1))r2(Pm × Pn), d(vi, (1, n))r2(Pm × Pn) and
d(v1−i , (m, 1))r2(Pm × Pn), d(v1−i , (m, n))r2(Pm × Pn),
or
(2) d(vi, (1, 1))r2(Pm × Pn), d(vi, (m, 1))r2(Pm × Pn) and
d(v1−i , (1, n))r2(Pm × Pn), d(v1−i , (m, n))r2(Pm × Pn),
where i = 0 or 1.
Lemma 16. Let m5, n2, n ≡ 0 (mod 2), and m /≡ 0 (mod 4). For all S ⊆ V (Pm × Pn), S = {v1, v2}, which
satisﬁes d(Pm × Pn, S) = r2(Pm × Pn), if S′ = {v1, v′1, v2, v′2}, where v1v′1 ∈ E(Pm × Pn), v2v′2 ∈ E(Pm × Pn), and
d(Pm × Pn, S′) = r2(Pm × Pn) − 1 = a, then |Na(S′)|5.
Proof. Since n ≡ 0 (mod 2), and m /≡ 0 (mod 4), r2(Pm ×Pn)=
m4 + 
n2 . Let u1 = (1, 1), u2 = (1, n), u3 = (m, 1),
u4=(m, n),u5=(m2 , n),u6=(m2 , 1),u7=(m2 −1, n),u8=(m2 +1, 1), v1=(i, j), v2=(k, l), andS={v1, v2} be
the set satisﬁes d(Pm ×Pn, S)= r2(Pm ×Pn). Without loss of generality, we may assume that 1 im2 , 1jn2 .
If d(v1, u1)> 
m4  + 
n2 , since d(v1, u1) = |i − 1| + |j − 1|< |i − 1| + |n − j | = d(v1, u2) |m − i| + |n −
j |d(v1, u4), we have d(v1, u4)d(v1, u1)> 
m4 + 
n2 . Hence, d(v2, u1)
m4 + 
n2  and d(v2, u4)
m4 + 
n2 (since d(v1, u4)> 
m4  + 
n2 ). But this implies 2(
m4  + 
n2 )d(v2, u1) + d(v2, u4)d(u1, u4) = m − 1 + n − 1,
a contradiction. Hence, d(v1, u1)
m4  + 
n2 . By the argument after Lemma 15, either d(v1, u2)
m4  + 
n2  or
d(v1, u3)
m4  + 
n2 . We consider these two cases separately.
Case 1: d(v1, u2)
m4  + 
n2 .
Subcase 1: d(v1, u2)
m4 + 
n2 − 1. Since d(v1, u1)< d(v1, u2), we have d(v1, u1)
m4 + 
n2 − 2. Therefore,
d(v1, u7)d(u1, u7) − d(v1, u1)(m2  − 
m4 ) + n2  − 1
m4  + 
n2  (since m /≡ 0 (mod 4)). Also, d(v1, u6)
d(u2, u6)− d(v1, u2)(m2 −
m4 )+n2 − 1
m4 +
n2 . Hence, d(v1, u5)> d(v1, u6)
m4 +
n2 , d(v1, u8)>
d(v1, u6)
m4  + 
n2 , and d(v1, u4)> d(v1, u3)> d(v1, u6)
m4  + 
n2 . Thus, d(v′1, {u3, u4, u5, u6, u7, u8})
m4  + 
n2  − 1. However, since d(Pm × Pn, S) = 
m4  + 
n2 , d(u4, u8)
m2  − 1 + n − 12(
m4  + 
n2  − 1),
and d(u3, u5) = 
m2  + n − 12(
m4  + 
n2 ) − 1, either d(v2, u3) = 
m4  + 
n2  − 1 and d(v2, u5) = 
m4  + 
n2 , or
d(v2, u3)=
m4 +
n2  and d(v2, u5)=
m4 +
n2 −1.Therefore, either d({v2, v′2}, {u3, u5, u6, u7, u8})=
m4 +
n2 −1,
or d({v2, v′2}, {u3, u4, u5, u6, u7}) = 
m4  + 
n2  − 1. Thus, |Na(S′)|5 in this case.
Subcase 2: d(v1, u2) = 
m4  + 
n2 . By Lemma 15, d(v1, u3)> 
m4  + 
n2 , hence, d(v2, u3)
m4  + 
n2 . Since
d(u2, u6)=d(u1, u5)=m2 +n−22(
m4 +
n2 )−1, and d(u3, u5)=d(u4, u6)=
m2 +n−12(
m4 +
n2 )−1, we
haved(v1, u6)
m4 +
n2 −1,d(v1, u5)> d(v1, u6)
m4 +
n2 −1, and eitherd(v2, u5)> d(v2, u6)
m4 +
n2 −1,
d(v2, u4)> d(v2, u3)
m4 +
n2 −1, or d(v2, u6)> d(v2, u5)
m4 +
n2 −1, d(v2, u3)> d(v2, u4)
m4 +
n2 −1.
Now, since d(v2, u2)> 
m4  + 
n2  and S′ satisﬁes d(Pm × Pn, S′) = 
m4  + 
n2  − 1, we have v′1 = (i − 1, j) or
v′1 = (i, j + 1). If v′1 = (i − 1, j), since either d(v2, {u4, u5}) = 
m4  + 
n2  or d(v2, {u3, u6}) = 
m4  + 
n2 , we
have d(v′2, {u4, u5}) = 
m4  + 
n2  − 1 or d(v′2, {u3, u6}) = 
m4  + 
n2  − 1. Note that if d(v′2, u6) = 
m4  + 
n2  − 1,
then d(v′2, u5)
m4  + 
n2  − 1. And if d(v′2, u5) = 
m4  + 
n2  − 1, then d(v′2, u6)
m4  + 
n2  − 1. Thus, either
d(S′, {u2, u3, u5, u6, u7}) = 
m4  + 
n2  − 1 or d(S′, {u2, u4, u5, u6, u7}) = 
m4  + 
n2  − 1. Hence, |Na(S′)|5
in this case. If v′1 = (i, j + 1), then d({v1, v′1}, {u1, u2, u5, u6})
m4  + 
n2  − 1. In this case we can deduce that
d(S′, {u1, u2, u3, u5, u6}) = 
m4  + 
n2  − 1 or d(S′, {u1, u2, u4, u5, u6}) = 
m4  + 
n2  − 1 using a similar argument
as in case v′1 = (i − 1, j). Thus, we also have |Na(S′)|5 in this case.
Case 2: d(v1, u3)
m4  + 
n2 .
This case is similar to Case 1 and so we omit the proof here. 
Using the same idea, we also have
Lemma 17. Let m5, n3, n ≡ 1 (mod 2). For all S ⊆ V (Pm ×Pn), S = {v1, v2}, which satisﬁes d(Pm ×Pn, S)=
r2(Pm ×Pn). If S′ = {v1, v′1, v2, v′2}, where v1v′1 ∈ E(Pm ×Pn), v2v′2 ∈ E(Pm ×Pn), and d(Pm ×Pn, S′)= r2(Pm ×
Pn) − 1 = a, then |Na(S′)|5.
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For convenience, if m ≡ 1 (mod 2), n ≡ 1 (mod 2), n3, m n+12 , we deﬁne the L-graph L(m, n) as L(m, n) =
(Pm × Pn)\{(m, i)|n2  + 1 in}. And if m ≡ 0 (mod 2), n ≡ 1 (mod 2), n5, m n+12 , we deﬁne the L∗-graph
L∗(m, n) as L∗(m, n)= (Pm×Pn)\({(m−1, i)|n2 +1 in}∪{(m, i)|n2  in}). For these two kinds of graphs,
we have
Lemma 18. r1(L(m, n))=m2 +n2 − 2 and r1(L∗(m, n))=m2 +n2 − 1. Moreover, if v ∈ V (L(m, n)) satisﬁes
d(v, L(m, n)) = m2  + n2  − 2, then d(v, (1, n)) = d(v, (m, 1)) = m2  + n2  − 2.
Proof. Since diam(L(m, n))=m+n−2, 2r1(L(m, n))m+n−2, hence, r1(L(m, n))m+n2 −1=m2 +n2 −2.
If v ∈ V (L(m, n)) satisﬁes d(v, L(m, n))=m2 +n2 −2, then d(v, (1, n))m2 +n2 −2 and d(v, (m, 1))m2 +n2  − 2. Hence, 2(m2  + n2  − 2)d(v, (1, n)) + d(v, (m, 1))d((1, n), (m, 1)) = m + n − 2. Therefore, all the
inequalities are equalities, and sod(v, (1, n))=d(v, (m, 1))=m2 +n2 −2. Similarly, since diam(L∗(m, n))=m+n−2,
2r1(L∗(m, n))m + n − 2, hence, r1(L∗(m, n))m+n2  − 1 = m2  + n2  − 1. 
For a given calling scheme, we use the notation v → u to denote that v calls u.
Lemma 19. b(L(m, n)) = m2  + n2  − 1 and b(L∗(m, n)) = m2  + n2  − 1.
Proof. By Lemmas 2 and 18, b(L(m, n))m2  + n2  − 1. Let v = (m2 , n2 ) be the broadcasting originator. The
upper bound is obtained by the following call sequence:
If n = 3, then
when t = 1,
(⌈m
2
⌉
, 2
)
→
(⌈m
2
⌉
, 1
)
,
when t = 2,
(⌈m
2
⌉
, 2
)
→
(⌈m
2
⌉
, 3
)
,
(⌈m
2
⌉
, 1
)
→
(⌈m
2
⌉
+ 1, 1
)
,
when t = 3,
(⌈m
2
⌉
, i
)
→
(⌈m
2
⌉
− 1, i
)
for all i, 1 i3,
(⌈m
2
⌉
+ 1, 1
)
→
(⌈m
2
⌉
+ 1, 2
)
,
when 4 tm2  + 1,(⌈m
2
⌉
− t + 3, i
)
→
(⌈m
2
⌉
− t + 2, i
)
for all i, 1 i3,
(⌈m
2
⌉
+ t − 4, 3
)
→
(⌈m
2
⌉
+ t − 3, 3
)
,
(⌈m
2
⌉
+ t − 3, j
)
→
(⌈m
2
⌉
+ t − 2, j
)
for all j, 1j2.
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If n5, then
when t = 1,
(⌈m
2
⌉
,
⌈n
2
⌉)
→
(⌈m
2
⌉
,
⌈n
2
⌉
− 1
)
,
when 2 tn2  − 1,(⌈m
2
⌉
,
⌈n
2
⌉
+ t − 2
)
→
(⌈m
2
⌉
,
⌈n
2
⌉
+ t − 1
)
,
(⌈m
2
⌉
,
⌈n
2
⌉
− t + 1
)
→
(⌈m
2
⌉
,
⌈n
2
⌉
− t
)
,
when t = n2 ,(⌈m
2
⌉
, n − 1
)
→
(⌈m
2
⌉
, n
)
,
(⌈m
2
⌉
, i
)
→
(⌈m
2
⌉
+ 1, i
)
for all i, 1 i
⌈n
2
⌉
,
when t = n2  + 1,(⌈m
2
⌉
, i
)
→
(⌈m
2
⌉
− 1, i
)
for all i, 1 in,
when n2  + 2 tm2  + n2  − 1,(⌈m
2
⌉
+
⌈n
2
⌉
− t + 1, i
)
→
(⌈m
2
⌉
+
⌈n
2
⌉
− t, i
)
for all i, 1 in,
(⌈m
2
⌉
−
⌈n
2
⌉
+ t − 2, j
)
→
(⌈m
2
⌉
−
⌈n
2
⌉
+ t − 1, j
)
for all j,
⌈n
2
⌉
+ 1jn,
(⌈m
2
⌉
−
⌈n
2
⌉
+ t − 1, k
)
→
(⌈m
2
⌉
−
⌈n
2
⌉
+ t, k
)
for all k, 1k
⌈n
2
⌉
.
All the vertices of L(m, n) are informed of the message after these steps. Hence, b(L(m, n))m2  + n2  − 1.
Similarly, by Lemmas 1 and 18, we know that b(L∗(m, n))m2  + n2  − 1. And for the upper bound, let v =
(m2 , n2 ) be the broadcasting originator and consider the following call sequence:
If m = 4, then
when t = 1,
(
2,
⌈n
2
⌉)
→
(
2,
⌈n
2
⌉
− 1
)
,
when 2 tn2  − 1,(
2,
⌈n
2
⌉
+ t − 2
)
→
(
2,
⌈n
2
⌉
+ t − 1
)
,
(
2,
⌈n
2
⌉
− t + 1
)
→
(
2,
⌈n
2
⌉
− t
)
,
when t = n2 ,
(2, n − 1) → (2, n),
(2, i) → (3, i) for all i, 1 i
⌈n
2
⌉
,
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when t = n2  + 1,
(2, i) → (1, i) for all i, 1 i
⌈n
2
⌉
− 1,
(3, j) → (4, j) for all j, 1j
⌈n
2
⌉
− 1.
If m6, then
when t = 1,
(⌈m
2
⌉
,
⌈n
2
⌉)
→
(⌈m
2
⌉
,
⌈n
2
⌉
− 1
)
,
when 2 tn2  − 1,(⌈m
2
⌉
,
⌈n
2
⌉
+ t − 2
)
→
(⌈m
2
⌉
,
⌈n
2
⌉
+ t − 1
)
,
(⌈m
2
⌉
,
⌈n
2
⌉
− t + 1
)
→
(⌈m
2
⌉
,
⌈n
2
⌉
− t
)
,
when t = n2 ,(⌈m
2
⌉
, n − 1
)
→
(⌈m
2
⌉
, n
)
,
(⌈m
2
⌉
, i
)
→
(⌈m
2
⌉
+ 1, i
)
for all i, 1 i
⌈n
2
⌉
,
when t = n2  + 1,(⌈m
2
⌉
, i
)
→
(⌈m
2
⌉
− 1, i
)
for all i, 1 in,
(⌈m
2
⌉
+ 1, j
)
→
(⌈m
2
⌉
+ 2, j
)
for all j, 1j
⌈n
2
⌉
,
when n2  + 2 tm2  + n2  − 2,(⌈m
2
⌉
+
⌈n
2
⌉
− t + 1, i
)
→
(⌈m
2
⌉
+
⌈n
2
⌉
− t, i
)
for all i, 1 in,
(⌈m
2
⌉
−
⌈n
2
⌉
+ t − 2, j
)
→
(⌈m
2
⌉
−
⌈n
2
⌉
+ t − 1, j
)
for all j,
⌈n
2
⌉
+ 1jn,
(⌈m
2
⌉
−
⌈n
2
⌉
+ t, k
)
→
(⌈m
2
⌉
−
⌈n
2
⌉
+ t + 1, k
)
for all k, 1k
⌈n
2
⌉
,
when t = m2  + n2  − 1,
(2, i) → (1, i) for all i, 1 in,
(m − 1, j) → (m, j) for all j, 1j
⌈n
2
⌉
− 1,
(m − 3, k) → (m − 2, k) for all k,
⌈n
2
⌉
+ 1kn.
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It is easy to check that after the (m2  + n2  − 1)th transmission step, all the vertices of L∗(m, n) are informed of
the message. Hence, b(L∗(m, n))m2  + n2  − 1. 
By using the lemmas above, we have
Theorem 20. If mn2, (m, n) 	= (2, 2), then
b2(Pm × Pn) =
⎧⎪⎨
⎪⎩
⌈m
4
⌉
+
⌈n
2
⌉
− 1 if m ≡ 1 (mod 4), n ≡ 1 (mod 2), or
m ≡ 2 (mod 4), n ≡ 1 (mod 2) and n> 3,⌈m
4
⌉
+
⌈n
2
⌉
otherwise.
Proof. From Lemma 11 and Corollary 13, b2(Pm × Pn)m4  + n2 . If m ≡ 1 (mod 4) and n ≡ 1 (mod 2), then
Pm × Pn can be partitioned into two L(m2 , n) (with one vertex overlap), hence, b2(Pm × Pn)m4  + n2  − 1
in this case. Similarly, if m ≡ 2 (mod 4), n ≡ 1 (mod 2) and n> 3, then Pm × Pn can be partitioned into two
L∗(m2  + 1, n). Thus, we also have b2(Pm × Pn)m4  + n2  − 1 in this case. To obtain the lower bound, we only
consider the case in which m4. The case in which m3 is easy to verify. By Lemma 1 and Theorem 14, when
m ≡ 0 (mod 4) and n ≡ 0 (mod 2), m4  + n2  = 
m4  + 
n2 r2(Pm × Pn)b2(Pm × Pn). If m /≡ 0 (mod 4) or
n /≡ 0 (mod 2), let S ={v1, v2} be the broadcasting set that satisﬁes b(Pm ×Pn, S)= b2(Pm ×Pn). Then, there is a set
S′ = {v1, v′1, v2, v′2} that satisﬁes v1v′1 ∈ E(Pm × Pn), v2v′2 ∈ E(Pm × Pn), and b(Pm × Pn, S′) = b2(Pm × Pn) − 1.
However, by Lemmas 16 and 17, we know that for all S′, if a=r2(Pm×Pn)−1, then |Na(S′)|5. Hence, by Lemma 2,
b(Pm ×Pn, S)a+1, which implies b2(Pm ×Pn)r2(Pm ×Pn)+1. By Theorem 14, b2(Pm ×Pn)m4 +n2 −1
if m ≡ 1 (mod 4), n ≡ 1 (mod 2) or m ≡ 2 (mod 4), n ≡ 1 (mod 2), and b2(Pm × Pn)m4  + n2  for all the other
cases.
For the case in which n = 3 and m ≡ 2 (mod 4), we only need to show that b2(Pm × P3)m4  + 2. We may
assume that m10 in this case (since when m = 6, |V (P6 × P3)| = 18, and hence b2(P6 × P3)log2 182  = 4 =
 64 +  32). Suppose, to the contrary, b2(Pm × P3)m4  + 1. Let S = {v1, v2} be the broadcasting set that sat-
isﬁes b(Pm × P3, S) = b2(Pm × P3). Then, there is a set S′ = {v1, v′1, v2, v′2} that satisﬁes v1v′1 ∈ E(Pm × P3),
v2v
′
2 ∈ E(Pm × P3), and b(Pm × P3, S′) = b2(Pm × P3) − 1m4 . Assume v1 = (i, j), v′1 = (i′, j ′), v2 = (k, l),
v′2=(k′, l′), and ik. It is easy to check that if min{k, k′}m2  or max{i, i′}m2 +1, then d(Pm×P3, S′)m4 +1,
and hence, b(Pm × P3, S)m4  + 2, a contradiction. Thus, we only consider the case in which min{k, k′}m2  + 1
and max{i, i′}m2 . Without loss of generality, we may assume that j = j ′ = 1 and i′ = i + 1, or j = 1, j ′ = 2
and i = i′. For the case in which j = j ′ = 1 and i′ = i + 1, if im4 , then d((1, 3), S′)m4  + 1, and so
b(Pm × P3, S)m4  + 2, a contradiction. Hence, im4  − 1. If im4  − 2, then d((m2  − 1, 3), {v1, v′1})> m4 .
But since d((m2  − 1, 3), (m, 1))= m2  + 3, we have d({(m2 , 3), (m, 1)}, {v2, v′2})m4  + 1, also a contradiction.
Therefore, i = m4  − 1. Now, since d((m2 , 3), {v1, v′1}) = m4  + 1, we must have d((m2 , 3), {v2, v′2})m4 . But
d((m2 , 3), (m, 1)) = m2  + 2, either {v2, v′2} = {( 3m4 , 3), ( 3m4  + 1, 3)}, or {v2, v′2} = {( 3m4 , 2), ( 3m4 , 3)}, or
{v2, v′2} = {( 3m4  − 1, 2), ( 3m4 , 2)}. For all these cases, we have |Nm/4(S′)|5. Hence, by Lemma 2, b(Pm ×
P3, S′)m4  + 1, a contradiction. For the case in which i = i′, j = 1, j ′ = 2 we can deduce that {v2, v′2} =
{( 3m4 , 2), ( 3m4 , 3)} using a similar argument. In this case, for an arbitrary set S′′ = {v1, v′1, v′′1 , v′′′1 , v2, v′2, v′′2 , v′′′2 },
where the subgraphs induced by {v1, v′1, v′′1 , v′′′1 } and {v2, v′2, v′′2 , v′′′2 } are connected, will satisfy |Nm/4−1(S′′)|9.
Thus, by Lemma 2, b(Pm ×P3, S′)m4 −1+2=m4 +1, a contradiction. Therefore, b2(Pm ×P3)=m4 +2 when
m ≡ 2 (mod 4). 
4. The k-broadcasting numbers of complete n-partite graphs and hypercubes
In this section, we consider the k-broadcasting number of the complete n-partite graphs and the hypercubes. Given
n disjoint graphs G1,G2, . . . ,Gn, the join of these n graphs, denoted by G1 + G2 + · · · + Gn, is a graph G in
which V (G) = ⋃ni=1 Gi , E(G) = (⋃ni=1 E(Gi))⋃{uv|u ∈ V (Gi), v ∈ V (Gj ), i 	= j}. A graph G is called a
complete n-partite graph if G = G1 + G2 + · · · + Gn, and Gi = Kmi , where mi1. Each Kmi is called a partite
set of the graph G. We often use the notation Km1,m2,...,mn to denote a complete n-partite graph with partite set Kmi ,
for convenience. Tsay [10] gave the solution for b(Km1,m2,...,mn). Tien [9] gave the formula for b2(Km,n). We extend
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these results to the general case. The following lemma is useful when considering the k-broadcasting number of
Km1,m2,...,mn .
Lemma 21. Let m1m2 · · · mn, G = G1 + G2 + · · · + Gn, where Gi = Kmi . Denote the vertices of Gi by vij ,
where 1 in, 1jmi . Suppose S is a subset of V (G), such that |S| = pm1, and vij ∈ S if vkl ∈ S for all
k < i, or k = i and l < j . If we choose S as the broadcasting set, then there is a call scheme such that min{2p, |V (G)|}
vertices know the message after the ﬁrst transmission.
Proof. Let the vertices of S and V (G)\S be denoted by S = {v1, v2, . . . , vp}, V (G)\S = {u1, u2, . . . , u|V (G)|−p},
where vx and uy are ordered by lexicographic ordering of G. In one transmission step, if we let vi → ui for all i,
1 i min{p, |V (G)| − p}, then the conclusionholds. 
Theorem 22. If m1m2 · · · mn, si =∑nj=i mj . For all k < s1, let t = max{0, log2 s2k }, r = max{0, m1−2t ks2 }.
Then,
bk(Km1,m2,...,mn) =
{1 + t + r if s2 <m1,⌈
log2
s1
k
⌉
if s2m1.
Proof. Let G=Km1,m2,...,mn =G1 +G2 +· · ·+Gn, where Gi =Kmi . Denote the vertices of G by vij , where 1 in,
1jmi .
When s2m1, since |V (Km1,m2,...,mn)| = s1, by Lemma 1, bk(Km1,m2,...,mn)log2 s1k . To prove the upper bound,
if km1, choosing S, as we did in Lemma 21, and repeatedly using Lemma 21, we have bk(Km1,m2,...,mn)log2 s1k .
If k <m1, let l be a nonnegative integer that satisﬁes 2l < m1k 2l+1, and denote the vertices of G1 and G\G1 by
V (G1) = {v1, v2, . . . , vm1}, V (G\G1) = {u1, u2, . . . , us2}, where vx and uy are ordered by lexicographic ordering of
G. Choose S = {v1, v2, . . . , vk}. In the ﬁrst transmission step, vi → ui for all i, 1 ik. And in the j th transmission
step, where 2j l + 1, vi → ui+2j−2k and ui → vi+2j−2k for all i, 1 i2j−2k. In the (l + 1)th transmission step,
u2l k+1−i → v2l k+i , for all i, 1 im1 − 2lk, vj → uj+2l k , for all j , 1j2lk, and up → up+2l+1k , for all p,
1p2l+1k − m1, unless there is no vertex left. After this step, denote the set of vertices that know the message as
S′. Then, S′ satisﬁes the condition of Lemma 21, and we also have b(Km1,m2,...,mn, S) l + 1 +log2 s1|S′|  = log2 s1k .
Combining the results above, we have bk(Km1,m2,...,mn) = log2 s1k  if s2m1.
Now, for the case in which s2 <m1, we ﬁrst prove the lower bound. Suppose S is the broadcasting set that satisﬁes
the condition that bk(Km1,m2,...,mn) = b(Km1,m2,...,mn, S). Let Si be the set of vertices that know the message after
the ith transmission step. Deﬁne Ai = Si ∩ V (G1), Bi = Si ∩ V (G\G1), A0 = S ∩ V (G1), B0 = S ∩ V (G\G1),
j = min{i|Bi = V (G\G1)}. Note that the vertices in G1 can only be transmitted from the vertices in G\G1. If j = 0,
then ks2, t = 0. In this case, if k >m1, then r = 0, and if km1, then b(Km1,m2,...,mn, S)m1−ks2  + 1. In any case,
we have b(Km1,m2,...,mn, S)1+ t + r . If j > 0, ks2, then t =0. In this case, if k >m1, then r =0, and if km1, then
b(Km1,m2,...,mn, S)j + m1−k−(j−1)s2s2  = m1−ks2  + 1. Thus, we also have b(Km1,m2,...,mn, S)1 + t + r . If j > 0,
k < s2, then t =log2 s2k , j t , b(Km1,m2,...,mn, S)j +m1−|Aj |s2 . However, in this case, |Aj |2t k + (j − t − 1)s2,
and we have b(Km1,m2,...,mn, S)j +m1−|Bj |s2 1+ t +m1−2
t k
s2
1+ t + r (note that m1 −2t k >m1 −2s2 >− s2,
thus m1−2t k
s2
0, and so m1−2t k
s2
 = r). From the argument above, we know that b(Km1,m2,...,mn, S)1 + t + r for
all S ⊆ V (G), hence, bk(Km1,m2,...,mn)1 + t + r . To prove the upper bound, denote the vertices of G1 and G\G1 by
V (G1) = {v1, v2, . . . , vm1}, V (G\G1) = {u1, u2, . . . , us2}, where vx and uy are ordered by lexicographic ordering of
G. If km1, choose S ⊇ V (G1), then b(Km1,m2,...,mn, S)= 1= 1+ t + r . If s2k <m1, choose S ={v1, v2, . . . , vk}.
In the ﬁrst transmission step, vi → ui for all i, 1 is2. And in the j th transmission step, where 2j1 + m1−ks2 ,
ui → vi+(j−1)s2+k , for all i, 1 is2, unless there is no vertex left. Thus b(Km1,m2,...,mn, S)=1+m1−ks2 =1+ t + r .
If k < s2, choose S ={v1, v2, . . . , vk}. In the ﬁrst transmission step, vi → ui for all i, 1 ik. In the j th transmission
step, where 2j t , vi → ui+2j−2k , and ui → vi+2j−2k , for all i, 1 i2j−2k. In the (t + 1)th step, ui → vi+2t−1k ,
for all i, 1 i2t−1k, vi → ui+2t−1k , for all i, 1 is2 − 2t−1k. And in the lth step, where t + 2 l1 + t + r ,
ui → vi+2t k , for all i, 1 is2, unless there is no vertex left, thus b(Km1,m2,...,mn, S) = 1 + t + r . Combining the
results above, we have bk(Km1,m2,...,mn)1 + t + r for all k. Therefore, bk(Km1,m2,...,mn) = 1 + t + r if s2 <m1. 
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Consider the k-broadcasting numbers of hypercubes. The hypercubes Qn are deﬁned by Q1 = P2, Q2 = P2 × P2,
and Qn = Qn−1 × P2 for all n2. For this kind of graphs, we have
Theorem 23. bk(Qn) = n − 
log2 k, for all k2n.
Proof. By Lemma 1, bk(Qn)log2 2
n
k
 = n − 
log2 k. To prove that bk(Qn)n − 
log2 k for all k2n, we use
induction on n. The conclusion is clearly true for n=1. Suppose bk(Qm)m−
log2 k for all k2m.When considering
bk(Qm+1), since Qm+1 = Qm × K2, denote the vertices of Qm+1 by V (Qm+1) = {(u, vi)|i = 1 or 2, u ∈ V (Qm)}. If
k=2m+1, obviously bk(Qm+1)=0=(m+1)−
log2 k.When 2mk < 2m+1, choose S ⊆ V (Qm+1), such that |S|=k,
S ⊇ {(u, v1)|u ∈ V (Qm)}. Then, bk(Qm+1)b(Qm, S) = 1 = (m + 1) − 
log2 k. And if k < 2m, by the induction
hypothesis, there exists S, S ⊆ {(u, v1)|u ∈ V (Qm)} ⊆ V (Qm+1), |S| = k, such that bk(Qm) = b(Qm × {v1}, S).
Hence,
bk(Qm+1)b(Qm × {v1}, S) + 1 = bk(Qm) + 1 = (m + 1) − 
log2 k.
By the principle of induction, bk(Qn)n − 
log2 k for all k2n. Thus, bk(Qn) = n − 
log2 k. 
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