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Abstract
A class of functions is introduced that take values in the set of ordered tuples of complex num-
bers and are defined on a subset of the unit disc; the number of components of the value of a func-
tion at a given point may be countably infinite and may depend on the point. The class is defined
by the property that all Carathéodory–Pick matrices of a function have not more than a prescribed
number of negative eigenvalues, and at least one Carathéodory–Pick matrix of the function has
exactly the prescribed number of negative eigenvalues. The class is characterized in several ways.
It turns out that a typical function in the class is generated by a meromorphic function, together
with several of its derivatives at regular points, with a possible modification at a finite number of
points. Extension and interpolation results are proved for functions in the class. These functions
are also interpreted as pseudomultipliers on the the Hardy space H 2 of the unit disc.
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1. Introduction
1.1. Schur functions, Pick, Carathéodory and Carathéodory–Pick matrices
A complex valued function S is called a Schur function if S is defined on the
open unit disc D, is analytic, and satisfies |S(z)|  1 for every z ∈ D. Schur func-
tions and their generalizations have been extensively studied in the literature. They
admit various useful characterizations; one such well-known characterization is the
following:
A (complex valued) function S defined on D is a Schur function if and only if the
kernel
KS(z,w) = 1 − S(z)S(w)
∗
1 − zw∗ (1.1)
is positive on D. Here and elsewhere w∗ stands for the complex conjugate of w ∈ C.
The positivity of (1.1) on D means that for every choice of a positive integer n and
of points (which need not be distinct) z1, . . . , zn ∈ D, the Pick matrix
P(S; z1, . . . , zn) =
[
1 − S(zi)S(zj )∗
1 − ziz∗j
]n
i,j=1
(1.2)
is positive semidefinite: P(S; z1, . . . , zn)  0. Furthermore, if S is a Schur func-
tion, then for every choice of an integer d  1 and of a point z0 ∈ D, the d × d
Carathéodory matrix
Pd(S; z0) =
[
1
i!j !
i+j
ziw∗j
(KS(z,w))|z=w=z0
]d−1
i,j=0
(1.3)
is positive semidefinite. This fact follows from the integral representation (the inte-
grals in (1.4) can be understood as limits of integrals over rT × rT, where T is the
unit circle, when r ↑ 1)
Pd(S; z0) = 14π2
∫
T
∫
T
uz0,d (ξ)KS(ξ, ω) uz0,d (ω)
∗ dξ dω∗, (1.4)
where
uz,d(ξ) =
(ξ − z)
−1
...
(ξ − z)−d
 , (1.5)
by residue calculus and approximation arguments.
It is an important fact that the matrix Pd(S; z0) is a unique solution of certain
Stein equation, which will now be derived. Throughout the paper Ed will stand for
the vector in Cd with the first coordinate equals one and all other coordinates equal
zero, and Jd(z) will denote the lower triangular d × d Jordan block:
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Jd(z) =

z 0 · · · 0
1 z 0
0 1
.
.
.
.
.
.
...
...
.
.
.
.
.
.
.
.
. 0
0 · · · 0 1 z
 , Ed =

1
0
...
0
 . (1.6)
Note that
uz,d(ξ) = (ξId −Jd(z))−1 Ed. (1.7)
Furthermore, given a function S which is analytic at a point z ∈ D, we let
Cd(S; z) =

S(z)
S′(z)
...
S(d−1)(z)
(d−1)!
 . (1.8)
Multiplying the identity
KS(ξ, ω)− ξKS(ξ, ω)ω∗ = 1 − S(ξ)S(ω)∗ (1.9)
(which is an immediate consequence of (1.1)) by uz0,d (ξ) on the left and by uz0,d (ω)∗
on the right, we integrate the resulting identity over T × T. Taking into account the
following three equalities:
ξuz,d(ξ) = zuz,d(ξ)+

1
(ξ − z)−1
...
(ξ − z)−(d−1)
 = Jd(z)uz,d(ξ)+ Ed, (1.10)
1
2πi
∫
T
uz,d(ξ) dξ =

1
0
...
0
 = Ed, (1.11)
1
2πi
∫
T
uz,d(ξ)S(ξ) dξ =

S(z)
S′(z)
...
S(d−1)(z)
(d−1)!
 = Cd(S; z), (1.12)
and making use of (1.4), we obtain
Pd(S; z0)−Jd(z0)Pd(S; z0)Jd(z0)∗ = EdE∗d − Cd(S; z0)Cd(S; z0)∗.
(1.13)
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Note that the Stein equation
P −Jd(z0)PJd(z0)∗ = EdE∗d − Cd(S; z0)Cd(S; z0)∗ (1.14)
has a unique solution (see, e.g. [28], or [8, Appendix]), since the spectrum
spec(Jd(z0)) of Jd(z0) is {z0} ∈ D and thus, the Carathéodory matrix Pd(S; z0)
can be defined as the unique solution of the Stein equation (1.14).
Finally (and more generally), for every n-tuple z = (z1, . . . , zn) of not necessarily
distinct points z1, . . . , zn ∈ D and a multiinteger d = (d1, . . . , dn), where d1, . . . , dn
are positive integers, the Carathéodory–Pick matrix
Pd(S; z) =
[
P,r
]n
,r=1 (1.15)
with the block entries
P,r =
[
1
i!j !
i+j
ziw∗j (
KS(z,w)) |z=z;w=zr
]j=0,...,dr−1
i=0,...,d−1
, (1.16)
is positive semidefinite (assuming as before that S is a Schur function). This property
follows from the representation
Pd(S; z) = 14π2
∫
T
∫
T
U(ξ)KS(ξ, ω)U(ω)
∗dξ dω∗, (1.17)
where
U(ξ) =
uz1,d1(ξ)...
uzn,dn(ξ)

and uzi ,di are defined via (1.5). Making use of (1.6) and (1.8), define
Td(z) =

Jd1(z1) 0 · · · 0
0 Jd2(z2) · · · 0
...
...
.
.
.
...
0 0 · · · Jdn(zn)
 , Ed =
Ed1...
Edn
 (1.18)
and
Cd(S; z) =
Cd1(S; z1)...
Cdn(S; zn)
 . (1.19)
The following relations:
U(ξ) = (ξI − Td(z))−1 Ed, ξU(ξ) = Td(z)U(ξ)+ Ed, (1.20)
1
2πi
∫
T
U(ξ) dξ = Ed, 12πi
∫
T
U(ξ)S(ξ) dξ = Cd(S; z) (1.21)
follow from (1.7)–(1.12) by virtue of the structure of Td(z), Ed, and Cd(S; z). Multi-
plying the identity (1.9) byU(ξ) on the left and byU(ω)∗ on the right and integrating
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the resulting equality over T × T we obtain, on account of (1.20), (1.21), and (1.17),
that
Pd(S; z)− Td(z)Pd(S; z)Td(z)∗ = EdE∗d − Cd(S; z)Cd(S; z)∗. (1.22)
Again, since by construction (1.18), the spectrum spec(Td(z)) = {z1, . . . , zn} ⊂ D,
the Carathéodory–Pick matrix Pd(S; z) can be defined as the unique solution of the
Stein equation
P − Td(z)PTd(z)∗ = EdE∗d − Cd(S; z)Cd(S; z)∗. (1.23)
Note that positive semidefiniteness of Carathéodory–Pick matrices Pd(S; z) is in
fact the characteristic property of Schur functions.
Although interpolation will be discussed later in Section 5 we note right now
that Carathéodory–Pick matrices play an important role in interpolation theory. The
literature on the subject is extensive, and we mention only a few sources: [2,8,18,24–
26,33]. Positive semidefiniteness of a Carathéodory–Pick matrix constructed from
the interpolation data is the necessary and sufficient condition for a multipoint Ca-
rathéodory–Fejér interpolation problem for Schur functions to have a solution, see,
e.g. [2,26].
1.2. Generalized Schur functions
A Pick matrix (1.2) can be defined for any functionF defined on D or on some sub-
set of D. No analyticity or smoothness assumptions on S are needed. Of course, if f is
not a Schur function, not all of its Pick matrices will be positive semidefinite. It turns
out that the condition for all Pick matrices of f to have a bounded number of negative
eigenvalues is also quite restrictive. The following class of functions was introduced
(in the case when the domain of definition is D without a discrete set) in [12].
Definition 1.1. Given a nonnegative integer κ , and a (nonempty) subset  of D, the
classSκ() consists of (complex valued) functions f with the domain of definition
Dom(f ) = , and such that all Pick matrices
P(f ; z1, . . . , zn) :=
[
1 − f (zi)f (zj )∗
1 − ziz∗j
]n
i,j=1
, z1, . . . , zn ∈ , (1.24)
have at most κ negative eigenvalues (counted with multiplicities), and at least one
such Pick matrix has exactly κ negative eigenvalues.
In other words the kernel Kf (z,w) 1−f (z)f (w)
∗
1−zw∗ has κ negative squares on Dom(f ).
Note that we do not assume a priori any regularity hypotheses (such as continuity,
analyticity, measurability, etc.) on f ∈Sκ().
The following known result [27], see also [6,15] for operator valued functions,
gives a characterization of meromorphic functions in Sκ().
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Theorem 1.2 (Krein–Langer). Let f be a meromorphic function on D; thus,
Dom(f ) = D \ {the poles of f }. Then f ∈Sκ(Dom(f )) if and only if f (z) can be
represented as
f (z) = S(z)
B(z)
,
where S is a Schur function and B is a Blaschke product of degree κ such that S and
B have no common zeros.
Recall that a Blaschke product (all Blaschke products in this paper are assumed to
be finite) is a rational function B(z) that is analytic on D and unimodular on the unit
circle T : |B(z)| = 1 for |z| = 1; the degree of B(z) is the number of zeros (counted
with multiplicities) of B(z) in D. See [5,6,15,22,27] for various proofs of matrix and
operator-valued versions of Theorem 1.2.
However, not all functions in Sκ are meromorphic. Various characterizations of
the class Sκ were obtained in [12]. The following definition of a standard function
describes typical functions in the classes Sκ . Here and elsewhere, we denote by
Z(f ) = {z ∈ Dom(f ) : f (z) = 0} the set of zeros of a function f .
Definition 1.3. A function f is said to be a standard function if it admits the repre-
sentation
f (z) =
{
S(z)
B(z)
if z /∈W ∪Z,
γj if z ∈Z, (1.25)
for some complex numbers γ1, . . . , γ, where
(1) Z = {z1, . . . , z} andW = {w1, . . . , wp} are disjoint finite sets of distinct points
in D;
(2) B(z) is a Blaschke product of degree q  0 and S(z) is a Schur function with the
zero sets Z(B) and Z(S), respectively, such that
W ⊆Z(B) ⊆W ∪Z and Z(B) ∩Z(S) = ∅;
(3) if zj ∈Z \Z(B), then S(zj )B(zj ) /= γj .
For the standard function f of the form (1.25), Dom(f ) = D \W. The points in
Z are called the jumps of f , and the points in Z(B) are called the poles of f , and
the multiplicity of z0 as a zero of B(z) will be called the multiplicity of z0 as a pole
of the standard function f . Note that the set of jumps and the set of poles are not
necessarily disjoint.
The following theorem was obtained in [12] (for the case Dom(f ) = D \ ,
where  is discrete) and in [13] in the general case. We recall it as a motivation for,
and a comparison with, one of the main results Theorem 1.8, of the present paper.
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Theorem 1.4. Let f be a function with the domain of definition. Fix a nonnegative
integer κ . Then the following statements are equivalent:
(1) f belongs to Sκ().
(2) f admits an extension to a standard function with  jumps (for some , 0   
κ) and κ– poles, with poles counted according to their multiplicities, and all
the jumps of the standard function are contained in .
Meromorphic functions in the class Sκ have been studied before in various con-
texts: approximation problems [5], spectral theory of unitary operators in Pontrya-
gin spaces [27], Schur–Takagi problem [1], Nevanlinna–Pick problem [10,17,22,31],
model theory [6]. Functions with jumps in the class Sκ appear in the theory of
almost multipliers (or pseudomultipliers) [3,4]; this connection is discussed in detail
in [12].
1.3. Jet functions
As we have already mentioned, Pick matrices can be introduced for functions
f defined on a subset of D without any regularity assumptions on f . However,
to introduce Carathéodory–Pick (or just Carathéodory) matrices we need f to be
smooth enough. In particular, Carathéodory–Pick matrices Pd(f ; z) can be defined
for a meromorphic function f for every choice of d and of n-tuple of points z =
(z1, . . . , zn), zj ∈ Dom(f ). Let f = S/B be a meromorphic function of the class
Sκ . Then reproducing the arguments from Section 1.1 and taking into account that
the kernel Kf has κ negative squares, one can conclude that all Carathéodory–Pick
matrices Pd(f ; z) have not more than κ negative eigenvalues counted with mul-
tiplicities. By definition, there are Pick matrices P(f ; z1, . . . , zn) (and therefore,
Carathéodory–Pick matrices) of f having precisely κ negative eigenvalues.
We would like to identify (analogously to how it was done in Section 1.2) the class
of functions f that is determined by the property that all Carathéodory–Pick matrices
of f have not more than κ negative eigenvalues. We will not use formulas (1.3) and
(1.15), (1.16) since we do not want to put any regularity restrictions on f . Instead
we shall define Carathéodory–Pick matrices as unique solutions of Stein equations
(1.23), with suitably modified columns Cd(S; z0) and Cd(S; z1, . . . , zn). Thus, we
are led to the notion of a jet valued function, which was introduced in [14] in the
context of operator valued functions, and will be recalled here. The terminology is
borrowed from the theory of differentiable maps (see [7,20], for example), where the
concept of “jet” is well-known.
With every complex number z ∈ D we associate a nonnegative integer or infinity
m(z); call the collection M = {m(z)}z∈D a multiplicity index.
Definition 1.5. A function f with the domain of definition Dom(f ) ⊆ D, and such
that for every z ∈ Dom(f ) we have 0 < m(z) ∞ and the value f (z) belongs to
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Cm(z), whereas m(z) = 0 for z ∈ D \ Dom(f ), will be called a jet valued function,
or in short a jet function, with the multiplicity index M . Thus,
f (z)=
{
(f0(z), f1(z), . . . , fk(z), . . .) ∈ C∞ if m(z) = ∞,
(f0(z), f1(z), . . . , fk(z)) ∈ Ck+1 if m(z) = k + 1 <∞
(1.26)
for z ∈ Dom (f ).
We will write M(f ) = M , m(f ; z) = m(z) to indicate the multiplicity index of
the jet function f . If m(f ; z) = 1 for all z ∈ Dom(f ), then the jet function f is just
a usual (complex valued) function defined on Dom(f ). Thus, the set of jet functions
contains the set of usual functions defined on subsets of D.
There are two natural commutative operations on the set of jet functions: addi-
tion f + h and multiplication f · h. Definition of multiplication is motivated by the
Leibnitz formula for derivatives. Namely, if
f (z) = {fj (z)}m(f ;z)−1j=0 , z ∈ Dom(f )
and
h(z) = {hj (z)}m(h;z)−1j=0 , z ∈ Dom(h),
then
Dom(f · h) = Dom(f + h) = Dom(f ) ∩ Dom(h),
m(f · h; z)= m(f + h; z)
= min{m(f ; z),m(h; z)}, z ∈ Dom(f ) ∩ Dom(h),
and
(f + h)(z) = {fj (z)+ hj (z)}m(f+h;z)−1j=0 ,
(f · h)(z) =

j∑
i=0
fi(z)hj−i (z)

m(f ·h;z)−1
j=0
.
When restricted to the set of jet functions with fixed domain of definition and fixed
multiplicities, these operations make the set a ring.
For example, every meromorphic function g defined on D with the set of poles
Pol(g) gives rise to a jet function f defined on D \ Pol(g) with m(z) = ∞ (z ∈
D \ Pol(g)) as follows:
f (z) =
(
g(z), g′(z), . . . , 1
k!g
(k)(z), . . .
)
∈ C∞, z ∈ D \ Pol(g). (1.27)
We say that the jet function f of the form (1.27) is generated by g.
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We now fix a jet function, and construct the Carathéodory–Pick matrices asso-
ciated with f as follows. Given an n-tuple of points z = (z1, . . . , zn), z1, . . . , zn ∈
Dom(f ), (the points zj are not necessarily distinct) and a multiinteger d = (d1, . . . ,
dn) ∈ Nn withdj  m(f ; zj ) (j = 1, . . . , n), define the Carathéodory–Pick (in short,
C–P) matrix Pd(f ; z) as the unique solution of the Stein equation
Pd(f ; z)− Td(z)Pd(f ; z)Td(z)∗ = EdE∗d − Cd(f ; z)Cd(f ; z)∗, (1.28)
where Td(z) and Ed are defined by (1.18) and
Cd(f ; z) =
Cd1(f ; z1)...
Cdn(f ; zn)
 , where Cdj (f ; zj ) =

f0(zj )
f1(zj )
...
fdj−1(zj )
 . (1.29)
It follows from definitions (1.8), (1.19) and (1.29) that if a jet function f is generated
by a meromorphic function S, then Cd(f ; z) = Cd(S; z) and therefore, the C–P
matrices Pd(f ; z) and Pd(S; z) satisfy the same Stein equation (1.23), and therefore
coincide.
One can consider the Stein equation (1.22) as a displacement rank equality (this
concept originated in [23], and see also [32] for further development and references).
It induces, due to the low rank of the right-hand side expression, certain structure of
the matrix Pd(f ; z). In this paper we do not pursue this point of view, but see Section
2 where it is proved that Schur complements of C–P matrices are again C–P matrices
of certain other explicitly constructed jet functions.
On the other hand, for every choice of z = (z1, . . . , zn) ∈ Dn, d = {d1, . . . , dn} ∈
N|d| and of a vector C of an appropriate size, the unique solution P of the Stein
equation
P − Td(z)PTd(z)∗ = EdE∗d − CC∗ (1.30)
is a C–P matrix of some jet function f .
Definition 1.6. We say that a jet function f belongs to the generalized Carathéod-
ory–Schur class CSκ(Dom(f )) (this notation will be sometimes abbreviated to
CSκ ) if all C–P matrices Pd(f ; z) (with dj  m(f ; zj )) have at most κ negative
eigenvalues (counted with multiplicities), and at least one such C–P matrix has
exactly κ negative eigenvalues. Here κ is a nonnegative integer fixed in
advance.
We say that a jet function g is an extension of a jet function f if Dom(f ) ⊆
Dom(g), for every z ∈ Dom(f ) we have m(f ; z)  m(g; z), and the m(f ; z)-
tuple f (z) coincides with the restriction of the m(g; z)-tuple g(z) to its first m(f ; z)
components, for every z ∈ Dom(f ).
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As it turns out (see [14], Section 3), a jet function belongs to the class CS0 if and
only if it admits an extension to the jet function generated by a Schur function. To
describe jet functions in the class CSκ for positive κ , we introduce the notion of a
standard jet function.
Definition 1.7. A jet function f is said to be a standard jet function if it has the
form
f (z)=
{(
S
B
(z),
(
S
B
)′
(z), . . . , 1
k!
(
S
B
)(k)
(z), . . .
)
∈ C∞ if z /∈W ∪Z,
(γi,0, γi,1, . . . , γi,mi ) ∈ Cmi+1 if z = zi ∈Z,
(1.31)
for some complex numbers γi,0, . . . , γi,mi , and nonnegative integers mi, i = 1, . . . ,
, where
(1) W = {w1, . . . , wp} andZ = {z1, . . . , z} are disjoint finite sets of distinct points
in D;
(2) B(z) is a Blaschke product having the set of distinct zeros Z(B), and S(z) is a
Schur function that does not vanish on Z(B);
(3) W ⊆Z(B) ⊆W ∪Z;
(4) For zi ∈Z \Z(B) the equality
(γi,0, . . . , γi,mi ) /=
(
S
B
(zi),
(
S
B
)′
(zi), . . . ,
1
mi !
(
S
B
)(mi)
(zi)
)
holds.
The domain of definition of the standard jet function as in Definition 1.7 is D \
W. The points in Z(B) are called the poles of f , and the points in Z are called
the jumps of f . If Z(B) = {ζ1, . . . , ζr}, and ζj is the zero of B(z) of multiplicity
nj (j = 1, . . . , r), then we say that nj is the multiplicity of the pole ζj of f . The
number of poles of f (counted with multiplicities) is equal to
q := n1 + · · · + nr = degree of B(z). (1.32)
Again, the set of jumps and the set of poles of a standard jet function are not necessar-
ily disjoint. The multiplicity index of the standard jet function f given by (1.31) is
{m(f ; z)}z∈D, where m(f ; z) = ∞ if z ∈ D \ (Z(B) ∪Z), and m(f ; zi) = mi +
1 <∞ for zi ∈Z, and m(f ; z) = 0 if z ∈W.
Concerning the item (3) in the above definition, we need one more piece of infor-
mation. If zi ∈Z \Z(B), we define the jump index jump(f ; zi) as the least non-
negative integer ν such that γi,ν /= 1ν!
(
S
B
)(ν)
(zi). If zi ∈Z ∩Z(B), then we define
jump(f ; zi) = 0. Thus, jump(f ; z) is defined for every z ∈Z.
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We now formulate one of the main results of this paper.
Theorem 1.8. Let f be a jet function, and let κ be a nonnegative integer. Then the
following statements are equivalent:
(1) f ∈ CSκ(Dom (f )).
(2) f admits an extension to a standard jet function f˜ with the multiplicity index
M(f˜ ) = {m(f˜ ; z)}z∈D having the following properties:
(a) the jumps of f˜ are contained in Dom(f ).
(b) f˜ ∈ CSκ(Dom(f˜ )) and
#{ poles of f˜ counted with multiplicities }
+
∑
(m(f˜ ; z)− jump(f˜ , z)) = κ, (1.33)
where the sum is taken over all jumps z of f˜ .
(c) For every z ∈Z, the value of f˜ at z, which is a jet of m(f˜ ; z) numbers,
coincides with the value of f at z; in particular, m(f˜ ; z) = m(f ; z).
Theorem 1.4 is a particular case of Theorem 1.8, when m(f ; z) = 1 for every
z ∈ Dom(f ).
Remark 1.9. As we will see later in Theorem 4.1, formula (1.33) is valid for any
standard jet function in the class CSκ .
Theorem 1.8 will be obtained as a by-product of extension results in Section 4.
In the next section we develop structure properties of the Carathéodory–Pick matri-
ces in the more general context of pairs of jet functions. Jet functions and pairs of
jet functions in the Schur class are discussed in Section 3. Key lemmas and other
preliminary material for the solution of general interpolation problems in the classes
CSκ are proved in Section 4. The final Section 6 is devoted to characterization of
jet functions as pseudomultipliers on the Hardy space H 2.
Throughout the paper, the following notation is used:
N, D, T, C stand for the set of positive integers, the open unit disc, the unit
circle, the set of complex numbers, respectively.
|d| = d1 + d2 + · · · + dn, where d = (d1, . . . , dn) ∈ (N ∪ {0})n.
Dom(f ) is the domain of definition of a function f .
Z(f ) = {z ∈ Dom(f ) : f (z) = 0} is the set of zeros of the function f .
Jα(z) is the lower triangular Jordan block of size α × α with eigenvalue z.
J =
[
1 0
0 −1
]
.
spec(X) is the spectrum of a matrix or operator X.
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diag(X1, . . . , Xk) is the block diagonal matrix with the diagonal blocksX1, . . . ,
Xk (in that order).
X∗ is the complex conjugate of a number, conjugate transpose of a matrix,
adjoint of a Hilbert space operator.
Range(X) is the range (= the column space) of a matrix X.
X > 0, resp. X  0, means that a Hermitian matrix X is positive definite, resp.
positive semidefinite.
Iq (or often I , with q understood from the context) is the q × q identity matrix.
0p×q (or 0, with p and q understood from context) the p × q is the zero matrix.
ej ∈ Cn is the j th unit coordinate vector (the j th component is 1, all other
components are zeros); n is understood from context.
Constructing C–P matrices Pd1,...,dn(f ; z1, . . . , zn) we shall always assume that
di  m(f ; zi) for i = 1, . . . , n.
2. Structure and extension theorems for C–P matrices
Carathéodory–Pick matrices defined in the introduction enjoy structure preserv-
ing properties with respect to extensions and Schur complements. In this section we
develop results of this nature. It will be convenient and useful in the sequel to state
and prove these results in a more general setting than the setting of the introduction,
namely, for pairs of jet functions.
2.1. Pairs of jet functions and their C–P matrices
Let f and g be two jet functions which we consider as an ordered pair (f, g) with
Dom(f, g) := Dom(f ) ∩ Dom(g)
and the multiindex
M((f, g)) = {m(f, g; z)}z∈Dom(f,g)
defined by
m(f, g; z) = min{m(f ; z),m(g; z)} for every z ∈ Dom(f, g).
Given n-tuple of points z = (z1, . . . , zn) ∈ (Dom(f, g))n and given a multiin-
teger d = (d1, . . . , dn) ∈ Nn with dj  m(f, g; zj ) (j = 1, . . . , n), we define the
Carathéodory–Pick (in short, C–P) matrix Pd(f, g; z) of the pair (f, g) as the unique
solution of the Stein equation
Pd(f, g; z)− Td(z)Pd(f, g; z)Td(z)∗
= Cd(g; z)Cd(g; z)∗ − Cd(f ; z)Cd(f ; z)∗, (2.1)
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where the vectorCd(f ; z) is defined as in (1.29), andCd(g; z) is defined analogously.
Conversely, for every choice of z = (z1, . . . , zn) ∈ Dn, of d = (d1, . . . , dn) ∈ Nn and
of two vectors C1 and C2 in C|d|, the unique solution P of the Stein equation
P − Td(z)PTd(z)∗ = C1C∗1 − C2C∗2 (2.2)
is a C–P matrix of some pair of jet functions.
Remark 2.1. Note that for the jet function I defined by
I(z) = (1, 0, 0, . . .) ∈ C∞, z ∈ D, (2.3)
we have
Cd(I; z) = Ed for every z and d, (2.4)
and thus, Pd(f, I; z) = Pd(f ; z).
Given a jet function h(z) = {hj (z)}m(h;z)−1j=0 , given points z1, . . . , zn ∈ Dom(h)
and given d = (d1, . . . , dn) with di  m(h; zi) (i = 1, . . . , n), we introduce the
block diagonal matrix
Rd(h; z) := Rd(h; z1, . . . , zn) = diag
(
Rd1(h; z1), . . . , Rdn(h; zn)
) (2.5)
with the lower triangular Toeplitz blocks
Rdj (h; zj ) =

h0(zj ) 0 · · · 0
h1(zj ) h0(zj )
.
.
.
...
...
.
.
.
.
.
. 0
hdj−1(zj ) · · · h1(zj ) h0(zj )
 , (j = 1, . . . , n).
(2.6)
It follows from the definitions that Rd(h; z) commutes with Td(z) and that
Cd(f · h; z) = Rd(f ; z)Cd(h; z) = Rd(h; z)Cd(f ; z),
for every z = (z1, . . . , zn) ∈ (Dom(f ) ∩ Dom(h))n , (2.7)
where d = (d1, . . . , dn) is such that dj  min{m(f ; zj ),m(h; zj )}. Using formulas
(2.1), (2.7), and a similar formula for Cd(g · h; z), we obtain:
Proposition 2.2. Let f, g, h be jet functions. Then for every n-tuple
z = (z1, . . . , zn) ∈ (Dom(f ) ∩ Dom(g) ∩ Dom(h))n
and every multiinteger
d = (d1, . . . , dn), dj  min{m(f ; zj ),m(g; zj ),m(h; zj )}, j = 1, . . . , n,
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we have
Pd(f · h, g · h; z) = Rd(h; z)Pd(f, g; z)Rd(h; z)∗.
A particular case is of interest when g0(z) (the first component of g(z)) is nonzero
for every z ∈ Dom(g). Then it is easily seen that there exists a jet function h with the
same domain of definition and the same multiplicities as g such that g · h = I (the jet
function I is considered here as being restricted to Dom (g) and to the multiplicities
of g); moreover,
Rd(h; z) = (Rd(g; z))−1.
Thus, Proposition 2.2 together with Remark 2.1 give:
Corollary 2.3. Under the hypotheses of Proposition 2.2, assume in addition that
g0(z) /= 0 for every z ∈ Dom (g). Then
Pd(f, g; z) = Rd(g; z)Pd(f · h; z)Rd(g; z)∗,
where h is such that g · h = I.
A partial converse of Corollary 2.3 also holds true. To formulate it, for fixed d =
(d1, . . . , dn) ∈ Nn, we introduce the class LTd of block diagonal matrices: X ∈ LTd
if and only if
X = diag (T1, . . . , Tn), (2.8)
where each Tj is dj × dj lower triangular Toeplitz.
A pair of matrices (A,B), where A ∈ Cp×p, B ∈ Cp×q , is called controllable, or
a full range pair, if ∑∞j=0 Range(AjB) = Cp. This notion is well-known in control
theory and matrix analysis (see, e.g. [21]).
Proposition 2.4. Let f and g be jet functions, and let z = (z1, . . . , zn) ∈
(Dom(f, g))n and d = (d1, . . . , dn) be such that dj  m(f, g; zj ), for j = 1, . . . , n.
If
g0(zj ) /= 0, j = 1, . . . , n, (2.9)
or equivalently if the pair (Td(z), Cd(g; z)) is controllable, then
Pd(f, g; z) = SPd(f˜ ; z)S∗ (2.10)
for some invertible matrix S ∈ LTd and some jet function f˜ .
In fact, f˜ = f · h˜, where a jet function h˜ is such that (g · h˜)j (z) = Ij (z) for
z ∈ {z1, . . . , zn} and for j = 0, 1, . . . , m(g; z)− 1 (the subscript j denotes the j th
component of a jet function q).
Conversely, if the matrix Pd(f, g; z) is positive definite, or if (2.10) holds with an
invertible S ∈ LTd and with a jet function f˜ such that
|f˜0(zj )| < 1, j = 1, . . . , n, (2.11)
where f˜0 is the first component of f˜ , then (Td(z), Cd(g; z)) is controllable.
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Proof. We verify first the equivalence of equalities (2.9) to the controllability of the
pair
(Td(z), Cd(g; z)). (2.12)
If g0(zj ) = 0 for some j , then it follows from the structure of the matrices Td(z) and
Cd(g; z) that the (d1 + · · · + dj−1 + 1)th component (the first component if j = 1)
of Td(z)qCd(g; z) is zero, for q = 0, 1, . . . Thus the pair (2.12) cannot be controlla-
ble. Conversely, assume that (2.9) holds true. Then define the polynomials
pk(z) = (z− z1)k(z− z2)d2 · · · (z− zn)dn, k = 0, . . . , d1 − 1,
and introduce the matrices
p0(Td(z)), . . . , pd1−1(Td(z)).
It follows that
p0(Td(z))Cd(g; z) =

c0g0(z1)∗
...
∗
0(d2+···+dn)×1

, . . . ,
pd1−1(Td(z))Cd(g; z) =

0
...
0
cd1−1g0(z1)
0(d2+···+dn)×1

,
where c0, . . . , cd1−1 are certain nonzero scalars and by ∗ we denote entries with no
immediate interest. This implies that the first d1 unit coordinate vectors e1, . . . , ed1
belong to the subspace
∞∑
j=0
Range(Td(z)jCd(g; z)). (2.13)
Analogously one checks that all other unit coordinate vectors belong to (2.13), and
thus the pair (2.12) is controllable.
The direct part of the proposition follows from Corollary 2.3 (this corollary ap-
plies with g suitably changed if necessary on the set Dom (g) \ {z1, . . . , zn} to ensure
that g(z) /= 0 for every z ∈ Dom(g)).
Conversely, assume that Pd(f, g) is positive definite (we omit z in the notation
here and below). Since
Pd(f, g) =
∞∑
j=0
T
j
d
(
Cd(g)Cd(g)
∗ − Cd(f )Cd(f )∗
) (
T
j
d
)∗
,
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it follows that
∞∑
j=0
T
j
d Cd(g)Cd(g)
∗ (T jd )∗ > 0.
The latter condition is equivalent to controllability of (Td, Cd(g)).
Assume now that (2.10) holds, with an invertible S ∈ LTd and f˜ satisfying (2.11).
Let h be any jet function with Dom(h) = D, m(h; z) = ∞ for all z ∈ D, and such
that S = Rd(h) := Rd(h; z1, . . . , zn). By invertibility of S, h0(zj ) /= 0 for j =
1, . . . , n. By Proposition 2.2,
Pd(f, g) = Rd(h)Pd(f˜ , I)Rd(h)∗ = Pd(f˜ · h, h). (2.14)
Since Pd(f, g) and Pd(f˜ · h, h) are solutions of certain Stein equations with the
same left-hand sides, the right-hand sides of these equations must be also the same,
in view of (2.14), i.e.,
Cd(g)Cd(g)
∗ − Cd(f )Cd(f )∗ = Cd(h)Cd(h)∗ − Cd(f˜ · h)Cd(f˜ · h)∗
= Cd(h)Cd(h)∗−Rd(f˜ )Cd(h)Cd(h)∗Rd(f˜ )∗.
Specialize the latter equality to the (d1 + · · · + dj−1 + 1, d1 + · · · + dj−1 + 1)th
entry of the matrices involved; here j = 1, . . . , n and d0 is interpreted as 0. Then
|g0(zj )|2 − |f0(zj )|2 = |h0(zj )|2 − |f˜0(zj )|2|h0(zj )|2,
and in view of (2.11) and h0(zj ) /= 0, we have g0(zj ) /= 0, as required. 
2.2. Schur complements of C–P matrices: general results
In this subsection we prove a structure result for C–P matrices of pairs of jet
functions, namely, that their Schur complements are also C–P matrices of certain
pairs of jet functions. Let (f, g) be a pair of jet functions, let z = (z1, . . . , zn) be an
n-tuple of points in Dom(f, g) and let
d = (d1, . . . , dn) ∈ Nn, where di  m(f, g; zi) for i = 1, . . . , n.
For every n-tuple of nonnegative integers
k = (k1, . . . , kn) ∈ (N ∪ {0})n such that ki  di (i = 1, . . . , n),
consider the C–P matrix Pk(f, g; z). If ki = 0 for some i, then the point zi does
not appear in Pk(f, g; z); thus in fact Pk(f, g; z) = Pk˜(f, g; zi1, . . . ziq ), where k˜ =
(ki1 , . . . kiq ) consists of nonzero numbers kij , (j = 1, . . . , q) among the ki’s. Clearly,
Pk(f, g; z) is a principal submatrix ofPd(f, g; z). Furthermore, letU be the permuta-
tion matrix given by
V. Bolotnikov et al. / Linear Algebra and its Applications 385 (2004) 215–286 231
U =

Ik1 0 0 0 · · · · · · 0 0
0 0 Ik2 0 · · · · · · 0 0
...
...
...
...
...
...
...
...
0 0 0 0 · · · · · · Ikn 0
0 Id1−k1 0 0 · · · · · · 0 0
0 0 0 Id2−k2 · · · · · · 0 0
...
...
...
...
...
...
...
...
0 0 0 0 · · · · · · 0 Idn−kn

.
Then
UPd(f, g; z)U∗ =
[
Pk(f, g; z) B∗
B D
]
(2.15)
and
UTd(z)U
∗ =
[
Tk(z) 0
T̂ Td−k(z)
]
. (2.16)
Assuming that the matrix Pk = Pk(f, g; z) is invertible and making use of the
block decomposition (2.15), we shall call the matrix
S = D − BP−1k B∗ (2.17)
the Schur complement of Pk. This matrix turns out to be a C–P matrix of certain
pair of jet functions based on the points z1, . . . , zn with multiplicities d1 − k1, . . . ,
dn − kn.
Theorem 2.5. Assume that Pk(f, g; z) is invertible. Then the matrix S defined by
(2.17) satisfies the Stein equation
S − Td−kST ∗d−k = E˜E˜∗ − C˜C˜∗, (2.18)
where Td−k := Td−k(z),
E˜ = (I − Td−k)
[−BP−1k I|d−k|]U(I − Td)−1Cd(g, z), (2.19)
C˜ = (I − Td−k)
[−BP−1k I|d−k|]U(I − Td)−1Cd(f, z). (2.20)
Proof. For short, let Pk = Pk(f, g; z), Pd = Pd(f, g; z). It follows from (2.19),
(2.20) and (2.1) that
E˜E˜∗ − C˜C˜∗ = (I − Td−k)
[−BP−1k I ]U(I − Td)−1
× (Cd(g, z)Cd(g, z)∗ − Cd(f, z)Cd(f, z)∗)
×(I − T ∗d )−1U∗
[−P−1k B∗
I
]
(I − T ∗d−k) (2.21)
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= (I − Td−k)
[−BP−1k I ]U(I − Td)−1 (Pd − TdPdT ∗d )
×(I − T ∗d )−1U∗
[−P−1k B∗
I
]
(I − T ∗d−k) (2.22)
= (I − Td−k)
[−BP−1k I ]U[(I − Td)−1Pd
+PdT ∗d (I − T ∗d )−1
]
U∗
[−P−1k B∗
I
]
(I − T ∗d−k). (2.23)
It follows from (2.15) and (2.17), that[−BP−1k I ]UPd = [−BP−1k I ] [Pk B∗B D
]
U = [0 S]U. (2.24)
By (2.18),
U(I − Td)−1U∗ =
(
I −
[
Tk 0
T̂ Td−k
])−1
=
[
(I − Tk)−1 0
(I − Td−k)−1T̂ (I − Tk)−1 (I − Td−k)−1
]
. (2.25)
Substituting (2.24) into (2.23), and using subsequently (2.25) and (2.16), we get
E˜E˜∗ − C˜C˜∗ = (I − Td−k)
[−BP−1k I ]U(I − Td)−1U∗ [0S
]
(I − T ∗d−k)
+(I − Td−k)
[
0 S
]
UT ∗d (I − T ∗d )−1U∗
×
[−P−1k B∗
I
]
(I − T ∗d−k)
= S(I − T ∗d−k)+ (I − Td−k)ST ∗d−k
= S − Td−kST ∗d−k,
which completes the proof. 
Corollary 2.6. Let φ and ψ be two jet functions such that
C˜ = Cd−k(φ; z) and E˜ = Cd−k(ψ; z).
Then the solution S of (2.18) is the C–P matrix of the pair (φ, ψ) :
S = Pd−k(φ, ψ; z1, . . . , zn),
corresponding to {z1, . . . , zn} with the multiindex d − k.
It is of interest to find out when the Schur complements are actually C–P matrices
of a jet function, rather than of a pair of jet functions. The next result provides an
answer. Recall the definition (2.8) of the class LTd.
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Theorem 2.7. Under the hypotheses and notation of Theorem 2.5, assume that the
pair (
Td−k,
[−BP−1k I|d−k|]U(I − Td)−1Cd(g, z))
is controllable. Then the matrix S is congruent to the C–P matrix Pd−k(f ; z) (with
obvious modification if kj = dj for some j) of some jet function f with a congruence
matrix in LTd−k, i.e.,
S = XPd−k(f ; z)X∗
for some invertible matrix X ∈ LTd−k.
In fact, one such jet function f is given by the formula f = φ · h, where h is such
that ψ(z) · h(z) = I(z) for z ∈ {zj : kj < dj }, and where φ and ψ are taken from
Corollary 2.6.
The proof is obtained by combining Proposition 2.4 and Corollary 2.6.
2.3. Schur complements of C–P matrices: linear fractional formulas
In the case when each kj is either zero or equal to dj , explicit formulas can be
obtained, and other useful information deduced, for the pair of jet functions whose
C–P matrices appear as Schur complements. We will recast this case as an exten-
sion problem. Namely, given a pair (f, g) of jet functions, fix points z1, . . . , zn
in Dom(f, g) with multiplicities d = (d1, . . . , dn) and the associate C–P matrix
Pd(f, g; z1, . . . , zn) which we assume to be invertible. Next, for an arbitrary choice
of an integer r > 0 and of r points w1, . . . , wr in Dom(f, g) with multiplicities
k = (k1, . . . , kr ) ∈ Nr , consider the extended C–P matrix
P(d,k) =
[
Pd ∗
 Pk
]
, (2.26)
where
P(d,k) := P(d,k)(f, g; z1, . . . , zn, w1, . . . , wr),
Pd := Pd(f, g; z1, . . . , zn), Pk := Pk(f, g;w1, . . . , wr).
The points w1, . . . , wk need not be distinct from z1 . . . , zn; however, we may have
dj /= ki even if it happens that zj = wi . The next theorem shows that, assuming that
Pd is invertible, the Schur complement
S = Pk −P−1d ∗ (2.27)
of Pd in P(d,k) is a C–P matrix based on points w1, . . . , wr with multiplicities
k1, . . . , kr for a pair of jet functions (u, v), which can be chosen independently of
the points w1, . . . , wr and of the multiplicities k.
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We set for short
Td = Td(z1, . . . , zn), Tk = Tk(w1, . . . , wr),
Cd(f ) = Cd(f ; z1, . . . , zn), Cd(g) = Cd(g; z1, . . . , zn),
Ck(f ) = Ck(f ;w1, . . . , wr), Ck(g) = Ck(g;w1, . . . , wr),
and consider the function
(z)= I2 − (1 − z)
[
Cd(g)∗
Cd(f )∗
]
×(I − zT ∗d )−1P−1d (I − Td)−1
[
Cd(g) Cd(f )
]
J, (2.28)
where
J =
[
1 0
0 −1
]
.
Note that (z) is a rational 2 × 2 matrix function with no poles in the closed unit
disc. Since Pd satisfies the Stein equation (1.22), it follows by a straightforward
standard calculation (see, e.g. [8, Section 7.1]) that
J −(z)J(w)∗ = (1 − zw∗)
[
Cd(g)∗
Cd(f )∗
]
(I − zT ∗d )−1P−1d
×(I − w∗Td)−1
[
Cd(g) Cd(f )
]
. (2.29)
Note that(z) takes J–unitary values on T:(z)J(z)∗ = J for z ∈ T. Therefore,
by the symmetry principle,
(z)−1 = J
(
1
z∗
)∗
J = I2 + (1 − z)
[
Cd(g)∗
Cd(f )∗
]
×(I − T ∗d )−1P−1d (zI − Td)−1
[
Cd(g) Cd(f )
]
J, (2.30)
which implies, in particular, that (z) is invertible at each point z /∈ {z1, . . . , zn}.
Note also that
dj
dzj
(
(z− 1)(I − zT ∗d )−1
)
= j !(T ∗d )j−1(I − T ∗d )(I − zT ∗d )−j−1 (j  1)
and therefore,
(j)(z)
j ! =
[
Cd(g)∗
Cd(f )∗
]
(T ∗d )
j−1(I − T ∗d )(I − zT ∗d )−j−1P−1d
×(I − Td)−1
[
Cd(g) Cd(f )
]
J (j  1). (2.31)
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Theorem 2.8. Assume that Pd is invertible. Let  =
[
11 12
21 22
]
be the function
defined in (2.28) and let u and v be jet functions defined by
u = f · ˜22 − g · ˜12, v = g · ˜11 − f · ˜21, (2.32)
where ˜ij is the jet function generated by ij , i, j = 1, 2. Thus,
Dom(u) = Dom(v) = Dom(f, g) and m(v; z) = m(u; z) = m(f, g; z)
for every z ∈ Dom(f, g). Then
Ck(v)= Ck(g)− (I − Tk)P−1d (I − Td)−1Cd(g) (2.33)
Ck(u)= Ck(f )− (I − Tk)P−1d (I − Td)−1Cd(f ), (2.34)
where  is taken from (2.26), and we have set for short
Ck(v) = Ck(v;w1, . . . , wr), Ck(u) = Ck(u;w1, . . . , wr).
Furthermore, the Schur complement S of Pd defined in (2.27) is the C–P matrix
based on points w1, . . . , wr with multiplicities k1, . . . , kr for the pair (u, v):
S = Pk(u, v;w1, . . . , wr). (2.35)
Proof. Setting
T(d,k) =
[
Td 0
0 Tk
]
, C(d,k)(f ) =
[
Cd(f )
Ck(f )
]
, C(d,k)(g) =
[
Cd(g)
Ck(g)
]
,
(2.36)
note that the C–P matrix P(d,k) satisfies the Stein identity
P(d,k) − T(d,k)P(d,k)T ∗(d,k) = C(d,k)(g)C(d,k)(g)∗ − C(d,k)(f )C(d,k)(f )∗.
(2.37)
Substituting decompositions (2.26) and (2.36) into (2.37) and comparing the non-
diagonal blocks we conclude that  is subject to
− TkT ∗d = Ck(g)Cd(g)∗ − Ck(f )Cd(f )∗. (2.38)
Making use of conformal block decompositions
Tk = diag
(
Jk1(w1), . . . ,Jkr (wr)
)
and  =
1...
r
 , (2.39)
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we conclude that (2.38) is equivalent to
j −Jkj (wj )j T ∗d = Ckj (g;wj)Cd(g)∗
−Ckj (f ;wj)Cd(f )∗ (j = 1 . . . , r). (2.40)
Furthermore, on account of decompositions (2.39) and
Ck(v) =
Ck1(v; w1)...
Ckr (v; wr)
 , Ck(u) =
Ck1(u; w1)...
Ckr (u; wr)
 ,
we conclude that (2.33) and (2.34) are equivalent to the equalities
Ckj (v;wj)= Ckj (g;wj)− (I −Jkj (wj ))P−1d (I − Td)−1Cd(g), (2.41)
Ckj (u;wj)= Ckj (f ;wj)− (I −Jkj (wj ))P−1d (I − Td)−1Cd(f ) (2.42)
for j = 1, . . . , r . We have (the matrices Rkj (g;wj) and Rkj (f ;wj) are given by
formulas analogous to (2.6)):
Ckj (v;wj)= Ckj (g · ˜11;wj)− Ckj (f · ˜21;wj)
= Rkj (g;wj)Ckj (˜11;wj)− Rkj (f ;wj)Ckj (˜21;wj)
=
kj−1∑
=0
(
Jkj (wj )− wjI
)
×
(
Ckj (g;wj)
()11 (wj )
! − Ckj (f ;wj)
()21 (wj )
!
)
(2.43)
By (2.31) and (2.40),
Ckj (g;wj)
()11 (wj )
! − Ckj (f ;wj)
()21 (wj )
!
= (Ckj (g;wj)Cd(g)∗ − Ckj (f ;wj)Cd(f )∗) (T ∗d )−1(I − T ∗d )
×(I − zT ∗d )−−1P−1d (I − Td)−1Cd(g)
= (j −Jkj (wj )j T ∗d )(T ∗d )−1(I − T ∗d )(I − wjT ∗d )−−1
×P−1d (I − Td)−1Cd(g)
= [j (I − wjT ∗d )− (Jkj (wj )− wjI)j T ∗d ](T ∗d )−1(I − wjT ∗d )−−1
×(I − T ∗d )P−1d (I − Td)−1Cd(g), (  1)
and thus,
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kj−1∑
=1
(
Jkj (wj )− wjI
) (
Ckj (g;wj)
()11 (wj )
! − Ckj (f ;wj)
()21 (wj )
!
)
=
kj−1∑
=1
(
Jkj (wj )− wjI
)
j (T
∗
d )
−1(I − wjT ∗d )−
−
kj−1∑
=1
(
Jkj (wj )− wjI
)+1
j (T
∗
d )
(I − wjT ∗d )−−1

× (I − T ∗d )P−1d (I − Td)−1Cd(g)
=
kj−1∑
=1
(
Jkj (wj )− wjI
)
j (T
∗
d )
−1(I − wjT ∗d )−
−
kj−1∑
=2
(
Jkj (wj )− wjI
)
j (T
∗
d )
−1(I − wjT ∗d )−

× (I − T ∗d )P−1d (I − Td)−1Cd(g)
=
(
Jkj (wj )− wjI
)
j (I − wjT ∗d )−1(I − T ∗d )P−1d (I − Td)−1Cd(g).
(2.44)
Note also that in view of (2.28) and (2.40),
Ckj (g;wj)11(wj )− Ckj (f ;wj)21(wj )
= Ckj (g;wj)− (1 − wj)
(
Ckj (g;wj)Cd(g)∗ − Ckj (f ;wj)Cd(f )∗
)
× (I − wjT ∗d )−1P−1d (I − Td)−1Cd(g)
= Ckj (g;wj)+ (wj − 1)
(
j −Jkj (wj )j T ∗d
)
× (I − wjT ∗d )−1P−1d (I − Td)−1Cd(g). (2.45)
Substituting (2.44) and (2.45) into (2.43), we get
Ckj (v;wj)= Ckj (g;wj)+
[
(wj − 1)
(
j −Jkj (wj )j T ∗d
)
+ (Jkj (wj )− wjI)j (I − T ∗d )]
× (I − wjT ∗d )−1P−1d (I − Td)−1Cd(g), (2.46)
which implies (2.41), since
(wj − 1)
(
j −Jkj (wj )j T ∗d
)+ (Jkj (wj )− wjI)j (I − T ∗d )
= (Jkj−1(wj )− I )j (I − wjT ∗d ).
Relations (2.42) are verified in much the same way.
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Furthermore, rewriting (2.33) and (2.34) in the form
Ck(v) = (I − Tk)
[−P−1d I ] (I − T(d,k))−1C(d,k)(g),
Ck(u) = (I − Tk)
[−P−1d I ] (I − T(d,k))−1C(d,k)(f ),
and making use of (2.37), we get
Ck(v)Ck(v)
∗ − Ck(u)Ck(u)∗
= (I − Tk)
[−P−1d I ] (I − T(d,k))−1 (2.47)
× [C(d,k)(g)C(d,k)(g)∗ − C(d,k)(f )C(d,k)(f )∗]
×(I − T ∗(d,k))−1
[−P−1d ∗
I
]
(I − T ∗k )
= (I − Tk)
[−P−1d I ] (I − T(d,k))−1 (P(d,k) − T(d,k)P(d,k)T ∗(d,k))
×(I − T ∗(d,k))−1
[−P−1d ∗
I
]
(I − T ∗k )
= (I − Tk)
[−P−1d I ] [(I − T(d,k))−1P(d,k)
+P(d,k)T ∗(d,k)(I − T ∗(d,k))−1
] [−P−1d ∗
I
]
(I − T ∗k ). (2.48)
It follows from (2.27), that[−P−1d I ]P(d,k) = [−P−1d I ] [Pd ∗ Pk
]
= [0 S] .
Substituting the equality into (2.48) and making use of the block structure of T(d,k),
we obtain
Ck(v)Ck(v)
∗ − Ck(u)Ck(u)∗
= (I − Tk)
[−P−1d I ] (I − T(d,k))−1 [0S
]
(I − T ∗k )
+ (I − Tk)
[
0 S
]
T ∗(d,k)(I − T ∗(d,k))−1
[−P−1d ∗
I
]
(I − T ∗k )
= S(I − T ∗k )+ (I − Tk)ST ∗k = S − TkST ∗k ,
similarly to the calculation used in the proof of Theorem 2.5. By definition, the C–P
matrix Pk(u, v;w1, . . . , wr) is a unique solution to the Stein equation
Pk(u, v;w1, . . . , wr)− TkPk(u, v;w1, . . . , wr)T ∗k
= Ck(v)Ck(v)∗ − Ck(u)Ck(u)∗.
Since S satisfies the same equation, we get (2.35). 
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2.4. Perturbations of C–P matrices
For future use, we establish here the following perturbation result.
Remark 2.9. Let (f, g) be a pair of jet functions, and let Pd(f, g; z) be a C–P
matrix of the pair (f, g). Then for all positive numbers r, s we have
Pd(rf, sg; z) = s2Q1 − r2Q2, (2.49)
where Q1 and Q2 are certain positive semidefinite matrices. In particular
Pd(rf, sg; z)  Pd(f, g; z) for r  1  s.
If, in addition, z = (z1, . . . , zn), where the points z1, . . . , zn are distinct, and if
g0(zj ) /= 0 for j = 1, . . . , n, (2.50)
where g0 is the first component of g, then Q1 > 0, and therefore there exists a δ > 0,
depending on (f, g) and on z1, . . . , zn, such that all matrices
Pd(rf, sg; z), where r, s > 0 and 1 − δ  r
s
< 1,
are invertible.
Indeed, let Q1 and Q2 be the unique solutions of the equations
Q1 − Td(z)Q1Td(z)∗ = Cd(g; z)Cd(g; z)∗
and
Q2 − Td(z)Q2Td(z)∗ = Cd(f ; z)Cd(f ; z)∗.
Then (2.49) is clearly satisfied in view of the definition of the columns Cd(g; z) and
Cd(f ; z). Under hypothesis (2.50), the pair (Td(z), Cd(g; z)) is controllable (see
Proposition 2.4), and therefore Q1 > 0. The final statement concerning existence of
δ > 0 follows upon writing
Pd(rf, sg; z) = s2Q1 − r2Q2 = s2Q1
(
I − r
2
s2
Q−11 Q2
)
.
3. The class PCS0
We say that a pair of jet functions (f, g) belongs to the pair Schur classPCS0 if
all C–P matrices Pd(f, g; z) of the pair (f, g) are positive semidefinite. The follow-
ing characterization of this class in terms of “factorization through Schur jet func-
tions” was obtained in [14]:
Theorem 3.1. A pair of jet functions (f, g) belongs to the class PCS0 if and only
if there is a function S0 in the Schur class such that
f = g · S, (3.1)
where S is the jet function generated by S0.
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More precisely, (3.1) holds when both sides are restricted to Dom (f, g), and for
each z ∈ Dom (f, g), are restricted to the multiplicity m(f, g; z).
The following corollary is immediate, upon taking g = I in Theorem 3.1 and
observing that Pd(f, I; z) = Pd(f ; z):
Theorem 3.2. A jet function f belongs to the class CS0 if and only if f admits an
extension to a jet function generated by a Schur function.
In this section we offer an alternative direct proof of Theorem 3.2 which is based
on properties of the backward shift operator and Sarason’s theorem (rather than on
realizations, as in [14]). The backward shift operator will be used in Section 4 as well.
The next subsection contains a review of some needed properties of the backward
shift operator.
3.1. Preliminaries: backward shift operator on the Hardy space
We collect here some well-known but not always easily accessible facts on the
backward shift operator on finite dimensional subspaces of the Hardy space. The
book [31] is a general source for most of the material of this subsection.
Let L2 = H 2 ⊕H 2− be the Lebesque space of square integrable functions on the
unit circle T, with the inner product 〈·, ·〉L2 (often shortened to 〈·, ·〉) decomposed as
usual into the orthogonal sum of H 2, the Hilbert space of square summable power
series on the unit disc, and its orthogonal complement H 2−, and let P+ be the ortho-
gonal projection onto H 2. We identify a function f ∈ H 2 defined on the unit circle
with its continuation as an analytic function on D. The independent variable in T
will be denoted t , that in D will be denoted z. We also use t for the identity function
on T. If f (t) ∈ L2, we define f ∗ ∈ L2 by f ∗(t) = (f (t))∗ ∈ L2. A function will be
often identified with the operator of multiplication by that function. We denote by
(f )k the kth Fourier coefficient of f ∈ L2, in other words, (f )k is the coefficient of
tk in the decomposition of f with respect to the orthonormal basis {tk}k∈Z of L2. If
f ∈ H 2, then
(f )k = 1
k!f
(k)(0),
the kth Taylor coefficient of f at zero.
For an inner function θ(t) (i.e, θ is analytic and bounded on D and |θ(t)| = 1
almost everywhere on T), we let Kθ := H 2  θH 2. Since
〈θ∗h, g〉 = 〈h, θg〉, h, g ∈ L2,
it follows that
h ∈ Kθ ⇐⇒ h ∈ H 2 and θ∗h ∈ H 2−. (3.2)
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Let PKθ be the orthogonal projection on Kθ . We have
Pθ = I − θP+θ∗, (3.3)
i.e.,
Pθh = h− θP+(θ∗h) for every h ∈ H 2. (3.4)
Equality (3.3) follows from Projection lemma (see [31], supplement to Lecture 2).
We provide a verification of (3.4), by checking the following two properties:
(1) h− θP+(θ∗h) = h for every h ∈ Kθ .
(2) h− θP+(θ∗h) = 0 for every h ∈ θH 2.
To verify (2), let g ∈ H 2 and h = θg. Then
θg − θP+(θ∗θg) = θg − θP+g = θg − θg = 0.
For (1), note that h ∈ Kθ implies, by definition of Kθ , that h ⊥ θH 2. Therefore, for
every h ∈ Kθ and g ∈ H 2 we have
0 = 〈h, θg〉 = 〈θ∗h, g〉,
which means that θ∗h ⊥ H 2 or equivalently, that P+(θ∗h) = 0. Thus, (1) follows.
Introduce the operator Tθ : Kθ −→ Kθ by
Tθh = Pθ(th), h ∈ Kθ, t ∈ T.
By (3.4),
Tθh = th− θP+(θ∗th) = th− θP+(t (θ∗h)) = th− θ · (θ∗h)−1,
since θ∗h ∈ H 2−.
Lemma 3.3. The adjoint operator T ∗θ : Kθ −→ Kθ is given by
T ∗θ h = P+(t∗h), h ∈ Kθ .
Proof. For h1, h2 ∈ Kθ we have:
〈Tθh1, h2〉 = 〈Pθ(th1), h2〉 = 〈th1, Pθh2〉 = 〈th1, h2〉
= 〈h1, t∗h2〉 = 〈h1, P+(t∗h2)〉.
It remains to prove that P+(t∗h2) ∈ Kθ . Since obviously P+(t∗h2) ∈ H 2, we are
done if we show that 〈P+(t∗h2), θg〉 = 0 for every g ∈ H 2. Indeed,
〈P+(t∗h2), θg〉 = 〈t∗h2, θg〉 = 〈h2, θ tg〉 = 0
because h2 ⊥ θH 2 and tg ∈ H 2. 
In fact, for h ∈ Kθ :
T ∗θ h = P+(t∗h) = t∗h− t∗h(0) =
h(t)− h(0)
t
,
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and by analytic continuation
(T ∗θ h)(z) =
h(z)− h(0)
z
, z ∈ D.
We work from now on with inner functions that are finite Blaschke products:
B(z) =
k∏
j=1
(
z− λj
1 − zλj ∗
)rj
, λ1, . . . , λk ∈ D, λi /= λj for i /= j. (3.5)
Lemma 3.4. The space Kθ is finite dimensional if and only if θ = B, given by (3.5)
for some λi’s and some positive integers ri, as indicated.
Moreover, in this case
dimKB = r := r1 + · · · + rk. (3.6)
For a proof see lemma on finite dimensional subspaces, [31, p. 33].
Define the functions
eλ,k(t) = t
k
(1 − tλ∗)k+1 ∈ H
2, λ ∈ D, k = 0, 1, . . . , (3.7)
or
eλ,k(z) = z
k
(1 − zλ∗)k+1 , z ∈ D,
if analytic continuations are considered. It is easy to see that the set of functions (3.7)
is linearly independent. Elementary calculations show that
eλ,k(z) = 1
k!
dk
d(λ∗)k
[
eλ,0(z)
]
, k = 1, 2, . . . , (3.8)
and
〈h, eλ,0〉 = h(λ) for every h ∈ H 2. (3.9)
Lemma 3.5. Let B be the Blaschke product given by (3.5). Then the functions
eλj ,0, . . . , eλj ,rj−1, j = 1, . . . , k (3.10)
form a basis for KB with respect to which T ∗B has a Jordan form.
The basis (3.10) will be called the standard basis of KB .
Proof. If k  1 and λ ∈ D, then by Lemma 3.3
T ∗Beλ,k = P+
(
t∗ t
k
(1 − tλ∗)k+1
)
= t
k−1
(1 − tλ∗)k+1 =
tk−1(1 − tλ∗ + tλ∗)
(1 − tλ∗)k+1
= λ∗ t
k
(1 − tλ∗)k+1 +
tk−1
(1 − tλ∗)k = λ
∗eλ,k + eλ,k−1
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and
T ∗Beλ,0 = P+
(
t∗
1 − tλ∗
)
= (1 − tλ
∗)−1 − 1
t
= λ∗ 1
1 − tλ∗ = λ
∗eλ,0.
In view of (3.8) and (3.9), we have
〈h, eλ,m〉 = 1
m!
dm
dλm
h(λ) for every h ∈ H 2 and m  0,
and letting
K := Span{eλj ,0, . . . , eλj ,rj−1, j = 1, . . . , k},
we therefore obtain (the orthogonal complement is taken in H 2)
K⊥ =
{
h ∈ H 2 : d
m
dλm
h(λj ) = 0, m = 0, 1, . . . , rj − 1; j = 1, . . . , k
}
.
(3.11)
But every function in the right-hand side of (3.11) can be written in the form h = Bg,
where g is analytic on D. Since B is continuous on the closure of D, we have
sup
0<r<1
∫
T
|g(rt)|2 dm <∞
(m is the normalized Lebesque measure), and hence g ∈ H 2. It follows that K⊥ =
BH 2, thus K = KB . 
Corollary 3.6. The operator T ∗B has eigenvalues λj ∗, j = 1, . . . , k, of multiplici-
ties r1, . . . , rk, respectively, and
dim Ker(T ∗B − λj ∗I ) = 1, j = 1, . . . , k.
This is a particular case of the Livshits–Moeller theorem (see, e.g. [31] for the
general statement and references).
Next, we define jet functions of the operator TB . Let g be a jet function such that
λj ∈ Dom(g) and m(g; λj )  rj for j = 1, . . . , k and let
g(λj ) = (g0(λj ), g1(λj ), . . . , grj−1(λj ), . . .).
Define g(TB) as the operator on KB whose adjoint operator, when restricted to
Mj := Span{eλj ,0, . . . , eλj ,rj−1}, is given by the matrix
g0(λj )∗ g1(λj )∗ · · · · · · grj−1(λj )∗
0 g0(λj )∗ g1(λj )∗
.
.
. grj−2(λj )∗
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
. g0(λj )∗ g1(λj )∗
0 0 0 · · · g0(λj )∗

(3.12)
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with respect to the basis {eλj ,0, eλj ,1, . . . , eλj ,rj−1} ofMj , for j = 1, . . . , k. Clearly,
g(TB) commutes with TB .
Recall multiplication of jet functions defined in Section 1.3. In case of jet func-
tions generated by meromorphic functions, the product of two jet functions coincides
with the jet function generated by the usual product of meromorphic functions. With
this multiplication, and with the standard componentwise addition and multiplication
by scalars, we have a functional calculus: if g and h are jet functions such that g(TB)
and h(TB) are defined, then
(g · h)(TB) = g(TB)h(TB), (αg + βh)(TB) = αg(TB)+ βh(TB), α, β ∈ C,
whenever g · h or g + h are well-defined.
The following fact is useful.
Lemma 3.7. If the jet function g is generated by s ∈ H∞, then
g(TB)
∗h = P+(s∗h), h ∈ KB. (3.13)
Proof. Write down the matrix of P+(s∗h) in the standard basis for KB , as follows.
Let z = λj for some j , and let Hz = Span{ez,0, . . . , ez,rj−1}. We verify that P+s∗|Hz
is given, with respect to the standard basis for Hz, by the matrix
s(z)∗ s1(z)∗ · · · · · · srj−1(z)∗
0 s(z)∗ s1(z)∗
.
.
. srj−2(z)∗
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
. s(z)∗ s1(z)∗
0 0 0 · · · s(z)∗

, (3.14)
where sj (z) = 1j ! s(j)(z) are the Taylor coefficients of s(z) at z. First, observe that
P+([s(t)− (s(z)+ s1(z)(t − z)+ · · · + sk(t − z)k)]∗)ez,k = 0,
k = 0, . . . , rj − 1. (3.15)
Indeed, since the function
u(t) := (t − z)−k−1
[
s(t)−
(
s(z)+ s1(z)(t − z)+ · · · + sk(t − z)k
)]
belongs to H 2, the left-hand side of (3.15) is equal to
P+(tu(t))∗ = 0,
because the function under P+ is in H 2−. Next, observe that
(t − z)∗ez,k = (t − z)
∗ tk
(1 − tz∗)k+1 =
(1 − tz∗) tk−1
(1 − tz∗)k+1 =
tk−1
(1 − tz∗)k = ez,k−1
for k = 1, 2, . . . , rj − 1. Inductively,
V. Bolotnikov et al. / Linear Algebra and its Applications 385 (2004) 215–286 245
((t − z)j )∗ez,k = ez,k−j , 0  j  k  rj − 1.
Therefore, using (3.15), we get
P+(s∗ez,k)= P+
([
s(z)+ s1(z)(t − z)+ · · · + sk(t − z)k
]∗)
ez,k
= s(z)∗ez,k + s1(z)∗ez,k−1 + · · · + sk(z)∗ez,0
for k = 0, 1, . . . , k(z)− 1. This proves formula (3.14). Since the adjoint of g(TB) is
given by the same matrix (see (3.12)) as P+s∗|Hz , the equality in (3.13) follows. 
3.2. Proof of Theorem 3.2
Let f ∈ CS0 be a jet function with the multiplicity index M(f ) = {m(f ; z)}z∈D,
and the domain of definition Dom(f ). In this subsection we will give a direct proof
that f is a restriction of the jet function generated by a Schur function.
Consider the backward shift operator T ∗ on H 2:
(T ∗h)(t) = P+(t∗h(t)) = h(t)− h(0)
t
, h ∈ H 2,
where t ∈ T (the unit circle) is the independent variable. Let
f (z) =

(f0(z), f1(z), . . . , fk(z), . . .) ∈ C∞ if z ∈ Dom(f ) and
m(f ; z) = ∞,
(f0(z), f1(z), . . . , fk(z)) ∈ Ck+1 if z ∈ Dom(f ) and
m(f ; z) = k + 1 <∞.
We proceed in the following manner: We associate with f a contractive operator
W ∗ on H 2 that commutes with T ∗. Then W ∗ = P+s∗|H 2 for some Schur function s
[34]. We then show that s generates the jet function which is an extension of f .
We now give the details of the above procedure. Let
ez,k(t) = t
k
(1 − tz∗)k+1 ∈ H
2, z ∈ D, k = 0, 1, . . .
Let k(z) = m(f ; z) if m(f ; z) is finite, and let k(z) be an arbitrary positive integer
if m(f ; z) = ∞. The subspace
Hz := Span{ez,0, . . . , ez,k(z)−1}
is T ∗-invariant (see Lemma 3.5). The formulas in the proof of Lemma 3.5 show that
{ez,k}k(z)−1k=0 is a Jordan basis for T ∗|Hz , and the matrix of T ∗|Hz in that basis is
T ∗z =

z∗ 1 · · · 0 0
0 z∗ 1 . . . 0
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
. z∗ 1
0 0 0 · · · z∗

.
246 V. Bolotnikov et al. / Linear Algebra and its Applications 385 (2004) 215–286
Throughout the proof, we will refer to this particular basis for Hz as the basis for Hz.
Define the matrix
W ∗z =

f0(z)∗ f1(z)∗ · · · · · · fk(z)−1(z)∗
0 f0(z)∗ f1(z)∗
.
.
. fk(z)−2(z)∗
...
.
.
.
.
.
.
.
.
.
...
0 0
.
.
. f0(z)∗ f1(z)∗
0 0 0 · · · f0(z)∗

, (3.16)
and denote by W ∗z also the operator on Hz whose matrix is (3.16) with respect to the
basis. Note that W ∗z = f (Tz)∗.
Select N distinct points z1, . . . , zN ∈ Dom (f ), and let
H = Hz1+˙ · · · +˙HzN , (3.17)
the direct sum of spaces Hzi ’s. The operators W ∗zj |Hzj give rise to an operator W ∗ on
H . Since W ∗zj |Hzj and T ∗zj |Hzj commute, so do W ∗ and T ∗. Consider the following
quadratic form:
D(h, h) = ‖h‖2 − ‖W ∗h‖2, h ∈ H,
and the corresponding sesquilinear form D(h1, h2). We first check the identity
D(h1, h2)−D(T ∗h1, T ∗h2) = h2(0)∗h1(0)− (W ∗h2)(0)∗(W ∗h1)(0).
(3.18)
We have
D(h1, h2)−D(T ∗h1, T ∗h2)
= 〈(I −WW ∗)h1, h2〉 − 〈T (I −WW ∗)T ∗h1, h2〉
= 〈(I − T T ∗)h1, h2〉 − 〈(I − T T ∗)W ∗h1,W ∗h2〉.
Since
(I − T T ∗)h = h− t
(
h− h(0)
t
)
= h(0),
it follows that
〈(I − T T ∗)h1, h2〉 = 〈h1(0), h2(0)〉 = h2(0)∗h1(0),
which implies (3.18).
Let now h1 ∈ Hw and h2 ∈ Hz, where w and z are two points (not necessarily
distinct) in the set z1, . . . , zN . Let Pz,w be the matrix of the sesquilinear form
D(h1, h2), h1 ∈ Hw, h2 ∈ Hz, relative to the bases of Hw and of Hz. The matrix of
the functional h #→ h(0) on Hz relative to the basis is [1 0 . . . 0], since ez,k(0) = 0
if k  1, and ez,0(0) = 1. Similarly, the matrix of the functional h #→ (W ∗h)(0) on
Hz relative to the basis is[
f0(z)∗ f1(z)∗ · · · fk(z)−1(z)∗
]
.
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We shall show that Pz,w satisfies the equation
Pz,w −Jk(z)(z)Pz,w(Jk(w)(w))∗
=

1
0
...
0
 [1 0 . . . 0] −

f0(z)
f1(z)
...
fk(z)−1(z)
[f0(w)∗ f1(w)∗ . . . fk(w)−1(w)∗] ,
(3.19)
which is the same type of Stein equation satisfied by C–P matrices. Indeed, let
hw =
k(w)−1∑
i=0
ξiew,i , hz =
k(z)−1∑
j=0
ηj ez,j ,
and consider vector columns
ξ =
 ξ0...
ξk(w)−1
 , η =
 η0...
ηk(z)−1
 .
Then T ∗h1 and T ∗h2 are represented by T ∗wξ and T ∗z η, respectively (with respect to
the bases in Hw and Hz), and (3.18) reads as follows:
〈Pz,wξ, η〉Ck(z) − 〈Pz,wT ∗wξ, T ∗z η〉Ck(z)
= ([1 0 . . . 0]η)∗ · ([1 0 . . . 0]ξ)
− ([f0(z)∗ f1(z)∗ . . . fk(z)−1(z)∗]η)∗
· ([f0(w)∗ f1(w)∗ . . . fk(w)−1(w)∗]ξ) ,
or
η∗Pz,wξ − η∗TzPz,wT ∗wξ
= η∗

1
0
...
0
[1 0 · · · 0] ξ − η∗

f0(z)
f1(z)
...
fk(z)−1(z)

× [f0(w)∗ f1(w)∗ . . . fk(w)−1(w)∗ ] ξ.
Thus, Pz,w satisfies (3.19).
Since Eq. (3.19) has a unique solution, we conclude that Pz,w coincides with
the top right block of the C–P matrix Pk(z),k(w)(f ; z,w) (if z /= w). It follows also
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that the matrix of the sesquilinear form D(h1, h2) on H coincides with the C–P
matrix
Pk(f ; z1, . . . , zN), k = (k(z1), . . . , k(zN)),
defined by (1.28). By assumption, f ∈ CS0; therefore D(h1, h2) is positive semi-
definite on H : in other words, W ∗ is a contraction on H .
Assuming an additional hypothesis that Dom (f ) is dense in D, it follows that the
subspaces H (defined in (3.17)), for all possible choices of z1, . . . zN ∈ Dom(f ),
whereN is any positive integer, are dense inH 2. HenceW ∗ can be extended uniquely
to a contractive operator on H 2, also denoted W ∗. If the additional hypothesis is
not satisfied, then W ∗ can still be extended to a contractive operator on H 2 which
commutes with T ∗ (to prove this, use the standard commutant lifting theorem, see,
e.g. [19]); denote this extended operator again by W ∗.
Since W ∗ is a contraction that commutes with T ∗, by Sarason’s theorem [34]
there is a Schur function s such that
W ∗ = P+s∗|H 2 .
Lemma 3.7 and a comparison with (3.16) shows that the jet function which is gener-
ated by s is an extension of f .
Conversely, assume that a jet function f admits extension to the jet function f˜
generated by a Schur function s. We have to prove that f ∈ CS0. Clearly, it suffices
to prove that f˜ ∈ CS0. Consider the operator W ∗ = P+s∗|H 2 . Since s is a Schur
function, W ∗ is a contraction. Select distinct points z1, . . . , zN ∈ D, and let H =
Hz1+˙ · · · +˙HzN , where Hzj = Span{ezj , . . . ezj ,k(zj )−1} for a fixed choice of positive
integers k(z1), . . . , k(zN). Furthermore, let P be the matrix of the sesquilinear form
D(h1, h2) = 〈h1, h2〉 − 〈W ∗h1,W ∗h2〉
on the subspace H , with respect to the bases in Hz1 , . . . , HzN . Since W ∗ is a contrac-
tion, the matrix P is positive semidefinite. Since (3.18) holds for arbitrary h1, h2 ∈
H , the matrix P satisfies the Stein equation for Pk(z1),...,k(zN )(f˜ ; z1, . . . , zN) (as we
have seen above), and therefore
P = Pk(z1),...,k(zN )(f˜ ; z1, . . . , zN).
It follows that all C–P matrices of the function f˜ are positive semidefinite, hence
f˜ ∈ CS0. 
4. The class CSκ for positive κ
This section is devoted to the proof of the preparatory results and key lemmas
(interesting in their own right) needed for the main interpolation results in the next
section.
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4.1. Generalized Carathéodory–Schur classes of standard jet functions
In this subsection we prove the following result.
Theorem 4.1. Let f (z) be the standard jet function defined as in Definition 1.7.
Then f ∈ CSκ , where
κ = q +
∑
z∈Z
(m(f ; z)− jump(f, z)), (4.1)
and where q is the degree of B(z).
In the next lemma we collect several well-known facts, and indicate their proofs
for the reader’s convenience. We denote by sq−(X) the number of negative eigen-
values (counted with multiplicities) of a Hermitian matrix X.
Lemma 4.2. Let X be a Hermitian n× n matrix. Then
(1) sq−(Y )  sq−(X) for all Hermitian matrices Y ∈ Cn×n in some small neigh-
borhood of X. If X is invertible, then in fact sq−(Y ) = sq−(X) for all Hermitian
matrices Y ∈ Cn×n in a neighborhood of X.
(2) sq−(P ∗XP)  sq−(X) for every P ∈ Cn×m. In particular, if X0 is any princi-
pal submatrix of X, then sq−(X0)  sq−(X).
(3) If X is partitioned
X =
[
X11 X12
X∗12 X22
]
,
where X11 is m×m, then sq−(X)  sq−(X22)+m.
Proof. The first statement easily follows from the continuity properties of eigen-
values of Hermitian matrices. The second statement is a consequence from the inter-
lacing properties of Hermitian matrices, see, e.g. [28, Section 8.4]. To prove Part 3,
first observe that
sq−
([
X11 X12
X∗12 0
])
 m. (4.2)
One may verify (4.2) by assuming (without loss of generality, since the set of n× n
Hermitian matrices Y satisfying sq−(Y )  m is closed) that X11 is invertible, and by
using Schur complements to show that
sq−
([
X11 X12
X∗12 0
])
= sq−(X11)+ sq−(−X∗12X−111 X12).
Now apply the Weyl inequalities for eigenvalues of the sum of two Hermitian matri-
ces [
0 0
0 X22
]
and
[
X11 X12
X∗12 0
]
,
see, e.g. [9, Section 3.2]. 
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As a corollary we obtain:
Lemma 4.3. Let f be a jet function, and let
Pd1,...,dn(f, z) and Pd ′1,...,d ′m(f, z
′)
be two C–P matrices associated with f, where z = (z1, . . . , zn) ∈ (Dom(f ))n, and
z′ = (z′1, . . . , z′m) ∈ (Dom(f ))m. If every element of the n-tuple z belongs to the
m-tuple z′, and if dj  d ′k whenever zj = z′k, then
sq−(Pd1,...,dn(f ; z))  sq−(Pd ′1,...,d ′m(f ; z′)).
Proof. Assume first that z1, . . . , zn are distinct. Then Pd1,...,dn(f ; z) is a principal
submatrix of Pd ′1,...,d ′m(f ; z′), as it is easily seen from (1.28), and use Lemma 4.2.
If z1, . . . , zn are not distinct, say z1 = z2 and d1  d2, then it is easily seen that the
first, second, . . ., d1th row of Pd1,...,dn(f ; z) is repeated as the d1 + 1th, d1 + 2th, . . .
2d1th row of Pd1,...,dn(f ; z), respectively, and an analogous statement applies to the
columns of Pd1,...,dn(f ; z). Therefore
sq−(Pd1,d2,...,dn(f ; z1, z2, . . . , zn)) = sq−(Pd2,...,dn(f ; z2, . . . , zn)).
Repeating this procedure of elimination of nondistinct elements in the n-tuple z, we
eventually arrive at the already considered case of distinct z1, . . . , zn. 
Proof of  in (4.1). The proof is based on properties of the backward shift operator
on the Hardy space (Section 3.1). If
θ(z) =
k∏
j=1
(
z− λi
1 − zλi∗
)ri
, λ1, . . . , λk ∈ D, λi /= λj for i /= j, (4.3)
is a (finite) Blaschke product, we denote by Kθ the orthogonal complement of θH 2
in H 2:
Kθ = H 2  θH 2, dimKθ = deg θ,
where deg θ is the degree of θ . Define the linear transformation T ∗θ : Kθ → Kθ by
T ∗θ (h) = P+(t∗h), h ∈ Kθ, t ∈ T independent variable. (4.4)
Let now f be defined as in Definition 1.7, let
θM =
r∏
j=1
(
z− λj
1 − zλ∗j
)nj
, θZ =
∏
i=1
(
z− zi
1 − zz∗i
)m(f ;zi )
,
θN =
∏
i=1
(
z− νi
1 − zν∗i
)m(f ;zi )
, (4.5)
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where the points λj are close to the poles ζj , j = 1, . . . , r , respectively, (see (1.7))
and the multiplicities nj coincide with the multiplicities of ζj as poles of f ; the
points zi , i = 1, . . . , , are jumps and m(f ; zi) = mi + 1 are their multiplicity indi-
ces (see Definition 1.7); the points νi are close to the jumps zi, i = 1, . . . , , respec-
tively. Let
θ(z) = θM(z)θN(z)θZ(z). (4.6)
We choose the sets
M = {λ1, . . . , λr}, and N = {ν1, . . . , ν}
to be disjoint, and also pairwise disjoint with Z = {z1, . . . , z} and disjoint with
Z(B). Therefore we have the direct sum
Kθ = KθM+˙KθNθZ . (4.7)
Moreover, the subspaces in (4.7) are T ∗θ -invariant. Also, since T ∗θ = P+t∗|Kθ by
Lemma 3.3, and since KθM ⊆ Kθ , KθNθZ ⊆ Kθ , we have
T ∗θ |KθM = T ∗θM , T ∗θ |KθNθZ = T ∗θNθZ . (4.8)
For the jet function f (z) given by (1.7), the operator f (Tθ )∗ is well-defined and
decompositions
f (Tθ )
∗|KθM = f (TθM)∗, f (Tθ )∗|KθNθZ = f (TθNθZ)∗. (4.9)
hold true (see Section 3.1). We consider the following quadratic form on Kθ :
D(x, x)= 〈(I − f (Tθ )f (Tθ )∗) x, x〉Kθ
= ‖x‖2Kθ − ‖f (Tθ )∗x‖2Kθ , x ∈ Kθ . (4.10)
We shall show that, when λj is sufficiently close to ζj (for j = 1, . . . , r) and νi is
sufficiently close to zi (for i = 1, . . . , ), then the quadratic form D(x, x) has at least
the number of negative squares stated in Theorem 4.1.
In accordance with (4.7), let
x = x1 + x2, x1 ∈ KθM , x2 ∈ KθNθZ . (4.11)
Consequently,
D(x, x) = D(x1, x1)+D(x1, x2)+D(x2, x1)+D(x2, x2). (4.12)
By (4.9)–(4.11),
D(x1, x1)= ‖x1‖2KθM − ‖f (TθM)
∗x1‖2KθM , (4.13)
D(x1, x2)= 〈x1, x2〉Kθ − 〈f (TθM)∗x1, f (TθNθZ)∗x2〉Kθ , (4.14)
D(x2, x2)= ‖x2‖2KθNθZ − ‖f (TθNθZ)
∗x2‖2KθNθZ . (4.15)
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Consider the orthogonal projection PKθM of H 2 onto KθM . By (3.3) we have
PKθM = I − θMP+θ∗M = θMP−θ∗M, (4.16)
where P− = I − P+ is the orthogonal projection of L2 onto H 2−. If µj → ζj for j =
1, . . . , r , then θM(z)→ B(z), uniformly on the closure of D. Therefore, by (4.16),
PKθMh
L2−→ PKBh for every h ∈ L2. (4.17)
Let y1 be an arbitrary vector in KB , and define
x1 = B(TθM)∗PKθMy1. (4.18)
Substituting x1 in (4.13), we get the following equality:
D(x1, x1) = ‖B(TθM)∗PKθM y1‖2H 2 − ‖S(TθM)∗PKθMy1‖2H 2; (4.19)
here we use the fact that since the functions f andB are analytic in a neighborhood of
spec(TθM), we have f (TθM)∗B(TθM)∗ = (fB)(TθM)∗ = S(TθM)∗. SinceB, S ∈ H∞,
we have by Lemma 3.7:
B(TθM)
∗ = P+B∗|KθM , S(TθM)∗ = P+S∗|KθM , (4.20)
and therefore, by (4.17), as λj → ζj , j = 1, . . . , r , we have
B(TθM)
∗PKθM y1 = P+B∗θMP−θ∗My1
L2−→ P+B∗BP−B∗y1 = P+P−B∗y1 = 0,
whereas (4.16) yields
S(TθM)
∗PKθMy1 = P+S∗θMP−θ∗My1
L2−→ P+S∗BP−B∗y1 = S(TB)∗PKBy1 = S(TB)∗y1.
Note that x1 depends on λ1, . . . , λr as well as on y1. Thus, upon letting λj → ζj ,
j = 1, . . . , r , and keeping y1 fixed, we get
D(x1, x1)→−‖S(TB)∗y1‖2KB . (4.21)
Note that the operator S(TB) is invertible on KB because S(z) does not vanish on
Z(B) := {ζ1, . . . , ζr}. Similarly, substituting x1 of the form (4.18) into (4.14), and
letting λj → ζj , j = 1, . . . , r , we obtain
D(x1, x2)→−〈S(TB)∗y1, f (TθNθZ)∗x2〉H 2 . (4.22)
We pass to the limit in (4.12) when λj → ζj , j = 1, . . . , r , using the limits (4.21)
and (4.22), where we let y = S(TB)∗y1; note that y ∈ KB is arbitrary:
D(B(TθM)
∗PKθM
(
S(TB)
∗)−1 y + x2,
B(TθM)
∗PKθM
(
S(TB)
∗)−1 y + x2)→
−‖y‖KB − 2Re
(〈y, f (TθZθN)∗x2〉H 2)
+‖x2‖2KθZθN − ‖f (TθZθN)
∗x2‖2KθZθN . (4.23)
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The second term in (4.23) can be transformed as follows:
〈y, f (TθZθN)∗x2〉 = 〈y, PKBf (TθZθN)∗x2〉
= 〈y, f (TθZθN)∗x2 − BP+B∗f (TθZθN)∗x2〉
= 〈y, f (TθZθN)∗x2 − BB(TθZθN)∗f (TθZθN)∗x2〉. (4.24)
It will be convenient to introduce a new jet function g in such a way that
B(TθZθN)
∗f (TθZθN)∗ = g(TθZθN)∗. (4.25)
This leads to the following definition:
g(z) =

(
S(z), S′(z), . . .
)
if z /∈Z,(
γ˜i,0 . . . γ˜i,mi
) ∈ Cmi+1 if z = zi ∈Z,
not defined if z ∈Z(B) \Z,
(4.26)
where
γ˜i,k =
k∑
j=0
1
j !B
(j)(zi)γi,k−j . (4.27)
Observe that g has no poles, g has the same set of jumps Z as f does, m(g, z) =
m(f, z), and jump(g, z) = jump(f, z), z ∈Z. The latter equality needs to be com-
mented upon. It follows from the definition (4.26) and (4.27) that γ˜i,0 = 0 if zi ∈
Z ∩Z(B), since B(zi) = 0, while S(zi) /= 0 in this case. This means that
jump(g, zi) = 0 = jump(f, zi)
for zi ∈Z ∩Z(B). If zi ∈Z \Z(B), then B(zi) /= 0, and the claimed equality
follows from the identity
γ˜i,k − 1
k!S
(k)(zi) =
k∑
j=0
1
i!B
(i)(zi)
(
γi,k−j − 1
(k − j)!
(
S
B
)(k−j)
(zi)
)
.
(4.28)
Plugging (4.24) in (4.23), taking into account (4.25), and completing to a square we
obtain:
−‖y + f (TθZθN)∗x2 − Bg(TθZθN)∗x2‖2KB + ‖f (TθZθN)∗x2
−Bg(TθZθN)∗x2‖2KB + ‖x2‖2KθNθZ − ‖f (TθZθN)
∗x2‖2KθZθN
= −‖y˜‖2KB + ‖x2‖2KθNθZ − ‖g(TθNθZ)
∗x2‖2KθNθZ , (4.29)
where
y˜ = y + f (TθZθN)∗x2 − Bg(TθZθN)∗x2. (4.30)
Clearly, y˜ can be made arbitrary in KB by making an appropriate choice of y ∈ KB ,
for every fixed x2 ∈ KθZθN . Therefore, the term −‖y˜‖2KB in (4.29) has q =
∑r
i=1 ni
negative squares.
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Now we are going to transform the two last terms in (4.29), by decomposing x2:
x2 = xN + xZ, xN ∈ KθN , xZ ∈ KθZ . (4.31)
Then
‖x2‖2 − ‖g(TθNθZ)∗x2‖2 = ‖xN‖2 − ‖g(TθN)∗xN‖2 + 2Re 〈xZ, xN〉
− 2Re (〈g(TθZ)∗xZ, g(TθN)∗xN〉)
+‖xZ‖2 − ‖g(TθZ)∗xZ‖2. (4.32)
By (4.26), g(TθN) = S(TθN). Therefore, letting
xN = PKθN x˜Z with x˜Z ∈ KθZ ,
and passing to the limit in (4.32) as N→Z, we obtain:
‖x2‖2 − ‖g(TθNθZ)∗x2‖2 −→ ‖x˜Z‖2 − ‖S(TθZ)∗x˜Z‖2
+2Re 〈xZ, x˜Z〉 − 2Re
(〈g(TθZ)∗xZ, S(TθZ)∗x˜Z〉)
+‖xZ‖2 − ‖g(TθZ)∗xZ‖2. (4.33)
Upon setting now x˜Z = −xZ, the limit (4.33) takes the form
−‖ (g(TθZ)− S(TθZ))∗ xZ‖2. (4.34)
Taking into account the term −‖y˜‖2KB in (4.29), we arrive at the form
−‖y˜‖2KB − ‖
(
g(TθZ)− S(TθZ)
)∗
xZ‖2, (4.35)
which was obtained from the form D(x, x) (4.12)–(4.15) by means of a sequence of
operations that do not increase the number of negative squares. Namely, the oper-
ations were: invertible linear changes of variable that do not change the number of
negative squares ((4.18), “before (4.23)”, (4.30), and “before (4.33)”); limit passages
(4.23) and (4.33) that may only reduce the number of negative squares by Lemma 4.2
(1); and restriction to a subspace (“before (4.34)”, which again may only decrease
the number of negative squares by Lemma 4.2 (2)). Thus, the form D(x, x) has at
least as many negative squares as the form (4.35) does.
It follows now from the definition (4.26) that
rank
(
g(TθZ)− S(TθZ)
)= ∑
i=1
(m(f ; zi)− jump(g, zi))
=
∑
i=1
(m(f ; zi)− jump(f, zi)) . (4.36)
Therefore, the rank of the form (4.35) is equal
q +
∑
i=1
(m(f ; zi)− jump(f, zi)) , (4.37)
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and since the form (4.35) is negative semidefinite, the number of its negative squares
is equal to its rank. Hence, the quadratic form D(x, x), x ∈ Kθ has at least (4.37)
negative squares. 
For the proof of the inequality  in (4.1), we consider first the case where the
jumps are absent. The following lemma will be needed.
Lemma 4.4. Let f0(z) = S(z)/B(z), where S(z) is a Schur function and B(z) is a
Blaschke product of degree (=the number of zeros counted with multiplicities) q,
and S(z) and B(z) have no common zeros. Denote by
f = (f0(z), f1(z), . . . , fk(z), . . .), where fk(z)= 1
k!f
(k)
0 (z), z ∈ D \Z(B),
the jet function generated by f0. Then for every n-tuple of (not necessarily distinct)
points z = (z1, · · · , zn) ∈ (D \Z(B))n , and any selection of positive integers dj ,
j = 1, . . . , n, we have
sq− (Pd(f ; z))  q, d = (d1, . . . , dn). (4.38)
Proof. Assume the contrary, and let u = (u1, . . . , un) ∈ (D \Z(B))n be a selec-
tion of points such that
sq−(Pd(f ; u)) > q for some d = (d1, . . . , dn) ∈ Nn. (4.39)
Formulas (1.28) show that the C–P matrices Pd(f ; u) depend continuously on u
(assuming that d is fixed). Therefore,
sq−
(
Pd(f ; u′)
)
> q
for all n-tuples u′ sufficiently close to u. Thus, without loss of generality we assume
that u1, . . . , un are distinct.
Now, for j = 1, . . . , n, we select dj distinct points u(1)j , . . . , u
(dj )
j close to uj .
Define
Kj =

u
(1)
j 0 0 · · · 0
1 u(2)j 0 · · · 0
0 1 u(3)j
.
.
.
...
...
.
.
.
.
.
.
.
.
. 0
0 · · · 0 1 u(dj )j

.
(The dependence of Kj on u(p)j ’s and on dj ’s is suppressed in the notation.) Given
complex numbers hs,i , where s = 1, . . . di − 1; i = 1, . . . n, we let Pi,j be the unique
solution of the matrix equation
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Pi,j −KiPi,jK∗j =

1
0
...
0
 [1 0 . . . 0] −

h0,i
h1,i
...
hdi−1,i
[h∗0,j h∗1,j . . . h∗dj−1,j] ,
(4.40)
and let
K = [Pi,j ]ni,j=1.
Since the solution of the matrix equation (4.40) depends continuously on the coef-
ficients of that equation, and since Ki is close to Jdi (ui) (for i = 1, . . . , n), there
exists an E > 0 which depends on u1, . . . , un, on d1, . . . , dn, and on fk(uj ) for k =
0, . . . , dj − 1 and j = 1, . . . , n only, such that sq− (K) > q as long as
n∑
j=1
dj∑
k=1
(
|u(k)j − uj | + |hk−1,j − fk−1(uj )|
)
< E. (4.41)
We next observe the following equality:
TjKjT
−1
j = diag
(
u
(1)
j , u
(2)
j , . . . , u
(dj )
j
)
, j = 1, 2, . . . , n, (4.42)
where
Tj =

1 0 0 · · · 0
1 u(2)j − u(1)j 0 · · · 0
1 u(3)j − u(1)j
(
u
(3)
j − u(1)j
) (
u
(3)
j − u(2)j
)
· · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
1 u(dj )j − u(1)j
(
u
(dj )
j − u(1)j
) (
u
(dj )
j − u(2)j
)
· · · ∏dj−1k=1 (u(dj )j − u(k)j )

.
Equality (4.42) is verified by checking that TjKj = diag
(
u
(1)
j , . . . , u
(dj )
j
)
Tj holds.
We now multiply Eq. (4.40) on the left by Ti and on the right by T ∗j . As a result, we
obtain that the matrix
K̂ := diag(T1, T2, . . . , Tn)K(diag(T1, T2, . . . , Tn))∗
satisfies the equation
K̂ − diag
(
u
(1)
1 , . . . , u
(d1)
1 , . . . , u
(1)
n , . . . , u
(dn)
n
)
×K̂
(
diag
(
u
(1)
1 , . . . , u
(d1)
1 , . . . , u
(1)
n , . . . , u
(dn)
n
))∗
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=

1
1
...
1
 [1 1 . . . 1] −

ĥ0,1
ĥ1,1
...
ĥd1−1,1
ĥ0,2
...
ĥd2−1,2
...
ĥdn−1,n

× [̂h∗0,1, ĥ∗1,1, . . . , ĥ∗d1−1,1, ĥ∗0,2, . . . , ĥ∗d2−1,2, . . . , ĥ∗dn−1,n] ,
where
ĥ0,i
ĥ1,i
...
ĥdi−1,i
 = Ti

h0,i
h1,i
...
hdi−1,i
 , i = 1, . . . , n.
Clearly, sq (K̂) > q as long as (4.41) is satisfied. We now make a special choice of
hd,j . Namely, for a fixed j (j = 1, 2, . . . , n), let
h1,j
(
u
(k)
j
)
= g
(
u
(k)
j
)
, k = 1, . . . , dj ,
and
hd+1,j
(
u
(k1)
j , . . . , u
(kd+1)
j
)
=
hd,j
(
u
(k1)
j , . . . , u
(kd )
j
)
− hd,j
(
u
(k2)
j , . . . , u
(kd+1)
j
)
u
(k1)
j − u(kd+1)j
for d = 1, . . . , dj , and finally let
hd,j = hd+1,j
(
u
(1)
j , . . . , u
(d+1)
j
)
, d = 0, . . . , dj − 1.
We note that
lim
u
(1)
j ,...,u
(dj )
j →uj
hd,j = 1
d!g
(d)(uj ), d = 0, . . . , dj − 1; j = 1, . . . , n,
and therefore there exists a δ > 0 such that if
n∑
j=1
dj∑
k=1
∣∣∣u(k)j − uj ∣∣∣ < δ, (4.43)
then (4.41) is satisfied (with this particular choice of hd,j ). On the other hand, by the
Newton’s interpolation formula for divided differences (see, e.g. [30]) we have
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Tj

h0,j
h1,j
...
hdj−1,j
 =

g(u
(1)
j )
g(u
(2)
j )
...
g(u
(dj )
j )
 , j = 1, . . . , n.
(Analogous computations are found in [12, Lemma 3.1], and similar arguments are
given in [26].) Thus, K̂ is the Pick matrix corresponding to g(z) at the points u(d)j
(d = 1, . . . , dj ; j = 1, . . . , n). But, since g = S/B, where S is a Schur function and
B is a Blaschke product of degree q, we must have sq (K̂)  q by Theorem 1.2, a
contradiction if the u(d)j ’s are chosen so that (4.43) is satisfied. 
Proof of the inequality  in (4.1). The case when there are no jumps is taken care
of by Lemma 4.4. Consider now the general case. We have to show that every C–P
matrix Pd(f ; y), where y = (y1, . . . , ym), has no more than κ negative eigenvalues.
Without loss of generality, we may (and do) assume that the points y1, . . . , ym are
all distinct. By Lemma 4.3, we may further assume that Z ⊆ {y1, . . . , ym}, and if
yj = zi ∈Z, then dj = mi + 1. Thus, we consider the C–P matrix
P := Pd(f ; z1, . . . , z, u+1, . . . , un), (4.44)
where
d = (m1 + 1, . . . , m + 1, d+1, . . . , dn), u+1, . . . , un /∈Z.
We further assume (for notational simplicity) that the points z1, . . . , z are enumer-
ated so that z1, . . . , zr ∈Z(B) ∩Z and zr+1, . . . z /∈Z(B). Partition the matrix
(4.44) accordingly:
P =
P11 P12 P13P ∗12 P22 P23
P ∗13 P ∗23 P33
 , (4.45)
where P11 is |d1| × |d1|, P22 is |d2| × |d2|, and P33 is |d3| × |d3|, and where
|d1| =
r∑
j=1
(mj + 1), |d2| =
∑
j=r+1
(mj + 1), and |d3| =
n∑
j=+1
dj .
By Lemma 4.2(3), we have
sq−(P )  |d1| + sq−
([
P22 P23
P ∗23 P33
])
,
and therefore it remains to prove that
sq−
([
P22 P23
P ∗23 P33
])
 q +
∑
j=r+1
(mj + 1 − jump (f, zj )). (4.46)
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To this end, let
f˜ =
{
1
j !
(
S
B
)(j)
(z)
}∞
j=0
, z /∈Z(B),
be the jet function generated by the meromorphic function S/B. By Lemma 4.4 we
have
sq−
(
Pmr+1+1,...,m+1,d+1,...,dn(f˜ ; zr+1, . . . , z, u+1, . . . , un)
)
 q.
Partitioning
P˜ := Pmr+1+1,...,m+1,d+1,...,dn (f˜ ; zr+1, . . . , z, u+1, . . . , un) =
[
P˜22 P˜23
P˜ ∗23 P˜33
]
,
we obviously have P˜33 = P33. Next, consider the difference
P˜ − P =
[
P˜22 − P22 P˜23 − P23
P˜ ∗23 − P ∗23 0
]
.
Partition further:
P˜22 − P22 =

Qr+1,r+1 Qr+1,r+2 · · · Qr+1,
Qr+2,r+1 Qr+2,r+2 · · · Qr+2,
...
... · · · ...
Q,r+1 Q,r+2 · · · Q,
 ,
P˜23 − P23 =

Qr+1,+1 Qr+1,+2 · · · Qr+1,n
Qr+2,+1 Qr+2,+2 · · · Qr+2,n
...
... · · · ...
Q,+1 Q,+2 · · · Q,n
 ,
where Qi,j is (mi + 1)× (mj + 1) if j = r + 1, . . . , , and Qi,j is (mi + 1)× dj
if j = + 1, . . . , n. Furthermore, let
Li =

(
S
B
)
(zi)− γi,0
1
1!
(
S
B
)(1)
(zi)− γi,1
...
1
mi !
(
S
B
)(mi)
(zi)− γi,mi
 . (4.47)
For i = r + 1, . . . ,  and j = + 1, . . . , n the matrices Qi,j satisfy equations
Qi,j −Jmi+1(zi)Qi,j (Jdj (uj ))∗ = −Li [0 0 . . . 0] , (4.48)
and therefore Qi,j = 0 for j = + 1, . . . , n. Hence P˜23 = P23. For j = r + 1, . . . ,
, matrices Qi,j satisfy equations
Qi,j −Jmi+1(zi)Qi,j (Jmj+1(zj ))∗ = −LiL∗j (4.49)
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and therefore,
Qi,j = −
∞∑
k=0
Jmi+1(zi)
kLiL
∗
j
(
(Jmj+1(zj ))
∗)k . (4.50)
By definition of the numbers jump(f ; zi), the jump(f ; zi) top rows and the
jump(f ; zj ) first columns (counting from the left) of LiL∗j are zeros. Thus, as it
follows from (4.50), the jump(f ; zi) top rows and the jump(f ; zj ) first columns of
Qi,j are zeros. We obtain that P˜22 − P22 has at least ∑k=r+1 jump(f ; zk) zero rows
and
∑
k=r+1 jump(f ; zk) zero columns. Now an application of Lemma 4.2(3) yields
(4.46). 
4.2. Restrictions of standard jet functions
Theorem 4.1 and its proof allow us to obtain additional results concerning re-
strictions of standard jet functions. The proof of the next lemma follows easily by
definitions.
Lemma 4.5. If f is a jet function with the domain of definition , and if g ∈
CSκ(′) is an extension of f, then f ∈ CSκ ′() for some κ ′  κ .
Recall that a jet function f = {fj (z)}m(f ;z)−1j=0 , is a restriction of a jet function
g = {gj (z)}m(g;z)−1j=0 (equivalently, g is an extension of f ), if Dom(f ) ⊆ Dom(g),
the inequality m(f ; z)  m(g; z) holds for every z ∈ Dom (f ), and fj (z) = gj (z)
for all j = 0, . . . , m(f ; z)− 1 and all points z ∈ Dom(f ).
Theorem 4.6. Let f be a standard jet function as in Definition 1.7. Let
 ⊆ Dom(f ) = D \W
be any subset of the unit disc that contains the jumps Z = {z1, . . . , z} and, for
every point λ ∈W ∪Z, contains an infinite sequence of points that converges to λ.
Let a jet function g = {gj (z)}m(g;z)−1j=0 , z ∈  = Dom (g), be a restriction of f such
that for every zi ∈Z, the equalities m(g; zi) = m(f ; zi) and gj (zi) = γi,j hold for
j = 0, . . . , m(g; zi)− 1. Then g belongs to CSκ(), where
κ = q +
∑
z∈Z
(m(f ; z)− jump(f, z)) (4.51)
is given by (4.1).
For the proof observe that the inequality in (4.51) follows from Lemma 4.5 and
Theorem 4.1. The inequality  follows from the proof of Theorem 4.1.
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4.3. Extension to standard jet function: invertible C–P matrix
A key problem is to show that any jet function f defined on the set Dom(f ) ⊆ D
whose C–P matrices on Dom(f ) have not more than κ negative eigenvalues (counted
with multiplicities) and one such matrix has exactly κ negative eigenvalues, admits
an extension to a standard jet function of the classCSκ . In this section we shall show
that such an extension is possible if there exists a nonsingular C–P matrix Pd(f ; z)
which has exactly κ negative eigenvalues.
Thus, throughout this subsection we let f (z) = {fj (z)}m(f ;z)−1j=0 be a jet func-
tion with multiplicity index m(f ; z), such that f ∈ CSκ(Dom (f )), and let z =
{z1, . . . , zn} ⊂ (Dom(f ))n and d = (d1, . . . , dn) ∈ Nn (with dj  m(f ; zj ) for j =
1, . . . , n) be such that the C–P matrix Pd(f ; z) is invertible and has κ negative
eigenvalues (counted with multiplicities). (The existence of such z and d is assumed.)
It follows from the invertibility of Pd(f ; z) that the points z1, . . . , zn are disjoint.
Indeed, say z1 = z2. Then letting x ∈ C|d| be the vector with 1 in the first position,
−1 in the (d1 + 1)th position, and zeros in all other positions, we have
Cd(f ; z)∗
(
Td(z)
∗)m x = E∗d (Td(z)∗)m x = 0, m = 0, 1, . . . ,
and therefore
Pd(f ; z)x =
∞∑
m=0
Td(z)
m
(
EdE
∗
d − Cd(f ; z)Cd(f ; z)∗
) (
Td(z)
∗)m x = 0.
So KerPd(f ; z) /= 0.
Setting for short Td := Td(z), Pd := Pd(f ; z), and Cd(f ) := Cd(f ; z), consider
the function
(z)=
[
11 12
21 22
]
= I2 − (1 − z)
[
E∗d
Cd(f )∗
]
×(I − zT ∗d )−1P−1d (I − Td)−1
[
Ed Cd(f )
]
J (4.52)
and note that the latter formula coincides with (2.28) upon clear replacement of
Cd(g) by Ed. This function is invertible at each point z /∈ {z1, . . . , zn} and satisfies
J −(z)J(w)∗ = (1 − zw∗)
[
E∗d
Cd(f )∗
]
(I − zT ∗d )−1P−1d
×(I − w∗Td)−1
[
Ed Cd(f )
]
. (4.53)
The following two theorems were proved in [11]. We present them in the form con-
venient for our purposes.
Theorem 4.7. Let  be the function given in (4.52), let E be a Schur function
and assume that the function 21E+22 has zeros of multiplicities m1, . . . , mn at
points z1, . . . , zn, respectively (the case when mj = 0 for some j is not excluded,
which would mean that zj is actually not a zero of 21E+22), and zeros of
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positive multiplicities k1, . . . , kr at distinct points µ1, . . . , µr /∈ D \ {z1, . . . , zn}.
Thus, all the zeros of21E+22 in D are contained in {z1, . . . , zn} ∪ {µ1, . . . , µr }.
Then the meromorphic function
F(z) = 11(z)E(z)+12(z)
21(z)E(z)+22(z) (4.54)
belongs to the class Sκ−γ , where
γ =
n∑
j=1
min{mj , dj }. (4.55)
The function F given by (4.54) will be understood as the meromorphic function
whose domain of definition consists of points z for which the denominator in (4.54)
is nonzero, as well as of those points into which the value of F(z) can be continued
analytically from the formula in (4.54). With this understanding, we have:
Theorem 4.8. The function F has poles of multiplicities kj at µj for j = 1, . . . , r,
poles of multiplicities mi − di at zi (if mi > di), and is analytic at all other points
in {z1, . . . , zn}. Moreover, if mi  di, then
F (j)(zi) = j !fj (zi) (j = 0, . . . , di −mi − 1) (in the case when mi < di),
(4.56)
and
F (di−mi)(zi) /= (di −mi)!fdi−mi (zi). (4.57)
The proof of the theorem is based on observations concerning zeros of functions
UE(z) := 11(z)E(z)+12(z) and VE(z) := 21(z)E(z)+22(z).
(4.58)
Note that functions (4.58) are analytic in D. By (4.54), F(z) = UE(z)
VE(z)
. We recall
several observations from [11] for the reader’s convenience.
Lemma 4.9. Let  be the function given in (4.52), let E be a Schur function and
let UE and VE be the functions defined as in (4.58). Then
(1) UE and VE have no common zeros in D \ {z1, . . . , zn}.
(2) If some zj happens to be a common zero of UE and VE, with pj and mj the
multiplicity of zj as a zero of UE and VE, respectively, then min(pj ,mj )  dj .
(3) If VE has the zero of multiplicity mj > dj at zj , then UE has the zero of multi-
plicity dj at zj .
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Lemma 4.10. Let f (z) = {fj (z)}m(f ;z)−1j=0 be a jet function with multiplicity index
m(f ; z) defined on a set Dom(f ) ⊂ D, and let κ  0 be such that f ∈ CSκ . As-
sume that there exists an n-tuple z = (z1, . . . , zn) ∈ (Dom(f ))n and a multiinteger
d = (d1, . . . , dn) ∈ Nn, where dj  m(f ; zj ) for j = 1, . . . , n, such that the C–P
matrix Pd(f ; z) is invertible and has κ negative eigenvalues (counted with multi-
plicities). Then f admits an extension to a standard jet function g in the class CSκ
such that the jumps of g, if any, are contained in Dom(f ).
Proof. Let Td(z), Ed and Cd(f ; z) be the matrices given by (1.18) and (1.29).
Setting for short Td := Td(z), Pd := Pd(f ; z), and Cd(f ) = Cd(f ; z), consider the
function  = [ij ]2i,j=1 given by (4.52).
Let w = (w1, . . . , wr) be an r-tuple of points wj ∈ Dom(f ), which need not be
distinct from z1, . . . , zn. We adjoin (w1, . . . , wr) to z1, . . . , zn with a multiinteger
k = (k1, . . . , kr ), kj  m(f ;wj). In other words, let (d, k) ∈ Nn+r and consider
the extended C–P matrix
P(d,k)(f ; z1, . . . , zn, w1, . . . , wr) =
[
Pd ∗
 Pk(f ;w1, . . . , wr)
]
. (4.59)
By Theorem 2.8, the matrix
S = Pk(f ;w1, . . . , wr)−P−1d ∗ = Pk(u, v;w1, . . . , wr) (4.60)
is the C–P matrix of the pair (u, v) of jet functions with the same domain of definition
as f , given by
u = f · ˜22 − ˜12 and v = ˜11 − f · ˜21, (4.61)
where ˜ij denotes the jet function generated by the rational functionij . Recall that
the functions ij are analytic in D.
Since sq−Pd = κ , it follows from (4.59) by Lemma 4.2, that sq−P(d,k)  κ . The
converse inequality holds since f belongs to CSκ(Dom(f )), and thus,
sq−P(d,k) = κ. (4.62)
Now it follows from (4.59) that the Schur complement S of Pd in P(d,k) is positive
semidefinite,
Pk(u, v;w1, . . . , wr)  0.
Thus, every C–P matrix of the pair (u, v) is positive semidefinite and thus, (u, v)
belongs to the class PCS0. By Theorem 3.1, there exists a Schur function E, such
that
u(z) = v(z) · E˜(z) (z ∈ Dom(f )), (4.63)
where E˜ is the jet function generated by E. Substituting (4.61) into (4.63), we get
f (z) · ˜22(z)− ˜12(z) =
(
˜11(z)− f (z) · ˜21(z)
) · E˜(z),
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which is equivalent to
f (z) · (˜21(z) · E˜(z)+ ˜22(z)) = ˜11(z) · E˜(z)+ ˜12(z) (z ∈ Dom(f )).
(4.64)
Comparing the first components in (4.64) we get
f0(z) (21(z)E(z)+22(z)) = 11(z)E(z)+12(z) (z ∈ Dom (f )).
(4.65)
We note that the function 21E+22 has the same number of zeros (counted with
multiplicities) in D as22 does, and this number does not exceed κ (see [8, Chapter
19]), and therefore 21E+22 is not identically zero. We conclude that f0 coin-
cides with the meromorphic function
F(z) = 11(z)E(z)+12(z)
21(z)E(z)+22(z) (4.66)
at every z ∈ Dom(f ) \Z(21E+22).
It follows from (4.64) that the jet function F˜ generated by F extends f , where f
considered as restricted to the set Dom (f ) \Z(21E+22). Thus, F˜ and f might
be not the same on the set Z(21E+22). We are going to clarify on which part
of this set F˜ and f are actually distinct. To this end the following four remarks are
in order.
Remark 4.11. It holds that
21(z)E(z)+22(z) /= 0 (z ∈ Dom (f ) \ {z1, . . . , zn}). (4.67)
Proof. Assuming that
21(ζ )E(ζ )+22(ζ ) = 0, (4.68)
for some point ζ ∈ Dom(f ) \ {z1, . . . , zn}, we would conclude from (4.65) that
11(ζ )E(ζ )+12(ζ ) = 0,
which together with (4.68) would imply
(ζ )
[
E(ζ )
1
]
= 0
which would mean that det(ζ ) = 0. But (z) is invertible at any point ζ /∈
{z1, . . . , zn} (see the remark after (2.30)). 
Remark 4.12. If a point zi belongs to Z(21E+22), and m(f ; zi) = ∞, then
actually F is analytic at zi and f (zi) = F˜ (zi).
Proof. If zi is a zero of21E+22 of multiplicity mi , then equality (4.64) implies
Rmi (˜11 · E˜+ ˜12; zi) = Rmi (f ; zi)Rmi (˜21 · E˜+ ˜22; zi), (4.69)
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which is the zero matrix (see (2.6) for the definition of the triangular Toeplitz matri-
ces Rd(h; zi)). Thus, zi is a zero of 11E+12 of multiplicity at least mi , and the
function F given by (4.66) is analytic at zi . Furthermore, letting
1(z) = 11(z)E(z)+12(z)
(z− zi)mi , 2(z) =
21(z)E(z)+22(z)
(z− zi)mi ,
we have
F(z) = 1(z)/2(z), (4.70)
and (4.64) gives
Rd(f ; zi)Rd(˜2; zi) = Rd(˜1; zi), d = 1, 2, . . . , (4.71)
where ˜j (j = 1, 2) is the jet function generated byj . Since2(zi) /= 0, it follows
from (4.70) and (4.71) that f (zi) = F˜ (zi). 
Let mi denote the multiplicity of zi as the zero of the function 21E+22.
Remark 4.13. If the multiplicity mi of zi is greater than di , then m(f ; zi) = di .
Proof. By construction, m(f ; zi)  di . Assuming that m(f ; zi) > di , we con-
clude from (4.64) that the function 21E+22 has zero at zi of multiplicity at
least min(mi,m(f ; zi)) > di , which contradicts the second statement in
Lemma 4.9. 
We split the set {z1, . . . , zn} into three disjoint parts (some of these parts may be
empty):
Z+ = {zi : mi > di = m(f ; zi) <∞},
Z− = {zi : 0 < mi  di  m(f ; zi) <∞},
Z0 = {zi : mi = 0 or m(f ; zi) = ∞, or both mi = 0 and m(f ; zi) = ∞}
and we let
Z :=Z+ ∪Z−. (4.72)
Remark 4.14. If zi ∈Z−, then F is analytic at zi by Theorem 4.8, and
fj (zi) = F˜j (zi) := F
(j)(zi)
j ! (j = 0, . . . , m(f ; zi)−mi − 1). (4.73)
For a proof use equality
Rm(f ;zi )(˜11 · E˜+ ˜12; zi) = Rm(f ;zi )(f ; zi)Rm(f ;zi )(˜21 · E˜+ ˜22; zi),
which follows from (4.64).
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We now introduce the set
W = (D ∩Z(21E+22)) \ {z1, . . . , zn} (4.74)
of the zeros of 21E+22 besides {z1, . . . , zn} that are in D. Note that W is fi-
nite (indeed, the number of zeros (counted with multiplicities) of 21E+22 in
D does not exceed κ (see [8, Chapter 19]). Thus let W = {ω1, . . . , ωp}, where ωj ,
j = 1, . . . , p are distinct, and assume that ωj is a zero of 21E+22 of multi-
plicity kj > 0, for j = 1, . . . , p. Note also that W does not intersect the domain of
definition of f by Remark 4.11. Then clearly, Z ∩W = ∅.
By Remarks 4.11 and 4.12, f coincides with F˜ at every point z ∈ Dom(f ) \Z.
Thus, the jet function F˜ provides a meromorphic extension of the jet function f
restricted to Dom(f ) \Z to the all of
D \ (Z(21E+22) \Z0) = D \ (Z ∪W).
We want to extend the whole of f to a standard jet function. To this end, we define
the jet function
g(z) =

F˜ (z) if z ∈ D \ (Z ∪W),
F˜ (z) if z ∈Z− and fj (z) = F
(j)(z)
j ! for all j, 0  j  m(f ; z)− 1,
f (z) if z ∈Z+ or if z ∈Z− and fj (z) /= F
(j)(z)
j ! for some j,
and note that g extends f , by construction. It remains to show that g is a standard jet
function of the class CSκ .
By Theorem 4.8 and Lemma 4.9(1), the function F defined by (4.66) has poles of
multiplicities kj at ωj for j = 1, . . . , p and poles of multiplicities mi − di at every
point zi ∈Z+. Furthermore, by Theorem 1.2, F belongs to the class Sκ(F ), where
κ(F ) =
p∑
j=1
kp +
∑
zi∈Z+
(mi − di). (4.75)
(Note that Theorem 1.2 is applicable because F belongs to Sκ ′ for some κ ′ by
Theorem 4.7.) On the other hand, by Theorem 4.7 and by definitions of the sets Z−
and Z+, the jet function F˜ belongs to the class Sκ(F˜ ), where
κ(F˜ ) = κ −
∑
zi∈Z
min(mi, di) = κ −
∑
zi∈Z−
mi −
∑
zi∈Z+
di. (4.76)
Moreover, F admits the Krein–Langer representation F = S/B (see Theorem 1.2)
for some Schur function S and some Blaschke product B of degree κ(F ), where S
and B have no common zeros (in D), and Z(B) =W ∪Z+. Then clearly
W ⊆W ∪Z+ =Z(B) ⊆W ∪Z+ ∪Z− =W ∪Z.
Furthermore, by definitions of the sets Z+ and Z−, it holds that m(g; zi) <∞ for
every zi ∈Z.
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To prove that g is standard, it remains to show that f (zi) /= F˜ (zi) for every zi ∈
Z+. This is clear, since by Theorem 4.8, the function F has poles at all points zi ∈
Z+.
Finally, we prove that g ∈ CSκ . It follows from (4.73), that
jump(g; zi)  m(f ; zi)−mi (zi ∈Z−) (4.77)
and clearly,
jump(g; zi) = 0 (zi ∈Z+).
Thus, by Theorem 4.6, where for a standard jet function h we denote by κ(h) the
nonnegative integer such that h ∈ CSκ(h), we have
κ(g)= κ(F˜ )+
∑
zi∈Z
(m(f ; zi)− jump(g; zi))
= κ(F˜ )+
∑
zi∈Z−
(m(f ; zi)− jump(g; zi))+
∑
zi∈Z+
(m(f ; zi)
−jump(g; zi)) (note that m(g; zi) = m(f ; zi) for zj ∈Z−)
 κ(F˜ )+
∑
zi∈Z−
mi +
∑
zi∈Z+
m(f ; zi)
= κ(F˜ )+
∑
zi∈Z−
mi +
∑
zi∈Z+
di. (4.78)
Note that
κ(F ) = κ(F˜ ). (4.79)
To verify this, observe that since F is a meromorphic function in Sκ ′ for some
κ ′ (Theorem 4.7), F admits a Krein–Langer factorization F = S/B, where S is a
Schur function and B is a (finite) Blaschke product (Theorem 1.2). Now Lemma 4.4
guarantees that κ(F˜ )  q, the degree of B. But by Theorem 1.2 κ(F ) = q, and since
the inequality κ(F )  κ(F˜ ) is obvious, (4.79) follows.
Using (4.79), and substituting (4.76) into (4.78) we get κ(g)  κ . Since g extends
f , we have also κ(g)  κ and thus, g belongs to the class CSκ . 
Several remarks regarding the proof of Lemma 4.10 are in order.
Remark 4.15. Since in (4.78) we have in fact equality, then actually the equalities
prevail in (4.77), i.e.,
m(f ; zi)−mi = jump(g; zi) for every zi ∈Z−.
Thus, the situation when
fj (z) = F
(j)(z)
j ! for j = 0, 1, . . . , m(f ; z)− 1
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cannot happen, and in fact
g(z) =
{
F˜ (z) if z ∈ D \ (Z ∪W),
f (z) if z ∈Z. (4.80)
Remark 4.16. As it follows from the previous remark, the setZ coincides with the
set of jumps of the jet function g.
4.4. Extension to standard jet function: singular C–P matrices
In this section we consider the cases left out of Lemma 4.10. We need the follow-
ing facts.
Lemma 4.17. If
X =
[
A B
B∗ C
]
is a partitioned Hermitian matrix, and if
sq−(X) = sq−(A), (4.81)
then the range of B is contained in the range of A, and C − B∗A[−1]B is positive
semidefinite, where A[−1] stands for the Moore–Penrose inverse of A.
Proof. Without loss of generality, we may assume that A is of the form A =[
A1 0
0 0
]
, where A1 is invertible. Partition conformally
B =
[
B1
B2
]
.
Applying the Schur complement with respect to the invertible matrix A1, we see that
X is congruent to
Y :=
A1 0 00 0 B2
0 B∗2 C − B∗1A−11 B1
 .
Now condition (4.81) implies sq−(Y ) = sq−(A1), which in turn implies B2 =
0; otherwise the matrix
[
0 B2
B∗2 C − B∗1A−11 B1
]
would have at least one negative
eigenvalue. For the same reason, C − B∗A[−1]B must be positive semidefinite. 
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Lemma 4.18. Let be given a pair of matrices (A,B),A ∈ Cp×p, B ∈ Cp×q . Then
(A,B) is controllable if and only if
s∑
j=1
Range
(
(µj I − A)−1B
)
= Cp (4.82)
for some set {µ1, µ2, . . . , µs} ∈ C \ spec(A), µi /= µj if i /= j, where s is the de-
gree of the minimal polynomial of A.
Proof. Since each (µj − A)−1 is a linear combination of I, A, . . . , As−1, the part
“if” is immediate. Conversely, assume that (A,B) is controllable. Using the easily
verifiable fact that the matrices (µj I − A)−1, j = 1, . . . , s, are linearly independent
(to verify this, one may take advantage of the isomorphism between the subalge-
bra generated by A and the factor algebra C[x]/{p(x)}, where p(x) is the minimal
polynomial of A), it follows that every power of A is a linearly combination of the
(µj I − A)−1’s, and therefore (4.82) holds. 
In the next lemma, we make a hypothesis that is dense in D. It will turn out later
(see Section 5) that this hypothesis is superfluous. However, we need the statement
of the next lemma as is to prove the result without the denseness hypothesis.
We say that a standard jet function as defined in Definition 1.7 is rational if the
Schur function S(z) is rational.
Lemma 4.19. Let f be a jet function with the domain of definition  := Dom(f ),
and assume that  is dense in D. Assume further that f ∈ CSκ() for some integer
κ  0, and is such that there exist n distinct points z = (z1, . . . , zn) ∈ n and posi-
tive integers d1  m(f ; z1), . . . , dn  m(f ; zn) for which the C–P matrix Pd(f ; z),
where d = (d1, . . . , dn), has κ negative eigenvalues (counted with multiplicities)
and is singular. Then f admits extension to a unique standard jet function f˜ ∈ CSκ .
Moreover, the jumps of f˜ , if any, are contained in Dom(f ), and f˜ is a rational jet
function.
The following example shows a situation in which a jet function f ∈ CSκ() is
such that every C–P matrix associated with f and having κ negative eigenvalues is
singular.
Example 4.20. Let  ⊆ D be any set containing zero, and define a jet function f
by
f (z) =
{
(1, 0, h) ∈ C3 if z = 0,
1 if z ∈  \ {0},
where h /= 0. Thus, m(f ; 0) = 3 and m(f ; z) = 1 if z ∈  \ {0}. Then
P(d,1,...,1)(f ; 0, z1, . . . , zn) = 0, if d < 3, z1, . . . , zn ∈  \ {0},
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and
P(3,1,...,1)(f ; 0, z1, . . . , zn) =

0 0 −h 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
−h 0 −|h|2 −h 0 · · · 0 −h
0 0 −h 0 0 · · · 0 0
0 0 0 0 0 · · · 0 0
...
...
...
...
...
...
...
0 0 −h 0 0 · · · 0 0

,
if z1, . . . , zn ∈  \ {0}. Clearly, f ∈ CS1(), and all C–P matrices associated with
f and having one negative eigenvalue are singular.
Proof of Lemma 4.19. Let z := (z1, . . . , zn) and d be as asserted in the Lemma.
Choose arbitrary µ ∈ , and consider the C–P matrix
P˜ := P(d,1)(f ; z, µ),
and partition:
P˜ =
[
Pd(f ; z) P12
P ∗12 Q
]
,
where P12 and Q are some matrices of appropriate sizes. Clearly,
sq−(P˜ ) = sq−(Pd(f ; z)) = κ,
and since Pd(f ; z) is singular, there exists x ∈ C|d| \ {0} such that x∗Pd(f ; z) = 0.
By Lemma 4.17, we have also
x∗P12 = 0 for every µ ∈ . (4.83)
We now compute P12. The matrix P12 satisfies the equation
P12 − Td(z)P12µ∗ = Ed − Cd(f ; z)f0(µ)∗, (4.84)
where
Cd(f ; z) =
Cd1(f ; z1)...
Cdn(f ; zn)
 , Cdj (f ; zj ) =

f0(zj )
f1(zj )
...
fdj−1(zj )
 . (4.85)
Eq. (4.84) is easy to solve for P12:
P12 = (I − µ∗Td(z))−1(Ed − Cd(f ; z)f0(µ)∗).
Thus,
x∗(I − µ∗Td(z))−1(Ed − Cd(f ; z)f0(µ)∗) = 0,
which we rewrite in the form
x∗(I − µ∗Td(z))−1Ed = x∗(I − µ∗Td(z))−1Cd(f ; z)f0(µ)∗, µ ∈ .
(4.86)
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The pair (Td(z), Ed) is easily seen to be controllable. By Lemma 4.18, the rational
function (with µ∗ as the independent variable) x∗(I − µ∗Td(z))−1Ed is not iden-
tically zero, and therefore, as equation (4.86) shows, the rational function x∗(I −
µ∗Td(z))−1Cd(f ; z) is also not identically zero. Thus, we can solve (4.86) for f0(µ):
f0(µ) = E
∗
d(I − µTd(z)∗)−1x
Cd(f ; z)∗(I − µTd(z)∗)−1x ,
µ ∈  \Z
(
Cd(f ; z)∗(I − zTd(z)∗)−1x
)
. (4.87)
Denote
g(z) = E
∗
d(I − zTd(z)∗)−1x
Cd(f ; z)∗(I − zTd(z)∗)−1x , (4.88)
a rational function with domain of definition D \ Pol(g), where Pol(g) is the set of
poles of g. Note that Pol (g) ⊆Z(Cd(f ; z)∗(I − zTd(z)∗)−1x).
Since the restriction g˜ of g to the set
˜ :=  \Z
(
Cd(f ; z)∗(I − zTd(z)∗)−1x
)
(4.89)
is also a restriction of f , we obtain that g˜ ∈ CSκ ′(˜) for some κ ′  κ (Lemma
4.5). Since the set ˜ is dense in D, it is easily seen that in fact g ∈ CSκ ′(Dom(g)).
Theorem 1.2 now implies that g = S/B, where S is a rational Schur function, and B
is a Blaschke product of degree κ ′.
Next, we show that
fk(z) = 1
k!g
(k)(z) for k = 0, . . . , m(f ; z)− 1 (4.90)
for every z ∈  \Z(Cd(f ; z)∗(I − zTd(z)∗)−1x). The case k = 0 is proved; see
(4.87). To prove (4.90) for k  1, consider
P̂ := Pd,k+1(f ; z, µ) =
[
Pd(f ; z) P̂12
P̂ ∗12 Q̂
]
,
k  m(f ;µ)− 1, µ ∈  \Z
(
Cd(f ; z)∗(I − zTd(z)∗)−1x
)
.
The matrix P̂ ∗12 satisfies
P̂ ∗12 −Jk+1(µ)P̂ ∗12Td(z)∗ = Ek+1E∗d − Ck+1(f ;µ)Cd(f ; z)∗,
and therefore
P̂ ∗12 =
∞∑
α=0
(
Jk+1(µ)
)α (
Ek+1E∗d − Ck+1(f ;µ)Cd(f ; z)∗
) (
Td(z)
∗)α .
Multiply this equation on the right by x, take advantage of the equality P̂ ∗12x = 0
(which follows by Lemma 4.17), and rearrange terms to obtain:
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∞∑
α=0
(E∗dx)
(
Jk+1(µ)
)α
Ek+1 =
∞∑
α=0
(
Cd(f ; z)∗
(
Td(z)
∗)α x)
× (Jk+1(µ))α Ck+1(f ;µ). (4.91)
Recalling that
(
Jk+1(µ)
)α
Ek+1 =

µα
αµα−1
...(
α
k
)
µα−k
 ,
((
α
k
)
is interpreted as zero if k > α
)
, we rewrite (4.91) for each component:
∞∑
α=0
(E∗dx)
(
α
s
)
µα−s =
∞∑
α=0
(Cd(f ; z)∗ (Td(z)∗)α x) s∑
t=0
(
α
t
)
µα−t fs−t (µ)

(4.92)
for s = 0, . . . , k. Assume by induction that we have already proved that fs(µ) =
1
s!g
(s)(µ) for s = 0, . . . , k − 1. Then we have
s∑
t=0
(
α
t
)
µα−t fs−t (µ) =
{
1
s! (µ
αg(µ))(s) if s  k − 1,
1
k! (µ
αg(µ))(k) − Rα if s = k,
(4.93)
where
Rα = µα
(
fk(µ)− 1
k!g
(k)(µ)
)
.
Substitute (4.93) in (4.92) (with s = k − 1), and equate the derivatives of both sides:
∞∑
α=0
(E∗dx)k
(
α
k
)
µα−k =
∞∑
α=0
((
Cd(f ; z)∗
(
Td(z)
∗)α x) s∑
k=0
k
1
k! (µ
αg(µ))(k)
)
.
Comparing with (4.92) (with s = k), we obtain
0=
∞∑
α=0
(
Cd(f ; z)∗
(
Td(z)
∗)α x)Rα
= Cd(f ; z)(I − µTd(z)∗)−1x
(
fk(µ)− 1
k!g
(k)(µ)
)
,
and sinceµ /∈Z (Cd(f ; z)∗(I − zTd(z)∗)−1x), the equality fk(µ) = 1
k!g
(k)(µ) fol-
lows, as required. This proves (4.90).
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Let
 =
(
{z1, . . . , zn} ∪Z
(
Cd(f ; z)∗(I − zTd(z)∗)−1x
))
∩ ,
and let
 =Zp ∪Z01 ∪Z02,
a disjoint union, where
Zp =  ∩ Pol(g),
Z01 is the set of points in  \ Pol(g) where the values of f form a jump, in other
words, if ν ∈Z01, then there exists a j , 0  j  m(f ; ν)− 1, such that fj (ν) /=
1
j !g
(j)(ν), and Z02 is the set of all such ν ∈  \ Pol(g) for which
fj (ν) = 1
j !g
(j)(ν), j = 0, . . . , m(f ; ν)− 1.
(The case when one or more sets among Zp, Z01, Z02 is empty is not excluded.)
For every ν ∈Zp ∪Z01, select a finite integer m(ν)  m(f ; ν), and consider the
following restriction f̂ of f :
f̂ (z) = g(z), m(f̂ ; z) = 1 for z ∈  \ (Zp ∪Z01) ,
f̂j (ν) = fj (ν), j = 0, . . . , m(ν)− 1 for ν ∈Zp ∪Z01.
By Lemma 4.5, f̂ ∈ CSκ ′′ for some κ ′′  κ. On the other hand, f̂ is a restriction
of a standard jet function ĝ whose meromorphic part is equal to g, and therefore
Theorem 4.6 yields
κ ′′ = κ ′ +
∑
ν∈Zp∪Z01
[
m(ν)− jump(ĝ, ν)] (4.94)
for m(ν) large enough (so that the jump occurs in a position that is smaller than or
equal to m(ν)). If m(f ; ν) = ∞ for some ν ∈Zp ∪Z01, we obtain a contradiction
with (4.94), by taking m(ν) as large as we please. Thus, m(f ; ν) is finite for every
ν ∈Zp ∪Z01. But now there is a standard jet function g˜ with the meromorphic part
g which is an extension of f . Namely,
g˜ =
{(
g(z), g′(z), 12g
′′(z), . . .
)
if z ∈ D \ (Pol(g) ∪Z01) ,
f (z) if z ∈Zp ∪Z01.
We have therefore that g˜ ∈ CSκ ′′′ for some κ ′′′  κ , in view of Lemma 4.5. Using
Theorem 4.1, we get
κ ′′′ = κ ′ +
∑
ν∈Zp∪Z01
[
m(f ; ν)− jump(g˜, ν)] .
Comparison with (4.94) show that κ ′′′ = κ ′′, which in turn is less than or equal to κ .
Thus, κ ′′′ = κ , and we can take f˜ = g˜ to satisfy the conclusions of the Lemma.
To prove the uniqueness, observe that by formulas (4.87) and (4.88), any stan-
dard jet function extension g′ ∈ CS(κ) of f must coincide with (4.88) (which is
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independent of the choice of x in view of (4.87) because the domain of definition
of f is dense in D) on the set Dom (f ) ∩Z(Cd(f ; z)∗(I − zTd(z)∗)−1x). Formula
(4.1) for κ shows that g′ must coincide with the jet function g˜ constructed above.
Finally, the jumps of f˜ must be contained in the domain of definition of f , be-
cause otherwise a jump z0 which is not contained in Dom(f ) can be eliminated
from f˜ (either by removing z0 from Dom(f˜ ) if z0 happens to be a pole of f˜ or by
redefining f˜ at z0 if z0 is not a pole of f˜ ), resulting in a standard jet function which
by Theorem 4.1 belongs to some class CSκ ′ with κ ′ < κ , and on the other hand is
an extension of f . This would contradict Lemma 4.5. 
Next, we continue with an existence result.
Lemma 4.21. Let f (z) = {fj (z)}m(f ;z)−1j=0 be a jet function with multiplicity index
m(f ; z) defined on a set Dom(f ) ⊂ D, and assume that there is a nonnegative inte-
ger κ such that f ∈ CSκ(Dom (f )). Then f admits an extension to a standard jet
function g in the class CSκ .
Proof. Consider jet functions rmf , m = 1, 2, . . . , where 0 < rm < 1, the numbers
rm are sufficiently close to 1, and rm tend to 1 as m→∞. By Remark 2.9, and by
continuity of eigenvalues of Pd(rmf ; z) as functions of rm (for fixed d and z), the
jet functions rmf belong to the class CSκ(Dom(f )), and Pd(rmf ; z) is invertible
(again for fixed d and z). By Lemma 4.10, rmf admits extension to a standard jet
function g[m] ∈ CSκ having all its jumps (if any) in Dom(f ).
Let sm be the Schur function and bm be the Blaschke product taken from the
definition of the standard jet function g[m]. By Theorem 4.1 the degree κm of bm
does not exceed κ . We may further assume that bm is normalized so that bm(1) = 1
(this normalization makes sm and bm unique).
By Montel’s theorem (see, e.g. [29]), there exists a Schur function s and a subse-
quence {mk}∞k=1 so that limk→∞ smk (z) = s(z) uniformly on compact subsets of D.
By passing (if necessary) to a subsequence of {mk}∞k=1 we can also ensure that the
degrees κo := κmk are independent of k and that limk→∞ bmk (z) = b(z) uniformly
on compact subsets of D. The limit function b(z) is a Blaschke product of a certain
degree κ ′  κo. In fact, if we enumerate anyhow the zeros {µ(j)mk }κ
o
j=1 of bmk (z), then
(again by passing to a subsequence of {mk}∞k=1) we can make limk→∞ µ(i)mk = µ(i),
for i = 1, . . . , κo. If |µ(i)| < 1, the Blaschke factors with zeros at µ(i)mk converge
to the Blaschke factor with zero at µ(i). If |µ(i)| = 1, then these Blaschke factors
converge to a unimodular constant.
The functions s(z)andb(z)may have common zeros; thus, we let s0(z) = s(z)/d(z)
and b0(z) = b(z)/d(z), where d(z) is the Blaschke factor corresponding to the com-
mon zeros of s(z) and b(z) (multiplicities taken into account). So s0 and b0 are a
Schur function and a Blaschke product, respectively, having no common zeros. Note
that
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lim
k−→∞
1
j !
(
smk
bmk
)(j)
(z) = 1
j !
(
s0
b0
)(j)
(z), j = 0, 1, . . . (4.95)
for every z ∈ D \ (Z(b0) ∪Z(d)). Let Z[m] be the set of jumps of g[m], and let
W[m] = D \ Dom (g[m]). Since by Theorem 4.1 the cardinalities of the sets Z[m]
and W[m] do not exceed κ , passing to a subsequence (if necessary) of {mk}∞k=1, we
may (and do) assume that the limits
lim
k→∞ Z
[mk] and lim
k→∞W
[mk]
exist; let
Z := D ∩
(
lim
k→∞Z
[mk]
)
, W := D ∩
(
lim
k→∞W
[mk]
)
.
Since
Z(bmk ) ⊆Z[mk] ∪W[mk], k = 1, 2, . . . ,
we have
Z(b0) ⊆Z(b) =Z(b0) ∪Z(d) ⊆Z ∪W.
We now define a jet function g as follows:
g(z) =

(
s0
b0
(z), . . . ,
1
k!
(
s0
b0
)(k)
(z), . . .
)
∈ C∞ if z ∈ D \ (W ∪Z)
f (z) if z ∈
(W ∪Z) ∩ Dom(f )
undefined for all other z ∈ D
(4.96)
Thus,
Dom(g) = Dom(f ) ∪ (D \ (W ∪Z)) .
In what follows we denote by hj (z) the j th component of the value h(z) of a
jet function h at z ∈ Dom (h); j = 0, . . . , m(h; z)− 1. Let z ∈ D \ (W ∪Z). Then
z /∈Z[mk] ∪W[mk] for sufficiently large k, and therefore the j th component g[mk]j (z)
of g[mk](z) has the form
g
[mk]
j (z) =
1
j !
(
smk
bmk
)(j)
(z), j = 0, 1, . . .
Hence, by (4.95),
g
[mk]
j (z) −→ gj (z), j = 0, 1, . . . , (4.97)
as k −→∞. If in addition z ∈ Dom(f ), then (since g[mk] is an extension of rmkf )
g
[mk]
j (z) = rmkfj (z), j = 0, . . . , m(f ; z)− 1,
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and combining with (4.97) we obtain
gj (z) = fj (z), j = 0, . . . , m(f ; z)− 1. (4.98)
It is now clear from (4.98) and the definition of g that g is an extension of f .
Consider now z ∈ Dom(f ) ∩ (Z ∪W). Then z ∈ Dom(g[mk]) (because g[mk] is
an extension of rmkf ), and
g
[mk]
j (z) = rmkfj (z) −→ fj (z) = gj (z),
j = 0, . . . , m(f ; z)− 1 = m(g; z)− 1,
as k −→∞.
Thus, for every z ∈ Dom(g), we have
g
[mk]
j (z) −→ gj (z), as k −→∞
for j = 0, . . . , m(g; z)− 1. By continuity (as functions of the right-hand sides) of
the solutions of the Stein equations that define the C–P matrices of the jet function g,
and by Lemma 4.2(1), we have g ∈ CSκ ′(Dom(g)) for some κ ′  κ . On the other
hand, since g extends f , by Lemma 4.5 κ ′  κ . Thus, g ∈ CSκ(Dom(g)). Now
apply either Lemma 4.19 (note that Dom (g) is dense in D) or Lemma 4.10 to g,
whichever is applicable, to obtain the result of Lemma 4.21. 
Theorem 1.8 is now an obvious corollary of Lemma 4.21 and Theorem 4.1.
4.5. Uniqueness of extensions of jet functions: singular C–P matrix
Under additional hypothesis on singularity of a C–P matrix, the standard jet func-
tion g of Lemma 4.21 is unique. More generally, we have the following uniqueness
result. It states that a jet function in a given class CSκ is uniquely (up to a constant
multiple) determined by one C–P matrix, provided this matrix is singular and has κ
negative eigenvalues.
Lemma 4.22. (a) Let f and g be two jet functions with the same domain of defini-
tion  := Dom(f ) = Dom(g) and the same multiplicity index m(z) := m(f ; z) =
m(g; z), z ∈ . Assume that f, g ∈ CSκ() for some integer κ  0, and that there
exist n distinct points z = (z1, . . . , zn) ∈ n and positive integers d1  m(z1), . . . ,
dn  m(zn) for which
P := Pd(f ; z) = Pd(g; z), where d = (d1, . . . , dn), (4.99)
and the matrix P has κ negative eigenvalues (counted with multiplicities) and is
singular. Then
f = rg for some unimodular constant (i.e., independent of z) r. (4.100)
Conversely, if f = rg for some unimodular constant r , then (4.99) holds true.
(b) Let f, g ∈ CSκ be two standard jet functions, and assume that (4.99) holds
for some n-tuple of distinct points
z = (z1, . . . , zn) ∈ (Dom(f ) ∩ Dom(g))n
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and positive integers
d1  min{m(f ; z1),m(g; z1)}, . . . , dn  min{m(f ; zn),m(g; zn)},
where the matrix Pd(f ; z) is singular with κ negative eigenvalues. Then in fact
(4.100) holds true.
We emphasize that two jet functions f = {fj (z)}m(f ;z)−1j=0 , z ∈ Dom(f ), and g =
{gj (z)}m(g;z)−1j=0 , z ∈ Dom(g), are said to be equal if (and only if) Dom(f ) = Dom(g),
m(f ; z) = m(g; z) for every z ∈ Dom(f ), and fj (z) = gj (z) for every j = 0, . . . ,
m(f ; z)− 1 and every z ∈ Dom(f ).
Proof. Part (a). First, we note that the equality in (4.99) is equivalent to
fj (zk) = rgj (zk) for j = 0, . . . , dk − 1 and for k = 1, . . . , n, (4.101)
where the unimodular constant r is independent of j and k. (This equivalence will
immediately imply the converse statement.) Indeed, (4.101) implies
Cd(f ; z)Cd(f ; z)∗ = Cd(g; z)Cd(g; z)∗, (4.102)
and the equality Pd(f ; z) = Pd(g; z) follows. If Pd(f ; z) = Pd(g; z) holds true,
then comparison of the Stein equations of which Pd(f ; z) and Pd(g; z) are solutions
shows that (4.102) holds true, and hence so does (4.101).
Let
f̂ = {f̂j (z)}m(f̂ ;z)−1j=0 , z ∈ Dom(f̂ ) and ĝ = {ĝj (z)}m(ĝ;z)−1j=0 , z ∈ Dom(ĝ)
be standard jet functions in the class CSκ that are extensions of f and of g, re-
spectively (existence of f̂ and ĝ is guaranteed by Lemma 4.21). The remark in the
preceding paragraph gives equalities (4.101); replacing g by rg we shall assume
(without loss of generality) that r = 1. Applying the proof of Lemma 4.19, in partic-
ular equality (4.88), to f̂ and to ĝ, it follows that (with possible exception of a finite
set  of points)
f̂j (z) = ĝj (z) for j = 0, 1, . . . , m(f̂ ; z)− 1 = m(ĝ; z)− 1
and for z ∈ (D \ ) ∩ Dom(f̂ ) ∩ Dom(ĝ). (4.103)
In fact, letting h be the rational function
h(z) = E
∗
d(I − zTd(z)∗)−1x
Cd(f ; z)∗(I − zTd(z)∗)−1x , Pd(f, z)x = 0, x /= 0,
we have
f̂j (z) = ĝj (z) = 1
j !h
(j)(z) for j = 0, 1, . . . , and for z ∈ D \ 1,
where 1 is a finite set (which contains, in particular, the poles of h in the unit disc).
Thus,
f (z) = g(z) for all z ∈ Dom(f ) \ 1.
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Next, we prove the following claim: Let z0 ∈ Dom(f ) be such that EITHER z0 is
a pole of h(z), OR h(z) is analytic at z0 and the inequality
fj (z0) /= 1
j !h
(j)(z0) (4.104)
holds for some j, 0  j  m(f ; z)− 1. Then z0 ∈ {z1, . . . , zn}; and furthermore,
if z0 = zi , then in fact m(f ; zi) = di . (Such a point z0 is obviously a jump of f̂ .)
Indeed, arguing by contradiction, assume first that z0 /∈ {z1, . . . , zn}. Consider the jet
function f˜ with Dom(f˜ ) = Dom(f̂ ) \ {z0} defined by f˜ (z) = f̂ (z) for z ∈ Dom(f˜ ).
Since f˜ has one jump point less than f̂ , by Theorem 4.1 we have
f˜ ∈ CSκ ′ for some κ ′ < κ. (4.105)
On the other hand,
Pd(f˜ ; z) = Pd(f̂ ; z) = Pd(f ; z),
a contradiction with (4.105). If z0 = zi ∈ {z1, . . . , zn} but di < m(f ; zi), then we
obtain a contradiction in a similar manner by considering the jet function f˜ having
the same domain of definition as Dom(f̂ ), and defined by
f˜ (z) =
{
f̂ (z) if z ∈ Dom(f˜ ) \ {zi}
(f̂0(zi), . . . , f̂di−1(zi)) if z = zi
This completes the proof of the claim. Analogously, one proves the corresponding
claim for g: If z0 ∈ Dom(g) be such that EITHER z0 is a pole of h(z), OR h(z) is
analytic at z0 and gj (z0) /= 1j !h(j)(z0) for some j, 0  j  m(g; z)− 1, then z0 ∈
{z1, . . . , zn}; and furthermore, if z0 = zi, then in fact m(g; zi) = di . From these two
claims the equality (4.100) follows immediately.
Part (b). Denote by f̂ (resp., ĝ) the restriction of f (resp., of g) to the set Dom(f ) ∩
Dom(g) having the multiplicity m(f̂ ; z) = m(ĝ; z) equal to min{m(f ; z);m(g; z)}
for every z ∈ Dom(f ) ∩ Dom(g). By the part (a), we have
f̂ = rĝ, where r is a unimodular constant. (4.106)
Since
P = Pd(f̂ ; z) = Pd(f̂ ; z)
has κ negative eigenvalues, we clearly have
f̂ ∈ CSκ(Dom(f̂ ). (4.107)
Now, the jumps of f are contained in Dom(f̂ ), and for every jump z of f we have
m(f̂ ; z) = m(f ; z) (otherwise, in view of Theorem 4.1, f̂ would admit an extension
to a standard jet function in the class CSκ ′ for some κ ′ < κ , a contradiction with
(4.107)). Analogously, the jumps of g are contained in Dom(ĝ), and for every jump
z of g we have m(ĝ; z) = m(g; z). Combining these observations with (4.106), we
obtain f = rg, as required. 
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5. Interpolation
In this section we consider the multipoint Carathéodory–Fejér interpolation prob-
lem for jet functions in the class CSκ :
Problem 5.1. Let  be a nonempty subset of the unit disc D, and let be given
interpolation conditions:
Fj,z ∈ C for j = 0, 1, 2, . . . , m(z)− 1; z ∈ ,
where 1  m(z) ∞. Find all standard jet functions
g(z) = {gj (z)}m(g;z)−1j=0 }, z ∈ Dom(g), g ∈ CSκ(Dom(g))
such that  ⊆ Dom(g), m(z)  m(g; z) for every z ∈ , and
gj (z) = Fj,z ∈ C for j = 0, 1, 2, . . . , m(z)− 1; z ∈ . (5.1)
It will be convenient to introduce the jet function f with Dom (f ) = , m(f ; z) =
m(z) for z ∈ , and
f (z) = (F0,z, F1,z, . . . , Fm(z)−1,z), z ∈ . (5.2)
(If m(z) = ∞, we let f (z) = (F0,z, F1,z, . . .).) Then conditions (5.1) mean that g is
an extension of f .
If κ = 0, then Problem 5.1 reduces (by Theorem 3.2) to the classical multipoint
Carathéodory–Fejér interpolation problem for Schur functions (in our context, for
jet functions generated by Schur functions). For κ > 0, and  a finite set, Problem
5.1 has been studied in [8, Chapter 19] (in a more general matrix valued setting) for
rational generalized Schur functions (in our terminology, for jet functions generated
by rational functions); and see also [16].
In the next theorem which presents a parametrization of the set of all solutions
to Problem 5.1, we use the following notation: given a 2 × 2 rational function  =[
11 12
21 22
]
and given a Schur function E, let T[E] stand for the meromorphic
function
T[E](z) := 11(z)E(z)+12(z)
21(z)E(z)+22(z)
and let T˜[E] denote the standard jet function generated by T[E]. Furthermore, let
Z(det(z)) be the set of all points at which  is analytic and not invertible, and
define
ZE =Z(det(z)) ∩Z(21(z)E(z)+22(z)),
WE = (D ∩Z(21(z)E(z)+22(z))) \Z(det(z)).
Note that for  of the form (4.52),
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Z(det(z)) = {z1, . . . , zn}
and thus, the sets ZE and WE coincide with those in (4.72) and (4.74), respec-
tively, where in (4.72) we take mi to be equal to the multiplicity of zi as a zero of
21(z)E(z)+22(z).
Theorem 5.2. Let f be a jet function of the class CSκ and let z = (z1, . . . , zn) ∈
(Dom(f ))n, with z1, . . . , zn distinct, and d = (d1, . . . , dn) ∈ Nn be such that the
C–P matrix Pd(f ; z) has κ negative eigenvalues (counted with multiplicities). Then
(1) If Pd(f ; z) is singular, then Problem 5.1 has a unique solution.
(2) If Pd(f ; z) is not singular, then all solutions g of Problem 5.1 are given by the
formula
g(z) =
{
T˜[E](z) if z ∈ D \ (ZE ∪WE),
f (z) if z ∈ZE, (5.3)
where  =
[
11 12
21 22
]
is the function given by (4.52) and E is an arbitrary
Schur function subject to
u(z) = v(z) · E˜(z) (z ∈ Dom(f )), (5.4)
where E˜ is the jet function generated by E and u and v are jet functions given
by (4.61) :
u = f · ˜22 − ˜12 and v = ˜11 − f · ˜21. (5.5)
Proof. The first statement follows by Lemmas 4.21 and 4.22. To prove the second
statement note first that by Lemma 4.10, any jet function g of the form (5.3) is
standard in CSκ and extends f ; i.e., it is a solution of Problem 5.1.
Conversely, let g be any standard jet function in CSκ satisfying (5.1). Apply-
ing construction of Lemma 4.10 to this function (we choose here the same n-tuples
z = (z1, . . . , zn), d = (d1, . . . , dn) and the same function  as in Lemma 4.10) we
arrive at a Schur function E that satisfies
ug(z) = vg(z) · E˜(z) (z ∈ Dom(g)), (5.6)
where ug and vg are jet functions defined similarly to (5.5) by
ug = g · ˜22 − ˜12 and vg = ˜11 − g · ˜21. (5.7)
Furthermore, by (the proof of) Lemma 4.10, g is of the form
g(z) =
{
T˜[E](z) if z ∈ D \ (ZE ∪WE),
f (z) if z ∈ZE, (5.8)
and it remains to show that E satisfies (5.4). Indeed, since g is an extension of f , and
 here is the same as in Lemma 4.10, it follows from (5.5) and (5.7) that
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ug(z) = u(z), vg(z) = v(z) for z ∈ Dom(f ),
and now it follows from (5.6) that E satisfies (5.4). 
Note that parametrization (5.3) is given in terms of the parameter E that is not
free due to constraint (5.4). To get a parametrization without constraints, we have
to describe all Schur functions E satisfying the Eq. (5.4) in terms of free parameter
Schur functions. If such a function E is unique, then Problem 5.1 obviously has a
unique solution. This is the case, for example, if Dom(f ) has an accumulation point
inside D or if m(f ; z) = ∞ at least at one point z ∈ Dom(f ). Thus, Problem 5.1
may have more than one solution only if Dom(f ) is a discrete set accumulating
only at the boundary T and if m(f ; z) <∞ at every z ∈ Dom (f ). In the latter case
constraint (5.4) is equivalent to the standard multipoint Carathéodory–Fejér inter-
polation problem in the Schur class and the classical Adamjan–Arov–Krein’s result
[2] states that all Schur functions E subject to (5.4) are parametrized (in the case of
nonuniqueness of such E) by the linear fractional transformation
E = TJ[σ ] (5.9)
with a J -inner function J =
[
J11 J12
J21 J22
]
and a free parameter σ running over the
Schur class of functions. Since
T[TJ[σ ]] = TJ[σ ],
we plug (5.9) into (5.3) to get a parametrization of all solutions of Problem 3.2 in
terms of the free parameter Schur function σ .
In the case when Dom(f ) is finite and m(f ; z) <∞ at every z ∈ Dom(f ) we
can be more precise.
Theorem 5.3. Let Dom(f ) = {z1, . . . , zn}, with distinct z1, . . . , zn, let m(f ; zj ) =
dj for j = 1, . . . , n, and assume that the C–P matrix Pd(f ; z) is invertible and has
κ negative eigenvalues, where z = (z1, . . . , zn). Then the set of all solutions g of
Problem 5.1 is parametrized by the formula
g(z) =
{
T˜[E](z) if z ∈ D \ (ZE ∪WE),
f (z) if z ∈ZE, (5.10)
where  is the function given by (4.52) and E is the free parameter in the Schur
class.
We emphasize that here  is constructed using all of Dom(f ).
Proof. The statement will follow from Theorem 5.2 if we show that every Schur
function possesses condition (5.4) (in other words, condition (5.4) does not impose
any constraints on the function E). Indeed, upon setting
n = r, k = d, wj = zj (j = 1, . . . , n), g = I
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in (2.26) we have
P(d,k) =
[
Pd ∗
 Pk
]
=
[
Pd Pd
Pd Pd
]
and by Theorem 2.8, formulas (2.33) and (2.34) take the form
Cd(v) = Cd(I)− (I − Td)PdP−1d (I − Td)−1Cd(I) = 0, (5.11)
Cd(u) = Cd(f )− (I − Td)PdP−1d (I − Td)−1Cd(f ) = 0. (5.12)
Since Dom(u)=Dom(v)=Dom(f ) and sincem(u; zj )=m(v; zj )=m(f ; zj )=
dj at every point zj ∈ Dom(f ), equalities (5.11) and (5.12) mean that u and v are
zero jet functions. The theorem follows. 
Note that the interpolants g in (5.10) are parametrized by the entire Schur class.
This is in contrast with interpolation in the class of meromorphic functions, where
not every Schur function parameter produces a meromorphic interpolant; see [17,22],
also [13] for more details. Schur functions that do not produce meromorphic inter-
polants are called excluded parameters in [17,22].
Theorem 1.8 gives a criterion for solvability of Problem 5.1: Except for the case
when κ = 0,  = D, and m(z) = ∞ for every z ∈ D, there exists a standard jet
function g ∈ CSκ satisfying (5.1) if and only if all C–P matrices Pd(f ; z) have at
most κ negative eigenvalues, where f is defined by (5.2). Indeed, letting
κ ′ = max{sq−(Pd(f ; z))},
where the maximum is taken over all C–P matrices associated with f , we have by
Theorem 1.8 that there exists a standard jet function g ∈ CSκ ′ which is a solution
of the problem. If κ ′ = κ , we are done; if κ ′ < κ , then extend g to a standard jet
function in the class CSκ . This is clearly possible in view of Theorem 4.1, with the
exceptional case noted.
6. Pseudomultipliers
A jet function f acts naturally as a multiplication operator. Namely, for any given
analytic (on the unit disc) function h0 one considers the product f · h, where h is
the jet function generated by h0. The resulting jet function f · h may or may not
be generated by an analytic function. For jet functions f in the classes CSκ , we
identify in this subsection the subspaces (which turn out to have finite codimension)
of H 2, the Hardy space of analytic functions on the unit disc, such that f · h is
generated by a function in H 2 provided h belongs to the subspace. Thus, f is a “jet
function pseudomultiplier”; the function pseudomultipliers have been studied and
characterized in [3,4] in the context of general reproducing kernel Hilbert spaces. In
view of Theorem 1.8, it suffices to consider standard jet functions only.
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Theorem 6.1. Let f be a fixed standard jet function as in Definition 1.7. Let Z
be the Blaschke product with zeros in Z and multiplicities m(f ; zi)− jump(f ; zi),
zi ∈Z, and let  = ZB, where B is the Blaschke product that appears in the
definition of f . Then, for h0 ∈ H 2 and h the jet function generated by h0, the product
f · h is generated by some g0 ∈ H 2 if and only if h ∈ H 2. Moreover, in this case
‖g0‖H 2  ‖h0‖H 2 .
Proof. Let h(z) = (h0(z), h1(z), . . .) be the jet function generated by h0 ∈ H 2.
Then, letting g = f · h, we have m(g; z) = m(f ; z) for every z ∈ Dom(f ), and
gk(z) =
k∑
i=0
fk−i (z)hi(z), k = 0, . . . , m(f ; z)− 1 for z ∈ Dom(f ). (6.1)
Here gk(z), fk(z), and hk(z) are the kth components of g(z), f (z), and h(z), respec-
tively. In particular, g0(z) = f0(z)h0(z), z ∈ Dom(f ). Then (f0h0)|Dom (f )\Z is a
restriction of an H 2 function if and only if h0 ∈ BH 2, because for z ∈ Dom(f ) \Z
we have f (z) = S(z)/B(z), where S is the Schur function that appears in the defi-
nition of f , and S and B have no common zeros (we use here also the well-known
fact that Schur functions are contractive H 2-multipliers).
Now consider z ∈Z \Z(B), and pick k = jump(f ; z) in (6.1). Then
gk(z)=
k∑
i=1
fk−i (z)hi(z)+ fk(z)h0(z)
=
k∑
i=0
1
(k − i)!f
(k−i)
0 (z) ·
1
i!h
(i)
0 (z)
+
(
fk(z)− 1
k!f
(k)
0 (z)
)
h0(z), (6.2)
and if g is to be generated by an H 2 function, we must have
gk(z) = 1
k!g
(k)
0 (z) =
k∑
i=0
1
(k − i)!f
(k−i)
0 (z) ·
1
i!h
(i)
0 (z). (6.3)
Comparing (6.3) with (6.2), and taking into account that
fk(z)− 1
k!f
(k)
0 (z) /= 0, k = jump(f ; z),
we see that we must have h0(z) = 0. Letting k = jump(f ; z)+ 1, z ∈Z \Z(B),
in (6.1), and using the already obtained equality h0(z) = 0, we get analogously that
h1(z) = 0. Continuing this process, we eventually obtain
hi(z) = 0, 0  i  m(f ; z)− jump(f ; z)− 1 for every z ∈Z \Z(B).
Thus, h0 ∈ ZH 2, which is a necessary condition for g being generated by an H 2
function.
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Next, consider z0 ∈Z ∩Z(B). Then jump(f ; z0) = 0. Assume that the jet func-
tion g := f · h is generated by an H 2 function, where (as before) h is a given jet
function generated by h0 ∈ H 2. We continue to denote by gk(z), fk(z), and hk(z)
the kth components of g(z), f (z), and h(z), respectively, for 0  k  m(f ; z)− 1,
z ∈ Dom(f ). Then, by the first paragraph of the proof, h0(z) ∈ BH 2. Let
h0(z) = B(z)˜h0(z), h˜0 ∈ H 2. (6.4)
Since h0(z0) = 0, by virtue of (6.1) we have
g0(z0) = 0. (6.5)
Let ζ ∈ Dom(f ) \Z; then, since f (ζ ) = S(ζ )/B(ζ ),
g0(ζ ) = S(ζ )
B(ζ )
h0(ζ ) = S(ζ )˜h0(ζ ). (6.6)
Since S(z0) /= 0, by taking ζ → z0 in (6.6) and using (6.5), we obtain h˜(z0) = 0.
Assume now that we have already proved
h˜j (z0) := h˜(j)(z0) = 0 for j = 0, 1, . . . , k < m(f ; z0)− 1. (6.7)
Then h˜k+1(z0) = 0. Indeed, (6.4) yields (since B(z0) = 0)
h0(z0) = h1(z0) = · · · = hk+1(z0) = 0,
and by (6.1),
g0(z0) = g1(z0) = · · · = gk+1(z0) = 0. (6.8)
Differentiating (6.6), and using (6.2), we get
gk+1(ζ ) = S(ζ )˜hk+1(ζ )+
k+1∑
j=1
(
1
j !S
(j)(ζ )
)
h˜k+1−j (ζ ). (6.9)
Then (6.7)–(6.9) imply, upon taking ζ → z0, and taking into account that g is gen-
erated by g0, that h˜k+1(z0) = 0. Hence (by induction)
h˜j (z0) = 0, j = 0, 1, . . . , m(f ; z0)− 1.
Denoting by nz0 the multiplicity of z0 as a zero of B, we obtain that h0 has a zero of
multiplicity
nz0 +m(f ; z0) = nz0 +m(f ; z0)− jump(f ; z0)
at every point z0 ∈Z ∩Z(B) (recall that jump(f ; z0) = 0).
As we have seen before, h0 has a zero of multiplicity nz at every z ∈Z(B) \
Z, and a zero of multiplicity m(f ; z)− jump (f ; z) at every point z ∈Z ∩Z(B).
Putting all this together, we obtain that h0 ∈ BZH 2 is necessary for f · h to be
generated by an H 2 function. By reversing the argument, we see that h0 ∈ BZH 2
is also sufficient for f · h being generated by an H 2 function.
Finally, the equality ‖g0‖H 2  ‖h0‖H 2 follows from (6.6) and (6.4). 
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