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SUMMARY
This paper presents two sequential sampling algorithms for the macromodeling of parameterized system
responses in model-dependent sampling frameworks. The construction of efficient algorithms for the
automatic selection of samples for building scalable macromodels of frequency-domain responses is
addressed in this paper. The sequential sampling algorithms proposed here are tailored towards the
application of local scalable macromodeling schemes on unstructured design space grids. Two pertinent
examples are considered. For the first one, different algorithms are applied and a comparison is made in
terms of the number of samples generated, accuracy and CPU time. As a second example, four design
variables are taken into account with one of the proposed algorithms and the generated model is used in a
frequency-domain optimization.
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1. INTRODUCTION
Design space exploration, design optimization and sensitivity analysis of electromagnetic (EM)
systems often require expensive simulations using EM solvers which normally provide high
accuracy at a significant cost in terms of memory storage and computing time. The computational
complexity of these EM solvers often results in a design cycle that is costly in terms of execution
time, which might not be acceptable in practice.
An alternative is to develop accurate and efficient scalable macromodels which approximate the
complex behavior of EM systems, characterized by frequency and additional design parameters,
such as geometrical or substrate features. Scalable macromodeling of EM systems has attracted a
lot of attention during recent years [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. However, one
of the key challenges in these modeling approaches, which requires further research, is the optimal
selection of data samples over the design parameter space, in order to limit the total number of
expensive EM simulations [1, 7, 2, 4, 3, 5, 14].
Sequential sampling techniques can be classified into three main categories, i.e., the input-
based methods, the output-based methods and the model-based methods. The sequential Design of
Experiments (DoE) method falls into the input-based category, where the input design space is filled
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according to some measure depending on the density of the selected samples [16, 17]. The output-
based sampling schemes depend on the output system response in order to sequentially select new
samples in the design space [14, 18]. A recent work on sequential sampling of scattering parameter
responses (S-responses) uses output S-responses along with an exploration-exploitation-based
approach [14]. In the exploration phase, which searches the design space for unidentified regions, a
space filling technique is used to fill the design space uniformly, whereas in the exploitation phase,
which identifies potentially interesting and dynamic regions of the design space, a local estimate
of the gradient is used to select new samples. In contrast to the other two categories, model-based
sampling schemes depend on intermediate macromodels to select the distribution of new samples
[1, 7, 2, 4, 3, 5].
Apart from the above mentioned categories, there are global and local sequential sampling
methods.Global sequential sampling algorithms build a single model for the complete design space.
Multi-dimensional Cauchy methods are one of the popular global sequential sampling schemes
[1, 2, 3, 6]. In [1], two different sampling approaches are mentioned. The first approach which uses
a stable recursive Burlisch-Stoer algorithm has an inherent limitation since only the last parameter
can be sampled and the rest of the parameters must lie on a fully filled grid. The second method,
which uses a multi-dimensional rational function expansion can be very ill-conditioned at higher
dimensions, limiting the applicability of this method to relatively simple problems. Total Least
Square (TLS) algorithm was used in [2] to solve for the coefficients of the multivariate rational
model with a QR factorization, and for each added samples a QR update is used instead of full
QR decomposition to gain computational time. An adaptive multivariate rational fitting is reported
in [3] which uses Tchebishev orthogonal polynomials to improve the conditioning of the matrices
to be solved. In [6], a multi-dimensional rational approximation is built using convex optimization
with linear constraints. These constrains ensure that the algorithm is stable and the value of the
interpolated function lies within the physical bounds. Neural network and radial basis function-
based sequential sampling method are also found in the literature [4, 5] which are also global
modeling schemes. However, such global modeling schemes [1, 2, 3, 4, 5, 6] suffer from the
following limitations:
1. These methods are unable to preserve physical properties such as stability and passivity of
the generated macromodels over the design space of interest which are very important while
performing time-domain simulations [19].
2. For most of these methods, the initial sampling of the design space is very important. If
the initial sampling is not adequate, the accuracy of the initial models which are used for
sequential sampling may be very inaccurate leading to divergence.
3. For relatively high dimensions the memory requirement can be prohibitively high limiting
their applicability.
This paper describes two sequential sampling algorithms for selecting the optimum number of
samples such that accurate scalable models for parameterized system responses can be generated.
The methods presented here are quite different from the approach in [1, 2, 3, 6, 4, 5, 14], since the
proposed algorithms are local and work on local n-box regions of the design space. This creates the
possibility of a tree-based implementation of the algorithms similar to [20, 21], reducing the model
evaluation time and making them portable to parallel computing platforms. The algorithms based
on exploitation of the design space result in a design space which is suitable for the application of
different passivity-preserving local scalable macromodeling algorithms [9, 10, 11, 12, 13, 15]. Also,
in contrast to the global sequential sampling methods [1, 2, 3, 6, 4, 5], once the passivity is enforced
on the sampled points, the local interpolation ensures that the models are stable and passive over the
complete design space of interest and hence can be used in time-domain simulations. Also, the two
sequential sampling algorithms described here are applied on model-based frameworks.
The paper is organized as follows. Section 2 presents some important aspects of sampling
schemes. Section 3 describes the two proposed sampling algorithms in detail. Different pertinent
numerical examples are presented in order to validate and compare the different schemes discussed
in the paper, and the corresponding results are presented in Section 4.
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32. SEQUENTIAL SAMPLING
A sequential sampling algorithm selects those samples which allow to build an accurate model
with respect to some error measures. A design space consists of all the design variables such as
layout variables or substrate features. Since frequency is a special parameter whose behavior can
be accurately modeled using a rational function, it is sampled separately and is not considered
as a part of the design space. If needed, an Adaptive Frequency Sampling (AFS) can be used to
sample the frequency axis. In this paper, the word design sample point denotes the frequency-
domain response of a microwave system for a particular design configuration. The sampled system
response data obtained through an EM solver are used to build macromodels which accurately
describe the parameterized input-output behavior of the original complex system with a predefined
level of accuracy. Some important aspects of a suitable sequential sampling strategy are briefly
explained in subsections 2.1 and 2.2.
2.1. Error measure
Another important aspect of a suitable sequential sampling algorithm is to define proper error criteria
for choosing new samples. During the evolution of the design space any new point added in the
design space considerably reduces a judiciously chosen error measure between the system response
of the original simulation model and the intermediate macromodel. Several error measures can be
used to compare frequency-domain responses. The maximum absolute error between the original
frequency response Hi;j and the macromodel Ri;j can be used,
EMaxAbs(~g) = max
i;j;k
Ri;j(sk; ~g) Hi;j(sk; ~g) (1)
i = 1; : : : ; Pin; j = 1; : : : ; Pout; k = 1; : : : ; Ns
with number of input ports Pin, output ports Pout and frequency samples Ns (sk is the complex
frequency or Laplace variable). However, the maximum absolute error can be misleading when
comparing two frequency responses since this can give extreme values, e.g. at the resonance peaks.
An alternative is to use mean error measures like the mean absolute error (MAE):
EMAE(~g) =
PPin
i=1
PPout
j=1
PNs
k=1 jRi;j(sk; ~g) Hi;j(sk; ~g)j
PinPoutNs
: (2)
This paper uses the mean of absolute error (2) for the sequential sampling algorithms, as suggested
in [22].
In addition to the absolute error measures discussed above, weighted or relative error measures
such as the relative mean error:
EMAERel (~g) =
PPin
i=1
PPout
j=1
PNs
k=1
jRi;j(sk;~g) Hi;j(sk;~g)j
jHi;j(sk;~g)j
PinPoutNs
(3)
can be used while modeling impedance or admittance parameters, as these parameters are not
bounded so that good accuracy is obtained over the complete dynamic range.
2.2. Selection of scalable macromodeling method
There are several choices available for a macromodeling scheme to be used in the sequential
sampling and the final design space will depend on this selection. As discussed in the introduction,
the sequential sampling algorithms considered in this work are local and hence any macromodeling
scheme suitable to this scenario could be used.
One choice could be to use multivariate local interpolation methods, e.g., the piecewise
multilinear and multivariate simplicial methods [23] on the output frequency response data and build
a scalable macromodel. This choice makes the sequential sampling depend on the output frequency
response data and the used interpolation scheme.
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Another alternative is to use one of the local scalable macromodeling schemes which use
the Vector Fitting (VF) technique [24, 25, 26] to build frequency-dependent rational models
called root macromodels at the selected design space samples and then parameterize them, see
[9, 10, 11, 12, 13, 15]. The scalable macromodeling process starts with a set of multivariate data
samples f(s;~g)k;H(s;~g)kgKtotk=1 which depends on frequency and additional design variables. From
these data samples, a set of root macromodels in pole-residue form are built for a set of design
space samples ~gk by means of VF yielding a set of root macromodels R(s;~gk). A pole-flipping
scheme is used to enforce strict stability [24] and passivity assessment and enforcement is achieved
using robust standard techniques [27, 28] resulting in a set of stable and passive root macromodels.
The next step of these scalable macromodeling algorithms is the parameterization of the set of
root macromodelsR(s;~gk). In [10, 11], a scalable macromodel is built by interpolating a set of root
macromodels at an input-output level, while in [9, 12, 13], both poles and residues are parameterized
by interpolating the internal state-space matrices, resulting in higher modeling capability with
respect to [10, 11]. In [15], a novel enhanced interpolation of root macromodels at an input-output
level is described, which is based on the use of some coefficients: one coefficient as a multiplicative
factor at the input/output level of the system and the other coefficient as a compression or expansion
term for the Laplace variable s. It results in high modeling capability and robustness.
Using stability and passivity enforced VF-based scalable macromodeling schemes have the
following advantages:
1. They generate rational models which are stable and passive over the complete design space,
and therefore suitable for time-domain simulations, which cannot be achieved using the
interpolation of raw frequency response data.
2. By selecting a powerful scalable macromodeling scheme, the number of EM simulations can
be reduced considerably as shown by the numerical results in Section 4.
3. SEQUENTIAL SAMPLING ALGORITHMS
This section describes two sequential sampling algorithms developed in this work. The proposed
sequential sampling algorithms preserve the rectangular nature of the sampling grid such that the
existing local scalable macromodeling methods [10, 11, 15] can be directly applied. We call a n-box
region of the design space as a subspace or a node.
The following aspects of the proposed sequential sampling methods distinguishes them from the
previous methods [1, 2, 3, 6, 4, 5]:
1. The sequential sampling described here preserve the physical properties such as stability
and passivity for the entire design space of interest, which is fundamental for time-domain
simulations.
2. The methods presented here are local and hence can efficiently be implemented on parallel
computing platforms in a tree-based structure.
3. In contrast to the multivariate rational fitting, several frequency-dependent models are
identified and then parameterized with respect to design variables. This considerably reduces
the utilization of memory resources in high dimensional design spaces.
3.1. Algorithm I: Division at the center of a subspace
Here we assume that the model is prone to a high error value at the center of a subspace. Hence,
the idea is to subdivide a subspace at its center, when the error measure is greater than a predefined
threshold. For example, let us consider a rectangular subspace for a two dimensional design space
with four samples as shown in Fig. 1-a for which a bivariate macromodel is generated. A test sample
is selected at the geometric center of the subspace (shown by a gray circle in Fig. 1-b) and the
frequency responses between the original EM solver and macromodel are compared at this test
point. If the modeling error (2) is found to be greater than a predefined threshold, the subspace is
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5Figure 1. Algorithm I: Division of the design space.
Figure 2. Fig. 1-d represented in a tree structure.
subdivided, generating four new rectangular subspaces. This procedure is repeated until the error at
the geometrical center of each subspace is less than the predefined threshold (Fig. 1-c) and the final
design space can for example look like Fig. 1-d.
Fig. 2 shows the design space of Fig. 1-d as a tree structure with each node (circle) representing
a particular subspace. The branches (dotted lines) represent the connection between a node and its
subregions or child nodes. Note that each node is divided into four child nodes or in general into 2N
nodes for an N -dimensional subspace. The terminal nodes are represented in gray circles where the
required accuracy is achieved. With a tree-based implementation, the advantage is the portability to
parallel computing platforms with a reduction of computing time.
The sequential sampling process of Algorithm I consists of the following steps:
I) Generating an initial n-box design space by defining 2N corner points that define the convex
hull of the design space, where N is the number of design variables ~g = (g(1); : : : ; g(N)). The
number of subspaces Q = 1.
II) Building a macromodelR(s;~g) for the entire design space with Q subspaces.
III) For each particular subspace q = 1; : : : ; Q, checking the error criteria at the center of the
subspace.
i. IF(Errq > ):
i. Divide the subspace q into 2N new subspaces and increment Q = Q+ 2N   1.
ii. Increment q = q + 1 and go to Step II.
ii. ELSE: increment q = q + 1.
i. IF (q <= Q): Not all subspaces are checked for the error criteria. Go to Step II.
ii. ELSE: Go to Step IV.
IV) Terminating the sequential sampling algorithm.
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Figure 3. Algorithm II: Division of the design space.
3.2. Algorithm II: Division at the edge of a subspace followed by final refinement using Algorithm I
As in Algorithm I, the rectangular grid structure is preserved here. However, in contrast with
Algorithm I, a subspace is subdivided into two equal halves along the maximum sensitive design
variable instead of the geometric center. The maximum sensitive variable in a particular subspace
is found in the following way. Consider a bivariate case with parameter vector ~g = (g(1); g(2)) as
shown in Fig. 3-a, where the four initial samples are marked by ~gij = (g
(1)
i ; g
(2)
j ); i; j = 1; 2. Now
these points are paired for all four combinations as in Fig. 3-b, and the difference between the
macromodel responses R(s;~gij) are measured for each pair using the error measure given by (2).
Let us assume that the difference between the pairsR(s;~g21) andR(s;~g22) is the biggest as shown in
Fig. 3-c, then a new point is taken at the middle of the range [~g21; ~g22], shown by the gray circle, and
this is used as a test point to check the accuracy of the macromodel with respect to the original EM
solver. If the error is found to be greater than a predefined threshold , the subspace is divided into
two child nodes along this design variable which happens to be g(2) in Fig. 3.d, by taking additional
points (white circles). Finally, the generated design space is further refined using Algorithm I.
The sequential sampling process of Algorithm II consists of the following steps:
I) Same as Step I of Algorithm I.
II) Same as Step II of Algorithm I.
III) For each particular subspace q = 1; : : : ; Q, finding the maximum sensitive design variable and
hence the test point as previously explained.
IV) Checking the error criteria at the test point.
i. IF(Errq > ):
i. Divide the subspace q into 2 new subspaces and increment Q = Q+ 1.
ii. Increment q = q + 1 and go to Step II.
ii. ELSE: increment q = q + 1.
i. IF (q <= Q): Not all subspaces are checked for the error criteria. Go to Step II.
ii. ELSE: Go to Step V.
V) Performing final refinement using Algorithm I.
VI) Terminating the sequential sampling algorithm.
The main advantage of Algorithm II as compared to Algorithm I is that the number of points
added for each subspace division is significantly reduced. Also, if some of the parameters are highly
influential, the algorithm divides along that direction, ensuring fine refinement along the highly
dynamic parameters instead of dividing all the parameters at the same time as in Algorithm I. Please
note that, the capability to implement the algorithm as a tree structure is preserved.
Int. J. Numer. Model. (2012)
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7Figure 4. Layout of the DFS band-stop filter.
4. NUMERICAL SIMULATIONS
The proposed algorithms have been implemented in Matlab R2010ay and used to drive the ADS
Momentumz simulations to generate S-responses at selected samples. The numerical simulations
have been performed on a Windows 7 platform on Intel(R) Core(TM)2 Duo P8700 2.53 GHz
machine with 2 GB RAM. The proposed sequential sampling algorithms (Section 3) are compared
and the effect of the two macromodeling schemes on the sampling is studied on pertinent numerical
examples.
Double folded stub microwave filter
In this example, a Double Folded Stub (DFS) band-stop microwave filter on a substrate with relative
permittivity r = 9:9 and a thickness of 0:127 mm is modeled. The layout of this DFS filter is
shown in Fig. 4. The spacing S between the stubs and the length L of the stubs are chosen as design
variables in addition to frequency whose ranges are S 2 [0:15; 0:25] mm, L 2 [1:0; 2:5] mm and
frequency 2 [5; 20] GHz.
The S-response matrix S(s; S; L) has been computed using the ADS Momentum solver and the
number of frequency samples has been chosen equal to 31. Fig. 5 shows the parametric behavior of
the magnitude of S11 as a function of S and frequency for L = 1:75mm. Similarly, Fig. 6 shows the
magnitude of S21 as a function of L and frequency for S = 0:20mm. Figs. 7 and 8 show the surface
plots for the Figs. 5 and 6 respectively.
The two sequential sampling algorithms described in Section 3 are implemented using two
different macromodeling schemes. In the first implementation, a local multilinear interpolation
of the raw frequency response data is used to build the intermediate macromodels. The second
implementation uses the scalable macromodeling technique described in [15] which perfectly fits
into our proposed sequential sampling algorithms. The sequential sampling algorithms are applied
on each of these cases, as seen in Table I. Table I compares all proposed schemes in terms of the total
number of samples, the worst case mean absolute error over the design space, the CPU time needed
to run all the ADS momentum simulations and the CPU time needed for the sequential sampling
algorithms. The different sequential sampling experiments performed on the DFS structure are
summarized in Table I. The overall target accuracy was set to =  50 dB. The number of poles of
the root macromodels were calculated using an error-based bottom-up approach. The initial number
of poles for this bottom-up approach is selected as the smallest order of the root macromodels at
the corners of the n-box design space. The accuracy of the final sampling grid is assessed using
validation samples generated at the midpoint of each subspace of the final grid where the response
from the EM solver is compared with the macromodel using the mean absolute error (2). Table I the
results of the sequential sampling algorithms with some important parameters.
The following observations can be made from the tabulated results:
1) Algorithm II generates less number of points in comparison with Algorithm I. This is in accordance
with the expectations of Section 3.
yThe Mathworks, Inc., Natick, MA, USA
zMomentum EEsof EDA, Agilent Technologies, Santa Rosa, CA.
Int. J. Numer. Model. (2012)
Prepared using jnmauth.cls DOI: 10.1002/jnm
8 K. CHEMMANGAT ET AL.
5 10 15 20
0
0.2
0.4
0.6
0.8
1
Frequency [GHz]
M
ag
ni
tu
de
 o
f S
 
 
11
S increasing
Figure 5. DFS Filter: Magnitude of S11 for L = 1:75 mm with scalable macromodel generated using
Algorithm II.
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Figure 6. DFS Filter: Magnitude of S21 for S = 0:20 mm with scalable macromodel generated using
Algorithm II.
Table I. DFS Filter: Comparison of different sampling strategies.
Sampling method Output data Scalable macro-
interpolation modeling [15]
Sampling algorithm I II I II
Number of samples 1460 286 81 51
Accuracy (MAE) [dB] -50.00 -50.01 -52.01 -50.25
CPU time Data generation 171363 56962 15908 10968
[s] Alg. execution 372 35 502 334
2) Using the scalable macromodeling technique of [15], the number of samples generated is very low
in comparison with the approach where the raw frequency response data is interpolated as shown
in Fig. 9. This indicates the high modeling capability of the scalable macromodeling method [15]
and its effect on the sampling.
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Figure 7. DFS Filter: Magnitude of S11 for L = 1:75 mm with scalable macromodel generated using
Algorithm II.
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Figure 8. DFS Filter: Magnitude of S21 for S = 0:20 mm with scalable macromodel generated using
Algorithm II.
As a rule of thumb, a good choice is to use the Algorithm II (Section 3.2) to sample the design space
such that the influence of each design variable is taken into consideration and a good accuracy
is achieved. The scalable macromodeling scheme described in [15] can be used to achieve a
considerable gain in terms of the number of required EM simulations.
Hairpin bandpass microwave filter
Amicrowave hairpin bandpass filter on a substrate with relative permittivity r = 9:9 and a thickness
of 0:635 mm is modeled in this example. The layout of this filter is shown in Fig. 10. Two spacings
S1 and S2 and two lengths L1 and L2 are chosen as design variables (see Fig. 10) in addition
to frequency whose ranges are S1 2 [0:25; 0:35] mm, S2 2 [0:65; 0:75] mm, L1 2 [9:5; 14:5] mm,
L2 2 [2:75; 3:25] mm and frequency 2 [1:5; 3:5] GHz.
Fig. 11 shows the parametric behavior of the magnitude of S11 as a function of S1 and frequency,
other values being kept at the mean value of the design space. Similarly, Fig. 12 shows the magnitude
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Figure 9. DFS Filter: Design space for Algorithm I and Algorithm II using scalable macromodeling method
[15].
Figure 10. Layout of the microwave hairpin bandpass filter.
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Figure 11. Hairpin Filter: Magnitude of S11 as a function of S1 with scalable macromodel generated using
Algorithm II.
of S21 as a function of L1 and frequency. Figs. 13 and 14 show the surface plots for the Figs. 11 and
12 respectively.
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Figure 12. Hairpin Filter: Magnitude of S21 as a function of L1 with scalable macromodel generated using
Algorithm II.
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Figure 13. Hairpin Filter: Magnitude of S11 as a function of S1 with scalable macromodel generated using
Algorithm II.
To model the hairpin filter, Algorithm I and Algorithm II are used along with the scalable
macromodeling method presented in [15]. The MAE error measure (2) is used to assess the accuracy
of the models generated with a target accuracy of 50 dB. This it resulted in 513 design space points
for Algorithm II, with an achieved accuracy of  50:67 dB, whereas Algorithm I did not converge
even with 13071 points. As evident from these results, Algorithm I samples all the variables equally
while Algorithm IIselects the highly influencial variables carefully, requiring much lesser points.
This difference between the two algorithms becomes severe with higher dimensions.
Fig. 15 shows the design space points selected by Algorithm II respectively using a parallel
coordinates plot [29]. In Fig. 15, the horizontal axis represents the four design variables S1, S2, L1
and L2 and the vertical axis represents their normalized values. Also, the black dots represent the
sample points selected for each design variables and the gray dashed lines represent different design
sample points. For instance, the bottom most horizontal line connecting the four black dots in Fig.
15 represent the design space point [S1; S2; L1; L2] = [0; 0; 0; 0]. In Fig. 15, the variable L1 has the
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Figure 14. Hairpin Filter: Magnitude of S21 as a function of L1 with scalable macromodel generated using
Algorithm II.
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Figure 15. Hairpin Filter: Design space generated for Hairpin Filter using Algorithm II.
maximum number of samples selected on its axis using Algorithm II, as it is the most dynamic
variable.
To illustrate the usefulness of the proposed method, the scalable macromodel generated with
Algorithm II is used to optimize the bandpass filter. The specifications for the bandpass filter are
given in terms of the scattering parameters S21 and S11:
jS21j >  2:5 dB for 2:4GHz < freq < 2:5GHz (4a)
jS11j <  10 dB for 2:4GHz < freq < 2:5GHz (4b)
jS21j <  40 dB for freq < 1:7GHz (4c)
jS21j <  25 dB for freq > 3:1GHz: (4d)
The minimax optimization function fminimax in Matlab R2010a is used to perform an
optimization with a cost function generated using the requirements of (4). Three optimization cases
were considered with different starting conditions and are tabulated in Table II. The S-response
calculated using the scalable macromodel is supplied to the minimax optimization routine, resulting
in optimal design space points [S1 ; S2 ; L1; L2] which satisfy the constraints in all three cases.
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Table II. Hairpin Filter: Optimization results.
Initial Design Point Optimal Design Point # Function Optimal Cost Processor
(S1; S2; L1; L2) [mm] (S1 ; S2 ; L1; L2) [mm] Evaluations Time [sec]
[0:30; 0:70; 12:00; 3:00] [0:27; 0:75; 12:10; 3:25] 538  8:4 10 4 200:29
[0:34; 0:69; 14:10; 2:90] [0:28; 0:75; 12:19; 3:20] 444  6:3 10 4 139:80
[0:33; 0:68; 11:50; 3:20] [0:28; 0:75; 12:10; 3:24] 353  10:9 10 4 107:82
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Figure 16. Hairpin Filter: Magnitude of S21 before and after optimization.
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Figure 17. Hairpin Filter: Magnitude of S11 before and after optimization.
Fig. 16 shows the magnitude of S21 for the second optimization case in the Table II. The actual
data generated by the ADS Momentum software and that obtained using the scalable macromodel
at the optimum design space point [S1 ; S2 ; L1; L2] are shown in Fig.16. As seen, both are in good
agreement. The requirements (4) are shown by the thin black solid lines. Similar results are given for
the magnitude of S11 in Fig. 17. As clearly seen, all the filter specifications are met for the optimal
design point.
Since the cheap scalable macromodel is used in the minimax optimization, the CPU time per
optimization is very small. This means that also global optimization schemes, which might require
large number of function evaluations, can be used to avoid local optima without heavily increasing
the CPU time. The generated scalable macromodel can also be used in other design activities such as
sensitivity analysis, design space exploration, etc. Instead, if the ADS Momentum simulations had
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been used for the optimization, the CPU time would have been very high. For instance, in case of the
hairpin filter structure a single frequency sweep with 31 frequency samples requires approximately
145 seconds in ADS Momentum and 0:29 seconds with the generated scalable macromodel with
around 500 times speed-up.
5. CONCLUSIONS
We have presented two sequential sampling algorithms for the macromodeling of parameterized
system responses in model-based sequential sampling frameworks. Two sequential sampling
algorithms for the automated generation of parametric macromodels have been discussed and
investigated. All the proposed techniques have been validated and compared on pertinent numerical
examples in terms of the number of points needed to cover the complete design space, modeling
accuracy and CPU time. Also, one of the proposed algorithms has been used in the generation of a
scalable macromodel for a microwave filter example with four design variables, and the generated
scalable model is used in minimax optimization of the filter, validating the proposed sequential
sampling method. However, it should be noted that these schemes work on grid-based design
samples and hence susceptible to the curse of dimensionality when the number of design parameters
increases.
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