Energy harvesting (EH) based communication has raised great research interests due to its wide application and the feasibility of commercialization. In this paper, we consider wireless communications with EH constraints at the transmitter. First, for delay-tolerant traffic, we investigate the long-term average throughput maximization problem and analytically compare the throughput performance against that of a system supported by conventional power supplies. Second, for delay-sensitive traffic, we analyze the outage probability by studying its asymptotic behavior in the high energy arrival rate regime, where the new concept of energy diversity is formally introduced. Moreover, we show that the speed of outage probability approaching zero, termed energy diversity gain, varies under different power supply models.
Despite of these advantages, there are two major challenges facing the design of EH based wireless systems. First, a new type of EH constraints arises, i.e., the available energy at the system up to any time is bounded by its accumulatively harvested energy by then. Many existing works have investigated the throughput optimal/suboptimal transmission strategies under EH constraints without or with the consideration of circuit power consumption [4] - [9] . Second, the EH rate (i.e., the harvested energy per unit time) is random in general due to the dynamic and intermittent characteristics of renewable energy sources. As such, the system may suffer from outage due to the energy insufficiency. Some earlier works have studied the impact of the EH uncertainty on heterogeneous networks [2] and ad hoc networks [10] .
With all the above results, we are still in lack of a systematic quantification on the relationship between the EH model characteristics and the communication link performance. In this paper, to address this issue, we pick a typical point-to-point wireless fading channel and consider a circuit power overhead at the transmitter side, where the circuit power is counted whenever the transmission is performed. The main results are summarized as follows.
• For delay-tolerant traffic, where the instantaneous transmission rate can be arbitrarily small and thus the delay for one message can be large, we intend to maximize the long-term average throughput with different power supply models: 1) traditional power grid; 2) EH without battery; and 3) EH with infinite battery. The optimal power allocation for model 1) is derived, and it is shown to be the well-known water-filling structure with a modified water level. The greedy algorithm is shown to be optimal for model 2) and a suboptimal solution is proposed for model 3). In addition, we show that the optimal throughput under model 1) is strictly larger than that under model 2), and is close to that under model 3 in high energy arrival rate regime.
• For delay-sensitive traffic, where the transmission rate is a constant and thus the delay for each message is limited, we investigate the asymptotic behavior of the outage probability when the energy arrival rate goes to infinity. A new type of diversity, called energy diversity, is formally introduced.
With different models of EH supplies, the corresponding energy diversity gains are defined and computed. Several practical approaches are also presented to increase the energy diversity gain, including: choosing different EH sources, connecting multiple power supplies, and employing a July 14, 2015 DRAFT large-capacity battery.
The rest of this paper is organized as follows. The system model is presented in Section II. The throughput performance with different power supply models is discussed in Section III. Then, the concept of energy diversity and energy diversity gain is introduced in Section IV. Finally, the conclusion is given in Section V.
II. SYSTEM MODEL
Consider a point-to-point wireless communication system that is time-slotted with each time slot of unit length. Denote the available transmitter energy at the beginning of time slot t as B t . In general, the harvested energy per time slot (EH rate), denoted by E, may vary over time and could be modeled as a nonnegative random variable following some distribution with mean µ = E[E] and variance σ 2 < +∞.
We use E t to denote a realization of E at time t.
The total power consumption at the transmitter side includes two parts in general: the circuit power P (c) and the transmit power P . The circuit power P (c) is assumed as a constant value for simplicity [11] , while the transmit power P may vary over time based on the underlying power allocation scheme. Thus, whenever P > 0, the total power consumption will be U = P + P (c) ; otherwise, U = 0. Note that this is a simplified model in the sense that the energy cost of transitions between the "on" and "off" states of the transmitter is neglected. Such a model was also used in [6] , [7] , [12] . At time t, the received signal y t is written as
where h t is the random channel gain, P t is the transmit power, x t is the transmit signal, and z t is the circularly symmetric complex Gaussian (CSCG) noise with zero mean and unit variance. It is assumed that the channel power gain h t = | h t | 2 is independent and identically distributed (i.i.d.) over time. We assume that h t follows a continuous and strictly positive probability density function over [0, +∞] . With a realization of h t , the transmission rate over one time slot is expressed as log (1 + h t P t ) [13] .
III. THROUGHPUT: TRADITIONAL POWER GRID VS. EH
In this section, we intend to investigate the throughput performance with different power supply models for the delay-tolerant traffic. The objective here is to find the maximum long-term average throughput of the considered channel, i.e.,
where the transmit power P t is subject to the power constraints introduced by the following three different power supply models: 1) traditional power grid; 2) EH without battery; 3) EH with infinite battery.
A. Power Allocation 1) Traditional power grid: Theoretically, the traditional power grid is the "ideal" power supply in the sense that it can provide almost infinite energy over an infinite long period. However, the average power is usually limited, i.e.,
For problem (2) with constraint (3), it is well-known that the transmission should be executed when the channel power gain h is higher than a threshold, say ξ. Thus, the fraction of time when the transmitter is "on" can be described by probability P{h > ξ}. Then, over such periods, we can apply the water-filling algorithm that can lead to the best performance. This intuition results in the next proposition.
Proposition 3.1:
For any feasible solution P 0 , there exists
Proof: First, we derive the form of P ′ . Since P 0 is feasible, it must satisfy
Then, there exists a ξ such that P{P 0 > 0} = P{h > ξ}. With this ξ, constraint (3) is rewritten as
Thus, problem (2) with the above constraint could be easily solved following the classic water-filling solution [13] , where the optimal solution is given by P ′ =
To this point, we have found P ′ with the water-filling structure, which is determined by ξ and ξ ′ .
It remains to show
, which is self-evident since under the same average power constraint P ′ , the water-filling solution P ′ is throughput-optimal. Thus, the proposition is proved.
It is observed from the above proposition that the optimal solution should has the same structure as P ′ that depends on two thresholds of channel power gain, i.e., ξ ′ and ξ. In fact, as it is shown in the next proposition, only one unique ξ * is necessary to determine the optimal solution of problem (2) with constraint (3).
Proposition 3.2:
The optimal solution of problem (2) is given by
, where ξ * is unique
and satisfies
Proof: According to Proposition 3.1, it follows that P ′ is the optimal solution to problem (2) . Then,
we only need to show that ξ ′ = ξ and the value is unique.
We first show ξ ′ ≥ ξ by contradiction. Suppose that ξ ′ < ξ. By applying power allocation P ′ , the average total power consumption is given by
which violates constraint (3). Thus, we obtain ξ ′ ≥ ξ. If ξ ′ > ξ, it follows that
which means that some energy is wasted, and ξ ′ is not the optimal threshold. Thus, there must be ξ ′ = ξ in order to utilize all available energy.
Then, it remains to find the optimal ξ * . Since ξ ′ = ξ, we obtain
, and ξ * should satisfy
It is observed that if ξ * increases from zero to infinity, the left-hand side of the above equation monotonically decreases from positive infinity to zero, which implies that there exists a unique ξ = ξ * to make the above equation hold. Thus, the proposition is proved.
Note that in [12] , the authors studied a similar problem for Gaussian channel, where the optimal policy includes two parts: the optimal fraction of time when the transmitter is "on", and the corresponding optimal transmit power. Our result generalizes to the case of fading channel. By applying P * , the average throughput is given as R * = E [log (1 + hP * )], which serves as the throughput benchmark in the sequel.
2) EH without battery:
In this setup, the transmitter only has a small capacitor to temporarily store the harvested energy (like in a RFID). Thus, at time t, the available energy is only E t−1 . Without loss of generality, we set E 0 = 0. Consequently, the transmit power is subject to the instant power constraint, which is given by
It is obvious that the optimal solution of problem (2) with constraint (4) is the greedy algorithm, denoted by P g t , i.e., P g t = (E t−1 − P (c) ) + . It is worth noticing that E[P g + 1 {E>P (c) } P (c) ] < µ, where µ is the mean of EH rate defined in Section II. The expected throughput attained by P g is given as
3) EH with infinite battery: In this case, we consider a transmitter with a rechargeable battery of infinite capacity, and leave the case of finite capacity to future study. The available energy B t defined in Section II indicates the energy level in the battery. Then, the power constraints are given by
In addition, there is a hidden condition of µ = E[E]. It is observed that any feasible solution will influence the dynamic of B t , which makes problem (2) even harder than the previous two models. Specifically, if
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where U t = P t + 1 {Pt>0} P (c) is the total power consumption at time t.
Note that with the same circuit power consumption model, problem (2) with constraints (5) and (6) was investigated in [6] , [7] over a finite time horizon, i.e., T < +∞, where optimal off-line policies and heuristic on-line policies were proposed. Authors in [8] studied the ergodic capacity under the assumption that the circuit energy cost other than the transmit power is independent of the power allocation strategy.
The optimal solution of problem (2) with constraints (5) and (6) is expected to be found by applying dynamic programming techniques, which may suffer from the curse of dimensionality [4] . Instead, here we propose an efficient heuristic power allocation given by P s t = min P * t , B t − P (c) + , where P * t is the optimal solution obtained under traditional power grid model by letting P = µ. The power allocation P s t is obtained by following Theorem 3 in [8] , which states that without circuit power overhead at the transmitter, the modified water-filling solution, by counting the hard energy constraint at each time slot, is capacity achieving. Here our circuit power is slightly different; so we adopt P s t as a near-optimal heuristic solution.
Denote by R s the average throughput attained by P s t ; we have R s = E[log(1 + hP s t )]. We will discuss the efficiency of P s t in the next subsection.
B. Performance Analysis
In this subsection, we compare the throughputs R * , R g , and R s given the condition that µ = P .
1) Traditional power grid vs. EH without battery:
The relationship between R * and R g is described as follows.
Proposition 3.3:
Under the condition µ = P , there is R * > R g .
Proof:
If we let P 0 = P g , this proposition can be easily proved by applying Proposition 3.1, which is omitted here. Note that the strict inequality results from E[P * + 1 {h>ξ * } P (c) ] = µ and E[P g + Remark 3.1: It may be interesting to note that the greedy algorithm P g , i.e., using all available energy for each transmission, will waste energy in the long term. The reason is that if 0 < E t−1 ≤ P (c) , the transmitter cannot operate at time t and E t−1 will be lost. On the other hand, with the traditional power grid, all energy could be utilized for the operation. Thus, the greedy algorithm just fully uses part of harvested energy, and the energy waste is caused by the non-battery setup.
2) Traditional power grid vs. EH with infinite battery:
To evaluate R * and R s , we let {B > U * } be the limit event of {B t > U * t } as t → ∞, where U * t = P * t + 1 {ht>ξ * } P (c) is i.i.d. over t. Then, the probability measures is given by P {B > U * } = lim t→∞ P {B t > U * t }. With this notation, we obtain
Remark 3.2:
For any given t, we notice that the expected total energy cost with power allocation P s
which implies that the expected power consumed is smaller than the mean of EH rate.
Suppose E[P s t + 1 {P s t >0} P (c) ] = µ − ǫ t with some ǫ t > 0. If ǫ t is large, the energy level is likely to increase according to the results of the "unstable queues" (e.g., the theorem in p.281 of [14] and Section 3.3.1 in [15] ). On the other hand, as the energy level increases, P{B t > U * } will get closer to 1 and ǫ t will get smaller. As ǫ t becomes small enough, the battery status will behave like a "random walk" around some energy level. More precisely, B t converges in distribution to some exponential random variable [16] .
Remark 3.3:
Particularly, when µ → P (c) , the battery is likely to stay around a low energy level, and P{B > U * } will have a strong influence on the throughput performance since both R s and R * are small, even though P{B > U * } may be close to 1. However, when µ ≫ P (c) , the battery is more likely to stay around a high energy level and R s ≈ R * since both R s and R * are large and P{B > U * } is close to 1.
In Fig. 1 , we illustrate the simulation results of R * , R g , and R s . We set P (c) = 0.05 W, with the mean EH rate µ = P chosen from {0.1, 0.5, 1, 1.5, 2} in Watts, respectively. We observe that R g is the "worst" due to the lack of energy storage. It is also interesting to observe that when µ → P (c) , R s is slightly smaller than R * , while for µ ≫ P (c) , R s and R * are almost overlapped, which is consistent with Remark 3.3.
Our analysis reveals that in terms of throughput performance, the EH supply without battery is strictly worse than the traditional power supply, while EH with infinite battery can achieve "P{B > U * }-optimal" throughput performance. Thus, the battery plays a significant role. Moreover, as we will show in the next section, the benefits of battery can be illustrated from another new point of view, i.e., increasing the energy diversity gain.
IV. ENERGY DIVERSITY
For delay-sensitive traffic, the required short-term transmission rate must be satisfied in order to limit communication outage. In a system with the conventional power supply, such outage happens only due to the unreliable wireless channels. In the EH-based wireless system, however, the unstable energy source brings a new type of uncertainties that may cause communication outage. In this section, we focus on the system introduced in Section II, where the transmitter is powered by EH.
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We refer P min as the minimum required transmit power for reliable communication at a certain rate and channel realization. Also, similarly as Section III, the circuit power P (c) is considered. Then, the total minimum required power is written as U = P min + P (c) . Given the channel model (1) in Section II, and a desired rate R, the minimum transmit power is calculated as P min = 2 R −1 h , and the total required power is U =
Note that if h is static, U is a constant; otherwise, U varies over time randomly.
With the above notations, the outage probability p out with the desired rate R is defined as
Remark 4.1:
The outage probability p out (R) defined above could be viewed as a "stationary" outage probability. Note that U t is in general an i.i.d. random variable over time according to the dynamics of h t . Thus, the key of finding p out (R) is to determine the stationary distribution of the available energy
To improve the outage performance, the diversity embedded in B t could be exploited over different dimensions (like time, space, etc.) and can be realized in different ways, which will be discussed later.
To measure the efficiency of the energy diversity, we define the energy diversity gain as
where µ is the average EH rate defined in Section II. The energy diversity gain d defined above reflects the limiting behavior of the outage probability in the high EH rate regime.
In the following, we consider two typical setups: without and with battery. When the transmitter has no battery, the freedom to explore energy diversity is limited but we could choose different energy sources with larger d values. If a battery is equipped, the transmitter could first store a large amount of energy and then transmit with a high transmit power when needed such that the outage probability is more likely to be reduced, which basically explores the energy diversity in time.
A. Without Battery
As discussed before, there are some EH-based electronic devices that have no batteries due to specific applications, e.g., RFID tags. In this case, the transmitter directly uses the harvested energy collected in the previous time slot, and the total available power is a random realization of E. Then, the outage probability defined in (8) becomes
We will next give some examples to illustrate what the diversity gain the system could achieve with a given distribution of the EH rate.
1) Static channel:
In this scenario, the required power U is a constant.
Example 4.1 (Uniform distribution (discrete)):
Suppose that E is a discrete random variable chosen
N for some finite N ≥ 2 and 1 ≤ j < N , where a i ≥ 0 for all 1 ≤ i ≤ N . Then, the outage probability is given by
which is a fixed value. Clearly, one way of letting µ → ∞ is to let a N → ∞, and the diversity gain could be computed as
Example 4.2 (Uniform distribution (continuous)):
Suppose that E is a uniform random variable with E ∼ U ni(0, a), where a is a positive real number. Thus, the outage probability is simply given as
where the mean is given by µ = 
Example 4.3 (Exponential distribution):
Suppose that E is an exponential random variable Exp(λ),
where λ is a positive real number and the mean is given by µ = 1 λ . It follows that the outage probability is given as p out (R) = 1 − e −λU . Then, the diversity gain can be computed
Example 4.4 (Rayleigh distribution):
Now, E is assumed to follow a Rayleigh distribution, whose probability density function is given by f (x) = 
Example 4.5 (Constant EH rate):
We consider a constant EH rate such that E = µ ≥ U . Specifically, the PDF of a constant EH rate could be written as f (x) = δ(x − µ), where δ(x) is the Dirac delta function, i.e.,
Thus, there is always p out (R) = 0 and it follows that log p out (R) = −∞. Therefore, we obtain d = +∞.
Remark 4.2:
From the above examples, we observe that different models of EH processes may achieve different diversity gains. Particularly, an infinite diversity gain achieved by a constant-EH-rate power supply implies that a constant power supply (equivalent to using the traditional power grid) could eliminate the EH uncertainty and obtain the best outage performance. The above examples also imply that in the system design, if there exists a freedom of choosing different power supplies, it becomes a critical step since a good power supply may improve the outage performance significantly.
Example 4.6 (Multiple EH sources):
We consider another interesting case where the transmitter has multiple, say L, identical power supplies and could aggregate their total supplied power. Under this setup, the transmit power is written as
, where E(i) is the EH rate of the power source i. It follows that the outage probability is given by
We then have that the outage probability is given as
which leads to d = L.
Remark 4.3:
From Example 4.6, we observe that by adopting multiple power supplies [17] , a higher July 14, 2015 DRAFT energy diversity gain could be achieved. That is to say, the energy diversity could be exploited over space.
The intuition behind this observation is that the probability that all power supplies are simultaneously low is small. Such observation is similar to the time and frequency diversity over fading channels, where the codeword is sent across multiple fading blocks or frequency bands to decrease the outage probability.
2) Fading channel: Next, we give three examples of quantifying the energy diversity gain over a
Rayleigh fading channel such that the channel power gain satisfies an exponential distribution with parameter 1, i.e., P{h ≤ x} = 1 − e −x for x ∈ [0, +∞). In this case, the required power consumption is given by U =
Example 4.7 (Binary distribution):
Suppose that E is a two-value random variable such that P{E = 2µ} = q and P{E = 0} = 1 − q. We also assume 2µ > P (c) . Then, the outage probability could be computed as
We observe that p out (R) → 1 − q as µ → +∞. Thus, the energy diversity gain is zero.
Example 4.8 (Uniform distribution (continuous)):
Suppose that E ∼ U ni(0, a) such that a > P (c) .
Then, the outage probability could be computed as p out (R) = 1−P E ≥ 2 R −1 h + P (c) . The probability
h + P (c) could be further derived as
where
x dx, and this function is bounded as (inequality 5.1.20 in [18] ). Note that both the lower and upper bounds of K 1 (y) converge to zero as y → ∞ at the same order. Then, it is enough to look at either the lower or the upper bound. Therefore, we could compute the diversity order as d = 1.
Example 4.9 (Constant EH rate):
Suppose that E = µ is a constant such that µ > P (c) . Then, the outage probability could be computed as
Thus, we obtain that the energy diversity gain is 1.
Remark 4.4:
From the above three examples, we observe that when the EH source is random, the channel fading effect may not change the energy diversity gain. However, when the EH source is constant, the uncertainty only comes from the channel quality, and thus the energy diversity gain is fully determined by the diversity mechanism over the fading channel.
B. With Battery
Similar to the setup in Section III-A3, the dynamic of the battery state has the same form as model (7), where U =
The outage probability p out is defined in (8) . The next proposition shows that the usage of battery can improve the energy diversity gain tremendously in some scenarios. as the waiting time model of a G/G/1 queueing system [14] , [15] . The following lemma is obtained by modifying the theorem in Section 4 of [14] .
Lemma: If µ > E[U ]
and E t − U t = 0 for all t, the probability P{B t ≤ x} tends to zero for any x as t → ∞.
Based on this lemma, it follows that as long as µ > E[U ], there is p out (R) = lim t→∞ P{B t ≤ U t } = 0.
Therefore, the outage probability always gets to zero as µ → ∞ and we obtain d = +∞.
On the other hand, if E 1 h = ∞, which corresponds to E[U ] = ∞, there is µ < E[U ]. Then, the limit distribution of B t exits, and thus p out (R) is a finite positive value as µ gets large. Therefore, we conclude that d = 0.
Remark 4.5:
When the channel condition is moderate, a battery with a large capacity could improve the outage performance tremendously. In fact, applying a battery is to exploit the energy diversity over the dimension of time, since the transmitter could accumulate energy over time. Proposition 4.1 also
shows that when the channel is extremely undesirable, the battery cannot dramatically improve the communication reliability. We should then seek other ways such as multi-antenna diversity, in addition to energy diversity, to improve the outage performance.
V. CONCLUSION
EH is a promising substitute of the conventional power supply in the new generation of green wireless systems. In this paper, we first investigated the long-term throughput performance for delay-tolerant traffic, where the optimal and suboptimal power allocations were obtained with different power supply models. For delay-sensitive traffic, we analyzed the asymptotic behavior of the outage probability in the high energy arrival rate regime, where the concepts of energy diversity and energy diversity gain were formally introduced. It was shown that the energy diversity could be exploited over space (say, by choosing multiple energy supplies) and time (say, by employing battery).
