Abstract-To solve the problem of indoor surveillance, this paper is concerned about the framework that allows the detection of moving objects based on IP camera. The current background subtraction algorithms cannot correctly classify foreground and background if there are sudden illumination changes. To eliminate the influence of illumination changes, intensity flicker correction technique is employed before background subtraction in this paper. Meanwhile to reduce the false alarms further, the union of two separate detection results is employed. In the experimental results, both global illumination changes and local ones are included. The results show that the improved subtractor proposed in this paper performs better than ViBe both in the aspect of correct detection rate and false alarms.
INTRODUCTION
IP camera (Internet Protocol camera) sends and receives frame images via a computer network or Internet, which makes IP camera more convenient when being employed for indoor surveillance. In video surveillance, moving object detection from an image sequence is the most important step. The results of foreground detection are the input to a higher-level post-processing. To address this issue, lots of researchers dedicate their attentions to the field of background subtraction in recent years. The term background subtraction covers a set of methods that aim to distinguish between foreground and background areas in video sequences utilizing a background model [1] .
Various challenges arising from the video surveillance have to be coped with by background subtraction algorithms. Among them, the most popular ones in the indoor video surveillance based on IP camera are the following [1] :
Illumination changes: There are two types included, gradual ones and sudden ones. Gradual illumination changes are common and globally in outdoor video surveillance. While the sudden ones usually occur with the changes of different kinds of light sources in the scene of surveillance. Relatively, the latter one is much more unpleasant in background subtraction in that a) they are discontinuity and b) it is uncertain that they are globally or locally. The sudden illumination change is one of the main factors that may cause high false positive detection results.
Dynamic background: Some objects' appearances in the scene of surveillance may differ from time to time. Such movement may be periodical (such as clocks) or irregular (such as TV set). These kinds of objects should be regard as background according to their relevance.
Video data loss: Some frames of images sequences may be partly or completely lost when being transferred or compressed. Each frame image is encoded and compressed into several packets before transferred by internet. The packet loss directly results in the loss of whole frame image or the incomplete frame image after decoding. Both of them make the background subtraction much higher error rate directly.
Shadows: Shadow cast of moving objects often complicate further processing steps subsequent to background subtraction. Unlike the outdoor surveillance, the reflection in the mirror or glass of moving object is undesirable when detecting foreground.
Camouflage: The appearance of the moving object may slightly differ from the one of the background. For example, a man who wearing white clothes walks by a white wall. Such situation may make the background subtraction algorithms confused and wrongly classified.
II. RELATED WORK
The background subtraction technique is trying to compare the observed frame with the background model which is an estimated image without moving object to detect the moving objects. Based on this, the background subtraction is defined as a simple technique of subtracting the observed image from the estimated image and thresholding the result to generate the objects of interest [2] . The comparison process, as known as foreground detection, divides the frame into two complementary sets of pixels that covers the entire frame: a. the foreground, i.e. the area contains moving objects, and b. the background, which is relatively stationary [3] .
Pixel-based background subtraction techniques operate on each pixel independently. The simplest techniques in this category included the use of a static background frame [4] , the running average [5] , low-pass filtering [6] , temporal median filtering [7] , and modeling each pixel with a Gaussian distribution [8] . Among them, the last one was the underlying model for many background subtraction algorithms. The single Gaussian updating models were also adopted in [9] and [10] for background subtraction. Since the complexity of the scene in video frame and the fact that a single Gaussian is a poor approximation of the true probability density function, the mixture of Gaussians approach called GMM (Gaussian Mixture Model) was proposed [11, 12] . After that, Z. Zivkovic [13] improved GMM by making both the parameters and the number of components of the mixture adapted for each pixel. To overcome the drawbacks of parametric definition in GMM, a non-parametric approach to background modeling was proposed [14] . The proposed method utilized a Probability Density Function (PDF) for pixel intensity to estimate directly from the data without any assumptions about the underlying distributions [15] . In the codebook algorithm [16] , the pixel was regarded as a codebook, which was a compressed form of background model for a long image sequence. In 2011, Barnich and Van Droogenbroeck proposed a background subtraction algorithm named "ViBe" (Visual Background Extractor) [3] . ViBe was based on the assumption that the already observed values should have a higher probability of being observed again than would values not yet encountered. This technique stored a set of values taken in the past at the same location or in the neighborhood for each pixel, and then compared this set to the current pixel value in order to determine whether that pixel belonged to the background. As the authors stated, ViBe performed in terms of both computational cost and detection rate.
Since perturbations affect the pixel individually, this results in local misclassification. By contrast, Seiki et al. proposed a background subtraction method [16] based on the assumption that neighboring block of background pixels should follow similar variations over time [3] . In [17] , Principal Component Analysis (PCA) was employed to train a model for each block. Similarly, Tsai and Lai introduced Independent Component Analysis (ICA) to build the model [18] , which regarded the background and the foreground as two separate signals. These two (PCA based and ICA based) techniques were mainly employed to solve the problem brought by illumination changes. Besides, some present background models took the temporal changes into account, i.e. the model of the background also depended on the pixel values in previous frames. Based on this assumption, autoregressive process [19, 20] and Hidden Markov Model (HMM) [21] were employed to the background subtraction technique. In [22] , a two-level mechanism based on a classifier was introduced. The classifier first justified if an image block belonged to the background. In the second stage, appropriate block wise updates of the background image were carried out [3] . Mahadevan and Vasconcelos proposed a spatio-temporal saliency algorithm applicable to scenes with highly dynamic backgrounds, which can be used to perform background subtraction [23] . Probabilistic methods predicted the short-term evolution of a background frame with a Kalman [24] filter. In [25] , background subtraction was considered to be a sparse error recovery problem and each color channel was independently modeled as the linear combination of the same color channel from other video frames.
To solve the problem of flicker restoration in the field of video restoration, the most popular way is to establish a linear model for intensity flicker and then estimate the parameters in the model. Among them, the most remarkable work was proposed by P. M. B. van Roosmalen in 1999 [26] . Due to the inaccuracy in the motion regions, some researchers introduced motion vector compensation to flicker restoration [27] . Besides, a method based on the cosine basis and successive over-relaxation was proposed [28] .
III. IMPROVED ALGORITHM THROUGH FLICKER CORRECTION
Considering the application of indoors surveillance based on IP Camera, an improved background subtraction algorithm based on ViBe and flicker correction is proposed in this paper. Although lots of background subtraction algorithms [3, 18, 29] were proposed to solve the problem brought by sudden illumination changes, there were no statements about the influence of local illumination changes in these papers. In indoor surveillance, local illumination changes are more common than global ones. They may be caused by different kinds of light sources. Inspired by the intensity flicker correction technique of the archived film restoration, an improved background subtraction algorithm based on ViBe by introducing flicker correction technique is proposed to fix the problem of globally or locally sudden illumination changes. The data flow diagram of the improved algorithm is shown in Fig.  1 . The resolution of the sequence in Fig. 1 is 320 × 240. The data flow diagram of the improved algorithm
A. Preprocessing
As mentioned above, IP camera based surveillance systems have to cope with the problem brought by incomplete image frame caused by the limitation of bandwidth. Fig. 2 shows different kinds of incomplete image frames from a certain image sequence with resolution 1280×960. According to the recoding and decoding technique of H.264 that IP camera based on, SAD (Sum of Absolute Differences) value is employed. Assuming the current image frame is fig. 2 d) which is partitioned into several equal-sized blocks (the size of the block is set to 36 if the rows of current image frame is bigger than 640 else set to 24 in this paper). As fig. 3 shows, patches A, B, C are vertically successive. According to (2) , obtain the value D. Add up if D is no bigger than the predefined threshold θ and obtain the sum N. To avoid the improvement of computational cost, only three rows of patches are considered. If N is no less than the half of current image frame's rows, this frame is classified as damaged one directly.
Once there is no data loss in the current image frame, the processing of edge enhancement is carried out.
B. Flicker Restoration
Based on the feature that flicker spatially distributes smoothly, Roothmalen [26] postulated an idea that a frame model given by (3) was employed: 
Here x, y are discrete spatial coordinates and t the frame number. Y t (x,y) and I t (x,y) indicate the intensities of the observed image and flicker corrected one. α t (x,y) implies the flicker multiplicative parameters, and β t (x,y) the flicker additive parameters. To restore the flicker is to estimate α t (x,y) and β t (x,y) with values between 0 and 1.0 respectively.
As [26] stated that intensity flicker distributes spatially smooth, the flicker parameters can be considered as constants in a certain local regions. Assuming partition the image frame into several small equal-sized rectangular blocks (in this paper the size of blocks is defined as 16×16), and within the current block 
, , , 
Then (6), (7) can be expressed as:
As the flicker parameters are obtained block-based, a pixel-by-pixel filtering process is necessarily. In this paper 3×3 mean filter is adopted, and the template is given below:
According to the value of intensity means within Φ m,n in i th frame(M i ) and i-1 th frame(M i-1 ), we define △M = |M i -M i-1 |. If the value of △M is greater than the value of the threshold c, then flicker correction is carried out, which ensure the accurate correction of intensity flicker.
C. Background Subtraction
ViBe was based on the theory that the already observed values should have a higher probability of being observed again than would value not yet encountered [3] . To subtract the background, firstly model each background pixel with a set of samples randomly. In the model a certain background pixel x is modeled by a collection of N background sample values:
Then initialize the value of the model with the first frame of the sequence. To classify a pixel x, compare the pixel value v(x) to the values within the closest set of samples in a two dimensional Euclidean color space (C 1 , C 2 ) by defining a sphere S R (v(x)) of radius R centered on v(x). According to (13) , obtain the cardinality and denote as #. If # is larger than 2 the pixel is set to be one of the background. Fig. 4 illustrates the process of classification. 
Based on the assumption that neighboring background pixels share a similar temporal distribution and a new background sample of a pixel should also update the models of neighboring pixels, background models hidden by the foreground will be updated with background samples from neighboring pixel locations from time to time [3] . Considering an 8- According to the theory that ViBe based on, there will be slightly difference between two detection results obtained by ViBe individually from a certain image sequence. In illustrations of the detection results in Fig. 5 obtained by ViBe separately, the pixel value is set to be 0 if it's classified as the background or set to be 255 if it's classified as the part of the foreground. From the figures above we can see that, the locations of false alarms of these two detection results are visually difference. To reduce false alarms further, in this paper two background models are subtracted by ViBe individually and the background subtraction result is set to be the union of them. Fig. 6 and fig. 7 show background subtraction results of the 47 th and 83 rd frame of image sequence. From these two figures it can be seen that the detection result obtained from the union is not only higher detection rate but also lower false alarms visually.
IV. EXPERIMENTAL RESULTS
To compare the results of flicker restoration more objectively, ROC (Receiver Operating Characteristic) curve is employed. There are 50 frames with resolution 640×480 in the image sequence which is obtained by IP camera indoor with light switch. Fig. 8 demonstrates some frames of the sequence. From the figures we can see that there are both global and local flicker in this sequence. Once the flicker restoration is going to be performed, the referenced intensity value is set to the one of the 1 st frame of the sequence. Fig. 9 shows two ROC curves, which are the intensity mean values of the original 50 frames and the corrected frames. From the figure we can see that the curve of corrected frames is much smoother than the original one.
Due to the lack of video sequence with sudden illumination changes, the public dataset is not used in this paper. Based on the statement in [1] and [3] , ViBe performs better than the other background subtraction algorithms. Meanwhile, it is the most efficient one among the mainstream techniques. Considering the limitation of the length of the paper, only ViBe is compared with the proposed method. The frames of the sequence in In this paper, an improved background subtraction algorithm robust to intensity flicker based on ViBe under indoor circumstance is proposed. Different from the outdoor surveillance, illumination changes caused by the changes of different kinds of light sources are much more common in indoor surveillance. To background subtractor, the illumination change which is suddenly and locally is the most unpleasant. Inspired by the technique of flicker restoration in the field of video restoration, the improved algorithm combines it with ViBe to prevent the possible false alarms cause by different kinds of intensity flicker. Considering the limitation of bandwidth, the image data loss is inevitable. Due to the way of recoding and decoding that IP camera based on, SAD value is employed to eliminate the damaged one. To reduce the false alarms further, the union of two detection results obtained by ViBe individually is introduced in this paper. To prove the proposed background subtractor is robust to different kinds of intensity flicker, an image sequence which is artificially corrupted with local and global intensity flicker is included in this paper. It can be seen that the proposed subtractor performed better both in correct detection rate and false alarms than ViBe. 
