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1. Einleitung
Zur Berechnung der Eigenschaften von Atomen bzw. Moleku¨len und deren Verhalten ste-
hen heute Methoden zur Verfu¨gung, die man im Wesentlichen in zwei Kategorien zusam-
menfassen kann: quantenmechanische Methoden zur Beschreibung der Elektronenhu¨lle
von Atomen und Moleku¨len und das so genannte molekulare Modellieren, wo man von der
expliziten Betrachtung der Elektronenhu¨lle absieht, dabei insbesondere die molekulare Dy-
namik (Molecular Dynamics, MD) [1]. Hier sei explizit angemerkt, dass es mit der ab initio
MD [2] eine Methode gibt, die beides kombiniert, jedoch extreme Anforderungen an die
Rechenkapazita¨t stellt. Damit eine klassische molekulardynamische Simulation eines En-
sembles von Moleku¨len aussagekra¨ftig ist, ist die Qualita¨t des Potentials zur Berechnung
der intermolekularen Wechselwirkungen von entscheidender Bedeutung [3]; besonders bei
der Berechnung von Clusterstrukturen oder supermolekularer Strukturen ist die Verwen-
dung direkt aus quantenmechanischen Rechnungen abgeleiteter Potentiale zweckma¨ßig.
Ein Kristall oder Cokristall einer oder mehrerer organischer Verbindungen stellt das
ultimative Supermoleku¨l dar [4] und die Entwicklung der supermolekularen Chemie hat
ihre Grundlage in der Analogie, dass zwischen Supermoleku¨len und Moleku¨len bzw. inter-
molekularen Wechselwirkungen die gleiche Beziehung besteht wie zwischen Moleku¨len und
Atomen bzw. kovalenten Bindungen [5]. Fu¨hrt man diese Analogie weiter, stellen kristalline
Polymorphe die A¨quivalente zu Strukturisomeren und Phasenu¨berga¨nge A¨quivalente zur
molekularen Isomerisierung dar [4]. Supermoleku¨le sind also nicht nur Ansammlungen von
Moleku¨len; ihre Strukturen und charakteristischen Eigenschaften unterscheiden sich deut-
lich von den Eigenschaften der einzelnen molekularen Spezies; und es ist bekannt, dass die
sta¨rksten intermolekularen Wechselwirkungen sta¨rker sind als die schwa¨chsten kovalenten
Bindungen [6].
Dennoch werden die meisten organischen Kristalle von Wechselwirkungen zusammenge-
halten, die schwa¨cher sind als die Wechselwirkungen zwischen Atomen in organischen
Moleku¨len oder in anorganischen Kristallen. Wie “erkennt” ein Moleku¨l einer gegebenen
Verbindung ein anderes Moleku¨l der gleichen Verbindungen oder, im Fall der Cokristalle,
ein Moleku¨l einer anderen Verbindung? Cokristalle versucht man oft durch gezieltes
Design zu erhalten, also durch sorgfa¨ltige Auswahl von Moleku¨len, die spezifisch miteinan-
der wechselwirken sollen. Zum besseren Versta¨ndnis der dazu erforderlichen Erkennungspro-
zesse ist es notwendig, die spezifischen Wechselwirkungen zwischen den Moleku¨len, die
einen potentiellen Cokristall bilden, zu kennen und zu verstehen [7].
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Gerade in der pharmazeutischen Forschung kann das Versta¨ndnis dieser Wechselwirkun-
gen den experimentellen Aufwand zum Auffinden geeigneter Kombinationen erheblich re-
duzieren. Denn die festen Formen von Medikamenten ko¨nnen unerwu¨nschte physikalische
Eigenschaften aufweisen und man ist ha¨ufig bestrebt, neue Formen mit potentiell vorteil-
haften Charakteristika zu finden. Neben Polymorphen, Hydraten, Salzen und amorphen
Feststoffen beinhaltet dieses Bestreben heute auch die Suche nach geeigneten Cokristallen
[8].
Die Idee zu der vorliegenden Arbeit resultierte aus der Frage nach den Mo¨glichkeiten, die
die Verwendung eines quantenmechanisch abgeleiteten Potentials zur Beschreibung der in-
termolekularen Wechselwirkungen bei der Durchfu¨hrung von molekulardynamischen Simu-
lationen bietet. Die zur Beschreibung der intermolekularen Wechselwirkungen verwendeten
Daten resultieren aus einer Berechnung der Energiehyperfla¨chen der enthaltenen Moleku¨le
mit Hilfe der DFT-SAPT-Methode [9], [10], [11]. Die Auswahl der im Mittelpunkt dieser
Arbeit stehenden Acetylen-Benzol-Aggregate ergab sich zum Einen aus der Tatsache, dass
die beno¨tigten Energiehyperfla¨chen bereits vorlagen [9], [10], [11] und zum Anderen aus
der Existenz eines von R. Boese et al. hergestellten und ro¨ntgenstrukturanalytisch unter-
suchten 1:1-Acetylen-Benzol-Cokristalls [12]. Weiterhin wurden bereits spektroskopische
Untersuchungen einiger Acetylen-Benzol-Cluster durchgefu¨hrt, die die Existenz von Clus-
terstrukturen, die nicht der absoluten Minimumsgeoemtrie entsprechen, belegen [13].
Abb. 1.1.: Ausschnitt aus der Struktur des 1:1-Acetylen-Benzol-Cokristalls, [12]
Seitenansicht (links), Ansicht von oben (rechts)
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Die im Rahmen dieser Arbeit durchgefu¨hrten Simulationen sollen die Mo¨glichkeiten aufzei-
gen, die die zugrunde liegende Idee bietet. Denn durch die Verwendung eines quantenmecha-
nisch abgeleiteten Potentials zur Beschreibung der intermolekularen Wechselwirkungen bei
der Durchfu¨hrung molekulardynamischer Simulationen ko¨nnen vielfa¨ltige Daten erhalten
werden, ohne weitere aufwendige quantenmechanische Berechnungen durchzufu¨hren. Auf
diese Weise ist es mo¨glich, auf der Grundlage dieses Potentials sowohl Berechnungen kleiner
Cluster als auch Simulationen von bulk -Strukturen bei - im Gegensatz zu quantenmecha-
nischen Berechnungen - Temperaturen verschieden von Null durchzufu¨hren. Außerdem
kann der U¨bergang von Clusterstrukturen zu kristallartigen Strukturen untersucht wer-
den.
Die durchgefu¨hrten Energieminimierungen und Simulationen kleiner Cluster ermo¨gli-
chen nicht nur die Berechnung der Stabilita¨ten der unterschiedlichen Strukturen und der
verschiedenen physikalischen Beitra¨ge zur Gesamtenergie, sondern liefern auch entschei-
dende Hinweise auf die Struktur der Energiehpyerfla¨chen der Trimere, Tetramere und
Pentamere. Durch die Auswertung dieser Simulationen ist weiterhin eine Analyse der
bevorzugten Teilstrukturen der verschiedenen Spezies und ihrer Umlagerungen mo¨glich.
Die sukzessive Vergro¨ßerung der berechneten Strukturen ermo¨glicht Schlussfolgerungen
bezu¨glich der Dominanz bestimmter Verknu¨pfungsarten in Abha¨ngigkeit der Gro¨ße und
des Aufbaus der untersuchten Aggregate. Durch die Analyse der Simulationen bulk -artiger
Strukturen ist die Zuordnung der Phasenu¨berga¨nge erster und zweiter Ordnung mo¨glich.
Die Gliederung der vorliegenden Arbeit ist wie folgt:
• In Kapitel 2 wird die Methode der molekulardynamischen Simulationen und das
verwendete Simulationsprogramm vorgestellt, weiterhin die berechneten Spezies und
die verwendeten Modelle.
• In Kapitel 3 erfolgt die Darstellung der Ergebnisse der Energieminimierungen ver-
schiedener kleiner Clusterstrukturen.
• In Kapitel 4 werden die Simulationen unterschiedlicher Dimer-, Trimer-, Tetramer-
und Pentamerstartstrukturen dargelegt und ausgewertet.




Viele Lehrbu¨cher, die sich mit dem Thema “molekulares Modellieren” befassen, beginnen
mit einer Frage:
“What is molecular modelling?”
Zur Beantwortung dieser Frage werden zu Beginn der entsprechenden Kapitel jeweils
verschiedene Definitionen vorgestellt. Die grundlegendste Definition bezieht sich dabei
auf die Verknu¨pfung der Begriffe molecular und model. Das Oxford English Dictionary
definiert den Begriff model als “ eine vereinfachte oder idealisierte Beschreibung eines
Systems oder Prozesses, ha¨ufig in mathematischen Termini, entwickelt, um Berechnungen
und Voraussagen zu ermo¨glichen”. Molekulares Modellieren beschreibt also Wege, das
Verhalten von Moleku¨len und molekularen Systemen nachzuahmen und vorherzusagen[14].
Ein weiterer Autor [15] bezeichnet molekulares Modellieren als die Wissenschaft und
Kunst, molekulare Strukturen und Funktionen durch Aufstellung eines Modells und den
daraus resultierenden Berechnungen zu untersuchen. Nach dieser Definition umfassen
die unter dem Begriff molekulares Modellieren zusammengefassten Berechnungsmethoden
sowohl ab initio und semiempirische quantenmechanische Verfahren, als auch molekulare
Mechanik, molekulare Dynamik und Monte-Carlo-Methoden.
Andere Autoren [16] wiederum unterscheiden zwischen den Begriffen molecular model-
ling und molecular simulations. Unter dem Begriff molekulares Modellieren fallen nach
dieser Definition quantenmechanische Methoden, außerdem die molekulare Mechanik. Mole-
kulardynamische und Monte-Carlo-Methoden werden dabei unter dem Begriff molekulare
Simulationen zusammengefasst.
Eine weitere mo¨gliche Definition [1] fasst unter dem Begriff molekulares Modellieren
ausschließlich molekulare Mechanik, molekulare Dynamik und Monte-Carlo-Methoden zu-
sammen. Auf der einen Seite wird molekulare Mechanik in diesem Fall als die Suche nach
der gu¨nstigsten bzw. energetisch gu¨nstigsten Konformation oder auch Form eines Moleku¨ls
definiert. Auf der anderen Seite wird unter molekularer Dynamik im einfachsten Fall die
numerische Lo¨sung der Newtonschen Bewegungsgleichung verstanden.





Historisch betrachtet wurde der Begriff der Molekulardynamik (MD) in den 1970-er Jahren
gepra¨gt und zwar fu¨r ein im Jahr 1957 von Alder und Wainright [17] zum ersten Mal
vero¨ffentlichtes und in den darauf folgenden Jahren verfeinertes Verfahren [18], [19], [20],
[21], [22], [23], [24]. Diese Methode zielte darauf ab, die dynamischen Eigenschaften eines
aus vielen Teilchen bestehenden Systems zu erhalten; dabei wurden die Teilchen als harte
Kugeln betrachtet. Die Bewegungen der Kugeln wurden unter Verwendung der Newton-
schen Bewegungsgleichungen erhalten. Die erste ”realistische“ MD-Simulation, in der die
Bewegungsgleichungen fu¨r ein System mit Lennard-Jones-Wechselwirkungen gelo¨st wur-
den, wurde von Rahman und Stillinger im Jahre 1971 [25] durchgefu¨hrt.
2.1.1. Bewegungsgleichungen
Die Generierung sukzessiver Konfigurationen eines Systems erfolgt durch Integration der
Newtonschen Bewegungsgleichungen. Daraus resultiert eine Trajektorie, die die Positionen
und Geschwindigkeiten der einzelnen Teilchen des Systems in Abha¨ngigkeit von der Zeit
wiedergibt. Die Newtonschen Bewegungsgesetze ko¨nnen wie folgt wiedergegeben werden
[26]:
• Ein Ko¨rper verharrt im Zustand der Ruhe oder gleichfo¨rmigen Translation, sofern
er nicht durch einwirkende Kra¨fte zur A¨nderung seines Zustands gezwungen wird.
• Die A¨nderung der Geschwindigkeit einer Masse ist der Einwirkung der bewegenden
Kraft proportional, wobei der Proportionalita¨tsfaktor die tra¨ge Masse darstellt.
• Kra¨fte treten immer paarweise auf. U¨bt ein Ko¨rper A auf einen Ko¨rper B eine Kraft
aus (actio), so wirkt eine gleich große, entgegen gerichtete Kraft von Ko¨rper B auf
Ko¨rper A (reactio).
Die Trajektorie erha¨lt man durch Lo¨sen der Differentialgleichung, die durch das zweite







Diese Differentialgleichung 2. Ordnung beschreibt die Bewegung eines Teilchens der Masse




Dabei gilt fu¨r die auf jedes Atom einwirkende Kraft, wenn V die Potentialfunktion darstellt:
Fxi = −
∂V (x1, y1, z1, . . . , zN )
∂xi
(2.2)
Die Durchfu¨hrung einer MD-Simulation erfolgt also in zwei Schritten: (i) Lo¨sung der New-
tonschen Bewegungsgleichungen, um eine molekulare Trajektorie zu generieren, gefolgt von
(ii) der Analyse dieser Trajektorie.
Stellt die Funktion der potentiellen Energie eine gute Anna¨herung an die realen Wechsel-
wirkungen dar, ko¨nnen sehr detaillierte Beschreibungen des Systems erhalten werden. Es
bestehen viele Mo¨glichkeiten, diese Funktion zu definieren; u¨blicherweise erfolgt diese De-
finition in der ”klassischen“ MD empirisch. Die funktionale Form der potentiellen Energie,
zusammen mit einem Satz von Wechselwirkungsparametern, wird als Kraftfeld bezeichnet.
2.1.2. Kraftfelder
Die Hauptmotivation fu¨r die Anwendung von Kraftfeldmethoden besteht in der Mo¨glichkeit,
”große“ Systeme zu modellieren, d.h. Systeme, die zu groß sind, um mit Hilfe von quanten-
mechanischen Methoden untersucht zu werden. Eine entscheidende Vereinfachung, die den
Kraftfeldmethoden zugrunde liegt, ist die Born-Oppenheimer-Na¨herung [27]. Durch An-
wendung dieser Na¨herung wird es mo¨glich, die Bewegung der Elektronen vom Standpunkt
der MD aus zu ignorieren und die Energie eines Systems ausschließlich als eine Funktion
der Kernpositionen zu berechnen.
Eine große Anzahl von Kraftfeldern, die fu¨r die verschiedensten Anwendung parametri-
siert sind, wurde bis heute entwickelt. Als Beispiele seien hier genannt: AMBER [28], [29],
CHARMM [30], [31], OPLS [32] und GROMOS [33].
Bei der Anwendung der meisten heute gebra¨uchlichen Kraftfelder wird die potentielle
Energie eines molekularen Systems in einer gegebenen Konformation als Summe individu-
eller Energien berechnet:
V = Vkovalent + Vnicht kovalent (2.3)




Vbindend = VBindung + VWinkel + VTorsion (2.4)
und
Vnichtbindend = VElektrostatik + Vvan der Waals (2.5)
2.1.2.1. Bindungsterme
Abbildung 2.1 zeigt die Darstellung einer Bindungsschwingung und eines einfachen Po-
tentialverlaufs, durch den eine solche Bindungsschwingung mathematisch bzw. graphisch
wiedergegeben werden kann.
Abb. 2.1.: Schematische Darstellung einer Bindungs-
schwingung und des Potentialverlaufs
Eine solche Streckschwingung zwischen zwei kovalent gebundenen Atomen i und j kann










rij : aktuelle Bindungsla¨ngen zwischen den Atomen i und j
r0ij : Bindungsla¨nge in der Gleichgewichtslage (sofern keine anderen Kra¨fte einwirken)
krij : Kraftkonstante
2.1.2.2. Winkelterme




Abb. 2.2.: Schematische Darstellung einer Winkel-
schwingung und des Potentialverlaufs
Eine solche Schwingung zwischen drei Atomen i, j und k kann ebenfalls durch ein har-










θijk: aktueller Bindungswinkel zwischen den Atomen i, j, k
θ0ijk: Bindungswinkel in Gleichgewichtslage (sofern keine anderen Kra¨fte einwirken)
kθijk: Kraftkonstante
2.1.2.3. Torsionsterme
Die Abbildung 2.3 gibt eine Torsionsschwingung zwischen vier Atomen und das dazugeho¨rige
Potential wieder.
Abb. 2.3.: Schematische Darstellung einer Torsions-
schwingung und des Potentialverlaufs





ijkl (1 + cos(n(ϕ− ϕs))) (2.8)
mit




In der Abbildung 2.4 ist eine elektrostatische Wechselwirkung mit dem dazu geho¨rigen
Potential dargestellt.
Abb. 2.4.: Schematische Darstellung einer elektro-
statischen Wechselwirkung und des Poten-
tialverlaufs






rij : Abstand zwischen den Atomen i und j




2.1.2.5. van der Waals Terme
Abbildung 2.5 stellt eine reine van der Waals Wechselwirkung mit dem entsprechenden
Potentialverlauf dar.
Abb. 2.5.: Schematische Darstellung einer van der
Waals Wechselwirkung und des Poten-
tialverlaufs
Ein solches Potential kann im einfachsten Fall durch den Ausdruck von Lennard-Jones
[34], [35], [36], [37], [38] wiedergegeben werden:












rij : Abstand zwischen den Atomen i und j
ij : Tiefe der Potentialmulde
σij : Position des ”Nulldurchgangs“
Eine andere Mo¨glichkeit ist die Verwendung eines Buckingham-Potentials [39], [40], [41]:




Aij , Cij : Koeffizienten der repulsiven und attraktiven Terme
Bij , n: repulsive und attraktive Parameter (n meist 6)
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2.1.3. Grundlegende Konzepte bei der Durchfu¨hrung von MD-Simulationen
Zur Durchfu¨hrung einer Simulation auf der Grundlage der Newtonschen Bewegungsglei-
chungen und der Verwendung von Kraftfeldmethoden sind noch einige weitere Konzepte
notwendig, die eine effiziente Lo¨sung der zugrunde liegenden mathematischen Gleichungen
ermo¨glichen.
Da die Bewegungen aller Teilchen miteinander gekoppelt sind, ist es nicht mo¨glich, die
Bewegungsgleichungen analytisch zu lo¨sen. Diese Situation erfordert einen Algorithmus
zur numerischen Integration dieser Differentialgleichungen. Da MD-Simulationen Infor-
mationen auf mikroskopischer Ebene generieren, thermodynamische Eigenschaften jedoch
nicht individuellen Teilchen zugeordnet werden ko¨nnen, ist ein Konzept notwendig, das
makroskopische Eigenschaften zu den Verteilungen und Bewegungen einzelner Teilchen in
Beziehung setzt. Weiterhin sind verschiedene Methoden erforderlich, die es ermo¨glichen,
eine sinnvolle Auswahl zu treffen, welche Wechselwirkungen in den Berechnungen zu
beru¨cksichtigen sind, außerdem verschiedene Algorithmen, um ggfs. Temperatur bzw.
Druck wa¨hrend der Simulation konstant zu halten.
2.1.3.1. Algorithmus nach Verlet und leap-frog-Algorithmus
Allen Algorithmen, die zur Integration der Bewegungsgleichungen dienen, liegt die An-
nahme zugrunde, dass die Positionen der Teilchen und die dynamischen Eigenschaften mit
Hilfe von Taylor-Reihenentwicklungen ausgedru¨ckt werden ko¨nnen:













∆t3 + . . . (2.12)













∆t3 + . . . (2.13)
Der Verlet-Algorithmus [42], [43], [44], [45] verwendet die Positionen und Beschleunigungen
zum Zeitpunkt t und die Positionen des vorausgegangenen Schrittes ~r (t−∆t), um die
neuen Positionen ~r (t+ ∆t) zu berechnen. Dabei gelten folgende Beziehungen:








∆t2 + . . . (2.14)
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∆t2 − . . . (2.15)
Durch Addition, Umformung und Abbruch nach der dritten Ordnung erha¨lt man:




Die Geschwindigkeiten kommen im Verlet-Algorithmus nicht explizit vor; sie ko¨nnen je-
doch auf folgende Art und Weise berechnet werden:
~v (t) =
~r (t+ ∆t)− ~r (t−∆t)
2∆t
(2.17)
Da der Verlet-Algorithmus ein Zwei-Schritte-Verfahren ist, genu¨gt die Kenntnis der Orts-
und Geschwindigkeitvektoren zum Zeitpunkt t = 0 nicht, um den Algorithmus zu starten,
denn der neue Ortsvektor(~r (t+ ∆t)) wird aus dem aktuellen Ortsvektor (~r (t)) und dem
Ortsvektor (~r (t−∆t)) zum Zeitpunkt (t−∆t) berechnet. Letzterer steht allerdings u¨ber
die Na¨herung ~r(t−∆t) = ~r(t)− ~r∆t zur Verfu¨gung.
Dieser Algorithmus ist reversibel in der Zeit und im Fall konservativer Kra¨fte gilt der
Impulserhaltungssatz. Außerdem ist er sehr stabil. Zu seinen Nachteilen za¨hlt jedoch die
Tatsache, dass die beno¨tigten Geschwindigkeiten separat und etwas umsta¨ndlich berechnet
werden mu¨ssen.
Eine Variante des Verlet-Algorithmus ist der so genannte leap-frog-Algorithmus [46],
[47], [48]. Hier werden Orts- (~r) und Geschwindigkeitsvektor (~v) jeweils zu unterschiedlichen
Zeitpunkten (t) berechnet. Es werden folgende Beziehungen verwendet:






















+ ∆t ~a (t) (2.19)
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2.1.3.2. Ensemble und Phasenraum
Rein mathematisch betrachtet ist der Phasen- oder auch Zustandsraum der mathematische
Raum, der von den zeitlich vera¨nderlichen Variablen eines dynamischen Systems aufge-
spannt wird. Der Phasenraum kann sehr hochdimensional sein, wenn z. B. die Bewegungen
vieler Teilchen erfasst werden sollen. Die Punkte des Phasenraums charakterisieren das
System eindeutig, und die Menge aller Punkte, die von einem bestimmten Anfangspunkt
aus die zeitliche Entwicklung des Systems bestimmen, heißt Trajektorie. Ko¨nnte man mit
dieser Trajektorie alle Punkte im Phasenraum erreichen, wu¨rde sie als ergodisch bezeichnet
[49], [50], [51]. Das bedeutet, dass fu¨r alle Messgro¨ßen der zeitliche Mittelwert gleich dem
Ensemble Mittelwert wa¨re:
A¯t = 〈A〉 (2.21)
Fu¨r Systeme, die gewo¨hnlich mit Hilfe von Simulationsmethoden untersucht werden, ist der
Phasenraum immens groß; eine ergodische Trajektorie ist nicht erreichbar. In vielen Fa¨llen,
kann jedoch angenommen werden, dass die Trajektorie jedem Punkt im Phasenraum in
endlicher Zeit beliebig nahe kommt. Dies wird im Allgemeinen als quasi-ergodisch [52]
bezeichnet.
In der Thermodynamik sind diese zeitlich vera¨nderlichen Variablen, durch die der Phasen-
raum aufgespannt wird, ha¨ufig Temperatur, T , Druck, p und Anzahl der Teilchen, N . Diese
makroskopischen Eigenschaften ko¨nnen zu einem mikroskopischen Zustand in Beziehung
gesetzt werden. Fu¨r ein System, dass aus N Atomen besteht, wird dieser Zustand durch 6N
(drei Koordinaten pro Teilchen und drei Komponenten des Impulses) Variablen definiert.
D.h., der Phasenraum ist 6N -dimensional. Jede Kombination von 3N Koordinaten und
3N Impulsen definiert einen Punkt im 6N -dimensionalen Phasenraum. Diese Punkte
entsprechen den sukzessive generierten Konfigurationen eines Systems bei einer Simu-
lation.
Molekulardynamische Simulationen ko¨nnen in verschiedenen Ensembles durchgefu¨hrt
werden [53], [54], [55], [56], [57]:
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• mikrokanonisches Ensemble: N = konst, V = konst und E = konst
• kanonisches Ensemble: N = konst, V = konst und T = konst
• isobar-isothermisches Ensemble: N = konst, p = konst und T = konst
• großkanonisches Ensemble: µ = konst, V = konst und T = konst
Experimentell werden thermodynamische Eigenschaften als Mittelwert der Eigenschaften
vieler Atome, Moleku¨le oder Konformationen bestimmt. Aus MD-Simulationen erha¨lt man
diese Eigenschaften als zeitlichen Mittelwert einer endlich langen Trajektorie. Daher kann
eine molekulardynamische Simulation nur eine Abscha¨tzung der ”wahren“ Eigenschaften
liefern und eine Abfolge von Simulationen mit unterschiedlichen Startbedingungen wird
erwartungsgema¨ß a¨hnliche, aber verschiedene Ergebnisse liefern.
2.1.3.3. Periodische Randbedingungen
Fu¨hrt man makroskopische Untersuchungen an Gasen oder Flu¨ssigkeiten durch, finden
diese in der Regel in Beha¨ltern statt, deren Wa¨nde die zu untersuchenden Teilchen zuru¨ck-
halten. Intuitiv liegt es daher nahe, auch im Fall von Simulationen die Teilchen durch harte
Wa¨nde auf ein bestimmtes Raumgebiet zu beschra¨nken [58], [59]. Dieser Ansatz bringt
jedoch zwei Nachteile mit sich. Erstens funktioniert aufgrund des Vorliegens harter Wa¨nde
und dem daraus resultierenden diskontinuierlichen Potential der Verlet-Algorithmus nicht
korrekt; und zweitens sind aufgrund der im Gegensatz zu makroskopischen Experimenten
kleinen Systemgro¨ße bei Simulationen Wandeffekte nicht mehr vernachla¨ssigbar.
Zur Lo¨sung dieses Problems hat sich ein Trick bewa¨hrt, mit dem man ein Simulations-
systems quasi ins Unendliche ausdehnen kann. Dieser Trick besteht in der Anwendung
von periodischen Randbedingungen [60], [61], die mit Hilfe der so genannten minimum
image Konvention realisiert werden. Das Konzept der periodischen Randbedingungen ist
in Abbildung 2.6 illustriert - der Einfachheit halber in zwei Dimensionen:
Die Atome des zu simulierenden Systems werden in einer raumfu¨llenden Box platziert.
Diese Box wird von Kopien (Bildteilchen) ihrer selbst umgeben. Das System weist nun
keine Grenzen mehr auf. Tritt nun ein Teilchen aus der prima¨ren Box aus, dann tritt
gleichzeitig seine periodische Kopie an der gegenu¨berliegenden Seite in die prima¨re Box
ein. Da jedes reale Teilchen und jedes Bildteilchen, das die prima¨re Box verla¨sst, zum
gleichen Zeitpunkt durch ein entsprechendes Bildteilchen oder ein zuru¨ckkehrendes reales
Teilchen ersetzt wird, bleibt die Teilchenzahl in der Box immer konstant.
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Abb. 2.6.: Periodische Randbedingungen in zwei Dimensionen [62]
Es existieren verschiedene Formen, die es ermo¨glichen, eine raumfu¨llende Box zu kons-
truieren [63]. Die kubische Zelle ist hier die einfachste Form. Weitere Mo¨glichkeiten sind
das hexagonale Prisma, der rhombische Dodecaeder und der abgeschnittene Oktaeder. Die
Auswahl der zugrunde liegenden Zelle sollte die Geometrie des Systems widerspiegeln. Der
truncated octahedron und der rhombic dodecahedron zum Beispiel liefern eine Zelle mit
anna¨hernd spha¨rischer Geometrie und sind daher geeignet zur Simulation von spha¨rischen
Moleku¨len. Die Verwendung des hexagonalen Prismas ist bei der Simulation zylindrischer
Moleku¨le sinnvoll.
2.1.3.4. Abschneideradius
In einem System mit N Atomen bzw. N Wechselwirkungszentren nimmt die Anzahl
der elektrostatischen und der van der Waals Wechselwirkungen mit 12N (N − 1) zu [64].
Betrachtet man den in Abbildung 2.5 dargestellten Verlauf eines Lennard-Jones-Potentials,
ist zu erkennen, dass die Wechselwirkungen zwischen zwei Zentren mit zunehmender Ent-
fernung voneinander rasch abnehmen. Daher ist es mo¨glich, einen Radius zu wa¨hlen, ober-
halb dessen diese Wechselwirkungen nicht mehr beru¨cksichtigt werden. Dieser Radius wird
als Cut-Off - oder auch Abschneideradius (rC) bezeichnet.
Zur Berechnung der van der Waals Wechselwirkungen wird in der Praxis ein modi-













Dadurch bekommen die van der Waals Wechselwirkungen bei r > rC den Wert Null
zugewiesen. U¨ber- oder unterschreitet der Abstand zweier Wechselwirkungszentren den
Abschneideradius, werden dadurch nicht-physikalische Kra¨fte verursacht und die Gesamt-
energie des Systems kann schwanken. Diese Schwankungen sind jedoch vernachla¨ssigbar
[66].
2.1.3.5. Minimum image Konvention
Die Minimum image-Konvention fu¨hrt zu einer Beschra¨nkung der Gro¨ße des Abschneidera-
dius. Wie in Abbildung 2.6 gezeigt, wird um jedes Teilchen eine imagina¨re Zelle erzeugt.
Form und Gro¨ße dieser Zelle entsprechen der der Simulationszelle. Ein Teilchen innerhalb
einer solchen imagina¨ren Zelle sollte nur mit anderen Teilchen innerhalb dieser Zelle wech-
selwirken, also niemals mit einem Abbild seiner selbst. Befinden sich in einer Simulations-
zelle N Teilchen, kann jedes dieser Teilchen nur mit N−1 anderen Teilchen wechselwirken.






L: La¨nge der Simulationszelle
2.1.3.6. Temperaturkontrolle
Da im Verlauf einer Simulation die Temperatur als Mittelwert der kinetischen Energie
ha¨ufig nicht von alleine konstant bleibt, ist es beispielsweise zur Realisierung eines kano-
nischen Ensembles notwendig, ein Verfahren einzufu¨hren, das die Kontrolle der Tempe-
ratur ermo¨glicht. Gru¨nde fu¨r die mo¨glichen Schwankungen bei einer Simulation im nVE -
Ensemble im Temperaturverlauf sind der Austausch zwischen potentieller und kinetischer
Energie sowie Fehler bei der Integration der Bewegungsgleichungen, durch Verwendung




Eine Technik, diese Temperaturkontrolle durchzufu¨hren, besteht in der Multiplikation der
Teilchengeschwindigkeiten bei jedem Zeitschritt mit einem Faktor λ, dessen Gro¨ße sich
nach der momentanen kinetischen Energie richtet. Dazu wird das System gedanklich in











cV: Wa¨rmekapazita¨t pro Teilchen bei konstantem Volumen
In Simulationsprogrammen ha¨ufig implementierte Verfahren zur Realisierung dieser Kopp-
lung sind die schwache Kopplung nach Berendsen und die Nose´-Hoover -Korrektur.
Der Berendsen-Algorithmus [67] entspricht einer schwachen Kopplung an ein externes








T0: durch das Wa¨rmebad vorgegebene Temperatur
T : aktuelle Temperatur des Systems
τ : Anpassungszeit
Weicht die Temperatur des Systems von der Temperatur des Wa¨rmebads ab, wird sie









NFG: Anzahl der Freiheitsgrade
τt: entspricht na¨herungsweise der Konstanten der Temperaturkopplung
Der Grund fu¨r τ 6= τT liegt in der durch die Anpassung der Teilchengeschwindigkeiten
verursachten A¨nderung der kinetischen Energie, die zum Teil zwischen kinetischer und
potentieller Energie der gekoppelten Gruppe umverteilt werden muss.
Eine andere Mo¨glichkeit zur Kontrolle der Temperatur bietet das von Nose´ [68] vor-
geschlagene und spa¨ter von Hoover [69], [70] modifizierte Verfahren. Dieses Verfahren ist
zur Untersuchung eines kanonischen Ensembles besser geeignet als die schwache Kopplung
nach Berendsen. Bei der Durchfu¨hrung dieses Verfahrens wird der Hamilton-Operator des
Systems durch die Einfu¨hrung eines thermischen Reservoirs und eines Reibungsterms in die
Bewegungsgleichungen erweitert. Dabei ist die Reibungskraft proportional zu dem Produkt



















Die Zeitabha¨ngigkeit des Reibungsparameters wird aus der Differenz der aktuellen Tem-






(T − T0) (2.28)
mit




Q: Massenparameter des Reservoirs
Wa¨hrend bei der schwachen Kopplung nach Berendsen eine exponentielle Anpassung der
Temperatur an den Zielwert erreicht wird, erfolgt die entsprechende Anpassung nach dem
Nose´-Algorithmus oszillatorisch, wodurch die Gleichgewichtseinstellung ungefa¨hr um den
Faktor fu¨nf la¨nger dauert [71], [72].
2.1.3.7. Druckkontrolle
Da wie im Fall der Temperatur im Verlauf einer Simulation auch der Druck ha¨ufig nicht
konstant bleibt, ist es ebenso, beispielsweise zur Realisieriung eines npT -Ensembles, not-
wendig, ein Verfahren einzufu¨hren, das die Kontrolle des Drucks ermo¨glicht. In Simula-
tionsprogrammen ha¨ufig implementierte Verfahren zur Umsetzung der Druckkontrolle sind
auf der einen Seite das von Berendsen et al. entwickelte Verfahren und auf der anderen
Seite der Algorithmus nach Parinello und Rahman.
Der Berendsen-Algorithmus [67] skaliert die Koordinaten der Teilchen und der Vektoren
des Systems mit Hilfe einer Matrix in jedem Schritt neu. Daraus resultiert eine Relaxation








p, p0: Druck, Referenzdruck
τp: Zeitkonstante
Die Skalierungsmatrix µ ist gegeben durch:
µij = δij − ∆t
3τp





Diese isotherme Kompressibilita¨t ist bei isotropen Systemen eine skalare Gro¨ße in Form
einer Diagonal-Matrix mit identischen Werten auf der Diagonalen. Die Gro¨ße der Matrix
wird grob abgescha¨tzt. Eine solche Abscha¨tzung ist in diesem Fall ausreichend, da die
Werte nur die Zeitkonstante der Relaxation und nicht den Mittelwert des Drucks selbst
beeinflussen.
Auch im Fall der Druckkontrolle gibt es eine Alternative zur schwachen Kopplung
nach Berendsen. Eine weitere Mo¨glichkeit bietet die Parrinello-Rahman-Na¨herung [73],
die dem Algorithmus nach Nose´ und Hoover zur Temperaturkopplung sehr a¨hnlich ist.
Die Vektoren der Simulationszelle werden durch eine Matrix b beschrieben. Ihre zeitliche
A¨nderung befolgt folgende Matrix-Gleichung:
db2
dt2
= VW−1b′−1 (P−Pref ) (2.31)
mit
V : Volumen der Simulationszelle
W: Matrix der Massenparameter
P und Pref : Matrix der aktuellen bzw. der Referenzdru¨cke
Wie im Fall der Temperaturkopplung nach Nose´ und Hoover wird die Newtonsche Bewe-


























In polyatomaren Moleku¨len sind die schnellen internen Schwingungen gewo¨hnlich von den
Rotations- und Translationsbewegungen entkoppelt und ko¨nnen aus diesem Grund bei
der Durchfu¨hrung von Simulationen als eingefroren angesehen werden. Dieses Einfrieren
kann durch Einfu¨hrung einer bestimmten Anzahl von starren Bindungen und Winkeln in
das Geru¨st des Moleku¨ls beru¨cksichtigt werden. Die klassische Methode, solche Systeme
zu behandeln liegt in der Verwendung generalisierter Koordinaten (Lagrange-Hamilton-
Formalismus). Jedoch wird es mit zunehmender Anzahl von Freiheitsgraden schwieriger,
die geeigneten Bewegungsgleichungen explizit aufzustellen. Es wurden mehrere Algorith-
men entwickelt, die es ermo¨glichen, solche Systeme zu behandeln [74].
SHAKE
Der SHAKE-Algorithmus u¨berfu¨hrt einen Satz von unconstraint Koordinaten r′ in einen
Satz von Koordinaten r′′, der die Abstands-constraints erfu¨llt, wobei ein Satz r als Referenz
verwendet wird [75], [62]:
SHAKE
(
r′ → r′′; r) (2.34)
Dieses Vorgehen ist konsistent mit der Lo¨sung eines Satzes von Lagrange Multiplika-
toren in den constrained Bewegungsgleichungen. Der Algorithmus wird fortgefu¨hrt bis alle
constraints innerhalb einer vorgegebenen Toleranzschwelle erfu¨llt werden.
Die Bewegungsgleichungen mu¨ssen K holonomische Zwangsbedingungen erfu¨llen:
σk (r1 . . . rN ) = 0; k = 1 . . .K (2.35)










mit λk: Lagrange Multiplikatoren
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Die Verschiebung der constraint Kra¨fte, die aus dem leap frog- oder Verlet-Algorithmus
resultieren entspricht (Gi/mi) (∆t)
2. Nach Lo¨sung der Lagrange Multiplikatoren erha¨lt
man einen Satz gekoppelter Gleichungen zweiter Ordnung. Diese werden iterativ durch
den SHAKE-Algorithmus gelo¨st.
LINCS
Der LINCS-Algorithmus setzt die Bindungen nach einer unconstraint Aktualisierung auf
ihre korrekten La¨ngen zuru¨ck [76]. Diese Methode ist nicht iterativ; sie verwendet in jedem
Fall zwei Schritte.






M: 3N × 3N Diagonalmatrix. die die Massen der Teilchen entha¨lt
Dieses System wird durch K zeitunabha¨ngige Gleichungen fu¨r die Zwangsbedingungen
constrained :
gi (r) = |ri1 − ri2 | − di = 0; i = 1, . . . ,K (2.39)
Der Algorithmus arbeitet in zwei Schritten. Im ersten Schritt wird die Projektion der
neuen Bindungen auf die alten Bindungen auf Null gesetzt. Im zweiten Schritt wird eine




Der Begriff Cokristall begann sich Ende der 1980-er Jahre in der Literatur zu etablieren.
Eine der ersten Vero¨ffentlichungen, in denen dieser Terminus verwendet wurde, beschrieb
die Fa¨higkeit zur Komplexbildung von 1,3-bis(m-nitrophenyl)urea mit unterschiedlichen
Akzeptormoleku¨len unter Ausbildung von Wasserstoffbru¨ckenbindungen zwischen dem
N −H-Proton und dem Akzeptor[77]. In den darauf folgenden Jahren erlangte der Begriff
allgemeine Akzeptanz in dem Sinne, dass ein Cokristall das Produkt eines Cokristallisations-
Experiments ist. Dabei beschreibt der Begriff Cokristallisation im Rahmen des crystal en-
gineerings den Vorgang, bei dem der sich letztendlich bildende Kristall mindestens aus
zwei verschiedenen Spezies besteht, die durch intermolekulare Wechselwirkungen zusam-
mengehalten wird. Im Jahre 2003 wurde von G. Desiraju [78], [79] eine Diskussion u¨ber
die Verwendung dieses Begriffs angestoßen [80].
Der Autor stellt die Verwendung des Begriffs mit folgender Argumentation in Frage:
Ein Kristall wird durch ein Gitter beschrieben, das die Symmetrieinformationen liefert,
weiterhin durch die chemische Information, die angibt, aus welchen Atomen, Ionen oder
Moleku¨len der Kristall besteht. Er stellt die Frage in den Raum, wie der Kristall einer
Substanz wie 1:1 1,3-bis(m-nitrophenyl)urea-triphenylphosphinoxid als Cokristall betrach-
tet werden kann, wenn diese chemisch weder direkt etwas mit 1,3-bis(m-nitrophenyl)urea
noch mit Triphenylphosphinoxid gemeinsam hat. Aufgrund dieser Argumentation kommt
er zu dem Schluss, Kristalle von Verbindungen dieser Art sollten als molekulare Komplexe
bezeichnet werden.
J. D. Dunitz [81] stellt dieser These folgende Argumentation entgegen: Der Begriff
molekularer Komplex wird fu¨r Systeme verwendet, in denen die darin enthaltenen Moleku¨le
sta¨rker miteinander assoziiert sind als in einer einfachen Mischung. Diese Systeme ko¨nnen
jedoch fest, flu¨ssig oder gasfo¨rmig sein. Er leitet eine Definition des Begriffs Cokristall
aus der Definition fu¨r lattice compound [82] her: lattice compounds sind ”Substanzen, die
aus einer sto¨chiometrisch definierten Zusammensetzung zweier oder mehrerer molekularer
Spezies gebildet werden und die ihre Stabilita¨t nicht gewo¨hnlichen Valenzkra¨ften, sondern
der Packung im Kristall verdanken.“
Eine neuere Definition [83] fasst die Eigenschaften wie folgt zusammen: Cokristalle
geho¨ren zu den Mehrkomponentensystemen. Sie bestehen aus einem Zielmoleku¨l und einem
molekularen Cokristallbildner, die in einem sto¨chiometrischen Verha¨ltnis zueinander vor-
liegen und bei atmospha¨rischen Bedingungen in ihrer reinen Form fest sind. Dabei sind
intermolekulare Wechselwirkungen zwischen den verschiedenen Moleku¨len die treibenden
Kra¨fte der Cokristallisation [84].
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2.2.1. Molekulare Kristalle und intermolekulare Wechselwirkungen
In Nature of Chemical Bond definiert Pauling eine chemische Bindung wie folgt: ”Von einer
chemischen Bindung wollen wir dann sprechen, wenn zwei Atome oder Atomgruppen durch
irgendwelche Kra¨fte so fest zusammengehalten werden, dass es dem Chemiker angebracht
erscheint, sie als ganzes, selbststa¨ndiges Moleku¨l zu betrachten [85].“ Er erkla¨rte, dass
diese Definition nicht nur die gerichteten Valenzbindungen organischer und anorganischer
Moleku¨le einschließt, sondern auch Bindungen zwischen Ionen in Kristallen.
Die Kristallstruktur beschreibt dabei die Anordnung der Moleku¨le oder Ionen in einem
supramolekularen Muster, das sich u¨ber den gesamten makroskopischen Ko¨rper wieder-
holt. Die Wechselwirkungen, von denen die meisten molekularen Kristalle zusammenge-
halten werden, werden im allgemeinen als intermolekulare Wechselwirkungen bezeichnet;
sie sind erheblich schwa¨cher als die Wechselwirkungen zwischen den Atomen innerhalb
von Moleku¨len oder zwischen den Ionen in anorganischen Kristallen [7].
Die physikalischen Pha¨nomene, die fu¨r die Abstoßung bzw. Anziehung zwischen Moleku¨-
len verantwortlich sind, lassen sich in zwei Arten unterteilen [86]: sogenannte long-range
und short-range Wechselwirkungen. Im Fall der long-range-Effekte kann man elektrosta-
tische, Induktions- und Dispersions-Wechselwirkungen unterscheiden; sie resultieren aus
direkten klassischen Wechselwirkungen zwischen den statischen Ladungsverteilungen von
zwei Moleku¨len bzw. deren Antwort auf statische und dynamische Sto¨rfelder. Die wichtig-
sten short-range-Wechselwirkungen beruhen auf den Austausch-Wechselwirkungen zwi-
schen u¨berlappenden Ladungsverteilungen, wie sie durch die Antisymmetrieforderung an
die elektronische Gesamtwellenfunktion zustande kommt. Dabei bezeichnet der Begriff
short-range Absta¨nde, die zu einer signifikanten U¨berlappung der molekularen Wellen-
funktionen fu¨hren.
Die symmetrieadaptierte Sto¨rungstheorie (SAPT) ermo¨glicht die Berechnung dieser























Aus diesen verschiedenen physikalischen Beitra¨gen zu den intermolekularen Wechselwirkun-
gen resultieren verschiedene intermolekulare Kontakte. Neben den klassischen Wasserstoff-
bru¨ckenbindungen und den reinen van der Waals Wechselwirkungen, kennt man so etwas
wie die XH· · ·pi-Kontakte zwischen einem Wasserstoffatom und einer Atomgruppe mit pi-
Elektronen bis hin zu Stapel- bzw. pi − pi-Kontakten zwischen aromatischen Moleku¨len.
Diese Konzepte beschreiben somit keine Wechselwirkungen zwischen Atomen, sondern
Kontakte zwischen molekularen Bereichen oder gar ganzen Moleku¨len [7]. Es ist ein nahe-
liegender Gedankengang, solche Kontakte in Anlehnung an klassische Wasserstoffbru¨cken-
bindungen als ”schwache“ oder ”unkonventionelle“ Wasserstoffbru¨cken einzustufen [89].
2.2.2. Cokristallisation und funktionelle Gruppen
Cokristalle weisen, verglichen mit reinen Substanzen, einige Vorteile bezu¨glich der poten-
tiellen praktischen Anwendung auf. Die Eigenschaften von Cokristallen ko¨nnen stark von
den Eigenschaften der reinen Substanzen abweichen. Die mechanischen,
thermischen und physikalischen Eigenschaften ko¨nnen positiv beeinflusst werden. Es ist
beispielsweise mo¨glich, gezielt Cokristalle mit erho¨hter Auflo¨sungsrate in Wasser oder
auch besserer Bioverfu¨gbarkeit zu synthetisieren [90]. Diese Eigenschaften sind na¨mlich
abha¨ngig von der Kristallstruktur, die wiederum stark von den eingesetzten Substanzen
beeinflusst werden kann [8].
In vielen Fa¨llen basieren Cokristalle auf der Bildung supramolekularer Einheiten durch
intermolekulare Wechselwirkungen. Diese supramolekularen Einheiten ko¨nnen nach
Desiraju als Synthons bezeichnet werden [4]. Der Begriff Synthon stammt urspru¨nglich
aus der organischen Synthese, kann jedoch aufgrund einiger Analogien auch im crystal
engineering verwandt werden [91], [92]:
• Der Kristall einer molekularen Verbindung kann als perfektes Supermoleku¨l betrach-
tet werden.
• Die intermolekularen Wechselwirkungen innerhalb eines Supermoleku¨ls (Kristalls)
ko¨nnen als Analogon zu den kovalenten Wechselwirkungen zwischen Atomen betrach-
tet werden.
• Phasenu¨berga¨nge ko¨nnen in Analogie zur Isomerisierung und enantiomorphe Kristalle
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als Analogon zu Stereoisomeren betrachtet werden.
Ebenso wie in der organischen Synthese die Ausbildung einer neuen Verbindung dann
erfolgt, wenn die Ausbildung neuer kovalenter Bindungen energetisch begu¨nstigt ist, erfolgt
die Bildung eines Cokristalls, wenn die resultierenden intermolekularen Wechselwirkungen
sta¨rker sind als die Wechselwirkungen in den Ausgangssubstanzen. Neben der im Bereich
des crystal engineering als besonders wichtig anzusehenden Wasserstoffbru¨ckenbindung
ko¨nnen weitere nicht-kovalente Wechselwirkungen wie van der Waals Wechselwirkungen
und pi-pi-Wechselwirkungen einen entscheidenden Beitrag zur Stabilisierung leisten.
Da es eine quasi unendliche Anzahl organischer Verbindungen gibt, ist eine Vielzahl von
Kombinationen denkbar, die potentiell zur Konstruktion von Cokristallen geeignet wa¨re.
Eine fast unu¨berschaubare Zahl dieser denkbaren Cokristalle wurde bereits dargestellt
(z.B. [93], [94], [95]). Eine aufgrund ihrer Wechselwirkungseigenschaften gut zur Konstruk-
tion von Cokristallen geeignete funktionelle Gruppe ist die Ethinylfunktion. Bereits auf
dem kleinsten denkbaren, diese funktionelle Gruppe enthaltenden Moleku¨l, dem Acetylen,
basierende Cokristalle wurden in einer großen Anzahl hergestellt [96], [97], [98], [99].[100],
[12]. Das Benzol wiederum stellt das einfachste Moleku¨l dar, das eine Wechselwirkung mit
einer aromatischen pi-Bindung ermo¨glicht.
2.2.3. Acetylen und Benzol
Die ersten dokumentierten Untersuchungen am Acetylen fanden bereits im 19. Jahrhundert
statt. Aus dieser Zeit stammt auch der Strukturvorschlag.
H − C ≡ C −H
Konkrete physikalische Daten wurden im Jahre 1907 vero¨ffentlicht [101]. In den 30er
Jahren des 20. Jahrhunderts wurden intensive spektroskopische Untersuchungen der Verbin-
dung durchgefu¨hrt. Rotationsschwingungsspektren fu¨hrten zur Besta¨tigung der Struktur
und zu ersten Angaben der Bindungsla¨ngen [102], [103], [104], [105], [106], [107]. Weiterhin
wurden schon fru¨h Untersuchungen zu den Fa¨higkeiten des Moleku¨ls zur Ausbildung von
Wasserstoffbru¨ckenbindungen durchgefu¨hrt [108], [109]. Weitere Untersuchungen, [110],
[111], [112], [113], [114], [115], auch unter Einbeziehung der deuterierten Verbindungen,
lieferten genauere Werte fu¨r die Bindungsla¨ngen:
C −H : 1.2028± 3 A˚ und C − C : 1.0618± 3 A˚
Die erste Analyse der Kristallstruktur [116] lieferte eine kubische Geometrie (Abb. 2.7 a)
der Elementarzelle mit einer Gitterkonstanten von a = 6.14 A˚. Weitere Untersuchungen
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fu¨hrten zu der Erkenntnis, dass im kristallinen Acetylen bei 133 K ein Phasenu¨bergang
erfolgt [117], [118], [119], [120], [121] ,[122], [123], [124], [125]. Die Niedertemperaturphase
weist eine orthorhombische [126], [127], [128] Elementarzelle (Abb. 2.7 b) auf: a = 5.547 A˚,
b = 6.022 A˚ und c = 6.188 A˚.
Abb. 2.7.: Ausschnitt aus der kubischen (links) und der orthorhombischen
(rechts) Struktur des Acetylenkristalls [151]
Ab den 70er Jahren des vorigen Jahrhunderts wurden zahlreiche quantenmechanische
[129], [130] und molekulardynamische Berechnungen [131] des Acetylens durchgefu¨hrt,
ebenso spektroskopische Untersuchungen verschiedener Cluster aus Acetylen-Moleku¨len
[132], [133]. Diese lieferten vielfa¨ltige Erkenntnisse u¨ber die Wechselwirkungseigenschaften
der Verbindung und ihre Fa¨higkeit zur Clusterbildung [134], [135], [136], [137], [138]. Viele
dieser Erkenntnisse konnten bei der Konstruktion von Acetylen-Cokristallen genutzt wer-
den.
Von der Entdeckung des Benzols [139] u¨ber die ersten Strukturvorschla¨ge und spek-
troskopische Untersuchungen [140], [141], [85], [142], [143], [144], [145], [146], [147], [148],
[149] bis zur Kla¨rung der Kristallstruktur [150], [151], [152] vergingen u¨ber 100 Jahre.
Die erste Ro¨ntgenstrukturanalyse eines Benzoleinkristalls lieferte eine orthorhombische
Struktur [151]. Inzwischen sind weitere orthorhombische [153], [154], [155] und monokline
[156], [157], [158] Strukturen bekannt und es konnten verschiedene Phasenu¨berga¨nge zwei-
ter Ordnung ausfindig gemacht werden. Die hier im Weiteren vorgestellten Berechnungen
wurden auf der Grundlage der orthorhombische Struktur I (Abb. 2.8) durchgefu¨hrt.
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Abb. 2.8.: Ausschnitt aus der orthorhom-
bischen Kristallstruktur des
Benzols [151]
Die Bindungsla¨ngen [159], [160], [161] der Verbindung wurden bestimmt zu
C −H = 1.0800A˚ und C − C = 1.3911A˚.
Da das Benzol-Dimer die Mo¨glichkeit bietet, pi−pi-Wechselwirkungen und andere Wechsel-
wirkungen unter pi-Beteiligung zu studieren, wurden zahlreiche Studien zu dieser Thematik
vero¨ffentlicht [162], [163], [164], [165], [166], [167], [168], [169], [170], [171].
2.2.4. Acetylen-Benzol-Cokristalle
Der Cokristall zwischen Acetylen und Benzol wurde von R. Boese et al. hergestellt und
ro¨ntgenstrukturanalytisch untersucht. Ebenso wurden klassische Berechnungen der Mi-
schungen, spektroskopische Untersuchungen und quantenmechanische Berechnungen ver-
schiedener Acetylen-Benzol-Dimere [172], [173], und gro¨ßerer Cluster durchgefu¨hrt.




Abb. 2.9.: Kristallstruktur des Acetylen-Benzol-Cokristalls
Bei einer Temperatur von 201 K belaufen sich die Zellparameter auf:
a = 8.586A˚, b = 8.586A˚ und c = 8.235A˚
Aus der Kristallstruktur ergeben sich fu¨r den C − H(Acetylen)· · ·pi(Benzol)-Bindungs-




)−C (sp)-Kontakt 3.915 A˚. Quantenmechanische Berechnungen unter Verwendung
der Møller-Plesset-Sto¨rungstheorie ergeben fu¨r einen 1:1-Komplex in C6v-Geometrie fol-
gende Bindungsla¨ngen: C ≡ C: 1.218 A˚, C − C (C6H6): 1.398 A˚, C −H (C6H6): 1.087 A˚
und ≡ C −H: 1.066 A˚.
29
2. Grundlagen
2.3. Simulationen mit dem Programmpaket GROMACS
Trotz der Entwicklung neuer Methoden (z. B. [73]) und Techniken (z. B. [174]), der
weiteren Verfeinerung der zur Berechnung notwendigen Algorithmen (z. B. [75]) und der
rapiden Zunahme der verfu¨gbaren Rechnerkapazita¨ten, unterliegen MD-Simulationen eini-
gen grundsa¨tzlichen Einschra¨nkungen [62].
Die Simulationen sind klassisch
Grundlage der Berechnungen, die bei der Durchfu¨hrung molekulardynamischer Simula-
tionen durchgefu¨hrt werden, bilden wie in 2.1.1 dargelegt, die Newtonschen Bewegungs-
gleichungen. Das bedeutet, dass die Beschreibung der Bewegung der Atome ausschließlich
unter Verwendung der klassischen Mechanik erfolgt. In den meisten Fa¨llen ist diese Beschrei-
bung ausreichend. Doch es gibt einige Ausnahmen. Das Tunneln eines Protons oder die
Eigenschaften flu¨ssigen Heliums bei tiefen Temperaturen ko¨nnen nicht allein mit Hilfe
der klassischen Mechanik beschrieben werden. Abgesehen von der Verwendung richtiger
quantendynamischer Simulationen gibt es in solchen Fa¨llen zwei mo¨gliche Na¨herungen.
• bei der Verwendung des harmonischen Oszillators als Modell fu¨r die bindenden Wech-
selwirkungen, werden Korrekturen an dem Term fu¨r die innere Energie eingefu¨hrt:








• Behandlung der Bindungen als constraints
Da die Grundzustandswellenfunktion eines quantenmechanischen harmonischen Oszilla-
tors ihr Maximum bekanntlich nicht an den klassischen Umkehrpunkten hat, sondern
vielmehr am Punkte des Gleichgewichtsabstandes, la¨sst sich ein Bindungsla¨ngen-constraint
auf den Gleichgewichtsabstand als sinnvollere Na¨herung an die Quantenmechanik auf-
fassen, als sie ein klassischer Oszillator bo¨te [72].
Die Elektronen befinden sich im Grundzustand
In MD-Simulationen werden konservative Kraftfelder verwendet. Diese sind ausschließlich
Funktionen der Positionen der Atome. Die Bewegungen der Elektronen werden nicht
beru¨cksichtigt; die auf sie einwirkenden Kra¨fte a¨ndern sich nur, wenn die Atome ihre
Positionen a¨ndern und sie verbleiben in ihrem Grundzustand. Daraus ergibt sich, dass
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Elektronentransferprozesse und elektronisch angeregte Zusta¨nde auf diese Art und Weise
nicht beschrieben werden ko¨nnen.
Die Kraftfelder sind angena¨hert
Die Kraftfelder liefern die fu¨r die Berechnungen erforderlichen Kra¨fte. Die Kraftfelder
sind nicht Teil der Simulationsmethode und ihre Parameter ko¨nnen durch den Anwender
modifiziert werden. Die mathematische Form der Kraftfelder, die innerhalb des jeweiligen
Simulationsprogramms verwendet werden ko¨nnen, ist jedoch limitiert.
Die Kraftfelder sind paarweise additiv
Alle nicht-bindenden Wechselwirkungen resultieren aus der Summe der nicht-bindenden
Paar-Wechselwirkungen. Nicht paarweise additive Wechselwirkungen werden durch so
genannte effektive Paarpotentiale repra¨sentiert. Dabei werden nur die Mittelwerte der
nicht paarweise additiven Beitra¨ge beru¨cksichtigt. Das bedeutet, dass die Paarwechsel-
wirkungen nicht rein sind; sie sind nicht gu¨ltig fu¨r isolierte Paare oder fu¨r Situationen,
die sich merklich von den Testsystemen, fu¨r die die Modelle parametrisiert wurden, un-
terscheiden.
Langreichtweitige Wechselwirkungen werden abgeschnitten
Zur Berechnung der van der Waals und Coulomb-Wechselwirkungen wird der in 2.1.3.4
beschriebene Abschneideradius verwendet. Aufgrund der minimum image Konvention
kann der Abschneidebereich die Ha¨lfte der Boxgro¨ße nicht u¨berschreiten. Dies ist
i. d. R. ausreichend bei der Berechnung großer Systeme, kann jedoch bei der Behand-
lung von Systemen, die geladene Teilchen enthalten, zu Problemen fu¨hren.
Die Randbedingungen sind unrealistisch
Solange ein System aus weniger als etwa 10000 Partikeln besteht, wird ein solcher Cluster
eine Vielzahl unerwu¨nschter Grenzfla¨chen mit seiner Umgebung aufweisen. Soll ein bulk -
System simuliert werden, ist dies zu vermeiden. Zu diesem Zweck werden die in Absch.
2.1.3.3 vorgestellten so genannten periodischen Randbedingungen eingefu¨hrt. Die Verwen-
dung periodischer Randbedingungen fu¨hrt im Fall großer Systeme nur zu kleinen Fehlern;
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bei der Simulation kleiner Systeme, kann es zu einer Versta¨rkung der internen Korrelatio-
nen kommen.
GROMACS ist die Abku¨rzung fu¨r GROningen MAchine for Chemical Simulations.
Dieser Titel klingt nach der Bezeichnung eines Programmpakets; doch der Name entstand
aus einem Kollaborationsprojekt des Groningen Biomolecular Science and Biotechnology
Instituts der Universita¨t Groningen mit dem Department of Computer Science in Gronin-
gen [175]. Diese Kollaboration fu¨hrte ein Projekt weiter, das im Jahre 1978 mit der Ent-
wicklung des Programmpakets GROMOS (GROningen MOlecular Simulation program)
[176], [177] von W. F. van Gunsteren et al. ins Leben gerufen wurde [178]. Obwohl das re-
sultierende Simulationsprogramm in erster Linie fu¨r die Durchfu¨hrung von Berechnungen
biologischer Makromoleku¨le mit komplexen bindenden Wechselwirkungen ausgelegt ist,
fu¨hrt seine effektive Implementation der Berechnung nicht-bindender Kra¨fte dazu, dass
GROMACS fu¨r jede Art von molekulardynamischen Simulationen, die auf der Verwen-
dung von Paar-Potentialen basieren, geeignet ist.
2.3.1. GROMACS-Funktionalita¨ten und Kraftfelder
2.3.1.1. Kraftfelder und Potentiale
Die zur Berechnung der intramolekularen Wechselwirkungen verwendeten Kraftfelder sind
grundsa¨tzlich nicht Teil des Programms GROMACS, doch die Organisation und die Berech-
nungen der Energie stellen gewisse Anforderungen an die Kraftfelder, die verwendet werden
ko¨nnen. Es unterstu¨tzt GROMOS96 [177], [178], Encad [179], OPLS-AA [180], [181] und
Amber [182].
Bindende Wechselwirkungen zwischen zwei, drei oder vier Partikeln basieren auf fest-
gelegten Listen. Die Zweiko¨rperwechselwirkungen (Bindung) beinhalten harmonische, ku-
bische und Morse Potentiale. Die Dreiko¨rperwechselwirkung (Winkel) ist harmonisch. Die
Vierko¨rperwechselwirkung (Dieder) ist eine periodische Funktion des Diederwinkels [175].
Die nicht-bindenden Wechselwirkungen zwischen Teilchenpaaren basieren auf einer regel-
ma¨ßig aktualisierten Liste von Paaren. Diese Wechselwirkungen sind paarweise additiv und
zentrosymmetrisch. Die Berechnung der van der Waals Wechselwirkung beruht entweder
auf einem Lennard-Jones- oder Buckingham-Potential. Die Coulomb-Wechselwirkungen
besitzen eine festgelegte Dielektrizita¨tskonstante. Außerdem ist es mo¨glich, die nicht-
bindenden Wechselwirkungen auf der Grundlage von durch den Benutzer selbst tabel-
lierten Funktionen zu berechnen [175].
Zusa¨tzlich ko¨nnen spezielle Wechselwirkungen definiert werden, indem dem System
Positions-, Winkel- oder Abstands-Beschra¨nkungen auferlegt werden. Die position
32
2.3. Simulationen mit GROMACS
restraints stellen harmonische Wechselwirkungen spezifischer Atome mit festgelegten Po-
sitionen dar. Die angle restraints ko¨nnen dem Winkel zwischen zwei Atompaaren oder
zwischen einem Paar und der z-Achse aufgezwungen werden. Distance restraints u¨ben
einen Zwang auf die potentielle Energie aus, wenn der Abstand zwischen spezifischen Par-
tikelpaaren einen bestimmten Grenzwert u¨berschreitet [175].
2.3.1.2. Algorithmen
In Abbildung 2.10 ist ein Flussschema einer GROMACS-MD-Simulation dargestellt [62]:
FLUSSSCHEMA DES MD-ALGORITHMUS
1. Eingabe der Anfangsbedingungen
Potentialfunktion V als Funktion der Atompositionen
Koordinaten ~r aller Atome des Systems
Geschwindigkeiten ~v aller Atome des Systems
⇓
Wiederholung von 2, 3, 4 fu¨r die erforderliche Anzahl von Schritten:
2. Berechnung der Kra¨fte
Die Kraft, die auf ein Atom einwirkt
~Fi = −∂V∂~ri
Addition der durch bindende Wechselwirkungen entstehenden Kra¨fte
Addition der restraints
Addition externer Kra¨fte
Die potentielle und kinetische Energie, außerdem der Drucktensor werden
berechnet.
⇓
3. Aktualisierung der Konfiguration













Abb. 2.10.: Flussschema des MD-Algorithmus
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Die Integration der Newtonschen Bewegungsgleichungen erfolgt nach dem leap-frog-Algo-
rithmus; dieser Algorithmus ist reversibel und symplektisch. Diese beiden Eigenschaften
werden als besonders wichtig in Bezug auf die Stabilita¨t der Simulationen angesehen [175].
Wie bereits dargelegt, basieren MD-Simulationen auf der Integration der Newtonschen
Bewegungsgleichungen fu¨r molekulare Systeme; folglich wird ein mikrokanonisches Ensem-
ble durchmustert. Da man jedoch Kompatibilita¨t mit dem Experiment erreichen mo¨chte,
ist es ha¨ufig wu¨nschenswert, die Konfigurationen eines kanonischen Ensembles abzufra-
gen [183]. Zu diesem Zweck ist eine Modifikation des MD-Schemas erforderlich, um die
Temperatur konstant zu halten. Ein solches Verfahren wird als Thermostat-Algorithmus
bezeichnet [184]. In die Routinen des GROMACS-Pakets sind folgende Algorithmen im-
plementiert:
• Woodcock -Thermostat [185]
• Berendsen-Thermostat [67]
• Nose´-Hoover -Thermostat [68]
• Nose´-Hoover -Ketten-Thermostat [69]
Ebenfalls um Kompatibilita¨t mit dem Experiment zu erhalten, ist es ha¨ufig erwu¨nscht,
die Konfigurationen eines isotherm-isobaren Ensembles zu durchmustern. Eine zu dem
oben genannten Thermostat-Algorithmus analoge Modifikation des MD-Schemas wird als




2.3.1.3. Funktionalita¨ten und Analyseprogramme
Die folgende Liste fu¨hrt eine Auswahl der in dem Programmpaket GROMACS implemen-
tierten Funktionalita¨ten auf [183]:
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• Temperaturkontrolle
• Druckkontrolle
• langreichweitige elektrostatische Wechselwirkungen
• Abschneideradius fu¨r nicht-bindende Wechselwirkungen
• grid-based Konstruktion der Paarlisten
• nicht-physikalische Wechselwirkungen (constraints)
Wie bereits in Kapitel 2 dargelegt, erfolgt die Durchfu¨hrung einer MD-Simulation in zwei
Schritten: Der erste Schritt besteht in der Lo¨sung der Newtonschen Bewegungsgleichung;
aus den Ergebnissen dieser Integration wird eine molekulare Trajektorie generiert. Um
physikalisch interpretierbare Ergebnisse zu erhalten, ist diese molekulare Trajektorie zu
analysieren. GROMACS bietet eine Vielzahl von Analysetools, durch deren Anwendung
man wichtige physikalische oder thermodynamische Parameter des simulierten Systems
erha¨lt. Sie reichen von der Analyse der verschiedenen Energiekomponenten bis zur Analyse
struktureller Eigenschaften großer Systeme wie Proteine. Die folgende Liste entha¨lt eine
Auswahl dieser Analysefunktionen [62], [175].
• Visualisierung der Trajektorie
• graphische Darstellung einzelner atomarer Koordinaten, der Geschwindigkeiten, der
Box oder der Temperatur in Abha¨ngigkeit von der Zeit
• Berechnung der Bindungen und der Verteilung der Winkel und Diederwinkel in
Abha¨ngigkeit von der Zeit
• Berechnung der Energien, des Drucks, der Dichte, des Volumens oder der Box-Gro¨ße
• Berechnung der Bindungsla¨ngenverteilung
• Berechnung der radialen Verteilungsfunktionen oder Paarkorrelationsfunktionen zwi-


















〈ρB (r)〉: Partikeldichte von B in einem Abstand r um Partikel A
〈ρB〉loc: durchschnittliche Partikeldichte von B in einem Abstand rmax um A
• Berechnung des root mean square displacement (RMSD) eines bestimmten Atoms in
Bezug auf seine Position in der Referenzstruktur





















• Berechnung des Selbstdiffusionskoeffizienten DA des Teilchens A
lim
t→∞〈‖~ri (t)− ~ri (0) ‖
2〉i∈A = 6DAt (2.45)
• Analyse der Orientierung der Lo¨sungsmittelmoleku¨le bezu¨glich der gelo¨sten Moleku¨le
• Analyse der Bildung von Salzbru¨cken
2.3.1.4. Eingabedateien
Wie im vorangegangenen Kapitel dargelegt, sind die zur Berechnung der intermoleku-
laren Wechselwirkungen verwendeten Kraftfelder nicht grundsa¨tzlich Teil des Programms
GROMACS. Aufgrund dieser Tatsache hat der Benutzer die Wahl zwischen verschiede-
nen Kraftfeldern. Das neuste und fu¨r die gro¨ßte Anzahl von Atomtypen parametrisierte
Kraftfeld ist das so genannte OPLS-AA-Kraftfeld. Weiterhin besteht fu¨r den Benutzer
die Mo¨glichkeit, diese Parameter abzua¨ndern. A¨hnliches gilt fu¨r die zur Berechnung der
bindenden Wechselwirkungen erforderlichen Parameter.
Wie bereits bei der Darlegung der grundsa¨tzlichen Einschra¨nkungen, denen MD-Simu-
lationen unterliegen, geschildert, fu¨hrt die Verwendung von Paarwechselwirkungen bei der
Berechnung der nicht-bindenden Wechselwirkungen dazu, dass diese Paarwechselwirkun-
gen unter Umsta¨nden fu¨r Systeme, die sich stark von denjenigen unterscheiden, fu¨r die
sie parametrisiert wurden, nicht mehr anwendbar sind. In diesem Fall bietet GROMACS
die Mo¨glichkeit, neue Atomtypen zu definieren und fu¨r das vorliegende System optimierte
Parameter zu verwenden.
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.pdb-Dateien
PDB steht fu¨r Protein Data Bank. Die Protein Data Bank ist eine Datenbank fu¨r 3D-
Strukturen von Proteinen und Nukleinsa¨uren. Die Strukturdaten wurden u¨blicherweise
durch Kristallstrukturanalyse oder NMR-Spektroskopie erhalten. Sie ist die zentrale Daten-
bank fu¨r alle biologischen Strukturen und frei zuga¨nglich. Diese Datenbank wurde im Jahre
1971 eingerichtet [186]. Sie diente als Archiv fu¨r biologische Makromoleku¨lstrukturen. Im
Jahre 1977 enthielt sie 12 Proteinstrukturen; im Laufe der Jahre nahm diese Anzahl drama-
tisch zu [187] (12592 im Jahre 2000) [188], (28000 im Jahre 2005).
Bei der Verwendung des Simulationsprogramms GROMACS steht .pdb fu¨r ein be-
stimmtes Dateiformat. In den so genannten .pdb-Dateien werden die Positionen der Atome
innerhalb einer molekularen Struktur festgelegt. Im Folgenden ist beispielhaft die pdb-
Datei fu¨r einen Ausschnitt von 2 Moleku¨len aus einem Acetylen-Kristall wiedergegeben.
HETATM 1 C ACY 1 2.915 1.635 4.546 1.00 0.00
HETATM 2 H ACY 1 2.915 2.272 5.151 1.00 0.00
HETATM 3 C ACY 1 2.915 0.737 3.800 1.00 0.00
HETATM 4 H ACY 1 2.915 0.100 3.195 1.00 0.00
HETATM 5 C ACY 2 2.915 3.737 1.451 1.00 0.00
HETATM 6 H ACY 2 2.915 3.100 2.056 1.00 0.00
HETATM 7 C ACY 2 2.915 4.635 0.705 1.00 0.00
HETATM 8 H ACY 2 2.915 5.272 0.100 1.00 0.00
END
Wesentlich beim Erstellen dieser Eingabedateien sind die Bezeichnungen der Atomtypen
(3. Spalte), der Reste (4. Spalte) und der jeweiligen (2. bzw. 5. Spalte) Nummerierung.
Diese Zuordnung ist wichtig bei der Berechnung von biologischen Makromoleku¨len, die aus
bekannten Resten aufgebaut sind. Durch die Zuordnung der Atome zu den entsprechend
nummerierten Resten ist ersichtlich, zwischen welchen Atomen bindende Wechselwirkun-
gen vorliegen und zwischen welchen nicht.
.mdp-Dateien
In den .mdp-Dateien wird festgelegt, welche Berechnungsalgorithmen verwendet werden.
Außerdem sind einige Zeit- und Gro¨ßenparameter anzugeben; weiterhin werden Druck-
und Temperatur festgelegt.
Wie in Kapitel 2.3.1.1 dargelegt, kann zur Berechnung der nicht-bindenden Wechsel-
wirkungen wahlweise ein Lennard-Jones- oder Buckingham-Potential zugrunde gelegt wer-
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den. Weiterhin besteht jedoch die Mo¨glichkeit, kompliziertere Potentiale - z. B. geda¨mpfte
-, die nicht allein durch eine dieser Gleichungen wiedergegeben werden ko¨nnen, zu verwen-
den. Diese Daten sind in Form von Tabellen dem Programm zur Verfu¨gung zu stellen und
entsprechende A¨nderungen in der .mdp-Datei vorzunehmen.
topol.top-Datein
Im Fall eines Systems, fu¨r das explizit parametrisierte Kraftfeldparameter vorliegen, sieht







In den so genannten topol.top-Dateien ko¨nnen, wenn erforderlich, auch vom Benutzer
abgea¨nderte Parameter fu¨r die bindenden und nicht-bindenden Wechselwirkungen angege-
ben und damit in die Berechnung eingebunden werden. Weiterhin besteht die Mo¨glichkeit,
zusa¨tzliche Wechselwirkungen durch die Einfu¨hrung so genannter virtual sites einzufu¨hren
(Abschn. 2.3.3) oder durch constraints Schwingungen einzelner Bindungen oder Winkel
komplett zu unterbinden. Die hier beno¨tigten, modifizierten Dateien finden sich im Anhang
A.
2.3.2. Geometrie und Potentiale
Wie bereits dargelegt fu¨hrt die Verwendung empirischer Paarwechselwirkungspotentiale
bei der Berechnung der nicht-bindenden Wechselwirkungen dazu, dass die jeweiligen Kraft-
felder nur fu¨r Systeme anwendbar sind, die denen, fu¨r die diese Kraftfelder parametrisiert
wurden, a¨hneln. Das OPLS-(optimized potentials for liquid simulations)AA-Kraftfeld ist
das einzige fu¨r GROMACS geeignete Kraftfeld, das Wechselwirkungsparameter fu¨r die
Acetylid-Funktion entha¨lt. Dieses Kraftfeld ist jedoch speziell fu¨r Proteine parametrisiert
[32], [189], [190], [191], [192]. Die Berechnung der intermolekularen Wechselwirkungen er-
folgt hierin u¨ber ein einfaches Lennard-Jones-Potential; wodurch die Wechselwirkungsen-
ergie zwischen 2 Moleku¨len a und b gegeben ist durch:
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Ziel dieser Arbeit war es jedoch, Simulationen unter Verwendung ”echter“ quantenmecha-
nisch abgeleiteter Potentiale durchzufu¨hren. In den vorliegenden Fa¨llen sind nicht nur die
einzelnen Wechselwirkungsparameter zwischen verschiedenen Atomen explizit angegeben,
sondern die Potentiale basieren zusa¨tzlich auf der Beru¨cksichtigung von Wechselwirkun-
gen, deren Zentren nicht mit den Massenschwerpunkten der Atome u¨bereinstimmen. Bei
Verwendung des Programmpakets GROMACS besteht die Mo¨glichkeit, diese Wechsel-
wirkungen durch die Verwendung von so genannten virtual sites [62] (in a¨lteren Versionen
als dummy bezeichnet [72]) zu beru¨cksichtigen. Diese virtual sites fungieren als massenlose
Wechselwirkungspunkte. Sie bieten einerseits die Mo¨glichkeit, zusa¨tzliche Wechselwirkun-
gen zu beru¨cksichtigen [193], [194], [195]; andererseits besteht die Mo¨glichkeit, bestimmte
Atome des zu berechnenden Moleku¨ls durch solche virtual sites zu ersetzen und so die
Parameter der nicht-bindenden Wechselwirkungen dieser Atome auf null zu setzen. Der
zweite Weg wird ha¨ufig bei der Berechnung biologischer Makromoleku¨le beschritten, da
sich durch dieses Vorgehen die Anzahl der zu beru¨cksichtigenden Wechselwirkungen ver-
ringert [196], [197], [198], [199].
Alle fu¨r die Einbindung der Potentiale verwendeten Daten resultieren aus einer ana-
lytischen Darstellung einer vier-, fu¨nf- bzw. sechs-dimensionalen Energiehyperfla¨che der
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jeweiligen Dimere mit fixierten Geometrien der Monomere. Die analytischen Darstellun-
gen resultieren aus einer Berechnung mit Hilfe der DFT-SAPT-Methode [200], [201], [202],
[203], [204], [205], [206], [207], [208]. Diese Methode kombiniert die Dichtefunktionaltheorie
zur Beschreibung der Monomere mit der symmetrieadaptierten Sto¨rungstheorie [209] zur
Abscha¨tzung der Wechselwirkungsenergien.
Um die entsprechenden analytischen Darstellungen zu erhalten, wurden die basissatz-
extrapolierten Wechselwirkungsenergien mehrerer tausend Geometrien gegen ein geda¨mpf-










) + (1− e−δijrij) qij
rij
 (2.49)
Alle Parameter zur Erstellung der Dateien, die zur Durchfu¨hrung der Simulationen er-
forderlich sind, resultieren aus diesen Potentialen.
Dabei entspricht





Erep + Edisp = αij e
−βijrij + Cij
(r6ij+crij)
Dabei stimmen Eel und Erep +Edisp jedoch nicht 100%-ig mit den entsprechenden SAPT-
Beitra¨gen u¨berein, da bei der Anpassung des Modellpotentials hauptsa¨chlich die Gesamt-
energie als Kriterium verwendet wurde.
Die DFT-SAPT-Rechnungen sowie die Anpassung der quantenmechanischen Modellpo-
tentiale erfolgten durch Dr. Adem Tekin und sind teilweise in [9] publiziert bzw. werden
noch publiziert [10], [11]. Die Berechnungen wurden mit der der density-fitting Imple-
mentierung von DFT-SAPT des Programmpakets MOLPRO [210] durchgefu¨hrt. Dabei
erfolgten die DFT-SAPT-Rechnungen mit den augmentierten korrelations-konsistenten
double-zeta- (aug-cc-pVDZ) und triple-zeta- (aug-cc-pVTZ) Basissa¨tzen mit dem MP2-
fitting Basissatz von Weigand et al. fu¨r die Dispersions- und Austausch-Dispersionsterme
und den cc-pVTZ- und cc-pVQZ JK-fitting Basissa¨tzen [211] fu¨r die verbleibenden Terme.
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2.3.3. Modelle fu¨r Acetylen und Benzol
Das zur Berechnung der intermolekularen Wechselwirkungen verwendete Potential [9]
basiert im Fall des Acetylens auf der Beru¨cksichtigung einer Wechselwirkung, deren Zen-
trum nicht mit den Massenschwerpunkten der Atome u¨bereinstimmt, sondern in der Mitte
der C-C-Bindung liegt. Dieser (in diesem Fall massenlose) Wechselwirkungspunkt kann als
so genannter dummy (2.3.2) in die Konstruktion des Modells miteinbezogen werden.




• : massenloser Wechselwirkungspunkt (dummy)
Bei der Anwendung der in Abschnitt 2.1.3.8 vorgestellten Algorithmen treten bei dem hier
verwendeten Modell jedoch Probleme auf. Denn die vorgestellten Algorithmen ermo¨glichen
es nicht, die Bindung zwischen einem Atom und einem dummy als constraint zu behandeln.
Eine mo¨gliche Lo¨sung dieser Problematik liegt darin, eine Anzahl von Massenpunkten zu
wa¨hlen, die genu¨gt, um die Geometrie des Moleku¨ls zu definieren, die Zwangsbedingungen
auf diese anzuwenden und die restlichen Atome als dummies zu formulieren [212]. Im Fall
des Acetylens fu¨hrt dieser Ansatz zu folgendem Modell:
Abb. 2.12.: Acetylen-Modell mit 2 Massenpunkten und fu¨nf dummies
mit
• : Kohlenstoff als dummy
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• : Wasserstoff als dummy
• : massenloser Wechselwirkungspunkt (dummy)
• : Massenpunkte
Die Massenpunkte sind die Tra¨ger der gesamten Masse des Moleku¨ls. Daraus ergibt sich,
dass nur auf die “Bindungen” zwischen diesen beiden die Zwangsbedingungen anzuwen-
den sind. Diese beiden Punkte weisen jedoch keinerlei intermolekulare Wechselwirkungen
und keine Ladungen auf. Im Gegensatz dazu werden die restlichen Atome als massenlos
angesehen. Sie tragen jedoch Ladungen und zeigen intermolekulare Wechselwirkungen. Im
Detail finden sich die entsprechenden Eingabedateien im Anhang.
Wie im Fall des Acetylens basiert das zur Berechnung der intermolekularen Wech-
selwirkungen fu¨r Benzol verwendete Potential [10] auf der Beru¨cksichtigung zusa¨tzlicher
Wechselwirkungspunkte ober- und unterhalb der C-Atome und ober- und unterhalb des
Moleku¨lmittelpunkts [213] (Abb. 2.13), die als dummies (2.3.2) in die Konstruktion des
Modells miteinbezogen werden.




• : massenloser Wechselwirkungspunkt (dummy)
Ebenso wie bei dem fu¨r Acetylen verwendeten Modell, treten bei dem hier zugrunde liegen-
den Benzol-Modell entsprechende Probleme auf. Hier kann jedoch die gleiche Methode zur
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Lo¨sung dieser Problematik angewandt werden wie im Fall des Acetylens, was zu folgen-
dem Modell fu¨hrt (der U¨bersichtlichkeit halber werden bei dieser Darstellung die Wech-
selwirkungspunkte weggelassen):
Abb. 2.14.: Benzol-Modell mit Massenpunkten
mit
• : Kohlenstoff als dummy
• : Wasserstoff als dummy
• : Massenpunkte
Die aus diesem Modell resultierenden Eingabedateien finden sich im Anhang.
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3. Energieminimierung kleiner Cluster
Das Ziel der in den folgenden Abschnitten beschriebenen und ausgewerteten Berechnun-
gen war das Auffinden der stationa¨ren Punkte kleiner Cluster mit Hilfe des beschriebenen
Potentials (Abschnitt 2.3.3), [9], [10], [11], jeweils ausgehend von Startstrukturen, die
den Geometrien innerhalb der Kristallstruktur entsprechen. Die Auswahl der jeweiligen
Startgeometrien erfolgte im Wesentlichen unter zwei Gesichtspunkten: Einerseits wurden
die Absta¨nde zueinander so gewa¨hlt, dass die intermolekularen Wechselwirkungen noch
einen Einfluss der jeweiligen Moleku¨le aufeinander ermo¨glichen sollten. Anderseits sollte
zur besseren U¨berpru¨fung des verwendeten Potentials auch Geometrien verwendet wer-
den, die wenig A¨hnlichkeit zu den bekannten Minimumstrukturen aufweisen. Ziel dieser
Untersuchung ist wie bereits angedeutet einerseits ein Test der Potentiale in diesem Ver-
fahren. Anderseits besteht mit dieser Methode die Mo¨glichkeit, Beziehungen zwischen der
Kristallstruktur und den stationa¨ren Punkten auf der Energiehyperfla¨che aufzuzeigen.
3.1. Acetylen
Es wurden jeweils Aggregate bestehend zwei, drei, vier bzw. fu¨nf Moleku¨len ausgewa¨hlt, fu¨r
die eine Energieminimierung durchgefu¨hrt wurde. Als Startstrukturen fu¨r die Minimierun-
gen wurden jeweils eine entsprechende Anzahl von Moleku¨len aus einem Ausschnitt der
orthorhombischen Niedertemperaturform der Kristallstruktur mit 32 Moleku¨len gewa¨hlt.
In den Abbildungen 3.1, 3.3, 3.5 und 3.7 sind jeweils die zwei, drei, vier bzw. fu¨nf Moleku¨le
innerhalb des Kristalls, die als Startstrukturen fu¨r die Energieminimierung gewa¨hlt wur-
den, farblich gekennzeichnet.
3.1.1. Dimere
Bereits im Rahmen der ersten ab initio HF-Berechnungen [214], die spa¨ter durch MP2-
Berechnungen untermauert wurden [215], wurden zwei stabile bzw. metastabile Dimer-
strukturen [216] gefunden. Beide Strukturen konnten durch spektroskopische Untersuchun-
gen [217] der Acetylen-Cluster besta¨tigt werden und sind identisch mit denjenigen, die mit
Hilfe der dem hier verwendeten Potential zu Grunde liegenden Energiehyperfla¨che als Mini-
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mum bzw. Sattelpunkt identifiziert wurden. Beide Strukturen konnten ebenfalls bei der
Energieminimierung von zwei Acetylen-Moleku¨len, deren Geometrie weit vom energeti-
schen Minimum entfernt sind, gefunden werden.
Abb. 3.1.: Acetylen-Dimerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Tab. 3.1.: Ergebnisse der Energieminimierung der Acetylen-Dimere
Dimerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -6.371 -5.258 - 1.112 4.35 89.88
2 -6.113 -5.006 - 1.047 4.20 42.03
3 -6.389 -5.281 - 1.108 4.35 89.78
Die in (Abb. 3.1) farbig innerhalb des Ausschnitts aus der Kristallstruktur gekennzeichne-
ten Moleku¨le wurden als Startgeometrien fu¨r die Energieminimierungen ausgewa¨hlt. Dabei
wurden die in Tabelle 3.1 angegebenen Werte der Atomabsta¨nde, Winkel und potentielle
Energien fu¨r die Minimumstrukturen gefunden. In den Abbildungen der Strukturen, die
aus den Energieminimierungen resultieren sind jeweils die Atome bzw. dummies, deren
Absta¨nde und Winkel zueinander in der Tabelle angegeben sind, gelb gekennzeichnet.
(Dabei werden die Absta¨nde zwischen den jeweiligen Moleku¨lschwerpunkten gemessen.)
Abb. 3.2.: Energieminimierung der Acetylen-Dimere 1(links), 2(Mitte), 3 (rechts)
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Ausgehend von einer stark verzerrten T-fo¨rmigen Geometrie (Abb. 3.2 links) kann durch
eine Energieminimierung die T-fo¨rmige (C2v), als Minimum identifizierte Struktur [215],
gefunden werden. Die ermittelten Absta¨nde, Winkel und Energien (Tab. 3.1) stimmen
recht gut mit denen u¨berein, die die Energiehyperfla¨che liefert, was bei Verwendung eines
identischen Potential zu erwarten war. Begu¨nstigt wird die Ausbildung dieser Struktur
durch die Ausbildung einer Acetylen-CH-Acetylen-pi-Wechselwirkung [135].
Die parallele Struktur (Abb. 3.2 Mitte) mit einer C2h-Geometrie wurde als metastabile
Geometrie identifiziert [215]. Auch in diesem Fall (Tab.3.1) ist eine gute U¨bereinstimmung
mit den Werten fu¨r die Struktur anzutreffen, die auf der Energiehyperfla¨che einen Sat-
telpunkt 1. Ordnung darstellt [218]. Diese Struktur konnte mit Hilfe dieser Methode je-
doch nur gefunden werden, weil die gewa¨hlte Startstruktur ebenfalls eine C2h-Geometrie
aufweist; denn bei Geometrieoptimierungen symmetrischer Strukturen bleibt ihre Geome-
trie erhalten, da die symmetrie-verletzenden Komponenten des Gradienten verschwinden.
Beide Strukturen unterscheiden sich nur geringfu¨gig in ihren potentiellen Energien,
ko¨nnen hier jedoch eindeutig identifiziert werden. Inzwischen wird angenommen, dass die
T-fo¨rmige Struktur ein Minimum darstellt und die parallele Struktur als U¨bergangszustand
durchtunnelt wird [219]. Auch im Fall der als drittes Beispiel ausgewa¨hlten Startgeometrie
liefert die Energieminimierung die C2v-Geometrie (Abb. 3.2 rechts). Die Energiewerte und
die Daten fu¨r den Winkel und den Abstand des Massenschwerpunkts (Abb. 3.1) stimmen
im Rahmen der erreichbaren Genauigkeit u¨berein.
Im Rahmen weiterer ab initio Berechnungen wurde eine dritte (D2d) Struktur als sta-
tiona¨rer Punkt identifiziert [220]. Sie stellt einen Sattelpunkt 2. Ordnung dar [218]. Da
hier als Startgeometrien fu¨r die Energieminimierungen nur Strukturen gewa¨hlt wurden, die
sich aus der Struktur des Acetylen-Kristalls ergeben, und somit keine der Startstrukturen
die entsprechende Geometrie aufweist, konnte diese Struktur nicht gefunden werden.
3.1.2. Trimere
Mit Hilfe der ersten spektroskopischen Untersuchungen des Trimers [221] konnte eine cyc-
lische Geometrie als Minimumstruktur identifiziert werden; es war jedoch mit den ver-
wendeten Techniken und Analysemethoden nicht mo¨glich zu unterscheiden, ob eine C3h-
oder eine D3h-Geometrie vorliegt. Wenig spa¨ter durchgefu¨hrte Berechnungen [215], [216]
konnten die C3h-Geometrie als Minimum besta¨tigen und außerdem zeigen [222], dass die
D3h-Struktur ungebunden ist. Eine H-fo¨rmige Struktur wurde als stationa¨rer Punkt auf
der Energiehyperfla¨che identifiziert [223].
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Abb. 3.3.: Acetylen-Trimerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Es wurden die in Abb. 3.3 dargestellten drei Geometrien fu¨r jeweils drei Moleku¨le als
Startgeometrien zur Durchfu¨hrung der Energieminimierung ausgewa¨hlt. Auch hier sind
in den Strukturen, die aus den Energieminimierungen resultieren, jeweils die Atome bzw.
dummies, deren Absta¨nde und Winkel zueinander in den Tabellen angegeben sind, gelb
gekennzeichnet.
Tab. 3.2.: Ergebnisse der Energieminimierung der Acetylen-Trimere
Trimerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -18.896 -15.523 -3.372 4.31 105.72
2 -18.887 -15.517 -3.370 4.31 105.63
3 -12.618 -10.321 -2.297 4.33 88.91
Ausgehend von den in der Abbildungen 3.4 (links, Mitte) gezeigten Startstrukturen liefert
eine Energieminimierung jeweils im Rahmen der Rechengenauigkeit identische cyclische
Strukturen der Geometrie C3h, die als energetisches Minimum identifiziert wurde [222].
In dieser Struktur zeigt jedes Monomerpaar eine leicht verzerrte T-Geometrie. Die Ener-
gien entsprechen in beiden Fa¨llen etwa dem dreifachen Wert (Tab. 3.2) derjenigen eines
T-fo¨rmigen Dimers (Tab. 3.1). Die ausgehend von der dritten Struktur (Abb. 3.4, rechts)
gefundene Minimumsgeometrie entspricht der vermutlich ein lokales Minimum darstellen-
den H-fo¨rmigen Struktur [223]. In dieser Struktur betra¨gt die Anzahl der favorisierten
T-fo¨rmigen Wechselwirkungen zwei; im Gegensatz zu der cyclischen Geometrie, in der
die entsprechende Anzahl drei betra¨gt. Ihre Energie (Tab. 3.2) entspricht dem zweifachen
Wert eines T-fo¨rmigen Dimers (Tab. 3.1).
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Abb. 3.4.: Energieminimierung der Acetylen-Trimere 1 (links), 2 (Mitte), 3 (rechts)
3.1.3. Tetramere
Mit Hilfe spektroskopischer Untersuchungen [224] und spa¨terer quantenmechanischer Be-
rechnungen [225], wurde eine nicht-planare cyclische Geometrie als Minimumstruktur fu¨r
das Tetramer identifiziert. In dieser Struktur liegen die Massenschwerpunkte der Moleku¨le
nicht in einer Ebene. Sowohl in der nicht-planaren als auch der planaren Struktur ent-
sprechen die Orientierungen der Acetylenpaare einer T-fo¨rmigen Geometrie und damit
der begu¨nstigten Acetylen-Acetylen-Orientierung. Es konnte jedoch mit Hilfe von Monte-
Carlo-Berechnungen gezeigt werden [220], dass dieser cyclische, nicht-planare Cluster durch
einen planaren U¨bergangszustand invertieren kann; dabei ist die Energiebarriere hier sehr
klein.
Abb. 3.5.: Acetylen-Tetramerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Im Fall der Tetramere wurden die in Abbildung 3.5 gezeigten drei Geometrien als Start-
strukturen ausgewa¨hlt. In den Strukturen, die aus den Energieminimierungen resultieren
(Abb. 3.6) sind jeweils die Atome bzw. dummies, deren Absta¨nde und Winkel zueinan-
der in den Tabellen angegeben sind, gelb gekennzeichnet. Das jeweils zweite Paar, dessen
Abstand angegeben ist, ist in magenta hervorgehoben.
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Tab. 3.3.: Ergebnisse der Energieminimierung der Acetylen-Tetramere
Tetramerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -28.881 -19.635 -9.227 4.17 79.79
2 -13.020 -10.741 -2.277 4.35 97.79
3 -28.350 -22.585 -5.767 4.21 89.71
7.64
Ausgehend von den unterschiedlichen Startstrukturen wurden drei verschiedene Geome-
trien nach Durchfu¨hrung der Energieminimierung erhalten. Im ersten Fall (Abb. 3.6, links)
wird nach der Energieminimierung die cyclische, nicht planare, als energetisches Mini-
mum identifizierte Struktur mit S4-Symmetrie erhalten. Die Wechselwirkungsenergie ist
in diesem Fall vom Betrag her gro¨ßer (Tab. 3.3) als der vierfache Wert des T-fo¨rmigen
Dimers (Tab. 3.1).
Im zweiten Fall (Abb. 3.6, Mitte) liefert die Energieminimierung keine “echte” Tetramer-
struktur. Die Struktur entspricht zwei einzelnen, nur locker assoziierten T-fo¨rmigen Dime-
ren (Tab. 5.2); Der Wert der potentielle Energie ist hier etwas gro¨ßer als die Summe der
potentiellen Energien fu¨r nur zwei Acetylen-Dimere. Die dritte Startgeometrie (Abb. 3.6,
rechts), die einer kettenfo¨rmigen Aneinanderreihung von T-fo¨rmigen Dimeren entspricht,
liefert nach der Energieminimierung eine Struktur, die zwei verzerrten, ineinander verzahn-
ten Trimeren a¨hnelt. Energetisch ist diese Struktur etwas ungu¨nstiger als das cyclische
Tetramer.
Abb. 3.6.: Energieminimierung der Acetylen-Tetramere 1 (links), 2 (Mitte), 3 (rechts)
3.1.4. Pentamere
Als energetisch gu¨nstigste Struktur wurde im Fall des Pentamers eine nicht-planare so
genannte ”4 + 1“-Struktur identifiziert; energetisch nur geringfu¨gig ungu¨nstiger ist eine
planare cyclische Struktur [220].
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Abb. 3.7.: Acetylen-Pentamerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Auch im Fall der Pentamere wurden drei verschiedene Startgeometrien ausgewa¨hlt (Abb.
3.7). Auch hier sind in den Strukturen, die aus den Energieminimierungen resultieren
jeweils die Atome bzw. dummies, deren Absta¨nde und Winkel zueinander in den Tabellen
angegeben sind, gelb gekennzeichnet. Das jeweils zweite Paar, dessen Abstand angegeben
ist, ist schwarz hervorgehoben, das dritte weiß.
Tab. 3.4.: Ergebnisse der Energieminimierung der Acetylen-Pentamere
Pentamerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -41.895 -29.091 -12.798 3.98 105.30
6.40
5.50
2 -39.294 32.293 -7.002 4.33 95.58
4.27 105.51
3 -38.450 31.450 -7.009 4.28
8.45 106.57
7.80
Im Fall der ersten als Stargeometrie gewa¨hlten Struktur (Abb. 3.8, links) wird bei Durch-
fu¨hrung der Minimierung die nicht-planare ”4 + 1“-Struktur gefunden, in der ein Moleku¨l
oberhalb einer cyclischen Tetramer-Struktur liegt. In diesem Fall ist die Anzahl der fa-
vorisierten na¨herungsweise T-fo¨rmigen Wechselwirkungen acht [220]. Im zweiten Fall wurde
eine planare Struktur gefunden (Abb. 3.8, Mitte). Diese Struktur kann als eine Verzah-
nung aus einem planaren Trimer und einem planaren Tetramer betrachtet werden und
stellt ein lokales Minimum dar [226]. In diesem Fall betra¨gt die Anzahl der T-fo¨rmigen
Wechselwirkungen nur sechs. Die dritte, nicht planare Struktur (Abb. 3.8, rechts) ist ener-
getisch am wenigsten gu¨nstig. Sie entspricht einer verzerrten ”4 +1“-Struktur. Die planare
cyclische Struktur der Geometrie C5h [220] konnte u¨ber eine Minimierung ausgehend von
Strukturmotiven, die im Kristall auftreten sind, nicht gefunden werden.
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Abb. 3.8.: Energieminimierung der Acetylen-Pentamere 1 (links), 2 (Mitte), 3 (rechts)
3.1.5. Zusammenfassung
Bis auf die D2d- und die planare cyclische Pentamer-Struktur konnten mit dieser Me-
thode alle wichtigen (lokalen) Minimumstrukturen gefunden werden. Alle Minimumstruk-
turen zeichnen sich durch die maximal mo¨gliche Anzahl der energetisch begu¨nstigten
T-fo¨rmigen Acetylen-Acetylen-Wechselwirkungen aus, was sich auch in den Werten der
potentiellen Energien widerspiegelt. Da es sich bei den vorliegenden Berechnungen um
Energieminimierungen handelt, ko¨nnen mit dieser Methode nur Geometrien erhalten wer-
den, die energetisch nicht nur gu¨nstiger sind als die Startgeometrien, sondern die außerdem
nicht durch eine Energiebarriere von der jeweiligen Startstruktur getrennt sind. Aus der
Beobachtung, dass die beiden o. g. Strukturen nicht gefunden werden konnten, la¨sst sich
deshalb schließen, dass zum Erreichen dieser Geometrien, ausgehend von den hier verwen-




Analog zur der Vorgehensweise im Fall des Acetylens wurden auch hier als Startgeome-
trien zur Durchfu¨hrung der Minimierungen jeweils zwei, drei, vier bzw. fu¨nf Moleku¨le
als Ausschnitte der Kristallstruktur ausgewa¨hlt. Zur besseren U¨bersichtlichkeit wurde da-
rauf verzichtet, die als Startgeometrien ausgewa¨hlten Strukturen in jedem Fall innerhalb
eines gro¨ßeren Kristallausschnitts darzustellen. Die in den Tabellen angegebenen Zahlen-
werte der Absta¨nde und Winkel beziehen sich auf die in den Abbildungen gelb bzw. weiß
markierten Atome bzw. Moleku¨lschwerpunkte.
3.2.1. Dimere
Die ersten Hinweise auf die Struktur des Benzol-Dimers lieferten elektrische Deflektion
[227] und Molekularstrahlexperimente [228]; dadurch konnten alle nicht-polaren Geome-
trien als Minimumstrukturen ausgeschlossen werden. Weitere experimentelle Untersuchun-
gen und Berechnungen verschiedener Geometrien [229] (SCF SI), [230] (Absorptionsspek-
troskopie), [231] , [232], [234] (MP2), [235] (MP2) [236] (CCSD(T)) fu¨hrten zu verschiede-
nen Ergebnissen bezu¨glich der Struktur des absoluten Minimums. Die Energiehyperfla¨che
des hier verwendeten Potentials [10] liefert als absolutes Minimum eine verschobene sand-
wich-Struktur.
Als Startgeometrien fu¨r die Energieminimierungen wurden die in der Abbildung 3.9
farblich hervorgehobenen Moleku¨lkombinationen ausgewa¨hlt. Die Ergebnisse der jeweiligen
Berechnungen sind in Tabelle 3.5 aufgefu¨hrt.
Abb. 3.9.: Benzol-Dimerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Die erste als Startgeometrie gewa¨hlte Struktur (Abb. 3.10, links) entspricht einer verzerr-
ten T-fo¨rmigen Struktur, die zweite (Abb. 3.10, Mitte) einer stark aufgeweiteten sand-
wich-Struktur. Die dritte innerhalb der Kristallstruktur gegebene Geometrie (Abb. 3.10,
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Tab. 3.5.: Ergebnisse der Energieminimierung der Benzol-Dimere
Dimerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -10.474 -1.571 -8.903 4.99 97.91
2 -10.462 -1.564 -8.898 4.98 96.91
3 -10.498 -1.593 -8.904 4.99 97.81
rechts) weist keinerlei Gemeinsamkeiten mit einer der Minimumstrukturen auf. Jedoch
entspricht keines der direkt benachbarten Paare innerhalb der Kristallstruktur einer Min-
imumstruktur [237].
Abb. 3.10.: Energieminimierung der Benzol-Dimere 1 (links), 2 (Mitte) und 3 (rechts)
Alle drei Energieminimierungen liefern im Rahmen der Rechengenauigkeit ein identi-
sches Ergebnis und zwar eine Cs-over-bond -Geometrie [238]. Diese Geometrie stellt ein
lokales Minimum auf der verwendeten Energiehyperfla¨che dar [10], jedoch - ebenso wie
die T2-Struktur [240] - nicht die absolute Minimumstruktur. Die Beobachtung, dass keine
der durchgefu¨hrten Energieminimierungen zu der verwendeten Minimumstruktur [239]
fu¨hrt, liefert einige Hinweise auf die Struktur der Energiehyperfla¨che. Denn trotz der
geometrischen A¨hnlichkeit der zweiten Startstruktur mit der parallel verschobenen sand-
wich-Struktur fu¨hrt die Energieminimierung zu der T1-Geometrie und nicht zu der sand-
wich-Struktur. Da die zweite Startstruktur aufgrund numerischer Abweichungen keine
exakt parallele Geometrie zeigt, ist es nicht vo¨llig u¨berraschend, dass der Weg u¨ber die
Energiehyperfla¨che nicht zu der parallelen Minimumstruktur, sondern zur dem lokalen
T-fo¨rmigen Minimum fu¨hrt. Denn - bildlich gesprochen - liegt die nicht exakt parallele
Geometrie wahrscheinlich an einem Punkt auf der Energiehyperfla¨che, in dessen Na¨he
sich “ein Eingang” zu dem das T-fo¨rmige lokale Minimum repra¨sentierende Tal befindet.
Die durchgefu¨hrten Berechnungen lassen beim Vergleich der einzelnen Beitra¨ge erken-
nen, dass im Gegensatz zu den Acetylen-Dimeren, der gro¨ßte Beitrag nicht durch die





Das zur Durchfu¨hrung der Berechnungen verwendete Potential [10] liefert als Trimer-
Minimumstruktur im Gegensatz zu fru¨heren Untersuchungen - wie z. B. spektroskopische
Untersuchungen, die zu einer zick-zack-fo¨rmigen Struktur fu¨hrten [242] - eine cyclische
Geometrie, die auch mit anderen Methoden [243] (CCSD(T), [241] (molecular tailoring ap-
proach), [244] (MP2), [236] (CCSD(T)) unter Beru¨cksichtigung der Mehrko¨rperbeitra¨ge),
[245] als Minimum erhalten wurde. Diese Struktur weist im Gegensatz zu allen anderen
denkbaren Geometrien drei begu¨nstigte verzerrte T-fo¨rmige Orientierungen auf.
Als Startstrukturen fu¨r die Energieminimierungen wurden die in Abbildung 3.11 farblich
hervorgehobenen Geometrien gewa¨hlt. In Tabelle 3.6 sind die Ergebnisse dieser Berech-
nungen wiedergegeben.
Abb. 3.11.: Benzol-Trimerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Zwei der durchgefu¨hrten Energieminimierungen liefern im Rahmen der Rechengenauigkeit
als Zielstruktur diese cyclische Geometrie.
Tab. 3.6.: Ergebnisse der Energieminimierung der Benzol-Trimere
Trimerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -30.409 -3.233 -27.177 4.88 102.76
2 -30.411 -3.236 -27.175 4.88 102.70
3 -20.769 -3.042 -17.727 4.99 168.59
Die erste (Abb. 3.12, links) und die zweite (Abb. 3.12, Mitte) Startstruktur weisen kein-
erlei begu¨nstigte Wechselwirkungen auf, weder eine T-fo¨rmige, noch eine sandwich-artige
Geometrie. Die Energieminimierung fu¨hrt in beiden Fa¨llen zu der cyclischen Minimum-
struktur. Die Energiehyperfla¨che ermo¨glicht also einen direkten Weg zum energetischen
Minimum. Im Fall der dritten Struktur (Abb. 3.12, rechts) liefert die Energieminimierung
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als Zielstruktur die spa¨ter mit TT1 ([239]) bezeichnete Struktur.
Abb. 3.12.: Energieminimierung der Benzol-Trimere 1 (links), 2 (Mitte) und 3 (rechts)
Diese Struktur weist zwar einen erheblich geringeren Betrag der potentiellen Energie auf
(Tab. 3.6), da sie nur zwei Benzol-Benzol-Kontakte aufweist, ist jedoch durch ausreichend
hohe Energiebarrieren von der Minimumstruktur getrennt, so dass sie im Rahmen einer
Energieminimierung hier eine Zielstruktur darstellen kann.
Der Betrag der potentiellen Energie der cyclischen Geometrie entspricht nicht ganz dem
dreifachen Wert des T-fo¨rmigen Dimers. Die Verzerrung der T-fo¨rmigen Geometrie hat
aber nur einen geringen Einfluss auf die potentielle Energie. Das Verha¨ltnis der einzel-
nen Beitra¨ge zur potentiellen Energie verschiebt sich jedoch durch die Verzerrung zu
einem sta¨rkeren Einfluss des Beitrags von Erep +Edis (2.3.2). Im Fall der TT1-Geometrie
entsprechen sowohl die Betra¨ge der potentiellen Energie als auch die einzelnen Beitra¨ge
in etwa dem doppelten Werte des fu¨r das T-fo¨rmige Dimer gefundenen Betrags. Das
Verha¨ltnis der Beitra¨ge zueinander a¨ndert sich nicht.
3.2.3. Tetramere
Das hier verwendete Potential [10] liefert als Tetramer-Minimumstruktur eine hochsym-
metrische cyclische Struktur [241], [245]. Diese Struktur konnte jedoch ausgehend von
Tetramer-Geometrien, die sich in der Kristallstruktur finden durch eine Energieminimie-
rung nicht erhalten werden. Eine weitere cyclische Struktur [243] ist energetisch ungu¨nsti-
ger. Diese zweit gu¨nstigste Geometrie konnte mit Hilfe der Energieminimierungen erreicht




Als Startstrukturen zur Durchfu¨hrung der Energieminimierungen wurden die in Abb. 3.13
farblich hervorgehobenen Geometrien gewa¨hlt. Die Ergebnisse sind in Tab. 3.7 aufgelistet.
Abb. 3.13.: Benzol-Tetramerstartstrukturen 1 (links), 2 (Mitte) und 3
(rechts) im Kristall
Die zweite (Abb. 3.14, Mitte) Startstruktur weist keine der begu¨nstigten Wechselwirkun-
gen auf; trotzdem liefern sowohl die erste als auch die zweite Startstruktur bei Durchfu¨h-
rung einer Energieminimierung als Zielstruktur die cyclische C2-Geometrie ([239]).
Tab. 3.7.: Ergebnisse der Energieminimierung der Benzol-Tetramere
Tetramerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -47.884 -5.143 -42.740 8.67 91.92
4.92 107.58
2 -47.883 -5.143 -42.740 8.67 91.29
4.92 107.58
3 -20.988 -3.320 -17.668 4.99 97.58
Die erste Startstruktur entspricht zwar einer “doppelt” parallelen Geometrie, jedoch fu¨hren
auch hier wie im Fall des Dimers (Absch. 3.2.1), geringe numerische Abweichungen dazu,
dass die Symmetrie nicht exakt der des lokalen Minimums entspricht. Die dritte Start-
struktur entspricht zwei voneinander unabha¨ngigen Dimeren und die Energieminimierung
fu¨hrt ebenfalls nur zu einer Geometrie, die zwei T-fo¨rmigen Dimerstrukturen entspricht.
Das Erreichen eines stationa¨ren Punktes einer tatsa¨chlichen Minimumstruktur ist hier
nicht mo¨glich, da der Abstand der beiden T-fo¨rmigen Paare voneinander auch hier, wie




Im Fall der cyclischen Geometrie, in der fu¨nf stark verzerrte T-fo¨rmige Wechselwirkungen
vorliegen, entspricht der Betrag der potentiellen Energie weniger als dem fu¨nffachen Wert
der potentiellen Energie des Dimers. Hier fu¨hrt die Verzerrung also zu einer Verringerung
der potentiellen Energie. Die dritte Struktur entspricht zwei unabha¨ngigen Dimeren.
Abb. 3.14.: Energieminimierung der Benzol-Tetramere 1 (links), 2 (Mitte) und 3 (rechts)
Im Fall der cyclischen Struktur ist jedoch die Abnahme des Beitrags von Erep + Edis
(Abschn. 2.3.2) geringer als die die Abnahme des Beitrags Eel.
3.2.4. Pentamere
Das vorliegende Potential [10] liefert im Fall der Pentamere drei verschiedene cyclische
Strukturen als energetisch gu¨nstigste stationa¨re Punkte auf der Energiehyperfla¨che [239],
wobei die ersten beiden sich energetisch nur geringfu¨gig voneinander unterscheiden. Beide
konnten mit Hilfe der hier durchgefu¨hrten Energieminimierungen nicht gefunden werden.
Eine der Energieminimierungen konnte jedoch die dritte cyclische Struktur liefern, eine
weitere eine leicht verzerrte Form derselben.
Als Startstrukturen wurden die in Abbildung 3.15 dargestellten Geometrien gewa¨hlt;
die Ergebnisse der Energieminimierungen sind in Tabelle 3.8 wiedergegeben.




Eine der durchgefu¨hrten Energieminimierungen (Abb. 3.16, Mitte) liefert die cyclische
C3-Geometrie ([239]), eine weitere eine leicht verzerrte Form dieser Geometrie (Abb. 3.16,
links). Die dritte Startstruktur (Abb. 3.16, rechts) fu¨hrt zu einem unabha¨ngigen Dimer
und einem unabha¨ngigen Trimer.
Tab. 3.8.: Ergebnisse der Energieminimierung der Benzol-Pentamere
Pentamerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -62.038 -8.151 -53.887 9.00 76.37
5.68 147.55
2 -64.586 -8.070 -56.516 4.91 73.29
5.69 150.11
3 -31.359 -4.784 -26.574 4.99 97.91
4.99 97.98
Im Fall der Energieminimierung der ersten Startstruktur weist die Zielstruktur sechs ver-
zerrt T-fo¨rmige Kontakte auf und der Betrag der potentiellen Energie entspricht in etwa
dem sechsfachen Betrag der potentiellen Energie des T-fo¨rmigen Dimers, im zweiten Fall
mehr als dem sechsfachen Betrag. Diese Struktur weist 5 T-fo¨rmige und zwei sandwich-
artige Strukturmotive auf. Die dritte Struktur entspricht einer Trimer-Struktur und einer
unabha¨ngigen Dimerstruktur. Die potentielle Energie entspricht der Summe der poten-
tiellen Energien eines Dimers und eines Trimers. Auch hier fu¨hrt der große Abstand der
beiden Einheiten voneinander in der Startstruktur wieder dazu, dass keine wirkliche Mini-
mumstruktur erreicht werden kann.
Abb. 3.16.: Energieminimierung der Benzol-Pentamere 1 (links), 2 (Mitte) und 3 (rechts)
Betrachtet man die einzelnen Beitra¨ge zur potentiellen Energie, kommt man zu einem




Ausschließlich im Fall der Trimere konnte hier als Zielstruktur eine Struktur gefunden wer-
den, die einer Minimumstruktur auf der mit Hilfe des Potentials berechneten Energiehy-
perfla¨che entspricht. Bei der Energieminimierung der Dimere konnte in allen Fa¨llen das
energetisch etwas weniger gu¨nstige lokale Minimum erreicht werden. Im Fall der Dimere ist
jedoch die Energiedifferenz der verschiedenen Minima sehr gering (0.36 kJ/mol) [239]. Die
Energieminimierungen der Tetramere und Pentamere liefern zwar lokale Minima auf der
Energiehyperfla¨che, jedoch nicht die absoluten Minimumstrukturen. Diese Beobachtung
kann einen ersten Hinweis auf die Struktur der Energiehyperfla¨che liefern. Die Struk-
tureinheiten, die sich in der Kristallstruktur finden, sind durch Energiebarrieren von den
Minimumstrukturen entsprechender kleiner Aggregate getrennt. Weiterhin fu¨hrt die Be-
trachtung der Struktureinheiten der Kristallstruktur zu der Beobachtung, dass keine der
direkten Nachbarwechselwirkungen der absoluten Minimumstruktur entspricht.
Weiterhin la¨sst ein Vergleich der Geometrien benachbarter Benzol-Moleku¨le innerhalb
der Zielstrukturen erkennen, dass die Schwerpunktsabsta¨nde der Moleku¨le unabha¨ngig
von der gegenseitigen Orientierung in jedem Fall zwischen 4.8 und 5.0 A˚ liegen. Außerdem
sind erst bei einer der Pentamerstrukturen verzerrte Benzol-Benzol-sandwich-Wechselwir-
kungen zu erkennen. Die Werte der einzelnen Beitra¨ge zur potentiellen Energie zeigen, dass





Auch im Fall der gemischten Spezies wurde wie zuvor vorgegangen. Es wurden als Start-
geometrien zur Durchfu¨hrung der Minimierungen Aggregate von zwei, drei, vier bzw. fu¨nf
Moleku¨len als Ausschnitte der Kristallstruktur ausgewa¨hlt. Auch hier wurde der besseren
U¨bersichtlichkeit halber darauf verzichtet, die als Startgeometrien ausgewa¨hlten Moleku¨le
in jedem Fall innerhalb eines gro¨ßeren Kristallausschnitts darzustellen. In der folgenden
Abbildung ist nochmals ein Ausschnitt aus der Kristallstruktur wiedergegeben. Die in den
Tabellen angegebenen Werte fu¨r die Absta¨nde und Winkel beziehen sich wieder auf die
in den Abbildungen gelb bzw. weiß oder schwarz gekennzeichneten Atome bzw. dummies.
Im Fall des Benzols wurde als Bezugspunkt der Moleku¨lschwerpunkt gewa¨hlt.
Abb. 3.17.: Ausschnitt aus der Acetylen-Benzol-Kristallstruktur
3.3.1. Dimere
Als energetisches Minimum fu¨r das Acetylen-Benzol-Dimer wurde mit Hilfe experimentel-
ler Studien eine T-fo¨rmige Geometrie, die eine CH(Acetylen)· · ·pi-Wechselwirkung auf-
weist, gefunden [246] (MP2), [247]. Alle anderen stationa¨ren Punkte auf der Energiehy-
perfla¨che [11] sind energetisch weitaus weniger begu¨nstigt und stellen keine lokalen Minima
dar.
Als Startgeometrien fu¨r die Energieminimierungen wurden die in Abbildung 3.18 farblich




Abb. 3.18.: Acetylen-Benzol-Dimerstartstrukturen 1 (links), 2 (Mitte)
und 3 (rechts) im Kristall
Tab. 3.9.: Ergebnisse der Energieminimierung der Acetylen-Benzol-Dimere
Dimerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -11.588 -4.552 -7.035 4.11 180.00
2 -11.563 -4.496 -7.066 4.13 179.52
3 -11.605 -4.538 -7.066 4.13 179.90
Im Gegensatz zum reinen Acetylen-Kristall findet sich bei der gemischten Spezies die
Dimer-Minimums-Geometrie auch in der Kristallstruktur in kaum vera¨nderter Form wieder
(Abb. 3.19, links). Die zweite als Startgeometrie gewa¨hlte Struktur entspricht einer stark
verzerrten SS2-Geometrie (Abb. 3.19, Mitte) [11]; die dritte innerhalb der Kristallstruk-
tur gegebene Benzol-Acetylen-Geometrie (Abb. 3.19) weist keine A¨hnlichkeit mit einer
Struktur auf, die einem der stationa¨ren Punkte entspricht.
Abb. 3.19.: Energieminimierung der Acetylen-Benzol-Dimere 1 (links), 2 (Mitte), 3 (rechts)
In allen drei Fa¨llen liefert die Energieminimierung ein im Rahmen der Rechengenauigkeit
identisches Ergebnis und zwar die T-fo¨rmige Minimumstruktur. Da die T-Geometrie gegen-
u¨ber den anderen, den stationa¨ren Punkte auf der Energiehyperfla¨che entsprechenden
Punkten, stark energetisch begu¨nstigt ist, entspricht dieses Ergebnis den Erwartungen.
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Weiterhin liefert dieses Ergebnis einen Hinweis auf die Struktur der Energiehyperfla¨che:
Trotz der geometrischen A¨hnlichkeit zwischen der zweiten Startstruktur und der SS2-
Geometrie [173], wird als Zielstruktur der Energieminimierung die T-fo¨rmige Geometrie
erhalten, da die SS2-Struktur kein lokales Minimum, sondern einen Sattelpunkt darstellt
[239]. Ein weiterer offensichtlicher Unterschied zu den reinen Acetylen-Spezies, der in glei-
cher Weise bei der Betrachtung der Trimere, Tetramere und Pentamere zu erkennen ist,
liegt in den verschiedenen Beitra¨gen zur potentiellen Energie. Wa¨hrend im Fall des reinen
Acetylens der gro¨ßte Beitrag zur potentiellen Energie aus elektrostatischer Wechselwirkung
besteht, macht im Fall der gemischten Spezies die Summe aus Erep + Edis den weitaus
ho¨heren Anteil aus (Abschn. 2.3.2).
3.3.2. Trimere BzAc2
Das den Berechnungen zu Grunde liegende Potential [11] liefert als energetisches Minimum
eine cyclische Geometrie; energetisch nur geringfu¨gig weniger begu¨nstigt ist eine (doppelt)
T-fo¨rmige Geometrie (TT1) [239]. Der entscheidende Unterschied zwischen beiden Struk-
turen liegt in der Art der Wechselwirkungen. Die TT1-Geometrie weist insgesamt zwei
Wechselwirkungen auf, die der begu¨nstigten T-fo¨rmigen Dimer-Geometrie entsprechen.
Die cyclische Geometrie weist jeweils drei verzerrte Wechselwirkungen auf: Eine T-fo¨rmige
Acetylen-Benzol-Wechselwirkung, eine ebenfalls T-fo¨rmige Acetylen-Acetylen-Wechselwir-
kung und eine T-fo¨rmige Benzol-Acetylen-Wechselwirkung (T’), bei der die beiden Mole-
ku¨le gegenu¨ber der T-Geometrie miteinander vertauscht sind.
Abb. 3.20.: Acetylen-Benzol-Trimerstartstrukturen 1 (links), 2 (Mitte)
und 3 (rechts) im Kristall
Als Startstrukturen fu¨r die Durchfu¨hrung der Energieminimierung wurden die, aus den
in Abbildung 3.20 farblich hervorgehobenen Moleku¨len bestehenden, Geometrien gewa¨hlt.
Die Ergebnisse der Energieminimierungen finden sich in Tabelle 3.10.
Aufgrund des wiederkehrenden Strukturmotivs in der Kristallstruktur findet sich die
begu¨nstigte TT1-Geometrie im Kristall wieder, ebenso ist ein Motiv zu erkennen, das
grob einer verschobenen T’-Geometrie entspricht.
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Tab. 3.10.: Ergebnisse der Energieminimierung der Acetylen-Benzol-Trimere
Trimerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -22.572 -8.392 -14.191 4.15 180.00
2 -23.720 -12.339 -11.380 4.07 166.65
4.84 126.74
3 -23.719 -12.342 -11.375 4.07 166.70
4.85 127.43
Abb. 3.21.: Energieminimierung der Acetylen-Benzol-Trimere 1 (links), 2 (Mitte), 3 (rechts)
Die Energieminimierung des ersten Trimers (Abb.3.21, links) liefert als Ergebnis aufgrund
der großen A¨hnlichkeit natu¨rlich die TT1-Geometrie. In den Fa¨llen der beiden anderen
Startgeometrien (Abb. 3.21, Mitte, rechts) fu¨hrt die Energieminimierung jeweils zu der cyc-
lischen, energetisch am sta¨rksten begu¨nstigten Struktur. Hervorzuheben ist an dieser Stelle
die, trotz der großen A¨hnlichkeit der Werte der potentiellen Energie der beiden Zielstruk-
turen, unterschiedliche Zusammensetzung dieser Werte. Den Hauptbeitrag zur Gesamt-
energie liefert im Fall der TT1-Geometrie, analog zum T-fo¨rmigen Dimer, die Summe aus
Erep+Edis (Absch. 2.3.2) . Die cyclische Geometrie weist im Gegensatz zur TT1-Geometrie
eine verzerrt T-fo¨rmige Acetylen-Acetylen-Wechselwirkung auf. Da im Fall dieser Wech-
selwirkung der Anteil von Eel gro¨ßer ist, weist auch das cyclische Trimer einen gro¨ßeren
Eel-Anteil auf.
3.3.3. Tetramere BzAc3
Die Energiehyperfla¨che des zur Durchfu¨hrung der Berechnungen verwendeten Potentials
[11] weist mindestens sieben stationa¨re Punkte auf ([239]). Aufgrund der Tatsache, dass
der Cokristall eine Acetylen-Benzol-Zusammensetzung von 1:1 aufweist, kann die Kristall-
struktur keines der BzAc3-Strukturmotive der stationa¨ren Punkte aufweisen.
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Abb. 3.22.: Acetylen-Benzol-Tetramerstartstrukturen 1 (links), 2 (Mitte)
und 3 (rechts) im Kristall
Die als Startgeometrien ausgewa¨hlten Strukturen sind in Abbildung 3.22 wiedergegeben,
die Ergebnisse der Energieminimierungen in Tabelle 3.11.
Tab. 3.11.: Ergebnisse der Energieminimierung der Acetylen-Benzol-Tetramere
Tetramerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -34.657 -18.051 -16.510 4.02 165.40
4.77 122.22
2 -35.023 -16.384 -18.638 4.15 177.62
4.90 167.25
3 -35.338 -22.391 -13.244 4.00 157.78
7.69 131.32
Das Ergebnis der Energieminimierung entspricht im ersten Fall (Abb. 3.23, links) im
Rahmen der Rechengenauigkeit dem spa¨ter als t3 [239] bezeichneten stationa¨ren Punkt
auf der Energiehyperfla¨che. Die Zielstrukturen zwei und drei (Abb. 3.23, Mitte, rechts)
entsprechen den stationa¨ren Punkte t7 und t2 ([239]).
Abb. 3.23.: Energieminimierung der BzAc3 1 (links), 2 (Mitte), 3 (rechts)
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3.3. Acetylen-Benzol
Im Verlauf der Energieminimierungen der ersten und der zweiten Startstruktur bleibt
wa¨hrend der Umlagerung jeweils ein begu¨nstigtes T-fo¨rmiges Acetylen-Benzol-Strukturmo-
tiv erhalten; im Verlauf der Energieminimierung der dritten Startstruktur wird auch
diese Wechselwirkung verzerrt und es resultiert eine cyclische Ac3-Struktur mit einem
zusa¨tzlichen Benzol-Moleku¨l. Trotz der geringen Unterschiede in den drei Werten fu¨r
die potentielle Energie setzen sich die Gesamtwechselwirkungen jeweils aus recht unter-
schiedlichen Beitra¨gen zusammen. Die erste Zielstruktur weist ein T-fo¨rmiges Acetylen-
Benzol-Strukturmotiv und zwei verzerrte T-fo¨rmige Acetylen-Acetylen-Strukturmotive auf.
Die zweite Zielstruktur entspricht einem cyclischen BzAc2-Trimer verknu¨pft mit einem T-
fo¨rmigen Acetylen-Benzol-Dimer. Die dritte Struktur entspricht einem cyclischen Acetylen-
Trimer, verknu¨pft mit einem stark verzerrten T-fo¨rmigen Acetylen-Benzol-Dimer. Damit
weisen die beiden letzten jeweils eine energetisch begu¨nstigte Trimer-Teilstruktur auf. Im
Gegensatz zu den Dimeren und Trimeren ist im Fall der BzAc3-Cluster aufgrund der
Zusammensetzung keine Struktur mo¨glich, die ausschließlich Acetylen-Benzol-Wechsel-
wirkungen aufweist. Aus diesem Grund ist in allen drei Fa¨llen der Beitrag von Eel gro¨ßer.
3.3.4. Tetramere Bz2Ac2
Die aus dem verwendeten Potential [11] resultierende Energiehyperfla¨che weist mindestens
neun stationa¨re Punkte auf ([239]). In dem hier diskutierten Fall (Bz2Ac2) besteht wie-
derum die Mo¨glichkeit, eine der den stationa¨ren Punkten entsprechende Geometrie direkt
innerhalb der Kristallstruktur wiederzufinden.
Abb. 3.24.: Acetylen-Benzol-Tetramerstartstrukturen 1 (links), 2 (Mitte)
und 3 (rechts) im Kristall
Die zur Durchfu¨hrung der Energieminimierung ausgewa¨hlten Geometrien sind in Abbil-
dung (3.24) wiedergegeben, die Ergebnisse in Tabelle 3.12.
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Tab. 3.12.: Ergebnisse der Energieminimierung der Acetylen-Benzol-Tetramere
Tetramerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -34.138 -12.657 -21.471 4.14 179.86
4.14 179.86
2 -39.536 -12.460 -27.067 4.12 176.03
4.13 177.33
3 -39.421 -12.228 -27.185 4.13 176.47
4.88 123.29
Die als Ergebnis der Energieminimierung der ersten Startstruktur erhaltene Geometrie
entspricht im Rahmen der Rechengenauigkeit der spa¨ter mit tt9 bezeichneten Struktur
[239]; die Ergebnisse der Energieminimierungen der zweiten und dritten Startstruktur den
Strukturen tt6 bzw. tt7 [239]. Im Fall der ersten Geometrie bleibt aufgrund des Aufbaus
des Kristalls das Strukturmotiv wiederum komplett erhalten.
Abb. 3.25.: Energieminimierung der Bz2Ac2 1 (links), 2 (Mitte), 3 (rechts)
Die sta¨rkste Vera¨nderung der Geometrie ist im Verlauf der Energieminimierung der zwei-
ten Startstruktur zu beobachten. Die Zielstruktur weist jeweils zwei separate verzerrte
T-fo¨rmige Benzol-Acetylen-Wechselwirkungen auf, außerdem beinhaltet sie eine cyclische
Bz2Ac-Geometrie. Die dritte Zielstruktur zeigt ebenfalls zwei (nicht separate) verzerrte T-
fo¨rmige Benzol-Acetylen-Wechselwirkungen und einen Bz2Ac-Cyclus. Aufgrund der Tat-
sache, dass keine der Strukturen eine direkte Acetylen-Acetylen-Wechselwirkung aufweist,
ist der Beitrag der elektrostatischen Wechselwirkung zur gesamten potentiellen Energie in




Die mit Hilfe des verwendeten Potentials erhaltene Energiehyperfla¨che [11] liefert fu¨r die
Zusammensetzung BzAc4 mindestens dreizehn stationa¨re Punkte ([239]). Aufgrund der
Zusammensetzung des Kristalls kann auch hier wie im Fall der BzAc3-Tetramere keines
der geometrieoptimierten Aggregate das Strukturmotiv des Kristalls aufweisen.
Abb. 3.26.: Acetylen-Benzol-Pentamerstartstrukturen 1 (links), 2 (Mit-
te) und 3 (rechts)
Die bei Durchfu¨hrung der Energieminimierung als Startstrukturen ausgewa¨hlten Geome-
trien sind in Abbildung (3.24) wiedergegeben. Die Ergebnisse der Energieminimierungen
zeigt Tabelle 3.13.
Tab. 3.13.: Ergebnisse der Energieminimierung der Acetylen-Benzol-Pentamere
Pentamerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -49.518 -26.888 -22.627 3.96 154.36
7.37 137.34
4.00 89.65
2 -46.278 -22.665 -23.611 4.01 162.04
4.14 177.56
7.32 141.74
3 -46.716 -26.264 -20.449 4.14 174.87
4.01 156.82
Die Energieminimierung der ersten Startstruktur liefert im Rahmen der Rechengenauigkeit
den spa¨ter mit p3 [239] bezeichneten stationa¨ren Punkt (Abb. 3.27, links). Die Energie-
minimierung der zweiten Startstruktur fu¨hrt zu einer leicht verzerrten Geometrie p7 [239]
(Abb. 3.27, Mitte). Im dritten Fall entspricht das Ergebnis der Struktur des stationa¨ren
Punktes p8 [239] (Abb. 3.27, rechts).
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Abb. 3.27.: Energieminimierung der BzAc4 1 (links), 2 (Mitte), 3 (rechts)
Auch hier ist wieder zu beobachten, dass keine der Zielstrukturen dem absoluten energeti-
schen Minimum entspricht [239]. Die sta¨rkste Vera¨nderung der Geometrie ist im Verlauf
der Energieminimierung der ersten Startstruktur zu beobachten (Abb. 3.27, links). Ob-
wohl das Strukturmotiv der Startgeometrie zwei parallele Acetylen-Acetylen- und eine
T-fo¨rmige Acetylen-Benzol-Strukturmotive aufweist, erfolgt eine Umlagerung zugunsten
einer Struktur die mehrere verzerrte T-fo¨rmige Wechselwirkungen aufweist.
Im zweiten und dritten Fall (Abb. 3.27, Mitte, rechts) erfolgt jeweils nur eine gering-
fu¨gige Verschiebung der Moleku¨le gegeneinander, woraus Strukturen resultieren, die eine
hohe Anzahl begu¨nstigter Kontakte aufweisen. Die zweite Zielstruktur beinhaltet zwei
T-fo¨rmige Benzol-Acetylen-, zwei verzerrte T-fo¨rmige Acetylen-Acetylen-Strukturmotive
und zwei verzerrte T’-Acetylen-Benzol-Strukturmotive. Dabei ist zu beobachten, dass die
Verzerrung der T-fo¨rmigen Strukturmotive mit zunehmender Cluster-Gro¨ße zunimmt. Die
dritte Zielstruktur weist zwei T-fo¨rmige Benzol-Acetylen-Strukturmotive, verknu¨pft mit
einem Ac3-Cyclus auf. Die potentiellen Energien der Zielstrukturen zwei und drei unter-
scheiden sich nur geringfu¨gig voneinander; die Beitra¨ge aus Eel und Erep+dis (Absch. 2.3.2)
unterscheiden sich sta¨rker voneinander. Die dritte Zielstruktur, die einen Ac3-Cyclus bein-
haltet und damit die gro¨ßte Anzahl von Acetylen-Acetylen-Wechselwirkungen beinhaltet,
weist den gro¨ßten Beitrag von Eel zur gesamten potentiellen Energie auf.
3.3.6. Pentamere Bz2Ac3
Die dem Potential entsprechende Energiehyperfla¨che [11] weist mindestens 24 stationa¨re
Punkte auf [239]). Im Fall der Bz2Ac3-Pentamere kann aufgrund der Zusammensetzung
die Geometrie eines der stationa¨ren Punkte in der Kristallstruktur nahezu unvera¨ndert
wiederkehren.
Die Startstrukturen zur Durchfu¨hrung der Energieminimierung sind in Abbildung 3.28
wiedergegeben. Die Ergebnisse der Energieminimierung sind in Tabelle 3.14 aufgefu¨hrt.
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Abb. 3.28.: Acetylen-Benzol-Pentamerstartstrukturen 1 (links), 2 (Mit-
te) und 3 (rechts)
Tab. 3.14.: Ergebnisse der Energieminimierung der Acetylen-Benzol-Pentamere
Pentamerstart- Epot Eel [kJ/mol] Erep + Edis [kJ/mol] Abstand Winkel
strukturen [kJ/mol] (Absch. 2.3.2) (Absch. 2.3.2) [A˚] [◦]
1 -45.382 -16.787 -28.593 4.14 179.86
4.14 179.86
2 -51.796 -20.770 -31.018 4.13 177.04
4.15 174.97
4.64 106.83
3 -56.193 -24.697 -31.487 4.13 176.65
4.00 157.42
4.79 63.58
Die Energieminimierung der ersten Startstruktur liefert als Zielstruktur die spa¨ter mit
pp24 bezeichnete Geometrie ([239]). Die zweite und dritte Zielstruktur entsprechen den
Geometrien pp20 bzw. pp4 ([239]).
Abb. 3.29.: Energieminimierung der Bz2Ac3 1 (links), 2 (Mitte), 3 (rechts)
Im Verlauf der Energieminimierung der ersten Startstruktur (Abb. 3.29, links) bleibt auch
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hier wieder, wie schon bei den anderen linearen · · ·Ac · · ·Bz · · · -Einheiten der kleine-
ren Cluster die Geometrie nahezu unvera¨ndert erhalten. Trotz der geringen energetischen
Begu¨nstigung dieser Struktur erfolgt keine Umlagerung. Im zweiten und auch im drit-
ten Fall (Abb. 3.29, Mitte, rechts) erfolgt jeweils nur eine geringfu¨gige Verschiebung der
Moleku¨le gegeneinander, die jedoch zu einem erheblichen Energiegewinn fu¨hren. Beide
Strukturen weisen jeweils miteinander verknu¨pfte verzerrte T-fo¨rmige Benzol-Acetylen-
und Acetylen-Acetylen-Kontakte, außerdem parallel-verschobene Benzol-Benzol-sandwich-
Kontakte auf. Die erste Zielstruktur ist hier die einzige, die keinerlei Acetylen-Acetylen-
Wechselwirkungen aufweist. Dies wiederum liegt im Einklang mit der Tatsache, dass der
Beitrag zur potentiellen Energie von Erep+dis (Absch. 2.3.2) in etwa anderthalb mal so
groß ist wie der Eel-Beitrag.
3.3.7. Zusammenfassung
Nur im Fall der Dimere und Trimere konnten hier bei der Durchfu¨hrung der Energiemi-
nimierung die jeweiligen absoluten Minimumstruktur erhalten werden. Alle anderen Ziel-
strukturen stellen lokale Minima auf der Energiehyperfla¨che dar, sind jedoch ha¨ufig ener-
getisch erheblich weniger begu¨nstigt. Dieses Ergebnis steht im Zusammenhang mit der Tat-
sache, dass das wichtigste, im Kristall wiederkehrende Strukturmotiv linear alternierend
verknu¨pfter · · ·Ac · · ·Bz · · · -Einheiten nur im Fall des Dimers fu¨r die Cluster das ener-
getische Minimum darstellt. In allen anderen Fa¨llen entspricht diese Geometrie zwar einem
lokalen Minimum auf der Energiehyperfla¨che, ist jedoch energetisch weniger begu¨nstigt.
Diese Beobachtung liefert bereits einen ersten Hinweis auf die Struktur der Energiehyper-
fla¨che: Die Tatsache, dass diese Strukturen im Verlauf der Energieminimierung erhalten
bleiben, deutet darauf hin, dass sie (lokale) Minima auf der Energiehyperfla¨che darstellen
und keinesfalls Sattelpunkte.
Weiterhin ist bei einem Vergleich der Geometrien zu erkennen, dass der Schwerpunkts-
abstand zwischen benachbarten Benzol- und Acetylen-Moleku¨len unabha¨ngig von der
gegenseitigen Orientierung zueinander mit einer Ausnahme immer zwischen vier und fu¨nf
A˚ liegt. Außerdem nimmt die Verzerrung der T-fo¨rmigen Kontakte mit zunehmender Clus-
tergro¨ße zu.
Letztendlich ist bei einem Vergleich der Werte von Eel und Erep+dis (Absch. 2.3.2)
ein Zusammenhang zwischen der Gro¨ße dieser Beitra¨ge zur potentiellen Energie und der
Anzahl der Acetylen-Benzol- bzw. der Acetylen-Acetylen-Wechselwirkungen zu erkennen.
In allen Strukturen, die ausschließlich Benzol-Acetylen-Wechselwirkungen (oder Benzol-
Benzol-Wechselwirkungen) aufweisen, ist der Betrag Erep+dis etwa 1.5 mal so groß wie der
Betrag Eel. Mit zunehmender Anzahl der Acetylen-Acetylen-Wechselwirkungen wa¨chst der




Zusammenfassend ermo¨glicht die Geometrieoptimierung von Kristallstrukturausschnitten
Schlussfolgerungen bzw. Beobachtungen zu drei verschiedenen Punkten: Hinweise auf die
Struktur der Energiehyperfla¨che und Bevorzugung der linearen, im Kristall wiederkehren-
den · · ·Ac · · ·Bz · · · Sequenz, Beobachtungen bezu¨glich der bevorzugten Orientierungen
der Moleku¨le zueinander und Einfluss der Clustergro¨ße; und schließlich konnte ein Zusam-
menhang zwischen der Anzahl der verschiedenen Wechselwirkungen und der einzelnen
Beitra¨ge zur potentiellen Energie hergestellt werden.
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Molekularstrahltechnik [248], [249], [250] kombiniert mit spektroskopischen Methoden
[251] (VIS [252] oder IR [253], [254]) ermo¨glicht es, detaillierte Informationen bezu¨glich der
Strukturen isolierter Moleku¨le und van der Waals Komplexe in der Gasphase bei tiefen
Temperaturen [255] zu erhalten. Sowohl im Fall der verschiedenen Acetylen-Aggregate
[217], [221], [132] als auch im Fall der gemischten Acetylen-Benzol-Aggregate [13] erwies
sich diese Technik als nu¨tzlich, um die Strukturen der verschiedenen Cluster zu erhalten.
Eine Mo¨glichkeit, ein solches Experiment zu simulieren besteht darin, Simulationen
kleiner Cluster in einem nVT -Ensemble bei tiefen Temperaturen und unter Ausschluss der
Wechselwirkung mit anderen Clustern durchzufu¨hren. Die Analogie zum Experiment liegt
dabei darin, dass die Bedingungen unter denen die Untersuchungen nach der Expansion
des Strahls durchgefu¨hrt werden, durch dieses Ensemble am besten angena¨hert werden
ko¨nnen. Diese Untersuchungen finden zwar bei tiefen Temperaturen statt, jedoch ist die
Temperatur zum Zeitpunkt der Messung nicht genau definiert; aus diesem Grund werden
alle Simulationen bei 10 K, 30 K und bei 50 K durchgefu¨hrt.
Ziel dieser Untersuchung ist es, herauszufinden, welche Cluster-Strukturen in dem Tem-
peraturbereich, in dem die spektroskopischen Untersuchungen stattfanden, im Verlauf der
Simulation stabil bleiben und welche Clusterstrukturen sich umlagern. Die entsprechenden
Beobachtung sollten Schlu¨sse darauf zulassen, welche energetisch ungu¨nstigeren Struk-
turen stabil bleiben, weil die entsprechende Barriere bei der Simulationstemperatur nicht
u¨berwunden werden kann.
Zur Auswertung der Simulationen bieten sich hier mehrere Verfahren an: Eine Mo¨glich-
keit ist die Betrachtung der potentiellen Energie im Verlauf der Simulation. Differieren
die Energien der verschiedenen Strukturen in ausreichendem Maße voneinander, ist es
anhand der Energiea¨nderung mo¨glich, die verschiedenen Strukturen voneinander zu un-
terscheiden. Als weitere Mo¨glichkeit bietet sich die GROMACS-Funktion dist an. Bei
dieser Analysemethode wird der Abstand der verschiedenen Moleku¨lschwerpunkte (dSP )
voneinander berechnet. Erfolgt eine Umlagerung, sollten sich die Werte im Verlauf der




Zur U¨berpru¨fung der Ergebnisse wurden alle Simulationen, bei denen eine Umlagerung
zu beobachten war, noch jeweils fu¨nf mal mit unterschiedlichen Startgeschwindigkeiten
durchgefu¨hrt. Fu¨r diese Berechnungen wiedergegeben sind als Ergebnisse nur der Zeit-
punkt, an dem eine Umlagerung zu beobachten ist und die durchschnittliche potentielle
Energie nach erfolgter Umlagerung. Nur im Fall der Simulationen, die keine als sta-
bil anzusehende Zielstruktur zeigen, ist der zeitliche Verlauf der potentiellen Energie
wiedergegeben (Anhang B). Bei Betrachtung der Zahlenwerte der potentiellen Energien
ist jeweils zu beru¨cksichtigen, dass die potentielle Energie der Zielstrukturen bei einer
erho¨hten Temperatur von dem Wert abweichen kann, der mit Hilfe der Energieminimierung
erhalten wurde.
4.1. Acetylen
Als Startgeometrien fu¨r die Simulationen wurden im Fall des Acetylens die durch Ener-
gieminimierung erhaltenen stationa¨ren Punkte der Dimere, Trimere, Tetramere und Pen-
tamere (Absch. 3.1) als Startgeometrien gewa¨hlt. Zusa¨tzlich wurden im Fall der Trimere,
Tetramere und Pentamere Strukturen gewa¨hlt, die sich durch Verknu¨pfung der Dimer-
strukturen ergeben und mit diesen jeweils eine Energieminimierung durchgefu¨hrt. Alle
Simulationen wurden jeweils bei 10 K, 30 K und 50 K durchgefu¨hrt.
4.1.1. Dimere
Als Startgeometrien wurden im Fall der Dimere die in Abschnitt 3.1.1 durch Energiemi-
nimierung erhaltenen Strukturen der stationa¨ren Punkte 1 (Epot = −6, 371 kJ/mol, Ab-
stand: 4,35 A˚) und 2 (Epot = −6, 113 kJ/mol, Abstand: 4,29 A˚) gewa¨hlt. Die zweite
T-fo¨rmige Struktur (3) ist im Rahmen der Rechengenauigkeit identisch mit der ersten.
Beide Strukturen wurden mit Hilfe der Energieminimierung als stationa¨re Punkte auf der
Energiehyperfla¨che identifiziert. Die Unterscheidung zwischen Minimum und Sattelpunkt
war an dieser Stelle nicht mo¨glich.
Sowohl bei der Wahl des T-fo¨rmigen Dimers [221] als auch der parallelen Struktur [129]
als Startgeometrie ist bei 10 K und bei 30 K nach einer kurzen A¨quilibrierungsphase ein
Schwingen um die T-fo¨rmige Struktur zu beobachten (Abb. 4.1, links). Es erfolgt also eine
Umlagerung der energetisch ungu¨nstigeren Struktur in die energetisch gu¨nstigere Struktur.
Wird dagegen die Simulationstemperatur auf 50 K erho¨ht, ist nicht nur ein Schwin-
gen um die Minimumsgeometrie zu beobachten, sondern in gewissen zeitlichen Absta¨nden
eine vollsta¨ndige Rotation eines Acetylen-Moleku¨ls (Abb. 4.1, rechts). Diese Umlagerung
entspricht der gegenseitigen Umwandlung verschiedener T-fo¨rmiger Strukturen ineinan-
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Abb. 4.1.: Umlagerungen der Acetylen-Dimerstartstrukturen bei 10 K und 30 K (links) Um-
lagerung der Acetylen-Dimerstartstrukturen bei 50 K
der. Das Vorliegen einer Umlagerung dieser Art wurde sowohl experimentell [256] als auch
durch theoretische Berechnungen [218], [219] besta¨tigt. Dabei stellt die C2h-Struktur als
Sattelpunkt das energetische Maximum auf dem Umlagerungspfad dar. Auch bei dieser
Umlagerung macht es keinen Unterschied, ob als Startgeometrie die T-fo¨rmige oder die
parallele Geometrie gewa¨hlt wird.
Abb. 4.2.: Ausschnitt aus Epot vs t fu¨r die T-fo¨rmige und die parallele




Die Beobachtung, dass die Simulationen der beiden unterschiedlichen Dimere sich nach
einem kurzen Zeitraum nicht voneinander unterscheiden, kann sowohl durch die Betrach-
tung des zeitlichen Verlaufs der potentiellen Energie (Abb. 4.2) als auch des Abstands der
Moleku¨lschwerpunkte voneinander (Abb. 4.3) besta¨tigt werden.
Abb. 4.3.: Ausschnitt aus dMS vs t fu¨r die T-fo¨rmige und die parallele
Startstruktur der Acetylen-Dimere bei 10 K (oben) und 50 K
(unten)
In beiden Fa¨llen ist als Startpunkt die Minimumsenergie bzw. der Minimumsabstand der
jeweiligen Startgeometrie zu erkennen. Im weiteren Verlauf der Simulation sind fu¨r die
parallele Startgeometrie kurzzeitig starke Schwankungen und dann eine Anna¨herung an
die Werte des T-fo¨rmigen Dimers zu erkennen. Die Simulationen bei tiefen Temperaturen
lassen erkennen, dass die T-fo¨rmige [214] Struktur ein Minimum darstellt. Sowohl bei 10
K als auch bei 30 K (hier nicht im Diagramm gezeigt) lagert sich die parallele Struk-
tur ohne Energiezufuhr in die T-fo¨rmige Struktur um. Bei 50 K (Abb. 4.1, rechts) ist
bei zufa¨lliger ausreichender Energiezufuhr eine voru¨bergehende Umlagerung zuru¨ck in die
parallele Struktur mo¨glich. Die Energiebarriere, die die beiden Strukturen voneinander
trennt [220], kann also bei dieser Temperatur nicht nur u¨berwunden werden, die Ener-
giefla¨che ist an dieser Stelle so beschaffen, dass das energetisch tiefer liegende Dimer nicht
eindeutig begu¨nstigt ist. Weiterhin ist diese Beobachtung im Einklang mit Berechnungen,
die die parallele Geometrie als U¨bergangszustand zwischen 2 T-fo¨rmigen Dimeren sehen
[215], [256], [257], [219], [218].
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4.1.2. Trimere
Zur Simulation der Trimere wurden zusa¨tzlich zu den in Abschnitt 3.1.2 erhaltenen, sta-
tiona¨ren Punkten (C, H) auf der Energiehyperfla¨che entsprechenden Strukturen, drei wei-
tere Geometrien als Startgeometrien gewa¨hlt (Abb. 4.4 und Tab. 4.1), die sich aus der
Kombination der Dimerstrukturen mit einem zusa¨tzlichen Acetylen-Moleku¨l und nachfol-
gender Energieminimierung ergeben.
Tab. 4.1.: Epot der Trimerstrukturen nach der Energieminimierung
C H PP TT PT
Epot[kJ/mol] -18.900 -12.630 -12.305 -12.139 -11.842
Der Vergleich der potentiellen Energien der verschiedenen Strukturen (Tab. 4.7) zeigt
deutlich die energetische Begu¨nstigung der cyclischen Struktur [215], in der drei verzerrte
T-fo¨rmige CH(Acetylen)-pi(Acetylen)-Wechselwirkungen [214], [215], [218], [220] vorliegen.
Als am wenigsten begu¨nstigt erweist sich die PT-Struktur, in der zwei verzerrt parallele
Acetylen-Acetylen-Wechselwirkungen vorliegen.
Abb. 4.4.: Startstrukturen der Acetylen-Trimere: C, H, PP, TT, PT
In der Abbildung 4.5 sind im oberen Teil die potentiellen Energien der fu¨nf Cluster in
Abha¨ngigkeit von der Zeit fu¨r die ersten 1000 ps bei einer Simulationstemperatur von 10
K wiedergegeben. Im unteren Teil sind die entsprechenden A¨nderungen eines (im Fall von
H, PP, TT und PT des jeweils gro¨ßten) Schwerpunktsabstands dargestellt.
Beide Darstellungen lassen deutlich erkennen, dass sich bereits bei einer Simulationstem-
peratur von 10 K die Strukturen H, PP [223], TT und PT in die energetisch gu¨nstigste,
cyclische Struktur umlagern. Am schnellsten erfolgt dieser Vorgang im Fall der ener-
getisch ungu¨nstigsten PT-Struktur. Diese Struktur weist keine CH(Acetylen)-pi(Acetylen)-
Wechselwirkungen auf; außerdem sind die im Dimer ebenfalls begu¨nstigten parallelen
Wechselwirkungen hier leicht verzerrt. Als am la¨ngsten stabil erweist sich die PP-Struktur.
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Wa¨hrend der Umlagerung der H- und der TT-Struktur erfolgt ein Austausch von zwei
T-fo¨rmigen CH(Acetylen)-pi(Acetylen)- gegen drei verzerrte CH(Acetylen)-pi(Acetylen)-
Wechselwirkungen. Im Fall der Umlagerung der PP-Struktur werden die vorliegenden
Wechselwirkungen nicht nur verzerrt, sondern aufgebrochen.
Abb. 4.5.: Ausschnitt aus Epot (oben) und eines dSP (unten) fu¨r die ver-
schiedenen Startstrukturen der Acetylen-Trimere bei 10 K
Da bereits bei 10 K alle energetisch weniger gu¨nstigen Strukturen im Verlauf der Simu-
lation in die cyclische Struktur umlagern, wird an dieser Stelle auf die entsprechenden
Darstellungen fu¨r 30 K und 50 K verzichtet.
Abb. 4.6.: Umlagerungen der Acetylen-Trimerstartstrukturen
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In der Abbildung 4.6 sind die fu¨r die verschiedenen Trimere erfolgenden Umlagerun-
gen nochmals graphisch zusammengefasst. Bereits bei 10 K ko¨nnen die Energiebarrieren
zwischen den Strukturen H, PP, TT, PT und der energetisch gu¨nstigsten cyclischen Struk-
tur u¨berwunden werden. Diese Beobachtung la¨sst hinsichtlich der Energiehyperfla¨che die
Schlussfolgerung zu, dass diese im Fall der Trimere einen insgesamt eher glatten Verlauf
ohne gro¨ßere Barrieren aufweist.
4.1.3. Tetramere
Zur Simulation der Tetramere wurden ebenfalls zusa¨tzlich zu den in Abschnitt 3.1.3 erhal-
tenen, stationa¨re Punkte auf der Energiehyperfla¨che darstellenden, Geometrien noch drei
weitere Strukturen als Startgeometrien gewa¨hlt (Abb. 4.7 und Tab. 4.2). Ebenso wie im
Fall der Trimere erfolgte die Auswahl der zusa¨tzlichen Startstrukturen durch verschiedene
Kombinationen der Dimerstrukturen und nachfolgende Energieminimierung.
Tab. 4.2.: Epot der Tetramerstrukturen nach der Energieminimierung
tC planar tPT1 tTT tPT2 tDT
Epot[kJ/mol] -28.880 -28.350 -18.994 -18.644 -18.571 -13.200
Energetisch stark begu¨nstigt sind hier wieder die Strukturen, die die gro¨ßte Anzahl (ver-
zerrter) T-fo¨rmiger CH(Acetylen)-pi(Acetylen)-Kontakte [214], [215], [218], [220] aufweisen
(tC, planar). Am wenigsten begu¨nstigt ist die Struktur, die nur zwei dieser Wechselwirkun-
gen aufweist (tDT). Die drei verbleibenden Strukturen, die jeweils insgesamt nur drei
Acetylen-Acetylen-Wechselwirkungen aufweisen (tPT1, tTT1, tPT2) sind sich energetisch
sehr a¨hnlich.
Abb. 4.7.: Startstrukturen der Acetylen-Tetramere: tC, planar, tPT1, tTT, tPT2 und tDT
In der Abbildung 4.8 sind die potentiellen Energien der verschiedenen Cluster in Abha¨n-
gigkeit von der Zeit fu¨r die ersten 2000 ps der Simulation bei 10 K (oberer Teil) und
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bei 30 K (unterer Teil) dargestellt. Bei einer Simulationstemperatur von 10 K lagern sich
die energetisch weniger gu¨nstigen Startstrukturen tPT1, tTT1, tPT2 und tDT im Verlauf
der Simulation in jeweils eine der begu¨nstigten Strukturen tC [132], [137], [225], [220]
oder planar um. In welche dieser beiden Strukturen die Umlagerung erfolgt ist anhand
dieser Darstellung nicht zu unterscheiden. Bei Erho¨hung der Simulationstemperatur auf
30 K erfolgt eine Umlagerung aller Startstrukturen in die cyclische Struktur. Da bei einer
Erho¨hung der Temperatur auf 50 K keine weiteren Vera¨nderungen erfolgen, wurde an
dieser Stelle auf eine Darstellung der Vorga¨nge bei 50 K verzichtet.
Abb. 4.8.: Ausschnitt aus Epot fu¨r die Acetylen-Tetramerstartstrukturen
bei 10 K (oben) und bei 30 K (unten)
Eine Mo¨glichkeit zur Unterscheidung der energetisch a¨hnlichen, cyclischen bzw. planaren
Strukturen besteht in der Betrachtung der Schwerpunktsabsta¨nde der Moleku¨le. Inner-
halb der cyclischen Struktur sind die Schwerpunktsabsta¨nde nahezu identisch. Die planare
Struktur weist einen erheblich gro¨ßeren Schwerpunktsabstand auf. In den folgenden bei-
den Abbildung (4.9 und 4.10) erfolgt ein Vergleich der Schwerpunktsabsta¨nde der aus den
Strukturen tPT1, tTT und tPT2 resultierenden Zielstrukturen mit den Schwerpunktsab-
sta¨nden der cyclischen und der planaren Strukturen.
In Abbildung 4.9 sind auf der linken Seite die zeitabha¨ngigen Schwerpunktsabsta¨nde
von tPT1 (oben) und tTT1 (unten) und auf der rechten Seite jeweils die Schwerpunktsab-
sta¨nde der cyclischen Struktur dargestellt. (Hier, wie auch in allen folgenden Diagrammen,
in denen eine Darstellung der Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde der Moleku¨le
erfolgt, wird auf eine genaue Zuordnung dieser Absta¨nde verzichtet, da es hier und auch
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im Folgenden nur auf die Vera¨nderungen der Absta¨nde als Kriterium fu¨r das Erfolgen
einer Umlagerung ankommt.) In beiden Fa¨llen ist zu erkennen, dass die Schwerpunktsab-
sta¨nde schon deutlich vor dem Abbruch der Simulation den Schwerpunktsabsta¨nden der
cyclischen Struktur entsprechen.
Abb. 4.9.: Ausschnitt aus dSP fu¨r tPT1 (oben, links), tTT(unten,
links) und tC (rechts) bei 10 K
Abbildung 4.10 gibt einen entsprechenden Vergleich der tPT2-Struktur mit der cyclischen
und der tDT-Struktur mit der planaren Struktur wieder. Der obere Teil der Darstel-
lung la¨sst erkennen, dass ausgehend von der tPT2-Struktur wieder die cyclische Struk-
tur erreicht wird. Im unteren Teil der Darstellung erfolgt der Vergleich zwischen den
zeitabha¨ngigen Schwerpunktsabsta¨nden der tDT-Struktur und der planaren Struktur.
Dieser Vergleich zeigt deutlich, dass nur die tDT-Struktur sich bei 10 K in die planare
Struktur umlagert und diese noch stabil bleibt; die anderen erreichen bereits bei 10 K die
energetisch gu¨nstigste cyclische Struktur. In diesem Fall ist also die Energiebarriere, die
bei der Umlagerung tDT → C u¨berwunden werden muss zu groß, als dass die Umlagerung
bereits bei einer Simulationstemperatur von 10 K erfolgen ko¨nnte. Bei einer Erho¨hung der
Simulationstemperatur auf 30 K wird diese Energiebarriere aber dann u¨berwunden.
In der folgenden Abbildung (4.11) sind die Umlagerungen der Acetylen-Tetramere und
ihre Temperaturabha¨ngigkeit nochmals zusammengefasst.
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Abb. 4.10.: Ausschnitt aus dSP fu¨r tPT2 (oben, links), tDT (unten,
links), cyclisch (oben, rechts) und planar (unten, rechts)
bei 10 K
Abb. 4.11.: Umlagerungen der Acetylen-Tetramere
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4.1.4. Pentamere
Auch im Fall der Pentamere wurden zusa¨tzlich zu den Clustergeometrien, die stationa¨ren
Punkten auf der Energiehyperfla¨che entsprechen (Absch. 3.1.4), noch drei weitere als
Startstrukturen fu¨r die Simulationen verwendet (Abb. 4.12 und Tab. 4.3). Diese resul-
tieren ebenfalls aus einer Verknu¨pfung der Dimerstrukturen und einer darauf folgenden
Energieminimierung.
Tab. 4.3.: Epot der Pentamerstrukturen nach der Energieminimierung
p(4+1) p-planar pv(4+1) pPT pPP pTT
Epot[kJ/mol] -41.895 -39.294 -38.450 -25.682 -24.993 -24.672
Bei einer Betrachtung der potentiellen Energien der verschiedenen Strukturen (Tab. 4.6)
ist auffa¨llig, dass die sechs ausgewa¨hlten Strukturen anhand der potentiellen Energien
in zwei Gruppen aufgeteilt werden ko¨nnen. Die drei energetisch gu¨nstigeren Strukturen
(p(4+1), planar, pv(4+1)) ko¨nnen durch weitergehende Verknu¨pfung aus den Trimer- oder
Tetramer-Strukturen abgeleitet werden. Aufgrund dieser Verknu¨pfung weisen sie insgesamt
eine ho¨here Anzahl von Acetylen-Acetylen-Wechselwirkungen auf, die jeweils in leicht ver-
zerrter Form den begu¨nstigten Dimer-Wechselwirkungen entsprechen [214], [215], [218],
[220]. Die drei anderen Strukturen weisen pro Acetylen-Moleku¨l maximal zwei begu¨nstigte
Acetylen-Acetylen-Wechselwirkungen auf.
Abb. 4.12.: Startstrukturen der Acetylen-Pentamere: p(4+1), p-planar, pv(4+1), pPT, pPP,
pTT
In der Abbildung 4.13 ist die Zeitabha¨ngigkeit der potentiellen Energie der sechs Start-
strukturen fu¨r die ersten 1000ps der Simulation bei einer Temperatur von 10 K dargestellt.
Da die energetischen Unterschiede der verschiedenen Cluster ausreichend groß sind, um die
verschiedenen Geometrien voneinander unterscheiden zu ko¨nnen, ist bereits anhand dieser
Darstellung deutlich zu erkennen, dass sich alle fu¨nf energetisch weniger gu¨nstigen Start-
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strukturen in die cyclische p(4+1)-Struktur [220] umlagern. Die Umlagerung pv(4 + 1)→
p(4+1) erfolgt hier am schnellsten. Diese beiden Strukturen weisen die gro¨ßte A¨hnlichkeit
untereinander auf, und im Zuge der Umlagerung muss nur eine geringe Verschiebung der
Moleku¨le gegeneinander erfolgen. Im Verlauf der anderen Umlagerungen mu¨ssen dage-
gen zuna¨chst einige der begu¨nstigten Wechselwirkungen [214], [215], [218], [220] aufge-
brochen werden, bevor in die endgu¨ltige Struktur mit insgesamt sechs begu¨nstigten CH-
pi-Kontakten umgelagert werden kann.
Abb. 4.13.: Ausschnitt aus Epot fu¨r die verschiedenen Acetylen-
Pentamerstartstrukturen bei 10 K
Da bereits bei einer Simulationstemperatur von 10 K alle Startstrukturen in die cyclische
Geometrie umlagern, wurde auf eine Darstellung der Vorga¨nge bei 30 K und bei 50 K
hier verzichtet. Die Energiebarrieren, die die vier anderen Strukturen von der p-(4+1)-
Struktur trennen, ko¨nnen bereits bei einer Simulationstemperatur von 10 K u¨berwunden
werden. Insgesamt la¨sst diese Beobachtung auf einen glatten Verlauf der entsprechenden
Energiehyperfla¨che schließen.
In der Abbildung (4.14) sind die Umlagerungen der Acetylen-Pentamere nochmals zusam-
mengefasst.
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Abb. 4.14.: Umlagerungen der Acetylen-Pentamere
4.1.5. Zusammenfassung
Unabha¨ngig von der Clustergro¨ße erweisen sich hier die Strukturen als die stabilsten, die
die maximal mo¨gliche Anzahl (verzerrter) T-fo¨rmiger Kontakte aufweisen.
Weiterhin ist zu beobachten, dass fast alle Umlagerungen in die energetisch am meis-
ten begu¨nstigte Struktur bereits bei einer Simulationstemperatur von 10 K erfolgen. Dies
la¨sst auf geringe Energiebarrieren zwischen den einzelnen Strukturen und einen insgesamt
glatten Verlauf der Energiehyperfla¨che schließen. Einzige Ausnahme bildet das planare
Tetramer. Diese Struktur erweist sich bei 10 K als stabil und die Umlagerung in die
cyclische Minimumstruktur erfolgt erst bei 30 K. Diese beiden Strukturen sind sich also
nicht nur energetisch sehr a¨hnlich, die Energiehyperfla¨che weist zwischen den, diese beiden
Strukturen repra¨sentierendenden stationa¨ren Punkten, auch eine ho¨here Energiebarriere





Unter Verwendung des vorliegenden Potentials wurden die in Abbildung 4.15 dargestellten
Dimerstrukturen [258], [259] als stationa¨re Punkte auf der Energiehyperfla¨che identifiziert
und als Startgeometrien fu¨r die Simulationen verwendet. Die mit Hilfe einer Energiemi-
nimierung gefundenen potentiellen Energien betragen: Epot = −10, 830,−10, 812,−10, 470
und −10, 206 kJ/mol.
Die Betrachtung der potentiellen Energien kennzeichnet die beiden sandwich-artigen
[260], [261], [262] Strukturen bei Verwendung des vorliegenden Potentials als die ener-
getisch am sta¨rksten begu¨nstigten. Diese beiden Strukturen sind nicht identisch. Bei
der geringfu¨gig tiefer liegenden Struktur erfolgte die Parallelverschiebung senkrecht zu
einer C-C-Bindung, bei der anderen parallel zu einer C-H-Bindung. Die Struktur T2 ist
im Gegensatz zu T1 kein lokales Minimum, sondern ein Sattelpunkt.
Abb. 4.15.: Dimerstartstrukturen: S1, S2, T1 und T2
In der Abbildung 4.16 sind die potentiellen Energien (links oben) und die Schwerpunkts-
absta¨nde (rechts oben) fu¨r die vier verschiedenen Benzol-Dimere in Abha¨ngigkeit von der
Zeit dargestellt. Aus beiden Darstellungen ist deutlich zu erkennen, dass sich sowohl T1
als auch T2 bei einer Simulationstemperatur von 10 K in eine sandwich-artige Struktur
umlagern. In beiden Fa¨llen ko¨nnen die jeweiligen Energiebarrieren also bereits bei dieser
Temperatur u¨berwunden werden.
Eine Unterscheidung der beiden sandwich-artigen Strukturen ist jedoch weder an Hand
der Schwerpunktsabsta¨nde noch anhand der potentiellen Energien mo¨glich. Weiterhin ist
in der Abbildung 4.16 die Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde der verschiedenen
Dimere bei 30 K (unten links) und 50 K (unten rechts) wiedergegeben. In beiden Fa¨llen
ist zu erkennen, dass keine der Strukturen bei diesen Temperaturen stabil ist. Sowohl
bei 30 K als auch bei 50 K erfolgt ein sta¨ndiges Hin- und Herschwingen zwischen den
parallel-verschobenen und den T-fo¨rmigen Strukturen; dabei ist die Ha¨ufigkeit der gegen-
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seitigen Umlagerung bei 50 K gro¨ßer. Trotz der energetischen Begu¨nstigung der parallel-
verschobenen Strukturen ist hier eine Umlagerung in die T-fo¨rmigen Strukturen mo¨glich.
Dies la¨sst auf einen sehr flachen Verlauf der Energiefla¨che in diesem Bereich schließen
[263], [264], [265].
Abb. 4.16.: Epot vs t (links, oben), dMS vs t (rechts, oben) bei 10 K, bei
30 K (links, unten) bei 50 K (rechts, unten) fu¨r die Benzol-
Dimerstartstrukturen
4.2.2. Trimere
Mit Hilfe des vorliegenden Potential und durch Kombination der verschiedenen Dimer-
strukturen [244] und nachfolgender Energieminimierung wurden die in Abbildung 4.17
dargestellten Trimerstartstrukturen gefunden.
Tab. 4.4.: Epot der Trimerstrukturen nach der Energieminimierung
C1 C2 ST1 ST2 SS1
Epot[kJ/mol] -30.578 -26.300 -25.086 -21.831 -21.398
SS2 TT1 TT2 TT3 TT4
Epot[kJ/mol] -21.351 -20.540 -20.292 -20.224 -20.056
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Abb. 4.17.: Trimerstartstrukturen: C1, C2, ST1, ST2, SS1, SS2, TT1,
TT2, TT3 und TT4
Die potentiellen Energien (Tab. 4.4) zeigen eine deutliche energetische Begu¨nstigung der
C1-Struktur [266], [267], [268], [269], [3], [270], [271], [272]. Hier weist jedes Moleku¨l zwei
CH(Benzol)-pi(Benzol)-Kontakte auf [272], [273], [274], [275]. Weiterhin ist zu erkennen,
dass sich jeweils die Strukturen ST2, SS1 und SS2 und außerdem die Strukturen TT1, TT2,
TT3 und TT4 energetisch sehr a¨hnlich sind. Dabei weisen die drei energetisch gu¨nstigeren
(ST2, SS1 und SS2) jeweils mindestens eine (verzerrte) den sandwich-artigen Strukturen
entsprechende Wechselwirkung auf.
Auffa¨llig ist jedoch, dass die Kombination einer (verzerrten) T-fo¨rmigen mit einer sand-
wich-artigen Orientierung energetisch etwas gu¨nstiger ist als die Kombination zweier sand-
wich-artiger Orientierungen, was auf die wegen der in diesen vergleichsweise “kompak-
ten” Strukturen sta¨rker anziehenden Wechselwirkungen zwischen den “entfernten” Ben-
zolmoleku¨len zuru¨ckzufu¨hren ist. In den energetisch am wenigsten begu¨nstigten Struk-
turen (TT1, TT2, TT3, TT4) weisen alle Moleku¨le maximal zwei Wechselwirkungen auf,
die einer (verzerrt) T-fo¨rmigen Geometrie entsprechen.
Aus der Darstellung des zeitlichen Verlaufs der potentiellen Energie der verschiedenen
Clusterstrukturen in einer Simulation bei 10 K (Abb. 4.18, oberer Teil) ist zu erkennen,
dass sich die Strukturen C2, ST1, SS2, TT1, TT2 und TT3 in die cyclische Struktur C1
umlagern. Im Fall der Strukturen ST2, SS1 und TT4 erfolgt diese Umlagerung nicht. Die
Darstellung wurde zu einem Zeitpunkt von 5000ps abgeschnitten, da in den durchgefu¨hrten
Simulationen ab diesem Zeitpunkt keine weiteren Vera¨nderungen mehr erfolgten.
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Abb. 4.18.: Ausschnitt aus Epot bei 10 K (oben) und 30 K (unten) fu¨r die
Trimerstartstrukturen C1, C2, ST1, ST2, SS1, SS2, TT1,
TT2, TT3 und TT4
Da eine Unterscheidung der Strukturen ST2 und SS1 anhand der potentiellen Energien hier
nicht mo¨glich ist, werden die entsprechenden Umlagerungen anhand der Schwerpunkts-
absta¨nde (Abb. 4.19) charakterisiert. Bei einer Erho¨hung der Simulationstemperatur auf
30 K (Abb. 4.18, unterer Teil) lagern sich alle Startstrukturen in die energetisch am meisten
begu¨nstigte C1-Struktur um. Da bei einer weiteren Erho¨hung der Simulationstemperatur
keine Vera¨nderungen im Verhalten vorliegen, wird an dieser Stelle auf eine graphische
Darstellung der Ergebnisse bei einer Temperatur von 50 K verzichtet.
Eine Zuordnung der verbleibenden Umlagerungen bei 10 K ist hier wieder eindeutig
anhand der Schwerpunktsabsta¨nde mo¨glich (Abb. 4.19). In der Abbildung ist die Zeit-
abha¨ngigkeit der Schwerpunktsabsta¨nde der Strukturen SS1 (oben, links) und TT4 (un-
ten, links) im Vergleich zu den Schwerpunktsabsta¨nden von ST2 (rechts) dargestellt. In
den beiden Strukturen SS1 und TT4 ist innerhalb von 100 - 200 ps eine Vera¨nderung
der Werte der Schwerpunktsabsta¨nde in Richtung auf die in ST2 vorliegenden Werte zu
erkennen. In beiden Fa¨llen bleibt, wie auch an den Schwerpunktsabsta¨nden zu erkennen,
eine Dimerteilstruktur und damit ein begu¨nstigter Benzol-Benzol-Kontakt erhalten und
es erfolgt nur eine Umlagerung des dritten Moleku¨ls. Die Vertauschung der Werte der
Schwerpunktsabsta¨nde ben1ben2 und ben1ben3 wa¨hrend der Simulation weist auf einen
internen Austausch der Moleku¨le innerhalb des ST1-Clusters hin. Dabei geschieht dieser
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Austausch ohne erkennbaren “Umweg” u¨ber SS1 oder TT4. Dieses doppelte “Umklappen”
geschieht offenbar synchron.
Abb. 4.19.: Ausschnitt aus dSP fu¨r SS1 (links, oben) TT4 (links, unten) und
ST2 (rechts) bei 10 K
Ausschließlich innerhalb der Struktur C1 weisen alle drei Moleku¨le zwei T-fo¨rmige (ent-
sprechend verzerrter T1-Geometrien) CH(Benzol)-pi(Benzol)-Kontakte auf [272], [273],
[274], [275]. Im Verlauf der Umlagerung C2 → C1 entsteht eine zusa¨tzliche T-fo¨rmige
Geometrie, wobei jeweils zwei T1-artige Orientierungen (Absch. 4.2.1) aufgegeben wer-
den. Im Verlauf der Umlagerung ST1 → C1 entsteht ein zusa¨tzlicher T-fo¨rmiger Kon-
takt, wobei ein sandwich-artiger Kontakt aufgegeben wird. In beiden Fa¨llen erfolgt nur
eine relativ geringfu¨gige Vera¨nderung der Gesamtstruktur. Im Verlauf der Umlagerun-
gen SS2 → C1, TT1 → C1, TT2 → C1 und TT3 → C1 wird jeweils eine begu¨nstigte
Orientierung vollsta¨ndig aufgebrochen und durch eine andere ersetzt. Trotzdem ist die
Energiebarriere dieser Umlagerungen gering genug, um die jeweilige Umlagerung bereits
bei einer Simulationstemperatur von 10 K zu ermo¨glichen.
In Abbildung 4.20 sind die Umlagerungen der einzelnen Benzol-Trimere bei den ver-
schiedenen Temperaturen zusammengefasst.
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Abb. 4.20.: Umlagerungen der Benzol-Trimere
4.2.3. Tetramere
Auch die jeweiligen Tetramer-Startstrukturen (Abb. 4.21 und Tab.4.5) wurden entweder
direkt mit Hilfe des vorliegenden Potentials berechnet oder durch Kombination der ver-
schiedenen Dimerstrukturen [243] und nachfolgender Energieminimierung erhalten.
Abb. 4.21.: Tetramerstartstrukturen: tC1, tC2, tC3, tC4, tSA1, tSS1,
tSS2, tSA2, tTT1 und tTT2
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Auch hier ko¨nnen die verschiedenen Strukturen wieder anhand ihrer potentiellen Ener-
gien (Tab. 4.12) in verschiedene Gruppen unterteilt werden. In den beiden energetisch
gu¨nstigsten Strukturen (tC1 und tC2) bilden alle Moleku¨le jeweils zwei (verzerrte) T-
fo¨rmige CH(Benzol)-pi(Benzol)-Kontakte aus [272], [273], [274], [275]. Die (nach abnehmen-
dem Betrag der potentiellen Energie) na¨chsten Strukturen (tC2 ([3], [271]) und tC3)
bestehen jeweils aus zwei verknu¨pften T-fo¨rmigen Dimeren. Die vier na¨chsten Strukturen
(tSA1, tSS1, tSS2 und tSA2) entstehen durch verschiedenartige Stapelung der Moleku¨le
[276], wodurch jedes Moleku¨l ein oder zwei (verzerrte) sandwich-artige Wechselwirkungen
aufweist. Die letzten beiden (tTT1 und tTT2) entstehen durch kettenartige Aneinander-
reihung (verzerrter) T-fo¨rmiger Dimere.
Tab. 4.5.: Epot der Tetramerstrukturen nach der Energieminimierung
tC1 tC2 C3 C4 tSA1
Epot[kJ/mol] -53.570 -47.858 -36.260 -34.833 -32.391
tSS1 tSS2 tSA2 tTT1 tTT2
Epot[kJ/mol] -31.957 -30.757 -30.684 -30.383 -29.900
In der Abbildung 4.22 sind im oberen Teil die potentiellen Energien der Tetramere tC1,
tC4, tSS1, tSS2 und tSA2 und im unteren Teil diejenigen der Tetramere tC2, tC3, tSA1,
tTT1 und tTT2 in Abha¨ngigkeit von der Zeit fu¨r eine Simulationstemperatur von 10 K
dargestellt. Da keine weiteren Vera¨nderungen mehr auftreten, wurde die Darstellung bei
einer Simulationsdauer von 3000ps abgeschnitten. Aufgrund der Tatsache, dass die Werte
der potentiellen Energie sich fu¨r die beiden energetisch am meisten begu¨nstigten Cluster
ausreichend unterscheiden, genu¨gt in diesem Fall der Vergleich der potentiellen Energien
zur Analyse der jeweiligen Umlagerungen. Bei einer Temperatur von 10 K sind folgende
Umlagerungen zu beobachten: tC4 → tC1, tSS1 → tC1, tSS2 → tC1 und tSA2 → tC1;
weiterhin lagern sich die Tetramere tC3, tTT1 und tTT2 in tC2 um; tSA1 ist wa¨hrend der
gesamten Simulationsdauer von 10000 ps stabil (die graphische Darstellung wurde hier bei
3000 ps abgeschnitten).
Im Fall der Tetramere sind also bereits bei 10 K - mit Ausnahme von tSA1 - nur Struk-
turen begu¨nstigt, in denen alle Moleku¨le mindestens zwei Benzol-Benzol-Wechselwirkungen
aufweisen. Zum Erreichen dieser Geometrien mu¨ssen in allen nicht cyclischen Strukturen
Wechselwirkungen aufgebrochen werden, wozu jedoch hier schon eine Temperatur von 10
K genu¨gt. Zur Umlagerung der cyclischen Strukturen ineinander ist jeweils nur eine Ver-
schiebung der Moleku¨le gegeneinander erforderlich, trotzdem ko¨nnen ausgehend von C2
und C3 die entsprechenden Energiebarrieren zur Umlagerung in tC1 bei dieser Temperatur
nicht u¨berwunden werden.
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Abb. 4.22.: Ausschnitt aus Epot fu¨r die Tetramerstartstrukturen tC1,
tC4, tSS1, tSS2, tSA2, (oben) tC2, tC3, tSA1, tTT1 und
tTT2 (unten) bei 10 K
Im Verlauf der Umlagerung der Strukturen tTT1 und tTT2 in tC2 werden jeweils zwei
verzerrt T-fo¨rmige CH(Benzol)-pi-Benzol-Wechselwirkungen [272], [273], [274], [275] stark
verzerrt. Die Umstrukturierung der Moleku¨le innerhalb des Clusters ist zwar ausgepra¨gt,
jedoch geringer als sie es im Falle einer Umlagerung in tC1 wa¨re. Ebenso ist im Fall
der Struktur tC3 eine Umlagerung in tC2 gegenu¨ber der in tC1 begu¨nstigt. tSA1 ist
als einzige, nicht cyclische Struktur bei 10 K noch stabil [276]. Ausschließlich in dieser
Struktur liegen insgesamt drei der im Dimer begu¨nstigten S1-artigen Wechselwirkungen
in nicht verzerrter Form vor. Das Vorliegen dieser unverzerrten Stapel-Kontakte scheint
diese Struktur im Vergleich zu tSS1 und tSS2 entscheidend zu begu¨nstigen.
Wie aus Abbildung 4.23 zu erkennen, erfolgt bei 30 K ausgehend von allen verschiedenen
Startstrukturen eine Umlagerung in das energetisch am meisten bevorzugte Tetramer tC1
[268], [269], [270], [272]. (Auch hier wurde die Darstellung abgeschnitten, da keine wei-
teren Vera¨nderungen auftreten.) Auffa¨llig sind an dieser Stelle mehrere Beobachtungen: Im
Verlauf der Umlagerung tSA1→ tC1 erfolgt ein leichter Energieanstieg, bevor die Energie
auf den Wert der tC1-Struktur abfa¨llt. Dies weist nochmals daraufhin, dass begu¨nstigte
Wechselwirkungen (S1) aufgebrochen werden mu¨ssen. Weiterhin ist deutlich zu erkennen,
dass der Wert der potentiellen Energie von tTT2 vor Erreichen der tC1-Struktur dem der
tC2-Struktur entspricht. Dies weist darauf hin, dass eine Umlagerung tTT2→ tC2→ C1
vorliegt, was einen weiteren Hinweis auf die Struktur der Energiehyperfla¨che liefert. Da
bei einer Erho¨hung der Simulationstemperatur auf 50 K keine weiteren Vera¨nderungen
auftreten, wurde an dieser Stelle auf eine graphische Darstellung der Ergebnisse verzichtet.
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Abb. 4.23.: Ausschnitt aus Epot fu¨r die Tetramerstartstrukturen tC1,
tC4, tSS1, tSS2, tSA2, tC2, tC3, tSA1, tTT1 und tTT2 bei
30 K
Die Abbildung 4.24 fasst die im Fall der verschiedenen Tetramere erfolgenden Umlagerun-
gen nochmals zusammen.
Abb. 4.24.: Umlagerungen der Benzol-Tetramere
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4.2.4. Pentamere
Ebenso wie fu¨r die Trimere und Tetramere wurden im Fall der Pentamere nicht nur die
mit Hilfe des verwendeten Potentials gefundenen stationa¨ren Punkte als Startstrukturen
verwendet, sondern zusa¨tzlich einige Geometrien, die sich durch Kombination der ver-
schiedenen Dimerstrukturen und eine nachfolgende Energieminimierung ergeben (Abb.
4.25 und Tab. 4.6).
Abb. 4.25.: pC1, pC2, pC3, pSS1, pSA1, pSA2, pTT1, pTT2 und pSS2
Die potentiellen Energien zeigen eine deutliche Begu¨nstigung der Strukturen pC1 und pC2
[268], [3], [270], [271]; die dritte nicht kettenfo¨rmige Struktur weist eine deutlich geringere
potentielle Energie auf, gegenu¨ber der die Energien der anderen Strukturen jedoch immer
noch stark abfallen.
Tab. 4.6.: Epot der Pentamerstrukturen nach der Energieminimierung
pC1 pC2 pC3
Epot[kJ/mol] -75.289 -64.041 -42.535
pSS1 pSA1 pSA2 pTT1 pTT2 pSS2
Epot[kJ/mol] -75.378 -42.506 -41.081 -40.531 -40.499 -39.941
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Auffa¨llig ist hier die Beobachtung, dass die energetisch ungu¨nstigste Struktur im Gegensatz
zu den Tetrameren eine sandwich-artige Verknu¨pfung aufweist [276], gegenu¨ber der die T-
fo¨rmig verknu¨pften Geometrien bevorzugt sind.
In der Abbildung 4.26 ist der zeitliche Verlauf der potentiellen Energien aller Pentamere
jeweils fu¨r eine Simulationstemperatur von 10 K (oben) und 30 K (unten) dargestellt. Auf-
grund der A¨hnlichkeit der Werte der potentiellen Energien der Strukturen pC1 und pC2
lassen sich anhand dieser Darstellung - mit einer Ausnahme - keine eindeutigen Schlussfol-
gerungen bezu¨glich der jeweiligen Zielstrukturen der Umlagerungen treffen.
Abb. 4.26.: Ausschnitt aus Epot fu¨r die Pentamerstartstrukturen pC1,
pC2, pC3, pSS1, pSA1, pSA2, pTT1, pTT2 und pSS2 bei 10
K (oben) und bei 30 K (unten)
Mit Hilfe der Betrachtung der potentiellen Energien la¨sst sich nur eindeutig feststellen, dass
eine Umlagerung pSS2 → pC3 erfolgt. Weiterhin la¨sst sich nur schlussfolgern, dass alle
anderen Umlagerungen in Richtung pC1 oder pC2 erfolgen. Die Unterscheidung zwischen
pC1 und pC2 ist nur anhand der potentiellen Energien nicht mo¨glich. Es liegen jedoch
geringfu¨gige Unterschiede in den Schwerpunktsabsta¨nden der Moleku¨le vor. In Abbildung
4.27 findet sich ein direkter Vergleich; dabei weisen jedoch die spikes im linken Teil der
Abbildung darauf hin, dass es wa¨hrend der Simulation der Startstruktur pC2 kurzzeitig zu
Verschiebungen der einzelnen Moleku¨le in Richtung der Geometrie von pC1 kommt. In den
folgenden Abbildungen, die die Gegenu¨berstellungen der Moleku¨lschwerpunktsabsta¨nde im
Verlauf der Simulationen wiedergeben, wird der U¨bersichtlichkeit halber auf eine weitere
zusa¨tzliche direkte Gegenu¨berstellung der Werte fu¨r pC1 und pC2 verzichtet.
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Abb. 4.27.: Ausschnitt aus dSP fu¨r die Pentamerstartstrukturen pC1
(links) und pC2 (rechts)
Die Abbildung 4.28 gibt die A¨nderung spezifischer Schwerpunktsabsta¨nde fu¨r die Um-
lagerungen pTT2→ pC1 (oberer Teil) und pSA1→ pC2 (unterer Teil) wieder, die Abbil-
dung 4.29 die entsprechenden A¨nderungen fu¨r die Umlagerungen von pTT1 und pSS1 in
pC2 und die Abbildung 4.30 die Umlagerung pSA2→ pC2 (oberer Teil).
Im Fall der Umlagerung von pSS2 in pC3, auf die bereits anhand der Darstellung der
potentiellen Energien geschlossen werden konnte, wird sichtbar, dass trotz der im Ver-
gleich zu pC1 und pC2 relativ geringen potentiellen Energie von pC3, die Energiebarriere
zwischen der Struktur pSS2 und den energetisch am sta¨rksten begu¨nstigten Strukturen
bei 10 K nicht u¨berwunden werden kann. Ein Grund dafu¨r ist wahrscheinlich die Tat-
sache, dass im Zuge der Umlagerung pSS2 → pC3 nicht alle begu¨nstigen Benzol-Benzol-
Wechselwirkungen aufgebrochen werden mu¨ssen.
Die Beobachtung, dass pTT2 im Gegensatz zu pSA1, pTT1 und pSS1 in pC1 und nicht
in pC2 umlagert, ist ein weiterer Hinweis auf die Komplexita¨t der Energiehyperfla¨che in
diesem Bereich. Trotz des geringen Unterschieds der Werte der potentiellen Energien der
Strukturen pC1 und pC2, kann die Energiebarriere, die pC1 von pSA1, pTT1 und pSS1
trennt, bei dieser Temperatur nicht u¨berwunden werden.
96
4.2. Benzol
Abb. 4.28.: Ausschnitt aus dSP fu¨r die Pentamerstartstrukturen pTT2
(oben, links), pC1 (oben, rechts), pSA1 (unten, links) und
pC2 (unten, rechts) bei 10 K
Auch zur Analyse der Vorga¨nge bei einer Simulationstemperatur von 30 K muss auf-
grund der geringen Energieunterschiede zwischen den Strukturen pC1 und pC2 auf die
Betrachtung der Schwerpunktsabsta¨nde zuru¨ckgegriffen werden. Trotz der relativ geringen
strukturellen Unterschiede zwischen pC1 und pC2 unterscheiden sich einige Schwerpunk-
tsabsta¨nde innerhalb dieser Geometrien ausreichend voneinander (Abb. 4.27), um eine
Zuordnung zu ermo¨glichen.
Im unteren Teil der Abbildung 4.30 sind die A¨nderungen (ausgewa¨hlter) Schwerpunkts-
absta¨nde im Verlauf der Umlagerung pC1 → pC2 bei 30 K im Vergleich zu den Schwer-
punktsabsta¨nden innerhalb der pC2-Struktur dargestellt. Dieser Vergleich la¨sst darauf
schließen, dass bei dieser Temperatur alle Startstrukturen in die Struktur pC1 umlagern.
Bei einer Erho¨hung der Simulationstemperatur auf 30 K kann also die Energiebarriere, die
pC2 von pC1 trennt u¨berwunden werden. Da belegt wurde, dass bei 30 K die Umlagerung
pC2 → pC1 erfolgt, kann darauf geschlossen, werden, dass auch die Strukturen, die bei
10 K in pC2 umlagern, bei 30 K ebenfalls in pC1 umlagern. Da bei einer Temperatur von
50 K keine weiteren Vera¨nderungen zu beobachten sind, wird auf eine Darstellung hier
verzichtet.
In der Abbildung 4.31 sind die zwischen den Pentameren auftretenden Umlagerungen
zusammengefasst.
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Abb. 4.29.: Ausschnitt aus dSP fu¨r die Pentamerstartstrukturen
pTT1 (oben, links), pSS1 (unten, links) und pC2
(rechts) bei 10 K
Abb. 4.30.: Ausschnitt aus dSP fu¨r pSA2 (links) und pC2 (rechts)




Abb. 4.31.: Umlagerungen der Benzol-Pentamere
4.2.5. Zusammenfassung
Alle beobachteten Umlagerungen erfolgen bereits bei Simulationstemperaturen von 10
bzw. 30 K; keine dieser Umlagerungen erfordert eine weitere Temperaturerho¨hung, was
bedeutet, dass keine hohen Energiebarrieren zwischen den verschiedenen Strukturen vor-
liegen. Im Gegensatz zum reinen Acetylen, wo jeweils nur eine einzige Struktur pro Aggre-
gat stabil war, sind jedoch bei Benzol i.d.R. mehrere der untersuchten Geometrien pro
Aggregat bei 10 K noch stabil. Im Fall der Trimere ist dies ST2, die eine Kombination
aus einer T1- und einer sandwich-artigen Wechselwirkung darstellt. Im Fall der Tetramere
sind dies tC2 und tSA1. Von den untersuchten Pentameren erweisen sich pC2 und pC3 als
bei 10 K stabil. Beide weisen im Gegensatz zu den anderen Geometrien aufgrund ihrer cyc-
lischen Struktur eine erho¨hte Anzahl von Wechselwirkungen im Vergleich zu den anderen
Strukturen auf. Weiterhin ist bei Betrachtung der potentiellen Energien festzustellen, dass
unabha¨ngig von der Gro¨ße der Cluster eine Stapelung unter Erhalt sandwich-artiger Wech-
selwirkungen gegenu¨ber einer Stapelung T1- oder T2-fo¨rmiger Strukturen bevorzugt ist.
Besonders hervorzuheben ist an dieser Stelle des Verhalten der Dimere. Im Gegensatz zum
Acetylen-Dimer erfolgt hier eine gegenseitige Umlagerung der verschiedenen Dimerstruk-
turen bereits bei 30 K. Beim Acetylen war eine vollsta¨ndige gegenseitige Umlagerung erst
bei einer Simulationstemperatur von 50 K zu beobachten. Die das Dimer repra¨sentierende
Energiehyperfla¨che ist im Fall des Benzols somit als noch glatter anzusehen.
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4.3. Acetylen-Benzol
4.3.1. Dimere
Als Startgeometrien fu¨r die Simulation der Dimere wurden die in Abbildung 4.8 gezeigten
Strukturen verwendet. Diese Geometrien entsprechen den von A. Tekin und G. Jansen
gefunden stationa¨ren Punkten [11] auf der Energiehyperfla¨che. Fu¨r alle Strukturen wurde
vor dem Start der Simulation eine Energieminimierung durchgefu¨hrt (Tab. 4.7).
Abb. 4.32.: Dimerstartstrukturen: T, S1, S2, SS1, SS2
Experimentelle Studien mit Hilfe IR-spektroskopischer Untersuchungen lieferten den Be-
weis fu¨r das Vorliegen einer CH(Acetylen)· · ·pi(Benzol)- Wechselwirkung [246] in der ener-
getisch gu¨nstigsten T-Struktur. Die mit SS1 und SS2 bezeichneten Strukturen weisen
CH(Benzol)-pi(Acetylen)-Wechselwirkungen auf, die S1- und S2-Strukturen pi(Benzol)-
pi(Acetylen)-Wechselwirkungen.
Tab. 4.7.: Epot der Dimerstrukturen vor und nach der Energieminimierung
T S1 S2 SS1 SS2
Epot,vor -11.605 -3.965 -3.924 -6.036 -4.154
Epot,nach -11.605 -3.965 -3.964 -6.036 -4.154
Ebenso wie in verschiedenen quantenmechanischen Untersuchungen [277], [278] wurde
auch hier durch die Energieminimierung die energetische Begu¨nstigung der T-fo¨rmigen
Struktur mit CH(Acetylen)-pi(Benzol)-Wechselwirkung besta¨tigt. Die beiden Strukturen
(S1 und S2) mit pi(Benzol)-pi(Acetylen)-Wechselwirkungen sind am wenigsten stabil; die
Strukturen (SS1 und SS2) mit CH(Benzol) - pi(Acetylen)-Wechselwirkungen liegen ener-
getisch dazwischen, wobei die SS2-Struktur mit einer direkten CH(Benzol)-pi(Acetylen)-
Wechselwirkungen sich als gu¨nstiger erweist.
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In den Abbildungen 4.33 und 4.34 ist jeweils der zeitliche Verlauf der potentiellen Energie
bzw. der Schwerpunktsabsta¨nde der Moleku¨le fu¨r die ersten 100 ps der Simulationen der
fu¨nf verschiedenen Dimere bei 10 bzw. 50 K aufgezeigt.
Abb. 4.33.: Ausschnitt aus Epot vs t fu¨r die Acetylen-Benzol-Dimerstart-
strukturen bei 10 K (oben) und 50 K (unten)
In der Darstellung der potentiellen Energie ist deutlich die rapide Abnahme der Werte
(mit Ausnahme der Werte fu¨r die T-Struktur) zu erkennen. Sowohl bei 10 K als auch bei
50 K weisen bereits nach ca. 50 ps alle Simulationen einen Wert der potentiellen Energie
auf, der dem energetischen Minimum entspricht. Allerdings weist der Verlauf bei 50 K, wie
zu erwarten, sta¨rkere Schwankungen der Werte auf. Auf eine Darstellung der Ergebnisse
der Simulationen bei 30 K wurde hier verzichtet, da die Tendenzen bereits deutlich zu
erkennen sind.
Die in Abbildung 4.34 dargestellte Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde (am
Beispiel der Simulation bei 10 K) weist in die gleiche Richtung. Bereits nach etwa 50
ps haben sich die Schwerpunktsabsta¨nde den Werten fu¨r die T-fo¨rmige Struktur an-
gena¨hert. Dabei ist deutlich zu erkennen, dass bis zum Erreichen der Minimumstruktur
starke Schwankungen um diesen Wert herum vorliegen. Betrachtet man jedoch weiterhin
den Verlauf der potentiellen Energie zu Beginn der Simulationen, ist zu erkennen, dass die
Werte nur minimal steigen. Es ist also nur wenig Energie aufzuwenden, um die Energiebar-
riere zwischen den energetisch weniger gu¨nstigen Geometrien und der Minimumsgeometrie
zu u¨berwinden.
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Abb. 4.34.: Ausschnitt aus dMS vs t fu¨r die Acetylen-Benzol-
Dimerstartstrukturen bei 10 K
In Abbildung 4.35 sind die Umlagerungen der Benzol-Dimere zusammengefasst.
Abb. 4.35.: Acetylen-Benzol-Dimer-Umlagerungen
4.3.2. Trimere BzAc2
Als eine der Startgeometrien fu¨r die Simulation der Trimere BzAc2 wurde die mit Hilfe
des Potentials gefundene cyclische Minimumstruktur [11] verwendet. Zusa¨tzlich wurden
alle auf der Basis der T-fo¨rmigen Dimerstruktur mo¨glichen Kombinationen gewa¨hlt und
vor dem Start der Simulationen eine Energieminimierung durchgefu¨hrt.
Die beiden folgenden Abbildungen (4.37 und 4.38 (oberer Teil)) geben den zeitlichen
Verlauf der potentiellen Energie und der Schwerpunktsabsta¨nde wa¨hrend der Simulationen
wieder. Aus beiden Darstellungen ist zu erkennen, dass bereits nach Ablauf von 250 ps nur
noch zwei verschiedene Strukturen existieren. Es erfolgen folgende Umlagerungen: TT2→
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Tab. 4.8.: Epot der Trimerestrukturen vor und nach der Energieminimierung
cyclisch TT1 TS1 TS2 TSS1 TSS2 TT2
Epot,vor -23.765 -22.561 -15.814 -15.776 -18.338 -13.327 -18.288
Epot,nach -23.940 -22.561 -15.814 -15.776 -18.338 -17.130 -17.951
Abb. 4.36.: Trimerstartstrukturen: cyclisch, TT1, TS1, TS2, TSS1,
TSS2, TT2
cyclisch, TSS1 → cyclisch, TSS2 → cyclisch außerdem TS1 → TT1 und TS2 → TT1.
Auf eine Darstellung der Ergebnisse der Simulationen bei 30 K wurde an dieser Stelle
verzichtet, da sich das Verhalten der verschiedenen Strukturen nicht signifikant von dem
bei 10 K unterscheidet.
Abb. 4.37.: Ausschnitt aus Epot vs t fu¨r die Acetylen-Benzol-
Trimerstartstrukturen, 10 K
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Wie zu erwarten sind die cyclische und die TT1-Struktur bereits bei 10 K eindeutig
begu¨nstigt. In den Fa¨llen, in denen neben einer CH(Acetylen)-pi(Benzol)- eine pi(Acetylen)-
pi(Benzol)-Wechselwirkung vorliegt (TS1 und TS2), erfolgt eine Umlagerung in die durch
das Vorliegen zweier CH(Acetylen)-pi(Benzol)-Wechselwirkungen begu¨nstigten TT1-Struk-
tur. Wie aus der Darstellung der potentiellen Energie zu erkennen, muss in diesem Fall
keine Energiebarriere u¨berwunden werden. Ausgehend von den beiden Strukturen, in de-
nen neben einer CH(Acetylen)-pi(Benzol)-Wechselwirkung eine CH(Benzol)-pi(Acetylen)-
Wechselwirkung vorliegt (TSS1 und TSS2), erfolgt eine Umlagerung in die cyclische, drei
verzerrte CH· · ·pi-Wechselwirkung aufweisende, Struktur. In diesen Fa¨llen ist eine ge-
ringfu¨gige Energiebarriere zu u¨berwinden. Die TT2-Geometrie weist an Stelle von zwei
CH(Acetylen)-pi(Benzol)-Wechselwirkungen eine CH(Acetylen)-pi(Benzol)- und eine CH
(Benzol)-pi(Acetylen)-Wechselwirkungen auf. Auch hier erfolgt eine direkte Umlagerung
in die energetisch gu¨nstigste, cyclische Struktur; allerdings scheint in diesem Fall eine
gewisse kinetische Hemmung vorzuliegen, bevor es zur Umlagerung in die cyclische Struk-
tur kommt.
Im unteren Teil der Abbildung 4.38 ist die A¨nderung jeweils eines der Schwerpunktsab-
sta¨nde der Moleku¨le im Verlauf der Simulationen bei 50 K dargestellt. Bei dieser Tempe-
ratur erfolgt ausgehend von allen sechs unterschiedlichen Startstrukturen letztendlich eine
Umlagerung in die energetisch gu¨nstigste, cyclische Struktur. Im Fall der Strukturen TS1
und TS2 erfolgt jedoch zuerst eine Umlagerung in die TT1-Struktur und erst nach einer
gewissen Zeitspanne die endgu¨ltige Umlagerung in die cyclische Geometrie.
Abb. 4.38.: dSP vs t fu¨r die Acetylen-Benzol-Trimerstartstrukturen,
10 K (oben) und 50 K (unten)
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Daraus la¨sst sich schließen, dass die Energiebarriere, die die Struktur mit zwei CH(Ace-
tylen)-pi(Benzol)-Wechselwirkungen [13] von der cyclischen Struktur, in der drei verzerrte
CH-pi-Wechselwirkungen vorliegen, trennt, erst bei 50 K u¨berwunden werden kann.




Im Fall der Benzol-Acetylen-Tetramere sind zwei Typen unterschiedlicher Zusammenset-
zung zu unterscheiden: Strukturen des Aufbaus BzAc3 und Bz2Ac2. Beide Arten werden
hier getrennt betrachtet.
4.3.3.1. BzAc3
Das verwendete Potential [11] liefert fu¨r die Zusammensetzung BzAc3 als stationa¨re Punk-
te die in Abbildung 4.40 dargestellten Strukturen. (Die Strukturen t3 und t4 unterscheiden
sich dabei nur durch eine Rotation des Benzolmoleku¨ls.)
Die Durchfu¨hrung einer Energieminimierung fu¨r diese Strukturen liefert die in Tabelle
4.12 aufgelisteten Werte fu¨r die potentielle Energie. Bereits die Betrachtung dieser Daten
la¨sst vermuten, dass eine Umwandlung der energetisch gu¨nstigeren Strukturen ineinander
eine Vera¨nderung der Arten der jeweiligen Wechselwirkungen innerhalb der Strukturen
voraussetzt.
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Tab. 4.9.: Epot der Strukturen BzAc3 vor und nach der Energieminimierung
t1 t2 t3 t4 t5 t6 t7
Epot,vor -35.490 -35.369 -34.713 -33.852 -33.177 -28.902 -35.004
Epot,nach -35.593 -35.369 -34.713 -33.852 -33.177 -28.902 -35.004
Abb. 4.40.: Tetramerstartstrukturen BzAc3: t1 bis t7
In der folgenden Abbildung (4.41) ist der zeitliche Verlauf der potentiellen Energie fu¨r die
Simulationen der sieben Startstrukturen bei 10 K wiedergegeben. Zur besseren U¨bersicht-
lichkeit wurde diese Darstellung bei 200 ps abgebrochen. Im weiteren Verlauf der Simula-
tionen waren keine entscheidenden Vera¨nderungen mehr zu beobachten.
Abb. 4.41.: Ausschnitt aus Epot vs t fu¨r die Tetramerstartstrukturen
BzAc3 bei 10 K
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Es ist deutlich zu erkennen, dass im Fall der Strukturen t1, t2, t5 und t7 bei dieser Tempe-
ratur keine Umlagerungen erfolgen. Weiterhin ist anhand der vorliegenden Energiewerte
recht gut zu erkennen, dass eine Umlagerung von t6 in t7 erfolgt. Eine eindeutige Entschei-
dung, in welche der Strukturen, t1 oder t2, die Umlagerung der Tetramere t3 und t4 hier
erfolgt, ist durch einen Vergleich der Werte fu¨r die potentielle Energie nicht zu treffen.
Da die Schwerpunktsabsta¨nde der Moleku¨le in den Geometrien t1 und t2 sich eindeutig
voneinander unterscheiden, ist der zeitliche Verlauf dieser Werte als Entscheidungskri-
terium hier geeignet. Der Vollsta¨ndigkeit halber ist in der folgenden Abbildung (4.42)
zusa¨tzlich die Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde fu¨r die Umlagerung von t6 in
t7 dargestellt.
Abb. 4.42.: dSP vs t fu¨r die Umlagerung der BzAc3-Tetramer-
startstrukturen t6 in t7 (oben) sowie t3 (Mitte) und t4 (un-
ten) in t1 bei 10 K
In der Abbildung 4.42 sind auf der linken Seite jeweils die Zeitabha¨ngigkeit der Schwer-
punktsabsta¨nde der Startgeometrien und auf der rechten Seite die entsprechende Zeitab-
ha¨ngigkeit fu¨r die jeweiligen Zielstrukturen dargestellt. In allen drei Fa¨llen ist eine gute
U¨bereinstimmung ab einer Simulationsdauer von spa¨testens 90ps zu erkennen. Besonders
hervorzuheben ist an dieser Stelle die rapide Verringerung des jeweils gro¨ßten Acetylen-
Acetylen-Abstands in den Geometrien t3 und t4. Im Falle der anderen Schwerpunktsab-
sta¨nde innerhalb der beiden Cluster erfolgt nur eine minimale Vera¨nderung. Bei der Um-
lagerung von t6 in t7 erfolgt jeweils eine starke Verringerung eines Acetylen-Acetylen- und
eines Acetylen-Benzol-Abstands.
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Da bei einer Erho¨hung der Simulationstemperatur auf 30 K die gleichen Umlagerungen
wie bei der Durchfu¨hrung der entsprechenden Simulationen bei 10 K auftraten, wurde
auf eine explizite graphische Darstellung an dieser Stelle verzichtet. Zusa¨tzlich zu den
bereits bei 10 K beobachteten Umlagerungen ist bei 30 K eine Umlagerung von t5 in t7
zu beobachten. In der Abbildung 4.43 ist im oberen Teil der zeitliche Verlauf der Werte
fu¨r die potentielle Energie wiedergegeben. Im unteren Teil ist auf der linken Seite die
Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde der Struktur t5 und auf der rechten Seite
der entsprechende Verlauf fu¨r die Struktur t7 gezeigt. Beide Darstellungen belegen die
Umlagerung von t5 in t7. Hervorzuheben ist bei dieser Umlagerung, dass einerseits die
einzelnen Vera¨nderungen der Struktur nicht gleichzeitig erfolgen (zB. benac3, ac2ac3) und
anderseits die Umlagerung nicht unbedingt auf direktem Weg von einer Struktur in eine
andere erfolgt (benac1).
Abb. 4.43.: Epot vs t und dSP vs t fu¨r die Umlagerung von t5 bei 30 K
Bei Durchfu¨hrung der gleichen Simulationen bei einer Temperatur von 50 K sind keine
weiteren Umlagerungen zu beobachten. Aus diesem Grund wurde auf eine Darstellung der
Ergebnisse hier verzichtet.
In der Abbildung 4.44 sind alle bei den verschiedenen Tetrameren auftretenden Um-
lagerungen zusammengefasst. Auffallend ist hier, dass t2 von keiner Umlagerung betroffen
ist. In dieser Struktur sind die drei Acetylen-Moleku¨le in der fu¨r sie gu¨nstigen cyclischen
Geometrie angeordnet, was scheinbar die ungu¨nstigeren Wechselwirkungen zwischen den
Acetylen-Moleku¨len und dem Benzol-Moleku¨l kompensiert. Jedoch scheint die Energiebar-
riere zur Umlagerung von einer anderen Struktur in diese Geometrie zu hoch zu sein.
108
4.3. Acetylen-Benzol
Die Strukturen t3 und t4 weisen eine recht große A¨hnlichkeit auf. Beide zeigen zwei
CH(Acetylen)-pi(Acetylen)-Kontakte, eine CH(Acetylen)-pi(Benzol)-Wechselwirkung und
unterschiedlich stark verzerrte CH(Benzol)-pi-Wechselwirkungen. Beide lagern sich bereits
bei 10 K in t1 um. Diese Struktur weist ausschließlich verzerrte Wechselwirkungen auf,
insgesamt sind sie jedoch gu¨nstiger. t6 ist die energetisch ungu¨nstigste Tetramer-Struktur.
Sie weist außer 2 CH(Acetylen)-pi(Benzol)- und einem CH(Acetylen)-pi(Acetylen)-Kontakt
keine weiteren Wechselwirkungen auf. Sie lagert sich bereits bei 10 K in die Struktur t7
um, die die energetisch gu¨nstige cyclische Anordnung von einem Benzol- und 2 Acetylen-
Moleku¨len und zusa¨tzlich eine leicht verzerrte CH(Acetylen)-pi(Benzol)-Wechselwirkung
aufweist. Die Struktur t5 ist energetisch weniger gu¨nstig als t3 und t4. Sie weist keine
direkt begu¨nstigten Wechselwirkungen auf. Trotzdem erfolgt die Umlagerung in die ener-
getisch gu¨nstigere Struktur t7 erst bei 30 K. Daraus la¨sst sich schlussfolgern, dass in diesem
Fall die Energiebarriere zu hoch ist, um bei 10 K u¨berwunden zu werden. Weiterhin kann
geschlussfolgert werden, dass die Energiebarriere zwischen t7 und t1 zu hoch ist, um bei
30 K bzw. 50 K u¨berwunden zu werden.
Abb. 4.44.: Umlagerungen der BzAc3-Strukturen
In der Abbildung 4.44 sind die verschiedenen Umlagerungen nochmals zusammengefasst.
4.3.3.2. Bz2Ac2
In der Abbildung 4.45 sind die als Startstrukturen fu¨r Bz2Ac2 gewa¨hlten Geometrien
dargestellt. Diese resultieren ebenfalls aus dem verwendeten Potential [11]. Tabelle 4.12
gibt die Ergebnisse der Energieminimierung fu¨r die einzelnen Strukturen wieder.
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Tab. 4.10.: Epot der Strukturen Bz2Ac2 vor und nach der Energieminimierung
tt1 tt2 tt3 tt4 tt5
Epot,vor -42.817 -40.761 -40.525 -40.021 -40.048
Epot,nach -42.817 -40.761 -40.525 -40.447 -40.048
tt6 tt7 tt8 tt9
Epot,vor -39.596 -39.437 -35.223 -34.162
Epot,nach -39.596 -39.437 -35.223 -34.162
Abb. 4.45.: Tetramerstartstrukturen Bz2Ac2: tt1 bis tt9
In der Abbildung 4.46 sind die Werte der potentiellen Energie in Abha¨ngigkeit von der
Zeit dargestellt. Der obere Teil der Abbildung gibt die entsprechenden Daten fu¨r die
Simulationen bei 10 K, der untere Teil fu¨r die Simulationen bei 30 K wieder. Die beiden
Darstellungen wurden jeweils an einem bestimmten Zeitpunkt abgeschnitten. In beiden
110
4.3. Acetylen-Benzol
Fa¨llen ist keine weitere Vera¨nderung zu beobachten. Die Auswahl der Graphen im un-
teren Teil der Darstellung beschra¨nkt sich hier auf die Simulationen, in deren Verlauf eine
Umlagerung zu beobachten ist. Die einzige bei 10 K zu beobachtende Umlagerung ist die
von tt5 in tt1. Die Strukturen tt6 und tt7 sind trotz ihrer geringeren potentiellen Ener-
gie bei 10 K stabil. Betrachtet man jedoch die A¨nderung der Schwerpunktsabsta¨nde der
Umlagerung von tt5 in tt1 (Abb. 4.47) ist zu erkennen, dass im Fall dieser Umlagerung
nur eine geringfu¨gige Vera¨nderung der Struktur erfolgt (Abb.4.49). Es vera¨ndert sich nur
der Acetylen-Acetylen-Abstand, was zusammen auf eine geringe Energiebarriere zwischen
diesen beiden stationa¨ren Punkten schließen la¨sst.
Abb. 4.46.: Epot vs t fu¨r die Benzol-Acetylen-Tetramerstartstrukturen
Bz2Ac2 bei 10 K (oben), Epot vs t fu¨r die Tetramerstart-
strukturen tt1, tt5, tt6, tt8 bei 30 K (unten)
Bei einer Erho¨hung der Simulationstemperatur auf 30 K ist eine weitere Umlagerung zu
beobachten (Abb. 4.46, unten). Es erfolgt ein U¨bergang von tt8 in tt6. Trotz eines gerin-
geren Werts des Betrags der potentiellen Energie bleibt tt9 bei dieser Temperatur noch
stabil. Sowohl tt8 als auch tt9 weisen nur drei direkte Wechselwirkungen auf. Die Struktur
tt9 weist jedoch drei CH(Acetylen)· · · pi(Benzol)-Wechselwirkungen auf, die Struktur tt8
zwei solche Kontakte und eine pi(Benzol)· · ·pi(Benzol)-Wechselwirkung. Damit ist die tt9-
gegenu¨ber der tt8-Geometrie begu¨nstigt.
Bei einer Simulationstemperatur von 50 K lagern sich letztendlich alle Strukturen in
die energetisch begu¨nstigte Struktur tt1 um (Abb. 4.48). Bei dieser Temperatur ko¨nnen
demzufolge alle Energiebarrieren zwischen den energetisch weniger gu¨nstigen Strukturen
und der energetisch gu¨nstigsten Struktur u¨berwunden werden.
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Abb. 4.47.: Ausschnitt aus dSP vs t fu¨r tt5 bei 1 0K
Abb. 4.48.: Ausschnitt aus Epot vs t fu¨r tt1, tt2, tt3 und tt4 bei 50 K
(oben), Ausschnitt aus Epot vs t fu¨r tt1, tt6, tt7 und tt9
bei 50 K (unten)
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In der Abbildung 4.49 sind alle auftretenden Umlagerungen mit den dazugeho¨rigen Tem-
peraturen zusammengefasst. Besonders hervorzuheben ist dabei das unterschiedliche Ver-
halten der beiden Geometrien tt4 und tt5. Beide weisen eine Teilstruktur auf, die einer
leicht verzerrten cyclischen Trimerstruktur entsprechen. Im Fall der tt4-Struktur liegt je-
doch eine gu¨nstigere Benzol-Benzol-Wechselwirkung vor, die der verzerrten Struktur des
Benzol-Dimer-Minimums entspricht.
Abb. 4.49.: Umlagerungen der Bz2Ac2-Strukturen
Zusammenfassend la¨sst sich feststellen, dass die Energiebarriere zwischen den Strukturen
tt5 und tt1 aufgrund der geringen Vera¨nderung der Struktur niedrig genug ist, um be-
reits bei 10 K u¨berwunden zu werden. tt9 ist gegenu¨ber tt8 bedingt durch das Auftreten
bevorzugter Wechselwirkungen begu¨nstigt.
4.3.4. Pentamere
Auch im Fall der Pentamere ist zwischen zwei verschiedenen Typen zu unterschieden.
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4.3.4.1. BzAc4
Die auf den stationa¨ren Punkten des verwendeten Potentials [11] beruhenden Startgeo-
metrien fu¨r die Pentamere der Zusammensetzung BzAc4 sind in der Abbildung 4.50
wiedergegeben. Die Ergebnisse der Energieminimierung sind in Tabelle 4.12 aufgefu¨hrt.
Abb. 4.50.: Pentamerstartstrukturen: BzAc4 p1 bis p13
Tab. 4.11.: Epot der Strukturen BzAc4 vor und nach der Energieminimierung
p1 p2 p3 p4 p5 p6
Epot,vor -50.420 -49.694 -49.500 -48.862 -47.587 -47.500
Epot,nach -50.420 -49.694 -49.500 -48.862 -47.587 -47.500
p7 p8 p9 p 10 p 11 p12 p13
Epot,vor -47.090 -46.678 -47.145 -46.679 -45.557 -44.339 -41.307
Epot,nach -47.187 -46.713 -47.145 -46.714 -45.557 -44.339 -41.307
Die Abbildung 4.51 gibt im oberen Teil einen Ausschnitt aus dem zeitlichen Verlauf der
potentiellen Energie wa¨hrend der Simulationen aller 13 Strukturen wieder. Im unteren Teil
sind die Graphen fu¨r die Strukturen aufgefu¨hrt, die an einer Umlagerung beteiligt sind. Es
erfolgen Umlagerungen der Strukturen p9, p10, p11, p12 und p13. Anhand der potentiellen
Energie ist nur die Umlagerung p10 → p1 eindeutig zuzuordnen. In den anderen Fa¨llen
erfolgt eine Zuordnung durch Analyse der Schwerpunktsabsta¨nde (Abb. 4.53 und 4.54).
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Abb. 4.51.: Ausschnitt aus Epot vs t fu¨r die Pentamerstartstrukturen
BzAc4 bei 10 K (oben) Ausschnitt aus Epot vs t fu¨r p1, p2,
p3, p4, p9, p10, p11, p12 und p13 bei 10 K (unten)
Abb. 4.52.: dSP vs t fu¨r die Umlagerung von p10 in p1 bei 10 K
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Betrachtet man jedoch auch fu¨r die Umlagerung von p10 in p1 die A¨nderung der Schwer-
punktsabsta¨nde (Abb. 4.52), ist zu erkennen, dass diese Umlagerung nur eine geringe Ver-
a¨nderung der Struktur bewirkt. Es erfolgt ausschließlich eine Verschiebung eines Acetylen-
Moleku¨ls, was jedoch insgesamt zu wesentlich gu¨nstigeren Wechselwirkungen fu¨hrt.
Abb. 4.53.: dSP vs t fu¨r die Umlagerung von p12 (oben, links) und p13
(unten, links) in p4 (rechts) bei 10 K
In der Abbildung 4.53 sind im oberen Teil die (A¨nderungen) der Schwerpunktsabsta¨nde
der Strukturen p12 und p4 und im unteren Teil die (A¨nderungen) der Schwerpunktsab-
sta¨nde der Pentamere p13 und p4 dargestellt. Im Gegensatz zu den Darstellungen der
potentiellen Energie ist hier eine eindeutige Zuordnung mo¨glich. In beiden Fa¨llen erfolgt
die Umlagerung nicht in die energetisch gu¨nstigste p1-Struktur, da die entsprechenden
Energiebarrieren bei 10 K nicht u¨berwunden werden ko¨nnen. Betrachtet man die Geome-
trien p12 und p4 im Detail, ist zu erkennen, dass eine BzAc3-Teilstruktur im Zuge dieser
Umlagerung erhalten bleibt, bzw. wiederhergestellt wird, was eine mo¨gliche Erkla¨rung
fu¨r die geringe Energiebarriere bietet. Die A¨nderung der Schwerpunktsabsta¨nde im Ver-
lauf der Umlagerung von p13 in p4 fu¨hrt außer einer Verzerrung der BzAc3-Teilstruktur
nur zu einer Wanderung des Acetylen-Moleku¨ls, das in der Startstruktur nur Teil einer
einzigen Wechselwirkung ist. Auch in diesem Fall erkla¨rt die insgesamt relativ geringe
Geometriea¨nderung die niedrige Energiebarriere.
In der Abbildung 4.54 sind die A¨nderungen der Schwerpunktsabsta¨nde fu¨r die Um-
lagerungen p9→ p3 und p11→ p2 dargestellt. Auch hier ist anhand der Schwerpunktsab-
sta¨nde eine eindeutige Zuordnung mo¨glich.
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Abb. 4.54.: dSP vs t fu¨r die Umlagerung von p9 (oben, links) und p11
(unten, links) in p3 (oben, rechts) bzw. p2 (unten, rechts)
bei 10 K
Auch das Pentamer p9 lagert sich bei dieser Temperatur nicht in die energetisch gu¨nstigste
Struktur um. Die Betrachtung der Schwerpunktsabsta¨nde la¨sst jedoch erkennen, dass auch
hier nur eine geringfu¨gige A¨nderung der Geometrie vorliegt und eine gu¨nstige Teilstruktur
erhalten bleibt. Bei der Umlagerung von p11 in p2 sind anhand der Darstellung der Schwer-
punktsabsta¨nde gravierende A¨nderungen innerhalb der Struktur zu erkennen. Die Start-
geometrie beinhaltet zwar eine begu¨nstigte Ac4-Anordnung, die Struktur des Zielmoleku¨ls
ist jedoch kompakter und bietet zusa¨tzliche Acetylen-Benzol-Kontakte. Anzumerken ist
an dieser Stelle noch, dass gegen Ende der Simulationsdauer ein Austausch zwischen zwei
Acetylen-Moleku¨len stattfindet.
Alle anderen Strukturen bleiben bei einer Simulationstemperatur von 10 K stabil. Bei
einer Erho¨hung der Simulationstemperatur auf 30 K finden weitere Umlagerungen statt:
p7→ p4, p5→ p4, p6→ p4 und p3→ p1. Die Strukturen p2, p4 und p8 bleiben bei 30 K
stabil.
Da fu¨r die Umlagerungen der Strukturen p7, p6, p5 und p3 eine Zuordnung anhand
der Zeitabha¨ngigkeit der potentiellen Energie mo¨glich ist, wird an dieser Stelle auf eine
graphische Darstellung der A¨nderungen der Schwerpunktsabsta¨nde verzichtet. In Abbil-
dung 4.55 ist der zeitliche Verlauf der potentiellen Energie fu¨r die bei 30 K stattfindenden
Umlagerungen wiedergegeben: im oberen Teil fu¨r die Umlagerung von p7 in p4, im mitt-
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leren Teil fu¨r die Umlagerungen p5 in p4 und p6 in p4 und im unteren Teil fu¨r p3 → p1.
Auch bei einer Temperatur von 30 K sind also noch Umlagerungen in andere Strukturen
als p1 begu¨nstigt.
Abb. 4.55.: Ausschnitt aus Epot vs t fu¨r p7 und p4 (oben), p5, p6 und
p4 (Mitte) und p3 und p1 (unten) bei 30 K
Vergleicht man die Strukturen p7, p4 und p1 ist zu erkennen, dass eine Umlagerung
der p7- in die p1-Geometrie eine weiter reichende Umstrukturierung der Wechselwirkun-
gen erfordern wu¨rde als eine Umlagerung von p7 in p4. Es wa¨re ein Aufbrechen der
zweiten begu¨nstigten CH(Acetylen)· · ·pi(Benzol)-Wechselwirkung erforderlich, um zu der
entsprechenden Zielstruktur zu gelangen, wozu eine gro¨ßere Energiemenge aufgebracht
werden mu¨sste. A¨hnliches ist bezu¨glich der Umlagerungen von p5 und p6 zu beobach-
ten. Beide Geometrien beinhalten begu¨nstigte Teilstrukturen: eine verzerrte TT1-Trimer-
Struktur (Abb. 4.3.2) und jeweils zwei T-fo¨rmige Acetylen-Dimer-Geometrien. In bei-
den Fa¨llen erfordert eine Umlagerung in p4 im Gegensatz zu einer Umlagerung in p1
nur eine Verzerrung der beiden CH(Acetylen)· · ·pi(Benzol)-Wechselwirkungen. Auch im
Fall der Umlagerung von p3 in p1 erfordert der Vorgang ausschließlich eine Verzerrung
der begu¨nstigten CH(Acetylen) · · ·pi(Benzol)- bzw. der CH(Acetylen) · · ·pi(Acetylen)-
Wechselwirkungen. Die weiterhin bei 30 K stabilen Geometrien p2 und p8 beinhalten je-
weils stark begu¨nstigte Teilstrukturen. In beiden Fa¨llen liegen eine cyclische Ac3-Struktur
und ein T-fo¨rmiges Acetylen-Benzol-Dimer vor.
Auch fu¨r eine Zuordnung der bei 50 K erfolgenden Umlagerungen der Strukturen p2, p4
und p8 ist eine Zuordnung anhand der Zeitabha¨ngigkeit der potentiellen Energie mo¨glich.
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Abb. 4.56.: Ausschnitt aus Epot vs t fu¨r p2 und p1 (oben), p4 und p1
(Mitte) und p8 und p1 (unten) bei 50 K
In der Abbildung 4.56 sind die potentiellen Energien in Abha¨ngigkeit von der Zeit fu¨r
die Umlagerungen p2 → p1, p4 → p1 und p8 → p1 wiedergegeben. Bei einer Tempe-
ratur von 50K ko¨nnen demzufolge alle Energiebarrieren, die die energetisch ungu¨nstigeren
Strukturen von der absoluten Minimumstruktur trennen, u¨berwunden werden, auch wenn
in einigen Fa¨llen gu¨nstige Teilstrukturen im Zuge der Umlagerung aufgebrochen werden
mu¨ssen.
In Abbildung 4.57 sind die Umlagerungen zusammen mit den Angaben der entsprechen-
den Simulationstemperaturen zusammengefasst. Bei einer Temperatur von 10 K ist nur
ausgehend von der Struktur p10 eine Umlagerung in die p1-Struktur begu¨nstigt. Die an-
deren bei 10 K ablaufenden Umlagerungen erfolgen ausgehend von den Strukturen, die
die niedrigsten Betra¨ge der potentiellen Energie aufweisen. Im Zuge dieser Umlagerun-
gen bleiben jedoch energetisch begu¨nstigte Teilstrukturen erhalten. Bei einer Erho¨hung
der Temperatur auf 30 K sind außer p1 noch p2, p4 und p8 stabil, da sie jeweils stark
begu¨nstigte Teilstrukturen in ihrem Aufbau enthalten. Wird die Simulationstemperatur
auf 50 K erho¨ht, ko¨nnen auch die Energiebarrieren zwischen diesen Strukturen und der
absoluten Minimumstruktur p1 u¨berwunden werden.
Die Pentamere der Zusammensetzung BzAc4 zeigen somit Umlagerungen in Strukturen,
deren Auftreten die Begu¨nstigung von Teilstrukturen belegt. Es wa¨re damit zu erwarten,
dass mit zunehmender Clustergro¨ße weitere Strukturen auch oberhalb von 10 K stabil
sind, deren Energien oberhalb des energetisch Minimums liegen.
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Abb. 4.57.: Umlagerungen der BzAc4-Strukturen
4.3.4.2. Bz2Ac3
Aufgrund des vorliegenden Potentials [11] wurden 24 verschiedene Geometrien der Zusam-
mensetzung Bz2Ac3 gefunden, die einem stationa¨ren Punkt auf der Energiefla¨che ent-
sprechen. Die einzelnen Strukturen sind in Abbildung 4.58 wiedergegeben. Wie im Falle
der anderen Clusterstrukturen wurde auch hier vor der Durchfu¨hrung der Simulationen
eine Energieminimierung durchgefu¨hrt. Die Ergebnisse finden sich in Tabelle 4.12.
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Abb. 4.58.: Pentamerstartstrukturen: Bz2Ac3: pp1 bis pp24
Tab. 4.12.: Epot der Strukturen Bz2Ac3 vor und nach der Energieminimierung
pp1 pp2 pp3 pp4 pp5 pp6
Epot,vor -57.980 -57.426 -56.507 -56.208 -55.880 -55.807
Epot,nach -57.980 -57.426 -56.507 -56.208 -55.880 -55.807
pp7 pp8 pp9 pp10 pp11 pp12
Epot,vor -55.686 -55.476 -55.126 -55.902 -54.800 -54.600
Epot,nach -55.686 -55.476 -55.126 -55.902 -54.800 -54.600
pp13 pp14 pp15 pp16 pp17 pp18
Epot,vor -54.493 -54.021 -53.926 -52.214 -52.191 -51.776
Epot,nach -54.493 -54.021 -53.926 -53.214 -52.191 -51.776
pp19 pp20 pp21 pp22 pp23 pp24
Epot,vor -51.801 -51.202 -47.613 -47.305 -46.525 -45.421
Epot,nach -51.801 -51.202 -47.613 -47.305 -46.525 -45.420
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Eine eindeutige Zuordnung der verschiedenen Umlagerungen aufgrund der potentiellen
Energien erwies sich hier als nicht mehr mo¨glich. Aus diesem Grunde wurde in jedem
Fall auf die Analyse anhand der Schwerpunktsabsta¨nde zuru¨ckgegriffen. Wie aus den
Graphen fu¨r die Vorga¨nge bei 30 K und 50 K spa¨ter zu erkennen sein wird, erfolgen
im Verlauf der Simulationen bei diesen Temperaturen Umlagerungen, deren Zielstruk-
turen auf der gegebenen Zeitskala nicht als stabil anzusehen sind. In diesen Fa¨llen liegen
also Gleichgewichte zwischen verschiedenen Strukturen vor. Ungeachtet dieser Instabilita¨t
wird auch im Weiteren die Formulierung “Umlagerung” verwendet und nicht in jedem Fall
eindeutig auf die Instabilita¨t hingewiesen werden. Weiterhin werden in den Darstellungen
der Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde aus Gru¨nden der U¨bersichtlichkeit, nicht
die Graphen aller in einem Moleku¨l vorliegenden Schwerpunktsabsta¨nde wiedergegeben.
Es erfolgt jeweils nur eine Darstellung der besonders charakteristischen Verla¨ufe, die in
den entsprechenden Fa¨llen eine Zuordnung ermo¨glichen.
Bei einer Simulationstemperatur von 10 K sind folgende Umlagerungen zu beobachten:
pp13 → pp7, pp17 → pp7, pp18 → pp14, p21 → pp11 und pp22 → pp11. In den Abbil-
dungen 4.59 bis 4.63 sind jeweils die charakteristischen A¨nderungen der Schwerpunktsab-
sta¨nde der Startcluster und die entsprechenden Schwerpunktsabsta¨nde der Zielgeometrien
wiedergegeben. Auffa¨llig ist hier, dass sich keine der energetisch weniger gu¨nstigen Struk-
turen bei dieser Temperatur in die Minimumstruktur umlagert.
Abb. 4.59.: dSP vs t fu¨r die Umlagerung der Pentamerstartstruktur pp13
(links) in pp7 (rechts) bei 10 K
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Anhand der A¨nderungen der in Abbildung 4.59 wiedergegebenen Schwerpunktsabsta¨nde
kann die Zielstruktur der Umlagerung von pp13 eindeutig belegt werden. Die Struktur pp13
ist bei weitem nicht die energetisch gu¨nstigste Anordnung. Die wesentliche A¨nderung der
Struktur besteht in einer Verschiebung eines Acetylen-Moleku¨ls. Betrachtet man, wie in
Abbildung 4.59 eingefu¨gt, Start- und Zielstruktur nebeneinander, ist ersichtlich, dass durch
die vorliegende Umlagerung keine komplette Umstrukturierung der Geometrie und damit
ein Aufbrechen der vorhandenen Wechselwirkungen zu beobachten ist. Es erfolgt nur eine
geringfu¨gige Verschiebung der Moleku¨le gegeneinander, was die geringe aufzubringende
Energie erkla¨rt.
Abb. 4.60.: dSP vs t fu¨r die Umlagerung der Pentamerstartstruktur pp17
(links) in pp7 (rechts) bei 10 K
Auch die Zielgeometrie der Umlagerung der pp17-Struktur ist eindeutig zu identifizieren
(Abb. 4.60). Wie besonders aus dem oberen Teil des Diagramms und auch aus der Gegen-
u¨berstellung der beiden Strukturen zu ersehen, erfolgt auch in diesem Fall nur eine Ver-
schiebung der Moleku¨le gegeneinander, wobei eine Teilstruktur nahezu erhalten bleibt.
Die Darstellung der mit ben1ac1, ben1ac2 und ben1ac3 bezeichneten intermolekularen
Absta¨nde zeigt, dass die Absta¨nde zwischen einem der beiden Benzolmoleku¨le und den
drei Acetylen-Moleku¨len im Zuge der Umlagerung fast unvera¨ndert bleiben.
Die Abbildung 4.61 zeigt die Zuordnung der Umlagerung des Pentamers pp18. Auch
hier ist sowohl aus den mit ben1ac1, ben1ac2 und ben1ac3 bezeichneten Schwerpunkts-
absta¨nden zu erkennen, dass eine Teilstruktur des vorliegenden Clusters, die zwei ver-
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zerrte CH(Acetylen)· · ·pi(Benzol)-Kontakte entha¨lt, im Verlauf dieser Umlagerung nahezu
unvera¨ndert bleibt. Es erfolgt eine Wanderung eines Acetylen-Moleku¨ls. Weiterhin ist
festzustellen, dass die Bz2Ac2 Teilstruktur einer verzerrten Geometrie der tt7-Struktur
(Absch. 4.3.3.2) entspricht.
Abb. 4.61.: dSP vs t fu¨r die Umlagerung der Pentamerstartstruktur
pp18 (links) in pp14 (rechts) bei 10 K
pp21 und p22 geho¨ren zu den energetisch ungu¨nstigsten Anordnungen (Tab. 4.12) und
weisen gemeinsame Strukturelemente auf. Aufgrund ihrer geringen Kompaktheit weisen
sie eine geringere Anzahl von Wechselwirkungen auf. Eine Zuordnung der Zielstruktur
ist jedoch anhand der Schwerpunktsabsta¨nde mo¨glich (Abb. 4.62, 4.63). In beiden Fa¨llen
ist zu beobachten, dass Benzol-Acetylen-Teilstrukturen (Dimere), die eine (verzerrte) T-
fo¨rmige Geometrie aufweisen, erhalten bleiben. Wa¨hrend der Umlagerung erfolgt eine Ver-
schiebung dieser beiden Dimerteilstrukturen gegeneinander und eine Neuanordnung des
dritten Acetylen-Moleku¨ls. Da diese Umlagerung bereits bei 10 K zu beobachten ist, kann
man schlussfolgern, dass auch in diesen beiden Fa¨llen nur eine geringe Energiebarriere die
Start- und die Zielstruktur voneinander trennt.
Wie aus Tabelle 4.12 ersichtlich weisen die beiden Strukturen pp23 und pp24 noch
geringere Betra¨ge fu¨r die potentielle Energie auf. Es wa¨re also eine erho¨hte Instabilita¨t zu
erwarten. Dennoch sind in beiden Fa¨llen bei 10 K keine Umlagerungen zu beobachten. Bei-
de Geometrien beinhalten mehrere verknu¨pfte, nicht verzerrte T-fo¨rmige Acetylen-Benzol-
Dimerstrukturen. Zur Umlagerung in energetisch gu¨nstigere Gesamtstrukturen ist ein Auf-
brechen dieser Anordnungen erforderlich. Die wa¨hrend dieses Vorgangs zu u¨berwindende
Energiebarriere ist zu hoch, um bei 10 K u¨berschritten werden zu ko¨nnen.
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Abb. 4.62.: dSP vs t fu¨r die Umlagerung der Pentamerstartstruktur
pp21 (links) in pp11 (rechts) bei 10 K
Abb. 4.63.: dSP vs t fu¨r die Umlagerung der Pentamerstartstruktur
pp22 (links) in pp11 (rechts) bei 10 K
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Bei einer Erho¨hung der Simulationstemperatur auf 30 K erfolgen weitere Umlagerungen,
wobei die Produkte einiger dieser Vorga¨nge auf der vorliegenden Zeitskala nicht als stabil
anzusehen sind. In einigen, als solche gekennzeichneten, Fa¨llen wurde die Auswertung an-
hand einer Simulation u¨ber eine doppelte Zeitspanne vorgenommen. In den anderen Fa¨llen
wurde eine solche Simulation zwar durchgefu¨hrt, jedoch, da sie keine neuen Erkenntnisse
liefern konnte, hier nicht pra¨sentiert. Trotzdem wird, so weit mo¨glich, eine entsprechende
Zuordnung vorgenommen. Der Vergleich mit den Schwerpunktsabsta¨nden der Zielstruk-
turen erfolgt aufgrund der geringeren Schwankungen bei niedrigeren Temperaturen immer
mit den Darstellungen der Schwerpunktsabsta¨nde der Zielstruktur bei 10 K. Die Struk-
turen pp1, pp2, pp3, pp4, pp5, pp6, pp11, pp12, pp19 und auch pp24 bleiben bei 30 K
stabil.
Besonders hervorzuheben ist hier die Stabilita¨t der Strukturen pp19 und pp24. Bei-
de weisen einen vergleichsweise geringen Betrag der potentiellen Energie auf; pp24 stellt
dabei die Struktur mit dem geringsten Betrag aller hier untersuchten 24 Aggregate dar. Die
pp24-Geometrie weist jedoch ebenso wie tt9 (Absch. 4.3.3.2) als einzige der hier berech-
neten Clusterstrukturen dieser Sto¨chiometrie die der Kristallstruktur entsprechende Struk-
tureinheit auf. Die Struktur pp19 weist nicht die lineare Acetylen-Benzol-Verknu¨pfung
der Kristallstruktur auf, sondern - wenn auch in verzerrter Form - zwei kleinere parallele
Anordnungen dieser Art. In beiden Fa¨llen deutet die Stabilita¨t dieser Strukturen wieder
auf die Bevorzugung der in der Kristallstruktur enthaltenen Anordnung hin. Trotz des
vergleichsweise geringen Betrags der potentiellen Energie ko¨nnen die jeweiligen Energiebar-
rieren, die diese Strukturen von “tieferen Ta¨lern” auf der Energiehyperfla¨che trennen, bei
einer Temperatur von 30 K nicht u¨berwunden werden.
Weiterhin ist anzumerken, dass die beiden Strukturen pp5 und pp6 mit den hier ver-
wendeten Methoden nicht voneinander zu unterscheiden sind. Die einzige Mo¨glichkeit zu
einer Unterscheidung beruht auf einer optischen Bewertung der jeweiligen Zielmoleku¨le,
da ein Benzolmoleku¨l eine andere Orientierung besitzt. Außerdem ist im Fall dieser beiden
Geometrien zu beobachten, dass sie nicht u¨ber den gesamten Simulationszeitraum stabil
bleiben. Fu¨hrt man jedoch eine Simulation u¨ber eine Zeitspanne von 20000 ps durch,
ist zu erkennen, dass sie unter voru¨bergehendem Austausch der verschiedenen Acetylen-
Moleku¨le wieder zur Ausgangsgeometrie zuru¨ckkehren. Auf eine graphische Darstellung
dieser Beobachtung wurde an dieser Stelle verzichtet.
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Abb. 4.64.: dSP vs t fu¨r die Pentamerstartstrukturen pp5 (links) und pp6
(rechts)
In der Abbildung 4.65 sind die A¨nderungen charakteristischer Schwerpunktsabsta¨nde in-
nerhalb des Clusters pp7 (links) im Vergleich zu den entsprechenden Schwerpunktsab-
sta¨nden innerhalb der Strukturen pp5 (oben) und pp6 (unten) wiedergegeben. In diesem
Fall wurde eine Simulation u¨ber 20000 ps statt 10000 ps zur Auswertung herangezogen.
Wie bereits dargelegt ist eine Unterscheidung der beiden Strukturen pp5 und pp6 anhand
der Schwerpunktsabsta¨nde nicht mo¨glich. Da jedoch in vielen Fa¨llen bei einer Umlagerung
in eine Struktur, die nicht der Minimumstruktur entspricht, nur eine Umlagerung eines
Teils der Anordnung erfolgt, la¨sst sich hier aufgrund der Orientierung der beiden Benzol-
moleku¨le zueinander eher auf pp6 als pp5 als Zielstruktur schließen. Eine Unterscheidung
der Orientierung dieser Benzolmoleku¨le zueinander ist mit Hilfe der Schwerpunktsabsta¨nde
nicht mo¨glich, da diese in beiden Anordnungen nahezu identisch sind. Die entscheidende
Umorientierung innerhalb des Clusters erfolgt wa¨hrend der Umlagerung innerhalb der
Ac3-Anordnung. Diese weist sowohl in der Struktur pp5 als auch pp6 die begu¨nstigte (hier
leicht verzerrte) cyclische Geometrie auf.
Die folgende Abbildung (4.66) gibt die Zeitabha¨ngigkeit der Schwerpunktsabsta¨nde in
der pp10-Struktur (links) im Vergleich zu den Schwerpunktsabsta¨nden der Strukturen pp5
(oben) und pp6 (unten) wieder. Auch in diesem Fall erfolgt keine komplette Umlagerung
der Struktur, sondern nur eine Umorientierung der Acetylen-Moleku¨le zueinander, unter
Ausbildung einer verzerrten cyclischen Geometrie. Eine Aussage daru¨ber, ob es sich bei
der Zielstruktur um pp5 oder pp6 handelt, kann hier nicht getroffen werden.
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Abb. 4.65.: dSP vs t fu¨r die Umlagerung von pp7 (links) in pp5
(rechts, oben) bzw. pp6 (rechts, unten) bei 30 K
Abb. 4.66.: dSP vs t fu¨r die Umlagerung von pp10 (links) in pp5
(rechts, oben) bzw. pp6 (rechts, unten) bei 30 K
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Analog zu der Darstellung in Abbildung 4.66 ist in Abbildung 4.67 die Umlagerung der
Struktur pp15 wiedergegeben. Auch in diesem Fall beruht die Umlagerung im Wesentlichen
auf einer Umorientierung der drei Acetylenmoleku¨le in eine cyclische Geometrie. Anhand
der Orientierung der Benzolmoleku¨le zueinander kann hier eher auf pp6 als Zielstruktur
geschlossen werden.
Abb. 4.67.: dSP vs t fu¨r die Umlagerung von pp15 (links) in pp5
(rechts, oben) bzw. pp6 (rechts, unten) bei 30 K
Aus der Abbildung 4.68 ist zu erkennen, dass die Umlagerung der Struktur pp17 ebenfalls
in Richtung pp5 bzw. pp6 erfolgt. Auch hier lagert sich die Acetylen-Teilstruktur um. Wie
aus der Zeitabha¨ngigkeit wa¨hrend der ersten 2000 ps zu ersehen, erfolgt die Umlagerung in
diesem Fall jedoch nicht auf direkten Weg. In diesem Bereich liegt eine starke Aufweitung
einiger Schwerpunktsabsta¨nde vor, woraufhin eine Neuordnung erfolgt. Obwohl dieser Vor-
gang sta¨rkere strukturelle Vera¨nderungen beinhaltet, erfordert er keine wesentlich ho¨here
Energiezufuhr als die im Vorangegangen beschriebenen Umlagerungen.
Die Umlagerungen von pp22 und pp23 (Abb. 4.69 und 4.70) beinhalten das Aufbrechen
begu¨nstigter Teilstrukturen (T-fo¨rmiges Benzol-Acetylen-Dimer und cyclische BzAc2-An-
ordnung). Wie aus der ersten Ha¨lfte der Darstellung der Zeitabha¨ngigkeit im Fall der
Struktur pp22 zu erkennen, erfolgt dieser Vorgang in mehreren Teilschritten, die unter
anderem mehrere Umorientierungen der Benzol-Benzol-Anordnung enthalten. Trotzdem
erfolgen beide Vorga¨nge bereits bei einer Simulationstemperatur von 30 K.
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Abb. 4.68.: dSP vs t fu¨r die Umlagerung von pp17 (links) in pp5
(rechts, oben) bzw. pp6 (rechts, unten) bei 30 K
Abb. 4.69.: dSP vs t fu¨r die Umlagerung von pp22 (links) in pp5
(rechts, oben) bzw. pp6 (rechts, unten) bei 30 K
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Abb. 4.70.: dSP vs t fu¨r Umlagerung von pp23 (links) in pp5 (rechts,
oben) bzw. pp6 (rechts, unten) bei 30 K
Weitere identifizierbare Umlagerungen erfolgen ausgehend von den Strukturen pp18 (→
12), pp20 (→ pp19) und pp21. Die Umlagerung von pp21 bei 30 K entspricht dem Vorgang
bei einer Simulationstemperatur von 10 K. Die Darstellung der Umlagerungen von pp18
und pp20 erfolgt in Abbildung 4.71.
Die Zielstrukturen beider Umlagerungsvorga¨nge sind nicht stark energetisch begu¨nstigt
(Tab. 4.12). In beiden Fa¨llen bleiben jedoch energetisch bevorzugte Teilstrukturen erhal-
ten. Sowohl pp18 als auch pp12 enthalten eine verzerrte TT1- und eine verzerrte cyclische
Trimerstruktur (Abb. 4.36). Weiterhin ist eine Teilstruktur zu erkennen, die dem Aufbau
von tt7 entspricht (Abb. 4.12). Durch die Verschiebung des Acetylenmoleku¨ls resultieren
insgesamt mehr individuelle Kontakte pro Moleku¨l.
Auch die beiden Geometrien pp20 und pp19 weisen Gemeinsamkeiten auf. In beiden
ist eine verzerrte TT1-Geometrie (Abb. 4.36) und zusa¨tzlich eine verzerrte T-Geometrie
(Abb. 4.36) zu erkennen. Im Zuge der Umlagerung bildet sich zusa¨tzlich eine cyclische
BzAc2 Anordnung.
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Abb. 4.71.: dSP vs t fu¨r die Umlagerung von pp18 (links, oben) in pp12
(rechts, oben) und pp20 (links, unten) in pp19 (rechs, un-
ten) bei 30 K
Die verbleibenden Geometrien pp8, pp9, pp13, pp14 und pp16 sind zwar bei einer Tem-
peratur von 30 K nicht stabil; in allen fu¨nf Fa¨llen erfolgt jedoch keine Umlagerung in
eine Zielstruktur, die hier als stabil anzusehen ist. In den folgenden Abbildungen (4.72,
4.73, 4.74, 4.75 und 4.76) ist jeweils der zeitliche Verlauf der Schwerpunktsabsta¨nde der
Startstruktur in mehrere Abschnitte, die jeder fu¨r sich einer Zielstruktur zuzuordnen sind,
unterteilt und es erfolgt ein Vergleich mit den Geometrien, die voru¨bergehend wa¨hrend
der Simulation eingenommen werden.
Ausgehend von der Struktur pp8 sind im Verlauf der Simulation Geometrien zu beobach-
ten, die große Gemeinsamkeiten mit denen von pp7, pp10 und zuletzt auch mit pp1 zeigen
(Abb. 4.72). Wie der Vergleich der fu¨r die verschiedenen Geometrien charakteristischen
Schwerpunktsabsta¨nde zeigt, bleiben bei diesen Umlagerungen jedoch keine begu¨nstigten
Teilstrukturen erhalten. Es erfolgt sowohl eine entscheidende Vera¨nderung des Benzol-
Benzol-Abstands, als auch eine Umstrukturierung der Ac3-Anordnung. Weder die pp10-




Abb. 4.72.: dSP vs t von pp8 (unten) im Vergleich zu pp10 (links,
oben), pp7 (Mitte, oben) und pp1 (rechts, oben) bei 30 K
Auch bei den im Folgenden betrachteten Simulationen sind voru¨bergehend Geometrien
zu beobachten, die U¨bereinstimmung mit anderen Strukturen zeigen: im Fall von pp9
sind U¨bereinstimmungen mit pp5 bzw. pp6 und pp8 zu beobachten (Abb. 4.73); im Fall
von pp13 finden sich U¨bereinstimmungen mit pp8 und pp10 (Abb. 4.74). Sowohl pp14
als auch pp16 zeigen im Verlauf der Simulation Geometrien, die mit pp5 bzw. pp6 und
pp10 u¨bereinstimmen (Abb. 4.75 und 4.76). In keinem dieser Fa¨lle kann jedoch von einer
stabilen Zielstruktur gesprochen werden. Auffa¨llig ist hier, dass in allen Simulationen, die
zu keiner stabilen Zielstruktur fu¨hren, die Geometrien von pp5 bzw. pp6 erscheinen, jedoch
nicht stabil bleiben.
Wie aus den vorangegangenen Darlegungen zu ersehen, sind die Energiebarrieren zwi-
schen vielen energetisch weniger gu¨nstigen Strukturen und pp5 bzw. pp6 und pp10 niedrig
genug, um bei 30 K u¨berwunden zu werden. Es scheint jedoch eine so große Verwandtschaft
zwischen diesen Strukturen zu bestehen, dass keine definitiv bevorzugt wird und ein Hin-
und Her-Pendeln mo¨glich ist.
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Abb. 4.73.: dSP vs t von pp9 (unten) im Vergleich zu pp5/6 (Mitte,
oben) und pp8 (rechts, oben) bei 30 K
Abb. 4.74.: dSP vs t von pp13 (oben) im Vergleich zu pp8 (links, unten)
und pp10 (rechts, unten) bei 30 K
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Abb. 4.75.: dSP vs t von pp14 (unten) im Vergleich zu pp5/6 (oben,
Mitte) und pp10 (oben, rechts) bei 30 K
Abb. 4.76.: dSP vs t von pp16 (oben) im Vergleich zu pp5/6 (unten,
links) und pp10 (unten, rechts) bei 30 K
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Abgesehen von einigen Umlagerungen, die nur geringfu¨gige Verschiebungen innerhalb der
Strukturen erfordern, sind bei 30 K die Strukturen pp5 bzw. pp6 und pp10 stark bevorzugt.
Es ist jedoch keine Umlagerung zu beobachten, die zu einer der energetisch gu¨nstigsten
Geometrien pp1, pp2, pp3 oder pp4 fu¨hrt. Dies fu¨hrt zu der Schlussfolgerung, dass die
Energiebarrieren, die diese Strukturen von den anderen trennen vergleichsweise hoch sind.
Weiterhin ist hervorzuheben, dass die energetisch ungu¨nstigste Struktur pp24 auch bei
einer Temperatur von 30 K noch stabil ist. Wie bereits dargelegt beinhaltet diese Anord-
nung eine kettenfo¨rmige Verknu¨pfung von T-fo¨rmigen Acetylen-Benzol-Dimer-Einheiten.
Die hohe Stabilita¨t dieser Struktur weist darauf hin, dass das Aufbrechen dieser Teilstruk-
tur, die ein charakteristisches Strukturmerkmal des Benzol-Acetylen-Cokristalls ist, eine
hohe Energiezufuhr erfordert.
Die Beobachtungen bei einer Erho¨hung der Simulationstemperatur auf 50 K lassen
sich vor der detaillierten Analyse der verschiedenen Vorga¨nge hier schon andeuten: Bei
dieser Temperatur ist eine starke Bevorzugung der energetisch gu¨nstigsten pp1-Struktur zu
erkennen. Weiterhin ist zu beobachten, dass wiederum im Falle einiger anderer Strukturen
unter den gegebenen Bedingungen ein stetiger Umlagerungsprozess vorliegt, in dessen Ver-
lauf keine Zuordnung zu bestimmten Strukturen mehr mo¨glich ist. Die einzige auch bei
dieser Temperatur stabile Struktur ist pp2, bei den anderen ist eine Ru¨ckkehr zur Aus-
gangsstruktur zu beobachten.
Abb. 4.77.: dSP vs t von pp11 (oben, links), pp12 (2. von oben, links),
pp13 (2. von unten, links), pp14 (unten, links) und pp1
(rechts) bei 50 K
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In den Abbildungen 4.77 und 4.78 sind die zeitabha¨ngigen Schwerpunktsabsta¨nde der
Strukturen pp11, pp12, pp13 und pp14 bzw. pp17, pp18, pp19 und pp24 (linke Seite)
jeweils denen von pp1 (rechte Seite) gegenu¨bergestellt. Bei den hier vorliegenden Um-
lagerungen bleiben keine begu¨nstigten Teilstrukturen mehr erhalten; die Energiebarrieren,
die die jeweiligen Strukturen von der Minimumstruktur trennen, ko¨nnen - nach Ablauf un-
terschiedlicher Zeitra¨ume - u¨berwunden werden. Zu betonen ist an dieser Stelle, dass bei
einer Simulationstemperatur von 50 K auch die durch ihre begu¨nstigten Teilstrukturen
bisher stabile, energetisch hoch liegende Struktur pp24 in die Minimumstruktur umlagert.
Abb. 4.78.: dSP vs t von pp17 (links, oben), pp18 (links, 2. von oben),
pp19 (links, 2. von unten), pp24 (links, unten) und pp1
(rechts) bei 50 K
Weiterhin hervorzuheben ist das Verhalten von pp5 und pp6. Wie bereits zu Beginn dieses
Abschnitts dargelegt, sind sich diese beiden Strukturen sehr a¨hnlich und mit den hier
angewandten Analysemethoden nicht voneinander zu unterscheiden. Bei 50 K weisen sie je-
doch trotz ihres sehr a¨hnlichen Aufbaus und gemeinsamen Teilstrukturen unterschiedliches
Verhalten auf. Wie aus der Abbildung 4.79, die die Zeitabha¨ngigkeit der Schwerpunkts-
absta¨nde von pp5, pp6 und pp1 wiedergibt, zu ersehen, lagert sich pp6 ebenfalls in pp1
um, “schwingt” aber auch immer wieder aus pp1 heraus. Die Struktur pp5 zeigt im Ver-
lauf der Simulation keinerlei Tendenz in eine unter diesen Bedingungen stabile Struktur
u¨berzugehen. An dieser Stelle macht sich also die, durch den geringfu¨gigen Energieunter-
schied verursachte unterschiedliche Lage auf der Energiefla¨che, deutlich bemerkbar.
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Abb. 4.79.: dSP vs t von pp5 (links, oben), pp6 (links, unten) und
pp1 (rechts) bei 50 K
Weitere eindeutig zuzuordnende Umlagerungen sind - abgesehen von einer geringfu¨gigen
Abweichung bei pp15 - : pp8 → pp3, (Abb. 4.80 oben) pp10 → pp4 (Abb. 4.80 unten),
pp15→ pp3 (Abb. 4.81 oben) und pp23→ pp3 (Abb. 4.81 unten). In allen vier Fa¨llen er-
folgt eine Umlagerung zu einer energetisch gu¨nstigen Struktur, jedoch nicht der Minimums-
struktur. Beide Geometrien (pp3, pp4) konnten bei 30 K nicht erreicht werden. Genauso
wie bei den Umlagerungen, die zu pp1 fu¨hren, erfolgen diese Umlagerungen unter mehr-
facher starker Umstrukturierung der gesamten Geometrie. Diese Beobachtung unterstu¨tzt
die Schlussfolgerung, dass die zu u¨berwindenden Energiebarrieren, die die vier energetisch
gu¨nstigsten Strukturen von den anderen trennt, hoch ist. Da sowohl pp3 und pp4 als auch
pp1 bei einer Temperatur von 50 K Zielstrukturen einer Umlagerung darstellen, kann an
dieser Stelle auf eine komplexe Struktur der Energiefla¨che geschlossen werden.
Gestu¨tzt wird diese Schlussfolgerung dadurch, dass die ebenfalls energetisch sehr gu¨nstige
pp2-Geometrie in keinem Fall die Zielstruktur einer Umlagerung darstellt. Aus der Beobach-
tung, dass zwischen den Geometrien pp1, pp2, pp3 und pp4 keine Umlagerungen erfol-
gen, la¨sst sich schließen, dass die Energiebarrieren zwischen diesen energetisch besonders
gu¨nstigen Strukturen zu hoch sind, als dass sie bei 50 K u¨berwunden werden ko¨nnen. pp3
und pp4 weisen keine strukturelle Verwandtschaft mit pp1 und pp2 auf. Zur Umlagerung
in eine dieser Strukturen mu¨ssten die begu¨nstigten Teilstrukturen aufgebrochen werden.
pp1 und pp2 weisen eine scheinbar enge Verwandtschaft miteinander auf; im Wesentlichen
unterscheiden sie sich durch die Orientierung der beiden Benzolmoleku¨le, was jedoch zu
einer Verschiebung der Moleku¨le gegeneinander fu¨hrt. Ohne hier konkret schlussfolgern
zu ko¨nnen, welche Einflu¨sse dazu fu¨hren, muss an dieser Stelle festgehalten werden, dass
zwischen diesen beiden Strukturen eine erhebliche Energiebarriere vorliegt.
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Abb. 4.80.: dSP vs t von pp8 (links, oben) bzw. pp10 (links, unten) und
pp3 (rechts, oben) bzw. pp4 (rechts, unten) bei 50 K
Abb. 4.81.: dSP vs t von pp15 (links, oben) bzw. pp23 (links, unten)
und pp3 (rechts) bei 50 K
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Abb. 4.82.: dSP vs t von pp3 (oben) und pp4 (unten) bei 50 K
Obwohl pp3 und pp4 Zielstrukturen einiger Umlagerungsvorga¨nge darstellen, sind sie
auf der hier beobachteten Zeitskala nicht als vollsta¨ndig stabil zu anzusehen. Wie aus
der Abbildung 4.82 zu erkennen, erfolgen im Verlauf des Simulationsvorgangs in beiden
Fa¨llen gravierende Umorientierungen innerhalb der beiden Strukturen. Doch sowohl pp3
als auch pp4 kehren nach Ablauf einer gewissen Zeitspanne in ihre Ursprungsgeometrien
zuru¨ck. Dabei kann jedoch ein interner Austausch der Moleku¨le erfolgen. Exemplarisch
zu beobachten ist dies an zwei Acetylen-Moleku¨len in der pp4-Geometrie zu beobachten.
Gegen Ende der Simulation sind die beiden Kurven benac1 und benac2 gegeneinander ver-
tauscht. Die Acetylen-Acetylen-Absta¨nde bleiben erhalten. Bezogen auf die Energiefla¨che
bedeutet diese Beobachtung, dass den jeweiligen Clustern zwar genug Energie zugefu¨hrt
wird, um verschiedene energetisch ho¨her gelegene Punkte zu erreichen; jedoch kann die
Energiebarriere, die diese Strukturen von energetisch gu¨nstigeren trennt, letztendlich nicht
u¨berwunden werden.
Die verbleibenden Strukturen pp7, pp9, pp16, pp20, pp21 und pp22 lassen im Verlauf der
Simulation - wie exemplarisch am Verhalten von pp5 gezeigt (Abb. 4.79) - keine eindeutige
Zielstruktur erkennen. Bei einer Simulationstemperatur von 30 K zeigten die Simulationen
dieser Strukturen einen Verlauf, an Hand dessen noch eine Zuordnung mo¨glich war. Die
hier ersichtliche Instabilita¨t la¨sst darauf schließen, dass bei einer Temperatur von 50 K
Bereiche auf der Energiefla¨che erreicht werden, die wa¨hrend der beobachteten Zeitspanne
keinen Weg zu einer energetisch gu¨nstigen Struktur ermo¨glichen.
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Auf eine graphische Darstellung der verschiedenen Umlagerungen wird an dieser Stelle
mangels U¨bersichtlichkeit verzichtet.
4.3.5. Zusammenfassung
Besonders hervorzuheben ist die herausragende Stabilita¨t aller Strukturen, die die
lineare, alternierende, in der Kristallstruktur wiederkehrende · · ·Benzol · · ·Acetylen · · · -
Verknu¨pfung enthalten. Alle Strukturen dieses Aufbaus sowohl der Trimere, Tetramere
als auch der Pentamere sind zwar energetisch wenig begu¨nstigt, zeigen jedoch erst bei
einer Simulationstemperatur von 50 K eine Umlagerung in energetisch gu¨nstigere Geome-
trien, was auf eine kinetische Hemmung der entsprechenden Vorga¨nge hindeutet. Eine
analoge Stabilisierung der entsprechenden BzAc3-Struktur (t6) ist nicht zu beobachten.
Mit zunehmender Clustergro¨ße nimmt natu¨rlich die Anzahl der mo¨glichen Geometrien
und die Komplexita¨t der Struktur der Energiehyperfla¨che zu. Die Differenz der Energien
der einzelnen Strukturen ist im Fall der Tetramere und Pentamere bei einem ho¨heren
Benzol-Anteil gro¨ßer (BzAc3 bzw. Bz2Ac2 und BzAc4 bzw. Bz2Ac3), woraus sich kom-
plexere Umlagerungsmuster ergeben.
In allen Fa¨llen, in denen aufgrund der hohen Anzahl der verschiedenen Geometrien
einer Clustergro¨ße vielfa¨ltige Umlagerungen mo¨glich sind, sind entweder die bevorzugt,
bei denen die geringste A¨nderung in der Geometrie zu beobachten sind oder solche, deren
Zielstruktur energetisch gu¨nstige Teilstrukturen entha¨lt.
Abschließend ist festzuhalten, dass im Fall der Pentamere Bz2Ac3 die Komplexita¨t
der Energiehyperfla¨che einen solchen Grad erreicht hat, dass vielfach keine eindeutigen
Umlagerungen zu beobachten sind.
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5. Kristallartige Strukturen und
Mikrokristalle
5.1. Simulation der Phasenu¨berga¨nge am Beispiel des Acetylens
Experimentell ist bekannt, dass festes Acetylen bei 133K einen Phasenu¨bergang [117],
[118], [119], [120], [121] ,[122],[123], [124],[125] von einer orthorhombischen zu einer kubi-
schen Kristallstruktur aufweist. Der Tripelpunkt der Verbindung liegt bei 192.4 K und 1.2
7atm [279]. Bei Normaldruck erfolgt bei 189 K eine Sublimation [280]. Da der verwendete
Algorithmus den Druck wa¨hrend der Simulation nicht absolut konstant halten kann, ist es
hier nicht mo¨glich definitiv zwischen dem Vorliegen einer flu¨ssigen und einer gasfo¨rmigen
Phase zu unterscheiden. Im Folgenden wird deshalb fu¨r die nicht feste(n) Phase(n) der
Begriff Fluid verwendet.
Abb. 5.1.: Strukturen der Acetylen-Tropfen, 184 (links), 275 (Mitte) und 599 (rechts) Moleku¨le
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Zur Simulation dieser Phasenu¨berga¨nge, wurden Simulationen von Acetylen-“Tropfen”
in einem NPT-ensemble durchgefu¨hrt, die sich u¨ber verschiedene Temperaturbereiche er-
strecken und in deren Verlauf die Temperaturen mit unterschiedlicher Geschwindigkeit
gesteigert wurden. Weiterhin wurden Simulationen bei konstanten Temperaturen durch-
gefu¨hrt. Zur Abscha¨tzung der Bedeutung der Phasengrenzfla¨che wurden sa¨mtliche Simu-
lationen mit jeweils 184, 275 und 599 (Abb. 5.1) Moleku¨len durchgefu¨hrt, wobei als Aus-
gangspunkt eine der orthorhombischen Phase entsprechende Struktur gewa¨hlt wurde. Zur
Beurteilung der Auswirkung der La¨nge der Simulation wurden alle Simulationen jeweils fu¨r
eine Dauer von 500, 1000, 5000 und 10000 ps durchgefu¨hrt, woraus sich unterschiedliche
Erwa¨rmungsraten ergeben.
Zur ersten Eingrenzung des Temperaturbereichs, in dem die Phasenu¨berga¨nge zu finden
sein sollten, wurden Vorga¨nge, bei denen die Temperaturen schrittweise gesteigert wurden
u¨ber den gesamten Temperaturbereich zwischen 0 und 400 K simuliert. In den Abbildun-
gen 5.2, 5.3, 5.4 und 5.5) sind die Funktionen der radialen Dichteverteilung der Kohlen-
stoffatome, der Wasserstoffatome, der Massenpunkte (M) (Abb. 2.11) und der massenlosen
Wechselwirkungspunkte (V) (Abb. 2.11) fu¨r eine Simulation von 599 Acetylenmoleku¨len
u¨ber einen Zeitraum von 10000 ps wiedergegeben. Aus den entsprechenden Darstellungen
ist ersichtlich, dass die deutlichsten Vera¨nderungen der Funktionen zwischen 100 und 200
K erfolgen, was dem zu erwartenden Temperaturbereich, in dem sich die Phasenu¨berga¨nge
ereignen sollten (Fest-Fest-U¨bergang: 133 K, Smp.: 192 K [117], [118], [119], [120], [121],
[122], [123], [124], [125]), entspricht.
Abb. 5.2.: Radiale Dichteverteilungsfunktionen der C-Atome im
Acetylen, 599 Moleku¨le, 100000 ps, 0 - 400 K
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Abb. 5.3.: Radiale Dichteverteilungsfunktion der H-Atome im Acetylen,
599 Moleku¨le, 100000 ps, 0 - 400 K
Abb. 5.4.: Radiale Dichteverteilungsfunktion der Massenpunkte (M) im
Acetylen, 599 Moleku¨le, 100000 ps, 0 - 400 K
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Abb. 5.5.: Radiale Dichteverteilungsfunktion der Wechselwirkungspunkte
(V) im Acetylen, 599 Moleku¨le, 100000 ps, 0 - 400 K
In den folgenden Abschnitten erfolgt zuerst eine Untersuchung der zwischen 100 und
200 K stattfindenden Vorga¨nge. Zum Auffinden der Temperaturen, bei denen die bei-
den Phasenu¨berga¨nge erfolgen, finden außer den radialen Dichteverteilungsfunktionen die
Abha¨ngigkeit der Energien und der Enthalpie von der Temperatur Anwendung. Dabei wer-
den an dieser Stelle nur die Simulationen des gro¨ßten Tropfens (599 Moleku¨le) mit einer
Simulationsdauer von 10000 ps zur Auswertung herangezogen, womit den Ergebnissen aus
Abschnitt 5.1.3 insofern vorgegriffen wird, da dort anhand dieser Funktionen die Einflu¨sse
der Tropfengro¨ße und der Simulationsdauer auf die Ergebnisse untersucht wird.
Tab. 5.1.: Temperaturverlauf der Simulationen (100000 ps) in Abha¨ngigkeit von der Zeit
Zeit (ps) 500 1000 1500 2000 2500
Temperatur (K) 105 110 115 120 125
Zeit (ps) 3000 3500 4000 4500 5000
Temperatur (K) 130 135 140 145 150
Zeit (ps) 5500 6000 6500 7000 7500
Temperatur (K) 155 160 165 170 175
Zeit (ps) 8000 8500 9000 9500 100000
Temperatur (K) 180 185 190 195 200
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Im Verlauf der Simulation wurde die Temperatur jeweils nach dem in Tabelle 5.1 wiederge-
gebenen Schema gesteigert. Da zwischen Temperatur und Zeit in diesem Fall ein linearer
Zusammenhang besteht, wird in den Energie- und Enthalpie-Diagrammen die Zeit und
nicht die Temperatur als Abszisse verwendet.
5.1.1. Temperaturabha¨ngigkeit der Energien
Aufgrund des A¨quipartitionstheorems ist bei einer Auftragung der kinetischen Energie in
Abha¨ngigkeit der Temperatur (hier Zeit, Tab. 5.1) ein linearer Verlauf zu erwarten.
Ekin = 1/2 f kBT (5.1)
mit
f: Freiheitsgrade
Weiterhin verursacht das Auftreten der latenten Wa¨rme bei einem Phasenu¨bergang erster
Ordnung (Abb. 5.6) einen sprunghaften Anstieg der potentiellen Energie.
Abb. 5.6.: Phasenu¨berga¨nge erster (oben) und zweiter (unten) Ordnung
[284]
Nach der Ehrenfest Klassifikation [281] ist ein Phasenu¨bergang [282] (n-1) erster Ordnung
dadurch gekennzeichnet, dass die (n-1) ersten partiellen Ableitungen der freien Enthal-
pie nach ihren natu¨rlichen Variablen stetig sind, wohingegen mindestens eine der n-ten
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Ableitungen dort eine Unstetigkeit aufweist [283]. Bei einem U¨bergang erster Ordnung
a¨ndert sich die Enthalpie (H ) bei einer infinitesimalen Temperatura¨nderung um einen
endlichen Betrag. Am Punkt des U¨bergangs ist also die Steigung von H und somit die
Wa¨rmekapazita¨t unendlich groß. Ein Phasenu¨bergang zweiter Ordnung im Ehrenfestschen
Sinn ist dadurch charakterisiert, dass zwar die erste Ableitung des chemischen Potentials
(µ) nach der Temperatur am U¨bergangspunkt stetig verla¨uft, nicht aber die entsprechende
zweite Ableitung in diesem Punkt. Ein stetiger Verlauf des chemischen Potentials in
Abha¨ngigkeit von der Temperatur ist ein Zeichen dafu¨r, dass sich weder Volumen noch
Entropie, noch Enthalpie wa¨hrend des U¨bergangs a¨ndern. Die Wa¨rmekapazita¨t zeigt am
U¨bergang zwar eine Unstetigkeit, wird aber nicht singula¨r (Abb. 5.6).
Im Fall des Acetylens liegt ein Phasenu¨bergang erster Ordnung bei 189 K (Subli-
mation) [125], [116] und ein Phasenu¨bergang zweiter Ordnung bei 133 K [117], [131],
[285] vor. Bei diesem Phasenu¨bergang zweiter Ordnung handelt es sich hier um eine Um-
lagerung der Kristallstruktur des Festko¨rpers unter A¨nderung der Symmetrie der Struk-
tur. In der orthorhombischen Tieftemperaturphase des Acetylens unterscheiden sich die
drei Gitterkonstanten der Elementarzelle voneinander (a 6= b 6= c;α = β = γ). In der ku-
bischen Hochtemperaturphase sind die drei Gitterkonstanten der Elementarzelle identisch
(a = b = c;α = β = γ). Damit liegt in der kubischen Phase offensichtlich eine ho¨here Sym-
metrie vor als in der orthorhombischen und die A¨nderung des Volumens wa¨hrend des
Phasenu¨bergangs ist kontinuierlich.
Abb. 5.7.: Temperatur- (Zeit-) Abha¨ngigkeit der kinetischen, potentiel-
len und der Gesamtenergie, 599 Acetylen-Teilchen, 100000 ps,
100 - 200 K
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In der Abbildung 5.7 sind der Verlauf der kinetischen, der potentiellen und der Gesamt-
energie wa¨hrend einer Simulation von 599 Acetylen-Teilchen u¨ber einen Temperaturbe-
reich von 100 bis 200 K und einer schrittweisen Temperatursteigerung um jeweils 5 K
wiedergegeben. Abbildung 5.8 zeigt einen Ausschnitt aus dem Verlauf der potentiellen
Energie in Abha¨ngigkeit von der Temperatur (Zeit, Tab. 5.1). In Abbildung 5.7 ist deutlich
- wie nach dem Gleichverteilungssatz zu erwarten - der linear mit der Zeit und somit mit
der Temperaturerho¨hung ansteigende Verlauf der kinetischen Energie zu erkennen. Sowohl
die Gesamtenergie als auch die potentielle Energie zeigen den fu¨r einen Phasenu¨bergang
erster Ordnung aufgrund der latenten Wa¨rme zu erwartenden sprunghaften Anstieg. Die
Differenz zwischen den Werten der potentiellen Energie und der Gesamtenergie entspricht
in jedem Punkt dem Wert der kinetischen Energie. Der Ausschnitt aus der Darstellung
der potentiellen Energie (Abb. 5.8) um den Bereich des Phasenu¨bergangs la¨sst erkennen,
dass dieser zwischen 175 und 180 K erfolgt. Dies kommt mit einer Abweichung von etwa
10 -15 K den experimentellen Daten recht nahe. Aufgrund der im Fall der Simulation
eines Tropfens großen spezifischen Oberfla¨che ist durchaus eine Abweichung zu erwarten
(Absch. 5.1.3).
Abb. 5.8.: Temperatur- (Zeit-) Abha¨ngigkeit der potentiellen Energie,
599 Acetylen-Teilchen, 100000 ps, 170 - 190 K
Zum Auffinden des Phasenu¨bergangs zweiter Ordnung - also der Umwandlung der ortho-
rhombischen in die kubische Phase unter A¨nderung der Symmetrie - wurde aufgrund der
Ehrenfestschen Klassifikation [281], [284] eine Auftragung der Enthalpie in Abha¨ngigkeit
von der Zeit (Temperatur) gewa¨hlt (Abb. 5.9). Charakteristisch ist in diesem Fall die
A¨nderung der Steigung der Enthalpie. Auch in dieser Auftragung (Abb. 5.9) ist eben-
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so (Abb. 5.8) deutlich der Phasenu¨bergang erster Ordnung zu erkennen. Denn nach der
Ehrenfestschen Klassifikation [281] ist in diesem Fall ein sprunghafter Anstieg der Enthal-
pie bei infinitesimaler A¨nderung der Temperatur zu erwarten.
Abb. 5.9.: Temperatur- (Zeit-) Abha¨ngigkeit der Enthalpie, 599 Teil-
chen, 100000 ps, 100 - 200 K
In dem Temperaturbereich, in dem Acetylen als Feststoff vorliegt, ist eine A¨nderung der
Steigung der Enthalpie in Abha¨ngigkeit der Temperatur (Zeit, Tab. 5.1) zu erkennen. Ohne
Kenntnis des Phasenu¨bergangpunkts wa¨re dieser Punkt anhand der vorliegenden Darstel-
lung nicht konkret zuzuordnen. Fu¨hrt man in den Kurvenabschnitten ober- und unterhalb
des Bereichs zwischen 130 und 140 K jeweils eine lineare Regression durch, ko¨nnen durch-
aus zwei Geraden mit unterschiedlicher Steigung gefunden werden. Dies deutet nach der
Ehrenfestschen Klassifizierung [281] auf einen Phasenu¨bergang zweiter Ordnung hin, der
jedoch anhand dieser Darstellung nicht mit Sicherheit auf einen genau definierten Tem-
peraturbereich eingegrenzt werden kann.
5.1.2. Temperaturabha¨ngigkeit der radialen Dichteverteilungsfunktionen
Ein Feststoff zeichnet sich durch eine regelma¨ßige geometrische Anordnung von Atomen,
Ionen und Elektronen aus; ein Gas besteht aus freien Atomen oder Moleku¨len in zufa¨lliger
Bewegung. Eine Flu¨ssigkeit stellt einen U¨bergangszustand zwischen diesen beiden Formen
der Materie dar. Die Struktur dieser unterschiedlichen Verteilungen kann mathematisch
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durch die radiale Dichteverteilungsfunktion wiedergegeben werden [286] und diese somit
genutzt werden, um die simulierte Phase zu identifizieren [66]. Sie gibt an, wie sich Atome
um ein anderes Atom herum organisieren und ist proportional zu der Wahrscheinlichkeit,
zwei Atome in einem Abstand von r ± ∆r anzutreffen [66]. Diese Verteilungsfunktion
kann auf verschiedene Arten aus den grundlegenden Prinzipien der statistischen Mechanik
hergeleitet werden [287], [288], [289], . In dem Programmpaket GROMACS erfolgt die












δ (rij − r)
4pir2
(5.2)
In einem klassischen Feststoff bei 0 K sollte die radiale Dichteverteilungsfunktion (rdf) aus
nur einigen scharfen peaks bestehen. In einem Festko¨rper bei T > 0 - und somit auch in
der Simulation eines solchen Festko¨rpers - ist als radiale Dichteverteilungsfunktion zwar
eine Kurve zu erwarten, jedoch sollte die Anzahl der Banden beim U¨bergang zum Fluid
deutlich abnehmen. Weiterhin wa¨re zu erwarten, dass die Struktur der Banden sich beim
Fest-Fest-Phasenu¨bergang a¨ndert.
Abb. 5.10.: Radiale Dichteverteilungsfunktion der C-Atome im
Acetylen, 599 Teilchen, 1000000 ps, 100 - 200 K
In den Abbildung 5.10, 5.13, 5.17 und 5.15 ist die Temperaturabha¨ngigkeit der radi-
alen Dichteverteilungsfunktion der Kohlenstoffatome (C), der Wasserstoffatome (H), der
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Massenpunkt (M) und der massenlosen Wechselwirkungspunkte (V) fu¨r den Tempera-
turbereich zwischen 100 und 200 K wiedergegeben.
Mehrere Punkte sind anhand dieser Darstellung (Abb. 5.10) sofort zu erkennen: Der
scharfe peak bei ca. 1,12 nm, der dem intramolekularen C-C-Abstand entspricht, das fast
vollsta¨ndige Verschwinden der Bandenstruktur zwischen 175 und 185 K (Abb. 5.10) und
das Verschwinden bzw. Zusammenfallen einiger Banden in einem Bereich zwischen etwa
125 und 145 K (Abb. 5.11). Die starke Abnahme der Struktur zwischen 175 und 185
K entspricht dem zu erwartenden Verlauf bei einem U¨bergang von einem Feststoff zu
einem Fluid. Der Temperaturbereich entspricht dem Bereich, der durch die Auswertung
der Energie-Temperatur(-Zeit)-Kurven fu¨r den Fest-Fluid-U¨bergang gefunden wurde.
Abb. 5.11.: rdf der C-Atome, 599 Teilchen, 1000000
ps, 115 - 150 K, Ausschnitt
Die A¨nderung der Bandenstruktur im zu erwartenden Temperaturbereich des Fest-Fest-
Phasenu¨bergangs la¨sst sich in einem Bereich zwischen 0.5 und 1.25 nm (Abb. 5.11) in der
Darstellung der radialen Dichteverteilungsfunktionen an einigen Punkten der Struktur-
a¨nderung von der orthorhombischen zur kubischen Phase zuordnen.
Die Absta¨nde der in der Abbildung 5.12 magenta, blau, orange und tu¨rkis gekennzeich-
neten Atome a¨ndern sich von 6,06 (magenta - blau), 6,22 (blau - orange) und 5,63 (orange
- tu¨rkis) nm in der orthorhombischen Phase auf 6,14 nm in der kubischen Phase. Ebenfalls
erfolgt eine A¨nderung der Absta¨nde der bordeaux, magenta, orange und gelb markierten
Atome von 7,08 (bordeaux - magenta), 7,00 (bordeaux - orange) und 5,76 (gelb - orange)
nm auf 6,89 nm.
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Abb. 5.12.: ausgewa¨hlte C-C-Absta¨nde in der orthorhombischen (links) und kubischen (rechts)
Acetylen-Struktur
Auch wenn die einzelnen peaks der radialen Dichteverteilungsfunktion aufgrund von U¨ber-
lagerungen durch mehrfach auftretende a¨hnliche Absta¨nde und der in einem realen Fest-
ko¨rper nicht mehr scharfen Bandenstruktur nicht eindeutig einem Atom-Atom-Abstand
zuzuordnen sind, ist deutlich der Verlust von Struktur zu erkennen. In U¨bereinstimmung
mit dem U¨bergang von drei verschiedenen Werten fu¨r den Kohlenstoff-Kohlenstoff-Abstand
zu nur noch einem Wert, findet ein U¨bergang zu weniger Banden statt.
Auch im Fall der rdf-Darstellungen der H-Atome (Abb. 5.13) und der Massenpunkte
(Abb. 5.15) ist der scharfe peak (ca. 0,3 nm bzw. ca. 1,3 nm) dem intramolekularen Ab-
stand zuzuordnen. Weiterhin ist ebenfalls zwischen 175 und 185 K ein fast vollsta¨ndiges
Verschwinden der Bandenstruktur zu erkennen (Abb. 5.13, 5.15). Ebenso ist wie im Fall der
radialen Dichteverteilungen der Kohlenstoffatome in beiden Fa¨llen im Bereich unterhalb
von 0.75 nm deutlich ein Verschwinden der Schultern der Bande im Temperaturbereich
des Fest-Fest-Phasenu¨bergangs zu erkennen (Abb. 5.14, 5.16)
Dies ist auch hier in U¨bereinstimmung mit dem U¨bergang von jeweils drei verschiedenen
Werten fu¨r einen H-H- bzw. M-M-Abstand in der orthorhombischen Tieftemperaturphase
und nur noch einem entsprechenden Abstand in der kubischen Hochtemperaturphase.
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Abb. 5.13.: Radiale Dichteverteilungsfunktion der H-Atome im Acety-
len, 599 Teilchen, 1000000 ps, 100 - 200 K
Abb. 5.14.: rdf der H-Atome, 599 Teilchen, 1000000
ps, 115 - 150 K
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Abb. 5.15.: Radiale Dichteverteilungsfunktion der Massenpunkte im
Acetylen, 599 Teilchen, 1000000 ps, 100 - 200 K
Abb. 5.16.: rdf der Massenpunkte, 599 Teilchen,
1000000 ps, 115 - 150 K
In den radialen Dichteverteilungsfunktionen der Wechselwirkungspunkte kann natu¨rlich
kein intramolekularer V-V-Abstand gefunden werden. Weiterhin ist eine A¨nderung der
Bandenstruktur fu¨r den Fest-Fest-Phasenu¨bergang hier nicht deutlich zuzuordnen (Abb.
5.17). Besonders klar zu erkennen ist hier jedoch der Fest-Fluid-U¨bergang (Abb. 5.18).
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Abb. 5.17.: Radiale Dichteverteilungsfunktion der Wechselwirkungs-
punkte im Acetylen, 599 Teilchen, 1000000 ps, 100 - 200 K
Abb. 5.18.: rdf der Wechselwirkungspunkte, 599
Teilchen, 1000000 ps, 150 - 190 K
Zusammenfassend la¨sst sich festhalten, dass man aufgrund der Auswertung der radialen
Dichtverteilungsfunktionen ebenfalls beide Phasenu¨bergange zuordnen kann. Die Zuord-
nung des Fest-Fest-U¨bergangs kann mit strukturellen Betrachtungen untermauert werden.
Genau wie bei der Auswertung der Energien bzw. der Enthalpie liegen die Temperaturen
der Phasenu¨berga¨nge etwas zu niedrig.
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5.1.3. Einfluss der Tropfengro¨ße und der Erwa¨rmungsrate
Der Einfluss der Simulationsdauer auf die Ergebnisse besteht in erster Linie in der Reduk-
tion statistischer Fehler durch la¨ngere Simulation [290]. Die hier durchgefu¨hrten Simulatio-
nen betreffend ist dieses Pha¨nomen am deutlichsten bei Betrachtung der Auftragung der
kinetischen Energien in Abha¨ngigkeit von der Temperatur (Zeit) fu¨r verschiedene Simu-
lationsdauern und Tropfengro¨ßen zu beobachten (Abb. 5.19).
Die kinetische Energie nimmt linear mit der Temperatur (Zeit) zu. Die Schwankun-
gen werden mit zunehmender Simulationsdauer geringer, steigen allerdings aufgrund der
zunehmenden Teilchenzahl mit der Tropfengro¨ße.
Abb. 5.19.: kinetische Energie in Abha¨ngigkeit von der Zeit
Betrachtet man den in Abb. 5.20 wiedergegebenen Ausschnitt aus den Graphen der ra-
dialen Dichteverteilungsfunktionen fu¨r die massenlosen Wechselwirkungspunkte, ist zu
erkennen, dass die in Abschnitt 5.1.2 dargelegte Abnahme der Bandenstruktur sich mit
zunehmender Simulationsdauer zu niedrigeren Temperaturen verschiebt (Abb. 5.20).
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Abb. 5.20.: rdf-Ausschnitt, massenloser Wechselwirkungspunkt; 599
Teilchen; 500, 1000, 5000, 100000 ps
Aufgrund der bei den ku¨rzeren Simulationen geringeren zur Verfu¨gung stehenden Zeit
bis zur na¨chsten Temperaturerho¨hung, wird die Einstellung des Gleichgewichts erschwert.
Diese Verzo¨gerung fu¨hrt dazu, dass die Kurven der Simulationen von geringerer Dauer
sich bei zunehmender Temperatur untereinander weniger unterscheiden als die der Simu-
lationen von gro¨ßerer Dauer.
Untermauert wird diese Analyse, wenn man die radialen Dichteverteilungsfunktionen
(Abb. 5.21) der Simulationen bei konstanten Temperaturen betrachtet. Aufgrund der kons-
tant gehaltenen Temperatur ist eine bessere Gleichgewichtseinstellung mo¨glich. Dadurch
liegen erheblich geringere Temperaturschwankungen innerhalb des Systems vor, woraus
radiale Dichteverteilungsfunktionen resultieren, die den Gleichgewichtszustand bei einer
bestimmten Temperatur besser wiedergeben. Es ist zu erkennen, dass sowohl die Graphen,
die Temperaturen zuzuordnen sind, die dem festen Zustand des Acetylens entsprechen,
als auch die dem fluiden Zustand entsprechenden Temperaturen zuzuordnenden Graphen
jeweils erheblich enger beieinander liegen. Der durch das Verschwinden einiger Banden zu
erkennende U¨bergang von einer relativ geordneten zu einer ungeordneten Struktur ist viel
scha¨rfer.
Der Einfluss der Systemgro¨ße auf das Verhalten der Simulation besteht im wesentlichen
in der Auswirkung unterschiedlich großer freier Oberfla¨chen auf die thermodynamischen
Eigenschaften [20], [21] des simulierten Systems. Bei der Betrachtung der radialen Dichte-
verteilungsfunktionen der Simulationen unterschiedlich großer Tropfen ist zu erwarten,
dass die Verteilung mit zunehmender Tropfengro¨ße breiter wird.
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Abb. 5.21.: rdf-Ausschnitt, massenloser Wechselwirkungspunkt, 599
Teilchen; 10000 ps bei jeweils konstanter Temperatur
In der Abbildung 5.22 ist ein Ausschnitt der radialen Dichteverteilungsfunktionen der
massenlosen Wechselwirkungspunkte fu¨r einige ausgewa¨hlte Temperaturen im Bereich
der festen Phase fu¨r die drei verschiedenen Tropfengro¨ßen (184 , 275 und 599 Teilchen)
wiedergegeben. In dieser Darstellung ist deutlich zu erkennen, dass die Verteilung mit
zunehmender Tropfengro¨ße ausgedehnter und strukturierter wird. Die jeweiligen Endpunk-
te der Graphen fu¨r die drei Tropfen liegen jeweils bei 2,20 bis 2,25 nm (184 Teilchen), 2,75
bis 2,80 nm (275 Teilchen) und 3,25 bis 3,30 nm (599 Teilchen). Diese Werte entsprechen
etwa den Durchmessern der verschiedenen Tropfen (2,2, 2,6 und 3,3 nm). Weiterhin sind
mit zunehmender Tropfengro¨ße die Intensita¨ten bei gro¨ßeren Absta¨nden gro¨ßer.
Wie einleitend dargelegt besteht der wesentliche Einfluss der Systemgro¨ße auf die Ergeb-
nisse der Simulationen in der Bedeutung der freien Oberfla¨che. Besonders wirksam sollte
dieser Einfluss in dem hier vorliegenden Fall der Simulationen von einzelnen Tropfen sein,
denn die Zunahme der freien Oberfla¨che ist hier besonders ausgepra¨gt. Ein Phasenu¨bergang
von einer festen zu einer fluiden Phase beginnt an der Oberfla¨che des Systems; liegt al-
so kein bulk -System vor, sondern wie hier ein System bestehend aus einem einzelnen
Tropfen, ist zu erwarten, dass der Phasenu¨bergang bei der Simulation sehr kleiner Tropfen
bei Temperaturen erfolgt, die unterhalb des zu erwartenden Schmelz- bzw. Sublimations-
punkts zu finden sind. Mit zunehmender Tropfengro¨ße sollten sich die Temperaturen des
Phasenu¨bergangs den realen Werten fu¨r ein bulk -System anna¨hern. Durch die in Abbildung
5.23 wiedergegebenen Graphen wird diese Erwartung besta¨tigt.
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Abb. 5.22.: rdf-Ausschnitt, massenloser Wechselwirkungspunkt, 599
Teilchen, 10000 ps
Abb. 5.23.: rdf-Ausschnitt, C-Atome, 599 Teilchen, 10000 ps
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Betrachtet man die radialen Dichteverteilungsfunktionen unterhalb der Temperaturen des
zu erwartenden Fest-Fluid-U¨bergangs fu¨r die verschiedenen Systemgro¨ßen, ist zu erken-
nen, dass die entsprechende Abnahme der Bandenstruktur in den kleineren Systemen bei
niedrigeren Temperaturen erfolgt. Im Fall des aus 599 Teilchen bestehenden Systems sind
auch bei 180 K einige Banden noch nicht vollsta¨ndig verschwunden. Fu¨r den nur aus 184
Teilchen bestehenden Tropfen sind die entsprechenden Banden bereits in dem Graphen
fu¨r einen Temperaturbereiche 155 - 160 K nicht mehr zu erkennen. Fu¨r den aus 275
Teilchen bestehenden Tropfen erfolgt das Verschwinden der entsprechenden Banden bei
etwas ho¨heren Temperaturen.
5.1.4. Verhalten des Systems bei Temperaturen oberhalb von 200 K
Im Temperaturbereich oberhalb von 200◦C zeigt das System nicht das aufgrund der
physikalischen Daten zu erwartende Verhalten. Sowohl Schmelzpunkt, Sublimationspunkt
als auch Siedepunkt liegen unterhalb von 200K; das System sollte bei Temperaturen ober-
halb von 200K also gasfo¨rmig sein. Dies ist nicht zu beobachten. Am deutlichsten zu
erkennen ist die Tatsache, dass kein Gas vorliegt, in der Darstellung der Trajektorie. In
den folgenden Abbildung 5.24, 5.25, 5.26 sind einzelne Punkte der Trajektorien bei ver-
schiedenen Temperaturen im Bereich zwischen 100 und 300 K wiedergegeben.
Unterhalb von 170 - 180 K ist das System, wie aus den radialen Dichteverteilungsfunk-
tionen (Abschnitt 5.1.2) und der Betrachtung der Simulation selbst (Abb. 5.24) deutlich
zu erkennen ist, eindeutig ein Feststoff. Es liegt eine kristalline Struktur mit einer Fernord-
nung vor. Bei Temperaturen zwischen 170 und 180 K beginnen vereinzelt einige Moleku¨le,
sich von der Oberfla¨che zu lo¨sen (Abb. 5.25), doch auch hier ist noch eindeutig eine Fern-
ordnung zu erkennen.
Bei einer Temperaturerho¨hung auf u¨ber 180K geht die Fernordnung verloren, jedoch ist
auch hier noch eine abgegrenzte Phase zu erkennen (Abb. 5.26); es liegt also kein Gas vor.
Erfolgt eine weitere Temperaturerho¨hung sollte das System endgu¨ltig in die Gasphase
u¨bergehen. Auf das Vorliegen eines Gases ist jedoch bei der Betrachtung der Darstel-
lung der Trajektorien kein Hinweis zu erkennen. Bei Temperaturen oberhalb von 220 K
erkennt man, dass wahrscheinlich flu¨ssige und feste Phase nebeneinander vorliegen (Abb.
5.27, 5.28). Es liegen verschiedene Bereiche unterschiedlicher Gro¨ße mit jeweils stark unter-
schiedlichen Dichten vor. Diese Bereiche verschieben sich bei weiterer Temperaturerho¨hung
gegeneinander, jedoch ist allenfalls eine Vergro¨ßerung der gasfo¨rmigen Phase und eine




Abb. 5.24.: Ausschnitt aus der Darstellung der Tra-
jektorie fu¨r Acetylen, Simulation von 100
bis 300 K, < 170 K
Abb. 5.25.: Ausschnitt aus der Darstellung der Tra-
jektorie fu¨r Acetylen, Simulation von 100
bis 300 K, 170 - 180 K
Das hier zu beobachtende Verhalten ist also unphysikalisch und weicht von dem Verhalten
des realen Systems ab. Da sich das hier verwendete Potential bis jetzt als recht zuverla¨ssig
bei der Wiedergabe der realen Verha¨ltnisse erwiesen hat, ist die Ursache wahrscheinlich
woanders zu suchen. Eine mo¨gliche Erkla¨rung ist zu finden, wenn man den Druck- und Vo-
lumenverlauf wa¨hrend der Simulation analysiert. Die vorliegenden Simulationen wurden in
einem NPT -System durchgefu¨hrt. Es wurde also mit einer Druckkopplung gearbeitet, was
zu einem konstanten Druck wa¨hrend der gesamten Simulationsdauer und einer sta¨ndigen
Anpassung des Volumens fu¨hren sollte. Dabei sollte das Volumen beim U¨bergang in die
Gasphase um ein Vielfaches zunehmen; das ist nicht zu beobachten.
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Abb. 5.26.: Ausschnitt aus der Darstellung der Tra-
jektorie fu¨r Acetylen, Simulation von 100
bis 300 K, > 180 K
Abb. 5.27.: Ausschnitt aus der Darstellung der Tra-
jektorie fu¨r Acetylen, Simulation von 100
bis 300 K, > 220 K
Zur genaueren Untersuchung dieses Pha¨nomens wurde der Verlauf des Drucks und des
Volumens in Abha¨ngigkeit von der Zeit (Temperatur) aufgenommen (Abb. 5.29). Bis zu
Temperaturen unterhalb von 220K (300ps) ist die Druckkonstanz in etwa gegeben. Ober-
halb dieser Temperatur versagt der Algorithmus im vorliegenden Fall. Unabha¨ngig von
der Simulationsdauer werden die Druckschwankungen geringer und der Durchschnittswert
des Drucks steigt an. Weiterhin ist zu beobachten, dass bei den Simulationen von einer
Dauer von 5000 bzw. 10000ps eine Verringerung des Volumens bis etwa zu dem Punkt,
an dem die Druckkopplung versagt, vorliegt. Danach steigt das Volumen wieder. Das Ver-
sagen der Druckkopplung fu¨hrt dazu, dass ein U¨bergang in die Gasphase nicht erfolgen
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Abb. 5.28.: Ausschnitt aus der Darstellung der Tra-
jektorie fu¨r Acetylen, Simulation von 100
bis 300 K, > 220 K
Abb. 5.29.: Druck und Temperaturverlauf fu¨r Acetylen, 100 bis 300 K,
599 Teilchen
kann. Es bildet sich, wie aus der Darstellung der Trajektorien (Abb. 5.27, 5.28) zu erken-
nen, eine Phase, in der Flu¨ssigkeit und Gas nebeneinander existieren. Bei einer weiteren




Abb. 5.30.: Ausschnitt aus der Darstellung der Tra-
jektorie fu¨r Acetylen, Simulation von 100
bis 300 K, 300 K
Abb. 5.31.: radiale Dichteverteilungsfunktion, Acetylen, 100 - 300 K, 599
Teilchen
Am Ende dieser Simulation liegt also ein System vor, das eine Temperatur von 300K
und einen Druck von 50bar aufweist. Damit wurde ein Bereich erreicht, der dem kriti-
schen Wert des Acetylens nahe kommt. Die kritische Temperatur betra¨gt 310 K und der
kritische Druck betra¨gt 60,5 bar. Oberhalb dieses Punktes ko¨nnen Gasphase und flu¨ssige
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Phase nicht mehr voneinander unterschieden werden. Bei der Anna¨herung an diesen Punkt
na¨hern sich die Dichten beider Phasen einander an. Besta¨tigt wird diese Vermutung bei
Betrachtung der Darstellung der Trajektorie gegen Ende der Simulation. Bei Temperaturen
knapp unterhalb von 300 K sind keine unterschiedlichen Bereiche mehr zu erkennen (Abb.
5.30).
Ebenso ist aus den radialen Verteilungsfunktionen zu erkennen, dass bei Temperaturen
oberhalb von 260 K nur noch eine Bande vorliegt (Abb. 5.31). Dies besta¨tigt, dass in
diesem Temperaturbereich keinerlei Struktur mehr vorliegt.
5.1.5. Zusammenfassung
Die in diesem Abschnitt beschriebenen Simulationen fu¨hren zusammengefasst zu folgenden
Ergebnissen:
• Bei Temperaturen oberhalb von 200◦C zeigt das simulierte System aus den dargeleg-
ten Gru¨nden ein als unphysikalisch anzusehendes Verhalten. Da jedoch fu¨r diese
Arbeit hauptsa¨chlich der Fest-Fest-U¨bergang von Interesse war, wurde dies nicht
weiter verfolgt und nicht versucht, die Simulation durch Abwarten der Einstellung
eines Gleichgewichts physikalisch korrekt zu beschreiben.
• Mit Hilfe der Analyse der Zeitabha¨ngigkeit der Energie, der Enthalpie und der ra-
dialen Dichteverteilungsfunktion ist ein Zuordnung der Phasenu¨berga¨nge erster und
zweiter Ordnung mo¨glich.
• Eine Erho¨hung der Simulationsdauer fu¨hrt zu einer Reduktion der statistischen
Fehler.
• Mit zunehmender Tropfengro¨ße na¨hern sich die Temperaturen der Phasenu¨berga¨nge
den realen Werten an.
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5.2. U¨bergang von Clustern zu Mikrokristallen am Beispiel der
Acetylen-Benzol-Spezies
Ziel der in diesem Abschnitt beschriebenen Simulationen war es, Informationen daru¨ber zu
erhalten, ab welcher Anzahl von Moleku¨len sich die Acetylen-Benzol-Einheiten nicht mehr
wie Cluster, sondern eher wie Mikrokristalle verhalten. Wie in Abschnitt 4.3 beschrie-
ben weisen die Acetylen-Benzol-Cluster, die die in der Kristallstruktur wiederkehrenden
linearen Acetylen-Benzol-Einheiten enthalten, zwar eine kinetische Hemmung bezu¨glich
der Umlagerung in die energetisch bevorzugten Cluster auf, sind jedoch i.d.R energetisch
weit oberhalb der stabilsten Clusterstrukturen zu finden
Zur Untersuchung dieser Fragestellung wurde wie folgt vorgegangen: Es wurden Simula-
tion der verschiedenen durch Ausschnitte aus der Kristallstruktur repra¨sentierten Bz2Ac2-
Tetramere und Bz4Ac4-Oktamere durchgefu¨hrt, weiterhin Simulationen eines Hexamers
und eines Dodekamers. Ausgehend von diesem Dodekamer wurden durch Vervielfa¨ltigung
dieser Einheit, Einheiten zunehmender Gro¨ße aufgebaut (Abb. 5.32). In den im Weiteren
verwendeten Abku¨rzungen steht “D” fu¨r Aggregate, die durch Vervielfa¨ltigung der Do-
dekamereinheit erhalten wurden. “X”, “Y” bzw. “Z” deuten an, in welche Richtung die
Vervielfa¨ltigung erfolgte. Damit steht z.B. DXZX fu¨r ein Aggregat, das durch Verdopplung
der Dodekamereinheit in X-Richtung, Verdopplung dieser Einheit in Z-Richtung und wei-
terer Verdopplung der so erhaltenen Einheit in X-Richtung erfolgte.
Tab. 5.2.: Startstrukturen der Acetylen-Benzol-Einheiten (M=Moleku¨le)
Tetramer 1 Tetramer 2 Tetramer 3 Hexamer Oktamere Dodekamer
DX DY DZ DXY DXZ DYZ
24 M 24 M 24 M 48 M 48 M 48 M
DXZX DXZXY DXZXYZ
96 M 192 M 384 M
Ausgehend von 10 K wurde die Simulationstemperatur in 40-Grad-Schritten erho¨ht und
der zeitabha¨ngige Verlauf der potentiellen Energie untersucht. Dabei sollte im Fall
einer Umlagerung der Ausgangsstruktur ein Abfall der potentiellen Energie zu beobachten
sein (nach einem temperaturbedingten Anstieg). Beim Auftreten einer Umlagerung einer
Spezies bei einer bestimmten Temperatur wurde auf eine weitere Temperatursteigerung
verzichtet. In den Abbildung innerhalb der folgenden Abschnitte ist jeweils die am Ende
der Simulation beobachtete Struktur abgebildet. Diese ist nicht zwangsla¨ufig als ener-
getisch gu¨nstigste Zielstruktur anzusehen. Da das Ziel der hier durchgefu¨hrten Analyse
die Beantwortung der Frage war, ob eine clusterartige Umlagerung erfolgt und nicht, wie




Abb. 5.32.: Startstrukturen der Acetylen-Benzol-Einheiten
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Weiterhin ist bei allen Auftragungen zu beru¨cksichtigen, dass die potentielle Energie bei
Temperaturerho¨hung - sofern keine Umlagerung erfolgt - steigen muss, da die Moleku¨le
dann wegen der gro¨ßeren Schwingungsamplituden im Mittel weiter voneinander entfernt
sind.
5.2.1. Tetramere, Oktamere, Hexamer und Dodekamer
In der Abbildung 5.33 ist der zeitabha¨ngige Verlauf der potentiellen Energie der drei
verschiedenen Tetramere wa¨hrend der Simulationen bei 10 K (oben) und bei 50 K (un-
ten) wiedergegeben. Die Tetramere 2 und 3 zeigen bereits bei 10 K eine sehr schnell
erfolgende Umlagerung in eine energetisch gu¨nstigere Struktur (Absch. 4.3.3.2). Beide
Zielstrukturen sind jedoch nicht identisch und entsprechen nicht dem energetischen Mini-
mum. Das Tetramer 3, das einer linearen Verknu¨pfung von Acetylen- und Benzol-Einheiten
entspricht, bleibt jedoch stabil. Bei einer Erho¨hung der Simulationstemperatur auf 50 K
lagern letztendlich jedoch alle drei Tetramerstrukturen in die energetisch gu¨nstigste Struk-
tur um (Abschnitt 4.3.3.2).
Abb. 5.33.: Verhalten der Acetylen-Benzol-Tetramere bei 10 K (oben)
und bei 50 K (unten), Epot vs t (links), bei der entsprechen-
den Temperatur auftretende Umlagerungen (rechts)
Auch wenn die untersuchten Strukturen aufgrund ihrer geringen Gro¨ße, wie zu erwarten,
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noch eindeutig cluster-artiges Verhalten zeigen, ist auch hier bereits die Begu¨nstigung, der
linearen Strukturelemente zu erkennen. Die im Fall der Tetramere 2 und 3 zu beobach-
tenden Umlagerungen entsprechen nur einer geringfu¨gigen Verschiebung der Moleku¨le
gegeneinander und erst bei einer Temperatur von 50 K erfolgt in allen drei Fa¨llen eine
Umlagerung in das energetische Minimum.
Die Abbildung 5.34 zeigt das Verhalten der beiden ausgewa¨hlten Oktamerstruktuen bei
10 K und 50 K. Auch hier zeigt sich noch einerseits das cluster-artige Verhalten der Struk-
turen, jedoch auch andererseits die Begu¨nstigung der linearen Acetylen-Benzol-Einheiten.
Abb. 5.34.: Verhalten der Acetylen-Benzol-Oktamere bei 10 K (oben)
und bei 50 K (unten), Epot vs t (links), bei der entsprechen-
den Temperatur auftretende Umlagerungen (rechts)
Bei einer Simulationstemperatur von 10 K bleibt die, eine lineare Verknu¨pfung aufweisende
Struktur, trotz ihres geringeren Betrags der potentiellen Energie noch stabil. Obwohl
diese Geometrie eine erheblich geringere Gesamtanzahl an Wechselwirkungen aufweist,
liegt eine kinetische Hemmung bezu¨glich einer Umlagerung in das energetische Mini-
mum vor. Das zweite Oktamer weist bei dieser Temperatur nur eine Umlagerung auf, die
einer geringfu¨gigen Verschiebung der Moleku¨le gegeneinander unter Ausbildung zusa¨tzli-
cher Wechselwirkungen entspricht. Erst bei einer Erho¨hung der Simulationstemperatur
auf 50 K lagern beide Strukturen unter Energiegewinn vollsta¨ndig um.
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Das Hexamer (Abb. 5.35) weist die komplette, im Kristall wiederkehrende Struktureinheit
auf, jedoch, ebenso wie das Dodekamer (Abb. 5.35), keine lineare Verknu¨pfung mehrerer
Acetylen-Benzol-Einheiten. Beide Strukturen zeigen bereits bei 10 K eine Umlagerung
unter Gewinn an potentieller Energie.
Abb. 5.35.: Verhalten des Acetylen-Benzol-Hexamers und -Dodekamers
bei 10 K (oben) und bei 50 K (unten), Epot vs t (links), bei
der entsprechenden Temperatur auftretende Umlagerungen
(rechts)
Zusammenfassend kann jedoch bereits an dieser Stelle folgendes festgehalten werden: Die
kinetische Stabilita¨t einer Struktur ist hier stark von der La¨nge der linearen Verknu¨pfung
der CH(Acetylen)· · · pi(Benzol)-Kontakte abha¨ngig. Die Gro¨ße der Struktur hat geringeren
Einfluss.
5.2.2. DX, DY, DZ, DXY, DXZ, DYZ
Der Aufbau der mit DX, DY bzw. DZ bezeichneten Geometrien basiert auf einer Ver-
dopplung der Dodekamereinheit in X-, Y- bzw. Z-Richtung. Nur im Fall der Ausdehnung
der Struktur in die hier mit Z bezeichneten Richtung vergro¨ßert sich die La¨nge der linearen
Acetylen-Benzol-Verknu¨pfungen. Da letztere ein von den anderen beiden abweichendes
Verhalten aufweist, wird diese gesondert betrachtet.
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DY weist in seiner Startstruktur einen geringeren Betrag der potentiellen Energie als DX
auf (Abb. 5.36); beide wiederum einen geringeren Betrag als DZ (Abb. 5.37).
Abb. 5.36.: Verhalten der Acetylen-Benzol-Aggregate DX und DY bei
10 K (oben) und bei 50 K (unten), Epot vs t (links), bei
der entsprechenden Temperatur auftretende Umlagerungen
(rechts)
DX zeigt bei 10 K nur eine geringfu¨gige Verschiebung einiger Moleku¨le gegeneinander,
was auch nur zu einem geringen Gewinn an potentieller Energie fu¨hrt. DY zeigt bei dieser
Temperatur zwar noch keine Umlagerung in eine tatsa¨chlich cluster-artige Struktur, die
Umorientierung innerhalb der Struktur ist jedoch gro¨ßer, ebenso der Energiegewinn. Bei
einer Temperaturerho¨hung auf 50 K zeigen beide Strukturen eine komplette Umlagerung in
cluster-artige Strukturen und weisen somit einen sta¨rkeren Gewinn an potentieller Energie
auf. Es zeigt sich also, dass die Ausdehnung der Struktur in X-Richtung zu einer sta¨rkeren
Begu¨nstigung fu¨hrt als die Ausdehnung in Y-Richtung.
Eine Richtungsabha¨ngigkeit der Stabilita¨t zeigt sich noch sta¨rker bei Betrachtung der
Struktur DZ. Im Fall von DZ kann erst bei einer Simulationstemperatur von 90 K eine
vollsta¨ndige Umlagerung der Struktur unter Energiegewinn beobachtet werden.
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Abb. 5.37.: Verhalten des Acetylen-Benzol-Aggregats DZ bei 10 K, 50 K
und 90 K, Epot vs t (links), bei der entsprechenden Temper-
atur auftretende Umlagerungen (rechts)
Auch im Fall der aus 24 Moleku¨len aufgebauten Strukturen setzt sich also die bereits bei
den kleineren Einheiten gemachte Beobachtung fort: Eine Verla¨ngerung der Verknu¨pfung
der linearen Acetylen-Benzol-Einheiten bewirkt eine sta¨rkere Stabilisierung gegenu¨ber
Umlagerungen der entsprechenden Struktur als eine Vergro¨ßerung in andere Richtungen.
Im na¨chsten Schritt wurde die Struktureinheit des Dodekamers jeweils in zwei Richtun-
gen verdoppelt und dadurch Struktureinheiten aus jeweils 48 Moleku¨len erhalten. Auch
hier ist wieder zu beobachten, dass zwar die zunehmende Gro¨ße der Einheit eine Sta-
bilisierung der Struktur bewirkt, jedoch immer noch eine starke Richtungsabha¨ngigkeit
besteht (Abb. 5.38 und 5.39).
Bei einer Simulationstemperatur von 10 K zeigen alle drei Strukturen nur eine Ver-
schiebung der Moleku¨le an der Oberfla¨che der Einheit, was nur zu einer geringen Erho¨hung
des Betrags der potentiellen Energie fu¨hrt. Im Fall von Einheiten mit 48 Moleku¨len sind
diese Strukturen bei 10 K also als stabil anzusehen. Bei einer Erho¨hung der Simulations-
temperatur auf 50 K zeigt einzig die DXY-Struktur eine vollsta¨ndige und eindeutige Um-




Abb. 5.38.: Verhalten der Acetylen-Benzol-Aggregate DXY, DXZ und
DYZ bei 10 K (oben), 50 K (Mitte) und 90 K (unten) (a),
Epot vs t
Abb. 5.39.: Verhalten der Acetylen-Benzol-Aggregate DXY, DXZ und
DYZ bei 10 K (oben), 50 K (Mitte) und 90 K (unten) (b), bei
der entsprechenden Temperatur auftretende Umlagerungen
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5.2.3. DXZX, DXZXY und DXZXYZ
Ausgehend von der mit DXZ bezeichneten Struktur wurde diese Einheit nacheinander
in X- (DXZX), Y- (DXZXY) und Z-Richtung (DXZXYZ) verdoppelt. Dadurch wurden
Strukturen erhalten, die aus 96, 192 bzw. 384 Moleku¨len aufgebaut sind. Aufgrund der
bisher gemachten Beobachtungen wurde die Steigerung der Simulationstemperaturen bis
130 K weitergefu¨hrt.
In den folgenden drei Abbildungen (5.40, 5.41, 5.42) ist das zeitabha¨ngige Verhalten der
potentiellen Energien der als DXZX, DXZXY und DXZXYZ bezeichneten Einheiten und
die jeweilige Endstruktur bei Simulationstemperaturen von 10 K, 50 K, 90 K und 130 K
dargestellt. Sowohl im Fall von DXZX und DXZXY ist bei ho¨heren Temperaturen noch
eine deutliche, vollsta¨ndige Umlagerung und nach einem temperaturbedingten Anstieg der
Werte potentiellen Energie ein Abfall derselben zu erkennen. Das Verhalten der gro¨ßten
Struktur unterscheidet sich davon.
Abb. 5.40.: Verhalten des Acetylen-Benzol-Aggregats DXZX bei 10 K, 50
K, 90 K und 130 K, Epot vs t (links), bei der entsprechenden
Temperatur auftretende Umlagerungen (rechts)
Im Fall von DXZX ist die Struktur bei 10 K und bei 50 K als stabil anzusehen. Der
Wert der potentiellen Energie zeigt bei beiden Temperaturen keinen deutlichen Abfall.
Die Vera¨nderung der Struktur ist aufgrund der Betrachtung der vollsta¨ndigen Trajektorie
hier nur als voru¨bergehende Schwankung anzusehen. Bei einer Simulationstemperatur von
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90 K sind deutliche Oberfla¨cheneffekte zu beobachten, die sich jedoch aufgrund der gerin-
gen Gro¨ße der Struktur bis ins Innere fortsetzen. Bei einer Erho¨hung der Temperatur auf
130 K ist eine vollsta¨ndige Umlagerung der Struktur verknu¨pft mit starken Schwankungen
der potentiellen Energie zu beobachten.
Abb. 5.41.: Verhalten des Acetylen-Benzol-Aggregats DXZXY bei 10 K,
50 K, 90 K und 130 K, Epot vs t (links), bei der entsprechen-
den Temperatur auftretende Umlagerungen (rechts)
Bei einer Vergro¨ßerung der Struktur DXZX auf 192 Moleku¨le (DXZXY) sind im Wesent-
lichen die gleichen Tendenzen zu beobachten. Auch hier bleibt die Struktur im Inneren
der Einheit bei 90 K weitestgehend stabil und es ist kein deutlicher Abfall der Werte der
potentiellen Energie zu beobachten.
Im Fall der aus 384 Moleku¨len bestehenden Einheit DXZXYZ zeigt sich ein deutlicheres
Bild. Bis zu der Simulationstemperatur von 130 K sind nur Effekte an der Oberfla¨che der
Struktureinheit zu beobachten. Diese nehmen zwar mit steigender Temperatur zu, set-
zen sich jedoch auch bei 130 K nicht bis ins Innere der Struktur fort. Weiterhin ist nach
dem temperaturbedingten Anstieg der potentiellen Energie, kein, auf eine Umlagerungen
hinweisender, Abfall zu beobachten. Die Betrachtung des zeitlichen Verlaufs der Struk-
tura¨nderungen (Abb. 5.43) sollte hier die Schlussfolgerung zulassen, dass ab dieser Gro¨ße
der Acetylen-Benzol-Einheit nicht mehr von cluster-artigen Umlagerungen zu sprechen ist.
Hier wirken auch bei einer Temperatur von 130 K nur Oberfla¨cheneffekte, die sich nicht
bis in das Inneren der Struktur fortsetzen ko¨nnen. Damit kann diese Struktur mit Recht
als mikrokristallin bezeichnet werden.
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Abb. 5.42.: Verhalten des Acetylen-Benzol-Aggregats DXZXYZ bei 10 K,
50 K, 90 K und 130 K, Epot vs t (links), bei der entsprechen-
den Temperatur auftretende Umlagerungen (rechts)
Abb. 5.43.: Struktur des Acetylen-Benzol-Aggregats DXZXYZ nach 50 ps, 100 ps, 500 ps
und 1000 ps
5.2.4. Zusammenfassung
Die Untersuchung der im Kristall enthaltenen Struktureinheiten zunehmender Gro¨ße lassen
folgende Schlussfolgerungen zu: In kleinen cluster-artigen Einheiten wie dem Tetramer
und dem Oktamer ist die Umlagerung in energetisch begu¨nstigte Strukturen kinetisch
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gehemmt. Bei Vergro¨ßerung der Strukturen zu Einheiten bestehend aus 24 bzw. 48 Mole-
ku¨len zeigt sich eine Richtungsabha¨ngigkeit der Stabilita¨t. Begu¨nstigt sind dabei Struk-
turen, die eine mo¨glichst große Ausdehnung der linearen Acetylen-Benzol-Einheiten auf-
weisen. Weiterhin zeigt sich fu¨r die aus 384 Moleku¨len aufgebaute Einheit ein Verhalten,
dass eher typisch fu¨r kristallartige Strukturen als fu¨r Cluster ist. Zusammengefasst weisen
diese Beobachtungen auf eine entscheidende Begu¨nstigung der T-fo¨rmigen Acetylen-Benzol-




5.3. Energetische Begu¨nstigung der reinen bzw. der gemischten
Spezies
Die im Folgenden beschriebenen Berechnungen dienen der Untersuchung der Fragestellung,
ob der bei der Bildung des gemischten Dimers beobachtete Energiegewinn gegenu¨ber den
reinen Dimeren, sich bei der Bildung gro¨ßerer Cluster, bzw. mikrokristallartiger Strukturen
(Absch. 5.2) fortsetzt. Dazu wurden die durch eine Simulation bei 10 K erhaltenen Energien
der Dimere und der jeweils beiden energetisch gu¨nstigsten Tetramere gegenu¨bergestellt.
Weiterhin wurden entsprechende Simulationen mit aus der Kristallstruktur erhaltenen
Einheiten von sechs, acht, zwo¨lf, 24 und 48 Moleku¨len durchgefu¨hrt, wobei jeweils das
stabilste Aggregat der entsprechenden Gro¨ße gewa¨hlt wurde.
Alle Angaben in den folgenden Tabellen (5.3, 5.4 und 5.5) erfolgen in kJ/mol. Die




(2EAcnBzn − EAcn − EBzn) (5.3)
Tab. 5.3.: Epot der Acetylen-, Benzol- und der gemischten Dimere und Tetramere
Dimer Tetramer 1 Tetramer 2
Acetylen -6.37 -28.88 -28.35
Benzol -10.83 -53.57 -47.85
Acetylen-Benzol -11.6 -42.82 -40.76
Energiedifferenz -3.00 -1.69 -2.66
Bei der Betrachtung der Dimerstrukturen ist eindeutig ein Energiegewinn durch die Bil-
dung des gemischten Dimers gegenu¨ber den beiden reinen Dimeren zu beobachten (Tab.
5.3). Beru¨cksichtigt man die Hinweise auf die Struktur der jeweiligen Energiehyperfla¨chen,
die sich aus den verschiedenen Simulationen ergeben, sind einige weitere Hinweise auf die
Ursachen der Bevorzugung dieser Struktur zu erkennen: Im Fall der Acetylen-Dimere
(Absch. 3.1.1) liegt eine T-fo¨rmige Minimumstruktur vor, die u¨ber Sattelpunkte, die
sich energetisch nur geringfu¨gig von dem Minimum unterscheiden (C2v), in symmetrie-
a¨quivalente Minima umlagern kann ([256], [218], [219]). Das Benzol-Dimer zeigt drei nicht
symmetrie-a¨quivalente, energetisch sehr a¨hnliche stationa¨re Punkte auf der Energiehy-
perfla¨che (Abschnitt 4.2.1), wobei die beiden sandwich-artigen Strukturen energetisch
begu¨nstigt sind ([260], [261], [262]). Aufgrund der durchgefu¨hrten Simulationen konnte
jedoch auf eine geringe Energiebarriere fu¨r die gegenseitige Umwandlung der Strukturen
ineinander geschlossen werden. Alle hier zusammengefassten Beobachtungen weisen auf
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einen flachen Verlauf der beiden Energiehyperfla¨chen hin. Die Berechnungen der Acetylen-
Benzol-Dimere zeigen ein anderes Ergebnis (Abschnitt 4.3.1): Die T-fo¨rmige Struktur
stellt hier eine eindeutig bevorzugte Minimumsgeometrie dar ([277], [278]). Im Fall des
gemischten Dimers ist die CH(Acetylen)· · ·pi(Benzol)-Wechselwirkung gegenu¨ber den an-
deren mo¨glichen Wechselwirkungen energetisch erheblich begu¨nstigt.
Auch bei einem Vergleich der Energien der beiden jeweils gu¨nstigsten Tetramerstruk-
turen ist durch die Bildung der gemischten Spezies ein Energiegewinn zu beobachten
(Tab. 5.3). Beide Acetylen-Tetramere (Abschnitt 4.1.3) weisen eine maximale Anzahl
(verzerrter) T-fo¨rmiger Kontakte auf und sind gegenu¨ber den anderen untersuchten sta-
tiona¨ren Punkten erheblich begu¨nstigt. Im Fall der Benzol-Tetramere (Abschnitt 4.2.3)
liegen die Verha¨ltnisse a¨hnlich. In den energetisch gu¨nstigsten Strukturen der gemischten
Tetramere (Abschnitt 4.3.3.2) ist die Anzahl der Wechselwirkungen ebenfalls maximal. Da
die einzelne T-fo¨rmige Acetylen-Benzol-Wechselwirkung begu¨nstigt ist, ergibt sich hieraus
durch Bildung des gemischten Tetramers ein Energiegewinn.
Tab. 5.4.: Epot eines Acetylen-, Benzol- und gemischten Hexamers, Oktamers und Dodekamers
Hexamer Oktamer Dodekamer
Acetylen -56.25 -83.76 -147.56
Benzol -98.93 -151.72 -265.89
Acetylen-Benzol -74.73 -106.07 -194.52
Energiedifferenz 2.86 11.67 7.70
Bei einer Vergro¨ßerung der Strukturen auf sechs, acht bzw. zwo¨lf Moleku¨le ist kein Ener-
giegewinn durch Bildung der gemischten Spezies (Tab. 5.4) zu beobachten. Ohne auf
eine genaue Analyse der verschiedenen Clusterstrukturen einzugehen, kann hier auf einige
gegenla¨ufige Effekte verwiesen werden.
Da als Startgeometrien hier Ausschnitte aus der Kristallstruktur gewa¨hlt wurden, liegen
in den entsprechenden Geometrien mehrere dieser Kontakte vor. Bereits bei den Simula-
tionen der kleinen Cluster (Abschnitt 4.3) war eine kinetische Hemmung der Umlagerung
der kettenfo¨rmigen Geometrien zu beobachten. Dieser Effekt scheint bei der Aneinander-
reihung entsprechender Struktureinheiten ebenfalls noch gegeben zu sein, was bei einer
Simulationstemperatur von 10K eine Umlagerung in andere Geometrien verhindert. In-
nerhalb der aus den Kristallstrukturen resultierenden Ausschnitte der reinen Spezies liegt
dieser Effekt nicht vor. Es ko¨nnen also cluster-artige Umlagerungen erfolgen, die zu ener-
getisch gu¨nstigeren Wechselwirkungen fu¨hren. Daraus resultiert letztendlich hier eine Be-
gu¨nstigung der reinen Spezies gegenu¨ber den gemischten.
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Tab. 5.5.: Epot eines Acetylen-, Benzol- und eines gemischten Aggregats aus jeweils 24 bzw. 48
Moleku¨len





Bei einer weiteren Vergro¨ßerung der Strukturen (Tab. 5.5) ist wieder eine Bevorzugung der
gemischten Spezies zu beobachten. Geht man zu diesen Gro¨ßenordnungen u¨ber, beginnt
auch bei den reinen Strukturen der stabilisierende Effekt der in den Kristallstrukturen
enthaltenen Geometrien zu dominieren. Da innerhalb des Acetylen-Benzol-Kristalls die
stark begu¨nstigte T-fo¨rmige Acetylen-Benzol-Wechselwirkung u¨berwiegt, fu¨hrt die Bil-
dung der gemischten Struktur wieder zu einem Energiegewinn. Dies weist darauf hin, dass
die Bildung des Cokristalls tatsa¨chlich auf einer energetischen Begu¨nstigung dieser Spezies
beruhen ko¨nnte.
Weiterhin kann an dieser Stelle noch auf einen anderen beobachteten Zusammenhang
hingewiesen werden. Sowohl im Fall des Acetylen-Dimers als auch im Fall des Benzol-
Dimers existieren energetisch relativ niedrig gelegene Sattelpunkte auf der Energiehyper-
fla¨che, die eine Umwandlung symmetrie-a¨quivalenter Minima ineinander ermo¨glichen. Die
Energiehyperfla¨che des Acetylen-Benzol-Dimers weist keine solchen Sattelpunkte auf. So-
wohl der reine Acetylen- als auch der reine Benzolkristall weisen Polymorphie auf. Von
dem Acetylen-Benzol-Cokristall ist nur eine Kristallstruktur bekannt, was ebenfalls mit
der besonderen Stabilita¨t des auch im Cokristall dominierenden Acetylen-Benzol-Kontakts
in Zusammenhang stehen sollte.
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Wie bereits in der Einleitung dargelegt, bestand die Motivation zu dieser Arbeit darin,
molekulardynamische Simulationen an Aggregaten unterschiedlicher Gro¨ße zweier Cokris-
tallbildner unter Verwendung eines quantenmechanisch abgeleiteten Potentials zur Be-
schreibung der intermolekularen Wechselwirkungen durchzufu¨hren und durch deren Ana-
lyse Informationen u¨ber die Eigenschaften und das Verhalten dieser Aggregate zu erhalten.
Je nach Fragestellung belief sich die Gro¨ße der Aggregate auf zwei bis fu¨nf Moleku¨le, 184,
275 und 599 Moleku¨le und 24, 48 bis 384 Moleku¨len.
Die Simulationen bzw. Energieminimierungen erfolgten jeweils fu¨r unterschiedliche Di-
mere, Trimere, Tetramere und Pentamere sowohl der reinen Substanzen als auch der ge-
mischten Spezies. Weiterhin wurden die Phasenu¨berga¨nge der reinen Acetylen-Spezies in
Form großer “Tropfen” simuliert. Abschließend wurden Simulationen gemischter Aggregate
zunehmender Gro¨ße bis zum U¨bergang zu mikrokristallartigen Strukturen durchgefu¨hrt.
Die Ergebnisse der durchgefu¨hrten Energieminimierungen lassen sich wie folgt zusam-
menfassen: Die Geometrieoptimierung von Kristallstrukturausschnitten liefert erste Hin-
weise auf die Struktur der Energiehyperfla¨chen und Daten u¨ber die verschiedenen Beitra¨ge
zur Gesamtwechselwirkungsenergie. Ausgehend von Startgeometrien, die Ausschnitte aus
den Kristallstrukturen darstellen, konnten nur in einem Teil der Fa¨lle die absoluten Mini-
mumstrukturen der entsprechenden Clustergro¨ßen gefunden werden. Dies la¨sst die Schluss-
folgerung zu, dass diese Struktureinheiten durch Energiebarrieren von den absoluten Mini-
mumstrukturen entsprechender kleiner Aggregate getrennt sind und i.d.R. nur lokalen
Minima auf der Energiehyperfla¨che der Aggregate entsprechender Gro¨ße und Zusam-
mensetzung a¨hneln. Im Fall der reinen Acetylen-Aggregate ist der dominierende Ener-
giebeitrag die elektrostatische Energie, im Fall der reinen Benzol-Aggregate ist dies der
van-der-Waals-Beitrag Erep+dis. Ebenso nimmt der Anteil der elektrostatischen Wechsel-
wirkungsenergie im Fall der gemischten Spezies mit zunehmender Anzahl der Acetylen-
Acetylen-Kontakte zu.
Die Auswertung der Simulationen kleiner Cluster ermo¨glicht entscheidende Schlussfol-
gerungen bezu¨glich der Struktur der Energiehyperfla¨chen und der Dominanz bevorzugter
Orientierungen innerhalb der Strukturen. Die die jeweiligen Dimere repra¨sentierenden
Energiehyperfla¨chen sind im Fall der reinen Spezies als erheblich glatter anzusehen als
die der gemischten Spezies und weisen energetisch relativ niedrig gelegene Sattelpunkte
auf. Ebenso weisen die Energiehyperfla¨chen der gro¨ßeren Cluster der reinen Acetylen- bzw.
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Benzol-Aggregate einen eher glatten Verlauf auf. In beiden Fa¨llen existiert keine Cluster-
struktur, die oberhalb von 30 K noch als stabil gegenu¨ber einer Umlagerung in die absolute
Minimumstruktur anzusehen ist; die meisten Startstrukturen zeigen bereits bei 10 K eine
Umlagerung in die absolute Minimumstruktur. Im Fall der gemischten Spezies stellt sich
die Situation anders dar. Hier weist bereits innerhalb der hier untersuchten kleinen Clus-
ter, die im Cokristall wiederkehrende, alternierend lineare Verknu¨pfung eine entscheidend
erho¨hte Stabilita¨t gegenu¨ber Umlagerungen in kompakte und energetisch tiefer liegende
Clusterstrukturen auf. Also sind diese Geometrien zwar energetisch wenig begu¨nstigt; ihr
Umlagerungsverhalten deutet jedoch auf eine kinetische Hemmung der entsprechenden
Vorga¨nge hin. Weiterhin ist festzuhalten, dass die Struktur der Energiehyperfla¨chen der
gemischten Spezies mit zunehmender Clustergro¨ße einen ho¨heren Grad an Komplexita¨t
annimmt, wie es angesichts der steigenden Zahl an Freiheitsgraden zu erwarten war.
Die Simulationen der Acetylen-“Tropfen” unter Anwendung verschiedener Erwa¨rmungs-
raten ermo¨glichten durch Analyse der Zeitabha¨ngigkeit der Energie, der Enthalpie und
der radialen Dichteverteilungsfunktion eine Zuordnung der Phasenu¨berga¨nge erster und
zweiter Ordnung.
Auch die Untersuchung der im Cokristall erhaltenen Struktureinheiten zunehmender
Gro¨ße deuten wieder auf eine entscheidende Begu¨nstigung der T-fo¨rmigen Acetylen-Benzol-
Verknu¨pfungen, wie sie im Cokristall beobachtet wird, hin. In kleinen Clustereinheiten ist
die Umlagerung in energetisch begu¨nstigte Strukturen kinetisch gehemmt. Bei einer Ver-
gro¨ßerung der Aggregate zeigt sich eine Begu¨nstigung der Strukturen, die eine mo¨glichst
große Ausdehnung der linearen Acetylen-Benzol-Einheiten aufweisen.
Der Vergleich gro¨ßere Aggregate der reinen mit den gemischten Spezies deutet da-
rauf hin, dass die Bildung des Cokristalls auf einer energetischen Begu¨nstigung dieser
Spezies beruhen ko¨nnte. Ebenso im Zusammenhang mit der besonderen Stabilita¨t der
den Cokristall dominierenden Struktureinheit steht die Beobachtung, dass im Cokristall
bislang keine Polymorphie gefunden wurde.
Zusammenfassend la¨sst sich festhalten, dass die im Rahmen dieser Arbeit durchgefu¨hrten
Berechnungen eindeutige Hinweise auf die Strukturen der verschiedenen Energiehyper-
fla¨chen kleinerer und gro¨ßerer Aggregate liefern, die sonst aufwendige quantenmechanische
Berechnungen erfordern wu¨rden. Weiterhin liefern die verschiedenen Analysen Argumente
fu¨r die bevorzugte Bildung des Cokristalls, die sich anhand der grundlegenden Wechsel-
wirkungen zwischen den verschiedenen Spezies ergeben.
Eine Fortfu¨hrung der hier begonnenen Arbeiten sollte einerseits in der Simulation gro¨-
ßerer Clusterstrukturen bestehen, andererseits bietet sich die Mo¨glichkeit der Simulation
der Clusterbildung an. Weiterhin sollte beim Vorliegen weiterer Energiehyperfla¨chen an-
derer Cokristallbildner ein systematischer Vergleich der verschiedenen Wechselwirkungen
und deren Auswirkungen auf die Cokristallbildung mo¨glich sein.
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; name mass charge ptype C6 C12
CE 0.0000 0.308 D -0.0125863515 -2299.6586284215
HE 0.0000 -0.416 D -0.0005149418 -587.1849595795
V 0.0000 0.216 D 0.0179472406 638.4013074665
ME 13.0190 0.000 A 0.000000 0.000000
[ nonbond_params ]
; i j func C6 C12
CE CE 1 -0.0125863515 -2299.6586284215
HE HE 1 -0.0005149418 -587.1849595795
CE HE 1 0.0008675479 3744.1288790900
CE V 1 0.0145390101 16174.1775377649
HE V 1 -0.0008424189 -1337.2312935904
V V 1 0.0179472406 638.4013074665
CE ME 1 0.0000000000 0.0000000000
HE ME 1 0.0000000000 0.0000000000
V ME 1 0.0000000000 0.0000000000





; nr type resnr residue atom cgnr charge mass
1 ME 1 ACY ME 1 0.000 13.01864
2 ME 1 ACY ME 1 0.000 13.01864
3 HE 1 ACY HE 2 0.308 0.0000
4 HE 1 ACY HE 2 0.308 0.0000
207
A. topol.top- und .pdb-Dateien
5 CE 1 ACY CE 3 -0.416 0.0000
6 CE 1 ACY CE 3 -0.416 0.0000
7 V 1 ACY V 4 0.216 0.0000
[ virtual_sites2 ]
; Dummy from func a
3 1 2 1 -0.62353
4 1 2 1 1.62353
5 1 2 1 0.09374
6 1 2 1 0.90626
7 1 2 1 0.50000
[ constraints ]
1 2 1 0.14803
[exclusions]
3 1 5 7 6 2 4
1 3 5 7 6 2 4
5 3 1 7 6 2 4
7 3 1 5 6 2 4
6 3 1 5 7 2 4
2 3 1 5 7 6 4
4 3 1 5 7 6 2
[ bonds ]
; i j func b0 kb
3 5 1 0.10618 351456.0 ;
5 7 1 0.06014 962320.0 ;
4 6 1 0.10618 351456.0 ;
6 7 1 0.06014 962320.0 ;
[angles]
; i j k func th0 cth
3 1 7 1 180.000 937.216 ;
5 7 6 1 180.000 937.216 ;
7 6 4 1 180.000 937.216 ;
[ dihedrals ]
; i j k l func coefficients
3 5 7 6 3 0.00000 0.00000 0.00000 0.00000 0.00000 0.00000










HETATM 1 ME ACY 1 8.545 1.794 4.694 1.00 0.00
HETATM 2 ME ACY 1 8.545 0.689 3.709 1.00 0.00
HETATM 3 HE ACY 1 8.545 2.483 5.309 1.00 0.00
HETATM 4 HE ACY 1 8.545 0.000 3.095 1.00 0.00
HETATM 5 CE ACY 1 8.545 1.690 4.602 1.00 0.00
HETATM 6 CE ACY 1 8.545 0.793 3.802 1.00 0.00
HETATM 7 V ACY 1 8.545 1.241 4.202 1.00 0.00
HETATM 8 ME ACY 2 5.730 0.689 1.599 1.00 0.00
HETATM 9 ME ACY 2 5.730 1.794 0.614 1.00 0.00
HETATM 10 HE ACY 2 5.730 0.000 2.214 1.00 0.00
HETATM 11 HE ACY 2 5.730 2.483 0.000 1.00 0.00
HETATM 12 CE ACY 2 5.730 0.793 1.507 1.00 0.00
HETATM 13 CE ACY 2 5.730 1.690 0.707 1.00 0.00







; name mass charge ptype C6 C12
HE 0.00000 0.098 D -0.0003172719 -35.4525253134
CE 0.00000 0.140 D -0.0191485924 226527.3155930000
VE 0.00000 0.228 D -0.0008232940 40.0974352022
WE 0.00000 -0.157 D 0.0000596656 544.034247461
ME 26.03800 0.000 A 0.000000 0.0000000000
[ nonbond_params ]
; i j func C6 C12
HE HE 1 -0.0003172719 -35.4525253134
CE HE 1 -0.0009054593 -641.7268025235
HE VE 1 -0.0000092552 -149.2674244258
HE WE 1 0.0000935650 919.3975900000
CE CE 1 0.0191485924 226527.315593000
CE VE 1 -0.0009528910 702.433645029
CE WE 1 0.0006079229 -2215.915848453
VE VE 1 -0.0008232940 40.0974352022
VE WE 1 0.0002378480 -392.7983113524
WE WE 1 0.0000596656 544.0342474615
209
A. topol.top- und .pdb-Dateien
ME CE 1 0.0000000000 0.000000000
ME HE 1 0.0000000000 0.000000000
ME VE 1 0.0000000000 0.000000000
ME WE 1 0.0000000000 0.000000000





; nr type resnr residue atom cgnr charge mass
1 CE 1 ben CE 1 0.09800 0.00000
2 CE 1 ben CE 1 0.09800 0.00000
3 CE 1 ben CE 1 0.09800 0.00000
4 CE 1 ben CE 1 0.09800 0.00000
5 CE 1 ben CE 1 0.09800 0.00000
6 CE 1 ben CE 1 0.09800 0.00000
7 HE 1 ben HE 2 0.14000 0.00000
8 HE 1 ben HE 2 0.14000 0.00000
9 HE 1 ben HE 2 0.14000 0.00000
10 HE 1 ben HE 2 0.14000 0.00000
11 HE 1 ben HE 2 0.14000 0.00000
12 HE 1 ben HE 2 0.14000 0.00000
13 ME 1 ben ME 3 0.00000 26.03800
14 ME 1 ben ME 3 0.00000 26.03800
15 ME 1 ben ME 3 0.00000 26.03800
16 VE 1 ben VE 4 0.22800 0.00000
17 VE 1 ben VE 4 0.22800 0.00000
18 WE 1 ben WE 5 -0.15700 0.00000
19 WE 1 ben WE 5 -0.15700 0.00000
20 WE 1 ben WE 5 -0.15700 0.00000
21 WE 1 ben WE 5 -0.15700 0.00000
22 WE 1 ben WE 5 -0.15700 0.00000
23 WE 1 ben WE 5 -0.15700 0.00000
24 WE 1 ben WE 5 -0.15700 0.00000
25 WE 1 ben WE 5 -0.15700 0.00000
26 WE 1 ben WE 5 -0.15700 0.00000
27 WE 1 ben WE 5 -0.15700 0.00000
28 WE 1 ben WE 5 -0.15700 0.00000
29 WE 1 ben WE 5 -0.15700 0.00000
[ virtual_sites3 ]
; Dummy from func a b
1 13 14 15 2 0.50000 0.01159
2 15 13 14 2 0.50000 0.28989
3 14 15 13 2 0.50000 0.01159
4 13 14 15 2 0.50000 0.28989
5 15 13 14 2 0.50000 0.01159
210
A.2. Benzol
6 14 15 13 2 0.50000 0.28989
7 13 14 15 2 0.50000 -0.09684
8 15 13 14 2 0.50000 0.39789
9 14 15 13 2 0.50000 -0.09684
10 13 14 15 2 0.50000 0.39789
11 15 13 14 2 0.50000 -0.09684
12 14 15 13 2 0.50000 0.39789
[ virtual_sites3 ]
; Dummy from func a b c
16 13 14 15 4 0.33333 0.33333 0.80072
17 13 14 15 4 0.33333 0.33333 -0.80072
18 13 15 14 4 0.02475 0.02475 0.80072
19 15 14 13 4 0.64192 0.64192 0.80072
20 14 13 15 4 0.02475 0.02475 0.80072
21 13 15 14 4 0.64192 0.64192 0.80072
22 15 14 13 4 0.02475 0.02475 0.80072
23 14 13 15 4 0.64192 0.64192 0.80072
24 13 15 14 4 0.02475 0.02475 -0.80072
25 15 14 13 4 0.64192 0.64192 -0.80072
26 14 13 15 4 0.02475 0.02475 -0.80072
27 13 15 14 4 0.64192 0.64192 -0.80072
28 15 14 13 4 0.02475 0.02475 -0.80072
29 14 13 15 4 0.64192 0.64192 -0.80072
[ constraints ]
13 14 1 0.26034
13 15 1 0.26034
14 15 1 0.26034
[exclusions]
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
2 1 3 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
3 1 2 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
4 1 2 3 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
5 1 2 3 4 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
6 1 2 3 4 5 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
7 1 2 3 4 5 6 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
8 1 2 3 4 5 6 7 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
9 1 2 3 4 5 6 7 8 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
211
A. topol.top- und .pdb-Dateien
10 1 2 3 4 5 6 7 8 9 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
11 1 2 3 4 5 6 7 8 9 10 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
12 1 2 3 4 5 6 7 8 9 10 11 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
13 1 2 3 4 5 6 7 8 9 10 11 12 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
14 1 2 3 4 5 6 7 8 9 10 11 12 13 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
15 1 2 3 4 5 6 7 8 9 10 11 12 13 14
16 17 18 19 20 21 22 23 24 25 26 27 28 29
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 17 18 19 20 21 22 23 24 25 26 27 28 29
17 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 18 19 20 21 22 23 24 25 26 27 28 29
18 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 19 20 21 22 23 24 25 26 27 28 29
19 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 20 21 22 23 24 25 26 27 28 29
20 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 21 22 23 24 25 26 27 28 29
21 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 22 23 24 25 26 27 28 29
22 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 23 24 25 26 27 28 29
23 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 24 25 26 27 28 29
24 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 25 26 27 28 29
25 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 26 27 28 29
26 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25 27 28 29
27 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25 26 28 29
28 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25 26 27 29
29 1 2 3 4 5 6 7 8 9 10 11 12 13 14










HETATM 1 CE ben 1 2.900 3.139 2.900 1.00 0.00
HETATM 2 CE ben 1 2.900 2.861 2.900 1.00 0.00
HETATM 3 CE ben 1 3.021 3.070 2.900 1.00 0.00
HETATM 4 CE ben 1 2.780 2.930 2.900 1.00 0.00
HETATM 5 CE ben 1 3.021 2.930 2.900 1.00 0.00
HETATM 6 CE ben 1 2.780 3.070 2.900 1.00 0.00
HETATM 7 HE ben 1 2.900 3.247 2.900 1.00 0.00
HETATM 8 HE ben 1 2.900 2.753 2.900 1.00 0.00
HETATM 9 HE ben 1 3.114 3.124 2.900 1.00 0.00
HETATM 10 HE ben 1 2.686 3.124 2.900 1.00 0.00
HETATM 11 HE ben 1 3.114 2.876 2.900 1.00 0.00
HETATM 12 HE ben 1 2.686 2.876 2.900 1.00 0.00
HETATM 13 ME ben 1 2.900 3.150 2.900 1.00 0.00
HETATM 13 ME ben 1 3.030 2.925 2.900 1.00 0.00
HETATM 15 ME ben 1 2.770 2.925 2.900 1.00 0.00
HETATM 16 VE ben 1 2.900 3.000 2.947 1.00 0.00
HETATM 17 VE ben 1 2.900 3.000 2.853 1.00 0.00
HETATM 18 WE ben 1 2.900 3.139 2.947 1.00 0.00
HETATM 29 WE ben 1 2.900 2.861 2.947 1.00 0.00
HETATM 20 WE ben 1 3.021 3.070 2.947 1.00 0.00
HETATM 21 WE ben 1 2.780 2.930 2.947 1.00 0.00
HETATM 22 WE ben 1 3.021 2.930 2.947 1.00 0.00
HETATM 23 WE ben 1 2.780 3.070 2.947 1.00 0.00
HETATM 24 WE ben 1 2.900 3.139 2.853 1.00 0.00
HETATM 25 WE ben 1 2.900 2.861 2.853 1.00 0.00
HETATM 26 WE ben 1 3.021 3.070 2.853 1.00 0.00
HETATM 27 WE ben 1 2.780 2.930 2.853 1.00 0.00
HETATM 28 WE ben 1 3.021 2.930 2.853 1.00 0.00
HETATM 29 WE ben 1 2.780 3.070 2.853 1.00 0.00
HETATM 30 CE ben 2 3.400 2.900 3.139 1.00 0.00
HETATM 31 CE ben 2 3.400 2.900 2.861 1.00 0.00
HETATM 32 CE ben 2 3.400 3.021 3.070 1.00 0.00
HETATM 33 CE ben 2 3.400 2.780 2.930 1.00 0.00
HETATM 34 CE ben 2 3.400 3.021 2.930 1.00 0.00
HETATM 35 CE ben 2 3.400 2.780 3.070 1.00 0.00
HETATM 36 HE ben 2 3.400 2.900 3.247 1.00 0.00
HETATM 37 HE ben 2 3.400 2.900 2.753 1.00 0.00
HETATM 38 HE ben 2 3.400 3.114 3.124 1.00 0.00
HETATM 39 HE ben 2 3.400 2.686 3.124 1.00 0.00
HETATM 40 HE ben 2 3.400 3.114 2.876 1.00 0.00
HETATM 41 HE ben 2 3.400 2.686 2.876 1.00 0.00
HETATM 42 ME ben 2 3.400 2.900 3.150 1.00 0.00
HETATM 43 ME ben 2 3.400 3.030 2.925 1.00 0.00
HETATM 44 ME ben 2 3.400 2.770 2.925 1.00 0.00
HETATM 45 VE ben 2 3.447 2.900 3.000 1.00 0.00
HETATM 46 VE ben 2 3.447 2.900 3.000 1.00 0.00
213
A. topol.top- und .pdb-Dateien
HETATM 47 WE ben 2 3.447 2.900 3.139 1.00 0.00
HETATM 48 WE ben 2 3.447 2.900 2.861 1.00 0.00
HETATM 49 WE ben 2 3.447 3.021 3.070 1.00 0.00
HETATM 50 WE ben 2 3.447 2.780 2.930 1.00 0.00
HETATM 51 WE ben 2 3.447 3.021 2.930 1.00 0.00
HETATM 52 WE ben 2 3.447 2.780 3.070 1.00 0.00
HETATM 53 WE ben 2 3.353 2.900 3.139 1.00 0.00
HETATM 54 WE ben 2 3.353 2.900 2.861 1.00 0.00
HETATM 55 WE ben 2 3.353 3.021 3.070 1.00 0.00
HETATM 56 WE ben 2 3.353 2.780 2.930 1.00 0.00
HETATM 57 WE ben 2 3.353 3.021 2.930 1.00 0.00







; name mass charge ptype C6 C12
HE 0.00000 0.098 D -0.0003172719 -35.4525253134
CE 0.00000 0.140 D -0.0191485924 226527.3155930000
VE 0.00000 0.228 D -0.0008232940 40.0974352022
WE 0.00000 -0.157 D 0.0000596656 544.034247461
CF 0.00000 -0.416 D -0.0125863515 -2299.6586284215
HF 0.00000 0.308 D -0.0005149418 -587.1849595795
VF 0.00000 0.216 D 0.0179472406 638.4013074665
ME 26.03800 0.000 A 0.000000 0.0000000000
MF 13.0190 0.000 A 0.000000 0.0000000000
[ nonbond_params ]
; i j func C6 C12
HE HE 1 -0.0003172719 -35.4525253134
CE HE 1 -0.0009054593 -641.7268025235
HE VE 1 -0.0000092552 -149.2674244258
HE WE 1 0.0000935650 919.3975900000
CE CE 1 0.0191485924 226527.315593000
CE VE 1 -0.0009528910 702.433645029
CE WE 1 0.0006079229 -2215.915848453
VE VE 1 -0.0008232940 40.0974352022
VE WE 1 0.0002378480 -392.7983113524
214
A.3. Acetylen-Benzol
WE WE 1 0.0000596656 544.0342474615
CF CF 1 -0.0125863515 -2299.6586284215
CF HF 1 0.0008675479 3744.1288790900
CF VF 1 0.0145390101 16174.1775377649
HF HF 1 -0.0005149418 -587.1849595795
HF VF 1 -0.0008424189 -1337.2312935904
VF VF 1 0.0179472406 638.4013074665
CE CF 1 0.0043110266 108511.9399422500
CE HF 1 0.0015051513 70228.2639397000
CE VF 1 0.0085332194 -19.3505774861
HE CF 1 -0.0005600558 974.3719761925
HE HF 1 -0.0002567704 -60.8565238363
HE VF 1 -0.0022876300 -928.0002691685
VE CF 1 0.0013037113 26018.4567064650
VE HF 1 0.0003625579 -279.1138988025
VE VF 1 -0.0078690655 -1642.745765866
WE CF 1 -0.0003152941 -64870.513997750
WE HF 1 -0.0005499537 2175.119167512
WE VF 1 -0.0017525864 123.773127870
ME CE 1 0.0000000000 0.000000000
ME HE 1 0.0000000000 0.000000000
ME VE 1 0.0000000000 0.000000000
ME WE 1 0.0000000000 0.000000000
ME ME 1 0.0000000000 0.000000000
ME CF 1 0.0000000000 0.000000000
ME HF 1 0.0000000000 0.000000000
ME VF 1 0.0000000000 0.000000000
ME MF 1 0.0000000000 0.000000000
MF CE 1 0.0000000000 0.000000000
MF HE 1 0.0000000000 0.000000000
MF VE 1 0.0000000000 0.000000000
MF WE 1 0.0000000000 0.000000000
MF CF 1 0.0000000000 0.000000000
MF HF 1 0.0000000000 0.000000000
MF VF 1 0.0000000000 0.000000000





; nr type resnr residue atom cgnr charge mass
1 CE 1 ben CE 1 0.09800 0.00000
2 CE 1 ben CE 1 0.09800 0.00000
3 CE 1 ben CE 1 0.09800 0.00000
4 CE 1 ben CE 1 0.09800 0.00000
5 CE 1 ben CE 1 0.09800 0.00000
6 CE 1 ben CE 1 0.09800 0.00000
215
A. topol.top- und .pdb-Dateien
7 HE 1 ben HE 2 0.14000 0.00000
8 HE 1 ben HE 2 0.14000 0.00000
9 HE 1 ben HE 2 0.14000 0.00000
10 HE 1 ben HE 2 0.14000 0.00000
11 HE 1 ben HE 2 0.14000 0.00000
12 HE 1 ben HE 2 0.14000 0.00000
13 ME 1 ben ME 3 0.00000 26.03800
14 ME 1 ben ME 3 0.00000 26.03800
15 ME 1 ben ME 3 0.00000 26.03800
16 VE 1 ben VE 4 0.22800 0.00000
17 VE 1 ben VE 4 0.22800 0.00000
18 WE 1 ben WE 5 -0.15700 0.00000
19 WE 1 ben WE 5 -0.15700 0.00000
20 WE 1 ben WE 5 -0.15700 0.00000
21 WE 1 ben WE 5 -0.15700 0.00000
22 WE 1 ben WE 5 -0.15700 0.00000
23 WE 1 ben WE 5 -0.15700 0.00000
24 WE 1 ben WE 5 -0.15700 0.00000
25 WE 1 ben WE 5 -0.15700 0.00000
26 WE 1 ben WE 5 -0.15700 0.00000
27 WE 1 ben WE 5 -0.15700 0.00000
28 WE 1 ben WE 5 -0.15700 0.00000
29 WE 1 ben WE 5 -0.15700 0.00000
[ virtual_sites3 ]
; Dummy from func a b
1 13 14 15 2 0.50000 0.01159
2 15 13 14 2 0.50000 0.28989
3 14 15 13 2 0.50000 0.01159
4 13 14 15 2 0.50000 0.28989
5 15 13 14 2 0.50000 0.01159
6 14 15 13 2 0.50000 0.28989
7 13 14 15 2 0.50000 -0.09684
8 15 13 14 2 0.50000 0.39789
9 14 15 13 2 0.50000 -0.09684
10 13 14 15 2 0.50000 0.39789
11 15 13 14 2 0.50000 -0.09684
12 14 15 13 2 0.50000 0.39789
[ virtual_sites3 ]
; Dummy from func a b c
16 13 14 15 4 0.33333 0.33333 0.80072
17 13 14 15 4 0.33333 0.33333 -0.80072
18 13 15 14 4 0.02475 0.02475 0.80072
19 15 14 13 4 0.64192 0.64192 0.80072
20 14 13 15 4 0.02475 0.02475 0.80072
21 13 15 14 4 0.64192 0.64192 0.80072
22 15 14 13 4 0.02475 0.02475 0.80072
23 14 13 15 4 0.64192 0.64192 0.80072
216
A.3. Acetylen-Benzol
24 13 15 14 4 0.02475 0.02475 -0.80072
25 15 14 13 4 0.64192 0.64192 -0.80072
26 14 13 15 4 0.02475 0.02475 -0.80072
27 13 15 14 4 0.64192 0.64192 -0.80072
28 15 14 13 4 0.02475 0.02475 -0.80072
29 14 13 15 4 0.64192 0.64192 -0.80072
[ constraints ]
13 14 1 0.26034
13 15 1 0.26034
14 15 1 0.26034
[exclusions]
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
2 1 3 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
3 1 2 4 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
4 1 2 3 5 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
5 1 2 3 4 6 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
6 1 2 3 4 5 7 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
7 1 2 3 4 5 6 8 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
8 1 2 3 4 5 6 7 9 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
9 1 2 3 4 5 6 7 8 10 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
10 1 2 3 4 5 6 7 8 9 11 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
11 1 2 3 4 5 6 7 8 9 10 12 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
12 1 2 3 4 5 6 7 8 9 10 11 13 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
13 1 2 3 4 5 6 7 8 9 10 11 12 14 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
14 1 2 3 4 5 6 7 8 9 10 11 12 13 15
16 17 18 19 20 21 22 23 24 25 26 27 28 29
15 1 2 3 4 5 6 7 8 9 10 11 12 13 14
16 17 18 19 20 21 22 23 24 25 26 27 28 29
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 17 18 19 20 21 22 23 24 25 26 27 28 29
17 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 18 19 20 21 22 23 24 25 26 27 28 29
18 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 19 20 21 22 23 24 25 26 27 28 29
217
A. topol.top- und .pdb-Dateien
19 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 20 21 22 23 24 25 26 27 28 29
20 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 21 22 23 24 25 26 27 28 29
21 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 22 23 24 25 26 27 28 29
22 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 23 24 25 26 27 28 29
23 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 24 25 26 27 28 29
24 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 25 26 27 28 29
25 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 26 27 28 29
26 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25 27 28 29
27 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25 26 28 29
28 1 2 3 4 5 6 7 8 9 10 11 12 13 14
15 16 17 18 19 20 21 22 23 24 25 26 27 29
29 1 2 3 4 5 6 7 8 9 10 11 12 13 14





; nr type resnr residue atom cgnr charge mass
1 CF 1 acy CF 1 -0.416 0.0000
2 CF 1 acy CF 1 -0.416 0.0000
3 HF 1 acy HF 2 0.308 0.0000
4 HF 1 acy HF 2 0.308 0.0000
5 MF 1 acy MF 3 0.000 13.01864
6 MF 1 acy MF 3 0.000 13.01864
7 VF 1 acy VF 4 0.216 0.0000
[ virtual_sites2 ]
; Dummy from func a
1 5 6 1 0.09374
2 5 6 1 0.90626
3 5 6 1 -0.62353
4 5 6 1 1.62353
7 5 6 1 0.50000
[ constraints ]




1 2 3 4 5 6 7
2 1 3 4 5 6 7
3 1 2 4 5 6 7
4 1 2 3 5 6 7
5 1 2 3 4 6 7
6 1 2 3 4 5 7









HETATM 1 CE ben 1 2.140 3.863 0.470 1.00 0.00
HETATM 2 CE ben 1 2.140 1.080 0.470 1.00 0.00
HETATM 3 CE ben 1 3.345 3.167 0.470 1.00 0.00
HETATM 4 CE ben 1 0.935 1.775 0.470 1.00 0.00
HETATM 5 CE ben 1 3.345 1.775 0.470 1.00 0.00
HETATM 6 CE ben 1 0.935 3.167 0.470 1.00 0.00
HETATM 7 HE ben 1 2.140 4.943 0.470 1.00 0.00
HETATM 8 HE ben 1 2.140 0.000 0.470 1.00 0.00
HETATM 9 HE ben 1 4.280 3.707 0.470 1.00 0.00
HETATM 10 HE ben 1 0.000 3.707 0.470 1.00 0.00
HETATM 11 HE ben 1 4.280 1.235 0.470 1.00 0.00
HETATM 12 HE ben 1 0.000 1.235 0.470 1.00 0.00
HETATM 13 ME ben 1 2.140 3.974 0.470 1.00 0.00
HETATM 13 ME ben 1 3.442 1.720 0.470 1.00 0.00
HETATM 15 ME ben 1 0.838 1.720 0.470 1.00 0.00
HETATM 16 VE ben 1 2.140 2.475 0.940 1.00 0.00
HETATM 17 VE ben 1 2.140 2.475 0.000 1.00 0.00
HETATM 18 WE ben 1 2.140 3.863 0.940 1.00 0.00
HETATM 29 WE ben 1 2.140 1.080 0.940 1.00 0.00
HETATM 20 WE ben 1 3.345 3.167 0.940 1.00 0.00
HETATM 21 WE ben 1 0.935 1.775 0.940 1.00 0.00
HETATM 22 WE ben 1 3.345 1.775 0.940 1.00 0.00
HETATM 23 WE ben 1 0.935 3.167 0.940 1.00 0.00
HETATM 24 WE ben 1 2.140 3.863 0.000 1.00 0.00
HETATM 25 WE ben 1 2.140 1.080 0.000 1.00 0.00
HETATM 26 WE ben 1 3.345 3.167 0.000 1.00 0.00
HETATM 27 WE ben 1 0.935 1.775 0.000 1.00 0.00
HETATM 28 WE ben 1 3.345 1.775 0.000 1.00 0.00
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A. topol.top- und .pdb-Dateien
HETATM 29 WE ben 1 0.935 3.167 0.000 1.00 0.00
HETATM 30 CF acy 2 2.140 2.475 4.030 1.00 0.00
HETATM 31 CF acy 2 2.140 2.475 5.230 1.00 0.00
HETATM 32 HF acy 2 2.140 2.475 2.968 1.00 0.00
HETATM 33 HF acy 2 2.140 2.475 6.292 1.00 0.00
HETATM 34 MF acy 2 2.140 2.475 3.889 1.00 0.00
HETATM 35 MF acy 2 2.140 2.475 5.371 1.00 0.00
HETATM 36 VF acy 2 2.140 2.475 4.630 1.00 0.00
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B. Simulation kleiner Cluster
Die folgenden Tabellen geben die Zeitdauer in ps bis zur erfolgten Umlagerung und die
Mittelwerte der potentiellen Energien vom Zeitpunkt der Umlagerung bis zum Ende der
Simulation in kJ/mol wieder. Dabei werden nur die Simulationen aufgefu¨hrt, in deren
Verlauf eine erkennbare Umlagerung erfolgt. Innerhalb der Tabellen geben die Spalten die
Nummer der Simulation wieder und die Zahlen in Klammern die Zeitdauer.
B.1. Acetylen
Abb. B.1.: Acetylen-Dimere, 10 K
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Abb. B.2.: Acetylen-Dimere, 50 K
Tab. B.1.: Acetylen-Trimere, 10 K
1 2 3 4 5
H -18.50 (30) -18.49 (60) -18.49 (90) -18.49 (20) -18.48 (20)
PP -18.49 (10) -18.49 (10) -18.47 (10) -18.52 (10) -18.48 (10)
TT -18.36 (90) -18.51 (10) -18.50 (10) -18.51 (20) -18.48 (10)
PT -18.50 (10) -18.51 (10) -18.52 (10) -18.51 (10) -18.51 (10)
Tab. B.2.: Acetylen-Tetramere, 10 K und 30 K
1 2 3 4 5
tPT1 (10K) -28.12 (30) -28.31 (20) -28.33 (30) -28.32 (30) -28.35 (20)
tTT1 (10K) -28.35 (10) -28.14 (40) -28.31 (20) -28.34 (30) -28.14 (40)
tPT2 (10K) -28.32 (100) -28.35 (20) -28.35 (60) -28.36 (20) -28.16 (60)
tDT (10K) -28.36 (10) -28.32 (30) -28.36 (20) -28.15 (10) -28.36 (10)
planar (30K) -26.97 (180) -26.94 (320) -26.95 (240) -26.95 (190) -26.99 (280)
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B.2. Benzol
Tab. B.3.: Acetylen-Pentamere, 10 K
1 2 3 4 5
p-planer -41.32 (300) -41.32 (200) -41.33 (250) -41.33 (350) -41.35 (300)
pv(4+1) -41.37 (10) -41.34 (20) -41.35 (30) -41.34 (20) -41.36 (20)
pPT -41.33 (600) -41.35 (450) -41.34 (550) -41.32 (400) -41.32 (450)
pPP -41.33 (500) -41.34 (600) -41.32 (450) -41.30 (400) -41.37 (500)
pTT -41.32 (10) -41.33 (10) -41.31 (10) -41.31 (10) -41.33 (10)
B.2. Benzol
Abb. B.3.: Benzol-Dimere, 10 K
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Tab. B.4.: Benzol-Trimere, 10 K und 30 K
1 2 3 4 5
C2 (10K) -30.16 (10) -30.21 (10) -30.22 (10) -30.21 (10) -30.15 (10)
ST1 (10K) -30.15 (10) -30.19 (10) -30.14 (10) -30.16 (10) -30.13 (10)
SS2 (10K) -30.00 (50) -30.23 (30) -30.13 (10) -30.03 (50) -30.01 (40)
TT1 (10K) -29.43 (3000) -29.78 (2700) -29.56 (2900) -30.08 (3100) -29.76 (2800)
TT2 (10K) -30.03 (4300) -30.10 (4100) -28.88 (4200) -30.10 (4100) -29.68 (4300)
TT3 (10K) -30.04 (4300) -29.92 (4100) -30.08 (4300) -29.91 (4200) -30.15 (4200)
SS1 (10K) -21.39 (300) -21.38 (400) -21.39 (200) -21.37 (300) -21.38 )200)
TT4 (10K) -21.27 (1200) -21.30 (1100) -21.34 (1000) -21.29 (800) -21.29 (900)
ST2 (30K) -29.05 (180) -29.08 (180) -29.11 (170) -29.11 (160) -29.14 (180)
Tab. B.5.: Benzol-Tetramere, 10 K und 30 K
1 2 3 4 5
tC4 (10K) -52.84 (10) -52.63 (10) -52.79 (10) -52.56 (10) -52.89 (10)
tSS1 (10K) -53.02 (2200) -53.18 (2100) -52.97 (2300) -53.04 (2200) -53.01 (2100)
tSS2 (10K) -52.98 (2500) -53.09 (2400) -53.34 (2200) -53.05 (2500) -52.98 (2300)
tSA2 (10K) -52.84 (10) -52.79 (10) -52.86 (10) -53.20 (10) -52.78 (10)
tC3 (10K) -47.44 (10) -47.48 (10) -47.28 (10) -47.28 (10) -47.36 (10)
tTT1 (10K) -47.30 (480) -47.54 (500) -46.96 (480) -47.20 (490) -47.62 (470)
tTT2 (10K) -47.20 (30) -47.02 (80) -47.15 (40) -47.17 (60) -47.21 (50)
tC2 (30K) -49.94 (1200) -51.08 (1000) -50.29 (1200) -51.18 (1100) -51.42 (1100)
TSA1 (30k) -51.10 (300) -50.69 (500) -50.52 (300) -50.09 (200) -50.23 (200)
Tab. B.6.: Benzol-Pentamere, 10 K und 30 K
1 2 3 4 5
pTT1 (10K) -74.27 (700) -74.37 (800) -74.82 (700) -73.08 (600) -74.38 (700)
pSA1 (10K) -74.86 (100) -47.29 (120) -74.38 (90) -74.30 (130) -74.31 (120)
pSA2 (10K) -74.37 (10) -74.35 (10) -74.32 (10) -74.35 (10) -74.28 (10)
pTT2 (10K) -74.40 (10) -74.40 (10) -74.29 (10) -74.19 (10) -74.35 (10)
pSS1 (10K) -74.31 (2500) -74.30 (2900) -74.29 (1700) -74.27 (2900) -74.43 (2800)
pSS2 (10K) -63.71 (10) -63.53 (10) -63.33 (10) -63.67 (10) -63.74 (10)
pC2 (30K) -71.87 (6000) -71.97 (6500) -71.86 (6200) -71.87 (7000) -71.85 (6400)




Tab. B.7.: Acetylen-Benzol-Dimere, 10 K
1 2 3 4 5
S1 -11.36 (10) -11.40 (10) -11.43 (10) -11.41 (10) -11.36 (10)
S2 -11.36 (10) -11.38 (10) -11.37 (10) -11.33 (10) -11.36 (10)
SS1 -11.40 (10) -11.39 (10) -11.38 (10) -11.38 (10) -11.42 (10)
SS2 -11.39 (10) -11.39 (10) -11.35 (10) -11.41 (10) -11.42 (10)
Tab. B.8.: Acetylen-Benzol-Trimere, 10 K und 50 K
1 2 3 4 5
TT2 (10K) -23.29 (150) -23.28 (100) -23.33 (120) -23.27 (150) -23.25 (130)
TSS1 (10K) -23.29 (10) -23.29 (10) -23-30 (10) -23.28 (10) -23.27 (10)
TSS2 (10K) -23.32 (10) -23.27 (10) -23.30 (10) -23.30 (10) -23.33 (10)
TS1 (10K) -22.24 (10) -22.24 (10) -22.24 (10) -22.24 (10) -22.23 (10)
TS2 (10K) -22.24 (10) -22.24 (10) -22.24 (10) -22.23 (10) -22.24 (10)
TT1 (50K) -21.47 (7500) -21.47 (8000) -21.50 (7500) -21.52 (7000) -21.49 (7500)
Tab. B.9.: Acetylen-Benzol-Tetramere, 10 K, 30 K und 50 K
1 2 3 4 5
t3 (10K) -35.10 (270) -35.10 (200) -35.09 (330) -35.10 (190) -35.09 (170)
t4 (10K) -35.09 (270) -35.09 (330) -35.08 (330) -35.10 (340) -35.09 (200)
t6 (10K) -34.49(20) -34.47 (10) -34.48 (30) -34.46 (20) -34.48 (20)
t5 (30K) -33.59 (900) -33.65 (950) -33.63 (900) -33.62 (1000) -33.61 (900)
tt5 (10K) -41.76 (1200) -42.09 (1100) -39.44 (1200) -41.91 (1000) -42.10 (1200)
tt8 (30K) -37.32 (80) -37.28 (90) -37.30 (70) -37.35 (100) -37.43 (89)
tt2 (50K) -39.14 (90) -39.14 (120) -39.12 (80) -39.10 (100) -39.13 (90)
tt3 (50K) -39.07 (700) -39.07 (450) -39.98 (800) -39.05 (150) -39.05 (400)
tt4 (50K) -38.95 (4500) -39.07 (4800) -39.15 (4200) -38.87 (4600) -38.86 (4900)
tt6 (50K) -38.89 (1200) -39.01 (1000) -38.84 (1100) -38.76 (1200) -38.87 (1200)
tt7 (50K) -38.93 (450) -38.76 (470) -38.56 (500) -38.84 (440) -38.43 (480)
tt9 (50K) -38.09 (1300) -37.00 (1500) -38.18 (1200) -37.94 (1300) -38.01 (1400)
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Tab. B.10.: Acetylen-Benzol-Pentamere, 10 K, 30 K und 50 K
1 2 3 4 5
p9 (10K) -49.69 (40) -49.80 (20) -48.83 (10) -48.83 (20) -48.81 (30)
p10 (10K) -49.92 (110) -49.82 (200) -49.97 (50) -50.04 (90) -49.97 (130)
p11 (10K) -49.24 (450) -49.28 (400) -49.37 (380) -49.25 (390) -49.30 (440)
p12 (10K) -48.14 (110) -48.14 (110) -48.98 (140) -48.87 (360) -48.14 (90)
p13 (10K) -48.19 (10) -48.04 (50) -48.14 (70) -48.17 (20) -48.14 (20)
p3 (30K) -47.95 (450) -47.05 (400) -47.98 (350) -47.92 (300) -47.91 (350)
p5 (30K) -46.23 (120) -46.21 (100) -46.13 (150) -46.20 (170) -46.24 (90)
p6 (30K) -46.34 (180) -46.22 (200) -46.38 (220) -46.37 (150) -46.34 (210)
p7 (30K) -46.22 (750) -46.25 (900) -46.20 (800) -46.00 (850) -46.27 (700)
p2 (50K) -45.20 (600) -45.57 (900) -45.63 (450) -45.81 (1100) -45.49 (800)
p4 (50K) -46.11 (9000) -46.06 (8500) -46.12 (8000) -45.98 (8500) -46.12 (9000)
p8 (50K) -45.79 (6000) -46.02 (7000) -46.13 (7500) -45.83 (6500) -46.08 (7000)
Da im Fall der Bz2Ac3-Pentamere die Auflistung der Energien keine ausreichenden Infor-
mationen liefert, werden hier in den Diagrammen jeweils ausgewa¨hlte Schwerpunktsab-
sta¨nde wiedergegeben. Innerhalb eines Teildiagramms stellen die fu¨nf Kurven jeweils die
Ergebnisse der fu¨nf verschiedenen Simulationen dar. Untereinander befinden sich die Teil-
diagramme der verschiedenen Startstrukturen.
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B.3. Acetylen-Benzol
Abb. B.4.: Acetylen-Benzol-Pentamere pp13, pp17, pp18, pp21, pp22 bei
10 K
Abb. B.5.: Acetylen-Benzol-Pentamere pp7, pp10, pp15, pp17, pp22 bei
30 K
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Abb. B.6.: Acetylen-Benzol-Pentamere pp23, pp18, pp20, pp8 bei 30 K
Abb. B.7.: Acetylen-Benzol-Pentamere pp11, pp12, pp13, pp14 bei 50 K
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B.3. Acetylen-Benzol
Abb. B.8.: Acetylen-Benzol-Pentamere pp17, pp18, pp19, pp24 bei 50 K
Abb. B.9.: Acetylen-Benzol-Pentamere pp8, pp10, pp15, pp23 bei 50 K
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C. Lebenslauf
Der Lebenslauf ist in der Online-Version aus Gru¨nden des Datenschutzes nicht enthalten.
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