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La méthode de Horn & Schunck et la méthode de Lucas & Kanade sont considérées comme 
les méthodes les plus faciles à mettre en œuvre.  Ce sont en effet les deux techniques les plus 
largement employées dans la communauté scientifique dans le cadre de l’étude du 
mouvement. Cependant, celles-ci souffrent  de défauts qui leur sont propres ; ainsi, la 
méthode de Horn & Schunck non parallélisable le rend peu adapté aux applications en temps 
réel, tandis que la méthode de Lucas & Kanade est  inadaptée lorsqu'il s'agit de traiter de 
grands déplacements. Il est toutefois possible de pallier ce dernier problème en utilisant une 
approche multi-échelles basée sue le pyramide Laplacien, Gaussien ou la transformée en 
ondelettes. Donc dans un problème d’estimation de mouvement, deux performances critiques 
sont à améliorer, le temps de calcul et la précision des résultats. Dans la présente thèse, et 
suite à la nature parallèle des réseaux de neurones et leur aptitude à résoudre des problèmes 
complexes en temps réel, on a proposé d’introduire les réseaux de neurones récurrents dans le 
problème de l’estimation de mouvement  utilisant la méthode de Horn & Schunck reformulée 
par Metiche & Mansouri et la méthode de Lucas & Kanade. Pour la précision des résultats, on 
a introduit la transformée en curvelettes pour l’estimation multi-échelles de la méthode de 
Lucas & Kanade. Pour améliorer d’avantage les performances de la méthode de Lucas & 
Kanade multi-échelles, un préfiltrage utilisant la transformée en curvelettes a été également 
utilisé. Les résultats obtenus sur des séquences de test synthétiques et réelles montrent que les 
méthodes proposées nous permettent une nette amélioration de point de vu précision et 
rapidité. On a pu montrer que deux itérations sont suffisantes pour que le réseau de neurones 
atteigne une erreur de convergence très petite. De même l’introduction de la transformée en 
curvelettes dans l’estimation de mouvement multi-échelles nous permet d’aboutir à des 
résultats comparables avec des travaux récents. Pour achever cette thèse, une extension des 
deux méthodes proposées aux séquences d’images tridimensionnelles a été proposée. 
 
Mots clés : Estimation de mouvement, transformée en curvelettes, Méthode de Lucas & 









The Horn & Schunck and the Lucas & Kanade methods are considered as the easiest methods 
to be implemented. These are indeed the two techniques most widely used in the scientific 
community in the context of the study of motion. However, they suffer from their own 
shortcomings; the Horn & Schunck method not parallelizable makes it ill-suited to real-time 
applications, while the Lucas & Kanade method is inadequate when it comes to dealing with 
large displacements. However, it is possible to overcome the latter problem using a multi-
scale approach based on the Laplacian, Gaussian pyramid, or the wavelet transform. So in the 
motion estimation problem, two critical performances need to be improved, the computation 
time and the accuracy of the results. In this thesis, and due to the parallel nature of neural 
networks and their ability to solve complex problems in real time, we have proposed to 
introduce the recurrent neural networks in the motion estimation problem using the Horn & 
Schunck method reformulated by Metiche & Mansouri, and the Lucas & Kanade method. For 
accuracy of the results, we have introduced the curvelet transform for the multi-scale 
estimation method of Lucas & Kanade. To more improve the performance of the multi-scale 
method, a prefiltering using the curvelet transform was also used. The results obtained on 
synthetic and real sequences show that the proposed methods allow us a clear improvement of 
the accuracy and the fastness. It has been found that two iterations are sufficient for the neural 
network to achieve a very small convergence error. Similarly the introduction of the curvelet 
transform in the multi-scale motion estimation allows us to achieve comparable results with 
recent work. To complete this thesis, an extension of the two proposed methods to the three-
dimensional images sequences was proposed. 
 
Key-words: Motion estimation, Curvelet transform, Lucas & Kanade method, Horn & 
Schunck method, Hopfield neural network, Zhang neural network. 
 





ﺇﻥ ﺗﻘﺪﻳﺮ ﺍﻟﺤﺮﻛﺔ ﻓﻲ ﺳﻼﺳﻞ ﺍﻟﺼﻮﺭﺓ ﺛﻨﺎﺋﻴﺔ ﻭ ﺛﻼﺛﻴﺔ ﺍﻷﺑﻌﺎﺩ ﺗﻌﺪ ﻣﻦ ﺃﻫﻢ ﻣﺠﺎﻻﺕ ﺍﻟﺮﺅﻳﺔ ﺑﺎﻟﺤﺎﺳﻮﺏ, ﺣﻴﺚ ﻧﺠﺪﻫﺎ ﻓﻲ ﻋﺪﺓ 
ﺴﺎﻥ ﺍﻵﻟﻲ , ﺍﻟﺘﺸﺨﻴﺺ ﺍﻟﻄﺒﻲ , ﺿﻐﻂ ﺳﻼﺳﻞ ﺍﻟﺼﻮﺭﺓ ﻧﻣﺠﺎﻻﺕ ﻣﻨﻬﺎ ﻣﺮﺍﻗﺒﺔ ﺇﺷﺎﺭﺓ ﺍﻟﻤﺮﻭﺭ ﺍﻟﻀﻮﺋﻴﺔ , ﺍﻟﺘﺤﻜﻢ ﻓﻲ ﺣﺮﻛﺔ ﺍﻹ
ﻓﻬﻤﺎ ﻓﻲ ﺍﻟﻮﺍﻗﻊ  ﻣﻦ ﺃﺳﻬﻞ  ﻁﺮﻕ ﺗﻘﺪﻳﺮ ﺍﻟﺤﺮﻛﺔ  ﺍﻟﻘﺎﺑﻠﺔ ﻟﻠﺘﻨﻔﻴﺬ. ﻚ ﻭﻁﺮﻳﻘﺔ  ﻟﻴﻜﺎﺱ ﻭ ﻛﻨﺎﺩ ﺗﻌﺘﺒﺮ ﻁﺮﻳﻘﺔ ﻫﻮﺭﻥ ﻭ ﺷﺎﻧ... ﺇﻟﺦ .
ﻭﻣﻊ ﺫﻟﻚ، ﻓﺈﻧﻬﻤﺎ ﺗﻌﺎﻧﻴﺎﻥ ﻣﻦ  .ﺍﻟﻄﺮﻳﻘﺘﻴﻦ ﺍﻷﻛﺜﺮ ﺍﺳﺘﺨﺪﺍﻣﺎ ﻋﻠﻰ ﻧﻄﺎﻕ ﻭﺍﺳﻊ ﻓﻲ ﺍﻷﻭﺳﺎﻁ ﺍﻟﻌﻠﻤﻴﺔ ﻓﻲ ﺳﻴﺎﻕ ﺩﺭﺍﺳﺔ ﺍﻟﺤﺮﻛﺔ
 ﻌﻠﻬﺎ ﻏﻴﺮ ﻣﻨﺎﺳﺒﺔ ﻟﻠﺘﻄﺒﻴﻘﺎﺕ ﻓﻲ ﺍﻟﻮﻗﺖ ﺍﻟﺤﻘﻴﻘﻲ ،ﻫﻮﺭﻥ ﻭ ﺷﺎﻧﻚ ﺍﻟﻐﻴﺮ ﻗﺎﺑﻠﺔ ﻟﻠﺘﻔﺮﻉ ﻳﺠ ﺃﻭﺟﻪ ﺍﻟﻘﺼﻮﺭ ﺍﻟﺨﺎﺻﺔ ﺑﻬﻤﺎ. ﻓﻄﺮﻳﻘﺔ
ﺫﻟﻚ، ﻓﻤﻦ ﺍﻟﻤﻤﻜﻦ ﺍﻟﺘﻐﻠﺐ  ﻭﻣﻊ . ﻓﻲ ﺣﻴﻦ ﺃﻥ ﻁﺮﻳﻘﺔ ﻟﻴﻜﺎﺱ ﻭ ﻛﻨﺎﺩ ﻏﻴﺮ ﻛﺎﻓﻴﺔ ﻋﻨﺪﻣﺎ ﻳﺘﻌﻠﻖ ﺍﻷﻣﺮ ﺑﺎﻟﺘﻌﺎﻣﻞ ﻣﻊ ﺇﺯﺍﺣﺎﺕ ﻛﺒﻴﺮﺓ
ﻚ ﻓﻴﻪ ﺃﻥ ﻣﻤﺎ ﻻ ﺷ ﻋﻠﻰ ﺍﻟﻤﺸﻜﻠﺔ ﺍﻷﺧﻴﺮﺓ ﺑﺎﺳﺘﺨﺪﺍﻡ ﻧﻬﺞ ﻣﺘﻌﺪﺩ ﺍﻟﺴﻠﻢ ﺍﻟﻤﺘﻌﻠﻖ ﺑﻬﺮﻡ ﻻﺑﻼﺱ ﺃﻭ ﻏﻮﺱ ﺃﻭ ﺗﺤﻮﻳﻞ ﺍﻟﻤﻮﻳﺠﺎﺕ .
ﻫﺬﻩ ﺍﻷﻁﺮﻭﺣﺔ ، ﻭ  ﻓﻲ  .ﻋﺎﻣﻠﻴﻦ ﺃﺳﺎﺳﻴﻦ ﻭ ﻫﻤﺎ   ﺍﻟﻮﻗﺖ ﺍﻟﻼﺯﻡ ﻟﻠﺤﺴﺎﺏ ﻭ ﺩﻗﺔ ﺍﻟﻨﺘﺎﺋﺞﺑﺘﺤﺴﻴﻦ  ﻣﺸﻜﻠﺔ ﺗﻘﺪﻳﺮ ﺍﻟﺤﺮﻛﺔ ﺗﺘﻌﻠﻖ
ﺡ ﺇﺩﺧﺎﻝ ﺍﻟﺸﺒﻜﺎﺕ ﺍﺍﻟﻤﺸﺎﻛﻞ ﺍﻟﻤﻌﻘﺪﺓ ﻓﻲ ﺍﻟﻮﻗﺖ ﺍﻟﺤﻘﻴﻘﻲ، ﺗﻢ ﺍﻗﺘﺮ ﻧﻈﺮﺍ ﻟﻄﺒﻴﻌﺔ ﺍﻟﺸﺒﻜﺎﺕ ﺍﻟﻌﺼﺒﻴﺔ ﺍﻟﻤﺘﻮﺍﺯﻳﺔ ﻭ ﻗﺪﺭﺗﻬﺎ ﻋﻠﻰ ﺣﻞ
ﻭﻁﺮﻳﻘﺔ  ﻭ ﻣﻨﺼﻮﺭﻱ ﻟﻤﻌﺪﻟﺔ ﻣﻦ ﻁﺮﻑ ﻣﺘﻴﺶﺗﻘﺪﻳﺮ ﺍﻟﺤﺮﻛﺔ ﺑﺎﺳﺘﺨﺪﺍﻡ ﻁﺮﻳﻘﺔ ﻫﻮﺭﻥ ﻭ ﺷﺎﻧﻚ ﺍ ﻓﻲ ﻣﺸﻜﻠﺔ ﺍﻟﻌﺼﺒﻴﺔ ﺍﻟﻤﺘﻜﺮﺭﺓ
ﺃﻣﺎ ﺑﺎﻟﻨﺴﺒﺔ ﻟﺪﻗﺔ ﺍﻟﻨﺘﺎﺋﺞ، ﻓﻘﺪ ﺗﻢ ﺍﻗﺘﺮﺍﺡ ﺍﺳﺘﺨﺪﺍﻡ ﺍﻟﺘﺤﻮﻳﻞ ﺍﻟﻤﻨﺤﻨﻲ ﺍﻟﺬﻱ ﻓﺮﺽ ﻭﺟﻮﺩﻩ ﻳﻮﻣﺎ ﺑﻌﺪ ﻳﻮﻡ ﻓﻲ ﻣﺠﺎﻝ  .ﻜﺎﺱ ﻭ ﻛﻨﺎﺩﻴﻟ
ﺎ ﻟﻴﺒﺮﺯ ﻣﺪﻯ ﻧﺠﺎﻋﺔ ﻭﻛﻔﺎءﺓ ﻫﺬﻩ ﺍﻟﺘﻘﻨﻴﺔ ﻓﻲ ﺗﻘﺪﻳﺮ ﻭ ﺳﻬﻮﻟﺔ ﺍﺳﺘﻌﻤﺎﻟﻪ. ﻟﻬﺬﺍ ﺟﺎء ﻋﻤﻠﻨ ﺔﻪ ﺍﻟﻨﻈﺮﻳﺴﻣﻌﺎﻟﺠﺔ ﺍﻟﺼﻮﺭﺓ ﻟﺼﻼﺑﺔ ﺃﺳ
ﻛﻮﺳﻴﻠﺔ ﻟﺒﻨﺎء ﻫﺮﻣﻲ ﻟﻠﺼﻮﺭﺓ ﻋﻮﺽ ﺗﺤﻮﻳﻞ ﻻﺑﻼﺱ ﺍﻟﻤﺴﺘﻌﻤﻞ ﻓﻲ  ﺃﺩﺭﺟﺘﺎﻫﺎﺣﺮﻛﺔ ﺳﻼﺳﻞ ﺍﻟﺼﻮﺭﺓ . ﺑﺤﻴﺚ ﻓﻲ ﺍﻟﻤﺮﺓ ﺍﻷﻭﻟﻰ 
ﻟﺤﺮﻛﺔ ﻜﺎﺱ ﻭ ﻛﻨﺎﺩ ﺍﻟﻤﺘﻌﺪﺩﺓ ﺍﻟﺴﻼﻟﻢ ﻟﺘﺤﺴﻴﻦ ﺃﺩﺍءﻫﺎ. ﻭ ﻓﻲ ﺍﻟﻤﺮﺓ ﺍﻟﺜﺎﻧﻴﺔ ﺍﺳﺘﺨﺪﻣﻨﺎﻫﺎ ﻟﺘﺮﺷﻴﺢ ﺍﻟﺼﻮﺭﺓ ﻗﺒﻞ ﺗﻘﺪﻳﺮ ﺍﻴﻁﺮﻳﻘﺔ ﻟ
ﺍﻟﺘﻲ ﺗﻢ ﺍﻟﺤﺼﻮﻝ ﻋﻠﻴﻬﺎ ﻋﻠﻰ ﺳﻼﺳﻞ ﺍﻟﺼﻮﺭﺓ ﺍﻟﻤﺮﻛﺒﺔ  ﻭ ﺍﻟﺤﻘﻴﻘﻴﺔ ﺗﺒﻴﻦ ﺃﻥ  ﺍﻟﻨﺘﺎﺋﺞ .ﺑﻄﺮﻳﻘﺔ ﻟﻴﻜﺎﺱ ﻭ ﻛﻨﺎﺩ ﺍﻟﻤﺘﻌﺪﺩﺓ ﺍﻟﺴﻼﻟﻢ
ﻣﻦ ﺍﻟﻄﺮﻕ ﺍﻷﺻﻠﻴﺔ ﻣﻊ  ﺍﻧﻄﻼﻗﺎ ﺍﻟﻤﻘﺘﺮﺣﺔ ﺃﺩﺕ ﺇﻟﻰ ﺗﺤﺴﻦ  ﻭﺍﺿﺢ ﻓﻲ ﺩﻗﺔ ﺍﻟﻨﺘﺎﺋﺞ ﻣﻘﺎﺭﻧﺔ ﻣﻊ ﺍﻟﻨﺘﺎﺋﺞ ﺍﻟﻤﺘﺤﺼﻞ ﻋﻠﻴﻬﺎ ﺍﻟﻄﺮﻕ
ﺎﺻﺔ ﺑﺎﺳﺘﺨﺪﺍﻡ ﺷﺒﻜﺔ ﺯﻫﻨﻖ ﺍﻟﺘﻲ ﺗﺘﻘﺎﺭﺏ ﻓﻲ ﺗﻜﺮﺍﺭﻳﻦ ﻓﻘﻂ. ﻫﺬﻩ ﺍﻟﻨﺘﺎﺋﺞ ﺍﻟﻤﺸﺠﻌﺔ ﺃﺩﺕ ﺇﻟﻰ ﺗﻮﻓﻴﺮ ﺳﺮﻋﺔ ﻓﺎﺋﻘﺔ ﻓﻲ ﺍﻟﺘﻘﺪﻳﺮ ﺧ
 ﺗﻤﺪﻳﺪ ﺍﻟﻄﺮﻕ ﺍﻟﻤﻘﺘﺮﺣﺔ ﻻﺳﺘﺨﺪﺍﻣﻬﺎ ﻓﻲ ﺗﻘﺪﻳﺮ ﺍﻟﺤﺮﻛﺔ ﻓﻲ ﺳﻼﺳﻞ ﺍﻟﺼﻮﺭ ﺛﻼﺛﻴﺔ ﺍﻷﺑﻌﺎﺩ. 
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 ﺍﻟﺸﺒﻜﺔ ﺍﻟﻌﺼﺒﻴﺔ ﻟﺰﻫﻨﻖ .
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Le problème de l’estimation de mouvement consiste à extraire le mouvement apparent 
des objets d’une scène tridimensionnelle (3D) à partir d’une séquence d’images. On cherche 
alors à percevoir la projection des différents mouvements 3D de la scène sur le plan image. Le  
mouvement  apparent  appelé aussi flot  optique est  une  variable  cachée  et  n’est  accessible  
que  par l’analyse  des  variations  temporelles  de  la  séquence  d’images. En d’autres termes, 
le flot optique peut être défini comme le champ de vitesse (ou de déplacement) produit dans le 
plan image par des objets en mouvement dans un espace 3D [1]. 
Il peut arriver des cas où le mouvement observé ne reflète pas toujours le mouvement 
réel 2D, un exemple de mouvement réel projeté dans le plan image et non observable est le 
cas d’un disque homogène tournant autour de l’axe passant par son centre et orthogonal au 
plan image. De même, la présence de variations de luminances dues au changement 
d’éclairage de la scène engendre un mouvement apparent même si le mouvement réel n’existe 
pas. En plus, le mouvement apparent est une combinaison des mouvements des objets dans la 
scène et de celui dû au déplacement de la caméra. Tous ces facteurs rendent l'analyse du 
contenu dynamique intrinsèque de la scène plus délicate [1]. 
L’estimation de mouvement est très rencontrée dans une grande diversité d’applications. 
Elle peut être utilisée pour des fins d’observation comme la détection de mouvement pour la 
surveillance, l’estimation de la densité du trafic routier, le suivi d’objets…  Par ailleurs, 
l’estimation du mouvement est utilisée pour prédire les images suivantes, c’est le cas de la 
compression vidéo par compensation de mouvement [2]. 
Bien que le problème de l’estimation de mouvement ait constitué la préoccupation d'un 
grand nombre de chercheurs depuis l'avènement de la vision artificielle, il demeure toujours 
d’actualité, puisque aucune méthode universelle n’a été élaborée pour permettre de déterminer 
le mouvement dans toutes les situations et pour tous les types d’objets en mouvement. 
Dès son apparition, l’approche proposée par Horn & Schunck [3] a permis  au problème 
de l’estimation de mouvement de connaître un essor notable où une grande diversité 
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d’algorithmes et de méthodes sont venus enrichir ce domaine. Ces méthodes peuvent être 
classées en trois catégories principales: les méthodes différentielles, les méthodes de 
corrélation et les méthodes fréquentielles [4].  
Les méthodes différentielles ou variationnelles sont historiquement les premières 
méthodes de calcul du flot optique. Elles ont l'avantage  d'être bâties sur des bases 
mathématiques clairement établies et de fournir des résultats denses et cohérents. Les 
méthodes différentielles consistent à résoudre un problème d'optimisation (local ou global) en 
minimisant une fonctionnelle, généralement basée sur l'équation du flot optique  à laquelle on 
ajoute une contrainte pour particulariser les solutions. Selon le type de la contrainte utilisée, 
on obtient différentes approches variationnelles [5-6], les approches variationnelles globales 
consistent à minimiser, sur le domaine entier de l'image, une fonctionnelle prenant en compte 
l'équation du flot optique ainsi qu'un terme de lissage, c'est-à-dire en ajoutant une contrainte 
de régularisation portant sur le gradient, le Laplacien (ou ordre supérieur) du champ de 
vitesse.  La plus connue de ces méthodes est certainement celle proposée par Horn & Schunck 
[3] qui impose une contrainte globale de lissage sur le champ des vitesses. Les approches 
variationnelles locales consistent à prendre en compte des hypothèses supplémentaires sur un 
domaine de taille réduite pour particulariser le flot optique. On minimise alors un critère sur 
un petit domaine donnant ainsi son flot optique. La méthode locale la plus célèbre est celle de 
Lucas & Kanade [7]. 
Problématique 
La méthode de Horn & Schunck  (HS) et la méthode de Lucas & Kanade (LK)  sur 
lesquelles se concentre cette thèse sont, parmi l'ensemble des catégories citées, les plus faciles 
à mettre en œuvre.  Ce sont en effet les deux techniques les plus largement employées par la 
communauté scientifique dans le cadre de l’étude du mouvement. Cependant, celles-ci 
souffrent  de défauts qui leur sont propres. Ainsi, la méthode de Horn & Schunck non 
parallélisable la rend peu adaptée aux applications en temps réel, tandis que la méthode de 
Lucas & Kanade est  inadaptée lorsqu'il s'agit de traiter de grands déplacements. Il est 
toutefois possible de pallier ce dernier problème en utilisant une approche multi-échelles 
basée sue le pyramide Laplacien, Gaussien ou la transformée en ondelettes [8-10]. 
La transformée en ondelettes, par sa construction optimale sert à représenter les 
discontinuités ponctuelles unidimensionnelles [11]. L’extension au domaine 2D est 
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généralement réalisée par simple produit tensoriel séparable. Malheureusement, la 
représentation en ondelettes de discontinuités situées le long des courbes lisses est très peu 
efficace et génère  beaucoup de coefficients. Pour remédier à ce problème, la transformée en 
ridgelettes et la transformée en curvelettes ont été proposés par Candès et Donoho [12-13]. 
Récemment, ces deux transformées ont été appliquées au domaine du filtrage de bruit 
gaussien avec des résultats très prometteurs [14].  
De nos jours, les réseaux de neurones artificiels deviennent un sujet de recherche très 
dynamique dû au progrès de la technologie VLSI (Very Large Scale Integration) qui a 
considérablement simplifié leur implémentation, une tâche qui n’était pas faisable dans le 
passé. Les réseaux de neurones (RN) sont connus par leur potentiel naturel vis-à-vis des autres 
méthodes pour les traitements en temps réel dû spécifiquement à leur parallélisme [15]. 
Récemment, un nouveau type des réseaux dynamiques a été proposé par Y. Zhang et al. pour 
résoudre en temps réel une variété de problèmes statiques ou variables dans le temps [16]. La 
nouveauté de ce réseau réside dans l’utilisation d’un vecteur/matrice erreur au lieu de la 
norme de l’erreur utilisée couramment dans les réseaux de neurones basés sur le gradient.  
L’estimation de mouvement n’est pas à l’abri de ces techniques, plusieurs recherches 
ont été élaborées pour l’implémentation des méthodes différentielles utilisant les réseaux de 
neurones. Dans [17], C. Grava et al. ont proposé un réseau cellulaire, tandis que dans [18], H. 
Li et al. ont proposé d’utiliser le réseau de Hopfield pour l’implémentation de la méthode de 
Horn & Schunck . 
Objectif de la thèse 
L’objectif fixé au début de cette thèse était de produire des méthodes différentielles 
d’estimation de mouvement précises, robustes et rapides. Notre contribution consiste, d’une 
part à introduire les réseaux de neurones récurrents dans le problème de l’estimation de 
mouvement  utilisant la méthode de Horn & Schunck reformulée par Metiche et Mansouri 
[19] et la méthode de Lucas & Kanade, et d’autre part, d’introduire la transformée en 
curvelettes (TC) pour l’estimation multi-échelles de la méthode de LK. Pour améliorer 
d’avantage les performances de la méthode de LK multi-échelles (LKM) [10], un préfiltrage 
utilisant la transformée en curvelettes a été également utilisé. La figure ci-dessous donne une 
illustration de la démarche de notre contribution dans la présente thèse.  




Figure 1. Organigramme de notre  contribution pour l’estimation de mouvement. 
Pour achever cette thèse, une extension des deux méthodes proposées aux séquences d’images 
tridimensionnelles a été proposée. 
Organisation du manuscrit 
Le travail présenté dans cette thèse s’articule autour de l’estimation de mouvement  
utilisant les réseaux de neurones dynamiques et les ondelettes géométriques. Il est organisé en 
cinq chapitres : 
Chapitre 1  Etat de l’art sur l’estimation du mouvement: Ce chapitre introductif est consacré 
à  un état de l’art sur les méthodes d’estimation de mouvement d’une séquence d’images. 
Après une introduction sur les définitions et les problèmes généraux de la mesure du 
mouvement, nous présentons les techniques principales d’estimation de mouvement imposées 
dans le domaine de la vision par ordinateur. Enfin, une dernière section sera consacrée à une 
discussion sur certains problèmes soulevés dans ce chapitre. 
Chapitre 2  Généralités sur les ondelettes : dans le chapitre 2, nous donnerons une brève 
discussion sur les définitions et les propriétés des ondelettes. Nous examinerons les nouveaux 
outils d'analyse multi-résolutions qui sont les ridgelettes, les curvelettes et les contourlettes. 
Nous donnerons par la suite un aperçu général sur les méthodes de débruitage par seuillage 
des images corrompues par un bruit additif. 
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Chapitre 3 Méthode de Lucas & Kanade multi-échelles par la transformée en curvelettes: 
Pour augmenter la performance de la méthode multi-échelles de Bougier, nous avons  proposé 
d’utiliser la transformée en ondelettes géométrique soit pour le débruitage des images de la 
séquence, soit pour l’estimation multi-échelles de la méthode de LK. Pour accélérer 
l’algorithme du calcul du flot optique, deux  réseaux de neurones (réseau de Hopfield et le 
réseau de Zhang)  ont été utilisés. Ces deux contributions constituent l'objet  du  chapitre 3.  
Chapitre 4  Implémentation parallèle de la méthode de Horn & Schunck: dans le chapitre 4, 
nous présenterons une nouvelle implémentation qui sera dédiée à l’utilisation d’une version 
discrète du réseau de Zhang pour l’estimation du flot optique. Celle-ci est réalisée en se 
basant sur la reformulation de Mitiche de la méthode différentielle de Horn & Schunck qui 
engendre un système large d’équations linéaires. Pour résoudre ce système, nous proposons 
trois types de réseaux de neurones DZNN1-1, DZNN1-2 et DZNN2. Ces trois réseaux sont 
caractérisés par leur rapidité de convergence sans altérer la précision des résultats. 
Ces deux derniers chapitres introduisent de nouvelles représentations, et sont 
accompagnés d’expérimentations montrant leur applicabilité et leur utilité pour l’estimation 
de mouvement.   
Chapitre 5  Extension à l’estimation du mouvement 3D: dans ce chapitre  nous nous 
intéressons à l’étape d’estimation de mouvements tridimensionnels à partir d’une séquence 
d’images volumiques. Nous présentons deux extensions tridimensionnelles,  une pour la 
méthode de Horn & Schunck et l’autre pour la méthode de Lucas & Kanade.   
Une conclusion générale sur les travaux réalisés lors de cette thèse ainsi que les 
perspectives terminent le corps de ce manuscrit. 
L’annexe A contient un rapport technique concernant les réseaux de neurones. 
L’annexe B présente les dérivées spatiotemporelles par le filtre de Simonceli.  







Etat de l’art sur l’estimation du mouvement 
 
 
1.1. Introduction  
L’estimation du mouvement consiste à extraire un vecteur de mouvement à partir d'une 
séquence d'images en faisant l'hypothèse que l'intensité (ou la couleur) est conservée au cours 
du déplacement. L’estimation de mouvement est exploitée dans plusieurs applications,  on la 
retrouve essentiellement dans la compression vidéo et dans le domaine médical [6]. 
Ce chapitre introductif est consacré à la description de quelques méthodes usuelles 
d’estimation du mouvement à partir d’une séquence d’images. Après une brève discussion sur 
le mouvement et les problèmes généraux de sa mesure, nous présenterons les principales 
techniques d’estimation imposées dans le domaine de la vision par ordinateur. Enfin, une 
dernière section est consacrée à une discussion sur certains problèmes soulevés dans ce 
chapitre. 
1.2. Séquence vidéo numérique. 
Une image numérique est constituée d’un ensemble de points élémentaires appelés 
pixels. Le couple des réels ),( yx  représente la position spatiale d’un pixel, et la valeur 
),( yxI son niveau de gris. Dans une séquence vidéo numérique, deux trames (images) 
successives présentent de nombreuses similarités caractérisant le fond et les objets en 
mouvement. Ces trames sont composées d’un même ensemble d’objets. Une trame est une 
représentation planaire d’une scène ou d’un objet, généralement situé dans un espace 
tridimensionnel.  
1.3. Mouvement dans une séquence d’images  
Le mouvement est un réel problème en vidéo puisqu’il décrit un contexte en trois 
dimensions (3D) alors que les images sont une projection de scènes 3D sur un plan 
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bidimensionnel comme montré dans la figure (1.1). L’information ainsi obtenue est statique et 
incomplète. En général, le mouvement est représenté par un vecteur de mouvement qui décrit 
une transformation d’une image en deux dimensions vers une autre. La figure (1.1) montre le 
principe de réduction. 
 
Figure 1.1. Projection du mouvement 3D en 2D 
La projection d’images successives d’une scène sur un plan 2D complète et enrichi 
l’information sur la scène 3D projetée (scène réelle), en reproduisant les mouvements de cette 
dernière. Ces mouvements sont causés par le déplacement d’un objet dans la scène ou le 
déplacement de la caméra. Deux types de mouvements sont distingués [5] ; le mouvement réel  
et le mouvement apparent. 
1.3.1. Mouvement réel  
Le mouvement réel anime la scène réelle, dans l’espace réel 3D. Ce mouvement réel est 
observé soit par l’oeil humain, soit par un système de prise de vue.  
1.3.2. Mouvement apparent  
Le mouvement apparent est un mouvement 2D perçu dans une séquence à travers des 
variations spatio-temporelles de la luminance. Le champ des vitesses apparentes porte le nom 
de flot optique. Le  mouvement  apparent,  appelé  flot  optique, est  une  variable  cachée  et  
n’est  accessible  que  par l’analyse  des  variations  temporelles  de  la  séquence  d’images. 
Par définition, le flot optique est le champ de vitesse (ou de déplacement) produit dans le plan 
image par des objets en mouvement dans un espace 3D. Il est  représenté par des vecteurs 
comme montré dans la figure (1.2). Chaque Vecteur représente le déplacement d’un point de 
l’image. Le terme de flot optique a été inventé par le psychologue James Jérôme Gibson dans 
une étude sur la vision humaine [5]. 




Figure 1.2. Exemple de flot optique 
1.3.3. Différence entre mouvement réel et mouvement apparent  
Lors de la projection du mouvement réel d’une scène tridimensionnelle (3D) sur un plan 
bidimensionnel (2D), on perd une dimension. Des informations relatives à cette troisième 
dimension sont perdues. Cette perte d’informations témoigne que le mouvement apparent et le 
mouvement réel sont différents. Par exemple dans la figure (1.3), les vitesses apparentes des 
points situés sur une sphère uniforme en rotation sont nulles, donc différentes des projections 
des vraies vitesses de ces points [2,5]. 
 
Figure 1.3. Sphère uniforme immobile et en rotation 
1.4. Estimation de mouvement  
L’estimation  du  mouvement  consiste à mesurer la projection 2D dans le plan de 
l’image d’un mouvement réel  3D, dû à la fois au mouvement des objets dans la scène et aux 
déplacements de la caméra. 
Le calcul du flot optique est une étape de traitement de l'image dite de bas niveau. Il 
consiste à extraire un champ de vitesses dense à partir d'une séquence d'images en faisant 
l'hypothèse que l'intensité  est conservée au cours du déplacement.  
1.4.1. Principales difficultés 
L’estimation du mouvement dans une séquence d’images dynamiques présente 
plusieurs difficultés, on cite entre autres [1,4,20] : 
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1.4.1.1. Présence du bruit : Au cours du processus de formation d’une image, plusieurs 
sources contribuent à la présence du bruit. Citons à titre d’exemple le bruit du capteur, et  le 
bruit de quantification intrinsèquement lié à l’utilisation d’une carte de numérisation 
d’images.  
1.4.1.2. Ambiguïté due à la projection 
La projection de l’espace tridimensionnel sur le plan de l’image provoque une perte 
d’informations pertinentes. Certains objets disparaissent plus ou moins longtemps derrière 
d’autres objets, ce qui pose des problèmes d’estimation à la frontière entre les deux objets [5]. 
De même, plusieurs points de l’espace peuvent être projetés sur un même point de l’image. 
Suivant l’orientation des objets par rapport à la caméra, une droite  peut devenir un point et un 
plan peut devenir une droite, ce qui pose entre autres des problèmes de mise en 
correspondance.  
1.4.1.3. Problème des régions homogènes 
Il n’est possible de détecter le mouvement que dans la mesure où il y a des changements entre 
les images consécutives. Dans le cas d’un objet en mouvement dont le déplacement entre 
deux images consécutives est inférieur à la taille de cet objet, une zone de chevauchement 
apparaît où l’objet « glisse » sur lui-même. Lorsque l’intensité lumineuse de l’objet dans cette 
zone est homogène, cette zone n’apporte aucune information sur le mouvement. 
1.4.1.4. Frontières d’occlusion 
Le phénomène d’occlusion dans une séquence vidéo est dû à l’apparition et à la disparition ou 
aux croisements d’objets dans la vidéo. C’est le résultat du mouvement de la caméra et des 
objets dans la scène. Cependant, la frontière d’occlusion extérieure d’un objet est en réalité 
une zone de transition entre cet objet et d’autres objets, plus éloignés de la caméra et 
partiellement cachés. Ces objets peuvent effectuer des mouvements différents et il est difficile 
de savoir à quel objet correspond le mouvement estimé [2]. En effet, les techniques 
d’estimation de mouvement entre deux images prises à des instants t  et 1+t d’une séquence 
vidéo sont basées sur les ressemblances existantes entre ces deux images. Si des zones 
apparaissent entre les deux images, les ressemblances diminuent et l’estimation échoue dans 
ces zones. La figure (1.4) donne un exemple illustratif du principe d’occlusion.  




Figure 1.4. Principe d’occlusion 
1.4.1.5. Problème d’ouverture 
Le problème d’ouverture [5] apparaît lorsque l’information apportée par les variations 
de l’intensité lumineuse contenues dans le voisinage ne permet pas de le retrouver dans 
l’image suivante. Le schéma de la figure 1.5 illustre cette propriété dans le cadre d’un contour 
en mouvement. Le contenu informationnel d’un voisinage centré sur le pixel A ne permet pas 
de définir le déplacement de la portion de contour de manière exacte. Par contre, la structure 
des voisinages centrés sur les points B ou C permet de déterminer de manière unique leurs 
déplacements respectifs. 
Dans le cas d’un voisinage centré en A, le seul vecteur déplacement pouvant être 
déterminé avec une certitude totale est celui qui correspond à un mouvement dans la direction 
normale au contour présent dans le voisinage. 
 
 
Figure 1.5. Principe d’ouverture 
1.4.2. Contrainte de l’estimation de mouvement 
Le changement de la luminance produit des déformations dans les objets sans que cela 
corresponde à un mouvement. Pour que le mouvement des objets soit clairement détectable, 
les suppositions suivantes devront être vérifiées [4,6]: 
- Les objets sont des corps rigides c'est-à-dire que la déformation des objets est négligée 
au moins pour un minimum d’images voisines pour garantir le même mouvement pour 
tous les pixels du même objet 
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- Le mouvement des objets est translationnel pour un minimum d’images voisines. 
- L’intensité est spatialement et temporellement uniforme c'est-à-dire que l’intensité des 
objets est constante lors du mouvement. 
1.4.3. Équation du flot optique  
Une séquence d’images peut être représentée par sa fonction de l'intensité ),,( tyxI . 
L’hypothèse de conservation de l'intensité stipule que l'intensité d’un point physique de la 
séquence d’images ne varie pas au cours du temps [6], c’est à dire : 
),)((),( dttdtpVpItpI ++=                                                                       (1.1) 
avec Tyxp ),(= et TvupV ),()( =  le vecteur vitesse associé au point p  à l’instant t . Les 
composantes u  et v  représentent respectivement les vitesses selon les directions x et y . 
Comme cette équation n’a pas une solution unique, nous devons faire l’hypothèse que 
l’intensité varie lentement avec x , y et t . Si cette hypothèse est respectée, nous pouvons 
développer le premier membre de l’équation (1.1) en séries de Taylor à l’ordre 1 autour 
















+=+++ ),,(),,(                         (1.2) 
La variable e  contient les termes d’ordres plus élevés. Puisque dIIdttdyydxxI +=+++ ),,( , en 
divisant par dt , et en négligeant les termes d’ordre supérieurs, l’équation  (1.2) peut être 
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par l’hypothèse que l’intensité lumineuse ne varie pas avec le temps, qui conduit à 0=
dt
dI . 



















dx                                                                                     (1.4) 
Si on note : 
dt
dxu =  la vitesse apparente suivant la direction x ,
dt
dyv =  la vitesse apparente suivant la 



















la dérivée de l’intensité d’un pixel par rapport au du temps. L’équation (1.4) devient: 
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0=++ tyx IvIuI                                                                                           (1.5) 
Cette équation est appelée « équation de contrainte du flot optique ou  équation de contrainte 
du mouvement apparent » couramment notée ECMA. Elle peut être reprise sous forme 
vectorielle comme : 
tIVI −=∇ .                                                                                                      (1.6) 
Afin de trouver une solution unique pour u  et v , nous avons besoin de deux équations 
indépendantes, ce qui n’est pas le cas, car l’équation (1.5) ne permet pas de déterminer de 
manière unique le flot optique. En effet, on se trouve en présence d’un système comportant 
une équation à deux inconnues, c’est un système sous-déterminé; le problème est dit mal 




−=                                                                                                    (1.7) 
Avec NV la projection du vecteur vitesse sur le gradient spatial d’intensité I∇ . 
La relation (1.7) fait apparaître un problème intrinsèque à l’estimation du mouvement : 
l’hypothèse  de  conservation  de  la  luminance  appliquée  en  un  point  de  l’image  ne  
permet de  retrouver  que  la  composante  de  vitesse  parallèle  au  gradient  spatial  
d’intensité.  Cette indétermination  est  connue  sous  le  nom  du  problème  d’ouverture.  De  
plus,  l’estimation  est impossible dans le cas où 0=∇I . 
1.5. Panorama des méthodes d’estimation du mouvement  
Les méthodes d’estimation du mouvement peuvent être regroupées en trois catégories 
[4,20] : 
– les méthodes de mise en correspondance; 
– les méthodes différentielles; 
– les méthodes fréquentielles. 
1.5.1. Méthodes différentielles 
Les méthodes différentielles ou variationnelles consistent à résoudre un problème 
d'optimisation (local ou global) en minimisant une fonctionnelle, généralement basée sur 
l'équation du flot optique  à laquelle on ajoute une contrainte pour particulariser les solutions. 
Selon le type de contrainte utilisée, on obtient différentes approches variationnelles: 
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1.5.1.1. Méthodes variationnelles globales 
Ce type d'approches consiste à minimiser sur le domaine entier de l'image une 
fonctionnelle prenant en compte l'équation du flot optique ainsi qu'un terme de lissage, c'est à 
dire en ajoutant une contrainte de régularisation portant sur le gradient, le Laplacien (ou ordre 
supérieur) du champ de vitesse.  La plus connue de ces méthodes est certainement celle 
proposée par Horn & Schunck [3] qui impose une contrainte globale de lissage sur le champ 
des vitesses. 
1.5.1.2. Méthodes variationnelles locales 
Les méthodes locales consistent à prendre en compte des hypothèses supplémentaires 
sur un domaine de taille réduite pour particulariser le flot optique. On minimise alors un 
critère sur un petit domaine, et on obtient ainsi le flot optique de ce petit domaine. La méthode 
locale la plus célèbre est celle de Lucas & Kanade [7]. 
1.5.1.3. Méthodes hybrides 
La littérature récente présente des méthodes dites ‘locales globales’ qui ajoutent un 
filtrage temporel aux méthodes précédentes, donc le lissage et le filtrage temporel peuvent 
être considérés comme étant effectués sur toute l'image, mais la résolution de l'algorithme 
reste purement locale [21-22].  
1.5.2. Méthodes  fréquentielles  
 L’estimation du mouvement est également possible en considérant  le domaine 
fréquentiel. Dans ce cas, on recense deux types d’approches [23-27] : 
Les méthodes exploitant le fait qu’un décalage spatial entraîne un déphasage dans le 
domaine fréquentiel [23-24].  
Les méthodes  considérant la distribution de l’énergie dans l’espace des fréquences 
lorsque le mouvement est vu comme un ensemble d’orientations spatio-temporelles [5,26,27]. 
Les techniques basées sur l’étude de la phase sont utilisées pour l’estimation de la 
disparité dans les problèmes de la stéréovision. L’idée est fondée sur l’équivalence 
translation/déphasage de la transformée de Fourier (TF). On considère deux images 
),(1 tpII = et )1,(2 += tpII de MN × pixels, ou 2I est une version décalée de 1I .  Le 
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problème consiste à déterminer automatiquement le décalage ),( vuV = entre ces deux 
images. Mathématiquement, ceci  est exprimé par l'équation suivante : 
),(),(),( 12 yxBruitvyuxIyxI +++=                                                          (1.8) 
Le bruit  provient  des capteurs ( 1I et 2I )  qui peuvent correspondre à la même  scène, 
mais prises par  deux caméras différentes. 
Le problème consiste à déterminer u  et v  . Nous présentons deux méthodes permettant 
de déterminer le décalage : la corrélation et la corrélation de phase. Il est, par ailleurs,  utile de 
passer dans le domaine fréquentiel. En négligeant le  bruit, on peut écrire la relation suivante 
entre les transformées de  Fourier 1G  et 2G  de 1I  et 2I , respectivement : 
fVjefGfG π212 )()( =                                                                                       (1.9) 
avec { } ijiii eGITFDG θ== , { }2,1=i  i = {1, 2} 
1.5.2.1. Méthode de corrélation 
La fonction d’intercorrélation entre 1I  et 2I  peut être calculée rapidement en 
considérant  la transformée de Fourier discrète (TFD-1 désigne la transformée de Fourier 
discrète inverse) : 
{ })()(),( *211II 21 fGfGTFDyxc − =                                                                (1.10) 


















               (1.11) 
avec ),(),(~ 22 baIbaI −−= .                                                                                         





fVjefGfGfGfC π− ≈=                                                 (1.12) 
En utilisant les propriétés de la transformée de fourrier, on en déduit :  
),(),(
1121 IIII
vyuxcyxc −−≈                                                                         (1.13) 
C’est donc la fonction d’autocorrélation de 1I , centrée en ),( vu . En général, la fonction 
d’autocorrélation d’une image possède la forme d’un pic, et on peut donc déterminer 
),( vuV = en cherchant la position du maximum de  ),(
21 II
yxc  . 
L’algorithme de la méthode de corrélation est le suivant : 
1. Calculer les  TF de  ),(1 tpII = et )1,(2 += tpII , soit  G1  et G2 ; 
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2. Calculer   )(
21 II
fC   par la relation : )()()(
*
21II 21
fGfGfC = ; 
3. Calculer  la fonction d’inter-corrélation 
21 II  
c  la TF inverse de )(
21 II
fC   ; 
4. Rechercher   V , le maximum de 21 II  c  . 
1.5.2.2. Méthode de corrélation de phase  
Cette technique estime la translation 2D entre chaque paire d’images en prenant, pour 
chacune d’elles, sa transformée de Fourier. Son principe repose sur la recherche de la 
différence de phases pour chaque fréquence et le calcul de nouveau de la  transformée de 
Fourier inverse [23,24].  
Si ),(1 tpII =  et )1,(2 += tpII  sont les deux images de la scène se recouvrant 
partiellement et 1G , 2G leurs transformées de Fourier respectives, alors la différence de phase 
entre ces deux images dans le domaine de Fourier est égale à leur spectre de puissance croisé 



























θθ                              (1.14) 
D’autre part,  la transformation entre les deux images est une simple translation exprimée par 
le vecteur vuV ,(= ), soit :  
)()()()( 112 VppIVpIpI −=+= δ                                                              (1.15) 
δ est la fonction de Dirac . 
La transformée de Fourier de cette équation est donnée par :  
fVjefGfG π212 )()( =                                                                                     (1.16) 
ainsi, il est clair que la différence de phase )( 21 θθ −je  entre les deux images n’est autre que   
fVje π2 pour chaque fréquence f . 
à partir de l’équation 1.14, on trouve que la transformée de Fourier inverse de cette différence 
de phase (SPCN) produit la fonction de Dirac du vecteur de translation 
),()( vyuxVp −−=− δδ :  
)()()()( )(121 21 θθπδ −−− ==−= jfVj eFeFVppd                                            (1.17) 
Il est évident d’après l’équation 1.17, que pour calculer le déplacement 2D (translations 
suivant x  et y ), il suffit de chercher le pic de cette représentation spatiale (La fonction 
)( pd présente en général un pic très net en ),( vuV = ).  
L’algorithme de la méthode de corrélation de phase est le suivant : 
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1. Calculer 1G et 2G  les  TF de  1I et 2I .   
2. Calculer χ le SPCN de  1G  et 2G . 
3. Calculer d  la TF inverse de χ . 
4. RechercherV , le maximum de d . 
Cette méthode ne renvoie pas un résultat dense (seuls les maximums locaux sont considérés), 
et elle donne (dans sa version initiale) des déplacements entiers. On citera enfin l’utilisation 
du filtrage spatio-temporel [27-28] et de la transformée en ondelettes [29-33] pour 
l’estimation de mouvement à partir du domaine fréquentiel. 
1.5.2.3. Estimation  du mouvement par banc de filtres de Gabor 
Une troisième approche fréquentielle  consiste à appliquer l’équation du flot optique 
non pas  directement sur la séquence I(t), mais sur  l’image convoluée  par  un banc de filtres 
Gi (avec i =1,…,N , et N le nombre de filtres), les composantes de vitesse ),( vuV =  peuvent 


























∂                                  (1.18) 
où   ∗  est l’opérateur de convolution 2D et Gi  est la réponse impulsionnelle du filtre de 














=                                                     (1.19) 




θ =  est  
l’orientation de chaque filtre. La convolution des dérivées spatio-temporelles de la séquence 
d’images par un banc de N filtres Gi  donne pour chaque pixel ),( yxp  de l’image un système 
à N équations dont les deux inconnues sont les composantes du vecteur vitesse (u, v).  
Sur cette base, plusieurs méthodes ont été développées : 
Heeger [4,20]: Il s'agit d'utiliser une pyramide gaussienne pour évaluer les différents ordres 
de grandeur de vitesse. Chaque niveau de la pyramide est filtré par une famille de 12 filtres de 
Gabor, puis on effectue une estimation au sens des moindres carrés sur l'énergie des filtres 
pour satisfaire l'équation fréquentielle du flot optique. 
Weber et Malik [28] : ajoutent une étape supplémentaire, qui consiste à permuter l’opérateur 
de convolution avec l’opérateur de dérivation, permet de réduire le nombre de filtrages : 

















∗∂                                  (1.20) 
Dans ce cas, l’opération de filtrage porte directement sur l’image )(tI , et non plus sur 
les dérivées spatio-temporelles. Ainsi, en chaque pixel de la séquence d’images, nous 
obtenons N  équations de mouvement, ce qui  permet de remonter au flot optique en résolvant 
le système d’équations (1.20) par  la méthode des moindres carrés.  
Le réglage des paramètres 0f , σ  et N est déterminé pour estimer de façon précise le 
mouvement. Ces trois paramètres influent en particulier sur le choix de calcul de filtres sur 
l’image (gradients), sur le conditionnement du système d’équations du flot optique, ainsi que 
sur le coût calculatoire de l’opération. 
Globalement, ce type d’approches est moins sensible aux variations d’éclairage et est 
plus robuste dans le cas d’observations bruitées. Mais Le problème majeur de ces techniques 
est qu’elles sont coûteuses en terme de temps de calcul à effectuer afin d’obtenir des bons 
résultats car elles utilisent un grand nombre d’images consécutives (jusqu’à 7 images [6]) et, 
comme dans le cas des méthodes différentielles, elles ne sont applicables directement qu’à des 
mouvements de faible amplitude. 
1.5.2.4. Approches par ondelettes 
Les méthodes basées sur les ondelettes sont très populaires en traitement d'image. Dans 
le cadre du flot optique, elles sont équivalentes aux décompositions sur des familles de filtres 
présentées précédemment et induisent donc un filtrage excessif en plus d'une paramétrisation 
a priori (choix des ondelettes) du calcul. 
Méthode Bernard [29]: 
La méthode de Bernard consiste à projeter l’équation du flot optique sur une base 
d'ondelettes Nn
n
,,1)( =Ψ  translatée de ),( vuV =  dans l’espace. Ceci nous amène à un système 




















I n   pour Nn ,,1 =                    (1.21) 
avec ),( yxX = . 
Méthode Szeliski [34]: 
Szeliski a proposé de décomposer les vecteurs vitesse recherché xv et yv  sur  des 
fonctions particulières: 





jjiix yxBuyxv ∑=                                                                          (1.22) 
),(ˆ),( ii
j
jjiiy yxBvyxv ∑=                                                                          (1.23) 
avec les jB  étant des fonctions non nulles sur un certain intervalle et nulles ailleurs, 
translatées spatialement les unes par rapport aux autres. 
1.5.3. Méthode d’appariement de blocs 
La méthode de l'appariement de blocs (block-matching), appelée aussi dans la littérature 
correspondance de blocs ou encore similarité de blocs, est la plus utilisée et adaptée par la 
plupart des standards de compression vidéo due à sa simplicité pour les implémentations 
Hardware. 
Le principe général de l'appariement de blocs est d'exploiter les redondances temporelles 
existantes entre des images consécutives. Pour cela, considérons une séquence vidéo dans 
laquelle nous voulons estimer le mouvement des différents objets qui y sont contenus. Pour 
simplifier l'estimation, nous ne considérons que le mouvement présent entre deux images 
successives A  et B , et chaque image est subdivisée en blocs de tailles égales et chaque bloc 
est considéré comme étant un objet indépendant [35-37]. Voici le procédé général de 
l'approche (voir figure 1.6 pour un exemple) : 
1. Séparation de l'image A  en blocs de MN × . 
2. Sélection d'un bloc de l’image A , déplacement à toutes les positions d'une région de  
recherche choisie de l'image B et évaluation de la fonction de coût. 
3. Choix de la position de l'image B  où la fonction de coût est minimale. 
4. Le vecteur correspondant est associé au bloc. 
5. Répéter jusqu'à ce que tous les blocs dans l'image A soient appariés. 
Figure 1.6.  Exemple d'une procédure d'appariement de blocs. 
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Les méthodes de mise en correspondance de blocs peuvent être classées en fonction : 
1. Du critère de mise en correspondance ; 
2. De la dimension du bloc et celle de la fenêtre de recherche ; 
3. De la stratégie de recherche.  
1.5.3.1. Largeur de la zone de recherche 
L'utilisation d'une fenêtre de recherche permet de limiter le nombre de blocs de 
référence que l'algorithme doit tester. La largeur de la zone de recherche affecte directement 
la vitesse et la précision de l’encodeur vidéo. Dans la plupart des standards, c'est un paramètre 
limité à partir des expériences ou imposé par les contraintes des implémentations hard [38]. 
Cependant, les séquences de mouvement rapide, où les objets changent leurs positions d’une 
image à l’autre d’une distance considérable, doivent subir une recherche dans une zone 
couvrant ce déplacement, engendrant bien sûr un temps de calcul plus long. Par contre, les 
séquences de mouvement lent doivent minimiser la zone de recherche pour profiter du temps 
de codage. 
1.5.3.2. Taille des blocs 
La taille du bloc choisie affecte clairement la recherche et la comparaison des blocs et 
ainsi la performance de l’estimation de mouvement. En choisissant une taille importante des 
blocs (32,64,…), on réduit la précision des vecteurs du mouvement obtenus du fait que les 
grands blocs contiennent des objets de mouvements différents en vitesse et en direction, mais 
d’un autre coté, on gagne en matière de la taille des informations émises concernant les 
vecteurs de mouvement puisque le nombre de blocs est réduit. 
Le choix d’une taille réduite (2,4,…) permet d’expliciter le mouvement des objets et les 
limites des objets seront bien identifiées.  Il permet aussi de produire des vecteurs de 
mouvement très précis. D’un autre côté, les petits blocs souffrent du temps de calcul 
important. Les tailles de 8x8 et de 16x16 des blocs sont considérées généralement adéquates 
pour les applications de compression vidéo.  
1.5.3.3. Types de fonction de coût 
C’est la fonction principale du Block-Matching, qui décide à quel point un bloc est 
similaire à  un autre (elle est appelée aussi Mesure de Distorsion de Bloc (MDB)). Son choix 
est nécessaire  pour obtenir un bloc optimal. Elle a aussi un impact direct sur la complexité de 
calcul et sur la  précision de l’estimation de mouvement. Plusieurs fonctions sont rencontrées 
dans la littérature dont les plus utilisées sont: 
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rc dyjydxixIjyixIDMA       (1.24) 
















rc dyjydxixIjyixIEMQ   (1.25) 
avec cI , rI  l’image cible et l’image de référence de taille NN × , ),( yx les coordonnées du 
bloc cherché et ),( dydx  le vecteur de mouvement. 
1.5.3.4. Types de recherches  
Il existe de nombreuses méthodes de block-matching dans l'ensemble des articles [35-
40] cherchant à optimiser l'efficacité et la rapidité de l'algorithme. Nous  nous citons diverses 
méthodes largement utilisées, de la plus simple et la plus ancienne, à savoir la recherche 
exhaustive, à des méthodes très récentes et optimales : la recherche dite en "3 pas", la 
recherche  avec éliminations successives, la recherche sur une grille en diamant, la recherche 
sur une grille hexagonale. Ces  méthodes permettent une forte réduction de la complexité de 
l’estimation de mouvement. Les algorithmes rapides testent des sous-ensembles de la fenêtre 
de recherche. Ces sous-ensembles peuvent être de type "carré", "fois" et "plus" (figure 1.7).  
 
Figure 1.7. Sous-ensembles de recherche 
1.6. Discussion sur les différentes méthodes 
Les méthodes différentielles, basées sur la résolution de l’équation du flot optique, 
présentent de nombreux avantages face aux méthodes de mise en correspondance et face aux 
méthodes fréquentielles. L’équation du flot optique permet une estimation sous-pixellique 
directe du mouvement, contrairement aux méthodes de mise en correspondance. La mesure du 
mouvement ne nécessite qu’un calcul local des dérivées spatio-temporelles de la séquence. 
Ces opérations ont un coût de calcul faible comparé aux filtrages spatiotemporels imposés par 
les méthodes fréquentielles. Ces deux avantages, associés au fait que l’équation du flot 
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optique est linéaire par rapport au vecteur vitesse, expliquent le succès et le nombre très 
important de travaux portant sur les méthodes différentielles. Leur principal inconvénient est 
leur fondement basé sur des hypothèses d’intensité de lumière constante, et de faibles 
déplacements (de l’ordre du pixel). Lors de déplacements plus importants, il est néanmoins 
possible de surmonter le problème par des approches multi-résolutions [10], en supposant que 
l’hypothèse d’intensité constante reste valable malgré la diminution de la résolution. 
Les méthodes de block-matching ne sont pas dépendantes de l’équation du flot optique. 
Les hypothèses d’intensité constante et de faibles déplacements n’entrent pas en 
considération. Elles sont plus robustes lors de variations d’intensité et traitent des 
déplacements d’amplitudes quelconques. Les points faibles de ce type de méthodes sont d’une 
part la complexité des algorithmes et d’autre part, il est nécessaire que la surface de 
corrélation présente un maximum bien défini. En effet, ces méthodes fonctionnent moins bien 
sur des zones de l’image homogène.  
1.7. Conclusion 
Nous avons rappelé dans ce chapitre quelques notions sur la théorie de l’estimation du 
mouvement. La notion du flot optique a été développée plus profondément. Nous avons 
notamment présenté  plusieurs techniques d’estimation du flot optique. On peut observer que 
certaines techniques opèrent dans le domaine spatio-temporel, d’autres dans le domaine 
fréquentiel. Dans le domaine spatio-temporel, nous avons rappelé l’équation de contraintes 
spatiotemporelles du flot optique qui relie les composantes du vecteur vitesse aux gradients 
spatiotemporels. Les approches qui découlent de cette équation s’appellent méthodes 
différentielles. Ces dernières méthodes seront développées d’avantage dans les chapitres 
suivants. 











2.1. Introduction  
La théorie des ondelettes ait naissance dans le milieu des années 80 [11]. De nos jours, 
elle s’utilise dans de nombreux domaines comme l’analyse harmonique, la vision par 
ordinateur, le traitement du signal, la compression d’images et autres. Son succès est dû à son 
adaptabilité aux données et à sa facilité d’implémentation. La transformée en ondelettes (TO) 
est un outil très efficace dans l’analyse et le débruitage de signaux non stationnaires 
présentant des discontinuités ponctuelles. Dans les images, les discontinuités sont 
principalement générées par les contours et par conséquent elles sont distribuées le long d’une 
courbe lisse dans le plan spatial. Dans la dernière décade, une diversité de nouveaux outils 
d’analyse multi-échelle basés sur une analyse en ondelettes dans un espace géométrique a été 
proposée [38]. Ces nouvelles techniques visent à améliorer le pouvoir d'approximation des 
ondelettes en introduisant une notion de  directionalité  ce qui leur permet de mieux tenir 
compte de la géométrie présente dans l'image.  
 
(a) Ondelettes                                                (b) Curvelettes 
Figure 2.1  Fonctions d'approximation des ondelettes et des curvelettes. 
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La figure (2.1) montre une comparaison de l’approximation non-linéaire des ondelettes 
et des curvelettes. On remarque que  les ondelettes nécessitent beaucoup de coefficients pour 
représenter précisément un tel contour. Cependant les curvelettes peuvent représenter un 
contour lisse avec moins de coefficients pour la même précision. 
Dans ce chapitre on propose un rappel sur les définitions et les propriétés des ondelettes 
ainsi que les nouveaux outils d'analyse multi-résolution qui sont les ridgelettes [12], les 
curvelettes [13,42-43] et les contourlettes [44-47].  
2.2.  Transformée en ondelettes  
Dés la naissance des ondelettes, elles ont gagné un intérêt considérable pour le 
traitement des signaux. L’idée est de représenter un signal à plusieurs résolutions, ce qui  
permet de représenter ses tendances principales dans seulement quelques coefficients. En 
traitement d’images, les ondelettes ont été employées pour différentes applications telles que 
le débuitage, la compression et l’estimation de mouvement [29-33]. Cette section présente les 
ondelettes dans ses deux versions ; les ondelettes continues unidimensionnelles et les 
ondelettes discrètes sous les différentes constructions possibles. Puis une extension aux 
signaux bidimensionnels sera également présentée. 
2.2.1. Définition 
Les fonctions d’ondelettes  ont été introduites par Grossman et Morlet pour modéliser 
des signaux sismiques. Les ondelettes sont des fonctions générées par translation et dilatation 
d’une fonction  ψ  appelée ‘ ondelette mère ‘. L’ensemble de ces fonctions d’ondelettes forme 
une famille permettant d’analyser le signal dans un espace transformé. Une base d’ondelettes 
est définie par [11,48]: 









xba ψψ                                                                 ( 2.1) 
où  ℜ∈ℜ∈ ba ,* désignent le paramètre de dilatation et le paramètre de translation 
respectivement. Le facteur de normalisation a1/2 garantit que toutes les ondelettes ont la même 
énergie. La figure (2.2) montre une ondelette mère translatée et dilatée. On voit que la 
résolution en fréquence est meilleure lorsque le facteur d’échelle a   est grand, mais la 
résolution temporelle est alors mauvaise. 
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2.2.2 Transformée en ondelettes continues 






,, ttxdtttxxTOC bababa ψψ                                               (2.2) 
où * désigne le complexe conjugué, >⋅⋅< , est le produit scalaire. Les fonctions *,baψ  sont 
obtenues par le décalage temporel d'une version compressée/délattée de l'ondelette mère 
)(tψ . Elles sont définies par l’équation (2.1). 
















tx baba 2,, )()(
1)( ψ
ψ
                                                       (2.3) 
où ψC  est un nombre constant qui ne dépend que de l'ondelette choisie )(tψ . 























Figure 2.2. Translation et dilatation des ondelettes. 
2.2.3. Transformée en ondelettes discrètes 
La transformée en ondelettes discrètes (TOD) est issue de la version continue, à la 
différence de cette dernière, la TOD utilise un facteur d’échelle et une translation discrétisés. 
Donc les bases d’ondelettes sont alors définies par les fonctions : 




, k)(j,  );2(2)( Ζ∈−=
−− ktt jjkj ψψ                                                         (2.4) 
Cette transformée est appelée transformée dyadique, elle est représentée dans la figure (2.3). 




= dtttxxTOD kjkj )()()(
*
,, ψ                                                                           (2.5) 
En choisissant adéquatementψ , la famille kj ,ψ  constitue une base orthonormée, on pourra 
dès lors récupérer le signal original par la transformée inverse: 
( )txTODtx kj
j k
kj ,, )()( ψ∑∑=                                                                         (2.6) 
Cette équation permet d’assurer une reconstruction exacte. 
 
Figure.2.3.   Grille dyadique. 
2.2.4. Analyse multi-résolutions et transformée en ondelettes 
L’analyse multi-résolutions permet d’analyser les signaux à différents niveaux de 
résolution. Elle consiste à projeter le signal )(tx  sur une série de sous-espaces orthogonaux ; 
les espaces d'approximations jV  et les espaces de détails jW . 
Afin de combiner la transformée en ondelettes et l’analyse multi-résolutions, une nouvelle 
fonction est introduite : ‘la fonction d’échelle’ ou ‘fonction père’, que l’on peut considérer 
comme la fonction complémentaire de l’ondelette. Elle permet d’extraire les composantes 
basses fréquences du signal, alors que l’ondelette extraira les composantes hautes fréquences.  
L’introduction de la fonction d’échelle et de la famille de fonctions qui en découle, nous 
permet d’obtenir une approximation du signal; les détails sont ensuite codés par les 
ondelettes. Cette méthode permet de décomposer en ondelettes n’importe quelle fonction 
indépendamment de son comportement à l’infini. 
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= 1)( dxxφ                                                                                                 
  
(2.7) 




−− φφ                                                                           
  
(2.8) 
Pour un signal )(tx  à énergie finie, les coefficients de détails sont définis par : 
>=< kjx xkjd ,,),( ψ                                                                                           (2.9) 
et  les coefficients d'approximations sont définis par : 
>=< kjx xkja ,,),( φ                                                                                     (2.10) 





kjxj tkjatxA )(),()( ,φ                                                                             (2.11) 





kjxj tkjdtxD )(),()( ,ψ                                                                          (2.12) 
L'approximation du signal à un niveau j correspond donc à une approximation plus grossière 
complétée par le détail : 
)()()( 11 txDtxAtxA jjj ++ +=                                                                         (2.13) 
L'analyse multi-résolutions permet de représenter un signal )(tx   sous la forme d'une somme 















)(),()(),()()()( ψφ         (2.14) 
avec J  nombre de niveaux.  
La fonction d’ondelettesψ  permettant de relever les hautes fréquences est représentée par un 
filtre numérique passe-haut pour définir les détails, et la fonction d’échelleφ , qui permet de 
relever les basses fréquences est représentée par un filtre passe-bas pour définir les parties 
lisses ou douces du signal (approximations). 
2.2.5.   Algorithme rapide de Mallat  
La transformée en ondelettes discrète est implantée à l'aide de l'algorithme rapide  de 
Mallat [48] en utilisant l'analyse multi-résolutions. Cet algorithme est basé sur la définition 
Chapitre 2                                                        Analyse multi-échelles  par ondelettes géométriques 
 
27 
d'une paire de filtres ),( gh  associés aux fonctions d’échelle et d’ondelette par produit scalaire 















                                                                                        (2.15) 




− φφ                                                                                 (2.16) 
L’algorithme de Mallat consiste à calculer les coefficients de détails et d'approximations 
en utilisant des filtrages et décimations successifs en introduisant le signal à analyser dans 
deux filtres passe-bas ( h ) et passe-haut ( g ). A ce niveau, deux vecteurs seront obtenus : 1A  
et 1D . Les éléments du vecteur 1A sont appelés coefficients d’approximation, ils correspondent 
aux plus basses fréquences du signal, tandis que les éléments du vecteur 1D , appelés 
coefficients de détail correspondent aux plus hautes fréquences. La procédure peut être 
répétée avec les éléments du vecteur 1A et successivement avec chaque nouveau vecteur jA  
obtenu. Les sorties des filtres sont sous-échantillonnées par un facteur 2. Le processus de 
décomposition peut être répété J fois, avec J  le nombre maximal de niveaux. 
On peut reconstruire le signal grâce à des filtres h~  et g~  selon l'algorithme présenté en figure 
(2.4). L'approximation jA  à un niveau donné j  est la somme des coefficients de détails 1+jD  
et d'approximations 1+jA  du niveau supérieur préalablement filtrés et ré-échantillonnés.      
 
Figure.2.4. Algorithme de Mallat pour la décomposition et la reconstruction d’un signal. 
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−=                                                                                               (2.17) 
2.2.6. Ondelettes non décimées 
Les ondelettes orthogonales séparables sont connues par leur non-invariance par 
translation. On peut évidemment obtenir une transformée invariante par translation si les 
différentes échelles ne sont pas décimées, ceci est possible si on dispose de l’espace mémoire 
et le temps de calcul suffisants. Le problème est que contrairement aux ondelettes décimées, 
dont le nombre de coefficients est identique au nombre d’échantillons, on obtient de la 
redondance dans le cas non décimé. La transformée en ondelettes non décimée peut être 
réalisée de différentes manières, on peut effectuer plusieurs transformées décimées, après 
avoir appliquer un décalage au signal, ou on peut utiliser des filtres modifiés par insertion de 
zéros, c’est l’idée de l’algorithme à trous. Cet algorithme proposait par Holdschneider et al. 
[41], utilise un filtre différent à chaque échelle. En effet, on définit pour tout filtre )(nh , un 
filtre )(nh j  obtenu en insérant entre chaque entrée de h , 12 −
j  zéros. On peut alors utiliser 
le schéma classique de la décomposition représenté en figure (2.4), dans lequel les filtres de 
chaque bloc j  sont changés par jh , et où les décimations ont été supprimées [41]. La 
reconstruction se fait en moyennant les reconstructions des différents filtres. L’algorithme à 
trous est montré dans la figure (2.5). 
 
Figure.2.5. Schéma de la TO non décimée en utilisant l’algorithme à trous. 
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2.2.7. Paquets d'ondelettes 
Les paquets d'ondelettes sont une généralisation de la décomposition en ondelettes qui 
offre une analyse plus riche. Elles ont été introduites par Coifman et al. [41] au début des 
années 90 pour pallier le manque de résolution fréquentielle de l'analyse en ondelettes. Dans 
les paquets d'ondelettes, le signal est décomposé en deux vecteurs, le vecteur des détails et 
celui des approximations. Ainsi, la décomposition est effectuée sur  les deux vecteurs de 
détails et d'approximation en deux sous vecteurs de détails et d'approximation également et 
ainsi de suite. On obtient alors le schéma hiérarchique semblable à l'exemple de la figure (2.6) 
où la lettre a  désigne les coefficients des approximations et d  ceux des détails. 
 
Figure 2.6. Arbre de décomposition par la transformée en paquets d'ondelettes. 
2.2.8.  Transformée en ondelettes bidimensionnelles 
 La théorie des ondelettes peut être généralisée sur plusieurs dimensions. Ceci est 
possible en appliquant de manière séquentielle et séparable sur les différentes dimensions du 
signal. Pour les signaux 2D, La reformulation mathématique donne naissance à une fonction 




























                                      (2.18) 
Cet ensemble de fonctions d’ondelettes fournit une représentation dyadique de l’image avec 
trois sous-bandes de coefficients d’ondelettes par résolution et une unique image 
d’approximation. 
Pour calculer les coefficients d'approximations et de détails d'une image I, on utilise la 
généralisation de l'algorithme pyramidal présenté au paragraphe (2.2.5). Chaque étape de cet 
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algorithme est appliquée successivement aux lignes puis aux colonnes de l'image. Le principe 
de décomposition et de reconstruction des signaux 2D est montré dans la figure (2.7). On 
obtient, pour un niveau de décomposition j , une sous-image d'approximations jA  et trois 
sous-images de détails 321 ,, jjj DDD  selon l'orientation fréquentielle horizontale verticale et 
diagonale. Les sous-bandes de détails 1D , 2D et 3D  correspondent respectivement aux 
orientations horizontales (hautes fréquences en y , basses fréquences en x ), verticales (le 
contraire), et diagonales (hautes fréquences en x  et y ).  
 Les quatre sous images (sub-images) résultent dénotant CA  (les coefficients 
d’approximations), CH  (les coefficients de détails horizontaux), CV (les coefficients de 
détails verticaux) et CD  (les coefficients de détails diagonaux). Le signal approximation est à 
son tour décomposé et ainsi de suite. La figure (2.8) illustre la stratégie de l’algorithme de 
Mallat bidimensionnel pour la décomposition des signaux bidimensionnels tels que l’image. 
La reconstruction est l’opération similaire, mais inversement [11,48] ; à partir des coefficients 
d'approximations et de détails, on applique  une interpolation suivie d’un filtrage selon les 
lignes puis selon les colonnes.  
 
 
Figure.2.7. Algorithme de Mallat  pour la décomposition et la reconstitution  d'une image. 




Figure 2.8.  Décomposition multi niveaux par ondelettes 
2.2.9. Exemple d’ondelettes 
Il existe plusieurs types d’ondelettes dont les plus populaires sont l’ondelette de Morlet, 
le chapeau mexicain, Symmlet, l’ondelette de Daubechies pour différents ordres et l’ondelette 
de Haar. La figure (2.9) et la figure (2.10) présentent quelques ondelettes de Daubechies pour 
différents ordres et une décomposition multi-résolution sur différentes bases d’ondelettes 
d’une image respectivement [49].  
 
Figure 2.9.  Exemples d’ondelettes de Daubechies pour différents ordres. 
 
                 (a) Originale                               (b) Haar                               (c) Daubechies 8 
Figure 2.10. Décomposition multi-résolution sur différentes bases d’ondelettes. 
2.3. Ondelettes géométriques 2D 
La transformée en ondelettes pour la représentation d’images mérite d’être améliorer 
pour représenter efficacement les structures non horizontales et non verticales. De nouvelles 
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transformées géométriques  ont été développées dans l'intention de corriger cette limitation. 
On trouve deux grandes approches : l’approche non-adaptative et l’approche adaptative [49]. 
Les transformées géométriques non adaptatives utilisent des bases de fonctions fixes. On 
trouve dans cette famille les transformées en ridgelettes , curvelettes et contourlettes [50] . 
Les transformées dites adaptatives adaptent soit l’image à la transformée en ondelettes 2D, 
soit la transformée en ondelettes au contenu de l’image. Parmi ces transformées, on trouve à 
titre d’exemple la transformée en bandelettes [51]. La figure (2.11) résume la classification 
des ondelettes géométriques. Dans ce qui suit, on présente les ridgelettes, les curvelettes et les 
contourlettes.  
 
Figure. 2.11. Classification des ondelettes géométriques. 
2.3.1. Transformée en Ridgelettes 
L'extension au cas des images (2D) des ondelettes ne fait qu'utiliser le principe de la 
séparabilité avec une même ondelette 1D en filtrant horizontalement, puis verticalement 
l’image. L'analyse de l'image se fait alors suivant trois directions principales ; horizontale, 
verticale et oblique. Le contenu d'une image ne se limite pas seulement à ces trois directions, 
Candès a proposé dans [12] une nouvelle transformée plus générale prenant en compte les 
limites de la transformée en ondelettes. Cette nouvelle transformée est nommée la transformée 
en  ridgelettes .  
2.3.1.1. Principe de la transformée en ridgelettes 
La ridgelette est définie comme une ondelette construite le long d’une ligne ‘ridge’ 




− θθψψ θ                                      (2.19) 
où 0>a est le facteur d’échelle, Rb ∈  le paramètre de translation, [ [πθ 2,0∈  l’angle de 
projection etψ  la base d’ondelettes. 
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Les coefficients de ridgelettes IRid d’une image I sont obtenus par projection sur cette base : 
212121,,
* ),(),(),,( dxdxxxIxxbaRid baI ∫∫= θψθ                                            (2.20) 
Cette projection est intimement liée à la transformée de Radon (T.Rad) qui consiste à intégrer 
une image selon un ensemble de lignes : 
212121 )sincos(),(),( dxdxtxxxxItRad I −+= ∫∫ θθδθ                               (2.21) 
où δ  est la distribution Dirac. 
Par conséquent, la transformée en  ridgelettes (2.20) est obtenue par une transformée en 










1),(),,(                                                (2.22) 
La transformée de Radon peut être calculée à partir de la transformée de Fourier inverse de la 
transformée de Fourier de l’image le long des lignes radiales. 
[ ] ∫ −== dtetRadtRadTFI itII λθθθλθλ ),(),()sin,cos(ˆ                             (2.23) 
Par conséquent, l’équation (2.22) peut être écrite dans le domaine fréquentiel : 
[ ][ ])/()sin,cos(ˆ),,( 1 atTFITFbaRid tI ψθλθλθ λ−=                                  (2.24) 
La transformée en ridgelettes discrète s’obtient en appliquant une transformée en ondelettes 
1D le long de ),,( θbaRid I , en utilisant la variable d’intégration t . Pour cela, on suit les trois 
étapes suivantes: 
• Calcul de  la transformée de Fourier 2D (FFT 2D) 
• Conversion de ces ordonnées cartésiennes en cordonnées polaires. 
• Calcul de la transformée inverse 1D (IFFT 1D). 
Autrement dit, la transformée en ridgelettes est obtenue par une transformée en ondelettes 1D 
des lignes ( cste=θ ) de la transformée de Radon de l'image. L'une des méthodes pour 
calculer la transformée de Radon est d'utiliser le théorème de projection des coupes: on 
calcule la transformée de Fourier 2D de l'image, on transforme cette image en une image en 
coordonnées polaires (droites passant par les fréquences nulles avec différentes orientations), 
puis on applique une transformée de Fourier inverse 1D sur chacune des lignes (pour θ ). Il ne 
reste ensuite qu'à ajouter une transformée en ondelettes 1D suivant ces mêmes lignes pour 
obtenir la transformée en ridgelettes. La figure (2.12) résume les étapes d’une transformée en 
ridgelettes. 




Figure.2.12. Construction de la transformée en ridgelettes par le théorème de projection des coupes. 
 
D’après l’équation (2.20), on peut remarquer que la transformée en ridgelettes autorise 
une analyse uniquement le long des droites traversant complètement l'image. Ce qui en résulte 
que les contours dans l’image sont modélisés par des segments. Pour remédier ce problème, 
Candès et Donoho proposent d’effectuer  la transformée en ridgelettes sur des blocs images de 
taille BB × se recouvrant de 2/B  pour éviter les effets de blocs au lieu de l’image globale 
[41]. 
2.3.1.2. Algorithme de la transformée en ridgelettes  
L’algorithme de la transformée en ridgelettes se déroule comme suit :  
1- Effectuer la transformée de Fourier sur l’image I ; 
2- Ré-échantillonner l’espace fréquentiel cartésien en coordonnées polaires; 
3- Pour chaque ligne radiale indexée par nθ , effectuer la transformée de Fourier 
inverse pour obtenir la transformée de Radon{ } NnnnI tRad ,,1),( =θ  pour l’angle nθ . 
4- Effectuer la transformée en ondelettes dans le domaine spatial (équation 2.22); 
La transformée en ridgelettes inverse effectue simplement les transformations inverses sur 
chaque étape 4 à 1. 
2.3.2. Transformée en curvelettes 
2.3.2.1. Principe de la transformée en curvelettes  
L'idée de la transformée en curvelettes est d'appliquer la décomposition pyramidale en 
ridgelettes non plus sur l'image elle-même, mais sur chacune des sous-bandes obtenues en 
sortie de la transformée en ondelettes non décimées de l'image. Pour cela, une analyse multi-
résolutions est appliquée à l'image avant de lui appliquer la transformée en ridgelettes 
localement sur des blocs dyadiques. 
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2.3.2.2. Algorithme de la transformée en curvelettes 
L’algorithme de la transformée en curvelettes est le suivant :  










I yxHFyxAyxI                                                                                  (2.25) 
où JIA est la version grossière de l’image I , et jIHF sont les détails de I à l’échelle j−2 . 
2- Initialiser la taille des blocs à min
1 BB = (on utilise 16min =B  ). 
3- Pour chacune des images hautes fréquences jIHF , Jj :1= , effectuer la 
transformation en ridgelettes locale :  
- Si ;2,12mod 1 jj BBj == +  
- Sinon, jj BB =+1 . 
Les figures 2.13 et 2.14 présentent le principe de la transformée en curvelettes ainsi qu’un 
exemple de décomposition en curvelettes d’une image  en 3 niveaux.   
 
Figure. 2.13.  Principe de la transformée en curvelettes. 
La reconstruction est obtenue en déroulant l'algorithme dans l'ordre inverse 
(transformée en ridgelettes inverse, reconstruction de la partition initiale de l'image, filtrage 
dual pour la reconstruction de l'image à partir des sous-bandes). 




Figure. 2.14.  Décomposition en curvelettes d’une image en 2 niveaux. 
2.3.3. Transformée en contourlettes 
Cette transformée proposée par Do et al.[46] correspond à une variante de la 
transformée en curvelettes en utilisant un banc de filtres directionnels proposé  par Bamberger 
et al. [52] à  la place de la transformée en ridgelettes. Une autre différence avec les curvelettes 
réside dans l'utilisation de la décimation au fur et à mesure de la montée en échelle lors de 
l'analyse fréquentielle. 
2.3.3.1. Décomposition en sous-bandes  
La première étape de la décomposition fait appel à une pyramide laplacienne (PL) de 
Burt et al. [53]. Le principe de cette décomposition d’une image I est le suivant [41] :  
1- On génère une version à résolution plus faible de I par un filtrage passe-bas. 
2- On sous-échantillonne cette nouvelle image, on obtient alors une image c . 
3- On obtient l'image des détails en faisant la soustraction entre I  et une prédiction de 
I  obtenue par sur-échantillonnage et filtrage dual de c . L'image d  ainsi obtenue 
correspond à une version de l'image d'origine filtrée par un filtre passe-bande. 
La figure (2.15) décrit les étapes de décomposition et de reconstruction de l’image I . 
 
Figure 2.15. Schéma de décomposition (a) et de reconstruction (b) d’une pyramide laplacienne.  
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On applique cette décomposition à chaque niveau de résolution pour obtenir la structure de la 
pyramide. La reconstruction est le pseudo-inverse de l'algorithme de décomposition (valable 
uniquement dans le cas où les filtres sont orthogonaux), l'image reconstruite sera notée Iˆ .  
La décomposition suivant la pyramide laplacienne permet d'obtenir un pavage du plan 
fréquentiel en bandes concentriques comme montré dans la figure (2.16). 
 
Figure 2.16. Pavage du plan fréquentiel obtenu par la décomposition pyramidale laplacienne. 
2.3.3.2. Filtrage directionnel 
Le principe du filtrage directionnel 2D utilisé par Do et Vetterli [44] est de fournir les 
réponses à travers un banc de filtres orientés d’une image d’entrée d , comme il est montré 
dans la figure (2.17a).  Ce filtrage directionnel permet d'obtenir un pavage par tranches 
orientées du plan fréquentiel. Ceci est illustré dans la figure (2.17b). 
 
                             (a) BFD                                             (b) Pavage fréquentiel      
Figure 2.17.  Banc de filtres directionnels et son pavage fréquentiel. 
Do et Vetterli combinent les aspects d’analyse multi-résolutions et de filtrage directionnel 
pour construire la transformée en contourlettes appelée aussi ‘Banc pyramidal de filtres 
directionnels BPFD’. La figure (2.18) montre le principe de la transformée en contourlettes. Il 
Chapitre 2                                                        Analyse multi-échelles  par ondelettes géométriques 
 
38 
consiste à appliquer un filtrage directionnel sur chacune des images de détails issues de la 
décomposition pyramidale. On obtient alors un pavage du plan fréquentiel où chaque 
couronne représentant un niveau de résolution est elle-même redécoupée en portions 
correspondant aux directions que l'on se fixe pour chaque sous-bande (voir la figure (2.19)). 
 
Figure 2.18.  Principe de la  transformée en contourlettes. 
 
Figure 2.19.  Découpage du plan fréquentiel pour la transformée en contourlettes. 
La figure (2.20) donne un exemple de transformées en contourlettes. En haut à droite, on 
trouve l'approximation à basse résolution, puis de droite à gauche on voit apparaître trois 
sous-bandes elles-mêmes filtrées respectivement suivant 8, 8 et 16 directions [41]. 
 




Figure 2.20.  Exemple de transformée en contourlettes d’une image. 
2.3.4. Pouvoir d'approximation 
La théorie de l'approximation étudie le taux d'erreur résultant entre une fonction et son 
approximée. Pour les M  plus grands coefficients de la transformée en ondelettes (curvelettes, 














−≤−                                                                  (2.28) 




Mfˆ désignent les fonctions reconstruites à partir des M  plus grands 
coefficients de la transformée en ondelettes, en curvelettes et en contourlettes respectivement. 
On note ici que plus M est grand, l’erreur d’approximation est faible. De même, 
l’approximation utilisant la transformée en curvelettes est meilleure que celle obtenue par la 
transformée en ondelettes.  
2.4. Débruitage d’images par seuillage  
Le débruitage est un processus qui consiste à éliminer le bruit avec une dégradation 
minimale des contours de l'image. La complexité de cette tâche est toujours liée à la nature du 
bruit et au type de l’image. Les méthodes standard de débruitage appliquées dans le domaine 
spatial aussi bien que dans celui du domaine fréquentiel de l'image bruitée présentent des 
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limitations pour la réduction de bruit et la qualité de l’image restaurée qui est généralement 
floue.  
Motivées par la simplicité d'application et l’efficacité de la transformée en ondelettes, 
des méthodes basées sur le seuillage par transformée d'ondelettes ont vu le jour [54].  Ces 
techniques sont basées sur la construction d'estimateurs statistiques à base d'ondelettes et 
nécessitent essentiellement le calcul d'un seuil qui correspond à 1' amplitude maximale du 
bruit, puis faire  le seuillage dans le sens que chaque coefficient d’ondelettes de l'image est 
comparé au  seuil calculé; si le coefficient est plus petit que le seuil, alors il est mis à zéro, 
autrement il est inchangé ou son amplitude est réduite légèrement. 
Soit y  une image corrompue par un bruit n . On peut ainsi écrire : 
nxy +=                                                                                                      (2.29) 
La transformée en ondelettes (TO) étant une fonction linéaire, on l'applique sur l'équation  
(2.29) et on obtient : 
WnWxWy +=                                                                                              (2.30) 
W symbolise la transformée en ondelettes (ou curvelettes ou ridgelettes). Soit ( )⋅T  la fonction 
de seuillage par ondelettes, alors le schéma de débruitage par ondelettes peut être exprimé 
selon l'équation: 
( )( )WyTWx 1ˆ −=                                                                                            (2.31) 
où ( )WyT  est le vecteur des coefficients de la TO souillée et xˆ  l’image débruitée. Ceci 
s'interprète simplement par l'application de TO sur l’image bruitée y, on obtient ainsi le 
vecteur des coefficients de la TO  ( )Wy  ) sur lequel on applique la fonction de 
seuillage ( )WyT . L’image débruitée xˆ  quant à elle, est obtenue en appliquant la transformée 
en ondelettes inverse (TOI) sur le vecteur des coefficients seuillés ( )( )( )WyTW 1− . La figure 
(2.21) présente les étapes de débruitage.   
2.4.1. Algorithme de débruitage par seuillage  
L'algorithme de base de débruitage par ondelettes peut être décomposé en trois étapes 
essentielles: 
• La décomposition par la transformée en ondelettes. 
• Le seuillage des coefficients issus par la décomposition. 
• La reconstruction par la transformée en ondelettes inverse. 




Figure 2.21.  Trois étapes de débruitage par seuillage . 
2.4.2. Méthodes de seuillage  
Dans la littérature, on trouve plusieurs méthodes  de seuillage, dont les plus connues et 
appliquées sont : 
2.4.2.1. Seuillage doux 
Le seuillage doux consiste à éliminer les coefficients au dessous d’un seuil T et de 












)(                                                             (2.32) 
où, )(⋅douxT est la fonction de seuillage, x sont les coefficients de détails de la transformée en 
ondelettes. 
2.4.2.2. Seuillage dur 
Le seuillage dur est plus catégorique, un coefficient donné est considéré soit comme 
représentant du bruit pur ou représentant une portion du signal saint. La fonction de seuillage 











)(                                                                                   (2.33) 
Les deux fonctions de seuillage ci-dessus ont des avantages et des inconvénients ; le 
seuillage doux n’est pas efficace pour les grands coefficients, le seuillage dur présente des 
discontinuités d’où les résultats ont tendance à avoir une grande variance et être instables. 
Pour remédier aux inconvénients du seuillage dur et doux, plusieurs versions de fonctions de 
seuillage ont été proposées.  
 2.4.2.3. Seuillage de Breiman 
La fonction de seuillage proposée par Breiman [55] est de la forme :  



















                                                                            (2.34) 
2.4.2.4. Seuillage de Bruce et Gao  





























xT BG                                               (2.35) 
Cette fonction de seuillage groupe les avantages du seuillage dur et doux, mais son 
inconvénient réside qu’elle exige deux seuils. Cela alourdit d’avantage les procédures du 
choix de seuil [57]. 
2.4.2.5. Seuillage de Kwon 


















µ                                             (2.36) 
µ est une constante 
2.4.2.6. Seuillage de Zhang 
Zhang a proposé l’utilisation d’une nouvelle fonction de seuillage douce [59] : 
( )λλ ++−+−+= 22 )()(
2
1)( TxTxxxTZ                                            (2.37) 
où  λ est un paramètre à fixer. 
2.4.2.7. Seuillage de Mehdi et al. 






















)(                                                                       (2.38) 
La figure (2.22) présente quelques fonctions de seuillages.  














































Figure 2.22. Quelques fonctions de seuillages. 
2.4.3. Sélection du seuil 
Le calcul du seuil est une tâche très importante dans la mesure où on estime le niveau 
du bruit en fonction de sa nature et la nature de l’image. On distingue les différents cas 
suivants : 
1. Seuillage global. 
2. Seuillage dépendant du niveau. 
3. Seuillage dépendant du noeud. 
2.4.3.1. Seuillage global 
Appliquer un seuillage global revient à estimer un seuil unique quelque soit le niveau de 
décomposition. Le seuil est calculé en utilisant l'équation [54]: 
)log(2 NT σ=                                                                                           (2.39) 
où N désigne le nombre de points du signal (taille de l’image) et σ la variance du bruit qui est 
estimée  à partir de la valeur médiane des coefficients 1d  de la sous-bande de détail diagonale 
du premier niveau de décomposition par l'équation suivante : 
6745.0
)( 1dmedian=σ                                                                                         (2.40) 
Ce seuil est performant si le signal informatif n’est pas très riche en détail, c'est-à-dire si ces 
coefficients sont rares. 
Chapitre 2                                                        Analyse multi-échelles  par ondelettes géométriques 
 
44 
2.4.3.2. Seuillage dépendant du niveau 
On calcule un seuil pour chaque niveau de décomposition. Il est  donné par la formule: 
)log(2 NT jj σ=                                                                                        (2.41) 
où j  représente le niveau de décomposition et jσ  1' écart-type du bruit calculé 






=σ                                                                                     (2.42) 
où j1σ  représente les coefficients des détails obtenus au niveau j  correspondant au nœud de 
la plus haute résolution. 
2.4.3.3. Seuillage dépendant du nœud 
Une extension du seuillage dépendant du niveau est celui du seuillage dépendant du 
noeud qui consiste à effectuer un calcul du seuil pour chaque sous-bande  [54]. Le seuil est 
calculé en utilisant la formule : 
)log(2,, NT kjkj σ=                                                                                    (2.43) 
Où j  représente le niveau de décomposition, k  la sous-bande, et kj ,σ  l'écart-type du bruit 








=σ                                                                                   (2.44) 
Où jkd représentent les coefficients obtenus au niveau j  et la sous-bande k .  
2.5. Conclusion 
Dans ce chapitre, nous avons  rappelé la théorie de la transformée en ondelettes 
continues et discrètes d'un signal monodimensionnel et bidimensionnel. Ensuite nous avons 
présenté des nouveaux outils d’analyse multi-résolutions directionnels dits "ondelettes 
géométriques". Ces nouvelles techniques sont regroupées en deux grandes familles: les 
ondelettes géométriques adaptatives et non adaptatives (fixes). Ces dernières, contenant les 
ridgelettes, les curvelettes et les contourlettes, sont largement détaillées. Pour achever ce 
chapitre, une application des ondelettes et ses variantes directionnelles dans le débruitage 
d’images bruitées a été présentée. 







Méthode de Lucas & Kanade multi-échelles par la 




3.1. Introduction  
Les techniques multi-échelles sont largement employées pour la mesure du mouvement 
[9,10]. On trouve deux approches dans la littérature:  la première utilise les niveaux de 
résolution simultanément, dans une approche ‘ coarse  and fine’  alors que la seconde, elle  
utilise les niveaux de résolution séquentiellement, du plus grossier au plus fin , dans une 
approche  ‘coarse to fine’. La technique de Lucas et Kanade multi-échelles est l’une des 
méthodes différentielles les plus utilisées [7,10,61]. Elle offre une robustesse au bruit et une 
grande capacité à estimer les grands déplacements. Pour améliorer les performances de la 
méthode de Lucas et Kanade, deux points critiques sont à considérer : la précision et le temps 
de calcul. Pour la précision, nous avons introduit la transformée en curvelettes pour un 
prétraitement des images. Cette transformée, qui est un outil très intéressant, a fait ses preuves 
dans le domaine du traitement d’images. Quant à la rapidité, nous avons proposé d’utiliser 
deux types de réseaux de neurones récurrents, le réseau de Hopfield [62] et le réseau de  
Zhang [63-65] pour l’estimation du flot optique de tous les pixels simultanément au lieu de 
son calcul séquentiel dans la méthode de Lucas & Kanade. 
3.2. Approches existantes de LK 
3.2.1.  Méthode  de LK originale  
Lucas et Kanade [7] ont proposé une méthode qui impose une contrainte locale de 
lissage. Ils ont supposé que l’équation du flot optique demeurait constante dans de petites 
régions de l’image Ω . Ceci est exprimé par : 
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22 ..)(min                                              (3.1) 
avec ),,( tyxI est une séquence d’image, TvupV ),()( =  le vecteur vitesse associé au 
point Tyxp ),(=  à l’instant t . Les composantes u et v sont respectivement la vitesse selon les 
directions x et y . xI , yI et tI  sont les dérivées spatio-temporelles de ),,( tyxI . Les valeurs 
)( pw  sont définies de telle sorte qu’elles donnent plus d’influence aux pixels situés au centre 
de Ω   qu’à ceux situés à la périphérie du voisinage [66].  
La solution de l’équation (3.1) se traduit sous forme matricielle de la manière suivante : 
bWAAVWA TT 22 =                                                                                      (3.2) 
où, pour n  pixels dans le voisinage Ω , nous notons : 
( ) ( )( )TnpIpIA ∇∇= ,,1  , )](),([ 1 npwpwdiagW =  et  
( ) ( )( )Tntt pIpIb ,,1 −= . I∇  est le gradient spatial de I . 
En appliquant la méthode de calcul des moindres carrés, nous  obtenons: 







































2                                                                         (3.5) 
L’inconvénient de cette méthode est que dans certains cas, l’inversion de la matrice G n’est 
pas possible ou peut être instable. 
Afin de rendre cette méthode plus robuste, nous  devons mesurer la stabilité numérique du 
calcul par un autre moyen tels que  l’étude du déterminant ou les valeurs propres de la 
matrice G . Dans [4], Barron et al.  ont proposé d’utiliser les valeurs/vecteurs propres: 
Si la  plus petite valeur propre ( 1λ ) de la matrice G est supérieure  à un seuil T , alors le 
vecteur V  est exprimé par la relation (3.3). 
Si T<1λ , alors le vecteur V n’est pas calculé sur ce site, car l’inversion de la matrice est 
jugée instable ( TV ]0,0[= ).  
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Si TetT <≥ 21 λλ , nous calculons le vecteur  normale par la relation 22 )( eeVVN ⋅⋅=            
où 2e est le vecteur propre correspondant à  la valeur propre 2λ . 
Algorithme de  Lucas & Kanade  (LK) : 
Début  
(1)   Initialisation :    
- Choix de la taille du voisinage nn ×=Ω . 
- Choix de la  fonction  de pondération w . 
- Choix d’un  seuilT . 
- Calculer  toutes les dérivées  spatiales et temporelles tyx IetII , . 
- Calculer  les éléments de la diagonale de la matrice des  poidsW . 
(2)   Pour chaque pixel de l'image  analysée : 
 Création du système linéaire: (Création d’un système linéaire (3.3) sur une fenêtre de 
taille nn × , autour du pixel analysé). 
- Calculer  le vecteur d . 
- Calculer  la matrice G . 
 Résolution du système : 
- Calculer les deux valeurs  propres ( 21 ,λλ ) et sélectionner la plus petite  valeur ( 1λ ) 
                Si 1λ >T  alors : dGV
1−←    
                Si T<1λ alors : 
TV ]0,0[←   
                Si TetT <≥ 21 λλ  alors : 
- Calcul du  vecteur propre correspondant à 2λ .  
- 22 )( eeVVN ⋅⋅←  
Fin pour 
Fin  
Cette méthode est intéressante, car elle est hautement parallélisable (chaque calcul sur une 
petite fenêtre est indépendant des autres) et moins sensible au bruit. Elle permet aussi le calcul 
de mouvements locaux. Cependant, elle est inadaptée lorsqu’il s’agit de traiter de grands 
déplacements. Ce problème est résolu à l’aide l’implémentation pyramidale. 
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3.2.2. Méthode pyramidale de  Lucas & Kanade  
Lorsque les amplitudes des déplacements sont grandes ou inconnues à priori, il est 
judicieux d’effectuer l’analyse sur plusieurs bandes de fréquences, ce qui fait appel à une 
représentation multi-échelles [67]. Les déplacements à amplitudes différentes peuvent donc 
être estimés à des niveaux de résolution différents. Cependant, plus la résolution est grossière 
moins les estimations obtenues sont précises. Par conséquent, les déplacements de grands 
objets  sont estimés avec peu de précision et il serait intéressant de pouvoir combiner les 
résultats obtenus dans des sous-images différentes, afin d’ajuster les estimations initiales [10].  
Soit Tkkk vuV ),(= le flot optique estimé au niveau k de la pyramide d’images, le mouvement 
réel peut s’écrire comme la somme de kV  et d’un mouvement résiduel kV∆ à déterminer : 
kk VVV ∆+=                                                                                                  (3.6) 
Connaissant kV , l’hypothèse de la conservation de la luminance s’écrit : 
0),(-1)t, ( =+∆++ tpIVVpI kk                                                                   (3.7) 
à nouveau, l’équation (3.7) est linéarisée par un développement de Taylor, mais cette fois-ci 
autour de kV+p : 
0Δ1 =+++∇ (p,t)IV)  ,tVI(p tkk                                                                   (3.8) 
Tout algorithme différentiel de calcul du flot optique pourra être utilisé pour estimer le 
déplacement résiduel kV∆ . Pour que l'estimation soit plus précise, nous utilisons l’algorithme 
itératif  de Lucas & Kanade [10,61]: 
dGVk
1−=∆                                                                                                    (3.9) 
Durant chaque itération, la matrice G ne se change pas, donc elle est calculée une seule fois, 





















                                                                                  (3.10) 






+1                                                                                          (3.11) 
On arrête le processus itératif quand kV∆ atteint un seuil fixé à l’avance ou pour un nombre 
d’itérations donné. Cette estimation incrémentale du mouvement est effectuée du sommet à la 
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base de la pyramide, c.-à-d. on projette le  flot optique estimé au niveau de la résolution k  à 
un niveau de résolution plus fin 1+k grâce à la formule de changement de base. La figure 
(3.1) illustre ce mécanisme. 
L’image compensée )  ,tVI(p)(p,tI kCom 11 ++=+ est calculée à partir de l’image originale 
)1,( +tpI par interpolation bilinéaire ou spline cubique, car kV  n’étant pas une grandeur 
entière.  
 
Figure 3.1. Schéma synoptique de l’estimateur hiérarchique de Lucas & Kanade. 
3.3. Approches proposées 
 Pour le problème de l’estimation de mouvement dans une séquence d’images, deux 
performances critiques sont à améliorer, le temps de calcul et la précision des résultats. La 
méthode  itérative multi-échelles de Lucas & Kanade (LKM) est l’une des meilleures 
méthodes dans ce domaine. Pour  accélérer le processus d’estimation et dû à la nature 
parallèle des réseaux de neurones, on a introduit dans cette section deux types de réseaux de 
neurones récurrents: le réseau de Hopfield et le réseau de Zhang [68]. De plus, on a introduit 
un algorithme basé sur l’utilisation d’un masque d’interpolation pour le calcul de l’image 
compensée par le vecteur de mouvement [66]. Du côté précision des résultats, on a proposé 
d’utiliser la transformée en curvelettes pour la représentation multi-échelles et le préfiltrage  
des images [68]. 
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3.3.1. Accélération de la méthode LKM 
Pour accélérer le processus itératif, on a introduit un masque de convolution m  pour 
calculer l’image compensée [69]: 
mtItI itCom *)1()1(
1 +=+−                                                                                 (3.12) 


























Comxit                                                             (3.13) 
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Le même résonnement peut se faire pour le deuxième composant du vecteur itd . 
Puisque seuls les coefficients du masque m changent à chaque itération, les autres termes sont 
calculés une seule fois d’où un petit nombre d’opérations, qui dépend de la taille du masque, 
est nécessaire pour chaque itération [66]. 
3.3.2. Méthode neuronale de Lucas & Kanade   
3.3.2.1.  Reformulation de la méthode de LK  
La méthode de LK nécessite l’inversion de la matrice G  pour chaque pixel de l’image. 











































                                    (3.15) 
avec { }Ni ,,2,1 ∈   et N est la taille de l’image. 
Pour estimer le flot optique de tous les pixels simultanément, nous posons [68]: 
[ ]TNzzz 21 ,,=                                                                                            (3.16) 
[ ]TNddd 21 ,,
~
=                                                                                          (3.17) 
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                                                                   (3.21) 
Nous obtenons le nouveau système : 
dVG ~~ =                                                                                                        (3.22)             
La nouvelle matrice G~  est de taille NN 22 × dont les éléments de la diagonale sont les 
éléments de la matrice G  de l’équation (3.4).  
Motivés par la nature parallèle de calcul des réseaux de neurones, nous avons proposé 
d’éviter l’inversion de la matrice G~  en résolvant directement le système d’équations (3.22) 
par le réseau de neurones de Hopfield ou le réseau de Zhang. 
3.3.2.2. Réseau de Hopfield  
L’idée d’introduire le réseau de de neurones de Hopfield (HNN ::Hopfield neural 
network) dans le problème de l’estimation du flot optique revient à trouver un lien entre une 
fonction de coût à minimiser et la fonction d’énergie du HNN données par (voir annexe A) :   
XbWXXE TTH −−= 2
1                                                                         (3.23) 
L’architecture du réseau de Hopfield est déduite à partir de l’équation (3.22). La 
solution de cette équation consiste à trouver le vecteur V qui minimise la fonction de coût 
définie par : 
2~~
2
1)( dVGVj −=                                                                                      (3.24) 
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Cette fonction est équivalente après développement : 
VGdVGGVVj TTT ~~~~
2
1)( −=                                                                        (3.25) 
Nous pouvons noter ici qu’un terme dd T ~~ a été ignoré dans l’expression (3.25) du fait qu’il ne 
dépend pas de V . 
En comparant l’équation (3.23) et l’équation (3.25), nous pouvons obtenir la matrice des 
poids des connexions W et le vecteur des biais b du HNN. Le vecteur des états du HNN 
X correspond aux paramètres à estimerV .  Ainsi, l’état stable du réseau obtenu après la 

















                                                                                               (3.26) 











                                                                                 (3.27) 
( ) Nmtuftv mm 2,,2,1,)()( ==                                                              (3.28) 
où imw  est le poids de connexion à valeur complexe entre les deux neurones i  et m et ib  la 
valeur du biais du neurone i . mv  est le signal de sortie du neurone m donné par )( mm ufv =  
avec )(⋅f est une fonction d’activation.                     










imimii bvwhkuku                                                            (3.29) 
( ) Nmkufkv mm 2,,2,1,)1()1( =+=+                                                    (3.30) 
où h est le pas d’intégration. 
L’implémentation du réseau dans ces deux versions continue et discrète est inspirée 
directement des équations (3.27) et (3.29). Elle est représentée sur la figure (3.2), 
avec NL 2= . 




                        (a) modèle continu                                                (b) modèle discret 
Figure 3.2.  Architecture du réseau de Hopfield. 
3.3.2.3. Réseau de neurones de Zhang  
Pour résoudre l’équation dVG ~~ =  nous utilisons le réseau de Zhang dont le principe est 
de minimiser un vecteur-erreur de la forme [64] : 
dVGt ~~)( −=ε                                                                                              (3.31) 






−=                                                                                         (3.32) 
où la matrice NN 22 ×ℜ∈Γ  définie positive est utilisée pour modifier la cadence de convergence 
et NNf 22:)( ℜ→ℜ⋅ dénote le vecteur fonction d’activation. 
Le développement des équations (3.31) et (3.32) nous permet d’écrire : 
( )dtVGftVG ~)(~)(~ −−= Γ                                                                             (3.33) 
Pour assurer que tous les éléments du vecteur erreur convergent avec la même cadence et dans 
le même temps, il suffit de prendre I⋅= γΓ avec 0>γ , ceci induit: 
( )dtVGftVG ~)(~)(~ −⋅−= γ                                                                           (3.34) 
Pour l’implémentation du réseau sur des calculateurs numérique, nous exprimons la 














)()()1())(()(  γ                        (3.35) 
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En appliquant la formule d’Euler ( ) hkhvhkvtv iii /)())1(()( −+= , on obtient la version discrète 
du modèle de Zhang (DZNN : Discrete Zhang Neural Network) [70]. k  et h  sont l’indice de 
l’itération et le pas de discrétisation respectivement. La figure (3.3) présente l’architecture  du 
réseau discret pour NL 2= .  
 
Figure 3.3. Architecture du réseau de neurones de Zhang discret. 
On rencontre dans littérature, une diversité de fonction d’activation, dans notre travail, nous 
nous sommes limités aux deux fonctions les plus utilisées pour le réseau de Zhang ; la 
fonction d’activation linéaire: 
iif εε =)(                                                                                                     (3.36) 





































r                                                                                      (3.38)   
La figure (3.4) présente la courbe de la fonction signe-puissance pour différentes valeurs de r  
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Figure 3.4. Courbe de la fonction signe-puissance pour différentes valeurs de r . 
3.3.2.4. Algorithme de  Lucas & Kanade neuronal (LKN) : 
Début  
 
(1)   Initialisation :    
-   Choix de la taille du voisinage Ω . 
-   Choix de la  fonction  de pondération w . 
-  Calculer  toutes les dérivées  spatiales et temporelles tyx IetII , . 
-  Choix du réseau de neurones. 
-  Choix des paramètres du réseau. 
(2)   Pour tous les  pixels de l'image  analysée : 
 Création du système linéaire: équation (3.22). 
- Calculer  la matrice G~ . 
- Calculer  le vecteur  d~  
 Résolution du système : 
- Utiliser le réseau de neurones pour résoudre le système (3.22). 
Fin pour 
Fin  
3.3.3. Débruitage par la transformée en curvelettes   
Pour rendre la méthode proposée plus robuste, on a utilisé la transformée en curvelettes 
pour un pré-filtrage d’images. Après le calcul des coefficients des curvelettes IC  de l’image 
d'entrée I , on leurs applique un filtre non linéaire et enfin on calcule la transformée en 
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curvelettes inverse [14,73]. La relation entrée-sortie pour le filtre utilisé dans le domaine de la 
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I ϕ                                                                   (3.39)                                  
avec  ),( 1TTϕ est une fonction de pondération  amortie  de 1 à 0 dans un intervalle déterminé 
par les seuils T  et 1T . Ce filtre est robuste si les  valeurs des seuils sont comprises dans 
l’intervalle [ ]2/1)2/(40 πσ I , où 2Iσ  représente la variance de la variable en entrée IC . Le 
meilleur affaiblissement du bruit, réalisé par ce filtre, est obtenu pour la valeur du seuil de 
IT σ797.01 =  [68]. 
Pour évaluer la qualité du filtrage, nous mesurons l’erreur quadratique moyenne (EQM) et le 
rapport signal sur bruit crête (PSNR en dB) entre chaque pixel de l’image I~  obtenue par le 
débruitage utilisant la TC et l’image d’entrée I [73] :  























255log.10)(                                                                     (3.41) 
où M et N  étant les dimensions de l’image 
3.3.4. Estimateur multi-échelles par la transformée en curvelettes 
3.3.4.1. Principe de l’estimateur  
Le principe de cette approche est similaire à celui de la méthode multi-échelles de 
Bouget [10] à l’exception de la pyramide gaussienne remplacée par la transformée en 
curvelettes. L’implantation  de  cette  technique  passe  par  trois étapes : 
Première étape : Construction  d’une  pyramide  d’images par la transformée en curvelettes à  
partir  des  images  de  la  séquence. La décomposition en curvelettes de l’image donne 
plusieurs coefficients correspondant aux différents niveaux et différentes orientations. Ces 
coefficients représentent l’approximation Ja   et les détails jd avec Jj :1= .  
 Deuxième étape : Estimation grossière du mouvement par la méthode de LK neuronale  
Troisième étape : Estimation incrémentale multi-échelles  du mouvement. On projette le  flot 
optique estimé au niveau de résolution j  à un niveau de résolution plus fin 1−j .  
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La figure (3.5) illustre un schéma synoptique de la méthode proposée. 
 
Figure 3.5. Schéma synoptique de l’estimateur multi-échelles  proposé. 
3.3.4.2. Algorithme final de la méthode proposée 




- Décomposer les deux frames de la séquence d’images par la transformée en 
curvelettes en J niveaux de résolutions (une sous-image d'approximations  et 
des  sous-images de détails selon l'orientation fréquentielle).  
Etape 2 : 
- Utiliser l’algorithme proposé dans la section (3.3.2) pour trouver une estimation 
grossière du vecteur du mouvement JV . 
Etape 3 
Pour 1:1: −= Jk  faire : 
- Compenser l’image par le vecteur du mouvement  kV . 
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- Utiliser le vecteur du mouvement calculé  à la résolution  k  pour  calculer  le résidu  
kv∆  par  l’algorithme  LKN .  
- 
kkk vVV ∆+←  
-   Projeter kV  au niveau de résolution k  à un niveau de résolution plus fin 1−k  
Fin pour  
Fin 
3.4. Résultats des simulations 
3.4.1. Séquences de test  et critères d’évaluation 
3.4.1.1.  Séquences de test  
Afin de valider l’approche, nous avons testé  notre algorithme sur des séquences vidéo 
artificielles et réelles. Plusieurs séquences artificielles dont le flot optique réel est connu sont 
souvent utilisées [4,74]. Elles permettent une analyse quantitative sur l’erreur d’estimation.  
La séquence Yosemite, de taille 252×316, représente le survol d’une chaîne  
montagneuse par un avion. L’amplitude du flot optique va de 0 pixel/image au point 
d’expansion à 5 pixels/image dans le coin inférieur gauche. Il existe une frontière de 
mouvement importante entre le ciel et les montagnes.  
La séquences Arbre en divergence de taille 150 × 150, a un mouvement  divergent de 0 
pixels/image au centre à 2.0 pixels/image à droite. 
La séquences Arbre en translation de taille 150 × 150, a un mouvement de translation de 
1.7 pixels/image à gauche à 2.3 pixels/image à droite. 
La séquence sinusoïdale de taille 100x100 a une translation de 1.58 dans le sens 
horizontal de 0.863 dans le sens vertical. 
Quelques séquences fournies récemment par l’université de Middlebury : Hydrangea, 
Dimetrodon, Grover2 et Grover3. 
3.4.1.2. Critères d’évaluation 
Pour juger la qualité de l’estimateur du flot optique, nous avons utilisé l’erreur angulaire 





















1                            (3.42) 
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où ),( ccc vu=u et ),( eee vu=u désignent le flot optique vrai et le champ de déplacement 
estimé respectivement. Elle permet une analyse quantitative sur l’erreur d’estimation. Cette 
mesure prend en compte à la fois l’erreur commise sur l’orientation et l’amplitude des 
vecteurs de vitesse pour chaque pixel de l’image. Traditionnellement, la moyenne et l’écart-
type (ET) de l'erreur angulaire sur toute l’image caractérisent la précision de l’estimateur 
[4,6]. Récemment, un autre critère a été ajouté, c’est l’erreur moyenne absolue EPE (End 













2222 )1)(1(1                                         (3.43) 
3.4.2. Représentation du flot optique  
De nombreuses solutions sont possibles pour représenter visuellement le flot optique 
calculé. La plus couramment utilisée est le tracé du champ  des vecteurs vitesses superposé a 
l'image initiale, l'inconvénient étant que l'on ne visualise pas le champ dense, et donc que les 
points aberrants risquent d'être masqués ou au contraire mis en valeur, conduisant a une 
interprétation biaisée. La solution la plus intéressante est l'utilisation d'une carte de couleurs, 
comme montrée dans la figure 3.6 qui permet de représenter la direction du flot ainsi que son 
intensité de manière dense [74]. 
 
Figure 3.6. Colormap et affichage du même champ de vitesse sous forme de vecteurs. 
Les vecteurs vitesses sont représentés par les couleurs contenues dans ce cercle. Chaque 
vecteur vitesse est codé par la couleur qu'il indique en plaçant son origine au centre du cercle. 
En fonction de l'angle, le point prend une couleur différente, et son intensité varie du noir à la 
couleur complète selon la norme du vecteur. Ce type de représentation permet une 
représentation dense (une couleur pour chaque pixel), et permet de visualiser très rapidement 
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la cohérence des résultats, la sensibilité au bruit de la méthode testée et l'aspect (lissage, 
discontinuités ...) du flot. 
3.4.3. Sélection des paramètres  
La méthode d’estimation nécessite trois paramètres a ajuster : le nombre de niveaux J , 
le nombre d’itérations dans chaque niveau et la taille de la fenêtre d’analyse. Ces paramètres 
sont choisis de façon à minimiser l’erreur angulaire moyenne EAM. Pour voir l’effet de ces 
paramètres sur la qualité des résultats, on a pris comme séquence de test ‘Yosemite’. Dans le 
premier cas, nous fixons le nombre de niveaux à 1et la taille de fenêtre à 1515× . La figure 
(3.7.a) montre que quatre itérations sont suffisantes pour avoir une bonne performance, donc 
il est inutile d’augmenter le nombre d’itérations  pour diminuer le temps d’exécutions.  Pour 
l’effet de la taille de la fenêtre, on a fixé le nombre d’itérations à 4 et on a gardé le niveau 1. 
La taille optimale est entre 1515× et 2121×  comme la montre la figure (3.7.b). Pour le 
nombre de niveaux, la figure (3.7.c) montre qu’il est inutile d’aller au-delà de deux niveaux 
de résolution. 
Dans la suite de cette section, nous fixons le nombre de niveaux à 2, la taille de la fenêtre à 
1515× et le nombre d’itérations à 4. 
 
                (a)   Nombre d’itérations                (b) Taille de la fenêtre                     (c) Nombre de niveaux  
Figure 3.7. Influence des paramètres. 
3.4.4. Stratégie 1 (masque d’interpolation) 
La figure (3.8.a) représente un zoom avant de la séquence ‘arbre en divergence’ par 
rapport au centre de l’image, la figure (3.8.b) montre le flot optique réel et les figure (3.8.c) et 
3.8.d représentent le module et la phase du vecteur de mouvement de la section représentée 
par la ligne diagonale sur la figure (3.8.b). Nous remarquons que le vecteur de mouvement 
estimé par la méthode proposée suit le vecteur réel du point de vue module ou  direction. 
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  (a) Frame 3                      (b) Flot réel                       (c) module du flot            (d) phase du flot 
Figure 3.8. Résultats d’une section diagonale de la séquence ‘arbre divergente’. 
Pour la séquence Yosemite, la figure (3.9) montre que la méthode proposée estime bien le flot 
à l’exception  du mouvement importante dans la zone frontière entre le ciel et les montagnes 
(EAM=9.8851° et ET= 14.3368°). 
 
      (a) frame 3           (b) le flot réel             (c) le flot estimé             (d) l’erreur angulaire 
Figure 3.9. Performance de la méthode proposée pour la séquence ‘Yosemite’. 
La méthode proposée a été aussi appliquée sur les autres séquences d’images 
synthétiques pour plusieurs niveaux de résolution, le tableau (3.1) résume les résultats 
obtenus. Les figures (3.10), (3.11) et (3.12) illustrent le flot réel et le meilleur flot estimé de 
chaque séquence à partir du tableau (3.1), nous remarquons que le flot estimé et le flot réel ont 
la même allure. Ces résultats sont comparés avec ceux obtenus avec la méthode originale et 
sont résumés dans le tableau (3.2). On voit que la méthode modifiée est plus avantageuse de 
point de vu performance et rapidité. Concernant le temps de calcul, les deux méthodes ont été 
simulées sous Matlab 7.7.0 par un PC 3GHz et 1Go de RAM.     
         
                     (a) frame                            (b) flot réel                    (c) flot estimé 
Figure 3.10. Performance de la méthode pour la séquence ‘Sinusoïde’  (EAM=0.5661° et ET= 
0.0239°). 
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                                (a) frame                            (b) flot réel                      (c) flot estimé 
Figure 3.11. Performance de la méthode pour la séquence ‘arbre divergente’  
(EAM=6.7731° et ET= 3.2573°). 
 
            
(a) frame                            (b) flot réel                      (c) flot estimé 
Figure 3.12. Performance de la méthode pour la séquence ‘arbre en translation’  (EAM=0.9668° et 
ET= 0.2287°). 
Séquences  Sinusoïdale Yosemite Arbre en translation Arbre divergente 
Critères EAM (°) ET (°) EAM (°) ET (°) EAM (°) ET (°) EAM (°) ET (°) 
Niveau 1 0.5661 0.0239 13.5145 19.6653 1.9466 6.6968 6.7731 3.2573 
Niveau 2 0.5661 0.0239 9.8851 14.3368 0.9668 0.2287 6.7731 3.2573 
Niveau 3 49.5678 45.2690 9.8810 14.3310 0.9668 0.2287 6.7731 3.2573 
 






K Temps (s) EAM (°) Temps(s) EAM (°) 
Sinusoïdale 
1 3.34 1.42 3.01 0.5661 
2 4.21 1.52 3.73 0.5661 
3 4.43 54.57 4.14 9.5678 
Yosemite 
1 20.59 16.17 19.20 13.5145 
2 25.57 13.48 23.59 9.8851 
3 26.48 15.48 25.62 9.8810 
 
Tableau 3.2. Comparaison de la performance entre la méthode originale et la méthode 
modifiée. 
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3.4.5. Stratégie 2 (Réseaux de neurones) 
La méthode proposée utilisant le réseau de Hopfield (HNN) ou le réseau de Zhang 
(DZNN) a été testée sur les séquences Yosemite et arbre en translation. La convergence des 
deux réseaux est montrée sur les deux figures (3.13) et (3.14). Nous observons que le réseau 
de Hopfield nécessite des dizaines de milliers d’itérations pour la convergence. Cependant, 
deux ou trois itérations sont suffisantes pour le réseau de Zhang. L’erreur de convergence du 
réseau de neurones est donné par : 
22
~)(~)( dkVGk −=ε  



















































Figure 3.13. Courbe de convergence pour la séquence ‘Yoesmite’. 



















































Figure 3.14.  Courbe de convergence pour la séquence ‘arbre en translation’. 
Le flot estimé n’est pas représenté dans cette section puisqu’il est similaire à celui vu 
dans la stratégie1.  
Pour mieux évaluer la méthode proposée, elle est comparée avec des travaux récents qui 
utilisent la séquence ‘Yosemite ’ avec et sans nuages et la séquence ‘arbre en translation’. 
Nous avons comparé les résultats obtenus avec la méthode de Srinivasan et al. [75], la 
méthode de Arredondo et al. [76], la méthode de Liu et al. [77] et quelques méthodes rapides 
obtenues à partir du site ‘Middlebury optical flow evaluation’ 
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http://vision.middlebury.edu/flow/eval/. Le tableau 3.3 donne les résultats obtenus sur les 
deux séquences artificielles ‘Yosemite avec et sans nuages’, et ‘arbre en translation’. Les 
performances de notre algorithme sont comparables à celles citées dans cette section. 
Séquence Méthode EAM (°) ET (°) 
Yosemite  avec nuages 
 
Proposée 9.88 14.33 
Srinivasan et al. [75] 8.94 10.63 
Liu et al.  [77]. 13.18 13.24 
Arredondo et al. [76] 12.87 15.87 
Yosemite sans nuages 
 
Proposée 3.21 3.15 
Cassisa et al. [78] 2.97 2.88 
Lempitsky et al. [81] 4.55 4.37 
Werlberger et al. [79] 2.83 2.09 
Rhemann et al. [80] 4.16 3.86 
Arbre  en translation 
 
Proposée 0.96 0.22 
Srinivasan et al.  [75] 0.61 0.26 
Liu et al. [77]. 1.34 1.11 
Arredondo et al. [76] 4.24 7.29 
 
Tableau 3.3. Comparaison quantitative avec d’autres méthodes. 
3.4.6. Stratégie 3 (débruitage par TC)  
Dans cette section on a évalué les performances de la méthode proposée pour des séquences 
d’images auxquelles on ajoute un bruit de 10%.  
La figure (3.15) présente une décomposition en curvelettes d’une frame de la séquence Hydrangea 
sans et avec bruit. Alors que la figure (3.16), elle montre les résultats de débruitage du frame bruitée 
utilisant la transformée en ondelettes et la transformée en curvelettes. On remarque que le filtrage par 
la TC fournit un meilleur dBPSNR 25.35= par rapport au filtrage par TO dBPSNR 61.33= . 
          
                  (a)  Image sans bruit                                                   (b) Image bruitée 
Figure 3.15.  Décomposition en curvelettes de l’image Hydrangea en 2 niveaux. 




(a) image originale          (b) image bruitée        (c) image débruitée (TC)  (d) image débruitée (TO) 
Figure 3.16.  Débruitage de l’image ‘Hydrangea’. 
La figure (3.17) montre le flot optique estimé de la séquence sans filtrage, avec filtrage par la TC et 
avec filtrage par la TO. On constate que les flots estimés de la séquence sans filtrage et avec filtrage 
par la TO sont presque similaires, alors que le flot optique estimé avec filtrage par la TC est meilleur 
pour la séquence bruitée et non bruitée. La figure (3.18) met en évidence ce résultat.   
 
      (a) Flot réel                     (b) Flot estimé             (c) Flot estimé par TC      (f) Flot estimé par TO 
Figure 3.17. Résultat du flot optique de la séquence ‘Hydrangea’ sans bruit. 




















Figure 3.18.  Erreur angulaire de la séquence ‘Hydrangea’. 
Dans le deuxième test, nous répétons la même procédure, mais avec la séquence Yosemite dont la 
version bruitée et le flot réel sont représentés dans (3.19).  
La figure (3.20) montre le flot estimé de la séquence sans filtrage, avec filtrage par TC et avec filtrage 
par TO de la séquence sans bruit. 




                 (a) Frame 11                         (b) Frame bruité                               (c) Flot réel 
Figure 3.19.  Frame de la séquence ‘Yosemite’ et son flot optique réel. 
 
  (d) Flot estimé sans débruitage       (e) Flot estimé par TC                       (f) Flot estimé par TO 
Figure 3.20.  Flot optique estimé de la séquence ‘Yosemite’  sans bruit. 
 
(d) Flot estimé sans débruitage       (e) Flot estimé par TC                       (f) Flot estimé par TO 
Figure 3.21.  Flot optique estimé de la séquence ‘Yosemite’  bruitée. 
La figure (3.21) montre le flot estimé de la séquence sans filtrage, avec filtrage par curvelettes et 
par ondelettes de la séquence bruitée (ajout d’un bruit de 1%). Dans les deux tests on remarque que le 
flot estimé après un prétraitement par la transformée en curvelettes est meilleur que le flot estimé sans 
prétraitement aussi bien qu’après un prétraitement par la transformée en ondelettes. La figure (3.22) 
présente l’erreur angulaire moyenne pour différents bruits pour les séquences Yosemite. Elle prouve 
l’efficacité du prétraitement par la transformée en curvelettes pour l’estimation du mouvement.  
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Figure 3.22.  Erreur angulaire de la séquence ‘Yosemite’. 
3.4.7. Stratégie 4 (approche multi-résolutions) 
La méthode d’estimation nécessite trois paramètres à ajuster : le nombre de niveaux J , 
le nombre d’itérations dans chaque niveau et la taille de la fenêtre d’analyse. Ces paramètres 
sont choisis de façon à minimiser l’erreur angulaire moyenne EAM. Pour voir l’effet du 
nombre de niveaux de résolution; on a fixé le nombre d’itérations à 3 et la taille de fenêtre à 
1515× . Les figures (3.23 et 3.24) montrent l’erreur angulaire et l’erreur moyenne absolue  
pour différents niveaux de résolution et pour différentes séquences synthétiques.  On 
remarque que pour  la séquence Dimentrodon et  Grover 2, trois niveaux sont suffisants pour 
avoir une bonne performance. Cependant les séquences Hydrangea et Grover 3, elles 
nécessitent quatre. Donc il est inutile d’augmenter le nombre d’itérations  pour diminuer le 
temps d’exécutions.   


















Figure 3.23.  Erreur angulaire pour différents niveaux de résolution. 
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Figure 3.24.  Erreur absolue pour différents niveaux de résolution. 
3.4.7.1. Comparaison quantitative avec d’autres algorithmes 
On a comparé les  résultats obtenus  avec la méthode multi-échelles proposée par  
Flopis et Sachez [82]. Le tableau (4.8) résume l’erreur angulaire moyenne et l’erreur absolue 
moyenne sur des séquences synthétiques de la base de Middlebury. On constate une nette 
amélioration de la méthode proposée due à l’utilisation de la transformée en curvelettes. 
Séquence Dimetrodon Hydrangea Grover 2 Grover 3 
Critère EPE AAE [°] EPE AAE [°] EPE AAE [°] EPE AAE [°] 
Flopis et Sachez[82]  0.150 2.767 0.327 3.364 0.219 3.105 0.842 7.608 
Méthode proposée 0.128 2.555 0.24 2.636 0.14 2.042 0.615 5.963 
Tableau 3.4. Comparaison quantitative avec la méthode de Flopis et Sachez. 
3.4.7.2. Applications aux séquences réelles 
Comme on a vu précédemment, la méthode proposée présente une supériorité pour les 
séquences synthétiques. Dans cette section, on teste son efficacité pour les séquences réelles. 
La séquence Taxi de Hambourg : cette séquence montrée dans la figure (3.25.a) représente 
la surveillance d’un carrefour par une caméra statique placée en hauteur. Cette séquence 
contient 4 objets en déplacement : un taxi arrivant de la droite et tournant vers sa droite, un 
van arrivant de la droite et se dirigeant vers la gauche (ce véhicule est légèrement masqué par 
la présence d’un arbre), une voiture arrivant de la gauche et se dirigeant vers la droite, et un 
piéton difficilement discernable en haut à gauche. Les vitesses de ces objets dans le repère 
image sont respectivement de 1.0, 3.0, 3.0 et 0.3 pixels par image. Le point d’observation de 
la scène étant statique, les mouvements apparents sur cette séquence ne sont pas modifiés par 
le mouvement propre du capteur puisqu’il est nul. 
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                         (a) Taxi de Hambourg                                              (b) Rubik Cube 
Figure 3.25. Séquences réelles de test. 
La séquence Rubik Cube : La figure (3.25.b) montre une frame de la séquence Rubik Cube. 
Elle représente un cube placé au centre d’un plateau circulaire, lequel tourne sur lui-même à 
une vitesse constante dans le sens antihoraire. Les vitesses de déplacement sont comprises 
entre 1.2 et 1.4 pixels par image pour le plateau tournant, et comprises entre 0.2 et 0.5 pour le 
cube. Dans ce cas aussi, le point d’observation est statique, il n’y aura donc aucune 
modification des mouvements apparents induite par le capteur.   
Les figures (3.26) et (3.27) montrent le flot optique estimé par la méthode de Lucas & 
Kanade multi-échelles (LKM) et la méthode multi-échelles par la transformée en curvelettes 
pour les deux séquences réelles. On remarque que pour la séquence, ‘ Taxi de Hambourg', le 
flot optique estimé par les deux méthodes fait apparaître les trois véhicules, alors que le 
mouvement  du piéton n’a pas été mesuré. De plus, la méthode proposée détecte et préserve 
bien les contours des objets en mouvement. La même remarque pour la séquence Rubic Cube. 









           (a) Flot estimé par la méthode LKM                        (b) Flot estimé par la méthode proposée 
Figure 3.26.  Flot estimé de la séquence ‘Taxi de Humbourg’. 
Chapitre 3         Méthode de Lucas & Kanade multi-échelles par la transformée en curvelettes 
 
70 











          (a) Flot estimé par la méthode LKM               (b) Flot estimé par la méthode proposée 
Figure 3.27.  Flot estimé de la séquence ‘Rubic Cube’. 
 
3.5. Conclusion 
Pour  le problème d’estimation de mouvement dans une séquence d’images, deux 
performances critiques sont à améliorer, le temps de calcul et la précision des résultats. La 
méthode  itérative multi-échelles de Lucas & Kanade est l’une des meilleures méthodes dans 
ce domaine. Dans ce chapitre  nous avons introduit deux outils pour l’estimation de 
mouvement. Pour améliorer la performance de la méthode multi-échelles de Bougier, nous 
avons proposé d’utiliser la transformée en ondelettes géométriques soit pour le débruitage des 
images de la séquence, soit pour l’estimation multi-échelles de la méthode de LK. Pour 
accélérer l’algorithme du calcul du flot optique, deux  réseaux de neurones (réseau de 
Hopfield et le réseau de Zhang)  ont été utilisés. Les résultats de simulation pour les 
séquences synthétiques ou réelles montrent que les méthodes proposées apportent une nette 
amélioration de la méthode  itérative multi-échelles de Lucas & Kanade. 
 
 





Implémentation parallèle de la méthode de Horn 
& Schunck  
 
4.1. Introduction 
Motivés par la rapidité et la robustesse du réseau de Zhang [83-88], nous proposons 
d’utiliser une version discrète de ce réseau pour le calcul rapide du vecteur de mouvement au 
lieu de la méthode originale de Horn & Schunck. L’approche proposée consiste à décrire 3 
types de réseaux discrets à partir de la version continue. Les deux premières versions dont la 
dynamique du réseau est de forme explicite et implicite servent à inverser la matrice 
contenant les dérivées spatio-temporelles. Le flot optique peut être également estimé 
directement en résolvant le système d’équations. Ceci fait l’objet de la troisième version du 
réseau proposée. 
4.2. Méthode de Horn & Schunck 
La méthode différentielle de Horn & Schunck est basée sur la minimisation d’une 
fonction d’énergie sur le domaine Ω  [3]: 
( )dxdyvuvIuIIE yxt∫
Ω
∇+∇+++= )()( 2222 λ                           (4.1) 
où xI , yI et tI sont les dérivés partielles de l’intensité ),,( tyxI  d’une image de taille N  par 
rapport à x , y  et t  respectivement, vu,  sont les composantes du vecteur de mouvement 
, vu ∇∇ ,  leurs dérivées spatiales et λ  est un paramètre de pondération. La solution de 















                                  (4.2)         
Par une discrétisation approximative, il s’en suit que pour tous les pixels d’indices 
{ }mnNi ×=∈ ,,2,1   [19]: 
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où ii vu , , tiyixi III ,, sont les valeurs de vu, , tyx III ,, au point i  respectivement, et iN  est 
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où )( ii Ncardc = est le nombre des points voisins du pixel i . L’équation (4.4) peut être 
également réécrite sous la forme matricielle:     
bAz =                                                               (4.5) 






















12                                                                                                 (4.7) 
avec { }Ni ,,1 ∈  
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tous les autres éléments sont égaux à zéro.  
Le système d’équations linéaires (4.5)  peut être résolu quand A  est non singulière comme : 
bAz 1−=                                                                                           (4.9) 
Le système (4.5) peut être aussi résolu itérativement en utilisant la méthode de Jacobi [19]: 
dPzz kk +=+1                                                (4.10) 
où d est un  vecteur réel avec coordonnées : 





















 , { }Ni ,,2,1 ∈                                        (4.11) 
P  est  une matrice de Jacobi avec éléments : 









































        (4.12)  
Tous les autres éléments sont nuls. 
Dans ce qui suit, nous proposons d’utiliser le réseau de Zhang pour résoudre le système 
(4.5). Deux stratégies seront utilisées, la première consiste à inverser la matrice A , alors que  
la deuxième, elle consiste à résoudre directement le système [89-90].    
4.3. Inversion de la matrice A  par le réseau de Zhang 
Récemment Y. Zhang proposait une variété de réseaux de neurones pour inverser une 
matrice quelconques (à éléments fixes ou variable dans le temps). Suivant la forme explicite 
ou implicite de la dynamique du réseau, deux modèles du réseau peuvent être considérés le 
réseau DZNN1-1 et le réseau DZNN1-2.  
4.3.1. Réseau de neurones à dynamique explicite 
4.3.1.1. Principe 
Soit LLRA ×∈ où NL 2= est une matrice à inverser, le réseau de Zhang est conçu de 
façon à résoudre l’équation suivante [83-87]  : 
0)( =− ItAX                                                                                               (4.13) 
où )(tX représente l’inverse de la matrice instantanée et LLI ×ℜ∈ dénote la matrice identité. 
La matrice )(tX  converge vers la matrice théorique 1−A  quand le réseau atteint un état stable. 
En prenant la dérivée de la matrice-erreur ItAXt −= )()(ε  à minimiser : 
( ))()( tf
dt
td εε Γ−=                                                                                       (4.14) 
où LL×ℜ∈Γ est une matrice des paramètres utilisée pour régler la cadence de la convergence 
du réseau et  LLLLf ×× ℜ→ℜ⋅ :)( dénote la matrice-fonction d’activation.  
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Dans l’expression (4.13), les matrices A  et I  sont fixes, d’où : 
)()( tXAt  =ε                                                                                                 (4.15) 
En remplaçant cette expression ainsi que l’expression de )(tε dans (4.14) nous obtenons : 
( )ItAXftXA −Γ−= )()(                                      (4.16) 
Pour assurer que touts les éléments de la matrice )(tX converge avec la même cadence et en 
même temps, il suffit que les valeurs propres de la matrice Γ soient proches. Pour la 
simplification nous prenons I⋅=Γ γ avec 0>γ . Cette proposition nous conduit à la formule: 
( )ItAXftXA −⋅−= )(.)( γ                                                                          (4.17) 
4.3.1.2. Discrétisation du réseau 
La version discrète du réseau de Zhang est obtenue en utilisant la méthode d’Euler :  
hkXkXtX /))()1(()( −+=                                                 (4.18) 
où  h  dénote le pas d’échantillonnage, )(kX est le k ème échantillon de )(tX  pris à l’instant 
kht = . Le modèle discret du réseau de Zhang est donné par [16]: 
( )IkAXfkAXkAX −−=+ )()()1( τ                                     (4.19) 
avec 0>⋅= hγτ . 
En posant l’hypothèse que la matrice 1−A  existe, le modèle discret de Zhang (DZNN1-1) peut 
être réécrit sous la forme : 
( )IkAXfAkXkX −−=+ − )()()1( 1τ                                        (4.20) 
Comme 1−A est inconnue, et )(kX peut être très proche de 1−A   après quelque itérations, dans 
ces conditions 1−A  dans l’équation (4.20) peut être remplacée par )(kX . Par conséquent, nous 
pouvons réécrire l’équation (4.20) comme  suit [16]: 
( )IkAXfkXkXkX −−=+ )()()()1( τ                                                        (4.21) 
4.3.1.3.  Implémentation du réseau DZNN1-1  
L’équation (4.21) nous permet d’implémenter aisément le modèle discret du réseau de 
Zhang (DZNN1-1) représenté sur la figure (4.1).  




Figure 4.1.  Architecture du réseau DZNN1-1 
Nous remarquons que le réseau RNZD1-1 est composé de L sous-réseaux similaires 
dont chacun est composé L neurones [88]. Si nous définissons la complexité du réseau 
comme le nombre d’opérateurs utilisés, nous constatons que le réseau contient 
232 LL + multiplicateurs, 22L additionneurs, 2L opérateurs de retard et 2L fonctions 
d’activation. Comme tous les sous blocs opèrent simultanément, donc le temps de réponse du 
réseau est celui du sous réseau. De plus, les neurones eux aussi sont parallèles, ceci conduit à 
dire que le temps de réponse du réseau est égal au temps de propagation de l’entrée vers la 
sortie à travers une fonction d’activation, L2  multiplications et 2 additions de L entrées.   
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4.3.2. Réseau de neurones à dynamique implicite 
4.3.2.1. Principe 
Dans cette section, l’inversion de la matrice X est équivalent à la solution d’un système 
de L  équations. Si nous désignons TiL
iii xxxx ],,,[ 21 = le i
ème colonne de la matrice X et iI  
le i ème colonne de la matrice I , l’équation (4.13) peut être réécrite sous la forme [84] : 
ii IAx =  Li ,,1 =                                                                                     (4.22) 
Nous remarquons que l’équation (4.22) est similaire à l’équation (3.34). Donc nous 
pouvons déduire que le réseau de Zhang pour l’inversion de la matrice est composé de L sous 
réseaux similaires dont chacun à pour rôle de calculer une seule colonne de la matrice inverse 
cherchée. Chaque sous-réseau est basé sur la solution de l’équation 0=− ii IAx . 
En suivant les mêmes démarches que dans la section (3.3),  la dynamique de chaque réseau 
est régie par : 
( )iii ItAxftxA −−= )()( γ                                                                             (4.23) 
4.3.2.2. Implémentation du réseau DZNN1-2 
A partir de l’équation (4.23), nous pouvons exprimer l’équation dynamique du réseau 





























γ                   (4.24) 
où ),()( ijxtxij = désigne le j
ème élément de la i ème colonne de la matrice )(tX , 
),( ijI ij δ= désigne le j
ème élément de la i ème colonne de la matrice I . 
La version discrète du réseau de Zhang (DZNN1-2) est obtenue en remplaçant )(tx  de 
l’équation (4.24)  par ( ) hkhxhkx /)())1( −+  . 
L’architecture du réseau est illustrée dans la figure (4.2). Nous remarquons que le 
réseau est composé de L sous-réseaux similaires contenant des sommateurs, des opérateurs de 
retard, et des coefficients de pondération. Chaque sous-réseau doit performer LL +22  
multiplications, L2  additions de L  nombres et L2  additions de 2 nombres par itération. La 
totalité des multiplications sont évaluées en parallèle nécessitant LL +22 processeurs. Le 
calcul des L2 additions est fait sur )1(2 −LL  sommateurs en ))(log(LO  cycle d’horloge [89] et 
les L2 dernières additions nécessitent L2 sommateur et un cycle d’horloge. Puisque tous les 
Chapitre 4                                       Implémentation parallèle de la méthode de Horn & Schunk 
 
77 
sous réseaux opèrent simultanément et indépendamment, la complexité du réseau sera 
multiplie par L , tandis que le temps de calcul reste similaire à celui du sous-réseau. 
 
 
Figure 4.2.  Architecture du réseau DZNN1-2 
4.4. Résolution du système bAz = par le réseau DZNN2 
En suivant les mêmes démarches faites au chapitre 3, le réseau de Zhang pour résoudre 
l’équation bAz = est montré dans la figure (4.3). La complexité du réseau est L fois inférieure 
à celle du réseau précédent.  
 
Figure 4.3.  Architecture du réseau DZNN2 pour résoudre le système 
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4.5. Implémentation de l’approche proposée  
Comme mentionné au début, le réseau DZNN performe l’inversion d’une matrice ou la 
résolution d’un système en temps réel, de ce fait, il constitue une bonne alternative pour 
résoudre le système d’équations (4.5). Nous n'avons qu’à considérer les éléments de la 
matrice A  comme les poids du réseau. A partir d’un état initial aléatoire, le réseau de 
neurones itère tant qu’il n’a pas atteint une erreur de convergence présélectionnée. L’état final 
du réseau correspond à l’inverse de la matrice A  cherchée [89-90].   
La procédure de calcul du flot optique utilisant le réseau de Zhang  consiste à calculer à 
partir de deux frame successives ),,( tyxI  et )1,,( +tyxI , les dérivées spatio-temporelles xI , 
yI et tI utilisant le filtre de Simoncelli après un simple préfiltrage (1/4,1/2,1/4) [Annexe B].  
Nous construisons ensuite la matrice A et le vecteur b . La résolution du système (4.5) 
donnant le vecteur de mouvement est réalisée utilisant les deux réseaux DZNN1 ou DZNN2. 
 
Figure 4.4.  Schéma synoptique pour le calcul du flot optique par DZNN1-1 
 
Figure 4.5.  Schéma synoptique pour le calcul du flot optique par DZNN1-2 




Figure 4.6.  Schéma synoptique pour le calcul du flot optique par DZNN2 
 
Les figures (4.4), (4.5) et (4.6) illustrent la procédure pour estimer le flot optique utilisant les 
réseaux DZNN1-1, DZNN1-2 et  DZNN2. 
Le système d’équations linéaires (4.5) est résolu soit en calculant l’inverse de la matrice 
A utilisant le réseau DZNN1-1 ou le réseau DZNN1-2 puis nous multiplions la sortie du 
réseau par le vecteur b, soit en résolvant directement le système d’équations utilisant le réseau 
DZNN2. Dans les deux premiers réseaux, il existe une multiplication matrice par vecteur qui 
consiste en 2L multiplications scalaires et L additions de L  nombres ce qui entraîne une 
complexité plus haute. Notons ici que l’approche proposée évalue le flot optique en parallèle 
pour tous les pixels de l’image. 
4.6. Complexité de l’algorithme 
Puisque la matrice A est composée de blocs tri-diagonaux (figure 4.7a), dont chacun 
possède une structure creuse simple, la majorité des éléments de la matrice des connexions 
sont nuls. De plus la matrice A  est symétrique, donc, uniquement la moitie des éléments 
nécessitent la mémorisation. La figure (4.7.a) montre un exemple de la matrice A  de taille 
3232× . La densité de la matrice A montrée dans la figure (4.7.b) est très petite ce qui montre 
que la matrice A est très creuse. Si nous désignons nnz comme le nombre des éléments non 
nuls de la matrice A , la complexité du réseau DZNN1 est réduite à  )2( LnnzL +  
multiplications comme montré dans la figure (4.7.c), tandis que la complexité du réseau 
DZNN2 est réduite à )2( Lnnz + . Elle est illustrée dans la figure (4.7.d). Nous remarquons 
bien que la complexité du réseau DZNN2 est beaucoup inférieure devant la complexité du 
DZNN1 quand la taille de l’image augmente. Ceci est illustré par la figure (4.7.e) [89].  
Pour calculer le flot optique, la méthode de Horn & Schunk 
nécessite xI , yI , tI , )(ku , )(kv , )1( +ku  et )1( +kv ; donc, N7 valeurs doivent être mémorisées. 
Avec l’approche utilisant le réseau DZNN, nous ne mémorisons que la moitié des nnz  
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éléments de la matrice A , et les N  éléments du vecteurb . La figure (4.7.f) montre le nombre 
d’éléments à mémoriser dans l’approche proposée pour différentes tailles de l’image. 































                    (a)  Matrice creuse A                                    (b)  Densité de la matrice A                              



























































           (c)   Complexité du réseau DZNN1                              (d) Complexité du réseau DZNN2 




























   
  (e)   Complexité du DZNN2/DZNN1                             (f) Mémoire de stockage. 
Figure 4.7. Complexité et mémoire de stockage.   
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Dans notre cas, chaque ligne de la matrice A contient 6 éléments non nuls au plus, par 
conséquent, il existe pas plus de 6 connexions par neurones. La totalité du réseau de neurones 
nécessite 11 cycles d’horloge indépendamment de la taille de la matrice A  ce qui constitue un 
avantage majeur de l’approche proposée. 
4.7. Résultats de simulation 
Dans cette section, nous allons présenter et comparer les résultats de simulation obtenus 
par l’utilisation des trois types du réseau de Zhang ; DZNN1-1, DZNN1-2 et DZNN2 avec 
ceux obtenus par la méthode de Jaccobi et la méthode originale de HS. Pour démontrer les 
performances du réseau de Zhang pour l’estimation du flot optique, plusieurs types de 
séquence d’images ont été testés incluant les séquences synthétiques et les séquences réelles. 
4.7.1. Schémas d’implantation des réseaux  
Les trios réseaux sont implémentés dans l’environnement Simulink de MATLAB 
comme montré dans les figures (4.8), (4.9) et (4.10).  
 
Figure 4.8. Schéma d’implémentation du réseau DZNN1-1. 
 
Figure 4.9. Schéma d’implémentation d’un bloc du réseau DZNN1-2. 




Figure 4.10. Schéma d’implémentation du réseau DZNN2. 
Les réseaux présentés dans les figures 4.8, 4.10 évaluent la totalité du flot optique, par 
contre la figure (4.9) présente un bloc (sous réseau) du réseau DZNN1-2 qui sert à calculer 
une colonne iX   de la matrice 
1−A . Tous les paramètres  τ ,γ et h sont égaux à 1.  
4.7.2. Réglage du paramètre de lissage 
Pour voir l’effet du paramètre de lissage sur la convergence des réseaux et sur la 
précision des résultats obtenus, la séquence ‘sinusoïdale’ de taille 128× 128 a été utilisée. Les 
figures (4.11-15) présentent  l’erreur de convergence et l’erreur angulaire en fonction de la 
contrainte de lissage  pour les différentes approches DZNN1-1, DZNN1-2, DZNN2, Jacob et 
Horn & Schunck respectivement. Nous pouvons remarquer ici que les réseaux DZNN1-1 et 
DZNN1-2 sont sensibles au paramètre de lissage. Par contre les autres méthodes sont moins 
sensibles. 
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(a) Courbes de convergebce                            (b) Erreurs angulaires moyennes 
Figure 4.11. Effet du paramètre de lissage sur le comportement du réseau DZNN1-1. 
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(a) Courbes de convergebce                            (b) Erreurs angulaires moyennes 
Figure 4.12. Effet du paramètre de lissage sur le comportement du réseau DZNN1-2. 














































(a) Courbes de convergebce                            (b) Erreurs angulaires moyennes 
Figure 4.13. Effet du paramètre de lissage sur le comportement du réseau DZNN2. 












































(a) Courbes de convergebce                            (b) Erreurs angulaires moyennes 
Figure 4.14. Effet du paramètre de lissage sur la méthode de Jacobi. 
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(a) Courbes de convergebce                            (b) Erreurs angulaires moyennes 
Figure 4.15. Effet du paramètre de lissage sur la méthode originale de Horn & Schunck. 
4.7.3. Résultats des séquences synthétiques 
La figure (4.16) montre le flot optique obtenu par le réseau DZNN, Jacobi et Horn & 
Schunck. Notons  ici que le flot optique estimé par les trois types de réseau est identique. Il 
est meilleur que ce lui obtenu par la méthode de Horn & Schunck comme montré dans la 
figure (4.16 c).  
Dans la deuxième expérience, nous utilisons la célèbre séquence ‘Yosemite’ avec 
nuages. Les figures (4.17a,b) montrent une frame de cette séquence et le flot réel 
correspondant. Suite à la complexité modérée et l’efficacité du réseau DZNN2, ce dernier a 
été sélectionné parmi les trois types du réseau pour estimer le flot optique. Le vecteur de 
mouvement obtenu et l’erreur de convergence sont montrés sur les figures (4.17c,d).  
Nous remarquons que l’approche proposée atteint une erreur minimale en 2 itérations. 
De plus, l’erreur angulaire obtenue 10.384° est plus petite que celle obtenue avec la méthode 
de  HS modifiée (11.26°) [4]. 
Pour mieux évaluer la méthode propose, plusieurs tests ont été effectués utilisant des 
séquences d’images réelles dont le flot optique est connu disponibles dans la base des données 
de ‘Middlebury public’. La méthode de HS et le réseau DZNN ont été exécutés avec les 
mêmes paramètres ; 100=λ  et 30 itérations. Le tableau (4.1) résume les performances 




Chapitre 4                                       Implémentation parallèle de la méthode de Horn & Schunk 
 
85 










































Figure 4.16. Flot optique estimé par les différentes méthodes. 
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               (a) Frame                                  (b) Flot  optique réel                         (c) Flot optique estimé                





















































Figure 4.18. Erreur de convergence pour la séquence ‘Yosemite’.  
 
 
                  (a) Frame                                (b) Flot optique réel                  (c) Flot optique estimé 
Figure 4.19. Résultats de la séquence ‘Hydrangea’ utilisant le réseau DZNN2 




                   (a) Frame                             (b) Flot optique réel                    (c) Flot  optique estimé 
Figure 4.20. Résultats de la séquence ‘Grove3’ utilisant le réseau DZNN2 
 
                     (a) Frame                            (b) Flot optique  réel                   (c) Flot optique  estimé 
Figure 4.21. Résultats de la séquence ‘Grove2’  utilisant le réseau DZNN2 
 
                     (a) Frame                            (b) Flot optique réel                    (c) Flot optique estimé 
Figure 4.22. Résultats de la séquence ‘Dimetrodon ‘utilisant le réseau DZNN2. 
Nous remarquons que les performances des deux algorithmes pour les séquences 
Dimetrodon et Hydrangea sont identiques. Cependant pour les séquences Grove2 et Grove3 le 
réseau DZNN est plus performant. Nous devons noter ici que la précision de la méthode de 
HS est fortement liée au nombre d’itérations. Quand le nombre d’itération augmente 
suffisamment, les deux méthodes donnent les mêmes performances. 
 
Séquences 
Classical HS DZNN2 
AAE EPE AAE EPE 
Dimetrodon 4.938 0.255 4.131  0.211  
Hydrangea 3.834 0.433 3.343  0.313  
Grove 2 27.70 1.225 5.196 0.360 
Grove 3 15.30 1.542 10.14 1.162 
Tableau 4.1.  EPE et AAE de quelques séquences de test de la base de données Middlebury  
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4.7.4 Résultats des séquences réelles 
Finalement la le réseau DZNN2 a été testé avec la séquence ‘Hamburg Taxi’. Puisqu’il 
est difficile de déterminer le flot optique pour les séquences réelles, généralement un test 
qualitatif est utilisé. La validation du mouvement estimé dans ce cas peut être vérifiée en 
utilisant ces estimations dans la compensation du mouvement par interpolation bilinéaire.  
 
                    
                          (a) Frame de la séquence ‘Taxi’                        (b) Région d’intérêt  
Figure 4.23. Frame de la séquence ‘Hamburg Taxi’ 



































                (a)   Erreur de convergence                                  (b)  PSNR 
Figure 4.24. Performance du réseau pour la zone spécifiée 
La figure (4.24) montre l’erreur de convergence et le PSNR de la méthode de Jacobi 
ainsi que du réseau DZNN2 pour 100=λ .  Notons que le PSNR augmente de la même 
manière dans les deux méthodes. Mais le DZNN2 atteint le maximum du PSNR (37,3405dB) 
dans seulement 2 itérations, cependant la méthode de Jacobi nécessite 2040 itérations pour 
atteindre la même performance.  La figure (4.25) résume les résultats de la zone du voiture. 
Nous pouvons voir facilement que les objets en mouvement sont clairement capturés et 
localisés. 
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                                    (a) Région d’intérêt                             (b) Flot optique estimé 
                 
                                 (c) Image Compensée                              (d)    Image erreur 
Figure 4.25. Résultats de la séquence ‘Hamburg Taxi’. 
4.8. Conclusion 
Dans ce chapitre nous avons proposé une version discrète du réseau de Zhang pour 
l’estimation du flot optique en se basant sur la reformulation de Mitiche et Mansouri de la 
méthode différentielle de Horn & Schunck qui engendre un système large d’équations 
linéaires. Pour résoudre ce système, nous avons proposé trois types de réseaux de neurones 
DZNN1-1, DZNN1-2 et DZNN2. Ces trois réseaux sont caractérisés par leur rapidité de 
convergence sans altérer la précision des résultats. De plus, le réseau DZNN2 ayant la plus 
faible complexité ne nécessite que deux ou trois itérations pour la convergence ce qui le 
qualifie pour les applications en temps réel.  





Chapitre5    
         
Extension à l’estimation de mouvement 3D 
5.1. Introduction 
L’estimation du mouvement 3D consiste à extraire un vecteur de mouvement 3D à 
partir d'une séquence volumique en faisant l'hypothèse que l'intensité (ou la couleur) est 
conservée au cours du déplacement. 
En effet, les méthodes d’acquisition en trois dimensions s’étant développées, par 
exemple l’utilisation de multiples caméras (stéréoscopiques, triscopiques) ou encore la fusion 
d’informations provenant de radar-laser et de caméras. Elles ouvrent la voie à de nouvelles 
possibilités d’application des méthodes d’estimation du mouvement. Que ce soit le calcul du 
flot optique ou des méthodes de mise en correspondance, l’application de la méthode 
proposée dans le cadre d’une estimation du mouvement en 3D sera l’objective de ce chapitre. 
Nous présenterons également l’extension de la méthode différentielles de Horn & Schunck et 
celle de Lucas & Kanade  pour l’estimation de mouvement d’une séquence d’images 
volumiques [91-94]. 
5.2. Extension tridimensionnelle  
Dans un premier temps, nous présentons les détails de la méthode de LK_3D et la 
méthode de HS_3D  proposées dans [91]. Ceci nous permet d’introduire ensuite, les 
modifications  que nous proposerons. 
5.2.1. Equation du flot optique 3D 
Une séquence de volumes peut être représentée par sa fonction de 
luminance ),,,( tzyxI . L’hypothèse de conservation de la luminance stipule que la luminance 
d’un point physique de la séquence d’image ne varie pas au cours du temps, c’est à dire [91]: 
)),((),( dttpVpItpI ++=                                                                          (5.1) 




avec Tzyxp ),,(= et TwvupV ),,()( =  le vecteur vitesse 3D associé au point p  à l’instant t . 
Les composantes u , v et w sont respectivement la vitesse selon les directions x , y et z .  
L’équation de la contrainte du flot optique peut être écrite sous forme suivante [91]: 
0=+++ tzyx IwIvIuI                                                                                 (5.2) 
avec  : xI , yI , zI et tI sont les dérivées spatiotemporelles tridimensionnelles dans un voisinage 
nnn ×× centré au voxel ),,( zyx . 
5.2.2. Voisinage d’un voxel   
Trois types de voisinages sont rencontrés, le voisinage 6-adjacents, 18-adjacentset et 26-
adjacents. Deux voxels sont dits 6-adjacents (adjacence par faces) si leurs coordonnées 
diffèrent de 1± sur exactement une coordonnée (figure 5.1.a). 
Deux voxels sont dits 26-adjacents (adjacence par sommets) si leurs coordonnées diffèrent de 
1± sur une, deux ou trois coordonnées (figure 5.1.b). 
 
Figure 5.1 Représentation des voisinages d’un voxel. 
5.3. Méthode de Lucas & Kanade 3D 
Barron et Thacker  [91] ont proposé une extension de la méthode originale de LK. Ils 
ont supposé que l’équation du flot optique 3D demeurait constante dans de petits volumes de 
l’image Ω .  
5.3.1. Principe 
Cette méthode consiste à minimiser la quantité suivante :  






3 ...,)(                            (5.3) 
où )( pw correspond à une fonction fenêtre isotropique ayant  le rôle d’attribuer plus de poids 
au centre que sur les extrémités du voisinage. Ceci est réalisable par exemple par  




l’application d’un filtre gaussien 3D de taille 555 ××  (le masque 1D est : 
[ ]0625.0,25.0,375.0,25.0,0625.0 )   
La solution de l’équation (5.3) est données par : 
bWAAWAV TT 212 ][ −=

                                                                                (5.4) 
avec: 
)](),([ 1 NpwpwdiagW = , ( ) ( )( )TNpIpIA ∇∇= ,,1  , ( ) ( )( )TNtt pIpIb ,,1 −= et 3nN =  































































                  (5.5) 
Le problème, c’est que parfois la matrice AWAT 2  est singulière : l’estimateur obtenu a 
alors une variance très élevée. Nous pouvons contourner ce problème de singularité en 
ajoutant une constante à toutes les valeurs propres de la matrice AWAT 2 , et en calculant : 
bWAIAWAV TT 213
2 ][ −+= λ                                                                       (5.6) 
où  3I  est la matrice identité de taille 33× et λ  est un paramètre de régularisation positif. 
5.3.2. Méthode de Lucas & Kanade 3D modifiée 
L’équation (5.6) exige le calcul de la matrice inverse 13
2 ][ −+ IAWAT λ . Dans ce 
chapitre nous proposons d’utiliser le réseau de Zhang DZNN2 pour résoudre le système 
directement sans passer par l’inversion de la matrice.  
 Le temps de calcul est également un avantage, en effet le nombre d’opérations 
nécessaires est limité au: 
• calcul et multiplication des dérivées partielles xI , yI , zI et tI , puis leur sommation sur 
le voisinage Ω  pour la construction des systèmes linéaires locaux. 
• résolution d’un système 33×  par voxel par le réseau DZNN2. 
5.4. Méthode de Horn & Schunck 3D 
5.4.1. Principe  
La méthode de Horn & Schunck 3D est issue de l’extension de la fonction de coût à 
minimiser aux images volumiques [91].  




( )dxdydzwvuwIvIuIIE zyxtDHS ∫
Ω
∇+∇+∇++++= )()( 222223 λ     (5.7) 
où   ),,( wvu ∇∇∇  sont les dérivées spatiales de ),,( wvuV =  et 2λ  est un coefficient pondérant 
l’importance du lissage. 























                                                           (5.8) 
où  v2∇  , u2∇  et w2∇ sont les laplaciens  des composantes u , v  et w  du flot optique V  : 















































































                                                                                               (5.9) 
où u , v et  w  sont les moyennes des composantes du flot optique dans un certain voisinage. 

























                     (5.10) 
Avec ce système d’équations, il est possible d’obtenir une solution pour u, v et w  à chaque 









































































                                                     (5.11) 
 où  it désigne  le numéro de l’itération. 




5.4.2. Méthode de Horn & Schunck 3D modifiée 
5.4.2.1. Reformulation de la méthode de HS 3D  
De la même manière que dans le cas 2D, nous discrétisons le domaine Ω  sur une grille 
d’espace unitaire dont chaque point est indexé par { }N,,2,1   avec N  le nombre de voxels 








































                        (5.12) 
Pour { }Ni ,,2,1 ∈ , ceci constitue un système d’équations creux avec N3 inconnus ii vu , et iw : 
bAz =                                                                                     (5.13) 









































                                                                                            (5.15) 































































          (5.16) 
Tous les autres éléments sont égaux à zéro.  
Pour appliquer le réseau de Zhang pour résoudre itérativement le système (5.13), la 
matrice doit être définie positive pour assurer la convergence. 
 




5.4.2.2. Convergence de l’algorithme proposé 
La matrice A  est définie positive et symétrique, nous allons vérifier que 0>AzzT pour 
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222 ))()()(()( λ           (5.17) 
Pour 0≠z , nous avons 0=AzzT si et seulement si les termes dans les deux sommes 
dans la partie droite de l’équation (5.17) sont nulles. Les termes dans la deuxième somme 
s’annulent si et seulement si V est constant sur tout le volume Ω . Les termes de la première 
somme s’annulent si et seulement si le vecteur constant de vitesse est orthogonal au gradient 








5.5. Expérimentations et résultats 
5.5.1. Séquences de test 
5.5.1.1. Séquence synthétique 
 La séquence synthétique de taille 177881 ×× est composée de deux images 3D. La 
figure (5.2) présente le volume à l’instant t , alors que les figures (5.3) et (5.4) présentent les 
12 coupes horizontales et les deux coupes  selon les axes x  et y  de chaque volume.    
 














Figure 5.3. 12 coupes horizontales de la séquence synthétique. 
 
 
Figure 5.4. Coupes frontales selon x  et y  de la séquence synthétique. 




5.5.1.2. Séquence réelle médicale 
La deuxième séquence est une séquence de 20 images cardiaques à résonance 
magnétique du cœur de taille 12256256 ××  obtenue à partir du lien 
www.cse.yorku.ca/~mridataset/ [95]. 
Les figures (5.5-9) présentent les 12 coupes horizontales et les deux coupes frontales selon x 
et y de chaque volume.    










Figure 5.5. 12 coupes horizontales de la séquence réelle à l’instant 2=t . 
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Figure 5.6. 12 coupes horizontales de la séquence réelle à l’instant 3=t . 
 
















Figure 5.7. Coupe horizontale 3 pour différents instants. 












Figure 5.8. Coupe horizontale 10 pour différents instants. 
 
Figure 5.9. Coupes frontales selon x  et y  de la séquence réelle 




Pour mieux comprendre le mouvement de la séquence, nous ajoutons les contours des 
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(c) Projection selon l’axe x  
 
Figure 5.10. Contours des projections selon les axes x , y et z . 




5.5.2. Dérivées spatio-temporelles  
Le calcul du flot optique par les méthodes différentielles est basé sur une relation 
différentielle. Il est donc nécessaire de calculer les différentes dérivées présentées dans les 
relations (5.5) et (5.13). 
Il existe plusieurs méthodes d’estimation du gradient dont les plus couramment utilisées dans 
le cas des séquences 3D sont [93] : 
))1,(),(( ++∗= tpItpIMI xx   
))1,(),(( ++∗= tpItpIMI yy   
))1,(),(( ++∗= tpItpIMI zz   








































































































































(a) Séquence synthétique 
 
Ix Iy Iz It
 
(a) Séquence réelle 
 
Figure 5.11. Dérivées spatiotemporelles  
 




5.5.3. Évaluation du flot optique estimé  
5.5.3.1. Séquence synthétique   
Dans cette section, nous présentons les résultats des deux méthodes pour la séquence 
synthétique. Pour la méthode de Lucas & Kanade modifiée LKM3D, le réseau de Zhang est 
utilisé pour résoudre le système d’équations pour chaque voxel. La figure (5.12) présente les 
courbes de convergence du réseau DZNN2. Nous  pouvons noter que la quasi-totalité des 
courbes convergent en 2 itérations.   


















Figure 5.12.  Courbes de convergence du DZNN2-LKM3D pour la séquence synthétique. 
La figure 5.13 montre le flot optique tridimensionnel estimé par la méthode de Lucas & 
Kanade modifiée LKM3D et les figure (5.14) et (5.15) présentent les trois projections selon 
les axes z , y  et x . 
 
Figure 5.13.  Flot optique 3D estimé par la méthode de LKM3D pour la séquence synthétique. 





Figure 5.14.  Flot optique estimé des coupes horizontales 6 et 8 par la méthode de LKM3D pour la 
séquence synthétique 
 
Figure 5.15.  Projection du flot optique estimé  par la méthode de LKM3D selon l’axe  x  et l’axe y 
pour la séquence synthétique. 
Pour la méthode de Horn & Schunck modifiée HSM3D, le réseau de Zhang est utilisé 
pour résoudre le système d’équations pour tous les voxels. La figure 5.16 présente la courbe 
de convergence du réseau DZNN2. Nous remarquons que le réseau converge  en 2 itérations.  
La figure (5.17) montre le flot optique tridimensionnel estimé par la méthode de HSM3D et 
les figure (5.18) et (5.19) présentent les trois projections selon les axes z , y  et x . 




























Figure 5.16.  Courbes de convergence du DZNN2-HSM3D pour la séquence synthétique. 
 
Figure 5.17.  Flot optique 3D estimé par la méthode de HSM3D pour la séquence synthétique. 
 
 
Figure 5.18.  Flot optique estimé des coupes horizontales 6 et 8 par la méthode de HSM3D pour la 
séquence synthétique 





Figure 5.19.  Projection du flot optique estimé  par la méthode de HSM3D selon l’axe  x  et l’axe y  
pour la séquence synthétique. 
D’aprés ses résultats nous pouvons remarquer que : 
Le réseau DZNN2 converge rapidement pour les deux méthodes proposées. 
La méthode HSM3D estime mieux le flot optique que la méthode LKM3D. 
5.5.3.2. Séquence réelle 
Dans cette section, nous présentons les résultats des deux méthodes pour la séquence 
volumique réelle. Nous suivons les mêmes démarches que celles de  la section précédente.  
La figure (5.20) [(5.24)] présente les courbes de convergence du réseau DZNN2-LKM3D 
(DZNN2-HSM3D)  pour la méthode LKM3D (HSM3D) de la séquence réelle.  
La figure (5.21) [(5.25)] montre le flot optique tridimensionnel estimé par la méthode de 
LKM3D (HSM3D). 
La figure (5.22) [(5.26)] présente le flot optique estimé des coupes 3 et 10 horizontales par la 
méthode de LKM3D (HSM3D). 
La figure (5.23) [(5.27)] présente la projection du flot estimé par la méthode de LKM3D 
(HSM3D)  selon l’axe  x  et l’axe y  pour la séquence réelle. 
D’après ces résultats du flot optique sur la séquence réelle, nous remarquons que le réseau 
DZNN2 converge rapidement pour les deux méthodes proposées.  
 





Figure 5.20.  Courbes de convergence du DZNN2-LKM3D pour la séquence réelle 
 
Figure 5.21.  Flot optique 3D estimé par la méthode de LKM3D  pour la séquence réelle. 
 
Figure 5.22.  Flot optique estimé des coupes horizontales 3 et 10 par la méthode de LKM3D pour la 
séquence réelle 





Figure 5.23.  Projection selon x  et y  du flot optique estimé  par la méthode de LKM3D pour la 
séquence réelle. 






















Figure 5.24.  Courbes de convergence du DZNN2-HSM3D pour la séquence réelle 
 
Figure 5.25.  Flot optique 3D estimé par la méthode de HSM3D  pour la séquence réelle. 





Figure 5.26.  Flot optique estimé des coupes horizontales 3 et10  par la méthode de HSM3D pour la 
séquence réelle. 
 
Figure 5.27.  Projection du flot optique estimé  par la méthode de HSM3D selon l’axe x  et l’axe y  
pour la séquence réelle. 
 
Suite à la non-disponibilité du flot réel, nous avons utilisé le procédé de la 
reconstruction inverse utilisant l’interpolation bilinéaire pour évaluer la qualité du champ 
estimé. Le critère PSNR entre l’image réelle et l’image compensée a été utilisé. La figure 5.28 
montre le PSNR des deux méthodes pour différentes coupes. Nous pouvons remarquer que la 
méthode de Horn & Schunck modifiée est légèrement meilleure que la méthode de Luca & 
Kanade pour les séquences synthétiques et réelles. 
  












































Figure 5.28.  Évaluation du PSNR pour différentes coupes des deux méthodes proposées. 
5.6. Conclusion 
Généralement, il est admis que la méthode globale de Horn & Schunck est plus robuste 
et fournit des résultats de meilleure qualité que l’approche locale de Lucas & Kanade aux prix 
d’un coût de calcul plus important.  
Dans ce chapitre nous avons proposé une nouvelle formulation de l’extension de la 
méthode de Horn & Schunck pour l’estimation du mouvement dans les séquences 
tridimensionnelles. Cette méthode a été significativement accélérée par l’introduction du 
réseau de Zhang pour le calcul du flot. De plus, nous avons  montré que deux itérations sont 
largement suffisantes pour avoir une erreur de convergence presque nulle avec la conservation 
de la précision de la méthode. Ce réseau a été également utilisé dans les deux méthodes 
tridimensionnelles de Lucas & Kanade et Horn & Schunck .   






L’objectif  fixé au début de cette thèse était d’élaborer des méthodes d’estimation de 
mouvement précises, robustes et rapides. L’estimation de mouvements  représente un intérêt 
majeur en vision par ordinateur étant donné le champ des applications possibles; contrôle du 
trafic routier, guidage de robots, compression de séquences d’images, diagnostic médical … . 
Dans cette thèse nous avons contribué à l’amélioration des méthodes différentielles existantes 
(par régularisation globale ou locale) en introduisant deux nouveaux outils ; la transformée en 
curvelettes et le réseau de neurones récurrents.  
Principales contributions 
Notre première contribution a consisté à améliorer les performances de la méthode  
itérative de Lucas & Kanade en introduisant les outils suivants: 
- La reformulation de la méthode pour l’estimation simultanée du mouvement de tous 
les pixels en utilisant deux types de réseaux de neurones récurrents ; le réseau de 
Hopfield et le réseau de Zhang. 
- L’introduction d’une transformation géométrique récente pour l’estimation de 
mouvement multi-échelles au lieu de la pyramide Laplacienne.  
- Le prétraitement des images utilisant les transformations géometriques. 
La seconde contribution a consisté de proposer une implémentation parallèle via les réseaux 
de neurones de la méthode de Horn & Schunk dans sa reformulation proposée par Mitiche & 
Mansouri donnant naissance à un système large d’équations [19]. Trois versions du réseau de 
Zhang ont été proposées pour résoudre ce système : 
- Une version à dynamique explicite pour inverser la matrice de données (DZNN1-1). 
- Une version à dynamique implicite pour inverser la matrice de données (DZNN1-2). 
- Une version à dynamique implicite pour résoudre le système d’équations (DZNN2).  
Les résultats obtenus sur des séquences synthétiques et réelles montrent que les 
méthodes proposées nous permettent une nette amélioration de point de vu précision et 
rapidité. Cette amélioration se résume dans les points suivants : 
- Les deux réseaux de Zhang DZNN2 et DZNN1-2 convergent en seulement deux 
itérations sans altérer la précision de l’estimation. 
- Le réseau de Hopfield bien qu’il nécessite un grand nombre d’itérations, il est moins 
sensible au conditionnement de la matrice. 
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- L’estimation de mouvement après débruitage des images par la transformée en 
curvelettes présente une erreur angulaire inférieure à celle obtenue sans débruitage ou 
après un débruitage par ondelettes. 
- L’estimation de mouvement multi-échelles par la transformée en curvelettes présente 
des bons résultats comparables aux méthodes récentes. 
En définitive, les résultats étant convaincants et d'un intérêt scientifique certain. Ils nous 
permettent de réaliser les publications et les communications suivantes : 
- F. Charif, N. Djedi, A. Benchabane, “ On Parallel Implementation of Horn and Schunk 
Motion estimation Method”, International journal of computer and applications. vol. 
35,no.2, pp:79-85,2013. 
- F. Charif, N. Djedi, A. Taleb-Ahmed, A. Benchabane, “A simplified Zhang neural 
network for solving a large Toeplitz linear systems and its application for AR 
parameters estimation”. Pensee journal. vol. 76, no.4,pp.354-360,2014. 
- F. Charif, N. Djedi,  A. Benchabane., A. Bennia, A. Taleb-Ahmed, “ Estimation 
Rapide du Champs de Mouvement par la Méthode Itérative Multi-échelles de Lucas & 
Kanade”. SETIT 2012, Tunisie. 
- F. Charif , A. Benchabane, Djedi N.,  Taleb-Ahmed A. “ Horn & Schunk meets a 
discrete Zhang neural network for computing 2D optical flow”. ICEO13, Ouargla, 
Algérie. 
- F. Charif, N. Djedi, A. Benchabane, A. Taleb-Ahmed, “ Estimation Neuronale du Flot 
Optique dans une Séquence d’Images Débruitées par la Transformée en Curvelettes”, 
ICA2IT , Ouargla, Algérie .Mars 2014. 
Perspectives 
La réussite des outils proposés  nous permet d’ouvrir les perspectives suivantes : 
- Introduire le prétraitement par la transformée en curvelettes dans des méthodes 
présentées récemment comme par exemple  [96-97]. 
- Introduire la transformée en curvelettes tridimensionnels aux méthodes d’estimation 
de mouvement 3D proposées.     





Aperçu sur les réseaux de neurones artificiels 
 
A.1. Introduction 
Inspirés du fonctionnement du cerveau humain, les réseaux de neurones artificiels 
(RNA) occupent aujourd’hui une place prépondérante dans plusieurs domaines des sciences 
de l’ingénieur [15,98]. Le fonctionnement des systèmes de neurones, caractérisé par le 
principe de parallélisme intrinsèque, permet d'exécuter un grand nombre de calculs dans un 
temps limité et offre une alternative intéressante pour résoudre des problèmes complexes. 
A.2.  Neurone formel 
Le neurone formel est une modélisation mathématique qui reprend les principes du 
fonctionnement du neurone biologique. C’est une est une fonction paramétrée, non linéaire, 
de plusieurs variables d’entrée appelées entrées du neurone; la valeur de la fonction est 
disponible en sortie du neurone [15,98]. La figure (A.1) montre le modèle du neurone 
artificiel.  
 
Figure A.1.  Modèle de neurone formel 
Pour un neurone j , le calcul de la fonction est effectué en deux étapes; le calcul d'une somme 
pondérée par les poids synaptiques ),...,,( 21 njjj www  de ses  entrées ),...,,( 21 nxxx . Le résultat 








0                                                                                      (A.1) 
avec jw0  est un paramètre de seuil. 
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Puis le calcul d'une fonction non linéaire du potentiel, souvent appelée fonction d’activation 
est effectué. La sortie du neurone est alors la valeur de cette fonction : 
)( jvfy =                                                                                                     (A.2) 
A.3.   Réseaux de neurones artificiels 
Un réseau de neurones artificiels est un ensemble de neurones formels associés en 
couches et fonctionnent en parallèle. Chaque couche fait un traitement indépendant des autres 
et transmet le résultat de son analyse à la  couche suivante. L'information donnée au réseau va 
donc se propager de la couche d'entrée à la couche de sortie, en passant au choix, par aucune, 
une ou plusieurs couches intermédiaires appelées couches cachées. La figure (A.2) montre un 
réseau de neurone mono-couche. 
 
Figure A.2.  Schéma d’un réseau de neurones 
A.4.  Principaux types des réseaux de neurones 
Il existe une multitude de réseaux de neurones différents les uns des autres par leurs 
architectures et leurs méthodes d'apprentissages. Ils peuvent être classés en deux types ; les 
réseaux non récurrents et les réseaux récurrents. La Figure (A.3) présente les réseaux de 
neurones les plus utilisés dans la littérature. 




Figure A.3.  Réseaux de neurones les plus utilisés. 
A.5. Réseaux de neurones récurrents pour l'optimisation 
Le fonctionnement des systèmes de neurones, caractérisé par le principe de parallélisme 
intrinsèque, permet d'exécuter un grand nombre de calculs dans un temps limité et offre une 
alternative intéressante pour résoudre le problème complexe d'optimisation, dont les réseaux 
de neurones de Hopfield  est très appropriés. 
A.6.  Réseaux de neurones  de Hopfield 
Le réseau de Hopfield est un réseau dynamique mono-couche dont les neurones sont 















                                                                  (A.3) 
où )(tyi est l’état interne du neurone i , )(tui est la sortie du neurone i , ijw  est le poids de 
connexion entre le neurone i et le neurone j , )(tvi est l’entrée du neurone i  et τ est le taux 
de convergence. Le réseau de Hopfield peut être vu comme un système à dynamique non 
linéaire avec un vecteur d’entrée v , un vecteur d’état )(ty et un vecteur de sortie )(tu  comme 
montré dans la figure (A.4) 
 
Figure A.4.  Structure du réseau de Hopfield 
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Hopfield a utilisé une fonction d'énergie associée au réseau comme outil pour définir 
leur dynamique [62]. Cette fonction d’énergie est définie par Hopfield comme suit : 
vuWuu TT ttttE )()()(
2
1)( −−=                                                                (A.4) 
A.7. Principes de fonctionnement du réseau de Hopfield pour l'optimisation 
En 1985, Hopfield et Tank [62] ont appliqué ce type de réseaux de neurones à 
l'optimisation de la manière suivante: à partir d'un état initial, on laisse le réseau évoluer 
librement jusqu'à un attracteur, qui est généralement, pour les problèmes d'optimisation, un 
état stable indépendant du temps. On dit alors que le réseau a convergé : la convergence est 
atteinte lorsque les sorties des neurones n'évoluent plus. Les poids des connexions sont 
déterminés analytiquement à partir de la formulation du problème; cela est fait directement à 
partir de la fonction de coût associée au problème. De plus, les sorties des neurones, dans 
1'attracteur vers lequel converge le réseau, codent une solution au problème d'optimisation.  
A.8. Conclusion 
Nous avons présenté dans cette annexe un aperçu général  sur les réseaux de neurones. 
Au début, nous avons présenté le neurone formel et son comportement. Puis on a donné un 
plus de détail sur le réseau de Hopfield et son utilisation dans les problèmes de l’optimisation.  






Gradient de Simoncelli 
 
Simoncelli [99]  s’intéresse à la représentation fréquentielle du signal pour estimer sa 
dérivée. Il utilise deux filtres différents. Le premier filtre (que l’on appellera 5p ) consiste en 
un préfiltrage de l’image : c’est un filtre passe-bas. Le bruit de l’image étant principalement 
caractérisé par de légères variations brusques de la luminosité, ce filtre passe-bas atténue 
fortement ce bruit. De plus, l’opérateur de dérivation pose souvent des problèmes liés aux  
fortes variations de signal, d’autant plus que nous considérons des valeurs discrètes. Le 
préfiltrage aura pour conséquence de lisser l’image et d’atténuer ces fortes variations. Le 
second filtre (que l’on appellera 5d ) permet de calculer la dérivée. Simoncelli a calculé ces 
filtres de manière à ce qu’ils répondent notamment aux propriétés suivantes : 
1. Le préfiltre 5p  sur deux dimensions doit être séparable en deux pré-filtres sur une 
dimension, ce qui implique la même propriété sur 5d . 
2. Le préfiltre doit être symétrique, le filtre de dérivation est anti-symétrique. 
La première de ces propriétés rend le calcul de la dérivée sur x indépendant de la dérivée sur 
y . Ces deux filtres sont structurellement différents des filtres de Sobel puisque Simoncelli 
propose des masques de convolutions sous forme de vecteurs. Cette configuration de masque 
est permise puisque les filtres sont séparables. La figure B.1 représente les résultats de 
l’estimation des dérivées suivant x  et y  t . Ces résultats ont été obtenus avec les masques des 
filtres 5p  et 5d   définis dans la table B.1. Le calcul se fait sur sept  images successives [100]. 
Avec la méthode de Simoncelli, les dérivées sur x  et y paraissent beaucoup plus floues. Ceci 
est dû à la pondération sur le voisinage d’un maximum de cinq pixels. 
Filtre/ n -2 -1 0 1 2 
5p  0.036 0.249 0.431 0.249 0.036 
5d  -0.108 -0.283 0.0 0.283 0.108 
 
Tableau. B.1 – Masques proposés par Simoncelli dans [99] 
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           (a) suivant x                                    (b) suivant y                           (d) suivant t   
Figure. B.1. Gradient de Simoncelli 
La dérivée temporelle laisse bien apparaître le mouvement des objets dans l’image. Le 
filtre de Simoncelli a l’avantage de posséder en entrée un filtre passe-bas qui diminue la 
composante haute fréquence du  bruit. Ainsi les dérivées estimées se trouvent moins bruitées 
et plus lisses. La  méthode  de  Simoncelli considère un voisinage plus important puisque 
qu’elle consiste à appliquer successivement deux filtres sous  forme  de  vecteurs  de  cinq  
éléments.  Ainsi, nous  avons  besoin  de  sept   images  pour calculer la dérivée temporelle à 
un instant précis (Fig. B.2) 
Le filtre de dérivation 5d  nécessite cinq points pour être appliqué ; ces cinq points sont 
issus du filtrage  passe-bas 5p . Le filtrage  passe-bas se calcule lui même sur cinq points. De 
même pour les dérivées spatiales, l’estimation s’effectue sur sept  points de l’image originale, 
donc un voisinage comparable à quatre pixels. Par exemple, yI est calculé  en appliquant  5p   
suivant t , puis en appliquant  5p  à ces résultats suivant x  et finalement  en appliquant 5d   à  
ces résultats suivant  y. xI et yI sont calculés d'une  façon  appropriée et semblable. 
 
Figure. B.2. Calcul des dérivées partielles  de  Simoncelli
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