We show the tight upperbound of the length of the minimum solution of a word equation L = R in one variable, in terms of the differences between the positions of corresponding variable occurrences in L and R. By introducing the notion of difference, the proof is obtained from Fine and Wilf's theorem. As a corollary, it implies that the length of the minimum solution is less than N = |L| + |R|.
Introduction
Word equations can be used to describe several features of strings, for example, they generalize pattern matching problem [3, 4] with variables. The following is an example of word equations. Let a, b be characters and x be a variable. The word equation xxbaababa = ababaxabx has a solution x = ababaababa.
The fundamental work in word equations is Makanin's algorithm [10] which decides whether a word equation has a solution (see for a survey on this topic [9] ). Plandowski [11] introduced a PSPACE algorithm which gives the best upperbound so far known. On the other hand, the problem is known to be NPhard [1] . An approach to the problem is to analyze word equations with a restricted number of variables. Charatonik and Pacholski [2] , and Ilie and Plandowski [7] introduced a polynomial time algorithm for word equations in two variables. As to word equations in one variable, there is an efficient algorithm by Obono et al. [6] which solves a word equation L = R in O(N log N ) time in terms of N = |L| + |R|. Dabrowski and Plandowski [5] presented an algorithm of O(N + x log N ) time complexity for the number x of occurrences of the variable x.
However, the upperbound of the length of the minimum solution of word equations is not exactly understood even for one-variable version. Let χ be the upperbound, that is, a word equation has a solution if and only if there exists a solution A of length |A| ≤ χ. For any word equation in one variable, we can choose a single candidate for the solution of a length, therefore we have only to check for the χ candidates at most to decide whether a word equation has a solution. Indeed no χ leads a better result for the complexity as long as it is proportional to N , but from a practical viewpoint, χ is quite important. In [6] , χ is taken to be equal to 4N without precise proof. Hence, we need to reduce χ as small as possible and prove it formally.
In this paper, we show the tight upperbound of the minimum solution for one variable word equations, by introducing a new measure in terms of the positions of variable occurrences. The bound reveals that χ is less than N .
We now explain the basic idea briefly. A word equation in one variable is non-trivial only if both side of the equation have the same number of occurrences of the variable: Otherwise, the length of a possible solution is exactly determined by an integer equation on both the length of instance and the number of variable occurrences. Let m be the number of occurrences. We focus on the fact that, for a word equation L = R, the "gap" between the k-th occurrence of the variable x in L and the k-th occurrence in R is preserved for any substitution of a string A, as the gap between the corresponding occurrences of
In the example in Fig. ? ?, d 1 = 5 and d 2 = 7. By utilizing this notion, the proof of the upperbound is essentially reducible to one for a word equation which has only one occurrence of x in both side respectively. If A is a solution and is longer than d k , then the k-th pair of occurrences of A overlap each other, that is, d k is a period of A. Therefore, by Fine and Wilf's theorem [9] , the upperbound is max 1≤k≤m {d k + p − gcd(d k , p)} − 1 for a period p of A. Since the minimum length of p is not larger than min 1≤k≤m,d k =0 d k , the tight upperbound will be given as max
Thus χ is less than N = 2|L|.
Preliminaries
Let Σ be an alphabet and x / ∈ Σ be a variable. The empty word is denoted by ε. The length of a word w is denoted by |w|, where |ε| = 0 and |x| = 1. 
letters of Σ invariant and such that σ(L) = σ(R).
Since the solution is uniquely decided by a mapping of x into Σ * , in this paper we define a solution as a word
where the result w[A/x] of the substitution of A to x in a word w is defined inductively as:
If two words L and R have the same prefix M , the solution of a word equation L = R is obtained by solving the word equation L = R where L = M L and R = M R . Therefore, we can assume without loss of generality that any word equation is of the form xL 1 = BxR 1 for a non-empty word B which has no variable and words L 1 , R 1 . This form implies that any solution A is a prefix of the word B k for a natural number k. By a similar argument for suffix, we can assume that either L 1 or R 1 ends with x. In particular, if L and R have exactly one occurrence of x respectively, the word equation L = R can be reduced to the form xC = Bx for non-empty words B, C which have no variable.
We denote by x (w) the number of occurrences of the variable x in a word w. 
, the length of the solution is determined uniquely to the word equation and its upperbound is
, the length of the solution is determined uniquely with respect to L = R and is at most max(|L|, |R|).
Solutions
We show the upperbound of the length of the minimum solution of word equations in one variable. By Proposition 2, we have only to consider the word equa-
We denote by 
Proposition 3 For any word A, any word equation L = R, and integer
The length of the prefix of We denote by d k the absolute value of the difference, that is, 
Proof. We can assume r 
consider subwords of L[A/x] and R[A/x], then L[A/x][
, the length of the minimum solution is at most
The bound is tight.
Proof. Assume a word equation has a solution
is also a solution of the word equation. Therefore A is not the minimum solution.
To see that the bound is tight, let us consider the following word equation:
We can verify that the solution of length 10 In case of binary alphabet, the minimum solution which length is the upper bound is central which is defined as:
A word is central if and only if it is in the set
where P is the set of palindrome words. It is obtained by the proof of Lemma 2 and the fact that: a word w is central if and only if it has two periods p and q such that gcd(p, q) = 1 and |w| = p + q − 2 [9, pp. 69-70].
We also have the following relaxed upperbound, 
Corollary 1 For any word equation
L = R such that x (L) = x (R),
String Statistics Problem
We are developing a system whose aim is to experimentally analyze the combinatorial property and structures of word equations. As a first step, we are recording all solvable word equations (up to a moderate length) in one variable together with their minimum solutions. By the fact that: for any word w, there exists a binary word w which has the same set of periods as w [9, pp. 275-279], we have only to consider a binary alphabet to find out the relation between the length of an equation and the length of its solutions. For a fixed alphabet Σ = {a, b} and a specified length n, we enumerate the set E of all word equations L = R such that (1) For interested readers, Table 1 shows the numbers of the solvable word equations in E, classified by the lengths of their minimum solutions. At ith row and column labeled n = |L| of the table T , we fill the number of word equations in E of length |L| = |R| = n whose minimum solution is of length i. Remark that some equations may be equivalent each other, by either replacing a with b, exchanging left-side with right-side, or reversing the formulae. We did not exclude these duplications. For example, T (0, 3) = 4 corresponds to the number of equations {abx = xab, bax = xba, xab = abx, xba = bax}, where the empty string is a solution to them. They are equivalent each other. Moreover, T (1, 3) = 4 corresponds to {abx = xba, bax = xab, xab = bax, xba = abx}, whose minimum solutions are of length 1. They are essentially the same.
Let us pick up some interesting pairs of equation and its minimum solution.
• xxbaababa = ababaxabx, ababaababa , from T (10, 9) = 8, which was used to prove the tightness of the upperbound. This is a unique instance • xxbaabababa = abababaxabx, abababaabababa , from T (14, 11) = 8, which also matches the upperbound. This is a unique instance in T (14, 11) = 8, since the other 7 instances are all equivalent to it.
• xabxbaaaaaa = aaaaaabaxbx, aaaaaabaaaaaa) . This is a unique instance in T (13, 11) = 8.
Conclusion
We showed the tight upperbound of the length of minimum solution of word equations in one variable. The upperbound is easily computed from a given word equation. Moreover, we showed concrete examples which match the bound. As a corollary, we also have a more relaxed upperbound which is easier applicable: the length of the minimum solution is less than the size of the total length of a word equation.
Khmelevskiȋ [8, pp. 12 
Thanks to the bound, we could perform a comprehensive analysis of word equations in one variable up to a moderate size the equations, by enumerating all word equations and solving them one by one. We showed some statistics of the lengths of minimum solutions.
