Abstract-A new and effective direct method to determine the numerical solution of specific nonlinear Volterra-Fredholm integral and integro-differential equations is proposed. The method is based on vector forms of block-pulse functions (BPFs). By using BPFs and its operational matrix of integration, an integral or integro-differential equation can be transformed to a nonlinear system of algebraic equations.
INTRODUCTION
Over several decades, numerical methods in Electromagnetics have been the subject of extensive researches [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] . On the other hand, many problems in Electromagnetics can be modeled by integral and integro-differential equations (see [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] ); for example, electric field integral equation (EFIE) and magnetic field integral equation (MFIE). In recent years, several numerical methods for solving linear and nonlinear integro-differential equations have been presented. Some authors use decomposition method [22, 23] . In most methods, a set of basis functions and an appropriate projection method such as Galerkin, collocation, . . . or a direct method have been applied [24] [25] [26] [27] [28] [29] . These methods often transform an integral or integro-differential equation to a linear or nonlinear system of algebraic equations which can be solved by direct or iterative methods. In general, generating this system needs calculation of a large number of integrations.
This paper considers specific cases of Volterra-Fredholm integral and integro-differential equations of the forms 
where the functions F (x(t)) and G(x(t)) are polynomials of x(t) with constant coefficients. For convenience, we put F (x(t)) = [x(t)] n 1 and G(x(t)) = [x(t)] n 2 where, n 1 , n 2 are positive integers. Note that the method presented in this article can be easily extended and applied to any nonlinear integral and integro-differential equations of the forms Eqs. (1) and (2) . It is clear that for n 1 , n 2 = 1, Eqs. (1) and (2) are linear integral and integro-differential equations respectively. Also, without loss of generality, it is supposed that the interval of integration is [0, 1), since any finite interval [a, b) can be transformed to interval [0, 1) by linear maps [26] .
For solving these equations, this paper uses the orthogonal blockpulse functions (BPFs). By using vector forms of BPFs and its operational matrix of integration, Eqs. (1) and (2) can be easily reduced to a nonlinear system of algebraic equations.
Finally, we apply the proposed method on some examples to show its accuracy and efficiency. Also, the error evaluation of this method is presented.
REVIEW OF BLOCK-PULSE FUNCTIONS
Block-pulse functions are studied by many authors and applied for solving different problems; for example, see [30, 31] .
Definition
An m-set of block-pulse functions (BPFs) is defined over the interval [0, T ) as
where, i = 0, 1, . . . , m − 1, with a positive integer value for m. Also, consider h = T /m, and φ i is the ith block-pulse function. In this paper, it is assumed that T = 1, so BPFs are defined over [0, 1), and h = 1/m.
There are some properties for BPFs, the most important properties are disjointness, orthogonality, and completeness.
The disjointness property can be clearly obtained from the definition of BPFs:
where i, j = 0, 1, . . . , m − 1. The other property is orthogonality. It is clear that
where, δ ij is the Kronecker delta. The third property is completeness. For every f ∈ L 2 ([0, 1)), when m approaches to the infinity, Parseval's identity holds:
where,
Vector Forms
Consider the m terms of BPFs and write them concisely as m-vector:
Above representation and disjointness property, follows:
where, V is an m-vector andṼ = diag(V ). Moreover, it can be clearly concluded that for every m × m matrix B:
where,B is an m-vector with elements equal to the diagonal entries of matrix B.
BPFs Expansion
The expansion of a function f (t) over [0, 1), with respect to φ i (t), i = 0, 1, . . . , m − 1 may be compactly written as
where, 
where, Φ(t) and Ψ(s) are m 1 and m 2 dimensional BPF vectors respectively, and K is the m 1 × m 2 block-pulse coefficient matrix with
. . , m 2 − 1 as follows:
For convenience, we put m 1 = m 2 .
Operational Matrix
in terms of the BPFs follows:
in which h/2, is ith component. Therefore,
where, P m×m is called operational matrix of integration and can be represented as
So, the integral of every function f can be approximated as follows:
DIRECT METHOD
In this section, by using results obtained in previous section about BPFs, an effective and accurate direct method for solving nonlinear Volterra-Fredholm integral and integro-differential equations is presented. First, we require to prove the following lemma.
Lemma 1. Let m-vectors X and X n be BPFs coefficients of x(s) and
then
where, n 1 is a positive integer.
Suppose that (23) holds for n, we shall deduce it for n + 1. (14) and (12) follows:
Now, using (23) we obtain
Therefore, (23) holds for n + 1, and the lemma is established.
So, the components of X n can be computed in terms of components of vector X.
Volterra-Fredholm Integral Equation
Consider the following nonlinear Volterra-Fredholm integral equation of the second kind:
where the parameters λ 1 and λ 2 , and the functions y(s), k 1 (s, t) and
and k 2 (s, t) with respect to BPFs, using (14) and (15) gives
where m-vectors X, X n 1 , X n 2 , Y , and m × m matrices K 1 and K 2 are BPFs coefficients of
For solving Eq. (26), we substitute (27) into (26), therefore,
Using Eq. (10) and Eq. (12) follows:
Using operational matrix P , in Eq. (20), gives
in which, λ 1 K 1Xn 1 P is an m × m matrix. Eq. (13) follows:
where,X n 1 is an m-vector with components equal to the diagonal entries of the matrix λ 1 K 1Xn 1 P . Now, Combining (30) and (31), and replacing with = gives
or
Equation (33) is a nonlinear system of m algebraic equations for the m unknowns x 0 , x 1 , . . . , x m−1 , components of X can be obtained by an iterative method. Hence, an approximate solution x(s) X T Φ(s) can be computed for Eq. (26) without using any projection method.
Volterra-Fredholm Integro-Differential Equation
Consider the following Volterra-Fredholm nonlinear integro-differential equation:
where the parameters λ 1 and λ 2 and L 2 functions q(s), y(s), k 1 (s, t) and k 2 (s, t) are known but x(s) is not. Note the appearance of initial condition equation in Eq. (34) . This is necessary to ensure existence of a solution.
Approximating functions x (s) and q(s) with respect to BPFs, from (14) and (15) gives
where m-vectors X and Q are BPFs coefficients of x (s) and q(s) respectively. For solving Eq. (34), we substitute (27) and (35) into (34), therefore,
where,X n 1 is an m-vector with components equal to the diagonal entries of the matrix λ 1 K 1Xn 1 P . Combining (38) and (39) gives
Note thatQ is a diagonal matrix, soQ T =Q. Now, X must be computed in terms of X. Note that
Therefore,
where, X 0 is the m-vector of the form X 0 = [x 0 , x 0 , . . . , x 0 ] T , consequently, using (27)
Now, combining (41) and (44), and replacing with = follows:
Equation (45) is a nonlinear system of m algebraic equations for the m unknowns x 0 , x 1 , . . . , x m−1 , components of X can be obtained by an iterative method. Hence, an approximate solution x(s) X T Φ(s) can be computed for Eq. (34) without using any projection method.
NUMERICAL EXAMPLES
The direct method, presented in this article, is applied to four examples. These examples are selected from different references, so the numerical results obtained here can be compared with both the exact solution and other numerical results.
The computations associated with the examples were performed using Matlab 7 on a Personal Computer. Example 1. Consider the following nonlinear Volterra integral equation [23] :
with the exact solution x(s) = sin s. The numerical results are shown in Table 1 . 
with the exact solution x(s) = s 2 , Table 2 shows the numerical results.
Example 3. For the following nonlinear integro-differential equation [29] :
where, y(s) = − Table 3 gives the numerical results.
Example 4.
For the following nonlinear integro-differential equation [22] :
where, y(s) = 2 sin s cos s, with the initial condition x(0) = 1, and the exact solution x(s) = cos s, Table 4 shows the numerical results.
Example 5.
As the final example, we solve an electromagnetic scattering problem via presented method. The scattering problems have been surveyed by many authors [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . Here, we consider a thin wire scatterer and obtain the current induced on it. We have modeled this problem in detail in [13, 15] . However, for a wire of length L and radius a coincided with z-axis, the final form of current integral equation is [13, 15] 
in which,
α, is the incident angle, k, is free space wave number. Also, A is an unknown coefficient that should be determined.
However, this is a Fredholm integral equation of the first kind and applying the presented method to this equation gives the approximate solution of I z (z). Figure 1 shows the current magnitude for α = π 2 , a = 0.001L, and L = λ, 1.5λ, 2λ. 
ERROR EVALUATION, COMMENT ON THE RESULTS, CONCLUSION
A new direct method based on BPFs and its operational matrix was proposed. This approach, without applying any projection method, transforms a nonlinear Volterra-Fredholm integral or integrodifferential equation to a set of algebraic equations. applicability and accuracy was checked on some examples. In these examples the approximate solution was briefly compared with exact solution only at specific points. But, it should be noted that at mid-point of every subinterval [ih, (i + 1)h], for i = 0, 1, . . . , m − 1, the approximate solution is more accurate and this accuracy will increase as m increases. On the other hand, error at some points different from mid-points may get worse as m increases. Of course these oscillations are negligible Firstly, consider the mean-absolute error as follows:
where, x(s) is the exact solution and x m (s) is the approximate solution.
For example 1, the mean-absolute errors at mid-points from Eq. (51) are 4.9E-6 and 1.2E-6, for m = 32 and m = 64, respectively. But for ten points s in Table 1 , these errors are 7.1E-3, for m = 32 and 3.6E-3, for m = 64. These errors for example 2 at mid-points are 2.7E-5, for m = 32 and 6.8E-6, for m = 64, and at ten points s in Table 2 are 6.6E-3 and 3.3E-3, for m = 32 and m = 64, respectively. [23] proposes the decomposition method to solve these problems. It seems that the direct method is more accurate and practical than the decomposition method. The current method can be run with increasing m until the computed results have appropriate accuracy.
The mean-absolute errors of example 3 at mid-points are 1.6E-4, for m = 64 and 3.9E-5, for m = 128. These errors at nine points s in Table 3 are 6.2E-3 and 3.1E-3, for m = 64 and m = 128, respectively. [29] has solved this problem by Taylor polynomial method. Comparing the direct method with the method proposed in [29] shows that the accuracy of Taylor polynomial method is slightly better. But, it seems that the number of calculations of the direct method is lower.
In example 4, the mean-absolute errors at mid-points are 8.1E-5 and 2E-5, for m = 32 and m = 64, respectively, but for nine points s in Table 4 , these errors are 3.4E-3, for m = 32 and 1.7E-3, for m = 64. For this problem, the direct method achieves a high accuracy, higher than that obtained by the decomposition algorithm presented in [22] .
The benefits of this method are low cost of setting up the equations without applying any projection method such as Galerkin, collocation, . . . . Also, the nonlinear system of algebraic equations is sparse.
Finally, this method can be easily extended and applied to systems of nonlinear Volterra-Fredholm integral equations and integrodifferential equations of the forms Eqs. (1) and (2) . Also, this method can be applied to nonlinear Volterra-Fredholm integro-differential equations of any order with suitable initial conditions.
