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Abstract
In this paper we provide a mathematical framework for localized plasmon
resonance of nanoparticles. Using layer potential techniques associated with
the full Maxwell equations, we derive small-volume expansions for the electro-
magnetic fields, which are uniformly valid with respect to the nanoparticle’s
bulk electron relaxation rate. Then, we discuss the scattering and absorption
enhancements by plasmon resonant nanoparticles. We study both the cases of
a single and multiple nanoparticles. We present numerical simulations of the
localized surface plasmonic resonances associated to multiple particles in terms
of their separation distance.
Mathematics subject classification (MSC2000): 35R30, 35C20
Keywords: Maxwell equations, localized surface plasmon, nanoparticle, polarization tensor, asymp-
totic expansion, Drude model, imaging
1 Introduction
Localized surface plasmons are charge density oscillations confined to metallic nanopar-
ticles. Excitation of localized surface plasmons by an electromagnetic field at an
incident wavelength where resonance occurs results in a strong light scattering and
an enhancement of the local electromagnetic fields. Recently, the localized surface
plasmon resonances of nanoparticles have received considerable attention for their
application in biomedicine. They have enabled applications including sensing of
cancer cells and their photothermal ablation. Plasmon resonant nanoparticles such
as gold nanoparticles offer, in addition to their enhanced scattering and absorption,
biocompatibility making them not only suitable for use as a contrast agent but also
in therapeutic applications [40].
∗This work was supported by the ERC Advanced Grant Project MULTIMOD–267184.
†Department of Mathematics and Applications, Ecole Normale Supe´rieure, 45 Rue d’Ulm, 75005
Paris, France (habib.ammari@ens.fr, deng@dma.ens.fr, pierre.millien@ens.fr).
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According to the quasi-static approximation for small particles, the surface plas-
mon resonance peak occurs when the particle’s polarizability is maximized. Recently,
it has been shown that plasmon resonances in nanoparticles can be treated as an
eigenvalue problem for the Neumann-Poincare´ operator, which leads to direct calcu-
lation of resonance values of permittivity and optimal design of nanoparticles that
resonate at specified frequencies [2, 33, 47]. Classically, the frequency-dependent
permittivity of metallic nanoparticles can be described by a Drude model which de-
termines the material’s dielectric and magnetic responses by considering the motion
of the free electrons against a background of positive ion cores.
In this paper, we provide a rigorous mathematical framework for localized surface
plasmon resonances. We consider the full Maxwell equations. Using layer poten-
tial techniques, we derive the quasi-static limits of the electromagnetic fields in the
presence of nanoparticles. We prove that the quasi-static limits are uniformly valid
with respect to the nanoparticle’s bulk electron relaxation rate. Note that uniform
validity with respect to the contrast was proved in [51] in the context of small volume
expansions for the conductivity problem. Then, we discuss the scattering and ab-
sorption enhancements by plasmon resonant nanoparticles. The nanoscale light con-
centration and near-field enhancement available to resonant metallic nanoparticles
have been a driving force in nanoplasmonics. We first consider a single nanoparticle.
Then we extend our approach to multiple nanoparticles. We study the influence of
local environment on the near-field behavior of resonant nanoparticles. We simulate
the localized surface plasmonic resonances associated to multiple particles in terms
of their separation distance.
The paper is organized as follows. In section 2, we introduce localized plasmonic
resonances as the eigenvalues of the Neumann-Poincare´ operator associated with
the nanoparticle. In section 3 we describe a general model for the permittivity
and permeability of nanoparticles as functions of the frequency. In section 4, we
recall useful results on layer potential techniques for Maxwell’s equations. Section
5 is devoted to the derivation of the uniform asymptotic expansions. We rigorously
justify the quasi-static approximation for surface plasmon resonances. Our main
results are stated in Theorems 5.9 and 5.10. In section 6 we illustrate the validity
of our results by a variety of numerical simulations. The paper ends with a short
discussion.
2 Plasmonic resonances
We first introduce the Neumann-Poincare´ operator of an open connected domain D
with C1,η boundary in Rd (d = 2, 3) for some 0 < η < 1. Given such a domain D,
we consider the following Neumann problem,
∆u = 0 in D ;
∂u
∂ν
= g on ∂D,
∫
∂D
u dσ = 0, (2.1)
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where g ∈ L20(∂D) with L20(∂D) being the set of functions in L2(∂D) with zero mean-
value. In (2.1), ∂/∂ν denotes the normal derivative. We note that the Neumann
problem (2.1) can be rewritten as a boundary integral equation with the help of
the single-layer potential. Given a density function ϕ ∈ L2(∂D), the single-layer
potential, SD[ϕ], can be defined as follows,
SD[ϕ](x) :=
∫
∂D
Γ(x− y)ϕ(y)dσ(y) (2.2)
for x ∈ Rd, where Γ is the fundamental solution of the Laplacian in Rd :
Γ(x− y) =
{
1
2pi log |x− y| if d = 2 ,
1
(2−d)ωd
|x− y|2−d if d > 2 , (2.3)
where ωd denotes the surface area of the unit sphere in R
d. It is well-known that
the single-layer potential satisfies the following jump condition on ∂D:
∂
∂ν
(SD[ϕ])± = (±1
2
I +K∗D)[ϕ] , (2.4)
where the superscripts ± indicate the limits from outside and inside D respectively,
and K∗D : L2(∂D)→ L2(∂D) is the Neumann-Poincare´ operator defined by
K∗D[ϕ](x) :=
1
ωd
∫
∂D
(x− y) · ν(x)
|x− y|d ϕ(y)dσ(y) (2.5)
with ν(x) being the outward normal at x ∈ ∂D. We note that K∗D maps L20(∂D)
onto itself.
With these notions, the Neumann problem (2.1) can then be formulated as
g =
(
∂
∂ν
(SD[ϕ]
)−
= (−1
2
I +K∗D)[ϕ] . (2.6)
Therefore, the solution to the Neumann problem (2.1) can be reformulated as a
solution to the boundary integral equation with the Neumann-Poincare´ operator
K∗D.
The operator K∗D arises not only in solving the Neumann problem for the Lapla-
cian but also for representing the solution to the transmission problem as described
below.
Consider an open connected domain D with C2 boundary in Rd. Given a har-
monic function u0 in R
d, we consider the following transmission problem in Rd:∇ · (εD∇u) = 0 in R
d,
u− u0 = O(|x|1−d) as |x| → ∞,
(2.7)
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where εD = εcχ(D)+εmχ(R
d\D) with εc, εm being two positive constants, and χ(Ω)
is the characteristic function of the domain Ω = D or Rd\D. With the help of the
single-layer potential, we can rewrite the perturbation u − u0, which is due to the
inclusion D, as
u− u0 = SD[ϕ] , (2.8)
where ϕ ∈ L2(∂D) is an unknown density, and SD[ϕ] is the refraction part of the
potential in the presence of the inclusion. The transmission problem (2.7) can be
rewritten as 
∆u = 0 in D
⋃
(Rd\D) ,
u+ = u− on ∂D ,
εc
∂u+
∂ν = εm
∂u−
∂ν on ∂D ,
u− u0 = O(|x|1−d) as |x| → ∞ .
(2.9)
With the help of the jump condition (2.4), solving the above system (2.9) can be
regarded as solving the density function ϕ ∈ L2(∂D) of the following integral equa-
tion
∂u0
∂ν
=
(
εc + εm
2(εc − εm)I −K
∗
D
)
[ϕ] . (2.10)
With the harmonic property of u0, we can write
u0(x) =
∑
α∈Nd
1
α!
∂αu0(0)x
α (2.11)
with α = (α1, . . . , αd) ∈ Nd, ∂α = ∂α11 . . . ∂αdd and α! = α1! . . . αd! .
Consider ϕα as the solution of the Neumann-Poincare´ operator:
∂xα
∂ν
=
(
εc + εm
2(εc − εm)I −K
∗
D
)
[ϕα] . (2.12)
The invertibilities of the operator ( εc+εm2(εc−εm)I − K∗D) from L2(∂D) onto L2(∂D)
and from L20(∂D) onto L
2
0(∂D) are proved, for example, in [9, 43], provided that
| εc+εm2(εc−εm) | > 1/2. We can substitute (2.11) and (2.12) back into (2.8) to get
u− u0 =
∑
|α|≥1
1
α!
∂αu0(0)SD [ϕα] =
∑
|α|≥1
1
α!
∂αu0(0)
∫
∂D
Γ(x− y)ϕα(y)dσ(y) . (2.13)
Using the Taylor expansion,
Γ(x− y) = Γ(x)− y · ∇Γ(x) +O( 1|x|d ) , (2.14)
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which holds for all x such that |x| → ∞ while y is bounded [9], we get the following
result by substituting (2.14) into (2.13) that
(u− u0)(x) = ∇u0(0) ·M(λ,D)∇Γ(x) +O( 1|x|d ) as |x| → ∞, (2.15)
where M = (mij)
d
i,j=1 is the polarization tensor associated with the domain D and
the contrast λ defined by
mij(λ,D) :=
∫
∂D
yi(λI −K∗D)−1 [νj] (y)dσ(y) , (2.16)
with
λ :=
εc + εm
2(εc − εm) (2.17)
and νj being the j-th component of ν. Here we have used in (2.15) the fact that∫
∂D ν dσ = 0.
Typically the constants εc and εm are positive in order to make the system (2.9)
physical. This corresponds to the situation with |λ| > 12 .
However, recent advances in nanotechnology make it possible to produce no-
ble metal nanoparticles with negative permittivities at optical frequencies [40, 55].
Therefore, it is possible that for some frequencies, λ actually belongs to the spectrum
of K∗D.
If this happens, the following integral equation
0 = (λI −K∗D) [ϕ] on ∂D (2.18)
has non-trivial solutions ϕ ∈ L2(∂D) and the nanoparticle resonates at those fre-
quencies.
Therefore, we have to investigate the mapping properties of the Neumann-
Poincare´ operator. Assume that ∂D is of class C1,η, 0 < η < 1. It is known that the
operator K∗D : L2(∂D) → L2(∂D) is compact [43], and its spectrum is discrete and
accumulates at zero. All the eigenvalues are real and bounded by 1/2. Moreover,
1/2 is always an eigenvalue and its associated eigenspace is of dimension one, which
is nothing else but the kernel of the single-layer potential SD. In two dimensions, it
can be proved that if λi 6= 1/2 is an eigenvalue of K∗D, then −λi is an eigenvalue as
well. This property is known as the twin spectrum property; see [46]. The Fredholm
eigenvalues are the eigenvalues of K∗D. It is easy to see, from the properties of K∗D,
that they are invariant with respect to rigid motions and scaling. They can be ex-
plicitly computed for ellipses and spheres. If a and b denote the semi-axis lengths of
an ellipse then it can be shown that ±((a− b)/(a+ b))i are its Fredholm eigenvalues
[44]. For the sphere, they are given by 1/(2(2i + 1)); see [42]. It is worth noticing
that the convergence to zero of Fredholm eigenvalues is exponential for ellipses while
it is algebraic for spheres.
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Equation (2.18) corresponds to the case when plasmonic resonance occurs in
D; see [33]. Given negative values of εc, the problem of designing a shape with
prescribed plasmonic resonances is of great interest [2].
Finally, we briefly investigate the eigenvalue of the Neumann-Poincare´ operator
of multiple particles. Let D1 and D2 be two smooth bounded domains such that the
distance dist(D1,D2) between D1 and D2 is positive. Let ν
(1) and ν(2) denote the
outward normal vectors at ∂D1 and ∂D2, respectively.
The Neumann-Poincare´ operator K∗D1∪D2 associated with D1∪D2 is given by [6]
K
∗
D1∪D2 :=
(
K∗D1 ∂∂ν(1)SD2
∂
∂ν(2)
SD1 K∗D2
)
. (2.19)
In section 6 we will be interested in how the eigenvalues of K∗D1∪D2 behave numeri-
cally as dist(D1,D2)→ 0.
3 Drude’s model for the electric permittivity and mag-
netic permeability
Let D be a bounded domain in Rd with C1,η boundary for some 0 < η < 1, and
let (εm, µm) be the pair of electromagnetic parameters (electric permittivity and
magnetic permeability) of Rd \D and (εc, µc) be that of D. We assume that εm and
µm are real positive constants. We have
εD = εmχ(R
d \D) + εcχ(D) and µD = µmχ(Rd \D) + µcχ(D).
Suppose that the electric permittivity εc and the magnetic permeability µc of the
nanoparticle are changing with respect to the operating angular frequency ω while
those of the surrounding medium, εm, µm, are independent of ω. Then we can write
εc(ω) = ε
′(ω) + iε′′(ω),
µc(ω) = µ
′(ω) + iµ′′(ω).
(3.1)
Because of causality, the real and imaginary parts of εc and µc obey the following
Kramer–Kronig relations:
ε′(ω) = − 1
pi
p.v.
∫ +∞
−∞
1
ω − sε
′′(s)ds,
ε′′(ω) =
1
pi
p.v.
∫ +∞
−∞
1
ω − sε
′(s)ds,
µ′′(ω) = − 1
pi
p.v.
∫ +∞
−∞
1
ω − sµ
′(s)ds,
µ′(ω) =
1
pi
p.v.
∫ +∞
−∞
1
ω − sµ
′′(s)ds,
(3.2)
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where p.v. denotes the principle value.
In the sequel, we set kc = ω
√
εcµc and km = ω
√
εmµm and denote by
λε(ω) =
εc(ω) + εm
2(εc(ω)− εm) , λµ(ω) =
µc(ω) + µm
2(µc(ω)− µm) . (3.3)
We have
λε(ω) =
(ε′(ω))2 − ε2m + (ε′′(ω))2
2((ε′(ω)− εm)2 + (ε′′(ω))2 − i
ε′(ω)ε′′(ω)
2((ε′(ω)− εm)2 + (ε′′(ω))2 .
A similar formula holds for λµ(ω).
The electric permittivity εc(ω) and the magnetic permeability µc(ω) can be de-
scribed by the Drude Model; see, for instance, [55]. We have
εc(ω) = ε0(1−
ω2p
ω(ω + iτ−1)
) and µc(ω) = µ0(1− F ω
2
ω2 − ω20 + iτ−1ω
),
or equivalently,
ε′(ω) = ε0
ω2 + τ−2 − ω2p
ω2 + τ−2
, ε′′(ω) = ε0
ω2pτ
−1
ω(ω2 + τ−2)
,
µ′(ω) =
µ0(τ
−2ω2 + (ω2 − ω20)((1 − F )ω2 − ω20)
(ω2 − ω20)2 + τ−2ω2
, µ′′(ω) =
µ0Fτ
−1ω
(ω2 − ω20)2 + τ−2ω2
,
where ωp is the plasma frequency of the bulk material, τ > 0 is the nanoparticle’s
bulk electron relaxation rate (τ−1 is the damping coefficient), F is a filling factor,
and ω0 is a localized plasmon resonant frequency.
When
ω2 + τ−2 < ω2p and (1− F )(ω2 − ω20)2 − Fω20(ω2 − ω20) + τ−2ω2 < 0,
the real parts of ε(ω) and µ(ω) are negative. Typical values are
• τ = 10−14 s;
• ω = 1015Hz;
• ε0 = 9 · 10−12F m−1; εm = (1.33)2ε0;
• ωp = 2 · 1015s−1 for a gold nanoparticle;
It is interesting to have an idea on the size of ℑm(λε) (resp. ℑm(λµ)) since it will
be a lower bound for the distance dist(λε, σ(K∗D)) (resp. dist(λµ, σ(K∗D))) between
λε (resp. λµ) and the spectrum of the Neumann-Poincare´ operator K∗D.
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Finally, we define dielectric and magnetic plasmonic resonances. We say that
ω is a dielectric plasmonic resonance if the real part of λε is an eigenvalue of K∗D.
Analogously, we say that ω is a magnetic plasmonic resonance if the real part of
λµ is an eigenvalue of K∗D. Note that if ω is a dielectric (resp. magnetic) plas-
monic resonance, then the polarization tensor M(λε(ω),D) defined by (2.16) (resp.
M(λµ(ω),D)) blows up.
In the case of two particles D1 andD2 with the same electromagnetic parameters,
εc(ω) and µc(ω), we say that ω is a dielectric (resp. magnetic) plasmonic resonance,
if the real part of λε is an eigenvalue of K
∗
D1∪D2
. Analogously, we say that ω is a
magnetic plasmonic resonance if the real part of λµ is an eigenvalue of K
∗
D1∪D2
.
Let the polarization tensor M(λ,D1 ∪D2) = (mij)di,j=1 be defined by
mij(λ,D1 ∪D2) :=
∫
∂D1
yi
[
(λI −K∗D)−1
[
ν
(1)
j
ν
(2)
j
]
(y)
]
1
dσ(y)
+
∫
∂D2
yi
[
(λI −K∗D)−1
[
ν
(1)
j
ν
(2)
j
]
(y)
]
2
dσ(y) ,
(3.4)
where ν(l) = (ν
(l)
1 , . . . , ν
(l)
d ), l = 1, 2, and [ ]l′ denotes the l
′th component. As for
single particles, M(λ(ω),D1 ∪D2) = (mij)di,j=1 blows up for λ(ω) such that ω is a
dielectric or magnetic plasmonic resonance.
4 Boundary integral operators
We start by recalling some well-known properties about boundary integral operators
and proving a few technical lemmas that will be used in section 5 for deriving
the asymptotic expansions of the electric and magnetic fields in the presence of
nanoparticles. As will be shown in section 6, the plasmonic resonances for multiple
identical particles are shifted from those of the single particle as the separating
distance between the particles becomes comparable to their size.
4.1 Definitions
We first review commonly used function spaces. Let ∇∂D· denote the surface diver-
gence. Denote by L2T (∂D) := {φ ∈ L2(∂D)3, ν · φ = 0}. Let Hs(∂D) be the usual
Sobolev space of order s on ∂D. We also introduce the function spaces
TH(div, ∂D) : =
{
φ ∈ L2T (∂D) : ∇∂D · φ ∈ L2(∂D)
}
,
TH(curl, ∂D) : =
{
φ ∈ L2T (∂D) : ∇∂D · (φ× ν) ∈ L2(∂D)
}
,
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equipped with the norms
‖φ‖TH(div,∂D) = ‖φ‖L2(∂D) + ‖∇∂D · φ‖L2(∂D),
‖φ‖TH(curl,∂D) = ‖φ‖L2(∂D) + ‖∇∂D · (φ× ν)‖L2(∂D).
We define the vectorial curl for ϕ ∈ H1(∂D) by curl∂Dϕ = −ν ×∇∂Dϕ.
The following result from [24] will be useful.
Proposition 4.1. The following Helmholtz decomposition holds:
L2T (∂D) = ∇∂D(H1(∂D))
⊥⊕ curl∂D(H1(∂D)). (4.1)
Next, we recall that, for k > 0, the fundamental outgoing solution Γk to the
Helmholtz operator (∆ + k2) in R3 is given by
Γk(x) = − e
ik|x|
4pi|x| . (4.2)
For a density φ ∈ TH(div, ∂D), we define the vectorial single layer potential
associated with the fundamental solution Γk introduced in (4.2) by
AkD[φ](x) :=
∫
∂D
Γk(x− y)φ(y)dσ(y), x ∈ R3. (4.3)
For a scalar density ϕ ∈ L2(∂D), the single layer potential is defined similarly by
SkD[ϕ](x) :=
∫
∂D
Γk(x− y)ϕ(y)dσ(y), x ∈ R3. (4.4)
We will also need the following boundary operators:
MkD : L2T (∂D) −→ L2T (∂D)
φ 7−→MkD[φ] = ν(x)×∇×
∫
∂D
Γk(x, y)ν(y) × φ(y)dσ(y), (4.5)
N kD : TH(curl, ∂D) −→ TH(div, ∂D)
φ 7−→ N kD[φ] = 2ν(x)×∇×∇×
∫
∂D
Γk(x, y)ν(y)× φ(y)dσ(y),
(4.6)
LkD : TH(div, ∂D) −→ TH(div, ∂D)
φ 7−→ LkD[φ] = ν(x)× k2AkD[φ](x) +∇SkD[∇∂D · φ](x).
(4.7)
In the following, we denote by AD, SD, MD, and ND the operators A0D, S0D,
M0D, and N 0D corresponding to k = 0, respectively.
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4.2 Boundary integral identities
Let KD be the L2-adjoint of K∗D defined in (2.5). Since KD and
K∗D : L2(∂D)→ L2(∂D)
are compact and all the eigenvalues of K∗D are real, we have σ(KD) = σ(K∗D).
We start with stating the following jump formula. We refer the reader to Ap-
pendix A for its proof.
Proposition 4.2. Let φ ∈ L2T (∂D). Then AkD[φ] is continuous on R3 and its curl
satisfies the following jump formula:(
ν ×∇×AkD[φ]
)±
= ∓φ
2
+MkD[φ] on ∂D, (4.8)
where
∀x ∈ ∂D,
(
ν(x)×∇×AkD[φ]
)±
(x) = lim
t→0+
ν(x)×∇×AkD[φ](x± tν(x)).
Next, we prove the following integral identities.
Proposition 4.3. We have
M∗D = rMDr, (4.9)
where r is defined by
r[φ] = ν × φ, ∀φ ∈ L2T (∂D). (4.10)
Moreover,
∇ · AkD[φ] = SkD[∇∂D · φ] in R3, ∀φ ∈ TH (div, ∂D) . (4.11)
∇∂D ·MkD[φ] = −k2ν · AkD[φ]−
(
KkD
)∗
[∇∂B · φ], ∀φ ∈ TH (div, ∂D) . (4.12)
Furthermore,
∇∂D ·MD[φ] = −K∗D[∇∂D · φ], ∀φ ∈ TH (div, ∂D) , (4.13)
M∗D[∇∂Dφ] = −∇∂DKD[φ], (4.14)
and
MD[curl∂Dφ] = curl∂DKD[φ], ∀φ ∈ TH(curl, ∂D). (4.15)
Proof. The proof of (4.11) can be found in [28]. We give it here for the sake of
completeness. If φ ∈ TH (div, ∂D), then
∇ · AkD[φ](x) =
∫
∂D
∇x ·
(
Γk(x, y)φ(y)
)
dσ(y), x ∈ R3 \ ∂D.
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Using the fact that
∇x · (Γk(x, y)φ(y)) = φ(y)∇xΓk(x, y) = −φ(y)∇yΓk(x, y),
and since
∇yΓk(x, y) = ∇∂DΓk(x, y) + ∂Γ
k
∂ν(y)
(x, y),
we get
∇ · AkD[φ](x) = −
∫
∂D
φ(y) · ∇∂D,yΓk(x, y)dσ(y), x ∈ R3 \ ∂D.
Using the fact that −∇∂D is the adjoint of ∇∂D · we obtain
∇ · AkD[φ](x) =
∫
∂D
Γk(x, y)∇∂D · φ(y)dσ(y), x ∈ R3 \ ∂D.
Next, since Sk[∇∂Dφ] is continuous across ∂D, the above relation can be extended
to R3 and we get (4.11).
Now, in order to prove (4.12), we observe that, for any φ ∈ TH (div, ∂D),
∇×∇×AkD[φ](x) = k2AkD[φ](x) +∇SkD[∇∂D · φ](x), x ∈ R3 \ ∂D.
Using the jump relations on
∂SkD
∂ν
we obtain that
2
(
ν · ∇ ×∇×AkD[φ]
)±
= k2ν · AkD + (KkD)∗[∇∂D · φ]∓∇∂D · φ on ∂D.
Recall from [28, p.169] that if f ∈ C1(R3 \ D) ∩ C0(R3 \ D), then ∇∂D · (ν × f) =
−ν ·(∇× f). Using the jump formula for 2 (ν ×∇×AkD[φ])± =MkD[φ]±φ, we arrive
at (4.12). Setting k = 0 in (4.12) gives (4.13).
Identity (4.14) can be deduced from (4.13) by duality.
Now, we prove (4.15). Define r[a] = ν × a for any smooth vector field a on ∂D.
For φ ∈ H1(∂D), we have
M∗D[∇∂Dφ] = −∇∂DKD[φ].
Since M∗D = rMDr (see [34]) and curl∂D = r[∇∂D], it follows that
r (MD[curl∂Dφ]) = −∇∂DKD[φ].
Composing by r−1 = −r, we get
MD[curl∂Dφ] = curl∂DKD[φ],
which completes the proof.
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Lemma 4.4. The kernel of the operator ND in L2T (∂D) is ∇∂D(H1(∂D)).
Proof. Take φ = curl∂DU with U ∈ H1(∂D). From (4.11), it follows that
ND[curl∂DU ](x) = 2ν(x)×∇SD[∇∂D · curl∂DU ].
Since ∇∂D · curl∂DU = 0, we have ND[φ] = 0. Now, take φ ∈ L2T (∂D) such that
ND[φ] = 0. Then, on ∂D, we have
2ν(x)×∇SD[∇∂D · φ] =2ν(x)×
(
∇∂DSD[∇∂D · r[φ]] + ∂
∂ν
SD[∇∂D · (r[φ]]
)
=− 2curl∂DSD[curl∂Dφ].
Since Ker(curl∂D) = R (see [24]), we obtain that S∂D[curl∂Dφ] = c ∈ R. Then,
curl∂Dφ = 0, which implies that φ ∈ ∇∂DH1(∂D) (see again [24]).
Proposition 4.5. We have the following Caldero´n type identity:
NDM∗D =MDND. (4.16)
Proof. Let φ ∈ H1/2(∂D). We have
MDND[φ] = 2MD
[
r
(∇×∇×AD[r[φ]]) ],
= 2MD
[
r
(∇SD[∇∂D · r[φ]]) ].
Since
r
(
∇SD[∇∂D · r[φ]]
)
=ν × [∇∂DSD[∇∂D · r[φ]] + ∂
∂ν
SD[∇∂D · r[φ]]ν
]
=− curl∂DSD[∇∂D · r[φ]],
we can deduce from (4.15) that
MDND[φ] = −2curl∂D
(
KDSD [∇∂D · r[φ]]
)
.
Now, using the fact that M∗D = rMDr and that r−1 = −r, we also have
NDM∗D[φ] = −2r
(∇×∇×ADMD[r[φ]]) ,
= −2r
(
∇SD
[∇∂D ·MD[r[φ]]] ).
Moreover, (4.13) yields
NDM∗D[φ] = 2r
(
∇SD
[K∗D[∇∂D · r[φ]]] ).
Using Caldero´n’s identity SBK∗B = KBSB and the fact that
r[∇KD] = r[∇∂DKD] = −curl∂DKD,
it follows that
NDM∗D[φ] = −2curl∂D
(KDSD[∇∂D · r[φ]]) ,
which completes the proof.
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4.3 Resolvent estimates
As seen in the section 2, we have to solve Fredholm type equations involving the
resolvent of KD. We will also need to control the resolvent ofMD. For doing so, the
main difficulty is due to the fact that KD and MD are not self-adjoint. However,
we will make use of a symmetrization technique in order to estimate the norms of
the resolvents of KD and MD.
The following result holds.
Proposition 4.6. The operator KD : L2(∂D) −→ L2(∂D) satisfies the following
resolvent estimate
‖(λI −KD)−1‖L(L2(∂D),L2(∂D)) ≤
C
dist(λ, σ(KD)) ,
where dist(λ, σ(KD)) is the distance between λ and the spectrum σ(KD) of KD, C
is a constant depending only on D, and L(L2(∂D), L2(∂D)) is the set of bounded
linear operators from L2(∂D) into L2(∂D).
Proof. We start from Caldero´n’s identity
∀φ ∈ L2(∂D), SDK∗D[φ] = KDSD[φ].
Since −SD : H−1/2(∂D) −→ H1/2(∂D) is a self-adjoint positive definite invert-
ible operator in dimension three, we can define a new inner product on H−1/2(∂D).
We denote H the Hilbert space H−1/2(∂D) equipped with the following inner prod-
uct
〈φ,ψ〉H = −〈SD[φ], ψ〉H1/2 ,H−1/2 ∀(φ,ψ) ∈
(
H−1/2(∂D)
)2
with 〈 , 〉H1/2,H−1/2 being the duality pairing between H1/2(∂D) and H−1/2(∂D).
Now,
√−SD−1KD
√−SD is a self-adjoint compact operator on H and hence, we can
write [30]
‖(λI −
√
−SD−1KD
√
−SD)−1‖L(H,H) ≤
C
dist(λ, σ(KD))
for some constant C. Since
√−SD : H−1/2(∂D) 7→ L2(∂D) is continuous and
invertible, switching back to the original norm we get the desired result.
Proposition 4.7. We have σ(MD) =
(− σ(K∗D) ∪ σ(K∗D)) \ {12}.
Proof. First, we note that −1/2 is not an eigenvalue of MD; see [34, 48]. Let
λ ∈ σ(MD). Take φ ∈ L2T (∂D) such that
(λI −M) [φ] = 0 (4.17)
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Using the Helmholtz decomposition (4.1), we write
φ = ∇∂DU + curl∂DV.
Equation (4.17) becomes
(λI −MD)
[∇∂DU + curl∂DV ] = 0, (4.18)
which yields
curl∂D (λI −KD) [V ] = − (λI −MD) [∇∂DU ].
Taking the surface divergence we get
λ∆∂DU −∇∂D · MD[∇∂DU ] = 0,
and hence, by using (4.13),
(λI +K∗D) [∆∂DU ] = 0.
Therefore, either −λ ∈ σ(K∗D) or ∆∂DU = 0, which implies that U is constant and
∇∂D · φ = 0. In this case, we take the surface curl of (4.18) to get
−λ∆∂DV − curl∂DMD [curl∂DV ] = 0.
Using (4.15), we obtain
∆∂D (λI −KD) [V ] = 0.
Then, λV −KD[V ] = c for some constant c. By replacing V by V ′ = V + cλ−1/2 and
using the fact that KD[1] = 1/2, we arrive at λV ′−KD[V ′] = 0. If λ /∈ σ(KD), then
φ would be constant, which would yield a contradiction.
Now, let λ ∈ σ(KD)\{1/2} and let ϕ be an eigenvector associated with λ. From
(λI −KD) [φ] = 0,
Taking the surface curl and using (4.15) gives
(λI −MD) [curl∂Dϕ] = 0.
Either λ ∈ σ(MD) or curl∂Dφ = 0, which means that φ is constant ([24]). Since
λ 6= 1/2, ϕ cannot be constant.
Lemma 4.8. Let φ ∈ H := curl∂D
(
H1(∂D)
)
(H is the space of divergence free
vectors in L2T ). The following resolvent estimate holds:
‖ (λI −MD)−1 [φ]‖H ≤ c
dist (λ, σ(MD))‖φ‖H . (4.19)
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Proof. We proceed exactly as in the proof of Proposition 4.6. If we denote by 〈., .〉H
the usual scalar product on H, then we introduce a new scalar product defined by
∀φ,ψ ∈ H×H, 〈φ,ψ〉N = 〈ND[φ], ψ〉H,
where ND
∣∣
H
is the operator induced by ND given in (4.6) on H. Then, we first prove
that H is stable by ND. If φ ∈ H, then ND[φ] ∈ TH(div, ∂D) (see [28]) and, using
the fact that for any f ∈ H(curl,Ω), ∇∂D · (ν × f) = ν · ∇ × f, we get
∇∂D · ND[φ] = ν · ∇ ×∇SD[∇∂D · (ν × φ)] = 0,
which means that ND[φ] ∈ H. For the sake of simplicity we will denote by ND the
induced operator on H. It is easy to see that this bilinear operator is well defined,
continuous and positive. Then, ND is self-adjoint [28]. The bilinear form is positive
since
〈N [φ], φ〉H =
∫
∂D
N [φ](x) · φ(x)dx,
=
∫
∂D
ν(x)×∇SD [∇∂D · (ν × φ)] (x) · φ(x)dx,
=
∫
∂D
−curl∂DSD [curl∂Dφ] (x) · φ(x)dx,
= −
∫
∂D
SD [curl∂Dφ] (x)curl∂Dφ(x)dx,
= −〈SD [curl∂Dφ] , curl∂Dφ〉L2(∂D).
If we equip H with this new scalar product, then we can see similarly to Proposition
4.6 that MD is self-adjoint and therefore,
∀φ ∈ H, ‖ (λI −MD)−1 [φ]‖N ≤ 1
dist (λ, σ(MD))‖φ‖H.
Using the fact that ND is injective and continuous on H, we can go back to the
original norm to have
∀φ ∈ H, ‖ (λI −MD)−1 [φ]‖H ≤ C
dist (λ, σ(MD))‖φ‖H,
which completes the proof.
Proposition 4.9. Let λ ∈ C \ [−12 , 12 ]. There exists a positive constant C such that
∀φ ∈ L2T (∂D), ‖ (λI −MD)−1 [φ]‖L2T (∂D) ≤
C
dist(λ, σ(MD))‖φ‖L2T (∂D). (4.20)
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Proof. Let ψ, φ ∈ (L2T (∂D))2 be such that
(λI −MD) [ψ] = φ. (4.21)
Using Helmholtz decomposition (4.1), we can write
ψ = ∇∂DU + curl∂DV,
with U ∈ H1(∂D) and V ∈ H1/2(∂D). Taking the surface divergence of (4.21),
together with using (4.13), (4.15), and the fact that ∇∂D · curl∂Df = 0, ∀f , yields
(λI −K∗D) [∆∂DU ] = ∇∂D · φ,
which can be written as
∆∂DU = (λI −K∗D)−1 [∇∂Dφ] . (4.22)
Now we deal with the curl part. If we apply ND on (4.21) we get by using (4.16)
together with Lemma 4.4 that
(λI −M∗D)ND[curl∂DV ] = ND[φ],
or equivalently,
ND[curl∂DV ] = (λI −M∗D)−1ND[φ]. (4.23)
From the Helmholtz decomposition of φ: φ = ∇∂Dφ1 + curl∂Dφ2, (4.23) becomes
ND[curl∂DV ] = (λI −M∗D)−1ND [curl∂Dφ2] . (4.24)
Now, we can work in the function space H = curl∂DH
1/2(∂D). We denote by N˜D
the operator induced by ND on H and by R(N˜D) ⊂ H the range of the induced
operator. MD also induces an operator M˜D on H; see the proof of (4.16).
Next, we want to make sure that
(
λI − M˜∗D
)−1 N˜D[curl∂DV ] belongs to R(N˜D)
so that we can apply N˜D’s left inverse (recall from Lemma 4.4 that N˜D is injective).
For doing so, we show that the range of N˜D is stable by
(
λI − M˜∗D
)−1
. Take
f = N˜D[g] ∈ R(N˜D). Then,(
λI − M˜∗D
)−1
[f ] ∈ R(N˜D)⇔ ∃h ∈ H,
(
λI − M˜∗D
)−1
N˜D[g] = N˜D[h]
⇔ ∃h ∈ H, N˜D[g] =
(
λI − M˜∗D
)
N˜D[h]
⇔ ∃h ∈ H, N˜D[g] = N˜D
(
λI − M˜D
)
[h]
⇔ ∃h ∈ H, g =
(
λI − M˜D
)
[h] ( by injectivity of N˜D)
⇔ ∃h ∈ H,
(
λI − M˜D
)−1
[g] = h.
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So we have the stability of R(N˜D) by M˜D and
N˜−1D
(
λI − M˜∗D
)−1 N˜D = (λI − M˜D)−1 . (4.25)
Applying this to (4.24) we get
curl∂DV =
(
λI − M˜D
)−1
[curl∂Dφ2].
Using Lemma 4.8 we get the desired result.
An important remark is on order. In view of Proposition 4.7, we may think that
both σ(K∗D) and −σ(K∗D) contribute to the plasmonic resonances at the quasi-static
regime. However, as it will be seen in the next section, only σ(K∗D) contributes to
the resonances at the zero size limit. −σ(K∗D) contributes to higher-order resonances
in terms of the particle size. Moreover, it is worth stating the following estimate
which follows immediately from the proof of Proposition 4.7:
‖ (λI −MD)−1 [curl∂Dφ]‖L2(∂D) ≤
C
dist(λ, σ(K∗D))
‖φ‖H1(∂D) (4.26)
for some constant C.
5 Small volume expansion
The aim of this section is to prove Theorems 5.9 and 5.10.
5.1 Layer potential formulation
For a given plane wave solution (Ei,H i) to the Maxwell equations{ ∇× Ei = iωµmH i in R3,
∇×H i = −iωεmEi in R3,
let (E,H) be the solution to the following Maxwell equations:
∇× E = iωµH in R3 \ ∂D,
∇×H = −iωεE in R3 \ ∂D,
[ν × E] = [ν ×H] = 0 on ∂D,
(5.1)
subject to the Silver-Mu¨ller radiation condition:
lim
|x|→∞
|x|(√µ(H −H i)× xˆ−√ε(E − Ei)) = 0,
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where xˆ = x/|x|. Here, [ν × E] and [ν ×H] denote the jump of ν × E and ν ×H
along ∂D, namely,
[ν ×E] = (ν ×E)+ − (ν ×E)−, [ν ×H] = (ν ×H)+ − (ν ×H)−.
Using the layer potentials defined in section 4, the solution to (5.1) can be rep-
resented as
E(x) =
{
Ei(x) + µm∇×AkmD [φ](x) +∇×∇×AkmD [ψ](x), x ∈ R3 \D,
µc∇×AkcD [φ](x) +∇×∇×AkcD [ψ](x), x ∈ D,
(5.2)
and
H(x) = − i
ωµ
(∇× E)(x), x ∈ R3 \ ∂D, (5.3)
where the pair (φ,ψ) ∈ TH(div, ∂D)× TH(div, ∂D) is the unique solution to
µc + µm
2
I + µcMkcD − µmMkmD LkcD − LkmD
LkcD − LkmD
(
k2c
2µc
+
k2m
2µm
)
I +
k2c
µc
MkcD −
k2m
µm
MkmD
[φ
ψ
]
=
[
ν × Ei
iων ×H i
]∣∣∣∣
∂D
.
(5.4)
The invertibility of the system of equations (5.4) on TH(div, ∂D) × TH(div, ∂D)
was proved in [57]. Moreover, there exists a constant C = C(ε, µ, ω) such that
‖φ‖TH(div,∂D)+‖ψ‖TH(div,∂D) ≤ C
(‖Ei×ν‖TH(div,∂D)+‖H i×ν‖TH(div,∂D)). (5.5)
5.2 Derivation of the asymptotic formula
We will need the following notation. For a multi-index α ∈ N3, let xα = xα11 xα22 xα33 ,
∂α = ∂α11 ∂
α2
2 ∂
α3
3 , with ∂j = ∂/∂xj .
Let D = δB + z, where B is a C1,η (0 < η < 1) domain containing the origin.
For any y ∈ ∂D, let y˜ = y−zδ ∈ ∂B. Denote by φ˜(y˜) = φ(y) and ψ˜(y˜) = ψ(y).
5.2.1 Asymptotics for the operators
We have the following expansions for MkD and LkD.
Proposition 5.1. Let φ ∈ L2T (∂D). As δ → 0, we have
MkD[φ](x) =MB[φ˜](x˜) +O(δ2). (5.6)
Proof. Let x ∈ ∂D, and write x˜ = x−zδ . We have
MkD[φ](δx˜ + z) = −
1
4piδ
∫
∂D
νD(δx˜+ z)×
(
∇x˜ ×
(
eik|δx˜+z−y|
|δx˜ + z − y|φ(y)
))
dσ(y).
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Changing y by y˜ = y−zδ in the integral we get
MkD[φ](δx˜ + z) = −
1
4piδ
∫
∂B
νD(δx˜+ z)×
(
∇x˜ ×
(
eikδ|x˜−y˜|
δ|x˜ − y˜| φ˜(y˜)
))
δ2dσ(y˜).
Since ∀x ∈ ∂D, νD(x) = νB(x−zδ ),
MkD[φ](x) =MδkB [φ˜](x˜).
For any x˜ ∈ δB, it follows that
MδkB [φ˜](x˜) =MB[φ˜](x˜) +
∫
∂B
νB(x˜)× (∇x˜ × (ikδ)) +O
(
δ2
)
,
which gives the result.
Proposition 5.2. Let φ ∈ TH(div, ∂D). For any y ∈ ∂D, we have
LkmD [φ](y) −LkcD [φ](y) =
δ(k2m − k2c )νB(y˜)×
(
AB[φ˜](y˜) + 1
8pi
∫
∂B
y˜ − y˜′
|y˜ − y˜′|
(
∇∂B · φ˜(y˜′)
)
dσ(y˜′)
)
+O
(
δ2)
)
.
(5.7)
Proof. Note that, for y ∈ ∂D,
AkD[φ](y) = δAδkB [φ˜](y˜)
and
∇∂DSkD[∇∂B · φ](y) =
1
δ
∇∂BSδkB [∇∂B · φ˜](y˜).
We can expand
AδkB [φ˜](y˜) = AB [φ˜](y˜) +O(δ).
We also have
∇∂BSδkB [∇∂B · φ˜](y˜) = −
1
4pi
×∇∂B
∫
∂B
1
|y˜ − y˜′|
(
1 + kδ|y˜ − y˜′| − 1
2
k2δ2|y˜ − y˜′|2 +O(δ3|y˜ − y˜′|3)
)
∇∂B·φ˜(y˜′)dσ(y˜′)
and
∇∂BSδkB [∇∂B · φ˜](y˜) = −
1
4pi
∇∂B
∫
∂B
1
|y˜ − y˜′|∇∂B · φ˜(y˜
′)dσ(y˜′)
− 1
2
∇∂B
∫
∂B
|y˜ − y˜′|∇∂B · φ˜(y˜′) +O(δ3).
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Now, since ∀f ∈ L2(∂B), SB[f ]
∣∣
B
∈ C1(B), SB [f ]
∣∣
R3\B
∈ C1(R3 \B) and the tan-
gential component of the gradient of S[f ] is continuous across ∂B, we can state
that
∀y˜ ∈ ∂B, νB(y˜)×∇∂BSB [f ]
∣∣
∂B
(y˜) = νD(y˜)×∇SB [f ]
∣∣
R3\B
(y˜) = νD(y˜)×∇SB [f ]
∣∣
B
(y˜).
Then we can write
∀y˜ ∈ ∂B, νB(y˜)×∇∂BSδkB [∇∂B ·φ˜](y˜) = −
1
4pi
νB(y˜)×
[
∇∂B
∫
∂B
1
|y˜ − y˜′|∇∂B ·φ˜(y˜
′)dσ(y˜′)
− 1
2
∫
∂B
y˜ − y˜′
|y˜ − y˜′|∇∂B · φ˜(y˜
′)dσ(y˜) +O(k3δ3)
]
.
The proof is then complete.
5.2.2 Far-field expansion
Define φ˜β and ψ˜β for every β ∈ N3 by
WδB
[
φ˜β
ψ˜β
]
=
[
ν(y˜)× (y˜β∂βEi(z))
iων(y˜)× (y˜β∂βH i(z))
]
(5.8)
with
WδB =
[
µm+µc
2 I + µcMδkcB − µmMδkmB LkcB,δ −LkmB,δ
LkcB,δ − LkmB,δ ω2(εm+εc2 I + εcMδkcB − εmMδkmB )
]
.
(5.9)
Using (5.2) we have the following expansion for E(x) for x far away from z:
E(x) = Ei(x)+
∞∑
|α|=0
∞∑
|β|=0
δ2+|α|+|β|
(−1)|α|
α!β!
(
µm∇∂αΓkm(x−z)×
∫
∂B
y˜αφ˜β(y˜)dσ(y˜)
+∇×∇∂αΓkm(x− z)×
∫
∂B
y˜αψ˜β(y˜)dσ(y˜)
)
. (5.10)
For β ∈ N3, define the tensors by
Meα,β :=
∫
∂B
y˜αψ˜βdσ(y˜) and M
h
α,β :=
∫
∂B
y˜αφ˜βdσ(y˜). (5.11)
The following lemma holds.
Lemma 5.3. For x ∈ R3 \D, we have
E(x) = Ei(x) +
∞∑
|α|=0
∞∑
|β|=0
δ2+|α|+|β|
(−1)|α|
α!β!
(
µm∇∂αΓkm(x− z)×Mhα,β
+∇×∇∂αΓkm(x− z)×Meα,β
)
. (5.12)
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5.2.3 Asymptotics for the potentials
Proposition 5.4. Let β ∈ N3. We can write the following expansions for φ˜β and
ψ˜β :
φ˜β =
∞∑
n=0
δnφ˜β,n, ψ˜β =
∞∑
n=0
δnψ˜β,n.
Moreover, there exists a C ≥ 0 depending on B, β, E, and H such that
∀n ∈ N, ‖φ˜β,n‖TH(div,∂B) ≤C(n+1)
(
1
dist(λµ, σ(MB))
)⌊n/2⌋( 1
dist(λε, σ(MB))
)⌊n/2+1⌋
,
∀n ∈ N, ‖ψ˜β,n‖TH(div,∂B) ≤C(n+1)
(
1
dist(λε, σ(MB))
)⌊n/2⌋( 1
dist(λµ, σ(MB))
)⌊n/2+1⌋
.
(5.13)
Proof. We proceed by induction. Using Propositions 5.1 and 5.2 we find that
φ˜β,0 = (µc − µm)−1(λµI −MB)−1
[
ν(y˜)× (y˜β∂βE(z)
]
,
ψ˜β,0 = iω
−1(εc − εm)−1(λεI −MB)−1
[
ν(y˜)× (y˜β∂βH(z)
]
.
(5.14)
Note that ∇∂B · φ˜β,0 = 0 for β = 0. Indeed,
∇∂B · φ˜ = (µc − µm)−1(λµI −K∗B)−1
[
∇∂B ·
(
ν(y˜)× (y˜β∂βE(z)
)]
,
and
∇∂B · (ν(y˜)×
(
y˜β∂βE(z)
)
=ν(y˜) ·
(
∇× [y˜βE(z)]
)
=0.
In the same way we have ∇∂B · ψ˜β,0 = 0 for β = 0. Using Proposition 4.9, we get
the result.
For the first-orders the equations satisfied by φ˜β,1 and ψ˜β,1 are
(µc − µm)(λµI −MB)[φ˜β,1] + (k2c − k2m)ν(y˜)×AB[ψ˜β,0] = 0,
ω2(εc − εm)(λεI −MB)[ψ˜β,1] + (k2c − k2m)ν(y˜)×AB[φ˜β,0] = 0.
(5.15)
The fact that AB is bounded together with Proposition 4.9 gives the estimate of
‖φ˜β,1‖L2T (∂B) and ‖φ˜β,1‖L2T (∂B). If we take the surface divergence of (5.15), we get
(µc − µm)(λµI −K∗B)[∇∂B · φ˜β,1] + (k2c − k2m)∇∂B ·
(
ν(y˜)×AB [ψ˜β,0]
)
= 0,
ω2(εc − εm)(λεI −K∗B)[∇∂B · ψ˜β,1] + (k2c − k2m)∇∂B ·
(
ν(y˜)×AB [φ˜β,0]
)
= 0.
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Since ∇∂B ·
(
ν(y˜)×AB[ψ˜β,0]
)
= ν(y˜) ·
(
∇×AB [φ˜β,0]
)
and f 7→ ν · ∇ × AB [f ] is
bounded from L2T (∂B) into L
2(∂B) , we can estimate the L2 norm of ∇∂B · φ˜β,1 as
follows∥∥∥∥ 1µc − µm (λµ −K∗B)−1
[
ν(y˜) ·
(
∇×AB[φ˜β,0]
)]∥∥∥∥
L2(∂B)
≤ c
dist(λµ, σ(KB))‖φ˜β,0‖L2T .
From Proposition 4.7 we get the result. The estimate for ‖∇∂B · ψ˜β,1‖L2 is obtained
in the same way.
Now, fix n ∈ N∗ ; φ˜β,n+1 and ψ˜β,n+1 satisfy the following system:
(µc − µm)(λµI −MB)[φ˜β,i+1] + (k2c − k2m)ν(y˜)×
(
AB[ψ˜β,i] + BB[ψ˜β,i]
)
= 0,
ω2(εc − εm)(λεI −MB)[ψ˜β,0] + (k2c − k2m)ν(y˜)×
(
AB[φ˜β,i] + BB[φ˜β,i]
)
= 0,
where the operator BB is defined by
TH(div, ∂B) −→TH(div, ∂B)
f 7−→ 1
8pi
∫
∂B
y˜ − y˜′
|y˜ − y˜′|
(∇∂B · f(y˜′)) dσ(y˜′).
The operator BB is bounded, and we can get the norm estimates for φ˜β,n+1 , ψ˜β,n+1,
∇∂B · φ˜β,n+1 and ∇∂B · ψ˜β,n+1, as before.
It is worth noticing that the following estimate follows immediately from (4.26).
We have
‖φ˜β,0‖TH(div,∂B) ≤C
1
dist(λε, σ(K∗B))
,
‖ψ˜β,0‖TH(div,∂B) ≤C
1
dist(λµ, σ(K∗B))
.
(5.16)
5.2.4 Derivation of the leading-order potentials
By Lemma 5.3, for x ∈ R3 \D,
E(x) = Ei(x) + δ2
(
µm∇Γkm(x− z)×Mh0,0 +∇×∇Γkm(x− z)×Me0,0
)
+ δ3
(
µm∇Γkm(x− z)×
3∑
j=1
Mh0,j +∇×∇Γkm(x− z)×
3∑
j=1
Me0,j
)
− δ3
(
µm
3∑
j=1
∇∂jΓkm(x− z)×Mhj,0 +∇×
3∑
j=1
∇∂jΓkm(x− z)×Mej,0
)
+O(δ4).
(5.17)
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We start by computing Mh0,0:
Mh0,0 =
∫
∂B
φ˜0(y˜)dσ(y˜),
=
∫
∂B
φ˜0(y˜)∇y˜dσ(y˜),
=
∫
∂B
y˜∇∂B · φ˜0(y˜)dσ(y˜).
Now, using the expansion of φ˜ given in Proposition 5.4 we have
Mh0,0 =
∫
∂B
y˜∇∂B · φ˜0,0(y˜)dσ(y˜) +
∫
∂B
y˜∇∂B · φ˜0,1(y˜)dσ(y˜) +O(δ2).
Recall (5.14) for β = 0:
φ˜0,0 = (µc − µm)−1(λµI −MB)−1
[
ν(y˜)× Ei(z)]
ψ˜0,0 = iω
−1(εc − εm)−1(λεI −MB)−1
[
ν(y˜)×H i(z)] .
We can see, using (4.13) and the fact that
∇∂B ·
(
Ei(z)× ν(y˜)) = ∇∂B · (H i(z)× ν(y˜)) = 0,
that
∇∂B · φ˜0,0 = ∇∂B · ψ˜0,0 = 0.
Now, taking the surface divergence of (5.15) for β = 0, it follows that
(µc − µm)(λµI −K∗B)[∇∂B · φ˜0,1] + (k2c − k2m)∇∂B ·
(
ν(y˜)×AB [ψ˜0,0]
)
= 0,
ω2(εc − εm)(λεI −K∗B)[∇∂B · ψ˜0,1] + (k2c − k2m)∇∂B ·
(
ν(y˜)×AB [φ˜0,0]
)
= 0.
(5.18)
Since ∇∂B · (ν × ) = ν · (∇× ) we need to study the quantities
ν · ∇ × AB[φ˜0,0]
and
ν · ∇ × AB[ψ˜0,0].
The following lemma holds.
Lemma 5.5. We have
∇×AB[φ˜0,0] =

1
µc − µm∇SB (λµI −K
∗
B)
−1 [ν ·Ei(z)] in R3 \B,
1
µc
Ei(z) +
µm
µ2c − µmµc
∇SB (λµI −K∗B)−1 [ν ·Ei(z)] in B,
(5.19)
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and
∇×AB[ψ˜0,0] =

i
ω(εc−εm)
∇SB (λεI −K∗B)−1 [ν ·H i(z)] in R3 \B,
i
ωεc
H i(z) +
iεm
ω(ε2c − εmεc)
∇SB (λεI −K∗B)−1 [ν ·H i(z)] in B.
(5.20)
Proof. We only prove (5.19). We shall consider the solution to the following system
∆u = 0 in R3,
(ν · ∇u)− = (ν · ∇u)+ on ∂B,
µc(ν ×∇u)− − µm(ν ×∇u)+ = ν × Ei(z) on ∂B,
u = O(|x|−1) |x| → ∞.
(5.21)
We can see that both the left-hand side and the right-hand side of (5.19) are
divergence free. We want to prove that they are both equal to the field ∇u in R3.
First we check that they satisfy the jump relations. We already have the continuity
of the normal part of the curl of a vectorial single layer potential [29]. Recall that
φ˜0,0 = (µc − µm)−1(λµI −MB)−1[ν(y˜)× Ei(z)].
Then,(
ν ×∇×AD[φ˜0,0]
)±
=
1
µc − µm
(
∓I
2
+MB
)
(λI −MB)−1 [ν(y˜)× Ei(z)],
so we have
µc
(
ν ×∇×AD[φ˜0,0]
)− − µm(ν ×∇×AD[φ˜0,0])+ = ν(y˜)× Ei(z).
The continuity of the tangential derivative of a scalar single layer potential gives
µc
(
ν ×
(
1
µc − µm∇SB (λµI −K
∗
B)
−1 [ν · Ei(z)])−) = µm(ν × ( 1
µc
Ei(z)
+
µm
µ2c − µmµc
∇SB (λµI −K∗B)−1 [ν ·Ei(z)]
)+)
,
and the jump of the normal derivative of a scalar single layer potential can be written
as follows(
ν · ∇SB (λµI −K∗B)−1 [ν ·Ei(z)]
)±
=
(
∓I
2
+K∗B
)
(λµI −K∗B)−1 [ν ·Ei(z)],
which gives the correct jump relation for the normal derivative.
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The only problem left is to prove the uniqueness of the system. Now let u˜ be the
solution to (5.21) with the term ν × Ei(z) replaced by vector 0 on ∂B. Note that
µc(ν ×∇u˜)− = µm(ν ×∇u˜)+ is equivalent to
µc
( ∂u˜
∂T
)−
= µm
( ∂u˜
∂T
)+
,
where T is any tangential direction on ∂B. Then by choosing any test function in
H1(∂B) and integrating by parts we can get µc(u˜)
− = µm(u˜)
+ on ∂B. Thus,
0 ≤
∫
R3
µ|∇u˜|2dx = −
∫
∂B
µm
(∂u˜
∂ν
)+
(u˜)+ +
∫
∂B
µc
(∂u˜
∂ν
big)−(u˜)− = 0,
which proves u˜ = 0 and completes the proof.
It is worth mentioning that it was proved in [34] that
∇×AB(1
2
I +MB)−1[ν × Ei(z)] = Ei(z) in B,
which, by taking µm = 0 (or let µc =∞), can be seen as the extreme case in (5.19).
Now that we have a better understanding of ν × ∇× AD[φ˜0,0], by Lemma 5.5,
we can introduce the unique solutions ue, uh ∈ H1(B) up to constants such that
∇ue = ∇×AB[φ˜0,0], ∇uh = ∇×AB[ψ˜0,0] with ue, uh satisfying{
∆ue = 0 in B,
(ν · ∇ue)− = ν · (∇×AB[φ˜0,0]) on ∂B, (5.22)
and {
∆uh = 0 in B,
(ν · ∇uh)− = ν · (∇×AB[ψ˜0,0]) on ∂B. (5.23)
The expressions of ∇ue and ∇uh are given by Lemma 5.5. Now, by using equation
(5.18), we can compute the surface divergence of φ˜0,1 and ψ˜0,1:
∇∂B · φ˜0,1 = k
2
c − k2m
µc − µm (λµI −K
∗
B)
−1
[(∂uh
∂ν
)−]
,
∇∂B · ψ˜0,1 = k
2
c − k2m
ω2(εc − εm) (λεI −K
∗
B)
−1
[(∂ue
∂ν
)−]
.
Then we have the following lemma.
Lemma 5.6. Let ve be the solution to
∆ve = 0 x ∈ R3 \ ∂B,
(ve)+ − (ve)− = 0 x ∈ ∂B,
εm
(
∂ve
∂ν
)+ − εc(∂ve∂ν )− = (εc − εm)(∇ue · ν)− x ∈ ∂B,
ve → 0 |x| → ∞,
(5.24)
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and let vh be the solution to
∆vh = 0 x ∈ R3 \ ∂B,
(vh)+ − (vh)− = 0 x ∈ ∂B,
µm
(
∂vh
∂ν
)+ − µc(∂vh∂ν )− = (µc − µm)(∇uh · ν)− x ∈ ∂B,
vh → 0 |x| → ∞.
(5.25)
Then the following asymptotic expansions hold:
Me0,0 = δ
k2m − k2c
ω2εm
∫
B
∇(ue + ve) +O(δ2),
Mh0,0 = δ
k2m − k2c
µm
∫
B
∇(uh + vh) +O(δ2).
Proof. By Proposition 5.4, we have
Mh0,0 =
∫
∂B
φ˜0dσ(y˜) = δ
∫
∂B
φ˜0,1dσ(y˜) +O(δ
2)
= −δ
∫
∂B
y˜∇∂B · φ˜0,1dσ(y˜) +O(δ2)
= δ
k2m − k2c
µc − µm
∫
∂B
y˜(λµI −K∗B)−1
[(∂uh
∂ν
)−]
dσ(y˜) +O(δ2).
Using the fact that
λµ =
1
2
+
µm
µc − µm ,
we get that for f ∈ L2(∂B),
f =
µc − µm
µm
[
(λµI −K∗B) [f ] +
(
−I
2
+K∗D
)
[f ]
]
.
Then,
Mh0,0 = δ
k2m − k2c
µm
( ∫
∂B
y˜
(∂uh
∂ν
)−
dσ(y˜)+
∫
∂B
y˜(−I
2
+K∗B)(λµI−K∗B)−1
[(∂uh
∂ν
)−]
dσ(y˜)
)
+O(δ2).
An integration by parts gives∫
∂B
y˜
(∂uh
∂ν
)−
dσ(y˜) =
∫
B
∇uhdx.
We now take a look at the transmission problem (5.25) solved by vh. Using the
jump relation of the normal derivative of the scalar single layer potential we find
that, writing vh = SB [f ] with f being such that (λµI −K∗) [f ] = ∂u
h
∂ν
gives(
−I
2
+K∗B
)
[f ] =
(∂vh
∂ν
)−
,
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and hence,
(−I
2
+K∗B)(λµI −K∗B)−1
[(∂uh
∂ν
)−]
=
(∂vh
∂ν
)−
.
Integrating by parts we get
Mh0,0 = δ
k2m − k2c
µm
(∫
B
∇uhdx+
∫
B
∇vhdx
)
+O(δ2).
The evaluation for Me0,0 can be done in exactly the same way.
5.2.5 Derivation of the leading-order tensors
Lemma 5.7. We have
Meα,β =
i
ωεm
( ∫
B
∇(xαxβ)× ∂βH i(z) + iω(εc − εm)
∫
B
∇× (xα∇×AB[ψ˜β,0])
)
+O(δ),
(5.26)
Mhα,β =
1
µm
(∫
B
∇(xαxβ)× ∂βEi(z)− (µc − µm)
∫
B
∇× (xα∇×AB [φ˜β,0])
)
+O(δ).
(5.27)
In particular, we have
Mej,0 =
i
ωεm
|B|ej ×H i(z)− εc − εm
εm
ej ×
∫
B
∇uh +O(δ), (5.28)
Mhj,0 =
1
µm
|B|ej × Ei(z)− µc − µm
µm
ej ×
∫
B
∇ue +O(δ), (5.29)
Me0,j =
i
ωεm
|B|ej × ∂jH i(z)− εc − εm
εm
∫
B
∇SB[∇∂B · ψ˜j,0] +O(δ), (5.30)
Mh0,j =
1
µm
|B|ej × ∂jEi(z)− µc − µm
µm
∫
B
∇SB [∇∂B · φ˜j,0] +O(δ), (5.31)
where (e1, e2, e3) is an orthonormal basis of R
3.
Proof. We shall only consider Mhα,β. M
e
α,β can be calculated in exactly the same
way. We have
Mhα,β = (M
h
α,β)
(0) +O(δ),
where (Mhα,β)
(0) is given by
(Mhα,β)
(0) =
∫
∂B
y˜αφ˜β,0dσ(y˜).
Since λµ =
1
2
+
µm
µc − µm we have that for any f ∈ L
2
T (∂B),
(λµI −MB) [f ]−
(
I
2
+MB
)
[f ] =
µm
µc − µm f.
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By applying Proposition 5.4, it follows that
(Mhα,β)
(0) =
1
µm
∫
∂B
y˜αν(y˜)× (y˜β∂βEi(z))dσ(y˜)
− 1
µm
∫
∂B
y˜α(
I
2
+MB)(λµI −MB)−1[ν(y˜)× y˜β∂βEi(z)]dσ(y˜).
Using the jump relations on MB and the fact that
φ˜β,0 =
1
µc − µm (λµI −MB)
−1 [ν(y˜)× y˜β∂β ],
we can write
(Mhα,β)
(0) =
1
µm
∫
∂B
y˜αν(y˜)× (y˜β∂βEi(z))dσ(y˜)
− µc − µm
µm
∫
∂B
y˜αν(y˜)×∇× (SB [φ˜β,0])−dσ(y˜).
The curl theorem yields
(Mhα,β)
(0) =
1
µm
∫
B
∇(xαxβ)× ∂βEi(z)dx − µc − µm
µm
∫
B
∇× (xα∇× SB[φ˜β,0])dx,
and thus (5.27) holds. By using the definition of ue and uh we get the case where
|α| = 1, |β| = 0.
5.2.6 Derivation of the polarization tensor
Denote by G(x, z) the matrix valued function (Dyadic Green function)
G(x, z) = εm(Γ
km(x− z)I + 1
k2m
D2xΓ
km(x− z)).
It can be seen that G(x, z) satisfies
∇x × 1
εm
∇x ×G(x, z) − ω2µmG(x, z) = −δzI.
We can also easily check that
∇×G(x, z) = εm∇× (Γkm(x− z)I) = εm∇Γkm(x− z)× I.
Theorem 5.8. Define the polarization tensors
M e :=
∫
∂B
y˜(λεI −K∗B)−1[ν]dσ(y˜) and Mh :=
∫
∂B
y˜(λµI −K∗B)−1[ν]dσ(y˜).
(5.32)
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Then the following far-field expansion holds:
E(x)− Ei(x) = −δ3ω2µmG(x, z)M eEi(z)− δ3 iωµm
εm
∇×G(x, z)MhH i(z) +O(δ4).
(5.33)
Before we proceed, we stress that the polarization tensorsM e,Mh defined above
are matrix with each entry meij and m
h
ij, i, j = 1, 2, 3, defined by (2.16) with λ = λε
and λ = λµ, respectively.
They are different from the vector valued tensors we defined in equation (5.11).
Proof. We shall give the analysis term by term in (5.17). It is easy to check that
3∑
j=1
ej × ∂jEi(z) = iωµmH i(z) and
3∑
j=1
ej × ∂jH i(z) = −iωεmEi(z)
and
3∑
j=1
∇∂jΓkm(x− z)× ej × Ei(z) = ω2µmG(x, z)Ei(z).
Then by Lemma 5.7 it follows that
∇×
3∑
j=1
∇∂jΓkm(x− z)×Mej,0 =
ω2µm∇×G(x, z)
( i
ωεm
|B|H i(z)− εc − εm
εm
∫
B
∇uh
)
+O(δ),
and
µm
3∑
j=1
∇∂jΓkm(x− z)×Mhj,0 = ω2µmG(x, z)
(
|B|Ei(z)− (µc − µm)
∫
B
∇ue
)
+O(δ).
Furthermore, we obtain from Proposition 5.4 that
3∑
j=1
∇∂B · φ˜j,0 = 1
µc − µm (λµI −K
∗
B)
−1
 3∑
j=1
∇∂B ·
(
ν(y˜)× (y˜j∂jEi(z))
) ,
3∑
j=1
∇∂B · φ˜j,0 = 1
µc − µm (λµI −K
∗
B)
−1
 3∑
j=1
ν(y˜) · (∇× (y˜j∂jEi(z)))
 ,
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which gives
3∑
j=1
∇∂B · φ˜j,0 = − iωµm
µc − µm (λµI −K
∗
B)
−1 [ν ·H i(z)].
Similarly, we have
3∑
j=1
∇∂B · ψ˜j,0 = − εm
εc − εm (λµI −K
∗
B)
−1 [ν ·Ei(z)].
Recall from (5.30) that
Me0,j =
i
ωεm
|B|ej × ∂jH i(z)− εc − εm
εm
∫
B
∇SB[∇∂B · ψ˜j,0] +O(δ).
Summing over j gives
∇×∇Γkm(x− z)×
3∑
j=1
i
ωεm
|B|ej × ∂jH i(z) =∇×∇Γkm(x− z)×
(
i
ωεm
|B|∇z ×H i(z)
)
=−∇×∇Γkm(x− z)× |B|Ei(z)
=−∇×∇×G(x, z)|B|Ei(z)
=ω2µmG(x, z)|B|Ei(z).
Hence, we can deduce that
∇×∇Γkm(x−z)×
3∑
j=1
Me0,j = ω
2µmG(x, z)
(
|B|Ei(z) +
∫
B
∇SB[ν ·H i(z)]
)
+O(δ).
A similar computation yields
µm∇Γkm(x− z)×
3∑
j=1
Mh0,j =
iωµm∇Γkm(x− z)×
(
|B|H i(z) +
∫
B
∇SB(λµI −K∗B)−1[ν ·H i(z)]
)
+O(δ),
and therefore,
µm∇Γkm(x− z)×
3∑
j=1
Mh0,j =
iω
µm
εm
∇×G(x− z)
(
|B|H i(z) +
∫
B
∇SB(λµI −K∗B)−1[ν ·H i(z)]
)
+O(δ).
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Moreover, Lemma 5.6 gives
∇×∇Γkm(x− z)×Me0,0 =δ
µm
εm
(k2m − k2c )G(x, z)
∫
B
∇(ue + ve) +O(δ2)
µm∇Γkm(x− z)×Mh0,0 =δ
(k2m − k2c )
εm
∇×G(x, z)
∫
B
∇(uh + vh) +O(δ2).
Combining the previous asymptotic expansions we arrive at
E(x)− Ei(x) = δ3 1
εm
G(x, z)
(
µm(k
2
m − k2c )
∫
B
∇(ue + ve)
+ (µc − µm)k2m
∫
B
∇ue + k2m
∫
B
∇SB(λεI −K∗B)−1[ν ·Ei(z)]
)
+ δ3
1
εm
∇×G(x, z)
(
(k2m − k2c )
∫
B
∇(uh + vh) + ω2µm(εc − εm)
∫
B
∇uh
+ iωµm
∫
B
∇SB(λµI −K∗B)−1[ν ·H i(z)]
)
+O(δ4). (5.34)
The proof is then complete.
We shall analyze further (5.34). Recall that, from the proof of Lemma 5.6, we
have ∫
B
∇(ue + ve)dx = εm
εc − εm
∫
∂B
y˜(λεI −K∗B)−1
[(∂ue
∂ν
)−]
dσ(x)
and ∫
B
∇(uh + vh)dx = µm
µc − µm
∫
∂B
y˜(λµI −K∗B)−1
[(∂uh
∂ν
)−]
dσ(x).
Noticing that
µm(k
2
m − k2c ) = (µc − µm)k2m
µmεm − µcεc
(µc − µm)(εc − εm) ,
we get
µm(k
2
m − k2c )
∫
B
∇(ue + ve) + (µc − µm)k2m
∫
B
∇ue =
(µc−µm)k2m
(
µmεm − µcεc
(µc − µm)(εc − εm)
∫
∂B
y˜(λεI −K∗B)−1
[(∂ue
∂ν
)−]
+
∫
∂B
y˜
(∂ue
∂ν
)−)
.
Moreover, for any f , we have
µmεm − µcεc
(µc − µm)(εc − εm) (λεI −K
∗
B)
−1 [f ] + f =
µmεm − µcεc
(µc − µm)(εc − εm) (λεI −K
∗
B)
−1 [f ] + (λεI −K∗) (λεI −K∗B)−1 [f ],
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so that
µmεm − µcεc
(µc − µm)(εc − εm) (λεI −K
∗
B)
−1 [f ] + f = (λµI +K∗B)(λεI −K∗B)−1[f ]
We can then write
µm(k
2
m − k2c )
∫
B
∇(ue + ve) + (µc − µm)k2m
∫
B
∇ue =
− (µc − µm)k2m
∫
∂B
y˜(λµI +K∗B)(λεI −K∗B)−1
[(∂ue
∂ν
)−]
.
Recall that by definition, (∂ue
∂ν
)−
= ν · ∇ × AB[φ˜0,0].
Then, by using Lemma 5.5, we obtain
ν · ∇ × AB[φ˜0,0] = 1
µc
ν · Ei(z) + µm
µ2c − µmµc
(
ν · ∇SB (λµI −K∗B)−1 [ν · Ei(z)]
)−
,
which together with the jump relations for the normal derivative of the scalar layer
potential yields
µm(k
2
m − k2c )
∫
B
∇(ue + ve) + (µc − µm)k2m
∫
B
∇ue =
− µc − µm
µc
k2m
∫
∂B
y˜(λµI +K∗B)(λεI −K∗B)−1[ν ·Ei(z)]
− µm
µc
k2m
∫
∂B
y˜(λµI +K∗B)(λεI −K∗B)−1(−
1
2
I +K∗B)(λµI −K∗B)−1[ν · Ei(z)].
If we set λε = −1
2
+
εc
εc − εm , then we can write
−µm
µc
(λεI −K∗B)−1
(
−1
2
I +K∗B
)
[ν·Ei(z)] = −µm
µc
(λεI −K∗B)−1
(
λε − εc
εc − εm I +K
∗
B
)
[ν·Ei(z)],
or equivalently,
− µm
µc
(λεI −K∗B)−1
(
−1
2
I +K∗B
)
[ν ·Ei(z)] =
− µm
µc
ν ·Ei(z) + εcµm
µc(εc − εm) (λεI −K
∗
B)
−1 [ν · Ei(z)].
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Then, since
− µc − µm
µc
(λµI +K∗B) (λεI −K∗B)−1 [ν ·Ei(z)] =
µc − µm
µc
ν ·Ei(z)− µc − µm
µc
(λµ − λε) (λεI −K∗B)−1 [ν · Ei(z)],
we can write
− µc − µm
µc
(λµI +K∗B) (λεI −K∗B)−1 [ν ·Ei(z)]
− µm
µc
(λεI −K∗B)−1
(
−1
2
I +K∗B
)
[ν ·Ei(z)]
= ν ·Ei(z) +
(
εcµm
µc(εc − εm) −
µc − µm
µc
(λµ − λε)
)
(λεI −K∗B)−1 [ν · Ei(z)].
A direct computation gives
εcµm
µc(εc − εm) −
µc − µm
µc
(λµ − λε) = 1
2
+ λε,
and therefore,
µm(k
2
m − k2c )
∫
B
∇(ue + ve) + (µc − µm)k2m
∫
B
∇ue =
k2m
∫
∂B
y˜ν · Ei(z)dσ(y˜)− k2m
(
1
2
+ λε
)∫
∂B
y˜ (λεI −K∗B)−1 [ν · Ei(z)]dσ(y˜).
A similar computation yields
(k2m − k2c )
∫
B
∇(uh + vh) + ω2µm(εc − εm)
∫
B
∇uh =
iωµm
∫
∂B
y˜ν ·H i(z)dσ(y˜)− iωµm
(
1
2
+ λµ
)∫
∂B
y˜ (λεI −K∗B)−1 [ν ·H i(z)]dσ(y˜).
Now it remains to compute the last term in (5.34) which is
k2m
∫
B
∇SB(λεI−K∗B)−1[ν·Ei(z)]dy˜ = k2m
∫
∂B
y˜
( ∂
∂ν
SB
)−
(λεI −K∗B)−1 [ν·Ei(z)]dσ(y˜).
Writing that λε =
1
2
+
εm
εc + εm
together with the fact that
( ∂
∂ν
SB
)−
=
(
−1
2
I +K∗B
)
,
we obtain
∂
∂ν
SB (λεI −K∗B)−1 [ν · Ei(z)] = −ν · Ei(z) +
εm
εc + εm
(λεI −K∗B)−1 [ν ·Ei(z)].
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Hence,
k2m
∫
B
∇SB(λεI −K∗B)−1[ν ·Ei(z)]dy˜ = −k2m
∫
∂B
y˜ν · Ei(z)]dσ(y˜)
+ k2m
(
λε − 1
2
)∫
∂B
y˜ (λεI −K∗B)−1 [ν · Ei(z)]dσ(y˜).
Similarly, we have
iωµm
∫
B
∇SB(λµI −K∗B)−1[ν ·H i(z)] = iωµm
∫
∂B
y˜ν ·H i(z)dσ(y˜)
+ iωµm
(
λµ − 1
2
)∫
∂B
y˜ (λεI −K∗B)−1 [ν ·H i(z)]dσ(y˜).
Finally, we arrive at
E(x)− Ei(x) = −δ3ω2µmG(x, z)
∫
∂B
y˜(λεI −K∗B)−1[ν · Ei(z)]
− δ3 iωµm
εm
∇×G(x, z)
∫
∂B
y˜(λµI −K∗B)−1[ν ·H i(z)] +O(δ4).
When a plasmonic resonance occurs, the term λε =
εc+εm
2(εc−εm)
can have a real part
that is lower than 12 , and become close to an eigenvalue of the operator K∗B .
Let dσ be the minimum of the distances of λε and λµ to the spectrum σ(K∗B).
Using Proposition 5.4 and (5.16) we can easily see that, as dσ goes to zero, each of the
potentials φβ,n and ψβ,n are controlled in norm by powers of
1
dσ
. So the asymptotic
development given by Theorem 5.8 is valid when δ/dσ << 1, which ensures that the
reminder of the asymptotic expansion is still small compared to the first-order term.
The following results are our main results in this paper.
Theorem 5.9. Let dσ := min{dist(λε, σ(K∗B)),dist(λµ, σ(K∗B))}. As dσ → 0, the
following uniform far-field expansion holds:
E(x)− Ei(x) = −δ3ω2µmG(x, z)M eEi(z)− δ3 iωµm
εm
∇×G(x, z)MhH i(z)
+O(
δ4
dσ
),
where M e and Mh are defined by (5.32).
The above theorem can be generalized to the case of multiple particles.
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Theorem 5.10. Let M e and Mh be the polarization tensors associated with D1∪D2
and λε and λµ, respectively. Let dσ := min{dist(λε, σ(K∗B)),dist(λµ, σ(K∗B))}. Then
as dσ → 0, the following uniform far-field expansion holds:
E(x)− Ei(x) = −δ3ω2µmG(x, z)M eEi(z)− δ3 iωµm
εm
∇×G(x, z)MhH i(z)
+O(
δ4
dσ
),
where M e and Mh are defined by (3.4) with λ = λε and λ = λµ, respectively.
Theorems 5.9 and 5.10 show the uniform validity with respect to the nanoparti-
cle’s bulk electron relaxation rate of the quasi-static approximation of the Maxwell’s
equations.
Finally, two more remarks are in order. First, in view of Theorems 5.9 and 5.10
and the blow up of the polarization tensors, it is clear that at plasmonic resonances
the scattered electric field is enhanced. Secondly, from the representation formula
(5.2) for the electric field in D and the estimates of the densities, it can be seen that
the electric field inside the particle is enhanced as well and therefore, the absorbed
energy, given by ε′′
∫
D |E|2(y) dy, is enhanced at dielectric plasmonic resonances
[13]. Note that the scattering enhancement when the particles are illuminated at
their plasmonic resonances can be used for nano-resolved imaging from the far-field
data while the absorption enhancement for thermotherapy applications as well as
for photoacoustic imaging to remotely measure and control the local temperature
within a medium [59].
6 Numerical illustrations
We illustrate the plasmon phenomenon numerically by computing the polarization
tensor M e for some different two-dimensional shapes. We use the values for the
parameters given in section 6. The wavelength of the incoming plane wave c/ω,
where c = 3.108 is the speed of light, belongs to [80, 1100].10−9 m. Figures 6.1 and
6.2 show respectively the values of real and imaginary parts of εc and λε as a function
of the wavelength.
Then we compute the matrix M e defined by (2.16) with λ = λε. We plot the
value of its norm with respect to the incoming wavelength. Figure 6.3 shows that
if the shape B is a disk, then one has a resonant peak. This peak corresponds
to λε = 0. Figure 6.4 shows that for an ellipse, one can observe two resonant
frequencies, one corresponding to each axis. This was experimentally observed in
[23] for elongated particles. The two peaks correspond to λε = (a−b)/(a+b) ≈ 0.33
and λε = ((a − b)/(a + b))2 ≈ 0.11, where a = 1, b = 1/2 are the semi-axis lengths
of the ellipse. Figure 6.5 gives the norm of the polarization tensor for a star-shaped
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Figure 6.1: Values of the parameter ε(ω).
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particle. One can observe that there are many resonant frequencies. This observation
is also in agreement with the experimental results published in [36].
Finally, it is shown in Figure 6.7 that when two disks are close to each other, a
strong interaction occurs and the plasmonic resonance frequencies are close to those
of an equivalent ellipse.
7 Concluding remarks
In this paper, we have provided a mathematical framework for localized plasmon
resonance of nanoparticles. We have derived a uniform small volume expansion for
the solution to Maxwell’s equations in the presence of nanoparticles excited at their
plasmonic resonances. We have presented a variety of numerical results to illustrate
our main findings. As the particle size increases and moves away from the quasi-
static approximation, high-order polarization tensors [9] should be included in order
to compute the plasmonic resonances, which become size-dependent. This would be
the subject of a forthcoming work. The scalar case was recently considered in [13].
Our approach in this paper, combined with the ones in [7, 8], opens also a door
for a numerical and mathematical framework for optimal shape design of resonant
nanoparticles and their superresolved imaging.
A Jump formula
We want to prove the jump formula (4.8) for ν × ∇ × AD. The continuity of
AkD[φ] is a consequence of the continuity of single layer potentials. Assume that φ
is a continuous tangential field. We first prove the jump relation for k = 0. For
z ∈ R3 \ ∂D,
∇×AD[φ](z) =
∫
∂D
∇z × (φ(y)Γ(z, y)) dσ(y).
So if x ∈ ∂D and z = x+ hν(x), then by using vector calculus we have:
ν(x)×∇×AD[φ](z) =
∫
∂D
[
(φ(y) · ν(x))∇zΓ(z, y)− (∇zΓ(z, y) · ν(x))φ(y)
]
dσ(y).
Since φ is tangential, we have ∀y ∈ ∂D, ν(y) · φ(y) = 0, so we can write
ν(x)×∇×AD[φ](z) =
∫
∂D
[
(φ(y) · [ν(x)− ν(y)])∇zΓ(z, y)−(∇zΓ(z, y) · ν(x))φ(y)
]
dσ(y).
Here, following the same idea as the one in the proof of the jump of the double layer
potential in [29], we introduce
DD[1](z) =
∫
∂D
∂Γ
∂ν(y)
(z, y)dσ(y), z ∈ R3 \ ∂D,
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Figure 6.3: Norm of the polarization tensor for a circular inclusion.
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which takes the following values ([29, p. 48]):
DD[1](z) =

0 if z ∈ R3 \D,
− 1
2
if z ∈ ∂D,
− 1 if z ∈ D.
(A.1)
We write
ν(x)×∇×AD[φ](z) = φ(x)DD[1](z) + f(z)
with
f(z) =
∫
∂D
[
(φ(y) · [ν(x)− ν(y)])∇zΓ(z, y)
−(∇zΓ(z, y) · [ν(x)− ν(y)])φ(y)−(∇zΓ(z, y) · ν(y))φ(y)− ∂Γ
∂ν(y)
(z, y)φ(x)
]
dσ(y).
Using the fact that ∇zΓ(z, y) = −∇yΓ(z, y) we get
f(z) =
∫
∂D
[
(φ(y) · [ν(x)− ν(y)])∇zΓ(z, y)
− (∇zΓ(z, y) · [ν(x)− ν(y)])φ(y) + ∂Γ
∂ν(y)
(z, y) (φ(y)− φ(x))
]
dσ(y). (A.2)
Now, we have only to prove that f is continuous across ∂D, i.e., when t → 0,
f(z) = f(x + tν(x)) −→ f(x). If we assume that it is true, then we can write for
z ∈ R3 \D,
ν(x)×∇×AD[φ](z) =
[
φ(x)DD[1](z) − φ(x)DD[1](x) + f(z)
]− φ
2
(x),
since DD[1](x) = −1/2. So, when t→ 0+, we get(
ν(x)×∇×AD[φ](x)
)+
=
[− φ(x)DD[1](x) + f(x)]− φ
2
(x).
Now we see that since φ(y) · ν(y) = 0, ∀y ∈ ∂D
− φ(x)DD[1](x) + f(x) = −
∫
∂D
∂Γ
∂ν(y)
(x, y)φ(x)dσ(y)
+
∫
∂D
[
(φ(y) · ν(x))∇xΓ(x, y)− (∇xΓ(x, y) · ν(x)) + ∂Γ
∂ν(y)
(x, y)φ(x)
]
dσ(y),
which is exactly
−φ(x)DD[1](x) + f(x) =
∫
∂D
ν(x)×∇x × [Γ(x, y)φ(y)] dσ(y).
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So the limit can be expressed as(
ν(x)×∇×AD[φ](x)
)+
=
∫
∂D
ν(x)×∇x × [Γ(x, y)φ(y)] dσ(y)− φ
2
(x).
The limit when t → 0− is computed similarly and we find (4.8) for k = 0. The
extension to k > 0 can be done because the difference between the double layer
potential with kernel Γk and Γ is continuous; see, for instance, [29, p.47].
Now, we go back to the continuity of f defined by (A.2). We apply several results
from [29] to get the continuity. The following lemma, which we state here for the
sake of completeness, can be found in [29].
Lemma A.1. Assume that the kernel K is continuous for all x in a neighborhood
Dh of ∂D, y ∈ ∂D and x 6= y. Assume that there exists M > 0 such that
|K(x, y)| ≤M |x− y|−2
and assume that there exists m ∈ N such that
|K(x1, y)−K(x2, y)| ≤M
m∑
j=1
|x1 − y|−2−j|x1 − x2|j
for all x1, x2 ∈ Dh, y ∈ ∂D with 2|x1 − x2| ≤ |x1 − y| and that∣∣∣∣∣
∫
∂D\Sx,r
K(z, y)dσ(y)
∣∣∣∣∣ ≤M
for all x ∈ ∂D and z = x+ hν(x) ∈ Dh and all 0 < r < R. Then,
u(z) =
∫
∂D
K(z, y)[φ(y) − φ(x)]dσ(y)
belongs to C0,α(Dh) if φ ∈ C0,α(∂D).
It can be shown that∣∣∣∣∂Γ(x, y)∂ν(y) − ∂Γ(z, y)∂ν(y)
∣∣∣∣ ≤ C |x− z||z − y|3 .
Using the above lemma with m = 1 and the kernel associated with the double layer
potential gives∫
∂D
∂Γ
∂ν(y)
(z, y) [φ(y)− φ(x)] dσ(y) −→
∫
∂D
∂Γ
∂ν(y)
(x, y) [φ(y)− φ(x)] dσ(y)
as z → x ∈ ∂D.
We now make use of the following lemma from [29].
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Lemma A.2. Assume that the kernel K(x, y) is continuous for all x in a closed
domain Ω containing ∂D in its interior, y ∈ ∂D and x 6= y. Assume that there
exists M > 0 and α ∈]0, 2] such that
|K(x, y)| ≤M |x− y|α−2
and assume that there exists m ∈ N such that
|K(x1, y)−K(x2, y)| ≤M
m∑
j=1
|x1 − y|α−2−j |x1 − x2|j
for all x1, x2 ∈ Dh, y ∈ ∂D with 2|x1 − x2| ≤ |x1 − y|. Then
u(x) =
∫
∂D
K(x, y)φ(y)dσ(y), x ∈ Ω
belongs to C0,β(Ω) if φ ∈ C0,α(∂D). β ∈]0, α] if α ∈]0, 1[, β ∈]0, 1[ if α = 1 and
β ∈]0, 1] if α ∈]1, 2[.
Using the fact that ∂D is of class C2, we have
|ν(x)− ν(y)| ≤ |x− y|, ∀x, y ∈ ∂D.
We can apply Lemma A.2 with α = 1 and m = 1 to the second and third terms of
f and get the continuity of∫
∂D
[
(φ(y) · [ν(x)− ν(y)])∇zΓ(z, y)−(∇zΓ(z, y) · [ν(x)− ν(y)])φ(y)
]
dσ(y) (A.3)
when z → x ∈ ∂D, which conclude the proof for a continuous tangential field φ.
The formula can be extended to L2T by a density argument .
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