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Abstract: We study a kind of better recurrence than Kolmogorov’s one: periodicity recurrence,
which corresponds periodic solutions in distribution for stochastic differential equations. On the basis
of technique of upper and lower solutions and comparison principle, we obtain the existence of periodic
solutions in distribution for stochastic differential equations (SDEs). Hence this provides an effective
method how to study the periodicity of stochastic systems by analyzing deterministic ones. We also
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1 Introduction
This paper concerns a kind of better recurrence: periodicity recurrence, that is, periodic solutions in
distribution of the following stochastic differential equation (SDE for short):
dX(t) = f(t,X(t))dt + g(t,X(t))dB(t). (1.1)
So far this has been yet paid rare attention relative to the existence of stationary solutions. It is
well known that the existence problem of periodic solutions is one of center topics in the qualitative
theory of deterministic differential equations for its significance in the physical science[15]. There has
been a large amount of work (see for example [4, 8, 27] and the references therein). However, for
SDEs, the existence of periodic solutions is thought to be a challenging problem. Certainly, periodic
solutions of a deterministic system are not always persistent under diffusion. Naturally, one asks when
this better periodicity persists for stochastic systems; more precisely, when the ordinary differential
equation (ODE for short)
dX = f(t,X)dt
has periodic solutions, does SDE (1.1) still admit periodic solutions in distribution?
∗E-mail addresses: chunyanji80@hotmail.com(C. Ji), yangxuemath@163.com(X.Yang), liyongmath@163.com(Y.Li).
†Corresponding author at: School of Mathematics, Jilin University, Changchun, 130012, P.R. China.
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In the present paper, we will touch the problem. We find that the answer will be affirmative if the
ODE has upper and lower solutions. This conclusion is somewhat unexpected, because no additional
condition is added to the diffusion term besides the usual one. We believe that it is best possible to
pose periodic solutions in distribution. As one pointed out ( see, for example, [21]), it is impossible
to obtain periodic solutions in probability or moment for SDEs due to the effects of diffusion.
Let us recall that there are many topological and analytic methods, such as degree theory, fixed
point theorems in studying the existence of periodic solutions of deterministic differential equations.
But for SDEs, these nonlinear methods do not work in general, due to lack of compactness. Khas-
minskii [14] defined periodic solutions in the sense of periodic Markov process. Recently, Ji et al.
[11] studied periodic probability solutions to be periodic analogs of stationary measures for stationary
Fokker-Planck equations. Chen et al. [5] gave a criterion analogous to Halanay’s criterion to prove
the existence of periodic solutions in distribution. Liu and Sun [19] established the existence of solu-
tions which are almost automorphic in distribution for some semilinear SDEs with Le´vy noise. Liu
and Wang [20] obtained almost periodicity in distribution by Favard separation method. Tudor [28]
proved the almost periodicity of the one-dimensional distributions of solutions under some hypotheses.
Prato and Tudor [24] showed the existence of periodic and almost periodic solutions in distribution of
semilinear stochastic equations on a separable Hilbert space. Zhao and Zheng [29] and Feng and Zhao
[6, 7] made some interesting investigation on periodic solutions for SDEs in a kind of local periodicity.
Additionally, there are a lot literature about monotone methods and comparison arguments in
deterministic dynamical systems (see, for example, [26]). Especially, the upper and lower solutions
method is an effective tool in dealing with periodic solutions [13, 16, 17, 18, 25]. In this paper,
on the basis of upper and lower solutions, using stochastic comparison technique we try to prove
the existence of periodic solutions in distribution. Of course comparison principle [1, 10, 23] is also
powerful to investigate dynamics of nonlinear systems. However, to our knowledge, it seems the first
time to give periodic solutions in distribution for SDEs by combining these technique. Therefore this
paper provides some way to tackle the existence of periodic solutions in distribution.
This paper is organized as follows. In Section 2, we review some concepts and introduce some
notations. In Sections 3 and 4, we show the existence of periodic solutions in distribution of scalar
SDEs and multi-dimensional SDEs, respectively, via a stochastic comparison approach. In the last
section, some examples are given to illustrate the theoretical results.
2 Preliminary
Throughout the paper, let (Ω, {Ft}t≥0, P ) be a complete probability space with a filtration {Ft}t≥0
satisfying the usual conditions (i.e. it is right continuous and F0 contains all P -null sets). L2(P,Rn)
stands for the space of all Rn-valued random variables X such that E|X|2 = ∫Ω |X|2dP < ∞. For
X ∈ L2(P,Rn), let ‖X‖2 :=
(∫
Ω |X|2dP
)1/2
. Then L2(P,Rn) is a Hilbert space equipped with the
norm ‖·‖2. For an Rn-valued random process X = {X(t) : t ∈ [0,K]}, if supt∈[0,K] ‖X(t)‖2 <∞, then
X is L2-bounded, where K is a positive constant. Then the set of L2-bounded stochastic processes
is a Banach space. Let L2Ft([0,K];R
n) denote the family of all Ft-measurable C1([0,K];Rn)-valued
random variables X such that supt∈[0,K] ‖X‖2 <∞. If X(k1) and X(k2) are equal in distribution, we
denote it by X(k1)
d
= X(k2), where k1, k2 are two constants. For two vectors x = (x1, x2, · · · , xl), y =
(y1, y2, · · · , yl), we say x < y (or x ≤ y) if xi < yi (or xi ≤ yi), i = 1, 2, · · · , l. a∧ b denotes min{a, b}.
Consider the system
x′ = h(t, x), (2.1)
2
where h : [0, θ]×Rl → Rl is a continuous function.
We recall the conception about upper and lower solutions for (2.1):
Definition 2.1. [2] C1-functions α, β : [0, θ]→ Rl are said to be a strictly lower solution and a strictly
upper solution of system (2.1), respectively, if α(t) < β(t) for t ∈ [0, θ] and{
α′ < h(t, α),
α(0) ≤ α(θ);
{
β′ > h(t, β),
β(0) ≥ β(θ).
For settings bolow, we give the following function [3]:
ϕǫ(y) =

y2, y ≤ 0,
y2 − y
3
6ǫ
, 0 < y ≤ 3ǫ,
2ǫy − 4
3
ǫ2, y > 2ǫ.
(2.2)
It is easy to see that ϕǫ(y) ∈ C2(R), ϕ′ǫ(y) → 2y− uniformly with respect to y, ϕ′′ǫ (y) → 2Iy≤0 and
ϕǫ(y)→ |y−|2 provided that ǫ→ 0, where y− = y ∧ 0.
3 Scalar SDEs
Consider the following scalar SDE
dx(t) = f(t, x(t))dt+ g(t, x(t))dB(t), (3.1)
where B(t) is a one dimensional Gaussian process with values in R which is Ft-adapted. Assume the
drift term and the diffusion term f, g : R+ × R→ R are continuous and satisfy
H : f(t+ θ, x) = f(t, x), g(t + θ, x) = g(t, x),
|f(t, x)− f(t, y)| ≤M |x− y|, t ∈ [0, θ] for any x, y ∈ [α, β],
|g(t, x) − g(t, y)|2 ≤ L|x− y|2, t ∈ [0, θ] for any x, y ∈ [α, β],
where θ,M and L are positive constants, α(t), β(t) are strictly lower and upper solutions of system
x′ = f(t, x) defined by Definition 2.1.
We need a stochastic version of comparable principles, which is a key for our arguments. For
this, define two SDEs by
dα˜(t) = [α′(t)−M(α˜(t)− α(t))]dt + g(t, α˜(t))dB(t)
:= f1(t, α˜(t))dt+ g(t, α˜(t))dB(t),
(3.2)
dβ˜(t) = [β′(t)−M(β˜(t)− β(t))]dt + g(t, β˜(t))dB(t)
:= f2(t, β˜(t))dt+ g(t, β˜(t))dB(t)
(3.3)
with initial values α˜(0) = α(0) + ξ and β˜(0) = β(0) − ξ, respectively and t ∈ [0, θ], where α(t), β(t)
are defined by Definition 2.1 with h(t, x) = f(t, x), ξ > 0 is a sufficiently small constant. Then there
are solutions α˜(t), β˜(t) for t ∈ [0, θ], which have the following property.
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Lemma 3.1. Let α˜(t), β˜(t) (t ∈ [0, θ]) be solutions of equations (3.2) and (3.3) with initial values
α˜(0) and β˜(0), respectively. Assume the second condition in H holds. Then
α(t) ≤ α˜(t) ≤ β˜(t) ≤ β(t), t ∈ [0, θ] a.s.
Proof. We only need to prove α˜(t) ≥ α(t) a.s. The proof of β˜(t) ≤ β(t) a.s. is similar. Since
α(0) < α˜(0), then α(t) < α˜(t) for t ∈ [0, τ), where
τ = inf{t ≥ 0 : α(t) ≥ α˜(t)}.
We need to show that τ > θ. Let m0 be a positive integer such that α˜(0) − α(0) ≥ 1
m0
. For each
integer m ≥ m0, define the stopping time
τm = inf{t ∈ [0, τ) : α˜(t)− α(t) ≤ 1/m}.
Clearly, τm is increasing as m → ∞. Set τ∞ = lim
m→∞
τm. Hence τ∞ ≤ τ a.s. If we can show that
τ∞ > θ a.s., then τ > θ a.s. and α(t) < α˜(t) for t ∈ [0, θ] a.s. Suppose this statement is not true, then
there is a pair of constant 0 < γ ≤ θ and 0 < ζ < 1 such that
P{τ∞ ≤ γ} > ζ.
Hence there is an integer m1 ≥ m0 such that
P{τm ≤ γ} ≥ ζ for all m ≥ m1.
Integrating equation (3.2) from 0 to τm ∧ γ yields
(α˜(τm ∧ γ)− α(τm ∧ γ))− (α˜(0)− α(0))
=
∫ τm∧γ
0
−M(α˜(t)− α(t))dt +
∫ τm∧γ
0
g(t, α˜(t))dB(t).
Then
eM(τm∧γ)(α˜(τm ∧ γ)− α(τm ∧ γ))− (α˜(0)− α(0)) =
∫ τm∧γ
0
eMtg(t, α˜(t))dB(t).
Multiplying I{τm≤γ} on the both side of it and taking expectation yield
E[I{τm≤γ}(α˜(τm ∧ γ)− α(τm ∧ γ))] = E[I{τm≤γ}(α˜(0)− α(0))e−Mτm ].
Note that the left side
E[I{τm≤γ}(α˜(τm ∧ γ)− α(τm ∧ γ))] ≤
1
m
,
while the right side
E[I{τm≤γ}(α˜(0) − α(0))e−Mτm ] ≥ E[I{τm≤γ}(α˜(0)− α(0))]e−Mγ ≥ ζξe−Mγ .
Letting m→∞ leads to a contradiction that 0 ≥ ζξe−Mγ > 0. Therefore we must have τ∞ > θ a.s.
As to the result α˜(t) ≤ β˜(t), t ∈ [0, θ] a.s., it is obviously true through comparison theorem for
stochastic differential equations under the second condition in H. This completes the proof.
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The following is the first main result about periodic solutions:
Theorem 3.1. Let the hypothesis H hold, where M − L > ln 2
2θ
is satisfied, and assume there
are strictly lower and upper solutions α and β of system x′ = f(t, x) with α < β. Then there
exist monotone sequences {α˜n(t)}, {β˜n(t)} with α0 = α˜, β0 = β˜ and functions a(t), b(t) such that
lim
n→∞
α˜n(t) = a(t), lim
n→∞
β˜n(t) = b(t) and
α˜ = α˜0 ≤ α˜1 ≤ · · · ≤ α˜n ≤ a ≤ u ≤ b ≤ β˜n ≤ · · · ≤ β˜1 ≤ β˜0 = β˜
on [0, θ], where u is a solution of system (3.1) such that α˜(t) ≤ u(t) ≤ β˜(t) on [0, θ] a.s., and
u(0)
d
= u(θ). Therefore, there is a θ−periodic solution x∗(t) in distribution of system (3.1).
Proof. To prove the first result of this theorem, we divide it into three steps.
• Step 1: Construct an auxiliary equation, and prove that it has a unique solution.
• Step 2: From Step 1, we define a mapping, and show it has two order properties.
• Step 3: From Step 2, we can find monotone sequences, and so the result holds.
Step 1: Consider the following equation
du = (f(t, η)−M(u− η))dt + g(t, u)dB(t), (3.4)
where η ∈ [α˜, β˜] = {u ∈ L2([0, θ];R), α˜ ≤ u ≤ β˜ a.s.}. It is easy to see that
u(t) = u(0)e−Mt +
∫ t
0
e−M(t−s)(f(s, η(s)) +Mη(s))ds +
∫ t
0
e−M(t−s)g(s, u(s))dB(s) , Tu,
where T : {u ∈ L2([0, θ];R), α˜ ≤ u ≤ β˜ a.s.} → {u ∈ L2([0, θ];R), α˜ ≤ u ≤ β˜ a.s.}. Obviously, there
is a unique solution u(t), t ∈ [0, θ] of system (3.4) from the continuity of its coefficients. That is to
say, for each η ∈ [α˜, β˜] and the initial value γ ∈ L2([0, θ];R), α˜(0) ≤ γ ≤ β˜(0), there exists a solution
α˜(t) ≤ uγ,η(t) ≤ β˜(t). Moreover, we can claim that for each fixed η ∈ [α˜, β˜], there exists a unique
solution in distribution of (3.4) with u(0)
d
= u(θ). In fact,
E|u(t)− v(t)|2 = E
∣∣∣∣(u(0) − v(0))e−Mt + ∫ t
0
e−M(t−s)(g(s, u(s)) − g(s, v(s)))dB(s)
∣∣∣∣2
≤ 2E
∣∣(u(0) − v(0))e−Mt∣∣2 + 2E ∫ t
0
e−2M(t−s)|g(s, u(s)) − g(s, v(s))|2ds
≤ 2e−2MtE |(u(0) − v(0))|2 + 2L
∫ t
0
e−2M(t−s)E|u(s)− v(s)|2ds.
This together with Gronwall’s inequality implies that
E|u(t) − v(t)|2 ≤ 2e−2(M−L)tE |(u(0) − v(0))|2 .
Then
E|u(θ)− v(θ)|2 ≤ 2e−2(M−L)θE |(u(0) − v(0))|2 .
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Define T˜ u(0) = Tu(θ). Noting that α˜(0) ≤ α˜(θ), β˜(0) ≥ β˜(θ) and by Lemma 3.1 we have T˜ :
[α˜(0), β˜(0)] → [α˜(0), β˜(0)]. Together with 2e−2(M−L)θ < 1, i.e. M − L > ln 2
2θ
, we know that T˜
is contract. Therefore, according to Banach’s contraction principle, there is a γ∗, such that α˜(t) ≤
u∗γ∗,η(t) ≤ β˜(t) and u∗γ∗,η(0) d= u∗γ∗,η(θ) of system (3.4).
Step 2: Now define a mapping A(η) = u, where u is the unique solution of (3.4) with u(0)
d
= u(θ).
The mapping A is continuous. In fact, for any η1, η2 ∈ [α˜, β˜] and ‖η1 − η2‖2 < ǫ, then
E|A(η1)−A(η2)|2
= E
∣∣∣∣∫ t
0
e−M(t−s)(f(s, η1(s)− f(s, η2(s)) +M(η1(s)− η2(s))ds+
∫ t
0
e−M(t−s)(g(s, u1(s))− g(s, u2(s)))dB(s)
∣∣∣∣2
≤ 3E
∣∣∣∣∫ t
0
e−M(t−s)(f(s, η1(s)− f(s, η2(s))ds
∣∣∣∣2 + 3E ∣∣∣∣∫ t
0
e−M(t−s)M(η1(s)− η2(s))ds
∣∣∣∣2
+ 3E
∣∣∣∣∫ t
0
e−M(t−s)(g(s, u1(s))− g(s, u2(s)))dB(s)
∣∣∣∣2
≤ 3
∫ t
0
e−2M(t−s)dsE
∫ t
0
|f(s, η1(s))− f(s, η2(s))|2ds+ 3
∫ t
0
e−2M(t−s)dsE
∫ t
0
M2|η1(s)− η2(s)|2ds
+ 3E
∫ t
0
e−2M(t−s)|g(s, u1(s))− g(s, u2(s))|2ds
≤ 3ME
∫ t
0
|η1(s)− η2(s)|2ds+ 3L
∫ t
0
E|A(η1)−A(η2)|2ds.
It is easy to see the result is true through Gronwall’s inequality. Moreover A satisfies
(i) α˜ ≤ A(α˜), β˜ ≥ A(β˜) a.s.;
(ii) for η1, η2 ∈ [α˜, β˜], η1 ≤ η2 a.s. implies Aη1 ≤ Aη2 a.s., i.e., the mapping A possesses a
monotone property on the segment [α˜, β˜].
To prove (i), let εn > 0 be a strictly decreasing sequence with lim
n→∞
εn = 0. Define f
εn
1 (t, x) =
f1(t, x)− εn and
dα˜n0(t) = f
εn
1 (t, α˜n0(t))dt+ g(t, α˜n0(t))dB(t)
= (α′(t)−M(α˜n0(t)− α(t)) − εn)dt+ g(t, α˜n0(t))dB(t)
with the same initial value as the initial value of α˜(t). Obviously,
f ε11 (t, x) < f
ε2
1 (t, x) < · · · < f εn1 (t, x) < f1(t, x). (3.5)
Comparison theorems and (3.5) imply that
α˜10(t) ≤ α˜20(t) ≤ · · · α˜n0(t) ≤ α˜(t) a.s. for t ∈ [0, θ].
We can show that
lim
n→∞
α˜n0(t) = α˜(t) a.s. for t ∈ [0, θ]. (3.6)
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For this, let
α˜0(t) , lim
n→∞
α˜n0(t) a.s. for t ∈ [0, θ]. (3.7)
We need to show that α˜0(t) = α˜(t) a.s. for t ∈ [0, θ], which reduce to check that α˜0(t) satisfies (3.2)
according to the uniqueness of the strong solution.
For this aim, we first prove that α˜n0(t) converges to α˜
0(t) uniformly in t ∈ [0, θ] a.s. as n→∞.
Note that
sup
0≤s≤t
|α˜(n+1)0(s)− α˜n0(s)|2
= sup
0≤s≤t
∣∣∣∣∫ s
0
(f
εn+1
1 (u, α˜(n+1)0(u)) − f εn1 (u, α˜n0(u)))du +
∫ s
0
(g(u, α˜(n+1)0(u)) − g(u, α˜n0(u)))dB(u)
∣∣∣∣2
= sup
0≤s≤t
∣∣∣∣(εn − εn+1)s−M ∫ s
0
[(α˜(n+1)0(u)− α(u)) − (α˜n0(u)− α(u))]du
+
∫ s
0
(g(u, α˜(n+1)0(u))− g(u, α˜n0(u)))dB(u)
∣∣∣∣2
≤ 3|εn − εn+1|2θ2 + 3M2
(∫ t
0
|α˜(n+1)0(u)− α˜n0(u)|du
)2
+ 3 sup
0≤s≤t
∣∣∣∣∫ s
0
(g(u, α˜(n+1)0(u))− g(u, α˜n0(u)))dB(u)
∣∣∣∣2
≤ 3|εn − εn+1|2θ2 + 3M2θ
∫ t
0
|α˜(n+1)0(u)− α˜n0(u)|2du+ 3 sup
0≤s≤t
∣∣∣∣∫ s
0
(g(u, α˜(n+1)0(u)) − g(u, α˜n0(u)))dB(u)
∣∣∣∣2 .
Then
E sup
0≤s≤t
|α˜(n+1)0(s)− α˜n0(s)|2
≤ 3|εn − εn+1|2θ2 + 3M2θE
∫ t
0
|α˜(n+1)0(u)− α˜n0(u)|2du+ 3E sup
0≤s≤t
∣∣∣∣∫ s
0
(g(u, α˜(n+1)0(u))− g(u, α˜n0(u)))dB(u)
∣∣∣∣2
≤ 3|εn − εn+1|2θ2 + 3M2θE
∫ t
0
|α˜(n+1)0(u)− α˜n0(u)|2du+ 12E
∫ t
0
|g(u, α˜(n+1)0(u))− g(u, α˜n0(u))|2du
≤ 3|εn − εn+1|2θ2 + (3M2θ + 12L)
∫ t
0
E|α˜(n+1)0(u)− α˜n0(u)|2du
≤ 3|εn − εn+1|2θ2 + (3M2θ + 12L)
∫ t
0
E sup
0≤s≤u
|α˜(n+1)0(s)− α˜n0(s)|2du.
Applying Gronwall’s inequality yields
E sup
0≤s≤t
|α˜(n+1)0(s)− α˜n0(s)|2 ≤ 3|εn − εn+1|2θ2e(3M
2θ+12L)θ. (3.8)
The property of εn tells us that there is an N1 > 0 that for n ≥ N1,
εn − εn+1 ≤ 1√
3θ2e(3M
2θ+12L)θ8n
. (3.9)
Substituting (3.9) into (3.8), we get
E sup
0≤s≤θ
|α˜(n+1)0(s)− α˜n0(s)|2 ≤
1
8n
for n ≥ N1.
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By Chebyshev’s inequality we have
∞∑
n=N1
P
(
sup
0≤s≤θ
|α˜(n+1)0(s)− α˜n0(s)| > 2−(n+1)
)
≤
∞∑
n=N1
E sup
0≤s≤θ
|α˜(n+1)0(s)− α˜n0(s)|2
2−2(n+1)
≤
∞∑
n=N1
4
1
2n
<∞.
In view of the well-known Borel-Cantelli lemma, one sees that for almost all ω ∈ Ω
sup
0≤s≤θ
|α˜(n+1)0(s)− α˜n0(s)| ≤ 2−(n+1). (3.10)
It tells us that there exists an N2(ω) ≥ N1, for all ω ∈ Ω excluding a P -null set, for which (3.10) holds
whenever n ≥ N2. Consequently, α˜n0(t) uniformly converges to α˜0(t) and α˜0(t) is continuous on [0, θ]
a.s.
Define
TN , inf{t > 0 : |α˜0(t)| > N or |α˜n0(t)| > N} ∧N, for every N > 0.
In terms of (3.7) and Lebesgue dominated convergence theorem, we have
lim
n→∞
∫ t∧TN
0
f εn1 (s, α˜n0(s))ds =
∫ t∧TN
0
f1(s, α˜
0(s))ds a.s.
lim
n→∞
E
∫ t∧TN
0
|g(s, α˜n0(s))− g(s, α˜0(s))|2ds = 0,
which together with Proposition 3.2 in [12] implies that
lim
n→∞
∫ t∧TN
0
g(s, α˜n0(s))dB(s) =
∫ t∧TN
0
g(s, α˜0(s))dB(s) in L2.
Hence
α˜0(t ∧ TN ) = α˜(0) +
∫ t∧TN
0
f1(s, α˜
0(s))ds +
∫ t∧TN
0
g(s, α˜0(s))dB(s).
Note that lim
N→∞
TN = θ, then
α˜0(t) = α˜(0) +
∫ t
0
f1(s, α˜
0(s))ds+
∫ t
0
g(s, α˜0(s))dB(s).
Therefore, (3.6) is true. It tells us that for ς =
1
2
min
t∈[0,θ]
{α˜(t) − α(t)} > 0, there is a N˜0 such that for
n > N˜0, |α˜n0(t)− α˜(t)| < ς a.s., which implies that
α˜n0(t) > α(t) a.s. for n > N˜0. (3.11)
Since α˜0(t) is a modification of the solution α˜(t) and α˜n0(t) uniformly converges to α˜
0(t), then in
order to verify that
α˜ ≤ A(α˜) a.s., (3.12)
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we only need to prove that
α˜n0 ≤ A(α˜n0) a.s. for n > N˜0.
For this, set A(α˜n0) = α˜n1, where α˜n1 is the unique solution of (3.4) with η = α˜n0. That is
dα˜n1 = [f(t, α˜n0)−M(α˜n1 − α˜n0)]dt+ g(t, α˜n1)dB(t).
Set Ynα(t) = α˜n1(t)− α˜n0(t). Then
dYnα(t) = [f(t, α˜n0)−M(α˜n1 − α˜n0)− f εn1 (t, α˜n0)]dt+ (g(t, α˜n1)− g(t, α˜n0))dB(t).
Define the stopping time
τα , inf{t > 0 : α˜n0(t) > α˜n1(t), n > N˜0}. (3.13)
Obviously, τα ≤ θ. In order to verify the conclusion, we have to show that
P ({τα < θ}) = 0. (3.14)
For this purpose, let
κα , inf{t > τα : Znα(t, ω) , f εn1 (t, α˜n0(t))− [f(t, α˜n0(t))−M(α˜n1(t)− Y −nα(t)− α˜n0(t))] > 0, n > N˜0}.
It is easy to see that Znα(t, ω) is Ft-adapted and its sample path is continuous. Then κα is a Ft-
stopping time.
We claim that
κα > τα on {τα < θ}. (3.15)
From the definition of κα, we know that κα ≥ τα and
f εn1 (κα, α˜n0(κα))− [f(κα, α˜n0(κα))−M(α˜n1(κα)− Y −nα(κα)− α˜n0(κα))] ≥ 0, n > N˜0. (3.16)
Hence if we show that the case κα = τα is impossible, then (3.15) is true. Suppose κα = τα on
{τα < θ}. Since α˜n0(τα) = α˜n1(τα), we have Y −nα(τα) = Y −nα(κα) = 0. This together with (3.11) and
the hypothesis H for f implies
f εn1 (κα, α˜n0(κα))− [f(κα, α˜n0(κα))−M(α˜n1(κα)− Y −nα(κα)− α˜n0(κα))]
= α′(κα)−M(α˜n0(κα)− α(κα))− εn − [f(κα, α˜n0(κα))−M(α˜n1(κα)− Y −nα(κα)− α˜n0(κα))]
≤ f(κα, α(κα))−M(α˜n0(κα)− α(κα))− εn − f(κα, α˜n0(κα))
≤ −M(α(κα)− α˜n0(κα))−M(α˜n0(κα)− α(κα))− εn < 0
on {τα < θ} for n > N˜0, which contradicts (3.16). Hence (3.15) holds. Therefore, it can be seen that
for s ∈ [τα, κα], n > N˜0
f εn1 (s, α˜n0(s))− [f(s, α˜n0(s))−M(α˜n1(s)− Y −nα(s)− α˜n0(s))] ≤ 0 (3.17)
on {τα < θ}.
Now we can show that (3.14) is ture. If not, assume that for some N
P (B) , P ({τα < θ}) > 0.
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Since Ynα(t) is a continuous semimartingale [22], applying Itoˆ’s formula yields
ϕǫ(Ynα((τα + t) ∧ κα ∧ θ))
= ϕǫ(Ynα(τα ∧ κα ∧ θ)) +
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′ǫ(Ynα(s))[f(s, α˜n0(s))−M(α˜n1(s)− α˜n0(s))− f εn1 (s, α˜n0(s))]ds
+
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′ǫ(Ynα(s))(g(s, α˜n1(s))− g(s, α˜n0(s)))dB(s)
+
1
2
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′′ǫ (Ynα(s))(g(s, α˜n1(s))− g(s, α˜n0(s)))2ds
=
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′ǫ(Ynα(s))[f(s, α˜n0(s))−M(α˜n1(s)− α˜n0(s))− f εn1 (s, α˜n0(s))]ds
+
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′ǫ(Ynα(s))(g(s, α˜n1(s))− g(s, α˜n0(s)))dB(s)
+
1
2
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′′ǫ (Ynα(s))(g(s, α˜n1(s))− g(s, α˜n0(s)))2ds
, ∆1 +∆2 +∆3,
(3.18)
where ϕǫ(y) is defined by (2.2). Note that E[∆2|Fτα ] = 0. This together with the fact that IB is
Fτα-measurable (see Lemma 1.2.16 in [12]) implies that
E[∆2IB] = E[E[∆2IB|Fτα ]] = E[IBE[∆2|Fτα ]] = 0.
Multiplying both sides of (3.18) by the indicator function IB, and then taking expectation, we obtain
E[IBϕǫ(Ynα((τα + t) ∧ κα ∧ θ))]
= E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′ǫ(Ynα(s))[f(s, α˜n0(s))−M(α˜n1(s)− α˜n0(s))− f εn1 (s, α˜n0(s))]ds
]
+
1
2
E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
ϕ′′ǫ (Ynα(s))(g(s, α˜n1(s))− g(s, α˜n0(s)))2ds
]
.
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Letting ǫ→ 0 yields
E[IB(Y
−
nα((τα + t) ∧ κα ∧ θ))2]
= E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
2(Y −nα(s))[f(s, α˜n0(s))−M(α˜n1(s)− α˜n0(s))− f εn1 (s, α˜n0(s))]ds
]
+
1
2
E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
I{Ynα(s)≤0}(g(s, α˜n1(s))− g(s, α˜n0(s)))2ds
]
≤ −2ME
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
(Y −nα(s))
2ds
]
+
L
2
E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
I{Ynα(s)≤0}(α˜n1(s)− α˜n0(s))2ds
]
+ E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
2(Y −nα(s))[f(s, α˜n0(s))−M(α˜n1(s)− Y −nα(s)− α˜n0(s))− f εn1 (s, α˜n0(s))]ds
]
≤ −2ME
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
(Y −nα(s))
2ds
]
+
L
2
E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
I{Yα(s)≤0}(α˜n1(s)− α˜n0(s))2ds
]
=
(
L
2
− 2M
)
E
[
IB
∫ (τα+t)∧κα∧θ
τα∧κα∧θ
(Y −nα(s))
2ds
]
=
(
L
2
− 2M
)
E
[
IB
∫ t
0
(Y −nα((τα + s) ∧ κα ∧ θ))2ds
]
≤ 0,
where the second inequality holds by Y −nα(s) ≤ 0 and f(s, α˜n0(s)) −M(α˜n1(s) − Y −nα(s) − α˜n0(s)) −
f εn1 (s, α˜n0(s)) ≥ 0 for s ∈ [τα, κα], n > N˜0, the last inequality is by
L
2
− 2M < 0. Therefore
E[IB(Y
−
nα((τα + t) ∧ κα ∧ θ))2] = 0,
which tells us that
α˜n1((τα + t) ∧ κα ∧ θ)) ≥ α˜n0((τα + t) ∧ κα ∧ θ)) a.s.
for every t ≥ 0, n > N˜0 on B. It follows from the continuity of α˜n0(t), α˜n1(t) that
α˜n1((τα + t) ∧ κα ∧ θ)) ≥ α˜n0((τα + t) ∧ κα ∧ θ)), t ≥ 0, n > N˜0 a.s.
on B. This contradicts (3.13), which shows that (3.14) holds. Hence we have P ({τα = θ}) = 1.
Therefore
P ({α˜n0(t) ≤ α˜n1(t), t ≥ 0, n > N˜0}) = 1,
i.e.
α˜n0 ≤ A(α˜n0), n > N˜0 a.s.
Similarly, we can prove β˜ ≥ A(β˜) a.s.
To prove (ii), suppose that u1 = A(η1) and u2 = A(η2). In order to get u2 ≥ u1 a.s., we consider
the auxiliary system:
dun1(t) = [f(t, η1)− εn −M(un1 − η1)]dt+ g(t, un1)dB(t) (3.19)
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with initial value un1(0) = u1(0), where εn is defined as previous.
Setting Ynu(t) = u2(t)− un1(t), we get
dYnu(t) = [(f(t, η2)−M(u2 − η2))− (f(t, η1)− εn −M(un1 − η1))]dt+ (g(t, u2)− g(t, un1))dB(t).
Define the stopping time
τu , inf{t > 0 : un1(t) > u2(t)}. (3.20)
It is clear that τu ≤ θ. In order to verify the conclusion, we have to show that
P ({τu < θ}) = 0. (3.21)
Let
κu , inf{t > τu : Znu(t, ω) , [f(t, η1(t))− εn −M(un1(t)− η1(t))]
− [f(t, η2(t))−M(u2(t)− Y −nu(t)− η2(t))] > 0},
where Znu(t, ω) is Ft-adapted and it is continuous for a fixed ω. Hence κu is an Ft stopping time.
We claim that
κu > τu on {τu < θ}. (3.22)
By the definition of κu, we know that κu ≥ τu and
[f(κu, η1(κu))−εn−M(un1(κu)−η1(κu))]−[f(κu, η2(κu))−M(u2(κu)−Y −nu(κu)−η2(κu))] ≥ 0. (3.23)
Then in order to prove (3.22), we only need to prove that the case κu = τu is impossible. If not,
suppose κu = τu on {τu < θ}. Since un1(τu) = u2(τu), we have Y −nu(τu) = Y −nu(κu) = 0. And then
[f(κu, η1(κu))− εn −M(un1(κu)− η1(κu))]− [f(κu, η2(κu))−M(u2(κu)− Y −nu(κu)− η2(κu))]
= f(κu, η1(κu))− f(κu, η2(κu)) +M(η1(κu)− η2(κu))− εn
≤ −M(η1(κu)− η2(κu)) +M(η1(κu)− η2(κu))− εn = −εn < 0
on {τu < θ}, which contradicts (3.23). Hence (3.22) holds. Therefore, it can be seen that for s ∈ [τu, κu]
[f(s, η1(s))− εn −M(un1(s)− η1(s))]− [f(s, η2(s))−M(u2(s)− Y −nu(s)− η2(s))] ≤ 0 (3.24)
on {τu < θ}.
Now we prove (3.21). If not,
P (C) , P ({τu < θ}) > 0.
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By Itoˆ’s formula, we get
ϕǫ(Ynu((τu + t) ∧ κu ∧ θ)) = ϕǫ(Ynu(τu ∧ κu ∧ θ))
+
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′ǫ(Ynu(s))[f(s, η2(s))−M(u2(s)− η2(s))− f(s, η1(s)) + εn +M(un1(s)− η1(s))]ds
+
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′ǫ(Ynu(s))(g(s, u2(s))− g(s, un1(s)))dB(s)
+
1
2
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′′ǫ (Ynu(s))(g(s, u2(s))− g(s, un1(s)))2ds
=
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′ǫ(Ynu(s))[f(s, η2(s))−M(u2(s)− η2(s))− f(s, η1(s)) + εn +M(un1(s)− η1(s))]ds
+
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′ǫ(Ynu(s))(g(s, u2(s))− g(s, un1(s)))dB(s)
+
1
2
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′′ǫ (Ynu(s))(g(s, u2(s))− g(s, un1(s)))2ds
, ∆˜1 + ∆˜2 + ∆˜3.
(3.25)
It is easy to verify that
E[∆˜2IC ] = E[E[∆˜2IC |Fτu ]] = E[ICE[∆˜2|Fτu ]] = 0.
Multiplied by the indicator function IC to the both sides of (3.25), and then taking expectation, we
obtain
E[ICϕǫ(Ynu((τu + t) ∧ κu ∧ θ))]
= E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′ǫ(Ynu(s))[f(s, η2(s))−M(u2(s)− η2(s))− f(s, η1(s)) + εn +M(un1(s)− η1(s))]ds
]
+
1
2
E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
ϕ′′ǫ (Ynu(s))(g(s, u2(s))− g(s, un1(s)))2ds
]
.
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Letting ǫ→ 0 yields
E[IC(Y
−
nu((τu + t) ∧ κu ∧ θ))2]
= E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
2(Y −nu(s))[f(s, η2(s))−M(u2(s)− η2(s))− f(s, η1(s)) + εn +M(un1(s)− η1(s))]ds
]
+
1
2
E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
I{Ynu(s)≤0}(g(s, u2(s))− g(s, un1(s)))2ds
]
≤ −2ME
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
(Y −nu(s))
2ds
]
+
L
2
E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
I{Ynu(s)≤0}(u2(s)− un1(s))2ds
]
+ E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
2(Y −nu(s))[f(s, η2(s))−M(u2(s)− Y −u (s)− η2(s))
−f(s, η1(s)) + εn +M(un1(s)− η1(s))]ds]
≤ −2ME
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
(Y −nu(s))
2ds
]
+
L
2
E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
I{Ynu(s)≤0}(u2(s)− un1(s))2ds
]
=
(
L
2
− 2M
)
E
[
IC
∫ (τu+t)∧κu∧θ
τu∧κu∧θ
(Y −nu(s))
2ds
]
=
(
L
2
− 2M
)
E
[
IC
∫ t
0
(Y −nu((τu + s) ∧ κu ∧ θ))2ds
]
≤ 0,
where the last but one inequality holds by Y −nu(s) ≤ 0 and f(s, η2(s))−M(u2(s)− Y −nu(s)− η2(s)) −
f(s, η1(s))+εn+M(un1(s)−η1(s)) ≥ 0 for s ∈ [τu, κu], the last inequality is by L
2
−2M < 0. Therefore
E[IC(Y
−
u ((τu + t) ∧ κu ∧ θ))2] = 0,
which tells us that
u2((τu + t) ∧ κu ∧ θ)) ≥ un1((τu + t) ∧ κu ∧ θ)) a.s.
for every t ≥ 0 on C. It follows from the continuity of un1(t), u2(t) that
u2((τu + t) ∧ κu ∧ θ)) ≥ un1((τu + t) ∧ κu ∧ θ)), t ≥ 0 a.s.
on C. This contradicts (3.20), which shows P (C) = P ({τu < θ}) = 0. Hence we have P ({τu = θ}) = 1.
Therefore
P ({un1(t) ≤ u2(t), t ≥ 0}) = 1.
On the other hand, from (3.19) and stochastic comparison theorem, we have
u11(t) ≤ u21(t) ≤ · · · ≤ un1(t) ≤ u1(t) a.s. for all t ≥ 0.
Define
lim
n→∞
un1(t) , u˜1(t) a.s. for all t ≥ 0.
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As in the previous proof, we can show that un1(t) uniformly converges to u˜1(t) on t ∈ [0, T ] a.s. as
n→∞. And thus u˜1(t) satisfies
du˜1(t) = [f(t, η1)−M(u˜1 − η1)]dt+ g(t, u˜1)dB(t) a.s. for every t ∈ [0, θ]
with initial value u˜1(0) = u1(0). Therefore, by the uniqueness of strong solutions we get that u˜1(t) is
a modification of the solution u1(t).
Consequently
P ({u1(t) ≤ u2(t), t ≥ 0}) = 1,
i.e.
A(η1) ≤ A(η2) a.s.
Step 3: It is now easy to define the sequences {α˜n(t)}, {β˜n(t)} with α˜ = α˜0, β˜ = β˜0 such that
α˜n = A(α˜n−1), β˜n = A(β˜n−1), we can conclude
α˜ = α˜0 ≤ α˜1 ≤ · · · ≤ α˜n ≤ β˜n ≤ · · · ≤ β˜1 ≤ β˜0 = β˜ a.s.
Using the monotone convergence theorem yields lim
n→∞
α˜n(t) = a(t), lim
n→∞
β˜n(t) = b(t) uniformly
a.s. This implies that
da(t) = f(t, a(t))dt+ g(t, a(t))dB(t),
db(t) = f(t, b(t))dt+ g(t, b(t))dB(t).
Therefore, there is a solution x∗0(t) ∈ [a(t), b(t)] of system (3.1) for t ∈ [0, θ] and x∗0(0) d= x∗0(θ).
Now we prove the second result of this theorem. For t ∈ [θ, 2θ], let s = t− θ, s ∈ [0, θ]. Consider
dx1(s) = f(s, x1(s))ds + g(s, x1(s))dB˜(s), s ∈ [0, θ] (3.26)
with initial value x1(0) = x
∗
0(θ), where B˜(s) = B(s + θ) − B(θ) has the same distribution as B(s).
From the uniqueness of the weak solution, we can know x1(s) = x
∗
0(s) ∈ [a(t), b(t)] is the solution of
system (3.26) for s ∈ [0, θ] and x1(0) = x∗0(θ) d= x1(θ) d= x∗0(0). Since f(t) and g(t) are θ-periodic,
x∗1(t) , x
∗
0(t− θ), t ∈ [θ, 2θ] is still a solution of
dx(t) = f(t, x(t))dt+ g(t, x(t))dB(t), (3.27)
and x∗0(θ) = x
∗
1(θ)
d
= x∗1(2θ). Reaping this process, we can obtain a sequence {x∗k(t)}, t ∈ [kθ, (k +
1)θ], k ∈ Z, and x∗k−1(kθ) = x∗k(kθ)
d
= x∗k((k + 1)θ). Obviously, they are the same in distribution.
Therefore, by the uniqueness, x∗(t) , x∗k(t), t ∈ [kθ, (k + 1)θ], k ∈ Z is the solution of system (3.1),
and it is θ−periodic in distribution.
15
4 Multi-dimensional SDEs
Consider the following d-dimensional SDE
dX(t) = f(t,X(t))dt + g(t,X(t))dB(t), (4.1)
where X(t) = (X1(t),X2(t), · · · ,Xd(t))⊤, B(t) = (B1(t), B2(t), · · · , Br(t))⊤ is an r-dimensional Ft-
adapted Gaussian process with values in Rr, and B1(t), B2(t), · · · , Br(t) are mutually independent.
Assume the drift term and the diffusion term f : R+ × Rd → Rd,g : R+ × Rd → Rd×r are continuous
and satisfy
H∗ : f(t+ θ, x) = f(t, x),g(t + θ, x) = g(t, x),
fi(t, x)− fi(t, y) ≥ −M(xi − yi), i = 1, 2, · · · , d, t ∈ [0, θ] for any x, y such that α ≤ y ≤ x ≤ β,
‖f(t, x)− f(t, y)‖ ≤M‖x− y‖, for any x, y ∈ [α, β],
r∑
j=1
|gij(t, x)− gij(t, y)|2 ≤ L|xi − yi|2, i = 1, 2, · · · , d for any x, y ∈ [α, β],
where θ,M and L are positive constants, α(t), β(t) are defined by Definition 2.1 with h(t, x) = f(t, x).
Define two SDEs by
dα¯i(t) = [α
′
i(t)−M(α¯i(t)− αi(t))]dt+
r∑
j=1
gij(t, α¯(t))dBj(t)
:= f1i(t, α¯(t))dt+
r∑
j=1
gij(t, α¯(t))dBj(t), i = 1, 2, · · · , d,
(4.2)
dβ¯i(t) = [β
′
i(t) +M(β¯i(t)− βi(t))]dt +
r∑
j=1
gij(t, β¯(t))dBj(t)
:= f2i(t, β¯(t))dt+
r∑
j=1
gij(t, β¯(t))dBj(t), i = 1, 2, · · · , d
(4.3)
with initial values α¯(0) = α(0) + ζ and β¯(0) = β(0) − ζ, respectively and t ∈ [0, θ], where α¯(t) =
(α¯1(t), α¯2(t), · · · , α¯d(t))⊤, β¯(t) = (β¯1(t), β¯2(t), · · · , β¯d(t))⊤ and α(t), β(t) are defined by Definition 2.1
with h(t, x) = f(t, x), ζ ∈ Rd+ and ‖ζ‖ is sufficiently small (here ‖ · ‖ is the general Euclidean norm).
As the same argument as in Section 3, we can obtain the following results.
Lemma 4.1. Let α¯(t), β¯(t) (t ∈ [0, θ]) be solutions of equations (4.2) and (4.3) with initial values
α¯(0) and β¯(0), respectively. Assume the second condition in hypothesis H∗ is satisfied. Then
α(t) ≤ α¯(t) ≤ β¯(t) ≤ β(t) a.s.
We now state the second main result as follows:
Theorem 4.1. Let hypothesis H∗ hold, and assume there are strict lower and upper solutions α and
β for h = f with α < β. Then there exit monotone sequences {α¯n(t)}, {β¯n(t)} with α0 = α¯, β0 = β¯
such that lim
n→∞
α¯n(t) = a¯(t), lim
n→∞
β¯n(t) = b¯(t) and
α¯ = α¯0 ≤ α¯1 ≤ · · · ≤ α¯n ≤ a ≤ u ≤ b ≤ β¯n ≤ · · · ≤ β¯1 ≤ β¯0 = β¯
on [0, θ], where u is a solution of system (4.1) such that α¯(t) ≤ u(t) ≤ β¯(t) on [0, θ] a.s., and
u(0)
d
= u(θ). Therefore, there is a θ−periodic solution in distribution of system (4.1).
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5 Applications
In this section, we give some examples to illustrate our results developed in this paper.
Example 5.1. Consider the following scalar SDE:
dx =
(
−a(t)x2n+1 +
2n∑
i=1
ai(t)x
i + e(t)
)
dt+ xdB(t). (5.1)
Here a, ai, e : R→ R are continuous 1−periodic functions (i = 1, 2, · · · , 2n) and a(t) ≥ σ > 0, B(t) is
a one-dimensional Gaussian process. Let
α(t) = c
(
−1 + t
2
)
, β(t) = c
(
1− t
2
)
, t ∈ [0, 1], c≫ 1.
Obviously, α(t) < β(t) for t ∈ [0, 1]. Besides, it is easy to check that α(0) ≤ α(1), β(0) ≥ β(1), and
α′ =
c
2
< f(t, α), β′ = − c
2
> f(t, β),
when c is sufficiently large. Moreover, we have
|f(t, x)− f(t, y)| =
∣∣∣∣∣
(
−a(t)x2n+1 +
2n∑
i=1
ai(t)x
i + e(t)
)
−
(
−a(t)y2n+1 +
2n∑
i=1
ai(t)y
i + e(t)
)∣∣∣∣∣
= |x− y|
∣∣∣∣∣−a(t) (x2n + x2n−1y + · · ·+ y2n)+
2n∑
i=1
ai(t)
(
xi−1 + xi−2y + · · ·+ yi)∣∣∣∣∣
≤M |x− y| for any x, y ∈ [α, β], t ∈ [0, 1],
whereM = max
t∈[0,1],x,y∈[α,β]
∣∣∣∣−a(t) (x2n + x2n−1y + · · · + y2n)+ 2n∑
i=1
ai(t)
(
xi−1 + xi−2y + · · ·+ yi)∣∣∣∣ <∞,
and
|g(t, x) − g(t, y)|2 = |x− y|2 for any x, y ∈ [α, β], t ∈ [0, 1].
Therefore, by Theorems 3.1, there is a 1-periodic solution x(t) in distribution of system (5.1).
Example 5.2. Consider the following d-dimensional SDE:
dX = (−A(t)X + p(t)) dt+XdB(t), (5.2)
where X = (x1, x2, · · · , xd)⊤, B(t) = (B1(t), B2(t), · · · , Bd(t)) are a d−dimensional Gaussian process,
A = (aij)d×d : R → Rd×d, p = (p1, p2, · · · , pd)⊤ : R → Rd are continuous θ−periodic functions and
satisfy
aij ≤ 0, i 6= j,
aii ≥ σ > 0, i, j = 1, 2, · · · , d,
aii ≥ −
∑
j 6=i
aij , i = 1, 2, · · · , d.
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Set
α(t) = −c(1, 1, · · · , 1)⊤, β(t) = −α(t), t ∈ [0, θ], c≫ 1.
Obviously, α(t) < β(t) for t ∈ [0, θ], and α(0) ≤ α(1), β(0) ≥ β(1). Besides, it is easy to check that
α′ = (0, 0, · · · , 0)⊤ < f(t, α) =
c d∑
j=1
a1j + p1(t), c
d∑
j=1
a2j + p2(t), · · · , c
d∑
j=1
adj + pd(t)
⊤ ,
β′ = (0, 0, · · · , 0)⊤ > f(t, β) =
−c d∑
j=1
a1j + p1(t),−c
d∑
j=1
a2j + p2(t), · · · ,−c
d∑
j=1
adj + pd(t)
⊤ ,
for c sufficiently large. Moreover, we have for any α ≤ Y ≤ X ≤ β, t ∈ [0, θ],
fi(t,X) − fi(t, Y ) = −
n∑
j=1
aij(xj − yj) ≥ −aii(xi − yi), i = 1, 2, · · · , d,
and for any X,Y ∈ [α, β], t ∈ [0, θ],
‖f(t,X) − f(t, Y )‖ = ‖A(t)(X − Y )‖ ≤M‖X − Y ‖,
|gi(t,X) − gi(t, Y )|2 = |xi − yi|2, i = 1, 2, · · · , d,
where M = max
t∈[0,θ]
{‖A(t)‖}. Therefore, by Theorems 4.1, there is a θ-periodic solution X(t) in distri-
bution of system (5.1).
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