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Abstract
In this paper, we study the nonlinear one-dimensional periodic wave equation with x-dependent co-
efficients u(x)ytt − (u(x)yx)x + g(x, t, y) = f (x, t) on (0,π) × R under the boundary conditions
a1y(0, t) + b1yx(0, t) = 0, a2y(π, t) + b2yx(π, t) = 0 (a2i + b2i = 0 for i = 1,2) and the periodic con-
ditions y(x, t + T ) = y(x, t), yt (x, t + T ) = yt (x, t). Such a model arises from the forced vibrations of a
nonhomogeneous string and the propagation of seismic waves in nonisotropic media. A main concept is
the notion “weak solution” to be given in Section 2. For T is the rational multiple of π , we prove some
important properties of the weak solution operator. Based on these properties, the existence and regularity
of weak solutions are obtained.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the existence and regularity of T -periodic solutions to the non-
linear one-dimensional wave equation
u(x)ytt −
(
u(x)yx
)
x
+ g(x, t, y) = f (x, t), x ∈ (0,π), t ∈ R, (1.1)
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a1y(0, t)+ b1yx(0, t) = 0, a2y(π, t)+ b2yx(π, t) = 0, t ∈ R, (1.2)
and the periodic conditions
y(x, t + T ) = y(x, t), yt (x, t + T ) = yt (x, t), x ∈ (0,π), t ∈ R, (1.3)
where a2i + b2i = 0 for i = 1,2.
In this paper we only consider the periodic solutions of problem (1.1)–(1.3) with a prescribed
period T which is rational multiple of π . For simplicity we rewrite it as
T = 2πp/q, (1.4)
where p, q are relatively prime positive integers. Assumption (1.4) includes all rational multiples
of π and such an assumption plays a technical but essential role in the proofs. The reason is that
when T is not rational multiple of π we are led to unsolved difficulties related to small divisors.
As stated in [2–4], Eq. (1.1) describes the forced vibrations of a nonhomogeneous string and
the propagation of seismic waves in nonisotropic media. More precisely, the vertical displace-
ment y(z, t) at depth z and time t of a plane seismic waves is described by the equation
ρ(z)ytt −
(
μ(z)yz
)
z
= 0
under some boundary conditions in z and initial conditions in t . Here ρ is the rock density and μ
is the elasticity coefficient. By the change of variable given by
x =
z∫
0
(
ρ(s)
μ(s)
)1/2
ds,
we obtain
u(x)ytt −
(
u(x)yx
)
x
= 0,
where u = (ρμ)1/2 denotes the acoustic impedance function.
The problem of finding periodic solutions to nonlinear wave equations with constant coef-
ficients (i.e., when u(x) ≡ 1) has attracted much attention since 1960s (see [1,5–7,9–11,13,14]
and the references cited there). In particular, in the original work of Craig and Wayne [10], peri-
odic solutions for one-dimensional conservative nonlinear wave equations have been extensively
studied by using Lyapunov–Schmidt method and Newton iterations. Recently in [2–4], Barbu
and Pavel studied the periodic solutions to wave equations with x-dependent coefficients for the
first time. In [2], Barbu and Pavel investigated the periodic solutions to Eq. (1.1) under the bound-
ary conditions −u(0)yx(0, t) = h(t), y(1, t) = 0 and periodic conditions (1.3) for the case that
g ≡ 0 and u(x) is a piece-wise constant function. In the case of smooth coefficients, the same
problem as in [2] was considered in [3] along with an inverse problem associated with (1.1) by
Barbu and Pavel for g ≡ 0 and T = (2k + 1)/p, k = 0,1, . . . , p = 1,2, . . . . In addition, for the
case g(x, t, y) = g(y), Barbu and Pavel also studied periodic solutions to (1.1) in [4] under the
Dirichlet boundary conditions y(0, t) = 0, y(π, t) = 0 and periodic conditions (1.3).
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to (1.1) under the general boundary conditions (1.2) and periodic conditions (1.3).
Set Ω = (0,π)× (0, T ). Throughout this paper we shall make the following hypotheses:
(H1) u ∈ H 2(0,π); u(x) 1, ∀x ∈ [0,π] and
ρ = ess infηu(x) > 0,
where
ηu(x) = 12
u′′
u
− 1
4
(
u′
u
)2
.
(H2) The function f,g is periodic in t with period T , g is continuous in Ω × R, nondecreasing
in y for all (x, t) ∈ Ω , and satisfies
∣∣g(x, t, y)− g(x, t, z)∣∣ γ |y − z|, y, z ∈ R, a.e. (x, t) ∈ Ω,
for some γ > 0.
Some other assumptions on f , g and the parameters a1, a2, b1, b2 will be given later. We remark
that in (H1) we can replace u(x) 1 by u(x) a > 0. In this case γ < α in Theorems 3.3, 4.3,
5.3 must be replaced by a−1γ < α and γ < d in Theorems 3.4, 4.4, 5.4 by a−1γ < d .
This paper is organized as follows. Some preliminaries and the definitions of weak solution
and weak solution operator are given in Section 2. Then based on the type of boundary conditions
(see Cases 1–4 in Section 2), we shall study the properties of weak solution operator and the
existence and regularity of weak solutions to (1.1)–(1.3), respectively. In Section 3, we consider
the Dirichlet–Neumann boundary value problem (i.e., Cases 1 and 2). In Section 4, we consider
the Neumann boundary value problem (i.e., Case 3). Finally, the general boundary value problem
(i.e., Case 4) is considered in Section 5.
2. Definitions and preliminaries
Let
Φ = {ϕ ∈ H 2(Ω): a1ϕ(0, t)+ b1ϕx(0, t) = 0, a2ϕ(π, t)+ b2ϕx(π, t) = 0,
ϕ(x,0) = ϕ(x,T ), ϕt (x,0) = ϕt (x,T )
}
.
We first consider the following problem:
u(x)ytt −
(
u(x)yx
)
x
= f (x, t), (x, t) ∈ Ω, (2.1)
a1y(0, t)+ b1yx(0, t) = 0, a2y(π, t)+ b2yx(π, t) = 0, t ∈ (0, T ), (2.2)
y(x,0) = y(x,T ), yt (x,0) = yt (x, T ), x ∈ (0,π), (2.3)
where f ∈ L2(Ω) and a2 + b2 = 0 for i = 1,2.i i
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satisfies ∫
Ω
y
(
uϕtt − (uϕx)x
)
dx dt =
∫
Ω
fϕ dx dt for all ϕ ∈ Φ. (2.4)
Obviously, a weak solution of class H 2(Ω) satisfies (2.1)–(2.3) in classical sense.
Let
D(A) = {y ∈ L2(Ω): there is f ∈ L2(Ω) such that (2.4) holds},
where A :D(A) → L2(Ω) is defined by
Ay = f iff
∫
Ω
y
(
uϕtt − (uϕx)x
)
dx dt =
∫
Ω
ufϕ dx dt, ∀ϕ ∈ Φ. (2.5)
In terms of A, the weak solution y to (2.1)–(2.3) is the solution to the operator equation Ay =
u−1f . Note that for each y ∈ D(A) there is a precisely one f ∈ L2(Ω) such that Ay = u−1f
(due to the density of Φ in L2(Ω)), so A is a well-defined linear operator.
We rewrite (1.1)–(1.3) on Ω in the following form:
u(x)ytt −
(
u(x)yx
)
x
+ g(x, t, y) = f (x, t), (x, t) ∈ Ω, (2.6)
a1y(0, t)+ b1yx(0, t) = 0, a2y(π, t)+ b2yx(π, t) = 0, t ∈ (0, T ), (2.7)
y(x,0) = y(x,T ), yt (x,0) = yt (x, T ), x ∈ (0,π). (2.8)
Similar to Definition 2.1, we define the weak solution to (2.6)–(2.8) as follows.
Definition 2.2. The function y ∈ L2(Ω) is called a weak solution to problem (2.6)–(2.8) if it
satisfies∫
Ω
y
(
uϕtt − (uϕx)x
)
dx dt +
∫
Ω
g(x, t, y)ϕ dx dt =
∫
Ω
fϕ dx dt for all ϕ ∈ Φ.
For the study of periodic solutions to (2.6)–(2.8), we need to use the following complete
orthonormal system of eigenfunctions {ψmϕn: m ∈ Z, n ∈ N0 ≡ {0} ∪ N} in L2(Ω) (see [15]),
where
ψm(t) = 1√
T
eiμmt , μm = 2mπ
T
, m ∈ Z, (2.9)
and λn,ϕn are given by the Sturm–Liouville problem
−(uϕ′n)′ = uλnϕn, (2.10)
a1ϕn(0)+ b1ϕ′n(0) = 0, (2.11)
a2ϕn(π)+ b2ϕ′n(π) = 0, (2.12)
where ϕ′n(x) = d ϕn(x).dx
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〈ϕ,ψ〉 =
π∫
0
u(x)ϕ(x)ψ¯(x) dx, ϕ,ψ ∈ L2(0,π).
Thus ‖ϕn‖2L2 =
∫ π
0 u(x)ϕ
2
n(x) dx = 1. Accordingly, the inner product in L2(Ω) is defined by
〈f,g〉 =
∫
Ω
u(x)f (x, t)g¯(x, t) dx dt, f, g ∈ L2(Ω).
Thus the norm of y ∈ L2(Ω) is given by
‖y‖L2 =
( ∫
Ω
u(x)
∣∣y(x, t)∣∣ 2 dx dt)1/2.
It is known [12] that λn is increasingly convergent to +∞ as n → +∞. In order to characterize
the asymptotic formulas of eigenvalues λn, we set zn(x) = (u(x))1/2ϕn(x), then zn satisfies the
Sturm–Liouville problem
z′′n(x)+
(
λn − ηu(x)
)
zn(x) = 0, (2.13)
α1zn(0)− β1z′n(0) = 0, (2.14)
α2zn(π)+ β2z′n(π) = 0. (2.15)
Here α1 = a1 − b12 (u
′(0)
u(0) ), β1 = −b1 and α2 = a2 − b22 (u
′(π)
u(π)
), β2 = b2. As usual, we assume that
(H3) αi  0, βi  0 and αi + βi > 0 for i = 1,2.
Lemma 2.1. Assume (H3) holds. Then the eigenvalues of (2.13)–(2.15) satisfy λn  ρ =
ess infηu(x) > 0 for all n ∈ N0. In particular, if α21 + α22 = 0, then λn > ρ for all n ∈ N0.
Proof. Multiplying (2.13) by zn(x) and integrating over (0,π), we have
λn
π∫
0
z2n(x) dx =
π∫
0
ηu(x)z
2
n(x) dx −
π∫
0
z′′n(x)zn(x) dx. (2.16)
The integration by parts yields
π∫
z′′n(x)zn(x) dx = zn(π)z′n(π)− zn(0)z′n(0)−
π∫ (
z′n(x)
)2
dx. (2.17)0 0
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zn(0)z′n(0) =
1
α1 + β1
(
α1z
2
n(0)+ β1
(
z′n(0)
)2) 0. (2.18)
On the other hand, multiplying (2.15) by z′n(π)+ zn(π), we obtain
zn(π)z
′
n(π) = −
1
α2 + β2
(
α2z
2
n(π)+ β2
(
z′n(π)
)2) 0. (2.19)
The combination of (2.16)–(2.19) gives
λn
π∫
0
z2n(x) dx 
π∫
0
ηu(x)z
2
n(x) dx  ρ
π∫
0
z2n(x) dx,
which implies λn  ρ > 0.
In what follows, we further prove that λn > ρ if α21 +α22 = 0. Suppose by contrary that λn = ρ.
Then (2.16) becomes
π∫
0
z′′n(x)zn(x) dx =
π∫
0
(
ηu(x)− ρ
)
z2n(x) dx.
The integration by parts yields
π∫
0
(
ηu(x)− ρ
)
z2n(x) dx +
π∫
0
(
z′n(x)
)2
dx = zn(π)z′n(π)− zn(0)z′n(0). (2.20)
The combination of (2.18)–(2.20) implies z′n(x) = 0. Therefore zn(x) = C = 0 (since zn(x) is the
eigenfunction). Substituting it into (2.13)–(2.15), we obtain α1 = α2 = 0 which is a contradiction
to α21 + α22 = 0. The proof is completed. 
Based on Lemma 2.1, for convenience, in what follows we use λ2n to denote the eigenvalues
of (2.10)–(2.12) or (2.13)–(2.15). That is to say, we shall replace λn in (2.10) and (2.13) by λ2n.
The further investigation shows that the eigenvalues λ2n of (2.10)–(2.12) or (2.13)–(2.15) are
provided with different form when the type of boundary conditions is different. Therefore in what
follows we shall study the properties of weak solution operator and the existence and regularity
of weak solutions to (2.6)–(2.8) based on the type of boundary conditions, respectively. For the
Dirichlet boundary conditions y(0, t) = 0, y(π, t) = 0 (i.e., α1 > 0, α2 > 0 and β1 = β2 = 0),
Barbu and Pavel have studied periodic solutions to equation u(x)ytt − (u(x)yx)x + g(y) =
f (x, t) in [4]. Here we are interested in the following several situations:
Case 1: α1 > 0, β1 = 0, α2 = 0, β2 > 0;
Case 2: α1 = 0, β1 > 0, α2 > 0, β2 = 0;
Case 3: α1 = 0, β1 > 0, α2 = 0, β2 > 0;
Case 4: α1 > 0, β1 > 0, α2 > 0, β2 > 0.
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boundary conditions, Case 3 is called Neumann boundary conditions and we call Case 4 the
general boundary conditions.
In order to obtain the existence and regularity of weak solutions to (2.6)–(2.8), we need an
additional assumption:
(H4) The function f ∈ L∞(Ω) satisfies
u(x)
(
P
(
u−1f
))
(x, t) ⊂ K a.e. (x, t) ∈ Ω,
where K is a compact interval included in (g(x, t,−∞), g(x, t,+∞)) a.e. (x, t) ∈ Ω , and
P :L2(Ω) → N(A) is the projection operator on the null space N(A) of A.
Here we remark that if there exist M1, M2 with M1 < M2 such that the range R(f ) of f sat-
isfies R(f ) ⊂ [M1,M2] ⊂ (g(x, t,−∞), g(x, t,+∞)) for all (x, t) ∈ Ω , then assumption (H4)
is automatically satisfied.
3. Dirichlet–Neumann boundary value problem
We remark that Cases 1 and 2 are equivalent by the transformation x˜ = π − x, therefore we
only discuss Case 1 in this section. We first investigate the asymptotic formulas of eigenvalues
λ2n of (2.10)–(2.12) or (2.13)–(2.15), then prove some important properties of weak solution
operator. Finally, by utilizing these properties we study the existence and regularity of weak
solutions to Dirichlet–Neumann boundary value problem
u(x)ytt −
(
u(x)yx
)
x
+ g(x, t, y) = f (x, t), (x, t) ∈ Ω, (3.1)
a1y(0, t)+ b1yx(0, t) = 0, a2y(π, t)+ b2yx(π, t) = 0, t ∈ (0, T ), (3.2)
y(x,0) = y(x,T ), yt (x,0) = yt (x, T ), x ∈ (0,π), (3.3)
where a1, b1, a2, b2 satisfy a1 = b12 (u
′(0)
u(0) ), a2 = b22 (u
′(π)
u(π)
), b1 = 0 and b2 = 0.
In this case, the Sturm–Liouville problem (2.13)–(2.15) can be rewritten as
z′′n(x)+
(
λ2n − ηu(x)
)
zn(x) = 0, (3.4)
zn(0) = 0, (3.5)
z′n(π) = 0. (3.6)
3.1. Asymptotic formulas of eigenvalues
Lemma 3.1. Let λ20 < λ21 < · · · and z0, z1, . . . denote the eigenvalues and real orthonormal eigen-functions of (3.4)–(3.6), respectively. Then the inequality
(n+ 1/2)2 + ρ  λ2n  (n+ 1/2)2 +
2
π
π∫
0
ηu(x) dx
holds for all n ∈ N0.
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μ = ρ, q(x) = ηu(x) and λ2n in place of μn.
In what follows we prove the upper bound. In (3.4), we introduce the Prüfer transformation
zn = r sin θ, z′n = λnr cos θ
with r(x) > 0. It is easily shown that this yields
θ ′ = λn − ηu(x)
λn
sin2 θ  λn − ηu(x)
λn
. (3.7)
Since zn has exactly n zeros in (0,π) and zn(0) = z′n(π) = 0, we may take θ(0) = 0 which then
gives θ(π) = (n+ 12 )π . Integration of (3.7) over [0,π] yields that
(n+ 1/2)π  λnπ −
∫ π
0 ηu(x) dx
λn
,
which is equivalent to
X  B
√
X +C,
where X = λ2n, B = n+ 12 , and C = ( 1π )
∫ π
0 ηu(x) dx.
Solving for
√
X by using the quadratic formula yields that
√
X 
(
B +
√
B2 + 4C )/2. (3.8)
The elementary inequality
√
1 + x  1 + x/2 gives
√
B2 + 4C = B
√
1 + 4C/B2  B(1 + 2C/B2)= B + 2C/B. (3.9)
Squaring (3.8) and using (3.9), we obtain
X 
(
B2 + 2B
√
B2 + 4C +B2 + 4C)/4

(
B2 + 2B(B + 2C/B)+B2 + 4C)/4 B2 + 2C, i.e., (3.10)
λ2n  (n+ 1/2)2 +
2
π
π∫
0
ηu(x) dx,
which complete the proof. 
Let ρ1 = 2π
∫ π
0 ηu(x) dx. By Lemma 3.1, we can obtain
λn − (n+ 1/2)
√
(n+ 1/2)2 + ρ1 − (n+ 1/2)
= ρ1√
2
 2ρ1√
1 + 4ρ + 1  ρ1.(n+ 1/2) + ρ1 + (n+ 1/2) 1
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λn − (n+ 1/2)
√
(n+ 1/2)2 + ρ − (n+ 1/2) = ρ√
(n+ 1/2)2 + ρ + (n+ 1/2)
= 1
n+ 1/2 ·
ρ√
1 + ρ/(n+ 1/2)2 + 1 
2
2n+ 1 ·
ρ√
1 + 4ρ + 1
 2
2n+ 1 ·
ρ
(1 + 2ρ)+ 1 =
1
2n+ 1 ·
(
ρ
1 + ρ
)
.
Hence we have the following result.
Theorem 3.1. Let u satisfy (H1). Then the eigenvalues λ2n of (3.4)–(3.6) have the form
λn = n+ 1/2 + θn with θn → 0 as n → +∞,
0 <
ρ0
2n+ 1  θn 
2ρ1√
1 + 4ρ1 + 1  ρ1, where (3.11)
ρ0 = ρ1 + ρ , ρ1 =
2
π
π∫
0
ηu(x) dx.
3.2. Properties of weak solution operator
We are now in a position to study the properties of weak solution operator A via Fourier series.
Let ymn and fmn be the Fourier coefficients of y and f in L2(Ω), respectively, i.e.,
y =
∑
m∈Z, n∈N0
ymnψmϕn, ymn =
∫
Ω
uyψ¯mϕn dx dt,
f =
∑
m∈Z, n∈N0
fmnψmϕn, fmn =
∫
Ω
uf ψ¯mϕn dx dt,
where ψm and ϕn are given by (2.9) and (2.10)–(2.12).
By the definition of A, it is easy to verify (replacing ϕ = ψ¯mϕn in (2.5)) that Ay = f if and
only if
(
λ2n −μ2m
)
ymn = fmn, m ∈ Z, n ∈ N0. (3.12)
Thus, the null space of A can be characterized by the set
N(A) = Span{ψmϕn: m ∈ Z, n ∈ N0, λn = |μm|},
so
N(A)⊥ = Span{ψmϕn: m ∈ Z, n ∈ N0, λn = |μm|}.
S. Ji, Y. Li / J. Differential Equations 229 (2006) 466–493 475Remark 3.1. For T = 2πp/q , N(A) is finite-dimensional. Indeed, λn = |μm| means (2n+1)p+
2pθn = 2|m|q , which has at most a finite number of solutions (m,n) (for θn → 0 as n → +∞).
In particular, if ρ1 < 14p2 + 12p , it follows that 2pθn < 1 and we conclude that N(A) is zero.
The main properties of A are given by the following theorem.
Theorem 3.2. Assume that T is a rational multiple of π as in (1.4) and u satisfies (H1).
Then A is a closed operator with a closed range R(A) = N(A)⊥, A is self-adjoint and
A−1 ∈ L(R(A),R(A)). In addition, we have the following estimates:
∥∥A−1f ∥∥
L2 
1
d
‖f ‖L2 , ∀f ∈ R(A), (3.13)
〈
A−1f,f
〉
− 1
α
‖f ‖2
L2, ∀f ∈ R(A), (3.14)∥∥A−1f ∥∥
L∞  C‖f ‖L2 , ∀f ∈ R(A), (3.15)∥∥A−1f ∥∥
H 1  C‖f ‖H 1, ∀f ∈ H 1(Ω)∩R(A), (3.16)
where d = inf{|λ2n −μ2m|: λn = |μm|}, α = inf{μ2m − λ2n: |μm| > λn}, and C is a constant.
Proof. By the previous analysis, we know Ay = f if and only if (λ2n − μ2m)ymn = fmn. This
shows that a necessary condition for the equation Ay = f to have a solution y is f ∈ N(A)⊥,
i.e., fmn = 0 for all (m,n) with λn = |μm|. In order to prove R(A) = N(A)⊥, we only need to
prove the necessary condition is also sufficient. Thus we have to prove the series
∑
λn =|μm|
|ymn|2, ymn = fmn
λ2n −μ2m
, λn = |μm| (3.17)
is convergent.
To this goal, we need to utilize the following fact
inf
{∣∣λ2n −μ2m∣∣: λn = |μm|}= d > 0. (3.18)
In view of Theorem 3.1 and (1.4), we have
∣∣λ2n −μ2m∣∣= 14p2
∣∣((2n+ 1)p − 2|m|q)+ 2pθn∣∣(((2n+ 1)p + 2|m|q)+ 2pθn). (3.19)
If (2n+ 1)p = 2|m|q , then
∣∣λ2n −μ2m∣∣ (2n+ 1)θn2  ρ02 . (3.20)
If (2n+ 1)p = 2|m|q , by θn → 0 as n → +∞, we get
inf
{∣∣((2n+ 1)p − 2|m|q)+ 2pθn∣∣: λn = |μm|} c (3.21)
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(
(2n+ 1)p + 2|m|q)+ 2pθn  c(n+ |m| + 1) (3.22)
holds for some c > 0. The combination of (3.19)–(3.22) yields (3.18).
Finally, according to Parseval’s formula
∥∥A−1f ∥∥2
L2 =
∑
λn =|μm|
∣∣∣∣ fmnλ2n −μ2m
∣∣∣∣
2
 1
d2
∑
m∈Z, n∈N0
|fmn|2 = 1
d2
‖f ‖2
L2,
which shows (3.17) is convergent and (3.13) holds.
Furthermore
〈
A−1f,f
〉= ∑
λn =|μm|
f 2mn
λ2n −μ2m

∑
λn<|μm|
f 2mn
λ2n −μ2m
− 1
α
‖f ‖2
L2,
thus (3.14) is obtained and it means
〈Ay,y〉− 1
α
‖Ay‖2
L2, ∀y ∈ D(A). (3.23)
If f ∈ H 1(Ω)∩R(A), we denote y = A−1f . Then the distributional derivative yx is given by
yx =
∑
λn =|μm|
ymnψmϕ
′
n.
Taking into account that the system {ϕ′n} is orthogonal in L2(0,π) and
∥∥ϕ′n∥∥2L2 =
π∫
0
u
(
ϕ′n
)2
dx = −
π∫
0
ϕn
(
uϕ′n
)′
dx = λ2n,
we derive
‖yx‖2L2 =
∑
λn =|μm|
λ2n|ymn|2 =
∑
λn =|μm|
λ2nf
2
mn
(λ2n −μ2m)2
 1
d2
∑
λn =|μm|
λ2nf
2
mn 
1
d2
‖fx‖2L2 . (3.24)
Similarly, we have
‖yt‖2L2 
1
d2
∑
λn =|μm|
μ2mf
2
mn 
1
d2
‖ft‖2L2 . (3.25)
Therefore, (3.16) is proved by (3.24) and (3.25).
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∞∑
n=0
λn =|μm|
1
|λn − |μm||2  C, ∀m ∈ Z,
∞∑
m,n
λn =|μm|
1
|λn − |μm||2(λn + |μm|)2 C,
where C is a constant independent of m. According to Cauchy–Schwarz inequality
∞∑
m,n
λn =|μm|
|fmn|
|λ2n −μ2m|

(∑
m,n
|fmn|2
)1/2( ∞∑
m,n
λn =|μm|
1
|λn − |μm||2(λn + |μm|)2
)1/2
 C‖f ‖L2,
which implies (3.15) holds.
Finally, note that Φ ⊂ D(A) is dense in L2(Ω), A is symmetric (see (3.12)) and R(A) =
N(A)⊥, we conclude that A is self-adjoint and the proof is completed. 
3.3. Existence of weak solutions
Theorem 3.3. Assume that T is a rational multiple of π as in (1.4) and that hypotheses (H1),
(H2) and (H4) are fulfilled with
0 < γ < α, α = inf{μ2m − λ2n: |μm| > λn}.
Then problem (3.1)–(3.3) has at least one solution y ∈ L∞(Ω). This weak solution is unique
modulo N(A), i.e., if y and z are weak solutions of (3.1)–(3.3), then y−z ∈ N(A). Furthermore,
if g is strictly increasing in y, then the weak solution of (3.1)–(3.3) is unique.
Proof. Let
G(x, t, y) = g(x, t, y)
u(x)
, a.e. (x, t) ∈ Ω, y ∈ L2(Ω).
Clearly we have
〈
G(x, t, y)−G(x, t, z), y − z〉 0, ∀y, z ∈ L2(Ω),∥∥G(x, t, y)−G(x, t, z)∥∥2
L2  γ
〈
G(x, t, y)−G(x, t, z), y − z〉, ∀y, z ∈ L2(Ω). (3.26)
Then in terms of A and G, y is a weak solution to (3.1)–(3.3) if and only if
Ay +G(x, t, y) = u−1f. (3.27)
In order to take advantage of the invertibility of G(x, t, y)+εy with respect to y, we will consider
first the perturbed equation
Ay +G(x, t, y)+ εy = u−1f. (3.28)
The proof is divided into 4 steps.
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Step 2. “Soft” estimates for yε:
‖yε‖L1  C, ‖Ayε‖L2  C,
∥∥G(x, t, yε)∥∥L2  C.
Step 3. A further estimate, ‖yε‖L∞  C.
Step 4. Passage to the limit as ε → 0.
Step 1. Set Gε(x, t, y) = G(x, t, y)+ εy. In view of (H2), it is easy to obtain∥∥Gε(x, t, y)−Gε(x, t, z)∥∥2L2  (γ + ε)〈Gε(x, t, y)−Gε(x, t, z), y − z〉, ∀y, z ∈ L2(Ω).
Therefore
〈
G−1ε (x, t, y)−G−1ε (x, t, z), y − z
〉
 1
γ + ε ‖y − z‖
2
L2 , ∀y, z ∈ L2(Ω), (3.29)
where G−1ε (x, t, y) denotes the inverse function of Gε(x, t, y) with respect to y, that is to say,
s = G−1ε (x, t, y) if and only if y = Gε(x, t, s).
In addition, it is obvious that
R(Gε) = L2(Ω).
By using the ideas of Brézis in [6], Eq. (3.28) is equivalent to
A−1v +G−1ε
(
x, t, v + u−1f ) ∈ N(A), v ∈ R(A). (3.30)
Indeed, if y = y1 − y2 (y1 ∈ N(A), y2 ∈ R(A)) satisfies (3.28), then (3.28) yields Gε(x, t, y) =
Ay2 + u−1f . Set Ay2 = v ∈ R(A). Then y2 = A−1v and y1 = G−1ε (x, t, v + u−1f ) + A−1v ∈
N(A). In reverse, if v satisfies (3.30), then there exists y1 ∈ N(A) such that y1 = A−1v +
G−1ε (x, t, v + u−1f ). Set y2 = A−1v. Then v = Ay2 and G−1ε (x, t,Ay2 + u−1f ) = y1 − y2.
Thus we obtain Ay2 +u−1f = Gε(x, t, y1 −y2), which implies A(y1 −y2)+Gε(x, t, y1 −y2) =
u−1f . It shows y = y1 − y2 is the solution of (3.28). Hence (3.28) and (3.30) are equivalent.
On the other hand, consider the indicator function of R(A) defined by
J (v) =
{0, v ∈ R(A),
+∞, v /∈ R(A).
Denote the subdifferential of J by ∂J and note that ∂J (v) is the normal cone of R(A) at v, then
∂J (v) = N(A) holds for each v ∈ R(A). Thus, (3.30) can be rewritten as
A−1v +G−1ε
(
x, t, v + u−1f )+ ∂J (v)  0, v ∈ R(A). (3.31)
In what follows, we will prove that (3.31) has a solution vε for each ε < α−γ . In view of (3.14),
A−1 + α−1I is monotone on R(A), we rewrite (3.31) in the form(
A−1 + α−1I)v +Gα(v)+ ∂J (v)  0, v ∈ R(A), (3.32)
where Gα(v) = G−1ε (x, t, v + u−1f )− α−1v.
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〈Gαv1 −Gαv2, v1 − v2〉
(
(γ + ε)−1 − α−1)‖v1 − v2‖2L2, v1, v2 ∈ R(A),
which shows Gα is coercive and maximal monotone in L2(Ω) for ε < α − γ .
Let Aα = A−1 + α−1I, D(Aα) = R(A). We prove that the monotone operator v → Aαv +
∂J (v) is also maximal monotone in L2(Ω), i.e., for each h ∈ L2(Ω), the equation
Aαv + ∂J (v)  h (3.33)
has a solution v ∈ R(A).
Note that ∂J (v) = N(A) for each v ∈ R(A), then (3.33) is equivalent to
Aαv = (I − P)h, v ∈ R(A). (3.34)
Obviously, (3.34) has a unique solution v ∈ R(A) since Aα is continuous and monotone
from R(A) into itself. Thus Aα + Gα + ∂J is maximal monotone in L2(Ω). Moreover, by
the coerciveness of Gα , we know that Aα + Gα + ∂J is onto. Therefore (3.32) has a solu-
tion vε ∈ R(A) which is a solution to (3.30). This means that there is y1ε ∈ N(A) such that
A−1vε +G−1ε (x, t, vε +u−1f ) = y1ε . Set y2ε = A−1vε . Then yε = y1ε − y2ε is a solution to (3.28).
Step 2. For any solution yε of (3.28), i.e.,
Ayε +G(x, t, yε)+ εyε = u−1f, (3.35)
we have
‖yε‖L1  C, ‖Ayε‖L2 C,
∥∥G(x, t, yε)∥∥L2  C. (3.36)
Here and in what follows we denote by C various constants independent of ε. By the hypothe-
sis (H4), we know there is ξ = ξ(x, t) with |ξ | C such that
u(x)
(
P
(
u−1f
))
(x, t)+ δw = g(x, t, ξ), a.e. (x, t) ∈ Ω,
holds for all δ > 0 sufficiently small and |w| = 1. The monotonicity of g implies
(
g(x, t, yε)− uP
(
u−1f
)− δw)(yε − ξ) 0, a.e. (x, t) ∈ Ω,
i.e.,
δwyε 
(
g(x, t, yε)− uP
(
u−1f
))
yε − ξ
(
g(x, t, yε)− g(x, t, ξ)
)
, a.e. (x, t) ∈ Ω,
which yields (for w = yε(x, t)/|yε(x, t)|) that
δ‖yε‖L1 
〈
G(x, t, yε)− P
(
u−1f
)
, yε
〉+C∥∥G(x, t, yε)∥∥L2 +C. (3.37)
By L2(Ω) = N(A)⊕R(A), we know that u−1f admits a decomposition of the form
u−1f = P (u−1f )+Ay1
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L∞(Ω) such that
uP
(
u−1f
)= g(x, t, z) = uG(x, t, z).
Thus (3.35) can be rewritten as
εyε +A(yε − y1)+G(x, t, yε)−G(x, t, z) = 0. (3.38)
We first prove the uniform boundedness of ‖G(x, t, yε)‖L2 . By (3.26), (3.38) and (3.23), we have
1
γ
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2

〈
G(x, t, yε)−G(x, t, z), yε − z
〉
−〈εyε +A(yε − y1), yε − z〉
= −ε〈yε, yε − z〉 −
〈
A(yε − y1), yε − y1
〉+ 〈A(yε − y1), z − y1〉
−ε‖yε‖2L2 + ε〈yε, z〉 +
1
α
∥∥A(yε − y1)∥∥2L2 + 〈A(yε − y1), z − y1〉. (3.39)
Replacing A(yε − y1) by G(x, t, z) − G(x, t, yε) − εyε in (3.39) and utilizing the inequality of
the form
ab ka2 + 1
4k
b2, ∀k > 0, a, b ∈ R,
we obtain
1
γ
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2
−ε‖yε‖2L2 + ε〈yε, z〉 +
1
α
∥∥G(x, t, z) −G(x, t, yε)− εyε∥∥2L2
+ 〈G(x, t, z) −G(x, t, yε)− εyε, z − y1〉
= 1
α
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2 +
(
ε2
α
− ε
)
‖yε‖2L2
+ 〈G(x, t, yε)−G(x, t, z), y1 − z〉+ ε
〈
yε, y1 + 2
α
(
G(x, t, yε)−G(x, t, z)
)〉
 1
α
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2 +C∥∥G(x, t, yε)−G(x, t, z)∥∥L2
+
(
ε2
α
− ε
)
‖yε‖2L2 + ε
(
k‖yε‖2L2 +
1
4k
∥∥∥∥y1 + 2α
(
G(x, t, yε)−G(x, t, z)
)∥∥∥∥
2
L2
)
= 1
α
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2 +C∥∥G(x, t, yε)−G(x, t, z)∥∥L2
+
(
ε2 − ε + εk
)
‖yε‖2L2 +
ε
∥∥∥∥y1 + 2 (G(x, t, yε)−G(x, t, z))
∥∥∥∥
2
. (3.40)
α 4k α L2
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α
in (3.40), we have
1
γ
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2
 1
α
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2 +C∥∥G(x, t, yε)−G(x, t, z)∥∥L2
+ αε
4(α − ε)
∥∥∥∥y1 + 2α
(
G(x, t, yε)−G(x, t, z)
)∥∥∥∥
2
L2
 1
α − ε
∥∥G(x, t, yε)−G(x, t, z)∥∥2L2 +C∥∥G(x, t, yε)−G(x, t, z)∥∥L2 +C.
Since that γ < α, we can conclude that ‖G(x, t, yε)‖L2 is uniformly bounded for sufficiently
small ε, i.e., ∥∥G(x, t, yε)∥∥L2  C.
From the uniform boundedness of ‖G(x, t, yε)‖L2 , it is easy to obtain the uniform boundedness
of ‖Ayε‖L2 . Indeed, by (3.38) and (3.23), we have∥∥A(yε − y1)∥∥2L2 = −〈A(yε − y1), εyε +G(x, t, yε)−G(x, t, z)〉
−ε〈A(yε − y1), yε − y1〉− ε〈A(yε − y1), y1〉
− 〈A(yε − y1),G(x, t, yε)−G(x, t, z)〉
 ε
α
∥∥A(yε − y1)∥∥2L2 + εC∥∥A(yε − y1)∥∥L2 +C∥∥A(yε − y1)∥∥L2 ,
which implies ‖A(yε − y1)‖L2 is uniform bounded for sufficiently small ε. Therefore ‖Ayε‖L2
is uniform bounded for sufficiently small ε.
Finally, note that
〈
G(x, t, yε)− P
(
u−1f
)
, yε
〉
= 〈G(x, t, yε)−G(x, t, z), yε〉= −〈εyε +A(yε − y1), yε〉
−〈A(yε − y1), yε − y1〉− 〈A(yε − y1), y1〉 1
α
∥∥A(yε − y1)∥∥2L2 +C∥∥A(yε − y1)∥∥L2 .
Going back to (3.37), from the uniform boundedness of ‖A(yε − y1)‖L2 and ‖G(x, t, yε)‖L2 , we
obtain ‖yε‖L1 C.
Step 3. We shall prove that
‖yε‖L∞ C.
We write yε = y1ε + y2ε with y1ε ∈ N(A) and y2ε ∈ R(A). By (3.36) and (3.15) we already know
that ∥∥y2ε∥∥L∞  C.
Therefore it is sufficient to prove that ‖y1ε‖L∞  C.
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bounded in L1(Ω). Note that |ϕn(x)| C and |ψm(t)| C hold for some C independent of m,
n, x and t , it yields |y1εmn| = |
∫
Ω
u(x)y1ε (x, t)ϕn(x)ψm(t) dx dt | C‖y1ε‖L1  C. Finally, since
N(A) is finite-dimensional, it follows that ‖y1ε‖L∞ C and we conclude that ‖yε‖L∞ C.
Step 4. Passage to the limit. We first prove that {Ayε} and {G(x, t, yε)} are Cauchy sequences
in L2(Ω). Set zελ = εyε − λyλ. Obviously, ‖zελ‖L2 → 0 as ε,λ → 0. By (3.35), we have
〈Ayε −Ayλ, yε − yλ〉 +
〈
G(x, t, yε)−G(x, t, yλ), yε − yλ
〉
= −〈εyε − λyλ, yε − yλ〉 C‖zελ‖L2 .
Inequalities (3.26) and (3.23) imply
1
γ
∥∥G(x, t, yε)−G(x, t, yλ)∥∥2L2  1α
∥∥A(yε − yλ)∥∥2L2 +C‖zελ‖L2 .
Replacing A(yε − yλ) by G(x, t, yλ)−G(x, t, yε)− zελ and taking into account that γ < α, we
conclude that ‖G(x, t, yε)−G(x, t, yλ)‖L2 → 0 as ε,λ → 0, which shows that {G(x, t, yε)} is a
Cauchy sequence in L2(Ω). Finally, A(yε − yλ) = G(x, t, yλ)−G(x, t, yε)− zελ implies {Ayε}
is also a Cauchy sequence in L2(Ω). Using the boundedness of {yε} in L2(Ω), we may extract
a weakly convergent subsequence which also denoted by {yε} for simplicity, i.e., yε ⇀ y. Since
that G(x, t, y) is maximal monotone with respect to y in L2(Ω) and that G(x, t, yε) is strongly
convergent in L2(Ω), it follows that G(x, t, yε) → G(x, t, y) (strongly) in L2(Ω). Finally, it
follows that y ∈ D(A), Ayε → Ay, and letting ε → 0, (3.35) implies (3.27).
Now we prove that y ∈ L∞(Ω). By Ayε → Ay in L2(Ω), it follows that y2ε = A−1(Ayε) →
A−1(Ay) = y2 ∈ R(A) in L2(Ω). Therefore y1ε = yε −y2ε ⇀ y−y2 = y1 in L2(Ω). Since N(A)
is finite-dimensional, it follows that y1ε → y1 = y − y2 in L2(Ω) and we conclude yε → y in
L2(Ω). The boundedness of yε in L∞(Ω) implies y ∈ L∞(Ω).
Finally, if y, z are two weak solutions of (3.27), then
G(x, t, y)−G(x, t, z) = −A(y − z), (3.41)
which combining with (3.26) and (3.23) gives
1
γ
∥∥G(x, t, y)−G(x, t, z)∥∥2
L2 
〈
G(x, t, y)−G(x, t, z), y − z〉
= −〈A(y − z), y − z〉 1
α
∥∥A(y − z)∥∥2
L2 .
Equality (3.41) and γ < α show that A(y − z) = 0, i.e., y − z ∈ N(A).
In particular, if g(x, t, y) is strictly increasing with respect to y, then we easily conclude that
the weak solution of (3.1)–(3.3) is unique. 
Corollary 3.1. Assume that T is a rational multiple of π as in (1.4) and that hypotheses (H1),
(H2) and (H4) are satisfied. If
ρ1 = 2
π
π∫
0
ηu(x) dx <
1
4p2
+ 1
2p
and 0 < γ <
1
4p2
+ 1
2p
− ρ1,
then problem (3.1)–(3.3) has a unique weak solution y ∈ L∞(Ω).
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rem 3.3, it is sufficient to prove γ < α.
Since
μ2m − λ2n =
1
4p2
(
2|m|q − (2n+ 1)p − 2pθn
)(
2|m|q + (2n+ 1)p + 2pθn
)
,
we obtain that 2|m|q > (2n + 1)p holds for |μm| > λn. Thus 2|m|q  (2n + 1)p + 1 holds for
|μm| > λn.
On the other hand, (3.11) and ρ1 < 14p2 + 12p imply
2pθn  2p · 2ρ1√1 + 4ρ1 + 1 = p
(√
1 + 4ρ1 − 1
)
< 1.
Thus for |μm| > λn, we have
μ2m − λ2n 
1
4p2
(1 − 2pθn)
(
2(2n+ 1)p + 1 + 2pθn
)
 1
4p2
(1 − 2pθn)(2p + 1 + 2pθn).
Note that 0 < 2pθn < p(
√
1 + 4ρ1 − 1) and f (x) = 14p2 (1 − x)(2p + 1 + x) is monotone de-
creasing on (0,+∞), we conclude that μ2m − λ2n  14p2 + 12p − ρ1 for |μm| > λn. Therefore
α = inf{μ2m − λ2n: |μm| > λn} 14p2 + 12p − ρ1 > γ > 0, which completes the proof. 
3.4. Regularity of weak solutions
Theorem 3.4. In addition to the hypotheses of Theorem 3.3, we assume that ft ∈ L2(Ω), gt is
continuous on Ω × R and
γ < d = inf{∣∣λ2n −μ2m∣∣: λn = |μm|}.
Then the weak solutions y of (3.1)–(3.3) are in H 1(Ω).
Proof. Let y be a weak solution of (3.1)–(3.3), i.e., y satisfies the operator equation
Ay +G(x, t, y) = u−1f.
Let f˜ = u−1f . For a sufficiently small h, we set
yh(x, t) = y(x, t + h)− y(x, t)
h
, f˜ h(x, t) = f˜ (x, t + h)− f˜ (x, t)
h
and
Gh
(
x, t, y(x, t)
)= G(x, t + h,y(x, t + h))−G(x, t, y(x, t))
h
.
Then we have
Ayh +Gh(x, t, y) = f˜ h.
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therefore yh can also be rewritten in the form yh = yh1 + yh2 with
yh1 =
y1(x, t + h)− y1(x, t)
h
∈ N(A) and yh2 =
y2(x, t + h)− y2(x, t)
h
∈ R(A).
Since N(A) is finite-dimensional, we know yh1 is bounded in L
∞(Ω) with respect to h. On the
other hand, we have∥∥f˜ h −Gh(x, t, y)∥∥
L2 
∥∥f˜ h∥∥
L2 +
∥∥Gh(x, t, y)∥∥
L2
 ‖f˜t‖L2 +
∥∥Gt(x, t, y)∥∥L2 + γ ∥∥yh2∥∥L2 +C,
which combining with (3.13) yields
∥∥yh2∥∥L2 = ∥∥A−1(f˜ h −Gh(x, t, y))∥∥L2  1d
(‖f˜t‖L2 + ∥∥Gt(x, t, y)∥∥L2 + γ ∥∥yh2∥∥L2 +C).
The hypothesis γ < d implies the boundedness of yh2 in L
2(Ω). Therefore yh is bounded in
L2(Ω) which shows that yt ∈ L2(Ω).
In what follows, we prove yx exists in the distributional sense and yx ∈ L2(Ω). First we have
Ay = f˜ −G(x, t, y) = F
with f˜t ∈ L2(Ω), yt ∈ L2(Ω) and (G(x, t, y(x, t)))t ∈ L2(Ω). Denoted by Fε the usual regu-
larization (mollifier) of F and by yε = yε1 + yε2 with yε1 ∈ N(A) and yε2 ∈ R(A) the solution of
Ayε = (I − P)F ε . Thus Ayε2 = (I − P)F ε → (I − P)F = F = Ay = Ay2 as ε → 0. Therefore
yε2 → y2 as ε → 0.
By Ayε2 = (I − P)F ε and the definition of weak solution, we have∫
Ω
uϕx
(
yε2
)
x
dx dt =
∫
Ω
uϕt
(
yε2
)
t
dx dt +
∫
Ω
uϕ
(
(I − P)F ε)dx dt. (3.42)
Substituting ϕ = yε2 into (3.42) and taking into account (3.25), i.e., ‖(yε2)t‖L2 
1
d
‖((I − P)F ε)t‖L2  1d ‖f˜t − (G(x, t, y(x, t)))t‖L2 + C, it follows that (yε2)x is bounded in
L2(Ω) which combining with yε2 → y2 implies (y2)x ∈ L2(Ω) in the sense of distributions.
Finally, note that N(A) is finite-dimensional and y1 ∈ N(A), we have y1 ∈ H 1(Ω). Therefore
yx ∈ L2(Ω) and we conclude that y ∈ H 1(Ω). 
4. Neumann boundary value problem
Consider the following Neumann boundary value problem
u(x)ytt −
(
u(x)yx
)
x
+ g(x, t, y) = f (x, t), (x, t) ∈ Ω, (4.1)
a1y(0, t)+ b1yx(0, t) = 0, a2y(π, t)+ b2yx(π, t) = 0, t ∈ (0, T ), (4.2)
y(x,0) = y(x,T ), yt (x,0) = yt (x, T ), x ∈ (0,π), (4.3)
where a1, b1, a2, b2 satisfy a1 = b1 (u′(0) ), a2 = b2 (u′(π) ) and b1, b2 = 0.2 u(0) 2 u(π)
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z′′n(x)+
(
λ2n − ηu(x)
)
zn(x) = 0, (4.4)
z′n(0) = 0, (4.5)
z′n(π) = 0. (4.6)
4.1. Asymptotic formulas of eigenvalues
Lemma 4.1. Let λ20 < λ
2
1 < · · · and z0, z1, . . . denote the eigenvalues and real orthonormal eigen-functions of (4.4)–(4.6), respectively. Then the inequality
n2 + ρ  λ2n  n2 +
2
π
π∫
0
ηu(x) dx
holds for n 1.
Proof. First we prove the lower bound. By Lemma 2.1, we know that λ2n > ρ holds for n  1.
In (4.4), we introduce the Pru¨fer transformation
zn = r sin θ, z′n =
(√
λ2n − ρ
)
r cos θ, n 1
with r(x) > 0. It is easy to obtain that
θ ′ = (√λ2n − ρ ) cos2 θ − ηu(x)− λ2n√
λ2n − ρ
sin2 θ
= (√λ2n − ρ ) cos2 θ + ρ − ηu(x)+ λ2n − ρ√
λ2n − ρ
sin2 θ
=
√
λ2n − ρ −
ηu(x)− ρ√
λ2n − ρ
sin2 θ 
√
λ2n − ρ, n 1. (4.7)
Since zn has exactly n zeros in (0,π) and z′n(0) = z′n(π) = 0, we may take θ(0) = π2 which then
gives θ(π) = (n+ 12 )π . Integration of (4.7) over [0,π] yields that
nπ 
(√
λ2n − ρ
)
π, n 1, i.e.,
λ2n  n2 + ρ, n 1.
In what follows we prove the upper bound. By using the Pru¨fer transformation
zn = r sin θ, z′n = λnr cos θ
with r(x) > 0 in (4.4), we have
θ ′ = λn − ηu(x) sin2 θ  λn − ηu(x) . (4.8)
λn λn
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that
nπ  λnπ −
∫ π
0 ηu(x) dx
λn
,
which is equivalent to
X  B
√
X +C,
where X = λ2n, B = n, and C = 1π
∫ π
0 ηu(x) dx.
Similar to the proof of (3.10), by using the quadratic formula and taking into account the
elementary inequality
√
1 + x  1 + x/2, we can obtain
X  B2 + 2C, i.e., λ2n  n2 +
2
π
π∫
0
ηu(x) dx.
The proof is completed. 
Thus by Lemma 4.1, for n 1, we have
λn − n
√
n2 + ρ − n = ρ√
n2 + ρ + n =
1
n
· ρ√
1 + ρ/n2 + 1
 1
n
· ρ√
1 + ρ + 1 =
1
n
(√
1 + ρ − 1).
On the other hand, let ρ1 = 2π
∫ π
0 ηu(x) dx. Then for n 1, we have
λn − n
√
n2 + ρ1 − n = ρ1√
n2 + ρ1 + n
 ρ1√
1 + ρ1 + 1 =
√
1 + ρ1 − 1.
Hence we have the following result.
Theorem 4.1. Let u satisfy (H1). Then the eigenvalues λ2n of (4.4)–(4.6) have the form
λn = n+ θn with θn → 0 as n → +∞,
0 <
ρ2
n
 θn 
√
n2 + ρ1 − n
√
1 + ρ1 − 1, for n 1,
where
ρ2 =
√
1 + ρ − 1, ρ1 = 2
π
π∫
0
ηu(x) dx.
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Theorem 4.2. Assume that T is a rational multiple of π as in (1.4) and u satisfies (H1). Then
N(A) is finite-dimensional, A is a closed operator with a closed range R(A) = N(A)⊥, A is
self-adjoint and A−1 ∈ L(R(A),R(A)). In addition, we have the following estimates:
∥∥A−1f ∥∥
L2 
1
d
‖f ‖L2 , ∀f ∈ R(A),
〈
A−1f,f
〉
− 1
α
‖f ‖2
L2, ∀f ∈ R(A),∥∥A−1f ∥∥
L∞  C‖f ‖L2 , ∀f ∈ R(A),∥∥A−1f ∥∥
H 1  C‖f ‖H 1, ∀f ∈ H 1(Ω)∩R(A),
where d = inf{|λ2n −μ2m|: λn = |μm|}, α = inf{μ2m − λ2n: |μm| > λn}, and C is a constant.
Proof. By the analysis in Section 3.2, we know that the null space N(A) of A can be character-
ized by the set
N(A) = Span{ψmϕn: m ∈ Z, n ∈ N0, λn = |μm|}.
Note that λn = |μm| means pn + pθn = |m|q with 0 < pθn < 1 for n sufficiently large, we can
obtain that λn = |μm| has at most a finite number of solutions (m,n). This shows that N(A) is
finite-dimensional. The proof of other properties of A needs to use the key fact
inf
{∣∣λ2n −μ2m∣∣: λn = |μm|}= d > 0. (4.9)
First when n = 0, it is obvious that
inf
{∣∣λ20 −μ2m∣∣: λ0 = |μm|} c (4.10)
for some c > 0.
On the other hand, when n 1, by Theorem 4.1, we have
∣∣λ2n −μ2m∣∣= 1p2
∣∣(np − |m|q)+ pθn∣∣((np + |m|q)+ pθn). (4.11)
If np = |m|q , then ∣∣λ2n −μ2m∣∣ nθn  ρ2. (4.12)
If np = |m|q , by θn → 0 as n → +∞, we get
inf
{∣∣(np − |m|q)+ pθn∣∣: λn = |μm|} c (4.13)
for some c > 0. In addition, the inequality(
np + |m|q)+ pθn  c(n+ |m| + 1) (4.14)
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On the basis of (4.9), similar to the proof of Theorem 3.2, we can complete the proof of
Theorem 4.2. Here we omit the details. 
4.3. Existence and regularity of weak solutions
By using the properties given by Theorem 4.2, along the line of Sections 3.3 and 3.4, we can
obtain the following existence and regularity results of weak solutions.
Theorem 4.3. Assume that T is a rational multiple of π as in (1.4) and that hypotheses (H1),
(H2) and (H4) are fulfilled with
0 < γ < α, α = inf{μ2m − λ2n: |μm| > λn}.
Then problem (4.1)–(4.3) has at least one solution y ∈ L∞(Ω). This weak solution is unique
modulo N(A), i.e., if y and z are weak solutions of (4.1)–(4.3), then y−z ∈ N(A). Furthermore,
if g is strictly increasing in y, then the weak solution of (4.1)–(4.3) is unique.
Theorem 4.4. In addition to the hypotheses of Theorem 4.3, we assume that ft ∈ L2(Ω), gt is
continuous on Ω × R and
γ < d = inf{∣∣λ2n −μ2m∣∣: λn = |μm|}.
Then the weak solutions y of (4.1)–(4.3) are in H 1(Ω).
5. General boundary value problem
Consider the general boundary value problem
u(x)ytt −
(
u(x)yx
)
x
+ g(x, t, y) = f (x, t), (x, t) ∈ Ω, (5.1)
a1y(0, t)+ b1yx(0, t) = 0, a2y(π, t)+ b2yx(π, t) = 0, t ∈ (0, T ), (5.2)
y(x,0) = y(x,T ), yt (x,0) = yt (x, T ), x ∈ (0,π), (5.3)
where a1, b1, a2, b2 satisfy a1 − b12 · u
′(0)
u(0) > 0, b1 < 0, a2 − b22 · u
′(π)
u(π)
> 0 and b2 > 0.
In this case, the Sturm–Liouville problem (2.13)–(2.15) can be rewritten as
z′′n(x)+
(
λ2n − ηu(x)
)
zn(x) = 0, (5.4)
α1zn(0)− β1z′n(0) = 0, (5.5)
α2zn(π)+ β2z′n(π) = 0, (5.6)
where α1 = a1 − b1 · u′(0) > 0, β1 = −b1 > 0, α2 = a2 − b2 · u′(π) > 0 and β2 = b2 > 0.2 u(0) 2 u(π)
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Lemma 5.1. Let λ20 < λ
2
1 < · · · and z0, z1, . . . denote the eigenvalues and real orthonormal eigen-functions of (5.4)–(5.6), respectively. Then there exists an N0  1 such that the inequality
n2 + ρ  λ2n  n2 + 2ρ3
holds for nN0, where ρ3 = 1π (α1β1 + α2β2 + 1 +
∫ π
0 ηu(x) dx).
Proof. First we prove the lower bound. By Lemma 2.1, we know that λ2n > ρ holds for all
n ∈ N0. Similar to the proof of lower bound in Lemma 4.1, introducing the Prüfer transformation
zn = r sin θ, z′n =
(√
λ2n − ρ
)
r cos θ
with r(x) > 0 in (5.4), we have
θ ′ 
√
λ2n − ρ. (5.7)
Note that zn has exactly n zeros in (0,π), and we denote these by τ1 < τ2 < · · · < τn. Let
τ0 = 0 and τn+1 = π . Correspondingly, we denote θi = θ(τi) for i = 0,1, . . . , n + 1. Thus we
may take θi = iπ for i = 1,2, . . . , n, which then gives θ0 = arctan((
√
λ2n − ρ )β1α1 ) and θn+1 =
(n + 1)π − arctan((√λ2n − ρ )β2α2 ). Since λ2n > ρ for all n ∈ N0 and αi > 0, βi > 0 for i = 1,2,
we know that θ0 ∈ (0,π/2) and θn+1 ∈ ((n + 1/2)π, (n + 1)π). Therefore we conclude that
θn+1 − θ0  nπ . Integration of (5.7) over [0,π] yields that
nπ  θn+1 − θ0 
(√
λ2n − ρ
)
π,
which implies
λ2n  n2 + ρ.
In what follows we prove the upper bound. By using the Prüfer transformation
zn = r sin θ, z′n = λnr cos θ
with r(x) > 0 in (5.4), we have
θ ′ = λn − ηu(x)
λn
sin2 θ  λn − ηu(x)
λn
. (5.8)
As above we denote the n zeros of zn in (0,π) by τ1 < τ2 < · · · < τn. Let τ0 = 0 and τn+1 = π .
Correspondingly, we denote θi = θ(τi) for i = 0,1, . . . , n + 1. Thus we may take θi = iπ for
i = 1,2, . . . , n, which then gives θ0 = arctan(λn β1α1 ) and θn+1 = (n + 1)π − arctan(λn
β2
α2
). Since
λn > 0, λn → +∞ as n → +∞, and αi > 0, βi > 0 for i = 1,2, we know that θ0 ∈ (0,π/2),
θ0 → π/2 as n → +∞, and θn+1 ∈ ((n + 1/2)π, (n + 1)π), θn+1 → (n + 1/2)π as n → +∞.
Integration of (5.8) over [0,π] yields that
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λn
π∫
0
ηu(x) dx, i.e.,
(n+ 1)π −
(
arctan
(
λn
β1
α1
)
+ arctan
(
λn
β2
α2
))
 λnπ − 1
λn
π∫
0
ηu(x) dx. (5.9)
By (5.9), we have
λ2n − nλn +
λn
π
(
arctan
(
λn
β1
α1
)
− π
2
)
+ λn
π
(
arctan
(
λn
β2
α2
)
− π
2
)
− 1
π
π∫
0
ηu(x) dx  0.
(5.10)
Note that λn → +∞ as n → +∞, we have
lim
n→+∞λn
(
arctan
(
λn
β1
α1
)
− π
2
)
= −α1
β1
, lim
n→+∞λn
(
arctan
(
λn
β2
α2
)
− π
2
)
= −α2
β2
.
Therefore there exists an N0  1 such that
λn
(
arctan
(
λn
β1
α1
)
− π
2
)
−α1
β1
− 1
2
, (5.11)
λn
(
arctan
(
λn
β2
α2
)
− π
2
)
−α2
β2
− 1
2
(5.12)
hold for nN0.
By (5.10)–(5.12), we obtain
λ2n − nλn −
1
π
(
α1
β1
+ α2
β2
+ 1 +
π∫
0
ηu(x) dx
)
 0, nN0. (5.13)
Let ρ3 = 1π (α1β1 +
α2
β2
+ 1 + ∫ π0 ηu(x) dx). Then (5.13) can be rewritten as
λ2n − nλn − ρ3  0, nN0.
By using the quadratic formula, we have
λn 
(
n+
√
n2 + 4ρ3
)/
2, nN0. (5.14)
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√
1 + x  1 + x/2 gives
√
n2 + 4ρ3 = n
√
1 + 4ρ3/n2  n
(
1 + 2ρ3/n2
)= n+ 2ρ3/n, nN0,
which combining with (5.14) yields that
λ2n =
(
n2 + 2n
√
n2 + 4ρ3 + n2 + 4ρ3
)
/4

(
n2 + 2n(n+ 2ρ3/n)+ n2 + 4ρ3
)
/4 = n2 + 2ρ3
holds for nN0. 
Thus by Lemma 5.1, for nN0, we have
λn − n
√
n2 + ρ − n = ρ√
n2 + ρ + n =
1
n
· ρ√
1 + ρ/n2 + 1
 1
n
· ρ√
1 + ρ + 1 =
1
n
(√
1 + ρ − 1).
On the other hand, for nN0, we have
λn − n
√
n2 + 2ρ3 − n = 2ρ3√
n2 + 2ρ3 + n
 2ρ3√
1 + 2ρ3 + 1 =
√
1 + 2ρ3 − 1.
Hence we have the following result.
Theorem 5.1. Let u satisfy (H1). Then there exists an N0  1 such that the eigenvalues λ2n of
(5.4)–(5.6) have the form
λn = n+ θn with θn → 0 as n → +∞,
0 <
ρ2
n
 θn 
√
n2 + 2ρ3 − n
√
1 + 2ρ3 − 1, for nN0,
where
ρ2 =
√
1 + ρ − 1, ρ3 = 1
π
(
α1
β1
+ α2
β2
+ 1 +
π∫
0
ηu(x) dx
)
.
5.2. Properties of weak solution operator
Similar to the analysis of Sections 3.2 and 4.2, it is easy to obtain the following properties of
weak solution operator via Fourier series.
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N(A) is finite-dimensional, A is a closed operator with a closed range R(A) = N(A)⊥, A is
self-adjoint and A−1 ∈ L(R(A),R(A)). In addition, we have the following estimates:
∥∥A−1f ∥∥
L2 
1
d
‖f ‖L2, ∀f ∈ R(A),
〈
A−1f,f
〉
− 1
α
‖f ‖2
L2, ∀f ∈ R(A),∥∥A−1f ∥∥
L∞  C‖f ‖L2, ∀f ∈ R(A),
∥∥A−1f ∥∥
H 1  C‖f ‖H 1, ∀f ∈ H 1(Ω)∩R(A),
where d = inf{|λ2n −μ2m|: λn = |μm|}, α = inf{μ2m − λ2n: |μm| > λn}, and C is a constant.
5.3. Existence and regularity of weak solutions
By using the properties given by Theorem 5.2, along the line of Sections 3.3 and 3.4, the
following existence and regularity results of weak solutions can be obtained.
Theorem 5.3. Assume that T is a rational multiple of π as in (1.4) and that hypotheses (H1),
(H2) and (H4) are fulfilled with
0 < γ < α, α = inf{μ2m − λ2n: |μm| > λn}.
Then problem (5.1)–(5.3) has at least one solution y ∈ L∞(Ω). This weak solution is unique
modulo N(A), i.e., if y and z are weak solutions of (5.1)–(5.3), then y−z ∈ N(A). Furthermore,
if g is strictly increasing in y, then the weak solution of (5.1)–(5.3) is unique.
Theorem 5.4. In addition to the hypotheses of Theorem 5.3, we assume that ft ∈ L2(Ω), gt is
continuous on Ω × R and
γ < d = inf{∣∣λ2n −μ2m∣∣: λn = |μm|}.
Then the weak solutions y of (5.1)–(5.3) are in H 1(Ω).
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