Abstract
Introduction
The formulation of visual recognition as a problem of statistical classification (see e.g. [13, 2, 4, 8, 10, 15] ) has resulted in solutions of unprecedented success for problems such as face detection [11, 14] . This success is due, in large part, to the fact that the statistical formulation supports feature extraction strategies that are data-driven and explicitly minimize classification error. While there are multiple ways to achieve this goal, e.g. through the search for the optimal weight configuration for the hidden nodes of a neural network [4, 11] , the selection of a best set of basis functions from a predefined set [8, 14] , or the selection of feature configurations [10, 15] , the end product is invariably a set of features that are optimal, in the classification sense, for the recognition problem.
Typically, this is accomplished by posing the problem of feature extraction or selection as one of learning a discriminant classifier, e.g. a neural net, a support vector machine, or a boosted perceptron. While embedding feature design in the design of the overall classifier has the advantage of explicitly optimizing performance for the recognition task at hand, it also has significant drawbacks. The most challenging among these is a significant computational complexity: assuming that the initial pool of features is large, the complex problem of designing a complete classifier on a high-dimensional feature space has to be solved at each step of feature extraction. Since most of the state-of-the-art algorithms for the design of discriminant classifiers (e.g. backpropagation, SVM learning, or boosting) do not scale well with the number of classes that need to be discriminated, the task is virtually impossible in the context of large-scale recognition systems, i.e. recognition systems applicable to problems containing thousands of classes and significant amounts of training data per class. For this reason, sub-optimal feature extraction techniques such as principal component analysis (PCA) [13] , or linear discriminant analysis (LDA) [2] , remain the most popular for problems such as face, object, or texture recognition.
It should be noted that the simultaneous design of classifier and feature set is not a necessary requirement for achieving optimal (in a classification sense) features. In particular, it is known from Bayesian decision theory that 1) the probability of error of any classifier is lower bounded by the Bayes error (BE), 2) the BE only depends on the feature space, not the classifier itself, and 3) there is always at least one classifier that achieves this lower bound (the Bayes classifier). Hence, at least from a theoretical point of view, it should be possible to find the optimal feature space for a given classification problem without designing the classifier itself: it suf-fices to find the feature transformation that leads to the feature space where the BE is minimum. By avoiding the complexity of iterated classifier design, this strategy is more scalable, in the number of classes of the recognition problem, than those requiring simultaneous feature and classifier design.
The search for the optimal set of features, in the minimum BE sense, for a given classification problem can be addressed in two ways: by 1) feature extraction (FE) or 2) feature selection (FS). Denoting the observation space associated with the classification problem by (typically highdimensional), the goal of both FE and FS is to find the best transform ¡ into a feature space ¢ (typically lower dimensional) where learning is easier. While in the case of FE there are few constraints on ¡ , for FS the transformation is constrained to be a projection, i.e. the components of a feature vector in ¢ are a subset of the components of the associated vector in . While both FS or FE can be used for the minimization of BE, both approaches have non-trivial limitations.
On one hand, FS requires the solution of a significantly simpler computational problem, since it consists of selecting the best subset from a set of already available basis functions. On the other, because it cannot produce features that are not part of the original set, the resulting transformation is usually sub-optimal. For example, two features that (as a pair) are highly discriminant but also highly correlated can have marginal distributions of small discriminant power. Such feature pairs cannot be reduced to a single new discriminant feature by FS techniques. FE avoids this problem by designing the basis itself, through the search for the overall optimal ¡ , but requires the solution of a significantly more difficult optimization problem. In fact, because BE is a non-linear function of the feature transformation, which does not have welldefined derivatives everywhere, its minimization by straightforward application of standard gradient-descent procedures can be quite challenging. Perhaps due to this, only a surprisingly small amount of work has addressed the direct minimization of BE in both the FE and FS literatures [12, 1] .
In this paper, we introduce an algorithm for the computation of the minimum-BE feature set for a given classification problem. This algorithm combines the appealing properties of FS and FE. Like FS methods, it progresses in a sequence of steps where, at each step, the best features among those not yet selected are identified. However, unlike FS methods, it does not blindly include these features in the selected set. Instead, it considers the set of 2-D subspaces spanned by all pairs of features such that one feature is in the selected set and the other in the candidate set. It then performs FE in each of these subspaces, to find the direction that leads to the largest decrease in BE, and includes that direction in the selected set.
When compared to standard FE procedures, the new algorithm has the advantage of immediately zooming in on the optimal features that may already exist in the initial feature set. This leads to a significantly improved rate of convergence. When compared to FS procedures, it has the advantage of not being restricted to the original feature set. Experimental evaluation on multi-class visual recognition tasks shows that it converges to minimum Bayes error solutions in a very small number of iterations. The new algorithm is compared to the FE solutions in common use in the largescale classification context -PCA, LDA and heteroscedastic discriminant analysis (HDA) [7] -and to an alternative FE solution based on gradient descent on a tight upper bound of the BE. It significantly outperforms these solutions, either by having much greater robustness to local minima or by achieving significantly faster convergence.
Minimum Bayes error features
Consider a set of training data
drawn from a continuous-valued random variable such that
, and a discrete random variable . The goal of FE is to find a linear feature transformation
, that reduces the dimensionality of the data from 
Estimating the Bayes error
Typically one does not have access to the probabilities 
which we denote by the empirical Bayes error (EBE). The class priors are assumed known (but could also be estimated from training data quite easily), while the class-conditional densities are estimated by maximum likelihood (via the expectation-maximization algorithm [5] ) , using a Gaussian mixture model
in , and leading to a Gaussian mixture in
Note that this estimation is an initialization step that only has to be performed once, typically when the images in the class are added to the database, and is likely to be required for operations other than feature design (e.g. the actual classification of images presented to the recognition system). Hence, it does not affect the complexity of the feature design algorithms to be discussed in the subsequent sections.
Joint feature selection and extraction
The matrix This is the basic operation of FS, and one that is very unlikely under traditional FE. Because, when seen as points in
, the matrices ¡ before and after the switch can be arbitrarily far apart, it is highly likely that local minima of the BE surface will prevent a gradient-descent type of iteration from reaching the latter when initiated at the former. Due to this ability to avoid local optima (the step in solution space is not guided by the gradient) FS usually has a significantly faster convergence rate than FE. The only problem is that it can never identify discriminant directions which are not basis functions of are (jointly) a highly discriminant pair, their marginal class-conditional densities exhibit a significant amount of overlap. Hence, because none of the two features is significantly discriminant by itself, it is unlikely that, in the context of a larger problem, the highly discriminant pair would be identified by a standard FS step. In order to achieve convergence rates equivalent to those of FS, while avoiding this limitation, we introduce an algorithm that performs joint FS and FE, which we denote by FSE (feature selection and extraction). The basic idea is to replace the simple evaluation of the goodness of the switch between the two candidate vectors with a full FE step in the plane spanned by them. Let ), and consider the set of 2D rotation matrices
(where
is identical to the
identity matrix with the exception of
). Instead of simply evaluating the EBE resulting from the switch of , we search for the rotation angle that leads to the overall transformation
with smallest EBE is obtained by combining (7) and the class priors with Bayes rule. This is a one dimensional minimization problem that can, therefore, be solved very efficiently with standard exhaustive search procedures (e.g. golden search [9] ).
In fact, it is usually not even necessary to repeat this procedure for all possible pairs of basis vectors. One observation that we have made quite consistently is that, when ¡ is a sensible initializion (e.g. that provided by PCA), the vast majority of the planes as the most discriminant dimension. In these cases there is not much to be gained from the rotation and it is unlikely that such planes will be selected. To take advantage of this observation, we introduce an (optional) pre-filtering step that eliminates the planes with small ratio between 1) the EBE of the projection on 
Note that, because all the densities involved are one or twodimensional, this ratio can be computed using histogrambased density estimates.Its complexity is therefore negligible when compared to that of (10) and, if § planes are selected, the overall complexity is reduced by a factor of
. The complete algorithm is as follows:
1. let , using golden section search, that yields the smallest possible EBE as given by (9) and (10) 4. find the plane that leads to the smallest empirical BE and update The matrix ¡ can be the identity but can also be a feature transformation itself. One sensible solution is to rely on a feature transformation that experience has shown to perform reasonably well on the problem at hand. For example, a principal component analysis or a wavelet decomposition in visual recognition problems. In fact, as long as ¡ is invertible, there will be no loss of BE and, therefore, any orthogonal or overcomplete decomposition qualifies.
Gradient descent
As a benchmark against which to compare the algorithm of the previous section, we implemented an algorithm based on FE alone. As is customary in the FE literature, this algorithm performs gradient descent on the EBE surface. It turns out that the solution to this problem is not straightforward since, due to the
operator in (2), the EBE surface does not have well-defined derivatives everywhere. To overcome this limitation, we relied on the upper bound resulting from the replacement of the
operator by the softmax function the input set [3] . As illustrated by Fig. 2 a) , the softmax is a lower bound to the max function that can be made arbitrarily tight by taking 0 to infinity. In practice, even for relatively small values of 0 (e.g.
), the bound is a very good approximation to the max function. Consequently, is a very good approximation to (2). This is illustrated by Fig. 2 b) , which presents the BE on a problem with
, as a function of the angle of the line into which the input space is projected (see Fig.3 a) ). Clearly, the extrema of the two functions are co-located. Furthermore, because (14) has continuously differentiable derivatives, it can be minimized with standard gradient descent 
where " represents the time step, and c is a learning rate (in our implementation the value that produces the largest decay of the cost among a set of pre-defined values). Replacing all expectations by the empirical means . Under the Gauss mixture assumption of (7) g w g y
Finally, the scale parameter is set to 
Experiments
To evaluate the algorithms introduced in this work, we applied them to various visual recognition problems, ranging from simple toy examples that provide intuition to full-blown recognition tasks involving many classes in domains such as face or texture recognition. We started with a set of problems designed to compare the performance of the new algorithms to that of the classical solutions, namely LDA and HDA. The first set of experiments were performed on a collection of toy problems (projection of two classes from`to 0 dimension) that provide some intuition about the advantages of minimizing BE. As illustrated by Fig. 3 a) , all methods performed perfectly on Gaussian problems with classes of equal covariance. However, as shown in b) and c), LDA broke down even for Gaussian problems of unequal class covariance. This is a well known problem and the motivation for HDA [7, 12] . Both HDA and the two minimum BE algorithms converged to the optimal solution, shown in c).
The problem on Figures 3 d) -3 f) consists of a Gaussian class and a second class which is a mixture of two Gaussians. In this case, the BE surface has a local minimum that, as shown in d), is also the optimal solution for LDA and HDA. Fig. 3 e) and f) illustrate the susceptibility of the gradient descent algorithm to local minima of the BE. As can be seen in e), if the initial ¡ is close to a local minimum then gradient descent will converge to it. There is however, as shown in f), a much larger region of the solution space that will lead to convergence to the global minimum. Finally, this problem demonstrates the increased robustness of FSE to local minima. Because the optimal direction is found by exhaustive search we were not able to find, under FSE, an initialization that would prevent convergence to the global minimum.
The second set of experiments was performed on a face recognition task using the ORL database. This database contains 20 classes, each composed of 10 (by smoothing and bicubic interpolation). This set was split into a training database (first 8 images of each class) and a test database (remaining 2 images). The matrix ¡ was the PCA matrix of the training data, as used in the popular eigenfaces technique [13] , which was also used as the initial basis for HDA. Recognition was performed with a maximum likelihood classifier the Gaussian learned from the training images of class . Table 1 shows the values of EBE obtained on the training and test sets when ¡ is learned with PCA, HDA, and FSE algorithm. Besides the fact that FSE outperforms the two other techniques, it is interesting to notice the correlation between the Bayes error and the actual probability of error. This correlation is confirmed by Fig. 4, which presents a classifier is sub-optimal (it is unlikely that the PCA features are exactly Gaussian) and there were, therefore, no guarantees that the recognition error would behave like the BE. Brodatz is also interesting in the sense that it poses a significant problem for many classification architectures. For example, the straightforward application of a support vector machine (SVM) to this database tends to perform quite poorly. Table 2 presents the best results that we were able to obtain, at several image resolutions, for an SVM with a Gaussian kernel, after a substantial amount of tuning of both the kernel variance and the SVM capacity parameter 2 . We
Resolution Recognition rate believe that this strongly disappointing performance is due to 2 We started from a kernel variance equal to the median Euclidean distance between the training vectors and a capacity of £ , and then manually tried various variations of the two parameters around these initial values. The combination that lead to smallest error was selected. strategy required to turn the multiclass problem (that the SVM cannot handle directly) into a collection of binary problems (which are then combined into a multi-class decision) may be strongly sub-optimal on Brodatz. We have also previously shown that other currently popular representations in learning and vision, e.g. an independent component analysis (ICA) type of decomposition, do not work well on this database [1] . In fact, an extensive study comparing the performance of various feature spaces (including PCA, ICA, and wavelets), have shown that the discrete cosine transform (DCT) is a top performer on Brodatz (see [1] for details). We therefore used the DCT as initial basis ¡ , in an attempt to determine if further optimization, by either FSE or gradient descent, could lead to visible improvement over this already very good solution.
We started by comparing the performance of the minimum-BE feature sets obtained by FSE and gradient descent, saving the matrix ¡ at each iteration and measuring the corresponding EBE on both the training and test sets, to make sure that there was no over-fitting. Fig. 5 presents the evolution of the EBE as a function of the iteration number, showing that the convergence rate of FSE is significantly faster (at least one order of magnitude) than that of gradient descent. By running the algorithms for an extended number of iterations, we also observed that the curves remained flat after $ %
iterations. This means that gradient descent was trapped in a local minimum that prevented convergence to the better solution reached by FSE. In summary, gradient descent required a significantly larger number of iterations to converge to a worse solution than that found by FSE.
In order to compare the computational cost of the two algorithms (and evaluate the trade-off between BE and complexity due to the filtering step of FSE), we ran FSE with various values of the plane-retention parameter § . Fig. 5 b) shows the variation of the final value of BE, for § P 0
of all possible planes, as a function of the CPU time 3 . Also shown are the BE achieved by gradient descent and the corresponding time and the initial BE. Clearly, simply picking the best plane is enough to reach a solution that is very close to the best possible (and better than the gradient descent solution), at a computational cost more than two orders of magnitude smaller than that of either the overall best or gradient descent.
Finally, we compared the recognition performance of the FSE solution with that of the initial DCT features. Recognition was performed with a maximum likelihood classifier Table 3 . Recognition rates on Brodatz for a mixture classifier based on the DCT and FSE feature spaces.
form very well for most test images, we believe that this improvement is significant.
In fact, visual inspection of the classification results obtained for each test image revealed no instances where FSE did worse than the DCT. On the contrary, FSE tends to improve performance for test images belonging to classes that are visually quite similar to other classes in the database. These are the most difficult images to classify and the results above suggest that, for 0 of them, FSE is helpful. Furthermore, we have noticed that this gain is not achieved at the cost of a loss of the generalization ability of the classifier. On the contrary, the FSE-based classifier appears to be more robust than the DCT-based counterpart and produces judgments of similarity that seem more correlated to those of human perception. These points are illustrated by Figure 6 , where we show the classification results obtained with the two classifiers for various test images. The top two examples of Figures 6 a) and 6 b) illustrate how the FSE-based classifier has better ability to generalize, producing an ordering of the classes that seems to be closer to human judgments of similarity. The bottom two examples of Figures 6 a) and 6 b) show instances where, even though close, the DCT-based classifier produces an error. In these cases, the FSE-based classifier is able to recover the correct ordering without altering the third match. All examples (as well as others that are omitted for brevity) support the argument that FSE produces a layout of the feature space that, locally, allows a finer discrimination between similar classes but, globally, brings those classes closer together.
