Abstract. We study the mean curvature flow with given non-smooth transport term and forcing term, in suitable Sobolev spaces. We prove a global-in-time existence of the weak solutions for the mean curvature flow with the terms, by using the modified Allen-Cahn equation that holds useful properties such as the monotonicity formula.
Introduction
Let d ≥ 2 and Ω be the torus, that is, Ω := T d = (R/Z) d . Assume that U t ∈ Ω is a open set with a smooth boundary M t := ∂U t for t ≥ 0. A family {M t } t≥0 of hypersurfaces in Ω is called mean curvature flow (MCF) with transport term and forcing term if the normal velocity vector v of M t satisfies the following:
where u : Ω × (0, ∞) → R d and g : Ω × (0, ∞) → R are given functions, · is the inner product in R d , h and ν are the mean curvature vector and the inner unit normal vector of M t , respectively. In the case of u ≡ 0 and g ≡ 0, Brakke [5] defined the general weak solution (Brakke flow) for (1.1) via the geometric measure theory and proved a global-intime existence. Recently, Kim and Tonegawa [17] showed a global-in-time existence of the multi-phase MCF in the sense of Brakke flow. It is well-known that [7] and [10] proved the existence of a global-in-time unique solution in the sense of viscosity solutions. Ilmaen [14] showed a global-in-time existence of the Brakke flow by the phase field method. In addition, about a global-in-time existence of the MCF, we also mention [3, 15, 19] .
In the case of u ≡ 0 or g ≡ 0, Liu, Sato and Tonegawa [18] proved a global-in-time existence of the weak solution for (1.1) with g ≡ 0 in the sense of the Brakke flow as long as the given transport term u belongs to L p loc ((0, ∞); (W 1,p (Ω)) d ) for p > (d+2)/2 and d = 2, 3. Takasao and Tonegawa [29] also proved the existence for more general settings, that is, d ≥ 2 and u belongs to L q loc ((0, ∞); (W 1,p (Ω)) d ) for q ∈ (2, ∞) and p ∈ (dq/2(q − 1), ∞) (p ≥ 4/3 in addition if d = 2). On the other hand, Mugnai and Röger [22] showed a global-in-time existence of the weak solution called . Let ε ∈ (0, 1). In [14] , to show the existence of the weak solution for (1.1) with u ≡ 0 and g ≡ 0 in the sense of the Brakke flow, the author studied the following Allen-Cahn equation [2] :
, (x, t) ∈ Ω × (0, ∞),
where W is the double-well potential, such as W (s) = (1 − s 2 ) 2 /2. In [18, 29] , to consider the MCF that added transport term, they studied the following:
where u ε is smooth approximation of u. In [22] , they considered the following Allen-Cahn equation with forcing term:
where G ε is smooth and satisfies sup ε>0
we obtain (1.1) as ε → 0 in the sense of L 2 -flow (see [22, Section 5.2] ). In the case of u ≡ 0 and g ≡ 0, Ilmanen [14] proved the convergence of the solutions to the weak solution for (1.1) in the sense of the Brakke flow, by using the monotonicity formula for (1.2). To prove this, the following property is important:
for a.e. t ≥ 0. The property is called the vanishing of the discrepancy measure (see Definition 2.1 below). In [14] , Ilmanen showed the non-positivity of the discrepancy measure, that is,
for (1.2) under several suitable assumptions. However, in the case of u ε ≡ 0 or g ε ≡ 0, the property (1.6) does not hold for (1.3) and (1.4), generally. Therefore, in [22] , they used the result of [23, Proposition 4.9] (see Theorem 5.2 below). Note that the result needs d = 2 or 3. On the other hand, in [18, 29] , they used weaker estimates than (1.6) to obtain (1.5). However, we can not apply the technique for the case of g ε ≡ 0 directly (see Remark 4.3 below).
Let q ε = q ε (r) be a solution for
. In this paper, we consider the following modified Allen-Cahn equation with transport term and forcing term: (1.8)
where
and r ε = r ε (x, t) is given by ϕ ε (x, t) = q ε (r ε (x, t)). Note that if there exists (x, t) ∈ Ω × (0, ∞) such that |ϕ ε (x, t)| = 1, then r ε is not well-defined. However, that case does not occur under suitable conditions (see Proposition 4.4). Define
We remark that by (1.7), the first equation of (1.8) is equal to
By adding the forcing term −L ε r ε 2W (ϕ ε ), we can obtain (1.6) (see Lemma 4.1 below). In addition, the additional term is very small in the framework of the phase field method under several assumptions (see Remark 4.6 below). Therefore we can obtain the monotonicity formula and the convergence of the solutions for (1.8) to the weak solution for (1.1) (see Theorem 3.3 below). About the phase field method for the MCF, there are a huge number of results and we mention [6, 8, 9, 24, 26, 27] and references therein.
The paper is organized as follows. In Section 2, we set our notations and definitions. In Section 3, we explain the main results of this paper. In Section 4, first we show the non-positivity of the discrepancy measure and the monotonicity formula. Then we prove the upper bound of the density of µ ε t (Theorem 3.1) and the existence theorem for (1.1) (Theorem 3.3). In Section 5, we explain the several theorems used in this paper as a supplement.
Notation and definitions
Throughout this paper, we consider the case of Ω = 
for any φ ∈ C c (Ω). The measure ξ ε t is called the discrepancy measure. We suppose that a function W satisfies the following:
3) There exist α 2 ∈ (0, 1) and κ > 0, such that W ′′ (s) > 0 for any α 2 ≤ |s| ≤ 1.
Here q is a solution for (1.7) with ε = 1 and q −1 is the inverse function of q. For example,
3), and (2.4). We remark that q(r) = tanh r in the case of W (s) = (1 − s 2 ) 2 /2. Next we recall several definitions and notations from the geometric measure theory and refer to [1, 5, 11, 12, 25] for more details. For a set U ⊂ Ω with finite perimeter, we denote the reduced boundary by ∂ * U, and the total variation measure of the distributional derivative χ U is denoted by ∇χ U . Let µ be a Radon measure on Ω. We call µ k-rectifiable if µ is represented by
In addition, if θ is positive and integer-valued H k -a.e. on M then we call µ k-integral. Especially, if θ ≡ 1, we say µ has unit density. Let T be a hyper plane in R d with 0 ∈ T and ν be the unit normal vector of T . We also use T to denote the orthogonal projection
where Id is the identity matrix.
Assume that M is a countably (d − 1)-rectifiable and
The following definition is similar to the formulation of the Brakke flow [5] :
). Let T > 0 and {µ t } t∈(0,T ) be a family of Radon measures on Ω. Set dµ := dµ t dt. We call {µ t } t∈(0,T ) an L 2 -flow if the following holds:
Here T x µ t is the approximate tangent plane of µ t at x. In addition, the above vector
Main results
In this paper, first we show the non-positivity of the discrepancy measure and the upper bound of the density for the measure µ
, ∞), and
Assume that ϕ ε is a classical solution for (1.8) with max x∈Ω |ϕ ε 0 (x)| < 1 and ε|∇ϕ
and
and there exists D 0 > 0 such that
Then the following hold:
(1) The non-positivity (1.6) holds for any (x, t) ∈ Ω × [0, T ).
(2) There exist D 1 > 0 and ǫ ∈ (0, 1) such that
Remark 3.2. The upper bound of the density of µ ε t , Lemma 4.7, and Theorem 5.2 imply the integrality of the limit measure µ t = lim ε→0 µ ε t and the vanishing of the discrepancy measure if d = 2, 3. In the case of d ≥ 4, then we may need several arguments similar to that in [14, 29] .
otherwise. As an application of Theorem 3.1, we show the vanishing of the discrepancy measure and the existence of the weak solution for (1.1):
Assume that all assumptions of Theorem 3.1 hold for any T > 0 and
Then there exists a subsequence ε → 0 and the following hold:
(1) There exists a family of
2 -flow with a generalized velocity vector
where h is the generalized mean curvature vector of µ t , T x µ t is the approximate tangent plane of µ t at x, and
Moreover there exists a measurable function θ :
where ν(·, t) is the inner unit normal vector of {ψ(·, t) = 1} on ∂ * {ψ(·, t) = 1}. [29] . Therefore, it is not a new result as the existence theorem, but by doing the similar discussion as the proofs in [29] , we may obtain the same results as [29] . The difference of the phase field methods between [29] and this paper is the forcing term −L ε r ε 2W (ϕ ε ), and the term is very small in the sense of the Brakke flow (see Remark 4.6). Therefore, we can use the proofs in [29] with little change. In addition, the regularity of the solution is also known (see [16, 30] ). However, in the case of g ≡ 0, it is difficult to consider the weak solution for (1.1) in the sense of the Brakke flow, since weak convergences of ν ε and h ε are insufficient to make sense of the convergence
In particular, when µ t is not a unit density measure, the orientation of ν is a problem.
Proof of main theorems
In this section, we assume all the assumptions of Theorem 3.1. First we show the monotonicity formula via the arguments in [14] . Then we show the upper bound of the density of µ ε t by using the arguments in [18, 29] . The upper bound estimates, Theorem 5.3, and standard measure theoretic arguments imply the existence theorem.
4.1. Non-positivity of the discrepancy measure.
One of the key lemmas of this paper is the following:
Lemma 4.1. Assume that |∇r ε (x, 0)| ≤ 1 for any x ∈ Ω. Then we have |∇r ε (x, t)| ≤ 1 and ξ ε (x, t) ≤ 0 for any (x, t) ∈ Ω × [0, T ). Moreover ξ ε t is a non-positive measure for t ∈ [0, T ). Proof. By (1.7) we have
Therefore, if |∇r ε | ≤ 1 then ξ ε ≤ 0 and ξ ε t is a non-positive measure. Thus we only need to prove that |∇r ε | ≤ 1 on Ω × [0, T ). Set h(q) := 2W (q) for q ∈ R. By (1.7) we obtain
By (1.8), (1.7) and (4.1) we have
We compute
By (4.2) and (4.3), we have
By the assumption we have v ε (·, 0) = |∇r ε (·, 0)| 2 − 1 ≤ 0 on Ω. Therefore by (4.5) and the maximum principle we obtain v ε ≤ 0 on Ω × [0, T ). Hence we have |∇r
Remark 4.2. In the case of the volume preserving MCF, that is, u ε ≡ 0, L ε ≡ 0, and g ε = g ε (t) be a non-linear term of ϕ ε , similar estimates (including the monotonicity formula below) have been proven in [28] . Remark 4.3. In [18] and [29] (in the case of g ≡ 0), they considered the maximum principle
to show the following estimate:
where ϕ ε is a solution for (1.3), β ∈ (0, ) and G is a function such as G(ϕ ε ) = ε
Clearly, (4.6) is weaker than (1.6), and the key of the proof of (4.6) is that
for suitable F (see [29, (4. 32)]). However, in the case of g = 0, it is not known whether similar estimates can be obtained by the method of [18] and [29] , because it is not necessarily F ≤ 0 and the control of the term g εξε is more difficult than that of the term u ε · ∇ξ ε , from the viewpoint of the maximum principle. Proof. By Lemma 4.1 there exists a classical solution r ε for (4.2) in Ω×(0, T ). If there exists (x, t) ∈ Ω × (0, T ) such that |ϕ ε (x, t)| = 1, then |r ε | should blow up at the point. But this contradicts the boundedness of r ε . Therefore max x∈Ω |ϕ ε (x, t)| < 1 for any t ∈ (0, T ).
L
2 -estimates of transport term and forcing term.
The following estimate corresponds to the L 2 (µ ε t )-estimate of f ε .
Lemma 4.5. Assume that |ϕ ε | < 1 and |∇r
Proof. We compute 2W (ϕ ε )∇r ε are used. Next we show that there exists C > 0 such that
We remark that q ε (r) = q(r/ε) and r ε = εq −1 (ϕ ε ). Thus we have
where (2.4) is used. Hence we obtain (4.9). Finally we show that there exists C > 0 such that (4.10)
Let {ψ i } i be a partition of unity on Ω with
Note that s ≥ 2 and p satisfies (5.3). By (5.2) we have
For the case of p ≥ 2, we compute
where (5.1) with p = 1 is used. By (4.11) and (4.12) we have (4.10). Similarly, we have (4.13)
Therefore by (4.8), (4.9), (4.10), and (4.13) we obtain (4.7).
Remark 4.6. The estimate (4.9) means that if ∇u ε , ∇g
(ϕ ε ) vanishes as ε ↓ 0 in the framework of the phase field method of this paper.
Energy estimates and monotonicity formula.
Next we show the standard energy estimates and the monotonicity formula for the AllenCahn equation (1.8).
Lemma 4.7. Let p ∈ [2d/(d+1), ∞) and 2 < q < ∞. Then there exists C 3 = C 3 (d, p, q, W, |Ω|) > 0 such that for any 0 ≤ t 1 < t 2 < T we have
(4.14)
Proof. By (1.9) and the integration by parts, we have
Integration of (4.15) over [t 1 , t 2 ] with (4.7) gives (4.14).
Set ρ y,s (x, t) := 1
The function ρ is called the backward heat kernel. To localize ρ, we fix a radially symmetric cut-off function
1/4 (0), 0 ≤ η ≤ 1, and we defineρ y,s (x, t) := η(x − y)ρ y,s (x, t). The following estimate is the monotonicity formula for the modified equation (1.8). 
for any y ∈ R d , 0 ≤ t < s < T and ε ∈ (0, 1).
Proof. In this proof, we regard all functions and measures as periodically extended on R d . Set ρ = ρ y,s (x, t). By an argument similar to that in [14, 18, 28, 29] we have
By Lemma 4.1 and (4.18), we obtain
Therefore we have (4.16). In the computation (4.16) withρ instead of ρ, we obtain additional terms with the differentiation of η. Note that the integration of these term is estimated by cµ The following estimate is given in [29] . Thus we skip the proof. Lemma 4.9. Let 2 < q < ∞ and p ∈ [
, ∞). Then there exists C 5 = C 5 (d, p, q) > 0 such that for any 0 ≤ t 1 < t 2 < s < T we have (4.19)
and (4.20)
wherep is given byp = In this section we prove the upper bound of the density of µ ε t via the monotonicity formula. The proof is based on [18, 29] . , ∞). Then there exist c ≥ 2, c ′ > 0 and ǫ 1 > 0 with the following property. For 0 ≤ t 1 < t 2 < T with t 2 − t 1 < 1, suppose D(t 2 ) =cD(t 1 ) and D(t) < D(t 2 ) for t 1 ≤ t < t 2 . Then for any 0 < ε < ǫ 1 , we have
wherep > 0 is as Lemma 4.9.
. We consider the following three cases. First we consider the case of D(t 2 ) = µ ε t 2
(Ω). By (4.14) we have
Therefore we obtain
is used. Thus, we have (4.21), for sufficiently largec ≥ 2 and sufficiently small ε > 0.
Next we consider the case of D(t 2 ) = lim n→∞
(Br n (y))
with lim n→∞ r n ≥ 1 4
. Then there exists n ≥ 1 such that r n ≥ (Br n (y))
. Therefore we have
Hence, by an argument similar to that in the first case, we obtain 
where C 6 > 0 is depending only on d. By (2.4) we have
. Then (2) The boundary conditions of (5.4) of the original theorem are Neumann conditions. However, we may also obtain same results for periodic boundary conditions, with minor modification of the proof (see [21, Remark 2.3] ).
