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ONE-DIMENSIONAL TUNNEL-JUNCTION FORMULA FOR
SCHRO¨DINGER PARTICLE
MASAO HIROKAWA∗ AND TAKUYA KOSAKA†
Abstract. We handle all the self-adjoint extensions of the minimal Schro¨dinger operator for the
non-relativistic electron living in the one-dimensional configuration space with a junction. We are
interested in every boundary condition corresponding to the individual self-adjoint extension. Thus,
we clarify all the types of those boundary conditions of the wave functions of the non-relativistic
electron. We find a tunnel-junction formula for the non-relativistic electron passing through the
junction. Using this tunnel-junction formula, we propose a mathematical possibility of a tunnel-
junction device for qubit.
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1. Introduction. In this paper we consider a single electron living in the one-
dimensional configuration space with a junction. Thus, we consider it the Schro¨dinger
particle. We mathematically simplify our physical set-up in the following: We regard
the one-dimensional configuration space with the junction as the space ΩΛ := R \
[−Λ,+Λ]. The segment [−Λ,+Λ] is the junction then. We have been interested in
the boundary condition of the wave functions of the non-relativistic electron so that
the electron’s energy operator (i.e., the Schro¨dinger operator) becomes an observable
(i.e., self-adjoint). We have considered some self-adjoint extensions of the minimal
Schro¨dinger operator H0 for this configuration space in [2, 4] from the point of the
view of a quantum device. We then showed that there are some cases where the wave
functions on which a self-adjoint extension acts have their own phase factor at the
boundary, ±Λ, when the wave functions pass through the junction. On the other
hand, we showed that the wave functions do not have such a phase factor when they
respectively stay in the left island ΩΛ,L := (−∞,−Λ) and in the right island ΩΛ,R :=
(+Λ,+∞), namely, when there is no exchange between the wave functions living
individual islands. Actually, all the self-adjoint extensions of our minimal Schro¨dinger
operatorH0 can be parameterized by (ujk)j,k=1,2 ∈ U(2) following the von Neumann’s
theory. Here, U(2) is the unitary group of the degree 2. In [2] the appearance of the
phase factor was shown only in the cases where diagonal entries of the unitary matrix
are all zero (i.e., u11 = u22 = 0). In this paper, we complete the result in [2]. As
asserted in Theorem 2.8 below, we will characterize the boundary conditions of all
the self-adjoint extensions of the minimal Schro¨dinger operator H0 by just two types
of boundary conditions proposed in [2]. More precisely, we will actually construct the
boundary condition from every matrix of U(2). We will then give a tunnel-junction
formula concerning the phase factor for the non-relativistic electron as the Schro¨dinger
particle. We will propose a mathematical idea to make a qubit from a Schro¨dinger
particle through the tunnel-junction formula by controlling the phase factor, even
though the spin of the Schro¨dinger particle cannot be used. In the case where the
electron spin should be considered, we studied similar problem for a single relativistic
electron as the Dirac particle [3].
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2. Main Theorem. First up, we prepare some mathematical tools and recall
some results to state our main theorem, Theorem 2.8.
We respectively define function spaces AC2(ΩΛ) and AC
2
0 (ΩΛ) for our configura-
tion space ΩΛ by
AC2
(
ΩΛ
)
:=
{
f ∈ L2(ΩΛ)
∣∣∣∣ f and f ′ are absolutely continuous on ΩΛ,
and f ′, f ′′ ∈ L2(ΩΛ)
}
,
and
AC20
(
ΩΛ
)
:=
{
f ∈ AC2(ΩΛ)
∣∣∣∣ f = f ′ = 0 on ∂ΩΛ
}
.
Here L2(ΩΛ) is the set of all the square Lebesgue-integrable functions on ΩΛ, and
∂ΩΛ denotes the boundary {−∞,−Λ,+Λ,+∞} of ΩΛ. Thus, f ∈ AC20
(
ΩΛ
)
satisfies
the boundary condition: limx→a f (n)(x) = 0 for a ∈ ∂ΩΛ and n = 0, 1.
We denote by D(A) the domain of a linear operator A throughout this paper.
Now we introduce our starting object:
Definition 2.1. (Minimal Schro¨dinger Operator): The 1-dimensional Schro¨dinger
operator H0 is defined by 

D(H0) := AC
2
0 (ΩΛ),
H0 := − d
2
dx2
.
We call the operator H0 the minimal Schro¨dinger operator.
Following [6, Theorems 8.25(b) and 8.22] respectively, we realize that the minimal
Schro¨dinger operator H0 is closed symmetric, and its adjoint operator H
∗
0 is given as

D(H∗0 ) = AC
2(ΩΛ),
H∗0 = −
d2
dx2
.
Then, the operation of H∗0 is the same as that of H0 though their domains are dif-
ferent from each other. So, we call the adjoint operator H∗0 the maximal Schro¨dinger
operator, and moreover, we employ the following naming:
Definition 2.2. For every subspace D with the condition, D(H0) ⊂ D ⊂ D(H∗0 ),
we call the restriction, H∗0 ⌈D, of H∗0 on D the Schro¨dinger operator.
We will investigate every boundary condition of the wave functions on which
individual self-adjoint extension acts.
It was proved in [2] that both deficiency indices are 2: n+(H0) = n−(H0) = 2,
where the deficiency index n±(H0) is defined as the dimension of the individual de-
ficiency subspace K±(H0) := ker(±i − H∗0 ): n±(H0) := dimK±(H0). Thus, the
minimal Schro¨dinger operator has uncountably many self-adjoint extensions. More
precisely, following the general theory of differential equation and solving simple dif-
ferential equations: H∗0ψ = ±iψ, we can obtain orthonormal bases, {L±, R±}, of the
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deficiency subspaces K±(H0), respectively:
L+(x) :=
{
Ne(1−i)x/
√
2 if−∞ < x < Λ,
0 if Λ < x <∞,(2.1)
L−(x) :=
{
Ne(1+i)x/
√
2 if −∞ < x < Λ,
0 if Λ < x <∞,(2.2)
and
R+(x) :=
{
0 if −∞ < x < Λ,
Ne(−1+i)x/
√
2 if Λ < x <∞,(2.3)
R−(x) :=
{
0 if −∞ < x < Λ,
Ne(−1−i)x/
√
2 if Λ < x <∞,(2.4)
with the normalization factor N = 4
√
2eΛ/
√
2 so that H∗0R± = ±iR± and H∗0L± =
±iL±. The uniqueness of the differential equations tells us that the individual bases
are complete and n+(H0) = n−(H0) = 2. We here note the following relations to use
later:
(2.5) R′±(x) =
−1± i√
2
R±(x) and L′±(x) =
1∓ i√
2
L±(x),
and
(2.6)


L+(−Λ) = R+(+Λ) = Ne(−1+i)Λ/
√
2,
L−(−Λ) = R−(+Λ) = R+(+Λ)∗ = Ne(−1−i)Λ/
√
2,
R+(+Λ)
∗ = R+(+Λ)e−i
√
2 Λ.
Following the von Neumann’s theory [5, 6], all the self-adjoint extensions Hsa
of the minimal Schro¨dinger operator H0 are given as a restriction of the maximal
Schro¨dinger operator H∗0 on a proper subspace Dsa with D(H0) ⊂ Dsa ⊂ D(H∗0 ):
Hsa = H
∗
0 ⌈Dsa. Then, von Neumann’s theory [5, 6] provides the following proposition:
Proposition 2.3. There is a one-to-one correspondence between self-adjoint
extensions Hsa of the minimal Schro¨dinger operator H0 and unitary operators U :
K+(H0) → K−(H0) so that the correspondence is given in the following: For every
unitary operator U : K+(H0)→ K−(H0), the corresponding self-adjoint extension HU
is defined by
(2.7)
{
D(HU ) :=
{
ψ = ψ0 + ψ
+ + Uψ+
∣∣ψ0 ∈ D(H0), ψ+ ∈ K+(H0)} ,
HU := H
∗
0 ⌈D(HU ),
and then its operation is
HU (ψ0 + ψ
+ + Uψ+) = H0ψ0 + iψ
+ − iUψ+.
Conversely, for every self-adjoint extension Hsa of the minimal Schro¨dinger operator
H0, there is the corresponding unitary operator U : K+(H0)→ K−(H0) so that Hsa =
HU .
We here introduce some mathematical notation and terminology. We denote by
R the set of all extended real numbers: R := R∪{+∞}. Since n+(H0) = n−(H0) = 2,
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the deficiency subspaces K±(H0) are 2-dimensional Hilbert spaces. We here remember
that the sets {L+, R+} and {L−, R−} are respectively the complete orthonormal sys-
tems of the deficiency subspace K+(H0) and K−(H0). We identify unitary operators
U from K+(H0) to K−(H0) with 2× 2 unitary matrices (ujk)j,k=1,2, making the cor-
respondence by U : ψ+j 7−→
∑2
k=1 ujkψ
−
k , j = 1, 2, where ψ
±
1 := L± and ψ
±
2 := R±.
So, we often identify the unitary operator U with the unitary matrix (ujk)jk=1,2, and
write U ∈ U(2). We denote by U(n) the unitary group of degree n ∈ N throughout
this paper. The representation of our U : K+(H0)→ K−(H0) in this paper is then:
(2.8)
{
UL+ = u11L− + u12R−,
UR+ = u21L− + u22R−.
We say that U is diagonal if ujk = 0 with j 6= k. Otherwise, we say U is non-diagonal.
Before stating our main theorem, Theorem 2.8, we recall the two types of self-
adjoint extensions found in [2]. We introduce a class of vectors α = (α1, α2, α3, α4) ∈
C4 [2, Definition 1]: We say α ∈ C4 is in a class (Class α) if and only if
(2.9) α1α
∗
4 − α2α∗3 = 1
and
(2.10) α1α
∗
3, α2α
∗
4 ∈ R.
For every vector α in the class (Class α), we give a matrix Bα by Bα :=
(
α1 α2
α3 α4
)
,
and call it the boundary matrix. We recall that there are at least two types of boundary
conditions for self-adjoint extensions of the the minimal Schro¨dinger operator H0 as
shown in [2]. We will give a brief outline of its proof in §3.1.
Theorem 2.4. ([2, Theorem 1(ii)&Theorem 2(i)])
(a) For every ρ = (ρ+, ρ−) ∈ R2, set a subspace D(Hρ) as
D(Hρ) := {ψ ∈ D(H∗0 ) |ψ satisfies the boundary condition (BC ρ)} ,
where
(BC ρ)


ρ+ψ(+Λ) = ψ
′(+Λ) if |ρ+| <∞,
ψ(+Λ) = 0 if ρ+ =∞,
ρ−ψ(−Λ) = ψ ′(−Λ) if |ρ−| <∞,
ψ(−Λ) = 0 if ρ− =∞.
Then, the restriction, Hρ := H
∗
0 ⌈D(Hρ), of the adjoint operator H∗0 on D(Hρ)
is a self-adjoint extension of the minimal Schro¨dinger operator H0.
(b) For every vector α in the class (Class α), define a subspace D(Hα) by
D(Hα) =
{
ψ ∈ D(H∗0 )
∣∣∣∣ψ satisfies the boundary condition (BC α)
}
,
where
(BC α)
(
ψ(+Λ)
ψ ′(+Λ)
)
= Bα
(
ψ(−Λ)
ψ ′(−Λ)
)
.
Then, the restriction, Hα := H
∗
0 ⌈D(Hα), of the adjoint operator H∗0 on
D(Hα) is a self-adjoint extension of the minimal Schro¨dinger operator H0.
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We here recall the following lemma:
Lemma 2.5. ([2, Lemma 2]) If α1, α2, α3, α4 ∈ C in in the class (Class α), then
αjα
∗
k ∈ R for each j, k = 1, 2, 3, 4.
Proof. We only have to show the case where j 6= j′. Multiplying both sides of
(2.9) by α∗3, we have
(2.11) α∗3 = α1α
∗
3α
∗
4 − α∗2|α3|2.
Multiply both sides of this equation by α2. Then, (2.10) tells us that α2α
∗
3 ∈ R.
Combining this fact with (2.9), we have α1α
∗
4 = 1 + α2α
∗
3 ∈ R. Multiplying both
sides of (2.9) by α2 leads to α2 = α1α2α
∗
4 − |α2|2α3. Here we used α∗2α3 = α2α∗3 ∈ R.
Multiplying both sides of the above representation of α2 by α
∗
1 brings us to α
∗
1α2 ∈ R.
Here we used conditions in (2.10), especially, α∗1α3 = α1α
∗
3 ∈ R. We reach α∗3α4 =
α1α
∗
3|α4|2 − α∗2α4|α3|2 ∈ R by multiplying both sides of (2.11) by α4 and using the
conditions in (2.10). Here we used α∗2α4 = α2α
∗
4 ∈ R. We have proved our statement
for α2α
∗
3, α1α
∗
4, α
∗
1α2, and α
∗
3α4. It follows from these facts and the conditions in
(2.10) that αjα
∗
k ∈ R for all the combinations of j, k = 1, 2, 3, 4.
The following proposition shows how a phase factor appears in the boundary
matrices Bα with α ∈ C4 in the class (Class α):
Proposition 2.6. Let Bα be an arbitrary boundary matrix with the vector α =
(α1, α2, α3, α4) ∈ C4 in the class (Class α). Then, one of α1 and α2 is non-zero at
least. So, set θ ∈ [ 0, 2π) , and a1, a2, a3, a4 ∈ R as follows: Let αj be α1 if α1 6= 0,
and α2 if α1 = 0. Define{
θ := arg(αj/|αj |);
aj := |αj |, ak := αkα∗j/|αj |, k 6= j.
Then, Bα has the following representation:
Bα = e
iθ
(
a1 a2
a3 a4
)
.
Proof. Set θj as θj = argαj . Since the vector α is in the class (Class α), Lemma
2.5 says that αjα
∗
k ∈ R for each j, k = 1, 2, 3, 4. Moreover, (2.9) says that α1 6= 0 or
α2 6= 0. We can rewrite Bα as:
Bα =
α1
|α1|


|α1| α
∗
1α2
|α1|
α∗1α3
|α1|
α∗1α4
|α1|

 in the case where α1 6= 0,
and
Bα =
α2
|α2|


α1α
∗
2
|α2| |α2|
α3α
∗
2
|α2|
α4α
∗
2
|α2|

 in the case where α2 6= 0.
We note a1a4 − a2a3 = α1α∗4 − α2α∗3 = 1 by (2.9). Therefore, we can complete our
proof.
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Our main theorem in this paper is concerned with the classification of all the
boundary conditions. To state the classification, we prepare another lemma. We
denote by SH the Hamilton quaternion field with determinant one, i.e.,
SH :=
{(
γ1 −γ∗2
γ2 γ
∗
1
) ∣∣∣∣ γ1, γ2 ∈ C, |γ1|2 + |γ2|2 = 1
}
.
The following lemma says that U ∈ U(2) can be decomposed into the product of an
element of U(1) and an element of SH. Although this lemma was already proved in
[3, Proposition 4.3], we here give a simpler proof than that of [3, Proposition 4.3]:
Lemma 2.7. U(2) = U(1)SH ≡ {γ3A | γ3 ∈ U(1), A ∈ SH}.
Proof. Since it is clear that U(2) ⊃ U(1)SH, we show U(2) ⊂ U(1)SH. Let
U =
(
u1 u2
u3 u4
)
be an arbitrary matrix in U(2). The equation IC2 = U
∗U implies
(2.12) |u1|2 + |u3|2 = 1.
Similarly, the equation IC2 = UU
∗ implies |u1|2 + |u2|2 = 1. Comparing this with
(2.12), we have
(2.13) |u2| = |u3|.
In the same way, comparing the equation |u3|2 + |u4|2 = 1 derived from IC2 = UU∗
with (2.12) leads to
(2.14) |u1| = |u4|.
Here we introduce argument θj of uj , i.e., θj := arguj , and then uj =: |uj |eiθj ,
j = 1, 2, 3, 4. By using IC2 = UU
∗, (2.13), and (2.14), we can reach
(2.15) |u1||u3|
(
ei(θ1+θ4−θ2−θ3) + 1
)
= 0.
In the case where u3 6= 0, we set γ1, γ2, and γ3 by γ1 := e−i(θ2+θ3+π)/2u1, γ2 :=
e−i(θ2+θ3+π)/2u3, and γ1 := ei(θ2+θ3+π)/2. Then, we have γ1γ3 = u1 and γ2γ3 = u3.
By (2.13) we can compute −γ∗2 as:
−γ∗2 = −ei(θ2+θ3+π)/2|u3|e−iθ3 = −ei(θ2−θ3+π)/2|u3| = −ei(π−θ2−θ3)/2u2,
which implies −γ∗2γ3 = −eiπu2 = u2. Meanwhile, it follows from (2.15) that
|u1|ei(θ1+θ4) = −|u1|ei(θ2+θ3).
Using this, we compute γ∗1γ3 as γ
∗
1γ3 = e
i(θ2+θ3+π)|u1|e−iθ1 = −eiπ|u1|eiθ4 = u4.
Hence it follows that U ∈ SH.
In the case u3 = 0, we define γ1, γ2, and γ3 by γ1 := e
−i(θ1+θ4)/2u1, γ2 := 0,
and γ3 := e
i(θ1+θ4)/2, and then, we have γ1γ3 = u1, γ2γ3 = 0 = u3. Since u2 = 0
by (2.13), we have −γ∗2 = 0 = u2. Finally, (2.14) brings us to the computation,
γ∗1γ3 = e
i(θ1+θ4)|u1|e−iθ1 = eiθ4 |u1| = u4. Consequently, we obtain U ∈ SH.
Proposition 2.3 based on von Neumann’s theory says that all the self-adjoint
extensions of the minimal Schro¨dinger operator H0 are parameterized by U ∈ U(2).
Our assertion is that there are only two types of boundary conditions for all the self-
adjoint extensions of H0. They are represented by (BC ρ) and (BC α). Therefore, the
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only thing we have to do for the classification of the boundary conditions is actually
to construct the boundary condition (BC ρ) or (BC α) from every U ∈ U(2). In
addition, Proposition 2.3 says that a diagonal U ∈ U(2) leaves the set of the left-
island functions (resp. the right-island functions) invariant, on the other hand, a non-
diagonal U ∈ U(2) exchanges the left-island functions and the right-island functions.
Theorem 2.8 shows that this situation is reflected in the boundary conditions.
Theorem 2.8. For every self-adjoint extension HU , U ∈ U(2), of the minimal
Schro¨dinger operator H0, every boundary condition of the wave functions in D(HU )
is constructed as in (a) or (b).
(a) Let U ∈ U(2) be diagonal. Then, U is represented as
U =
(
γL 0
0 γR
)
with |γL| = |γR| = 1.
The one-to-one correspondence between the self-adjoint extensions HU pa-
rameterized by diagonal matrices U ∈ U(2) and the self-adjoint extensions
Hρ parameterized by vectors ρ ∈ R2 such that D(HU ) = D(Hρ) is given in
the following:
(L1) For every γL 6= −ei
√
2Λ, set θL as θL := arg γL. Then, the component
ρ− ∈ R is given by
ρ− = − 1√
2
{
tan
(
θL
2
− Λ√
2
)
− 1
}
.
Conversely, for every ρ− ∈ R, the argument θL is determined by
θL = 2 arctan(−
√
2ρ− + 1) +
√
2Λ.
(L2) The components γL = −ei
√
2Λ and ρ− =∞ correspond to each other.
(R1) For every γR 6= −ei
√
2Λ, set θR as θR := arg γR. Then, the component
ρ+ ∈ R is given by
ρ+ =
1√
2
{
tan
(
θR
2
− Λ√
2
)
− 1
}
.
Conversely, for every ρ+ ∈ R, the argument θR is determined by
θR = 2 arctan(
√
2ρ+ + 1) +
√
2Λ.
(R2) The components γR = −ei
√
2 Λ and ρ+ =∞ correspond to each other.
(b) Let U ∈ U(2) be non-diagonal. Then, U is represented as
U = γ3
(
γ1 −γ∗2
γ2 γ
∗
1
)
with |γ1|2 + |γ2|2 = |γ3| = 1 and γ2 6= 0.
The one-to-one correspondence between the self-adjoint extensions HU pa-
rameterized by non-diagonal matrices U ∈ U(2) and the self-adjoint exten-
sions Hα parameterized by vectors α ∈ C4 in the class (Class α) such that
D(HU ) = D(Hα) is given in the following: For every triple of components
γ1, γ2, and γ3, the vector α ∈ C4 in the class (Class α) is given by
(TJF-B)


α1 = i
√
2 γ−12
(
ℜ(eiπ/4γ1) + ℜ(ei(π/4−
√
2 Λ)γ3)
)
,
α2 = −i
√
2 γ−12
(
ℜγ1 + ℜ(e−i
√
2Λγ3)
)
,
α3 = −i
√
2 γ−12
(
ℜγ1 + ℜ(ei(π/2−
√
2Λ)γ3)
)
,
α4 = i
√
2 γ−12
(
ℜ(e−iπ/4γ1) + ℜ(ei(π/4−
√
2 Λ)γ3)
)
.
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Conversely, for every α ∈ C4 satisfying (Class α), the triple of the components
γ1, γ2, and γ3 is determined by
(TJF-U)


γ1 = Γ0e
−iθ (eiπ/4α1 + α2 + α3 + e−iπ/4α4) ,
γ2 = −i
√
2Γ0e
−iθ,
γ3 = −Γ0ei(
√
2 Λ−θ) (e−iπ/4α1 − iα2 + α3 + e−iπ/4α4) ,
Γ0 =
{∣∣∣eiπ/4α1 + α2 + α3 + e−iπ/4α4∣∣∣2 + 2
}1/2
.
Theorems 2.4 and 2.8 show us the following correspondence: Every diagonal
U ∈ U(2) corresponds to the boundary condition (BC ρ), and every non-diagonal
U ∈ U(2) to the boundary condition (BC α). In addition, Theorem 2.8 says that
there is no boundary condition which makes a self-adjoint extension but the conditions
(BC ρ) and (BC α).
By Proposition 2.3, the wave functions belonging to the domain of every self-
adjoint extension HU are represented as in (2.7). Since ψ0(±Λ) = 0 for ψ0 ∈ D(H0) =
AC20 (ΩΛ), the unitary operator U ∈ U(2) gives us the information about how the
electron reflects at the boundary and how it passes through the junction. According
to (2.8), the unitary operator U maps the eigenfunction L+ living in the left island
(resp. R+ living in the right island) to the eigenfunction L− (resp. R−) staying in
the same island with the probability |u11|2 (resp. |u22|2) and the eigenfunction R−
(resp. L−) coming from the opposite island with the probability |u12|2 (resp. |u21|2).
Theorems 2.4 and 2.8 show how the information from U ∈ U(2) reflects in the
boundary conditions. The boundary condition (BC ρ) shows the solitariness:
(left island)
{
ρ−ψ(−Λ) = ψ′(−Λ) if ρ− ∈ R,
ψ(−Λ) = 0 if ρ− =∞,
and
(right island)
{
ρ+ψ(+Λ) = ψ
′(+Λ) if ρ+ ∈ R,
ψ(+Λ) = 0 if ρ+ =∞.
Both of the boundary conditions in the left island and the right one are independent
of each other, which makes no interchange between the information of the individual
wave functions living in the left island and right one. In addition, no extra phase
factor θ appears with the form eiθ in this boundary condition then. On the other
hand, the boundary condition (BC α) shows how the individual wave functions living
in each island make interchange between each other at the boundary. Proposition 2.6
shows how a phase factor appears in the boundary condition:
(TJF)
(
ψ(+Λ)
ψ′(+Λ)
)
= eiθ
(
a1ψ(−Λ) + a2ψ′(−Λ)
a3ψ(−Λ) + a4ψ′(−Λ)
)
for some aj ∈ R, j = 1, · · · , 4, with a1a4 − a2a3 = 1. (TJF) with (TJF-B) and
(TJF-U) is our tunnel-junction formula for the Schro¨dinger particle.
Using this tunnel-junction formula, we try to consider a possibility of a quantum
device. That is, let us now consider a unit of a quantum device, consisting of a junction
and two quantum wires as in Fig. 2.1. In this unit, the junction is for controlling the
phase factor, and the wires for transporting the Schro¨dinger particle. In our argument
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quantum wires
junction (black box)
Fig. 2.1. The unit of our quantum device consists of the two quantum wires and the junction as
the black box.
the two wires were respectively represented by the left island ΩΛ,L and the right island
ΩΛ,R, and the junction by the segment [−Λ,+Λ]. We regarded the junction as a black
box to give mathematical, physical arbitrariness to the junction. As seen above, the
self-adjointness of the Hamiltonian of the Schro¨dinger particle living in the two wires
ΩΛ ≡ ΩΛ,L ∪ ΩΛ,R is mathematically determined by a boundary condition of the
wave functions on which every self-adjoint extension acts. In real physics, actually,
the boundary condition is uniquely determined by the quality and the shape of the
boundary of a material of the wires. Thus, the wave functions have to satisfy the
unit’s own specific boundary condition to become the residents of the unit, otherwise
the unit ejects them. We then consider the combination of different two units as in
Fig.2.2. We set Unit0 with the boundary condition BC0 and Unit1 with the boundary
condition BC1. We connect the two junctions with each other by a phase-controller.
We employ θ0 for the phase factor in BC0 and θ1 (6= θ0) for the phase factor in
control the phase here
BC 0
Unit 0
BC 1
Unit 1
Fig. 2.2. The upper is Unit0 with the boundary condition BC0, and the lower is Unit1 with the
boundary condition BC1. The ellipsoid body is a phase-controller.
BC1, respectively. If we succeed in the phase-shift gate operation from θ0 to θ1 at
the phase-controller, we can make a phase-based switching device for electron as the
Schro¨dinger particle. This suggests that we could use Unit0 and Unit1 as a qubit in
the same way as the flying qubit [1] which is realized by the presence of an electron
in either channel of the wires of an Aharonov-Bohm ring. Thus, our mathematical
idea of the phase-based switching device may propose a possibility of the control over
the transport of Schro¨dinger particle so that the transport through either channel of
Unit0 and Unit1 makes another flying qubit by using phase factor.
3. Proof of Theorems.
3.1. Proof of Theorem 2.4. We here introduce the brief outline of the proof of
Theorem 2.4 according to Theorem 1(ii) and Theorem 2(i). We will use the following
lemma:
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Lemma 3.1.
i) Let a+, a− be arbitrary complex numbers.
(i-1) For every ρ = (ρ+, ρ−) with |ρ±| < ∞, there is a wave function ψρ ∈
D(Hρ) such that ψρ(±Λ) = a∗±.
(i-2) For every ρ = (ρ+, ρ−) with |ρ+| < ∞ and ρ− = +∞, there is a wave
function ψρ ∈ D(Hρ) such that ψρ(+Λ) = a∗+ and ψ′ρ(−Λ) = a∗−.
(i-3) For every ρ = (ρ+, ρ−) with ρ+ = +∞ and |ρ−| < ∞, there is a wave
function ψρ ∈ D(Hρ) such that ψρ(−Λ) = a∗− and ψ′ρ(+Λ) = a∗+.
(i-4) For every ρ = (ρ+, ρ−) with ρ± = +∞, there is a wave function ψρ ∈
D(Hρ) such that ψ
′
ρ(±Λ) = a∗±.
ii) For arbitrary complex numbers a1, a2, there is a wave function ψα ∈ D(Hα)
such that ψα(−Λ) = a∗1 and ψ′α(−Λ) a∗2.
Proof. We denote by χL(x) and χR(x) the characteristic functions on ΩΛ,L =
(−∞,−Λ] and ΩΛ,R = [+Λ,+∞), respectively.
(i) Let f, g be functions in C∞0 (R) so that f(0) 6= 0, f ′(0)/f(0) = 1, and g(0) = 0,
g′(0) 6= 0. We define the function ψρ by
ψρ(x) :=
a∗−
f(0)
f(ρ−(x+ Λ))χL(x) +
a∗+
f(0)
f(ρ+(x − Λ))χR(x), x ∈ ΩΛ,
for part (i-1),
ψρ(x) :=
a∗−
g′(0)
g(x+ Λ)χL(x) +
a∗+
f(0)
f(ρ+(x− Λ))χR(x), x ∈ ΩΛ,
for part (i-2),
ψρ(x) :=
a∗−
f(0)
f(ρ−(x+ Λ))χL(x) +
a∗+
g′(0)
g(x− Λ)χR(x), x ∈ ΩΛ,
for part (i-3),
ψρ(x) :=
a∗−
g′(0)
g(x+ Λ)χL(x) +
a∗+
g′(0)
g(x− Λ)χR(x), x ∈ ΩΛ,
for part (i-4). Then, we obtain our desired function ψρ(x).
(ii) Let f, g be functions in C∞0 (R) so that f(0) 6= 0, f ′(0) = 0, and g(0) = 0,
g′(0) 6= 0. We define the function ψρ by
ψα(x) :=
{
a∗1
f(0)
f(x+ Λ) +
a∗2
g′(0)
g(x+ Λ)
}
χR(x)
+
{
b1
f(0)
f(x− Λ) + b2
g′(0)
g(x− Λ)
}
χR(x),
where b1 = α1a
∗
1 + α2a
∗
2 and b2 = α3a
∗
1 + α4a
∗
2. Then, the function ψα satisfies our
desired condition.
It follows from integration by parts that
〈H∗0ψ|φ〉L2(ΩΛ) − 〈ψ|H∗0φ〉L2(ΩΛ) =ψ′(+Λ)∗φ(+Λ)− ψ(+Λ)∗φ′(+Λ)(3.1)
− ψ′(−Λ)∗φ(−Λ) + ψ(−Λ)∗φ′(−Λ)
for every ψ, φ ∈ D(H∗0 ).
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Since H♯ ⊂ H∗0 for ♯ = ρ, α, it is easy to check H♯ ⊂ H∗♯ using (3.1). On the
other hand, H♯ ⊃ H∗♯ , ♯ = ρ, α, is proved as follows: By the general definition of
adjoint operator, we have 0 = 〈H♯ψ♯|φ〉L2(ΩΛ) − 〈ψ♯|H∗♯ φ〉L2(ΩΛ) for every φ ∈ D(H∗♯ )
and ψ♯ ∈ D(H♯) given in Lemma 3.1. The arbitrariness of a+ and a−, or a1 and a2
implies φ ∈ D(H♯), that is, H∗♯ ⊂ H♯. This is our path to prove the self-adjointness
of H♯, i.e., H
∗
♯ = H♯, employed in [2].
For instance, we here show the proof of Theorem 2.4 (b) only. Since Hα ⊂ H∗0 ,
we have
〈Hαψ|φ〉L2(ΩΛ) − 〈ψ|Hαφ〉L2(ΩΛ)
=(α3ψ(−Λ) + α4ψ′(−Λ))∗ (α1φ(−Λ) + α2φ′(−Λ))
− (α1ψ(−Λ) + α2ψ′(−Λ))∗ (α3φ(−Λ) + α4φ′(−Λ))
− ψ′(−Λ)∗φ(−Λ) + ψ(−Λ)∗φ′(−Λ)
=(α1α
∗
3 − α∗1α3)ψ(−Λ)∗φ(−Λ) + (α1α∗4 − α∗2α3 − 1)ψ′(−Λ)∗φ(−Λ)
− (α∗1α4 − α2α∗3 − 1)ψ(−Λ)∗φ′(−Λ) + (α2α∗4 − α∗2α4)ψ′(−Λ)∗φ′(−Λ)
=0
for every ψ, φ ∈ D(Hα) by using (3.1), (BC α) and conditions of (Class α). Hence it
follows from this that Hα is symmetric, i,e, Hα ⊂ H∗α.
Conversely, using the fact that Hα ⊂ H∗α ⊂ H∗0 along with the help of the general
definition of adjoint operator and (3.1), for every φ ∈ D(H∗α) and ψα ∈ D(Hα) given
in Lemma 3.1(ii) we have
0 =〈Hαψα|φ〉L2(ΩΛ) − 〈ψα|H∗αφ〉L2(ΩΛ)
=(α3ψα(−Λ) + α4ψ′α(−Λ))∗ φ(+Λ)− (α1ψα(−Λ) + α2ψ′α(−Λ))∗ φ′(+Λ)
− ψ′(−Λ)∗φ(−Λ) + ψ(−Λ)∗φ′(−Λ)
=a1 (α
∗
3φ(+Λ)− α∗1φ′(+Λ) + φ′(−Λ)) + a2 (α∗4φ(+Λ)− α∗2φ′(+Λ)− φ(−Λ)) .
So, the arbitrariness of a1 and a2 leads to(
φ(−Λ)
φ′(−Λ)
)
=
(
α∗4 −α∗2
−α∗3 α∗1
)(
φ(+Λ)
φ′(+Λ)
)
.
We here note that the conditions of (Class α) leads to
B−1α =
(
α∗4 −α∗2
−α∗3 α∗1
)
Thus, these two equations imply that φ ∈ D(Hα). That is, H∗α ⊂ Hα. Therefore, we
have proved that H∗α = Hα.
3.2. Proof of Theorem 2.8. Part (a) follows from [2, Theorem 1]. So, we
prove part (b) only.
In this proof, we set η := eiπ/4 for simplicity. Let us give an arbitrary non-diagonal
U ∈ U(2). We know that U ∈ U(2) has the representation in Lemma 2.7.
By (2.7) we can write ψ ∈ D(HU ) as
ψ = ψ0 + cLL+ + cRR+ + cLUL+ + cRUR+,
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where ψ ∈ D(H0), and cL and cR run over C arbitrarily. Using this representation,
(2.5) and (2.6) we can compute ψ(+Λ), ψ′(+Λ), ψ(−Λ), and ψ′(−Λ) as:
(3.2)


ψ(+Λ) = −γ3γ∗2R+(+Λ)∗cL + {R+(+Λ) + γ3γ∗1R+(+Λ)∗} cR,
ψ′(+Λ) = eiπ/4γ3γ∗2R+(+Λ)
∗cL
−{e−iπ/4R+(+Λ) + eiπ/4γ3γ∗1R+(+Λ)∗} cR,
ψ(−Λ) = {R+(+Λ) + γ3γ1R+(+Λ)∗} cL + γ3γ2R+(+Λ)∗cR,
ψ′(−Λ) = {e−iπ/4R+(+Λ) + eiπ/4γ3γ1R+(+Λ)∗} cL
+eiπ/4γ3γ2R+(+Λ)
∗cR.
(3.2) says that(
ψ(+Λ)
ψ′(+Λ)
)
= A+
(
cL
cR
)
and
(
ψ(−Λ)
ψ′(−Λ)
)
= A−
(
cL
cR
)
,
where
A+ =
(−γ3γ∗2R+(+Λ)∗ R+(+Λ) + γ3γ∗1R+(+Λ)∗
ηγ3γ
∗
2R+(+Λ)
∗ − (η∗R+(+Λ) + ηγ3γ∗1R+(+Λ)∗)
)
and
A− =
(
R+(+Λ) + γ3γ1R+(+Λ)
∗ γ3γ2R+(+Λ)∗
η∗R+(+Λ) + γ3γ1R+(+Λ)∗ γ3γ2R+(+Λ)∗
)
.
Since detA− = i
√
2|R+(+Λ)|2γ3γ2 6= 0, we know A−1− exists. Thus, our desired repre-
sentation (TJF-B) of α1, α2, α3, and α4 by γ1, γ2, and γ3 follows from the immediate
computation of Bα = A+A
−1
− . Thus, every ψ ∈ D(HU ) satisfies the boundary condi-
tion (BC α). What we have to show next is that the vector α ∈ C4 given by (TJF-B)
is in the class (Class α). It is obvious that our α1, α2, α3, and α4 satisfy (2.10). We
can compute α1α
∗
4 − α2α∗3 as follows:
α1α
∗
4 − α2α∗3 =
2
|γ2|
[(
ℜ(ηγ1) + ℜ(ηe−i
√
2Λγ3)
)(
ℜ(η∗γ1) + ℜ(ηe−i
√
2Λγ3)
)
−
(
ℜγ1 + ℜ(e−i
√
2Λγ3)
)(
ℜγ1 + ℜ(η2e−i
√
2 Λγ3)
)]
=
1
2|γ2|
[(
ηγ1 + η
∗γ∗1 + ηe
−i√2Λγ3 + η∗ei
√
2Λγ∗3
)
×
(
η∗γ1 + ηγ∗1 + ηe
−i√2Λγ3 + η∗ei
√
2 Λγ∗3
)
−
(
γ1 + γ
∗
1 + e
−i√2Λγ3 + ei
√
2 Λγ∗3
)
×
(
γ1 + γ
∗
1 + η
2e−i
√
2 Λγ3 + η
∗2ei
√
2Λγ∗3
)]
=
|γ3|2 − |γ1|2
|γ2|2 = 1.
Thus, α1, α2, α3, and α4 given by (TJF-B) satisfy (2.9), and the vector α =
(α1, α2, α3, α4) is in the class (Class α).
Therefore, we have constructed the boundary matrix Bα with the vector α ∈ C4
in the class (Class α) from every non-diagonal U ∈ U(2).
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Conversely, let α1, α2, α3, and α4 be arbitrary complex numbers in the class (Class
α). It immediately follows from the definition of γ1, γ2, and Γ0 in (TJF-U) that
|γ1|2 + |γ2|2 = 1. Using this equation together with the conditions of (Class α) and
the representation given in Proposition 2.6, we have
1 =|γ1|2 + |γ2|2 = Γ20


4∑
j=1
|aj |2 +
√
2 (a1a2 + a1a3 + a2a4 + a3a4) + 2a1a4


=|γ3|2.
Here we note γ2 6= 0 by its definition. Thus, (TJF-U) gives us the unitary operator
U with the representation:
U = γ3
(
γ1 −γ∗2
γ2 γ
∗
1
)
∈ U(1)SH = U(2).
We show from now on that the above U satisfies D(HU ) = D(Hα).
For arbitrarily given U ∈ U(2), insert ψ(+Λ), ψ′(+Λ), ψ(−Λ), and ψ′(−Λ) with
the representation (3.2) into the boundary conditions,{
ψ(+Λ) = α1ψ(−Λ) + α2ψ′(−Λ),
ψ′(+Λ) = α3ψ(−Λ) + α4ψ′(−Λ).
Then, since the coefficients cL and cR in D(HU ) are arbitrary and γ
−1
3 = γ
∗
3 , we can
show that the condition D(HU ) = D(Hα) is equivalent to the system of the following
system of equations:(
α1 + e
iπ/4α2
)
γ2 − γ∗1 = ei
√
2 Λγ∗3 ,(3.3)
γ∗2 +
(
α1 + e
iπ/4α2
)
γ1 = −
(
α1 + e
−iπ/4α2
)
ei
√
2Λγ∗3 ,(3.4)
eiπ/4γ∗2 −
(
α3 + e
iπ/4α4
)
γ1 =
(
α3 + e
−iπ/4α4
)
ei
√
2 Λγ∗3 ,(3.5) (
α3 + e
iπ/4α4
)
γ2 + e
iπ/4γ∗1 = −ei(
√
2Λ−π/4)γ∗3 .(3.6)
Thus, we now show that our U given by (TJF-U) satisfies the system of equations:
Using the representation in Proposition 2.6, it is easy to check that our γ1, γ2, and
γ3 given by (TJF-U) satisfy (3.3) and (3.6) in the following.
(α1 + ηα2) γ2 − γ∗1 = −Γ0 (ηa1 + ia2 + a3 + ηa4) = ei
√
2Λγ∗3 ,
(α3 + ηα4) γ2 + ηγ
∗
1 = Γ0 (a1 + ηa2 + η
∗a3 + a4) = −η∗ei
√
2 Λγ∗3 .
We recall a1a4 − a2a3 = 1 by Proposition 2.6. This equation leads to
ηa1a4 + iη
∗a22 + η
∗a2a3 = η∗a1a4 + ηa22 + ηa2a3 + i
√
2,(3.7)
a1a4 + ia2a3 = ia1a4 + a2a3 + 1− i.(3.8)
We can show that our γ1, γ2, and γ3 satisfy (3.4) as
γ∗2 + (α1 + ηα2) γ1 =e
iθΓ0
{
ηa21 + (1 + i)a1a2 + a1a3 + η
∗a1a4
+ ηa22 + ηa2a3 + a2a4 + i
√
2
}
= − (α1 + η∗α3) ei
√
2Λγ∗3
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with the help of (3.7), and they satisfy (3.4) as
ηγ∗2 − (α3 + ηα4) γ1 = − eiθΓ0
{
ηa1a3 + ia1a4 + a2a3 + ηa2a4
+ a23 +
√
2a3a4 + a
2
4 + 1− i
}
=(α3 + η
∗α4) ei
√
2Λγ∗3
with the help of (3.8).
Therefore, the unitary operator U made from our γ1, γ2, and γ3 satisfies the
equation D(HU ) = D(Hα), and we can complete the proof of our theorem.
4. Conclusion. We have completely characterized the boundary conditions for
all the self-adjoint extensions of the minimal Schro¨dinger operator. We then found
a tunnel-junction formula concerning the phase factor. In this formula we can find
the factor ±√2Λ which depends on the length of the junction. We have not yet
clarified the physical reason why this factor appears. Compared with the results in
[3] and this paper, we realize that such a factor concerning the parameter Λ appears
for the Schro¨dinger particle, but it does not for the Dirac particle [3]. That is, the
Schro¨dinger particle seems to feel the distance 2Λ, though the Dirac particle does not.
We conjecture that this situation physically depends on the speed of the particle.
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