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Synopsis
The performance of automatic speech recognition system is not enough to perfectly recognize speech and
users must rephrase their input utterances when recognition errors occur. However, speaking styles of error
recovery utterances are significantly changed from that of normal utterances. Because of these changes, the
performance of speech recognition system is degraded to the contrary. In Japanese, especially, the occurrence of
syllable-stressed utterances increases in error recovery. In this paper, we propose an acoustic modeling method
that is robust to syllable-stressed speech. In syllable-stressed utterances, each syllable is uttered in a manner
between a continuous utterance and an isolated syllable utterance and the continuity of each syllable is changed.
To handle the acoustic characteristics of syllables uttered like an isolated syllable, we use vowel triphone
models taken from existing acoustic models, which are succeeded by silence. To handle the change of
continuity of each syllable, we use left-context dependent vowel biphone models, which are generated by using
the same training data as that used for creating the existing acoustic models. These models and conventional
triphone acoustic models compose a single acoustic model by taking a multi-path approach.
Our method improves the performance of speech recognition systems for syllable-stressed speech
without any need to collect additional training data. In addition, it provides a slightly better performance for
normal utterances.
KEYWORDS: Speech Recognition, Recognition Error, Recovery utterance, Acoustic model,
Syllable-stressed-utterance
1. Introduction
The performance of current speech recognition system is improved by using statistical approaches and
large speech databases. However, there are many types of speaking styles in spontaneous (conversational)
speech. An automatic speech recognition system makes a number of errors when recognizing spontaneous
speech. In order to reduce these recognition errors, users change their speaking style and speak more clearly
and slowly. In Japanese, especially, the occurrence of syllable-stressed utterances increases. These changes in
the speaking style reduce the performance of speech recognition system!). This degradation causes a serious
problem of speech recognition for dialog systems or speech translation systems.
Previous studies2)3) have demonstrated that acoustic models made or adapted by error recovery utterance
data can reduce the word error rate for typical error recovery utterances. However, these studies have not
mentioned effects on syllable-stressed utterances.
In this paper, we investigate how to create acoustic models robust against syllable-stressed speech. In
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syllable stressed speech, each syllable is uttered slowly and emphasized. The characteristics of each syllable are
strongly altered by this modification and lead to the mismatch between acoustic models. To cope with this
problem, we proposed "an" acoustic modeling method by combining existing acoustic models. We also assume
that the syllable-stressed speech is uttered continuously in a manner between a continuous utterance and an
isolated syllable utterance. Therefore, we use vowel models, which are succeeded by silence in conventional
triphone models. For the change in acoustic characteristics between syllables, we use left context dependent
vowel biphone models. These models and conventional triphone models compose a single acoustic model by a
multi-path approach. During decoding, the path that has the highest likelihood is implicitly selected for the
input utterance. The proposed method has an advantage in that the collection of additional training data is not
necessary.
This paper is organized as follows. In the first section, we explain our baseline system in this paper and
results of a recognition experiment using the baseline system for syllable-stressed utterances. Next, we report
the frequency and features of syllable-stressed utterances in error recovery. After that, we propose a method to
create acoustic models robust "against syllable-stressed utterances. In addition, we report recognition
experiments using our proposed method.
2. Experimental setup
2.1 Baseline system
In this paper, we use an LVCSR system called ATRSPREC4) developed at ATR1. For acoustic modeling, a
25-dimensional feature vector (12-dimensional mel-cepstral coefficients, 12-dimensional first-order derivatives
of mel-cepstral coefficients and I-dimensional first-order derivative of logarithmic power) is computed with a
20 ms window length and a 10 ms frame shift. The baseline acoustic models are gender-dependent shared-state
HMMs (1,400 states in total) with five Gaussian mixture components per stateS). These HMMs are trained using
data uttered by 167 male (about 2 hours) and 240 female (about 3 hours) subjects using the travel arrangement
task database6) collected at ATR.
For language modeling, we use a multi-class composite N-gram7). This language model is trained with
the same training data set as the acoustic model. The number of 'from' classes of the preceding word is 700,
and the number of 'to' classes of the succeeding word is 700. The size of the recognition lexicon is 27K words.
2.2 Recognition of syllable-stressed utterances
To investigate the influence of syllable-stressed utterances on a speech recognition system, we conducted
recognition experiments using this baseline system. To conduct recognition experiment, we collected 20
sentence data spoken normally and consciously syllable-stressed from each of 5 males and 5 females. The
results are shown in Table 1. The performance for the normal utterances is about 80%. However, for the
syllable-stressed utterances, the performance is degraded. The reason for this degradation is the mismatch
between the acoustic models due to the change of the acoustic characteristics caused by the stress and the
change in each phoneme's duration.
Next, we tried to apply the model adaptation to each subject. In the adaptations, we used all data because
the amount of data from each subject was limited and the experiment was conducted by using closed data. We
adapted mean values by using MAP_VFS8)9) and transition probabilities by using the Baum-Welch algorithm10).
The results are shown in Table 1. The adaptations improved the performance for syllable-stressed utterances.
However, the performance was still low compared with that for normal utterances.
From the results described above, we observed that a syllable-stressed utterance has a special acoustic
characteristic, and the conventional triphone models can not deal with this characteristic. Therefore, adaptations
can not improve the performance enough for practical use.
1 Advanced Telecommunications Research Institute International
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Table 1 Word accuracies using baseline system
speaker normal utterance syllable-stressed utterance
baseline baseline adaoted
spl 75.8% 18.6% 63.1%
sp2 78.6% -28.9% 40.4%
sp3 87.3% -44.0% -2.1%
sp4 78.6% -86.9% -65.5%
sp5 80.6% -51.9% -8.7%
sp6 81.4% -27.1% 5.7%
sp7 81.3% -12.0% 44.4%
sp8 73.8% 6.2% 38.6%
sp9 74.4% -2.5% 22.5%
spl0 75.0% 32.1% 62.1%
average 78.4% -15.9% 28.0%
3. Features of syllable-stressed utterances
In this section, we describe the collection of error recovery utterances to investigate the occurrence
frequency and the features of syllable-stressed utterances in error recovery.
3.1 Collection of syllable-stressed utterances in error recovery
We collected isolated words in error recovery. In order to collect them realistically, we used a speech
recognition system capable of simulating recognition errors. The average word accuracy of our recognition
system is over 80% on the travel arrangement task, although the performance degrades to 60% with the worst
speaker. Therefore, we generated recognition errors such that the word error rate was about 40%. Among the
words containing errors, we set 50% of the words to have two consecutive errors, 25% of the words to have
three consecutive errors, and 12.5% of the words to have four and five consecutive errors. The subjects inputted
the words indicated on a display to the system using a microphone. If a recognition error occurred, the system
indicated only the occurrence of the error, and the subjects rephrased their speech until the recognition was
successful. In this way, we collected 210 words from each of the five subjects.
3.2 Features of syllable-stressed speech
We investigated the occurrences of syllable-stressed utterances in error recovery utterances. To determine
the syllable-stressed utterances, we calculated the logarithmic acoustic likelihoods of error recovery utterances
and compared each of them with the first uttered speech. From a preliminary experiment, we observed that the
20% degraded utterance corresponds to the syllable-stressed utterance. The results are shown in Fig 1. In the
worst case, the logarithmic acoustic likelihood of about 20% of all speech included in the error recovery speech
was degraded by more than 20% from the normal speech.
Next, we investigated differences between normal utterances and syllable-stressed utterances in the
spectral characteristics. Fig 2 shows spectrograms of utterances that degrade the acoustic likelihood
significantly from the normal utterance. This figure represents the Japanese utterance of Ijizai/. The circled area
indicates the intermediate part of Iii and Izl. Compared with the normal utterance, the continuity of the syllable
is unnatural and the acoustic characteristics are varied.
In syllable-stressed utterances, the changes in the characteristics of the co-articulation of each phoneme
occur as follows.
• Each syllable is uttered in a manner close to that of an isolated syllable utterance. Due to this change,
the acoustic characteristics of each vowel become like those of a vowel succeeded by silence.
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• Each syllable is uttered in a manner between a continuous utterance and an isolated syllable
utterance. Due to this change, the acoustic characteristics between syllables are changed.
Because of these changes, the conventional context-dependent triphone models do not work well and the
performance of the recognition system is degraded.
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Fig 2 Spectrogram of syllable-stressed utterances /jizai/
4. Acoustic modeling method for syllable-stressed speech
This paper proposes an acoustic modeling method for recognizing syllable-stressed speech by combining
existing acoustic models that can handle the acoustic characteristics of syllable-stressed utterances. The models
combined in this method are as follows.
• Vowel triphone models succeeded by silence for a syllable that is like an isolated syllable.
• Left context-dependent vowel biphone models for changes in acoustic characteristics at
co-articulation areas between syllables.
For a complete isolated utterance, each model is supplemented with a one-state pause model, which can
be skipped. For smooth continuity with the vowel triphone models succeeded by silence, models proceeded by
silence are added. These models and the conventional triphone models compose a single acoustic model by
taking a multi-path approach. Fig 3 shows an example of this proposed model t-a+k and a-k+i. During decoding,
the path that has the highest likelihood is implicitly selected for the input utterance. With our method, it is not
necessary to collect additional training data. Furthermore, this method does not need any expansion of the
recognition lexicon or explicit model selection.
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t-a+k
'--------_/
• : one-state pause
Fig 3 Example of the proposed acoustic model
5. Recognition experiments
We conducted several recognition experiments. The acoustic models used in these experiments were
created as follows.
• Using the acoustic model of the baseline system for the conventional triphone models.
• Expanding the vowel triphone models succeeded by silence in the acoustic model of the baseline
system fOf the vowel triphone models succeeded by silence.
• Creating a left context-dependent biphone model by using the same training data of the baseline
system's acoustic model for the left context-dependent vowel biphone models. This model is a
gender-dependent model (1,400 states in total) with five Gaussian mixture components per state.
5.1 Recognition experiments using the proposed acoustic model
Table 2 shows the results of recognition experiments for syllable-stressed speech using the proposed
acoustic model. The proposed acoustic model improved performance more than the model adaptation. However,
the word accuracy of speaker 5 was under 10%. The reason for this was the mismatch of the acoustic model of
the baseline system. This mismatch led to the degradation of the proposed method's performance.
Table 2 Word accuracies of syllable-stressed utterances using the proposed acoustic model
speaker baseline model proposed model
sp1 18.6% 71.5%
sp2 -28.9% 51.1%
sp3 -44.0% 54.9%
sp4 -86.9% 30.4%
sp5 -51.9% 2.7%
sp6 -27.1% 35.0%
sp7 -12.0% 38.0%
sp8 6.2% 61.4%
sp9 -2.5% 47.4%
spl0 32.1% 70.7%
average -15.9% 50.5%
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5.2 Recognition experiments using the proposed acoustic model with model adaptation
To remove the mismatch of the acoustic model, we applied model adaptation to the proposed method.
The mean values and transition probabilities of the baseline system's acoustic model and the left
context-dependent biphone model were adapted to each speaker by using MAP-VFS and the Baum-Welch
algorithm. Table 3 shows results of the recognition experiment using this acoustic model. The proposed
acoustic model with model adaptation improved the performance of speaker 5, and the word accuracies of
speakers 1 and 10 were over 80%.
Table 3 Word accuracies of syllable stressed utterances using the proposed acoustic model
with model adaptation
proposed model
speaker baseline model with model
adaDtation
spl 18.6% 80.1%
sp2 -28.9% 76.6%
sp3 -44.0% 61.3%
sp4 -86.9% 47.6%
sp5 -51.9% 42.5%
sp6 -27.1% 55.0%
sp7 -12.0% 67.6%
sp8 6.2% 77.2%
sp9 -2.5% 69.4%
spl0 32.1% 80.7%
average -15.9% 68.9%
spl 75.8% 80.8%
sp2 78.6% 79.3%
sp3 87.3% 88.0%
sp4 78.6% 84.8%
sp5 80.6% 80.0%
sp6 81.4% 80.0%
sp7 81.3% 85.2%
sp8 73.8% 75.9%
sp9 74.4% 74.4%
solO 75.0% 77.9%
avera~e 78.4% 80.4%
5.3 Recognition experiments of normal utterances using the proposed acoustic model
Table 4 shows results for normal utterances. These results show that the proposed acoustic model can
slightly improve the performance for normal utterances. From this result, several parts of normal utterances
have acoustic characteristics matched with the proposed acoustic model.
Table 4 Word accuracies of normal utterances using the proposed model
soeaker Ibaseline model ~ orooosed model
5.4 Recognition experiments of real error recovery utterances
The results of previous experiments used syllable-stressed speech uttered intentionally. In this subsection,
we conducted recognition experiment using real error recovery utterances. To collect real error recovery
utterance data, we used the same recognition system described in section 3. We generated recognition error
such that the sentence error rate was about 40%. Among the sentences containing errors, we set 50% of the
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sentences to have two consecutive errors, 25% of the sentences to have three consecutive errors, and 12.5% of
the sentences to have four and five consecutive errors. In this way, we collected 88 sentences of data from each
of five subjects.
Fig 4 shows results of the recognition experiment for real error recovery utterances. The proposed
method without model adaptation improves the word accuracy of 4.0% in average and 8.3% in speaker 3
compared with baseline acoustic model. In speaker 1, especially, the performance of the proposed method is
better than that of the model adaptation. From this result, speaker 1 has special acoustic characteristics that the
model adaptation cannot handle. The proposed method with model adaptation effectively works for a speaker
whose performance cannot be improved by using model adaptation.
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Fig 4 Word accuracies of read error recovery utterances
6. Discussion
The results of the recognition experiment described above indicate the effect of our proposed method. In
this section, we discuss several additional experiments conducted to investigate the effect of additional models
combined into the proposed acoustic model.
6.1 Effects of each model in the proposed model
Fig 5 shows results using models combined with only the vowel triphone models succeeded by silence
and with only the left context-dependent vowel biphone model with the conventional triphone models. The
vowel triphone models succeeded by silence worked well for the utterances of speakers 3 and 4.
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Fig 6 shows the effect of a one-state short pause. The one-state short pause worked well for the utterance
of speaker 4. These results show that speakers 3 and 4 uttered in a manner close to an isolated syllable utterance.
The other speakers uttered in a manner between a continuous utterance and an isolated syllable utterance.
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Fig 6 Effect of one-state pause model
6.2 Frequency of model selection
Fig 7 shows the relationship between the improvement in the word accuracy and the frequency of
selection of each model. When the frequency of selection of the vowel triphone models succeeded by silence
increased, the improvement in the word accuracy also increased. On the other hand, there was no relationship
between the frequency of selection of the left context-dependent vowel biphone model and the improvement in
the word accuracy. These results show that there are many types of changes of the acoustic characteristics in
syllable-stressed utterances and that the multi-path approach is effective for syllable-stressed utterances.
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Fig 7 Relationship between word accuracy improvement and frequency of model selection
7. Conclusions
In this paper, we proposed an acoustic modeling method robust against syllable-stressed utterances in
error recovery. We could observe significant improvements in the word accuracy for syllable-stressed
utterances without extra collection of training data of syllable-stressed speech. In our proposed method, we
decide the structure of the acoustic model from prior knowledge about the characteristics of syllable-stressed
utterances through an analysis of the utterances. We believe that it is important to analyze the characteristics of
the target speaking style speech and decide the structure of the acoustic model to handle the possible speaking
style variations.
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