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In this paper, we first propose a universal coupling between the gravity and matter in the frame-
work of the Horˇava-Lifshitz theory of gravity with an extra U(1) symmetry for both the projectable
and non-projectable cases. Then, using this universal coupling we study the post-Newtonian approx-
imations and obtain the parameterized post-Newtonian (PPN) parameters in terms of the coupling
constants of the theory. Contrary to the previous works in which only two PPN parameters were
calculated, we obtain all PPN parameters. We then, for the first time in either projectable or
non-projectable case, find that all the solar system tests carried out so far are satisfied in a large
region of the parameters space. In particular, the same results obtained in general relativity can be
easily realized here. A remarkable feature is that the solar system tests impose no constraint on the
parameter λ appearing in the kinetic part of the action. As a result, the solar system tests, when
combined with the condition for avoidance of strong coupling, do not lead to an upper bound on
the energy scale M∗ that suppresses higher dimensional operators in the theory. This is in sharp
contrast to other versions of the HL theory. [IPMU13-0207]
PACS numbers: 04.50.Kd; 04.25.Nx; 04.80.Cc; 04.20.Ha
I. INTRODUCTION
In the early of the last century, Physics had experi-
enced two major revolutionary developments, one was
quantum mechanics, which describes the microscopic
world, and the other is Einstein’s general relativity (GR),
which describes the macroscopic world. When combining
them to formulate a theory that describes the microscopic
world of gravity, we have met unprecedented challenges,
and so far we are still in a rather embarrassing situation:
such a theory has not been established, and only a few
candidates exist [1].
Recently, Horˇava [2] proposed a theory of quantum
gravity in the framework of quantum field theory, in
which the Arnowitt-Deser-Misner (ADM) variables [3]
are token as the fundamental ones, with the perspec-
tive that Lorentz symmetry appears only as an emer-
gent symmetry at low energies, but can be fundamentally
absent at high energies. While the breaking of Lorentz
symmetry in the matter sector is highly restricted by ex-
periments, in the gravitational sector the restrictions are
much weaker [4, 5]. The Lorentz breaking is realized by
invoking the anisotropic scaling between time and space,
t→ b−zt, ~x→ b−1~x. (1.1)
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This is a reminiscent of Lifshitz scalars [6] in condensed
matter physics, hence the theory is often referred to as
the Horˇava-Lifshitz (HL) gravity. Clearly, such a scal-
ing breaks explicitly the Lorentz symmetry and thus 4-
dimensional diffeomorphism invariance. Horˇava assumed
that it is broken only down to
t→ t′(t), ~x→ ~x′(t, ~x), (1.2)
the so-called foliation-preserving diffeomorphism, de-
noted often by Diff(M, F).
Once the general covariance is broken, it immediately
results in a proliferation of independent coupling con-
stants [2, 7, 8], which could potentially limit the predic-
tive power of the theory. To reduce the number of inde-
pendent coupling constants, Horˇava introduced two in-
dependent conditions, the projectability and the detailed
balance [2]. The former requires that the lapse function
N be a function of t only, N = N(t), while the latter
requires that the gravitational potential should be ob-
tained from a superpotential Wg, given by an integral
of the gravitational Chern-Simons term ω3(Γ) over a 3-
dimensional space, Wg ∼
∫
Σ
ω3(Γ). With these two con-
ditions, the general action contains only five independent
coupling constants.
The HL theory has soon attracted a lot of attention,
and been found that the projectability condition leads to
several undesirable properties, including infrared insta-
bility [2, 9] and strong coupling [7, 10–12], although they
2are not necessarily fundamental problems 1. To avoid
these issues, various models have been proposed [17],
including the healthy extension of the non-projectable
HL theory [18]. In the healthy extension, the instability
problem was fixed by the inclusion of the term aia
i in the
gravitational action, where ai ≡ N,i/N . The strong cou-
pling problem is resolved by introducing a new energy
scale M∗, which denotes the suppression energy of the
high-order spatial operators [18]. Constraints from solar
system tests and cosmology restrict M∗ to M∗ ≤ 1015−16
GeV [18, 19].
A dramatical modification was proposed lately by
Horˇava and Melby-Thompson (HMT) [20], in which an
extra local U(1) symmetry was introduced, so that the
symmetry of the theory was enlarged to,
U(1)⋉Diff(M, F). (1.3)
With this symmetry, the spin-0 graviton is eliminated
[20, 21]. As a result, all the issues related to it, such
as the infrared instability, strong coupling and different
speeds in the gravitational sector, are automatically re-
solved. This was initially done with the projectability
condition and λ = 1 [20], where λ, appearing in the ki-
netic part of the action, characterizes the IR deviation
of the theory from GR. It was soon generalized to the
case with any values of λ [22], in which the spin-0 gravi-
tons are still eliminated [22, 23] 2. The consistency of the
theory with cosmology was worked out systematically in
[25]. On the other hand, the studies of solar system tests
in the spherical case showed that the theory is consistent
with observations when the gauge field and the Newto-
nian prepotential are part of the metric [26].
A non-trivial generalization of the enlarged symmetry
(1.3) to the nonprojectable case N = N(t, x) was also re-
alized in [8], and has been recently embedded into string
1 It should be noted that the infrared instability does not show
up under a certain condition [13] and that the strong coupling
is not necessarily a problem if nonlinear effects help recovering
GR at low energy. Of course, the strong coupling implies that
the naive perturbative expansion breaks down and that a proper
non-perturbative treatment is needed. In fact, in some simplified
situations, fully nonlinear analyses were already performed, and
showed that the λ→ 1 limit of the theory is continuous and that
GR is recovered in a non-perturbative fashion. Such examples
include spherically symmetric, stationary, vacuum configurations
[13], a class of exact cosmological solutions [12] and nonlinear su-
perhorizon perturbations [14, 15]. The non-perturbative recovery
of GR, explicitly shown in those examples, may be considered as
an analogue of the Vainshtein effect [16].
2 Strictly speaking, in [22, 23] what was shown is that the spin-0
gravitons are absent in the Minkowski or (anti-) de Sitter back-
ground. A rigorous proof of the absence of spin-0 gravitons can
be carried out by analyzing the Hamiltonian structure of the
theory, similar to the projectable case [20, 24]. In this paper,
when we say that the spin-0 gravitons are eliminated, we always
mean that they are absent in terms of linear perturbations of
spacetimes with maximal symmetry, such as the Minkowski, and
(anti-) de Sitter.
theory [27]. In the present paper we shall further general-
ize the theory by including two new terms that are com-
patible with the symmetry of the theory. We shall denote
the coefficients of these new terms σ1 and σ2 (see (2.4)).
In the absence of the new terms, i.e. for σ1 = 0 = σ2, it
was shown in [8] that the only degree of freedom of the
theory in the gravitational sector is the spin-2 massless
gravitons, the same as that in GR. However, as we shall
see in the present paper, the scalar graviton re-emerges in
the presence of the new terms 3. We thus have to revisit
various issues in this version of the HL theory, such as
static vacuum spherical solutions in the IR [28] and cos-
mology [29]. Part of the present paper can be considered
as the first step towards this direction.
In the present paper, we consider the post-Newtonian
approximations in the HL gravity with the enlarged sym-
metry (1.3) for both the projectable and non-projectable
cases, and derive the parameterized post-Newtonian
(PPN) parameters in terms of the coupling constants
of the theory. Contrary to the previous works in which
only two PPN parameters were calculated [26, 28], we ob-
tain all PPN parameters in both cases. Then, comparing
them with the constraints obtained from the solar system
tests carried out so far, we show that there exists a large
region in the parameters space, in which all these con-
straints are satisfied. Specifically, the paper is organized
as follows: In Section II, we first give a brief review of the
HL theory with the U(1) symmetry but without the pro-
jectability condition. In doing so, we add a term LS given
by Eq.(2.4) into the action of [8], which is also allowed
by the enlarged symmetry (1.3). In fact, with this term,
the action takes its most general form in this version of
the HL theory. In Section III, we study the effects of
LS , and find that the spin-0 gravitons in general appear
in the Minkowski background, and are stable. In Sec-
tion IV, we consider the coupling of the HL gravity and
matter, and propose a universal coupling. In Section V,
using this coupling we study the post-Newtonian approx-
imations in the case without the projectability condition,
and derive the PPN parameters explicitly in terms of the
coupling constants of the theory. By properly choosing
these constants, the PPN parameters can take the same
values as were given in GR. As a result, they are con-
sistent with all the solar system tests carried out so far.
The same analysis is presented in Section VI for the pro-
jectable case, and shown that similar conclusion can be
reached. In Section VII, we summarize our main results.
Six appendices are also included, in which various de-
tailed calculations are presented.
3 It is remarkable to note that it is exactly because the presence of
these terms that the theory becomes power-counting renromal-
izable even after the detailed balance condition is imposed. For
detail, see Section III, especially Eqs. (3.5)-(3.10) given below.
This is in contrast to all other versions of the HL theory.
3II. NON-PROJECTABLE HL THEORY WITH
U(1) SYMMETRY
In this section, we shall give a brief review of the non-
projectable HL theory with the enlarged symmetry (1.3),
and for detail we refer readers to [8]. Another derivation
of the general action is presented in Appendix A. The
fundamental variables of the theory are
(N, Ni, gij , A, ϕ) ,
where N, Ni and gij are, respectively, the lapse function,
shift vector, and 3-metric of the leaves t = Constant in
the ADM decompositions [3]. A and ϕ are, respectively,
the gauge field and Newtonian prepotential. Under the
local U(1) symmetry, they transform as
δαA = α˙−N i∇iα, δαϕ = −α,
δαNi = N∇iα, δαgij = 0 = δαN, (2.1)
where N i ≡ gijNj , α is the generator of the local U(1)
gauge symmetry, α˙ ≡ ∂α/∂t, and ∇i denotes the covari-
ant derivative with respect to the 3-metric gij . Under
the Diff(M, F), they transform as,
δN = ξk∇kN + N˙ξ0 +Nξ˙0,
δNi = Nk∇iξk + ξk∇kNi + gik ξ˙k + N˙iξ0 +Niξ˙0,
δgij = ∇iξj +∇jξi + ξ0g˙ij ,
δA = ξi∇iA+ ξ˙0A+ ξ0A˙,
δϕ = ξ0ϕ˙+ ξ
i∇iϕ, (2.2)
where ξk = ξk(xi, t) and ξ0 = ξ0(t). Note that in this
paper we replace f(t) used in [8] by ξ0(t).
The general action reads [8],
S = ζ2
∫
dtd3x
√
gN
(
LK − LV + LA + Lϕ
+ LS + ζ−2LM
)
, (2.3)
where g = det(gij), ζ
2 ≡ 1/(16πG) with G being the
Newtonian constant of the HL theory, which in princi-
ple is different from the Newtonian constant defined in
Eq.(D.2). LM describes matter fields, and
LK = KijKij − λK2,
LA = A
N
(
2Λg −R
)
,
Lϕ = ϕGij
(
2Kij +∇i∇jϕ+ ai∇jϕ
)
+(1− λ)
[(
∆ϕ+ ai∇iϕ
)2
+ 2
(
∆ϕ+ ai∇iϕ
)
K
]
+
1
3
Gˆijlk
[
4 (∇i∇jϕ) a(k∇l)ϕ
+ 5
(
a(i∇j)ϕ
)
a(k∇l)ϕ+ 2
(∇(iϕ) aj)(k∇l)ϕ
+ 6Kija(l∇k)ϕ
]
,
LS = σ(σ1aiai + σ2ai i). (2.4)
Here ∆ ≡ gij∇i∇j , Gˆijlk = gilgjk − gijgkl, and Λg is
a coupling constant. The Ricci scalar and tensor are
defined, respectively, as R = gijRij and Rij = g
klRkilj
in terms of the Riemann tensor Rijkl, where
Rijkl = gikRjl + gjlRik − gjkRil − gilRjk
−1
2
(gikgjl − gilgjk)R,
Kij ≡ 1
2N
(−g˙ij +∇iNj +∇jNi) ,
Gij ≡ Rij − 1
2
gijR+ Λggij ,
ai ≡ N,i
N
, aij ≡ ∇jai,
A ≡ −ϕ˙+N i∇iϕ+ 1
2
N
(∇iϕ) (∇iϕ) ,
σ ≡ A−A
N
. (2.5)
It should be noted that in writing the general action
(2.3), we have added the term LS , which is also com-
parable with the enlarged symmetry (1.3). In fact, the
action (2.3) now represents the most general action for
the nonprojectable general covariant theory of the HL
gravity.
When the projectability condition N = N(t) is aban-
doned, it gives rise to a proliferation of a large number
of independently coupling constants [7, 8, 18]. Following
Horˇava, the detailed balance condition is generalized to
[8]4,
L(V,D) =
(
Eij Ai
)(Gijkl 0
0 gij
)(
Ekl
Aj
)
, (2.6)
where Gijkl denotes the generalized De Witt metric, de-
fined as Gijkl = 12
(
gikgjl+ gilgjk
)−λgijgkl, and Eij and
Ai are given by
Eij =
1√
g
δWg
δgij
, Ai =
1√
g
δWa
δai
. (2.7)
The super-potentials Wg and Wa are constructed as
5,
Wg =
1
w2
∫
Σ
ω3(Γ) + µ
∫
d3x
√
g
(
R − 2Λ
)
,
4 Note a sign difference in the front of gij in the 2 × 2 matrix.
As shown below, this is required by the stability of the spin-0
gravitons, which are eliminated in the version presented in [8],
in which the term LS is absent.
5 Note that in [30] a different generalization was proposed, in which
L(V,D) takes the same form in terms of Eij and Gijkl, as that
given in [2], but now the superpotential includes a term aia
i, i.e.,
Wg =
1
w2
∫
Σ
ω3(Γ)+
∫
d3x
√
g
[
µ(R − 2Λ) + βaiai
]
. However, in
this generalization, the six-order derivative term
(
∆ai
)2
does not
exist in the potential LV , and is a particular case of Eq.(2.9) with
β8 = 0. As to be shown below, without this term, the six-order
derivative terms are absent for scalar perturbations. As a result,
the corresponding theory is not power-counting renormalizable,
as already noted in [8].
4Wa =
∫
d3x
√
g
1∑
n=0
Bnai∆nai, (2.8)
where ω3(Γ) denotes the gravitational 3-dimensional
Chern-Simons term, w, µ, Λ and Bn are arbitrary con-
stants. However, to have a healthy infrared limit, the
detailed balance condition is allowed to be broken softly,
by adding all the low dimensional operators, so that the
potential finally takes the form [8],
LV = γ0ζ2 −
(
β0aia
i − γ1R
)
+
1
ζ2
(
γ2R
2 + γ3RijR
ij
)
+
1
ζ2
[
β1
(
aia
i
)2
+ β2
(
ai i
)2
+ β3
(
aia
i
)
aj j
+β4a
ijaij + β5
(
aia
i
)
R+ β6aiajR
ij + β7Ra
i
i
]
+
1
ζ4
[
γ5CijC
ij + β8
(
∆ai
)2 ]
, (2.9)
where all the coefficients, βn and γn, are dimension-
less and arbitrary, except for the ones of the sixth-
order derivative terms, γ5 and β8, which are positive,
γ5 > 0, β8 > 0, as can be seen from Eqs.(2.6)-(2.8).
The coupling constant γ0 is related to the cosmological
constant via the relation,
Λ =
1
2
γ0ζ
2. (2.10)
The Cotton tensor Cij is defined as
Cij =
eijk√
g
∇k
(
Rjl −
1
4
Rδjl
)
, (2.11)
with e123 = 1, etc. In terms of Rij and R, we have [8],
CijC
ij =
1
2
R3 − 5
2
RRijR
ij + 3RijR
j
kR
k
i +
3
8
R∆R
+(∇iRjk)
(∇iRjk)+∇kGk, (2.12)
where
Gk =
1
2
Rjk∇jR−Rij∇jRik − 3
8
R∇kR. (2.13)
Then, the variations of S with respect to N and Ni
give rise to the Hamiltonian and momentum constraints,
respectively,
LK + LRV + FV − Fϕ − Fλ +HS = 8πGJ t, (2.14)
M iS +∇j
{
πij − (1 − λ)gij(∇2ϕ+ ak∇kϕ)
− ϕGij − Gˆijklal∇kϕ
}
= 8πGJ i,(2.15)
where
LRV = γ0ζ2 + γ1R+
γ2R
2 + γ3RijR
ij
ζ2
+
γ5
ζ4
CijC
ij ,
HS = 2σ1
N
∇i
[
ai (A−A)]− σ2
N
∇2 (A−A)
+
1
2
(
σ1aia
i + σ2a
i
i
)∇jϕ∇jϕ,
M iS = −
1
2
(
σ1aka
k + σ2a
k
k
)∇iϕ,
J i = −N δLM
δNi
,
J t = 2
δ(NLM )
δN
,
πij = −Kij + λKgij , (2.16)
and FV , Fϕ and Fλ are given by Eqs.(B.1)-(B.3) in Ap-
pendix B. Variations of S with respect to ϕ and A yield,
respectively,
1
2
Gij(2Kij +∇i∇jϕ+ a(i∇j)ϕ)
+
1
2N
{
Gij∇j∇i(Nϕ)− Gij∇j(Nϕai)
}
− 1
N
Gˆijkl
{
∇(k(al)NKij) + 2
3
∇(k(al)N∇i∇jϕ)
−2
3
∇(j∇i)(Na(l∇k)ϕ) + 5
3
∇j(Naiak∇lϕ)
+
2
3
∇j(Naik∇lϕ)
}
− 1
2N
{
1√
g
∂
∂t
[√
g
(
σ1aia
i + σ2a
i
i
)]
−∇k
[(
Nk +N∇kϕ) (σ1aiai + σ2aii)]
}
+
1− λ
N
{
∇2 [N(∇2ϕ+ ak∇kϕ) ]
−∇i[N(∇2ϕ+ ak∇kϕ)ai]
+∇2(NK)−∇i(NKai)
}
= 8πGJϕ, (2.17)
and
R− 2Λg − σ1aiai − σ2a ii = 8πGJA, (2.18)
where
Jϕ = −δLM
δϕ
, JA = 2
δ(NLM )
δA
. (2.19)
Eqs.(2.17) and (2.18) will be referred, respectively, to as
ϕ- and A- constraint.
On the other hand, the variation of S with respect to
gij yields the dynamical equations,
1√
gN
∂
∂t
(√
gπij
)
+ 2(KikKjk − λKKij)
−1
2
gijLK + 1
N
∇k(πikN j + πkjN i − πijNk)
−F ij − F ijS −
1
2
gijLS − F ija −
1
2
gijLA − F ijϕ
− 1
N
(ARij + gij∇2A−∇j∇iA) = 8πGτ ij , (2.20)
5where
τ ij =
2√
gN
δ(
√
gNLM )
δgij
,
F ijS = −σ
(
σ1a
iaj + σ2a
ij
)
+
σ1a
kak + σ2a
k
k
2
[
(∇iϕ)(∇jϕ) + 2N
(i∇j)ϕ
N
]
+
σ2
N
∇(i[aj)(A−A)]− gij σ2
2N
∇k[ak(A−A)],
F ij =
1√
gN
δ(−√gNLRV )
δgij
=
∑
s=0
γˆsζ
ns(Fs)
ij ,
F ija =
1√
gN
δ(−√gNLaV )
δgij
=
∑
s=0
βˆsζ
ms(F as )
ij ,
F ijϕ =
1√
gN
δ(−√gNLϕV )
δgij
=
∑
s=0
µs(F
ϕ
s )
ij , (2.21)
with βˆs = (−β0, βn) (n = 1, 2, ..., 8), and
γˆs =
(
γ0, γ1, γ2, γ3,
1
2
γ5,−5
2
γ5, 3γ5,
3
8
γ5, γ5, γ5
)
,
ns = (2, 0,−2,−2,−4,−4,−4,−4,−4,−4),
ms = (0,−2,−2,−2,−2,−2,−2,−2,−4),
µs =
(
2, 1, 1, 2,
4
3
,
5
3
,
2
3
, 1− λ, 2 − 2λ
)
. (2.22)
In addition, the matter components (J t, J i, Jϕ, JA, τ
ij)
satisfy the conservation laws of energy and momentum,∫
d3x
√
gN
[
g˙ijτ
ij − 1√
g
∂t(
√
gJ t) +
2Ni√
gN
∂t(
√
gJ i)
− A√
gN
∂t(
√
gJA)− 2ϕ˙Jϕ
]
= 0, (2.23)
1
N
∇i(Nτik)− 1√
gN
∂t(
√
gJk)− JA
2N
∇kA− J
t
2N
∇kN
−Nk
N
∇iJ i − J
i
N
(∇iNk −∇kNi) + Jϕ∇kϕ = 0. (2.24)
As mentioned above, in writing down the general ac-
tion (2.3), we had added the LS term, so that the action
is the most general one with the enlarged symmetry (1.3)
and nonprojectable condition N = N(t, x). In addition,
we had also flipped the sign of gij in the 2×2 matrix (2.6),
so that the coupling constant β8 becomes non-negative
now, in contrast to that given in [8]6. In the following, we
shall study the differences caused by these changes. In
particular, we shall consider their effects on the existence
6 It should be noted that the conclusions obtained in [8], such as
stability, ghost, and strong coupling, do not depend on the signs
of β8, so they hold even after flipping the signs of β8. This is
also truce when applied the model to the solar system tests [28]
and cosmology [29].
of the spin-0 gravitons and stability. To anticipate, due
to the presence of the term LS , spin-0 gravitons appear,
although they are stable in a large region of the phase
space of the coupling constants. In addition, thanks to
the term β8
(
∆ai
)2
in the potential (2.9), the theory is
also power-counting renormalizable, even with the de-
tailed balance condition. This is in contrast to all the
versions with spin-0 gravitons proposed so far.
III. SPIN-0 GRAVITONS AND STABILITY
When σ1 = σ2 = 0, it was shown that the spin-0 gravi-
tons are eliminated [8]. In this section, we consider the
same problem for arbitrary σ1 and σ2. Let us first note
that the Minkowiski space-time,
(N¯ , N¯i, g¯ij , A¯, ϕ¯) = (1, 0, δij , 0, 0),
is a solution of the model with Λg = Λ = 0, where quan-
tities with bars denote the background. Then, the linear
scalar perturbations in the Minkowski background can
be written in the form,
N = 1 + φ, Ni = ∂iB,
gij = (1 − 2ψ)δij + 2∂i∂jE,
A = δA, ϕ = δϕ, (3.1)
where φ,B, ψ,E, δA and δϕ represent the scalar pertur-
bations. Using the gauge freedom, without loss of gener-
ality, we can always choose the gauge [8]
E = 0 = δϕ. (3.2)
To show our above claims given at the end of the last
section, let us consider the quadratic action. After simple
but tedious calculations, we find that it takes the form,
S(2) = ζ2
∫
dtd3x
{
(1− 3λ)(3ψ˙2 + 2ψ˙∂2B)
+(1− λ)(∂2B)2 −
(
φð+
4β7
ζ2
∂2ψ − σ2A
)
∂2φ
−
[
2A− γ1(ψ − 2φ) + α1φ∂2
]
∂2ψ
}
, (3.3)
where ∂2 = δij∂i∂j , and
α1 ≡ 8γ2 + 3γ3
ζ2
,
ð ≡ β0 + β2 + β4
ζ2
∂2 − β8
ζ4
∂4. (3.4)
Now, variations of S(2) with respect to A, B, φ, and ψ
yield, respectively,
∂2ψ =
1
4
σ2∂
2φ, (3.5)
6(1− 3λ)ψ˙ + (1− λ)∂2B = 0, (3.6)
ðφ− σ2
2
A = 2℘ψ, (3.7)
ψ¨ +
1
3
∂2B˙ +
2
3(1− 3λ)
{
(α1∂
2 − γ1)∂2ψ
+∂2A+ ℘∂2φ
}
= 0, (3.8)
where ℘ ≡ −γ1 − β7ζ2 ∂2.
When σ1 = σ2 = 0, from Eq.(3.5) it can be seen that
the scalar ψ satisfies the Laplacian equation ∂2ψ = 0.
Thus, it does not represent a propagative mode, and with
proper boundary conditions, one can always set it to zero.
Similarly, this is also true for other scalars. Hence, the
spin-0 gravitons are eliminated in this case, as shown in
detail in [8].
When σ1 6= 0, σ2 = 0, as one can see from Eqs.(3.5)-
(3.8), the above conclusion still holds.
However, when σ2 6= 0, the situation is different. In
fact, from the above equations, we can obtain a mas-
ter equation for the scalar mode ψ, which in momentum
space can be written in the form
ψ¨k + ω
2
kψk = 0, (3.9)
where
ω2k =
(
1− λ
1− 3λ
){[
γ1
(
1− 8
σ2
)
− 8β0
σ22
]
k2
+
[
α1 +
8(β2 + β4)
σ2ζ2
+
8β7
σ2ζ2
]
k4 +
8β8
σ22ζ
4
k6
}
.
(3.10)
In the IR, the k2 term dominates, thus the stability of
the scalar mode in the IR requires
(
1− λ
1− 3λ
)[
γ1
(
1− 8
σ2
)
− 8β0
σ22
]
> 0. (3.11)
In the UV, the sixth order derivative term dominates,
and the stability now requires 7
(
1− λ
1− 3λ
)
β8 > 0. (3.12)
To study the ghost problem, we consider the quadratic
action S(2), which, after integrating out φ,B,A, can be
7 In the intermediate regime, by properly choosing α1, β2,4,7 and
σ2, one can always make ω2k non-negative. This requirement
yields very weak constraints on these parameters. So, we do not
need to consider them explicitly here, but simply assume that
ω2
k
is non-negative in this regime.
cast in the form,
S(2) = ζ2
∫
dtd3x
{
2
(
1− 3λ
1− λ
)
ψ˙2
−
[
16β0
σ22
− 2γ1
(
1− 8
σ2
)]
ψ∂2ψ
−
[
16β7
σ2ζ2
+
16(β2 + β4)
σ22ζ
4
+ 2α1
]
ψ∂2ψ
+
16β8
σ22ζ
4
ψ∂6ψ
}
. (3.13)
From the above one can see that the ghost-free condition
reads
1− 3λ
1− λ > 0. (3.14)
Then, combining the stability conditions (3.11) and
(3.12) with this ghost-free condition, we obtain
β8 > 0, (3.15)
i) λ > 1 or ii) λ <
1
3
, (3.16)
σ−2 < σ2 < σ
+
2 , (3.17)
where
σ±2 ≡ 4
{
−γ1 ±
√
γ21 −
β0
2
}
. (3.18)
Since σ2 is real, the condition (3.17) holds only when
γ21 −
β0
2
≥ 0. (3.19)
IV. COUPLING WITH MATTER
Before studying the post-Newtonian limits, we must
first specify the coupling between matter and the HL
gravity. This has not been done systematically in the
HL theory [17].
As shown in [26], the projectable version of the U(1)
extension of HL gravity can be consistent with the solar
system tests only if the gauge field A and the Newtonian
prepotential ϕ couple to matter fields in such a way that
N ≡ N [1− υσ +O(σ2)] , (4.1)
(with υ ≃ 1) plays the role of the geometrical lapse func-
tion, where σ is defined by (2.5). In the present paper we
shall see that this kind of prescription for the coupling of
the Newtonian prepotential to matter fields can be also
generalized to the non-projectable version 8. As already
8 In [28] the static spherical vacuum spacetimes were studied in the
IR in the nonprojectable case with the enlarged symmetry (1.3),
and found that the theory is consistent with the solar system
tests even without A and ϕ being part of the metric.
7pointed out in [26], from UV viewpoints, it is not obvious
how to obtain such a prescription from the action prin-
ciple. Actually, in the UV, σ has a non-vanishing scaling
dimension and thus it is not easy to imagine how a lin-
ear combination of N and Nσ can universally enter the
UV action of matter fields. On the other hand, in the
IR, σ is dimensionless and thus, this kind of prescription
is not forbidden a priori. In Appendix C, we consider a
scalar-tensor extension of the U(1) extension of HL grav-
ity (with or without the projectability condition) to make
it possible for the prescription (4.1) to emerge in the IR,
with the expense of fine-tuning in the IR but without
spoiling the power-counting renormalizability of the the-
ory in the UV.
In the scalar-tensor extension elaborated in Appendix
C, it is possible that in the IR, matter fields universally
couple to the ADM components (N˜ , N˜ i, g˜ij) defined as
N˜ = F (σ)N, N˜ i = N i +Ngij∇jϕ,
g˜ij = Ω
2(σ)gij , (4.2)
with
F = 1− a1σ, Ω = 1− a2σ, (4.3)
where a1 and a2 are two arbitrary coupling constants.
Note that by setting the first terms in F and Ω to unity,
we have used the freedom to rescale the units of time
and space. Therefore, the parameter γ1 for example can
no longer be rescaled and thus its value has a physical
meaning by itself. For later convenience we also define
N˜i = Ω
2(σ) (Ni +N∇iϕ) , g˜ij = Ω−2(σ)gij . (4.4)
Since matter fields universally couple to (N˜ , N˜ i, g˜ij),
the matter action is of the form
Sm =
∫
dtd3xN˜
√
g˜ L˜m
(
N˜ , N˜i, g˜ij ;ψn
)
, (4.5)
where ψn collectively stands for matter fields. One can
then define the matter stress-energy in the ADM decom-
position as
ρH ≡ −δ(N˜L˜m)
δN˜
,
si ≡ δ(N˜ L˜m)
δN˜i
,
sij ≡ 2
N˜
√
g˜
δ(N˜
√
g˜L˜m)
δg˜ij
, (4.6)
so that
δN˜Sm = −
∫
dtd3x
√
g˜ρδN˜ ,
δN˜iSm =
∫
dtd3x
√
g˜siδN˜i,
δg˜ijSm =
1
2
∫
dtd3xN˜
√
g˜sijδg˜ij . (4.7)
On the other hand, the source terms in gravity equations
of motion are defined through variation of the matter
action w.r.t. N , Ni, gij , A and ϕ. In the following, we
express those source terms in terms of the components of
the matter stress energy shown in (4.6).
From Eqs.(4.2) and (4.4), we find that
N˜ = N˜(N,Ni, gij , A, ϕ),
N˜i = N˜i(N,Ni, gij , A, ϕ),
g˜ij = g˜ij(N,Ni, gij , A, ϕ). (4.8)
Therefore,
δNSm =
∫
dtd3x
{
δN˜
δN
δ(N˜
√
g˜L˜m)
δN˜
+
δN˜i
δN
δ(N˜
√
g˜L˜m)
δN˜i
+
δg˜ij
δN
δ(N˜
√
g˜L˜m)
δg˜ij
}
δN
=
∫
dtd3x
√
gΩ3(σ)
{
− ρH δN˜
δN
+
δN˜i
δN
si
+
1
2
N˜
δg˜ij
δN
sij
}
δN ≡ 1
2
∫
dtd3x
√
gJ tδN, (4.9)
or
J t = 2Ω3(σ)
{
− ρH δN˜
δN
+
δN˜i
δN
si +
1
2
N˜
δg˜ij
δN
sij
}
. (4.10)
Similarly, it can be shown that
J i = −Ω3(σ)
{
− ρH δN˜
δNi
+
δN˜k
δNi
sk +
1
2
N˜
δg˜kl
δNi
skl
}
,
τ ij =
2Ω3(σ)
N
{
− ρH δN˜
δgij
+
δN˜k
δgij
sk +
1
2
N˜
δg˜kl
δgij
skl
}
,
JA = 2Ω
3(σ)
{
− ρH δN˜
δA
+
δN˜k
δA
sk +
1
2
N˜
δg˜kl
δA
skl
}
,
Jϕ = − 1
N
{
1√
g
(B
√
g),t −∇i
[
B
(
N i +N∇iϕ) ]
−∇i
(
NΩ5si
)}
, (4.11)
where
B ≡ −Ω3(σ)
{
a1ρH − 2a2 (1− a2σ)
N
sk (Nk +N∇kϕ)
−a2 (1− a1σ) (1− a2σ) gijsij
}
. (4.12)
On the other hand, from Eqs.(4.2) and (4.4), we find
that
δN˜
δN
= 1 +
1
2
a1 (∇kϕ)2 ,
8δN˜i
δN
=
Ω
N
{
NΩ∇iϕ
+ 2a2 (Ni +N∇iϕ)
[
σ +
1
2
(∇kϕ)2
]}
,
δg˜ij
δN
=
2a2Ω
N
[
σ +
1
2
(∇kϕ)2
]
gij ,
δN˜
δNi
= a1∇iϕ,
δN˜k
δNi
=
Ω
N
{
NΩδik + 2a2 (Nk +N∇kϕ)∇iϕ
}
,
δg˜kl
δNi
=
2a2Ω
N
gkl∇iϕ,
δN˜
δgij
= −a1
[
N (i∇j)ϕ+ 1
2
N
(∇iϕ) (∇jϕ)
]
,
δN˜k
δgij
= −2a2Ω
N
(Nk +N∇kϕ)
×
[
N (i∇j)ϕ+ 1
2
N
(∇iϕ) (∇jϕ)
]
,
δg˜kl
δgij
=
1
2
Ω2
(
δikδ
j
l + δ
i
lδ
j
k
)
−2a2Ωgkl
N
[
N (i∇j)ϕ+ 1
2
N
(∇iϕ) (∇jϕ)
]
,
δN˜
δA
= −a1,
δN˜i
δA
= −2a2Ω
N
(Ni +N∇iϕ) ,
δg˜ij
δA
= −2a2Ω
N
gij . (4.13)
For the gauge ϕ = 0, the above expressions reduce to
δN˜
δN
= 1,
δN˜i
δN
=
2a2σΩ
N
Ni,
δg˜ij
δN
=
2a2σΩ
N
gij ,
δN˜
δNi
= 0,
δN˜k
δNi
= Ω2δik,
δg˜kl
δNi
= 0,
δN˜
δgij
= 0,
δN˜k
δgij
= 0,
δg˜kl
δgij
=
1
2
Ω2
(
δikδ
j
l + δ
i
lδ
j
k
)
,
δN˜
δA
= −a1, δN˜i
δA
= −2a2Ω
N
Ni,
δg˜ij
δA
= −2a2Ω
N
gij , (ϕ = 0). (4.14)
Inserting the above expressions into Eq.(4.11), we find
that
J t = 2Ω3
{
− ρH + 2a2σΩ
N
Nis
i + a2σΩ(1 − a1σ)gijsij
}
,
J i = −Ω5si,
τ ij = (1 − a1σ)Ω5sij ,
JA = 2Ω
3
{
a1ρH − 2a2Ω
N
Nks
k − a2Ω(1− a1σ)gijsij
}
,
Jϕ = − 1
N
{
1√
g
(B
√
g),t −∇i
[
B
(
N i +N∇iϕ) ]
−∇i
(
NΩ5si
)}
, (ϕ = 0). (4.15)
V. POST-NEWTONIAN APPROXIMATIONS
In the low energy limit, the high-order derivative terms
are highly suppressed, and can be safely dropped out, so
the action reduces to
SIR = ζ
2
∫
dtd3x
√
gN
(
LK − LIRV + LA
+ LS + Lϕ + ζ−2LM
)
, (5.1)
where
LIRV = 2Λ+ γ1R− β0aiai. (5.2)
Note that, for the action to have the U(1) symmetry even
in the IR, here we have kept all the terms in both Lϕ and
LA. Then, using this U(1) gauge freedom, we set
ϕ = 0, (5.3)
which uniquely fix the gauge [8]. On the other hand, in
the solar system the influence of the cosmological con-
stant and the space curvature are negligible. So, in this
section we can safely set
Λ = Λg = 0. (5.4)
With the above gauge choice, it can be shown that the
Hamiltonian, momentum constraints, and the dynamical
equations, can be cast, respectively, in the forms,
KijK
ij − λK2 + γ1R+ β0(2ai i + aiai)
+ 2
σ1
N
∇i
(
Aai
)− σ2
N
∇2A = 8πGJ t, (5.5)
∇kπik = 8πGJi, (5.6)
gilgjk
N
√
g
∂
∂t
(√
g πlk
)
+ 2(KikK
k
j − λKKij)
+
1
N
∇k
(
πki Nj + π
k
jNi − πijNk
)
− 1
2
gij
(
KlkK
lk − λK2)−FSij − γ1Fij
− A
2N
gij(σ1a
kak + σ2a
k
k)− εij = 8πGτij , (5.7)
where
εij ≡ −AR
2N
gij − β0
(
aiaj − 1
2
aka
kgij
)
9+
1
N
(
ARij + gij∇2A−∇j∇iA
)
,
Fij ≡ Rij − 1
2
gijR+
1
N
(
gij∇2N −∇j∇iN
)
,
FSij ≡ −A
N
(σ1aiaj + σ2aij)
+
σ2
N
∇(i(aj)A)− gij σ2
2N
∇k(akA)
πij ≡ −Kij + λKgij . (5.8)
Note that the energy-momentum tensor in GR is de-
fined as,
T µν =
1√−γ
δ (
√−γLM )
δγµν
, (5.9)
where γµν is given by,
(γµν) =
(
−N˜2 + N˜ iN˜i N˜i
N˜i g˜ij
)
,
(γµν) =
(
− 1
N˜2
N˜i
N˜2
N˜i
N˜2
g˜ij − N˜iN˜j
N˜2
)
, (5.10)
with g˜ij g˜ik = δ
j
k and N˜i ≡ g˜ijN˜ j.
Introducing the normal vector nν to the hypersurface
t = Constant,
nµ = −N˜δtµ, nµ =
1
N˜
(
1,−N˜ i
)
, (5.11)
one can decompose Tµν as [31],
ρH ≡ Tµνnµnν ,
si ≡ −Tµν (δµi + nµni)nν ,
sij ≡ Tµν (δµi + nµni)
(
δνj + n
νnj
)
, (5.12)
in terms of which, the quantities J t, Ji, JA, Jϕ and τij
are given by Eq.(4.11).
On the other hand, the variations of SIR with respect
to ϕ and A yield,
GijKij − Gˆ
ijlk
N
[
∇l (akNKij) +∇k (alNKij)
]
− 1
2N
[
1√
g
∂
∂t
(
√
gZA)−∇j
(
N jZA
)]
+
λ˜
N
[∇2 (NK)−∇i (aiNK)] = 8πGJϕ, (5.13)
R− ZA = 8πGJA, (5.14)
where
ZA = σ1aia
i + σ2a
i
i. (5.15)
Eqs.(5.5)-(5.15) are the HL field equations in the IR limit.
For a perfect fluid, a fundamental equation is the con-
servation of the baryon number n [32],
∂n
∂t
+ ~∇  (n~v) = 0, (5.16)
where ~v is the three-velocity of the fluid. Introducing
the rest mass density ρ of the atoms in the element of
the fluid by ρ = µn, where µ is the mean rest mass per
baryon in the element, the above equation can be written
in the form, (
∂
∂t
+ ~∇  ~v
)
ρ = 0. (5.17)
In the post-Newtonian approximations, we assume
that the metric can be written in the form [33],
γµν = ηµν + hµν , (5.18)
where ηµν = diag. (−1, 1, 1, 1), and
h00 ∼ O(2) +O(4),
h0j ∼ O(3),
hij ∼ O(2) +O(4), (5.19)
where O(n) ≡ O (vn). It should be noted that, in con-
trast to GR, here hij needs to be expanded to the fourth-
order of v in order to obtain consistent field equations for
the Hamiltonian constraint, A-constraint, and the trace
part of the dynamical equations. Generalizing the argu-
ments presented in [33] to the present case, we find that,
up to O(4) order, hµν in the post-Newtonian approxima-
tions consists of the terms,
h00 [O(4)] : U2,ΦW ,Φ1,Φ2,Φ3,Φ4,A,B
h0i [O(3)] : Vi,Wi
hij [O(4)] : Uδij , χ,ij , h(4)ij , (5.20)
where U,ΦW , ..., χ are given by Eq.(D.1) in Appendix D,
and h
(4)
ij ≃ O(4). From the continuity equation (5.17),
one can obtain various useful relations, part of which is
listed in Eq.(D.2).
Under the gauge transformations (2.2), we find that
h¯0¯0¯ = h00 − 2λ2(U2 +ΦW − Φ2) + 2ξ˙0
h¯0¯j¯ = h0j − λ2χ,0j ,
h¯i¯j¯ = hij − 2λ2χ,ij , (5.21)
where in writing the above expressions, we had chosen
ξj = λ2χ,j [33] with λ2 being an arbitrary constant.
Clearly, by properly choosing λ2 we can eliminate the
anisotropic term χ,ij , as it was done in the standard post-
Newtonian gauge [33]. However, since now ξ0 is a func-
tion of t only, we cannot eliminate the B term in h00.
Therefore, the general metric coefficients up to O(4) or-
der in the HL theory are given by,
γ00 = −1 + 2U − 2βU2 − 2ξΦW
+(2 + 2γ + α3 + ζ1 − 2ξ)Φ1
+2 (1 + 3γ − 2β + ζ2 + ξ)Φ2
+2 (1 + ζ3)Φ3 + 2 (3γ + 3ζ4 − 2ξ)Φ4
− (ζ1 − 2ξ)A+ ζBB,
10
γ0i = −1
2
(3 + 4γ + α1 − α2 + ζ1 − 2ξ)Vi
−1
2
(1 + α2 − ζ1 + 2ξ)Wi,
γij = (1 + 2γU) δij + h
(4)
ij , (5.22)
where β, γ, ξ, ζi, αj and ζB are the eleven independent
constants that characterize the post-Newtonian limits in
the HL theory 9. Thus, hµν can be written in the form,
h00 = 2U +O(4),
h0j = cVj + dχ,0j +O(5),
hij = 2γUδij + bχ,ij +O(4). (5.23)
Using the gauge freedom mentioned above, we shall set
b = 0. In the following, we shall solve the HL equations
(5.5)-(5.7) and (5.13)-(5.14) order by order.
i) Hamiltonian constraint to O(2): To this order, from
Eq.(4.15) we find that J t = −2ρ, and Eq.(5.5) takes the
form, (
2β0a1 − 4γ1a2 − σ2
)
∂2A2
= 2(2γ1γ + β0 + 2κ)∂
2U, (5.24)
where κ ≡ G/GN , and GN is the Newtonian constant
defined in Eq.(D.2). Then, Eq.(5.24) yields A2 = fU ,
where
f ≡ 2β0 + 4γ1γ + 4κ
2β0a1 − 4γ1a2 − σ2 . (5.25)
Note that in writing the above expression, we had ex-
panded A as [33]
A = A2 +A4, (5.26)
where An is of order O(n). This is consistent with the
results obtained in the spherical case [28].
ii) Momentum constraint to O(3): To this order, we
find that Ji = −2ρvi, and Eq.(5.6) becomes[ c
2
+ 2d− b+ γ + a2f − λ(c+ 3γ + 2d− b)
− 3λa2f
]
U,0i − c
2
∂2Vi = 2κ∂
2Vi.
Therefore, we obtain c = −4κ, and
γ + 2d+ (1− 3λ)a2f − λ(3γ + 2d− 4κ)
− 2κ = 0. (5.27)
iii) Dynamical equations to O(2): In this order, we find
τij = 0, and Eq.(5.7) becomes[
f − γ1(γ + a2f) + γ1(1− a1f)
] (
U,ij − δij∂2U
)
= 0,
9 Note that in theories with general covariance, one can always use
the gauge freedom of ξ0, which is now a function of both t and
x, to eliminate the term B in γ00, so finally there are only ten
independent constants [33].
from which we obtain
f + γ1(γ + a2f)− γ1(1− a1f) = 0. (5.28)
iv) A-constraint to O(2): In this order, we find that
JA = 2a1ρ, and that Eq.(5.14) becomes
[σ2(1− a1f)− 4(γ + a2f)]∂2U = −4κa1∂2U.
Therefore, we have
4κa1 − 4(γ + a2f) + σ2(1− a1f) = 0. (5.29)
v) ϕ-constraint to O(3): In this order, we find that Jϕ =
a1ρ,0 + (ρvk),k and Eq.(5.14) becomes[
(1− λ)(3λ+ 2d+ 3a2f − 4κ)− σ2
2
(1− a1f)
]
∂2U,0
= 2κ(a1 − 1)∂2U,0,
from which we obtain
(1− λ)(3λ+ 2d+ 3a2f − 4κ)
− 2κ(a1 − 1)− σ2
2
(1− a1f) = 0. (5.30)
However, this equation is not independent. In fact, it can
be obtained from Eqs.(5.27), (5.28) and (5.29).
vi) The Hamiltonian constraint, A-constraint and the
trace of dynamical equations to O(4): To the fourth-
order of v, these three equations contain R
(
h
(4)
ij
)
and
∂2A4 terms. In particular, from the trace part of the dy-
namical equations and the A-constraint, we can eliminate
R to obtain an equation that contains ∂2A4. Combining
such obtained equation with the Hamiltonian constraint,
we can further eliminate the ∂2A4 term, so finally a dif-
ferential equation involved only h00 is obtained. For more
details, see Appendix E. Then, after solving the resulted
equation, we find that h00 is given by
h00 = 2U + h1(A+B) + h2Φ1 + h3Φ2 + h4Φ3
+h5Φ4 + h6U
2, (5.31)
where hn are given by Eq.(E.5) in Appendix E. Compar-
ing the above expression with Eq.(5.22), and considering
the fact that γ00 = −1 + h00, we find that
−2β = h6, (5.32)
−2ξ = 0, (5.33)
2 + 2γ + α3 + ζ1 − 2ξ = h2, (5.34)
2 (1 + 3γ − 2β + ζ2 + ξ) = h3, (5.35)
2 (1 + ζ3) = h4, (5.36)
2 (3γ + 3ζ4 − 2ξ) = h5, (5.37)
− (ζ1 − 2ξ) = h1, (5.38)
ζB = h1. (5.39)
Combining Eqs.(5.27), (5.28), (5.29) and (5.32)-(5.39),
we finally obtain the eleven independent PPN parame-
ters, which are given by Eq.(F.1) in Appendix F.
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Current experiment limits on the PPN parameters are
given by [33–35],
γ = 1 + (2.1± 2.3)× 10−5,
β = 1 + (−4.1± 7.8)× 10−5,
α1 < 10
−4,
α2 < 4× 10−7,
α3 < 4× 10−20,
ξ < 10−3,
Γ < 1.5× 10−3,
ζ1 < 2× 10−2,
ζ2 < 4× 10−5,
ζ3 < 10
−8,
ζ4 < 6× 10−3, (5.40)
where
Γ ≡ 4β − γ − 3− 10
3
ξ − α1 + 2
3
α2 − 2
3
ζ1 − 1
3
ζ2. (5.41)
In the following, we shall consider these experiment limits
in various cases.
A. σ1 = 0 = σ2
In this case, from Eqs.(F.1) and (F.2) we find that
β =
−a31γ1κ2 + 3a21γ1κ + 2a1γ1 + a1κ + 3
4a1γ1 + 4
,
γ =
κ(a21γ1 + a2a1γ1 + a1)− a2γ1
a1γ1 + 1
,
α1 =
4 (a2 − a1) γ1 − 4
a1γ1 + 1
−4κ
[
a2
(
1− 1
a1γ1 + 1
)
+ a1 − 2
]
,
α2 =
κ
[
a21(3λ− 1) + a1(2 − 6λ) + 4λ− 2
]− λ+ 1
λ− 1 ,
ζ1 = −ζB = (a1 − 1)a1(3λ− 1)κ
λ− 1 ,
α3 = ξ = ζ2 = ζ3 = ζ4 = 0, (5.42)
with
β0
[
a21κγ1 + 1
]
+ 2κ (a1γ1 + 1)
2 = 0. (5.43)
Then, from the experimental limit on ζ1, we find that
|a1 − 1| ≪ 1. (5.44)
Expanding Eq.(5.42) in terms of ǫ ≡ a1 − 1, we find
β = 1 +
ǫ
4
(1 +̟) +O(ǫ2),
γ = 1 +
1 + γ1 + a2γ1
1 + γ1
(1 +̟)ǫ +O(ǫ2),
α1 = −41 + γ1 + a2γ1 −̟(1 + γ1 − a2γ1)
1 + γ1
ǫ+O(ǫ2),
α2 = ̟ǫ+
1− 3λ
1− λ ǫ
2 +O(ǫ3),
ζ1 = −ζB = 1− 3λ
1− λ ǫ,
α3 = ξ = ζ2 = ζ3 = ζ4 = 0, (5.45)
where in writing the above expressions we had set κ ≡
1 +̟ǫ. Thus, the experimental constraint on β leads to
|a1 − 1| < 10−5, ̟ ≃ O(1), (5.46)
while the constraints of γ and α1 yield,
a2 =
{
1 + γ1 +O (ǫ) , γ1 ≃ −1,
O (1) , Otherwise. (5.47)
On the other hand, the constraints from ζ1 and α2 further
require that a1 must satisfy the constraints,
|a1 − 1| < 10−7, ̟ ≃ O(1),∣∣∣∣a1 − 11− λ
∣∣∣∣ < 10−2, (a1 − 1)2|1− λ| < 10−7. (5.48)
It is interesting to note that the relativistic limit of the
gravitational sector is
(γ1, β0,κ, λ)
GR = (−1, 0, 1, 1). (5.49)
From Eqs.(5.43) and (5.47) we find that for (a1, a2) ≃
(1, 0), we indeed have (γ1, β0,κ) = (−1, 0, 1). In fact, for
a1 = 1 = κ, (5.50)
Eq.(5.42) reduces to
γ = β = 1, α1 = α2 = α3 = ξ = 0,
ζ1 = ζ2 = ζ3 = ζ4 = ζB = 0, (a1 = 1), (5.51)
which are precisely the values obtained in GR. It should
be noted that in the current case λ cannot be taken ex-
actly its relativistic value λGR = 1, in order to solve the
strong coupling problem by the mechanism proposed in
[8, 18] 10.
B. σ1 6= 0, σ2 = 0
In this case, we find that
β =
−a31γ1κ2 + 3a21γ1κ + 2a1γ1 + a1κ + 3
4a1γ1 + 4
+
γ1(a1κ − 1)(1 + a21γ1κ)2
2κ(1 + a1γ1)3
σ1,
10 See also the comments on this issue given in Footnote 1.
12
γ =
κ(a21γ1 + a2a1γ1 + a1)− a2γ1
a1γ1 + 1
,
α1 =
4 (a2 − a1) γ1 − 4
a1γ1 + 1
−4κ
[
a2
(
1− 1
a1γ1 + 1
)
+ a1 − 2
]
,
α2 =
κ
[
a21(3λ− 1) + a1(2 − 6λ) + 4λ− 2
]− λ+ 1
λ− 1 ,
ζ1 = −ζB = (a1 − 1)a1(3λ− 1)κ
λ− 1 ,
α3 = ξ = ζ2 = ζ3 = ζ4 = 0, (5.52)
with β0 being still given by Eq.(5.43). From the above
expressions, it can be seen that σ1 has contribution only
to β. Thus, the limit from ζ1 still lead to the same con-
straint (5.44). Then, we find that
β = 1 +
ǫ
4
(1 +̟) +
γ1(1 +̟)
8(1 + γ1)
σ1ǫ
+O
(
ǫ2
(1 + γ1)2
)
+O(ǫ2). (5.53)
Thus, the constraint from β requires,
|a1 − 1| < 10−5, ̟ ≃ O(1),
σ1 =
{
1 + γ1 +O (ǫ) , γ1 ≃ −1,
O (1) , Otherwise. (5.54)
In addition, the constraints from α2 and ζ1 further re-
quire that a1 must satisfy the constraints (5.48).
When a1 = κ = 1, Eq.(5.52) reduces exactly to
Eq.(5.51).
C. σ1σ2 6= 0
In review of the above analysis, let us consider the
cases a1 = 1 and a1 6= 1 separately.
1. a1 = 1
Then, we find that
β =
1
4κ[γ1(σ2 − 4)− 4]3
{
γ1σ
3
2 [γ1 (2γ1 − 1)κ + 1]
−4γ1σ22
[
κ (γ1 (2γ1 + 1) (κ + 3)− 5) + 1
]
−8σ2
[
γ1σ1 (γ1κ + 1)
2
−2 (γ1 + 1) 2κ (γ1(5κ + 6)− 1)
]
−32γ1σ1(κ − 1) (γ1κ + 1)2
+64 (γ1 + 1)
2
κ
[
γ1((κ − 3)κ − 2)− κ − 3
]}
,
γ = −a2γ1 (σ2 + 4κ − 4) + 4 (γ1 + 1)κ + σ2
γ1 (σ2 − 4)− 4 ,
α1 =
4γ1 (σ2 (a2 + 2κ − 1) + 4 (a2 − 1) (κ − 1))
γ1 (σ2 − 4)− 4
+
4 (σ2 − 4κ + 4)
γ1 (σ2 − 4)− 4 ,
α2 =
(3λ− 1)σ22
(λ− 1)κ (γ1 (σ2 − 4)− 4) 2
+
γ1σ
2
2 (γ1(−λ+ (4λ− 2)κ + 1) + 6λ− 2)
(λ− 1) (γ1 (σ2 − 4)− 4) 2
−8 (γ1 + 1) (κ − 1) (γ1 (σ2 − 2)− 2)
(γ1 (σ2 − 4)− 4) 2 ,
ζ1 = −ζB = (3λ− 1) (4 (γ1 + 1)κ + σ2) (γ1σ2κ + σ2)
(λ− 1)κ (γ1 (σ2 − 4)− 4) 2 ,
α3 = ξ = ζ2 = ζ3 = ζ4 = 0, (5.55)
with
γ1 (σ2 − 8)σ2 + 8κ
[
γ1σ2 − 2 (γ1 + 1) 2
]
− 8(γ1κ + 1)β0 = 0. (5.56)
Considering the fact that (γ1,κ)
GR = (−1, 1), we set
γ1 = −1 + η, κ = 1 + ̺η, (5.57)
where ̺ ≃ O(1). Then, expanding Eq.(5.55) to the first-
order of η, we obtain
β = 1 +
3− ̺
4
η +O(η2),
γ = 1− a2 +
[
1 + 4
a2
σ2
(1− ̺)
]
η +O(η2),
α1 = 4a2 − 4
(
1 + 4
a2
σ2
)
(1− ̺)η +O(η2),
α2 = ̺η +
1− 3λ
1− λ (1− ̺)
2η2 +O(η3),
ζ1 = −ζB = 1− 3λ
1− λ (1− ̺)η +O(η
2),
α3 = ξ = ζ2 = ζ3 = ζ4 = 0. (5.58)
Following similar analysis given in the last two cases, it
can be shown that the experimental limits (5.40) require
|η| < 10−7, a2 < 10−7,
∣∣∣∣a2σ2
∣∣∣∣ , ̺ ≤ O(1),∣∣∣∣γ1 + 11− λ
∣∣∣∣ < 10−2, (γ1 + 1)2|1− λ| < 10−7. (5.59)
2. General a1 and λ =
1
3
In this case, if the coupling constants satisfy the rela-
tions,
a1 = − 1
γ1
− a2,
σ1 =
2γ1a
2
2
(1 + γ1 + 2γ1a2 + γ21a
2
2)
2
13
×{a2 [2a22 (a22 − 2a2 − 1)+ 5a2 + 2] γ31
+
[
a22
(
5a22 − 10a2 + 1
)
+ 6a2 + 1
]
γ21
+
[
a2
(
4a22 − 7a2 + 2
)
+ 2
]
γ1 + (a2 − 1)2
}
,
σ2 = 4a2(a2 − 1),
β0 =
2γ1a2
1 + γ1 + 2γ1a2 + γ21a
2
2
[2(γ1 + 1)− 2a2
+a2γ1
(
1− γ1 − 4a2 + a22
)]
, (5.60)
we immediately get the GR values of the PPN parame-
ters,
κ = 1, β = 1 = γ, α1 = α2 = α3 = 0,
ξ = ζ1 = ζ2 = ζ3 = ζ4 = ζB = 0. (5.61)
3. General a1 and λ
Seting
σ2 = 4(1− a1), β0 = −2(γ1 + 1), (5.62)
we can also obtain the GR values of Eq.(5.61).
VI. POST-NEWTONIAN APPROXIMATIONS
WITH PROJECTABILITY CONDITION
In this section, we shall generalize the previous studies
to the case with the projectablity conditionN = N(t). In
the following, we shall first give a brief review of this ver-
sion of the HL theory, and then study its post-Newtonian
approximations. The total action can be written as [23],
S = ζ2
∫
dtd3xN
√
g
(
LK − LV + Lϕ + LA + Lλ
+ζ−2LM
)
, (6.1)
where LK , Lϕ and LA are given by Eq.(2.4) with ai = 0,
but the potential LV now is given by
LV = ζ2g0 + g1R+ 1
ζ2
(
g2R
2 + g3RijR
ij
)
+
1
ζ4
(
g4R
3 + g5R RijR
ij + g6R
i
jR
j
kR
k
i
)
+
1
ζ4
[
g7(∇R)2 + g8 (∇iRjk)
(∇iRjk) ], (6.2)
where the coupling constants gs (s = 0, 1, 2, . . .8) are all
dimensionless, and
Λ =
1
2
ζ2g0, (6.3)
is the cosmological constant.
In the IR, all the high-order derivative terms repre-
sented by g2,...,8 are negligible, so in the rest of this sec-
tion we shall set them to zero. In addition, with the same
reasons as in the non-projectable case, here we also set
Λ = Λg = 0. Moreover, using the U(1) gauge freedom,
we choose the same gauge ϕ = 0, which uniquely fixes the
gauge [23]. Then, the variation of the action (6.1) with
respect to N,Ni, A, ϕ and gij , yield the Hamiltonian, mo-
mentum, A-, ϕ- constraints and dynamical equations, re-
spectively,∫
d3x
√
g(LK + g1R = 8πG
∫
d3x
√
gJ t, (6.4)
∇jπij = 8πGJi, (6.5)
R = 8πGJA, (6.6)
GijKij + (1− λ)∇2K = 8πGJϕ, (6.7)
1√
g
(
√
gπij),t + 2K
l
iKlj − 2λKKij
−∇k (Nkπij −Njπik −Niπjk)
−gij
2
(LK + LA)− g1Gij
−ARij +∇i∇jA− gij∇2A = 8πGτij , (6.8)
where Gij [= Rij −Rgij/2] denotes the Einstein tensor.
Writing the metric γµν in the forms (5.18) and (5.19),
where N,Ni, gij , A and ϕ are related to γµν also through
the universal coupling that we proposed in Section IV,
given by Eqs.(4.2) and (5.10), we find that in the present
case there are also eleven independent PPN parameters,
in terms which the metric γµν takes the form of Eq.(5.22).
Note that in writing γµν in this form, we already fixed
the gauge freedom by setting the anisotropic term χ,ij in
γij to zero. This uniquely fixes the gauge, as one can see
from Eq.(5.21).
Combining Eqs.(4.2), (5.10) and (5.18), we find
h00 = a1
[
2(A2 +A4)− a1A22
]
+O(6), (6.9)
where we had expanded A as
A = A2 +A4 +O(6), (6.10)
with An being of order O(n). Then, comparing Eq.(6.9)
with Eq.(5.23) we obtain,
A2 =
U
a1
. (6.11)
Thus, we have
h00 = 2U − U2 + 2a1A4 +O(6). (6.12)
Before proceeding further, we note that the Hamil-
tonian constraint in the projectable case becomes non-
local. In addition, when we consider the solar sys-
tem tests, we implicitly assumed that we are consider-
ing a system large enough so that ηµν can be consid-
ered as the asymptotic form of γµν [cf. Eq.(5.18)], yet
small enough that the deviation of the cosmological met-
ric from ηµν is small for distances much smaller than
r0 ≡ (M⊙/a0)1/2 ≃ 1011 km [33], where M⊙ denotes
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the mass of the solar system, and a0 is the current scale
factor of the Universe. Therefore, to consider the global
Hamiltonian constraint, we need to know the space-time
for r > r0 and its corresponding matter distributions.
This is a complicated question. Fortunately, to study
the PPN parameters, we find that we do not need to
consider this global constraint.
With the above in mind, in the following we shall fol-
low what we did in the last section and derive the PPN
parameters in terms of the coupling constants of the the-
ory.
i) Momentum constraint to O(3): To this order, we
find that Ji = −2κρvi, and Eq.(6.5) becomes[ c
2
+ 2d+ γ − λ(c+ 3γ + 2d)
+ 1− 3λ
]
U,0i − c
2
∂2Vi = 2κ∂
2Vi,
where c and d are parameters appearing in Eq.(5.23) with
b = 0 in the current gauge. Therefore, we obtain c =
−4κ, and
γ + 2d+ 1− 3λ− λ(3γ + 2d− 4κ)− 2κ = 0. (6.13)
ii) Dynamical equations to O(2): In this order, we find
τij = 0, and Eq.(6.8) becomes(
g1a2 + 1
a1
+ g1γ
)(
U,ij − δij∂2U
)
= 0,
from which we obtain
γ = −g1a2 + 1
g1a1
. (6.14)
iii) A-constraint to O(2): In this order, we find that
JA = 2a1ρ, and that Eq.(6.6) becomes(
γ +
a2
a1
)
∂2U = κa1∂
2U.
Thus, we have
γ = κa1 − a2
a1
. (6.15)
iv) ϕ-constraint to O(3): In this order, we find that
Jϕ = a1ρ,0 + (ρvk),k and Eq.(6.7) becomes
(1 − λ)
(
3λ+ 2d+
3a2
a1
− 4κ
)
∂2U,0
= 2κ(a1 − 1)∂2U,0,
from which we obtain
(1− λ)
(
3λ+ 2d+
3a2
a1
− 4κ
)
= 2κ(a1 − 1). (6.16)
Similar to the non-projectable case, this equation is also
not independent, and can be obtained from Eqs.(6.13),
(6.14) and (6.15).
v) The A-constraint and the trace of dynamical equa-
tions to O(4): To this order, we find that the trace of τij
to O(4) is δijτij = ρv2+3p, and the dynamical equations
to O(4) yield,
−1− 3λ
2
(
2d− 4 + 3γ + 3a2
a1
)
∂2(A+B− Φ1)
− 2
a1
∂2U +
4
a1
(
γ +
a2
a1
)
∂2Φ2 − 2∂2A4
−
(
γ
a1
+
a2
a21
)
∂2U2 +
2
a1
(
γ +
a2
a1
)
∂2Φ2
= κ∂2
[
2g1a1U + 2(1− 3g1a2)Φ2 + 2g1a1(Φ1 +Φ3)
−2(1 + g1a2)(Φ1 + 3Φ4)
]
. (6.17)
Note that in writing the above equation, we had used
Eq.(6.6) to replace R. Since all the quantities appearing
in the above equation are known upto O(4), except for
the fourth-order term A4. Thus, first solving the above
equation for A4, and then substituting it into Eq.(6.9),
we finally obtain,
h00 = −
(
1 +
a2
a1
+ γ
)
U2
−1− 3λ
2
[3a2 + a1(2d+ 3γ − 4κ)](A +B)
+
a1
2
{
(1 − 3λ)
(
2d+ 3γ + 3
a2
a1
− 4κ
)
+4κ + 4g1κ(a2 − a1)
}
Φ1
+2
(
2γ + 2
a2
a1
+ 3κa1a2g1
)
Φ2
−2a21κg1Φ3 + 6κa1(1 + a2g1)Φ4. (6.18)
Comparing it with Eq.(5.22) and considering the fact
γ00 = −1 + h00, we obtain
β =
1 + κa1
2
,
γ = κa1 − a2
a1
,
α1 = 4
[
(κ − 1)− (a1 − 1)κ + a2
a1
]
,
α2 = (κ − 1) +
(
1− 3λ
1− λ
)
(a1 − 1)2κ,
α3 = ξ = 0,
ζ1 = −ζB =
(
1− 3λ
1− λ
)
a1(a1 − 1)κ,
ζ2 = ζ3 = ζ4 = 0, (6.19)
where
a1 = ± 1√−κg1 ,
d = κ
2− a1 − λ(4 − 3a1)
2(1− λ) . (6.20)
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Thus, the experimental limits of β, γ and α1 require
|a1 − 1| < 10−5, |a2| < 10−5, |κ − 1| < 10−5, (6.21)
while the limit of α2 leads to
(κ − 1),
∣∣∣∣ (a1 − 1)21− λ
∣∣∣∣ < 10−7. (6.22)
Once the above two conditions are satisfied, it can be seen
that all the rest of experimental limits given in Eq.(5.40)
are satisfied identically.
It is interesting to note that with the constraint (6.21),
we must choose the “+” sign in Eq.(6.20), from which we
find that Eq.(6.21) yields,
|g1 + 1| < 10−5. (6.23)
It is remarkable to note that the relativistic limit of this
version of the HL theory is
(λ, g1)
GR = (1,−1). (6.24)
In addition, when a2 = 0 the prescription of Eq.(4.2)
exactly reduces to the one proposed in [26], for which the
line element,
ds2 = γµνdx
µdxν
= −N˜2dt2 + g˜ij
(
dxi + N˜ idt
)(
dxj + N˜ jdt
)
,
is invariant not only under the foliation-preserving trans-
formations, Diff(M, F), but also under the local U(1)
transformations. Since the constraints for the nonpro-
jectable case does not impose any limit on the value of
a2, combing this with the limit of Eq.(6.21) given for the
projectable case, we can see that the requirement that
ds2 be invariant with respect to the enlarged symmetry
(1.3) is consistent with the solar system tests and fix the
metric to the form,
ds2 = −N 2dt2 + gij
(
dxi +N idt) (dxj +N jdt) ,(6.25)
with [26]
N = N
(
1 +
υ
c2
A−A
N
)
,
N i = N i +N∇iϕ, (6.26)
where υ[≡ a1] is the parameter introduced in [26].
The considerations of the solar system tests for the
Eddington-Robertson-Schiff parameters γ and β in the
spherical vacuum case led to the constraint [26]
|υ − 1| < 10−5, (6.27)
which is precisely the one given by Eq.(6.21).
VII. CONCLUSIONS
In this paper, we have studied the post-Newtonian ap-
proximations in the framework of the HL theory of grav-
ity with the enlarged symmetry (1.3) for the projectable
N = N(t) as well as the nonprojectable N = N(t, x)
cases. Contrary to the previous works in which only two
PPN parameters were calculated [26, 28], we obtain all
PPN parameters in both cases. We then found parameter
regions in which the theory passes all solar system tests.
This had never been possible before, in either projectable
or non-projectable case.
To study these approximations, one needs first to spec-
ify the coupling between the HL gravity and matter,
which is still an open question in the HL theory [17].
Motivated by our previous studies of the post-Newtonian
approximations in the static spherical vacuum case [26],
we have considered the scalar-tensor extensions [cf. Ap-
pendix C], and found a universal coupling in the IR, given
by Eqs.(4.2) and (4.5), which reduces to the one pro-
posed in [26] when a2 = 0, for which the metric takes the
form of Eq.(6.25). This metric is invariant not only un-
der the foliation-preserving transformations, Diff(M, F),
but also under the local U(1) transformations. Although
this universal coupling was initially done for the pro-
jectable case, in this paper we have also generalized it
to the non-projectable case.
Before studying the post-Newtonian approximations
using the above universal coupling, we have considered
the most general version of the HL theory without the
projectability condition [cf. Section II], in which the term
LS given by Eq.(2.4) has been added to the action (2.3).
As shown explicitly in Section III, because of the pres-
ence of the σ2 term, spin-0 gravitons generically appear,
although they are stable in a large region of the parame-
ters space. This is different from the case without the LS
term, considered in [8], in which it was shown that spin-0
gravitons were eliminated by the extra U(1) symmetry,
similar to the projectable case [20–23].
With the above in mind, we have studied the post-
Newtonian approximations first in the non-projectable
case [Section V]. After tedious calculations and analysis,
we have finally shown that all the solar system tests car-
ried out so far, represented by Eq.(5.40), are satisfied by
properly choosing the coupling constants of the theory.
In particular, with specific choices of the independent
coupling constants: (i) (5.50) with σ2 = 0 and a general
λ, or (ii) (5.60) with σ2 6= 0 and λ = 1/3, or (iii) (5.62)
with σ2 6= 0 and a general λ, the PPN parameters are
given by
γ = β = 1, α1 = α2 = α3 = ξ = 0,
ζ1 = ζ2 = ζ3 = ζ4 = ζB = 0, (7.1)
which are precisely the results obtained in GR. Interest-
ingly, the last choice (5.62) includes the minimal coupling
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to matter as a special case:
a1 = a2 = 0, σ2 = 4, β0 = −2(1 + γ1), [N = N(t, x)].
(7.2)
Note that this was made possible by the inclusion of the
new term σ2 6= 0. With the above conditions, the scalar
gravitons are also stable for λ > 1 or λ < 1/3.
Similar considerations have been carried out for the
projectable case in Section VI, and shown that the same
values of the PPN parameters given by Eq.(7.1) can be
also obtained with the choice
a1 = 1, a2 = 0, g1 = −1, [N = N(t)]. (7.3)
This excludes the minimal coupling to matter in the pro-
jectable case, as already shown in [26].
We also note that the GR limit of the PPN parame-
ters in both of the projectable and non-projectable cases
imposes no constraint on λ, appearing in the kinetic part
LK of the action [cf. Eq.(2.4)]. This is in contrast to
the other versions of the HL theory [17], in particular to
the healthy extension [18], in which it was found that the
solar system tests require |1−λ| < 10−7. As a result, the
condition for the energy scale M∗ of the theory
M∗ ≤ |1− λ|1/2Mpl, (7.4)
leads to M∗ ≤ 1015−16 GeV, where Mpl denotes the
Planck mass. Therefore, in the case with the extra U(1)
symmetry, the corresponding energy scaleM∗ is not con-
strained by the solar system tests, and in principle can
be taken any value.
Finally, it is worthwhile investigating cosmology in the
theory with the proper matter coupling taken into ac-
count. In the prescription proposed in the present pa-
per, the geometry on which matter propagates is not
given by gµν , constructed only from the ADM variables
(N,N i, gij) [3],
(gµν) ≡
(−N2 +N iNi Ni
Ni gij
)
, (7.5)
but by γµν defined by Eq,(5.10), which is a combina-
tion of the fundamental HL variables (N,N i, gij , A, ϕ)
through Eqs.(4.2)-(4.4). In addition, the HL gravita-
tional field couples universally to matter through [cf.
(4.5)],
Sm =
∫ √−γd4xL˜m (γµν ;ψn), (7.6)
in which it is γµν that mininally couples to matter, in-
stead of gµν , as that given, for example, in general rel-
ativity. Yet, in the nonprojectable case even in the vac-
uum case the spatial 3-dimensional curvature R is not
necessarily a constant, because of the presence of terms
represetned by σ1 and σ2, introduced in this paper, as
one can see from Eq.(2.18). With all these changes, it
is expected that cosmology in the framework of the HL
theory proposed in this paper will be different from the
ones studied previously even all with the extra U(1) sym-
metry. These include the spatial flatness issue [8, 23]. On
the other hand, it is interesting to note that in the HL
gravity (with or without the extra U(1)), the horizon
problem may be solved without inflation [37]. Details
of the HL cosmology in the framwork proposed in this
paper will be studied in the future publications.
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Appendix A: Another derivation of the
non-projectable HL gravity with U(1) symmetry
Considering the local U(1) transformations (2.1), we
find that Ni defined by
Ni = Ni +N∇iϕ, (A.1)
is gauge-invariant, δαNi = 0, and has the dimension
[Ni] = 2. Then, the quantity K˜ij defined by
K˜ij ≡ 1
2N
(−g˙ij +∇iNj +∇jNi)
= Kij +∇i∇jϕ+ a(i∇j)ϕ, (A.2)
is also gauge-invariant under the U(1) transformations.
In addition, K˜ij has the same dimension as Kij , i.e.,
[K˜ij ] = 3, from which one can see that the quantity L˜K ,
L˜K ≡ K˜ijK˜ij − λK˜2, (A.3)
has dimension 6. On the other hand, σ defined in Eq.(2.5)
is also gauge-invariant, and has the dimension [σ] = 4.
Thus, the quantity
L˜S ≡ σ (ZA + 2Λg −R) , (A.4)
has dimension 6 and is gauge-invariant under the U(1)
transformations, where ZA ≡ σ1aiai + σ2ai i. Then, the
action
Sg = ζ
2
∫
dtd3xN
√
g
[L˜K − γ1R− 2Λ
+βaiai + σ (ZA + 2Λg −R)− Lz>1
]
, (A.5)
is gauge-invariant under the U(1) transformations (2.1),
where Lz>1 denotes the potential part that contains spa-
tial derivative operators higher than second-order. To
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show that the above action is equal to that given by
Eq.(2.3), we first note that,
1√
g
[
∂t (
√
g)− ∂i
(√
gN i
)]
= NK,
1√
g
[
∂t (
√
gR)− ∂i
(√
gN iR
)]
= −2NGijKij
+ 2
[∇i∇j (NKij)−∇2 (NK)] . (A.6)
Then, we find,∫
dtd3xN
√
gσ
=
∫
dtd3x
√
g
[
A− (∂t −N i∂i)ϕ
− 1
2
Ngij (∂iϕ) (∂jϕ)
]
=
∫
dtd3x
√
g
{
A+ 2N
[
K +
1
2
(∇i + ai)∇iϕ
]}
,∫
dtd3xN
√
gRσ
=
∫
dtd3x
√
gR
[
A− (∂t −N i∂i)ϕ
− 1
2
Ngij (∂iϕ) (∂jϕ)
]
=
∫
dtd3x
√
g
{
AR + 2N
[
− 2GijKij
+ 2
(∇i + 2ai)∇j (Kij − gijK)
+ 2
(
aiaj + aij
)
(Kij − gijK)
+
1
2
(∇iR) (∇iϕ) + R
2
(∇i + ai)∇iϕ]},∫
dtd3xN
√
gZAσ
=
∫
dtd3x
√
gZA
[
A− (∂t −N i∂i)ϕ
− gijN
2
(∂iϕ) (∂jϕ)
]
=
∫
dtd3x
√
g
{
AZA
+NZA
[
K +
1
2
(∇i + ai)∇iϕ
]
+ 2N
[
∂⊥ZA +
1
2
(∇iZA) (∇iϕ)
]}
,
∫
dtd3xN
√
gL˜K =
∫
dtd3xN
√
g
(
K˜ijK˜ij − λK˜2
)
=
∫
dtd3xN
√
g
{(
KijKij − λK2
)
+R
(
σ − A
N
)
+ 2(1− λ) (∇i + ai)∇jK
+ (1− λ) (∇i + ai)∇j (∇j + aj)∇jϕ
+Gij [2Kij + (∇i + ai)∇jϕ] + ∆LK
}
, (A.7)
where
∆LK = 2
(
Kij − gijK)ai∇jϕ+ (∇iaj) (∇iϕ) (∇jϕ)
− (∇iai) (∇jϕ) (∇jϕ) + ϕ
2
[
ai
(∇jai) (∇jϕ)
−aj (∇iai) (∇jϕ) + aiai∇2ϕ− aiaj∇i∇jϕ
]
.
(A.8)
Inserting the above into Eq.(A.5), we obtain,
Sg = ζ
2
∫
dtd3xN
√
g
{
LK − γ1R − 2Λ
+βaiai +
A
N
(ZA + 2Λg −R)− Lz>1
+ϕ
[
∂⊥ZA +
1
2
(∇iϕ) (∇iZA)
]
+(1− λ){2K (∇i + ai)∇jϕ
+
[
(∇i + ai)∇jϕ
]2 }
+
[
gij
(
Λg +
ZA
2
)
+Gij
]
ϕ
[
2Kij + (∇i + ai)∇jϕ
]
+2
(
Kij − gijK)ai∇jϕ+ (∇iaj) (∇iϕ) (∇jϕ)
− (∇iai) (∇jϕ) (∇jϕ) + ϕ
2
[
ai
(∇jai) (∇jϕ)
−aj (∇iai) (∇jϕ) + aiai∇2ϕ− aiaj∇i∇jϕ
]
,
(A.9)
which is the same action as that given by Eq.(2.3).
Appendix B: FV , Fϕ, Fλ, Fij , F
a
ij and F
ϕ
ij
FV , Fϕ and Fλ, defined in Eq.(2.14), are given by,
FV = β0(2a
i
i + aia
i)− β1
ζ2
[
3(aia
i)2 + 4∇i(akakai)
]
+
β2
ζ2
[
(aii)
2 +
2
N
∇2(Nakk)
]
−β3
ζ2
[
(aia
i)ajj + 2∇i(ajjai)−
1
N
∇2(Naiai)
]
+
β4
ζ2
[
aija
ij +
2
N
∇j∇i(Naij)
]
−β5
ζ2
[
R(aia
i) + 2∇i(Rai)
]
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−β6
ζ2
[
aiajR
ij + 2∇i(ajRij)
]
+
β7
ζ2
[
Raii +
1
N
∇2(NR)
]
+
β8
ζ4
[
(∆ai)2 − 2
N
∇i[∆(N∆ai)]
]
, (B.1)
Fϕ = −Gij∇iϕ∇jϕ,− 2
N
Gˆijkl∇l(NKij∇kϕ),
−4
3
Gˆijkl∇l(∇kϕ∇i∇jϕ)
−5
3
Gˆijkl
[
(ai∇jϕ)(ak∇lϕ) +∇i(ak∇jϕ∇lϕ)
+∇k(ai∇jϕ∇lϕ)
]
+
2
3
Gˆijkl
[
aik∇jϕ∇lϕ+ 1
N
∇i∇k(N∇jϕ∇lϕ)
]
,
(B.2)
Fλ = (1− λ)
{
(∇2ϕ+ ai∇iϕ)2 − 2
N
∇i(NK∇iϕ)
− 2
N
∇i
[
N(∇2ϕ+ ai∇iϕ)∇iϕ
]}
. (B.3)
(Fn)ij , (F
a
s )ij and
(
Fϕq
)
ij
, defined in Eq.(2.21), are
given, respectively, by
(F0)ij = −1
2
gij ,
(F1)ij = Rij − 1
2
Rgij +
1
N
(gij∇2N −∇j∇iN),
(F2)ij = −1
2
gijR
2 + 2RRij
+
2
N
[
gij∇2(NR)−∇j∇i(NR)
]
,
(F3)ij = −1
2
gijRmnR
mn + 2RikR
k
j
− 1
N
[
2∇k∇(i(NRkj))
−∇2(NRij)− gij∇m∇n(NRmn)
]
,
(F4)ij = −1
2
gijR
3 + 3R2Rij
+
3
N
(
gij∇2 −∇j∇i
)
(NR2),
(F5)ij = −1
2
gijRRmnR
mn
+RijRmnR
mn + 2RRikR
k
j
+
1
N
[
gij∇2(NRmnRmn)
−∇j∇i(NRmnRmn)
+∇2(NRRij) + gij∇m∇n(NRRmn)
−2∇m∇(i(Rmj)NR)
]
,
(F6)ij = −1
2
gijR
m
n R
n
l R
l
m + 3RmnRmiRnj
+
3
2N
[
gij∇m∇n(NRma Rna)
+∇2(NRmiRmj )− 2∇m∇(i(NRj)nRmn)
]
,
(F7)ij = −1
2
gijR∇2R+Rij∇2R+R∇i∇jR
+
1
N
[
gij∇2(N∇2R)−∇j∇i(N∇2R)
+Rij∇2(NR) + gij∇4(NR)−∇j∇i(∇2(NR))
−∇(j(NR∇i)R) + 1
2
gij∇k(NR∇kR)
]
,
(F8)ij = −1
2
gij(∇mRnl)2 + 2∇mRni ∇mRnj
+∇iRmn∇jRmn + 1
N
[
2∇n∇(i∇m(N∇mRnj))
−∇2∇m(N∇mRij)− gij∇n∇p∇m(N∇mRnp)
−2∇m(NRl(i∇mRlj))− 2∇n(NRl(i∇j)Rnl)
+2∇k(NRkl∇(iRlj))
]
,
(F9)ij = −1
2
gijakG
k +
1
2
[
akRk((j∇i)R+ a(iR)jk∇kR
]
−akRmi∇jRmk − akRin∇nRjk − aiRkm∇mRkj
−3
8
a(iR∇j)R+ 3
8
{
R∇k(Nak)Rij
+gij∇2
[
R∇k(Nak)
]
−∇i∇j
[
R∇k(Nak)
]}
+
1
4N
{
− 1
2
∇m
[
∇i(Naj∇mR+Nam∇jR)
+∇j(Nai∇mR+Nam∇iR)
]
+∇2(Na(i∇j)R) + gij∇m∇n(Nam∇nR)
+∇m
[
∇i(Nak∇jRkm +Nak∇mRkj )
+∇j(Nak∇iRkm +Nak∇mRki )
]
−2∇2(Nak∇(iRkj))− 2gij∇m∇n(Nak∇(nRkm))
−∇m
[
∇i∇p(NajRpm +NamRpj )
+∇j∇p(NaiRpm +NamRpi )
]
+2∇2∇p(Na(iRpj))
+2gij∇m∇n∇p(Na(nRm)p)
}
, (B.4)
(F a0 )ij = −
1
2
gija
kak + aiaj ,
(F a1 )ij = −
1
2
gij(aka
k)2 + 2(aka
k)aiaj ,
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(F a2 )ij = −
1
2
gij(a
k
k )
2 + 2a kk aij
− 1
N
[
2∇(i(Naj)a kk )− gij∇l(alNa kk )
]
,
(F a3 )ij = −
1
2
gij(aka
k)a ll + a
k
kaiaj + aka
kaij
− 1
N
[
∇(i(Naj)akak)− 1
2
gij∇l(alNakak)
]
,
(F a4 )ij = −
1
2
gija
mnamn + 2a
k
iakj
− 1
N
[
∇k(2Na(iaj)k −Naijak)
]
,
(F a5 )ij = −
1
2
gij(aka
k)R + aiajR+ a
kakRij
+
1
N
[
gij∇2(Nakak)−∇i∇j(Nakak)
]
,
(F a6 )ij = −
1
2
gijamanR
mn + 2amRm(iaj)
− 1
2N
[
2∇k∇(i(aj)Nak)−∇2(Naiaj)
−gij∇m∇n(Naman)
]
,
(F a7 )ij = −
1
2
gijRa
k
k + a
k
k Rij +Raij
+
1
N
[
gij∇2(Na kk )−∇i∇j(Na kk )
−∇(i(NRaj)) + 1
2
gij∇k(NRak)
]
,
(F a8 )ij = −
1
2
gij(∆ak)
2 + (∆ai)(∆aj) + 2∆a
k∇(i∇j)ak
+
1
N
[
∇k[a(i∇k(N∆aj)) + a(i∇j)(N∆ak)
−ak∇(i(N∆aj)) + gijNalk∆al −Naij∆ak]
−2∇(i(Naj)k∆ak)
]
, (B.5)
(Fϕ1 )ij = −
1
2
gijϕGmnKmn
+
1
2
√
gN
∂t(
√
gϕGij)− 2ϕK l(iRj)l
+
1
2
ϕ(KRij +KijR− 2KijΛg)
+
1
2N
{
2Gk(i∇k(Nj)ϕ) − Gij∇k(ϕNk)
+gij∇2(NϕK)−∇i∇j(NϕK)
+2∇k∇(i(Kj)kϕN),
−∇2(NϕKij)− gij∇k∇l(NϕKkl)
}
,
(Fϕ2 )ij = −
1
2
gijϕGmn∇m∇nϕ
−2ϕ∇(i∇kRj)k + 1
2
ϕ(R − 2Λg)∇i∇jϕ
− 1
N
{
− 1
2
(Rij + gij∇2 −∇i∇j)(Nϕ∇2ϕ)
−∇k∇(i(Nϕ∇k∇j)ϕ) + 1
2
∇2(Nϕ∇i∇jϕ)
+
gij
2
∇k∇l(Nϕ∇k∇lϕ)
−Gk(i∇k(Nϕ∇j)ϕ) + 1
2
Gij∇k(Nϕ∇kϕ)
}
,
(Fϕ3 )ij = −
1
2
gijϕGmnam∇nϕ
−ϕ(a(iRj)k∇kϕ+ akRk(i∇j)ϕ)
+
1
2
(R − 2Λg)ϕa(i∇j)ϕ
− 1
N
{
− 1
2
(Rij + gij∇2 −∇i∇j)(Nϕak∇kϕ)
−1
2
∇k
[
∇(i(∇j)ϕNϕ) +∇(i(aj)ϕN∇kϕ)
]
+
1
2
∇2(Nϕa(i∇j)ϕ)
+
gij
2
∇k∇l(Nϕak∇lϕ)
}
,
(Fϕ4 )ij = −
1
2
gij GˆmnklKmna(k∇l)ϕ
+
1
2
√
gN
∂t[
√
gG klij a(l∇k)ϕ]
+
1
2N
∇l
[
alN(i∇j)ϕ+N(iaj)∇lϕ
−Nla(i∇j)ϕ+ 2gijNlak∇kϕ
]
+
1
N
∇(i(NNj)ak∇kϕ)
+akKk(i∇j)ϕ+ a(iKj)k∇kϕ
−Ka(i∇j)ϕ−Kijak∇kϕ,
(Fϕ5 )ij = −
1
2
gij Gˆmnkl[a(k∇l)ϕ][∇m∇nϕ]
−a(i∇k∇j)ϕ∇kϕ− ak∇k∇(iϕ∇j)ϕ
+a(i∇j)ϕ∇2ϕ+ ak∇kϕ∇i∇jϕ
+
1
2N
{
∇k(Nϕak∇iϕ∇jϕ)
−2∇(i(N∇j)ϕak∇kϕ)
+gij∇l(∇lϕak∇kϕ)
}
,
(Fϕ6 )ij = −
1
2
gij Gˆmnkl[a(m∇n)ϕ][a(k∇l)ϕ]
−1
2
(ak∇iϕ− ai∇kϕ)(ak∇jϕ− aj∇kϕ),
(Fϕ7 )ij = −
1
2
gij Gˆmnkl[∇(nϕ][am)(k][∇l)ϕ]
−1
2
a kk ∇iϕ∇jϕ−
1
2
aij∇kϕ∇kϕ
+ak(i∇j)ϕ∇kϕ−
1
2N
{
−∇(i(Naj)∇kϕ∇kϕ)
+∇k(Na(i∇j)ϕ∇kϕ)
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+
gij
2
∇k(Nak∇mϕ∇mϕ)
−1
2
∇k(Nak∇iϕ∇jϕ)
}
,
(Fϕ8 )ij = −
1
2
gij(∇2ϕ+ ak∇kϕ)2
−2(∇2ϕ+ ak∇kϕ)(∇i∇jϕ+ ai∇jϕ)
− 1
N
{
− 2∇(j [N∇i)ϕ(∇2ϕ+ ak∇kϕ)]
+gij∇l[N(∇2ϕ+ ak∇kϕ)∇lϕ]
}
,
(Fϕ9 )ij = −
1
2
gij(∇2ϕ+ ak∇kϕ)K
−(∇2ϕ+ ak∇kϕ)Kij
−(∇i∇jϕ+ ai∇jϕ)K
+
1
2
√
gN
∂t[
√
g(∇2ϕ+ ak∇kϕ)gij ]
− 1
N
{
−∇(j [Ni)(∇2ϕ+ ak∇kϕ)]
+
1
2
gij∇l[Nl(∇2ϕ+ ak∇kϕ)]
−∇(j(NK∇i)ϕ) + 1
2
gij∇k(NK∇kϕ)
}
. (B.6)
Appendix C: Scalar-tensor extension
For simplicity let us consider the case with z = 3 in the
UV and introduce extra scalar fields χα (α = 1, 2, · · · , n).
Since z = 3 in the UV, χα naturally have vanishing scal-
ing dimension in the UV. This means that replacing a
constant in the action by a function of χα does not spoil
the power-counting renormalizability of the theory. (A
similar statement does not apply to σ, since σ has the
scaling dimension (2z − 2) = 4 6= 0 in the UV.) Further-
more, let us suppose that χα couple to matter universally.
To be more precise, we suppose that the variables(
N˜ , N˜ i, g˜ij
)
,
couple to matter universally as if they were the lapse, the
shift and the spatial metric, where
N˜ ≡ F N,
N˜ i ≡ N i +Ngij∂jϕ,
g˜ij ≡ Ω2 gij , (C.1)
where F and Ω are non-vanishing functions of the scalar
fields χα. It is easy to see that these new variables are in-
variant under the U(1) transformation and transform un-
der the infinitesimal foliation preserving diffeomorphism
as
δN˜ = ∂t(N˜f) + ξ
i∂iN˜ ,
δN˜ i = ∂t(N˜
if) + ∂tξ
i + LξN˜ i,
δ(N˜i) = ∂t(N˜if) + g˜ij∂tξ
j + LξN˜i,
δg˜ij = f∂tg˜ij + Lξ g˜ij , (C.2)
where
N˜i ≡ g˜ijN˜ j = Ω2 (Ni +N∂iϕ), (C.3)
and g˜ij = Ω−2gij is the inverse of g˜ij .
For simplicity, from now on, let us consider the case
with just one extra scalar field (we shall denote it as χ).
As already stated above, since z = 3 is assumed in the
UV, χ naturally has vanishing scaling dimension in the
UV. Since the scalar σ defined in (2.5) has the scaling
dimension (2z − 2) = 4 in the UV, the renormalizable
potential for χ and σ is in general of the form
V (χ) + σU(χ), (C.4)
where V (χ) and U(χ) are general functions of χ. Let us
suppose that V (χ) has a minimum at χ = χ0 and Taylor
expand the two functions as
V (χ) ≃ V0 + 1
2
m2(χ− χ0)2,
U(χ) ≃ U0 + U1(χ− χ0), (C.5)
where V0, m and U0,1 are constants. We also Taylor
expand the functions F and Ω in (C.1) as
F (χ) ≃ F0 + F1(χ− χ0),
Ω(χ) ≃ Ω0 +Ω1(χ− χ0), (C.6)
where F0,1 and Ω0,1 are constants.
At energies sufficiently lower than m, the extra scalar
χ can be integrated out (by setting χ− χ0 ≃ −σU1/m2)
and we obtain
F
F0
≃ 1− F1U1
F0m2
σ,
Ω
Ω0
≃ 1− Ω1U1
Ω0m2
σ. (C.7)
Note that F0 and Ω0 has been set to unity by redefinition
of the units of time and spatial coordinates. For this
reason the parameters γ1 (in the non-projectable case)
and g1 (in the projectable case) can no longer be rescaled
and thus their values have physical meaning.
Appendix D: The functions appearing in hµν and
their main properties
The functions appearing in hµν of Eq.(5.20) are defined
as,
U ≡
∫
ρ(x′, t)
|x− x′|d
3x′,
χ ≡ −
∫
ρ(x′, t)|x− x′|d3x′,
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Vj ≡
∫
ρ(x′, t)v′j
|x− x′| d
3x′,
Wj ≡
∫
ρ(x′, t)v′ · (x− x′)(x − x′)j
|x− x′|3 d
3x′,
Uij ≡
∫
ρ(x′, t)(x − x′)i(x− x′)j
|x− x′|3 d
3x′,
ΦW ≡
∫
ρ′ρ′′
x− x′
|x− x′|3
×
(
x
′ − x′′
|x− x′′| −
x− x′′
|x′ − x′′|
)
d3x′d3x′′,
Φ1 ≡
∫
ρ′v′2
|x− x′|d
3x′,
Φ2 ≡
∫
ρ′U ′
|x− x′|d
3x′,
Φ3 ≡
∫
ρ′Π′
|x− x′|d
3x′,
Φ4 ≡
∫
p′
|x− x′|d
3x′,
A ≡
∫
ρ′[v′ · (x− x′)]2
|x− x′|3 d
3x′,
B ≡
∫
ρ′
|x− x′| (x− x
′) · dv
′
dt
d3x′. (D.1)
Then, from the continuity equation (5.17), we find that
∂2U = −4πGNρ, ∇2χ = −2U, χ,0j = Vj −Wj ,
∂2Vj = −4πGNρvj , Vj,j = −U,0,
∂2Φ1 = −4πGNρv2, ∂2Φ2 = −4πGNρU = U∂2U,
∂2Φ3 = −4πGNρΠ, ∂2Φ4 = −4πGNp,
2χ,ijU,ij = ∂
2(ΦW + 2U
2 − 3Φ2),
χ,00 = A+B− Φ1, (D.2)
where Π denotes the specific energy density and is equal
to the ratio of energy density to the rest-mass density
[33].
Appendix E: Hamiltonian constraint and the trace
part of the dynamical equations to O(4)
The Hamiltonian constraint and the trace part of the
dynamical equations to O(4) are given, respectively, by
8πJ t = γ1R+ β0(2a
i
i + aia
i)
+2
σ1
N
∇i(Aai)− σ2
N
∇2A, (E.1)
8πgijτij =
gki gjk
N
√
g
∂
∂t
[√
g
(−Kij + λgijK)]+ AR
2N
−β0
2
akak − 2
N
∇2A+ γ1
2
R − 2γ1
N
∇2N
+
σ2
2
f(1− a1f)
(
∂2Φ2 − 1
2
∂2U2
)
. (E.2)
Combining Eq.(5.14) with Eqs.(E.1) and (E.2) so that
the R terms can be canceled, we obtain
(2β0 + σ2γ1)a
i
i + (β0 + σ1γ1)aia
i
+ 2
σ1
N
∇i(Aai)− σ2
N
∇2A = 8π(J t − γ1JA), (E.3)
−(1− 3λ)K,0 − 2f(γ + a2f)∂2Φ2
+
σ2
2
f(1− a1f)
(
∂2Φ2 − 1
2
∂2U2
)
−aka
k
2
(β0 − γ1σ1) + γ1
2
σ2a
k
k
− 2
N
∇2A− 2γ1
N
∇2N = 8π
(
gijτij − γ1
2
JA
)
. (E.4)
Finally, from Eqs.(E.3) and (E.4) we can cancel the ∇2A
terms to get an equation, which contains only h00 terms
in the fourth-order of v. Solving this equation we find
Eq.(5.31). The explicit expression of this equation is too
complicated to be written down here.
The coefficients hn in Eq.(5.31) are given by,
h1 = −2E−10 (1 − 3λ)(c+ 2d+ 3γ + 3a2f)
×(2a1β0 − σ2 + a1γ1σ2),
h2 = E
−1
0
{
− 16a21γ1κ (β0 + 2γ1)
+2a1
[
2β0
(
a2 (4γ1κ + f(3− 9λ))
−3λ(c+ 3γ + 2d) + c+ 3γ + 2d+ 4κ
)
+γ1
[
σ2
(
3a2f(1− 3λ)− 3λ(c+ 3γ + 2d)
+c+ 3γ + 2d+ 12κ
)
+ 16κ (a2γ1 − 2)
]]
−2σ2
[
a2 (4γ1κ + f(3− 9λ))− 3λ(c+ 3γ + 2d)
+c+ 3γ + 2d+ 4κ
]
+ 32κ (a2γ1 − 1)
}
,
h3 = 2E
−1
0
{
− 2γ1σ1 (a1f − 1) 2 [a1 (β0 + 2γ1) + 2]
+σ2
[
β0 (a1f − 1) (a1 (2γ1 (a1f − 1)− 3f) + 1)
+γ1
[
4
(
a1
(
γ1 (a1f − 1) 2 + f (a1f − γ)
)
+ 6γ
−1)+ σ1 (a1f − 1) 2]+ 4γf]
+a2f
[
48κ (a1γ1 + 1)
2 + 8β0(3a
2
1γ1κ − a1f
+3) + 4σ2 (f − γ1 (a1(f + 6κ)− 6))− 3γ1σ22
]
+2β0
[
a1
(
a1f
(
β0 (a1f − 2) + 2(γ1 (a1f − 2)
+f)
)
+ β0 + 2γ1 − 4γf
)
+ 12γ − 2
]
−σ22 (a1f (2γ1 (a1f − 1)− f) + 3γγ1 + f)
}
,
h4 = −κ 16
E0
[2 + a1γ1(4− σ2 + a1β0 + 2a1γ1)] ,
h5 = κ
24
E0
[2a1β0(1 + a2γ1) + a1γ1(4a2γ1 + σ2)
−a2γ1(σ2 − 4)− σ2],
22
h6 = E
−1
0
{
σ2
[
σ2
(
− a1f2 + γ1
(
f (a1 (2a1f − 3) + a2)
+γ + 2
)
+ f
)
− 4a1γ21 (a1f − 1)2
−4γ1 (a1f (a1f − 2) + 2a2f + 2γ + 3)
]
+β0
[
2a1γ1σ1 (a1f − 1)2
−σ2 (a1f − 1)
(
a1 (2γ1 (a1f − 1)− 3f) + 1
)
−4a1γ1 (a1f − 1)2 − 4
(
a1f (a1f − 2) + 2a2f
+2γ + 3
)]− 2a1β20 (a1f − 1)2
+σ1 (a1f − 1)
[
γ1
(
a1
(
4γ1 (a1f − 1)
−3f (σ2 − 4)
)
+ σ2 − 4
)
+ 8f
]}
, (E.5)
where
E0 = 8β0 + (8− σ2)γ1σ2. (E.6)
Appendix F: Independent PPN parameters for
N = N(t, x)
Combining Eqs.(5.27), (5.28), (5.29) and (5.32)-(5.39),
finally we find that the eleven PPN parameters are given
by
β =
[a1γ1 (σ2 − 4)− 4]−3
4κ
{
γ1σ
3
2
[
a21γ1κ (2a1γ1 − 1)
+1
]− 4γ1σ22[a1κ(a1γ1 (2a1γ1 + 1) (a1κ + 3)
−5)+ 1]− 8σ2[γ1σ1 (a21γ1κ + 1)2
−2κ (a1γ1 + 1) 2 (a1γ1 (5a1κ + 6)− 1)
]
−32γ1σ1 (a1κ − 1)
(
a21γ1κ + 1
)2
+64κ (a1γ1 + 1)
2 [
a1[γ1 (a1κ (a1κ − 3)− 2)
−κ]− 3]},
γ = −a2γ1 (4a1κ + σ2 − 4) + 4a
2
1γ1κ + 4a1κ + σ2
a1γ1 (σ2 − 4)− 4 ,
α1 =
16 (a1 − a2) γ1 + 16
a1γ1 (σ2 − 4)− 4
+
4σ2 (γ1 (a1(2κ − 1) + a2) + 1)
a1γ1 (σ2 − 4)− 4
+
16κ ((a1 + a2 − 2) a1γ1 + a1 − 2)
a1γ1 (σ2 − 4)− 4 ,
α2 = (λ− 1)−1κ−1 [a1γ1 (σ2 − 4)− 4]−2
×
{
8σ2κ (a1γ1 + 1)
[
a1λ[(3a1 − 4)γ1κ + γ1 + 3]
−a1 ((a1 − 2) γ1κ + γ1 + 1)− 3λ+ 1
]
+σ22
[
a1γ1κ
(
a1γ1(−λ+ (4λ− 2)κ + 1)
+6λ− 2)+ 3λ− 1]
+16κ (a1γ1 + 1)
2 [
κ
(
(a1 − 2)a1(3λ− 1) + 4λ
−2)− λ+ 1]},
ζ1 = −ζB = (3λ− 1) [4a1κ (a1γ1 + 1) + σ2]
(λ− 1)κ [a1γ1 (σ2 − 4)− 4]2
×[a1γ1σ2κ + 4 (a1 − 1)κ (a1γ1 + 1) + σ2],
α3 = ξ = ζ2 = ζ3 = ζ4 = 0, (F.1)
and
β0 =
8κ
[
a1γ1σ2 − 2 (a1γ1 + 1)2
]
+ γ1 (σ2 − 8)σ2
8a21γ1κ + 8
,
d =
2κ
[
2a21γ1(3λ− 1)− 8λ+ 4
]
+ (3λ− 1)σ2
2(λ− 1) [a1γ1 (σ2 − 4)− 4]
+
a1κ [γ1(2λ− 1) (σ2 − 4) + 6λ− 2]
(λ− 1) [a1γ1 (σ2 − 4)− 4] . (F.2)
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