Despite superior training outcomes, adaptive optimization methods such as Adam, Adagrad or RMSprop have been found to generalize poorly compared to Stochastic gradient descent (SGD). These methods tend to perform well in the initial portion of training but are outperformed by SGD at later stages of training. We investigate a hybrid strategy that begins training with an adaptive method and switches to SGD when appropriate. Concretely, we propose SWATS, a simple strategy which Switches from Adam to SGD when a triggering condition is satisfied. The condition we propose relates to the projection of Adam steps on the gradient subspace. By design, the monitoring process for this condition adds very little overhead and does not increase the number of hyperparameters in the optimizer. We report experiments on several standard benchmarks such as: ResNet, SENet, DenseNet and PyramidNet for the CIFAR-10 and CIFAR-100 data sets, ResNet on the tiny-ImageNet data set and language modeling with recurrent networks on the PTB and WT2 data sets. The results show that our strategy is capable of closing the generalization gap between SGD and Adam on a majority of the tasks.
Introduction
Stochastic gradient descent (SGD) (Robbins & Monro, 1951) has emerged as one of the most used training algorithms for deep neural networks. Despite its simplicity, SGD performs well empirically across a variety of applications but also has strong theoretical foundations. This includes, but is not limited to, guarantees of saddle point avoidance (Lee et al., 2016) , improved generalization (Hardt et al., 2015; Wilson et al., 2017) and interpretations as Bayesian inference (Mandt et al., 2017) . lowing non-convex optimization problem,
where f is a loss function. The iterations of SGD can be described as:
where w k denotes the k th iterate, α k is a (tuned) step size sequence, also called the learning rate, and∇f (w k ) denotes the stochastic gradient computed at w k . A variant of SGD (SGDM) , that uses the inertia of the iterates to accelerate the training process, has also found to be successful in practice (Sutskever et al., 2013) . The iterations of SGDM can be described as:
where β ∈ [0, 1) is a momentum parameter and v 0 is initialized to 0.
One disadvantage of SGD is that it scales the gradient uniformly in all directions; this can be particularly detrimental for ill-scaled problems. This also makes the process of tuning the learning rate α circumstantially laborious.
To correct for these shortcomings, several adaptive methods have been proposed which diagonally scale the gradient via estimates of the function's curvature. Examples of such methods include Adam (Kingma & Ba, 2015) , Adagrad (Duchi et al., 2011) and RMSprop (Tieleman & Hinton, 2012) . These methods can be interpreted as methods that use a vector of learning rates, one for each parameter, that are adapted as the training algorithm progresses. This is in contrast to SGD and SGDM which use a scalar learning rate uniformly for all parameters.
Adagrad takes steps of the form
arXiv:1712.07628v1 [cs. LG] 20 Dec 2017 Improving Generalization Performance by Switching from Adam to SGD RMSProp uses the same update rule as (1), but instead of accumulating v k in a monotonically increasing fashion, uses an RMS-based approximation instead, i.e., v k−1 = βv k−2 + (1 − β)∇f (w k−1 ) 2 .
In both Adagrad and RMSProp, the accumulator v is initialized to 0. Owing to the fact that v k is monotonically increasing in each dimension for Adagrad, the scaling factor for∇f (w k−1 ) monotonically decreases leading to slow progress. RMSProp corrects for this behavior by employing an average scale instead of a cumulative scale. However, because v is initialized to 0, the initial updates tend to be noisy given that the scaling estimate is biased by its initialization. This behavior is rectified in Adam by employing a bias correction. Further, it uses an exponential moving average for the step in lieu of the gradient. Mathematically, the Adam update equation can be represented as:
Adam has been used in many applications owing to its competitive performance and its ability to work well despite minimal tuning (Karpathy, 2017) . Recent work, however, highlights the possible inability of adaptive methods to perform on par with SGD when measured by their ability to generalize (Wilson et al., 2017) .
Furthermore, the authors also show that for even simple quadratic problems, adaptive methods find solutions that can be orders-of-magnitude worse at generalization than those found by SGD(M).
Indeed, for several state-of-the-art results in language modeling and computer vision, the optimizer of choice is SGD (Merity et al., 2017; Loshchilov & Hutter, 2016; He et al., 2015) . Interestingly however, in these and other instances, Adam outperforms SGD in both training and generalization metrics in the initial portion of the training, but then the performance stagnates. This motivates the investigation of a strategy that combines the benefits of Adam, viz. good performance with default hyperparameters and fast initial progress, and the generalization properties of SGD. Given the insights of Wilson et al. (2017) which suggest that the lack of generalization performance of adaptive methods stems from the non-uniform scaling of the gradient, a natural hybrid strategy would begin the training process with Adam and switch to SGD when appropriate. To investigate this further, we propose SWATS, a simple strategy that combines the best of both worlds by Switching from Adam to SGD. The switch is designed to be automatic and one that does not introduce any more hyper-parameters. The choice of not adding additional hyperparameters is deliberate since it allows for a fair comparison between Adam and SWATS. Our experiments on several architectures and data sets suggest that such a strategy is indeed effective.
Several attempts have been made at improving the convergence and generalization performance of Adam. The closest to our proposed approach is (Zhang et al., 2017) in which the authors propose ND-Adam, a variant of Adam which preserves the gradient direction by a nested optimization procedure. This, however, introduces an additional hyperparameter along with the (α, β 1 , β 2 ) used in Adam. Further, empirically, this adaptation sacrifices the rapid initial progress typically observed for Adam. In Anonymous (2018) , the authors investigate Adam and ascribe the poor generalization performance to training issues arising from the non-monotonic nature of the steps. The authors propose a variant of Adam called AMSGrad which monotonically reduces the step sizes and possesses theoretical convergence guarantees. Despite these guarantees, we empirically found the generalization performance of AMSGrad to be similar to that of Adam on problems where a generalization gap exists between Adam and SGD. We note that in the context of the hypothesis of Wilson et al. (2017) , all of the aforementioned methods would still yield poor generalization given that the scaling of the gradient is nonuniform.
The idea of switching from an adaptive method to SGD is not novel and has been explored previously in the context of machine translation (Wu et al., 2016) and ImageNet training (Akiba et al., 2017) . Wu et al. (2016) use such a mixed strategy for training and tune both the switchover point and the learning rate for SGD after the switch. Akiba et al. (2017) use a similar strategy but use a convex combination of RMSProp and SGD steps whose contributions and learning rates are tuned.
In our strategy, the switchover point and the SGD learning rate are both learned as a part of the training process. We monitor a projection of the Adam step on the gradient subspace and use its exponential average as an estimate for the SGD learning rate after the switchover. Further, the switchover is triggered when no change in this monitored quantity is detected. We describe this strategy in detail in Section 2. In Section 3, we describe our experiments comparing Adam, SGD and SWATS on a host of benchmark problems. Finally, in Section 4, we present ideas for future research and concluding remarks. We conclude this section by emphasizing the goal of this work is less to propose a new training algorithm but rather to empirically investigate the viability of hybrid training for improving generalization.
SWATS
To investigate the generalization gap between Adam and SGD, let us consider the training of the CIFAR-10 data set (Krizhevsky & Hinton, 2009 ) on the DenseNet architecture (Iandola et al., 2014) . This is an example of an instance where a significant generalization gap exists between Adam and SGD. We plot the performance of Adam and SGD on this task but also consider a variant of Adam which we call Adam-Clip(p, q). Given (p, q) such that p < q, the iterates for this variant take on the form
Here, α sgd is the tuned value of the learning rate for SGD that leads to the best performance for the same task. The function clip(x, a, b) clips the vector x element-wise such that the output is constrained to be in [a, b] . Note that Adam-Clip(1, 1) would correspond to SGD. The network is trained using Adam, SGD and two variants: AdamClip(1, ∞), Adam-Clip(0, 1) with tuned learning rates for 200 epochs, reducing the learning rate by 10 after 150 epochs. The goal of this experiment is to investigate the effect of constraining the large and small step sizes that Adam implicitly learns, i.e.,
√ v k−1 + , on the generalization performance of the network. We present the results in Figure 1 .
As seen from Figure 1 , SGD converges to the expected testing error of ≈ 5% while Adam stagnates in performance at around ≈ 7% error. We note that fine-tuning of the learning rate schedule (primarily the initial value, reduction amount and the timing) did not lead to better performance. Also, note that the rapid initial progress of Adam relative to SGD. This experiment is in agreement with the experimental observations of Wilson et al. (2017) . Interestingly, AdamClip(0, 1) has no tangible effect on the final generalization performance while Adam-Clip(1, ∞) partially closes the generalization gap by achieving a final accuracy of ≈ 6%. We observe similar results for several architectures, data sets and modalities whenever a generalization gap exists between SGD and Adam. This stands as evidence that the step sizes learned by Adam could circumstantially be too small for effective convergence. This observation regarding the need to lower-bound the step sizes of Adam is similar to the one made in Anonymous (2018) , where the authors devise a one-dimensional example in which infrequent but large gradients are not emphasized sufficiently causing the non-convergence of Adam.
Given the potential insufficiency of Adam, even when constraining one side of the accumulator, we consider switching to SGD once we have reaped the benefits of Adam's rapid initial progress. This raises two questions: (a) when to switch over from Adam to SGD, and (b) what learning rate to use for SGD after the switch. Assuming that the learning rate of SGD after the switchover is tuned, we found that switching too late does not yield generalization improvements while switching too early may cause the hybrid optimizer to not benefit from Adam's initial progress. Indeed, as shown in Figure 2 , switching after 10 epochs leads to a learning curve very similar to that of SGD, while switching after 80 epochs leads to inferior testing accuracy of ≈ 6.5%. To investigate the efficacy of a hybrid strategy whilst ensuring no increase in the number of hyperparameters (a necessity for fair comparison with Adam), we propose SWATS, a strategy that automates the process of switching over by determining both the switchover point and the learning rate of SGD after the switch.
Learning rate for SGD after the switch
Consider an iterate w k with a stochastic gradient g k and a step computed by Adam, p k . For the sake of simplicity, assume that p k = 0 and p
. This is a common requirement imposed on directions to derive convergence (Nocedal & Wright, 2006) . In the case when β 1 = 0 for Adam, i.e., no first-order exponential averaging is used, this Training the DenseNet architecture on the CIFAR-10 data set using Adam and switching to SGD with learning rate with learning rate 0.1 and momentum 0.9 after (10, 40, 80) epochs; the switchover point is denoted by Sw@ in the figure. Switching early enables the model to achieve testing accuracy comparable to SGD but switching too late in the training process leads to a generalization gap similar to Adam.
is trivially true since
with H k 0 where diag(A) denotes the vector constructed from the diagonal of A. Ordinarily, to train using Adam, we would update the iterate as:
To determine a feasible learning rate for SGD, γ k , we propose solving the subproblem for finding γ k
where proj a b denotes the orthogonal projection of a onto b. This scalar optimization problem can be solved in closed form to yield:
implies the above equality.
Geometrically, this can be interpreted as the scaling necessary for the gradient that leads to its projection on the Adam step p k to be p k itself; see Figure 3 . Note that this is not the same as an orthogonal projection of p k on −g k . Empirically, we found that an orthogonal projection consistently underestimates the SGD learning rate necessary, leading to much smaller SGD steps. Indeed, the 2 norm of an orthogonally projected step will always be lesser than or equal to that of p k , which is undesirable given our needs. The nonorthogonal projection proposed above does not suffer from this problem, and empirically we found that it estimates the SGD learning rate well. A simple scaling rule of γ k = p g was also not found to be successful. We attribute this to the fact that a scaling rule of this form ignores the relative importance of the coordinate directions and tends to amplify the importance of directions with a large step p but small first-order importance g, and vice versa.
Note again that if no momentum (β 1 = 0) is employed in Adam, then necessarily γ k > 0 since H k 0. We should mention in passing that in this case γ k is equivalent to the reciprocal of the Rayleigh Quotient of H −1 k with respect to the vector p k .
Since γ k is a noisy estimate of the scaling needed, we maintain an exponential average initialized at 0, denoted by λ k such that
We use β 2 of Adam, see (3), as the averaging coefficient since this reuse avoids another hyperparameter and also because the performance is relatively invariant to fine-grained specification of this parameter.
Switchover Point
Having answered the question of what learning rate λ k to choose for SGD after the switch, we now discuss when to switch. We propose checking a simple, yet powerful, criterion:
at every iteration with k > 1. The condition compares the bias-corrected exponential averaged value and the current value (γ k ). The bias correction is necessary to prevent the influence of the zero initialization during the initial portion of training. Once this condition is true, we switch over to SGD with learning rate Λ :=
. We also experimented with more complex criteria including those involving monitoring of gradient norms. However, we found that this simple un-normalized criterion works well across a variety of different applications. Figure 3 . Illustrating the learning rate for SGD (γ k ) estimated by our proposed projection given an iterate w k , a stochastic gradient g k and the Adam step p k .
In the case when β 1 > 0, we switch to SGDM with learning rate (1 − β 1 )Λ and momentum parameter β 1 . The (1 − β 1 ) factor is the common momentum correction. Refer to Algorithm 1 for a unified view of the algorithm. The text in blue denotes operations that are also present in Adam.
Numerical Results
To demonstrate the efficacy of our approach, we present numerical experiments comparing the proposed strategy with Adam and SGD. We consider the problems of image classification and language modeling.
For the former, we experiment with four architectures: ResNet-32 (He et al., 2015) , DenseNet (Iandola et al., 2014) , PyramidNet (Han et al., 2016) , and SENet (Hu et al., 2017) on the CIFAR-10 and CIFAR-100 data sets (Krizhevsky & Hinton, 2009 ). The goal is to classify images into one of 10 classes for CIFAR-10 and 100 classes for CIFAR-100. The data sets contain 50000 32 × 32 RGB images in the training set and 10000 images in the testing set. We choose these architectures given their superior performance on several image classification benchmarking tasks. For a large-scale image classification experiment, we experiment with the Tiny-ImageNet data set 1 on the ResNet-18 architecture (He et al., 2015) . This data set is a subset of the ILSVRC 2012 data set (Deng et al., 2009) and contains 200 classes with 500 224 × 224 RGB images per class in the training set and 50 per class in the validation and testing sets. We choose this data set given that it is a good proxy for the performance on the larger ImageNet data set.
We also present results for word-level language modeling where the task is to take as inputs a sequence of words and predict the next word. We choose this task because of its 1 https://tiny-imagenet.herokuapp.com/ Algorithm 1 SWATS Inputs: Objective function f , initial point w 0 , learning rate α = 10 −3 , accumulator coefficients (β 1 , β 2 ) = (0.9, 0.999), = 10 −9 , phase=Adam.
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end if 25: end while return w k broad importance, the inherent difficulties that arise due to long term dependencies (Hochreiter & Schmidhuber, 1997) , and since it is a proxy for other sequence learning tasks such as machine translation (Bahdanau et al., 2014) . We use the Penn Treebank (PTB) (Mikolov et al., 2011 ) and the larger WikiText-2 (WT-2) ) data sets and experimented with the AWD-LSTM and AWD-QRNN architectures. In the case of SGD, we clip the gradients to a norm of 0.25 while we perform no such clipping for Adam and SWATS. We found that the performance of SGD deteriorates without clipping and that of Adam and SWATS with. The AWD-LSTM architecture uses a multi-layered LSTM network with learned embeddings while the AWD-QRNN replaces the expensive LSTM layer by the cheaper QRNN layer which uses convolutions instead of recurrences. The model is regularized with DropConnect (Wan et al., 2013) on the hidden-to-hidden connections as well as other strategies such as weight decay, embedding-softmax weight tying, activity regularization and temporal activity regularization. We refer the reader to for additional details regarding the data sets including the sizes of the training, validation and testing sets, size of the vocabulary, and source of the data.
For our experiments, we tuned the learning rate of all optimizers, and report the best-performing configuration in terms of generalization. The learning rate of Adam and SWATS were chosen from a grid of {0.0005, 0.0007, 0.001, 0.002, 0.003, 0.004, 0.005}. For both optimizers, we use the (default) recommended values (β 1 , β 2 ) = (0.9, 0.999). Note that this implies that, in all cases, we switch from Adam to SGDM with a momentum coefficient of 0.9. For tuning the learning rate for the SGD(M) optimizer, we first coarsely tune the learning rate on a logarithmic scale from 10 −3 to 10 2 and then fine-tune the learning rate. For all cases, we experiment with and without employing momentum but don't tune this parameter (β = 0.9). We found this overall procedure to perform better than a generic grid-search or hyperparameter optimization given the vastly different scales of learning rates needed for different modalities. For instance, SGD with learning rate 0.7 performed best for the DenseNet task on CIFAR-10 but for the PTB language modeling task using the LSTM architecture, a learning rate of 50 for SGD was necessary. Hyperparameters such as batch size, dropout probability, 2 -norm decay etc. were chosen to match the recommendations of the respective base architectures. We trained all networks for a total of 300 epochs and reduced the learning rate by 10 on epochs 150, 225 and 262. This scheme was surprisingly powerful at obtaining good performance across the different modalities and architectures. The experiments were coded in PyTorch 2 and conducted using job scheduling on 16 NVIDIA Tesla K80 GPUs for roughly 3 weeks.
The experiments comparing SGD, Adam and SWATS on the CIFAR and Tiny-ImageNet data sets are presented in Figures 4 and 5 , respectively. The experiments comparing the optimizers on the language modeling tasks are presented in Figure 6 . In Table 1 , we summarize the meta-data concerning our experiments including the learning rates that achieved the best performance, and, in the case of SWATS, the number of epochs before the switch occurred and the learning rate (Λ) for SGD after the switch. Finally, in Figure 7 , we depict the evolution of the estimated SGD learning rate (γ k ) as the algorithm progresses on two representative tasks.
With respect to the image classification data sets, it is evident that, across different architectures, on all three data sets, Adam fails to find solutions that generalize well despite making good initial progress. This is in agreement with the findings of (Wilson et al., 2017) . As can be seen from Table 1 , the switch from Adam to SGD hap-2 pytorch.org pens within the first 20 epochs for most CIFAR data sets and at epoch 49 for Tiny-ImageNet. Curiously, in the case of the Tiny-ImageNet problem, the switch from Adam to SGD leads to significant but temporary degradation in performance. Despite the testing accuracy dropping from 80% to 52% immediately after the switch, the model recovers and achieves a better peak testing accuracy compared to Adam. We observed similar outcomes for several other architectures on this data set.
In the language modeling tasks, Adam outperforms SGD not only in final generalization performance but also in the number of epochs necessary to attain that performance. This is not entirely surprising given that Merity et al. (2017) required iterate averaging for SGD to achieve state-of-theart performance despite gradient clipping or learning rate decay rules. In this case, SWATS switches over to SGD, albeit later in the training process, but achieves comparable generalization performance to Adam as measured by the lowest validation perplexity achieved in the experiment. Again, as in the case of the Tiny-ImageNet experiment (Figure 5 ), the switch may cause a temporary degradation in performance from which the model is able to recover.
These experiments suggest that it is indeed possible to combine the best of both worlds for these tasks: in all the tasks described, SWATS performs almost as well as the best algorithm amongst SGD and Adam, and in several cases achieves a good initial decrease in the error metric. Figure 7 shows that the estimated learning rate for SGD (γ k ) is noisy but convergent (in mean), and that it converges to a value of similar scale as the value obtained by tuning the SGD optimizer (see Table 1 ). We emphasize that other than the learning rate, no other hyperparameters were tuned between the experiments. Wilson et al. (2017) pointed to the insufficiency of adaptive methods, such as Adam, Adagrad and RMSProp, at generalizing in a fashion comparable to that of SGD. In the case of a convex quadratic function, the authors demonstrate that adaptive methods provably converge to a point with ordersof-magnitude worse generalization performance than SGD. The authors attribute this generalization gap to the scaling of the per-variable learning rates definitive of adaptive methods as we explain below.
Discussion and Conclusion
Nevertheless, adaptive methods are important given their rapid initial progress, relative insensitivity to hyperparameters, and ability to deal with ill-scaled problems. Several recent papers have attempted to explain and improve adaptive methods (Loshchilov & Hutter, 2017; Anonymous, 2018; Zhang et al., 2017) . However, given that they retain the adaptivity and non-uniform gradient scaling, they too are expected to suffer from similar generalization issues as Adam. Motivated by this observation, we investigate the question of using a hybrid training strategy that starts with an adaptive method and switches to SGD. By design, both the switchover point and the learning rate for SGD after the switch, are determined as a part of the algorithm and as such require no added tuning effort. We demonstrate the efficacy of this approach on several standard benchmarks, including a host of architectures, on the PennTree Bank, WikiText-2, Tiny-ImageNet, CIFAR-10 and CIFAR-100 data sets. In summary, our results show that the proposed strategy leads to results comparable to SGD while retaining the beneficial properties of Adam such as hyperparameter insensitivity and rapid initial progress.
The success of our strategy motivates a deeper exploration into the interplay between the dynamics of the optimizer and the generalization performance. Recent theoretical work analyzing generalization for deep learning suggests coupling generalization arguments with the training process (Soudry et al., 2017; Hardt et al., 2015; Zhang et al., 2016; Wilson et al., 2017) . The optimizers choose different trajectories in the parameter space and are attracted to different basins of attractions, with vastly different generalization performance. Even for a simple least-squares problem: min w Xw − y 2 2 with w 0 = 0, SGD recovers the minimum-norm solution, with its associated margin benefits, whereas adaptive methods do not. The fundamental reason for this is that SGD ensures that the iterates remain in the column space of the X, and that only one optimum exists in that column space, viz. the minimum-norm solution. On the other hand, adaptive methods do not necessarily stay in the column space of X. Similar arguments can be constructed for logistic regression problems (Soudry et al., 2017) , but an analogous treatment for deep networks is, to the best of our knowledge, an open question. We hypothesize that a successful implementation of a hybrid strategy, such as SWATS, suggests that in the case of deep networks, despite training for few epochs before switching to SGD, the model is able to navigate towards a basin with better generalization performance. However, further empirical and theoretical evidence is necessary to buttress this hypothesis, and is a topic of future research.
While the focus of this work has been on Adam, the strategy proposed is generally applicable and can be analogously employed to other adaptive methods such as Adagrad and RMSProp. A viable research direction includes exploring the possibility of switching back-and-forth, as needed, from Adam to SGD. Indeed, in our preliminary experiments, we found that switching back from SGD to Adam at the end of a 300 epoch run for any of the experiments on the CIFAR-10 data set yielded slightly better performance. Along the same line, a future research direction includes a smoother transition from Adam to SGD as opposed to the hard switch proposed in this paper, which may cause short-term performance degradation. This can be achieved by using a convex combination of the SGD and Adam directions as in the case of Akiba et al. (2017) , and gradually increasing the weight for the SGD contribution by a criterion. Finally, we note that the strategy proposed in this paper does not preclude the use of those proposed in Zhang et al. (2017) ; Loshchilov & Hutter (2017) ; Anonymous (2018) . We plan to investigate the performance of the algorithm obtained by mixing these strategies, such as monotonic increase guarantees of the second-order moment, cosine-annealing, 2 -norm correction, in the future. 
