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Summary
The aim of this research is to develop an accurate method for the analysis o f signals composed of 
fluctuating harmonics. The results obtained o f analysis are applied to the calibration o f harmonic 
analysis instruments.
A new method is presented suitable for the accurate analysis o f smoothly fluctuating haimonic 
signals. The method is based on a model o f signals with a known period, in which the hannonics 
are individually modulated by polynomial functions normalised over a sampled signal sequence 
time. Using this model, a decomposition method is developed such that the modulating 
polynomials can be recovered from a signal.
The polynomial decomposition method leads to a piece-wise analysis o f the waveform. Two 
methods based on least squares and splines respectively, are developed with the aim o f giving 
continuity to the piece-wise analysis.
Comparisons o f the new method with the short time Fourier transform are given.
Having defined a test signal and obtained and accurate analysis o f it properties, it can be used to 
calibrate harmonic analysers. For a given applied signal, analysis with these devices can give rise 
to vai iation in results as a function o f the phase between the signal and the STFT windows. This 
result distribution due to variable phase (RDVP) is discussed and examples are given for various 
signals. The RDVP complicates the calibration process due to the spread o f results that occur 
when testing the device. A method is developed to find the RDVP for an applied signal that uses 
the polynomial decomposition method to find the modulation functions o f each harmonic in the 
applied calibration signal.
Having found the RDVP for an applied signal, it is necessary to fit the results o f the analyser 
under test, to the distribution. The random nature o f the phase makes the systematic comparison 
o f the theoretical and measured distributions difficult to achieve. A novel method that uses 
multiple phase shifted modulated harmonics is presented. By comparing the results o f the 
analyser under test to the distributions o f each o f the phase-shifted harmonics, a best-fit phase 
shift can be determined and the required calibration comparison made.
Key words; time-frequency analysis, demodulation, harmonic analysis, fluctuating harmonics, 
waveform metrology, calibration o f haimonic analysers.
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Chapter 1. Introduction
Chapter 1
1 Introduction
In this thesis, a method for the demodulation of signals made up of smoothly varying harmonics 
is presented. The method is applied to the calibration of harmonic analyser equipment under 
fluctuating harmonic conditions.
1.1 Motivation and background
International regulations limit the current harmonic emissions of electrical appliances connected 
to the mains electricity supply. These appliances are type-tested using hannonic analysers, whose 
design is described in international standards. Reports [1] from those carrying out the testing 
describe large variations in test results between different instrumentation. Variation is particularly 
pronounced when the harmonics are fluctuating in nature. Fluctuating harmonics result from 
electrical appliances which exhibit behaviour which cause load current to vary.
A significant contribution to this variation in measurements is caused by errors exhibited by the 
various makes of analyser equipment used in these tests. These unacceptable variations, led user 
groups representing the test laboratories, to approach to the UK government. The resulting 
request led to the Department of Trade and Industry, National Measurements System Policy Unit 
to fund the development of calibration facilities for hannonic analysis equipment. This project is 
the result of these actions and was started in 1997 with the aim of providing a calibration service 
for industry for harmonic analysers [2].
The facility developed at the National Physical Laboratory by the author is described in 
Section 2.4. Although this system is based largely on conventional engineering and signal 
processing methods, it remains the only one of its kind and provides calibration for customers 
worldwide.
Whilst this facility has helped regulate many of the problems associated with harmonic analyser 
equipment, the measurement of fluctuating hannonics remains problematic. This is mainly due to 
the difficulties in the analysis of non-repetitive waveforms which result from the varying current 
drawn by electrical appliances.
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1.2 Aim of the research
This project aims to develop and implement a method for the calibration of hannonic analysers 
for the measurement of smoothly fluctuating harmonics. The nature of these signals is described 
in Chapter 4. Further, a secondary aim is to develop algorithms which may be incorporated into 
future designs of industrial instrumentation which can be used to improve measurement accuracy.
Calibration requires the definition of an applied quantity. In this work, this implies that it is 
necessary to accurately measure the properties of a representative test waveform. In order to 
pursue this objective, it is necessary to develop an analysis method which can accurately 
decompose a non-repetitive waveform into individual harmonics. This could consist of the 
measurement of energy for each harmonic in a non-repetitive signal or it could be the finding of 
the individual modulation functions associated with each fluctuating harmonic.
The difficulty of this objective is reduced by the nature of the signals of interest. The signals are 
based of a mains frequency fundamental. Further, calibration is carried out in laboratory 
conditions where the frequency of the signal can be controlled. Whilst the nature of the 
calibration signals must be representative of those encountered in real conditions, their nominal 
composition can be pre-determined.
Having defined the calibration signal by measurement and analysis, it is applied to the analyser 
under test and the results from this device are compared with the defined signal. This is not as 
trivial as it may seem. For a given noiseless signal, the design of the analyser equipment is such 
that there is an inherent variation in results. This phenomenon is discussed in detail in Chapter 6. 
This leads to a further objective of developing methods that allow the comparison of harmonic 
analyser results with the defined calibration signal.
1.3 Novel work undertaken
The original work described in this thesis is in two elements:
1) The development of a method for the decomposition of smooth non-repetitive waveforms 
into individual harmonic modulation functions. This method named polynomial 
decomposition assumes an order polynomial modulation for each harmonic in the 
signal. A decomposition method is presented to find the polynomial coefficients. This 
work is described in Chapter 4.
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2) The development of a method, in which a signal with defined fluctuating harmonics, is 
compared with measurements from short time Fourier transform based analysis 
equipment, for calibration purposes. Chapter 6 describes the inherent variation of the 
results obtained using this type of analysis equipment due to the non-synchronisation of 
the signal fluctuation with the windows used in the transform. For a given fixed applied 
signal, this leads to relatively large variations in the results making comparison difficult 
to achieve. A method is presented which uses multiple phase shifted hannonic 
modulation functions such that the comparison of a defined signal with the analyser 
equipment can be made in a defined and efficient manner.
1.4 Structure of Thesis
1.4.1 Chapter 2, the background to the regulation of current harmonics, the 
measurement of current harmonics and the calibration of analysis 
equipment. \
Chapter 2 sets out the background to the research by describing the international standards and 
regulations relating to current harmonics drawn by electrical equipment connected to the mains 
electricity supply. Section 2.2 discusses the causes and nature of the distortion of the mains 
electricity supply and a review of the effects of this distortion is given in Section 2.3. 
Regulations to limit the current harmonic generation caused by electrical equipment are described 
in Section 2.3.1 and the testing and compliance regime is discussed in Section 2.3.2.
With any regulatory system involving measurements, the use of calibrated equipment is clearly 
important. Section 2.4 describes a new calibration system developed for the calibration of 
harmonic analysers under steady state conditions.
The measurement of fluctuating harmonics and the calibration of analysis equipment under these 
conditions is the main subject of this thesis. The hardware and software developed for this 
calibration system forms the starting point for the development of methods which will be used for 
calibrations under fluctuating conditions.
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1.4.2 Chapter 3, review of waveform transforms applied to the analysis of 
waveforms with fluctuating harmonics.
Chapter 3 reviews existing transforms which are suitable for the analysis of non-stationary 
waveforms. In order to test their suitability for harmonic analysis related to this application, 
some simple test signals are defined and simulations of the various transforms are used to assess 
and compare performance.
Section 3,3 examines the most commonly used and well established time-frequency distribution, 
the short-time Fourier transform (STFT). Simulations are carried out to analyse the test signals. 
The effect of changing the number of windows is considered. The use of alternative window 
functions and other strategies for improving the performance of the STFT are also considered.
The fundamental time-frequency resolution limitation of the STFT prevents the elimination of the 
spectral errors as seen in the analysis of the test signal examples. Other waveform transfonns 
offer potential means of optimising the time and frequency resolutions. The properties and 
performance of one such transform, the Wigner distribution is discussed in Section 3.4,
Whilst the Wigner distribution works well for single component signals, in the case of multi- 
component signals, it suffers from interference between the signal components. This is due to the 
bi-linear nature of the auto-correlation function kernel. The reduction of cross-term interference 
is the subject of Section 3.5. In order to be able to develop so-called “reduced interference 
distributions” it is first necessary to consider a domain based approach to these distributions, such 
that a suitable kernel function can be found to suppress the cross-tenns. This follows on from the 
work of Cohen who developed a generalised distribution class of which both the STFT and 
Wigner distribution are members. Section 3.5 gives simulation results using some reduced 
interference kernels.
Time-frequency signal analysis can also be carried out using the wavelet transform. Section 3.6 
considers this transform and its potential for hannonic analysis. After introducing the concepts, 
the use of a basic wavelet, namely the Harr wavelet, for analysis of a test signal is investigated. 
Simulation results are given and the properties of this analysis are then considered.
Efficient calculation and an improvement in the analysis are achieved by use of dilation wavelets. 
Further simulation results using the so-called D4-wavelet to analyse test signals are given.
Finally, in Chapter 3, Newland's work on harmonic wavelets is examined and simulation results 
with the same example test signal are given.
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Conclusions are drawn regarding the suitability of existing transforms for the accurate analysis of 
fluctuating hannonic waveforms.
1.4.3 Chapter 4, a method for the analysis of smoothly fluctuating harmonics
Chapter 4 presents a new method that is suitable for the accurate analysis of smoothly fluctuating 
harmonic signals. The method is based on a model of signals with a known period, in which the 
harmonics are individually modulated by polynomial functions normalised over a sampled signal 
sequence time. The model is developed in Section 4.2.1.
Using this model, an analysis method is developed in Sections 4.2.4 and 4.2.5, such that the 
modulating polynomials can be recovered from a signal. It is shown that within the model for 
each haimonic, there is a set of non-modulated ternis that arise from the set of polynomial 
constant terms. These terms can be considered as underlying repetitive functions within each 
fluctuating harmonic. If the fundamental period is known, the repetitive terms may be removed 
by the subtraction of adjacent periods of the signal.
The subtraction operation reduces the order of the remaining terms and repeated subtractions can 
be used to progressively remove terms to leave a repetitive function whose harmonic content may 
be found using a discrete Fourier transform (DFT). Each of the DFT coefficients give the 
polynomial coefficient for the highest power term assumed in the model for the conesponding 
harmonic.
Having found the highest order polynomial coefficients for each harmonic modulator, these terms 
can be removed from the signal by subtraction. This has the effect of reducing the order of the 
polynomial modulation for each harmonic.
The process is then repeated on the modified signal sufficient times to remove each of the 
polynomial terms in turn. If the polynomial is chosen to have sufficient order, the method results 
in the decomposition of the signal into polynomial modulation functions for the components of 
each harmonic. Some simulation results are given in Section 4.2.6 which show the operation of 
the transfonn and the accurate decomposition of a signal.
Considerations for the choice of the polynomial order and metrics for assessing the performance 
of the method are given in Section 4.2.7
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The polynomial decomposition method leads to a piece-wise analysis of the waveform. Two 
methods based on least squares and splines respectively, are developed in Section 4.3 with the 
aim of giving continuity between the sections that result from the analysis.
1.4.4 Chapters, results and comparisons of the polynomial decomposition 
method with the short time Fourier transform.
The purpose of Chapter 5 is to present results obtained using the polynomial decomposition 
method and its associated post processing methods that are developed in Chapter 4.
The results are obtained by analysis of a number of different signals which are either synthesized 
or sampled data from a real system. These results are then compared with the STFT. Tables of 
results and comparative errors are presented together with graphs of the analysis results.
In this Chapter, the STFT is chosen as a comparison standard because of its familiarity and wide­
spread use. Chapter 3 presents a review of other transfonns and comparisons of some results to 
those obtained using the STFT are given.
It should be noted that the type of signals used in these tests are generally well suited to the 
polynomial decomposition method and their choice has been influenced by the intended 
application of the method to smoothly fluctuating harmonic signals. The choice of signals will 
tend to give favourable results to the polynomial decomposition method. It is important to 
emphasise that the results presented are intended to be representative of this type of signal and it 
may be possible to select other signals types which favour the STFT or other transforms. Should 
there be a desire to use the method for other applications it would be necessary to carry out 
further comparison work to assess the suitability with respect to other methods.
1.4.5 Chapter 6, application of the polynomial decomposition method to the 
calibration of EN61000-3-2 fluctuating harmonic analysers.
Chapter 6 describes original work applied to the application of the polynomial decomposition 
method to the calibration of harmonic analyser equipment under fluctuating conditions.
In Section 6.2, a functional description of these analysers is given outlining the algorithms used. 
The use of the analysers for the assessment of the harmonic emissions of electrical appliances is 
discussed.
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As these analysers are used as part of a regulatory regime, the required confidence in the reported 
results implies the need to calibrate these devices. Prior to this work, no facilities exist to 
calibrate these devices under fluctuating harmonic conditions. In Section 6.3, a discussion is 
given of the requirements and methodology for the calibration of these analysers.
The algorithms used in these analysers are based on STFTs. The results of the STFTs are 
individually applied to low pass filters and the maximum and average values of the outputs are 
reported by the analyser.
In testing an electrical appliance, the maximum and average results from the analyser are 
compared with the respective limits in the standards in order to determine whether the appliance 
complies with the standard. To calibrate the analyser, a class of signals which gives rise to both 
the maximum and average limit values, is developed in Section 6.6.
The performance of the harmonic analyser when measuring fluctuating hannonics is investigated. 
It is shown that for a given applied signal, analysis with these devices can give rise to variation in 
results as a function of the phase between the signal and the analysis windows. A discussion and 
examples of the result distribution, due to variable phase (RDVP) are given in Section 6.4. The 
RDVP complicates the calibration process due to the spread of results when testing the device.
In Section 6.5, a method is presented to find the RDVP for an applied signal. This uses the 
polynomial decomposition method to find the modulation functions of each harmonic in the 
applied calibration signal. A method that breaks the modulators into sections of the size of the 
STFT windows is given. It is shown that the mean of these sections approximates to the STFT 
results and these can be used to give a smoothed RDVP, suitable for use in calibration of an 
analyser.
Having found the RDVP for an applied signal, it is necessary to fit the results of the analyser 
under test to the distribution. The random nature of the phase makes the systematic comparison 
of the theoretical and measured distributions difficult to achieve. A novel method that uses 
multiple phase-shifted modulated harmonics is presented in Section 6.7. By comparing the 
results of the analyser under test to the distributions of each of the phase-shifted harmonics, a 
best-fit phase-shift can be determined and the required calibration comparison made.
Various analyser error mechanisms are discussed in Section 6.7 and the analysis of these cases 
using the developed methods is presented.
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Chapter 2
2 The background to the regulation of current 
harmonics, the measurement of current harmonics 
and the calibration of analysis equipment.
2.1 Introduction
This Chapter sets out the background to the research by describing the international standards and 
regulations relating to current harmonics drawn by electrical equipment connected to the mains 
electricity supply. Section 2.2 discusses the causes and nature of the distortion of the mains 
electricity supply and a review of the effects of this distortion is given in Section 2.3. Regulations 
to limit the current harmonic generation caused by electrical equipment are described in 
Section 2.3.1 and the testing and compliance regime is discussed in Section 2.3.2.
With any regulatory system involving measurements, the use of calibrated equipment is clearly 
important. Section 2.4 describes a new calibration system developed for the calibration of 
harmonic analysers under steady-state conditions.
The measurement of fluctuating harmonics and the calibration of analysis equipment under these 
conditions is the main subject of this thesis. The hardware and software developed for this 
calibration system forms the starting point for the development of methods which will be used for 
calibrations under fluctuating conditions.
2.2 The causes, nature and extent of mains distortion
In recent years there has been a steady growth of non-linear loads connected to the electricity 
supply system. These loads comprise various forms of rectifiers and regulators which tend to 
draw current at the peaks of the voltage waveform as they charge their reservoir capacitor. 
Figure 2.1 shows such a current for a typical switched mode power supply. The width of the base 
of the peak and the height of the peak both increase as the load on the regulator increases. This 
current waveform can be considered as comprising a set of harmonics of the power-line 
frequency. These harmonics vary in amplitude and phase with the load on the regulator.
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Figure 2.1, Current waveform Figure 2.2, Voltage waveform
In the context of the capacity of the electricity supply system, these harmonics seem insignificant. 
However, for example, when it is considered that every personal computer contains at least one of 
these regulators, it can be seen that the cumulative effect gives rise to a significant set of harmonic 
currents.
Consider now the effect on the voltage waveform of this type of regulator. Figure 2.2 shows a 
typical mains voltage waveform. Note the flattening of the peaks, caused by the in-rash current 
shown in Figure 2.1. This flattening tends to be a predominant 5“' harmonic distortion of about 
5 % of the fundamental.
Other examples of non-linear loads in wide use on the supply system include: light dimmers 
(chopped waveforms); mercury-arc rectifiers; variable speed drives (thyristors); lighting ballasts. 
A wide range of domestic and industrial appliances, for example washing machines and power 
tools also contain distorting loads of this type.
The problem has a further complication in that much of the equipment which produces this 
distortion, tends to work with a duty-cycle. Examples of this could be the switching action of a 
tang-bang' controller, or when non-linear impedance elements in a system are switched in or out. 
This duty-cycle nature causes the amplitudes and phases of the harmonics to fluctuate, in some 
cases giving rise to a non-stationary waveform.
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Spikes and transient events occur throughout the supply system as equipment is switched in and 
out. High frequency events tend to be localised due to the fact that the transient events do not tend 
to propagate efficiently through the system transformers and power-factor correction capacitors.
2.3 The effects of mains distortion
It is important to consider why there should be a concern if the mains voltage is distorted. 
Distortion seems of little consequence to most electrical equipment, whose first function is to 
rectify and filter the mains, thus effectively removing all low frequency harmonics including the 
fundamental.
Whilst most equipment is unaffected by waveform distortion, harmonic pollution causes 
considerable problems to the power distribution system. Just as in the case of low power factors 
generated by equipment, where distribution companies must increase the rating of conductors to 
supply reactive currents, harmonic currents also require increased conductor cross section, 
particularly in the three phase neutral wire. Harmonics can also cause increased peak voltage 
values, in some cases causing damage to insulation.
In addition, there are more subtle problems for industrial users. It has been shown [3] that 
harmonic currents can increase the running temperature of electrical motors, set up oscillating 
torque in machines and excite system resonance leading to over-voltages and over-currents.
Perhaps more obvious for the consumer is the effect of harmonics on devices which use the zero 
crossings of the mains waveform for timing purposes. Such devices commonly include clocks 
and thyristor controllers that fire every cycle to vary the voltage in some systems. Under some 
conditions, harmonic distortion is such that it causes extra zero crossings leading to timing errors.
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2.3.1 Regulation of harmonic currents drawn by low power equipment.
In the case of large loads connected to the supply system, the harmonic consequences of 
connection are considered in context of standards such as G5/3 [4]. Clearly it is not practical to 
consider each low power domestic or office appliance in this way; however it is the cumulative 
effect of these numerous loads that is the major cause of the increasing distortion on the mains 
supply.
The regulatory solution, which has been adopted, is to set limits for the current harmonics drawn 
by any particular appliance. The design of all electrical equipment (appliances, lighting, TVs, 
PCs, tools etc.) with input powers of greater than or equal to 60 W, must conform to the limits for 
current harmonics up to and including the 40“’ harmonic. Failure to conform to these limits 
prevents the equipment from being sold in the European Community area.
These harmonic limits are prescribed in IEC61000-3-2 [5], This standard defines four classes of 
waveform according to the different types of equipment.
Class of 
equipment
Type of equipment Note
A • Balanced three phase equipment
• Household appliances (not those in class D)
• Tools (not portable)
• Light dimmers
• Audio equipment
• Everything else not covered by B,C or D
B • Portable Tools
• Arc welding equipment (non-professional)
C • Lighting equipment
D • Personal computers and monitors
• TV sets
Power
< 600W
Table 2.1, IEC61000-3-2,2000 Amendment 1: classification of equipment
There are a few exclusions from the standard, most notably that equipment with rated power less 
or equal to 75 W is not included.
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Each Class has different harmonic limits up to the 40'“ which must not be exceeded. Class A 
and B define maximum permissible currents at each harmonic. Class D defines limits for odd 
harmonics only. These are set according to the power drawn by the device and this power is 
measured in accordance with the standard. The Class C limits are defined in terms of a 
percentage of the fundamental current.
Whilst the arguments for harmonic regulation are well made, it should be noted that regulations 
incur costs to manufacturers, many of whom argue convincingly, that there is no hard evidence 
that predicted problems due to harmonics can justify the cost and complexity involved in 
regulation.
It is fair to say that IEC61000-3-2 has not been without controversy. This is fuelled in part by the 
two opposing views, but also by the complexities of the standard which has led to, amongst other 
things, difficulties in interpretation of the harmonic limits.
2.3.2 Measuring harmonics - the analyser
In order to make the compliance tests on electrical appliances, analysing instruments sometimes 
known as “Analysers”, are now marketed to assess the various aspects of the load as prescribed in 
the standard. Unfortunately, some of the measurements described in the standard have proved 
difficult to make in a traceable or even reliable fashion. Hence, the need has arisen to find a 
method to provide an independent calibration for these analysers.
These Analysers are generally used in testing laboratories which certify compliance of equipment 
to these standards as well as to the collection of EMC standards of which these are part.
The current drawn by appliance under test is measured in a simple series circuit as shown in 
Figure 2.3.
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Figure 2.3, Testing an appliance using an analyser
To ensure a good quality power supply, the appliance test is carried-out using a laboratory power 
amplifier. The distortion performance of such amplifiers under load at each voltage harmonic is 
specified in IEC61000-3-2, Annex A.
Part of the lEC 1000-3-2 standard requires the measurement of current harmonics drawn by a 
load. In the so-called ‘Steady-State’ harmonic case, the distortion produced by the equipment 
under test is of a constant nature. Under these conditions, the waveforms are repetitive or 
stationary and the harmonic content of the current drawn by an appliance is readily found by 
digitising it using an Analog to Digital Converter (ADC) and applying a Discrete Fourier 
Transform (DPT) to the sampled sequence. This process gives rise to a discrete set of harmonics, 
the magnitudes of which can be compared to the limits in the standard as shown in the example in 
Figure 2.4.
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Figure 2.4, Comparisons of harmonic analysis with limits
This process works well for repetitive current waveforms such as those drawn by a quiescent load. 
Many appliances however do not present such a steady-state load, by contrast, they operate in 
duty-cycles or have complex pseudo-random behaviour which gives rise to fluctuating currents. 
The calibration o f Analysers under these conditions is the main motivation o f this thesis and this 
is considered in Chapter 6.
In order to measure fluctuating harmonics, the analyser uses a windowed DFT method as 
prescribed in IEC61000-4-7 [6]; this is discussed in detail in Chapter 6.
The test time depends on the nature o f the currents drawn by the appliance. Appliances that have 
long fluctuation cycles in the current or have complex operation cycles will require longer test 
times. In all cases, the standard requires that the test time is sufficient that successive tests on the 
appliance repeat within + 5%.
The arithmetic average over the test time for each harmonic is calculated from the output of the 
analyser algorithm and the maximum value for each harmonic is found. These average and 
maximum values of each harmonic are then compared with the limits for each harmonic as 
defined in the lEC standard for the given class of equipment. The limits for the average values 
are given in the standard for each class of equipment. The limits for the maximum values are 1.5
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times the average value limits. Under steady-state conditions the average and maximum values 
are the same.
In some case "stray” odd high order harmonics can exceed the relatively low limits specified for 
these higher frequency components. To prevent these exceptional cases from causing the 
appliance from failing the test, a special clause relaxes the average value limit for individual odd 
harmonics above the 21®' harmonic. This limit is increased to 150%, provided the total r.m.s. 
current for all the odd harmonics at 21 and above is less than the total rms current for the limits. 
The maximum value limits are unchanged.
The power drawn by the appliance is also measured. The maximum value of power is then 
recorded and in the case of Class D tests, used to define the limits.
2.4 A description of a new system for the calibration of harm onic 
analysers
Failure to meet the emission standards described above can prevent an appliance from gaining 
access to important European markets. This can lead to costly redesign and delays in marketing a 
new product. Faced with failure, and in particular in borderline cases, attention is drawn to the 
accuracy of the Analyser. In such cases and indeed for all measurements, ensuring that the 
Harmonic Analyser is calibrated in a traceable manner is very important. This need has led the 
National Physical Laboratory (NFL) on behalf of the UK Governments National Measurement 
System Policy Unit to fund the development of calibration methods for Analysers.
The system developed at NPL [7] for the calibration of harmonic analysers is shown in Figure 2.5.
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Figure 2.5, Harmonic analyser calibration system
The Analyser or device under test (DUT) is shown divided into its separate voltage and current 
channels (ChV and Chi). In order to calibrate the DUT, a given current waveform at the limits as 
defined in the standard is applied.
The components and method of operation of the system are described as follows.
2.4.1 ADC measuring head
The calibration system is based on an ADC. Various computer-based cards and units were tried 
for this purpose, however it was found that in general there were noise problems with these 
devices. Therefore, it was decided to construct a purpose built ADC measuring head, isolated 
from the data processing computer.
The measuring head has 16-bit resolution and can operate at a maximum 100 kHz sampling 
frequency. A commercial switched capacitor ADC' is used and the associated digital electronics 
are implemented using a Field Programmable Gate Array, The measuring head is powered by a 
highly isolated power supply unit (PSU)[8]. Data exchange between the head and the computer is
* Analog Devices Inc., AD676 16-bit ADC
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carried out using an optical-fibre[9]. The sampling clock signal is also sent via optical-fibre. Thus 
the head is fully isolated, the only point of electrical connection being the input terminals.
Signal conditioning consists of a differential input stage and anti-aliasing filter. The filter is based 
on a linear phase 7-pole Bessel response with -80db attenuation at 25 kHz. The filter is designed 
to have a stable and near-unity gain up to the maximum harmonic frequency of interest at 2 kHz.
The measuring head is calibrated over the required measurement frequency range using an 
electronic AC/DC measurement standard[10]. Using this standard, the r.m.s. voltage at a given 
frequency is referred to a traceable dc voltage or to an ac voltage standard[l 1]. This measurement 
is carried-out under computer control and coiTections obtained which are automatically applied in 
subsequent measurements. Phase errors are measured using a Deconvolution technique[12J.
2.4.2 Waveform generation
In order to calibrate the DUT, a given current wave shape at the limits as defined in the standard is 
applied.
Generation of this waveform is achieved using a commercial arbitrary waveform generator 
(ARB)^. The ARB has a 12-bit digital to analogue converter (DAC). Waveform data is sent via 
the IEEE-488[13] bus to the ARB. The output voltage from the ARB, drives a transconductance 
amplifier^ to produce the current which is typically in the 1 to 5 A range. This current is then 
applied to a standard shunt resistor and to the DUT current channel. With one terminal of the 
DUT at earth potential, the shunt will be at the voltage developed across the DUT, hence the need 
for the isolated and differential input ADC that samples the voltage developed across the shunt.
The sampling frequency for the measuring head is obtained by dividing the ARB sample clock 
and is transmitted using an optical-fibre.
The voltage waveform in this phantom power system is assumed to be sinusoidal at 230 V, 50 Hz. 
This waveform is produced by a commercial calibrator"*. The calibrator is phase-locked to the
 ^W avetek Ltd., Model 296 Arbitrary W aveform Generator 
 ^Fluke Corporation, Model 5220A Transconductance Amplifier 
Fluke Corporation, Model 5700A Calibrator
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ARB using a synchronization pulse produced at the start of each current cycle. This pulse is sent 
using an optical-fibre in order that the voltage and current channels remain isolated.
Power factor control can be achieved by shifting the phase of the waveform samples that the 
computer sends to the ARB memory. This is carried-out using a constant group delay across all 
harmonics to maintain the wave shape. In general for non-sinusoidal waveforms, the relationship 
between the phase shift of the current waveform and the power factor is non- linear.
2.4.3 Standard shunts
Standard shunts are used to give current ranges of 1,5  and 10 A. These are calibrated separately 
for DC value and for AC/DC resistance difference using bridge methods[14]. These shunts have 
low AC/DC difference and time constant. The shunts are of parallel plate design made using 
multiple metal film resistors in parallel as described by Laug[15].
2.4.4 Software
The system control software was written in Borland Delphi. The software both loads waveform 
patterns to the ARB and carries out collection, correction and analysis of the waveform data.
The program is written so that the waveform patterns can be used in a non-hardware mode such 
that the various waveform transforms, presented in later Chapters, can be tested in simulation 
prior to working with real signals.
The waveform generation routines allow the user to synthesise the required harmonic mix. The 
waveform may be saved such that important waveshapes can be readily loaded. Fluctuating 
harmonics are implemented using a set of amplitude modulation functions which may be 
individually defined for each harmonic. The modulation can be smooth or include bursts of 
harmonic, and the modulation periods can be set as required.
The sampled data from the ADC must be collected by the program without missing any data. To 
ensure this, the ADC firmware codes a sequence number with each data point which is checked 
by the data collection routine. In order to collect the data without missing codes, it is necessary to 
control the computer interrupt processing which is regularly carried out for “house-keeping” 
purposes by the Windows operating system.
The collected data can be corrected for the frequency response of the ADC and for the current 
shunts, the correction data for which is available in data files.
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Having collected the data from the ADC the required analysis method can be applied using an 
appropriate waveform transform, several of which are included in the program.
2.4.5 Harmonics calibration
For steady-state harmonics, with a given wave shape applied, both the measuring head and the 
DUT sample the current waveform for a given time, typically a minute. The NPL system over­
samples and typically takes 512 samples per fundamental cycle (25.6 kHz sampling rate). For 
these stationary (repetitive) waveforms, the samples are averaged in the time domain on a cycle- 
by-cycle basis to form a single cycle of data. The harmonic amplitudes and phase are then 
obtained by use of a fast Fourier transform (FFT) on this averaged data.
The FFT results are then used to correct the data sent to the ARB such that the amplitudes can be 
trimmed to the desired values for a given class of wave shape. In this way, it is possible to set the 
harmonic amplitudes as defined in the standard to within about 100 p,A/A of fundamental. Any
residual is subsequently corrected when processing the results.
By use of this procedure it is convenient to set the harmonics at the limits defined in the standard
to check the pass/fail indication of the DUT for the given wave shape.
In the case of Class C and D wave shapes, the harmonic limits depend on measurements of the 
circuit power. In the case of Class C, the power factor is used to define the 3'^ harmonic limit. 
For Class D wave shapes the limits are given in mA/W. As described above, the ability of the 
DUT to measure power is assessed in a separate test against a calibrated wattmeter. For purposes 
of harmonic measurement and limit assessment, the DUT measurement of power is used to define 
the limits.
The type-B uncertainty[16] for steady harmonic measurements using this system is estimated to 
be 100 p,A/A (95% confidence limits).
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The calibration system and procedures for operation have been accredited by the UK accreditation 
service (UKAS)^ and since 2000 the system has been used regularly to provide traceable 
calibrations of harmonic analysers for a range of users worldwide.
2.5 Chapter conclusion
This Chapter has presented the background and motivation for the research work presented in this 
thesis.
The need to provide traceable calibration of analysis equipment in support of new international 
standards has been described. These standards are intended to limit the distortion of the mains 
electricity supply. These regulations are implemented for a given electrical appliance by ensuring 
that the current harmonics drawn from the mains are below limits given in the standard and the 
rationale behind these standards has been reviewed.
The calibration of the related analysis equipment involves the measurement of current harmonics 
and a new calibration system for the generation and measurement of these signals has been 
described. This system provides traceable calibrations for analyser equipment to industrial users 
and at the time of writing, is the only such facility to be registered by an accreditation authority in 
the world. In the short time that this system has been operating, the measurements carried out 
have already uncovered some serious problems with commercial equipment which has been 
subsequently rectified by instrument manufactures. Thus, the work has contributed major benefits 
to the international regulatory regime.
Whilst calibrations of analysers under steady-state conditions is not novel work, the metrological 
techniques embodied in this calibration system, form the basis of traceable measurements of 
harmonics which are built upon in later Chapters.
The remainder of the thesis will concentrate on the measurement of Fluctuating harmonics and the 
application of these measurement techniques to the calibration of harmonic analysers using the 
measurement system described in the chapter.
U K  Accreditation Service schedule number 0478, added February 2002
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Chapter 3
3 Review of waveform transforms applied to the 
analysis of waveforms with fluctuating harmonics.
3.1 Introduction
The motivation for this research was discussed in Chapter 2; namely to develop signal analysis 
techniques, such that reliable and accurate measurements can be made of the hannonic content of 
the current drawn from the power supply system by electrical equipment. In many cases, the load 
presented by this equipment will be variable in nature and the resulting waveform will contain 
harmonics which are fluctuating.
This Chapter reviews existing transforms which are suitable for the analysis of non-stationary 
waveforms. In order to test their suitability for harmonic analysis related to this application, 
some simple test signals are defined and simulations of the various transforms are used to assess 
and compare perfonnance.
Section 3.3 examines the most commonly used and well established time-frequency distribution, 
the short-time Fourier transform (STFT). Simulations are carried out to analyse some given test 
signals. The effect of changing the number of STFT windows is considered. The use of 
alternative window functions and other strategies for improving the perfonnance of the STFT are 
also considered.
The fundamental time-frequency resolution limitation of the STFT prevents the elimination of the 
spectral errors as seen in the analysis of the test signal examples. Other wavefoim transfoims 
offer potential means of optimising the time and frequency resolutions. The properties and 
performance of one such transfonn, the Wigner distribution is discussed in Section 3.4.
Whilst the Wigner distribution works well for single component signals, in the case of multi­
components signals, it suffers from interference between the signal components. This is due to 
the bi-linear nature of the auto-correlation function kernel. The reduction of cross-term 
interference is the subject of Section 3.5. In order to be able to develop so-called reduced 
interference distributions it is first necessary to consider a domain based approach to these 
distributions, such that a suitable kernel function can be found to suppress the cross-terms. This
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follows on from the work of Cohen [25] who developed a generalised distribution class of which 
both the STFT and Wigner distribution are members. Section 3.5 gives simulation results using 
some reduced interference kernels.
Time-frequency signal analysis can also be carried out using the wavelet transform. Section 3.6 
considers this transform and its potential for harmonic analysis. After introducing the concepts, 
the use of a basic wavelet, namely the Harr wavelet, for analysis of a test signal is investigated. 
Simulation results are given and the properties of this analysis are then considered.
Efficient calculation and an improvement in the analysis are achieved by use of dilation wavelets. 
Further simulation results using the so-called D4-wavelet to analyse test signals are given.
Finally, Newland’s work on harmonic wavelets is examined and simulation results with the same 
example test signal are given.
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3.2 Test signals
In order to compare the performance of various signal analysis techniques examined in the 
following Sections of this Chapter, the following test signals are defined,
1. harmonic burst
2. chirp
3. amplitude modulated harmonics
Whilst these signals would not generally occur in isolation in a practical situation, they are 
representative of fluctuation mechanisms which may be present in the real signals of interest.
3.2.1 Test Signal 1 - A harmonic burst
This test signal simulates a burst of harmonic. The signal comprises a time sequence of 32 cycles 
of fundamental component with a second harmonic component of the same amplitude which is 
switched-on for 1/5 of the time sequence at a time 2/5 through the sequence.
0.5
1000 2000 3000 4000 5000 6000 7000 8000 90000
Sample Number
0,7
0.6
t> 0.5
0.3180.3
56%0.2
0 1430.1
0.0
0 16 32 48 64 80 96
Fourier Frequency
Figure 3.1, Test Signal 1 and associated magnitude FFT
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The resulting FFT spectrum of this time sequence is smeared as a result of the convolution of the 
square wave switching function with the second harmonic. The waveform and its FFT spectrum 
are shown in Figure 3.1.
With this synthesised signal, the r.m.s. value of the 2“** harmonic burst can be calculated from the 
time series prior to mbcing with the fundamental. Following mixing with the fundamental, the 
amplitude of the 2"** harmonic (etc.) can be found using a FFT. In the case of Test Signal 1, the 
difference between the r.m.s. time series value for the 2™* harmonic and the FFT value for the 2"** 
harmonic is approximately -56 %. This difference is shown in Figure 3.1. This discrepancy is 
due to the leakage of energy from the 2"** harmonic to the adjacent FFT frequency bins.
3.2.2 Test Signal 2 - A linear FM (chirp) signal
In this test signal the frequency of the signal increases linearly from an initial value at the start of 
the sequence, reaching a higher frequency of at the end of the sequence. This type of signal is 
often referred to as a "chirp" and is widely used in radar applications.
The equation for the chirp used in this case is as follows: 
s(n) = sin[2;r.(16 + 3 2 ^ ) . (3.1)
Where the total number of samples, N  = 8192. Figure 3.2 shows the sequence and the FFT. The 
FFT could be interpreted as the spectrum of a band-limited signal, such as that obtained by 
passing white noise through a band-pass filter. The fact such a signal would be very different to a 
chirp shows the inadequacies of the FFT for this type of non-stationary signal.
1.0
0.5
0.0
-0.5
- 1.0
-1.5
1000 2000 3000 4000 5000 6000 7000 8000 9000
Sample Number
0,0 |u« »m »yum u iym «iiiii,ii>iuuiy iuuiiim iu iiuim u m ii^im uiu i^iu iiin lllilllm  
0 10 20 30 40 50 60 70 80 90
Fourier Frequency
Figure 3.2, Test Signal 2, a linear FM (chirp) with associated magnitude FFT
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3.2.3 Test Signal 3 - An amplitude modulated signal
A test signal is synthesized which consists of ail odd harmonics up to the 9*, with all even 
harmonics set to zero. The phases of the harmonics are zero. The fundamental component is not 
modulated. Each of the harmonics is then modulated by a sine wave using Equation 3.2.
A 1 + mI.sin 2;r —I W j, , (3.2)
The m parameter is used to define the depth of modulation, k sets the modulation frequency and A 
is the un-modulated amplitude of the harmonic (the fundamental having an un-modulated 
amplitude of 1). The parameters used for the test signal used are given in Table 3.1.
Harmonic A m k
3 0.75 1.0 1
5 0.50 1.0 2
7 0.30 0.5 1
9 0.15 0.5 2
Table 3.1, Parameters used to define sinewave modulation Test Signal 3.
The resulting modulators as defined over #  = 8 192 samples are shown in Figure 3.3.
1.2
1.0
 HI
 H3
 H5
 H7
 H9
0.8
*  0.6
0.4
0.2
0.0
1000 2000 3000 
Sample Number
4000 5000 6000
Figure 33 , sinewave modulation functions 
used to modulate the odd harmonics in the Test 
Signals.
1.0
Ia 0.0
-^0.5
- 1.0
-1.5
- 2.0
1000 2000 3000 4000 5000 6000 7000 8000 9000
Sample Number
Figure 3.4, Test Signal3 composed of sinewave 
modulated odd harmonics.
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The test signal sequence resulting from these modulations of the given odd harmonics is shown in 
Figure 3.4. The “carrier” signal has 16 fundamental cycles.
} 0.3 1
16 960 32 48 64
Fourier Frequency
80 112 128 144 16(
Figure 3.5, Magnitude FFT of Test Signal3
The modulus FFT of Test Signal 3 is shown in Figure 3.5. The fundamental appears at a 
frequency of 16 consistent with the number of carrier cycles. The appearance of sidebands either 
side of the sinewave modulated harmonics is explained by amplitude modulation theory [17].
3.3 Short time Fourier transforms
Consider the Fourier transform (FT) for a signal s(t), the component at frequency co, given by: 
S(o>)C^s(t).e-’“dt (3.3)
Whilst the FT is able to resolve the frequency components of the signal, the integral is defined 
over infinite time, which implies that the transform has no resolution in time. The FT works well 
for the infinite time case of a stationary signal, however it is unable to resolve any temporal 
information associated with the signal fluctuations, which occur under non-stationary conditions. 
In order to introduce time resolution, the FT requires some modification. A method commonly 
used is to window the signal into a sequence of ‘snap-shots’, each sufficiently small that the 
waveform ‘snap-shof approximates to a stationary waveform (quasi-stationary). The FT of each 
window is then taken. This approach is sometimes known as a short-time Fourier transform 
(STFT).
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The STFT for a window h(t) is given as follows [18]:
S{t,G)) ——— (3. 4)27T
Where dummy variable ^  causes the window to slide in time.
A choice of different shaped windows can be used for a STFT. If the window function is 
rectangular, the window must be carefully synchronised to the fundamental frequency, such that 
each window contains an integer number of cycles of the test signal fundamental in order to avoid 
spectral leakage associated with Gibb’s phenomenon [19]. Other window shapes can be used in 
order to reduce the errors (see Section 3.3.2).
The STFT will work well provided the window is narrow compared with the signal fluctuation 
rate. High rates of fluctuation can give rise to significant errors. It is a fundamental limitation of 
the STFT that the window width cannot be reduced without bound. Shortening the time window 
improves the time resolution but reduces the frequency resolution. The product of time resolution 
and frequency resolution is bounded by the Uncertainty Principle [20]. The resulting trade-off 
limits the utility of the transform for those non-stationary signals where it is difficult to estimate 
an optimum window length. For example, signals composed of events, ranging from slow to fast, 
as in the case of some speech or music signals.
3.3.1 The STFT applied to test signals
Test Signal 1 (Figure 3.1) is composed of a pure sinewave and a burst of harmonic. The FFT 
spectrum shows the leakage of the 2"  ^harmonic energy to adjacent frequencies. As described in 
Section 3.2.1, the energy at the 2"*^  haimonic frequency is reduced, leading to the FFT value at 
this component frequency being approximately 56 % lower than its synthesised value.
In an attempt to improve the analysis, a STFT can be used. This has the effect of giving some 
time resolution to the measurement at the expense of frequency resolution. Figure 3.7 and
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Figure 3.8 compare the results of two STFTs, using Sand 16 non-overlapping rectangular 
windows, respectively.
These Figures are displayed as contour plots on a time and frequency base. The contours on the 
plot represent relative magnitude. The blue-end of the colours represent low magnitudes and 
red-end are high magnitudes. The colour scale used throughout this Chapter consists of 14 colour 
levels as shown in Figure 3.6.
6D 80 100
Percentage o f  Full Scale Z-Magnitude
Figure 3.6, colour scale used for contour plots
The time and frequency axis form a grid which can be seen in Figure 3.7 and Figure 3.8. The 
dimensions of the grid elements illustrate the time and frequency resolution of the STFT. 
Comparing the grids for the 8 window STFT shown in Figure 3.7 with the 16 window STFT 
shown in Figure 3.8, it can be seen that the 16 window STFT has a doubling of time resolution 
and halving of frequency resolution.
H I H2Frequency (Harmonic Number)
Figure 3.7, Modulus STFT of Test Signal I with 8-rectangular windows
Ideally, the time-frequency plots in Figure 3.7 and Figure 3.8, would have a single thin red 
vertical line at the fundamental frequency and a red vertical line segment at the frequency of the
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2"** harmonic starting at 2/5 time and finishing at 3/5 time. By contrast. Figure 3.7 shows the 
2"** harmonic line that is of reduced amplitude (yellow) and is spread-out in frequency (the lighter 
blue either side of the yellow). In this case the burst discontinuities fall in adjacent time bands in 
windows 3 and 4. Energy leakage in these windows causes the spreading in frequency.
Figure 3.8 uses 16 windows to increase the frequency resolution. In this case windows 7 and 8 
are unaffected by the burst discontinuities and the results for these two windows contain no 
leakage and are represented by the expected red levels. The two adjacent windows 6 and 9 now 
contain the discontinuities. In this case the spreading in frequency is worse than the 8 window 
STFT because of the reduced frequency resolution. This can be seen in Figure 3.8 where the 
2"** harmonic leakage is such that it has increased the fundamental level causing a darker red in 
windows 6 and 9.
H I H2
Frequency (Harmonic Number)
Figure 3.8, Modulus STFT of Test Signal 1 with 16-rectangular windows
In the absence of inter-harmonic components, the improved time resolution gives rise to 
improved harmonic amplitude measurements. This can be explained in either domain. In the time 
domain, the improved resolution gives a greater number of results which are unaffected by the 
discontinuities at the ends of the burst (windows 7 and 8 Figure 3.8). In the frequency domain, 
the reduced resolution causes an increasing amount of the leakage energy to be included in the 
analysis of a given Fourier frequency.
3-9
Chapter 3. Review o f waveform transforms
Using STFT results it is instructive to calculate the energy in the 2"‘‘ harmonic bin and compare it 
to the energy in the 2”*^ harmonic time series which can be obtained prior to mixing with the 
fundamental.
This comparison is shown in Table 3.2. The entry in the first row was obtained in Section 3.2.1 
for the un-windowed FT.
For the STFT results in subsequent rows, the energy in the second harmonic bin was obtained by 
combining the 2"  ^ harmonic modulus values in each time window. This combination was 
obtained using square-root sum of squares (RSS). As with the first row in the table, reported 
errors are with respect to theoretical 2"  ^harmonic r.m.s. value which was calculated from the time 
series prior to mixing with the fundamental.
Number of 
Windows
Fundamental
Cycles/window
Frequency
Resolution
2"^  ^Harmonic Error
Zero 32 1/32 -55.5 %
4 8 1/8 -37.1 %
8 4 1/4 -11.1 %
16 2 1/2 -8.0 %
32 1 1 -2.2%
Table 3.2, Effect of STFT window size on harmonic errors
Table 3.2 shows the improvement in the 2”^  harmonic measurement as the number of windows 
increases in this example.
It is not possible to increase the number of windows indefinitely. This is due to the reducing 
frequency resolution, which eventually makes it impossible to resolve the frequency components. 
This is a consequence of the limitation that the product of time and frequency resolution is 
constant, which is a fundamental limitation on the STFT method.
The lowest error result in Table 3.2, is obtained with one fundamental cycle per window. In the 
time domain, this can be considered as a RSS summation of all frequencies up to half the 
fundamental frequency either side of the harmonic of interest. This configuration gives the best 
possible time resolution and the worst frequency resolution. If the signal being analysed contains 
inter-harmonics, these will be summed into the nearest harmonic causing increased errors.
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Analysis of the other test signals was carried-out using the STFT and the results are given in 
Figure 3.9 and Figure 3.10.
40 60 80
Frequency (Hz)
Figure 3.9,8-window Modulus STFT of Test Signal 2, chirp
100
H3 H4 H5
Frequency (Harmonic Number)
Figure 3.10,16-window Modulus STFT of Test Signal 3.
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3.3.2 Windows and spectral leakage
If a rectangular shaped window is used for a STFT it must be synchronised to the fundamental 
frequency such that an integer number of cycles exactly fit into the window. If this is not the 
case, spectral leakage [19,21] results. This effect arrises from the definition of the FT over 
infinite time. When a practical signal is transformed using a FT, in effect the signal is a snap-shot 
of the infinite sequence and the window function used can effect the resulting spectrum. The 
multiplication of the window with the signal in the time domain is equivalent to a convolution of 
the signal spectrum and the sinc-function spectrum of the rectangular window in the frequency 
domain. If the window is synchronised, the nulls of the sinc-function correspond to the harmonic 
lines of the signal causing no errors. If this is not the case, unwanted distortion of the spectrum 
results in spreading of the energy in a pattern governed by the sinc-function.
0.8
0.4
I  -0.2 •
-0.4 ■ 
-0.6  -
100 200 300
Sample Number
400 500 800
3  0.6
5 10 15 20 26
Fraouancy
Figure 3.11, Windowed sine wave — 
unsynchronised. Figure 3.12, Envelope of modulus FFT spectrum of Figure 3.11.
Figure 3.11 shows the result of windowing a sinewave where the windows are not synchronized 
to the frequency of the fundamental and a non-integer number of cycles are included in each 
window. The figure shows a windowed portion of a sinewave signal with a non-integer number 
of cycles greater than 10 cycles in length. The envelope of the modulus FFT spectrum obtained 
from data is given in Figure 3.12. This is plotted up to the 25* Fourier frequency.
As the test signal is a sinewave, the expected spectrum is a single line at the fundamental 
frequency. However, Figure 3.12 shows the energy leakage across the spectrum resulting from
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the non-synchronised window, which has been used in this case. Note that the FFT spectrum is 
not symmetrical. This is caused by aliasing of negative frequencies wrapping about zero. These 
wrapped frequencies are of greater amplitude on the left hand side of the peak thus causing higher 
values than the corresponding frequencies on the right hand side of the peak.
Tapered window functions have been traditionally been used to mitigate these effects [19]. A 
common taper is a sinusoidal function so arranged as to peak in the centre of the window and go 
to zero at the two ends of the function. This is referred to as a Hanning window. The tapering 
reduces extremity of the discontinuity, caused by the act of windowing, at the expense of altering 
the data.
0.8
0.6
0.4
—  FFT
Hanning FR
■g 0.6<  -0.2 
-0.4 0.4
- 0.6
0.2- 0.8
100 200 300
Sample Number
400 500 600
Figure 3.13, A Hanning window applied to 
the signal givoi in Figure 3.11.
Figure 3.14, Envelope of modulus FFT 
spectra of Figure 3.11 and Figure 3.13.
Figure 3.13 shows the application of a Hanning window function to the signal used in 
Figure 3.11. The window function causes tapering of the signal at its ends. The portions are 
commonly overlapped by 50 %, such that the right extreme of one portion becomes the centre of 
the next [22]. This has the advantage of re-using the data at the extremes of one portion in the 
adjacent window with higher weighting. The modulus FFT spectrum using the Hanning window 
is shown in Figure 3.14, together with the rectangular window spectrum for comparison.
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Figure 3.14 shows the changes in the spectral leakage which have been achieved using the 
Hanning window. Note that there is a reduction in energy spreading at frequencies either side of 
the fundamental, whereas the peak of the Hanning window transform has widened. This can be 
explained by considering the spectrum of the Hanning window when compared to the rectangular 
window. Figure 3.15.
R sctam ^ar Window
-50
Hanning Window
-100
Frequency
Figure 3.15, Spectrum of rectangular and Hanning window functions.
The Hanning spectrum has reduced side lobes compared to the rectangular case, but it shows a 
doubling in the central lobe width. The lower side lobes account for the reduced leakage in the 
Hanning spectrum (Figure 3.14), whereas the wide central lobe causes the widening of the peak 
in the Hanning spectrum (Figure 3.14).
aI
o
HI H2
Frequency (Harmonic Number)
Figure 3.16, Modulus STFT analysis of Test Signal I using 8 Hanning windows
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Figure 3.16 shows the analysis of Test Signal 1 using an 8-window STFT where the window 
function is a Hanning window. When compared to Figure 3.7, which gives the 8-window STFT 
with a rectangular window, it can be seen that the frequency resolution has reduced in the 
Hanning case due to the widening of the central lobe.
S
-100
Frequency
Figure 3.17, Comparison of window spectra
A wide variety of different window functions has been used to reduce leakage. Figure 3.17 
compares the spectra of a number of different window functions [23] :
• Hanning (H)
• Blackman (Bl)
• Gaussian (G) with coefficient of 2
• Kaiser (K) with coefficient of 7
• Nuttall (Nu)
It can be seen there is a trade-off between the width of the main lobe and the amount of ripple 
produced by the window. The Hanning window produces the narrowest main lobe but the highest 
ripple, whilst the Nuttall gives the widest lobe and the lowest ripple. Choice of the window 
function is made based on required frequency resolution (lobe width) and the level of errors due 
to the ripple of an unsynchronised window.
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3.4 The Wigner distribution
The fundamental time-frequency resolution limitation of the STFT was observed in the test signal 
examples given in Section 3.3. Other waveform transforms offer potential means of optimising 
the time and frequency resolutions. One such transform is the Wigner distribution, a bi-linear 
transform suited to producing time-frequency distributions similar to the STFT.
The Wigner distribution in its continuous form is defined as follows [24, 25, 26, 27, 28], 
W (t,(o )= ^A s{t-\T :)s{t+ 4;t)e~ ^^ ‘^ d'V (3.5)2^ L
Where s(t) is the input signal and ris  a time lag.
Equation 3.5 can be recognised as the Fourier transform w.r.t the lag variable T of the 
auto-correlation of the signal, R(t,r}:
R(t,T) = s(t--^T)s(t + -^t) (3.6)
it follows:
W(t,û)) = FT^(R(t,T)) (3.7)
The distribution provides a joint function of time and frequency such that it may be applied to the 
analysis of time varying spectra.
Whilst it is difficult to get an intuitive understanding of the operation of this distribution, the 
process of obtaining the auto-correlation function can be seen as a means of assessing the 
behaviour of the signal in time. Auto-correlation is often used to detect underlying periodicity in 
a signal. Obtaining the auto-coiTelation at different time lags and then taking the FT gives 
information about the underlying frequency content at different times.
The various properties of the distribution e.g. realness, invariance to time-frequency shift etc. are 
discussed in [25]. In addition, the Wigner distribution is said to “satisfy the marginals”.
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Cohen [25] has a description of the root of this phrase. This property is such that either one of the 
variables in the joint distribution can be integrated out. For example, if the time-frequency 
distribution is integrated with respect to the time variable, a frequency distribution results, i.e. the 
signal’s spectrum is obtained with no time resolution.
Wigner developed the distribution in relation to quantum mechanical wave functions. Ville 
adapted its use for signal processing by applying the transform to analytic signals produced using 
the Hilbert transform [24].
3.4.1 The discrete Wigner distribution and its implementation
In order to use the distribution with a sampled data system, a discrete form of the distribution is 
required. For sequence s(n) this is given in Equation 3.8 [24,27,29]:
W (k,l) = '^ s { k -n ) s ( k  + n).e ^ (3.8)11=0
Where, k (time) € 0..N-1
I (frequency) e 0..N-1
n (time lag)
The lag variable n, ranges from 0 to N-J (rather than -N+I to N-1) this is because the auto­
correlation function is symmetrical and only needs calculation in one half of the range.
For the Wigner-Ville distribution, s should be the analytic signal, an array of complex numbers 
formed by use of the Hilbert transfoim [25] to give the imaginary parts. The use of the analytic 
signal halves the bandwidth by removing the negative half of the spectrum, thus reducing 
demands on the sampling frequency. For test signals, complex exponentials can be used as 
sinusoids rather than constructing analytic functions.
Algorithmic development is described in Boashash [24]. The first step is to calculate the auto­
correlation part of the transform (bi-linear product). A problem occurs in that the bi-linear 
product will take on subscript values greater than or less than those in the input signal array, e.g.
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n-m may be less than zero, requiring data from before the start of the sequence. The solution 
commonly adopted is to pad the start and end of the sequence with zeros. Padding the signal with 
N  zeros before the sequence and N  zeros after the sequence also avoids the need to range check 
when calculating the auto-correlation function; this achieves considerable calculation speed 
improvement.
Having calculated the auto-correlation function, the Wigner distribution follows from:
= (3.9)
Where FT), is the Fourier transform w.r.t lag variable n. In the case where the sample sequence is 
of a radix 2 length, the FFT can be used.
One of the properties of the Wigner distribution is that it is real. This property implies that the 
auto-correlation result sequence has Hennitian symmetry [24], the condition required for a FT to 
give a real result. If the R vector is arranged in the wrong order, symmetry is not achieved and an 
erroneous complex distribution results.
3.4.2 Analysis of the test signals and results.
The result of a Wigner distribution for Test Signal 1 is shown in Figure 3.18. The resulting time- 
frequency distribution is shown as a contour diagram (scale given in Figure 3.6). In this case, the 
frequency resolution is clearly improved when compared to the STFT results in Figure 3.7 and 
Figure 3.8. This improvement manifests itself as a much thinner line at the fundamental and 
harmonic frequencies, whereas the STFT case showed considerable spreading. The time 
resolution is also impressive, with the harmonic burst correctly positioned.
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Figure 3.18, Discrete Wigner distribution of Test Signal 1 (note the 2"^  harmonic amplitude has been
increased by a factor 5 to show-up on the plot)
The distribution has resulted in some unwanted artefacts between the two signals of interest. 
These terms are oscillatory as shown up by the fringe-like structure on the contour map. These 
artefacts, referred to as cross-terms, result from the use of a bi-linear operation in the auto­
correlation function.
An ideal time-frequency distribution for this test signal would result in a constant amplitude line 
for the fundamental component. Figure 3.18 does not show this, instead the contours show a 
linear ramp from zero time, reaching a peak half-way through the sequence, before ramping down 
to zero at the end. The second harmonic also produces this behaviour; in this case, the ramping 
takes place within the time that the burst is switched on. This ramping is caused by the auto­
correlation function which reaches a maximum when the time-lag parameter is zero, such that the 
sequence is fully in-phase with the shifted version. Conversely, zero values are produced when 
the lag is such that the function has no overlap with the shifted version. Cohen in his paper [25] 
addresses the issue of this tapering on page 945 as follows: “The Wigner distribution always goes 
to zero at the beginning and end o f  a finite duration signaC. This is re-iterated on page 958 of the 
paper.
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Figure 3.19 shows the Wigner distribution of the chirp signal defined as Test Signal 2.
40 60
Frequency
Figure 3.19, Wigner distribution of Test Signal 2 (chirp)
The chirp signal is a single component signal and hence the Wigner distribution does not contain 
cross-terms. The result in Figure 3.19 is as expected for this test signal, a linear increase of 
frequency with time. The line is thin due to the high time and frequency resolution of the 
distribution. Comparing this with the STFT of the same signal shown in Figure 3.9, it can be 
seen that the Wigner distribution result is vastly superior.
By contrast, analysis of Test Signal 3 (no figure shown), which contains nine amplitude 
modulated components, has considerable cross-term interference. For example, cross-terms exist 
between the fundamental and the third harmonic at the second harmonic frequency. Further 
cross-terms exist between fundamental and the fifth harmonic, which interfere with the result at 
the third harmonic. These cross-terms are repeated for mutual interference of all the components 
in the signal, giving rise to a highly distorted representation of the signal.
The possibility of eliminating the influence o f cross-terms for multi-component signals by choice 
of a suitable kernel function is the subject of Section 3.5.
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3.5 Cohen’s class distributions and reduced interference distributions
This Section investigates the composition of the Wigner distribution and other Cohen’s class 
distributions with the aim of understanding kernel design for reduced interference distributions. 
In particular, the relationship between the Wigner distribution, the auto-correlation function, and 
the ambiguity function are considered with a view to understanding the origins of the cross-terms 
(interference).
Simulation results are given generating a Wigner distribution and its associated ambiguity and 
time varying auto-correlation functions. Generalised functions are then produced by application 
of the Choi-Williams kernel such that time-frequency distribution, ambiguity and auto-correlation 
comparisons can be made with the Wigner example.
3.5.1 Wigner distribution, auto correlation function and ambiguity function 
relationships.
In Equation 3.7, it was seen that the Wigner distribution is defined as the FT of the (time varying) 
auto-correlation function (ACR) with respect to the lag variable x. Further, (Woodward’s) 
symmetric ambiguity function can be defined as follows [25]:
1 ___
A { v , t )  = — .^s{ t - - ^T ) s { t3 -^T )e^ '^ d t  (3 . 10)
Where s{t) is the input signal, x is time lag, v is frequency shift (doppler). Equation 3.10 can be 
recognised as the inverse Fourier transform (IFT) w.r.t time, of the auto-correlation of the signal, 
R(t,r),
A(y,T) = IFT,[R(t,t)] (3.11)
It follows that the Wigner distribution is the double FT of the symmetric ambiguity function; 
W (t,co) =  FT^[FT^[A(v ,t )]] (3.12)
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Figure 3.20 summarises the transfer between domains, a similar diagram is given in [24].
W(t,co) 
Wigner Domain
FT,F T
R(v,(o) 
Auto-Correlation 
Domain (Spectral)
R(t,x) 
Auto-Correlation 
Domain (Temporal)
IFT
F TFT A ( d, t)  
Ambiguity Domain
Figure 3.20, Transform domains
3.5.2 Kernels and the generalised ambiguity function
Cohen[25] has defined a generalised class of distributions which give rise to an infinite range of 
distributions according to the selection of a kernel. The selection of the kernel determines the 
properties of the distribution. The Wigner distribution has an ambiguity domain kernel of 1. The 
STFT is also a member of Cohen’s class with a kernel as shown in [25] and [30].
By suitable selection of kernel it should be possible to design a distribution for a particular 
application. Choi-Williams [31] have designed a distribution, which has many of the properties 
of the Wigner distribution but suppresses the cross-terms.
For reasons that will become clear in the subsequent discussion, Kernels are specified and 
conceptualised in the ambiguity domain [32]. The product of the ambiguity function and the 
kernel modifies the distribution from the Wigner distribution case. Define the kernel as:
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0 (v ,T )  (3.13)
Define the generalised ambiguity function (GAP) as the product of the kernel and the symmetric 
ambiguity function as follows:
G(t/,T) = A(v,T).0(v,T) (3.14)
Once a kernel is chosen it can be used to find the OAF and the Cohen’s class distribution follows 
from the double Fourier transform. For example, the kernel may be in the form of a smoothing 
function, designed to suppress the cross-terms seen in the Wigner distribution.
This procedure is inefficient due to the fact that the ACR of the signal needs to be transformed 
into the ambiguity domain using an IFT, followed by two FTs to give the desired time-frequency 
distribution. Due to this inefficiency, the kernel is best applied in the ACR domain (temporal or 
spectral [27]). This can be achieved by applying the convolution theory, define:
Y(f,T) = F7;[0(v,T)] (3.15)
it follows:
R /r,T ) = /^(r,T)OT(r,T) (3.16)
where ® denotes convolution.
3.5,3 Formation of Cohen’s class distributions using the generalised 
ambiguity function: a Wigner distribution example.
The process described in the previous section can be used to give Cohen's class distributions by 
foimation of the generalised ambiguity function using arbitrary kernels. When a kernel used in 
Equation 3.13 is unity, this process gives the Wigner distribution. This will be developed for the 
case of Test Signal 1 and compared to the results given in Section 3.4.2.
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3.5.4 Auto correlation function
The first step in the process is to find the auto-correlation function (ACR). The ACR is generally 
complex and the magnitude of the ACR of Test Signal 1 is shown as a contour plot in 
Figure 3.21.
500
Tim#
Figure 3 J l ,  Magnitude of autocorrelation function of Test Signal I
It should be noted that the ACR also exists for negative lags and the full ACR should be 
considered to include a mirror image about the x-axis, such that the plot would form diamonds 
rather than triangles. A further alias exists in time between 512 and 1 024 (etc.).
The large triangle whose base runs from time 0 to 512 is the ACR of the fundamental. In the 
absence of the second harmonic this would form a constant magnitude triangle. This can be 
interpreted as follows: when the lag is zero, there is exact correlation, shown by the continuous 
existence of the function at the base of the triangle. For increasing lags, less of the function 
correlates with itself leading to an increasing area of zero correlation shown in dark blue.
In the absence of the fundamental, the 2"*^  harmonic burst would form a small constant magnitude 
triangle with a base equal to its burst length between about 200 and 300 on the plot. In these 
circumstances, the magnitude of that triangle would be the same as the fundamental magnitude.
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The outline shape of this smaller triangle can be seen in Figure 3.21, however its structure has 
been altered by the presence of the cross-term interference with the fundamental. At the base of 
the triangle (x-axis) 6 peaks can be identified. These correspond to the difference frequency 
between the fundamental and the 2"** harmonic which results from the bilinear autocorrelation 
function. In this case the difference frequency is 32 Hz (64 Hz -  32 Hz). This occurs for 1/5 of 
the sequence duration due to the burst, which gives 32/5 = 6.4 cycles, hence the 6 peaks.
The cross-term interference further manifests itself as the 45° bands that connect the 2 triangles.
3.5.5 Ambiguity function
The ambiguity function is obtained from the IFT of the auto-correlation function w.r.t. time. The 
result is shown in Figure 3.22.
2001
20 30
Frequency Shift, v
Figure 3.22, Modulus of the ambiguity function of Test Signal 1.
As with the auto-correlation function, this is one of four segments for the full function. A mirror 
image exists about the x-axis for negative lags and about the y-axis for negative frequency shifts.
Interpretation of the ambiguity function is not intuitive. The signal information is located near 
zero frequency lag, the cross-term interference is located at frequency shift 60 Hz onwards. In 
the absence of the 2"** harmonic burst, there is no cross-term interference and the band running 
from 0 lag to about 200 lag is present, but the information near the origin is more concentrated 
and not so intense. The harmonic burst on its own, is highly concentrated at the origin, tapering- 
off and vanishing at about 5 Hz of frequency shift.
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In the ambiguity domain, it can be seen that the cross-terms are now isolated from the signal 
information. By use of a suitable kernel function in this domain, it should be possible to suppress 
these terms.
3.5.6 The Wigner distribution
In Section 3.4.2, Figure 3.18, the Wigner distribution of Test Signal 1 was obtained by use of the 
FT of the auto-correlation function. The same distribution is also obtained by taking a double FT 
of Figure 3.22, the ambiguity function. Either transformation gives the Wigner plot in 
Figure 3.18, which shows the cross and self-terms.
3.5.7 Reduced interference terms by use of Choi-Williams kernel
As discussed in Section 3.5.5, a suitable kernel function can be used to reduce cross-tenns in the 
Wigner distribution. In this work a kernel is applied in the ambiguity domain to see the effect on 
the ambiguity function, the auto-correlation function and the resulting time-frequency 
distribution.
Choi and Williams [31] designed the following kernel for this purpose:
^ f y , r )  =  e  ■ (3. , 7)
The a  term is adjusted to achieve varying levels of interference reduction. Infinite o gives unity 
for all V and x and the Wigner distribution results. As a tends to zero, ambiguity terms away from 
the origin are increasingly suppressed. For some signals, it should be possible to attenuate the 
cross-terms which lie away from the origin without significantly effecting the terms at the origin.
Figure 3.23 shows the Choi-Williams kernel in the ambiguity domain.
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Time Lag x
FrequencyShifl, v
Figure 3.23, Choi-Williams kernel in the ambiguity domain
The base v and x axis both run from -200 to +200. The value a = 2 x 10^ which is relative to the 
V and X values used in these simulations. The a values reported in the paper by Choi and Williams 
[31] relate to realistic times and frequencies rather than the artificial integer ranges used in this 
work.
It can be seen that the kernel forms a cross about the v and x, such that values away from the axis 
tend to zero. Note that the cross shape continues beyond the range of the plot (it is abruptly cut in 
Figure 3.23). Examining Equation 3.17, this situation continues for infinite / and t. This implies 
that the resulting distribution continues in time and frequency beyond the range o f the signal. A 
distribution such as this is described as having non-zero support in time and frequency [27].
Figure 3.24 gives the generalised ambiguity function which is obtained by application of the 
Choi-Williams kernel to the ambiguity function, with a = 7 x 10^. Compare this contour plot with 
the previous ambiguity function plot (Figure 3.22). Significant reduction can be seen in the 
region of the self-terms.
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Figure 3.24, Generalised ambiguity function with the Choi-Williams kernel
The time-frequency distribution, in this case the Choi-Williams distribution, is now obtained by 
taking the double FT of the GAF, this result is shown in Figure 3.25.
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Figure 3.25, Choi-Williams distribution of Test Signal 1
Compare this to Figure 3.18, it can be seen that there is considerable suppression of the 
interference terms in this case. However, the Choi-Williams kernel has some reduction of the 
resolution, particularly frequency. Further tests showed that when adjusting the fector sigma used 
in the kernel, that there is a trade-off of cross-term suppression and time-frequency resolution.
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Figure 3.26 shows the Choi-Williams distribution for Test Signal 3 (Figure 3.4). In order to 
improve the clarity of the contour plot, the test signal is modified such that the amplitudes of the 
components are all the same. The unmodulated fundamental component can be seen as the clear 
line that increases from zero to a maximum at the halfway point on the time axis, and decreases 
back to zero. The four odd harmonics can be seen; the third and seventh showing the 
characteristics of a single am cycle. The fifth and ninth show the characteristics of two 
modulation cycles.
The time-frequency resolution is much improved when compared to the STFT result in 
Figure 3.10. Note that in the case of the Wigner distribution the cross-term interference has 
caused considerable difficulties with this test signal. The remnants of the cross-terms can still be 
observed on the plot, particularly centred on the fifth harmonic. Remnants of cross terms are also 
visible at the even harmonic frequencies.
500
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G , 200
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Harmonic
10 II  12
Figure 3J26, Choi-Williams distribution of Test Signal 3
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3.5.8 Computational efficiency, auto-correlation domain kernels
As already noted the above procedure was performed applying the kernel in the ambiguity 
domain and then using a double FT to obtain the time-frequency distribution. This is an 
inefficient process and convolution in the auto-correlation domain with the FT of the kernel 
would reduce the number of computationally expensive transformations.
Choi and Williams give the auto-correlation expression for the kernel in their paper [31], and in 
terms of computational efficiency, further work on this distribution is best carried out using the 
given form. However, the ambiguity domain procedure used in this work does provide an 
opportunity to try new kernels, applying them in the ambiguity domain. It may be possible to 
find a kernel that is optimum for the harmonic analysis problem.
3.5.9 Cone-shaped distributions.
A kernel proposed by Zhao, Atlas and Marks, known as the cone shaped distribution, has been 
used with some success in the analysis of speech signals [33]. The kernel is so-named because of 
its shape (support region) in the auto-correlation domain, where it forms a cone that intercepts the 
time and lag axes. However, its operation is best reviewed in the ambiguity domain. The 
ambiguity kernel is defined as follows:
r )  = —  (3.18)
v t H
The parameter a  controls the decay rate of the kernel.
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Frequency (Hz)
Figure 327, Cone-shaped distribution (ambiguity domain)
Figure 3.28, Analysis of Test Signal 1 using the cone-shaped distribution
The ambiguity kernel is shown in Figure 3.27 (in four quadrants). In this case, the damping 
parameter is set so that the sinc-function bands are relatively well attenuated. They are just 
visible at higher values of time lag.
Whilst support is maintained on the frequency shift axis, the time shift axis does not maintain 
support away from the origin for a case where the sinc-function is well decayed. This has an 
advantage over the Choi-Williams kernel, for certain signals which give rise to cross-terms in 
region away from the frequency shift axis, which in this case would be efficiently suppressed.
Figure 3.28 shows the use of the cone-shaped distribution on Test Signal 1. The resulting 
distribution still contains the cross-terms and the damping factor in the kernel has attenuated the 
self-terms on the time lag axis of the ambiguity domain.
The poor performance of the distribution is explained by the fact that the test signal is a multi­
frequency signal that produces cross-terms on the frequency shift axis of the ambiguity domain. 
The kernel does little to suppress these, whereas the heavy damping used in this case has 
impacted on the self-terms. Greatly improved performance would be expected on signals which 
produce cross-terms on the time-lag axis.
In order to attenuate the cross-terms on the frequency shift axis, it is proposed to rotate the 
ambiguity kernel. By symmetry, rotation can be achieved by modifying the ambiguity kernel as 
follows:
v t I 2
(3.19)
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The ambiguity kernel is now rotated through 90 degrees as shown in Figure 3.29.
40 48
Frequency (Hz)
Figure 3.29, Rotated cone-shaped distribution ambiguity kernel
Figure 330, Analysis of Test Signal 1 using the rotated cone-shaped distribution
The resulting rotated cone-shaped distribution when applied to the test signal is shown in 
Figure 3.30. It can be seen that the cross-terms are no longer visible on a plot with this 
resolution. The self-terms have undergone a slight widening (loss of resolution) compared with 
the Wigner distribution shown in Figure 3.18. The result for Test Signal 3 is shown in 
Figure 3.31. Compare this with the Choi-Williams distribution given in Figure 3.26.
Harmonic
Figure 331, Rotated-cone distribution result for Test Signal 3 
Whilst this kernel appears to give good result, it does not work so well for other types of signal. 
For example, if two 3"* harmonic bursts were present in the test signal, the cross-terms would give 
rise to additional artefacts on the time lag axis of the AF. In this case the rotated kernel would 
fail to stop the cross-terms.
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3.6 Wavelets
This Section looks at wavelets with a view to their use for harmonic analysis. After introducing 
the concepts, the use of a basic wavelet, namely the Harr wavelet, for analysis of a Test Signal 1 
is investigated. Simulation results are given and the properties of this analysis are then 
considered. Finally, Newland’s work on harmonic wavelets is examined and simulation results 
with the same example test signal are given.
3.6.1 Motivation for wavelets
In Section 3.3 the time-frequency limitations of the STFT were discussed. The suitability of the 
STFT for the analysis on non-stationary signals, especially in the case of signals with short-lived 
events (relative to the STFT window) is limited. Whilst it is possible to adjust the STFT window 
widths to improve the results, there is a fundamental trade-off of time-frequency as governed by 
Heisenburg’s uncertainty principle. In addition, the adjustment of the window width to attempt to 
optimise the resolution for a given signal is a cumbersome trial and error process.
These limitations led researchers to an alternative signal analysis method, namely wavelets, 
which attempt to overcome some of the limitations of the STFT.
3.6.2 Wavelets - a description
The Fourier transform of a signal at a given frequency (ra) can be thought of as a correlation of 
the signal being analysed,//?) (the test signal) and a sinewave at the frequency of interest, i{fco,t).
F{0)) = correlation[f(t),y/{t,û))] (3.20)
F(cd) = ]f(t).i^{t,co)dt (3.21)
The result of the transform under these conditions is related to the strength of the chosen 
frequency component in the test signal. The sinewave used in the correlation is called the basis
3-33
Chapter 3. Review o f waveform transforms
function and the FT is the correlation (or inner product) of this sinewave basis function with the 
test signal over infinite time. It is because the sinewave basis function is defined over infinite 
time that the FT is unsuitable for non-stationary signal analysis.
Wavelet analysis [34,35,36,37,38,39,40] proposes alternative basis functions for the correlation 
given in Equation 3.20. To make wavelets suitable for non-stationary signal analysis, the chosen 
basis functions should not be infinite time functions, but short-lived functions, said to have 
compact support in time.
In the FT, correlation the required analysis of the test signal is often carried out at a number of 
frequencies of the sinewave basis function (to obtain a spectral analysis). In wavelet analysis, the 
short-lived function is stretched and shrunk in time, dilated and shifted in time, translated. A 
correlation with the test signal is then calculated at each dilation and translation.
Define the wavelet as y/ah(t), the wavelet transform of a test signal/?) is given by;
^ah (0  =  c o rre la tio n [ f(t\  (?)] (3.22)
It follows that for a real signal//?);
^«,,(0 = j (3. 23)
The transform is in terms of y/ah(t) translations and dilations of the single wavelet basis function 
y^t) where:
= ) (3.24)a
Where a is defined as the dilation parameter (a>0) and b is the translation parameter. To carry 
out the analysis these parameters are varied. High frequency details are analysed with the 
wavelet compressed in time with a large number of translations such that the signal covers the 
entire signal sequence length. For lower frequency information, the wavelet is stretched in time, 
and fewer translations are required to cover the signal length.
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In order for a function to be suitable for this sort of signal analysis, it must be short-lived in time. 
To achieve this its derivative must decay rapidly to zero with time [37]. In addition it should 
have no dc component (mean value of zero). Further properties are given in [36,37].
For wavelet signal analysis, a discrete correlation can be used. This is similar to the discrete 
Fourier transform, which is the discrete correlation of the sampled signal and the sinewave basis 
function at the required frequencies and time samples.
This analysis is highly redundant (an infinite number of translations and dilations are possible). In 
order for this process to be efficient, it is required that the number of translations and dilations be 
optimised such that the signal be completely characterised with the minimum translations and 
dilations. The natural way to achieve this is to use a dyadic system for the dilations, doubling the 
a parameter at each stage of the analysis. In this case, the dilation and translation is achieved as 
follows:
y?^(?) = 2 ^ y r(2 4 -^ )  (3.25)
Where the integer j  is the dilation parameter and integer k is used for translation.
As with the Fourier transform, the wavelet transform can be inverted such that the original signal 
can be recovered.
3.6.3 An example using the Harr wavelet
One of the simplest wavelets is the so-called Harr wavelet [36,38]. This is a digital function 
which exists for one unit of time as shown in Figure 3.32. For the first half time period, its 
amplitude is one, and for the remaining half period, its amplitude is minus one. It can be seen 
that this function is short-lived as required and has zero mean. It is also orthogonal (and 
orthonormal) to its dilations. Figure 3.32, shows the Wavelet in red. The blue trace is the 
Wavelet half shrunk in time with j  = 1. The yellow trace, is a j=2 dilation, with a translation of 3.
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Figure 332, Harr-wavelet dilations and translations
It can be seen in Figure 3.32, as the wavelet becomes more compact in time (increased j), more 
translations are required to cover to the normalized period. It is at these higher values of j  that the 
higher frequency information is extracted from the signal.
As an example, the wavelet is now used for analysis of a modified Test Signal 1, as before 
consisting of a sinewave with a burst, in this case of 2 cycles of 4* harmonic as shown in 
Figure 3.33. The test signal is modified to ensure that the harmonic lies in a separate scale band 
from the fundamental. This points to a limitation of the use of wavelets for harmonic analysis, in 
that groups of harmonics will fall in the same scale bands, particularly at higher frequency where 
the scale bands are wider.
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Figure 333, Modified Test Signal 1 - fundamental plus a 2-cycle burst of 4“* harmonic.
The analysis proceeds by finding the correlations of the wavelet with the test signal. The first 
correlation with the y/o,o wavelet occupies the full sequence length. Moving to the next scale at 
j  = 1, there are two wavelets y/i^ o (blue trace in Figure 3.32) and y/ij each occupying respective 
halves of the sequence length. The next scale (j = 2) has four wavelets, followed by eight 
wavelets aty = 5 and so on.
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For the digitised test signal f(n) of sequence length the correlation is carried out as follows:
N - \
(3.26)w=0
This correlation is evaluated for y = 0 to 5 in this case. For each j , k  = 0 to 2^ - 1 is evaluated 
giving enough translations to cover the entire sequence at the given j.
The result for dilation scales j  = 4 to 8 are shown in Figure 3.34 (scales 0 to 3 exist but are not 
plotted).
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Figure 334, Harr wavelet decomposition of Test Signal 1
In order to aid comparison between the scales, offsets are added to the traces in Figure 3.34 to 
avoid the different scales from being plotted on top of each other. The results are adjusted so that 
they all cover the same x-axis range. The y-axis shows the different wavelet scales. Higher 
frequency components of the test signal are revealed further up the y-axis. Looking at the lowest 
scale shown in Figure 3.34,y = 4, it can seen that the result is periodic in the same way as the low 
frequency (fundamental) part of the test signal. Note that the plot appears to be a square wave.
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This is made up of a string of Harr wavelets at level 4. At level 5, some of the higher frequency 
components are now visible and at higher levels, these components become more apparent. 
Level 7 and more-so 8, shows a good correlation with the 4*‘* harmonic burst and much reduced 
evidence of the fundamental.
3.6.4 Interpreting and use of the wavelet transform results
One of the most important things to note in the above example is the way that each level is now a 
representation in terms of the underlying Harr-basis function, rather than the familiar sinewave 
basis which would result from Fourier transforms. This representation is difficult to interpret as 
Fourier analysis has conditioned people to think of waveforms as the sum of sinusoids at different 
frequencies. As far as harmonic analysis of non-stationary waveforms is concerned this is 
problematic, as the technique does not yield the results in terms of the proportion of a set of 
harmonics.
This may beg the question - what use are these results? Firstly, they do give a form of time- 
frequency distribution, if the connection between dilation scale to frequency is made. Figure 3.34 
does appear to show the timing of the switched harmonic event.
The results also yield a set of correlation coefficients that may uniquely represent the test 
function. This could be an important result from a standards point of view. Whereas the FT of a 
non-stationary waveform suffers from the problems previously discussed, the wavelet transform 
(WT) may yield a unique ’fingerprint’ for a given test waveform. The problem is that one use of 
this ’fingerprint’ would probably be as a ’desired value’ in some form of closed-loop waveform 
synthesis system. It would be difficult to interpret the deviations from the desired value such that 
the system could adjust itself to generate the desired value.
The WT coefficients could also give an alternative (and hopefully better) metric to those of 
Fourier coefficients. This metric could easily be used as limits for compliance tests on harmonic 
generating equipment. The problem however would always be that the physical interpretation of
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this metric would be in terms of the unfamiliar basis function rather than the well understood 
sinewave.
Although the results can be interpreted as a time-frequency distribution of sorts, the fact that the 
wavelet level halves its period at each increase in level means that each new level is analogous to 
an octave increase in frequency. For the purposes of harmonic analysis this is problematic; the 
fundamental and 2"** harmonic could be in separate levels but harmonics 3 and 4 would be in the 
same octave band with the next octave containing harmonics 5, 6, 7 and 8. This may be a 
consequence of the dyadic algorithm, which is designed for efficiency of calculation. It is 
possible to achieve alternative frequency resolution by using different dilation parameters. For 
example in Equation 3.25 the j/2 term could be replaced by j/J where J<2.
3.6.5 Selective level inversion
A further way to interpret the results of the transform is to look at the inverse wavelet transform 
of the coefficients of each level. This can be achieved by choosing a level of interest, and setting 
all the coefficients relating to all the remaining levels to zero. Having done this, the inverse 
wavelet transform can be taken. This could be thought of as a form of filtering process, with the 
wavelet selecting octave bands. This result is shown in Figure 3.35 and Figure 3.36.
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Figure 335, Level 4 Harr wavelet decomposition (test signal in yellow)
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Figure 336, Level 7 Harr wavelet decomposition
It can be seen that the transform has discriminated between the bursts in the test signal, however 
the underlying Harr basis function still heavily influences the results even after the inversion. As 
the full inversion works correctly, returning the original function, the fact the band inversion 
yields sequences influenced by the basis function seems to indicate a certain degree of inter-level 
cancellation.
Another interesting operation is to take the Fourier transform of the selected level inversion.
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Figure 337, Modulus FFT of level 4 wavelet decomposition
The FFT in Figure 3.37 shows a spectrum with the odd harmonics associated with square 
functions such as the Harr wavelet, the fundamental frequency being associated with the level. 
Note that the spectrum decays slowly (with the reciprocal of frequency [36]). This indicates that
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the wavelet has non-compact support in frequency, due to the fact it is compactly supported in 
time. Interestingly, Newland [36,41] shows that the spectrum becomes increasingly compact as 
increasing D-tap wavelets (see later) are used where the Harr wavelet can be considered a D2 
wavelet.
3.6.6 Mean square maps
In the work on STFTs and Wigner distributions, a 3D contour plot was used to represent the 
results of the transformations. The above plots of the different wavelets levels could also be 
represented in such a way. An alternative representation is a so-called Mean Square Map that 
shows how the mean square of the test function is distributed between the wavelet levels and 
translations. Newland [36] shows how the sum of the squares of the wavelet coefficients (with a 
normalization) is equal to the mean square energy of the signal.
3.6.7 Dilation equations and the generation of orthogonal wavelets
In the preceding sections the Harr wavelet was used as a basis function. This wavelet has many 
desirable properties as far as wavelet analysis is concerned, including the fact that it is orthogonal 
to its own dilations and translations. It can be seen that the function is by no means smooth, a 
fact reflected in its wide spectrum.
Daubechies has undertaken some of the most important work in this field, in particular her work 
has yielded a series of orthononnal wavelets which are the most commonly used basis functions 
in this work. These orthonormal wavelets are particularly convenient as they can be used in an 
efficient algorithm: multi-resolution analysis [35,36,37]. This method uses wavelet functions and 
associated scaling functions for analysis. In multi-resolution analysis, these analysis functions are 
analogous to applying high-pass and low-pass filters to the signal.
The starting point for this work is a dilation equation that defines a basic function ^ t )  in terms of 
the addition of its own dilations and translations; the dilation equation for the case of four 
coefficients is as follows:
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^if)  — — 1) + Cg^(2f — 2) + Cj^(2t — 3) (3.27)
The four c coefficients are given in Daubechies [37]. This equation is best solved by an iterative 
process, starting from a unity value between t = 0 and 1 with zero elsewhere. The iteration 
continues until convergence. The function produced is known as a scaling function as shown in 
Figure 3.38. Note that the resulting scahng function is highly irregular, in fact it is self-similar or 
fractal in nature. It is compact in time although it is now wider than the original box function; 
this is because the dilation equation defines translations (2 and 3) outside the range of the box 
function. Note that the scahng function does not have zero mean.
Saiuple Number
Figure 3.38, 5 Iterations of the D4 scaling function
The four coefficients were obtained from a set of conditions defined by Daubechies [37] in order 
that the resulting function is orthogonal. The conditions give rise to N  equations [36,37] which 
need to be solved to give N  coefficients, where N  is even. As more coefficients are used, the 
resulting wavelet becomes increasingly smooth. The nomenclature of D4 wavelet refers to a 
4 coefficients wavelets obtained using Daubechies's method. The previous example of the Harr 
wavelet can be considered as a D2 wavelet.
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A similar iterative process as that used to produce the D4 scaling function can be used to obtain 
the D4 wavelet. This is shown in Figure 3.39.
It
Figure 3.39, D4 wavelet
The iterations used to produce these functions form the basis of multi-resolution analysis and a 
method known as Mallet’s Tree Algorithm, which is an efficient method for computing the 
wavelet transform. This algorithm is well described by Newland [36].
Figure 3.40 shows the results of a D4 wavelet transform used to analyse a similar test function as 
used in the previous Harr wavelet example. Note that the results are similar, although the two 
algorithms use a different normalization, so the waves at each level differ in size. Note the 
strange behaviour at level 4; here the underlying Wavelet seems to influence the shape. Level 3 
reflects the underlying fundamental in the test function, whereas levels 5, 6 and 7 show the high 
frequency burst.
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Figure 3.40, D 4 wavelet analysis
Figure 3,41 shows the inversion of selected wavelet level 5; note the burst in the figure reflects 
the high frequency burst in the test signal, but it is heavily influenced by the underlying D4 
wavelet. This is however smoother than the underlying Harr wavelet in the previous example. 
Higher order D-wavelets are still smoother, and the selective inversion of transforms using these 
should produce increasingly smooth results which should become more sinewave like [36],
1
0
-oj
■1 0 200 600 800 1000
Time
Figure 3.41, Inversion of D4 wavelet Level 5
3^4
Chapter 3. Review o f  waveform transforms
It has been shown [36] that the RMS value of the original signal is distributed between the 
wavelet levels. It would be interesting to do some r.m.s. calculations on selected inversions to see 
how accurately the transform can be used to find the harmonic amplitudes. This approach is in 
effect using the WT as a level selection filter and then doing a time domain r.m.s. calculation.
3.6.8 Harmonic wavelets
In his work as a vibration analyst, Newland is particularly interested in the decomposition of non- 
stationary signal into frequency bands: this has some similarities with the harmonic problem 
which is the subject of this work.
It has been noted by Newland [36,41] that the FT of increasing order D-wavelets become 
increasingly compact in frequency, such that the spectrum become more box-like as the number 
of coefficients is increased. Using this observation, Newland created a wavelet, which was 
compact in frequency (but decays at I/t in the time domain) which he called a harmonic wavelet.
Using Newland's algorithm[36,4I] the following simulations were carried out. A similar test 
function was used to the Harr simulations as shown in Figure 3.33, in this case 8 192 samples 
were used to represent the signal. The burst is harmonic 4 of the same amplitude as the 
fundamental. This is shown in Figure 3.42 with the harmonic wavelet transform in Figure 3.43.
2
II 0s
-2
0 1000 20)0 3000 50004000 6000 7000 8000
Sample Number
Figure 3.42, Test signal
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2000 4000 
Sample Number
6000 8000
Figure 3.43, Harmonic wavelet analysis
The mean square map is shown in as a contour map, red is the highest amplitude and blue the 
lowest level. The continuous band represents the fundamental and the burst can also be seen. 
Note the amplitude of the burst is only slightly bigger than the blue base level; it would be 
expected to have the same amplitude as the red level. It would be expected that the level would 
be a continuous band during the duration of the pulse, which is clearly not the case. Note also the 
burst appears slightly late in time. This error in timing is due to the harmonic wavelet not having 
compact-support in time.
The octave bands, which result from these transforms, give a poor discrimination as far as a time- 
frequency analysis is concerned. This is also true of the D-wavelets. Newland[42] attempts to 
use bands of arbitrary frequency width, which may be more applicable to Harmonic analysis.
The problem still exists of a non-constant amplitude band for each frequency as would be 
expected for an example such as the one above in the case of a harmonic which has been switched 
on or off This issue is addressed by Newland [41]. The irregular band is probably caused by the 
fact that the discontinuities require some cancellation from adjacent wavelet levels.
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3.7 Chapter conclusion
This Chapter has investigated and reported on the simulated use of a number of transforms used 
to obtain time-frequency distributions of signals with a view to using these methods for the 
measurement of the non-stationary waveforms formed by the fluctuation of harmonic amplitudes, 
and phases of the current drawn from the mains supply by electrical equipment.
Three test signals were defined in order to test and compare the performance of the various 
transforms. Whilst these signals would not generally occur in isolation in a practical situation, 
they are representative of fluctuation mechanisms which make up the real signals of interest.
Many of the existing measurements in this field use the STFT. The simulation work in 
Section 3.3 showed the problems in obtaining the time and frequency resolution when using this 
transform. For the test signals used in the simulations, this lack of resolution manifests itself in a 
large measurement error which is more fully investigated in Chapter 6. Such enors may be one 
explanation for the discrepancies between various real instruments.
In Section 3.4, the Wigner distribution was discussed. Improvements in time and frequency 
resolution using this distribution were shown in the simulations using the test signals. Problems 
exist with this distribution when using multi-component signals or noisy signals, such that 
interference or cross terms result.
For the Cohen’s-class distributions to be useful for this application, for many signals it will be 
necessary to attenuate the interference terms. Section 3,5 discussed reduced interference 
distributions and simulations are shown using the Choi-Williams kernel applied in the ambiguity 
domain. Further work using cone-shaped distributions was also presented. For different signals, 
it may be possible to find suitable kernels which give accurate results such as the example of the 
rotated cone shaped distribution given in Section 3.5.9.
Whilst Cohen’s-class distributions show promising results in time-frequency localisation of signal 
artefacts, it is difficult to discern accurately the shape of the functions modulating the individual 
harmonics. In Section 3.4.2 the result of the Wigner distribution when used to analyse a 
rectangular modulated harmonic was a triangle (Figure 3.18): ramping-up from the start of the 
triangle, reaching its peak in the centre of the rectangular burst of harmonic and ramping down 
again to the end of the burst. Whilst the burst has been accurately located, the shape of the 
modulation function has been distorted by the distribution. Similar distortions were evident when 
analysing Test Signal 3 using Cohen’s-class distributions.
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The use of wavelets was investigated in Section 3.6. Whilst the results showed promise, the 
representations have been in terms of the underlying wavelet basis function, rather than the 
familiar sinewave basis which result from Fourier transforms. This representation is difficult to 
interpret as Fourier analysis has conditioned conventional thinking in terms of waveforms as the 
sum of sinusoids at different frequencies.
Work using harmonic wavelets in Section 3.6.8 shows some promise for use in harmonic analysis 
work. However, there seem to be some problems with accuracy using these transforms and more 
work is needed to be overcome these limitations if they are to be useful for the given application.
The various transforms and their use with the simulated signals presented in this chapter, have 
shown the advantages compared to the conventional STFT, as well as problems that would need 
to be overcome for practical use. Some transforms seem better suited for particular test signals, 
whilst in some cases they could be adapted and optimised for different signal types. It seems 
likely that the answer to the analysis of these types of non-stationary signal does not lie with one 
transform method but a range of methods.
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Chapter 4
4 A method for the analysis of smoothly fluctuating 
harmonics
4.1 Introduction
In the previous Chapter, methods for the analysis of non-stationary waveforms were reviewed 
with the aim of finding a method that could be used to analyse accurately the fluctuating nature 
and value of fluctuating harmonic components. Whilst these methods gave rise to promising 
results, each had its own drawbacks with regard to the accurate decomposition of the fluctuating 
harmonic waveforms.
This Chapter presents a new method that is suitable for the accurate analysis of smoothly 
fluctuating harmonic signals. The method is based on a model of signals with a known period, in 
which the harmonics are individually modulated by polynomial functions normalised over a 
sampled signal sequence time. The model is developed in Section 4.2.1.
Using this model, an analysis method is developed in Sections 4.2.4 and 4.2.5, such that the 
modulating polynomials can be recovered from a signal. It is shown that within the model for 
each harmonic, there is a set of non-modulated terms that arise from the set of polynomial 
constant terms. These terms can be considered as underlying repetitive functions within each 
fluctuating harmonic. If the fundamental period is known, the repetitive terms may be removed 
by the subtraction of adjacent periods of the signal.
The subtraction operation reduces the order of the remaining terms and repeated subtractions can 
be used to progressively remove terms to leave a repetitive function whose harmonic content may 
be found using a DFT. Each of the DFT coefficients give the polynomial coefficient for the 
highest power term assumed in the model for the corresponding harmonic.
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Having found the highest order polynomial coefficients for each harmonic modulator, these terms 
can be removed from the signal by subtraction. This has the effect of reducing the order of the 
polynomial modulation for each harmonic.
The process is then repeated on the modified signal sufficient times to remove each of the 
polynomial terms in turn. If the polynomial is chosen to have sufficient order, the method results 
in the decomposition of the signal into polynomial modulation functions for the components of 
each harmonic. Some simulation results are given in Section 4.2.6 which show the operation of 
the transform and the accurate decomposition of a signal.
Considerations for the choice of the polynomial order and metrics for assessing the performance 
of the method are given in Section 4.2.7
The polynomial decomposition method leads to a piece-wise analysis of the waveform. Two 
methods based on least squares and splines respectively, are developed in Section 4.3 with the 
aim of giving continuity to the sections that result from the analysis.
4.2 Polynomial decomposition of smoothly fluctuating harmonic 
signals
4.2.1 A model of a fluctuating harmonic system
In order to analyse a waveform with fluctuating harmonics, it is useful to describe the waveform 
using a model.
A repetitive waveform consisting of N  harmonic components can be represented by the following 
finite Fourier series:
N  N
x(0  = Po + x  Pn cos(rtû?0 + ^« + X  sin(«û)r) (4.1)
iî=l n=l
Note: for the convenience of the subsequent notation separate po and qo dc terms are used, rather 
than combining these terms into a single dc term.
Consider harmonic n, where n = l,2,..N. Amplitude A„ is given by:
A,' (4.2)
and phase
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(4.3)
The arc tan function limits the determination of the angle to plus or minus 7t/2.
For this repetitive case, Fourier analysis can be used to determine the harmonic amplitudes and 
phases of the harmonic components.
Consider the case when the harmonic amplitudes and phases fluctuate with time. This can be 
modelled by making the p and q coefficients functions of time as follows:
^(0  = Po(0 + X  P«(f) cos( nm 0  + (0  + 2  9 „ (0 s in (n m 0  (4.4)
The model as given in Equation 4.4 is general and the p  and q coefficient modulation functions 
are arbitrary functions of time. Priestley [43] describes a similar generalisation which can be 
studied by means of a method called “complex demodulation” devised by Tukey [44] which 
involves filtering. The suitability of this technique to this application is considered in 
Section 4.2.2,
In order to use Equation 4.4 for analysis it is necessary to restrict the model. It will be assumed 
that the modulation functions are of the same general foim and a power series will be developed 
of limited order K, i.e. for the n,h harmonic:
P n ( t )  -  4- a „ j  + ... a„_Kfn'^^^
+ 6»,, + ... (4.5)
The M  functions are a set of complete functions of time, for example = r* would give a k,i, 
order polynomial (with t normalised).
Equation 4.4 is expanded and rewritten as follows:
+ X (nCOt) + 6 ,, + sin (n cot) (4.6)
It is convenient to express Equation 4.6 as a matrix equation as follows:
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Let, = [1 sin(cy/) sin(2tü0 ••• sin(Wmr)] (4.7)
c -  {\ cos{oot) cos{2cot)... cosiNcot)] (4.8)
/M = ... (4.9)
A = matrix of an,k coefficients (4.10)
B = matrix of b„^ k coefficients (4.11)
Then, x(t) ~ ( c A  + s B )  = f  nt^ (4.12)
(Note that superscript T  indicates transposition)
W here/is  defined:
f = [ f o f i f 2 ‘‘-fK] = ( c A  + s B )  (4.13)
It is instructive to consider the elements o f / in  terms of Equation 4.6. The function, which forms 
the coefficient of is given by/..
In order to analyse the signal x(t) it is necessary to find the A and B coefficient matrices.
4.2.2 Tukey’s Complex Demodulation Method.
In Section 4.2.1 Tukey’s “complex demodulation” method [44] was introduced as using a similar 
generalisation as the above model. This is explained in more detail in this Section.
Consider the frequency spectrum of the modulating signal described in Equation 4.4. The 
spectrum of this signal consists of lines at each harmonic component, each convolved with the 
spectrum of the given harmonic modulation function. If the bandwidths of the modulation 
functions are less than the spacing between the harmonics, i.e. less than the fundamental 
frequency, the components are as shown in Figure 4.1.
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n+1Harmonic
Figure 4.1, Spectrum of the slow modulated harmonic signal
The Complex demodulation method involves the shifting of the modulation function of the 
harmonic of interest to the base-band. This frequency shifting is carried out by multiplying the 
signal by a complex conjugate sinusoid at the harmonic frequency of interest. The modified 
signal is then passed through a low-pass filter to recover the modulation function. Tukey’s 
technique assumes that the bandwidth of the modulation function is sufficiently narrow, such that 
the spectra of adjacent modulated harmonics do not overlap as shown in Figure 4.1.
If the full spacing between the harmonics is to be fully utilised and allow the widest possible 
bandwidth modulators, then the response of the low-pass filter must be sufficiently sharp. Any 
“roll-off’ in the filter pass-band will cause distortion of the modulator, leading to a loss of 
accuracy. Conversly, sharp filter functions will give rise to a wide impulse response, which when 
truncated in filter realization, will cause further errors.
The decomposition method described in Section 4.2.4 does not require filters and will work 
correctly for the case of overlapping harmonics as shown in Figure 4.2, without loss of accuracy.
n+1Harmonic
Figure 4.2, Spectrum of signal with overlapping modulation
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4.2.3 Discussion on orthogonal functions used as modulators
Vectors J and c are both made up of sets of orthogonal functions. In the case of a repetitive 
signal, A and B reduce to vectors, and analysis can be carried out using the orthogonal properties 
of 5 and c in a Fourier transform. In this case, each of the coefficients in A and B is found by 
finding the inner products with the respective cosine and sine basis functions at each frequency.
For the example of s (and similarly for c):
Because of the orthogonal properties of s and c, inner products where the analysis frequency 
differs from the frequency of a given element, give a zero result, leaving only the results at the 
given analysis frequency.
Vector m can also be chosen such that its elements are orthogonal functions. As with the sinusoid 
cases, the orthogonal property can be used in the inner product analysis of a signal, in this case by 
using the elements of m as the basis functions;
0 h ^ k  
Z  h ^ k
Whilst the orthogonal properties work in the individual cases, the model presented for fluctuating 
harmonics requires that the analysis kernel be orthogonal.
To find each coefficient {a) in the model given for this system, consider the inner product:
ak.n -  < x(t) sin {nœt) > (4.16)
in order that this inner product can be used for signal analysis the kernel:
sin (wcüO (4.17)
must be orthogonal. If the two components of the kernel are chosen to be “se lf’ orthogonal 
functions, in general it is not the case that they are mutually orthogonal.
For the signal analysis of fluctuating harmonics described in this system, in order to make use of 
orthogonal functions as modulation functions (vector m) must either:
1) Form an orthogonal kernel with sinusoids, or
2) Simplify the decomposition of the signal by some other means.
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4.2.4 The use of polynomial modulation functions and associated 
decomposition analysis
This Section describes a method that assumes complete but non-orthogonal polynomials to 
modulate the harmonic coefficients. A method is presented to extract the coefficient matrices 
A and B.
Using this system, array m:
m = [ 1 t t  ^ t ^ ... ] (4.18)
in order for m to be a complete function time t is defined over -7  to + i  or 0 to +7. The 
modulation of the order harmonic coefficient is as follows:
From Equation 4.13,
x ( t ) - f m ^  (4.19)
the waveform can be written as:
^ (0  = /„ (0  + f.y, (0  + -/j (()... . f^  it) (4.20)
Note that the first term fo(t) is not modulated by a power of t and is a repetitive function
comprising sinusoids. If the/ofr) term can be extracted from Equation 4.20, the repetitive 
property can be used to find the relevant a„_o and bn,o coefficients using a Fourier transform. In 
order to extract the coefficients matrices A and B, it is assumed that the fundamental period of the 
waveform is known and use is made of the periodic properties of sinusoids in the model.
To ease description of the decomposition process, an example of a second order polynomial in 
time is considered, i.e.,
x(t) = / ,  (0  + r . /  (t) + t^.f, (f ) (4.21 )
Given a fundamental period T, consider two consecutive fundamental cycles of x(t):
x (r+ T) = / ,  ( f+ T )+ E(r+ T ) . /  (7+r  ) ]+ l(r+ T ) \ / ,  ( r+ T)]
As all fk(t) are repetitive over the fundamental period T  it follows that:
/fc(0 = /* (? + T) (4.23)
It follows that:
x(f + T) = /,(7) + [(f + T ) . /  (f )] + [(f + r  ) / / ,  (r)] (4.24)
Subtracting and defining si,o(t):
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5,„(0  = x{t + T ) -  x(.t) = [(r + T )./, (r)] + [(/ + T ) ',/ ,  (01 -  [t.f, {()] -  (4.25)
The termfo(t) has been removed. Equation 4.25 is simplified as follows:
= T'JXU + [(T ' + 2.r.T)./,(f)] (4.26)
Note that in Equation 4.26, the first term Tfj(t) is not modulated and is a repetitive function.
Similarly a third cycle of the waveform/ ( f+2T) can be used and the subtraction of the second and 
third cycles can be carried out as follows:
-^1.1 (0  = /(^  + ZT) -  / ( f  + T) = r  /  (f) + [(3.T' + 2 .f.r).y, (r )] (4.27)
The Tfj(t) term is then removed by subtraction such that:
W  -  "^1.0(0 =  (428)
Equation 4.28 is not modulated by a power of t and is a repetitive function. The repetitive 
property can be used to find the coefficients («7,2 02.2, «i.2.^7,2 ^2.2, k i 2), contained by/^f?), using a 
Fourier Transform. The waveform can then be extracted from the waveform/ ( / ,  and the 
above process is then repeated to extract/ff) to leave/off).
For this 2nd order example, in order to find the three waveforms/of r), fj(t) and j^ f /, three cycles 
of the signal x(t) were required.
4.2.5 Generalizing to Kni order polynomials
The above argument used a second order polynomial for simplicity. Higher order polynomials 
can be processed by extension of this method.
In the second-order example above, each of the cycles used were paired-off for subtraction such 
that, s j j t )  was formed using cycle-1 (define as sqj) and cycle-0 (define as sq.o)- Further SjJt)  
was formed using cycle-2 (define as Sqj) and cycle- 1 (sqj).
T he/2ff) result in this example (Equation 4.28) required one further subtraction, S;,/f/-i’/,o(t)
The algorithm can be shown as Figure 4.3.
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x{t) x{t+T)
 ^0,1
x(t+2T)
 ^1,0
Figure 4.3, Algorithm for coefficient extraction: order 2. solid lines represent subtraction.
Note the re-use of sqj in this algorithm. From Figure 4.3:
^2.0 (0  = f(,.2 (0  -  2. Vi (0  + ■s„,o it) (4.29)
Extending to 3"^  ^ order cases involves a similar re-use of cycles as seen in the 2"  ^ order case, 
however the decomposition requires the addition of an extra diagonal as shown in Figure 4.4.
x{t) x(t+T) x{t-¥2T) x(t+3T)
^  0,3
 ^1,0 ^  1,1 y '  y '  ^  1,2
Figure 4.4, Algorithm for coefficient extraction: order 3. Solid lines represent subtraction.
From Figure 4.4:
"^ 3.0 ( 0  =  j:o.3 ( 0  -  3.:yo.2 ( 0  +  a )  -  ^^0.0 (0 (4.30)
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By substituting for Sqj, Sq.2 • • • etc. the resulting is shown to be repetitive and given by:
-^3.o(0 =  6 .T \/3 ( f )  (4.31)
Having found fslt), this can be extracted from the signal x(t) and the process repeated on the 
remaining second order modulated wave.
This process can be extended to higher orders. In general, it can be shown by extension that for 
an order-K polynomial fluctuation K+I, cycles of signal x(t) are required and the extraction of 
the underlying repetitive waveforms can be found using the following additions or subtractions:
IstOrder :s„ (^t) -  s^^^^{t)=T.f  ^(/)
IndOrder \s^  ^^{t) ~2.s^^^{t) + s^^^^{t)=2.T' ,^f^{t)
3rdOrder :s,^^(t) -S .s^  ^iO + /O  -  s^^^^(t)-6.T\f^{t)
4thOrder:s^,^it)-4.s^, j,(t) + 6.s^,^it)-4.s„ ^(t) + s^,,(t)=24.T\f^(t)
SthOrder ^(r) -  5.5,, ^ (0  +10.5,,^(r) -10.5,, 2(f) + 5.5,, ,(0  -  5,, „ (0 = 1 2 0 .r './ ,( r )
6thOrder :5„ ,(r) -  6.5„ ,(f) +15.5,,/ f )  -  20.5,, ^(0 +15.5,, 2(f) -  6.5,,, (r) + 5 „„ (r)= 7 2 0 .T \/,(f) 
l th O rd er :s , , , { t ) - l .s , , , { t )  + 21.5,, ^(f) -  35.5,,, (0  +  35.5,, ^ (0 -  21.5,, 2(0 +  7 .5,, ,(0  -  5,,,, (0= 5040 .7 '. / , ( r )
Figure 4.5, Extraction at various polynomial orders.
In order to find the coefficients for the additions/subtractions Figure 4.5 is examined. It can be 
seen that the absolute value of any coefficient is given by the sum of the coefficients in the above 
row which lie directly above and one place to the left (with zero assumed for missing places).
This pattern can be recognised as Pascal’s triangle. The signs of these coefficients need to be 
adjusted to the alternating pattern as shown in Figure 4.5.
The result at each order is given on the left-hand side of Figure 4.5. This is the underlying 
repetitive waveform which has been extracted from this process. For order-K, this coefficient is 
given by:
Cfc — T  .Kl (4.32)
A potential problem with the algorithm is spurious transients and other interference. As the 
calculation requires the reuse of cycles, transients on those cycles with high coefficients will in 
general have a much more severe effect on the results.
It is possible to devise a similar algorithm which does not reuse cycles such that the effect of this 
type of noise would be less significant. An algorithm with no reuse would require the capture of
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2^ cycles in order to decompose Ka, order polynomials. It would however require many more 
cycles in order to handle the same degree of modulation.
A piecewise version of the algorithm is another alternative and this is presented in Section 4.2.7.
4.2.6 Simulations
In order to demonstrate the method presented in Section 4.2.1, the waveform shown in Figure 4.6 
was synthesised.
4
3
2
1
3 0Î
1
-2
■3
■4 1000 200 300 400 500 600 700 800
Sam ple Number 
Figure 4.6, Test signal.
The sequence has 768 samples and 6 fundamental cycles (128 samples per cycle). The waveform 
consists of a fundamental and two harmonics. Separate 5“^  order polynomials modulate the 
fundamental and harmonics in amplitude and phase. The A and B coefficients corresponding to 
the model given in Section 4.2.1, as used for this test signal, are given in Figure 4.7. The choice 
of these coefficients for this example was arbitrary.
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A:=
B;=
0.8 1.4 0.5 -0.3 0.1 -2.2
0.2 0.9 -0.3 0.8 0.0 0.0
-0.2 -0.2 -0.4 -0.1 -0.1 -0.2
1.1 1.7 0.5 -0.6 0.1 -1.0
0.2 0.7 0.3 -0.1 0.0 0.0
0.8 -0.5 -0.7 -0.8 -0.2 -0.1
Figure 4.7, Coefficient matrices for the test signal (cf. Equation 4.12).
The decomposition technique presented in Section 4.2.4 was used for the analysis of this test signal.
Figure 4.8 shows the decomposition of the signal sequence into the underlying repetitive 
waveforms. For clarity, each waveform is offset by 4 amplitude units from the last. Note that the 
fk functions correspond to those in Equation 4.13. The top waveform represents thejG(%) which has 
resulted from the first application of the 5*** order decomposition algorithm. Note that the top 
waveform is a single cycle with the same start and finish values implying a repetitive function.
Using the repetitive property of the top waveform, the coefficients a/,5, a^.j, a^.j, 6 /,5, 62,5 and 65,5 
can be found by a Fourier Transform. The a and b coefficients are given by the real and imaginary 
parts of these Fourier coefficients, respectively.
"s
I”<  -16
-20
-24 0 10 20 30 40 60 7050 80 90 100 120110 130
Sam ple Number
Figure 4.8, Decompositions at each order (array/in Equation 4.13).
The top (/}) waveform is then removed from the signal. This process involves extending the single 
cycle top waveform to six identical cycles in order to match the length of the input signal.
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This series is multiplied by and then subtracted from the input signal in order to leave a 4^ order 
signal. The input signal (as Figure 4.6) and the result of this subtraction are shown by the top two 
waveforms in Figure 4.9 respectively.
The process then continues with the remaining 4‘^  order signal which results in f ^ t )  (2"*^  from the 
top in Figure 4.8) and the set of a„,4 and hnA coefficients. The 2"  ^subtraction is then carried out to 
give the 3“^* order signal (3"* down in Figure 4.9).
Input Signal
1st SutJtraction■10 -
2nd Subtraction-20
3rd Subtraction-30
4th Subtraction |-40
-50 5th Subtraction
-60
100 200 300 500
Sample Number
400 600 700 800
Figure 4.9, The results of the subtractions of each decomposition series.
In this simulation, the coefficients found in the analysis are identical to those given in Figure 4.7 as 
used to construct the input test signal.
Having found the coefficient matrices, each fluctuating harmonic can be constructed as shown in 
Figure 4.10 (again, offsets have been used on the plot for clarity). The modulated nature of each 
harmonic is revealed using this decomposition method.
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II
t<
-10 -
—  Harmonic 1
—  Harmonic 2 (-5 offset)
—  Harmonic 3 (-10 offset)-15 0 100 200 300 400 500 600 700 800
Sample Number
Figure 4.10, Assembled sequences for the three harmonics.
4.2.7 Choice of polynomial order K
If the order k is chosen too low, the decomposition will not leave a repetitive waveform. In the 
absence of noise, this will be apparent by inspection of the results and can be a useful validation 
test for the application of the method to a given signal. Alternatively, having found the coefficients, 
it is straightforward to use them to compose a waveform, which can be compared to the original 
sequence. The mean square deviation from the original can be used as an accuracy metric.
An alternative to the use of high-order polynomials is to use localised low-order polynomials on 
segments of the input data sequence. Each segment forms a simpler (lower-order) curve than the 
original function. It is possible to carry out a lower order analysis on each segment before 
combining the results.
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3.00
2.80
2.60
2.40
2.20i2.00 Modulation Function 
— Analysis Resuit1.80
1.60
1.40
1.20
1.00 0 500 1000 1500 2000 2500 3000 3500 4000
Sample Number
Figure 4.11, 1*' harmonic 5“* order polynomial modulation function decomposed using § segments of
5“* order analysis.
Figure 4.11 shows the use of a 5“* order modulation function formed using the coefficients given in 
Figure 4.7 for the T* harmonic. In this case, the function has been normalised over 30 fundamental 
cycles (3 840 samples for 128 samples per cycle). Analysis was carried out using 5 independent 
segments, consisting of 5^ order decompositions of 6 cycles each. The results were joined together 
to form the 30 cycle sequence. Markers were added at the start of each segment to show the 
transition.
It can be seen that the results of the decomposition are visually identical to the modulation function. 
Similar results were obtained using lower order analysis applied to this 5* order signal, for example 
10 segments of 2"*^  order decompositions as shown in Figure 4.12.
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Figure 4.12, Analysis using 2"*' order segments
The rate of occurrence of points of inflection on the modulating function is a limiting factor as to 
how well this technique will work. A fast oscillatory function modulating a harmonic will cause 
this method to fail because it will not be able to produce a high enough order analysis in the 
available time (number of cycles).
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4.2.8 Effect of noise on the decomposition results
In order to assess the effect of noise, Gaussian noise with a standard deviation of ± 0.1 amplitude 
units was added to the test signal used in Section 4.2.7 prior to analysis. To show the relative size 
of the noise, the noise is superimposed on the modulation function as shown in Figure 4.11. The 
result of the decomposition analysis of this signal is given in Figure 4.13.
3.00
2.50
—  Modulation Function 
— Analysis Result
1.50
1.00
2500 3500 40002000 30001000 15000 500
Sample Number
Figure 4.13, S'*" order analysis of a modulated sinewave with Gaussian noise, 
(noise standard deviation = ± 0.1 amplitude units).
It can be seen that the noise has caused the resulting polynomial sequence to be distorted. 
However, the polynomial sequence broadly follows the modulation function and is close to the noise 
envelope.
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Figure 4.14, 2“** order analysis of a modulated sinewave with Gaussian noise, 
(noise standard deviation = ± 0.1 amplitude units).
A better result is obtained using ten segments of second order analysis as shown in Figure 4.14. In 
this case, the decomposition results stay within the noise envelope. A more detailed investigation of 
the noise performance of this method is given Chapter 5.
4.3 Methods to provide continuity between low order polynomial 
sections
In Section 4.2.7, a method was presented where analysis of a signal was broken up into the 
polynomial decomposition of low order polynomial sections. These sections were then pieced 
together to form a representation of the polynomial modulation functions for each harmonic.
Each section of the analysis is a polynomial with a set of associated coefficients. In order to give 
continuity to the sections it is desirable to find a function that fits through the sections.
This Section develops methods to carry out the fusion of these sections into a single polynomial 
function with a single set of coefficients.
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4.3.1 Least squares polynomial coefficient fusion
Attributed to Gauss, the method of least squares is a widely used curve fitting method. This section
describes the use of the method to fuse the coefficients of the sections into a single set of
coefficients for a polynomial fit.
Consider a function of time split into S  polynomial sections of order M  Let the x ranges for all
sections be equal and normalized in the range 0 to 1.
Denote the sections by I such that:
0^ ^0,0 ^0,1^  ^0,2^  + • * * + a^ i^X
h = ^1.0 + + a ,2%^ + •'• +
S^-V ~ 5^-1,0 *^ 5-1,1^  ■** ^S-l,2^ + • • • + Clg_^^X
(4.33)
Postulate a Nth order polynomial fitting function over all the S  sections, the range of the fitting 
polynomial is normalized over 0 to 1. Denote by c as follows:
Split up the fitting polynomial c into S  sections to coincide with each of the I sections:
(4.34)
C , = Z o + Z ,
O + xCo=Zo + z J  1+ z.
+ z.
V ^  y
1 + JC
+ ••• + z .
4- **• +  Z .
y
O + jc
l + x
(4 J5 )
S - \  + x r a - i + x S’ — 1 + X
Use the method of least squares to find the best fit for c through the / sections such that the sum of 
the squares of the differences between the / and the c sections are a minimum.
The sum of the squares of the distances on a section-by-section basis is given by:
1 1 I
^ = J(^o -CqY  dx+  j(^, -c ,)^(fx  + — I- y  dx
0 0 0
Let,
(4.36)
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I .  = p . - c . f d x  (4.37)
0
then:
9 = (4.38)
.9=0
The minimum value is given by equating the partial derivatives w.r.t. the z  coefficients of c to zero. 
This gives rise to A^+i simultaneous equations for the N-vl unknown z coefficients i.e.,
q = Q ^  ^ = 0 (4.39)dz^  a z, a  z^
The solution to above operations result in a system of simultaneous equations which can be 
described by the following matrix equation:
K z - L a  (4.40)
z is the vector of the z coefficients for the fit polynomial (Equation 4.34), this has A^+7 elements:
z = [zo z, Zj ••• z^] (4.41)
a  is the vector of coefficients of the S  sections, this vector has S.(M+\) elements as shown in
Equation 4.42. The vector is arranged such that the first S  elements are the constant terms of
Equation 4,33 in the sequence 0..S-1. The following S  elements are the coefficients of x  of 
Equation 4.33 in the sequence 0..S-1 and so on:
a [“^O.O ‘^ 0.1 ^0,2 ^ 1,0 ^ 1,1 ^ 1,2 ■"  ^M.O ^M,\ ^M,2 A-l ] (4.42)
The K  matrix in Equation 4.40 is an N-by~N square matrix. Let r = the row number and / = the 
column number. The elements in the K  matrix are given by:
‘- ■ 7 ^
From X\\qN+1 simultaneous equations, the L matrix in Equation 4.40 has N+1 rows.
Let the L matrix be composed of M+\ matrices with dimensions N+1 by S:
L = [Zo Z, 4  (4.44)
The L matrix columns follows the same order as the vector so the first block Lo relates to the 
constant coefficients of the section polynomials (Equation 4.33), the next block Lj relates the 
coefficient of x  etc.
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An algorithm for compiling L involves finding the matrices and augmenting them side-by-side. 
This algorithm computes the matrices using an order N+1 Pascal's triangle, A.
An example of A for 4 is as follows:
1 0 0 0 0
1 1 0 0 0
1 2 1 0 0
1 3 3 1 0
1 4 6 4 1
For each of the , the algorithm requires a modified A as given in Equation 4.45. The non-zero 
elements of which occur when 1+r+m-i > 0. The zero elements of P  remain as zeros.
} \ + r + m - i  < 1
(4.45)
Each element of L is found as follows:
1 NT = _L  V  /•" pmy,/ or Z-rf '‘myy O (4.46)
Having computed the K  and L matrices the coefficients of the fit polynomial can be found by 
rearranging Equation 4.40 using a matrix inversion as follows:
z  = K-' L a (4.47)
4.3.2 Example of least squares polynomial coefficient fusion
Consider the 5 linear section function shown in Figure 4.15. In this example a 4“’ order fit 
polynomial is used.
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Time
■5 - 0.2  -
aE -0.3 -
-0.4 -
-0.5 -
-0 .6  J
Figure 4.15, Linear section function
The order of the fitting polynomial, N  = 4. The number of polynomial sections, S  = 5. 
From Equation 4.43,
K =
10.000 5.000 3.333 2.500 2.000
5.000 3.333 2.500 2.000 1.667
3.333 2.500 2.000 1.667 1.429
2.500 2.000 1.667 1.429 1.250
2.000 1.667 1.429 1.250 1.111
From Equation 4.46,
L =
2.000 2.000 2.000 2.000 2.000 1.000 1.000 1.000 1.000 1.000
0.200 0.600 1.000 1.400 1.800 0.133 0.333 0.533 0.733 0.933
0.027 0.187 0.507 0.987 1.627 0.020 0.133 0.287 0.540 0.873
0.004 0.060 0.260 0.700 1.476 0.0032 0.039 0.155 0.399 0.819
0.00064 0.020 0.135 0.500 1.345 0.000533 0.014 0.085 0.296 0.770
The 5 linear sections in Figure 4.15 have coefficients as follows:
ao,o= 0.0059928 a ,.0 =-0.013637 a2,o =-0.15181 a3,o =-0.37013 a4,o =-0.47532
ao,i =-0.022623 a ,,1 =-0.12909 az,, =-0.19696 as., =-0.071166 a4. ,=  0.39806
for this 5 section linear section example:
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a —\ ao,o ai,o a2,o ago a4,o ao,i ai,i a2,i agj 04,1 
Solving Equation 4.47:
z = K-' L a
gives,
z =
-0.002673
0.097
-0.466
-3.25
3.596
The fit polynomial is plotted with the 5 sections and is shown in Figure 4.16.
Time
■5 - 0.2  -
—  Sectioned Data-0.4 - —  LS Method
-0.5 -
-0 .6  J
Figure 4.16, 4th Order Fit Polynomial
A further example is given in Figure 4.17.
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Figure 4.17, Analysis of Figure 4.13 with least squares smoothing added.
Figure 4.17 shows the modulating function with noise and the polynomial decomposition results 
obtained in Figure 4.13. In this case the least squares smoothing algorithm set out in this Section 
was applied to the five section results to give continuity between the sections. The result of this is 
given by the extra trace shown in Figure 4.17.
Further examples of the analysis of signals with noise are given in Chapter 5.
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4.3.3 Spline method for giving continuity between sections
The action of the least squares method tends to smooth the data points in the same way a low-pass 
filter removes higher frequency oscillation. In some cases such as the example in the previous 
Section, this can be advantageous. If the data however contains highly oscillatory sections, the 
resulting smoothed result will not follow the oscillations and some features of the data will be lost.
Spline methods [45] are a widely used method for fitting curves through points. Unlike least 
squares, a spline method finds suitable curves which go through every data point, whereas a least 
square fit will not, in general, go through each data point.
Spline methods find functions which interpolate between given data points. These functions are 
typically quadratic, cubic or quintic polynomial functions. A function of the chosen order is used to 
join each pair of adjacent data points. An overall function is found by joining the sections covering 
the whole data series. It is desirable that the resulting overall function is free from discontinuities.
Cubic Spline —  2nd Order Least Squares
5
4
3I> 2
Spline Section
1
0
0 1 2 3 4 5 6
X Data
Figure 4.18, Comparison of least squares and cubic spline methods
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Figure 4.18 shows a set of data points with curves fitted using the method of least squares with a 
second order polynomial and cubic splines. The spline curve is made up of four cubic sections 
forming a smooth overall function that goes through all of the data points. The least squares 
function is also smooth but it does not intersect all of the data points and consequently, the 
variation features in the data are not reflected in the result. However, in some cases there may be 
advantages in the smoothing properties of the least squares approach, particularly if the variation 
features are due to noise.
It should be noted that by increasing the order of the polynomial used in the least squares method 
to be the same as the number of data points, it is possible to intersect all data points. Whilst this 
is possible for a small number of data points, the high order fit which would be needed for larger 
data series would be undesirable in terms of computing complexity and speed as well as 
algorithmic stability.
The spline method achieves smoothness for the overall function by equating the constant terms, 
slopes and higher-order derivatives of the polynomial spline sections. These equality conditions 
are imposed at the data points, such that the choice of coefficients of a given spline section is 
influenced by the neighbouring spline sections either side of it. Special conditions exist for the 
start and end data points in the series. Intuitively, this process can be seen as anticipating the 
required curvature of the function such that it intersects the given data point, as well as the 
previous and next data points.
This section describes the use of splines for curve-fitting to data and develops a method using 
these principles which can be used to give continuity to the polynomial sections found using the 
polynomial decomposition method.
The development of this method is based on second-order polynomial decomposition results.
Consider a function of time split into S second-order polynomial sections. Let the x ranges for all 
sections be equal and normalized in the range 0 to 1.
Denote the sections by I such that:
“  ^0,0 ^0,1-^  '*‘^ 0,2 
A ~ ^1,0 + + ^ 1,2-^
h-l ~ ^S-U) 5^-1,1-^  "^ 5^-1,2-^
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Postulate a set of polynomials of higher order to cover the same x-range as the polynomial 
decomposition results. By choosing functions of a higher order, extra degrees of freedom are 
introduced such that the new polynomials can be joined together to make a smooth overall 
function. In the following, quintic functions are chosen as shown:
^0 ^0,0 ^0,1^  (^1.2^  0^,3-^  0^,4-^
m, = \ „  + ,x + Z?, jx" + 6,,,x^+ 6,,4x'' (4.49)
^S-l = Vl.O + + V l. 2^ '  + ^5-1,3 '^ + V l.4^ '
Consider the end of the section: to ensure no discontinuity, the constant term in the s+F'’ new 
function in Equation 4.49 can be formed using the s“’ and the ^+1' '^ section results from the 
polynomial decomposition results in Equation 4.49. One way to achieve this is to take the mean 
of the polynomial decomposition and the section results at the end of the section. On 
an x-range 0 ..1, the value of the s*'' section where x = 1 is:
=«.v,0 +«.v,l+«.v.2 (4.50)
At the same point in time, the f+P '' section has a value of x=0 such that:
5^+l.vto» “  .^«+1,0 (4.51)
the constant term of the new s'^ ' section polynomial in Equation 4.49 is given by:
L __^ Send _  ,^v,0 .^v.l .^v.2 CO\S^+l.O 2 ~ 2 (4.D2)
For each internal section, a similar process can be carried-out with the first and second order 
coefficients in the polynomial decomposition results given in Equation 4.48 to find new first and 
second order coefficients of the new function in Equation 4.49.
For the first order term consider the slopes of the two adjacent internal sections such that the first 
derivative at the end of the internal section where x = 1 is:
he„d +2fl,.2 (4.53)
At the same point in time, the s+l"^ internal section has a value of x = 0 such that:
4-27
Chapter 4, Analysis o f  smoothly fluctuating harmonics
 ^x+lxtart ~^X+U (4.54)
The first order term of the new section polynomial in Equation 4.49 is given by:
,  ' h^+lxtart _  .^y.l ~*~2Q.v,2
^j+1,1 ~ 2 ~ 2
A similar argument applies to the second derivatives such that:
L  S^end ~^ S^+\itart   .^v,2 *^ .^v+I,2 / ^
5^+1,2 ~ 2 ~ 2
This process has found the first three coefficients of the new internal sections given in
Equation 4.49. The given process is attractive in that it is a mean of the coefficients from the
polynomial decomposition results hence maintaining a close relationship with these results.
The two remaining degrees of freedom in the new functions given in Equation 4.49 are used to 
ensure the overall function made by joining the sections is smooth. This process involves 
equating the constant terms and the first derivatives of adjacent sections of the new functions 
given in Equation 4.49.
Consider the constant term: on an x-range 0 to 1, the value of the internal section where x  = 1 
is:
"P end -  + K\  + ^ .v.2 + .^v.3 + ^ .v.4 (4.57)
At the same point in time, the section has a value of x = 0 such that:
=^ .v+l,(. (4.58)
to ensure there are no discontinuities between the internal sections:
= > ^ h e n d  (4.59)
it follows:
.^v+i.() = Ko + Kl  + K l  + K l  + K a (4.60)
a similar approach can be used for the first order term by equating the first derivatives at the end
of section s which is also the beginning of section s+ 1 :
Kh,i = Ki  + '^Ki + ^K i  + 4 (4.61)
Using Equation 4.60 and Equation 4.61 the remaining coefficients and 6 ,^  ^can be found:
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K i  = 4 j^+1.0 -  ^^ +1,1 - ^ K o  -  3 K i ~ 2 K 2 (4.62)
The coefficient bsj follows from Equation 4.60.
The above arguments have dealt with the internal sections; the beginning and end sections require a 
different procedure. A number of approaches are possible but the most obvious uses the outermost 
sections from the polynomial decomposition results to fix the coefficients for the new sections. 
This is referred to in spline theory as using natural end conditions. In the case of the final section 
Equation 4.52 becomes:
^5^ 1.0 = « 5.0 + «s.i+ «s .2 (4.63)
From Equation 4.56:
^5+1,1 ~ ^s.i ^ ^5.2
This gives sufficient information to solve Equation 4.62 for the final section.
(4.64)
For the first section, the approach is used to copy the first three coefficients from the polynomial 
decomposition section to give the first three coefficients for the new first section:
^0.0 ^0.0 ^0,1 ^0.1 ^0,2 ^ 0.2
This gives sufficient information to solve Equation 4.62 for the first section.
(4.65)
4.3.4 An example of the quintic spline method
Quintic Spline Method— Sectioned Data
3
2
àQ.I
1
0
2 .5 30.5 1 1.5 2 3 .50 4
Time
Figure 4.19, Example of the quintic spline method
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An example of the use of this method is shown in Figure 4.19. Four data sections are used, each 
with time running from Oio 1. The four sections are shown in the figure running contiguously on 
an aggregate time axis of 0 to 4 for the four sections. The data sections are similar to those that 
could be produced by the polynomial decomposition method under some conditions. The quintic 
spline method is then applied to the sections and the resulting sections are plotted as shown in 
Figure 4.19. Note that the sections are smooth and free from discontinuities between the 
sections. The “natural” end conditions cause the spline result to coincide with the sectioned data 
at the beginning and end of the plot.
4.4 Chapter conclusions
A new method for the analysis of waveforms containing smoothly fluctuating harmonics has been 
developed. The method is based on a model of signals with a known period, in which the 
harmonics are individually modulated by polynomial functions normalised over a sampled signal 
sequence time.
Using this model on a signal with modulation functions with limited bandwidth, an analysis 
method has been developed, such that the modulating polynomials can be recovered from a 
signal. Using underlying repetitive functions within each fluctuating harmonic, the repetitive 
terms may be removed by the subtraction of adjacent periods of the signal. Progressive 
subtractions leave a repetitive function whose harmonic content may be found using a DFT. Each 
of the DFT coefficients gives the polynomial coefficient for the highest power term assumed in 
the model for the corresponding harmonic. These terms can be removed from the signal by 
subtraction. This has the effect of reducing the order of the polynomial modulation for each 
harmonic.
The process is then repeated to find each of the polynomial terms. If the polynomial is chosen to 
have sufficient order, the method results in the decomposition of the signal into polynomial 
modulation functions for the components of each harmonic. Considerations for the choice of the 
polynomial order and metrics for assessing the performance of the method were discussed.
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Simulation results showed the operation of the method and the successful recovery of the 
modulating functions in a signal with three polynomial modulated harmonics. Further results and 
comparisons with the STFT will be given in the following Chapter.
The polynomial decomposition method leads to a piece-wise analysis of the waveform. In some 
cases noise can cause discontinuities to exist between the resulting analysis sections. It is 
desirable to find a function that fits through these sections to smooth-out these discontinuities. 
Two methods based on least squares and splines respectively, were developed. The least squares 
method smoothes the result in contrast to the spline method that finds a function that passes 
through each of the sections of the analysis. It was shown that these methods can be used to give 
continuity to the piece-wise analysis and any discontinuities between the sections can be 
smoothed.
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Chapter 5
5 Results and comparisons of the polynomial 
decomposition method with the short time Fourier 
transform.
5.1 Introduction
The purpose of this Chapter is to present results obtained using the polynomial decomposition 
method and its associated post processing methods that were developed in Chapter 4.
The results are obtained by analysis of a number of different signals which are either synthesized 
or sampled data from a real system. These results are then compared with the STFT. Tables of 
results and comparative errors are presented together with graphs of the analysis results.
In this Chapter, the STFT is chosen as a comparison standard because of its familiarity and wide­
spread use. Many papers [20,25] investigating and developing transforms compare results to the 
STFT. Chapter 3 presents a review of other transforms and comparisons of some results to those 
obtained using the STFT are given. Further comparison work is given in [46,47].
It should be noted that the type of signals used in these tests are generally well suited to the 
polynomial decomposition method and their choice has been influenced by the intended 
application of the method to smoothly fluctuating harmonic signals. The choice of signals will 
tend to give favourable results to the polynomial decomposition method. It is important to 
emphasise that the results presented are intended to be representative of this type of signal and it 
may be possible to select other signals types which favour the STFT or other transforms. Should 
there be a desire to use the method for other applications it would be necessary to carry out further 
comparison work to assess the suitability with respect to other methods.
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5.2 Signal synthesis and analysis software
For the results presented in this Chapter, a Delphi Pascal program is used to synthesize test signals 
consisting of amplitude and/or phase modulated harmonics. The data for the test signal can either 
be used for simulation tests or loaded to a hardware arbitrary waveform generator. Sampling is 
either carried-out using a hardware Analog to Digital Converter (ADC) or by a simulation mode. 
The required transform or analysis method can then be selected and configured for the sample 
sequence. A further description of the details of the waveform generation and sampling system is 
given in Chapter 2.
The software routine for the polynomial decomposition analysis can be configured for different 
analysis orders consistent with the algorithm developed in Chapter 4. For longer sequences of 
data, multiple contiguous sections of data can be analysed using individual analysis sections. Post­
processing methods developed in Chapter 4 are implemented and can be used to give continuity to 
these sections.
The program produces outputs of the sine (S) and cosine (C) parts for each decomposed harmonic 
modulators (as Chapter 4).
For each harmonic, the amplitude modulation envelope can be found by:
Envelope=-yjc^ (5.1)
For each harmonic, the modulation phase can be found by:
Phase = tan"’ ( ^ )  (5.2)
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5.3 Comparisons using a synthesized test signal with harmonics 
modulated by polynomials.
Given bandwidth constraints on the test signal, the polynomial decomposition method is designed 
to find the polynomial functions, which are assumed to modulate each fluctuating harmonic in the 
test signal. In these tests polynomial modulation functions are used to modulate each harmonic in 
a synthesized signal. Good results would be expected for the polynomial decomposition method 
as the test signal is the type best suited to this analysis method.
A waveform was synthesized consisting of a fundamental component and odd harmonic 
components up to the 9“’ harmonic. All even harmonics were set to zero. The phase angle 
between the odd harmonics was zero.
The sequence was 12 fundamental cycles in length with 500 samples per fundamental cycle thus 
giving a 6 000 sample sequence.
The fundamental component was not modulated. The odd harmonics were modulated by 
polynomial functions as discussed below.
For signal synthesis purposes it is convenient to have a repetitive modulation function so that 
signal generation hardware can produce a repeating sequence. In order to arrange for this, 
polynomial coefficients were chosen such that the modulating functions formed repetitive 
functions. For each modulation function, this is achieved by using a pair of polynomials to form 
each half of the function respectively. The time scale used in each half is normalized on a scale 
0 to 1. The coefficients of these polynomials are arranged such that the function starts and 
finishes on the x-axis. In general this can be achieved by ensuring that the polynomial 
coefficients sum to zero. In order to complete the repetitive function, the second of the function 
pair should be the mirrored inversion of the first; this can be achieved by changing the signs of the 
coefficients of the first polynomial.
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Modulator aO a1 a2 aS a4 a5
1 1.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 -0.75 0.75
5 0.00 0.00 -0.50 0.50 0.00 0.00
7 0.00 0.00 0.00 -0.30 0.30 0.00
9 0.00 0.00 0.00 0.00 0.15 -0.15
Table 5.1, Coefficeints Used for Harmonic Modulation Functions
The coefficients used for the first half modulating functions are given in Table 5.1 and the 
modulating functions are given in Figure 5.1.
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Figure 5.1, Harmonic Modulating Functions Used in Comparison Section 5.3
The test signal sequence resulting from these modulations when applied to the given odd 
harmonics is shown in Figure 5.2. The amplitude is scaled by the gain factor used by hardware 
DAC, which is used to synthesize the test data, in this example a factor of 6 553 was used.
Using the synthesized test signal, simulated sampled data was assembled for use in this test. 
Signal analysis using the STFT and the polynomial decomposition method were then carried-out 
for comparison. In both cases the modulus values at each harmonic are compared.
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Figure 5.2, Test signal used in comparison section 5.3
The STFT was configured to carry out analysis using window lengths of one fundamental cycle 
(500 samples). To cover the sequence length, 12 such windows were used. This configuration 
gives the best possible time resolution for the STFT and a frequency resolution equal to the 
fundamental frequency.
The polynomial decomposition analysis was configured to carry out a 5^ order decomposition 
using 2 sections of 6 fundamental cycles length, thus covering the 12 cycle sequence length. Note 
that 5^ order decomposition matches the highest order modulation polynomial present in the test 
signal. The modulation envelope was obtained using the sine and cosine results of the polynomial 
decomposition method with Equation 5.1.
Figure 5.3 shows the comparison between the two analysis methods for the odd harmonics 
contained in the synthesized test signal. Both transforms have uncovered the basic shape of the 
modulation envelope for each harmonic (phase is discussed in Section 5.8). The STFT result 
gives a stepped result, the width o f the steps corresponding to the STFT window size. By 
comparison the polynomial decomposition result gives a smooth result as would be expected.
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As the test signal is well suited to the polynomial decomposition method the results using this 
method are visually identical (at the scale o f Figure 5.3) to the modulus value of the given 
harmonic modulators.
The test signal contains no even harmonics. The magnitudes of the even components resulting 
from the polynomial decomposition analysis were negligible. The STFT result for even 
harmonics is summarized in Figure 5.4. Although the traces are not easy to separate, the figure 
shows that the even harmonic results show significant level caused by spectral leakage. The 
leakage is the highest at harmonic 2 which is adjacent to harmonic 3 which is the largest 
harmonic.
1200
 H2
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 H8
 H10
H2
000
800
H8600
H6
H4400
200  -
1000 2000 3000 4000 5000 6000
Sample Number
Figure 5.4, Even harmonic results from the STFT for the test signal used in Section 5.3.
Figure 5.5 shows the results for the fundamental component which was not modulated. As with 
the STFT even harmonics results, the STFT fundamental component result is affected by spectral 
leakage. The polynomial decomposition result reproduces a relatively flat un-modulated level of 
the fundamental component.
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Figure 5.5, Fundamental component comparison comparisons between the polynomial decomposition 
analysis and the STFT for the test signal used in Section 5.3.
It is instructive to consider the quantitative difference between the STFT results and the 
modulation functions used in the test signal. In order to do this it is necessary to use a suitable 
metric. The standard deviation formula [48] given in Equation 5.3 is used.
(5.3)
The goodness of fit between the piecewise STFT results {Sh) and the modulation functions (m/,) at 
each harmonic Qi) can be characterized by summing the squares of the deviations of the result 
from the modulator. This summation is carried-out over the N  samples used in the analysis. Note 
that modulus value of the modulator is used in order to allow comparison with the STFT modulus 
value. The squaring operation is used to account for the positive and negative deviations without 
cancellation in the summation. To normalize this to the number of points used in the calculation, 
the mean square sum is used and a square root applied to return the result to the same units as the 
samples. This RMS value is then expressed as a percentage of the RMS value of the modulation 
function.
For even harmonics in this test signal, the modulator was zero and hence cannot be used as a 
divisor to find the percentage. To give a quantitative result at even harmonics, the metric is 
expressed as a percentage of the RMS value of the composite test signal (Figure 5.2). These 
results are given in Table 5.2.
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Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
HI 0.4 0.5
H2 - 9.3
H3 24.4 9.9
H4 - 4.6
H5 17.5 10.3
H6 - 4.1
H7 21.2 4.8
H8 - 5.4
H9 26.9 2.2
H10 - 0.9
Table 5.2, Quantitative results of STFT at each harmonic for the test signal used in Section 5.3.
The column that shows errors a percentage of the composite waveform shows the eiTors at the 
even harmonics which have zero applied value and cannot be expressed as percentage of value. 
These errors are caused by spectral leakage and show a comparable magnitude to adjacent odd 
harmonics which are also influenced by leakage. The odd harmonics are also expressed as 
percentage of value and this column shows that the STFT, in general, is not an accurate signal 
analysis method,
A similar exercise carried-out on the polynomial decomposition results yields the results given in 
Table 5.3. Note that this method has closely reproduced the modulation functions of each 
harmonic such that the results in Table 5.3 are given in parts per million (ppm).
Harmonic RMS Errors from Harmonic Modulators
ppm of Value ppm of Composite
HI 88 105
H2 - 17
H3 108 44
H4 - 28
H5 72 42
H6 - 23
H7 164 37
H8 - 22
H9 375 30
H10 - 22
Table 5.3, Quantitative results of polynomial decomposition method at each harmonic for the test
signal used in Section 5.3.
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5.4 Sinewave modulation
In Section 5.3 polynomial modulators, well suited to the polynomial decomposition method were 
used. It is instructive to assess the performance of the polynomial decomposition method for 
modulation signals made up of other functions. In this section harmonics in a test signal are 
modulated by sinewaves. The analysis of the test signal using the STFT and the polynomial 
decomposition method are compared.
It should be noted that sinewave modulation of harmonics could be readily analysed by use of 
sideband analysis [17]. The modulation is presented here in order to observe the performance of 
the transforms to a modulation function other than a polynomial.
The test signal used in Chapter 3, Section 3.2.3 was used for this comparison. In a similar way to 
the previous comparison, a test signal is synthesized which consists of all odd harmonics up to the 
9*’’, with all even harmonics set to zero. The phases of the harmonics were zero. The fundamental 
component was not modulated. See Figures 3.3 and 3.4 for the modulation function and signal 
respectively. As in the previous comparisons, the amplitude is scaled by the gain factor of 6 553 
to account for the system hardware.
Comparison between the STFT and the polynomial decomposition method was carried out on the 
test signal. Both transforms were configured in an identical way as used in Section 5.3.
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The results of the analysis for the odd harmonics are shown in Figure 5.6. In this test the 
polynomial decomposition result is visually close to but not identical to the modulator. The even 
harmonics are summarized in Figure 5.7 and the fundamental component is shown in Figure 5.8.
450 -,
400 - S2
350
-S6
-S8
-S10
-P2
P4
-P6
P8
-P10
300 -
250 -
\S6200 - -
o  150-
100 -
50 ■
0 -P=*
4000 5000 60001000 2000 3000
S am ple  N um ber
Figure 5.7, Even harmonic comparisons for the sinewave modulated harmonics test signal used in
Section 5.4. (P refers to polynomial decomposition results; S  refers to STFT results).
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Figure 5.8, Fundamental component comparison result for the sinewave modulated harmonics test
signal used in Section 5.4.
Whilst it is not easy to separate the traces on Figure 5.7, it can be seen that the results for the
polynomial decomposition method (the smoother results) are much smaller than the STFT results
for these even harmonics.
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The polynomial decomposition method has reproduced the modulation functions more accurately 
than the STFT. It can be seen in Figure 5.6, that there is some departure of the polynomial 
decomposition results from the desired value near the zero-crossings of the modulators. This is 
caused by the polynomial being of insufficient order to follow the high rate of change at these 
points. This effect is particularly noticeable at the points between the two polynomial sections at 
sample 3 000,
It can be seen in Figure 5.7 that the even harmonics as found using the polynomial decomposition 
method show some residual values at the start and finish of each polynomial section. Again this 
is related to the high rate of change of the modulators at these points. This shows that 
decomposition method suffers from an effect similar to energy leakage.
The polynomial decomposition method works by subtracting the decomposed fluctuating 
components until a stationary waveform remains which can be analysed using an FT. If the order 
of the decomposition transform is insufficient the remaining wave will contain additional 
harmonics which will give rise to a leakage effect in the FT used on this remaining function.
The quantitative analysis of the results is given in Table 5.4 and Table 5.5 for the STFT and 
polynomial decomposition respectively.
Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
H1 0.4 0.3
H2 - 2.6
H3 8.8 3.4
H4 - 3.2
H5 17.1 4.4
H6 - 2.1
H7 5.1 0.7
H8 - 0.6
H9 9.9 0.7
H10 - 0.7
Table 5.4, Quantitative results using the STFT at each harmonic for the sinewave modulated 
harmonics test signal used in Section 5.4.
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Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
H1 0.01 0.01
H2 - 0.03
H3 0.13 0.05
H4 - 0.14
H5 1.06 0.27
H6 - 0.14
H7 0.28 0.04
H8 - 0.03
H9 0.52 0.03
H10 - 0.03
Table 5.5, Quantitative results of polynomial decomposition method at each harmonic for the 
sinewave modulated harmonics test signal used in Section 5.4.
For this test signal, the polynomial decomposition results show a considerable improvement 
compared to the STFT results.
5.5 Polynomial decomposition analysis using insufficient order.
In these tests the signal used in Section 5.3 as shown in Figure 5.2 is analysed using the 
polynomial decomposition method with an analysis order lower than the polynomial orders 
present in the harmonic modulators (Table 5.1).
The polynomial decomposition analysis was carried out using 2"'^  order sections. Each section 
covers three fundamental cycles of the signal thus requiring a total of four sections to cover the 
twelve cycle sequence. The results are given in Figure 5.9.
It can be seen that the result of the analysis shows discontinuities at the division between the four 
sections used in the analysis. The second order analysis sections are unable to follow the changes 
in the modulating polynomial and a departure results. Each section has independent second order 
analysis sections and hence the continuity between adjacent sections is lost giving rise to the 
discontinuities.
Perhaps the closest fit result occurs at harmonic 5; in this case modulator is a third order, the 
lowest order of the four harmonics plotted. By contrast, the 3"" and 9“' harmonics are modulated 
by 5“’ order polynomials and the results of the 2"^ * order polynomial decomposition analysis gives 
the worst results.
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Chapter 5. Results and Comparisons
In this case the departures from the modulators are given in Table 5.6.
Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
H1 0.2 0.2
H2 - 4.3
H3 14.5 5.9
H4 - 2.3
H5 3.7 2.1
H6 - 1.1
H7 8.0 1.8
H8 - 2.0
H9 13.4 1.1
H10 - 0.2
Table 5.6, Results using 2nd order analysis on the signal with coefficients given in Table 5.1
As expected the worst errors occur at the highest order modulated harmonics, i.e. 3 and 9, whereas 
harmonic 5 the smallest error consistent with it having the lowest order modulation. Compared 
with the STFT (Table 5.2) the analysis is still more accurate.
5.6 Methodology for finding best analysis order
The previous section showed that the polynomial decomposition method gives errors if an 
analysis order lower than that of the modulators in the signal was used. In the case of the signal 
used in this example, four-second order sections were used to cover the sequence length. 
Alternative strategies using different orders are possible, but changing the order changes the 
number of cycles used in each section by order+L
In order to assess how well the polynomial decomposition analysis has worked for a given 
strategy, it is convenient to define a metric {MR). It is possible to reconstruct the composite 
waveform ( c j  from the decomposed harmonic modulators and compare the composite signal with 
the input sample sequence (x„) on a sample-by-sample basis. The r.m.s. departure of the two 
sequences can then be used as a metric as given by Equation 5.4. The metric is normalised to the 
peak value of the input sequence {x) .
(5.4)
The metric given in Equation 5.4 will be relatively insensitive to changes in the reconstructed 
signal if the input signal is noisy. The relatively low polynomial orders present in the 
reconstructed signal will tend to average the noise. The noise present in the input sequence will
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dominate the residual term in Equation 5.4. To reduce this effect, either the input sequence or the 
residual term can be averaged.
The following moving average method is given in Equation 5.5.
( for  n >  M) (5.5)
where M  is the number of samples to include in the moving average and R is the sequence to be 
averaged. In this work R is chosen as the residual term and the moving average result F  is 
substituted in Equation 5.4 to give a moving average metric (MA) as shown in Equation 5.6.
^  V N ~ M (5.6)
Table 5.7 gives the results of this metric for different analysis orders. In these tests, M  was set to 
the number of samples in a fundamental period, i.e. 500. Only the orders, which give strategies 
that exactly cover the sequence length, are used. It can be seen that the increasing order improves 
the results for this signal using both metrics.
Order MR MA
2 0.006481 0.005454
3 0,002732 0.000898
5 0.000020 0.000001
Table 5.7, Analysis metrics
Note the large improvement in the metrics when going from order 3 to order 5. This is due to the 
higher order polynomial being better able to follow the points of inflection in the modulators.
Further to the metric approach, the visual minimisation of discontinuities present in the resulting 
modulators is a useful technique of obtaining the best order for analysis.
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5.7 Polynomial decomposition analysis using multiple sections 
compared to the STFT.
In Chapter 4 the number of cycles needed for polynomial decomposition method was shown to be 
n+1, where n is the order of the decomposition. For long test signal sequences containing many 
cycles, this implies analysis by multiple sections. In Chapter 4, Section 4.3 a method was 
developed to provide continuity across these sections by use of a least squares based technique. 
In this section, the technique is applied to a test signal and the results compared to the STFT.
For these comparisons, the test signal given in Chapter 4, Section 4.2.6 was used. This test signal 
contains a fundamental component and 2"** and harmonic components. All components are 
individually modulated by polynomial functions defined in the matrix given in Figure 4.7. The 
time domain sequence is shown in Figure 5.10.
•o
-3 -
1500 2000 2500
S am ple  N um ber
3000 3500500 40001000
Figure 5.10, Polynomial Modulated Test Signal Used in Multi Segment Comparison
The test signal sequence has 3 840 samples consisting of 30 fundamental cycles, each of 
128 samples.
A number of different configurations can be used for the polynomial decomposition method, each 
using different polynomial orders and segment sizes. For these tests, 2"  ^order sections were
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chosen, each section requiring 3 fundamental cycles, thus 10 sections cover the length of the 
sequence. The least squares technique as detailed in Chapter 4, Section 4.3 was applied to the 
resulting 10 sections using a 6“' order fit.
As in the forgoing Sections, the STFT was configured for a window length of 1 fundamental cycle 
to cover the sequence with 30 windows.
The results of the comparisons between the two methods for the fundamental component and 
harmonics 2 to 4 are shown in Figure 5.11. It can be seen from Figure 5.11 that the modulation 
functions and the polynomial decomposition results are visually indistinguishable (at this scale). 
The synthesized 4'^ harmonic value was zero; the value given by the STFT for the 4”’ harmonic is 
given on the relevant graph in Figure 5.11.
The quantitative analysis of the results is given in Table 5.8 and Table 5.9 for the STFT and 
polynomial decomposition respectively.
Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
H1 1.1 0.9
H2 1.6 0.7
H3 2.9 0.9
H4 - 0.6
Table 5.8, STFT errors from the analysis of the polynomial modulated harmonic test signal given in
Section 5.7.
Harmonic RMS Errors from Harmonic Modulators
ppm of Value ppm of Composite
H1 37 32
H2 24 10
H3 31 10
H4 - 15
Table 5.9, polynomial decomposition errors using 10 2"^  order sections to analyse the polynomial 
modulated harmonic test signal given in Section 5.7
The STFT errors in this case are smaller than the previous comparisons. This is to be expected as 
the signal modulations are much slower and each STFT window sees a lower rate of change of 
modulation than in the previous tests.
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Chapter 5. Results and Comparisom
The polynomial decomposition results using least squares as given in Table 5.9 show very small 
errors from the applied modulation functions. This is to be expected, as this type of signal used in 
this test is ideally suited to this analysis method. It should be noted that although not 
quantitatively reported here, other configurations using different segment orders and different 
smoothing orders also gave small errors similar to those shown in Table 5.9.
The requirement for this method to work is that the smoothing polynomial is an order, greater or 
equal to that of the modulator. If the modulator order is higher, i.e. it contains more points of 
inflection than the least squares smoothing function; the decomposition will not follow the 
features in the modulator. This effect will be expanded upon later in the Chapter.
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5.8 Phase Results Comparisons
In the preceding sections the results have been presented in terms of the modulus of the STFT and 
the combination of the cosine and sine parts (Equation 5.1) of the polynomial decomposition 
method output. Emphasis has been placed on the magnitude results because the motivating 
application of this work does not require phase information. It is however important to consider 
the performance of the polynomial decomposition method in terms of phase. In this section, the 
phase information from the polynomial decomposition method and the STFT will be compared to 
the phase of the synthesized harmonics in the test signal.
The phase of each harmonic can be determined from the sine and cosine results of the polynomial 
decomposition algorithm using Equation 5.2.
To simulate change in phase, a waveform of six cycles of 500 samples per cycle were synthesized 
together with a higher frequency waveform. The frequency difference was such that the 
instantaneous phase difference between the two waveforms was a linear function starting at zero 
phase difference and finishing at -Ht radians at the end of the final sinewave cycle. This is shown 
in Figure 5.12.
6 Cycle Wave • Faster Wave Instantaneous Phase Difference
8000 3.50
6000 3.00
4000 2.50
« 2000
2.00I^ -2000 1.50
1.00-4000
0.50-6000
-8000 0.00
1500 2000500 1000 2500 30000
S am ple  N um ber
Figure 5.12, Two sinewaves of different frequencies with a linear instantaneous phase difference.
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Both methods were used to analyse the higher frequency waveform. The polynomial 
decomposition method was configured to carry out a single 5“* order decomposition using the 
fundamental period of the six cycle waveform. The STFT was configured using six single cycle 
windows corresponding to the six cycle waveform periods. The phase results of the two methods 
together with the theoretical phase difference are shown in Figure 5.13.
3.50
3.00
2.50
2.00
1.50
—  STFT
—  POLY 
Theoretical P h ase
1.00
0.50
0.00
1500 
Sample Number
2000 2500500 1000 3000
Figure 5.13, Results of the polynomial decomposition method and the STFT used to analyse the
instantaneous phase difference as shown in Figure 5.12.
The theoretical phase difference and the results from the polynomial decomposition method are 
indistinguishable on the scale used in Figure 5.12. The STFT results give a stepped result 
associated with the window width.
The root sum square deviations of the results of the transforms from theoretical phase difference 
are given in Table 5.10
T ransform
RMS Deviation 
(radians)
Polynomial Decomposition 0.001 2
STFT 0.108 8
Table 5.10, RMS deviations of results shown in Figure 5.13 from the theoretical phase difference.
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5.9 Phase results for polynomial decomposition analysis using m ultiple 
sections compared to the STFT.
A further test is given using the results from the test signal given in Section 5.7. This test signal is 
made up of harmonics which are modulated by signals with fluctuating cosine and sine parts as 
described in Chapter 4, Equation 4.1.
The STFT and the polynomial decomposition analysis were configured in the same way as in 
Section 5.7. The phase results from the polynomial decomposition were obtained from the cosine 
and sine parts using Equation 5.2. Results for the phases of the fundamental component and 
harmonics 2 and 3 are given in Figure 5.14.
It can be seen from Figure 5.14, that the polynomial decomposition result is visually identical to 
the phase of the modulators.
The STFT results broadly follow the modulators and show the piece-wise behaviour seen in the 
magnitude results (Figure 5.11) associated with the STFT window width. The results for 
Harmonic 2 show some bias from the modulator value. This is caused by spectral leakage from 
the neighbouring harmonics affecting the phase result. The result at harmonic 4, where there is no 
harmonic in the test signal, is due solely to spectral leakage and the phase of this result is erratic.
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5.10 Comparison of different smoothing methods using a modulated 
single tone test signal with noise
In Chapter 4, two methods of smoothing, least squares and splines were presented. These 
methods are used to provide continuity between the sections which result from the polynomial 
decomposition of multiple sections. This section examines the performance of these two methods 
compared to the un-smoothed polynomial decomposition results and the STFT.
A test signal was synthesized such that it included several points o f inflection. A sinewave of 
frequency a>m multiplied by a decaying exponential with time constant x as given by Equation 5.7 
was chosen as a modulation signal. The modulation signal was applied to a higher frequency 
“carrier” sinewave of frequency coc. No harmonics were used in this test.
x{t)=  sin(^y„0 e ^ sin(6U/) (5.7)
The signal was sampled at 128 samples per carrier cycle. The ratio coci cOm was set to 16. Time 
constant r was set to 8 times the carrier period. The test signal contains 3 840 samples which 
gives 30 carrier cycles. The modulator and the test signal are shown in Figure 5.15.
o■a
3
2
1
0
1
 Modulator
 Signal
2
3
2000 25000 500 1000 1500 3000 3500 4000
Sample Number
Figure 5.15, Exponential Decaying Sinewave Modulator Test Signal Used in Section 5.10.
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Gaussian noise with mean value of zero and a standard deviation of 0.2 amplitude units was added 
to the test signal using Equation 5.8. This gives a ratio of r.m.s. noise to r.m.s. signal of 
approximately 30 %,
x{ t)=  [sin(û;,„?) e sm(ty/)j+ Gaussian(0.2) (5.8)
Five test signals were formed using this method.
Analysis of the five noisy signals were carried out using the following methods:
i. STFT, window width of one carrier cycle, 30 windows.
ii. Polynomial decomposition, 2"  ^order, 10 sections.
iii. Polynomial decomposition smoothed using the least squares method with an S"'order 
polynomial.
iv. Polynomial decomposition smoothed with the quintic spline method.
A typical set of results of these analyses are shown in Figure 5.16. Quantitative analysis was 
carried out on the five noisy signals. The average r.m.s. departures of the results of the various 
analysis methods, from the modulator used in the signal is given in Table 5.11. The estimated 
error in the mean (EEM) is given in brackets.
Method RMS Error From Modulator (% of value)
STFT 12.0 (±0.0)
Polynomial Decomposition 3.0 (± 0.4)
Quintic Spline 4.4 (± 0.4)
Least Squares (8th Order) 1.7 (±0.2)
Table 5.11, Average of the analysis of five noisy signals using different analysis methods, estimated
error in mean given in brackets
It can be seen in Figure 5.16 that the polynomial decomposition analysis results have 
discontinuities at the ends of each section. It should be noted that these discontinuities are well 
within the noise envelope which has been superimposed on the applied modulation signal.
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The smoothing methods proposed in Section 4.3 are used to post-process these results in an 
attempt to bring continuity between the multiple sections. The results in Figure 5.16 show that 
both methods have resulted in smooth functions free of discontinuities and given the relatively 
high level of noise, it is worthy of note that both results are visually similar to the original 
modulator prior to the application of the noise.
The spline method shows some spurious oscillation between about sample 2 500 and the end of 
the sequence. This is accounted for by underlying discontinues in the polynomial decomposition 
results which the spline has used as its basis of fit. At this point of the signal where the signal 
amplitude is low and the signal to noise ratio is at its smallest, the noise has visibly disturbed the 
results. This is probably the main contribution to the RMS error percentage given in Table 5.11, 
which shows a worse result than the raw polynomial decomposition method.
The least squares results are noteworthy; the results follow the modulator particularly well. It 
should be noted that a high order smoothing was necessary to account for the number of points of 
inflection in the signal. Should the modulator have any higher frequency features, these would be 
smoothed-out by this method causing the errors to increase. Furthermore, if the modulation 
frequency was higher such that there were more points of inflection, the order would be 
insufficient, again causing error to increase. Under these conditions the spline method is better 
suited to the analysis of long sequences, whereas accurate analysis of selected sections can be 
made with the least squares method.
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5.11 Noisy harmonic signal comparisons
In this Section, noise was added to the test signal shown in Figure 5.10 as used Section 5.7. The 
added noise was produced using the same noise generator as described in Section 5.8 with the 
standard deviation of the noise set to 0.6 amplitude units. This gives a ratio o f r.m.s. noise to 
r.m.s. signal of approximately 30 %. The resulting test sequence is shown in Figure 5.17.
-6
0 500 1000 1500 2000 2500 3000 3500 4000
Sample Number
Figure 5.17, polynomial modulated test signal (Figure 5.10) with added noise.
The STFT and the polynomial decomposition method were used to analyse noisy test signals 
typical o f that given in Figure 5.17. Both methods were configured in exactly the same way as 
used in the previous example in Section 5.7. From the results given in Section 5.8, it was seen 
that the least squares method gave the most accurate results and as such, it is selected for these 
tests. As in Section 5.7, where this signal (without noise) was used, a 6“* order least squares fusion 
of the sections resulting from the polynomial decomposition method, was used.
Typical results of the analysis are compared up to the 4“* harmonic, are given in Figure 5.18. 
When this signal was used without noise, the results shown in Figure 5.11 were visually identical 
to the modulators. In this case with noise added, it can be seen that the polynomial decomposition 
method no longer perfectly follows the modulators. It is interesting to note that the worst errors 
occur at the start and ends o f the sequence. At these points the least squares smoothing has no 
adjacent segment to influence result making the result more prone
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to errors due to noise. It may be possible to modify the algorithm to take into account these end 
effects.
The STFT results are also affected by the added noise. It may be possible to improve the results 
by using larger window sizes thus reducing the time resolution. This would introduce more 
averaging within each window and counter the noise effect somewhat, at the expense of increased 
errors due to increased window step lengths.
A quantitative analysis of the errors of the STFT and the polynomial decomposition methods are 
given in Table 5.12 and Table 5.13 respectively. These figures are obtained from the mean 
analysis results of five different noisy test sequences. The estimated error in the mean (EEM) is 
given in brackets.
Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
H1 3.8 (± 0.2) 4.4 (± 0.3)
H2 7.3 (±0.4) 4.0 (± 0.2)
H3 8.3 (± 0.5) 3.7 (± 0.2)
H4 - 5.4 (± 0.2)
Table 5.12, Mean STFT errors from the analysis of five polynomial modulated harmonic test signals
with added noise, EEM given in brackets.
Harmonic RMS Errors from Harmonic Modulators
% of Value % of Composite
H1 2.1 (±0.2) 2.4 (± 0.2)
H2 3.1 (±0.3) 1.7 (±0.2)
H3 5.0 (± 0.7) 2.2 (± 0.3)
H4 - 3.5 (± 0.4)
Table 5.13, Mean polynomial decomposition errors from the analysis of five polynomial modulated 
harmonic test signals with added noise, EEM given in brackets.
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5.12 Electric train data
The data shown in Figure 5.19 was taken from measurements of the current drawn from an 
electric train. The train was supplied from a high voltage feed from the national grid. The current 
was measured using a data logger on the train at a sampling rate such that there are nominally 
500 samples per 50 Hz cycle. The purpose of these measurements was to investigate performance 
of the train and the supply network interaction.
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Figure 5.19, Electric train data used in Section 5.12.
It should be noted that the measurements were made in a relatively noisy environment with 
possible noise sources including signalling, variations caused by the pantograph pick-up and 
coupled 50 Hz fields. Further, the fundamental frequency is subject to the usual national grid 
variation of about 50 ± 0.2 Hz.
Most of the data available showed the current quiescent in nature. A section of data is 30 cycles in 
length and was chosen where the current was increasing, probably due to an incline in the track. 
The data was analysed using both the STFT and the polynomial decomposition method.
The STFT was configured for window widths of one fundamental cycle. A section of data 
30 cycles in length was analysed using the STFT using 30 windows.
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5.12.1 Using least squares smoothing to join the polynomial sections
The polynomial decomposition method used 10 second-order sections to cover the same 30 cycles 
of data. Least squares smoothing was used on the results using a 9^ '’ order polynomial. The high 
order was necessary to follow some of the many points on inflection in the modulation of the 
harmonics. Figure 5.20 shows the results for the fundamental and first three odd harmonics. The 
even harmonics are small in magnitude and are of little interest in this case.
It can be seen that the fundamental component is dominant and shows an increasing trend as the 
motor load is increased. The harmonic behaviour is more interesting, with each of the harmonics 
modulated in different ways. The physical mechanisms for this modulation behaviour are 
unknown and beyond the scope of this work.
The STFT results show eiTatic behaviour consistent with Figure 5.18 when noise was introduced 
to the simulation signals. The polynomial decomposition results broadly follow the STFT results, 
but miss some of the perturbations shown by the STFT. These perturbations may result from 
noise, or could be fine detail in the current drawn from the train.
The polynomial decomposition result for fundamental component (HI), shows little perturbation, 
reflecting the general build-up of current seen in the signal (Figure 5.19). The results represent a 
smooth function which closely follows the piecewise STFT result in much the same way as was 
seen in the earlier simulation. For this case where the signal to noise ratio is at its highest and the 
modulation function is of low order, the polynomial decomposition method appears to have 
worked well.
The results for harmonic 7 highlight the short-comings of the least squares processing technique; 
in this case the magnitude of the current is relatively small a more influenced by noise than the 
other harmonics shown. The STFT data shows a clear “dip” towards zero current at 0.28 seconds, 
the smoothed polynomial however does not follow this fully and the least squares smoothing 
limits excursion to a less pronounced dip. The same effect can be also seen in the third harmonic 
(H3) results.
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The problem can be overcome to some extent by the choice of a higher order polynomial, but this 
does highlight a problem with the least squares approach that higher order polynomials are 
required to follow multiple points of inflection in data. In general, this problem increases as data 
sequences get longer and the number of points of inflection increases. This can be overcome by 
the breaking of long sequences into further sections if multiple points of inflection are present.
5.12.2 Using the spline method to join the polynomial sections
An alternative method is to use a spline method to join the polynomial sections. This was 
discussed in Chapter 4, Section 4.3.3. The spline method gives continuity between the 
polynomial sections, but is not limited by an upper polynomial order preventing the following of 
multiple points of inflection in long sequences.
Figure 5.21 shows analysis of this data using 2"  ^order polynomial decomposition sections. A 
quintic spline method as described in Section 4.3.3 is used to join the polynomial sections. In this 
case, the results follow the “dip” at 0.28 seconds. The fundamental (HI) result also shows a more 
pronounced variation about the features shown in the STFT. For example, comparing the results 
in Figure 5.20 and Figure 5.21 at 0.4 seconds, it can be seen that the spline confirms the features 
shown be the STFT, which were smoothed-out in the least squares case.
The results for the 3^*^ harmonic (H3) also show more features than the least squares smoothed 
case, this is particularly evident around the peak between 0.4 and 0.5 seconds. In the least squares 
case the result seems to lag behind the STFT result, in a manner similar to that is observed with a 
low-pass filter response and some of the detail is again smoothed-out. The spline result produces 
more detail without the apparent lag.
The 5“' harmonics (H5) results are interesting, in that the spline result shows perturbations in the 
relatively flat section of the modulator between 0 and 0.3 seconds, whereas the STFT result has a 
lower level of variation. As this is real data it is not possible to say which result is correct (if 
either). It is possible that the variation is due to noise on the data. The STFT averages this noise 
over its window sections tending to reduce it. The averaging that results from the least squares
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method in Figure 5.20 is more extreme, leaving a trend line through the perturbations. The spline 
result shows the most features, but these could be erroneous excursions within the noise envelope.
The harmonic (H7) result in Figure 5.21, further emphasizes the possible noise envelope effect 
on the spline results either side of the “dip”. In this case the current is relatively low and the 
effect of noise can be seen to its greatest effect. The apparent oscillations shown by the spline 
result could either be caused by a natural oscillation within the train harmonic current, or by the 
response of the analysis within the noise envelope.
5.12.3 Electric train data analysis summary
The electric train data has been captured in order to investigate the interaction between the train 
and the network at various points along the track. In some cases detailed diagnostic data is of 
interest to those running the system. Analysis may require the determination of the impedance 
and power characteristics.
Analysis carried out using STFT analysis produces a good overall picture of the modulation of the 
harmonics although as has been shown in the simulations given in this Chapter, the method can 
produce significant errors due to spectral leakage. When calculating system parameters such as 
impedance, the STFT amplitude and phase errors can give to some misleading results. In the case 
of real data it is not possible to determine whether the polynomial decomposition results are an 
improvement, but this can be can be inferred by simulations of similar signals.
At particular points of interest on the track such as the localities of the high voltage feeds, the use 
of the polynomial decomposition method to give potentially more accurate analysis of the 
performance of the circuit could be of use to the system engineers.
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5.13 Chapter conclusions
The simulated results presented are useful in assessing the performance of the transforms because 
the harmonic modulation functions are known and the performance of the STFT and the 
polynomial decomposition method can be compared to a desired result.
The results for the polynomial modulator and sinewave modulator show that the polynomial 
decomposition result gives an accurate representation of the individual harmonic modulators. For 
sinewave modulation, the per-unit deviation from the applied modulators is at least an order of 
magnitude better than those obtained using the STFT (Table 5.4 and Table 5.5). For polynomial 
modulation, the transform reproduces the modulators to within a few hundred parts per million 
(Table 5.3) compared to 26.9 % for the STFT (Table 5.2). The transform is primary designed for 
use in the calibration laboratory and the impressive accuracy performance shown here is most 
important to this work.
The performance of the polynomial decomposition method in finding the phase is equally 
impressive. In a test using two sinewaves with varying phase difference, the results showed RMS 
deviations from the theoretical phase values of two orders of magnitude less than the STFT.
For longer sequences of data, it is necessary to use multiple sections formed by individual 
polynomial decompositions to analyse the data. In order to give continuity to this data a least 
squares technique is used to “fuse” the section coefficients to give an overall modulation function 
for each harmonic. For a case where test signal harmonic modulators were of lower polynomial 
orders than those used by the least squares method, the multiple segment analysis showed 
impressive results for this method, when compared to the STFT (Table 5.8 and Table 5.9). As 
shown in Section 5.9, the use of multiple sections can also be applied to the determination of the 
phase modulation of the harmonics. Once again the results show considerable accuracy 
improvement when compared to the STFT.
When noise is introduced to the simulation signals, the performance of the polynomial 
decomposition method degrades. The noise envelope causes a deviation of the resulting 
decomposed modulator compared to the actual modulator. Table 5.12 and Table 5.13 give the
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results for a noisy test signal; under these conditions the polynomial decomposition method is 
approximately a factor of 2 better than the STFT at reproducing the underlying modulators.
A longer sequence of data obtained from an electric train was analysed using the transform. This 
data gives particularly interesting results in that the harmonic modulators are all different and the 
signal has a high level of noise. The signal at harmonic 7 (H7) (Figure 5.20) highlights the 
shortcomings of the decomposition method when used to analyse longer sequences which are of a 
higher order than the least squares polynomial used in the analysis. Results shown in Figure 5.21 
use a spline method to get over this problem to some extent.
The choice of analysis strategy is dependant on the features in the data of interest and the number 
of points of inflection in the data. For short sections of data (up to 10 cycles in length), the 
polynomial decomposition method with least squares smoothing is a good compromise between 
smoothing of the noise and feature detection. Simulations in Section 5.10 showed that this 
method gave more accurate representations of the harmonic modulators than the STFT.
With longer sequences it is more likely that the general pattern of the modulator is of interest, 
rather than accurate detail. To obtain the general pattern, the STFT or the polynomial 
decomposition method with splines can be used. Accurate detail can be found by selecting the 
sections of interest and examining them with the polynomial decomposition method.
Least squares smoothing or spline methods can of course be applied to the STFT results to give a 
smooth representation of the modulators. Whilst this could be of use and could improve the 
results for the STFT, the individual window results are an average of the data over the given time 
resolution which will in general loose some detail regarding the nature of the modulator. This is 
illustrated in Figure 5.3, it can be seen that the application of a least square or spline fit to the 
STFT data would not reproduce the “notch” in the data that has been found using the polynomial 
method.
This Chapter has presented comparisons between the polynomial decomposition method and the 
STFT. The results highlight the strength of the polynomial decomposition method under certain 
conditions, for the highly accurate determination of individual harmonic modulators. As this
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transform is designed for the use in the calibration laboratory, these properties are very desirable 
and it is reasonable to conclude that the transform is most valuable for this work.
The performance of the transform on industrial data obtained for longer sequences in noisy 
environments is not so impressive; never-the-less given some prior knowledge of the signal 
(perhaps obtained by the STFT or the method with splines), the technique could be used with an 
accuracy advantage to examine short sequences of data in detail.
There are number possible diagnostic applications such a mechanical system [49] or 
bio-medical [50] waveform analysis where waveform aberrations can indicate underling faults. It 
is possible that the accurate demodulation of the detail of such waveforms could be of use in these 
fields.
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Chapter 6
6 Application of the polynomial decomposition method 
to the calibration of EN61000-3-2 fluctuating 
harmonic analysers
6.1 Introduction
Chapter 2 discussed the motivation for current harmonic measurements and described the 
analysers that are used to make these measurements. The importance of calibration to the 
regulation of harmonic emission was discussed and a new calibration system and its use for steady 
state current harmonic calibrations was presented. This Chapter describes the application of the 
polynomial decomposition method to the calibration of harmonic analyser equipment under 
fluctuating conditions.
In Section 6.2, a functional description of these analysers is given outlining the algorithms used. 
The use of the analysers for the assessment of the harmonic emissions of electrical appliances is 
discussed.
As these analysers are used as part of a regulatory regime, the required confidence in the reported 
results implies the need to calibrate these devices. Prior to this work, no facilities existed to 
calibrate these devices under fluctuating harmonic conditions. In Section 6.3, a discussion is given 
of the requirements and methodology for the calibration of these analysers.
The algorithms used in these analysers are based on STFTs. The results of the STFTs are 
individually applied to low pass filters and the maximum and average values of the outputs are 
reported by the analyser.
In testing an electrical appliance, the maximum and average results from the analyser are 
compared with the respective limits in the standards in order to determine whether the appliance 
complies with the standard. To calibrate the analyser, a class of signals which gives rise to both 
the maximum and average limit values, is developed in Section 6.6.
The performance of the harmonic analyser when measuring fluctuating harmonics is investigated. 
It is shown that for a given applied signal, analysis with these devices can give rise to variation in 
results as a function of the phase between the signal and the analysis windows. A discussion and
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examples of the result distribution, due to variable phase (RDVP) are given in Section 6.4. The 
RDVP complicates the calibration process due to the spread of results when testing the device.
In Section 6.5, a method is presented to find the RDVP for an applied signal. This uses the 
polynomial decomposition method to find the modulation functions of each harmonic in the 
applied calibration signal. A method that breaks the modulators into sections of the size of the 
STFT windows is given. It is shown that the mean of these sections approximates to the STFT 
results and these can be used to give a smoothed RDVP, suitable for use in the calibration of an 
analyser.
Having found the RDVP for an applied signal, it is necessary to fit the results of the analyser 
under test to the distribution. The random nature of the phase makes the systematic comparison 
of the theoretical and measured distributions difficult to achieve. A novel method that uses 
multiple phase-shifted modulated harmonics is presented in Section 6.7. By comparing the results 
of the analyser under test to the distributions of each of a set of phase-shifted harmonics, a best-fit 
phase shift can be determined and the required calibration comparison made.
Various analyser error mechanisms are discussed in Section 6.7 and the analysis of these cases 
using the developed methods is presented.
6.2 A description of a harm onic analyser as defined in IEC61000-4-7
International standard IEC61000-4-7 [6] defines algorithms to be used to construct a harmonic 
analyser suitable for the measurement of power frequency current harmonics. The normative 
reference to this standard as far as harmonic emission assessment is concerned, is given' in 
international standard EN61000-3-2 [5].
As already described in Chapter 2, electrical equipment often has complicated duty cycles and in 
general, the nature of the load presented and the resulting current cannot be assumed to be steady 
state. In many cases, the load is non-linear, for example, it will contain a power supply unit 
which uses a rectifier circuit of some kind. In general, the current drawn will contain harmonics 
which are of a fluctuating nature.
The IEC61000-4-7 attempts a broad definition for harmonic analysers and as a result is not as 
explicit as may be hoped for in a standard that defines the instrumentation that underpins a
' “The requirements of measuring equipment are defined in lEC 61000-4-7”, Annex B, EN61000-3-2, 
Amendment I, 2001.
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regulatory regime. This section looks at the wording of the standard that is most relevant to 
emissions tests with a view to devising calibration methods appropriate to these instruments.
The algorithm defined in IEC61000-4-7 uses a STFT method to measure harmonics. The detail of 
the method is loosely defined allowing different window shapes and sizes. The standard classifies 
harmonic fluctuation levels as;
1 ) Quasi-stationary (section 7.1.1 of IEC61000-4-7)
2) Fluctuating and rapidly changing (section 7.1.2 of IEC61000-4-7).
Different recommendations of window configuration are given for each classification. As far as 
an instrument manufacturer is concerned, the instrument must be able to cope with the fluctuation 
conditions experienced in all applications and the latter of the classifications is generally 
considered as relevant. Indeed the opening sentence of the section regarding fluctuating and 
rapidly changing harmonics refers to emission tests', which is the motivation for the calibrations 
described in this Chapter.
The section in IEC61000-4-7 referring to fluctuating and rapidly changing harmonics specifies 
rectangular or Hanning shape windows. For a rectangular window, the width is specified as 
16 times the fundamental period. It is also specified that there should be no gaps or overlaps 
between the rectangular windows. For Hanning windows, the standard prescribes a “half by h a lf’ 
overlap of the windows with a width of 0.4 to 0.5 seconds.
The writing of the standard provides for flexibility as well as misinterpretation and ambiguity in 
the making of these instruments. Unfortunately, all of these factors lead to a variety of 
instillments which can give rise to a range of results if different instruments are used to measure 
the same fluctuating signal. Examples later in this Chapter will highlight these problems.'
The issue of interharmonics is also poorly dealt with by the standard. In making a measurement 
with windows a number of fundamental cycles in width, interharmonics will be present in the 
results of the DPT. In practice, interharmonics can either be ignored, reporting only the lines 
which correspond to the harmonics of the power frequency, or they can be added to the adjacent 
harmonic by root sum of squares. The standard is not explicit on which method to use but implies
' “Fluctuating and rapidly changing harmonics ought to be measured continuously especially in emission- 
tests”, IBC61000-4-7.
6-3
Chapter 6 . Application to Fluctuating Harmonic Analyser Calibration
the former'. This statement also implies the use of rectangular windows despite the apparent 
flexibility given elsewhere in the same document.
The standard is explicit about the use of the FT outputs for the evaluation against limits. For a 
given harmonic value, each window output is smoothed using a low pass filter with a time 
constant of 1.5 seconds. The filtered values are then compared to the limits.
The algorithm using 16 fundamental cycle rectangular windows is shown in Figure 6.1. For 
brevity, this algorithm will subsequently be referred to as the ‘TEC algorithm”.
Software
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Figure 6.1, Algorithm for 1EC61000-4-7 harmonic analyser using 16 fundamental cycle width 
rectangular windows.
The test time depends on the nature of the currents drawn by the appliance. Appliances that have 
long fluctuations cycles in the current or have complex operation cycles, will require longer test 
times. In other cases where the equipment has a defined cycle time, it is desirable to ensure that
' “In view  o f  the general aim (measurement o f  harmonics o f  the supply), an option to measure only those  
40 lines which correspond to the harmonics orders n = 1 ...4 0  could be included as the full resolution w ill 
only be required when dealing with interharmonics. A direct calculation o f  these 40 lines only, according to 
the definition o f  the Fourier series can be considered appropriate. In this case, synchronous sam pling and a 
rectangular window shall be used.”. Page 31, IEC 61000-4-7.
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the test time is a multiple of the cycle time. In all cases, EN61000-3-2' requires that the test time 
is sufficient that successive tests on a given appliance repeat within ± 5 %.
The arithmetic average over the test time for each harmonic is calculated from the output of each 
filter in Figure 6.1 and the maximum value for each harmonic over the test time is found. The 
maximum and average values of each harmonic are then compared with the current limits" for 
each harmonic as defined in EN61000-3-2 standard for the given class of equipment. This is 
shown schematically in Figure 6.2. The limits for the maximum values are 1.5 times those given 
in the standard which apply to the average values.
Test Time IE C 6100-3-2 
LimitSampled
Current
Input FailAverage
Detect
▼ PassOutputAnalyser
Algorithm Harm onicOutput IEC6100-3-2 
Limit X 1.5
FailM axim um
Detect
▼ PassOutput
Figure 6.2, Average and maximum harmonic current limit assessment
In some case “stray” odd high-order harmonics can exceed the relatively low limits specified for 
these higher frequency components. To prevent these exceptional cases from causing the 
appliance from failing the test, a special clause relaxes the average value limit for individual odd 
harmonics above the 21** harmonic. This limit is increased to 150 %, provided the total r.m.s. 
current for all the odd harmonics at 21 and above, is less than the total r.m.s. current for the limits. 
The maximum value limits are unchanged.
' Section 6.2.4, “Test Observation Period”, E N 6 1000-3-2, Amendment 1, 2001. 
“ Section 6.2.3.3, “Application o f  Lim its”, E N 6 1000-3-2, Amendment 1, 2001.
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In calibrating the instrument, the primary objective is to find the errors in the two output values 
marked in Figure 6.2. It is also important to verify the correct operation of the pass/fail 
classification.
6.3 A discussion of the calibration of IEC61000-4-7 analysers
As discussed in Section 6.2 of this Chapter, IEC61000-4-7 provides for flexibility and 
misinterpretation, which in-tum, for certain signals, can lead to a range of possible results 
according to the chosen interpretation of the standard.
This range of results makes the calibration of such instruments a difficult prospect. It is first 
necessary to generate a suitable calibration signal with known properties. This calibration signal 
is then be applied to the analyser under test. Definition of measurement conditions is a 
fundamental principle of metrology [51]. For good definition, the method of measurement must 
be accurate (relative to the accuracy requirement of the analyser under test) and repeatable.
The definition of the applied signal is important because it may contain artefacts which are 
important in some signals and not in others, for example a mains beat or other spurious 
modulation signals may be averaged-out in some measurements, but cause errors in others. The 
application of independent measurement and analysis ultimately leads to confidence and 
definition of the signal, thus avoiding such pitfalls. Having achieved correct definition, the 
interpretation of the results from the analyser under test can proceed.
The polynomial decomposition algorithm developed in Chapter 4, is suitable for analysis and 
definition of the signals used to calibrate these analysers. As seen in Chapter 5, the polynomial 
decomposition method accurately decomposes the applied fluctuating harmonic signals into the 
modulating functions. Having accurately found these modulators the applied signal is defined.
It is then necessary to consider the effect of the lEC algorithm (and variations or miss- 
interpretations thereof) such that the results from the analyser under test can be compared for 
calibration purposes.
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Figure 6.3, Calibration of a harmonic analyser.
A block diagram showing the method of calibration of an analyser under test is shown in 
Figure 6.3. The generated test signal current consists o f a mix of amplitude modulated harmonics. 
The test signal is sampled using a characterised ADC as described in Chapter 2. Analysis is 
carried out using the polynomial decomposition method in order to determine the applied 
modulation functions. At this stage, correction feedback can be applied if required. Having used 
stable signals and an accurate analysis algorithm, the test signal is defined at the output of the 
analysis block. In order to compare the calibration signal with the analyser under test, the defined 
signal must be represented in terms of the algorithm used by the analyser under test. As discussed 
in Section 6.2, this algorithm can be different depending on the flexibility and interpretation of the 
IEC61000-4-7 standard. In addition, as will be discussed in the next section, the algorithm used 
by the analyser under test, in general gives rise to a variation of possible results making the error 
comparison shown in Figure 6.3, a non-trivial process.
6.4 The variation of results inherent in the IEC61000-4-7 harmonic 
analyser algorithm, under fluctuating harmonic conditions.
If a signal containing fluctuating harmonics is applied to an analyser constructed using the 
algorithm shown in Figure 6.1, in general the “average” and “maximum” results observed from 
Figure 6.2 will contain relatively large variations between tests. This lack of repeatability is 
greater than would normally be expected from system noise. In this Section, it will be shown that
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even with a perfect analyser, in a system with no noise, in general there will be relatively poor 
repeatability at the analyser “average” and “maximum” outputs.
This variation in the results at the outputs is inherent in the algorithm. This variation arises from 
the lack of synchronization between the analyser algorithm STFT windows and the signal that 
amplitude modulates the harmonics. For example, consider a photocopier; as the copy head scans 
the page, the electric motor and bulb draw current from the mains for a few seconds. At the end 
of the page, the head returns to the beginning of the page and waits for the next sheet feed. This 
operation gives rise to a repetitive cycle which is initiated at a random time. If the photocopier 
current were analysed by an IEC61000-4-7 harmonic analyser as is required under European 
regulation, the windows used by the analyser would in general be arbitrarily positioned in time 
relative to the current modulation caused by the photocopier. Consequently, the results of the 
harmonic analysis would differ between tests, as there is no synchronization between the 
appliance duty cycle and the STFT windows.
To investigate this phenomenon further, a simulation of the IEC61000-4-7 analyser algorithm as 
shown in Figure 6.1 was used. This simulator was built in to the same program used for 
polynomial decomposition simulation work described in Chapter 4. The program also generates 
the data and signals for these tests. The simulator can be used on real data or synthesised data and 
the same data can be analysed using the polynomial decomposition method.
In order to produce stable results it is necessary to ensure that the 1.5 second filter has charged 
sufficiently prior to analysis. This implies cycling the results through the device a number of 
times. To do this, pseudo non-stationary modulation signals were used.
The simulator is set up to cycle the data through a number of times before starting the process of 
assessing the maximum and average result outputs from the filter. This is achieved by ensuring 
that the modulation period is such that an integer number of 16-cycle windows fit exactly into a 
single modulation cycle.
For example, given a window width of 16 mains cycles, i.e. 0.32 seconds, the modulation cycle 
time should be n x 0.32, where n is an integer. For example, if 2 seconds modulation period is 
required, the nearest window width that can be achieved is 6 cycles or 1.92 seconds.
It is not clear what real analysers do about pre-charging of the filter. From tests carried out on 
analysers, some devices do pre-charge by exposing the filters to DFT results before starting 
recording, conversely other devices start with uncharged filters. It will be necessary to run the 
simulation for the required test time without pre-charging, in order to calibrate devices of this 
nature.
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The result of the analysis using the analyser algorithm depends on the relative phase o f the 
windows used in the STFT and the modulation function. This gives rise to a distribution of 
results as the phase is varied. To determine the nature of this distribution, the simulator makes 
repeat analyses, shifting the phase of the windows relative to the signal. This distribution analysis 
is computationally intensive and can take considerable time to complete.
6.4.1 Example of a polynomial modulated third harmonic
The third harmonic of a test waveform was modulated using the repetitive function shown in 
Figure 6.4. This function is similar to that used to modulate the third harmonic in the tests carried 
out in Chapter 5, Section 5.3. The fundamental component was not modulated. The amplitude is 
normalised to the amplitude of the fundamental modulator.
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Figure 6.4, polynomial modulator used in Section 6.4.1.
The waveform was analysed using the analyser STFT simulation. The simulator was configured 
for 16 cycles length windows (16 x 500 samples). The interharmonics were not used. The 
number o f windows were selected to exactly fill the modulation periods, e.g. 6 windows were 
used for the 1.92 second modulation period.
In order to assess the variation in the analyser results with relative phase of the signal and the 
windows, the distribution was set up for 90 shifts with steps of 100. This gives 9 000 samples 
width for the distribution; wider than the (16 x 500 = 8 000) width of the STFT windows.
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The stability of the results was assessed for different pre-charge times and it was found that 
10 pre-charge cycles were sufficient for this modulation function. The number of times that the 
modulation cycle was applied to the filter once charged was also set to 10.
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Figure 6.5, ‘‘maximum*’ value RDVP for a polynomial modulated harmonic.
The resulting distribution of the “maximum” results is shown in Figure 6.5. The figure shows 
results for different modulating function repeat periods. The modulation function repeat periods 
are such that an integer number o f 16 cycle STFT windows is included in the repeat time. The 
7.68 second result gives the largest variation in amplitude values because the 1.5 second low pass 
filter has a longer time to charge than in the shorter repeat periods. Each result in Figure 6.5 is 
normalised to the 7.68 second result.
It can be seen from Figure 6.5 that each different result varies with the sample shift. Sample shift 
refers to the phase of the STFT windows relative to the modulation signal. It can be seen in 
Figure 6.5 that this variation is cyclic over one STFT window width.
The depth of variation is most pronounced at the lower modulation periods; about 15 % peak-to- 
peak for the 1.92 second case.
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Figure 6.6, ^average” value RDVP for a polynomial modulated harmonic.
Figure 6.6 shows the distributions for the “average” results. These are normalised using the same 
value as Figure 6.5, i.e. the peak 7.68 second “maximum” value. An interesting point to note is 
that the maxima of the distribution all have the same value regardless of modulation time.
The most important consequence of these distributions is that there is a significant variation in the 
result of the analyser for the same applied noiseless signal. The variation is a function of the 
relative phase of the analyser windows and the signal. The phase between the signal and the 
windows used by the analyser under test is essentially arbitrary. The phase of a given 
measurement will be at a random point on the x-axis, giving rise to a result anywhere in the 
variation of results bounded by the range of the y-axis values. In order to identify these 
distributions in subsequent discussion they will be called a Result Distribution due to Variable 
Phase (RDVP).
The RDVP has important consequences for measurements using these instruments. The 15 % 
variation in results in the 1.92 s repeat example was obtained using a perfect signal from a perfect 
analyser. This repeatability in the measured results is poor in the context of the overall accuracy 
limit for this instrumentation of 5 %.
The consequences for the calibration of these instruments is perhaps more severe; when carrying- 
out calibration measurements, a “rule of thumb” is often applied which states that the uncertainty 
should be better than the accuracy class by a factor ten to one. Non-repeatability in the results of 
this size implies that this is unlikely to be achievable.
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The following sections sets-out a strategy for calibrating these instmments using methods to 
overcome the problems presented by the RDVP.
6.5 Determ ining the RDVP of an applied signal
The calibration process requires that a standard signal is either generated with known properties or 
with nominal properties and measured using standard equipment. The generation of current 
harmonics is subject to heating effects which lead to drift. In addition, there can be variations in 
the dynamics of the generation equipment when driving loads (the analyser under test) of different 
impedances. These factors mean that the construction of a generator of stable and reproducible 
signals is a difficult task.
For these reasons it is generally preferable to generate a signal of nominally the required form and 
measure it. Corrections and feedback can be applied (as shown in Figure 6.3) to bring the applied 
signal closer to that required. However, the final calibration will be a comparison between the 
reading on the analyser under test and the measured standard signal.
As the applied signal is subject to variation on a measurement-by-measurement basis, the best 
accuracies require that a separate RDVP for the applied signal should be obtained for comparison 
with the corresponding analyser under test result.
Using an STFT to find the RDVP involves repetitive shifting of the windows over the shift axis 
range of the STFT. This process is computationally intensive and is difficult to carry out in real 
time'. This would make use of an adjustment loop impractical due to heating drifts etc., as well as 
being inefficient in terms of time.
Further, it will be shown that the RDVP, in general, contains small oscillations around a general 
trend line. This oscillation complicates the fit of analyser results to the RDVP of the applied 
signal, giving rise to multiple possible values on the plot. This necessitates the smoothing of the 
RDVP to obtain the trend lines.
As has been shown in forgoing Chapters, the polynomial decomposition method is used to find 
the modulating function of the individual harmonics. This section presents a method that uses 
these modulators to find the RDVP of the modulation functions. Using this method, it will be
' Although some algorithmic optimisation may be possible, the RDVP shown in Figure 6.5 took about 
30 minutes to calculate on a 500 MHz PC.
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shown that the trend-line RDVPs for harmonics in an applied signal can be efficiently found for 
comparison with the results of the analyser under test.
6.5.1 Windowing and averaging modulation functions to simulate the STFT.
Having found the individual harmonic modulation functions, there is a requirement to find the 
RDVP for the applied signal. Appling a 1.5 second low pass filter to the modulators will produce 
waveform from which the average and maximum values can be found. This can be carried out 
very efficiently (or analytically). The functions will not have an RDVP associated with them, as 
there are no windows being used. It is however conceivable that the single values correspond to a 
fixed point on the RDVPs for a given function.
As an alternative to this approach the modulators can be split up into sections or windowed with 
the same width as the STFT of interest. The mean value of each section of the modulator within a 
given window can then be found. These values can be applied to a 1.5 second low pass filter and 
the results compared to the analyser under test.
This theory is tested by examining the FT of a function at hanuonic h. Consider a single tone 
modulated by a function m(t) over a time such that there are h cycles of the harmonic:
f i t )  = m(t) sin(/i 0) t  + 0) (6.1)
The phase q> will be arbitrary as in general the windows and the carrier signal do not have a 
selectable phase.
The sine coefficients of the FT of the function are:
I I
a=  ^^ fit).siniho)t)dt -^mit)smih(Ot + 0 )  s\x\ihO)t)dt (6.2)
ç m ^ d t  -  f c o s ( 2  hco t)dt C 0S ((Z > ) + smilho) t)dt sin(0) (6.3)
Lo 2 % 2 L() 2 J
Note that the mean of the modulation function m(t) is given by;
  1
m = ^m{t)dt (6.4)
0
Define:
1
F, = J mit) cosi2hcot)dt (6.5)
0
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£2 -  J m(t) sm(2hcot)dt 
0
a -  y ^ { m -  E^) cos{0) 4- ^  Eg sin((^)
Similarly:
1 1
b -  j  f(t).cos(ho}t)dt =jm(t)sm(hCDt + 0 )cos(hcot)dt
(6.6)
(6.7)
(6 .8)
cos(2 hcû t)dt sin((^) + f 7 ? ^  sin(2 hco t)dt OOS{0) (6.9)L i  2 J 2 J Li 2  J
b -  y ^ ( m  + El) sin(0) + j/^E ^  cos(0)
FFT modulus value is given by:
S = 2-^a(t)^ +  b{t)^ =  j^m^  + - 2 m  E, cos(2(^) + 2 mE^ sin(2(^)
(6.10)
(6 . 11)
For cases where the modulator is a constant value (stationary wave) the E  integrals are both zero, 
and the FT modulus value is the mean value of the modulator, i.e. the constant value. When the 
modulator is a function of time, this gives finite values for the two E  integrals.
The E  integrals can be examined for different functions of time. Consider a ramp modulator:
m(t) = açi+ait  (6.12)
Completing the integrals for integers h:
-1  a.m = a,, +■ 4 /7. 7U (6.13)
it can be seen that error E2 increases for steeper ramps (increasing «/) relative to the frequency of 
the carrier determined by h.
For the example of a second order polynomial: 
m(t) = + a, r + «2
1^ ^2 T-T 1 ^^2m = a „ + -  + -  —  —
For the example of a third order polynomial:
777(0 = «0 +  ^ + 2^ + (Z3
-1  (<2, +<22) 
4/7 Ti:
(6.14)
(6.15)
(6.16)
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— a, ûi, ^m = a. + —  + —  +° 2 3 4
1 (2a .+ 3a ,)
\6h^ 71
3a,
Ah n 32h^7t- (6.17)
Note that the influence of increasing order coefficients on the mean value is reducing as they are 
divided by their order number. The influence of increasing order coefficients on Ej is increasing 
by the multiple of their order number. Notwithstanding the additional term in Equation 6.17, the 
coefficients have equal effect on E2 .
Note the additional term in aj present in the E2 equation for the third order case; this is 
approximately 100 times smaller than the other aj term. Higher order polynomials increase the 
complexity of the additional terms.
These examples show that the assumption that the mean can be used as an approximation to the 
FT result deteriorates with higher order modulators.
This analysis ignores spectral leakage caused at other frequencies (or leakage components present 
at this frequency from the modulation of another harmonic).
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Figure 6.7, A comparison of the RDVP generated using the averaging method to the STFT.
An example of a first order modulator is further investigated. Figure 6.7 shows a comparison of 
the maximum value RDVP generated using an STFT with that generated using the averaging 
method. The signal consists of the fundamental and a sawtooth (0 to 100 %) modulated third 
harmonic with a modulator repeat period of 0.96 seconds. The window width is set to 
16 fundamental cycles (as required by the standard), which gives 3 windows per sawtooth repeat.
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The STFT RDVP is obtained by shifting the window phase relative to the signal, finding the 
STFT results and applying them to the lEC algorithm. In these tests, the distribution of the 
responses of an analyser is required and therefore the applied signal has fixed phase ^ between the 
carrier and modulator for all points on the RDVP.
In terms of Equation 6.11, as the window is moved to different start points on the signal to make 
up the RDVP, the start point of each window moves to different points on the carrier signal and 
the phase (p changes. The phase will carry out a full rotation as the window is shifted through one 
cycle of the harmonic of interest. For the 16 fundamental cycle window in this example, the third 
harmonic will give rise to 48 rotations in making the RDVP measurements over one window 
width. The 2 ^ in the E2 term in Equation 6.11 will then give rise to 96 cycles of oscillation.
The oscillating term can be seen in Figure 6.7 where the lEC Algorithm result can be seen to 
fluctuate about the straight lines obtained by finding the mean value of the modulator. The 
maximum difference between the two distributions is 0.04 %.
The errors between the STFT method and the modulator method are about 100 times smaller than 
the RDVP variation associated with an analyser under test. The RDVP variation would be 
experienced in the use of the analyser under test and a ratio of 100:1 is more than adequate for 
calibration purposes.
In a full measurement the results from a number of windows are used and passed through the low 
pass filter specified in the standard. The complexity of this operation makes the use of an 
analytical approach using the above expressions difficult and impractical. Whilst these analytical 
expressions give a useful insight into the error mechanisms between the methods, the errors are 
more readily assessed by type-testing each calibration waveform and comparing the two methods. 
Although this is very slow to complete', the size of the errors can be assessed once for a given 
modulator and fed into the measurement uncertainties for the test signal.
The oscillatory nature of the RDVP as obtained by the STFT is inconvenient for determination of 
the window shift. For example, given a y-axis value from the analyser under test, it is desirable to 
read the corresponding x-axis sample shift value from the RDVP. If the RDVP contains 
oscillations, there are multiple x-axis values which correspond to the given y-axis value. For 
small oscillations such as those seen in these plots, the natural process would be to average the 
oscillation and estimate a value. Another way of looking at this process is to fit a trend line
' Using a 500 Hz PC, this calculation took about 2 seconds to carry-out using the averaging 
method/Polynomial decomposition compared with over an hour using shifted STFTs
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through the oscillation and read from the line, this process is then exactly as obtained using the 
segment averaging method in Figure 6.7.
6.6 M odulation waveforms that give EN61000-3-2 m aximum and m ean  
lim it conditions simultaneously
Having determined a method of finding the RDVP efficiently, this section considers an important 
property which should be taken in to account in the choice of harmonic modulation function.
EN61000-3-2 defines limits for each harmonic in terms of the peak value of the filtered harmonic 
values and the mean value. The limit for the peak value is 1.5 times the limit for the mean value. 
In order to assess the performance of an analyser at these two limits, two separate tests are 
implied. It is however possible to synthesise a waveform with a modulation function such that the 
filtered peak value and the mean value are both at their respective limits. In order to achieve this, 
the filtered peak to mean ratio (FPMR) of the signal should be 1.5.
Note that finding such modulation functions is not simply a case of fixing the crest factor of the 
modulating function to be the 1.5 difference factor between the two limits. This is because the 
limits refer to the waveform after application of the 1.5 second low pass filter described in 
Section 6.2.
Due to the nature of the waveform generation equipment used in the calibration laboratory, the 
modulation function for a given harmonic will repeat after each cycle of the waveform generator 
memory. The use of the 1.5 second low pass filter causes the FPMR to be a function of this 
repeat rate for the chosen modulation function.
The modulation function type should be chosen such that for a given repeat rate, it is possible to 
vary the FPMR so that it can be set to the required value of 1.5. Some functions are unsuitable for 
this; for example, for a given period, sinewave modulators have a constant value FPMR which is 
not, in general, the desired value. Triangular and sawtooth waves of a given period also have 
constant FPMRs at a given repeat rate.
Whilst it is possible to set the FPMR by varying the period of the modulator, this is generally 
undesirable as selected periods are required for analysis of the DUT (i.e. finding the RDVP results 
with different shifts) as described in section 6.5.
An additional constraint is the performance of the waveform generation equipment. If the FPMR 
requirement is met using a waveform which requires a high crest-factor (peak to RMS) the
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dynamic range of the waveform generation equipment may not be sufficient to give the required 
mean current and maintain the crest-factor.
Given these constraints, it is conceivable that a rigorous waveform design strategy can be devised. 
The complications of windowing and filtering make an analytical approach to finding such 
waveforms inefficient compared with a trial and error approach which has been used to find the 
following example which meets the constraints.
6.6.1 A non-linear sawtooth waveform
A sawtooth waveform of a given period has a fixed FPMR independent of the slope of the ramp, 
i.e. for all repeat rates. Variable FPMR can be achieved by the use of a non-linear ramp. In this 
example, non-linearity is introduced by adding a higher order term to the ramp function e.g.:
/(/)= a , / + fit,/* (6.18)
The FPMR can be adjusted by variation of the as coefficient in Equation 6.18.
Two cycles of a non-linear sawtooth with an FPMR of 1.5 is shown in Figure 6.8. The y-axis is 
normalised to the peak value of the modulator. In this case, the repeat period of the sawtooth is 
4.8 seconds and for an ai coefficient ofI.O the as coefficient is set to 0.17. To maintain 
FPMR = 1.5 at different repeat rates it is necessary to adjust the as coefficient.
Using such a waveform the analyser under test can be assessed for its measurement accuracy at 
both the peak filter value limit and the mean value limit using a single waveform.
•  I  0.8
I I  0.6
0.0
2.4 3.6 4.8
Time (seconds)
7.2 8.4 9.6
Figure 6.8, Two periods of a non-linear sawtooth modulator with an FPMR of 1.5 (one period of 
modulation corresponds to 240 mains frequency (50 Hz) cycles = 4.8 seconds).
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Some RDVPs for the non-linear sawtooth modulator at different repeat rates are given in 
Figure 6.9.
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Figure 6.9, Maximum value RDVPs for the non-linear sawtooth modulator at various repeat periods
(FPMR=1.5).
Results distributions are plotted for different modulator repeat periods. In all cases, the modulator 
shape was adjusted to give an FPMR=1.5. Note that the functions are repetitive over the analyser 
window width as expected. Note that the mean value RDVP for the non-linear sawtooth signal is 
flat, i.e. there is no variation with phase.
6.7 Calibration of harmonic analysers using multiple phase-shifted 
harmonic modulators.
To calibrate an analyser using a given applied signal, it is first necessary to find the RDVP which 
would be expected of a perfect analyser. This involves the sampling of the applied signal and 
determining the RDVP using a model of a perfect analyser as described in the previous section. 
Successive tests on the analyser can then be made, each several minutes long. The results of the 
analyser should then form a distribution, although its determination will be difficult to achieve in 
a systematic fashion, as the relative phase between the windows and the modulation function is 
arbitrary. Having found the analyser results’ distribution, this can be compared to the shape of the 
applied RDVP. This process is very time consuming which, apart from the obvious inefficiencies, 
introduces further measurement problems such as drifts which are prevalent in high current 
circuits.
A method to achieve the aim of covering the RDVP in a controlled fashion is proposed which 
uses a single waveform with multiple modulated harmonics. Each harmonic modulator is given a
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different phase shift such that the x-axis phase shift range of the RDVP is covered by the single 
waveform.
The readings from the analyser under test for each harmonic represent a single x-axis phase shift 
point on each RDVP. This phase shift has a random value, but the relative phase shift with respect 
to the other harmonic modulators is fixed. In this way, the results obtained from the analyser 
under test at each harmonic will each be at a different and relatively fixed phase on the respective 
RDVPs.
This process is illustrated with the non-linear sawtooth signal introduced in Section 6.6.1. If a 
multiple harmonic signal is used in these tests, it is possible to cover the range of phase shifts in 
the RDVP. In this example a signal with a fundamental and harmonics 3,5,7 and 9 is used. The 
fundamental is not modulated and the harmonics are modulated using the non-linear sawtooth 
signal given in Figure 6.8.
The phase shift of the four modulation functions for the 3,5,7 and 9 harmonics is arranged such 
that they equally cover the STFT window width with phase shifts of 0, 0.25, 0.5 and 0.75 per unit 
window width respectively. The resulting composite signal has a phase-shifted maximum value 
RDVP for each harmonic as shown in Figure 6.10. A single measurement on the analyser under 
test will be at a random phase shift on the x-axis which will result in four different values across 
the approximately 6 % spread of possible values implied by the y-axis.
Whilst a single set of harmonic measurements from the analyser has arbitrary phase, the relative 
phase between the harmonics is fixed. By using the results from the harmonics, it should be 
possible to find the absolute phase by fitting the harmonic values to shifted RDVPs.
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S am ple  Shift (per unit of STFT Window Width)
Figure 6.10, RDVPs for each of the four phase-shifted harmonics.
6-20
Chapter 6 . Application to Fluctuating^ Harmonic Analyser Calibration
Starting with the 3"^  ^harmonic result, a given normalised measured value can be identified on the 
y-axis of the distribution. It can be seen from Figure 6.10 that for a given measured (y-axis) 
value, there are two possible corresponding shifts (x-axis) for this distribution (with exception of 
the maximum and minimum cases).
Next consider the result for the next harmonic (in this case the 5"’). In general, this measured 
value will also give two possible corresponding y-axis shift values. In most cases, these values 
together with the 3rd harmonic result will be sufficient to fix the shift on the x-axis of the RDVP. 
This will not be true for measured values which coirespond to the two points where the 3"' and the 
5“‘ harmonic RDVPs cross.
Combining the first two results with the next harmonic (7“^ in this example) gives sufficient 
information to fix the shift on the x-axis of the combined RDVPs. Having fixed the shift, 
subsequent harmonics in the signal can be predicted and the performance of the analyser verified.
An approach is chosen in which the shifts found from all the measured harmonics is averaged. As 
each harmonic, in general, has two possible shifts, a selection from the set of closest matching 
shifts is made and averaged. The averaged shift can then be used with the RDVP for each 
harmonic to find the corresponding best-fit harmonic amplitude. This best fit amplitude is then 
compared to the measured value.
The RDVPs in Figure 6.10 are obtained using the averaging method as described in Section 6.5.1. 
This method gives rise to errors from the actual RDVP which would have been obtained by use of 
the STFT. These errors were discussed in Section 6.5.1. In order to use the RDVP obtained using 
the averaging method it is important to understand the extent of the errors. To do this the RDVPs 
were obtained using STFTs at different shifts and these results are compared to the averaging 
method as shown in Figure 6.11.
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Figure 6.11, Comparison of RDVPs obtained using the averaging method and the STFT.
It can be seen from Figure 6.11 that the STFT results are oscillatory around the averaging method 
results as predicted in Section 6.5.1, The peak-to-peak errors for this signal are less than 
0.3 % of value.
Consider the process of using the RDVP obtained from the STFT to find a shift for a given y-axis 
value. The nature of the oscillation is such that for a given y-axis value, several x-axis values 
would exist. Whilst it may be possible to process the results using multiple values, given the 
maximum error is considerably less than the RDVP variation of the analyser under test, the most 
obvious method of obtaining the y-axis values is to plot a trend line through the oscillations. As 
already discussed, this trend line is effectively obtained by using the averaging method to find the 
RDVPs. Using the trend lines in Figure 6.11, a reading can be obtained and an estimated 
uncertainty ascribed to the value. In this case, it is estimated that a shift value can be obtained to 
± 10  samples.
6-22
___________________________Chapter 6 . Application to Fluctuating Harmonic Analyser Calibration
6.7.1 Accounting for harmonic analyser gain errors
The approach outlined above relies on the correct steady state performance of the harmonic 
analyser being calibrated. If the analyser has a gain error with frequency, higher order harmonics 
will have erroneous amplitude results which will cause errors in the fitting of the results to the 
RDVP model.
One method to overcome this problem is to characterise the analyser under test using steady state 
harmonics. The resulting gains can then be used to correct the fluctuating results prior to fitting 
the RDVP. The problem with this approach is that the dynamic range of the fluctuating signal is 
changing and a choice is needed as to the amplitudes of the steady state test signal which would 
be used to best represent the conditions of the fluctuating signal, such that errors due to analyser 
non-linearities can be minimised.
An alternative method makes use of the mean value RDVP for the analyser for the applied signal. 
As stated in Section 6.6.1, the RDVP for the mean value of the non-linear sawtooth signal used in 
these tests did not vary with shift and the average results from the analyser under test will be 
independent of shift. These values can then be used with the average values found using the 
polynomial decomposition method to find the analyser under test gain enors under fluctuating 
conditions. These gain errors can then be used to correct the analyser under test results such that 
the RDVP fit can be carried out.
For an analyser that gives an average and maximum result for comparison to the limits as 
described in EN61000-3-2, this process is can be described as follows:
Apply the signal to the analyser and the standard sampling equipment and take readings from 
both. Let the filtered polynomial decomposition result for the average value of a given harmonic 
by denoted by P„. The maximum value RDVP R(s), as a function of shift s, is obtained using 
polynomial decomposition as described in Section 6.5. Let the peak value of the applied RDVP be 
given by R(Sm) at shift s,„.
The RDVPs given above (Figure 6,10 etc.) have y-axis values normalised to the peak of the 
distribution such that:
R(s)/R(s,„) <= \ (6.19)
Similarly let the results from the analyser under test be given by D,, and D,„(s) for the average and 
maximum values at a given harmonic respectively. Note that the maximum result from the 
analyser under test is a function of the random shift j  as discussed earlier in this chapter.
Normalise the analyser maximum using the peak value of the distribution of analyser results:
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y(s) = D J s)/D J sJ  (6.20)
In order to test the fit between the applied and measured distributions, it is necessary to remove 
any gain errors in the analyser under test. At the given harmonic h, assume the analyser peak 
value D,„(s,„) is in error from the applied distribution by a gain factor Ki,
DJs„,) = K/, R(s,„) (6.21 )
Assuming Da is independent of the analyser algorithm, find Ku from:
K„ =  D a / P a  (6 .22)
It follows that:
yW = /D J  . (6.23)
If the algorithm used by the analyser is correct, the ratio will give values on the RDVP. If the 
algorithm is incorrect the y(s) values obtained from all the harmonics will not fit the RDVPs.
The purpose of this exercise is to calibrate the analyser under test and to ensure that it meets the 
accuracy limits of EN61000-3-2 under fluctuating conditions. This requires that the gain of the 
analyser at each harmonic, its dynamics and processing algorithms are operating correctly.
In the Equation 6.22, it is assumed that average results can be used to find the gain K/,. Further, it 
is assumed in Equation 6.23 that results can be used to find points on the RDVP and verify the 
operation of the analyser under test.
In order for this method to be valid, these assumptions are tested in the following sections. To 
summarize these findings: the analyser under test average value result is relatively unaffected by 
errors in the analyser time constant or the number of cycles used in the STFT windows. By 
contrast, the maximum value is sensitive to these errors. The dynamics of the analyser under test 
effect both results.
It follows that errors in the gain values (Equation 6.22) indicate problems with instrument 
dynamics which will also be shown up in a poor fit to the RDVP using Equation 6.23. Accurate 
gain values, but a poor fit to the RDVP indicates errors in the time constant or number of 
windows used in the algorithm. Whatever the cause of any problem the aim of the calibration is 
to ensure that the results of the analyser under test are within the accuracy limits of EN61000-3-2 
which will be achieved by a combination of Equations 6.22 and 6.23.
The following examples illustrate these dependencies.
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6.7.2 Results of an accurate analyser
In this section, the performance of an analyser will be assessed using the non-linear sawtooth 
modulation waveform. The required current waveform is generated using the equipment described 
in Chapter 2.
The modulator was applied to harmonics 3,5,7 and 9 with suitable shifts to give the RDVP plots 
as shown in Figure 6.10. The fundamental component was not modulated. The repeat period of 
the modulating waveform was 4.8 seconds which gives 15 STFT windows of 0.32 seconds width.
The amplitudes of the harmonics were chosen to give the Class A limits as defined in the 
international standard [5] and described in Chapter 2. It was shown in Section 6.6.1 that the non­
linear sawtooth modulator is such that both the maximum and average limits can be met with the 
same waveform.
The waveform was applied to the analyser under test and the standard shunt and sampling 
equipment described in Chapter 2. The waveform was sampled at 500 samples per cycle and 
analysis was carried out using the polynomial decomposition method using a 3'‘‘ order 
polynomial. The segment averaging method described in Section 6.5 was used to find the applied 
average and maximum values of the RDVP.
Following the initial application and sampling of the applied signal, the average and maximum 
values were not at the international standard limits for the four harmonics in the signal. Using an 
iterative approach of measurements, analysis with polynomial decomposition and adjustment of 
harmonic signal strength, the average and maximum values were efficiently adjusted to be close 
to the desired limit values.
Having set-up the required test signal the response on the analyser was examined. The analyser 
used in this test reports values of maximum and average as defined in the EN61000-3-2 [5], these 
values are then compared to the allowed limits.
The theory developed in this Chapter predicts that for this signal there should be a distribution of 
maximum values as indicated by the RDVP. The average values should not be subject to 
variation for this signal.
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Figure 6.12, A correctly functioning analyser results plotted on the RDVPs.
Figure 6.12 shows three sets of results from the analyser under test. The y-axis values are 
obtained by using Equation 6.23. For each set, each y-axis value is compared to its RDVP which 
give two possible shift value results for that harmonic. In conjunction with results for other 
harmonics it is possible to identify which of the two results is relevant. The three tests carried out 
on this analyser appear to have occurred such that the STFT window shift with respect to the 
modulation function was at approximately 730, 2 200 and 5 330 respectively.
If the fit were perfect each group of points would lie on a vertical line, it can be seen that this 
analyser has a good fit to the applied RDVP. It is convenient to express these errors as a r.m.s. 
departure from the mean shift which can be used as a “closeness of fit” metric. Let x be a vector 
of shifts found for each of the N  measured harmonics, then the r.m.s. departure from mean shift x 
is given by:
Closeness o f  f i t  = W=l N (6.24)
Having plotted the results, the mean shift can be found and the y-axis values for each harmonic 
can be read off the graph. The departure of these fit values from the measured y-axis values is a 
representation of the accuracy of the analyser under test.
To give a full result, these errors must be recombined with the gain errors for the analyser
obtained from the average values. The results for this analyser are given in Table 6.1. These
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results were obtained from averaging five tests on the analyser and the resulting standard 
deviations (SD) are given. If required these errors can be used to correct the analyser “Average” 
and “Maximum” readings. The closeness of fit metric (Equation 6.24) for this test was 0.6 %.
Harmonic "Average"
Error (%)
SD "Maximum" SD
3 0.01 0.00 0.03 0.10
5 0.03 0.01 0.00 0.04
7 0.04 0.02 0.07 0.10
9 0.07 0.04 0.13 0.10
Table 6.1, Errors of a correctly-functioning analyser under test.
6.7.3 An analyser with gain errors
In this example, the analyser shows a drop-off of gain with frequency. This is a common problem 
with these instruments and can be seen when carrying out a calibration using steady state 
harmonics. It is however, important to test the instrument at the fluctuating limits (see 
Figure 6.2). As mentioned earlier in the Chapter, issues regarding the non-linearity of the 
analyser under test when a signal of changing dynamic range is applied, cannot be properly 
simulated with a steady state test.
Harmonic "Average"
Error in Reported Vaiue(%)
SD Adj.Max. "Maximum" SD
3 0.09 0.00 -0.04 0.05 0.06
5 -1.89 0.00 -0.02 -1.91 0.09
7 -3.90 0.02 -0.06 -3.96 0.14
9 -5.86 0.01 -0.06 -5.91 0.12
Table 6.2, Results for an analyser with gain errors.
The closeness of fit metric (Equation 6.24) for this test was 0.8 %.
In this case large gain errors were found by using the average results in Equation 6.22. This can 
be seen in the “Average” column in Table 6.2. However despite these gain errors, it was found 
that the RDVP fit was of similar closeness to that given in Figure 6.12. This is reflected in the 
“Adj.Max” column in Table 6.2, which shows the adjusted maximum values predicted by the 
RDVP prior to application of the gain errors. It can be seen that these results show small errors 
despite the large gain errors of this device. This is because the gain errors are being corrected for 
by use of the average results, but the correctly applied algorithm and dynamics of the analyser 
under test are reflected in the closeness of fit to the RDVP and the “Adj.Max.” results.
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The column marked “Maximum” is used to correct the maximum readings of the analyser under 
test. This accounts for and is dominated by the gain errors of the instrument giving very similar 
results to the “Average” column.
6.7.4 Tests on an analyser with errors on one harmonic
In these test a different analyser is calibrated. The same test signal is applied.
Results from three tests carried out on this analyser are plotted in Figure 6.13. In order to help 
distinguish between the different tests, one of the data sets uses a data point marker which is not 
filled.
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Figure 6.13, RDVP of analyser with an error at the 3’^*' harmonic.
The closeness of fit metric (Equation 6.24) for this test was 9.8 %.
It can be seen from Figure 6.13 that harmonics 5 to 9 fit the RDVP plots well, whereas the 
harmonic 3 results (shown by the square data point markers) do not fit the pattern. Vertical lines 
are drawn to show the mean shift of harmonics 5 to 9 only.
Eleven tests were carried out on this instrument in which harmonics 5 to 9 gave consistently good 
fits to the RDVP. By contrast, the 3rd harmonic showed large swings either side of the shift 
predicted by the other three harmonics. In order to find the mean shift, the 3"*^ harmonic results 
were excluded in this case, as there was a high degree of confidence that the other three harmonics
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are correctly identifying the shift. Using this value of shift, the theoretical values of the analyser 
under test “maximum” results can be found and compared to the measured values for all four 
harmonics. The results are given in Table 6.3.
Harmonic "Average"
Error in Reported Value(%)
SD Adj.Max. "Maximum" SD
3 -4.64 1.03 1.36 -3.34 2.86
5 0.96 0.00 0.01 0.97 0.03
7 0.81 0.14 0.11 0.92 0.06
9 0.93 0.13 -0.06 0.87 0.12
Table 6.3, Results for analyser with errors at the 3rd harmonic.
The results for harmonic 5 to 9 show small errors in the “Adj.Max” column. This represents the 
results from the RDVP before adjustment for the steady state gain. This small error reflects the 
close fit of the RDVP at these harmonics. By contrast, the large error for harmonic 3 and the 
associated large standard deviation reflect the poor fit of this result.
The “Average” column shows the same pattern, good results for harmonic 5 to 9 and a large error 
for harmonic 3. The “Maximum” results reflect the combination of the “Adj.Max” and the 
“Average” results.
It is worth noting the steady state calibration results for this analyser as shown in Table 6.4.
Harmonic Steady State Error
(% of Reading)
3 0.88
5 0.84
7 0.92
9 0.73
Table 6.4, Steady state results for an analyser showing no apparent problems, despite large 
fluctuating harmonic errors for the 3rd harmonic.
Note that in the steady state case, the errors at harmonic 3 are similar to those at harmonics 5 to 9. 
Whilst the errors at harmonics 5 to 9 are similar to those obtained in the fluctuating harmonics 
case (Table 6.3), it is only when the fluctuating signal is applied to the analyser that the errors in 
the third harmonic become apparent.
Prior to the development of this method, the problem with this analyser would have not been 
detected and large errors would be present in the use of the instmment with fluctuating signals.
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The deviation of harmonic 3 is caused by an unknown problem with the instrument. It is 
instructive to further investigate the problem observed in this test.
Harmonic 5
43
< Previous Next >Seconds
Figure 6.14, screen capture of commercial analyser software showing filtered STFT output at the
5“* harmonic.
Figure 6.14 shows the output from the analyser under test at harmonic 5. The plot is a screen 
capture produced by commercial software supplied with the analyser. This result is obtained at 
the output of a 1.5 second digital filter which has been fed with the STFT results within the 
device. Note that the pattern is repetitive with a period of 4.8 seconds corresponding to the repeat 
period of the non-linear sawtooth modulation signal. The 72 second test time corresponds to an 
integer multiple of the 4.8 seconds.
Note that the “Limit x 1.5” line which corresponds to the maximum value limit is close to the 
peaks of the instrument output. For other tests, these peaks would be closer or further from the 
limit due to the nature of the RDVP. The line marked “Limit” corresponds to the average limit.
The results for harmonic 3 are shown in Figure 6.15, which appear similar in form to Figure 6.14. 
There are however some aberrations on the plot which can be best seen by looking along the 
minima of the pattern. These aberrations are particularly noticeable at approximately 52 and 
60 seconds. It is thought that these aberrations are responsible for the errors seen in the RDVP fit 
for this harmonic. The cause of the aberrations is unknown and an issue for the manufacturer of 
the instrument.
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Figure 6.15, screen capture of commercial analyser software showing filtered STFT output at the
3’^*' harmonic.
6.7.5 Analyser with time constant errors
In these tests an analyser with a time constant 5 % high was tested with the same conditions used 
in the forgoing tests.
The results from seven measurements are given in Table 6.5.
Harmonic "Average"
Error in Reported Value(%)
SD Adj.Max. "Maximum" SD
3 0.10 0.00 -1.18 -1.09 1.44
5 0.11 0.00 -1.28 -1.17 1.16
7 0.13 0.01 -1.28 -1.15 0.90
9 0.12 0.00 -1.20 -1.07 1.54
Table 6.5, Results for an analyser with an incorrect time constant
The closeness of fit metric (Equation 6.24) for this test was 8.8 %.
The longer time constant for this analyser slows its response to the sawtooth wave, reducing the 
maximum values. As the maximum values are lower than would be expected, they will cause 
errors when fitting the RDVP. This is because the analyser under test has an RDVP which differs 
from that of a device with the correct time constant. In some cases, results fell below the 
minimum of the RDVP and these were excluded from the process of finding the predicted shift.
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The average results are unaffected by the time constant and it can be seen from Table 6.5 that the 
“average” analyser results column gives low errors and stable results indicated by the standard 
deviation column. From these results, there is no reason to suspect any problems with the 
instrument. By contrast, the “Maximum” results show a significant error for the analyser and 
unstable results as indicated by the standard deviation in this case.
Neither steady state tests nor the average test would have indicated any problem with this 
analyser. Only when the RDVP test was carried out was any error seen in the results. The RDVP 
plot for this test is shown in Figure 6.16, where only three of the results are plotted for clarity. 
Note each result has a point that is lower than the RDVP line. These points have been positioned 
beneath the minima of their respective graph. These points were not used in the calculation of the 
shift.
Note the large spread between the points. It is interesting to note that with the prior knowledge 
that the results are low, if they are all increased in value, it can be envisaged that they “slide” up 
the RDVP lines to their higher value. This would cause the points to “close-in” on the predicted 
shift lines in Figure 6.16 and reduce the spread in the results.
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Figure 6.16, RDVP for an analyser with incorrect time constant.
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6.7.6 Analyser with a different number of STFT windows
It is important to understand the effect of using a analyser with a different number of windows to 
the number used in the construction of the RDVP. In this example an analyser with STFT 
windows of 20 fundamental cycles width is used and the results are fitted to a 16 cycle wide 
RDVP as with the previous examples. The RDVP fit is shown in Figure 6.17 and the results are 
shown in Table 6.6.
Harmonic "Average"
Error in Reported Value(%)
SD Adj.Max. "Maximum" SD
3 0.10 0.00 -0.76 -0.67 1.22
5 0.10 0.00 -1.28 -1.17 2.30
7 0.12 0.01 -0.26 -0.14 0.25
9 0.12 0.00 -0.68 -0.56 0.93
Table 6.6, Results for 20-cycle STFT window analyser
The closeness of fit metric (Equation 6.24) for this test was 0.9 %.
It is notable that the “Average” results give small errors and small standard deviations and are 
unaffected by the window size. The “Maximum” results show significant errors and standard 
deviations. In this case, the fit to the RDVP (Figure 6.17) appears to be reasonably good, 
although in two cases two points have fallen below the range of the RDVPs and are not used in 
the calculation. Despite the relatively good fit, the standard deviations are relatively high, 
indicating that the results of the tests gave a wide range of values.
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Figure 6.17,16-cycle STFT RDVP and results for 20-cycle STFT analyser
In order to calibrate an analyser which uses 20 STFT windows, a RDVP produced using 
20 window averaging should be used. This would require x-axis sample shifts over the full 
20 windows instead of the 16 used in Figure 6.17. This RDVP would also have a larger y-axis 
range (actually about 7.5%  instead of about 6.25%  range for the 16 window RDVP), this 
explains the points that have fallen below the lines in Figure 6.17.
6.7.7 Simulation of a problem with analyser dynamics
In this simulation example, the modulating function for the third harmonic is distorted by the 
dynamics of the analyser and the results are compared to the undistorted applied waveform 
RDVP. The distorted 3rd harmonic modulation function is shown in Figure 6.18.
The distortion on the 3^** harmonic modulator tends to cause the predicted shift for the 
3^** harmonic to deviate from the other three harmonics. For this reason the mean value is 
calculated excluding the 3^** harmonic shift. The RDVP shown in Figure 6.19 shows a good fit for 
the 5* to 9“* harmonic with deviation for the 3'** harmonic. The results are shown in Table 6.7.
6-34
Chapter 6 . Application to Fluctuating Harmonic Analyser Calibration
0 .45
0 .40
0 .35
0 .30
0 .25x>
0.20
0.15
0.10
0 .05
0.00
-0 .05
0.80.6
Normalised Time
0.2 0.4
Figure 6.18, Distorted non-linear sawtooth modulator, compared to undistorted version.
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Figure 6.19, RDVP for analyser with distorted 3rd harmonic dynamics.
Harmonic "Average"
Error in Reported Value(%)
SD Adj.Max. "Maximum" SD
3 -1.05 0.00 1.19 0.13 0.31
5 0.11 0.00 0.01 0.11 0.07
7 0.12 0.01 -0.01 0.11 0.11
9 0.12 0.00 -0.12 0.00 0.06
Table 6.7, Results for an analyser with a dynamics error for the 3rd harmonic.
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The closeness of fit metric (Equation 6.24) for this test was 5.2 %.
It can be seen from Table 6.7 that the third harmonic “Average” result is affected by the 
distortion. The “Adj.Max” column is also in error at the third harmonic, which reflects the 
instrument result when corrected for the errors in the average value. When the effect of the 
average value is removed to give the “maximum” results, it can be seen that the maximum results 
have small errors.
6.7.8 Results for an analyser with gaps between the STFT windows.
In this test an analyser with gaps between the rectangular windows is simulated. The problem of 
gaps occurs because of the need to process data at the end of each 16-cycle window. If this 
processing causes too many computing resources to be used, the continuous task of storing the 
incoming data cannot be carried out and data is lost.
In this example, gaps are simulated at the end of each window by discarding a random number of 
samples in the range of 0 and 2. In this simulation, 800 samples per window are used, giving rise 
to a variation in the gap between windows of 0 to 0.25 %. The results are shown in Figure 6.20 
and Table 6.8.
Harmonic "Average"
Error in Reported Value(%)
SD Adj.Max. "Maximum" SD
3 0.11 0.01 0.47 0.58 0.33
5 0.12 0.01 0.60 0.71 0.30
7 0.12 0.01 0.46 0.58 0.32
9 0.15 0.04 0.36 0.51 0.20
The closeness of fit metric (Equation 6.24) for this test was 3.5 %.
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Figure 6.20, results for an analyser with gaps between the STFT windows
The “average” results are unaffected by the gaps, however the “maximum” results are all high in 
value. Figure 6.20 shows that the effect of the gap has been to increase the spread of results 
around the mean shift value. These results exhibit similar characteristics to incorrect time 
constant (see Section 6.7.5).
6.8 Chapter conclusions
In this Chapter a method has been developed for the calibration of harmonic analysers in the 
presence of fluctuating harmonics. These methods will be used to calibrate harmonic analysers 
associated with international standards and regulations.
The distribution of results in the form of the RDVP developed in Section 6.4 presents a particular 
challenge to the calibration of analysers. Firstly, it is necessary to determine the RDVP for the 
applied signal. Secondly, the results from the analyser under test need to be compared to the 
RDVP in order to obtain the calibration of the analyser. This Chapter presents novel techniques 
to overcome both of these challenges such that a method for the calibration of these analysers can 
be obtained.
The RVDP for an applied signal can be found by use o f shifted STFTs. This process is 
computationally intensive, which makes the determination of the RDVP of the applied calibration
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signal in real time, impractical. Further, as was seen in Figure 6.11, these functions, in general, 
contain small oscillations around a general trend line, caused by mechanisms described in 
Section 6.5.1. This oscillation complicates comparison of analyser results with the RDVP of the 
applied signal, giving rise to multiple possible values on the plot. This necessitates the 
smoothing of the RDVP to obtain the trend lines.
Section 6.5 presented a new method which used the polynomial decomposition method to obtain 
the modulation functions for each harmonic. By breaking the modulators into sections and 
obtaining the average value of each section, it was shown that the results approximate to the STFT 
modulus values. Further, the resulting RDVP forms the required trendlines free from oscillation.
The RDVP arises due to the nature of the phase between the harmonic modulation functions and 
the STFT windows. In general, an analyser reading will be at a random phase which will give rise 
to a range of analyser results bounded by the RDVP. By taking a number of readings, it is 
possible to compare the results of the analyser under test with the RDVP of the applied signal. As 
the analyser phase is random, the systematic determination of the RDVP is difficult to achieve. 
Further, as the applied signal is a current of significant amplitude, thermal drifts give rise to a 
changing signal. As each analyser reading takes a number of minutes to complete, the drifting 
signal makes the build-up of the RDVP difficult to achieve.
To overcome these difficulties a novel method which uses a calibration signal with multiple 
phase-shifted harmonics was developed and was described in Section 6.7. Using this signal, 
although the STFT window phase relative to the signal remains random, the relative phases 
between the individual harmonic modulators used in the signal are fixed. The modulator phase 
shifts are arranged to cover the phase range of the RDVP. Using the results from the analyser at 
each harmonic, these results can be fitted to the multiple phase RDVPs and the best fit shift 
obtained. Errors at each harmonic can then be determined using the best fit shift, thus providing a 
calibration of the analyser under test.
A number of common error mechanisms was discussed in Section 6.7, and the results of the 
developed calibration method presented. In several cases shown, serious problems with the 
analyser under test, which would not be detected using traditional steady state methods, are 
uncovered when the device is assessed using the new calibration method.
Analyser measurements underpin a compliance regime which includes the great majority of mass- 
produced electrical goods worldwide. Erroneous results in testing can have severe financial 
implications to manufacturers of these goods. It is hoped that this method will be a further step in 
ensuring that compliance testing is carried out under the same conditions, regardless of the chosen 
instrumentation.
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Chapter 7
7 Conclusion
This thesis has presented a new method for the accurate analysis of waveforms composed of 
smoothly fluctuating harmonics. It has shown the application of this method to the calibration of 
harmonic analysers used for the measurement of this type of signal. The work presented will 
form the basis of a calibration system which will be used in support of international regulations.
7.1 Motivation
The need to provide traceable calibration of harmonic analysis equipment in support of new 
international standards was described in Chapter 2. These standards aie intended to limit the 
distortion of the mains electricity supply, by ensuring that the current harmonics emitted by a 
given electrical appliance aie below limits given in the standard. This requires the type-testing of 
appliances that emit fluctuating harmonics and it this measurement and the calibration of the 
associated analysis equipment which was presented as the motivation for this work.
7.2 The suitability of existing methods
Chapter 3 investigated and reported on the simulated use of a number of transforms namely: the 
STFT; the Wigner distribution; various Cohen’s Class distributions and wavelets. The resulting 
distributions were examined for their suitability as methods for the measurement of the non- 
stationary waveforms formed by the fluctuation of harmonic amplitudes of the current drawn 
from the mains supply by electrical equipment.
Whilst Cohen's-class time-frequency distributions showed some promising results in time- 
frequency localisation of signal artefacts, it was difficult to discern accurately the shape of the 
functions modulating the individual harmonics. In Section 3.4.2 the result of the Wigner 
distribution when used to analyse a rectangular modulated harmonic was a triangle (Figure 3.18): 
ramping-up from the start of the triangle, reaching its peak in the centre of the rectangular burst of 
harmonic and ramping down again to the end of the burst. Whilst the burst has been accurately
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located, the shape of the modulation function has been distorted by the distribution. Similar 
distortions were evident when analysing smoothly modulated harmonic signals using Cohen’s- 
class distributions.
The use of wavelets was investigated in Section 3.6. Whilst the results showed promise, the 
representations have been in terms of the underlying wavelet basis function, rather than the 
familiar sinewave basis which result from Fourier transforms. As international standards place 
limits on harmonics, the resulting wavelet coefficients are not in a convenient form for the 
calibration of the present version of analysis equipment. Wavelets are however well suited to this 
type of signal and it is likely they could be used for a future generation of analysis equipment, 
should this be embraced by the relevant international bodies.
7.3 A new method for the analysis of signals composed of smoothly 
fluctuating harmonics
Whilst it is possible to use STFTs to make accurate measurements of some signals containing 
haimonic bursts (Appendix A), a method for the accurate measurement of smoothly fluctuating 
harmonics is required for the calibration of analysers. This motivation led to the development of 
the new method presented in Chapter 4. The method is based on a model of signals with a known 
period, in which the harmonics are individually modulated by polynomial functions normalised 
over a sampled signal sequence time.
Using this model of a signal with modulation functions with limited bandwidth, an analysis 
method has been developed, such that the modulating polynomials could be recovered from a 
signal. Using underlying repetitive functions within each fluctuating harmonic, the repetitive 
terms may be removed by the subtraction of adjacent periods of the signal. Progressive 
subtractions leave a repetitive function whose hannonic content may be found using a DFT. Each 
of the DFT coefficients gives the polynomial coefficient for the highest power term assumed in 
the model for the corresponding harmonic. These terms can be removed from the signal by 
subtraction. This has the effect of reducing the order of the polynomial modulation for each 
harmonic.
The process is then repeated to find each of the polynomial terms. If the polynomial is chosen to 
have sufficient order, the method results in the decomposition of the signal into polynomial
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modulation functions for the components of each harmonic. Considerations for the choice of the 
polynomial order and metrics for assessing the performance of the method were discussed.
The polynomial decomposition method leads to a piece-wise analysis of the waveform. Two 
methods based on least squares and splines respectively, were developed. It was shown that these 
methods can be used to give continuity to the piece-wise analysis. The least squares method 
smoothes the result in contrast to the spline method that finds a function that passes through each 
of the sections of the analysis.
7.4 Assessment of the performance of the polynomial decomposition 
method
Various simulations and tests with real data were presented in Chapter 5. Analysis was carried out 
using the polynomial decomposition method and the STFT for comparison.
The simulated results presented are useful in assessing the performance of the transforms because 
the harmonic modulation functions are known and the performance of the STFT and the 
polynomial decomposition method can be compared to a desired result.
The results for a polynomial modulator and sinewave modulator show that the polynomial 
decomposition result gives an accurate representation of the individual harmonic modulators. For 
sinewave modulation, the per-unit deviation from the applied modulators is at least an order of 
magnitude better than those obtained using the STFT (Table 5.4 and 5.6). For polynomial 
modulation, the transform reproduces the modulators to within a few hundred parts per million 
(Table 5.3), compared to 26.9 % for the STFT (Table 5.2). The transform is primarily designed 
for use in the calibration laboratory, and the impressive accuracy performance shown here is most 
important to this work.
The performance of the polynomial decomposition method in finding the phase is equally 
impressive. In simulations using a linearly increasing phase between two sinewaves, the results 
showed two orders of magnitude improvement compared to the STFT.
For longer sequences of data, it is necessary to use multiple sections formed by individual 
polynomial decompositions to analyse the data. In order to give continuity to this data, a least 
squares technique is used to “fuse” the section coefficients to give an overall modulation function 
for each harmonic. For a case where test signal harmonic modulators were of lower polynomial 
orders than those used by the least squares method, the multiple segment analysis showed
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impressive results for this method, when compared to the STFT (Table 5.8 and Table 5.9). As 
shown in Section 5.9, the use of multiple sections can also be applied to the determination of the 
phase variation of the harmonics. Once again the results show considerable accuracy 
improvement when compared to the STFT.
When noise is introduced to the simulation signals, the performance of the polynomial 
decomposition method degrades. The noise envelope causes a deviation of the resulting 
decomposed modulator compared to the actual modulator. Table 5.13 and Table 5.13 give the 
results for a noisy test signal (the ratio of the r.m.s. noise to r.m.s. signal is 30 %); under these 
conditions, the polynomial decomposition method is approximately a factor of 2 better than the 
STFT at reproducing the underlying modulators.
A longer sequence of data obtained from an electric train was analysed using the transform. This 
data gives particularly interesting results in that the harmonic modulators are all different and the 
signal has a high level of noise. The signal at harmonic 7 (H7, Figure 5.20) highlights the 
shortcomings of the decomposition method when used to analyse longer sequences which are of a 
higher order than the least squares polynomial used in the analysis. Results shown in Figure 5.21 
use a spline method to get over this problem to some extent.
The choice of analysis strategy is dependant on the features in the data of interest and the number 
of points of inflection in the data. For short sections of data (up to 10 cycles in length), the 
polynomial decomposition method with least squares smoothing is a good compromise between 
smoothing of the noise and feature detection. Simulations in Section 5.10 showed that this 
method gave more accurate representations of the harmonic modulators than the STFT.
With longer sequences, it is more likely that the general pattern of the modulator is of interest, 
rather than accurate detail. To obtain the general pattern, the STFT or the polynomial 
decomposition method with splines can be used. Accurate detail can be found by selecting the 
sections of interest and examining them with the polynomial decomposition method.
Least squares smoothing or spline methods can of course be applied to the STFT results to give a 
smooth representation of the modulators. Whilst this could be of use and could improve the 
results for the STFT, the individual window results are an average of the data over the given time 
resolution which will in general lose some detail regarding the nature of the modulator. This is 
illustrated in Figure 5.3, it can be seen that the application of a least square or spline fit to the 
STFT data would not reproduce the “notch” in the data that has been found using the polynomial 
method.
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The results comparison highlights the strength of the polynomial decomposition method under 
certain conditions, for the highly accurate determination of individual harmonic modulators. As 
this transform is designed for use in the calibration laboratory, these properties are very desirable 
and it is reasonable to conclude that the transform is most valuable for this work.
The performance of the transform on industrial data obtained for longer sequences in noisy 
environments is not so impressive; never-the-less given some prior knowledge of the signal 
(perhaps obtained by the STFT or the method with splines), the technique could be used with an 
accuracy advantage to examine short sequences of data in detail.
7.5 Application of the polynomial decomposition method to the 
calibration of harmonic analysers
In Chapter 6, application of the polynomial decomposition method to the calibration of harmonic 
analysers in the presence of fluctuating harmonics was presented.
The distribution of results in the form of the RDVP developed in Section 6.4 presents a particular 
challenge to the calibration of analysers. Firstly, it is necessary to determine the RDVP for the 
applied signal. Secondly, the results from the analyser under test need to be compared to the 
RDVP in order to obtain the calibration of the analyser. This Chapter presents novel techniques 
to overcome both of these challenges such that a method for the calibration of these analysers can 
be obtained.
The RVDP for an applied signal can be found by use of shifted STFTs. This process is 
computationally intensive, which makes the determination of the RDVP of the applied calibration 
signal in real time, impractical. Further, as was seen in Figure 6.11, these functions, in general, 
contain small oscillations around a general trend line, caused by mechanisms described in 
Section 6.5.1. This oscillation complicates comparison of analyser results with the RDVP of the 
applied signal, giving rise to multiple possible values on the plot. This necessitates the 
smoothing of the RDVP to obtain the trend lines.
Section 6.5 presented a new method which used the polynomial decomposition method to obtain 
the modulation functions for each hannonic. By breaking the modulators into sections and 
obtaining the average value of each section, it was shown that the results approximate to the 
STFT modulus values. Further, the resulting RDVP forms the required trendlines free from 
oscillation.
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The RDVP arises due to the nature of the phase between the harmonic modulation functions and 
the STFT windows. In general, an analyser reading will be at a random phase which will give 
rise to a range of analyser results bounded by the RDVP. By taking a number of readings, it is 
possible to compare the results of the analyser under test with the RDVP of the applied signal. 
As the analyser phase is random, the systematic detennination of the RDVP is difficult to 
achieve. Further, as the applied signal is a current of significant amplitude, thermal drifts give 
rise to a changing signal. As each analyser reading takes a number of minutes to complete, the 
drifting signal makes the build-up of the RDVP difficult to achieve.
To overcome these difficulties a novel method which uses a calibration signal with multiple phase 
shifted harmonics was developed and was described in Section 6.7. Using this signal, although 
the STFT window phase relative to the signal remains random, the relative phases between the 
individual harmonic modulators used in the signal are fixed. The modulator phase shifts are 
arranged to cover the phase range of the RDVP. Using the results from the analyser at each 
harmonic, these results can be fitted to the multiple phase RDVPs and the best fit shift obtained. 
Errors at each harmonic can then be determined using the best fit shift, thus providing a 
calibration of the analyser under test.
A number of common error mechanisms was discussed in Section 6.7, and the results of the 
developed calibration method presented. In several cases shown, serious problems with the 
analyser under test, which would not be detected using traditional steady state methods, are 
uncovered when the device is assessed using the new calibration method.
It is intended that this method be the basis of a new calibration service for these analysers such 
that the international regulatory regimes in the important area of harmonic emissions can be 
underpinned.
7.6 Applications
Whilst this motivation of this work has been to develop methods for the accurate analysis of a 
class of signals such that harmonic analysis equipment can be calibrated, it is hoped that the 
polynomial decomposition method will stand as a useful signal analysis technique.
The operation of the method limits application to signals that have a defined fundamental period. 
If this condition is met, there may be value in the use of the method in any situation where
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accuracy is important. It may be advantageous to use the method in conjunction with other time- 
frequency analysis techniques such that details of particular interest can be analysed with 
improved precision.
In vibration analysis, which is used for diagnostics in engineering and construction, harmonic 
based analysis is widely used [52]. In some cases, the modulation of the harmonics can be 
similar in nature to those signals suited to polynomial decomposition. At present, time-frequency 
analysis and wavelets are used in this work, but the polynomial decomposition method should 
offer similar accuracy advantages as presented in this thesis. There are also potential applications 
in the bio-medical field [50].
The study of the propagation of signals through different media is of interest in many fields 
including seismic study, sonar and ultra sound. All the analysis signals are applied with a known 
frequency but this work generally involves the study of the signal attenuation and dispersion. The 
changing frequency that results from reflections of moving objects make this method generally 
unsuitable for these applications, however there may be some signals where the modulation of 
harmonics is of interest.
The use of the technique in the presence of noisy signals has been shown to give some 
improvement compared to the STFT. There are possible applications for the detection of known 
periodic signals in the presence of additive noise.
The accuracy of the technique is particularly useful for metrology applications. The use of 
polynomial decomposition in non-sinusoidal ac power and energy measurements may be 
developed. Several papers [53] have reported the use of wavelets in this field, but the limitation 
of frequency band doubling at each scale has made the measurement at each harmonic difficult. 
Polynomial decomposition could be used for accurate power measurement at each harmonic 
frequency.
7.7 Future developments.
The polynomial decomposition method is limited to signals composed of smoothly fluctuating 
harmonics. Many real signals contain discontinuities which will cause errors when using this 
method. As the technique is a piece-wise method, it is possible to align the analysis sections 
either side of a discontinuity and use the method with much reduced error. It is conceivable that 
the technique could be used with other signal processing methods which can be used to locate
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discontinuities and other signal artefacts. Given this information, the polynomial decomposition 
method can be used to accurately find the harmonic modulation functions by arranging the 
analysis to process data in sections arranged either side of a discontinuity.
The polynomial fluctuation model developed in this thesis is useful for the design of future 
analyser instrumentation better able to cope with signal with fluctuating harmonics. For example, 
a complex demodulation scheme is proposed as given in Appendix B. Such a system requires 
further testing and development against the polynomial decomposition method.
7.8 Relevance of the work
The international standards on harmonic emissions represent the need for a world-wide testing 
regime for the vast majority of mass produced electrical apparatus and appliances. This has 
significant impact on world trade, which underlines the need for the use of reliable analyser 
equipment, calibrated in a way that is accepted across international borders.
The method of calibration developed in this thesis is the basis of a calibration system for this 
equipment. Until its development, there was no system for the calibration of analysers in the 
presence of fluctuating harmonics. At the time of writing, the method presented in Chapter 6 is 
being piloted for the calibration of these devices. To date, the technique has uncovered 
significant problems with three of the models of analyser commonly used worldwide. Despite 
these problems, steady-state harmonic calibrations made on these same devices, which was the 
only testing carried out prior to the development of this method, wrongly indicated the correct 
operation of these particular analysers.
In implementing a calibration programme for the instrumentation used by testing laboratories and 
by measuring the equipment using increasingly realistic test signals, manufacturers of electrical 
equipment worldwide can have increasing confidence that their products will be tested under the 
same conditions with the same results regardless of the selected instrumentation and testing 
laboratory.
Through the author’s recent membership of the relevant British Standards committee responsible 
for these standards', it is hoped that some of the knowledge developed in this thesis regarding the
BSI GEL210/08, BMC low frequency Phenomenon
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perforaiance of analysers, can be used to help improve future designs of this equipment. 
Furthermore, the use of some of the methodologies and algorithms developed as part of this 
project could be incorporated in to future generations of harmonic analysis equipment.
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Appendix A
The calibration of harmonic analysers in the 
presence of multi-state harmonics
A .l Introduction
In many cases, a given mains load will be changing with time between a number of discrete 
states. For example, the action of a "bang-bang" controller which is common to many electrical 
appliances such as those containing heating elements. In many cases these multi-state loads 
contain current harmonics, which will have step changes induced in their amplitude and phase.
This appendix describes an accurate method of measurement of a wavefonn that consists of a step 
change in harmonic values or bursts of harmonic. This method makes use of an adaptive window 
size STFT, The method is intended for use in the calibration of harmonic analysers under well- 
defined conditions.
This method was developed by the author and is presented here for completeness.
A.2 Burst of harmonics
If a harmonic amplitude undergoes a step change in amplitude the Fourier transform of the signal 
will in general give a result in which the energy of the switched harmonic is spread across the 
spectrum and the resulting magnitude at the harmonic in question will be less than expected. This 
was described in Chapter 2.
In order to improve this measurement, a STFT can be used to analyse the signal as shown in 
Chapter 2. In this technique, the signal sequence is broken up into short segments using a 
window function. The Fourier transform of each segment is then found. The result of this 
process is to introduce time resolution to the Fourier transform. To improve the time resolution 
the windows can be reduced in width (using an increased number of windows). Whilst this has
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the desired effect of increasing time resolution, there is a trade-off in that the reduced width 
window has reduced frequency resolution.
In the case of a burst of harmonic, the sharp discontinuities at the beginning and end of the burst 
will still cause spectral leakage in the STFT window that correspond to the discontinuity. Those 
windows which do not include the discontinuities will, in general, give correct results (provided 
the frequency resolution is not too badly reduced). The improvement in measurement error by 
using a STFT on a burst of harmonic is examined in Chapter 2.
A 3 A burst analysis method using an adaptive window size
In a calibration laboratory, it is possible to carefully define the test waveform and the prior 
knowledge and restrictions on this waveform can be used to some advantage when processing 
and/or measuring it. If it is known that the burst waveform has only two states (or a known 
number of states which occur in a fixed sequence) it is possible to detect the discontinuities which 
mark the state changes, and position a STFT window of exactly the right size at the right point in 
time. Provided this window is not so narrow that it compromises the frequency resolution, and 
provided the burst length is an integer number of cycles, it is possible to achieve accurate results 
in finding the harmonic content.
A number of methods could be used to detect the state changes. The method chosen in this 
implementation was to differentiate the signal sequence. An example is shown in Figure A.I. 
Under certain conditions, the differentiated sequence will have large spikes marking the 
discontinuities as can be seen in the figure. A threshold (shown by the red horizontal lines) is 
used to accept or reject the spikes which will set the window timing. If the discontinuities occur 
at the zero crossings of a sinewave, no spikes will be produced in the differentiated sequence, so 
it is important to arrange the test waveform to avoid this case. It may be possible to use other 
methods, such as Wavelets to detect discontinuities without this restriction.
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Figure A.l, Two state wave sampled and differentiated to detect the state change discontinuities
Once the start and finish times are known, the waveform can be split into sections and a DFT can 
be carried out on each section of the waveform. A single value for each harmonic can be 
calculated for the entire measurement period by taking a weighted average of all the DFT results 
using the event timing information.
In the case of burst lengths which are not an integer number of cycles, spectral leakage will still 
occur in the STFT. If the burst length is at least one cycle long and it is assumed that the levels 
are nominally constant within each state. For the purposes of the FT, it should be possible to 
reduce the size of the sequence to the next lowest integer number of cycles. The fractional part 
can either be discarded or better, wrapped back and averaged with the rest of the sequence prior 
to the FT. The actual non-integer timing can be retained to make the necessary correction in the 
calculation of the weighted average harmonic amplitude over a given measurement period.
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The quality of the results can be checked by comparing the r.m.s. values. The r.m.s value of the 
sampled sequence of the test signal can be calculated by finding the root sum square of all the 
samples. This value can be compared to the root sum square of all the harmonic amplitudes 
found using the STFT method.
A.4 Implementation of Burst Analysis
The above method was implemented in the calibration program described in Chapter 2.
To construct the test signal to be used in the calibration, two single fundamental-cycle sequences 
are defined by the program user. These will be multiplied in turn and joined together to make a 
two-state waveform. For example the first sequence may be one cycle of a pure sine wave, the 
second sequence may have 30% third harmonic added. The user requests the (integer) repeat 
multiplier of each sequence in order to compose the two-state waveform. In the above example, 
the user may decide to define the wavefonn to have say ten repeats of the pure wavefonn 
followed by say three cycles of the harmonic.
In principle, these sequences can be any harmonically constructed waveform provided the phase 
at the beginning is such that it will produce a detectable discontinuity using the differentiation 
process. In addition to arbitrary definitions, the program allows any of the EN61000-3-2 class 
wave-shapes to be used.
To analyze this waveform, the user uses a dialog in the program for burst analysis. This displays 
the sampled wavefonn and its differential as shown in Figure A.l. Threshold lines are displayed 
which show the detection levels for the state changes. These thresholds may be adjusted by the 
user.
To aid the analysis, the two states are identified as red and blue on the graphical displays as 
shown in Figure A.2. This nomenclature is used throughout the analysis. Thresholds are set to 
ensure that that the red and blue parts of the wave begin and end as would be expected. The 
number of red and blue samples is also displayed.
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Figure A.2, "Red" and "Blue" states in the two state waveform
Samples in the region of the discontinuities, may be considered as erroneous and the program 
defines a guard. This is used to reject an assigned number of samples at the start of each state. 
Generally, only 2 or 3 samples need to be rejected.
These reject samples are probably genuine results and may arise due to the finite rise-time in the 
calibration circuit or the sampling equipment. Strictly, they should not be rejected but their origin 
is unclear. The effect of these rejected samples can be assessed by deliberately degrading the rise 
time of the signal and repeating the measurement. The effect can be included in the measurement 
uncertainty.
The analysis then proceeds and the red and blue harmonic amplitudes can be displayed. In 
general, samples are collected over several repeats of the burst pattern. Samples in the respective 
states are collected together and averaged into a block for each state. The FFT of each block can 
be used to find the harmonic content of each state.
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A.5 Application to the Calibration of Harmonic Analysers
As described in Chapter 6, the lEC standard requires the use of a STFT with window widths of 
16 cycles for the analysis of fluctuating harmonics. The lEC standard requires that for each 
harmonic, the results from each window are then smoothed using a low pass filter with a
1.5 second time constant. These filtered values are compared to the fluctuating harmonic limits 
as described in Chapter 6.
Consider a simple example where the signal being measured consists of the harmonic changing 
between a low level and a high level as shown in Figure A.3. The analyser under test, measures 
the signal using the lEC algorithm as described in Chapter 6. The windowed DFT magnitude 
outputs at each 16-cycle segment are applied to the 1.5 second low pass filter, the output of which 
is given by the charging/discharging waveform shown in Figure A.3.
0 4 8 12 16 20 24
Time (seconds)
Figure A 3, Simple Fluctuating Harmonic and EN61000-3-2 Algorithm Response
Using the analysis techniques described in the previous sections the harmonic amplitudes of the 
two levels can be accurately determined. These levels can then be used as the driving function of 
a theoretical 1.5 second low pass filter.
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The following low-pass filter response in the time domain was assumed:
t
4
where it= current at time t.
Is= current at the start point
Il= current at the applied level
X = filter time constant
Using this equation it is possible to use fluctuation repeat period, the known voltage at each level, 
and a time constant of 1.5 seconds, to calculate what the reading of the analyser under test should 
be. It is further possible to use the actual analyser reading to calculate the time constant of the 
filter.
It is assumed that the values applied to the input of the filter by the analyser are obtained using the 
lEC algorithm described in Chapter 6. At each transition level of the applied signal described 
above, the result of the windowed DFT will, in general, give rise to an intermediate result, which 
will be applied to the filter. As it is not possible to synchronise the level transitions of the applied 
signal to the windows used, the extent of these intennediate values is a function of the phase 
between the STFT windows and the applied signal. This is the RDVP effect as described in 
Chapter 6.
At present, the RDVP effect is accounted for by accepting a large scatter in the results and 
including it in the measurement uncertainties. The effect will be most significant at the lowest 
repeat period used; in this test 3 seconds. Several analyser readings were taken under these 
conditions. The uncertainty in calculated analyser reading includes the estimated error in the mean 
of the observed readings.
Further refinements to this test will make use of the RDVP theory developed in Chapter 6 in order 
that improved measurement uncertainties can be achieved.
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A.6 Conclusion
This appendix has described a method for the accurate determination of the harmonics in a 
waveform with multiple levels. The method relies on prior knowledge of the signal and is 
intended for laboratory use.
The method is useful for checking the operation of harmonic analysers under simple fluctuating 
conditions.
Regarding the future development of this measurement; the theory developed in Chapter 6 
concerning RDVPs should be included in the analysis of these signals to improve measurement 
uncertainties.
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Appendix B
An algorithm for a fluctuating harmonic 
analyser
B,1 Introduction
This appendix sets out a method for the analysis of fluctuating harmonics which may be 
suitable for implementation as a future harmonic analyser. The method is based on the 
smooth modulation of harmonics model set out in Chapter 4.
B.2 Theory
Consider a signal/(f), its Fourier Transform at the harmonic is given by the correlation of 
the signal with a complex exponential at a required harmonic frequency k.a>:
F(k.co)= ] f ( t ) e ^ “"  dt (B.l)
This can also be written in terms of the real and imaginary parts:
3i(F(kû)) = j f( t ) c o s (k o ) t )d t  (B.2)
3(F(kco) = j  f( t)sm (k û ) t)  dt (B.3)
The analysis can be represented as shown Figure B .l [54].
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Figure B .l, quadrature demodulation scheme
lff(t)  is a stationary signal, the limits of the integration in equations 2 and 3 can be reduced to 
the repeat period of the stationary signal and the equations will yield single values for each 
frequency k. (O. If these real and imaginary parts are plotted on an argand diagram, a single 
point results for each frequency.
Consider the case where f{t) is a smooth non-stationary waveform of the type described in 
Chapter 4, where each harmonic is varying in amplitude and phase, such that:
/(?) = hdt).cos{co.t) + h^(t).cos{2.û}.t)+... h^(t).cos{N.O}.t) 
+ g,(f).sin(£t>.0+g2(0 -sin(2.£U.O + ... (B.4)
where, in general, the modulating functions hn(t) and g„(t) are arbitrary functions of time.
As the signal is non-stationary, it is not possible to reduce the integral limits to finite limits 
and in general it is necessary to window the signal in some manner such that equations 2 and 
3 may be evaluated. In general, the result of this windowed integration no longer yields single 
points on the argand diagram, but gives rise to time varying loci.
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B.3 Simulations
The following test signal^, was simulated:
f := sin(w -l-n)+ |— | -sin
\ n c
n (6) 2 -n) + NC
n+ — sm
NC
(60 -3 n) +
NC
+ 0.3-sm((6) 4 n))
The total number of samples NC  was 640. Ten cycles were simulated with 64 samples per 
cycle. In this example both the first and forth harmonic are stationary, whilst the second and 
third harmonic are modulated in amplitude and phase by functions of time (sample number n).
The real and imaginary part as given in equations 2 and 3 were calculated by numerical 
integration (summation). It was necessary to window the signal in order to calculate the 
integral with finite limits. Two schemes were used for this,
i. Using a window equal to the fundamental period and integrating on a cycle-by-cycle basis. 
In this example which has ten cycles, this produces ten results.
ii. Using a window equal to the fundamental period and integrating. The window is then slid 
by one sample and the integration repeated. The sliding/integration is repeated to cover the 
entire signal sequence, producing many results.
As with short time Fourier transforms, a choice of window size as well as smoothing function 
(Hanning etc.) is possible at this stage.
The integrals in equations 2 and 3 were evaluated for the first through to the fifth harmonic 
(k = 1 ..5). The resulting real and imaginary parts were then plotted on an argand diagram.
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Figure B.2 shows the results using cycle by cycle integration, where the trace numbers 
correspond to the harmonic numbers.
0.4
I 0.2
€ ►<=>0  trace 1 
000 trace 2 
—^ — trace 3 
000 trace 4  
□□□ trace 5
- 0.2 0.3 0.40 0.1- 0.1
Re«l A x i s
Figure B.2, argand diagram for cycle-by-cycle integration
It can be seen from Figure B.2 that components, which are not modulated, produce relatively 
little deviation on the plot with all the points clustered together. Harmonics that are 
modulated produce a sweep on the plot as can be seen for the second and third harmonics.
It is expected that non-modulated signals should produce a single point on the argand 
diagram. In this example, a small deviation from a single point is seen for the non-modulated 
harmonics. This effect is due to cross coupling with the modulated harmonics, the same 
effect as described Chapter 6. Further note there was no 5* harmonic component in the 
signal. Instead of a single point at zero, as may be expected, the result is a cluster of points 
around the origin.
The modulated harmonics sweep across the diagram effectively showing the trajectory of 
these components as their amplitude and phase changes in time. This leads to the possibility 
of the introduction of a time axis to the plots as shown in Figure B.3.
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Figure B.3, Trajectory plot - third harmonic
Figure B.4 shows the results when sliding window integration was used.
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Figure B.4, argand diagram for sliding window integration
The results show similar characteristics to Figure B.2. A trajectory plot is shown in 
Figure B.5. Close up detail of harmonics 1,4 and 5, are shown in Figure B.6. Again, these are 
not single points due to the cross coupling of the modulated components.
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Figure B.5, trajectory plot - third harmonic (sliding window integration)
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Figure B.6, detail of harmonics 1,4 and 5 (sliding window integration)
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B.4 Application to harmonic m easurement and limits
A harmonic of zero amplitude will produce a point (or cluster of points) at the origin. As the 
strength of the harmonic increases, the points on the diagram become further from the origin. 
Limits in the magnitude of a given harmonic would then be represented by a circle centred on 
the origin, whose radius is determined by the allowed limit. To allow for fluctuating 
harmonics it may by pragmatic for a certain percentage of points to stray outside the limiting 
circle (but perhaps be limited by a less stringent larger circle).
B.5 Tests measuring current harmonics drawn from a power supply 
with variable load
A simple bridge rectifier power supply as shown in Figure B.7 was used in these tests. A 16- 
bit Analog to Digital Converter (ADC) was used to sample the current waveform across the 
resistor as indicated in Figure B.7. The sampling was synchronised to the voltage source such 
that 128 samples per cycle were taken. The attenuation of the Anti-Aliasing Filter used with 
the ADC, was better than -40db at the Nyquist Frequency.
w v
Measure Current
AC Supply
Ài
L
O
A
D
Figure B.7, Bridge rectifier with variable load
The current was measured across an in-line resistor and as such neither terminal of the ADC 
wass earthed. Due to this requirement, it was necessary to use a differential input amplifier to 
condition the signal before application to the ADC.
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The first sample was taken following a negative zero crossing of the voltage waveform.
Sampling was carried out over a time during which the power supply load was fluctuating. 
The ADC was used to take 25,600 samples at 128 samples per cycle, which gives 200 cycles 
of the supply or 4 seconds of data (200 x 20ms).
The first 128 samples are shown in Figure B.8. The sample values have been normalised such 
that ±1 represents the positive and negative full-scale values o f the ADC.
0.5
Q.
-0 .5
0 20 40 60 80 100 120
Sample Number 
Figure B.8, first cycle of the sampled sequence.
The modulus of the FFT up to harmonic 30 of the first cycle of the current waveform 
(Figure B.8) is shown in Figure B.9.
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Figure B.9, modulus FFT of Figure B.8
Figure B.9 shows that the first cycle of current drawn from the rectified supply circuit consists 
mainly of odd harmonics.
As the load varies over the measurement time, the magnitude of the current fundamental and 
harmonics fluctuate. Figure B. 10 shows the peak-envelope of the current drawn by the 
power supply as the load varies. If viewed on a cycle by cycle basis, it would also be seen 
that the envelope consists of not only peak modulation, but also of variation in base-width of 
each peak.
1 r
5000 1*10  ^ 1.5*10* 2*10*Sample Humiber 2.5*10
Figure B.IO, modulated current envelope for fluctuating load
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B.5.1 Analysis of the fluctuating harmonics using quadrature 
demodulation
The sampled sequence shown in Figure B.IO was analysed using the Quadrature 
Demodulation method as described in Section B.2. In this analysis, sliding window 
integration was used, with a widow length of one cycle. Analysis was carried out using this 
method on harmonics 1 to 5. The resulting argand diagram for the first five harmonics 
obtained using this method is shown in Figure B.l 1.
0.3
0.2
0.1
Hi
H2
H3
H4
H5
- 0.1
- 0.2
-0 .3
-0.05 -0.04 -0.03 - 0.02 - 0.01 0.010 0.02 0.03
Rjttl Axif
Figure B .ll, quadrature demodulation argand diagram: first 5 harmonics
By examination of the argand diagram in Figure B.l 1 it can be seen that the even harmonics 
(2 and 4) are located near 0,0. This reflects the near zero values for harmonics 2 and 4, as 
seen in Figure B.9. The fundamental and harmonics 3 and 5 are greater in value as shown in 
Figure B.9 and are located away from the origin in Figure B.l 1. It is possible to see that the 
moduli of the values on Figure B .ll  are localised around the same value as the snapshot 
values in Figure B.9. These odd harmonics also show a greater level of modulation, which is 
manifested by the larger excursion of the traces for those harmonics.
Figure B.12 shows close-up detail on harmonic 3.
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0.22
0.2
0.15»
0.18
0.17 —  
0.024 0.026 0.03 0.034 0.036 0.038
R ttl Axif
Figure B.12, close-up on harmonic 3
The trajectory of harmonic 3 is plotted in Figure B .l3. The time axis is graduated by cycle 
number.
100- '
Figure B.13, trajectory of harmonic 3
The permissible limits on the harmonics as detailed in the lEC standard can be marked on 
either the Argand Diagram or the Trajectory Plot. In the case of the Argand Diagram, the
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limits form a circle. Should any data point cross the circular boundary, the limits are 
exceeded. Similarly, the Trajectory plot would have a limit cylinder.
0.3
0.3
0.1
0
- 0.1
H2
H3
H4
H5
- 0.2
-0 .3 -0.15 - 0.1 -0 .0 5 0 0.05 0.1 0.15 0.2- 0.2 0.25
Rt*l Axif
Figure B .l4, argand diagram showing EIV61000-3-2 Class A limits
Figure B .l4 shows the harmonic limits as given in EN61000-3-2 for Class A waveforms. 
These limits form concentric circles and are shown in the same colours as the harmonic to 
which they refer. No fundamental is shown in this case as no limits are given in the standard. 
The even harmonics are both within limits. Harmonic 3 in yellow is also just within limits, 
whereas harmonic 5 is out of limits in this case.
B.6 Implementation
An implementation of the harmonic analyser is shown in Figure B .l5. The individual 
harmonic trajectory plots are shown on separate tab sheets together with the relevant 
harmonic limit circle.
The heavy dots on the trajectory plot indicate recent samples. These dots fade with time 
showing the progression of the trajectory as the test proceeds.
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Fluctuating Harmonic Analyser
Harmonic 3 1 Harmonic 4 | Harmonic 5 1 Harmonic 6 | Harmonic 7 | Harmonic 8 |
Fluctuating Harmonic Trajectory and Limit
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1  400
a  200
II  -400 
-  -600 
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R e a l P a rt (m A )
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2.69
Mean (A)
% of Time Over Umrt
18.5
v a lu e
L im it
Go
Quit
Envelope of Input Data
20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340
Figure B.15, Implementation of the quadrature demodulation harmonic analyser
The harmonic modulus value is also displayed on a bar chart. Running mean and maximum 
values are displayed as currents on the right of the trajectory plot, together with the 
percentage of the test that the current has exceeded the limits.
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B.7 Conclusions
This appendix has presented an algorithm which could be used to form the basis of a 
fluctuating harmonic analyser to be used for harmonic current limit assessment.
The analyser is based on the harmonic modulation model developed in Chapter 4.
At present, the analyser would not conform to the requirements of an analyser as prescribed in 
the international standards. However, the design overcomes some of the difficulties with 
these devices which were set out in Chapters 3 and 6. Furthermore, the device gives a 
graphical display which should be relatively simple to interpret by test engineers, who 
currently have to use tables of results and multiple limits.
Further work needs to be carried out to assess the performance of the analyser algorithm in 
terms of the polynomial decomposition method presented in Chapter 4.
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Relevant publications and conference presentations bv the author during period of research.
“Short Time Fourier Transforms and Other Transforms Applied to the Calibration of Power 
Analysers”, P.S.Wright, Conference on precision electromagnetic measurements, June 1998.
“Short Time Fourier Transforms And Wigner-Ville Distributions Applied To The Calibration 
Of Power Frequency Harmonic Analyzers”, P.S.Wright, IEEE Transactions on 
Instrumentation & Measurements, 1999.
“An AC Voltage Standard Based On A PWM DAC”, P.S.Wright and J.R.Pickering, IEEE 
Transactions on Instrumentation & Measurements, 1999.
“Accurate Measurements of Fluctuating Harmonics Under Well Defined Conditions”, 
P.S.Wright, NPL Report CEM S60.
“Calibration of lEC 1000-3-2 harmonic analysers”, P.S.Wright, BEMC 1999
“Calibration of Digital recorders to EN 601083-1”, R.G. Jones, A.G. Roddie, A.J.A. Smith & 
P.S.Wright, British Electromagnetic Measurement Conference, 1999.
“Calibration of Power Frequency Harmonics Analysers as used in Conjunction with 
EN61000-3-2”, P.S.Wright, NCSL International 2000 (Toronto). {Won Best Paper Applied  
and Best Paper Overall Award]
“Calibration of harmonic analysers”, EMC Testing Laboratories Association colloquium, 
P.S.Wright, September 2000.
“An overview of harmonic and flicker emission standards and their associated 
measurements”, P.S.Wright, lEE Power Engineering Journal, April 2001, Vol. 15, Number 2 
{invited).
“Methods for the Calibration of Flickermeters”, Paul Wright and Paul Clarkson, NCSL 
International 2001 (Washington DC). [Won Best Paper Applied Award]
“Non-sinusoidal Waveforms”, Paul Wright, Invited Paper to the UK Magnetic Society, 
October 2001.
“Phase Characterization of an Analog to Digital Converter Based Measurement System 
Using Deconvolution”, Wright P.S., NPL Report, Awaiting Publication, January 2002.
“An overview of harmonics and flicker standards”, EMV Europe Conference, Düsseldorf, 
April 2002.
“Polynomial decomposition of smoothly fluctuating harmonics”, P.S.Wright, Awaiting 
publication in IEEE Transactions on Instrumentation & Measurements.
“Calibration of Harmonics and Flicker Analysers in Conjunction with EN61000-3-2 and 
EN61000-3-3”, P.S. Wright, accepted for EUROEMC conference, September 2002.
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