Abstract: Nowadays Virtualization is an underlying technology in cloud computing that simplifies data center management improves corporate resource utilization, minimizes IT hardware costs. However, cloud environment faces new security challenges as the architecture of virtualized environments differs dramatically from non-virtualized. The traditional security methods cannot be applied any more to secure system in effective way as it used to be in the past. New approaches should be applied in order to be able to meet new security challenges of technology. In this research, we apply Ishikawa approach, method from Quality Management System in order to identify many possible causes and factors for hypervisor security risks. In addition to that, to better structure the risks we based Ishikawa method on traditional security model, STRIDE Model, proposed by Microsoft. Hence, this paper firstly analyses malicious environment of virtualization technology. Secondly, it applies quality-based methodology for security analyses. As a result, we see that such approach helps to identify preventive security countermeasures that have to be considered at the earlier stage before real attacks occur.
Introduction
In recent years use of virtualization technology has increased significantly, thanks to explosive growth of cloud computing, not only for private but also mostly for corporate users. Virtualization is the key underlying technology enabling cloud providers to host services for a large number of customers. In this way, there is a tendency to use virtualization, minimizing costs on IT infrastructure and services. Furthermore, hypervisor and virtualization tools are large complex software products with a number of different vulnerabilities enabling various types of attack surface.
On the one hand, benefits for big corporations and small companies from cutting-edge cloud computing technologies are undeniable. There have been different cloud types introduced (IaaS, SaaS, PaaS) to optimize collaboration and improve IT business-processes within the company. On the other hand, these technologies revealed not only strategic and competitive opportunities, but new vulnerabilities, threats and possibilities for the systems to be compromised. Therefore, the question of protecting cloud, in particular virtualization technology, from cyber-crime should constitute the highest priority for researches and business executive.
Attack Surface in Virtualization Environment
Virtualization is seen as an efficient solution for optimum use of hardware. NIST defines virtualization as the simulation of the software and/or hardware upon which other software runs [1] . Server consolidation that refers to ability for multiple systems to be multiplexed over the same hardware, is a major benefit driving virtualization in corporate environments [2] . Notably, virtualization technology has enabled new attack surface. On the one hand, Intruder can use the same tools to violate security for a virtual machine (VM) as for a physical one. The addition of a virtualization layer, on the other hand, provides Intruder with new possibilities of reaching its target. Indeed, as shown in Fig. 1 vulnerabilities in the virtualization layer may allow attacks to be performed from a VM against another VM, hypervisor or the host OS. Every VM possess virtual CPU, network interfaces, storage and operating system that can be violated.
Furthermore, security is the greatest challenge in virtual environment as virtualization architecture has enabled new attack surface where classical security mechanisms are incapacitated. The security of a virtualization is heavily dependent on the hypervisor.
Hypervisor or virtual machine monitor (VMM) is a main target for an attack. Indeed, if this key element is compromised, all virtualization tools in the system are potentially at risk.
VMM is a complex privileged software program that allows multiple operating systems (OS) to share a single hardware processor. Thereafter, Hypervisor controls guest OS from disrupting each other and from accessing each other's memory or disk space. On the other hand, Hypervisor is one of the most critical and vulnerable elements in Cloud Computing infrastructure due to the fact that with the increase of Cloud Computing, cases in which co-hosted VMs on the same hypervisor can be malicious towards each other have brought security concerns. As a result, resources can be shared and mediated by a Hypervisor, which is compromised by a rogue VM. Hypervisor is a main risk factor unique to virtual environments. In case hypervisor is compromised, security of all guest VMs hosted on that hypervisor can be easily violated. Due to providing a potential entry point to the guest VMs, the hypervisor itself creates a new attack surface that does not exist in the physical environment. Weaknesses in hypervisor isolation technology, access controls, security hardening, and patching could be identified and exploited, allowing Intruder to gain access to individual VMs [4] .
Stride Model
The STRIDE model is an alternative approach to threat modeling that was proposed by Microsoft in 2002. In this model, we categorized threats by the goals and purposes of the attacks on hypervisor. By using these categories of threats, one has the ability to create a security strategy for a particular system in order to have planned responses and mitigations to threats or attacks. The name STRIDE is based on of the initial letter of possible threats: Spoofing, Tampering, Repudiation, Information Disclosure, Denial of Service, and Elevation of Privilege [5] .
S. Spoofing Identity
Identity spoofing is illegally accessing and then using another user's authentication information, such as username and password.
VM Cloning. In order to add an additional entity to physical environment real equipment is needed, in virtual environment, however, VM can be added just by coping a file. Hence, it is complicated to distinguish a cloned entity from an original one. VM are identified by certain parameters such as OS Security Identifiers, MAC address, virtual network adapter, Hard Drive IDs. Cloning methods in this way generate new identifiers in the VM [6] . Spoofed VM is a major security concern of virtualization technology. Firstly, spoofed VM inherits permissions that are granted to original VM, so that it is automatically trustable by hypervisor. Secondly, address and name collisions on network can occur. Cloned VM problem can be referred not only to Spoofing issue, additionally, it can be referred to some following sections (Tampering, Information Disclosure, Availability) as it causes problems of confidentiality, integrity and availability of data and components in virtualization environment [2] .
Man-in-the-Middle Attack. Malicious VM is placed in the path of communication of VMs, so that Intruder intercepts network traffic between two VMs. Thereafter, network traffic among the dual computers goes over malicious system that enables Intruder to revise the data. Intruder uses ARP spoofing/ ARP poisoning to send faked messages to a receiver VM. By attacking one single VM, Intruder might be able to get access to other guest VMs and host VM. Thereafter, Intrusion Detection System (IDS) has to be integrated to prevent from this type of attacks [7] .
T. Tampering with Data
Data tampering involves the malicious modification of data. Examples include unauthorized changes made to persistent data, such as that held in a data storage, and the alteration of data as it flows between two VMs. In virtualization technology, a new security concern introduced such as Tampering with OS or virtualization and cloud architecture.
Incorrect Configuration of VMs and Hypervisors. The integrity of data within complex cloud hosting environments such as SaaS configured to share computing resource amongst customers could provide a threat against data integrity if system resources are effectively segregated [8] .
Inserted VMM (Hyper-Jacking). By using these methods Intruder coverts insertion of a VMM under an OS. Hence, the OS can be moved from physical to virtual almost undetectably, either on boot or while the system is running. Two methods used include the use of raw disk reads to alter device drivers that are paged out to disk, and the modification of system startup files [6] .
Man-in-the-Middle Attack mentioned in previous section has to be also associated with data tampering as it is serious concern for data integrity.
R. Repudiation
Repudiation involves activities that cannot be traced, thereafter; Intruder can claim to have not performed a specific action.
Data Stealing. Stolen data is one of the major security concerns in virtualization environment due to the fact that data can be stolen by authorized administrator without leaving any trace of such malicious actions. By administrator login in hypervisor, data replication schemes have to be created that apply policies like RAID and mount the disk image onto the hypervisor and delete the original copy and lost [9] .
I. Information Disclosure
Information disclosure threats involve the exposure of information to individuals who are not supposed
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to have access to it-for example, the ability of an intruder to read data in transit between two computers.
Faulty Implementation of Memory Management Unit (MMU).
Hypervisor runs a software-based MMU in the form of a shadow page table for VM. Guest VMs cannot be granted direct access to the hardware-based MMU. Otherwise, guest VMs could have had direct access to memory belonging to the hypervisor and other cohosted VMs. However faulty implementation of software-based MMU could lead to disclosure of data in arbitrary address spaces such as memory segments belonging to hypervisor and co-located VMs [10] .
VM Cloning. This issue has been already mentioned in Section, concerning Spoofing. However, VM Cloning deserves to be mentioned in Information Disclosure as well. Sensitive data such as personal details or encryption keys becomes vulnerable for Information Disclosure. Among other places, data can reside in deleted files or memory snapshots, on virtual hard drives, or be retained in previous snapshots. It can also be part of logging data external to the VM that the VMM undertakes [11] . Methods to reduce these risks include encryption of VM data with keys unknown to the VM, and externalizing encryption from the VM, for example, by storing encryption keys in the VMM or hardware TPM [11] . This approach can cause problems for VM migration if measures are not taken to migrate or regenerate keys [6] .
D. Denial-of-Service (DoS)
DoS threats affect system availability and reliability.
Distributed Denial of Service (DDOS). DoS attack surface differs dramatically in virtual environment from physical one due its distributed and virtual architecture such kind of DoS occur as attack that disrupt service by consuming resources.
Resource Exhaustion Attacks affect CPU, RAM, thread execution time, memory, storage requests and network interfaces, etc. A DoS attack that ramps up CPU or memory consumption on a virtual machine, compromises Hypervisor, so that resources from other VMs can be exhausted as well. Hence, DoS attack in virtualization environment addresses not only targeted entity [12] . This type of attack is also called Shared resource consumption attack.
Hypervisor Exploitation is an attack that exploits vulnerabilities in the underlying hypervisor, or operating system hosting a virtual machine instance, so that Intruder is able to cause targeted outages or instability. Attacks using these methods are designed to circumvent traditionally well-defined cloud architecture that has concentrated on securing against external network-based DoS attacks [8] . In addition to that, according to [10] one of the Hypervisor key functions is Execution Isolation for VMs. Scheduling of individual VM's tasks by handling register states appropriately. In other words, VMM manages vCPU tasks by allocating guest VM a set of virtual CPUs (vCPUs). To enable saving and loading of the state of each vCPU, the hypervisor uses a data structure called Virtual Machine Control Structure (VMCS). Faulty implementation of this data structure has been known to cause hypervisor memory leaks. Furthermore, Hypervisor emulates interrupt and timer mechanisms that the motherboard normally provides to a physical machine. Faulty implementation of interrupt and timer related data structure has been known to cause denial of service attacks [10] .
E. Elevation of Privilege
In this type of threat, an unprivileged entity is granted privileged permissions. Hence, Intruder might be able to compromise the entire system.
Rogue VM. According to [10] the first threat to any hypervisor is from rogue VMs. The rogue VMs are the ones that manage to subvert the access control function provided by Hypervisor to hardware resources such as memory and storage. Potential downstream consequence of a rogue VM taking control of the hypervisor is:
(a) installing rootkits and (b) attack on another VM on the same virtualized host Privileged Interfaces. Hypervisors provide privileged interfaces (generally called by the name Introspection API) to virtual security appliances (such as IPS/IDS). These interfaces could also become another target for exploitation by rogue/misconfigured VMs. [10] In [13] proof-of-concept of such attack was developed. Virtual-Machine-Based Rootkits (VMBRs) is injected underneath the targeting VMs. In case Intruder obtains administrative privileges on a VM. Once the rootkit is successfully installed and configured, it functions as a modified hypervisor on the infected physical server and loads all VMs. Consequently, Intruder seizes control of every VM on the hypervisor.
In addition to written above threats, concerning STRIDE Model, at the end we will concentrate more in the detail on formal model of getting escalated privileges on hypervisor. In [6] such kind of attack was proposed, where Intruder by the means of rough VM targets hypervisor in order to get escalated privileges. Furthermore, hypervisor is represented as a set of finite state machines, emulation devices. Attack is the sequence of events, being generated by virtual machine (VM). Hypervisor is defined as a set of emulators {u}, that process events from set V. Set of events V consists of 2 non-overlapping subsets: Vg is a set whose members are events generated by VM, Vh is a set whose members are events generated by hypervisor components. Device emulators are located in components of hypervisor. These components c = ({ c}, dc, vlc) of hypervisor share common address space dc and have the same privilege level vlc. Each emulator is described as finite state machine with specific level and with defined acceptance state function: In the model three emulator privilege levels are considered that are granted to: (1) non-privileged components in hypervisor; (2) system administrator; (3) kernel level OS. Attack on virtualization tools is set as the sequence of m events i, i = 1,…, . In an attack at least one emulator in a hypervisor is transited into non-acceptable state. As a result, intruder gets escalated privileges till the level vl`:
That model indicate that hypervisor stability towards attacks on virtualization tools is defined by: Cardinality of set V g , permissions granted to emulators that process events from set V g , vulnerabilities of software code design, written to automatizes emulators' processes. In this model artifact is defined as the block of code that makes state transition of at least one emulator possible. After that, each attack on virtualization tools is based on the vulnerability in artifact. It is evidently that not every artifact is, in fact, vulnerable. Consequently, the set of artifacts is reflected subjectively on the set of hypervisor vulnerabilities that can be used to make attacks on the VM's internal infrastructure.
Therefore, the emulator artifacts that are located in one component increase this component's amenability to possible attacks. As we see, the primary concern to mitigate security risks of hypervisor is
Conclusion and Future Research
Hypervisor is a key underlying technology of virtualization that enables several operating systems to consume the same hardware resources. In fact, hypervisor could be considered the heart of cloud computing, that is based on virtualization platform. As the corporations are moving infrastructure and services to the "Cloud", the security issues of protecting corporate data and privacy should be under the highest priority for data centers suppliers, for corporate CIOs, for technology vendors. Multiple stakeholders have to be involved in security risk mitigation process and cross-functional process has to be considered for successful cloud security enhancing. However, so far security issues are tried to be solved in isolated way. Moreover, there has been little research done to analyze the whole picture of threats and formal attack modeling, whereas much attention paid to exploiting certain vulnerabilities and particular attacks. We implemented double threat model design to outline where the potential risks come from. Firstly, we applied STRIDE methodology, proposed by Microsoft, to categorize threats. Secondly, we applied cause and effect analyses, developed by Professor Ishikawa to outline the causes that adverse hypervisor.
From diagram, we see that most of the cases come from vulnerable software code design and product architecture. Thus, the preventive security countermeasures have to be considered at the earlier stages before going to production. Our threat model can be used for developing security risk mitigation strategies in virtualization environment. We see two possible directions for further research. The first topic could address design of proper cross-functional stakeholders' collaboration for enhancing protection of different types of cyber security attacks, additionally, applying Ishikawa diagram not only for hypervisor, but also for cloud computing security analyses. The second topic could address applying quantitative risk analyses together with Ishikawa diagram to calculate and decrease the probability and impact of events that adverse hypervisor.
