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Abstract
This paper discusses consimilarity of quaternion matrices, obtains the Jordan canonical
form of a quaternion matrix under consimilarity, and some necessary and sufficient condi-
tions for consimilarity of quaternion matrices. The consimilarity of quaternion matrices is a
natural extension of the complex consimilarity of complex matrices, has many good proper-
ties including some that are essentially different from those of complex consimilarity. More-
over, using the consimilarity of quaternion matrices, we obtain a new way to discuss complex
consimilarity of complex matrices. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
Let R be the real number field, C = R ⊕ Ri be the complex number field, and
H = C ⊕ Cj = R ⊕ Ri ⊕ Rj ⊕ Rk be the quaternion division ring over R, where
k := ij = −j i, i2 = j2 = k2 = −1. If α = a1 + a2i + a3j + a4k ∈ H , where
ai ∈ R, then let α = a1 − a2i − a3j − a4k be the conjugate of α, |α| =
√
αα =√
a21 + a22 + a23 + a24.
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Let m×n be the set of all m× n matrices over a ring  with identity, and n =
n×1. If A = (aij ) ∈ Hn×n, let AT be the transpose matrix of A, A be the con-
jugate matrix of A, and A∗ = (aij )T be the transpose conjugate matrix of A. Let
A,B ∈ Hn×n, if there exists an invertible matrix P ∈ Hn×n such that P−1AP = B,
then A is said to be similar to B and we write A ∼ B.
Two complex matrices A,B ∈ Cn×n are said to be complex consimilar if there
exists an invertible complex matrix P such that P−1AP = B. Complex consimi-
larity is an equivalence relation on Cn×n and has been widely studied [1–5]. We
know that the quaternions hold important places in structure theory of algebras and
applied mathematics [7–11], thus, it is interesting to study the consimilarity of qua-
ternion matrices. Our results indicate that the consimilarity of quaternion matrices is
a natural extension of the complex consimilarity and has many good properties.
If A,B ∈ Hn×n, then generally, (AB)T /= BTAT, and AB /= AB. Thus the map-
ping A→ P−1AP is not an equivalence relation on Hn×n. Thus we need to give a
new definition of consimilarity of quaternion matrices.
If A ∈ Hm×n, then we define
AJ = −jA∗j, (1)
and
A˜ = −jAj. (2)
We say that AJ is the j-transpose of A, and A˜ is the j-conjugate of A. Clearly, if
A,B ∈ Hm×n, then we have (AJ )J = A, A˜ = A. The following identities are easy
to verify:
(A+ B)J = AJ + BJ , (3)
(AD)J = DJAJ , (4)
A˜+ B = A˜+ B˜, (5)
A˜D = A˜D˜. (6)
Let A ∈ Hm×n be given. It is straightforward to check the following identities:
A˜J = (A˜)J = A∗, (7)
(A˜)T = A˜T = AJ = (A)J , (8)
(AJ )T = (AT)J = A˜ = A˜, (9)
rank(A) = rank(A˜) = rank(AJ ) = rank(A∗). (10)
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Lemma 1. If A ∈ Hn×n, then A is invertible ⇔ A˜ is invertible ⇔ AJ is invertible
⇔ A∗ is invertible. Moreover, if A is invertible, then
(A˜)−1 = (˜A−1), (11)
(AJ )−1 = (A−1)J , (12)
(A∗)−1 = (A−1)∗. (13)
Let A,B ∈ Hn×n. We say that A is consimilar to B if there exists an invertible
matrix P ∈ Hn×n such that P˜−1AP = B, and we write A c∼ B if A is consimilar to
B. It is standard to show that consimilarity is an equivalence relation on Hn×n. One
checks that if A ∈ Cn×n, then
A = A˜ = −jAj and AT = −jA∗j. (14)
Thus, if A ∈ Cn×n is complex consimilar to B ∈ Cn×n, then A is consimilar to B as
quaternion matrices. In fact, two complex matrices are complex consimilar if and on-
ly if they are consimilar as quaternion matrices (we will prove this result later). Thus,
consimilarity of quaternion matrices is a natural extension of complex consimilarity
of complex matrices.
Let A ∈ Hn×n, λ ∈ H . If there exists 0 /= X ∈ Hn such that
AX˜ = Xλ (X˜TA = λXT), (15)
then λ is said to be a right (left) coneigenvalue of A, and X is said to be a coneigen-
vector of A corresponding to the right (left) coneigenvalue λ.
Recall that if there exists 0 /= X ∈ Hn such that
AX = Xλ (XTA = λXT), (16)
then λ is said to be a right (left) eigenvalue of A, and X is said to be a eigenvector of
A corresponding to the right (left) eigenvalue λ.
Lemma 2. Let A ∈ Hm×n, R(j) = R ⊕ Rj be a maximal subfield of H. Then
(i) A˜ = A⇔ A ∈ R(j)m×n.
(ii) AJ = A∗ ⇔ A ∈ R(j)m×n.
If A = A1 + A2j ∈ Hn×n, where A1, A2 ∈ Cn×n, then the complex representa-
tion matrix (or adjoint matrix [8,9]) of A is defined by
AC =
(
A1 A2
−A2 A1
)
. (17)
We have
(A+ B)C = AC + BC, (AB)C = ACBC, (18)
and A is invertible if and only if AC is an invertible complex matrix (cf. [7–9]).
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2. Consimilarity of quaternion matrix
Let Jm(λ) denote the Jordan block of order m corresponding to λ,
Jm(λ) =


λ 1
λ
.
.
.
.
.
. 1
λ

 , (19)
Wiegmann [6] (cf. Theorem 1 of [7]) has the following result.
Lemma 3. Let A ∈ Hn×n. Then
A ∼ Jn1(λ1)⊕ Jn2(λ2)⊕ · · · ⊕ Jnr (λr ) :=JA, (20)
where λk = ak + bki ∈ C are right eigenvalues of A (k = 1, . . . , r), with ak ∈ R
and bk ∈ R may be chosen so that bk  0. JA is uniquely determined by A up to the
order of Jordan blocks Jnk (λk), and JA is said to be the Jordan canonical form of A
corresponding to maximal subfield C of H.
Theorem 1. IfA,B ∈ Hn×n, thenA c∼ B ⇔ jA ∼ jB ⇔ Aj ∼ Bj ⇔ jA ∼ Bj .
Proof. Since A c∼ B ⇔ there exists an invertible matrix P ∈ Hn×n such that P˜−1
AP =−jP−1jAP =B. Thus A c∼ B ⇔ P−1jAP =jB, and A c∼ B ⇔ jA ∼ jB.
Since j−1jAj = Aj, jA ∼ Aj , and jB ∼ Bj . Therefore, jA ∼ jB ⇔ Aj ∼ Bj ⇔
jA ∼ Bj . 
Theorem 2. If A ∈ Hn×n, then A c∼ A˜, A c∼ −AJ , A c∼ −A∗.
Proof. Since Aj = jA˜, by Theorem 1, we have A c∼ A˜. By Theorem 4 of [7], we
have jA ∼ (jA)∗ = −A∗j , and by Theorem 1, A c∼ −A∗. Thus
A
c∼ A˜ c∼ −(A˜)∗ = −AJ .  (21)
Theorem 3. If A ∈ Hn×n, then
A
c∼ Jn1(λ1)⊕ Jn2(λ2)⊕ · · · ⊕ Jnr (λr ) := J cA, (22)
where λk = ak + bkj, bk, ak ∈ R, ak  0, k = 1, . . . , r are right coneigenvalues
of A. J cA is uniquely determined by A up to the order of Jordan blocks Jnk (λk),
and J cA is said to be the Jordan canonical form of A under consimilarity.
Proof. By Lemma 3, there exists an invertible matrix P1 ∈ Hn×n such that
P−11 jAP1 = Jn1(−b1 + a1i)⊕ · · · ⊕ Jnr (−br + ari) :=JjA, (23)
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where bk, ak ∈ R, and ak  0, k = 1, . . . , r , and JjA is the Jordan canonical form
of jA corresponding to maximal subfield C. Let
J cA = Jn1(a1 + b1j)⊕ · · · ⊕ Jnr (ar + brj). (24)
Since
(i + j)−1P−11 jAP1(i + j)= Jn1(−b1 + a1j)⊕ · · · ⊕ Jnr (−br + arj)
= jJ cA, (25)
we have jA ∼ jJ cA and by Theorem 1, we have
A
c∼ J cA. (26)
Since J cA is uniquely determined by JjA, by the uniqueness of the Jordan canoni-
cal form JjA of jA corresponding to maximal subfield C, J cA is uniquely determined
by A up to the order of Jordan blocks Jnk (λk), where λk, k = 1, . . . , r are right
coneigenvalues of A. 
Corollary 1. If A ∈ Hn×n, then the following statements are equivalent:
(i) The Jordan canonical form of A under consimilarity is
J cA = Jn1(a1 + b1j)⊕ · · · ⊕ Jnr (ar + brj), (27)
where ak, bk ∈ R, and ak  0, k = 1, . . . , r .
(ii) The Jordan canonical form of jA corresponding to maximal subfield C is
JjA = Jn1(−b1 + a1i)⊕ · · · ⊕ Jnr (−br + ari), (28)
where ak, bk ∈ R, and ak  0, k = 1, . . . , r .
Corollary 2. If A,B ∈ Hn×n, then A c∼ B if and only if J cA = J cB .
Corollary 3. If A ∈ Hn×n, then AA˜ ∼ A˜A.
Proof. Using Theorem 3, let A = P˜ J cAP−1, so that A˜ = P J˜ cAP˜−1. It follows that
AA˜ ∼ J cAJ˜ cA and AA˜ ∼ J˜ cAJ cA. Since J cAJ˜ cA = J˜ cAJ cA = (J cA)2, we have AA˜ ∼ A˜A.

By Theorem 3 and Corollary 2, we get the following.
Theorem 4. If A ∈ Hn×n, B,C ∈ Hm×m, then(
A 0
0 B
)
c∼
(
A 0
0 C
)
⇔ B c∼ C (29)
and (
B 0
0 B
)
c∼
(
C 0
0 C
)
⇔ B c∼ C. (30)
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Let A ∈ Hn×n. Then n diagonal elements of J cA are said to be the n basal right
(left) coneigenvalues of A. The right (left) coneigenvalues are consimilar invariants.
Corollary 4. Let A,B ∈ Hn×n. If A c∼ B, then A and B have the same right (left)
coneigenvalues.
Lemma 4. If A ∈ Hn×n, then λ is a right (left) coneigenvalue of A if and only if for
any 0 /= β ∈ H, β˜−1λβ is a right (left) coneigenvalue of A.
Two elements a, b ∈ H is said to be consimilar if a = u˜−1bu for some 0 /= u ∈
H . By Lemma 4, the right (left) coneigenvalues of A consist of complete consimilar
classes. By Theorem 3, the following result is immediate.
Corollary 5. If a ∈ H, then there exists 0 /= u ∈ H such that u˜−1au = a1 + a2j,
where a1, a2 ∈ R, and a1  0.
Theorem 5. If A ∈ Hn×n, λ0 ∈ H, then
(i) λ0 is a right coneigenvalue of A⇔ jλ0 is a right eigenvalue of jA⇔ λ0j is
a right eigenvalue of Aj.
(ii) λ0 is a left coneigenvalue of A⇔ jλ0 is a left eigenvalue of jA⇔ λ0j is a
left eigenvalue of Aj.
Proof. (i) Clearly, λ0 is a right coneigenvalue of A⇔ there exists 0 /= X ∈ Hn
such that AX˜ = A(−j)Xj = Xλ0 ⇔ there exists 0 /= X ∈ Hn such that AjX =
X(λ0j) ⇔ λ0j is a right eigenvalue of Aj.
On the other hand, there exists 0 /= X ∈ Hn such that AX˜ = Xλ0 ⇔ jAX˜ =
X˜(jλ0) ⇔ jλ0 is a right eigenvalue of jA.
Similarly, we can prove (ii). 
The following can be deduced from Theorem 4 and Proposition 8.2.1 of [12].
Theorem 6. If A ∈ Hn×n, then coneigenvectors of A corresponding to non-consim-
ilar right coneigenvalues are right linearly independent.
Theorem 7. If A ∈ Hn×n, then the coneigenvalues of A cannot contain more than
n consimilar classes, and when it is consists of exactly n consimilar classes, then A
is consimilar to a diagonal matrix.
Corollary 6. If A ∈ Hn×n, then the following statements are equivalent:
(i) A is consimilar to a diagonal matrix over H.
(ii) jA is similar to a diagonal matrix over H.
(iii) A has n right linearly independent coneigenvectors.
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We have seen that the property for consimilarity of quaternion matrices has es-
sential difference with complex consimilarity. In general, a complex matrix may not
be complex consimilar to a complex Jordan form, and may not have a complex cone-
igenvalue (cf. [1–4]).
3. Complex consimilarity of complex matrix
Using the consimilarity of the quaternion matrices, we obtain a new way to dis-
cuss the complex consimilarity of complex matrices.
Since for any A ∈ Cn×n, i−1Ai = iAi = −A, we have the following result.
Lemma 5. If A ∈ Cn×n, then A is complex consimilar to −A.
Theorem 8. If A ∈ Cn×n, then the Jordan canonical form of A (as a quaternion
matrix) under consimilarity is
J cA = diag(JR, JC, JC), (31)
where JR is a Jordan form real matrix with every diagonal element is nonnegative
real number, and JC is a Jordan form matrix with every diagonal element is in the
form of a + bj, where a, b ∈ R, and a  0.
Proof. By Theorem 3 and Lemma 5, A and−A have the same Jordan canonical form
under consimilarity (as a quaternion matrices). Clearly, we have −A c∼ −J cA. Since
i
−1
(−Jm(a + bj))i = Jm(a − bj), i.e., −Jm(a + bj) c∼ Jm(a − bj), where a, b ∈
R, and a  0. Thus, by the uniqueness of the Jordan canonical form under consimi-
larity, Jm(a + bj) is a Jordan block of J cA if and only if Jm(a − bj) is a Jordan block
of J cA. Thus we have J
c
A = J
c
A up to the permutations of the diagonal Jordan blocks,
this is,
J cA = J cA = diag(JR, JC, JC), (32)
where JR is a Jordan form real matrix with every diagonal element is nonnegative
real number, and JC is a Jordan form matrix with every diagonal element is in the
form of a + bj , where a, b ∈ R, and a  0. 
Theorem 9. If A ∈ Cn×n, then A is consimilar to a real matrix.
Proof. By Theorem 8, we have
A
c∼ J cA = diag(JR, JC, JC), (33)
where JR is a Jordan form real matrix with every diagonal element is nonnegative
real number, and JC is a Jordan form matrix with every diagonal element is in the
form of a + bj , where a, b ∈ R, and a  0.
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Since R ⊕ Rj and C are isomorphic, there exists an invertible matrix P over R ⊕
Rj such that P−1diag(JC, JC)P = P˜−1diag(JC, JC)P := B is a real matrix. Thus,
A is consimilar to real matrix B. 
We now show that the consimilarity of the quaternion matrix is equivalent to
complex consimilarity for complex matrices.
Lemma 6 (See [4], p. 253). If A,B ∈ Cn×n, then AA is complex similar to AA.
Lemma 7 (See Theorem 1.3 of [2]). Let A,B ∈ Cn×n, then A is complex consimilar
to B if and only if AA is complex similar to BB and
rank[(AA)kA] = rank[(BB)kB], k = 0, 1, . . . , [n/2].
Theorem 10. If A,B ∈ Cn×n, then A is complex consimilar to B if and only if A is
consimilar to B (as quaternion matrices).
Proof. If A is complex consimilar to B, then there existsP ∈ Cn×n such thatP−1AP
= B. Clearly, P = P˜ , thus A is consimilar to B.
Conversely, if A is consimilar to B, then by Theorem 1, there exists invertible
matrix P ∈ Hn×n such that
P−1(Aj)P = Bj. (34)
By the property of complex representation matrix, we have P−1C (Aj)CPC = (Bj)C ,
this is
P−1C
(
0 A
−A 0
)
PC =
(
0 B
−B 0
)
. (35)
Clearly, (Aj)2k = (AA)k and (Bj)2k = (BB)k, thus by (34), P−1AAP = BB and
P−1(AA)kAjP = (BB)kBj . From (35), we have
P−1C
(
AA 0
0 AA
)
PC =
(
BB 0
0 BB
)
, (36)
P−1C
(
0 (AA)kA
−(AA)kA 0
)
PC =
(
0 (BB)kB
−(BB)kB 0
)
, (37)
for k = 0, 1, . . . , n. By (37), and
rank[(AA)kA] = rank[(BB)kB], k = 0, 1, . . . , n. (38)
Using Lemma 6 and (36), we have(
AA 0
0 AA
)
is complex similar to
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BB 0
0 BB
)
,
and by Problems 3.2.14 of [4] (p. 141) we have AA and BB are complex similar.
Thus by Lemma 7, A and B are complex consimilar. 
Theorem 11. Let A,B ∈ Cn×n. Then A is complex consimilar to B if and only if(
0 A
−A 0
)
is complex similar to(
0 B
−B 0
)
.
Proof. By Theorem 1, A is consimilar to B (as quaternion matrices) if and only if
Aj ∼ Bj . By Theorem 7.4 of [9] or Theorem 2 of [7], Aj ∼ Bj if and only if (Aj)C
is complex similar to (Bj)C . However, since
(Aj)C =
(
0 A
−A 0
)
and (Bj)C =
(
0 B
−B 0
)
,
the result follows. 
By Theorems 9 and 10, we have the following result.
Corollary 7 [1, 4]. If A ∈ Cn×n, then A is complex consimilar to a real matrix.
By Theorems 10, 11, 2, and Lemma 5, the following result is immediate.
Corollary 8 [4]. If A ∈ Cn×n, then A is complex consimilar to A,A∗, AT.
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