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Abstract—With the growth of popularity of facial micro-
expressions in recent years, the demand for long videos with
micro- and macro-expressions is increasing. Extended from
SAMM, a micro-expressions dataset released in 2016, this short
report presents SAMM Long Videos dataset for spontaneous
micro- and macro-expressions recognition and spotting. SAMM
Long Videos dataset consists of 147 long videos with 343
macro-expressions and 159 micro-expressions. The dataset is
FACS-coded with detailed Action Units (AUs). We compare
our dataset with the Chinese Academy of Sciences Macro-
Expressions and Micro-Expressions (CAS(ME)2) dataset, which
is the only available fully annotated dataset with micro- and
macro-expressions. Further, we preprocess the long videos using
OpenFace, which includes face alignment and detection of facial
movements based on the AUs. We will release the long videos
for the next micro-expressions, and macro-expressions spotting
challenge and future research uses.
I. INTRODUCTION
Facial expression research is multidisciplinary with vari-
ous applications, such as emotional study, behavioural psy-
chology, security [1], well-being [2] and communication. In
general, macro-expression refer to normal facial expression
and micro-expression refer to a brief facial expression with
the duration of less than 500ms [3]. Due to its involuntary
nature, it is an important cue in non-verbal communication.
In recent years, an international collaboration initiated by
researchers [4], [5] has conducted workshops and chal-
lenges on datasets and methods for facial micro-expressions
recognition and spotting [6]. However, in the real-world,
the occurrences of micro- and macro-expressions could co-
exists or occur in isolation. Therefore, spotting micro- and
macro-expressions is a challenging task. To date, there is
limited Facial Action Coding System (FACS) coded long
videos dataset. This report presents SAMM long videos
dataset, which consists of FACS coded micro- and macro-
expressions. We release the dataset and its annotation for
research use.
The rest of the report is organised as follows: Section
II describes the related work, Section III presents the new
analysis of the dataset, the dataset preprocessing stage and
the performance metrics. Section IV concludes the report.
II. RELATED WORK
CAS(ME)2 dataset [7] is the only fully annotated dataset
with both macro- and micro-expressions. There are 22 sub-
jects and 87 long videos (in part A). The average duration
is 148s. The facial movements are classified as macro- and
micro-expressions. The video samples may contain multiple
macro- or micro-expressions. The onset, apex and offset
for these expressions were annotated and presented in a
spreadsheet. Also, the eye blinks are labelled with the onset
and offset frame. For MEGC II competition [5] in 2019,
the authors of SAMM [8] released 79 long videos for the
micro-expressions grand challenge, but only with annotated
micro-expressions and was only made available for MEGC
II.
In last year’s micro-expressions grand challenge, Li et
al. [6] proposed temporal pattern extracted from local re-
gion for micro-expression spotting on two recently pub-
lished datasets, i.e. SAMM [8] (79 long videos) and
CAS(ME)2 [7]. Even though CAS(ME)2 is labelled with
macro- and micro-expressions, the focus of the challenge is
on micro-expressions spotting only. Li et al. [6] demonstrated
their local temporal pattern (LTP) method outperformed
Local Binary Pattern (LBP) approaches - LBP-χ2-distance
by Moilanen et al. [9].
III. SAMM LONG VIDEOS
This section describes the SAMM long videos and analysis
of the micro- and macro-expressions.
A. Experiment
The original version of SAMM dataset [8] is intended
for facial micro-movements detection, which consists of a
total of 32 subjects and has 7 videos each. The average
length of videos is 35.3s. The original release of SAMM
consisted of micro-movement clips with Action Units an-
notated. Recently, the authors [10] introduced objective and
emotion classes for the database. In 2018, MEGCI used the
objective classes for the recognition challenge. In last year
(2019), MEGCII’s recognition challenge used the emotional
classes from the database as ground truth. In addition to
recognition challenge, the spotting challenge was introduced.
However, due to the size of SAMM long videos dataset,
the organisers only used a subset of 79 long videos, each
contains one/multiple micro-movements, with a total of 159
micro-expressions. The index of onset, apex and offset
frames of micro-movements were provided as the ground
truth. Although the long videos were released for the grand
challenge, the macro-expressions labels were not provided.
The micro-movements interval is from onset to offset
frame. In this dataset, all the micro-movements are labelled.
Thus, the spotted frames can indicate not only micro-
expressions but also other facial movements, such as eye
blinks. The details of the experimental settings, eliciting
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Fig. 1. Two examples of facial expressions from SAMM long videos dataset: (Top) Micro-expression; and (Bottom) Macro-expression. Both expressions
with AU12, but on apex frame (middle), the macro-expression shows higher intensity and more visible when compared to the micro-expression.
process and coding process are described in Davison et al.
[10].
B. Analysis of Micro- and Macro-expressions
Figure 1 shows two examples of facial expressions in
SAMM Long Videos. The top row illustrates a micro-
expression of brief AU12 with low intensity and the bottom
row shows a macro-expression of AU12 with high intensity.
When compared to CAS(ME)2, SAMM has more long
videos. The face resolution and the frame rate of SAMM is
higher than CAS(ME)2. When compared to the number of
facial expressions, SAMM has 159 micro-expressions (which
is similar to the first release by Davison et al. [8]) and 343
macro-expressions (newly FACS-coded macro-expressions
for this release). Table I compares the differences between
SAMM and CAS(ME)2.
TABLE I
A COMPARISON BETWEEN SAMM LONG VIDEOS AND CAS(ME)2
Dataset CAS(ME)2 SAMM long videos
Number of Long Videos 87 147
Number of Videos with micro 32 79
Resolution 640×480 2040×1088
Frame rate 30 200
Number of Macro-expressions 300 343
Number of Micro-expressions 57 159
We have coded the emotional, and objective classes of
SAMM long videos following the method explained in [11].
C. Dataset Preprocessing
We preprocess the SAMM Long Videos with OpenFace,
mainly on face alignment and detection of AUs.
1) Face alignment: OpenFace [12] is a general-purpose
toolbox for face recognition, which consists of face align-
ment algorithm using affine transformation. The facial land-
marks are detected by dlib’s face landmark detector [13].
Fig. 2. An illustration of preprocessing steps with openface: (Left) Original
SAMM image; (Middle) Facial Landmark Detection; and (Right) Cropped
face ROI.
Figure 2 illustrates the original SAMM image, the facial
landmarks and the aligned face image.
2) Detection of facial movements: Openface [12] has
detected and classified the Action Units frame-by-frame,
where we can use this information to distinguish micro-
expressions from macro-expressions. Figure 3 illustrates
the sample output of Openface on two AUs plotted on a
graph, where there are one micro-expression and two macro-
expressions in the video clip.
D. Performance Metrics
Since micro- and macro-expressions occur over a series of
frames, the measurement (accuracy) based on the individual
frame is not widely accepted in this domain. The preferable
performance metrics used are based on the overlap of the
frames (based on the concept of Intersect over Union (IoU)
in computer vision). Following the spotting challenge in [6],
a true positive (TP) is defined as
Predicted∩GT
Predicted∪GT ≥ k (1)
where k is set to 0.5, GT represents the ground truth ex-
pression interval (onset-offset), and Predicted represents the
detected expression interval. Otherwise, the spotted interval
is regarded as false positive (FP).
Fig. 3. Two AUs on long video clips, the blue line is AU4, and the orange line is AU7. There are one micro-expressions and two macro-expressions
found on this video clip.
Then, the comparison of the detection accuracy will be
measured in Precision, Recall, and F1−Score as in equation
(1), equation (2) and equation (3), respectively.
Precision=
TP
TP+FP
(2)
Recall =
TP
TP+FN
(3)
F1− score= 2TP
2TP+FP+FN
(4)
IV. DISCUSSION AND CONCLUSION
This report presents SAMM long videos dataset on facial
micro- and macro-expressions. In which, is fully annotated.
These SAMM long videos will benefit the researchers in
many disciplines, such as affective computing, human be-
havioural, computer vision and machine learning community.
Currently, the authors are working on labelling the emotional
and objective classes; these will be updated in early of 2020.
The results of the automated micro- and macro-expressions
spotting will be reported after the MEGC III event.
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