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Abstract 
The growing demands on energy have brought forth the necessity of improving the 
efficiencies of renewable energy harvesting. Solar industry is one of the main sectors in which 
cutting edge research is done to facilitate this improvement. Luminescent Solar Concentrators 
(LSCs) are part of this effort. They are used to improve the incident light influx into the solar cell 
with the help of a polymer matrix with luminescent dye molecules. These systems offer an 
opportunity for increased power generation without the use of complex and expensive 
components. Therefore, for enabling effective widespread use of solar power, a method for 
designing optimal LSCs is required such that the advantages of concentrators can be utilized and 
the energy losses are minimized. 
In this work, a methodology for the analysis and optimization of LSC designs is given. 
This procedure begins with the computational modeling of LSC system based on Diffusion 
Approximation (DA). Then, the physics model is subjected to an optimization algorithm based 
on Globally Convergent Method of Moving Asymptotes (GCMMA). For this optimization, the 
objective function is the integrated flux on the solar cell and the design variable is the absorption 
coefficient of the dye which in turn gives the spatial dye distribution in the polymer matrix.  
The proposed method gives a computationally inexpensive but robust optimization for 
the LSC designs. The proposed method is applied to various test cases to understand and design 
effective LSCs. The test cases consist of models with varying number of dimensions, constraints, 
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absorption–emission cycles, and cell placements. With the results obtained, qualitative trends 
regarding spatial dye distribution in LSC systems and the corresponding improvements in 
performance were studied.  
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Chapter 1     
Introduction 
For commercial utilization of solar energy, it is necessary to have cheaper but efficient 
photovoltaic (PV) systems. Luminescent Solar Concentrators (LSCs) are concentrated PV 
systems that are integrated with solar cells to increase the number of input photons into the cell 
so as to improve the photocurrent [1] – [9]. These were introduced in an effort to reduce price 
while maintaining efficiency. LSCs use non-imaging optics via absorption and emission by a 
luminescent dye in inexpensive polymer matrices to achieve this [10] – [14]. LSCs help in 
reducing the amount of semiconductor material, without decreasing the efficiency, thus giving 
inexpensive and efficient PV systems but they are yet to realize their full potential. There are 
various LSC designs that have been proposed and fabricated to improve efficiency while 
reducing the challenges [12] – [16]. A possibility for improving LSC performance is to subject 
the design to an optimization procedure. This would help in optimizing system parameters, 
thereby increasing the efficiency of the concentrator.  
In this study, optimization of an LSC structure for a Gallium Arsenide (GaAs) solar cell 
is carried out. The study is done such that an optimized spatial distribution of the dye in the 
matrix is obtained which improves the input into the solar cell and hence increases the electric 
output. To accomplish this, the LSC system is modeled according to a diffusion approximation 
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(DA) analysis of radiative transfer to solve for the physics involved in these systems. The DA is 
a commonly used simplified approach to model electromagnetic radiative transfer in a medium 
[19] – [22]. The solution is then subjected to an optimization algorithm based on Method of 
Moving Asymptotes (MMA), which is a gradient optimization method. The absorption 
coefficient of the dye is used as the design variable and the objective is to improve the flux input 
of radiation into the solar cell. Thus, an optimal solution can be found with accuracy and less 
computational and time expenses [32] – [35]. 
The various influencing parameters such as geometrical dimension of the LSC matrix, 
cell placement, boundary conditions, tolerance and meshing of the problem are also studied. The 
optimization algorithm is designed in a general manner such that it can be used for other 
photonic devices. 
1.1 Luminescent Solar Concentrators 
Solar energy is an abundant resource of about 89 PW. Plants with their method of 
photosynthesis form the main consumer of this vast source. Humans have also realized this 
potential and its implications. The PV effect was discovered by Edmund Becquerel, a French 
experimental physicist in 1839 [1]. The PV industry began in 1954, when the silicon cell was 
developed by Gerald Pearson, Calvin Fuller and Daryl Chapin of American Bell Labs. But the 
efficiency of this cell was a meager 4%. With these low efficiencies and the high cost of 
semiconductor material and fabrication, the commercialization of PV technology was 
questionable except in case of novelty items like spacecrafts, calculators and toys [1].  But, in the 
1970s, advancements in PV research led to the dawn of commercially viable and cheaper solar 
cells. In 1994, the U.S. Department of Energy’s Solar Energy Research Institute known as the 
National Renewable Energy Laboratory (NREL) fabricated a solar cell of 30% efficiency. In 
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2006, Boeing-Spectrolab achieved a conversion-efficiency of 40.7% [1]. The best research cell 
efficiencies through the years have been reported by NREL, giving an account of the cutting 
edge research that is going on in the solar industry The latest recorded high efficiency cell is a 
lattice matched three-junction solar cell by Boeing Spectrolab which has an efficiency of 37.8% 
compared to efficiencies, that were less than 5%, 40 years back [2].   
Thus, increases in PV efficiency combined with the desire to move away from fossil fuels 
have contributed to the rise of the solar industry. Though PV electricity is a potential solution for 
this problem, the cost remains high for some PV technologies. In the beginning, the cost of solar 
energy panels was about $12 per watt, though it has dropped to an average price of about $3-$4 
per watt which brings total cost with installation to about $7-$9 per watt [3]. Thus, for achieving 
the required electric output, the highest expense was from the amount of solar panels needed. 
One way to mitigate this problem was to increase the solar cell efficiency by increasing the light 
input into the cells. This led to the development of CPV or Concentrated PVs.  
The technique of using optics to focus sunlight on a small solar cell and thereby 
increasing the output is known as CPV. Sandia National Laboratories in California is the pioneer 
in CPV research which started in the 1970s. CPV design is a challenging optimization problem 
where researchers currently focus on achieving high efficiencies and implementing CPV 
technologies in large scale. Thus, CPV reduces both the material input and fabrication costs as it 
allows the same amount of power generation from a smaller area of solar cell [4]. This can lead 
to large scale energy production at cheaper costs. One way of concentrating sunlight is by using 
Fresnel lens coupled with solar tracking. Though this method is very effective, the tracking 
devices and cooling systems to reduce the heat loss introduced by intensification of light can be 
costly [5]. Another type of CPV is LSC. 
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Unlike the Fresnel lens which is a traditional optical imaging device, LSC is a non-
imaging optical approach i.e., it facilitates ‘optimum optical radiative transfer’ between the 
source and the destination without forming an image of the source [6]. LSC is based on 
waveguiding using luminescent light emission from the absorbed solar radiation [7]. A LSC 
consists of a glass, plastic or polymer plate containing or coated with luminophores (dyes or 
phosphors) that absorb sunlight. The luminescent dyes absorb the incoming photons of higher 
energy and act as wavelength shifters and emit photons of lower energy and longer wavelength 
isotropically. Though this results in a loss of energy, the quanta are preserved as long as the 
emitted photon energy is more than the band gap energy of the PV cell [8]. According to Snell’s 
law, a large portion of these re-emitted photons (~75%) are trapped by total internal reflection 
(TIR). Thus, by successive reflections or absorption/emission cycles, they reach the solar cell 
[9]. Increasing the lateral dimension of the plate allows more light to reach the edges, thus 
providing a concentrating effect. Thus, the system helps increase the absorption of photons by 
shifting the incident wavelength into a more efficient absorption range for the cell. Figure 1.1 
shows a schematic for the operation of an LSC system. 
 
Figure 1.1: LSC with luminophores (dots) absorbing sunlight (dashed) and emitting longer-
wavelength light (solid line) which is absorbed by a PV cell 
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The LSC system was first suggested by Lerner in 1973 [9] however, Rapp and Boiling 
were the first to report a fabricated luminescent collector and coined the term LSC [10]. This 
method utilizes concentrators which increases gain without complex tracking and astigmatic 
correction since they accept both diffuse and specular sunlight [11]. The limitation imposed by 
acceptance angle, which is the maximum angle at which incoming sunlight can be captured by a 
solar concentrator, is taken care by the downshift caused by the absorption/emission cycle of 
LSCs and hence LSCs can achieve high concentration ratios without tracking [12]. They are 
made of inexpensive polymer or plastic matrix doped with organic or inorganic dye molecules 
making the cost per watt peak to be considerably lower than that of solar cell arrays while 
augmenting the photon absorption by the cells. They reduce the amount of semiconductor 
material required, replacing it with a cheaper glass/plastic/polymer matrix, thus bringing down 
the cost while increasing the efficiency. They also do not need any cooling devices and have no 
moving parts. LSCs are of special interest for building integrated PV applications also since they 
can turn windows into solar concentrators [13]. Even with these advantages, there are challenges 
associated with LSCs designs because of dye instabilities and losses due to re-absorption of 
emitted light and scattering [14].  
Since the waveguide losses can be reduced by decreasing the propagation distance, Roger 
et al. has proposed a luminescent concentrator system design that reduces these losses while 
exploiting the flexibility of LSC systems [15].   In this thesis, the LSC designs are modeled 
based on the ‘luminescent photon transport model’ for solar concentrators by Rogers et al [16] . 
For most cases, a bifacial GaAs solar cell is mounted on the top surface of the polymer matrix. 
Bifacial solar cells are devices that can accept sunlight from both surfaces, converting it into 
electric power with good efficiency of about 26.4% [17]. The high power-to-weight ratio and 
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stable operation at low temperatures are advantages of these bifacial solar cells and increase 
power output by 50% without adding to manufacturing cost and lowering installation costs [18]. 
When the solar cell is placed on the top, the cell is exposed to direct sunlight on one side. The 
non-absorbed photons enter into the concentrator system and are then subjected to 
absorption/emission cycles giving luminescent photons. These photons travel within the matrix 
through TIR until they are absorbed by the solar cell and thus, contribute towards the electric 
output [16]. Since the microcell is made of GaAs which is a direct bandgap semiconductor, very 
thin microcells can be used with this system and hence reducing the amount of semiconductor 
material required. Norland optical adhesive 61 (NOA) is used to fabricate the polymer matrix 
since it has very low absorption above 400nm and does not contribute to matrix absorption 
losses. This matrix is doped with luminescent dye molecules of 4-(dicyanomethylene)-2-methyl-
6-(4-dimethylaminostyryl)-4H-pyran (DCM). The embedded DCM helps towards the absorption 
of incident photons in the wavelength range of 400-550nm and emit them as luminescent 
photons [16].  These luminescent photons can then be absorbed by the GaAs of 1.43eV bandgap, 
thus reducing the amount of wasted photons and increasing the photocurrent. The absorption and 
emission spectra of DCM are shown in Figure 1.2. 
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Figure 1.2: Absorption and emission spectra for DCM-NOA matrix 
In this study, the LSC system is optimized to give the most efficient spatial distribution of 
DCM dye within the matrix, thereby enhancing the absorbed flux and in turn the PV current. The 
optimization is applied such that nearly all of the photons that are not absorbed by the top surface 
of the cell and enter the matrix are absorbed and emitted in such a way so as to reach the micro 
cell with minimum losses. Towards this end, the problem is simulated virtually and is subjected 
to an optimization routine. In the optimization process, a mathematical formulation is used to 
pose an algorithm which helps to determine the spatial dye distribution profile in the polymer 
matrix that would help in increasing the photon input into the solar cell. This procedure is 
explained later on. In this thesis, various solar cell placements other than the bifacial GaAs cell at 
the top surface are considered like a side mounted design and solar cell placement at the bottom 
surface of the polymer matrix. A BSR or back side reflector is also used at the bottom surface to 
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improve TIR so as to increase the number of photons reaching the solar cell.  Figure 1.3 gives a 
schematic for the top-mounted LSC system considered in this study. 
 
Figure 1.3: Schematic of the LSC where the light entering the matrix (black dashed) is 
absorbed by the luminophores (dots) and emitted as longer wavelengths (yellow dashed) 
which by reflection or emission reach the microcell and is absorbed 
1.2 Diffusion Approximation 
The LSC system considered in this thesis is modeled in a virtual environment to simulate 
various conditions, so as to have a good understanding of the design parameters and enable 
numerical optimization. The physics and the electromagnetic energy interactions involved in the 
working of the LSC system has to be modeled in with the design to achieve this end. Radiative 
transfer theory (RTT) is used to describe the radiation field in a medium. This explains the 
energy transfer in the medium because of the various electromagnetic phenomena like 
absorption, emission and scattering. The equation of transfer for RTT called ‘Radiative Transfer 
Equation’ (RTE), gives the change in intensity in the medium based on the above phenomena. 
The effects of absorption, emission and scattering are defined in terms of absorption coefficient, 
emission coefficient and scattering coefficient. . A source function, f, which is defined as the 
ratio of absorption and emission coefficients, is included in the RTE to incorporate the effect of 
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incoming radiation to the medium [19]. Consider a stationary medium of constant refractive 
index and thickness, t, in equilibrium. The RTE is formulated to solve for u, intensity for a 
specific wave number, ν, in domain Ω, from t to t’. Thus, the RTE is: 
 ( , , ') '
4
v
v v v
du s
u eu su u t t dt f
dt

   


       ( 1.1 ) 
where α is absorption coefficient, e is emission coefficient, s is scattering coefficient and φ is the 
phase function, giving probability of directional scattering. This intensity field obtained is a 
function of position, direction and wavenumbers associated with the medium and the 
electromagnetic radiation. Thus, the solution of RTE is complex with dependence on spatial 
coordinates along the three directions, polar and azimuthal angles, and time [19]. Hence, the 
calculations of these solutions are highly rigorous and the accurate solutions are both 
computationally expensive and time-consuming.  
For mathematical simplicity, a photon-diffusion approximation can be used which is a 
reduced model of the RTE. In DA, the assumptions that the radiance field is nearly isotropic and 
the change in spatial and temporal change in angular function is negligible are applied. Thus, the 
intensity and phase function can be reduced as a function of spherical harmonics and the first 
order Legendre polynomial expansion gives the radiance. If the problem is time-invariant, a 
time-independent DA is applied. Hence, by the first-order angular approximation introduced by 
DA, RTE is reduced to a second order partial differential equation, where the coefficients of 
absorption, emission and scattering are dependent only on the position vector [20]. The diffusion 
coefficient is dependent on the scattering and absorption phenomena [21], giving 
 
1
3( )
c
s


 ( 1.2 ) 
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If the medium is assumed to be non-scattering, the diffusion coefficient depends only on 
absorption. The source function would also be dependent on the absorption coefficient if the 
medium is highly absorbing. Thus, in the considered medium, the electromagnetic energy 
transfer equation by DA [20] becomes: 
 ( ) ( ( )) ( )u x c u x f x     ( 1.3 ) 
To solve this time-independent DA of RTE accurately for the system, the boundary 
conditions relating to the medium boundaries should be applied. The boundary conditions affect 
the choice of solution from the infinite number of possible solutions of the diffusion equation. 
The boundaries considered in the above medium can be reflective or absorptive in varying 
degrees, depending on the medium properties and the incoming radiation. The Dirichlet and 
Neumann boundary conditions [22] are used to specify boundary conditions so as to accurately 
model the medium, giving a physically accurate solution for RTE of the medium. This would be 
further discussed in this thesis when modeling of the system is considered. 
Since the assumptions and approximations are valid for LSC physics, a DA approach of 
RTE with Neumann and Dirichlet boundary conditions is used to model LSC designs in this 
thesis. 
1.3 Optimization 
The LSC design modeled according to DA in the previous section is a complex problem. 
A numerical optimization algorithm is used to manipulate the design parameters to maximize the 
solar energy absorbed by the cell, giving highly efficient LSC designs. Optimization is, from a 
set of available solutions, selecting the element that best fits the required criteria that have to be 
met to solve a problem. This procedure is part of the oldest sciences. The inspiration here is to 
minimize the resource requirement to fabricate the device while maximizing the device 
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performance [23]. In the ancient world, many Greek mathematicians worked on such problems. 
In 300 B.C., Euclid figured out that square is the rectangle with the largest area in comparison to 
other rectangles with the same perimeter. In 100 B.C., the Heron’s “shortest distance” problem 
was suggested which was to determine a point C on a straight line, I such that for two given 
points, A and B on one side of the line, AC+BC is minimal. This led to the discovery of equal 
angle law of reflection. Eminent scientists like Galileo Galilee, Isaac Newton, J. Bernoulli etc. 
also formulated and solved many optimization problems [24]. More recently, optimization 
problems have been solved using computer generated models of the systems in question. This 
method is fast and powerful and the expense is limited to the computer hardware and software 
required to execute the approach [25]. Optimization tools can be adapted to a wide variety of 
such problems. Finite-element based optimization of structures is now widely used in the 
automotive and aerospace industries as a way to improve product design and reduce production 
cost.  
The general formulation of an optimization problem is as follows: 
 
 
 
 
minimize 
such that 0,     for 1,.....,
               0,     for 1,.....,
j e
k e
f
g j n
h k n
 
 
x
x
x
 ( 1.4 ) 
where x is a vector of design variables, f(x) is the objective function and gj (x) are the inequality 
constraints while hk(x) are the equality constraints and ne is the number of elements. If the 
problem has no equality or inequality constraints, then it is called an unconstrained optimization 
problem [26].  
The optimization process needs a ‘merit function’ or ‘objective function’, as seen above, 
the improvement of which gives a measure of the increased effectiveness of the design. This 
could be cost, stress, displacements, compliance etc. Generally, the problem is defined for 
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minimizing this objective but a maximization problem can also be considered, wherein the 
objective is maximized by minimizing the negative of the given objective function. If the 
problem consists of multiple objective functions, a composite objective function which is a linear 
combination of the objective functions can be used [27]. 
  The change in the objective function is brought about by allowing a range of permissible 
changes to the group of parameters called design variables. They may be component dimensions, 
material properties etc. and may take either continuous or discrete values. The limits on the 
changes to these design variables are applied by a group of functions called constraints. These 
functions are defined to impose the system limitations and can be manufacturing-related or 
physical properties like minimum size, planes of symmetry etc. Constraints that limit 
performance of the system are called behavior constraints while those giving upper or lower 
values for design variables are called side constraints. The constraints can be in the form of 
equality or inequality functions [28].  
Thus, a design space can be defined for the objective function by the design variables. 
The feasibility of the solution however, depends on it obeying the constraints. Hence, the 
constraints bound the design space into feasible and infeasible regions. The design variables take 
on a specific set of values that improve the objective design. The constraints are calculated for 
this sample optimal design and the point is accepted only if none of the constraint conditions are 
violated. Figure 1.4 illustrates an assumed 2D design space divided into feasible and unfeasible 
regions for a design vector, x=[x1, x2] with respect to 4 equality constraints satisfying gi(x) = 0. 
The design points inside the feasible region are of two types; free points that are not touching the 
constraints and bound points that lie on constraints, making that constraint active, i.e, the 
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equality form is enforced. The optimal point is generally a bound point with two or more active 
constraints [29]. 
 
Figure 1.4: For a 2D design space with 2 variables x1 and x2, the constraints, gi(x) =0 are 
plotted (blue lines) so as to give the feasible region (red lines) for the constrained 
optimization problem 
Topology optimization is a mathematical approach that gives an optimized shape and 
material distribution in a given design space for a set of constraints. The classical structural 
topology optimization problem minimizes the objective function corresponding to compliance. 
This objective maybe subjected to a weight or volume constraint that has to be reduced. Thus the 
allowed material is distributed within the design space giving an optimized structure. This helps 
in structural designs with less compliance with reduced weight, thus reducing material costs [28]. 
Consider the following problem: 
 
 
 
minimize 
such that 0j
f
g 
x
x
 ( 1.5 ) 
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where f(x) is the objective function, g(x) is the constraint function and x is the set of design 
variables. The optimization procedure to calculate the optimum of this function can be difficult 
because of the multiple design variables and the non-linear constraint. To simplify and solve 
such problems, Lagrange multipliers can be used. Let L be the Lagrange function and λ is the 
Lagrange multiplier vector for the above problem. Thus, the solution becomes: 
      ,      . L f x λ x λ g x  ( 1.6 ) 
The Krash-Kuhn-Tucker (KKT) conditions, which are first-order necessary conditions, 
can then be employed to find a viable solution [30]. This implies that the above problem 
becomes: 
          ,   L f f         x λ 0 x λ g x 0 x λ g x  ( 1.7 ) 
i.e., the optimal solution is reached when the gradient of the objective function is a linear 
combination of the gradients of the active constraints. But, KKT condition is not a sufficient 
condition for optimum solution and the analytical solution is of little use when there are a large 
number of variables or constraints; or when the functions are highly non-linear; or when the 
constraints and objective function are implicit functions [27]. 
Thus, the common way to find solutions for the optimization problems is to use 
algorithms that obtain feasible solutions by searching the domain space. These searches can be of 
fixed steps, use an iteration procedure till a converged solution is obtained or use heuristic 
methods. The first method might not give the optimal solution while the later though effective, is 
complex and computationally expensive. In the iterative method, the problem starts from an 
initial design and proceeds by small increments of the objective function subject to the 
constraints applied. The search is continued until no or very little progress is made in the 
improvement of the objective function [26].  Let k be the iteration number, d
(k)
  the search 
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direction and the scalar αk  the step length in the search direction. The general algorithm for an 
optimization procedure is given by: 
 
Figure 1.5: General algorithm for optimization 
The search direction can be obtained by various methods, the simplest one being the 
gradient of the constraint with respect to the design variable. The search direction is important to 
obtain the optimized solution, since it decides the direction the problem is heading. If a very 
simple expression is used, it is possible for the solution to be a local minimum but a very 
complex search direction expression will make the program highly computationally expensive. 
Hence, we opt for the MMA which gives an accurate global minimum without high 
computational time. 
1.4 Method of Moving Asymptotes [31]  
The optimization procedure from the previous section can be made easier and more 
efficient by considering a convex approximation of the optimization problem. In this approach, 
the implicit objective function is replaced by explicit subproblems. These convex and separable 
subproblems reduce the degree of complexity associated, without compromising the primal 
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problem. Hence, the problem can now be solved by a dual approach method by introducing 
Lagrangian and converting the problem to a quasi-unconstrained one [32].  
MMA is a first order convex approximation, developed by Svanberg et al, which 
achieves the above criterion. The method is flexible, general, easy to implement, stable and can 
handle several types of functions. MMA introduces intermediate variables into the optimization 
problem. These variables control the convexity of the problem by adapting according to the 
curvature of the problem functions. Consider the optimization problem defined as: 
 
   
 subject to                     for i= 1,…,m
    &                          
P
for j= 
: minimiz
1,…
 
n
 
,
e
i i
j j j
n
o
g g
x x
f
x




x
x x
 ( 1.8 ) 
where  1 2 , , ,
T
nx x x x  is the design variable, fo(x) is the objective function, gi(x)   ig are the 
behavior constraints and x j and x j are side constraints with the former being the lower accepted 
value and the latter being the upper accepted value of the design variable. The optimization 
procedure from Fig 6 can be applied here. But unlike previous case, at each iteration, an implicit 
subproblem is generated from the explicit functions, gi. Each of these approximated explicit 
functions are generated as a combination of 
1 1
 and 
( ) ( )j j j jx L U x 
 , depending on the 
gradients of the function at x
(k)
. These introduced variables, Lj and Uj, are called ‘moving 
asymptotes’ since they change between iterations and follows the curvature of the problem, 
giving good approximations.  A general rule is given by Svanberg et al., for calculating and 
changing the values of the asymptotes so as to ensure flexibility of the MMA approach. By 
applying this rule, the asymptotes are moved closer or farther from current iteration depending 
on the process oscillation [31]. 
Then, the subproblem in equation (1.8) becomes 
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where the artificial variables, p and q and residual, r are 
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 ( 1.10 ) 
where all derivatives,  i
j
g
x


  are calculated at x = x
(k) 
and ( )k
ja and 
( )k
jb  are ‘move limits’ that are 
chosen so as to prevent computational error due to ‘division by zero’, when Lj and Uj are 
calculated at each iteration [31]. 
The optimization problem has hence become convex, separable.  In equation (1.9), 
Svanberg further proposed the addition of ‘artificial variables’ along with the natural 
optimization variables to increase the ease to formulate and solve the subproblems with less 
computational expense [33]. The general iterative algorithm for solving such a problem by using 
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explicit subproblems is given in Figure 1.6. The process is stopped when either a convergence 
criterion is fulfilled, the current solution is satisfied, or when the number of iterations specified is 
reached. 
 
Figure 1.6: Flowchart for MMA optimization algorithm 
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This version of MMA is not globally convergent; hence the solution obtained could be a 
local minimum. The Globally Convergent Method of Moving Asymptotes (GCMMA) is 
introduced by Svanberg et al., to mitigate this problem. GCMMA consists of a set of inner and 
outer iterations to obtain the lower value of the objective function. For each x
(k)
, an outer 
iteration solves the optimization problem similar to the ordinary MMA, giving x
(k+1)
 at the end of 
the iteration. An inner iteration is invoked when the convex approximate does not agree with the 
implicit function. Within an outer iteration, inner iterations are carried out for solving the 
approximate convex, separable functions of the objective and constraints for the given 
subproblem. This is repeated till the solution of the inner iteration satisfies the requirement, 
where the approximates are greater than or equal to the original function at the subproblem’s 
optimum. When the solution reaches this point, the design variable is changed to x
(k+1)
 and the 
optimization proceeds to the outer iteration [33].  
Figures 1.7 and 1.8 show the schematic flowchart for GCMMA. Here, (k,ν) indicates νth 
inner iteration for k
th
 outer iteration. The number of inner iterations corresponding to an outer 
iteration are not limited and is dependent on the solution obtained around the iterate point. Since 
the calculations for gradients of the functions, which is the most computationally expensive step, 
is carried out in the outer iteration only, adding the inner iterations to the optimization does not 
increase the computational expense or time required. This is valid because x
(k)
 remains the same 
in one outer iteration. Except for the addition of inner iterations, all the steps and calculations of 
variables and asymptotes for GCMMA is same as MMA [34]. 
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Figure 1.7: Outer Iteration for GCMMA 
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Figure 1.8: Inner Iteration for GCMMA 
In a given outer iteration k, the inner iterations are changed by introducing changeable 
tolerance parameters in the intermediate variables. These are always positive and updated as 
equation (1.11) for a globally convergent system. 
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The process of defining this relation is given in [34]. The GCMMA or MMA-subproblem 
will always be convex and separable which means that dual methods with Lagrange multipliers 
can be applied. This becomes a maximization problem of a concave objective function with only 
positive dual variables. The optimum dual solution can be then used to deduce the corresponding 
primal subproblem. This method has been demonstrated by other studies to be stable and 
typically converges to a “sufficiently good” solution within a few iterations [33]. 
1.5 Thesis Outline 
The literature review associated with this thesis is discussed in Chapter 1. The various 
methodologies that contributed to this analysis have been explained and the reasoning for the 
choices has been presented.  
Chapter 2 of this thesis describes the detailed procedures applied to the problem. It deals 
with modeling the system according to the required physics and implementing the optimization 
algorithm to iterate the concerned problem. This chapter also presents the various case studies 
that have been conducted for this research to factor in all the effecting parameters.   
Chapter 3 contains the results that have been obtained for the case studies. It gives a 
qualitative and quantitative analyses of these results and the discussions regarding these 
analyses. The final chapter presents the conclusions of this study and future directions of this 
work. 
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Chapter 2     
Modeling 
In this chapter, the modeling and the optimization method used to achieve the optimal 
Luminescent Solar Concentrators (LSC) designs in this study are described. The methodology 
uses approaches outlined in the previous chapter. The LSC system is modeled according to 
diffusion approximation (DA) using the COMSOL [35] finite element programming 
environment. In this simulation, the electromagnetic energy interactions corresponding to the 
luminescent dye matrix with a solar cell are calculated with the applied boundary conditions.  
The solution to the simplified radiant transfer equation is obtained using a finite element method 
(FEM) [36]. Since DA assumes a monochromatic incidence, the properties considered here are 
for an averaged wavelength of 480nm which is the peak wavelength of DCM absorption 
spectrum [16]. An iterative Globally Convergent Method of Moving Asymptotes (GCMMA) 
optimization algorithm is used to make changes in the dye spatial distribution so as to increase 
the input flux into the solar cell in the LSC model. The GCMMA algorithm is programmed using 
MATLAB [37]. Thus, the problem is modeled as a coupled problem using COMSOL and 
MATLAB. On completing the optimization cycle for the DA solution, a globally optimized 
spatial dye distribution in the LSC is obtained which increases the flux input into the solar cell.  
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In this chapter, the detailed description of the methodology is provided. In section 1.1, the 
finite element modeling and solution of the DA partial differential equation (PDE) for the LSC 
model is explained.  The next section describes the GCMMA optimization algorithm 
implementation for this problem. The following section explains the one-dimensional (1D), two-
dimensional (2D) and three-dimensional (3D) versions of the LSC design optimization. 
2.1 Diffusion Approximation and The Finite Element Method 
The optimization problem requires the calculation of the objective function and its 
derivatives with respect to the absorption coefficient. The objective function is evaluated by 
solving for the flux density in the system. One of the methods to tackle such a radiative transfer 
problem is by using the DA as described earlier. The DA method is appropriate here since the 
length scale corresponding to the luminophore molecule spacing is less than the self-extinction 
length for the dye, where the extinction length is defined as the mean free distance at which 90% 
of the incident light is absorbed and converted to heat [38]. Hence, scattering is negligible and 
the short free path enables the DA. In the present study, we consider a stationary case, thus a 
time-independent DA equation is used to solve for the flux density, u, in the LSC matrix due to 
absorption and diffusion of the incident light. Thus, from equation (1.3), we get the diffusion-
approximation equation (DAE) corresponding to the LSC system as: 
 2c u u f     ( 2.1 ) 
where 
2  is the Laplacian, c is diffusion coefficient, α is absorption coefficient and f  is the 
source function. According to equation (1.2), the diffusion coefficient depends on the absorption 
coefficient, which is a material property. To solve the system DAE in (2.1), firstly, f 
corresponding to the interaction between the material property of the absorbing medium and the 
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incoming solar radiation has to be formulated. This incident wave is simulated by coupling 
another DAE with the system DAE. This second DAE thus, injects the incident plane wave with 
intensity, ui, with no source function, into the system. To achieve this plane wave incidence, the 
diffusion coefficient is assumed to be of large value along the depth of the matrix and 
independent of absorption coefficient. Thus, we have a coupled system with two PDEs, where 
the first PDE acts as the source for the second one, by the following equation: 
 
2
d sp dye if u    ( 2.2 ) 
where ηd is the quantum efficiency of the 4-(dicyanomethylene)-2-methyl-6-(4-
dimethylaminostyryl)-4H-pyran (DCM) dye and ηsp is the spectral conversion coefficient that 
considers the conversion from luminescent flux to non-luminescent flux. Here, the material 
properties of the DCM dye is used to calculate ηd as 0.81 and ηsp  as 0.33 [14]. Thus, the model 
considers an incoming plane wave into the LSC system, which gets absorbed due to the dye in 
the polymer matrix. The system PDE models the luminescent emission after the absorption, 
giving the new intensity in the LSC matrix. 
 The above equation is solved in the LSC matrix domain Ω, subject to boundaries under 
Dirichlet and Neumann boundary conditions [22]. For these conditions, several assumptions and 
approximations are made that do not violate the LSC working to simplify the analysis. The 
bottom edge of the LSC matrix is perfectly reflective due to the presence of the back side 
reflector mirror, which is pretty close to the actual case since the mirror reflectivity is 98%. The 
side edges are considered to be reflective to prevent loss of radiation through the sides by 
assuming anti-reflection coatings to be present. This is an approximation, which might not be 
true for an experimental case and there could be losses through the sides in an actual LSC. This 
reflecting boundary can be modeled as a Neumann condition, given as: 
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 ( ) 0n c u      ( 2.3 ) 
where n is the normal vector to the boundary. If the solar cell is at the top, the cell surface is 
considered completely absorptive to ensure that all the light reaching the cell contributes towards 
photovoltaic output and does not enter the polymer matrix. This is simulated via a Dichlet 
boundary condition where: 
 0u   ( 2.4 ) 
The top boundary of the polymer matrix is made transparent to the incoming radiation so 
as to get maximum input into the DCM-Norland optical adhesive 61 (NOA) system, using a 
Dirichlet boundary: 
 1u   ( 2.5 ) 
The top boundary condition for the system PDE has boundary absorption term to factor in 
the loss of flux through the top boundary. This absorption term is dependent on the reflectance of 
NOA: 
 ( )system systemn c u qu       ( 2.6 ) 
where q = boundary absorption = 
1
1
NOA
NOA
R
R


 
where RNOA is the angle and wavelength integrated, effective Fresnel reflectivity of NOA, which 
is 0.6182. This boundary condition is also applied to the solar cell surface when the cell is at the 
bottom or side edge of the polymer matrix. This is done by replacing RNOA by RGaAs, where the 
effective Fresnel reflectivity of Gallium Arsenide (GaAs) is 0.221 [15]. Thus, the loss due to 
surface reflectivity of the boundary is taken into account. Since GaAs is a direct bangap 
semiconductor and has a high absorption coefficient [16], the solar cell is considered to be of 
negligible thickness. The system can be simulated for more absorption events by adding more 
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PDEs, each corresponding to one absorption and emission event. In this study, a maximum of 
three such events are considered since beyond that the flux is exponentially reduced and hence, 
does not contribute much towards the overall flux input into the solar cell. 
Thus, the physics of the problem was simulated using COMSOL and the domain was 
subjected to finite element analysis. A triangular mesh was generated in the domain space with 
mesh element size of about 1% of the length scale of the problem, which is 1mm in this work, 
with the mesh generating capability of the finite element environment. The Delaunay 
triangulation is used for the triangular mesh generation [39]. 
COMSOL solves these coupled PDEs with a stationary iterative solver combination. This 
involves solving individual PDEs using direct linear solvers like PARADISO [40] or MUMPS 
[41] and coupling the solutions using a damped version of Newton’s method [42] to give the 
system solution. These are robust parallel solvers which solve a set of linear equations directly, 
without being computationally expensive. They also have the features of ‘backward error 
analysis’, which studies the propagation of error from the approximate function solutions to the 
system parameters specified, and  ‘iterative refinement’, which is refining the solutions by an 
iterative method to improve accuracy [43]. 
2.2 Optimization and GCMMA Implementation 
The problem is set so as to optimize the dye distribution in the LSC matrix in order to 
increase the flux input into the solar cell. The dye characteristics are defined as a function of the 
absorption coefficient where a high absorption coefficient indicates a larger amount of dye and 
vice versa. This design parameter is optimized spatially. Since a directed search method is used, 
the cost function needs to be defined in terms of the flux of the system which in turn is a function 
of the absorption coefficient. The objective function used is the integrated intensity into the solar 
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cell, given in Watts. The effectiveness of the optimization is measured by the increase in the flux 
on the solar cell; hence this value needs to be maximized. 
 0 ( ( ), )f u x x dx

   ( 2.7 ) 
where u is the flux matrix, Ω is the solar cell area, α is the absorption coefficient and x  is the 
vector corresponding to positional coordinates. Thus, the problem considers the absorption 
coefficient distribution in the system and tries to change it so as to maximize the cost function. 
Here, we use the MMA method discussed before to optimize this problem. Since the system 
could have many local optima, we use the GCMMA to find the globally optimum solution. This 
method uses the first derivative of the cost function with respect to the optimization parameters 
to determine the search direction, i.e.:  
 
 0 0( ( )) ( ( ( )) ( ( ))
( )
df u x f u x x
dx x x
  

 

 
 ( 2.8 ) 
Constraints are introduced to control α distribution subject to requirements. Thus, an 
optimization problem can be set up for the given system in terms of the cost function that 
measures the performance for the optimization variables under consideration. In this case, it is 
done based on the first derivative of the cost function with respect to the optimization variables. 
The flux density and the cost function are calculated using the finite element method while the 
MMA method is used for the optimization along with the Lagrange multiplier method. 
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Figure 2.1: Schematic of the problem (solar cell position is given here to be at the top 
surface but cell position is arbitrary and can be at the top, bottom or side surfaces) 
The PDEs are linked to MMA so as to optimize the dye profile in the domain space such 
that the flux input into the solar cell is maximized. Thus, the integral of flux density on the cell 
acts as the cost function for the current problem. This is subject to the condition that the 
absorption co-efficient of the dye is between certain bound values αmin and αmax. These values 
correspond to the dyes in the experimental system of interest. Values below this range would 
cause self-absorption and extinction of the light while values above the range can cause the 
material to be optically dense. A constraint for volume conservation can also be applied so that 
the total amount of dye in the domain remains constant; it is only rearranged to get the optimum 
profile.  Thus, 
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where n is the number of absorption and emission events,αi  is the absorption coefficient at the 
ith node, Vol is the volume of the domain and αinit is the initial specified absorption coefficient. 
The second constraint implies that the volumetric sum of the optimal dye profile should be equal 
to the the volume of dye initially, which is a homogenous distribution. The convergence criteria 
are defined such that the optimization program stops either if the number of major optimization 
iterations reaches a large value, which in our case was chosen as 300, a large number from 
literature [31] or if the change in objective function is less than 1 percent.  
Initially, the PDE solver calculates the flux values corresponding to the specified initial 
condition according to the DA, giving flux, ui( x ). These flux values, along with the current 
absorption coefficient values, α( x ), are inputs for the optimization algorithm. The first order 
gradients and Hessian of these matrices are calculated for the optimization algorithm.  
The first step in the optimization algorithm is to call for the required initial values and 
coefficients so as to calculate aysmptotes, residuals and artificial variables as per equations (1.9) 
and (1.10) and Svanberg et al.’s formulation [31]. Thus, the problem is now convex and 
separable by the addition of these variables. The Lagrangian of the problem is calculated here so 
as to introduce the dual variables, which would simplify the problem, as explained in section 1.4. 
The Lagrangian corresponding to P
(k)
 is: 
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0
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m
k k
l l
l
L y f y f  

   ( 2.10 ) 
where k is number of iterations, y is vector of Lagrange multipliers or dual variables and α is the 
absorption co-efficient and our design variable. Applying equation (2.10) to equation (1.9), gives 
the formulation in terms of the intermediate variables, artificial variables and residual as: 
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where, 
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Hence, a new objective function can be defined in terms of the Lagrangian, as part of the 
dual approach. Thus, the cost function is now the Lagrangian of the function in terms of both the 
design and dual variables. 
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min ( ) min{ ( , ); }j j j
y y
Q y L y a b
 
     ( 2.13 ) 
Here, the first and second derivatives of the Lagrangian are calculated, which help in 
deciding the search direction based on the gradient. Thus, the problem minimizing of P
(k)
 is 
converted to one of maximizing Q(y) subject to y ≥0. 
Q(y) is a smooth, concave function which can be solved by an arbitrary gradient method, 
reducing the complexity of the optimization problem [31]. Thus, the method of steepest descent, 
which is the simplest gradient method, is used to solve this problem. The formulation for 
iteration is: 
 
( 1) ( ) ( ) ( )
( ) ( 1) ( )
( )
where  is chosen such that  and  are orthogonal
k k k k
k k k
y y L y
L L




  
 
 ( 2.14 ) 
By solving the dual problem, the optimal solution for the primal subproblem, P
(k)
, can be 
achieved by calculating αj(y) from the optimum dual solution using the following expression, 
which is deduced from the Lagrangian solution: 
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1/2 1/2
0 0
1/2 1/2
0 0
( ) ( )
( )
( ) ( )
T T
j j j j j j
j T T
j j j j
p y p L q y q U
y
p y p q y q

  

  
 ( 2.15 ) 
Once the subproblem is solved, the solution is used in the major iteration loop. The new 
solution is used to calculate u, by solving the PDEs and the value of the objective function, to 
analyze the improvement without violating the applied constraints. This process is repeated until 
one of the stopping criteria are met. Then, the final optimal is obtained, giving the values for the 
design variable, α, in the domain space that gives the maximum value for the integrated flux over 
the solar cell, for the given range of absorption coefficient. The GCMMA code is written in 
MATLAB and is coupled with the PDE solver of COMSOL. The MATLAB code is presented in 
the Appendix of this thesis. 
2.3 The Case Studies of Models for LSC Optimization 
The models that are considered in this study are explained in this section. The models can 
be divided into three categories as 1D, 2D and 3D problems. An analytical solution of the 1D 
problem is also carried out. For the 2D problem, various models are also studied. 
2.3.1 One-dimensional analytical problem 
Though the major analysis done in this study is for 2D models, analytical and 
optimization models of the 1D problem were also considered to understand the influence of 
parameters in the DA for  LSC.  
The analytical 1D problem is solved by approximating the initial PDE and system PDE as 
ordinary differential equations (ODEs) for simplicity. The model considers a GaAs solar cell, 
placed at the bottom of a NOA polymer matrix, doped with DCM dye. The polymer matrix is 
considered to be one-dimensional, extending from the cell position at x=0 to x=b. Incident light 
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enters the system at x=b. A schematic of this simplified, analytical 1D problem is shown in 
Figure 2.2. 
 
Figure 2.2: Schematic for analytical 1D problem, with the cell (black line with dashed 
bottom) at the bottom and the DCM-NOA matrix approximated as the blue line. The 
incident light (red rays) enters the system at x=b 
Thus, from equation (2.1), the incident light ODE becomes: 
 
2
2
22
d u
c au f
dx
    ( 2.16 ) 
where source term, f =0 
The boundary conditions, from equations (2.4) and (2.5), are, 
    2 20 0 and 1u u b   ( 2.17 ) 
The solution for the above ODE is: 
 2 ( )
rx rx
rb rb
e e
u x
e e





 ( 2.18 ) 
where r
c

  
 34  
The ODE corresponding to the absorption and emission event is same as equation (2.16), 
with the source function, including the flux solution from initial ODE. From equation (2.2), the 
source function, f, is given as: 
 2f u B  (2.19 ) 
where B is the constant consisting of efficiency factors. Assuming losses because of reflectivities 
at the boundaries, the boundary conditions for the system ODE are obtained from equation (2.6) 
and become: 
        ' ,  ' 0 0NOA GaAsu b q u b u q u   ( 2.20 ) 
Thus, the system is solved for the system ODE, with the above boundary conditions, 
using MATLAB. The solution is: 
 
2
1 2
2 2 2
1 2
2 2 2
2 2
( ) csc ( ) [ 1]
4
csc ( )[ ]
:
4 ( 1)( 1)
csc ( )[ ]
            
4 ( 1)( 1)
rx rx rx rx
br br br
br
br br br
br
rBx
u x h br e e k e k e
Br h br ce bcre bcr bqe bq c
where k
c r e
Br h br ce bcre bcr bqe bq c
k
c r e
    
    

 
     

 
 ( 2.21 ) 
The analytical results are plotted in section 3.1.1. This solution indicates the results 
dependence on b and r. The 1D model is simulated computationally using the DA and is 
subjected to the optimization algorithm to study the optimum profile of dye concentration 
obtained, for maximizing the flux into the solar cell. 
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2.3.2 One-dimensional optimization problem 
The 1D model of the LSC system is simulated using COMSOL and is subjected to the 
GCMMA optimization routine through MATLAB. In this model, the LSC system is designed 
similar to the model in section 2.3.1. The DCM-NOA matrix is approximated as shown in the 
schematic below: 
 
Figure 2.3: Schematic for 1D optimization problem. The cell (blue line) at the bottom of the 
DCM-NOA matrix (black box) and the incident light is represented by red rays 
The matrix is considered to be of finite length along y axis. The side edges have a 
periodic boundary condition so that the boundaries do not affect the flux, approximating the 
above schematic to a 1D problem. The solar cell is placed at the bottom so that the incident light 
can enter into the polymer matrix. The analysis and optimization explained in sections 2.1 and 
2.2 are carried out on this model. The objective function is the integrated flux on the solar cell, 
while the design or control variable is the absorption coefficient corresponding to the dye in the 
polymer matrix. The results obtained are presented and described in section 3.2 of the results 
chapter. 
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2.3.3 Two-dimensional optimization problem 
The one dimensional analysis presented in the previous sections present a simplified 
version of the otherwise complex optimization problem by reducing the number of variables 
involved. But, to understand and analyze the considered problem more thoroughly without 
exponentially increasing the computational expense, a 2D approach is formulated. This 2D 
system is the main model considered in this thesis. The system is analyzed and optimized 
according to the DA method and GCMMA routine explained in sections 2.1 and 2.2.  
There are mainly two variations considered for the 2D problem; the rectangular model 
and the axisymmetric model. The rectangular model consists of a 2D DCM-NOA polymer 
matrix. For this model, the solar cell placement is considered at three locations: the top of the 
polymer matrix (bifacial cell), the bottom of the polymer matrix and the side edge of the polymer 
matrix. These are based on experimental models [15] [13] [7]. The schematic for the three are 
shown in Figure 2.4: 
 
Figure 2.4: Schematic of models for rectangular 2D problem. The solar cell of 50 microns 
(blue) is placed in a DCM-NOA matrix (black outline) with a BSR (green) and the 
incoming light (red) is incident on the top surface. (a) top cell placement (b) bottom cell 
placement (c) sidecell placement 
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Similarly, an axisymmetric geometry is also considered as a variation of the 2D 
approach. The solar cell is placed at the center of a circular domain space, which corresponds to 
the DCM-NOA matrix. This problem will be calculated in terms of the radial coordinates. The 
schematic for this model is shown in Figure 2.5: 
 
Figure 2.5: Schematic for 2D concentric circular model. The solar cell of 50microns (blue) 
is placed at the center of the DCM-NOA matrix (black outline) of 450 microns and the 
incident light is shown by red; (a) axisymmetric cell at center, r=0 (b) non-axisymmetric 
with cell between center and polymer matrix boundary, r=0.25mm (c) non-axisymmetric 
with cell at polymer matrix boundary, r=0. 3mm 
In addition to the axisymmetric model case, two similar non-axisymmetric cases of the 
above problem are also considered. Two such cases are considered to draw conclusive evidence 
about this geometry. In these cases, the symmetry of the problem is broken by radially 
translating the solar cell. As before, the integrated flux along the solar cell is the objective 
function and the spatial dye distribution in the polymer matrix, which is represented in terms of 
the absorption coefficient of the dye is the design variable. The resulting optimal distribution and 
functional values obtained, and the improvement brought about by optimization, are presented 
and discussed in chapter 3. 
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2.4 Chapter Summary 
The method and algorithm described in this chapter effectively simulates the LSC system 
physics and the considered optimization. The DA and FEM methods used for solving the PDEs 
associated with the LSC model have been described in section 2.1 and were combined with an 
optimization procedure using GCMMA implementation, given in section 2.2. Various versions 
of the system are modeled and studied for deriving qualitative analyses using the combined DA 
and MMA method for the LSC. The versions are characterized based on the number of 
dimensions considered and on the solar cell placements. These models are shown in section 2.3. 
The problem of increasing the solar flux into the solar cell by optimizing the spatial dye 
distribution in the LSC matrix has been formulated and a method for solution as well as for 
obtaining the optimal design has been described. The results obtained from these analyses are 
presented in the next chapter. 
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Chapter 3     
Results 
The problem considered in this thesis is to optimize the dye distribution in the 
Luminescent Solar Concentrators (LSC) matrix, so as to increase the flux input into the solar 
cell. In Chapter 1, the literature review related to the system physics and optimization procedure 
were explained. In Chapter 2, the methodology used in this study was formulated and described. 
The various models of the problem that will be studied were also presented. In this Chapter, the 
results associated with solving the optimization problem for the models in chapter 2 are shown. 
These results are used to derive trends associated with the problem and quantitative and 
qualitative analyses of the results are carried out. 
The first section consists of the results for the 1D problem, both analytical approach and 
optimization method, which were described in sections 2.3.1 and 2.3.2. Section 3.2 presents the 
results of the 2D problem from section 2.3.3.  
3.1 Results For 1D Problem 
This section presents the results obtained for the 1D model described in sections 2.3.1 
and 2.3.2. In section 3.1.1, the analytical solution obtained for the 1D LSC model is presented 
and characterized. Then, the model is subjected to the optimization algorithm. These results are 
shown and discussed in section 3.1.2. 
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3.1.1 1D Analytical problem 
 The analytical approach to the approximated 1D problem is presented in section 2.3.1. 
The system partial differential equations (PDEs) are reduced to ordinary differential equations 
(ODEs) in this simplification and are analytically solved. The general solution for the resultant 
system ODE is shown in equation (2.21). This solution clearly indicates a dependence on b, 
depth of matrix and r, which in turn is dependent on α, absorption coefficient. The system is 
solved for normalized flux intensity, u, at the solar cell which is, x=0. The solution for u is 
considered for a range of values for b and α. The values of b ranges from 1 to 6mm, based on 
manufacturing of thin LSC systems and the absorption coefficient, α, is considered to be between 
10 mm
-1
, below which self-extinction by losses takes place and 90 mm
-1
, above which the matrix 
becomes optically dense and hence not suitable for LSC. 
It is evident from the results and is physically intuitive that a small depth of matrix, b 
helps to increase the normalized intensity on the solar cell. Hence, for the following models, b is 
fixed at 0.5mm. Figure 3.1(b) shows that normalized intensity maximizes at 60 mm
-1
. Since a 
higher intensity is desirable, this value is used as the initial condition, αinit. The solar cell width is 
taken to be 50μm width, with negligible thickness [15]. 
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(a) 
(b) 
Figure 3.1: (a) Plots of normalized intensity, u - depth of matrix, b, for varying absorption 
coefficients, α (b) u – α curves for b values 
3.1.2 1D Optimization problem 
From the results of the analytical model in section 3.1.1, the design parameters for the 1D 
optimization problem were chosen. The gallium arsenide (GaAs) solar cell is placed at the 
bottom of the 0.5mm long Norland Optical Adhesive 61 (NOA) matrix doped with 4-
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(dicyanomethylene)-2-methyl-6-(4-dimethylaminostyryl)-4H-pyran (DCM), for the model 
shown in section 2.3.2. The objective function is the amount of flux at the solar cell and the 
design variable is the spatial distribution of the dye based on absorption coefficient, which has a 
lower bound of 10 mm
-1
 ( αmin ) and upper bound of 90 mm
-1
 (αmax). The initial condition for the 
design is assumed to be a uniform dye composition of absorption coefficient αinit of 60 mm
-1
. A 
volume constraint (VC) can be applied to the problem, which will conserve the amount of dye in 
the system and simply rearrange the luminophore dye within the polymer matrix. This is done by 
applying the constraint indicating that the absorbance in the LSC system, calculated with respect 
to the initial absorption coefficient, remains the same after optimization. Multiple absorption-
emission (A-E) cycles can be taken into consideration by adding an additional system PDE for 
each event. The problem is run in a COMSOL environment with MATLAB to implement the 
optimization algorithm. 
There are two main criteria considered for the various test cases: 
i. with/without (VC) 
ii. Multiple A-E events (maximum of three) 
Hence, combinations of the above criteria give a total of six test cases for the 1D 
optimization problem. Figure 3.2(a) shows the normalized flux obtained at the solar cell for the 
optimal solution of the problem for various cases. The normalization is with respect to the non-
optimized, homogenous dye distribution of 60 mm
-1
 for one A-E cycle. Figure 3.2(b) shows the 
optimized spatial dye profile for all the test cases. The optimized dye profile obtained from the 
initial uniform dye composition for one cycle of A-E with VC is shown in Figure 3.2(c). Figure 
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3.2(d) indicates the corresponding optimal normalized flux profile with respect to the non-
optimized uniform composition associated with Figure 16 (c). 
(a) 
 (b) 
 (c)  (d) 
Figure 3.2: (a) Plot of normalized flux with respect to non-optimized one absorption event 
model for various cases (b) Plot of optimal dye profile for test cases (c) Profile plot of 
optimal spatial dye distribution for the 1D case without VC and one A-E, color bar 
indicates absorption coefficient (1/mm) (d) Profile plot of normalized luminescent flux 
corresponding to Figure 16(c), color bar indicates normalized flux 
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Figure 3.2(b) gives the spatial dye distribution profile for the 1D model. Even with the 
scatter, the trend associated with the optimal solution can be deduced from this plot. The dye is 
rearranged within the domain space, such that there is negligible absorption near the solar cell 
and absorption is highest near the top surface with light incidence. The absorption is high near 
the top so as to minimize losses through boundary. Near the solar cell, the absorption coefficient 
is minimized. The high absorbance of the cell ensures the flux in the region close to the cell 
surface gets absorbed, hence the absorption and emission requirement of dye in this area is 
minimized since most of the flux there is directly absorbed by the cell. To reach the optimal 
configuration, the region with the initial absorption coefficient is reduced as the other two layers 
increase, until convergence is obtained for the optimization problem. Thus, a graded profile is 
obtained with high absorption at the incident surface and minimal absorption near solar cell. The 
rearrangement gives a continuum profile, however, for manufacturability reasons the profile can 
be discretized. This is because fabrication of a continual graded profile is difficult to achieve 
with fabrication processes like spin coating, which is used to make LSC. Thus, the optimal 
spatial dye distribution is mainly made of three discretized layers in this case. This is similar to 
previous studies on LSC designs [44].  
The optimized profile improves the integrated flux on the cell by 300% as seen in Figure 
3.2(a). The integrated flux on the solar cell increases as the A-E events increase. This is because 
the luminescent flux in the system is increased when the number of A-E events considered 
increase, hence giving a higher value for the objective function. The number of absorption-
emission cycles has only negligible effect on the spatial dye distribution profile, since the 
increased number of absorption-emission passes considered influence only the luminescent flux 
generation for a particular dye distribution and not the dye profile itself. The volumetric 
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constraint does not have an effect in 1D and is a strongly redundant constraint here. This is 
because the lineation of the domain space makes volumetric constraint to be beyond the bounded 
feasible region and hence not constraining the problem. This is validated by the Bounds method 
by Brearly et al [45]. The Brearly redundant condition is applied to equation (2.16), producing 
equation (3.1) which shows the upper and lower bounds of the volumetric constraint for the 
Brearly condition: 
    
max min
min max
( ) ( )
( ) ( )
where ; ( ) 0  and ; ( ) 0
Here, ( ) 
j j
j j
j
j P j N
j
j P j N
j i j i
j init
U Vol Vol
L Vol Vol
P j Vol N j Vol
U Vol
 
 
 

 
 
 
 
   

 
 
 ( 3.1 ) 
Equation 3.1 shows that in this model, the necessary and sufficient condition for 
redundancy is satisfied, implying that the volumetric constraint is redundant. Hence, the 
objective function does not change with respect to this constraint. 
The problem is further extended to 2D so as to qualitatively deduce trends about the 
optimization of LSCs. 
3.2 Optimization Results for the 2D Problem 
The results for the 2D problem described in section 2.3.3 are presented here. The system 
is designed for a domain height of 0.5mm with a solar cell of 50μm width, with negligible 
thickness as described in section 3.1.1. The nominal width is taken as 450μm with the solar cell 
based on the designs by Roger et al. [15]. The total integrated flux on the solar cell is optimized 
in these models to get the spatial dye distribution in the polymer matrix. 
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3.2.1 Results for the rectangular 2D problem 
For the rectangular system, there are two criteria considered for three cell placements, 
combinations of which gives eighteen test cases that are studied: 
a. Top cell placement 
i. with/without VC 
ii. multiple A-E events (maximum three) 
b. Bottom cell placement 
i. with/without VC 
ii. multiple A-E events 
c. Side cell placement 
i. with/without VC 
ii. multiple A-E events 
Each of these cell placements derived from literature and their spatial dye distribution are 
optimized for maximizing the integrated flux into the solar cell. These various cell placements 
are studied to get a comprehensive view of the optimized absorption coefficient profile for the 
2D LSC model. The optimized results obtained for these models and the corresponding 
discussions are presented here. 
3.2.1.1 Results for top cell placement 
In this model, the solar cell is placed at the top of the polymer matrix. The initial 
configuration is a homogeneous distribution of dye of absorption coefficient 60 mm
-1
. The 
system is optimized for the following criteria giving six cases: 
i. with/without VC 
ii. multiple A-E events  
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The resultant optimized absorption coefficient profiles for cases of one A-E event with 
and without VC are shown in Figure 3.3(a) and Figure 3.4(a). Their corresponding optimal 
luminescent flux profiles normalized with respect to a uniform composition model of 60 mm
-1
 
absorption coefficient are shown in Figure 3.3(b) and Figure 3.4(b). 
 (a) 
 (b) 
Figure 3.3: (a) Profile of dye distribution for top cell placement in 2D rectangular model 
with VC and one A-E, color indicates absorption coefficient (1/mm) (b) Profile of 
normalized  luminescent flux for the above model, color indicates normalized flux 
10
20
30
40
50
60
70
80
900.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
0
P
o
si
ti
o
n
 a
lo
n
g
 y
-a
x
is
 (
m
m
)
A
b
so
rp
tio
n
 C
o
efficien
t 1
/(m
m
)
-0.01-0.05 0.05 0.1 0.150 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Position along x-axis (mm)
1.13
0.5
0.45
0.5
0.45
0.3
0.25
0.2
0.15
P
o
si
ti
o
n
 a
lo
n
g
 y
-a
x
is
 (
m
m
)
0.1
0.05
0
1.4
1.15
1.155
1.16
1.165
1.17
N
o
rm
alized
 F
lu
x
1.145
1.135
1.125
-0.01-0.05 0.05 0.1 0.150 0.2 0.25 0.3 0.35 0.4 0.45 0.5
Position along x-axis (mm)
 48  
 (a) 
 (b) 
Figure 3.4: (a) Profile of dye distribution for top cell placement in 2D rectangular model of 
1A-E and without VC, color indicates absorption coefficient (1/mm) (b) Profile of 
normalized luminescent flux for the above model, color indicates normalized flux 
 As seen in Figure 3.3(a) and 3.4(a), the top surface with incident light has the highest 
absorption coefficient to reduce losses through boundary and increase incident light entrapment. 
This gradually decreases to minimum absorption coefficient towards the bottom of the matrix, 
where the light entrapment is minimal, since most of the flux has already been absorbed by the 
dye distribution in the top part of the domain. In Figure 3.3(a) and Figure 3.4(a), a region of 
minimal absorption coefficient is observed in a projected domain from the cell. This projected 
domain is the sum of projections of the cell surface on infinite planes along the height of the 
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matrix. The high absorbance of the cell ensures the flux in the projected domain gets absorbed, 
hence the absorption and emission requirement of dye in this area is minimized since most of the 
flux there is directly absorbed by the cell. Thus, the absorption coefficient in this area is minimal, 
giving a ‘shadow effect’ corresponding to the cell in the spatial dye distribution profile.  
For comparison between the six cases for the same placement, the 1D absorption 
coefficient profiles are plotted for lines intersecting x=0.1mm and y=0.2mm. The lines are 
shown in Figure 3.3(a) and Figure 3.4(a). These points were chosen to better illustrate the 
unidirectional changes in profiles for these various test cases. The absorption coefficient profiles 
along the y coordinate for x=0.1mm and along the x coordinate for y=0.2mm are plotted in 
Figure 3.5(a) and Figure 3.5(b). 
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(a) 
 (b) 
Figure 3.5: 1D spatial absorption coefficient profiles of test cases along (a) y-axis for 
x=0.1mm and (b) along x-axis for y=0.2mm for top cell placement 
 Figure 3.5(a) indicates that the dye profile along y-axis for the volumetric constrained test 
cases follow a similar trend as that of the 1D model in section 3.1.2. For the non-volumetric 
constrained test cases, the domain space has high absorption coefficient, except at the projected 
area, corresponding to shadow effect. The gradient decrease in absorption coefficient is not seen 
here, since absorbance is not constrained and dye corresponding to high absorption coefficient 
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can be added to this system to increase flux, making rearrangement of dye unnecessary. Thus, 
high absorption coefficient is seen in the profile plot along y-axis in Figure 3.5(a). Figure 3.5(b) 
shows the profile plot along x-axis, indicating the difference between the VC and no VC cases. 
The shadow effect caused by the solar cell is evident in this plot. The number of absorption-
emission cycle has little effect on the spatial dye distribution profile, however the scatter points, 
which are localized areas of high absorption coefficients, introduced by the absorption-emission 
cycles are higher in this model than 1D model. This is because the effect of these cycles on the 
luminescent flux generation is bigger in the 2D model as the increased area improves the 
probability of the second and third generation of luminescent flux as well as their absorption. 
This influences the objective function, which is the flux integral on the solar cell, hence the 
optimal dye profile is changed by introduction of scatter points in the plot to maximize this 
effect.   
3.2.1.2 Results for bottom cell placement 
The cases with solar cell placement at the bottom are also studied for the 2D model. The 
approach is same as before. The test cases considered are six corresponding to combinations of 
the following criteria: 
i. with/without VC 
ii. multiple A-E events  
The resultant optimized absorption coefficient profiles for cases of one A-E event with 
and without VC are shown in Figure 3.6(a) and Figure 3.7(a). Their corresponding normalized 
flux profiles with respect to the homogenous initial model are shown in Figure 3.6(b) and Figure 
3.7(b). 
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 (a) 
 (b) 
Figure 3.6: (a) Profile of dye distribution for bottom cell placement in 2D rectangular 
model with VC and one A-E, color indicates absorption coefficient (1/mm) (b) Profile of 
normalized  luminescent flux for the above model, color indicates normalized flux 
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 (a) 
 (b) 
Figure 3.7: (a) Profile of dye distribution for bottom cell placement in 2D rectangular 
model of one A-E and without VC, color indicates absorption coefficient (1/mm) (b) Profile 
of normalized luminescent flux for the above model, color indicates normalized flux 
For comparison between the various cases for the same placement, the 1D absorption 
coefficient profiles are plotted for lines intersecting x=0.1mm and y=0.2mm. The lines are 
shown in Figure 3.6(a) and Figure 3.7(a). These points were chosen to better illustrate the 
unidirectional changes in profiles for the various test cases. The absorption coefficient profiles 
along the y coordinate at x=0.1mm and along the x coordinate at y=0.2mm are plotted in Figure 
3.8(a) and Figure 3.8(b). 
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 (a) 
 (b) 
Figure 3.8: 1D spatial absorption coefficient profiles of test cases along (a) y-axis for 
x=0.1mm and (b) along x-axis for y=0.2mm for bottom cell placement 
Figure 3.7 and Figure 3.8 indicate that the trend for spatial dye distribution associated 
with bottom cell placement is similar to the top cell placement model described in section 
3.2.1.2.  
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3.2.1.3 Results for side cell placement 
The final rectangular 2D model is with side cell placement. The cases simulated for this 
model are: 
i. with/without VC 
ii. multiple A-E events  
The resultant optimized absorption coefficient profiles for cases of one A-E event with 
and without VC are shown in Figure 3.9(a) and Figure 3.10(a). Their corresponding normalized 
flux profiles with respect to the non-optimized uniform initial composition are shown in Figure 
3.9(b) and Figure 3.10(b). 
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 (a) 
 (b) 
Figure 3.9: (a) Profile of dye distribution for side cell placement in 2D rectangular model 
with VC and one A-E, color indicates absorption coefficient (1/mm) (b) Profile of 
normalized  luminescent flux for the above model, color indicates normalized flux 
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 (a) 
 (b) 
Figure 3.10: (a) Profile of dye distribution for side cell placement in 2D rectangular model 
of 1A-E and without VC, color indicates absorption coefficient (1/mm) (b) Profile of 
normalized luminescent flux for the above model, color indicates normalized flux 
The spatial dye distribution profile obtained for the side cell placement has an 
unsymmetrical and skewed shadow effect. This is because the incident light and cell geometry 
are orthogonal, bending the projected area of influence for flux absorption. As the shadow is 
skewed, its proximity to the boundary introduces noise in the system because of which the 
converged profiles are not smooth. This is seen in Figure 3.9(a) and Figure 3.10(a). However, 
this does not interfere with the smoothness of the flux profiles and hence the converged solution 
is not affected. 
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For comparison between the various cases for the same placement, the 1D absorption 
coefficient profiles are plotted for lines intersecting x=0.1mm and y=0.25mm. These points were 
chosen to better illustrate the unidirectional changes in profiles for these test cases. The 
absorption coefficient profiles along the y coordinate at x=0.1mm and along the x coordinate at 
y=0.25mm are plotted in Figure 3.11(a) and Figure 3.11(b). 
(a) 
 (b) 
Figure 3.11: 1D spatial absorption coefficient profiles of test cases along (a) y-axis for 
x=0.1mm and (b) along x-axis for y=0.25mm for side cell placement 
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3.2.1.4 Discussion 
Figure 3.12 shows the normalized integrated flux on the solar cell with respect to non-
optimized, homogenous absorption coefficient of 60 mm
-1
 and one A-E event, corresponding to 
the optimized design of LSC for the cases listed above. 
 
Figure 3.12: Plot for normalized flux integral on solar cell for 2D rectangular models 
For no VC models, the optimized spatial dye distribution profile shows a high absorption 
coefficient except at the shadow region of the solar cell. This happens because there is no 
bounding constraint limiting dye content and hence, the system moves towards higher absorption 
coefficient. However, the optimized profiles with VC are graded with the maximum absorption 
coefficient at the top of the surface and minimum near the cell. The layers are mostly continuous 
but they can be discretized based on the main layering values, since this would improve ease of 
manufacturability. The absorption coefficient is high at the entrance of the incident surface to 
reduce losses through the boundary and increase light input into the LSC system. At the bottom, 
the absorption coefficient is reduced. The shadow effect is seen in the region with the solar cell. 
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The continual dye geometry can be discretized for manufacturability.  Thus, the 2D optimization 
of the rectangular model of the LSC design with VC gives a graded layered structure with the 
absorption coefficient decreasing towards the bottom. The shadow effect negates the need of dye 
in the projected domain of the cell.  
The flux into the solar cell increases with the number of A-E cycles considered since the 
amount of luminescent flux increases with each cycle. Hence, the objective function of 
normalized integrated flux on the solar cell increases with the number of A-E events. 
The integrated flux input is increased to about 150-250% for the optimized cases compared to 
the non-optimized, uniform dye model. The values are lower than the 1D models because of the 
increase in losses through the boundaries for the 2D models. All the cell placements show higher 
integrated flux on the cell for non-volumetric constrained model compared to the VC models, 
though the values are comparable. The top cell placement with the bifacial cell consistently has a 
higher integrated flux on the solar cell, especially with more A-E events.  
The circular LSC system is also analyzed to qualitatively deduce the trends associated 
with the optimization of spatial dye profile in LSC. 
3.2.2 Results for circular LSC systems 
The circular LSC systems are studied to compare with the results obtained in the 
rectangular model. The model is described in section 2.3.3. The solar cell is assumed to be 
circular with a diameter of 50μm with the DCM-NOA matrix surrounding it. The polymer matrix 
has a diameter of 0.45mm.  
There are three cell placements considered here, the axisymmetric model and two non-
axisymmetric models with the cell radially translated towards the perimeter of the polymer 
matrix. The axisymmetric model has the cell at the center of the polymer matrix, where the radial 
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position of the cell center is r= 0mm (x=0.3mm and y=0.45 mm). The first non-axisymmetric 
cell placement is between the center of the system and the polymer matrix boundary, r= 0.15mm 
(x=0.45mm and y=0.45mm). The second non-axisymmetric model has the cell placement very 
close to the DCM-NOA boundary with the perimeters touching, where r= 0.2mm (x=0.5 mm and 
y=0.45mm). The two non-axisymmetric cases are considered to generate conclusive trends 
corresponding to the optimal spatial dye distribution. 
Similar to previous models, for each of the cell placement, there are six test cases considered. 
These cases are combinations of the following criteria: 
i. with/without VC 
ii. Multiple A-E events (maximum three) 
Hence, there are total eighteen test cases in this section. 
3.2.2.1 Results for axisymmetric model (r=0) 
The axisymmetric model has a centralized cell placement. The cases simulated for this 
model are: 
i. with/without VC 
ii. multiple A-E events  
The optimal spatial dye distribution profile for one A-E event with VC is shown in Figure 
3.13(a). The corresponding normalized flux profile with respect to the non-optimized uniform 
initial composition is shown in Figure 3.13(b). 
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 (a) 
 (b) 
Figure 3.13: (a) Profile of dye distribution for axisymmetric model with one A-E and with 
VC, color indicates absorption coefficient (1/mm) (b) Profile of normalized luminescent 
flux for the above model, color indicates normalized flux 
Figure 3.3 indicates that the spatial dye distribution profile is continual with the 
absorption coefficient near the incident surface being high while the region closer to the cell 
boundary has minimal absorption coefficient. This graded profile is conceptually similar to the 
profile seen in section 3.2.1. 
The 1D absorption coefficient profiles are plotted along the diameter at y=0.45 mm, so 
that the various test cases can be easily compared. This line was chosen to better illustrate the 
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unidirectional changes in profiles for these test cases. The absorption coefficient profiles along 
the x coordinate at y=0.45 mm is plotted in Figure 3.14. 
 
Figure 3.14: 1D spatial absorption coefficient profiles of test cases along x-axis for 
y=0.45mm for central cell placement in circular model 
 Figure 3.14 shows that the volumetric constraint is redundant for this model. The A-E 
events also have negligible effect on spatial dye distribution. These qualitative trends are similar 
to the optimal solution of the 1D model in section 3.1.2. 
3.2.2.2 Results for non-axisymmetric model with middle cell placement(r=0.15mm) 
The first non-axisymmetric model has cell placement between the center and the DCM-
NOA matrix. The six cases simulated for this model are combinations of following criteria: 
i. with/without VC 
ii. multiple A-E events  
The resultant optimized absorption coefficient profile for one A-E event with VC is 
shown in Figure 3.15(a). The corresponding normalized flux profile with respect to the non-
optimized uniform initial composition is shown in Figure 3.15(b). 
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 (a) 
 (b) 
Figure 3.15: (a) Profile of dye distribution in non-axisymmetric model, r=0.15mm, with VC 
and one A-E, color indicates absorption coefficient (1/mm) (b) Profile of normalized  
luminescent flux for the above model, color indicates normalized flux 
The absorption coefficient profile shown here is similar to the center cell placement 
model given in section 3.2.2.1. However, due to the non-axisymmetric placement of the cell, the 
shadow effect is skewed, since the incident light on both sides is not same anymore. 
As before, the 1D absorption coefficient profiles are plotted along the diameter at y=0.45 
mm. This line was chosen to better illustrate the unidirectional changes in profiles for the test 
cases. The absorption coefficient profile along x coordinates for y=0.45 mm is plotted in Figure 
3.16. 
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Figure 3.16: 1D spatial absorption coefficient profiles of test cases along x-axis for 
y=0.45mm for cell between center and polymer boundary, r=0.15mm, in circular model 
 Figure 3.16 shows the same trend as section 3.2.2.1 but the proximity to the incident light 
boundary gives a high absorption coefficient profile in that direction to minimize boundary 
losses and maximize light entrapment. 
3.2.2.3 Results for non-axisymmetric model with cell placement near polymer matrix 
boundary 
The second non-axisymmetric model has cell placement in contact with the perimeter of 
the DCM-NOA matrix. The six cases simulated for this model are combinations of the following 
criteria: 
i. with/without VC 
ii. multiple A-E events  
For cases of one A-E event with VC, the optimal absorption coefficient profile is plotted 
in Figure 3.17(a). The corresponding normalized flux profile with respect to the non-optimized 
uniform initial composition is shown in Figure 3.17(b). 
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 (a) 
 (b) 
Figure 3.17: (a) Profile of dye distribution in non-axisymmetric model, r=0.2mm, with VC 
and one A-E, color indicates absorption coefficient (1/mm) (b) Profile of normalized  
luminescent flux for the above model, color indicates normalized flux 
Figure 3.17 indicates that the shadow effect is skewed. Because of the proximity to the 
boundary, the profile generated is not smooth. It is conceptually similar to the side cell 
placement in section 3.2.1.3.  
For comparison between the various cases for the same placement, the 1D absorption 
coefficient profiles are plotted along the diameter at y=0.45 mm, similar to the above results. The 
absorption coefficient profile along x coordinates for y=0.45 mm is plotted in Figure 3.18. 
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Figure 3.18: 1D spatial absorption coefficient profiles of test cases along x-axis for 
y=0.45mm for in contact with polymer boundary, r=0.2mm, in circular model 
3.2.2.4 Discussions 
Figure 3.19 shows the normalized integrated flux on the solar cell with respect to non-
optimized, homogenous absorption coefficient of 60 mm-
1
 and one A-E event, corresponding to 
the optimized design of LSC for the cases listed above. 
 
Figure 3.19: Plot for normalized flux integral on solar cell for 2D circular models 
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The circular models have little improvement in integral flux on the cell compared to the 
rectangular model. The increase ranges from 120-130%. These values are less because of the 
large perimeter leads to an increased loss of flux through boundaries. The volumetric constraint 
is redundant here too, similar to the 1D model in section 3.1.2. Thus, the absorption coefficient 
profiles and the objective function have the same values with and without VC. The value of 
integral flux on cell increases with the additional A-E cycles but the increase is smaller than that 
of the rectangular geometry because of the boundary losses. 
The axisymmetric model has maximum integral flux followed by r=0.15 and r=0.2. For 
the third case, the integral flux is consistently lower than in the previous cases, since reflected 
energy from the cell boundary has reduced likelihood of reabsorption as the cell placement 
moves towards the outer boundary. 
The optimal design architecture is a graded profile, similar to previous cases. The solar 
cell has the shadow effect, hence has the least absorption coefficient profile surrounding it, while 
the polymer boundary has the highest absorption coefficient which ensures maximum light 
entrapment.  
When the cell placement is translated radially, the ‘shadow’ of the solar cell becomes 
skewed radially inwards, since proximity to incident light boundary increase absorption 
coefficient near the cell, to maximize light entrapment.  
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Chapter 4     
Conclusions 
4.1 Summary of Research 
Improving photovoltaic efficiency is a critical need in today’s world. Towards this goal, 
Luminescent Solar Concentrator (LSC) designs are optimized with respect to the spatial dye 
distribution. Various architectures of the LSC system are analyzed, designed and optimized to 
understand and improve the existing designs. In this thesis, two computational approaches are 
used together for a comprehensive analysis of LSC designs and corresponding optimization: 
1. Diffusion Approximation (DA) to computationally model transport of light through the 
LSC system 
2. Globally Convergent Method of Moving Asymptotes (GCMMA) to optimize the amount 
of integrated flux into the solar cell 
The proposed approach uses the absorption coefficient associated with the dye as a 
measure of the spatial dye distribution for an averaged wavelength of 480nm. A maximum of 
three absorption and emission (A-E) cycles are considered. The objective function of the 
optimization, which is the integrated solar flux on the gallium arsenide (GaAs) solar cell, is 
combined with side constraints for the design variable. The effect of a volumetric constraint 
(VC) on the said designs is also studied.  
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In this proposed methodology, various test cases are analyzed and optimized to gain a 
qualitative understanding of the optimized design of LSC. The test cases are broadly based on 
the number of dimensions of the design. For each test case, the effects pertaining to cell 
placement, VC and A-E are studied.  
The optimal solutions give an increase in the integrated flux on the solar cell ranging 
from 120-300%. The general trends associated with the spatial dye distribution for each of the 
representative models are shown in Figure 4.1. 
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Figure 4.1: Absorption coefficient schematic profiles for representative models considered 
in this study; (black) solar cell (blue) low dye concentration (green) medium dye 
concentration (red) high dye concentration 
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Thus, a computationally inexpensive and simplified but accurate modeling methodology 
for LSC designs was established. 
The general structure for dye distribution obtained from the study is a graded profile. The 
region closest to incident light has the highest absorption coefficient, which then decreases to a 
minimum at the bottom of the polymer matrix. There is a shadow effect produced by the GaAs 
solar cell whereby the absorption coefficient near the cell is minimal. Thus, the optimal designs 
of LSC systems are qualitatively deduced. For manufacturability reasons, this continuous graded 
geometry can be discretized. The main discretization that can be applied here is a top layer of 
high absorption coefficient, intermediate thin layer of intermediate absorption coefficient, and a 
bottom layer with the smallest absorption coefficient. To reduce the expense of the dye and 
improve the flux input into the solar cell, the dye concentration in the ‘shadow’ region of the 
solar cell can be made negligible. Thus, an effective and improved design strategy for LSC 
systems is developed with this methodology.  
4.2 Future Work 
This work gives a rigorous methodology for optimizing photovoltaic (PV) designs. The 
focus of this study was LSC designs. The general framework can be used to optimize other 
architectures and applications.  
Three directions for future considerations are analytically validating the optimal design 
through methods like stochastic analysis, experimentally validating the design and extending the 
optimization to handle larger sets of variables and obtaining converged three dimensional model 
designs.  
Effective optimal spatial dye distributions are obtained in this study. These optimal 
designs give a highly increased integrated flux on the cell, of the order of two to three times of 
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that of the homogenous composition without optimization. This methodology can be rigorously 
applied to other sets of dye-polymer matrices and solar cell combinations to authenticate the 
universal validity of the graded structure obtained here. It could also be used with a different set 
of valid constraints to study how the optimal design changes under this influence. 
The validity of the LSC designs can also be verified through other modeling techniques 
which do not use DA for computationally simulating the LSC system. These modeling 
techniques include stochastic models like ray tracing. Since the stochastic models are highly 
computationally expensive, they are better suited for validation. They could also be used to 
include the effect of phase and wavelength on the optimal design, which was not considered in 
the present methodology. 
Three dimensional (3D) modeling using this methodology is not producing a converged 
solution. This needs further study and understanding of how the modeling changes with respect 
to a highly complex model with a large number of degrees of freedoms and the control 
parameters associated with this model. A study could also be conducted on how the stochastic 
and DA methodologies can be combined together and optimized, so that the best of both 
approaches can be utilized towards system designs. 
Another direction for further development of this work is the fabrication of the obtained 
designs and experimental validation of the photovoltaic output. This would help in realizing the 
experimental influencing parameters on the LSC designs. This can in turn be applied as 
constraints in the methodology, deriving optimal designs closer to experimental models. This 
would also help in understanding the experimental losses associated with such designs. A 
combination of computational simulation and optimization and experimental testing can lead to 
fabrication of highly evolved LSC designs with substantially improved PV performance. 
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Appendix A  Code 
 The codes used to generate the LSC (Luminescent Solar Concentrator) system in 
COMSOL and to run optimization algorithm as required by GCMMA (Globally Convergent 
Method of Moving Asymptotes) using Matlab are presented here. In the example presented here, 
an LSC design for the 1D (One –dimensional) model is optimized for one absorption-emission 
cycle with no volumetric constraint. This architecture and algorithm are presented as Matlab 
code. 
%main program% 
model = mphload('LSC_1D-noVC+AE1'); 
  
u={}; 
u2={}; 
  
MAXITE=300;  % Maximum number of iterations% 
INNER=0; ITE=0; 
p=10^-6;toerance 
while ITE < MAXITE||ge(p,10^-6) 
     
  %asymptotes% 
 k=ITE; 
  
  
model.param.set('Low', '10[1/mm]', 'lowerbound'); 
model.param.set('Upp', '90[1/mm]', 'upperbound'); 
model.param.set('Init', '60[1/mm]', 'initial value'); 
  
[meshstats,meshdata]=mphmeshstats(model,'mesh1'); 
  
model.func('extm1').set('funcs', 
{opt(alpha_dye,iobj1,pconstr1,meshdata,meshstats,k,p,ITE,MAXITE) }); 
model.func('extm1').set('mincalls', false); 
  
model.func('opt').feature.create('iobj1', 'IntegralObjective', 1); 
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model.func('opt').feature('iobj1').selection.set([2]); 
model.func('opt').feature.create('pconstr1', 'PointwiseInequality', 2); 
model.func('opt').feature('pconstr1').selection.set([1]); 
model.func('opt').feature.create('cvar1', 'ControlVariableField', 2); 
model.func('opt').feature('cvar1').selection.set([1]); 
  
model.func('opt').feature('iobj1').set('objectiveExpression', '-(u+u2)'); 
model.func('opt').feature('pconstr1').set('constraintExpression',... 
    'alpha_dye'); 
model.func('opt').feature('pconstr1').set('lowerBound', 'Low'); 
model.func('opt').feature('pconstr1').set('upperBound', 'Upp'); 
model.func('opt').feature('cvar1').set('fieldVariableName', 'alpha_dye'); 
model.func('opt').feature('cvar1').set('initialValue', 'Init'); 
  
%meshing% 
model.mesh('mesh1').feature('size').set('hauto', 1); 
model.mesh('mesh1').run; 
  
%solving the model%     
model.sol.create('sol1'); 
model.sol('sol1').study('std1'); 
model.sol('sol1').feature.create('st1', 'StudyStep'); 
model.sol('sol1').feature('st1').set('study', 'std1'); 
model.sol('sol1').feature('st1').set('studystep', 'stat'); 
model.sol('sol1').feature.create('v1', 'Variables'); 
model.sol('sol1').feature.create('o1', 'opt'); 
model.sol('sol1').feature('o1').feature.create('s1', 'StationaryAttrib'); 
model.sol('sol1').feature('o1').feature('s1').set('control', 'stat'); 
model.sol('sol1').feature('o1').set('plot', 'off'); 
model.sol('sol1').feature('o1').set('plotgroup', 'pg1'); 
model.sol('sol1').feature('o1').set('probesel', 'all'); 
model.sol('sol1').feature('o1').set('probes', {}); 
model.sol('sol1').feature('o1').feature('s1').feature.create('seDef', ... 
    'Segregated'); 
model.sol('sol1').feature('o1').feature('s1').feature.create('fc1', ... 
    'FullyCoupled'); 
model.sol('sol1').feature('o1').feature('s1').feature.remove('fcDef'); 
model.sol('sol1').feature('o1').feature('s1').feature.remove('seDef'); 
model.sol('sol1').attach('std1'); 
model.sol('sol1').run; 
     
     
model.result.create('pg3', 2); 
model.result('pg3').set('data', 'dset1'); 
model.result('pg3').feature.create('surf1', 'Surface'); 
model.result('pg3').feature('surf1').set('expr', 'alpha_dye'); 
model.result.create('pg4', 2); 
model.result('pg4').set('data', 'dset1'); 
model.result('pg4').feature.create('surf1', 'Surface'); 
model.result('pg4').feature('surf1').set('expr', 'u'); 
model.result.create('pg5', 2); 
model.result('pg5').set('data', 'dset1'); 
model.result('pg5').feature.create('surf1', 'Surface'); 
model.result('pg5').feature('surf1').set('expr', 'u2'); 
 end 
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% LSC_1D-noVC+AE1.m 
%Setting up the model with physics, meshing and PDE solver% 
  
function out = model 
import com.comsol.model.* 
import com.comsol.model.util.* 
  
model = ModelUtil.create('Model'); 
  
model.name('LSC_1D-noVC+1AE.mph'); 
  
  
model.param.set('REFFNOA', '.6182'); 
model.param.set('REFFGA', '0.221'); 
model.param.set('eta_d', '0.81'); 
model.param.set('eta_sp', '0.33'); 
  
model.modelNode.create('mod1'); 
  
%creating model geometry% 
model.geom.create('geom1', 2); 
model.geom('geom1').lengthUnit('mm'); 
model.geom('geom1').feature.create('r1', 'Rectangle'); 
model.geom('geom1').feature.create('r2', 'Rectangle'); 
model.geom('geom1').feature.create('b1', 'BezierPolygon'); 
model.geom('geom1').feature('r1').set('size', {'0.05' '0.5'}); 
model.geom('geom1').feature('r2').set('pos', {'0' '0.5'}); 
model.geom('geom1').feature('r2').set('size', {'0.05' '0.1'}); 
model.geom('geom1').feature('b1').set('p', {'0' '0.05'; '0' '0'}); 
model.geom('geom1').feature('b1').set('degree', {'1'}); 
model.geom('geom1').feature('b1').set('w', {'1' '1'}); 
model.geom('geom1').run; 
  
%PDEs for DA% 
model.selection.create('waeq_dst_pc1', 'Explicit'); 
model.selection.create('waeq2_dst_pc1', 'Explicit'); 
  
  
model.physics.create('waeq', 'WaveEquation', 'geom1'); 
model.physics('waeq').selection.set([1]); 
model.physics('waeq').feature.create('cfeq1', 'CoefficientFormPDE', 2); 
model.physics('waeq').feature('cfeq1').selection.set([1]); 
model.physics('waeq').feature.create('pc1', 'PeriodicCondition', 1); 
model.physics('waeq').feature('pc1').selection.set([1 6]); 
model.physics('waeq').feature.create('flux1', 'FluxBoundary', 1); 
model.physics('waeq').feature('flux1').selection.set([2]); 
model.physics('waeq').feature.create('flux2', 'FluxBoundary', 1); 
model.physics('waeq').feature('flux2').selection.set([4]); 
model.physics.create('waeq2', 'WaveEquation', 'geom1'); 
model.physics('waeq2').feature.create('cfeq1', 'CoefficientFormPDE', 2); 
model.physics('waeq2').feature('cfeq1').selection.set([1]); 
model.physics('waeq2').feature.create('dir1', 'DirichletBoundary', 1); 
model.physics('waeq2').feature('dir1').selection.set([4]); 
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model.physics('waeq2').feature.create('pc1', 'PeriodicCondition', 1); 
model.physics('waeq2').feature('pc1').selection.set([1 6]); 
model.physics('waeq2').feature.create('flux1', 'FluxBoundary', 1); 
model.physics('waeq2').feature('flux1').selection.set([2]); 
  
%Mesh generation% 
model.mesh.create('mesh1', 'geom1'); 
model.mesh('mesh1').feature.create('ftri1', 'FreeTri'); 
  
model.physics('waeq').prop('Units').set('DependentVariableQuantity',... 
    'none'); 
model.physics('waeq').prop('Units').set('CustomDependentVariableUnit',... 
    'W/mm'); 
model.physics('waeq').prop('Units').set('CustomSourceTermUnit', ... 
    'W/mm^2'); 
model.physics('waeq').feature('cfeq1').set('c', '1/3*alpha_dye'); 
model.physics('waeq').feature('cfeq1').set('a', 'alpha_dye'); 
model.physics('waeq').feature('cfeq1').set('f', ... 
    'eta_d*eta_sp*alpha_dye*sqrt(abs(u2)^2)'); 
model.physics('waeq').feature('flux1').set('q', '(1-REFFGA)/(1+REFFGA)'); 
model.physics('waeq').feature('flux2').set('q', '(1-REFFNOA)/(1+REFFNOA)'); 
model.physics('waeq2').feature('weq1').set('c', {'0' '0' '0' '-100'}); 
model.physics('waeq2').feature('weq1').set('f', '0'); 
model.physics('waeq2').feature('cfeq1').set('c', {'0' '0' '0' '-100'}); 
model.physics('waeq2').feature('cfeq1').set('a', 'alpha_dye'); 
model.physics('waeq2').feature('cfeq1').set('f', '0'); 
model.physics('waeq2').feature('dir1').set('r', '1'); 
model.physics('waeq2').feature('flux1').set('q', '(1-REFFGA)/(1+REFFGA)'); 
  
%PDE solver% 
model.study.create('std1'); 
model.study('std1').feature.create('stat', 'Stationary'); 
  
out = model; 
 
 
%%optimization call from the main program%% 
 
function out=opt(alpha_dye,iobj1,pconstr1,meshdata,meshstats,k,p,ITE,MAXITE) 
  
for j=1:volume 
    x0(j)=alpha_dye(j,1); 
    for k=1 
        L(j,k)=Low-0.1*(Upp-Low); 
        U(j,k)=Upp+0.1*(Upp-Low); 
    end 
    for k=2 
   if sign(alpha_dye(j,k)-alpha_dye(j,k-1))== -sign(alpha_dye(j,k-1)-x0(j)) 
         L(j,k)=alpha_dye(j,k-1)-0.1*(alpha_dye(j,k-1)-L(j,k-1)); 
         U(j,k)=alpha_dye(j,k)+0.1*(U(j,k-1)-alpha_dye(j,k-1)); 
   end 
  if sign(alpha_dye(j,k)-alpha_dye(j,k-1))==sign(alpha_dye(j,k-1)-x0(j)) 
        L(j,k)=alpha_dye(j,k)-(alpha_dye(j,k-1)-L(j,k-1))/0.1; 
         U(j,k)=alpha_dye(j,k)+0.1*(U(j,k-1)-alpha_dye(j,k-1))/0.1; 
  end 
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    end 
    for k=3:MAXITE 
        if sign(alpha_dye(j,k)-alpha_dye(j,k-1))== -sign(alpha_dye(j,k-1)-... 
                alpha_dye(j,k-2)) 
         L(j,k)=alpha_dye(j,k-1)-0.1*(alpha_dye(j,k-1)-L(j,k-1)); 
         U(j,k)=alpha_dye(j,k)+0.1*(U(j,k-1)-alpha_dye(j,k-1)); 
        end 
        
     if sign(alpha_dye(j,k)-alpha_dye(j,k-1))==sign(alpha_dye(j,k-1)-... 
             alpha_dye(j,k-2)) 
        L(j,k)=alpha_dye(j,k)-(alpha_dye(j,k-1)-L(j,k-1))/0.1; 
         U(j,k)=alpha_dye(j,k)+0.1*(U(j,k-1)-alpha_dye(j,k-1))/0.1; 
     end 
     end 
        alpha(j,k)=0.9*L(j,k)+0.1*alpha_dye(j,k); 
        beta(j,k)=0.9*U(j,k)+0.1*alpha_dye(j,k); 
end 
  
while ITE<MAXITE||ge(p,10^-6) 
    
 DF=gradient(iobj1); 
 Df=gradient(pconstr1); 
  
%inner loop% 
 INNER=500; 
 ITER=1; 
 while ITER<INNER||ge(p(j),10^-6) 
  
%artificial variables% 
      
model.param.set('P', 'artificial variable1'); 
model.param.set('Q', 'artificial variable2'); 
  
model.param.set('y', 'dual variable'); 
  
        for j=1:volume 
             if DF>0 
               P0(j,k)=(U(j,k)-alpha_dye(j,k))^2*DF; 
           else P0(j,k)=0; 
           end 
      if DF<0 
          Q0(j,k)=-(alpha_dye(j,k)-L(j,k))^2*DF; 
      else Q0(j,k)=0; 
      end 
        
        R0=obj-sum((P0(:,k)/(U(:,k)-alpha_dye(:,j)))+(Q0(:,k)/(alpha_dye... 
          (:,k)-L(:,k)))); 
       
           if Df>0 
               P(j,k)=(U(j,k)-alpha_dye(j,k))^2*Df(j); 
           else P(j,k)=0; 
           end 
      if Df<0 
          Q(j,k)=-(alpha_dye(j,k)-L(j,k))^2*Df(j); 
      else Q(j,k)=0; 
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      end 
      %residual% 
      R(k)=iobj1(j,k)-sum((P(:,k)/(U(:,k)-alpha_dye(:,k)))... 
            +(Q(:,k)/(alpha_dye(:,k)-L(:,k)))); 
           
   for k=1 
       P0=P;Q0=Q;R0=R; 
   end 
    
    %lagrange multipliers% 
     lambda=-DF/Df; 
               if sign(lambda)==sign(-1) 
                   lambda=0; 
               end 
     lj(alpha_dye(j,k),y)=((P0(j,k)+transpose(y)*transpose(P(j,k)))/... 
         (U(j,k)-alpha_dye(j,k)))+((Q0(j,k)+tanspose(y)*transpose(Q(j,k)))... 
         /(alpha_dye(j,k)-L(j,k))); 
      
             %lagrangian% 
        l(alpha_dye,y)=R0-tanspose(lambda)*b+sum(lj(alpha_dye(:,k),y)); 
         
        [lmin,ymin]=fmincon(l,y(j),lj,[],alpha,beta); 
     
     iobj1=lmin-sum(lj(alpha_dye(:,k),y)); 
     alpha_dye=((((P0(j,k)+transpose(y)*(P(j,k)))^0.5)*L(j,k))+((Q0(j,k)+... 
         (tanspose(y)*(Q(j,k)))^0.5)*U(j)))/((P0(j,k)+transpose(y)*... 
         (P(j,k)))^0.5)+(Q0(j,k)+tanspose(y)*(Q(j,k)))^0.5; 
      
     %tolerance update% 
         p(j)=(0.1/volume)*sum(Df*(Upp-Low)); 
        end 
        ITER=ITER+1;   
        
 end 
dset1=alpha_dye; 
opt.iobj1=iobj1; 
model.result.numerical.create('gev1', 'EvalGlobal'); 
model.result.numerical('gev1').set('data', dset1); 
model.result.numerical('gev1').set('expr', opt.iobj1); 
model.result.numerical('gev1').set('descr', 'Objective value'); 
model.result.numerical('gev1').name('Objective value'); 
  
end 
out='opt.iobj1''dset1'; 
 
 
 
 
 
 
 
