Proposition 2.1. There is a fibre-preserving diffeomorphism O: VolT| x S. The restriction of 0 to the fibre ~z-l(t)~_ V o is a diffeomorphism Ot:Xd-*S.
Proof. re: V0-~TO is a proper mapping onto TO, and therefore defines a (locally trivial) C ~ fibre bundle by Ehresmann's Theorem [7] . Let toS T 0. The local triviality says that there is a neighborhood U of t o with re-I(U) diffeomorphic to U x ~z-l(t0). Of course, z~-l(to) is a Riemann surface diffeomorphic to S. T o is diffeomorphic to IR 60-6 (see [10] ), so it is smoothly contractible, which implies that Vg is diffeomorphic to the product T o x S. [] 2.2. Once we have a holomorphic family of Riemann surfaces, it is natural to study holomorphic families of structures associated with Riemann surfaces, as in [4, 5] . The basic objects of study here are certain holomorphic families of line bundles over TO.
Recall that a holomorphic complex vector bundle of rank r consists of complex manifolds L and M and a complex analytic surjection rc:L~M; the fibres r~-~(p) of the (locally trivial) bundle are complex vector spaces of dimension r. We write L ~-L' if two h olomorphic complex vector bundles rc:L~M and r(:L'~M are holomorphically equivalent (the equivalence #:L~L' is analytic, and complex linear on fibres). By a line bundle we mean a holomorphic complex vector bundle of rank 1 (or an equivalence class of such bundles). (See I-9] and [8] for discussions of vector bundles and line bundles.)
Definition. A hoIomorphic family of line bundles over B is given by L ~ V-~ B where V~B is a holomorphic family of Riemann surfaces and L~V is a holomorphic complex line bundle.
Note that the projection L-~B has the property that the fibre over ts B is a line bundle L t over X r
Definition. Two holomorphic families of line bundles L--* V-~B and L'~ V~B are equivalent if and only if the line bundles L-*V and L'-*V are equivalent as holomorphic complex line bundles.
We denote the holomorphic tangent bundle of a manifold M by T(M)-~M; its transition functions are given by the complex Jacobian matrices of the change of coordinate functions on M. Its dual, the cotangent bundle T*(M)~,M has transition functions which are the transpose of the inverse of those for T(M). The canonical bundle K(M)~M is the determinant of the cotangent bundle; that is, it is the holomorphic complex line bundle whose transition functions are the determinant of those of 7*(M).
Definition. If L'~M is a holomorphic complex line bundle over the complex manifold M, and n is an integer, an n th root of L' is a line bundle L with L | ~-L'. In particular, an n th root of the canonical bundle is a bundle L with L | -K(M).
Remark. Because the transition functions are just nonvanishing holomorphic functions, the (equivalence classes of) line bundles form a group under | (If {Q,p} and {Q;~} are transition functions for L-,M and L'-,M respectively, the tensor product L| L'~ M has transition functions {0~B" 0'~}). However, the n th roots of K 70 P.L. Sipe do not form a subgroup of that group. They do form a coset of the subgroup of n th roots of the trivial bundle. If U is an n th root of the trivial bundle, and L is an n th root of K, then L| is also an n th root. The degree of a line bundle over a compact Riemann surface X is its Chern class (~ H2(X, )7)~_ Z). IfX Remark. Clifford Earle made a preliminary study of n th roots using a different approach. In [4] , he studied a fibre space J(Vg)~ Tg such that each fibre over t is the Jacobi variety J(Xt). In [5] , he constructed a fibre space J~(~)~ Tg whose fibre over each point te Tg is the group of divisor classes on the Riemann surface X t. There is a canonical holomorphic section x: Tg~J~(Vg) such that x(t) is the canonical divisor class on the Riemann surface X t. He defines an n th root of ~: to be a holomorphic section s: Tg--*J#(~) satisfying ns= x (here, n is an integer dividing
2g-2).
Mod(Fg) acts on these n th roots of x. Moreover, 7~ Mod(Fg) in the kernel of that action implies that 0~) is congruent to I(mod n) where Q : Mod(Fg)~Sp(g, 2~) and Sp(g, Z) is the symplectic modular group. Earle proved that the condition is sufficient if n = 2, and gave an example of 0~ Mod(Fg) with Q(0)= I but g does not act trivially on all the (2g-2) fh roots of x. (This example is studied using geometric methods in Sect. 4 .)
The relation between the approach in [5] and that used here is suggested by the classical correspondence (e.g. see [8] or [9] ) between divisor classes and holomorphic complex line bundles over a Riemann surface. Proof. One checks easily that the map given in local coordinates by P(v,, ~)=(v,, r is a well defined map P:L--.L | Since IF*~2* by z~z ~ is an n-fold covering map, P: Lo~L~o ~ is an n-fold covering. Because L is an n th root, there is an equivalence F:L| The composition p=Fop is the desired n-fold covering map. If G is another equivalence, then G oF-1 is a holomorphic self-equivalence of K(V0), and the second statement follows from the lemma. [] 2.4. We now want to define the action of Mod(Fg) on the n th roots of K(Vo). We fix a standard system of generators for F o (hence also for Hi(S, Z)), that is, a set {At, The group of all automorphisms of Fg satisfying (2b) is denoted by mod(Fg). Associating each )'o in Fg to the automorphism Y~YoYYo i identifies Fg with the normal subgroup of inner automorphisms. The Teichmfiller modular group Mod(Fg) is the quotient group mod(Fg)/Fg. Denote the group of sense preserving diffeomorphisms of S by Diff § (S) and the normal subgroup of those homotopic to the identity by Diffo(S). The mapping class group of S is by definition Diff+(S)/Diffo(S); it is well known (e.g. see [13] for a discussion) that this group can be identified with Mod(F0). If f is an element of Diff+(S) [or mod(Fg)] we denote its equivalence class in Mod(Fo) by f.
The sympleetic modular group Sp(g, Z) is the group of 2g x 2g integer matrices satisfying (2b). The mapping Q which takes an element of Mod(Fo) to the matrix representing its action on homology is a homomorphism; Q maps onto Sp(g, Z) [173.
According to Bers [2] , mod(Fo) and Mod(F0) act as groups of biholomorphic mappings on F 0 and T o respectively. We will need the following important properties of these actions :
1. t, se TO represent conformally equivalent Riemann surfaces if and only if there is a ~e Mod(f0) with s = ~)(t).
2. Mod(Fg) acts on V, as a group of biholomorphic maps; f~Diff+(S) induces ,~: Vg-} Vg. X, = 7r-~(t) and Xf~,)= ~-l(~(t)) are conformally equivalent Riemann surfaces. Indeed, f: Vg-~ Vg restricts to a conformal equivalence ~ :X,--Xf{,.
3. In view of Proposition 2.1, Mod(Fg) also acts as a group of sense-preserving diffeomorphisms on TO x S, and the sense preserving diffeomorphism 0Z(0~) -l: S~S is isotopic to f
The biholomorphic mapping f~: Vg~ Vg induces maps on the canonical bundle and its dual as follows: 
K*~ : K*~,)~ K*(X f~,)) and
are the differential and the codifferential under the identification of K*(Xt) and K(Xt) with the tangent and cotangent bundles, respectively.
Proposition 2.4. Let L be an n th root of K(Vo). Then the diagram
commutes, where (fr-1)* L is the pullback.
Proof. First we notice that the pullback (f-l)*(K(Vg)) is equivalent to K(~), because the diagram
commutes (using a uniqueness theorem for pullbacks).
We have a mapping p:L-~K(Vo) which is a covering mapping on the punctured line bundles (as in Proposition 2.3). Thus, we get the diagram as claimed by taking pullbacks of K(~) and L by the mapping f-1. []
Corollary. The action of Mod(Fg) on ~ induces a left action on the set of n th roots of K(~). If f~E
(2d) where L is an n th root.
Proof By comparing transition functions, we see that
is an n 'h root of K(Vg), and the map q is a covering map on the punctured bundles. [] 2.5. Our next goal is to describe a certain set of homomorphisms Ha(To(S), Z,)~TZ. We will see in the next section that Mod(Fg) acts on this set.
The loop around the orioin in a punctured holomorphic complex line bundle Lo-oB (B is a complex manifold) is the homology class of a closed path ~ oriented counter-clockwise around a circle centered at zero in any fibre G* of L 0. It is easy to see that the homology class of y is well-defined and preserved by complex bundle equivalences. An equivalence of the underlying real bundles may reverse the orientation.
P.L. Sipe
We continue with our fixed smooth surface S and its preferred Riemann surface structure X o. Let ~t be the loop around the origin in the punctured tangent bundle To(Xo). "Forgetting the complex structure" on To(Xo) , we regard ~ as belonging to the homology group HI(To(S ), Z,). Proof. Since H2(S) '~7Z, Ho(S)'~Z and HI(S)~-Z 2g, the Gysin sequence for the tangent bundle ends with
Definition. Let ct be the loop around the origin in To(S), as above. We define A(To(S)) = {homomorphisms 2 : HI(To(S ), Z,)--* 71 n such that 2(~) = -1}.

A(To(S)) is nonempty if and only if n divides
That exact sequence has the following two properties:
a
) The map Z-~HI(To(S), 7Z) takes the generator of Z to the loop around the origin in To(S ) .
b) The map 7Z-,7Z is multiplication by (+_)(2g-2). Therefore, we get the short exact sequence
0--'712g-2 ~ H I ( To( S), Z)-~ H I ( S, 77)~ 0 .
Because of a), a generates 772g_ 2, and the generators of Z 2g are inverse images of a basis for H1 (S,7l) Fig. 1 . For any regular curve y in S, by y we mean the particular lift of ~ to To(S) which consists of ), together with its tangent vector at every point, i.e. y(t) = (~(t), 7'(t)) 9 (2e)
The basis we have chosen for HI(S,Z) thus determines the basis {-41, ..-,'4g, /~1, ...,/~g, or} for HI(To(S); 7/)= HI(K~(Xo) , ;~). These bases should be regarded as fixed for the remainder of the paper.
Corollary. If n divides 20-2, HI(To(S), Z,)~(Zn) 2g+ 1.
The set A(To(S)) is nonempty if and only if n divides 2g-2. In this case, the elements of A(To(S)) can be represented with respect to our fixed basis as row ,') Theorem 1 will be broken up into several parts and proved in Sects. 5 and 6.
Computing the Action of Mod(Fg) on Generators (Theorem B)
Viewing the n th roots as homomorphisms in A(To(S)), and the action of Mod(F0) as in (2f) has the advantage that the action can be computed on a set of generators for Mod(Fg). We begin by fixing a (finite) set of generators which is useful for our computations.
Let ~ be a simple closed curve on S. This homeomorphism is homotopic to a sense-preserving diffeomorphism of S which we will also denote by f~. The element fr of Mod(Fg) so determined is independent of the embedding j and independent of the orientation of the loop 7. The effect of the Dehn twist fr on the homology of the surface S is given by the formula (f~),
(fl)=fl+(r x fl) . ~ V fl~ H I ( S, 7Z )
Lickorish [11, 12] proved that the twists about the loops in Fig. 2a generate Mod(Fg). Therefore, the Dehn twists fA,, fal' fc~ about the three loops A 1, Bt, C 1 shown (in the case g =4) in Fig. 2b together with r~, the rotation of order g, generate Mod(F0) (see Mumford [16] ).
Notation. We denote curves in To(S ) by ~, their images under ~z : To(S)~S by z. For any loop 7 (or ~), we denote the homology class by [7] (or [7] ).
Lemma. Let f be any surface diffeomorphism, ~ any regular curve on S and ~ its lift as in Eq. (2e). Then the induced map on homology (HI(To(S), 71.)) is given by the formula (Tf),([~) = [f(~)]. (3b)
Proof (Tf),(~(t))= Tf(?(t), 7'(t))= (f(7(t)), ~-t (f~ by the chain rule. [] O 77
rot at ron of (~ rder g 
Let 7 be a regular curve on S, fr the Dehn twist about ?. Then action of fr~Mod(Fg) on HI(To(S), Z,) is then given by the formula (Tfr).(~)
= ~ + (T x z) [7--],(3c)
where ~ is any element in HI(To(S ), ;E,).
Proof. Recall that (Tf). We can think of the loop ct around the origin in the fibre of To(S ) as the lift [in the sense of (2e)] of a small loop on S, homotopic to a point, traversed in the counter-clockwise direction. Here, a "small" loop is one which is contained in a single coordinate patch.
In the following arguments, we will specify a loop in To(S ) by drawing a loop on the surface, and indicating a choice of tangent vector (tangent to the surface, not necessarily to the curve) at each point on the path. Thus, the arrows in the drawings (except in Figsl 4a and 5a) indicate the location of the point in the fibre of To(S ) and not the direction in which the path is traversed. That will be determined by the boundary orientation, unless explicitly specified otherwise. We look at the portion of the surface bounded by A a, C a and A 2 as indicated in 
The idea now is to lift the surface of Fig. 4a to a surface in To(S ). We do this by drawing a vector field on the surface, with its only singularity at the point x. Such a vector field is illustrated in Fig. 4b (the extension to the back of the surface which P.L. Sipe is not visible is non-singular; flow lines on the back of the surface connect a 1 to a z and b~ to b2). Take a small neighborhood around x, bounded by a loop homotopic to the point x, and contained in a single coordinate neighborhood of To(S). If we remove this neighborhood from the surface, we get a smooth vector field. We see that the four closed loops 0.x, ~r2, 0.3, a4 in Hx(To(S), Z,) indicated in Fig. 4c One sees this using the method of the proof of Proposition 3.2, using the vector field in Fig. 5b .
One finds that
where w=(w~ .... , wg) has w2= -2, all other entries zero. Thus if g>3, 0 does not fix all the (2g-2) th roots, so 0q~Go,2g_ 2.
Remark. These geometric methods give still another way of noticing that the loop around the origin has order 2g-2. A surface of genus g can be decomposed into (g-1) surfaces like that in Fig. 5a , and each has such a vector field with two singularities. Since the whole surface has no boundary, we conclude that (2 0 -2) ~ = 0. Let No," be the normal subgroup of Sp(g, 7Z) of matrices congruent to 1(rood n). In [14] Mennicke proves the following theorem:
Mennicke's Theorem. Ng,. is the smallest normal subgroup of Sp(g, Z) containing the matrix 82 P.L. Sipe
We already know that the image o (Gg,,) is contained in the congruence subgroup Ng,n. In fact, those groups are the same. Proof. It suffices to show that ~ maps Gg, ~ onto Ng.,. By Mennicke's theorem, we need only find/~e Gg.~ with the property that For Go, , is normal in Mod(Fo), and Q maps onto the symplectic group, so o(Go, n) is normal in the symplectic group. The existence of h as above would mean that Ng,.c=o (Go,.) . Take h--(fAl) ~. Then it is easy to see that hsGo. ., and since we already know that 0(fA,)= (~ /E), it follows that Q(/~)= (~ 7)and the theorem is proved. [] We will work only with B= Vg or B=X t, and n12g-2. Since Ko(Xt)C=Ko(Vg), the loop around the origin in Ko(Xt) really is the loop around the origin in Ko(Vg), thus no confusion will result in denoting them both by ft. Similarly for ~K*(Vg) and ~eK~(Xt). We identify To(S ) with K*(Xo) [and in 5.2 will make precise an identification of K*(Xt) with To(S)], so our notation also agrees with that of Sect.
[and A(To(S))=A(K~(Xo))].
We can now make the statement of Theorem 1 more precise.
Theorem la. Let L~K(Vg)~Vg be an n th root of K(Vg). The covering map P:Lo~Ko(Vg ) determines a homomorphism in A(Ko(Vg)). That correspondence induces a bijection between the set of (equivalence classes of) n th roots of the canonical bundle and the set A(Ko(Vg)).
Theorem lb. A Hermitian metric on Vg induces a bijection between A(Ko(Vg)) and A(To(S)).
The isomorphism is not canonical; we will choose a hermitian metric on Vg and construct the bijection of Theorem lb in Sect. 5.2. The proof of Theorem la is rather long and will be broken up into several lemmas.
Let Aut(X, p) denote the group of deck transformations of the covering map p :.g --, X. Our "punctured" line bundles correspond to holomorphic principal 112*-bundles, and we can easily pass to line bundles (fibre r by "filling in the punctures". Thus, to complete the proof of the lemma, we show that E has the structure of a holomorphic principal ~* bundle L o (corresponding to a complex line bundle L).
That is, there is a holomorphic map ~b:
iii) If 4)(z, v) = v for some/), then z = 1.
iv) The orbit space Lo/C* is a complex manifold M with holomorphic quotient map n: Lo~M.
v) There is a cover {U~} of M and local holomorphic sections s, : U~L o such that the map h,(p, z) = q~(z, sip)) is a biholomorphic map from U~ x ~* to re-I(U,).
We often write the action ~b(z,/)) = z. v. We must also show that L is an n th root of K(V0), i. ,e) ). Also, 0Pi~), takes the generator of ni(~*) (the loop around the origin in ~* x {e}) to fl"ep,(rq(E, e)), so the lift ~b exists.
Recall that lift is defined geometrically as follows: For (z, v)e ~* • E, let z be a path connecting (1, e) with (z, v). Then 0p~),z is a path in Ko. Lift that path to a path in E starting at e, and let ~b(z, v) be the end point of that lift. The proofs that ~b satisfies ii) and iii) are more or less straightforward path lifting arguments using this definition of q~, and are omitted. a covering map (z,w,v)--*(z n, w", p(v) q~(z 1, ~b(z 2, v)) = ~b(zlz 2, v) . flk for all zl, z2e~*, where k is an integer mod n. Setting z I =z 2 = 1 and using ii), we find that flk is the identity, proving i). 
Proof of i). There is
Proof of iv).
Proof of v). (Local triviality)
The local triviality of the bundle Ko(Vg) gives maps h, :U, x ~*~rt-l(U~). We may choose U, connected and simply connected, and check that these lift to/~, making the diagram As immediate corollaries of Theorem lb and its proof we have :
