Microblogging platforms such as Twitter are increasingly used for on-line client and market analysis. This motivated the proposal of a new track at CLEF INEX lab of Tweet Contextualization. The objective of this task was to help a user to understand a tweet by providing him with a short explanatory summary (500 words). This summary should be built automatically using resources like Wikipedia and generated by extracting relevant passages and aggregating them into a coherent summary.
1. Introduction
Contextualization
Generally speaking context is defined as the circumstances that surround a particular idea, event, or situation; the settings that make it understandable.
Context is a key component for understanding language-in-use, since as pointed out by Gee, "When we speak or write we never say all that we mean. Spelling everything out in words explicitly would take far too long. [...] Speakers and writers rely on listeners and readers to use the context in which things are said and written to fill in meanings that are left unsaid, but assumed to be inferable from context." [36] . This is definitively true when it comes to tweets.
Tweet authors rely on their followers to find out or know about the context to complete the 140-character messages and understand them.
In discourse analysis, context refers to the fact that texts are historically produced and interpreted, they are located in time and space. Both linguistic and extralinguistic clues help in understanding speeches and writings such as culture, society and ideology [85] . Indeed, social representation which relies upon collective frames of perception plays an important role and Van Dijk suggests context models which encapsulate knowledge, either personal, from a group, or cultural knowledge, attitudes, and ideologies [81] .
According to Wodak 's triangulatory approach, the concept of context takes into account four levels [85] :
1. the text-internal co-text (Internal references, logically sequenced events ...), 2. the intertextual and interdiscursive relationship between utterances, texts, genres and discourses, 3. the extralinguistic (social) level, 4. the socio-political and historical contexts.
In the same way, in Information Retrieval (IR), "context" often refers to surrounding environment in which a search occurs. The search environment consists of the user (his knowledge, search skills, level of education...), the task the search is done for, the domain, the system used... [44, 20, 42] . Context-sensitive IR systems correspond to systems that use other elements than just the current query and the document collection [74] and this brings specific challenges when it comes to evaluation [75] . Advanced user location or users' interest [10] , query personalization [17] , or previous queries from the same user can be used to retrieve documents she or he has already seen and wants to find again [28] or on the contrary to diversify the retrieved items [13] . Otherwise, the documents previously selected by users for similar queries (also called collaborative filtering) [83, 45] and latent interests for users or groups [84] among others can also be used in contextual IR.
Text contextualization differs from text expansion in that it aims at helping a human to understand a text rather than a system to better perform an automated task. For example, in the case of query expansion in IR, the idea is to add terms to the initial query that help the system to better retrieve relevant documents. Even if term selection can be based on contextual information to be more efficient, the main objective is not to present the expanded query to the user [61, 15] . Text contextualization on the contrary can be viewed as a way to provide more information on the corresponding text in the objective of making it understandable and to relate this text to information that explains it.
Context is being invoked to interpret the textual context of a passage or co-text which is defined as words or sentences surrounding a given unit that help to understand the meaning of the unit. In the following we define contextualization as providing the information that is useful to fully understand that text.
Contribution
Contextualizing micro-blogging is particularly useful since 140-character long messages are rarely self-explanatory. This motivated the proposal of a new track of Tweet Contextualization at INEX 1 in 2011 [71] which became a CLEF Lab 2 in 2012 [72] and that we fully depict in this paper. In addition, we provide a deep analysis of the results and lessons learned.
The use case is as follows: given a tweet, the user wishes to get a better understanding of it by reading a short textual summary. In addition, the user should not have to query any system and the system should use a resource freely available. More specifically, the guidelines specified the summary should be 500-words long and built from sentences extracted from a dump of Wikipedia. Wikipedia has been chosen both for evaluation purpose and because this is an increasing popular resource while being generally reliable.
In this paper, we detail the task and the evaluation collection as well as the approaches and the results obtained by the participants between 2011 and 2014 with a focus on sentence retrieval. While yearly overviews focused on system results, the long-term survey presented in this paper allows to go beyond them and to reinforce their results. We provide a detailed report on the approaches proposed by the participants and which can be considered as the state of the art for this task. The main results are as follows:
1. Effective sentence retrieval, as defined in [4] , is a challenging key sub-task for tweet contextualization when achieved over a large resource. 2. Sentences are too short to be considered as atomic documents and contextual on-line text analysis is more efficient than extensive off-line sentence pre-processing and indexing. 3. Best systems have to combine passage retrieval, sentence segmentation and scoring, named entity recognition, text part-of-speech (POS) analysis, anaphora detection, diversity content measure as well as sentence reordering. 4. Global informativeness of summaries can be evaluated through sentence pooling and n-gram measures, if readability is assumed. 5. The robustness of the results against query variability, measure choice and reference incompleteness suggest that this evaluation methodology could be extended to other resources than microblogs and the Wikipedia.
The remaining of this paper is organized as follows: in Section 2 we present the Tweet Contextualization task as well as related tasks. In Section 3 we describe the evaluation metrics, both from text summarization and the new LogSim measure used to evaluate tweet contextualization. Section 4 presents the variety of the approaches the participants developed. Section 5 discusses the results and draw some conclusions on the choices made by the participants. Section 6 concludes the paper.
Contextualization of Tweet using Wikipedia Resource
This section presents in details the CLEF Tweet Contextualization which ran for 4 years in the framework of INEX and CLEF evaluation forum. We also and first present the related tasks that ran in various evaluation programs.
Related Tasks from other Evaluation Programs
A typical tweet contextualizer needs at least to be able to identify the key elements from a tweet, to find related external texts (here Wikipedia pages) and to summarize them. The user is not required to submit a query to any system: rather, the contextualizer must be able to find out useful information, starting from the tweet only. Tweet Contextualization is defined by providing the users with useful information to make the tweet more understandable, that is to say to clarify it. This task corresponds to a combination of information extraction, information retrieval, entity linking, search in structured collections and topic-oriented summarization. For this reason, this task is linked to some other tasks organized in evaluation campaigns such as TExt Retrieval Conference (TREC), Document Understanding Conferences (DUC), Text Analysis Conferences (TAC) and Cross-Language Evaluation Forum now Conference and Labs of the Evaluation Forum (CLEF), or Initiative for the Evaluation of XML Retrieval (INEX).
Topic-oriented summarization tasks had been evaluated in NIST TAC (2008-2011) 3 [22] and during the previous DUC (2001) (2002) (2003) (2004) (2005) (2006) (2007) 4 . One of the goals of TAC 2011 Summarization Tasks was to write a 100-word summary covering all the important aspects (who, why, how...) of newswire articles for a given topic and to write a summary update of subsequent newswire articles, preventing redundancy. Summaries were evaluated for readability and fluency (grammaticality, referential clarity, focus, coherence...), as well as content and overall responsiveness. However the size of the document collections considered in these tracks were small. It was then possible, even though time consuming, to build extensive manual references to evaluate informativeness. Handling very large document collections was out of the scope of these tasks meanwhile it was one of the main aims of INEX tracks. In 2012, TAC focused on Knowledge Base Population by means of three tasks. Among them, the aim of the Entity-Linking Task was to determine the node of a collection derived from Wikipedia that is related to a given name, itself illustrated by a given document. Tweet Contextualization also used a XML corpus derived from the Wikipedia including an annotation of entities and document structure.
Other tasks involve several types of treatments: the purpose of TREC 2012 Contextual Suggestion Track 5 [24] for example was to provide users with suggestions (for example places to visit or where to have a drink) according to user's profiles (preferences) and a context defined as geotemporal location. Tweets used as queries in Tweet Contextualization often included a location or a temporal information. However, the output needed to be a readable summary and not a list of entities. In 2012, TREC Knowledge Base Acceleration Track 6 started. It aims at filtering a document stream to extract the relevant documents to a set of entities. It had much in common with document filtering, except that the input was entities (described by articles from Wikipedia) rather than topics. Moreover, the streaming organization of the collection (time-stamped news, blogs and web pages) involved the possibility of evolution of the target entities (modification of their attributes or relations). In the past, the purpose of the TREC Entity Track was to perform entity-oriented searches in the Web [6] . For the last run in 2011, the track was subdivided into two tasks: related entity finding (return a list of entities of a specified type and related to a source entity) and entity list completion (return a list of entities from a set of example entities) [5] . The corpus used for the Entity Track was the ClueWeb09 English [19] (more than one billion web pages). Compared to TREC, the Tweet Contextualization corpus is much more reduced (6M documents) and easy to index using state of the art tools like Indri or Terrier. However the number of queries to process in Tweet Contextualization has been much higher since 2012 (between 400 and 1200 tweets). So only automatic methods could participate but extensive Natural Language Processing (NLP) and intelligent indexing could be experimented on the entire document collection. However, corpus pre-processing needed also to be fully automatic since the corpus was updated every year and best results always relied on the most recent corpus because the tweets were selected few months after the dump of the Wikipedia used to build the document collections.
It is worth mentioning the High Accuracy Retrieval from Documents (HARD) TREC track that was last run in 2005 [2] . It took into account some contextual information and the expertise level of the searcher and of the documents. Its purpose was to achieve high accuracy retrieval from topics describing the searcher and the context of the query. This context was the purpose of the search (looking for background, details or a precise answer), the familiarity of the searcher with the topic, the granularity of the retrieved items (documents, passages, sentences...).
Lastly, in INEX, Focused Information Retrieval track (FIR) considers information extraction and search in structured collections. FIR has been intensively experimented in the previous ad-hoc track [38] and the more recent Snippet Track [80] .
Tweet Contextualization followed these ideas of providing a background explaining a short message. However, it differed from a usual FIR task in the sense that participants had to produce a coherent summary. The overall informativeness of the summary could be much higher than the sum of each single item informativeness.
CLEF Tweet Contextualization Task
The CLEF Tweet Contextualization task we introduced in 2011 focuses on tweets. The task aims at providing the tweet reader with information that makes it understandable. The resulting information is provided to the reader under the form of a 500 words long summary, built from textual resource extracts.
For instance, the tweet:
Bobby Brown --Fighting #WhitneyHouston's Family to See Bobbi Kristina could be contextualized by the summary presented in Figure 1 . Such a summary is expected to provide some background about all elements from the tweet, that could require an explanation.
In the following, we describe the document collection that is used as the resource for contextualization, as well as the topics selected for the test set which correspond to the tweets to contextualize. We also present the reference system we used in the evaluation. All the resources are made available for research purpose at http://tc.talne.eu. Since we target a plain XML corpus for an easy extraction of plain text answers, we removed all notes and bibliographic references that are difficult to handle and kept only non empty Wikipedia pages (pages having at least one section).
Resulting documents consist of a title (title), an abstract (a) and sections (s). Each section has a sub-title (h). Abstract and sections are made of paragraphs (p) and each paragraph can contain entities (t) that refer to other Wikipedia pages. Figure 2 shows an example. 
Tweets as Topics
In 2011, topics were made of 53 tweets from New York Times (NYT). The text of each tweet was actually the title of a newly published NYT article, along with the URL of this article.
In 2012 and 2013, the task was made more realistic and evaluated topics were made of 63 (2012) and 70 (2013) tweets each year, manually collected by the organizers. These tweets were selected and checked, in order to make sure that:
• They contained "informative content" (in particular, no purely personal messages); Only non-personal accounts were considered (i.e. @CNN, @TennisTweets, @PeopleMag, @science. . . ).
• The document collection from Wikipedia contained related content, so that a contextualization was possible.
For example, the following tweet was considered as contextualizable:
Very cool! An interactive animation of van Gogh's "The Starry Night." http://t.co/ErJCPObh (thanks @juliaxgulia)
while this one was not (not informative, not contextualizable from the Wikipedia):
Mom: "All you do is sit on that computer all day!" Me: "Lies! I sit on the chair."
From 2012, from the same set of accounts, about 1,000 tweets each year were then collected automatically. These tweets were added to the evaluation set, in order to avoid that fully manual, or not enough systems could achieve the task. All tweets were to be treated by participants, but a short list only was used for evaluation. Indeed, human evaluation is time consuming and can only hardly be done at large scale with trustable results. Participants did not know which topics were selected for evaluation.
These tweets were provided in a text-only format without metadata and in a JSON format with all associated metadata. Figure 3 gives an example of such topic. In 2013 we considered more diverse types of tweets than in 2012, so that participants could better measure the impact of hashtag processing on their approaches for example.
Between 2011 and 2013 the corpus did change every year but not the use case. In 2014, the official document collection was the same as in 2013 but the user case evolved. Indeed the 2014 tweet contextualization topics were a selection of 240 tweets from RepLab 2013 [3] , it was thus necessary to use prior Wikipedia dumps. Some participants also used the 2012 corpus raising up the question of the impact of updating Wikipedia over these tasks.
Again, these tweets were selected in order to make sure that:
• They contained "informative content" (in particular, no purely personal messages).
• The document collections from Wikipedia had related content, so that a contextualization was possible.
All tweets were to be treated by participants, but only a random sample of them was to be considered for evaluation. These tweets were provided in XML and tabulated format with the following information:
• The category (4 distinct),
• An entity name from Wikipedia (64 distinct),
• A manual topic label (235 distinct).
The entity name was to be used as an entry point into Wikipedia or DBpedia. The context of the generated summaries was expected to be fully related to this entity. On the contrary, the usefulness of topic labels for this automatic task was and remains an open question at this moment because of their variety.
Reference System
A state of the art XML-element retrieval/summarization system called qa.termwatch (qaTW) [69] combining a Question-Answering engine based on multiword term extraction [70] powered by Indri with a summarization system based on terminology graphs [18] has been made available for participants through an online interface and a perl API both available at http://tc.talne.eu.
The system is available online through a web interface 7 that allows to query:
• an index powered by Indri 8 that covers all words (no stop list, no stemming) and all XML tags,
• a PartOfSpeech tagging powered by TreeTagger [73] 9 ,
• the state of the art summarization algorithm used in [18] .
Three kinds of queries can be used: standard bag of words, sets of multiword terms or more complex structured queries using Indri language [55] . The system returns the first 50 documents retrieved by Indri in raw text format, PoS tagged text or XML document source.
Evaluation Metrics
In this section we present both related evaluation metrics used in text summarization and the new metrics we have defined. We also explain why the metrics from the literature were not fully relevant for Tweet Contextualization.
Evaluation Metrics for Summaries
As we explained in the previous section, Tweet Contextualization is clearly related to text summarization. We present here the measures commonly used for evaluating textual summaries. We also point out the advantages and drawbacks of the different metrics.
The evaluation of summaries includes at least two basic dimensions: the information content of the summary or its informativeness and the linguistic quality which is related to readability. Informativeness and linguistic quality are two dimensions which are equally important even if somehow independent: as informative as it is, in the sense of the amount of information it provides, the informativeness of a totally illegible text (incomprehensible by a human) should not be considered as relevant, and, conversely, readability should not be considered in isolation but in the limited context of a corpus of documents to summarize. Evaluation of these two facets of the quality of a summary cannot be fully automated.
However, it became possible to automatically evaluate summary informativeness by comparing it with either one or more reference summaries or directly with the original texts. When reference summaries are used, they are generally produced manually and constitute a gold standard like the relevance judgments in ad-hoc IR collections (TREC Qrels 10 for example). This type of assessment has been widely used especially in DUC surveys, then in TAC [23] .
The evaluation of the informativeness of produced summaries can be done by estimating the percentage of information from the reference summaries which is actually in the summary constructed automatically as it was done in DUC 2003 using the SEE tool 11 or in more sophisticated approaches like in DUC from 2004. Indeed, from 2004, informativeness evaluation at DUC was based on the sentences and n-grams that compose both the reference summaries and the automatically built summary to evaluate. ROUGE (Recall-Oriented Understudy for Gisting Evaluation) measure [48] uses this principle and was then also used in TAC program. Pyramid is another method to assess summaries [59] in which, instead of comparing distributions of n-grams, key concepts are first manually extracted from the reference summaries, then the occurrence of these key concepts in the automatically generated summary indicates the quality of the produced summary.
These evaluation measures, however, are based on the existence of reference summaries produced by humans. This feature limits the scalability of this approach.
In the case of a very large number of documents to sum up, it is useful to find a measure that can be used automatically to compare the contents of the produced summary with the one of the full set of documents to sum up. In this framework, the measures used in TAC compare the distributions of words or word sequences between the produced summary and the documents to sum up using measures such as Kullback-Leibler (KL) and Jensen-Shannon (JS) divergence measures.
An interesting point on ROUGE, KL, and JS measures is that it has been shown that they correlate with a fully manual evaluation -under the condition the summaries are readable. Without this condition, it is possible to improve artificially the results obtained when using these measures and produce a summary that does not make sense to a human (sequence of terms, for example).
In the following, we present the Pyramid, ROUGE, KL, and JS measures. We will explain why they are not convenient to the tweet contextualization task in section 3.2 ; we will present a new measure we have proposed and which fits better the task in the same section.
Identifying Informational Nuggets
In the context of complex Query Answering tasks, [59] introduced the pyramidal evaluation; this measure has then been extended to evaluate summary informativeness. The pyramidal method is based on SCUs (Summary Content Units) or Nuggets that are originally defined manually by annotators. SCUs are information units gathering various linguistic expressions that correspond to the same content. These nuggets are weighted according to the number of annotators who identified them. Initially, the construction of the SCUs was manual and dependent on the interannotator agreement [49] . Recent work in IR has shown that SCUs can be generalized to the automatic creation of references [63] , based on more general information units or nuggets extracted automatically [41] [29] . For example, in the case of Wikipedia, inner links to other pages can be considered as natural nuggets as the target pages often contain reformulations of the target entity. However, adopting such an approach as the measure of informativeness tends to reduce the task of creating a summary to a simple entity search and extraction. This explains why we rather focus on measures based on n-gram distributions that we detail below; these measures do not depend on the definition of nuggets or SCUs.
ROUGE Measures
ROUGE (Recall-Oriented Understudy for Gisting Evaluation) matches a set of measures that compare a summary automatically produced with one (or more) reference summary generally produced manually [48] . The general principle used in ROUGE is to count the number of items, such as n-grams, that are common between the reference summaries and the summary to be evaluated.
A first set of ROUGE variants is the ROUGE n family that compares the n-grams as follows [48] :
• R is the set of reference summaries,
• gram n (T ) is the set of n-grams in a text T.
Usually n ≤ 2 but skip-grams (i.e. ordered pairs of words in a sliding window of n consecutive words) can also be considered with 2 ≤ n ≤ 4.
ROUGE n is recall oriented and ROUGE 1 is similar to the cosine measure, but for n > 1, because the word order is taken into account, ROUGE is more strict than cosine [1] . Summaries evaluated with ROUGE n are supposed to all have the same length k, often fixed between 100 and 150 words. This tends to favour summaries that maximize the number of different words (vocabulary diversity) but include the largest number of common words shared by several reference summaries (general vocabulary) against summaries that use low frequency but more specific vocabulary. Selecting the top k frequent words in document sources allows to optimize Rouge n score. To avoid this drawback it is necessary to simultaneously use extended stop word lists that remove too frequent words while manually checking that summaries are readable.
Under the triple assumption of completeness of the set of reference summaries, readability of summaries to be evaluated and the existence of an appropriate stop word list, the correlation between manual and automatic evaluations using ROUGE on summaries varies from 0.80 to 0.94 [51] . When manual complete references cannot be produced because the number of source documents is too large as in IR, the use of ROUGE is less appropriated.
Indeed, DUC and after that TAC used ROUGE but evaluation was on no more than fifty documents. Assessors had to read all the documents and produce a summary as comprehensive as possible and of a predefined size. For the assessment to be trustworthy with ROUGE, it is necessary to produce at least five reference summaries prepared by different experts [51] . Moreover, it is not possible to use ROUGE to assess the informativeness of a document for summaries of various size. These drawbacks motivated the following new alternative evaluation approaches.
Kullback-Leibler and Jensen-Shannon Divergences
In the case of a very large number of documents to sum up, a measure should be found that compares the content of automatic summary with the set of documents to be summarized. The hypothesis is that the closer a summary is to the documents, the more informative it is.
A quite intuitive solution is to compare distributions of words or word sequences between the summary and documents [57] . Kullback-Leibler (KL) and Jensen-Shannon (JS) divergence measures calculate the similarity between two distributions of probabilities P(i) and Q(i).
More precisely, KL measure is defined by:
JS measure is a symetric and smoothed variant of KL and is defined by:
JS correlates the best with ROUGE [51] , but JS is sensitive to the size of the summaries. It is therefore difficult to apply it when the size of the produced summaries may vary depending on the amount of relevant information found in the document collection. On the other hand, KL is not defined for zero probability, thus it is necessary to introduce smoothing techniques initially introduced in language models. ROUGE relies on a small set of reference summaries and thus can be very sensible to the absence / presence of words in the reference summaries. On the contrary, in KL there is no reference and the whole document is taken into account, any word counting somehow. Even though ROUGE measures may be too sensitive to the presence / absence of word sequences that occur both in references and produced summary, KL has the opposite disadvantage not to allow to distinguish between a very low frequency and a total absence. Moreover, KL and JS only allow to assess generic summaries and are difficult to adapt to the case when summaries are guided by a query or a topic, as is the case for tweet contextualization. To apply these measures in the context of tweet contextualization, it would be necessary to create summary references using relevant passages. This reference would be made up of extracts from documents and would not be a summary as in the case of ROUGE. The difficulty of adapting KL and JS to the tweet contextualization case is that there is a large variability in terms of the size of the references themselves. When just few relevant passages in documents exist, estimating probabilities using smoothing becomes very difficult [69] . We thus proposed new measures that were used to evaluate tweet contextualization. They are presented in the next section.
Evaluation of Tweet Contextualization
Tweet contextualization is evaluated on both informativeness and readability. Informativeness aims at measuring how well the summary explains the tweet or how well the summary helps a user to understand the tweet content. On the other hand, readability aims at measuring how clear and easy to understand the summary is.
Following [51, 68] , informativeness measure is based on lexical overlap between a pool of relevant passages and participants' automatically generated summaries. Once the pool of relevant passages is constituted, the process is automatic and can be applied to unofficial runs. The definition of this new and more adapted informativeness measure and the release of these pools are two of the main contributions of Tweet Contextualization track at INEX [69] .
By contrast, readability is evaluated manually and cannot be reproduced on unofficial runs. It is based on questionnaires pointing out possible syntax problems, broken anaphora, massive redundancy or other major readability problems.
LogSim to Evaluate Informativeness
According to the task definition, systems have to make a selection of the most relevant information, the maximal length of the abstract being fixed. Therefore outputs cannot be any passage of the corpus, but at least well formed sentences. As a consequence, summary informativeness cannot be evaluated using standard IR measures since tweet contextualization systems do not try to find all relevant passages but to select those that could provide a comprehensive answer.
To build a textual reference, we both considered:
• passages pooled from participants,
• text from manual runs by the organizers.
Passages from participant runs have been filtered out by the organizers, removing manually non informative ones. For a passage to be included in the textual reference it was sufficient to have been considered by one of the assessors. Identical sentences were merged together. Therefore each passage informativeness has been evaluated independently from others, even if they were pooled from the same summary. Most of passages submitted by participants were well formed sentences. This method favored long self content sentences. However short sentences could be partially included in longer ones. Informativeness of runs is then evaluated based on their overlap with the resulting textual reference. To measure this overlap we remove functional words, apply Porter stemmer and consider stemmed word n-grams.
In Section 3.1, we detailed the various measures that have been defined and experimented with at DUC (Document Understanding Conferences) [60] and TAC (Text Analysis Conferences) workshops [22] . Among them, KullbackLeibler (KL) and Jensen-Shannon (JS) divergences have been used [51, 68] to evaluate the informativeness of short summaries based on a bunch of highly relevant documents.
However, JS is very sensitive to the length of summaries meanwhile this is an important parameter in Tweet Contextualization. If there is little relevant information in the corpus, participants are supposed to submit abstracts with less than 500 words, the maximal length. KL is non symmetric and therefore is supposed to be less sensitive to abstract length variability except in the case where the reference made of a bunch of relevant passages is shorter than the abstract to be evaluated. In this case ranking is unstable and relies on the smoothing method used to compute probabilities. As a result, differences between scores are rarely significant.
We first intended to use the KL measure with Dirichlet smoothing to evaluate the informative content of answers by comparing their n-gram distributions with those from all assessed relevant passages. However, summaries in the Tweet Contextualization task are short and thus smoothing resulted in too much noise.
Moreover, for some topics or tweets, the amount of relevant passages can be very low, less than the maximal summary length. Therefore using any probabilistic metric requiring some smoothing would produce very unstable rankings.
After experimenting these metrics in the Question-Answering track of INEX (QA@INEX 2009 and 2010) [57] , [69] , a variant of absolute log-diff between frequencies was proposed in the Tweet Contextualization task introduced in 2011 at INEX workshop: it approximates KL when the reference is large and remains stable when the reference is shorter than the maximum summary size. This ad-hoc metric emerged as the most consensual among participants and has become in 2011 the official metrics for informativeness evaluation for the Tweet Contextualization track at CLEF INEX lab 2012 as well as in subsequent years.
Let R be the set of terms in the reference summaries and A the set of terms in the abstract to be evaluated. For every t ∈ R, we denote by f R (t) its frequency in the reference, by f A (t) its frequency in the summary and for X ∈ {R, A} we denote by P(t|X) the conditional probability
. The metric then stands as the following similarity measure between abstract and reference:
LogS im(R, A) = t∈R P(t|R) × min(log(1 + P(t|R)), log(1 + P(t|A))) max(log(1 + P(t|R)), log(1 + P(t|A)))
Let us point out that this similarity is highly correlated to the number of tokens that appear both in the reference and in the abstract |R ∩ A| since for any token t not in A, P(t|A) = 0 so the denominator in the LogSim formula is null. Since summaries have a maximal length of 500 tokens, LogSim can be considered as a graded Interpolate Precision measure. Indeed, LogS im(R, A) increases with the Interpolated Precision at 500 tokens where precision is defined as the number of n-grams word in the reference. It appears that all reported participant rankings would have been similar using Precision instead of LogSim. However the introduction of the log increases robustness to deal with highly frequent words and the use of a graded degree of informativeness per token P(t|R) improves robustness against the introduction of too specific vocabulary in the reference. Three different sets have been considered as R based on Porter stemmer:
• Unigrams made of single lemmas (after removing stop-words),
• Bigrams made of pairs of consecutive lemmas (in the same sentence),
• Bigrams with 2-gaps also made of pairs of consecutive lemmas but allowing the insertion between them of a maximum of two lemmas.
Bigrams with 2-gaps appeared to be the most robust metric. Sentences are not considered as simple bag of words and it is less sensitive to sentence segmentation than simple bi-grams. This is why bigrams with 2-gaps is our official ranking metric for informativeness.
Readability
We believe that the evaluation of readability requires a human evaluation. For Tweet Contextualization, this evaluation was made by the organizers and participants. Assessors indicate when readability was weak because of highly incoherent grammatical structures, unsolved anaphora, or redundant passages. These criteria are inspired from the coherence and cohesion criteria defined by [40] , [65] and [33] .
Each participant had to evaluate readability for a pool of abstracts on an online web interface. Each summary consisted of a set of passages and for each passage, assessors had to check four kinds of check boxes. The guideline was the following:
• Syntax (Syn): check the box if the passage contains a syntactic problem (bad segmentation for example).
• Anaphora (Ana): check the box if the passage contains an unsolved anaphora.
• Redundancy (Redun): check the box if the passage contains redundant information, i.e. information that has already been given in a previous passage.
• Trash (Trash): check the box if the passage does not make any sense in its context (i.e. after reading the previous passages). Then, these passages must not be considered and readability of following passages must be assessed as if these passages were not present.
• If the summary is so bad that you stop reading the text before the end, check all trash boxes until the end of the summary.
To evaluate summary readability, the number of words (up to 500) in valid passages was considered. Three metrics were used:
• Relevancy (or Relaxed) metric, counting passages where the Trash box has not been checked
• Syntax, counting passages where the Syn box was not checked either.
• The Structure (or Strict) metric counting passages where no box was checked at all.
In all cases, participant runs were ranked according to the average, normalized number of words in valid passages. 
Participant Hits and Failures

Data
Main features about data collected between 2011 and 2013 are provided in Table 1 . A total number of 16 independent teams from 12 countries submitted at least one run between 2011 and 2013: Brazil (2), Canada (1), Chile (1), France (2), Germany (1), India (2), Ireland (1), Mexico (2), Russia (1), Spain (2), USA (1), Vietnam (1). The diversity of participant teams ensured the diversity of methods, systems and resources used to produce the runs. However, if none of the participant teams did use the reference summarizer system available through a web API, half of them did use the reference search engine provided by organizers. This points out that half of the participant teams were pure NLP research groups. A possible drawback of having half of the participants using the same reference IR engine could have been a biased reference because based on participant passage pooling. However, we shall show that this was avoided.
Two third of the teams participated twice and thus had the opportunity to tune their systems. In 2011, topics were news titles twitted by the New York Times and therefore easy to analyze but in 2012 topics were diversified including real tweets by individuals and the median number of distinct passages submitted per topic marked a significant drop.
Almost all systems that participated to Tweet Contextualization track adopted a three-steps approach:
1. Wikipedia documents are indexed. 2. Tweets are translated into queries to be submitted to an IR engine and a subset of documents is selected. The first retrieved documents are then split into sentences. 3. Some of the sentences are selected; they are ordered to produce the summary.
However, a variety of techniques have been used in these three common steps. We give hereafter some of the hits and failures in these three steps and point the most original approaches. In the result section (section 5), we provide detailed results and summarize the most effective approaches encapsulating the various steps.
Indexing
All participants but one used Indri 12 , Terrier 13 or Lucene 14 to index the Wikipedia but in different ways. The Université de Toulouse suggests in 2011 an approach based on an index which includes not only lemmas, but also named entities (NE) [32] and other NLP-based features which results in a theoretical representation based on several vectors for each sentence. Combined with a specific sentence ranking and ordering, this model got the best effectiveness in 2011 and inspired other works.
Only the speech group from Avignon (LIA) did not use an index but experimented in 2012 tweet reformulation based on Latent Dirichlet Allocation (LDA) [56] . For that, they build a complete LDA model of the English Wikipedia that achieved similar performances than the reference system as reported in the section results, Table 3 . Meanwhile, systems that relied on external indexing tools not closely related to the NLP modules were outperformed after 2011.
Querying
The robustness and the speed of the online reference system mostly relies on simple multiword term extraction based on POS tagging, however without tweet preprocessing it misses important entities hidden in hashtags or acronyms. Hashtags are authors' annotation on key terms of their tweets. Many participants went further and tried to tackle these issues.
For example, LINA group used its own improved Wikipedia index combined with advanced hashtag preprocessing and URL analysis [26, 27] .
The IULA group of the Universitat Pompeu Fabra experimented in 2011 a graph-based approach, the REG system [79] based on Indri. In their best try, queries are composed with the title of the tweet expanded with title-related terms and named entities. Terms and named entities are extracted manually from tweets, as well as relatedness among Wikipedia pages. Even though, author describes an algorithm for computing automatically relatedness (simple cooccurrence-based measure), which was not used in the runs. The authors sent two other runs that got lower performances: in the first one, tweets are simply considered as queries and submitted to the system to retrieve the documents that will be used to build the summary; in the last one, only terms and named entities related to those from the title as well as redirection from Wikipedia were used.
In Université de Toulouse (IRIT) runs, the first retrieved documents as well as tweets were parsed using the Stanford CoreNLP [52] 15 . Tweets were transformed into queries through POS tagging and recognized named entities. This allows taking into account different weights for different tokens within a query, e.g. named entities were considered to be more important than common nouns; nouns were more significant than verbs; punctuation marks were considered as not valuable, . . .
The Leibniz Universität Hannover participated in 2013 and used the ArkTweet [39] toolkit for tweet tokenization, POS tagging and phrase chunking. For a given tweet, each phrase was then submitted as a query to Indri in order to retrieve relevant documents.
Summarizing
Most participants used state of the art automatic summarizers like Cortex system [68] in 2011. Cortex was initially developed at theÉcole Polytechnique de Montréal (EP) and then at Avignon (LIA). It was first used for complex question answering task in [78] . The authors then released the toolkit under GPL license and it has been used by other participants to build their own summaries, often in combination with the Indri index provided by the organizers. Cortex combines several measures (frequency, entropy, Hamming measures, title similarity) in order to score sentences and finally choose the best sentences and combine them into a summary. After 2011, EP and LIA runs based on Cortex experimented a new stemmer based on morphological segmentation and affixality calculation. This stemmer needs an unsupervised training on a corpus of raw text, which size varied from 100,000 to 500,000 words. The system has also been updated with special focus on the readability of summaries which is considered as the weaker point of statistical summaries [77] . Among the users of Cortex system, there are :
• In 2011, the UAM team improved sentence selection based on combinatoric analysis [47] . More specifically, the authors applied the greedy optimization algorithm on the traversal graph of sentences without improving at this time general Cortex results.
• In 2012, the UNAM team [54, 53] analyzed the impact of stemming and found that ultra-stemming did not downgrade Cortex results.
• In 2013, the Universitat Federal do Ceará [50] tried to improve Cortex and related systems by filtering and simplifying tweets but this lead to remove topics selected by the organizers to be included in the reference pool and lose non textual tweet features.
Other existing systems were experimented.
• In 2011, the TALN group from the Universitat Pompeu Fabra used Indri to retrieve documents and then, the SUMMA toolkit was used to select the relevant sentences based on features such as similarity between the sentence and the tweet/the document, term frequency, etc [67] . Results were closed to the reference system as reported in next Table 2 .
• In 2011, Jadavpur University from Kolkata [12] considered retrieving paragraphs instead of sentences. The idea was to adapt the system introduced in [62] and used as part of the participation in the Paragraph Selection (PS) Task and Answer Selection (AS) Task of QA@CLEF 2010 -ResPubliQA [64] . It appeared that the use of paragraphs improves readability but does not allow informativeness optimization [72] . The following year, the Indian Statistical Institute of Kolkata [7] reached similar conclusions about passage retrieval informativeness performance. Direct sentence retrieval was also experimented in 2013 by IRIT as an extra run. It was only efficient on retrieving sentences overlapping tweet terms [8] .
• The Leibniz Universität Hannover participated in 2013. After using the ArkTweet [38] toolkit for tweet tokenization, POS tagging and phrase chunking, for a given tweet, each phrase was submitted as a query to Indri. The selected sentences were given as an input to the MEAD toolkit, a multi-document summarization system which implements a centroid-based approach [66] .
• In 2013, Jadavpur University participated with an offline graph-based multi-document summarization [11] . They first used the Lucene search engine to retrieve 10 most relevant Wikipedia documents for each entity, independently from the tweet topics. Then they generated a multi-document summary for each entity. This process does not rely on the tweets and that is why they call it an offline process. The online process consisted in extracting entities from the query tweet, and considering offline-generated summaries for these entities as the selected sentences. Finally, these sentences were re-ranked by a weighting heuristic based on three values: 1/ the frequence of terms from the sentences and from the query, 2/ the number of common entities between the sentences and the query, and 3/ a specific weight for the title field.
However, it appeared that the best performing systems for Tweet Contextualization re-implemented special summarizers.
• At IRIT, the similarity between the query and sentences were computed using tf-idf measure considering multivector sentence representation. Sentence similarity was smoothed by local context: the nearest sentences produce more effect on the target sentence sense than others. The authors tried various weighting as well as various similarity measures. Three runs were submitted. In their best run, which was also the best run over the participants that year, named entities were considered with a coefficient 1.0; abstract had weight equal to 1.0, sections had score 0.8; headers, labels, and other components were not taken into account; stop-words were removed ; cosine similarity was applied; POS were ranked; each term frequency was multiplied by its inverse document frequency (idf ). Changing the similarity measure to Dice or Jaccard and reducing the weight of the section part result in decreasing effectiveness. These results can be explained by different language models and by the features of the pool of the relevant passages. Moreover, in 2011, the sentences with the highest score were simply added to the summary until the total number of words exceeds 500. For 2012, the method was modified by adding bigram similarity, anaphora resolution, hashtag processing and sentence reordering [31] . Sentence ordering task was modeled as a sequential ordering problem, where vertices corresponded to sentences and sequential constraints were represented by sentence time stamps. More specifically, for each query and each sentence the linear combination of the unigram and bigram cosine was computed by assigning the weight 0.3 and 0.7 to unigram and bigram similarity measure respectively. This process did not result in improving the results; maybe because the sentence ordering is not strongly considered in informativeness and readability measures.
• DCU Dublin [35] , University of Minnesota Duluth [21] and University of Nantes [25] also re-implemented similar approaches to IRIT.
Checking Readability
The impact of some classical measures of readability in the selection of sentences answering to topics has been studied by several participants [76, 32] since 2011. They considered the readability as an indicator of cohesion of the summaries extracted from documents. Related work concerned the estimation of linguistic quality, or the fluency, of a text such as employed in some automatic summarization systems [58] . However, they were more interested in the detection of text easier to understand than text well written. There are many challenges: determining a good measure of readability for the task, achieving a good balance between a selection of phrases according to their informational relevance (quantity of new information) and their readability. For example, the LSIS from the University of Marseille [76] tried to improve summary readability by combining informativeness measures with Flesch and Dale-Chall readability measures [16] but found out that these document oriented measures are not efficient at sentence level. Ermakova also considers Flesch reading ease test in addition to lexical diversity, meaningful word ratio and punctuation ratio [30] .
Results
Reusable Informativeness Assessments
One of the main outcomes of Tweet Contextualization tracks has been the release of reusable assessments to evaluate text informativeness. This has been performed by the organizers on a pool of 53 topics in 2011, 63 topics in 2012, and 70 topics in 2013. For each topic (tweet) in the evaluation pool, best 60 passages based on the provided Retrieval Status Value (RSV) score [43] of all submitted runs were extracted and merged together. After removing duplicates, all passages have been merged and displayed to the assessor in alphabetical order. Therefore, each passage informativeness has been evaluated independently from others, even in the same summary. The structure and readability of the summary was not assessed in this specific part, and assessors only had to provide a binary judgment on whether the passage was worth appearing in a summary contextualizing the tweet, or not. For example, in 2012 2, 801 passages among 16, 754 have been judged as relevant, with a median of 50 passages per tweet and an average of 55.1. The average length of a relevant passage was 30.03 tokens. Dissimilarity values are very close, however differences are often statistically significant (details are not provided here but can be found in [72] for 2012 and in [8] for 2013).
The soundness of this procedure has been verified on 2011 data. For the 2011 track, topics were tweets coming from New York Times, and a full article was associated to each tweet. To check that the resulting pool of relevant answers was appropriate, a second automatic evaluation for informativeness of summaries was then carried out, taking as the reference the text content of the NYT article. None of the participants reported any use of the complementary information available on the NYT website. Both rankings, one based on submitted run pooling and the second one based on NYT articles, appeared to be highly correlated (Pearson's product-moment correlation = 88%, p-value< 10 −6 ). Details are provided in [71] . Table 2 presents the results obtained by the best runs for the best 5 systems in 2011 using informativeness as presented in Section 3.2. or top 5 best automatic participant systems. Runs are ranked by decreasing informativeness dissimilarity. The scores of the reference system described in 2.4 is denoted by qaTW. The three first system results are not significantly different one from the other; but they are different from the following ones. In the same way UPF and Avignon systems are not statistically different from the reference system qaTW. The best system IRIT used a Vector Model (VM) IR system different from the Language Model (LM) based system proposed by organizers as reference system. Moreover, it uses special weighting for POS, named entities, document structural elements and a smoothing from local context when calculating sentence/tweet cosine similarity. The second system (Montréal) combined the reference LM engine with Cortex [79] , an advanced statistical summarizer system, meanwhile the third system (UAM) combined the same LM engine with a combinatoric optimization approach to select a cluster of sentences to be included in the summary minimizing a Jensen-Shannon divergence with the retrieved documents. These three systems significantly outperformed the provided reference. The approach by Avignon based on XML passage retrieval (Wikipedia article abstracts, sections and paragraphs) instead of sentence retrieval produced results lower than the baseline but these differences are not statistically significant.
Informativeness Results
In 2012, the task became more complex with a high diversity of tweets. Table 3 presents the 2012 results in terms of informativeness. Only one system (Duluth) outperformed the reference qaTW provided by organizers. The Duluth system also used a LM based IR and textrank like summarizer based on sentence scoring as the reference one but it also included simple rules to handle tweet specific contents, meanwhile the reference system was kept unchanged over the 2011-2013 tracks. Two other system reached scores closed to the reference. The Nantes system went further on tweet pre-processing combined with a specific LM IR engine. The Avignon system tried a complete different approach based on extensive LDA model of Wikipedia to extract sentences. All other systems were significantly outperformed including all those that tried to combine the reference IR engine provided by organizers with advanced summarizer methods suggesting that optimizing the integration of IR and NLP components was a key point. It seems at least necessary that all components use the exact same text representation (tokens, punctuation, numbers etc.) for query processing (tweet), passage retrieval (Wikipedia articles) and summarization. The best system (IRIT) in 2011 was outperformed in 2012 due to the handling of tweet specificity. A better tuning provided again significantly outstanding results in 2013. Table 4 presents the informativeness results in 2013 track. Tweets proposed as topics in 2013 were as numerous than in 2012 but the organizers manually removed spams. Most of the selected tweets required however specific preprocessing like hashtag analysis meanwhile in 2011 they were press titles. Average performance of systems relying on the Indri index provided by organizers is also significantly lower in 2013. Indeed, the reference system that does not implement special tweet preprocessing and which is based on the provided Indri index, is significantly outperformed by best participant systems. Best systems closely integrates tweet preprocessing based on rules (pre), LM document search and a simple summarizer based sentence scoring. Second best system combined a lighter tweet pre-processing with a VM document search but used syntax analysis (Parser) to improve summary readability as reported in the following section. Systems relying on the provided LM model were outperformed by the reference system using the same index.
Overall, all participants but two used language models, however informativeness of runs that only used passage retrieval is under 5% [7] . Combining document retrieval with sentence segmentation performs better than passage retrieval and reaches 12% of informativeness with an acceptable level of readability (above 70%). Terminology extraction and reformulation applied to tweets were also used in 2011 and 2012 [82] . The resulting run being among the best 10 runs for informativeness and readability. But appropriate stemming [54] and robust parsing of both tweets and Wikipedia pages were also an important issue in 2012 [35] . All best systems in informativeness used the Stanford Core NLP tool or the TreeTagger.
Readability Evaluation by Participants
Runs are ranked by increasing readability (see Section 3.2). In 2011, a total of 1, 310 summaries, 28, 513 passages from 53 tweets have been assessed by participants. All participants succeeded in evaluating more than 80% of the assigned summaries. The resulting 53 tweets include all of those used for informativeness assessment. The assessors did not know the tweet corresponding to the summary, and were not supposed to judge the relevance of the text. Only readability was evaluated and assessors had to read and point out syntax errors for every sentence or passage. This was time consuming and favored pure passage retrieval runs based on paragraph marks <p>. Yet, informativeness Table 2 are presented in Table 5 . In 2012, a total of 594 summaries from 18 tweets have been assessed. The resulting 18 tweets are included in those used for informativeness assessment. For each summary, the tweet was displayed, and readability was thus evaluated in the context of the tweet. Passages not related to the tweet could be considered as trash even if they were readable. The average time required to each assessor was less than 20 hours. Table 6 presents the results for readability for Tweet Contextualization 2012 most informative systems introduced in Table 3 .
Finally, in 2013 participants obtained the results presented in Table 7 for Tweet Contextualization 2012 most informative systems introduced in Table 4 .
When comparing the results in the various years of the task, it appears that the two metrics relaxed and strict are correlated (Kendall test: τ > 90%, p < 10 −3 ) . In fact, few systems set up complex text analysis like deep syntax analysis or anaphora solving. Among these few, there is the IRIT [32] system that reached best readability scores in Table 7 and also in 2014 as reported in [9] . This system also obtained the best informativeness scores in 2011 and 2013. The low readability scores in 2012 are correlated to lower informativeness [31] . The IRIT system tried to use automatic readability evaluation and anaphora detection to improve readability scores. One interesting finding is that these methods also help to improve informativeness density in summaries. However, they could not be fully evaluated in the Tweet Contextualization track lab because it was required not to rewrite Wikipedia passages.
Combined Evaluation
Meanwhile both evaluations were carried out independently, it appears that informativeness and readability scores are strongly correlated over runs (Kendall test: τ > 66% in 2011 and in 2013 with p < 10 −3 and τ > 31% with p < 10 −2 ). From 2012, readability has been evaluated in the context of the tweet. Passages not related to the tweet were considered as unreadable. Moreover, a passage to be included in the reference had to be selected by at least one assessor, and this decision had to be only based on the passage contents. For these reasons, systems that submitted summaries made of long readable passages improved their chances to have a passage picked up, to be included in the final test reference to evaluate informativeness meanwhile systems that tried to combine short passages without checking readability were disadvantaged. The overall best system by IRIT used automatic readability evaluation measures to avoid this drawback. Fig. 4 shows results obtained by participants in the 2011, 2012 and 2013 tracks. Reference system runs are circled.
Conclusion
About 340 millions of tweets are written every day. However, 140 characters long messages are rarely self-content. The Tweet Contextualization track aims at providing automatically information -a summary that explains the tweet. This requires combining multiple types of processing from information retrieval to multi-document summarization including entity linking. Running between 2010 and 2014, results show that only systems that combine passage retrieval, sentence segmentation and scoring, named entity recognition, text POS analysis, anaphora detection, diversity content measure as well as sentence reordering are effective. Evaluation considers both informativeness and readability. Informativeness is measured as a variant of absolute log-diff between term frequencies in the text reference and the proposed summary. Maximal informativeness scores obtained by participants from 19 different groups are between 10% and 14%. There is also room for improving readability. The goal of the task and the evaluation metrics have been kept unchanged between 2011 and 2013 allowing multiple comparative analysis. After 2011, the tweets we selected as topics reflected more the diversity of tweets. The various collections we used are available at http://tc.talne.eu and http://qa.termwatch.es/data as well as the runs from the participants and the papers they published at INEX. The evaluation tool is also available at the same address.
After having analyzed the four editions of the tweet contextualization task, we can summarize the lessons we have learned as follows:
• Considering the collections we built: while the simulated tweets we used the first year were very convenient for evaluation purposes (we built an automatic reference that makes sense) and thus for the organizers, the content and format of the tweets were too different from real tweets (no URL, no hashtag) which has confused somehow the participants. The evaluation framework should not be too different from real use cases so that participants can develop realistic models as well. This aspect has been solved from the second year of the evaluation campaign.
• We went deeper in the tweet complexity each year. On one hand, it was appropriate because the participants who participated several years could focus on different aspects of their model rather than trying to solve all the aspects of their system at the same time. On the other hand, those who participated only one year may have had the feeling that the task was incomplete. It is thus probably more appropriate to define a complete task and keep it for several years while adding sub-tasks as trial for new challenges.
• It is not always appropriate to define a new evaluation measure for a new task. However, after having deeply analyzed and tried existing measures, it appeared that defining a measure with new properties was necessary. We wanted an effectiveness measure that is as much as possible independent from the size of the reference and that would work for new runs without penalizing too much runs that have not been used to build the reference. LogSim fits well with these constraints and it remained unchanged during the four years. However, as far as summary readability is concerned, the measures we proposed may not be enough. Psychologists and linguists' point of view could be worth using for this type of evaluation. This point remains a future work.
• Tweets are so linguistically complex and so contextual that we believe it could be interesting to consider a given, specific domain only. We do think that it would be worth considering a target domain and study whether the context can be extracted from other tweets or if external resources are necessary. This is a track to be investigated in the future and that could have many applications in various domains such as marketing for example.
