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1. Introduction 
The random variables X., i = 1, ••• , k, are binomially 
l. 
distributed with parameters n. and 
l. 
The values n. are 
1. 
known and e1, ••• , ~ are chance observations from a probability 
distribution G which concentrates its mass on [O, 1). The mea-
sure G and the values of are unknown. The empiri-
cal Bayes problem is to make inferences about G or a particular 
ei using the information from (x1, ••• , ~). Most existing 
procedures, see [5], for estimating 9ic, say, first use 
x1 , ••• , Xk-l and n1, ••• , ~-l to estimate G, then they 
apply Bayes' theorem using (~, ~) to obtain the posterior dis-
tribution of ek: 
The approach taken here is in the mainstream of Bayesian 
statistics, rather than being empirical Bayesian, in that G is 
a random probability measure, the distribution of which is modi-
fied by (x1, n1 , ••• , xk' ~) in making inferences about G or 
9ic, say, where in the latter case (~, ~) plays a special 
role. 
In Section 2 a review of the Dirichlet process will be given, 
-2-
Section 3 contains a review of mixtures of Dirichlet processes. 
Section 4 will give the results for the binomial application 
discussed here. 
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2. Dirichlet processes. 
In his 1973 paper [4], Ferguson considers a probability space 
(@, J) and defines a probability measure P on the space 
([O, l]J, mJ), where [O, 1]3 is the collection of set functions 
from J to [O, 1] and mJ is the cr-field generated by the 
cylinder sets. This is done by defining a stochastic process P 
indexed by sets in J. If the finite-dimensional distributions of 
such a process can be defined consistently we can, in the usual 
way (see Breiman [3], Chapter 12, Section 3), show its existence. 
The standard proof is not affected by the unusual nature of the 
index set. 
If for any n and measurable partition of @, {B1 , ••• , Bn}' 
(P(B1), ••• , P(Bn)) has a Dirichlet distribution with parameters 
a(B1), ••• , a(Bn)' where a is a finite non-null measure on 
(9, J)--written (P(B1), ••• , P(Bn)) -,(a(B1), ••• , a(Bn))--then 
it can be shown ([4), Lemma 1) that the finite-dimensional dis-
tributions can be defined consistently. We call the process P 
(which is defined more completely in Ferguson [4]) a Dirichlet 
process with parameter a and write P -~(a). 
To see that this process defines a random probability distri-
bution on the space(®,~) it is necessary to show that P gives no 
weight to set functions in (0, 1]3 that are not probability mea-
sures. If 0 is the empty set, then P(®) = 1 a.s. and P(0) = O a.s. 
as can be seen from properties of the Dirichlet distribution. That 
Pis almost surely countably additive can be shown by application 
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of the Borel-Cantelli lemma (see [4], Proposition 2). 
Alternatively, Ferguson defines a process P, indexed by J, 
on a probability space (o, ~) such that for any AeJ and any 
wen 
-P(A)(w) = 
where and V. 
J 
00 
2J p . (w) L. ( ) (A) , 
·1J -v.w J= J 
are as follows. Let. a be a finite 
non-null measure on ( ®, ;,) • Each V. is a measurable function 
J 
from (n, a) to (®, J); the v.'s are i.i.d. with probability 
J 
distribution ~ and they are independent of the pj's. The 
p. 's are random variables which depend on a(®) and have the 
J CX) 
property that ~ p. = 1 a.s.; o ( •) is a probability measure on 
. 1 J X J= (®, 3) giving mass one to the point x. 
P is a measurable mapping of (o, 6) to ([O, l]i, IBJ) and 
hence induces a probability measure P on ([O, l]J, IBJ) in the 
usual way. Ferguson shows that the process P has the same dis-
tribution as the process P so by the uniqueness part of the 
Kolmogorov extension theorem (see Ash[2]), f> = P- . Since it is 
clear that P(•) is almost surely a discrete probability measure, 
fi must give all its mass to discrete probability measures. Since 
P = ff, P(•) must be a discrete probability measure on {®,3) a.s. 
( a1 , ••• , ak)· is defined _to be a samp_le of size ~ from P 
if for.any posLtive integers m and k and any 3-measurable sets 
-5-
k 
= Tf P{c.) a.s. 
j=l J 
Since the distribution of P is known this defines a probability 
P on k J (® x[O, 1] , through the Kolmogorov extension. 
Theorem 1 in [4] states that if P -~(a) and (01, ••• , ~) is 
a sample of size k from P then 
k 
Pf· ( 01' ••• , 9it) - 8(a + -~ o9_). 1=1 1 
Another useful property is that if P -8(a.) then 
P(eeA) = E[P(esA IP(A))J = EP(A) = ~~~-
The last equality follows because P(A) has a beta distribution. 
We demonstrate how these facts apply to statistical problems 
with two examples that were considered by Ferguson. Set 
(®, J) = {IR., m) and assume that P has a Dirichlet process prior 
distribution on (IR., IB) with parameter a. A random sample 
(01 , ••• , 9ic) is taken from P so the posterior distribution of k 
P is 8(a + -~ 69_). Suppose the decision problem is to estimate 1=1 1 ,.. 
the distribution function G with loss function L(P, G) = 
A A 
f(G{t) - G(t)) 2 dW(t), where G(t) = P((- oo, t]), G(t) is an 
estimate of G(t), and W is a finite weighting measure on 
(IR, IB). A Bayes estimate of G is, for any W, 
-6-
,.( ) ~(fil @(- "'j t]} G t = · :, -- - --0!\IR + k a( IR 
where Fk(tla1 , ••• , 9ic) is the empirical distribution function. 
The Bayes estimate is a convex combination of the optimal prior 
estimate a(( - "'~ t ]) a( IR and the empirical c.d.f. The weight asso-
ciated with the prior estimate is proportional to a( rR) which 
therefore serves as the effective number of "prior observations." 
,. 
If the decision problem is to estimate the mean µ, of P with µ, 
and loss function L(P, ~) = (µ, - ~)2 then the Bayes estimate is 
,. a(tR) k 
µ, = a( rR) + k µ,o + _a_(_IR_) _+_k 9 where is the mean of 
~. assumed to exist, and e is the sample mean. This esti-
,. 
mate is simply the mean of the Bayes estimate G from the pre-
vious example. 
J 
\ i 
.-
... 
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3. Mixtures of Dirichlet processes. 
In the problem posed in Section 1, let the prior distribution 
of the probability measure be P, a Dirichlet process with para-
meter a, then, as shown by Antoniak [1], the posterior distribu-
tion is a mixture of Dirichlet processes. 
To consider a mixture of Dirichlet processes it is necessary 
to extend the notion of the parameter of theprocess. For two mea-
surable spaces {e, a) and (U, 6) define a transition measure 
on UxG to be a mapping a: UXG ~ [O, 00 ) such that 
1) for all ueU, ri.u, •) is a finite non-null measure on 
(e, a), 
2) for all AeG, r:/..•, A) is measurable w.r.t. B. 
If H is a probability on (U, B) and a is a transition 
measure we can define a mixture of Dirichlet processes with these 
parameters by specifying for a rµeasurable partiti~n of.· (8). , 
P{P(B1) ~ y1, ••• , P(Bn) ,:5 yn} 
= JD(y1 , ••• , yn f a{u, B1), ••• , a{u, B n) )dH(u) 
u 
where D {y y I ex. a ) is the Dir1· chlet distribution 1' ••• , n ,, •••, n 
function with parameters a1, ... , ~· 
In accordance with.previous notation write 
-8-
(P(B 1), ••• , P(Bn)) -.rr~(a{u, B1), ••• , a{u, Bn))dH(u) 
P -J~(cx(u, •) )dH(u). Clearly, conditional on u, P 
u 
and 
is a 
Dirichlet process, written Pfu -~(~). The definition of a ran-
dam sample from P must be modified so that 
k 
= rr P(c.). 
. 1 J J= 
For measurable spaces (8, G), (X, C), (U, 8), with some 
mild regularity conditions, Antoniak [1] proves the following 
theorem. Let a be a transition measure on Uxa, and F a 
transition probability measure on @xC. Let H be a probability 
on (U, a), P - J~(~ )dH( u) and 0 is a sample from P. If X 
u 
is a random variable whose distribution, conditional on P, u, and 
0, is F ( 0, • ) then 
Pix - J~(°'u + o0)dl\(0, u); 
exu 
where ·¾(0, u) is the distribution of (0, u) given X. That is, 
if u NH, P(u ,...,$(au)' P ~~Ji(au)dH(u), al(P, u),...., P and 
u 
xf (P, 9, u) -F(9, •), then 
Pf X - f ~ ( C\i + 6 9) d¾ ( 0, u) • 
exu 
As a corollary to the above theorem, if P -i(a), 
e1 , ••• , ~ is a sarrple from P and .the Xi's are random 
i 
.... 
.... 
I 
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variables such that 
k 
91, ..• , 9tc) NT( F(9., X) 
i=l ]. , 
then since e1 is a sample from P and for i=2, ••• , k, ai 
is a sample from Pl(e1 , ••• , 9i_1) 
PI (xl, ••• , xn) N 
jf(a + 6 a + ••• 
e 1 
+ 6 ·A_ ) dH X ( 01 , • • • , 9k) 
'1< Xl' • •.' k 
where H__ X (01 , ••• , 8k) is the distribution of 
--xl, ... ' k 
( 81 , ••• , ek) given (xl , ••• , xk) • 
The corollary resolves several statistical problems. If it 
is desired to estimate 9tc with squared error loss then a Bayes 
estimate is E(eklx1 , ••• , xk). If the problem is to estimate 
,. 
the distribution of Se® with the loss function L(P, G) = 
m ,. j ~G - G)2 dW and notation as in Section 2 then a Bayes estimate 
-m 
is E(PJx1, ••• , X ). If it is desired to estimate the mean 
e0 of the distribution G with squared error loss a Bayes 
estimate is the mean of E(Plx1 , ••• , Xk), assuming it exists. 
To compute E(Plx1 , ••• , Xk) notice that for Aeu 
E[P(A) 1x1, ••• ,Xk] = E(E[P(A) lx1, ••• ,xk,81, ••• , ek] lx1, ••• ,xk) 
=E(E[P(A) I e1 , ••• , 9tcl lx1, ... ,xk) 
.-• 
-10-
= E[a(--A-) _+_o_al_<_A )_+ _·_· ._+ _o_8ic_cA_) I 
a(e) + k 
a(A) + E[601 (A) + ••• + 69ic (A) fx1, ••• , ~] 
= 
a(e) + k 
For k = 1 we get 
a(A) + He Ix (A) 
E[P(A)jx1 ] = l l a(e) + 1 
To apply this technique to specific situations the problem 
becomes one of finding the distribution of the e. 's conditional 
]. 
on the In most cases this will be done by applying Bayes' 
theorem, so it will be necessary to investigate the joint distri-
bution of ( 61, • eC>' ~). For the case k = 2, if P - ~(a) 
then it has been shown that 01 -~ and PI 01 - .\9t a + o 0 ) , 
a(•)+o (•) 1 
61 
so 02101 a(e) + 1 In particular, if a has no points 
with positive mass then The nature of 
the joint distribution of (al' .•• , ak) makes the solution 
to the above statistical problems prohibitively complicated even 
for relatively small values of k; e.g. in the binomial case for 
k = 4 the estimated distribution function is a weighted sum of 
52 distributions. 
I 
.,_ 
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4. The binomial problem. 
To treat the empirical Bayes problem when Xi has a binomial 
distribution with parameters and for i = 1, ••• , k , 
take P -~(MBe(a, b)) where M is a positive constant and 
Be(a, b) is the measure on (0, 1] that has a beta distribution 
with parameters a and b. Consider the case k = 2, then 
Pj (x1 , x2 ) - f~(MBe(a, b) + 66 + 00 )d~ , x ( e1 ~), [0,1]2 1 2 1 2 
MBe(a, b) + 08 1 
M + 1 
The joint distribution of (e1, e2) is a measure on [O, 1]2 
that is the weighted sum of the product of two beta measures 
with parameters a and b and a measure concentrated 
on the line e1 = e2 that has a Be{a, b) distribution along 
the line. The respective weights are P(a1 f a2) = M ! 1 
and p ( 01 = 02) = M ! 1 • 
In finding the posterior distribution K_ X (01, e2 ) it 
--xl' 2 
will be shown that Bayes' theorem can be applied separately to 
each part of the above measure and then the parts can be combined 
with their ppsterior weights P(e1 + e2 lx1 , x2 ) and 
P(e1 = e2 1x1, x2 ). This will be shown in more generality than is 
needed here. For simplicity take X and 0 as random variables. 
The proofs will hold with only minor modifications when X and a 
are random vectors. 
-12-
Assume Fxle = Y exists and is a discrete probability dis-
tribution function almost surely dF 0, where Fxle = y is by 
definition a function such that 
P(X ~ x, 0eS) = JFx[ S = /x)dF 9(y), for all Se IB. 
s 
Fxf 9 = Y is absolutely continuous with respect to counting 
measure (denoted m(•)) so that the Radon-Nikodym derivative 
fx(e = y exists. It is also assumed that fxf e = y(x) is a 
Borel-measurable function of y for all x. 
(1) 
(2) 
We make two observations used in the proof of proposition one. 
FX(x) = P(X ~ x) = jFXI S = y(x)dF 9(y) 
@ 
J tx I 0 = y < t )dm( t). ( "."°°,x] , 
Proposition 1: The measure corresponding to FX(x) is absolutely 
continuous with respect to counting measure and its Radon-Nikodym 
derivative fX(x) is 
Proof: 
fX(x) = f fX[ e = /x)dF 9(y) 
@ 
FX(x) = fFxf 9 = y(x)dF0(y) = J 
@ @ 
a.s. m 
J fxl 9 = /t)dm(t)dF 9(y) (..oo,x] 
= J Jfxl (t)dF (y)dm(t) e = Y e 
(-oo,x] e 
I 
\ipi 
... 
I 
.. 
I ! 
.. 
--
-
-
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by Tonnelli's theorem. 
Proposition 2: If the distribution function Fxle = Y exists 
almost surely clF 
9 
then for any Se lB and Be IB, 
has meaning almost surely dF 9, and 
(3) P(ees, XeB) = J jdFXj e = /x) dF 9{y). 
S B 
Proof: We know that for any ae R 
P( ee $ , Xe ( - 00 , a] ) = J J clF X I a = y ( X) dF e ( Y) 
S (..oo,a] 
so we can apply the monotone class theorem (see [2], page 19) to 
get (3) for an arbitrary Borel measurable set B. We need to 
consider two cases. 
Case 1: Let B ~ B where for n = 1, 2, ••• , B is measurable 
n n 
and 
P(9eS, XeBn) =J J dFxfe = /x) dF 0{y). 
S B 
n 
-14-
We define disjoint sets B1, B~, ... such that Bi= Bl and 
n-1 
B' = B - ( U B.) for n = 2, 3, ••• . We show that n n . 1 1. 1= 
(3) holds with B = B'. For 
n Bi, the result is trivial. For 
n greater that 1. 
P(9eS, XeB') = P(SeS, XeB) - P(9eS, XeB 1) n n n-
= j jdFX(8 = y(x)dF0(y) - J J dFXf 9 = y(x)dF0(y) 
m 
S B S B l 
n n-
= J JdFxl e = /x)dF a<Y). 
SB' 
n 
m 
Now, since U B. = 
i=l 1 
U B' 
i=l i 
for m = 1, 2, ••• , 
00 00 
P(SeS, XeB) = P(9eS, Xe U B) = P(ees, Xe U B') 
n n 
n=l n=l 
00 
= 0 P( ees, XeB~) 
n=l 
00 
= LI J J dFxf a = y(x)dF e{y) 
n=l SB' 
n 
=Ii dFx1a = y<x>dFa<Y> 
by monotone convergence. 
Case 2: 
and 
Let B r/ B where for n = 1, 2, ••• 
n 
B is measurable 
n 
'-. 
"-l 
.. 
--
-
... 
w 
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.. 
~ 
~ 
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-
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P(SeS, XeBn) = J f dFxf a= y(x) dF 0(y). 
Now, 
S B 
n 
P(ees, XeB) = lim P(ees, XeBn) = lim J J dFxf a= y(x) dF 0(y). 
n~ n--9> S B 
n 
By the dominated convergence theorem, 
lim J J dFxl a = (x) dFe(y) = f lim J dFxf e = (x) dF (y) ~ y n-,x, . y e 
S B S B 
n n 
= J J dFxf e = /x) ctFe{y) 
S B 
and the proof is complete • 
The next two propositions are variations of Bayes' theorem. 
Proposition 3: F af x = x exists and 
J fxl a = /x) dF a(t) 
F (y) = (..(X),y] 
Sf X = X J ( ) ( ) fxle = t x dFe t 
e 
almost surely dFX. 
Proof: Note that Jfxle = t(x) dF 0(t) is almost surely (dFX) 
e 
positive because it is the Radon-Nikodym derivative of FX with 
respect to counting measure, so using proposition 1, take the 
exceptional set in this proposition as (xffx(x) = O}. 
-16-
Now, by proposition 2 and Tonnelli's theorem 
P(XeB, 0 :5 y) = 
= J f fxj e = /x) dm(x) dF 0(t) (..oo,y] B 
= J f fx I e = t< X) dF e ( t) dm(x) • 
B (..oo,y] 
Because the set {xlfx(x) ~ O} has probability one, 
J J ~, e = t(x) dF e(t) dm(x) 
B (..oo,y] 
e 
So by the definition of Faix= x the proposition holds. 
For Se 1B such that P( 0eS Ix = x) > 0 almost surely dFX 
define 
() P((a~ y) n (aes~lx = x) F elx = x, 8eS y = P( ees IX = x 
and i 
... 
I . 
.... 
... 
I 
...., 
-
... 
-
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P((a < y) n (ees)) 
F I {y) = - • 
9 aeS P(SeS) 
Observe, foran S,such that O < P (ees(x==x) < 1 a.s. dFX 
where C S = ® - S • Note also that 
(5) 
P((e < y) n (ees)) 
F al ees(y) = J dF al ees(t) = -
(..oo,y] ,p(ees) 
= l J 'Xs(t) dFa(t). 
P( 0eS) ( ..oo, y] 
Proposition 4: 
J fxf 8 = t(x) dF ef 8eS(t) (..oo,y] 
F I {y) = a X=x, 9es rf ( ) dF (t) 
J XI a = t X a I aes 
e 
almost surely dFX. 
Proof: By definition, 
P ( ( 0 < y) n ( 8eS ) IX = x) 
F I (y) = -
a X=x' aes p (( aes ) IX = X) 
-18-
J dF elx=x(t) 
= (-oo,yJ n s 
J dF elx=,/ t) 
s 
It is clear that a monotone class argument much like the one in 
proposition 2, gives for Ae m, 
Now, 
Jf I Cx)dFe(t) X 9=t 
A 
JdFelx=x(y) =Jf I (x)dFe(t) 
A X 9=t 
a.s. dFX. 
e 
J dF elx:=}/ t) 
~] ns 
J dF elx=x (t) 
s 
J fxj e=t(x)dF 9(tjf fxf 9=t(x)dF 9(t) 
_ (.oo,y] n s e 
- Jfxl 0=/x)dF e(t)/ Jfxl e=t(x)dF e(t) 
s e 
J fx I 9=t ( x) cIF e ( t ) 
= (.oo,yJ ns 
Jfx I e=/x)dF e< t) 
s 
J fxl e=/x)dF el ees(t) 
= (.oo,y] 
J fx I ~/x) dF e I ees ( t) 
® 
The last equality follows £ran (5). The proposition is proven. 
Proposition 4 and (4) give the major result. The last propo-
sition shows how to compute the posterior weights in (4). 
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Proposition 5: 
P( eeS) J fxf e=t (x)dF el ees ( t) 
s 
P ( aes I x=x) = P ( aes) J fx I 0=t (x )dF al aes ( t )+P ( aes c )J fx l0=t:6c}iF0I aes" ( t) 
® ® 
for Se lB such that P(Sesjx=x)e(O, 1) almost surely dFx·· 
Proof: 
P(eesJx=x) = JdF elx=x{y) = 
s 
Jfxl e=t(x)dF e(~) 
s 
Jtxle=t(x)dFe(t) 
® 
P(9es)ffxl e=t(x)dF ef SeS(t)+P(9esc)JfxJ 9=/x)dF /t) 
s s ef ees 
P ( a es ) J fx I 9=t ( x) dF e I aes ( t) +P ( ees c) J fx I a=t ( x) dF c ( t) 
8 8 elees 
P(aes)Jfxl e=t(x)dF al ees(t) 
s 
P(ees)Jfxf e=t(x)dF ef SeS(t)+P(SeSc)Jfxj e=/x)dF /t) 
8 8 el ees 
Returning to the specific case at hand, Proposition 5 yields, 
in terms of odds, 
-20-
P(e1 = e2lx1, x2) 
P( e1 + ~I x1 , x2 ) 
r(xl+x2+a)r(nl+n2-xl-x2+b) 
P(9i=e2) f(n1+n2+a+b) 
r(a+b) 
r(a)f(b) 
---------------------
r(x1+a)r(n1-X1+b)r(x2+a)r(n2-x2+b)r(a+b)f(a+b) 
P(e1+e2) , - , , - ,_, ·='- ,_, ,_,_ , 
(x1+x2) (n1+n2-X1-x2) 
a b 
= 
(xl) (x2) (nl-xl) (n2-x2) 
M a a b b 
(a+b)(nl)(a+b)(n2) 
where a(n) = a(a+l) ••• (a+n-1). 
Let p8 = P(e1 = e2 jx1 , x2 ) = 1 - pd, then 
( 
X +a) ( x1+X2+a) 
E(a2 !Xl' X2) = Pd n2!a+b + Ps n1+n2+a+b 
E (PI x1 , x2 ) = 
b) + M ! 2 Be(x1+a, n1-x1+b) 
+ .. 
1 
_ Be(x2+a, n2-x2+b~ 
I I 
~ 
-' 
... 
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+ ps[M ! 2 Be(a,b) + M ~ 2 Be(x1+x2+a, n1+n2-x1-x2+b~ 
and the mean of E(P)x1 , x2 ) equals 
[ M ( a ~ 1 ( Xl + a ) 1 
pdLM + 2 a+ b/+ M + 2 n1 +a+ b + 
/ x2 + a Sf 
\n2 + a + bl) 
[ 
M ( ) 2 ( xl + X2 + a )~ 
+ ps M + 2 a: b + M + 2 n1 + n~ +a+ b J• 
The extension for x1 , x2 , x3 requires the following weights 
P(01 + 82 t 83 + 81lx1, x2, x3) = pl •2 •3 
P(91 = 82 r 03lx1, x2, x3) 
== pl2•3 
P(91 = 83 =I= ~lx1, x2, x3) 
== pl3•2 
P(a1 + ~ = e3lx1, x2, x3) 
== P23 •l 
P(al = 82 = e3lx1, x2, x3) = P123 
The computation of these quantities is straightforward but 
tedious. The desired results are, 
_ ( x3 + a ' + /. x3 + a ) E(83lx1, x2, x3) - P1,2,3 n
3 
+a+ b/ Pl2•3\n
3 
+a+ b 
[ x1 + x 3 + a ) {. x2 + x3 + a ) 
+ pl3•2\n1 + n3 +a+ b + P23•1\t12 + n3 +a+ b 
-22-
b) 
and 
E(Plx1 , x2 , x3) = M ! 3 Be(a, b) 
+ P1.2 •3f M ! 3 i Be(x. + a, n. - x. + b~ ~ i=l i i 1 j 
+ ~P-. k [M ! 3 Be(x. + x. + a, n. + n. - x. - x. +b) iJ• i J i J i J 
+ M ! 3 Be(¾ + a, I\ - xk + b J 
+ p123 [ ~ Be(x1+x2 +x3+a, n1+n2+n3-x1-x2-x3+b)] 
where the sum is such that all the weights listed above are 
included once. 
When x1 , ••• , x4 are observed there are 15 weighting fac-
tors and when are observed there are 67. 
Table 1 gives the estimate of 92 for several different 
observation pairs (x1 , n_), (Xi' n2 ) fx:om various empirical 
Bayes estimators (see [6]). It also gives the posterior weights 
for the Ferguson - Antcniak estimate. ·rable 2 is similar to 
table 1 only it uses 3 observation pairs, estimates 9~, and 
_, 
does not give posterior weights .• 
! I 
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i I 
.... 
: : 
-' 
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I 
w 
I i 
I i 
... 
I 
(V) 
(\J 
I 
l 
(Xl'nl) 
ESTIMA.TE (x2,n2) OF 82 
MAXIMUM 
LIKELIHOOD 
POOLED 
MINIMAX 
COPAS 1S 1st 
COPAS 1S 2nd 
Griffin & Krutchkoff 
Ferguson - Antoniak 
a=b=M=l 
P( 81=82 l (xl ,n1?·, (x2 'n2) 
] ] ] J 
(4,5) 
(9,10) 
.900 
.867 
.804 
.888 
.850 
.900 
.827 
.663 
I 1 
.TABLE 1 
EMPIRICAL BAYES ESTIMATES 
(1,5) (3,5) (1,5) 
(8,10) (7,10) (9,10) 
.Boo .700 .900 
.600 .667 .667 
.728 .652 .804 
.728 .688 .816 
.730 ._650 .855· 
• 741 .700 .860 . 
.725 .654 .821; 
.156 .622 .0643 
J ) ] ) 
(17, 19) (1, 19) (10, 19) 
(28, 29) (28, 29) (21, 29) 
.966 .966 .724 
.938 .604 .646 
.893 .89? .689 
.960 .894 .709 
.930 .962 .625 
.966 .962 .643 
.923 .935 .673 
.778 5.85" X 10-lO .534 
1 1 J 1 I I I 1 
I 
..:t C\J. 
I 
1 J 
(xl ,nl) 
(x2,n2) 
(x3,n3) 
ESTlMATE OF 03 
MAXIMUM 
LIKELIHOOD 
POOLED 
MINIMAX 
COPAS 1S 1st 
COPAS 'S 2nd 
Griffin & Krutchkoff 
Ferguson - Ant~iak 
a = b = M = 1 
Ferguson - Antoniak 
a = M = .5 b = 2 
1 _) J 
(2, 5) ( 1, 5) 
(3, 5) (3, 10 
(2, 5) (2, 5 ) 
.400 
.400 
.467 .300 
.431 .431 
.421 .369 
.467 .300 
.400 .400 
.455 .351 
.414 .296 
- ) - J 
_) 
TABLE 2 
EMPIRICAL BAYES ESTIMATES 
( 3, 5) (1, 5) ( 9, 10) 
(7, 10) (9, 10) ( 10, 12) 
(4, 10) (8, 10) ( 6, 12) 
.400 .800 .500 
.560 . 720 .735 
.424 .728 .500 
.440 .760 .555 
.567 .771 .620 
.400 .774 .616 
.494 .780 .572 
.499 .746 .633 
] 1 - ) ] - ) - ~] __ -] 
( 9, 10) ( 9, 10) 
( 1, 12) ( 10, 12) 
( 10, 12) ( 1, 12) 
.833 ~083 
.588 .588 
.759 .177 
.782 .200 
.818 .119 
.818 .119 
.820 •. 143 
.793 .104 
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