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Segmentation-Driven Image Fusion Based on
Alpha-Stable Modeling of Wavelet Coefficients
Tao Wan, Student Member, IEEE, Nishan Canagarajah, Member, IEEE, and Alin Achim, Senior Member, IEEE
Abstract—A novel region-based image fusion framework based
on multiscale image segmentation and statistical feature extraction
is proposed. A dual-tree complex wavelet transform (DT-CWT)
and a statistical region merging algorithm are used to produce
a region map of the source images. The input images are parti-
tioned into meaningful regions containing salient information via
symmetric alpha-stable (   ) distributions. The region features
are then modeled using bivariate alpha-stable (  ) distributions,
and the statistical measure of similarity between corresponding re-
gions of the source images is calculated as the Kullback–Leibler
distance (KLD) between the estimated  models. Finally, a seg-
mentation-driven approach is used to fuse the images, region by
region, in the complex wavelet domain. A novel decision method
is introduced by considering the local statistical properties within
the regions, which significantly improves the reliability of the fea-
ture selection and fusion processes. Simulation results demonstrate
that the bivariate alpha-stable model outperforms the univariate
alpha-stable and generalized Gaussian densities by not only cap-
turing the heavy-tailed behavior of the subband marginal distri-
bution, but also the strong statistical dependencies between wavelet
coefficients at different scales. The experiments show that our algo-
rithm achieves better performance in comparison with previously
proposed pixel and region-level fusion approaches in both subjec-
tive and objective evaluation tests.
Index Terms—Bivariate alpha-stable distributions, image seg-
mentation, Kullback–Leibler distance, region-based image fusion,
wavelet decomposition.
I. INTRODUCTION
M ULTISENSOR image fusion provides a mechanism tocombine multiple images into a single representation
that has the potential to aid human visual perception or sub-
sequent image processing tasks. Such algorithms endeavor to
create a fused image containing the salient information from
each source image without introducing artefacts or inconsisten-
cies. The fusion process can be performed at four main levels
[1]: signal, pixel, feature and semantic. In past decades, many
pixel-level fusion schemes have been proposed. These range
from simple averaging of the pixel values of registered images
to more complex multiresolution (MR) pyramids and wavelet
methods. For example in [2], an image fusion method was pro-
posed using a wavelet transform and a window-based maximum
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selection rule. Achim et al. derived a fusion approach using
fractional lower order moments as a fusion rule at the pixel level
[3]. The majority of applications of a fusion scheme attempt
to process features within the image. One way of achieving
feature-level fusion is by employing a region-based approach.
Compared with pixel-level image fusion, region-based fusion
schemes have a number of perceived advantages, including re-
duced sensitivity to noise, features enhancement and increased
flexibility in choosing intelligent fusion rules. In [4], Piella
presented a multiresolution image fusion algorithm guided by
a multimodal segmentation. Lewis et al. [5] also proposed a
region-level fusion method in conjunction with a combined
morphological-spectral unsupervised image segmentation [6].
These methods first transform the source images to multires-
olution representations, and regions are extracted from the
transform coefficients in each scale. Some simple activity level
measurements are calculated within each region. The source
images are then fused based on these activity level measure-
ments using inverse MR transform. This process is shown in
Fig. 1 for the case of two input source images. A sophisticated
image fusion method based on a statistical signal processing
approach has been proposed in [7], in which a Gaussian mixture
distortion model was built and used to produce the fused image.
The model parameters are estimated using the iterative expecta-
tion-maximization algorithm that is computationally complex.
All these methods fail to take into account the significance of
the statistical characteristics of regions, which can be used to
improve the accuracy of the decision procedure in image fusion
applications.
The quality of the image segmentation is of vital importance
to the region-based fusion process. For the correct features to be
present in the fused image, the segmentation should ideally de-
tect all the salient objects in the input images. Moreover, all re-
quired features should be segmented as single separate regions.
If a feature is split into more than one region, each will be treated
separately, possibly introducing artefacts into the fused image. If
a feature is missed, it will not be incorporated in the fused image.
The segmentation algorithm also should be able to provide pre-
cise region boundaries which can help to eliminate blocking
and blurring effects in the fused image. State-of-the-art seg-
mentation methods include stochastic model-based approaches
[8]–[10], morphological watershed-based region growing [6],
JSEG [11], normalized cuts [12], and perceptual partitioning
[13].
In recent work, we have showed that successful statistical
image processing algorithms can be developed if they take
into consideration the actual heavy-tailed behaviour of most
real life signals [14], [15]. Specifically, we have shown that
1520-9210/$25.00 © 2009 IEEE
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Fig. 1. Generic region-based multiresolution image fusion scheme.
wavelet decomposition coefficients of images are best modeled
by symmetric alpha-stable distributions [16], [17], a family of
heavy-tailed densities. Hence, we propose a novel statistical
image segmentation and region-based fusion framework using
an alpha-stable modeling of regions for optimal segmentation
and fusion results. While having low complexity, the majority
of fusion methods employing the marginal distributions ignore
the correlations between wavelet coefficients, especially the
correlations across the wavelet decomposition scales. There
is an inter-scale dependency, most notable between a wavelet
coefficient at a coarse level and the four coefficients at the
previous adjacent level that correspond to the same location in
the image.
In this paper, we address these problems by using a bivariate
alpha-stable model to characterize the local region features
and capture both wavelet subband marginal distributions and
inter-scale dependencies of wavelet transform coefficients.
Fig. 2(a) illustrates the block diagram of the proposed re-
gion-based image fusion scheme. First, the multisensor images
are decomposed into multiresolution representations using the
dual-tree complex wavelet transform [18], which provides near
shift invariance and good directional selectivity compared to the
standard wavelet transform. The source images are partitioned
into relatively homogeneous regions by applying an adaptive
version of the multiscale image segmentation presented in our
previous work [19], [20]. The block diagram of the algorithm
is shown in Fig. 2(b). The input region maps are integrated into
a joint region map using an union operation. A model is
then built to characterize each region properties, which results
in a good modeling of both the non-Gaussian heavy-tailed
distributions and the property of persistence across scales in
a wavelet decomposition. The Kullback–Leibler distance of
the same regions is computed as similarity measure between
the input images, and the model parameters are used to
measure the amount of salient information contained in the
regions. Then, decision map based on the match and saliency
measures is produced to combine the detail coefficients of the
MR decompositions of the various sources by considering the
Fig. 2. Proposed region-based image fusion framework. (a) Region-based fu-
sion scheme using    model. (b) Multiscale image segmentation algorithm.
local statistical features of the regions modeled via distri-
butions. Finally, the approximation coefficients of the highest
decomposition level from the input images are combined by
a weighted average method using region information entropy.
The key to the success of the proposed algorithm is that the
statistical modeling techniques and the region feature extraction
are integrated into a single image fusion framework to achieve
reliable and superior fusion performance.
The innovative aspects of the present work consist of the fol-
lowing: First, this work extends our recent research work on
image segmentation [19], [20] to deal with multimodal images.
The segmentation algorithm combined with a fusion process
forms a statistical image fusion framework to perform precise
and effective image segmentation and fusion. Second, a new re-
gion-based image fusion strategy is proposed that incorporates
the local statistical characteristics of regions, leading to a better
decision process and a robust fusion scheme. Third, the use of
stable models as the basis for the presented methodology leads
to superior overall performance in comparison with the gener-
alized Gaussian distribution (GGD) [21]. Finally, the method-
ology presented in this paper can be seen as a general framework
for segmentation-driven image fusion. This framework has the
potential to be adapted for eventual use with different statistical
models, as appropriate for particular applications.
The structure of the paper is as follows: In Section II, the
image segmentation component of our algorithm is introduced.
Section III describes the wavelet-domain image fusion algo-
rithm, which is based on the bivariate alpha-stable model.
Fusion results, using both subjective tests and objective per-
formance measurements, are presented in Section IV. Finally,
conclusions and future work are summarized in Section V.
II. IMAGE SEGMENTATION ALGORITHM
In this section, we describe a multiscale1 image segmenta-
tion algorithm in which the texture features are modeled by
symmetric alpha-stable distributions. As shown in Fig. 2(b),
1Multiscale in this context refers to applying various window size to the image
in order to capture the colour and texture features.
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Fig. 3. Graphs of symmetric alpha-stable densities corresponding to the values
     ,     ,     , and     . For all the graphs,     .
the algorithm comprises three components. First, the input
image is roughly segmented into textured and nontextured
regions using the dual-tree complex wavelet transform with
the subband coefficients modeled as random variables. A
multiscale segmentation is then applied to the resulting regions,
according to the local texture characteristics. Finally, a statis-
tical region merging approach is developed by measuring the
Kullback–Leibler distance between estimated models for
the adjacent segments. A preliminary version of this method-
ology has been already reported in [20]. The main advantage
of the method presented here is that it can handle multimodal
images.
A. Univariate Symmetric Alpha-Stable Distributions
This subsection is intended to provide a brief introduction
on the symmetric alpha-stable model used to characterize the
wavelet subband coefficients of multisensor images in the initial
texture segmentation and region merging stages. The appeal of
distributions as a statistical model for signals derives from
the stability property and the generalized central limit theorem
[17]. Due to lack of a compact analytical expression for their
probability density function (pdf), the distributions are best
defined by their characteristic functions as follows:
(1)
where ( ) is the characteristic exponent, (
) is the location parameter, and ( ) is the disper-
sion of the distribution. For values of in the interval (1, 2], the
location parameter corresponds to the mean of the dis-
tribution, while for , corresponds to its median.
The dispersion parameter determines the spread of the distri-
bution around its location parameter , similar to the variance
of the Gaussian distribution. Gaussian processes are stable pro-
cesses with while Cauchy processes result when .
The characteristic exponent is the most important param-
eter of the distribution and it determines the shape of the
distribution. Fig. 3 shows the density functions with a few
values of the characteristic exponent . The smaller the char-
acteristic exponent is, the heavier the tails of the density.
This implies that random variables following distributions
with small characteristic exponents are highly impulsive. In the
following subsection, we show how can be used as a texture
descriptor in the texture segmentation algorithm.
B. Initial Texture Segmentation Using DT-CWT and
Statistical modeling is much easier to perform in a suitable
transform space where simple models with a small number of
parameters can describe the data, rather than on the original
image pixel values. Wavelets have emerged as an effective tool
to analyze texture information as they provide a natural parti-
tioning of the image spectrum into multiscale and oriented sub-
bands. In this work, we use a three-scale DT-CWT [18] with six
orientations, which is able to provide approximate shift invari-
ance and directional selectivity while preserving the usual prop-
erties of perfect reconstruction and computational efficiency.
The marginal distribution of the subband coefficients is well
captured by adaptively estimating the two parameters and
of distributions, which are defined in (1). Here, we assume
that the location parameter in the complex wavelet do-
main. Parameters and can be obtained through log absolute
moment of the wavelet coefficients [22]. In our work, the above
estimation is implemented in a square-shaped neighborhood of
size 7 7 around each reference coefficient as follows:
(2)
(3)
where refers to the 7 7 window, and is the detail
coefficient in the subband at location . It can be shown
[22] that the mean and variance of are, respectively, given by
(4)
where is the Euler constant, and
(5)
The estimation process simply involves solving (5) for and
substituting back in (4) to find the value of the dispersion pa-
rameter . Therefore, the feature value at the pixel lo-
cation is defined as
(6)
where is the index of the th subband.
In order to obtain a uniform characterization of texture, me-
dian filtering [23] is employed on within each subband
to filter out the texture associated with transitions between re-
gions. Finally, a two-level K-means algorithm is used to assign
the pixels to textured and nontextured regions. A pixel is then
classified as textured if the proportion of the number of the sub-
bands belonging to the textured region is above a threshold .
Our experiments show that is a good choice for thresh-
olding multisensor images. Compared with [19], the threshold
can be adjusted to the type of image. This property is useful
for the segmentation algorithm which can handle not only nat-
ural images, but also images obtained using other modalities. In
Fig. 4, we compare the performance of the proposed approach
with that of simpler methods that only use DT-CWT or Gabor
coefficients as in [19]. From the figure it can be seen that the
new approach provides better texture segmentation with a com-
pact grouping.
C. Multiscale Image Segmentation
The textured and nontextured regions are further segmented
into relatively small and homogeneous regions while re-
taining the boundaries between adjacent regions. The dominant
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Fig. 4. Texture segmentation. (a) Original image. (b) Texture map using
    model. (c) Texture map using DT-CWT coefficients. (d) Texture map
using Gabor decomposition coefficients. White regions correspond to textured
regions, and black regions correspond to nontextured regions.
greylevels are first extracted based on peer group filtering
(PGF) [24] and the generalized Lloyd algorithm [25]. Then,
the JSEG algorithm proposed by Deng et al. in [11] is used
to minimize the cost associated with partitioning an image
at different scales. A bigger window size is used for high
scales, which are useful for detecting texture boundaries, while
lower scales are employed in order to localize the intensity
of greyscale edges. It is reasonable to apply lower scales to
nontextured regions, which contain relatively homogeneous
texture, while higher scales are adopted for the textured regions
to capture the texture boundaries. In contrast with JSEG, which
does not account for the local texture difference between the
image regions, the strength of this approach is that we are able
to apply the multiscale segmentation simultaneously to the
same image according to the local texture characteristics.
However, the resulting boundary locations between textured
and nontextured regions are not the actual boundaries due to the
fact that K-means clustering can only segment the image into
rough regions. Moreover, multiscale segmentation provides ac-
curate results only within the textured and nontextured regions.
Consequently, a boundary refinement step is needed in order to
adjust the boundaries between the two regions. A pixel is as-
signed to the neighbor class that has the minimum value using
the following function:
(7)
where refers to the Euclidean distance measure, and
are the dominant greylevels vectors of the current pixel
and its th neighbor segment, and are the numbers of 4-
and 8-neighbor pixels belonging to the th segment, while
and are the numbers of 4- and 8-neighbor pixels belonging
to the different classes of the th segment. and represent
the strength of the spatial constraint. Specifically, as and
increase, a pixel is more likely to belong to the class to which
many of its neighbors also belong. Thus region boundary
smoothness is achieved.
D. Statistical Region Merging
In general, the result of applying the algorithm described in
the previous subsections leads to over-segmentation. A statis-
tical region merging method is implemented by using dis-
tributions to appropriately model wavelet coefficients within the
segmented regions. In this work, the regions are classified into
two categories. The segments with more than a given threshold
percentage of their pixels belonging to the nontextured areas are
categorized as nontextured segments, and the remaining seg-
ments are classified as textured segments. Accordingly, seg-
mented regions are considered individually rather than globally.
A corresponding merging criterion is provided for each cat-
egory. The difference lies in the way the features are extracted
within the regions. Nontextured segments are merged based
on their greyscale intensity similarity. To achieve this, the
Euclidean distance of the greylevel histograms extracted from
the neighboring nontextured segments is calculated. For tex-
tured segments, region similarity is measured using statistical
model parameters followed by computing the Kullback–Leibler
distance.
In [26], the authors introduced a statistical framework for tex-
ture image retrieval where the marginal density of coefficients is
approximated by symmetric alpha-stable distributions, and tex-
ture similarity is measured by means of the Kullback–Leibler
distance between model parameters. Motivated by their work,
we model subband complex wavelet coefficients in the textured
regions independently using densities, where model pa-
rameters can be estimated through the method proposed in [22].
Comparing with the parameter estimator described in the pre-
vious subsection on the initial texture segmentation, which lacks
a priori knowledge about the image, here we accelerate the esti-
mation process by incorporating the region information instead
of using a window mask for each image pixel. Therefore, the
characteristics of the region can be completely defined via two
parameters and . There is no closed-form expression for the
KLD between two general distributions, which are neither
Cauchy nor Gaussian. By applying the KLD on a normalized
version of the characteristic function, we expect to obtain
good similarity measurement. The KLD between two neighbor
textured segments is given by [26]
(8)
with
(9)
where is the Gamma function, and are the adjoining
textured segments, and denotes the index of the wavelet sub-
band. The pair of regions with the minimum distance is merged
until a maximum threshold of the distance is reached. In our ex-
periments, a suggested value for the threshold is 0.4 for natural
images and 0.6 for multimodal images. Compared to the pre-
vious work [19] in which the segments are classed into three
categories, our two-category method offers comparable results
with reduction in computational cost. Fig. 5(b) and (c) shows
the merging results after few iterations of the region merging al-
gorithm using KLD and Euclidean distance, respectively. Both
images contain the same number of segmented regions. In addi-
tion, Fig. 5(d) and (e) shows the final segmentation at the end of
the region merging process obtained using KLD and Euclidean
distance, respectively. Clearly, the KLD provides better results
than Euclidean distance in terms of human visual perception.
III. REGION-BASED FUSION SCHEME
In this section, we introduce a new region-based image
fusion scheme combining the wavelet decomposition and the
model with the feature fusion process by incorporating
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Fig. 5. Region merging results. (a) Result of the multiscale segmentation step.
(b) Region merging using KLD. (c) Region merging using Euclidean distance.
(d) Final merging result using KLD. (e) Final merging result using Euclidean
distance.
the local information from the segmentation results obtained in
Section II. For most image fusion applications, it seems more
meaningful to combine semantic objects rather than pixels.
As an intermediate step from a pixel-based scheme toward
a semantic-based scheme, one may consider region-based
approaches. There are a number of perceived advantages of
combining a region-level fusion strategy with statistical tech-
niques, including the following.
• Reliable Fusion Rule: Recent psychological experiments
on human texture perception suggest that a good statistical
model can approximate the marginal density of wavelet
subband coefficients in a way that correlates well with the
human visual perception [27].
• Optimum Fusion Results: Given the coefficients from
each transformed image, feature extraction based on an ap-
propriate statistical model can be achieved by means of op-
timum selection criteria.
A. Bivariate Alpha-Stable Distributions
Much like univariate stable distributions addressed in
Section II, bivariate alpha-stable distributions are characterized
by the stability property and the generalized central limit
theorem [17]. However, unlike univariate stable distributions,
bivariate alpha-stable distributions form a nonparametric set
being thus much more difficult to describe. An exception is the
family of multidimensional isotropic stable distributions whose
characteristic function has the form
(10)
where , and . The distribu-
tion is isotropic with respect to the location point . The
two marginal distributions of the isotropic stable distribution are
with parameters and . As before, we
will assume that the location , while the pa-
rameters and are used to measure the salient information
contained within the regions in the image fusion process.
As in the case of the univariate density function, when
and , no closed form expressions exist for the
Fig. 6. (a) Region wavelet subband coefficients histogram fitted with a sym-
metric alpha-stable density. The estimated parameters are:       and
    	, the KLD is: 0.012. (b) Region wavelet subband coefficients his-
togram fitted with a generalized Gaussian density. The estimated parameters
are:     
	 and     , the KLD is: 0.024.
density function of bivariate alpha-stable random variables. A
numerical algorithm for computing densities has been de-
veloped by Nolan [28].
B. Statistical Modeling Using Distributions
Recent research in [29]–[31] showed that there are signif-
icant dependencies between wavelet coefficients. Bivariate
models make it possible to exploit the inter-scale dependencies
of wavelet decomposition. As addressed in [32], the authors
described a statistical technique for removing noise from
digital images by using bivariate alpha-stable distributions,
which yielded superior results in terms of noise mitigation
performance as well as in preserving fine signal details. In this
work, we apply the model to characterize the properties
within the regions as well as the interdependencies across
wavelet subbands. In the framework of wavelet analysis, we
consider the isotropic case for densities that is computa-
tionally feasible [33]. Therefore, the region characteristics are
described via densities by adaptively estimating the two
parameters and . Here we assume a constant in adjacent
scales. Thus the estimation method addressed in [22], which is
employed to univariate alpha-stable distributions, can be used
in the isotropic bivariate cases by considering all the inter-scale
coefficients as the same data , formed as
(11)
where refers to the region, is the detail coefficient in
the decomposition level and orientation band at location
, and is the parent coefficient at the coarser
level corresponding to the same location in the image. Com-
pared with the generalized Gaussian model proposed in [21],
in which the two parameters defining the distribution are esti-
mated using the second and fourth order moments of the data
[34], our model is more reliable to characterize the uniform
features in a region which results in the second and fourth mo-
ments being equal to zero. In this special case, the generalized
Gaussian model is no longer valid to estimate the region features
as both its parameters equal to zero. distributions provide
a more accurate and desirable statistical model than generalized
Gaussian densities.
Fig. 6(a) shows a typical example of a histogram of detail co-
efficients in a particular subband within a region, together with
a plot of the fitted estimated univariate model in compar-
ison with the fitted GGD model using the moment estimator [34]
in Fig. 6(b). As can be seen from the figure, the provides
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Fig. 7. (a) Graph of bivariate alpha-stable density corresponding to the values
      and     . (b) Graph of bivariate alpha-stable density corresponding
to the values      and     .
a better fit than the GGD in terms of modeling the non-Gaus-
sianity inherent in wavelet subbands. In addition, by incorpo-
rating the dependencies between parent and child coefficients
across scales, the model can also accurately describe the
marginal behavior of wavelet coefficients in each region. As a
result, with only two parameters defining the isotropic dis-
tributions, we are able to represent the region characteristics.
This results in a significant reduction in storage of the image re-
gion features, as well as in the computational complexity of the
saliency and match measures.
C. Saliency and Match Measures
Saliency calculation, also expressed as activity or priority, is
measuring to what degree is each coefficient from multimodal
images salient in order to be chosen in the fused image. The
meaning of “saliency” depends on the nature of the source im-
ages as well as on the particular fusion application. In [4], a
simple activity measure taking the absolute value of the wavelet
coefficient is used, which is given by
(12)
where denotes the region with size , is the detail
coefficient at the th decomposition level and th orientation
subband at location .
In the previous stage, each region in a particular subband is
represented by two parameters and from a model. Ex-
amples of isotropic density functions [33] for two different
values of the characteristic exponent are shown in Fig. 7. As
it can be observed, the smaller is, the more impulsive the cor-
responding density is. This implies that the wavelet coeffi-
cients modeled by smaller characteristic exponent contain more
structured information. Hence, we define the saliency measure
for each decomposition level using both parameters and as
follows:
(13)
where refers to the region. is the wavelet decomposition level,
and is defined as the index of orientation band.
In Section II, we developed a region merging method by
applying KLD as similarity metric between two adjacent
segments across all the subbands. In probability theory, the
Kullback–Leibler distance is a natural measurement from the
data, referred to as the “true” probability distribution, to a
model, a description or an approximation of the data. There-
fore, we can use KLD as a statistical measure of similarity
Fig. 8. (a) Match map: black regions correspond to similar area, and grey re-
gions correspond to dissimilar area. (b) Decision map: light grey from the “UN
Camp” IR image, dark grey from the “UN Camp” visible image, and black from
similar region. (c) Weight map: light grey indicates majority contribution from
the “UN Camp” visible image, dark grey indicates majority contribution from
the “UN Camp” IR image, and black area is from dissimilar region.
between the transform coefficients of the source images. The
advantage of this scheme is that the match measure can be
computed entirely on the estimated model parameters, which
are typically small in size, so that it is able to accelerate the
fusion process. Hence, the KLD defined in (8), which is applied
to the univariate densities, is also suitable to calculate the
similarity distance between two estimated models with
two parameters at each decomposition level. Fig. 8(a)
shows the match map obtained from the UNcamp infrared (IR)
image and the UNcamp visible image. It can be seen that the
salient objects from both images are classified as a dissimilar
area while the backgrounds belong to a similar area.
Thus, in regions where the source images are distinctly dif-
ferent, it is appropriate to assume that only one of the source im-
ages provides most of the salient information while in regions
where they are similar, a weighted combination may appear a
better option. Here, we use the region entropy as a weighting
factor. The normalized Shannon entropy of a region at each de-
composition level is
(14)
where is the region with size . The region size, shape or po-
sition could also be used to contribute to the weighting system.
For the simple case where there are two input sources, we can
express the decision process as
if and
if and
otherwise
(15)
where is the match metric computed by KLD in the
region at the th decomposition level, and are
the saliency measure defined in (13), and are the
wavelet coefficients from source image and source image ,
respectively, are the composite coefficients, and T is a
threshold. It has been found experimentally that the best value
of is in the range of 0.005 to 0.02 for multisensor images. The
weights and are obtained by
(16)
where and are the region entropy of source image
A and source image B in the region at the decomposition
level, respectively. The decision map produced by the above
fusion rule is shown in Fig. 8(b). The algorithm always chooses
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the region with the maximum activity value to determine which
image each of the coefficients representing a region should
come from, as both images have distinct features in the region.
Fig. 8(c) shows the weight map which indicates how much
salient information from each input image is incorporated into
the fused result. On inspecting the figure, it is clear that the
majority of the background from the visible image is more
likely to play an important part in the fusion compared with the
information contained in the IR image. This closely matches
the human judgment.
D. Combination of Approximation Images
Because of their different physical meaning, the approxima-
tion and detail images are usually treated by the combination al-
gorithm in different ways. A popular way to construct the fused
approximation image is
(17)
for example, the pixel- and region-level image fusion schemes
proposed in [3] and [5]. However, equally weighing the input
approximation images leads to the problem of contrast reduc-
tion in the case of opposite contrasts in different source images.
In many approaches, the composite approximation coefficients
of the highest decomposition level are taken to be a weighted
average of the approximation of the sources. The logic behind
this combination relies on the fact that statistical models are ap-
propriate for modeling the detail coefficients, but not for the ap-
proximation image in the spatial domain. An alternative, pre-
sumptively better approach is a weighted combination method
which maintains the actual means intensity of source images.
In this paper, we consider the region entropy as a way to
measure the amount of salient information from the approxi-
mation images contributing to the fused result. Hence, the com-
posite approximation image is generated by using the weighted
combination
(18)
where and are the region entropies of the source
approximation images given in (14).
IV. PERFORMANCE ASSESSMENT
In this section, we show experimental results obtained by
means of subjective tests and objective performance measures
for qualitatively and quantitatively assessing the performance
of the proposed fusion methodology. In many applications,
the human perception of the fused image is of paramount
importance. Therefore, we choose different images, apply the
algorithm, and visually evaluate the fused images in comparison
with previously proposed pixel-level and region-level fusion
schemes. The maximum selection (MS) scheme is a widely
used combination method which considers the maximum abso-
lute value of the wavelet coefficients from input images as the
fused coefficients. It works well under the assumption that at
each image location, only one of the source images provides
the most useful information, but this assumption is not always
valid. Another pixel-level fusion approach used for comparison
was presented in [3] by making use of fractional lower order
moments (FLOM) for densities. A region-based image
fusion scheme [5], referred to as RBCWT, is also used as a ref-
erence method. For both approaches we have used the authors’
original implementations. For the sake of fair comparison,
we use the parameters that were reported by the authors to
yield the best fusion results. In addition, we also employ the
proposed framework in order to implement two methods in
which the model is replaced with generalized Gaussian
and univariate densities, respectively. By doing so, we are
able to study the effect of using different statistical models on
the overall performance of the proposed methodology.
The first example in Fig. 9 shows fusion results for IR and
visible images from the “UN Camp” sequence. In addition, the
separate image region maps and joint region map are shown
in Fig. 9(c)-(e). It can be observed that salient objects such as
the human figure in the IR image and the roof of the building
in the visible image are segmented into meaningful regions.
Compared with the pixel-level method using the MS scheme
shown in Fig. 9(i) and the FLOM fusion rule [3] shown in
Fig. 9(h), the region-based methods produce images with better
contrast that more accurately reflects the contrast of the original
images. The figure also shows that the statistical algorithms
[Fig. 9(f), (j), and (k)] are better at reducing blocking artefacts
from the source images, which obviously appear around the
human figure in the RBCWT method [Fig. 9(g)]. Each of these
statistical models has successfully selected the majority of the
background of the fused image from the visible image, while
including the important features contained in the IR image.
As the second example, we illustrate the fusion of two input
images depicting some people by the sea, with a kayak at
sea. The results of these experiments are shown in Fig. 10.
The “Kayak” IR and visible images have a strong contrast
between their backgrounds, which is illustrative for assessing
the saliency and match measures performance in selecting the
correct regions during the fusion process. The figure demon-
strates that all three statistical models select the majority of
the background of the composite result, such as the sky and
the sea, from the visible image, while the salient objects in
the scene, such as the people, are selected from the IR image.
Fig. 10(d)-(g) has some errors around the coastline and the
human figures due to misregistration of the source images,
which are not visible in the results obtained using the and
models. There is no perceivable difference between the
and models in this example. On inspecting Fig. 10,
it can be seen that the GGD, and models do not
accurately separate the sky and the sea. This is due to the
fact that in the process of fusing the approximation subbands,
higher weights are assigned to the background corresponding
to the visible image. However, our main aim is to accurately to
detect the salient objects “kayak” and human figures.
The last example shows the fusion of the “Tropical” IR
and visible images which depict a human being hiding in a
complex background. In comparison with pixel-based methods
[Fig. 11(e) and (f)], we can clearly see that the region-based
approaches preserve better the texture features from both the
IR and visible images while reducing the sensitivity to noise
and blurring effects. In this example, the advantages of using
one statistical model over the other become apparent. Fig. 11(c)
shows a better quality image than the results using the other two
models due to the fact that distributions more accurately
model the region feature properties than the GGD and
distributions. Specifically, the density not only models
accurately the heavy-tailed behavior of the subband marginal
distribution but it also captures the strong interdependencies
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Fig. 9. Fusion of the “UN Camp” sequence. (a) Original IR image. (b) Original visible image. (c) IR image region map. (d) Visible image region map. (e) Joint
region map. (f) Image fusion using    model. (g) Image fusion using RBCWT [5]. (h) Image fusion using FLOM rule [3]. (i) Image fusion using MS scheme.
(j) Image fusion using GGD model. (k) Image fusion using   model.
Fig. 10. Fusion of “Kayak” IR and visible images. (a) Original IR image. (b) Original visible image. (c) Image fusion using    model. (d) Image fusion using
RBCWT [5]. (e) Image fusion using FLOM rule [3]. (f) Image fusion using MS scheme. (g) Image fusion using GGD model. (h) Image fusion using   model.
between wavelet coefficients at different scales. For instance,
a coefficient with a high value appearing in the current scale
which does not have a correspondingly high coefficient ap-
pearing in the lower adjacent scale is probably caused by noise.
Although in the literature the majority of image fusion per-
formance tests tend to be subjective, e.g., based on psycho-vi-
sual studies, the main disadvantage of this approach is that it is
time consuming and requires often expensive experiments with
human subjects. Objective fusion evaluation can also be per-
formed to compare results obtained using different algorithms.
A quality assessment metric which does not require a ground-
truth was proposed by Piella and Heijmans [35] based on an
image quality metric introduced in [36]. In their approach, the
important edge information of human visual system is taken into
account to evaluate the relative amount of salient information
contained in each of the input images that has been transferred
into the fused image without introducing distortions. Petrovic
and Xydeas proposed a metric [37], which measures the edge in-
formation using a Sobel edge detector as well as the orientation
information at each pixel in both source and the fused images. In
this paper, we use their defined criteria to evaluate the fusion per-
formance. The results using Piella metric are shown in Table I,
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Fig. 11. Fusion of “Tropical” IR and visible images. (a) Original IR image. (b) Original visible image. (c) Image fusion using   model. (d) Image fusion using
RBCWT [5]. (e) Image fusion using FLOM rule [3]. (f) Image fusion using MS scheme. (g) Image fusion using GGD model. (h) Image fusion using   model.
TABLE I
PERFORMANCE COMPARISONS USING PIELLA’S METRIC   [35]
TABLE II
PERFORMANCE COMPARISONS USING PETROVIC’S METRIC   [37]
which indicate that the three statistical fusion algorithms obtain
the higher evaluation values compared with the previously pro-
posed pixel and region-level approaches, except for the “Kayak”
images when the MS scheme is rated highest. Table II shows the
Petrovic metric results. Both metrics show that employing the
model leads to the best results among all three statistical
models. In fact, due to the actual definitions of these metrics, a
difference of 0.01 is significant for the quality improvement. We
have found that Piella and Petrovic metrics generally correlate
well with the results of visual analysis. However, it should be
noted that these metrics are based on edges and consequently,
fused images containing significant artefacts such as ringing in-
troduced by the transform can sometimes be inadvertently rated
high by the metrics but look inferior perceptually.
In terms of computational complexity, our proposed method
is more expensive than the RBCWT due to the additional model
parameter estimation component. Also, compared with FLOM,
it includes the extra image segmentation step whereas FLOM is
a pixel-level approach. The running time for our method which
uses un-optimised Matlab code is around 17 s on Intel Pentium 4
3.00-GHz machines to fuse two 256 256 test images whereas
the average CPU time taken by RBCWT is about 10 s. FLOM
needs approximately 2 s in the same conditions.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a novel region-based image fu-
sion framework that integrates multiscale image segmentation
and a statistical fusion scheme. In the segmentation component
of our methodology, the local statistical characteristics of im-
ages have been employed in order to drive the initial texture
segmentation process. In the fusion component, the salient in-
formation contained in the regions was modeled using bivariate
alpha-stable distributions. These have the advantage of also cap-
turing the dependencies of wavelet coefficients across scales. As
a match measure the Kullback–Leibler distance between
models was proposed. A number of advantages of this fusion
scheme over previously proposed pixel-based and region-based
methods have been discussed. Experimental results confirm the
superiority of the region based image fusion method based on
the model over previously proposed pixel- and region-level
fusion approaches. Future work will concentrate on the devel-
opment of higher-complexity region based fusion rules that will
incorporate the inter-scale and inter-orientation dependencies
into the decision and combination processes. In addition, an in-
teresting direction for future work could be the extension of the
proposed fusion scheme to the case of multiple input images.
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