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Connectedness and applied stress strongly affect elasticity in solids. In various amorphous materi-
als, mechanical stability can be lost either by reducing connectedness or by increasing pressure. We
present an effective medium theory of elasticity that extends previous approaches by incorporating
the effect of compression, of amplitude e, allowing one to describe quantitative features of sound
propagation, transport, the boson peak, and elastic moduli near the elastic instability occurring at
a compression ec. The theory disentangles several frequencies characterizing the vibrational spec-
trum: the onset frequency ω0 ∼ √ec − e where strongly-scattered modes appear in the vibrational
spectrum, the pressure-independent frequency ω∗ where the density of states displays a plateau,
the boson peak frequency ωBP found to scale as ωBP ∼ √ω0ω∗, and the Ioffe-Regel frequency ωIR
where scattering length and wavelength become equal. We predict that sound attenuation crosses
over from ω4 to ω2 behavior at ω0, consistent with observations in glasses. We predict that a
frequency-dependent length scale ls(ω) and speed of sound ν(ω) characterize vibrational modes,
and could be extracted from scattering data. One key result is the prediction of a flat diffusivity
above ω0, in agreement with previously unexplained observations. We find that the shear modulus
does not vanish at the elastic instability, but drops by a factor of 2. We check our predictions in
packings of soft particles and study the case of covalent networks and silica, for which we predict
ωIR ≈ ωBP . Overall, our approach unifies sound attenuation, transport and length scales entering
elasticity in a single framework where disorder is not the main parameter controlling the boson peak,
in agreement with observations. This framework leads to a phase diagram where various glasses can
be placed, connecting microscopic structure to vibrational properties.
I. INTRODUCTION
From granular materials and foams to molecular
glasses and colloids, a wide range of amorphous materials
exhibit a transition from liquid-like to solid-like behav-
ior. In the solid phase, these materials display anoma-
lous elastic properties. In particular, amorphous solids
universally present an excess of vibrational modes over
the Debye model (that predicts a quadratic dependence
of the density of vibrational modes with frequency), a
phenomenon referred to as the ‘boson peak’ [1]. Phonon
dispersion is observed to change sharply in the vicinity
of the boson peak frequency: phase velocity displays a
minimum, and sound attenuation changes its frequency
dependence from ω4 to ω2 [2, 3]. Thermal conductiv-
ity measurements support that above these intermediate
frequencies modes are strongly scattered, and that their
diffusivity (the frequency-dependent diffusion coefficient
associated to heat transport) is small and independent
of frequency [4], as observed numerically in packings of
repulsive particles [5, 6]. These observations are not un-
derstood, since a comprehensive theory of transport in
amorphous solids is lacking. Moreover, they indicate the
presence of at least one characteristic frequency scale,
and through the sound speed a characteristic length scale,
whose relation to disorder, however, remains controver-
sial [6–8]. As is well known, the static structure does
not indicate any obvious characteristic length scale larger
than particle size [9, 10].
Beyond its importance for elasticity and transport, the
boson peak relates to key features of the dynamics near
the glass transition. In fragile liquids (for which the acti-
vation energy grows under cooling), the boson peak fre-
quency decreases toward zero under heating, while its
amplitude increases [11, 12]. This observation has been
interpreted [13, 14] as the existence of an elastic insta-
bility at some temperature T ∗ where the boson peak
frequency would vanish. At higher temperature, typi-
cal configurations are saddles, with many unstable direc-
tions in phase space. At lower temperature, a typical
configuration lies near an energy minimum and vibra-
tional modes are stable, a scenario already proposed by
Goldstein [15]. Interestingly, the shear modulus increases
rapidly under cooling in fragile liquids [16, 17], an effect
that could be responsible for most of the growth of the
activation energy [16]. One possibility is that the rapid
change of the shear modulus stems from the proximity
of elastic instability, and that the material stiffens as it
is cooled past T ∗ [18, 19]. However, predictions for the
behavior of the shear modulus near an elastic instability
are contradictory, as some predict that it should vanish
at the instability [20, 21], while others predict that it
does not [22, 23].
For these reasons, it is important to understand the na-
ture of the boson peak, its associated length scales, and
its relationship with elastic moduli. In most existing the-
ories the presence of a peak results from disorder. More
specifically, the boson peak has been proposed to emerge
as a consequence of localized modes [24], microscopic dis-
order in force constants [25, 26], mesoscopic disorder in
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2shear modulus [22, 27–29], properties of disordered ma-
trices [13, 30], or anharmonicity [31]. Some of these ap-
proaches, in particular [22, 27, 29], can reproduce the ω4
to ω2 cross-over of the sound attenuation and the pres-
ence of a minimum in the speed of sound, but currently
do not explain the flat diffusivity above this cross-over
frequency. Most importantly, although disorder certainly
affects sound dispersion and mode diffusivity, there is am-
ple evidence that in many materials disorder is secondary
in controlling the density of vibrational modes [32]. This
fact is well-established even in very disordered structures,
such as random packings of particles [33] or silica [34, 35].
It must be more generally true in the various materials
where the boson peak is similar in the glass and in the
crystal [32, 36].
Why in many materials does disorder strongly affect
transport, but have such little effect on the density of vi-
brational modes? If it is not disorder, what in the micro-
scopic structure controls the boson peak? In recent years
these questions have been addressed in simple amorphous
solids made of repulsive short-range particles [33, 35, 37–
40], in colloidal glasses [41, 42] and in covalent networks
[34, 35, 43]. One central result [35, 39, 40] is the stability
diagram of Fig. 1a, showing that in these systems the key
microscopic parameters controlling mechanical stability
are the coordination z (the average number of contacts
per particle in packings, or the valence in covalent net-
works), and the applied compressive strain e ∼ f/(kr)
where f, k, r are the typical force, stiffness, and distance
between strongly interacting particles (a third important
factor is the presence of weak interactions, such as Van
der Waals interactions in covalent networks or long-range
interactions in a Lennard-Jones, but this effect simply
renormalizes the value of e, see below). Physically this
diagram implies that under compression, more contacts
need to be formed to guarantee mechanical stability. On
the line separating stable and unstable configurations,
the boson peak frequency vanishes and its amplitude be-
comes very large. An important result of [39, 40] is that
this phase diagram holds true independent of the amount
of disorder, and thus applies to crystals as well. Thus if
a crystal and a glass have similar local order, then they
should have a similar boson peak amplitude. This is the
case, for example, between silica and crystobalite [34, 35],
but not so for radial short-range interactions, since in
the latter case crystalline packings are much more coor-
dinated than random ones [33].
At the theoretical level, two approaches exist to com-
pute vibrational properties in these systems. The phase
diagram of Fig. 1a was first derived with variational ar-
guments [39, 40] that apply independently of disorder,
which allows one to predict the vibrational spectrum but
is not informative on transport properties. To capture
the latter, effective medium [26, 44–50], a self-consistent
method based on a perturbation in the disorder ampli-
tude, can be used when modes are not localized. Thorpe
[45, 46] applied this method to show that the shear mod-
ulus vanishes continuously near rigidity percolation, and
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FIG. 1. (a) Stability diagram for packings of repulsive par-
ticles and elastic networks, where e is compressive contact
strain and z is coordination. Stability requires z ≥ zc and
e < ec, where ec(z) ∼ (z−zc)2. (b) Characteristic frequencies
versus distance to elastic instability 1− e/ec, at small δz ≥ 0.
The onset frequency ω0 ∼ √ec − e is where strongly-scattered
modes appear in the vibrational spectrum; ωBP is the boson
peak frequency; and ωIR is the Ioffe-Regel frequency where
scattering length and wavelength become equal. The density
of states displays a plateau at ω∗, such that for e ≥ 0 we have
ω∗ ∼ δz. The vertical red line indicates e = 0. For e  ec
or e ≤ 0, all the frequencies are nearly identical, thus the
spectrum is characterized by a single frequency scale.
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FIG. 2. (Color) Schematic placement of amorphous solids
(dashed lines) in stability diagram, where e includes the effect
of weak interactions, as discussed in the main text. In the red
region (1 − e/ec  1), vibrational properties are character-
ized by several distinct frequency scales, as shown in Figure
1b, and proximity to elastic instability strongly affects trans-
port. In the blue region, there is a single frequency scale. In
the green region, there is a gap in the density of vibrational
states at intermediate frequency. No solids can lie in the white
region, which is unstable.
Schirmacher [26] argued that this transition is discon-
tinuous when interactions with negative stiffnesses are
included.
Recently it was shown that this approach captures
quantitatively the singularity of some vibrational prop-
erties of repulsive particles near the unjamming transi-
tion [49], where the coordination reaches the Maxwell
threshold zc = 2d where d is the spatial dimension. In
particular, the density of vibrational modes and its char-
acteristic frequency ω∗ ∼ δz ≡ z − zc [38, 40], the mode
diffusivity [5, 6] and the length scale lc ∼ 1/
√
δz charac-
3terizing the modes at the boson peak [38] are reproduced.
However this calculation assumed that no applied stress
is present, i.e. the axis e = 0 in Fig.1, an approxima-
tion that certainly breaks down for repulsive particles,
but applies to elastic networks with weak spatial fluc-
tuations of coordination [51]. Moreover, (i) the sound
attenuation was not considered in [49] forbidding a com-
parison with scattering data and (ii) the role of applied
pressure on transport, on the shape of the density of vi-
brational modes, on length scales and on elastic moduli
was not derived. Understanding the effect of compres-
sion is particularly relevant for packings of particles and
colloidal glasses, as these systems lie very close to the
stability line of Fig. 1a [40–42], implying that the effect
of pressure in these systems is very strong. Moreover,
elastic instabilities in supercooled liquids are expected to
generically occur at e 6= 0. (iii) The proposed framework
allows one to classify vibrational and transport proper-
ties in various glasses, such as silica and covalent net-
works, based on their structure. As we will see, this
comparison is rich and non-trivial. We will argue that
the two-parameter theory of linear vibrational properties
in amorphous solids we propose, while still reasonably
simple, is necessary to obtain a framework unifying ob-
servations in systems as different as covalent networks
and colloidal glasses.
In this work we extend the effective medium approxi-
mation to describe at a microscopic level systems under
compression, where contacts carry a force. Although we
provide a simplified description where all contacts have
the same stiffness, our formalism is readily extendable to
heterogeneous contacts [52]. Our simplified description
can, however, capture the presence of weak interactions.
Our central results are:
1. Our effective medium approximation captures the
phase diagram of Fig. 1a. At a compressive strain
ec ∼ (z − zc)2 an instability occurs.
2. The shear modulus remains finite at elastic insta-
bility, and simply decreases by a factor of 2 as e is
increased toward ec.
3. We can compute four frequencies: the onset fre-
quency ω0 ∼
√
ec − e where strongly-scattered
modes appear in the vibrational spectrum, the
pressure-independent frequency ω∗ where the den-
sity of states displays a plateau, the boson peak
frequency ωBP ∼ √ω0ω∗, and the Ioffe-Regel fre-
quency ωIR ∼ ω∗ where scattering length and
wavelength become equal. These four frequencies
are nearly identical only for e  ec or negative e,
and display three distinct scalings as e → ec, as
shown in Figure 1b.
4. The sound attenuation Γ(ω) ∼ ω4 for ω < ω0 and
Γ(ω) ∼ ω2 for ω0 < ω < ω∗.
5. The speed of sound is minimal at ω0.
6. Our analysis indicates that to infer transport prop-
erties like diffusivity from scattering data, it is
more convenient to analyze the dynamical struc-
ture factor at fixed ω rather than at fixed wave
number q. This approach allows one to compute a
frequency-dependent speed of sound ν(ω) and scat-
tering length `s(ω). We argue that above the bo-
son peak, these quantities differ significantly from
the approximation used in the literature to ex-
tract them. In the intermediate and high frequency
regime, capturing correctly these quantities is im-
portant to describe transport. Their scaling with
frequency is predicted.
7. We build a theory of transport that applies to non-
localized modes. In particular we find that the
mode diffusivity does not depend on frequency as
soon as the density of states deviates from the De-
bye behavior (i.e. for ω > ω0), in agreement with
previous numerical observations in sphere packings
[5, 6].
8. The length scale below which continuum elasticity
breaks down is `c ∼ ω−1/20 , as shown in a compan-
ion paper [53].
Results 2,4,5 have been previously obtained in different
models, see e.g. [28, 54]. These approaches however as-
sume that the boson peak stems from spatial fluctuations
in elasticity, at odds with our work.
Finally, we compare these predictions to experimental
and numerical observations in glasses and particle pack-
ings, where many of our scaling results agree with obser-
vations. We discuss where certain glasses, such as silica,
chalcogenides, colloids and soft particles are placed in
our phase diagram, allowing us to make predictions on
their transport properties. Overall, our approach unifies
sound attenuation, transport, elastic length scales (dis-
cussed in a companion paper) and the boson peak in a
framework where disorder is secondary in controlling the
peak amplitude, in agreement with observations in many
materials.
II. MODEL
Ingredients to be incorporated: We seek to compute
how salient aspects of the microscopic structure of glasses
affect their vibrational properties. We should focus on
the following features, that have been argued to control
the boson peak in a variety of materials [33, 35, 40, 55]:
(i) The connectedness z, or more precisely the excess
connectedness δz ≡ z − zc with respect to the minimal
connectedness zc required for rigidity. The notion that
structures must be sufficiently connected to be mechani-
cally stable is fundamental in engineering since the work
of Maxwell [56]. For an elastic network, for example as
shown in Figure 3a, the connectedness is simply the co-
ordination, i.e. the average number of springs per node.
4In a packing of purely repulsive, short-range particles, it
is the average number of contacts per particle. For radial
interactions in general, Maxwell showed that zc = 2d [56].
When interactions have a long-range component such as
in a Lennard-Jones glass, a distinction must be made be-
tween strongly and weakly interacting particles [35, 55],
which allows to define z as the coordination of the net-
works of strong interactions. In general, the definition
of connectedness depends on the system. For example,
for generic covalent networks, z is the valence; if ele-
ments of different valences are present, z can be changed
continuously by monitoring the composition. For such
multi-body interactions one finds zc = 2.4 [57].
(ii) The compressive strain e. It is well known that an
applied pressure can lead to elastic instability, such as
the buckling of thin rods and shells. It is also true in a
bulk solid. To see this, consider two interacting particles,
forming a contact α. If they are displaced relative to
each other, the expansion of the energy is to second order
[58, 59]
δEα =
kα
2
|r‖α|2 −
fα
2σα
|r⊥α |2, (1)
where |r‖α| is the norm of the longitudinal displacement
(in the direction of the contact), |r⊥α | is the norm of the
perpendicular (transverse) displacement, fα is the force
in the bond α (by convention, positive if the force is re-
pulsive), kα is the stiffness of the interaction, and σα is
the distance between the two particles. Since any lon-
gitudinal displacement increases δEα, the longitudinal
term is stabilizing. However, if the contact is under com-
pression, fα > 0 and the transverse term is destabilizing :
this is a geometrical consequence of the fact that any
small transverse displacement at α necessarily increases
the center-to-center distance between the particles, and
therefore lowers the energy, if the interaction is repulsive.
The last term in Eq.(1) can be considered a spring or-
thogonal to the contact, of stiffness −fα/σα. The relative
contribution of the transverse to the longitudinal term
is characterized by a dimensionless number eα =
fα
kασα
,
whose typical value in the material is denoted e, which
is positive under compression. As we show below, the
role of pre-stress e can be important in amorphous solids
even when e 1 [40], if the excess coordination is small
(z ≈ zc or smaller).
(iii) If there is a hierarchy in the strength of the inter-
actions involved (for example in covalent networks the
Van der Waals interactions are much weaker than co-
valent bonds), it is useful to introduce a dimensionless
number W = kweak/kstrong where kweak (kstrong) is the
characteristic stiffness of the weak (strong) interaction
[35, 43, 55]. In our model, we do not explicitly con-
sider this possibility. However, weak interactions play a
role very similar to the transverse stiffness induced by
negative forces in the contacts. Both perturbations are
negligible, except if the network of strong interactions
is not well-connected (z ≈ zc or smaller). The trans-
verse vs longitudinal aspect of these perturbations is not
expected to make a qualitative difference. Accordingly,
weak interactions effectively renormalize the value of e,
decreasing it by some amount proportional to W : the
system is stabilized by weak interactions.
(a) (b)
FIG. 3. (a) Illustrative random network with small fluctua-
tions in coordination, and (b) diluted regular lattice. Note
that these illustrations are in 2D, but the theory is con-
structed in 3D.
Model: Elastic networks are arguably the simplest
models to study the role of connectedness and applied
stress on vibrational properties in amorphous structures.
However, different geometries of networks can be consid-
ered. In rigidity percolation, bonds are diluted randomly
from a lattice [60], as shown in Figure 3b. This model
has the disadvantage that large fluctuations of coordina-
tion appear, so that near the rigidity transition the rigid
(mechanically stable) cluster is a fractal object that ex-
cludes a finite fraction of bonds. This scenario does not
apply to granular and colloidal systems [33] and is not
believed to occur in covalent glasses either [61], because
large fluctuations of coordination or density are penalized
energetically. In this model computing elastic properties
near the rigidity transition remains a challenge, and mean
field methods such as effective medium give incorrect re-
sults [60]. A better model is constructed by removing
the large spatial fluctuations of coordination while keep-
ing the network random, as illustrated in Fig.3a; this can
be done in several ways and leads to results very similar
to packings of particles [51]. It was recently found that
the elastic properties in such networks can be computed
accurately, at least in the absence of pressure. In particu-
lar when effective medium – a mean-field approximation
that neglects large spatial fluctuations of coordination–
is used on the rigidity percolation model –where fluctu-
ations are important – analytical results describe accu-
rately elastic networks with weak spatial fluctuations of
coordination [49]. In this work, we use the same strat-
egy of using jointly the rigidity percolation model (under
an applied pressure) together with effective medium. As
we will see, this procedure allows to make accurate pre-
dictions that are verified in amorphous solids, such as
particle packings.
In practice, we consider an isotropic lattice of coordi-
nation z0 > zc in three dimensions, which is randomly
5diluted to reach a final coordination z = zc + δz; an il-
lustrative example of a diluted lattice is shown in Figure
3b. We will take z0 = 12
1. To model random dilu-
tion and compression of the lattice, each spring constant
and contact force are set to nonzero values kα = k0 and
fα = ek0σα with probability P = z/z0, and 0 with prob-
ability 1−P , independently at each bond. We make the
approximation that the force in each bond is identical
(which violates force balance as soon as P < 1, but nev-
ertheless leads to accurate predictions, see below). We
also assume that springs are weakly deformed σα = σ,
which is asymptotically valid when e  1. Note that in
this model the compressive strain e and pressure p are
linearly related, but this is not exact in general 2.
III. EFFECTIVE MEDIUM
We study the average effect of compression and coor-
dination when our diluted lattice is forced at frequency
ω. We write |δR〉 = (δR1, δR2, . . . , δRN ) for the vector
of node displacements and |F 〉 = (F1,F2, . . . ,FN ) for
the vector of applied forces. Then an imposed oscillatory
force |F 〉eiωt causes a response
|δR〉 = G(ω)|F 〉eiωt, (2)
where G(ω) is the Green’s function, a dN × dN matrix,
defined precisely in Appendix A. As discussed below, all
vibrational properties can be written in terms of G.
The Green’s function G(ω) appearing in (2) will de-
pend on the particular realization of the random geome-
try, for example the location of absent springs from bond
dilution (see Figure 3b). To compute average vibrational
properties, we seek its disorder average G(ω). Effective
medium theory (EMT) is an approximation scheme that
is well-suited to describing disorder-averaged properties,
such as G(ω) [21, 47–50]. In EMT, the random diluted
lattice is approximated by an effective regular lattice with
identical effective stiffnesses, which are functions of ω, e
and δz. The effective stiffnesses are chosen uniquely by
the following physical requirement. One considers the
lattice where a single bond α, located at the origin, is
1 z0 is a parameter of the theory, which connects to coordination
fluctuations. Indeed, random bond dilution implies a relation-
ship between the fluctuations in coordination and z0. At fixed z,
larger z0 implies larger coordination fluctuations. If v is the vari-
ance of particle coordination, then v = z(1 − z/z0) for random
independent dilution.
2 For our model p = eρzk0σ/(2d), with ρ = N/V the number den-
sity. However, in a Lennard-Jones glass for example, where at-
traction is weak and long-range in comparison with repulsion, the
relevant microscopic parameter e = 〈fα/(kασα)〉 can be nonzero
even at p = 0: in that case the long-range attraction contributes
a tension equal and opposite to the repulsion, but at different
typical bond lengths, say σatt and σrep. The relative contribu-
tion of tension to strain is smaller by a factor ∼ (σrep/σatt)2  1
so that e > 0.
assumed to be disordered (in our case, it is present with
probability P ) while all the other bonds have the same ef-
fective stiffnesses. We demand that the disorder average
(on the bond at the origin) of the true Green’s function,
G, should be equal to the effective Green’s function GE .
How this is done in practice is shown in Appendix A.
Because longitudinal and transverse displacements
play a different role in (1), our EMT has both longitudi-
nal and transverse effective spring constants, k˜‖ and k˜⊥,
respectively. k˜⊥ can be thought as a spring orthogonal
to the contact, which captures that orthogonal displace-
ments have a finite stiffness when contact forces are non-
zero. For notational convenience, we drop the tilde of k˜‖
and introduce −ek⊥ ≡ k˜⊥. In effective medium, k‖ and
k⊥ depend on frequency ω and, in general become com-
plex, capturing the fact that vibrational modes scatter
off disorder and decay.
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FIG. 4. Density of states D(ω) as strain approaches
its critical value, at δz = 0.012. From left to right, the
distance to instability is 1 − e/ec = 0.0005, 0.005, 0.05, 0.5
(blue,green,orange,red online). Inset: Reduced density of
states D(ω)/ω2 vs ω/ω∗, showing a boson peak at ωBP ∼√
ω0ω∗.
Using standard EMT techniques, discussed in Ap-
pendix A, we derive simple algebraic equations for k‖
and k⊥ in terms of G. For simplicity, we neglect the
difference between the longitudinal and transverse speed
of sound. Since we are interested in low-frequency be-
haviour, for the Green’s function we consider
G(r, ω) =
z0
d
δˆ
∫
BZ
ddq
(2pi)d
eiq·r
(k‖ − ek⊥)q2 −mω2 , (3)
where BZ = {q : |q| < Λ} is an approximate first Bril-
louin zone. This is the continuum Green’s function for
an elastic medium with shear modulus k‖ − ek⊥, equal
longitudinal and transverse sound velocities, cutoff at a
(dimensionless) microscopic wavenumber Λ and appro-
priately renormalized.
610−2 100 102
10−14
10−12
10−10
10−8
10−6
10−4
10−2
100
102
ω/ω∗
R
e[
∆
k
],
−I
m
[∆
k
]
 
 
1−e/ec = 5 × 10−1
1−e/ec = 5 × 10−2
1−e/ec = 5 × 10−3
1−e/ec = 5 × 10−4ω0
ω∗
FIG. 5. Real (solid) and minus-imaginary (dashed) parts of
complex shear modulus ∆k as strain approaches its critical
value, at δz = 0.012. Colours are as in Figure 4.
Equation (3) and EMT equations (A.6), (A.7), and
(A.9) in Appendix A define a closed system for k‖ and
k⊥, which we solve numerically and analytically in the
limit δz → 0, with d = 3, z0 = 12, and Λ = pi. Below we
focus on the case e > 0 and δz ≥ 0 relevant for repulsive
spheres and colloids, and come back to the case e < 0
when we discuss covalent networks and silica. We take
units with m, σ, and the bare stiffness k0 equal to unity.
IV. RESULTS
The EMT gives an expression for the complex shear
modulus ∆k = k‖− ek⊥, with which we obtain the effec-
tive Green’s function G, and all derived quantities.
A. Density of States
The density of vibrational states D(ω) is determined
using the identity D(ω) = (2ω/pi) Im[tr[G(0, ω)]] and
plotted in Figure 4. For small δz and frequencies ω . δz,
we can solve these equations analytically (see Appendix
B), and find:
D(ω) =
C3
ω2
(ω∗+
√
ω20−ω2)3/2
if ω < ω0
C4
ω
√
ω2−ω20
ω2+ω2∗−ω20 if ω > ω0,
(4)
where the frequency scales are
ω∗ = c1δz, (5)
ω0 = c2
√
ec − e, (6)
as announced above. The positive constants ci and Ci
are non-universal: in our framework they depend on z0
and Λ. However, the exponents associated with ω∗, ω0,
and ec are independent of these microscopic details.
Elastic instability occurs when an eigenvalue ω2 be-
comes negative. This occurs when ω0 = 0, hence ec is
the critical strain. It scales as
ec(δz) = (c1/c2)
2δz2, (7)
in agreement with Figure 1a. This implies ω0 < ω∗.
As we show in detail below, in general, there are three
regimes: a Debye regime ω < ω0 in which the solid be-
haves like an elastic continuum, a high-frequency regime
ω > ω∗ in which D(ω) has a plateau, and an intermediate
regime ω0 < ω < ω∗. Asymptotically,
D(ω) ∼

ω2/δz3/2 if ω  ω0
ω2/δz2 if ω0  ω  ω∗
1 if ω & ω∗
The boson peak frequency is conventionally defined by
the maximum of D(ω)/ω2. We find
ωBP ≈ 12
√
ω0
√
3ω0 +
√
8ω2∗ + ω20
∼ √ω0ω∗, (8)
which is between ω0 and ω∗: see Figure 1b and inset
to Figure 4. When ω0  ω∗, its amplitude scales as
D(ωBP )/ω
2
BP ∼ ω2∗.
B. Elastic Modulus
The complex shear modulus ∆k = k‖ − ek⊥ is plotted
in Figure 5. Its behaviour is captured by the first terms
in an asymptotic solution,
∆k(ω, e) = C1ω∗ + C1
√
ω20 − ω2 (9)
− iC2ω
3√
ω20 − ω2
√
ω∗ +
√
ω20 − ω2
+O(δz2),
where
√
ω20 − ω2 = −i
√
ω2 − ω20 for ω > ω0.
The static shear modulus is µ = Re ∆k(ω = 0). We
find
µ = C1
(
ω∗ + ω0
) ∼ δz(1 +√1− e/ec). (10)
We predict that µ remains finite at elastic instability,
reduced by a factor of 2 from its unstressed value.
7C. Sound Dispersion
Sound dispersion at frequency ω is determined by the
large r behaviour of G(r, ω). For r  1, we find 3
G(r, ω) ∼ C5 1
∆k
1
r
δˆ eiωr/ν(ω)e−r/ls(ω), (11)
with scattering length
ls(ω) =
1
ω
|∆k|
|Im ∆k1/2| (12)
and phonon speed
ν(ω) =
|∆k|
Re ∆k1/2
. (13)
With Eq. (9), we can use these equations to determine
explicitly the scaling of the relevant scattering length and
phonon speed at frequency ω.
We find that phonon speed ν has a minimum at ω0, as
shown in Figure 6. Asymptotically,
ν(ω) ∼
{√
δz if ω  ω∗
(ω2 + ω2∗)
1/4 if ω ∼ ω∗ (14)
The scattering length `s displays Rayleigh scattering for
ω < ω0, a sudden drop at ω0, and anomalous scattering
above ω0, shown in Figure 7. Asymptotically,
`s(ω) ∼

ω−4δz3 if ω < ω0(
ω
√
ω2 − ω20
)−1
δz3/2 if ω0 < ω  ω∗
ω−1(ω2 + ω2∗)
1/4 if ω ∼ ω∗
(15)
The relevance of the scattering length `sfor the break-
down of continuum elasticity is discussed in a companion
paper [53].
Transport: The identification of physically-relevant
length and velocity scales at frequency ω strongly con-
strains the frequency dependence of sound dispersion
properties. Indeed, the only dimensionless parameter
that can be formed from ω, ν(ω), and `s(ω) is n(ω) =
`sω/ν; physically, 2pin is the number of wavelengths the
response at frequency ω travels before scattering.
Energy transport by phonons is characterized by their
energy diffusivity, d(ω) [5, 6]. In Appendix C we use
Kubo formulae to calculate d(ω) within the effective
medium approximation, using crucially the asymptotic
behaviour of G, equation (11). The result is
d(ω) ≈ `s(ω)ν(ω)f [n(ω), `s(ω)], (16)
3 The inverse Fourier transform can be done with the method of
steepest descent and the Residue Theorem. The constant C5 =
z0/(12pi).
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FIG. 6. Phonon speed ν (solid) and resonant wave speed νres
(dashed) as strain approaches its critical value, at δz = 0.012.
The curves are indistinguishable below ωIR.
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FIG. 7. Scattering length `s (solid) and resonant phonon
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value, at δz = 0.012. The curves are indistinguishable below
ωIR.
where
f(n, `s) = C6
4n2
(n2 + 1)2
+ C7
n2 + 1
n2 − 1 + piΛ`s . (17)
The factor f [n(ω), `s(ω)] tends to a constant both at
large and small ω; in particular, we have f ≈ C7 for
ω < ω0, and f ≈ C6 for ω & ω∗. In the intermediate
regime ω0 < ω < ω∗, f exhibits nontrivial behaviour.
These results have a simple physical interpretation: for
ω < ω0 and ω > ω∗, the diffusivity is accurately es-
timated on dimensional grounds as ∝ `sν, the natural
diffusion constant at frequency ω. This gives Rayleigh
scattering d ∼ ω−4 in the Debye regime, and a plateau
d ∼ 1 for ω > ω∗, as argued in [49]. In the intermediate
8regime, modes are hybrids of plane waves and ‘anomalous
modes’ that appear above ω∗ [39], and the diffusivity has
nontrivial n dependence. Our central new result is that
the diffusivity is predicted to be flat all the way down to
ω0, as shown in Figure 8, as observed numerically [5, 6].
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FIG. 8. Energy diffusivity d(ω) as strain approaches its
critical value, at δz = 0.012.
V. THERMAL CONDUCTIVITY
Thermal conductivity κ(T ) can be calculated from en-
ergy diffusivity using[27]
κ(T ) ∝
∫
dω D(ω)d(ω)
ω2
T 2
e~ω/kBT
(e~ω/kBT − 1)2 . (18)
In real glasses, as ω → 0, d(ω) transitions from
Rayleigh scattering ∼ ω−4 to an anharmonic regime
where phonons scatter on two-level systems, not ac-
counted for in our harmonic expression (16). However,
the high T behaviour of κ(T ) is expected to be unaffected
by this anharmonicity. Here our aim is simply to prove
that the flat density of states and diffusivity we predict
at high frequency can capture well the high temperature
behavior of the thermal conductivity, in agreement with
an early observation by Kittel. To show this, we cutoff
the integral in (18) below frequencies ω0/2, where the
diffusivity rises from its plateau.
The result is plotted in Figure 9, where it is compared
with data from Freeman and Anderson [62] on vitreous
PMMA, PS and SiO2. For realistic values of δz and e
(expected for silica, as discussed in the comparison sec-
tion below) we can quantitatively capture the data above
the plateau of thermal conductivity. Note that our pre-
diction works for a larger range of temperature for silica
than for other materials. In our view, this reflects the
fact that silica is nearly isostatic and thus displays a flat
diffusivity over a large frequency range.
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FIG. 9. Thermal conductivity κ(T ) from theory (solid) at
indicated values of e and δz, and data from Freeman and
Anderson [62] (symbols) on (polymeric) PMMA (©), PS (),
and SiO2 (♦), in arbitrary units.
VI. COMPARISON WITH SCATTERING
EXPERIMENTS
The Green’s function G(ω) is not directly accessi-
ble in experiments on molecular glasses. However, in-
elastic neutron and x-ray scattering experiments mea-
sure a derived quantity, the inelastic dynamic structure
factor, Sin(q, ω). For harmonic dynamics, Sin(q, ω) =
(kBT/(dpi))Im[q
2ω−1tr(G(q, ω))] [63]; this leads to
Sin(q, ω) ∝ kBT −q
4ω−1Im[∆k]
(ω2 − q2Re[∆k])2 + (Im[∆k])2q4 , (19)
a form consistent with earlier theory [22, 27]. A promis-
ing avenue to test the present theory is to use the form
(19), with Im[∆k(ω)] and Re[∆k(ω)] treated as unknown
functions, to fit scattering data. Using equations (12)
and (13), one can then obtain from ∆k(ω) the scattering
length `s and phonon speed ν.
The inelastic dynamic structure factor Sin is not usu-
ally fitted to the form (19), but instead to a damped
harmonic oscillator form
Sin(q, ω) ∝ kBT q
2Γ(q)
(ω2 − Ω2(q))2 + ω2Γ2(q) . (20)
In this expression, Ω(q) is the resonant frequency, and
Γ(q) is the full-width-half-maximum of the peak, known
as the sound attentuation parameter [2, 64, 65]. The
phase speed of the resonant mode is νres(q) = Ω(q)/q.
By evaluating νres at the resonant wavenumber Q =
2piΩ−1(ω), one obtains νres(ω). Similarly, we let Γ(ω) ≡
Γ(Q(ω)).
To compare with these fits, we can also define νres and
Γ in our theory (although in our theory these quantities
are not the natural ones to consider at large frequen-
cies). To do so, we note that when Im2[∆k] Re2[∆k],
9we can identify in (19) a resonant wavenumber Q =
ω/
√
Re[∆k(ω)]; equivalently, the resonant frequency Ω
satisfies
√
Re[∆k(Ω)] = Ω/Q, implying that the resonant
phase velocity is νres(ω) =
√
Re[∆k(ω)]. Its behaviour
is shown in Figure 6: there is a minimum at ω0, and a
very small increase up to ω∗, the same range where the
boson peak frequency is located.
The sound attenuation parameter Γ(ω) is the full-
width-half-maximum of the peak; in our theory this is
Γ(ω) = −Q2ω−1Im[∆k(ω)], (21)
plotted in Figure 10. We predict a transition from ω4 to
ω2 at ω0, with a jump that increases in magnitude as the
critical pressure is approached.
In experiments on vitreous silica, νres is observed to
have a minimum at the boson peak frequency, and Γ(ω)
is observed to transition from ω4 below the boson peak
frequency to ω2 above it [2, 3]. Our theory is fully con-
sistent with these results, if ωBP ≈ ω0. Below we will
argue that silica corresponds to δz = 0, e < 0 for which
this property is satisfied, as illustrated in Figure 1b.
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FIG. 10. Sound attenuation Γ(ω) as strain approaches its
critical value, at δz = 0.012.
The interpretation of Sin in terms of a resonant peak
is not appropriate as soon as the scattering length of
phonons is equal to half their wavelength. This defines
the Ioffe-Regel frequency ωIR at which piΓ = Ω [64]. We
predict
ωIR ≈
√
ω20 + ω
2∗/pi2 (22)
It has been suggested that the boson peak frequency is
equal to ωIR. As illustrated in Figure 1b, we find that
it depends on the microscopic structure of the glass. For
sphere packings e → ec (see below) and ωIR and ωBP
are predicted to differ. For silica and well-coordinated
covalent networks e < 0 and we predict ωIR ≈ ωBP , in
agreement with observations [2].
Above ωIR, modes no longer resemble plane waves.
This is apparent in Figure 6, which shows that ν 6= νres
above ωIR: the phase velocity of the total response is
not characterized at all by νres. Similarly, the scattering
length of the resonant wavenumber, `res(ω) = 2νresΓ
−1,
differs from `s above ωIR, as shown in Figure 7. The dif-
ference can be dramatic: we see that for ω ∼ 30ω∗, the to-
tal response persists for nearly 2 decades longer than the
contribution from the resonant wavenumber. These com-
ments underline the relevance of ν and `s as the physical
velocity and length scales in the entire frequency range
(below the localization transition).
VII. COMPARISON WITH SPECIFIC GLASSES
Our approach predicts that the vibrational properties
of amorphous solids depend on their excess-coordination
δz = z−zc and compressive strain e (keeping in mind that
the presence of weak interactions can be incorporated by
lowering the value of e). In the (δz, e) plane there is a
forbidden region where no mechanically stable glasses are
possible, represented in white in Fig. 2. Purely repulsive
particles such as elastic spheres and colloidal glasses must
lie in the red-blue region, which is stable despite e > 0. In
network glasses at small pressure, such as chalcogenides,
z−zc can be monitored by changing the valence, allowing
to explore the blue part of the phase diagram of Fig. 2.
In this case e < 0 due to the presence of weak Van der
Waals interactions that can stabilize the system even if
z − zc < 0. We shall recall below why silica corresponds
to δz = 0 and e < 0. We now discuss the consequence of
this classification in each case.
Repulsive short-range particles: In granular materials,
emulsions, and hard sphere colloidal glasses the particle
interaction is repulsive and short-range, implying that
e > 0. Thus these systems lie in the upper right corner
of the phase diagram of Fig. 2. Considerable attention
has been given in the “jamming” literature to the case of
frictionless spheres interacting via a finite range poten-
tial [33], because vibrational properties display critical
properties as compression vanishes. To some extent, this
scaling behavior can be experimentally observed [33], in
particular in emulsions (see e.g. [66]). Numerically, scal-
ing exponents can be extracted precisely, which enables
stringent testing of theories of elasticity and transport in
amorphous materials.
Here we consider particles interacting via a one-sided
harmonic potential (extension to other potentials, e.g.
Hertzian, is straightforward). The contact compression
is simply proportional to the increase of packing fraction
e ∝ φ− φc, where φc is the point at which pressure van-
ishes. Another useful system to consider can be made by
replacing particles by points, and contacts by harmonic
springs at rest [40]. This essentially removes the pre-
stress term in the expansion of δE, see Eq. (1), and cor-
responds to setting e = 0 in our formalism. It was found
previously that (i) the shear modulus satisfies µ ∼ δz
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independently of pre-stress [37, 51], and the prefactor of
this relation decreases as the compressive pre-stress in-
creases [67, 68]. (ii) δz ∼ √e [37]. (iii) The vibrational
spectrum displays one frequency scale ω∗ ∼ δz above
which D(ω) displays a plateau [38, 40]. This is true in-
dependent of the pre-stress, but with pre-stress D(ω) is
much larger for ω < ω∗ [40], and presents non-plane-
wave-like modes up to very small frequencies. (iv) The
diffusivity is essentially independent of frequency in pack-
ings, but presents a behaviour consistent with Rayleigh
scattering below ω∗ when pre-stress is removed [5, 6].
All these behaviours follow precisely our predictions,
if we suppose that packings lie very close to the stabil-
ity boundary in Figure 1a. Such marginal stability was
proposed in [40] to rationalize the structure of packings;
proposed explanations for this behaviour can be found
in [40, 41, 69]. Our prediction that µ does not vanish as
e → ec is thus important to understand why the shear
modulus of packings is finite and scales as ∼ δz. Most
importantly, being close to marginal stability, e ≈ ec, im-
plies that 0 ≈ ω0  ωBP  ω∗ ∼ δz, as illustrated in
Fig. 1. Since we predict that the diffusivity presents a
plateau above ω0, it must be independent of frequency
in marginally stable packings, as indeed observed– a key
support to our theory of transport. When no pre-stress is
present, our theory is consistent with the previous result
of [49] predicting a cross-over from Rayleigh scattering
to flat diffusivity at ω∗ ∼ δz.
Both to test our scaling predictions for ω0 vs e, and
to measure precisely how close sphere packings are from
an elastic instability, we construct 4000 bidisperse pack-
ings (size ratio = 1.4) of 2000 frictionless spheres using
the FIRE algorithm [70], at strains e0 = 10
−2, 10−3, and
10−4. From each packing, we then manually rescale all
contact forces by a factor 1 − x < 1 and compute the
resulting density of states Dx(ω), shown in Figure 11a.
If our packings were exactly at marginal stability with
strain e0 = ec, then we would have e(x) = ec(1− x), and
predict a frequency scale ω0 ∝ x1/2. However, this fre-
quency does not collapse our data. Instead, as shown in
Figures 11b,c,d, we find a satisfactory collapse of all the
data by assuming that packings are very close, but at a fi-
nite distance from an elastic instability, with e0/ec = 0.96
for all 3 pressures. We have also rescaled the vertical axis,
which collapses well the density of states in the regime
ω0 < ω  ω∗ as it should according to Eq.(4). The
companion paper [53] presents further evidence that the
distance to marginal stability in our packings is 4%, and
checks that this number is not system-size-dependent.
Finally, the theory further predicts that the slope of D(ω)
should be 2 in the intermediate regime ω0 < ω  ω∗, in-
dicated by the triangle in Figure 11a. We find reasonable
agreement with this prediction, but larger packings are
needed to test this definitively. Recent simulations [71]
of a related model found D(ω) ∼ ω1.5 when ωBP ≈ 0,
which is also compatible with our data, and with earlier
theory [30].
To test our prediction for µ(e/ec), equation (10), we
repeat the numerical experiment above, but in 2D. We
use 1000 bidisperse packings of 25600 disks, constructed
with FIRE, at strains from e0 = 10
−2 to 10−4. Rescaling
contact forces by a factor 1−x, we again explore a range
of e(x)/e0 from 0 to 1, and again we find e0/ec = 0.96.
The measured shear modulus µ is shown in Figure 12. In
agreement with theory, the data collapse when rescaled
by δz, and drop by a factor of 2 between e = 0 and e = ec.
These results are expected to persist at finite but low
temperature. A nice example are colloidal glasses, where
particles are hard spheres. In the glass phase, contacts
can be defined by considering those particles who collide
with each other on a time scale much smaller than the
relaxation time τα where the system is liquid, but much
larger than the typical collision time scale between two
neighbors [41, 42]. The contact strain is simply the mean
distance between two particles. In such glasses one in-
deed finds marginal stability with a boson peak frequency
ωBP  ω∗ [41].
One aspect of packing that we did not seek to capture
is that the bulk modulus remains finite as δz → 0. This
property is not a generic feature of weakly-coordinated
materials, as generically in random elastic networks the
bulk and shear modulus scale identically. However, this
point is well understood [35], and is due to the fact that
the geometry of packings is such that contact forces must
all be positive. This will thus be true when the potential
is strictly repulsive. To construct an effective medium
theory capturing this fact one could enforce that the bulk
modulus in Eq.(3) is constant. However, we expect that
this modification will mostly affect the speed of sound of
compressive waves below ω∗, and we leave this point for
further investigation.
Silica: Silica is the most common glass, with a very
large boson peak. It has been argued [35, 72] that this is
the case because silica is marginally connected [73]. In-
deed in this glass (or more generally aluminosilicates) the
forces within the tetrahedra SiO4 are much stronger than
the forces that act between them [74]: it is easier to rotate
two linked tetrahedra than to distort one tetrahedron4.
This suggests a model of such glass as an assembly of
linked tetrahedra loosely connected at corners: this is the
“rigid unit modes” (RUM) model [76]. Such a tetrahe-
dral network with completely flexible joints is marginally
connected [73]: on the one hand each tetrahedron has 6
degrees of freedom (3 rotations and 3 translations). On
the other hand, the 4 corners of a tetrahedron each bring
3 constraints shared by 2 tetrahedra, leading to 6 con-
straints per tetrahedron and thus δz = 0. Within our
approach, the RUM model corresponds to δz = 0, e = 0
and must thus have a flat density of states, and an infinite
boson peak amplitude, as is indeed observed numerically
[34].
4 For example the bending energy of Si-O-Si is roughly 10 times
smaller than the stretching of the contact Si-O [75].
11
10−3 10−2 10−1 100 101
100
101
102
103
104
ω
D
(ω
)
2
1
10−1 100 101 102 103
10−2
10−1
100
101
102
103
ω/ω0
D
(ω
/
ω
0
)
1
-e
/
e
c
10−1 100 101 102 103
10−2
102
ω/ω0
D
(ω
/
ω
0
)
1
-e
/
e
c
10−1 100 101 102 103 104
10−1
104
ω/ω0
D
(ω
/
ω
0
)
1
-e
/
e
c
a) b) c)
d)
FIG. 11. (a) D(ω) from numerical packings in 3D at e0 = 10
−3, whose contact forces have then been rescaled by a factor 1−x,
with x = 0, 0.025, 0.05, 0.1, 0.2, 0.4, 0.8 (black,cyan,red,green,purple,yellow); rescaled D(ω/ω0)/(1 − e(x)/ec) at (b) e0 = 10−3,
(c) e0 = 10
−2, (d) e0 = 10−4. In all cases we find collapse of the onset frequency ω0 by assuming e0/ec = 0.96. Note that the
original packing (black) has been omitted from the rescaled plots. The predicted slope in the intermediate regime, 2, is shown
in (a).
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as discussed in the main text, and compared to theoretical
prediction (solid). The shear modulus drops by a factor ≈ 2
from e = 0 to e = ec. The constant c = 0.11.
These predictions do not describe well the spectrum of
silica at low frequencies, where the weak interactions, in
particular the bending of the Si-O-Si bond and the Van
der Waals interactions cannot be neglected. These inter-
actions imply that e < 0. For this case, we predict that
the spectrum is characterized by one frequency scale only,
as ω0 ≈ ω∗ ≈ ωIR ≈ ωBP ∝
√−e, see Fig. 1 and Eq.
(6). Using the stiffness of the Si-O-Si bending interaction
obtained ab initio [75], and the molecular mass to form
a frequency, one obtains a crude estimate ω∗ ≈ 1.4THz.
Our predictions are in agreement with measurements of
the density of states in silica, which indeed present a
plateau above the boson peak frequency at about 1THz,
see e.g. [73]. Since the bending stiffness of Si-O-Si is
roughly 200 times smaller than the stretching stiffness of
the bond Si-O [75], we estimate ω∗ ≈ 1/
√
200 ∼ 0.07 in
our units, indicating e ≈ −(0.07/c2)2 ∼ −0.01. Concern-
ing transport, we predict that the Ioffe-Regel frequency
and the boson peak are nearly identical, in agreement
with experiments [2]. We predict that above this fre-
quency, the mode diffusivity displays a plateau. This pre-
diction enables to capture quantitatively the high tem-
perature behaviour of thermal conductivity of silica using
e = −0.007, as shown in Fig. 9.
These arguments apply equally to Germanium oxide.
However, in amorphous Germanium or Silicon, a tetra-
hedral structure is also formed, but the joint between
tetrahedra are not flexible at all. δz is thus large in these
systems, and our analysis thus predicts that the boson
peak should be small.
Covalent Networks: Network glasses are very conve-
nient to test our predictions. In chalcogenides, for ex-
ample, the connectedness can be changed continuously
by considering compounds of elements of different va-
lence, such as SexAsyGe1−x−y, whose valence is z =
2x+ 3y+ 4(1−x− y). In these systems, Phillips showed
that zc = 2.4. When δz < 0, Van der Waals interactions
stabilize these materials, and their relative amplitude can
be estimated from measurements of the dependence of
the shear modulus with coordination [43], from which
one gets the order of magnitude e ≈ −0.01.
The normalized boson peak amplitude, ABP , is the
maximum of the reduced density of states, D(ω)/DD(ω),
where DD(ω) is the Debye density of states. The reduced
density of states is plotted in Fig. 14 for e = −0.01, show-
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FIG. 14. Reduced density of states D(ω)/DD(ω) for e =
−0.01 at indicated values of δz, where DD ∼ ω2 is the Debye
density of states.
ing a non-monotonic dependence of ABP on δz: it has a
maximum at δz = 0. This is consistent with simulations
on elastic networks [43].
For well-coordinated glasses with δz > 0 (lower right
part of our phase diagram), our predictions are as as fol-
lows. The spectrum is characterized by one frequency
scale only, very much like for silica. This frequency
scale increases with coordination, such that very well-
coordinated glasses have a small boson peak located at
high frequency– e.g. amorphous silicon, see discussion
above. Above this frequency, the mode diffusivity is flat.
For under-coordinated glasses with δz < 0, if e = 0 ef-
fective medium predicts that the density of states present
zero modes [50, 60] and a gap up to a frequency ω∗ ∼ −δz
[50]. In this regime, our EMT equations (B.4) apply, and
can be solved numerically; the resulting D(ω) is shown
in Fig. 13, and in reduced form in Fig. 14. However,
note that the asymptotic solution derived in Appendix B
does not apply; the relevant asymptotic solution will be
discussed elsewhere.
When e < 0, floppy modes get a finite frequency of
order
√|e|, so that the gap is present at intermediate
frequencies only for δz < −√|e|. In the phase diagram
of Fig. 2, this occurs to the left of the red line. When
δz > −√|e|, no gap is present. The modes above ω∗ are
predicted to have a flat diffusivity.
VIII. DISCUSSION AND CONCLUSION
Many approaches to understanding the boson peak de-
scribe how an elastic instability is reached as a parameter
is changed. Some features of vibrational properties are
expected to be universal near such an instability, inde-
pendent of the realism of the model [13, 14]. For example,
several predictions of Schirmacher, where the control pa-
rameter is the amplitude of disorder [22, 27], are similar
to ours, including the transition of sound dispersion Γ(ω)
from ω4 to ω2, and a shear modulus that drops by a fac-
tor of 2 as the instability is approached [77], in broad
agreement with experiments and simulations.
However, universality implies that such successes do
not guarantee that the key structural aspects controlling
the boson peak have been correctly identified. Several
approaches propose to classify the vibrational properties
of glasses by their amount of structural disorder. As dis-
cussed above, this classification cannot capture the sim-
ilarity in the boson peak, in some glasses, to the bo-
son peak in their crystalline counterparts. In that re-
gard, observing that a dip in the speed of sound occurs
at the boson peak frequency, as was done numerically
in a Lennard-Jones glass [28], is not a strong support
that fluctuations in the shear modulus are responsible
for the peak. Predicting how the latter evolves as a pa-
rameter (such as density) may be more appropriate to
distinguish theories, as was done in a Lennard-Jones in
[55]. Likewise, observed correlations between the boson
peak amplitude and the presence of large scale elastic
heterogeneites do not imply that vibrational anomalies
are caused by large fluctuations in the structure. In a
companion paper we show that the length scale lc be-
yond which continuum elasticity breaks down, and at
which fluctuations in elastic response are large, follows
lc ∼ 1/√ω0 [53]. A fundamental point is that in our
model, this length scale does not enter in the static struc-
ture of the glass, but only in its response.
We argue that with two parameters, the connectedness
z and the parameter e that includes compression and
the relative strength of weak interactions, specific non-
trivial predictions can be made, for example on the rela-
tionship between different characteristic frequency scales.
This approach captures both the qualitative features of
sound dispersion near the boson peak, as well as the fact
that the latter is similar in some glasses and in their
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corresponding crystals. We hope that our phase dia-
gram, aimed at characterizing emulsions, colloidal glasses
(where several experimental measurements of the vibra-
tional spectrum and microscopic structure support our
views [66, 78, 79]), and covalent glasses will be a conve-
nient starting point to classify a broader class of amor-
phous solids. Our predictions on network glasses could be
tested experimentally by changing the microscopic struc-
ture in a systematic way (e.g. by monitoring the valence
in chalcogenides and measuring transport properties).
One essential result concerns transport. We predict
that the mode diffusivity becomes frequency-independent
independent of the glass, above the frequency scale ω0
where the density of states departs from Debye behav-
ior, in agreement with numerical observations in sphere
packings [5, 6]. For silica or well-coordinated covalent
glasses (for which ω0 ≈ ω∗), this fact results from a can-
cellation: above ω∗ the modes’ characteristic velocity in-
creases as ν(ω) ∼ √ω whereas their length scale decreases
as ls(ω) ∼ 1/
√
ω, such that d(ω) ∼ `(ω)ν(ω) ∼ ω0. This
prediction could be tested empirically by extracting the
frequency-dependence of ls(ω) and ν(ω) from scattering
data, as discussed above.
Concerning the evolution of the shear modulus µ near
an elastic instability, we find that the elastic moduli do
not vanish, but only drop by a factor of 2 at instability.
Our results are supported by packings of spheres at low
pressure, which are close to an elastic instability, but
where µ only mildly depends on pre-stress, as discussed
above. Note that the factor 2 that bounds the evolution
of µ only holds at fixed connectedness z, and can be larger
if system is allowed to change coordination as well. It
remains to be seen if the proximity of an elastic instability
is the main cause for the evolution of µ with temperature
in fragile liquids.
Appendix A: EMT
The quadratic energy expansion δE =
∑
α δEα =〈δR|M|δR〉 defines the dynamical matrix
M =
∑
α
[
kαnα⊗nα − fα
σα
(δˆ − nα⊗nα)
]
Pα, (A.1)
where nα is a unit vector along the bond α, δˆ is the
unit tensor, and fα is the force in the contact α. Here
Pα = 12 (|i〉−|j〉)(〈i|−〈j|) is a projection operator for the
contact α [44]. The Green’s function is G(ω) =
(M −
mω2
)−1
.
To obtain the disorder-averaged Green’s function G,
we first write kα = k
‖ + (kα − k‖), where k‖ is an ef-
fective spring constant, and likewise fα/σα = ek
⊥ +
e(kα − k⊥). The effective and fluctuating contributions
in M = M + δM are collected into M, and δM,
respectively. M is constructed from M by making
replacements kα → k‖ and fα/σα → k⊥e, and simi-
larly for δM. The Green’s function can then be writ-
ten as G = G + GT G, where G = (M − mω2)−1
is the effective Green’s function, and T is known as
the transfer matrix. The transfer matrix is written as
T = −δM(1 + GδM)−1 = −δM∑n≥0(−GδM)n.
Since P is a local operator, T can efficiently be organized
by its contributions from increasing numbers of contacts,
viz.,
T =
∑
α
T α +
∑
α
∑
β 6=α
T αGT β + . . . (A.2)
We find that
T α = Pα
[
k‖ − kα
1− (k‖ − kα)G‖nα⊗nα
− ek
⊥ − ekα
1 + (ek⊥ − ekα)G⊥
(
δˆ − nα⊗nα
)]
, (A.3)
where G‖ and G⊥ are the longitudinal and transverse
components of the Green’s function on a bond, which
can be written in terms of 〈α| ≡ 〈i| − 〈j| as
G‖ = 2nα · 〈α|G|α〉 · nα
G⊥ = 2tr(〈α|G|α〉)−G‖, (A.4)
where tr is trace. By isotropy and homogeneity of the
effective lattice, G‖ and G⊥ are independent of α. To
obtain G, we should choose effective constants such that
T = 0. In EMT this is approximated by T α = 0.5 This
requires
0 =
k‖ − kα
1− (k‖ − kα)G‖ =
ek⊥ − ekα
1 + (ek⊥ − ekα)G⊥ . (A.5)
As discussed in the main text, random dilution of the
lattice is modelled by setting kα = k0 with probability
P = z/z0 and kα = 0 with probability 1 − z/z0. This
leads to EMT equations
G‖ =
k‖ − P
k‖(k‖ − 1) , (A.6)
G⊥ = − k
⊥ − P
ek⊥(k⊥ − 1) , (A.7)
where we have taken units such that the bare spring con-
stant k0 = 1. Using the identity δˆ = 〈i|G(M−mω2)|i〉
and homogeneity and isotropy of the lattice [44, 49], one
can derive an exact identity
z0
2d
(
G‖k‖ − eG⊥k⊥) = (1 + mω2
d
tr(G(0, ω))
)
. (A.8)
5 The leading error is a correlation of the form T α ⊗ T α2〈α|G|β〉3
[44].
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For simplicity, we will neglect the difference between the
longitudinal and transverse speed of sound, the conse-
quences of which are discussed in the conclusion. Then,
restoring isotropy by averaging (2) over orientation of the
lattice with respect to the laboratory frame, this assump-
tion implies
G‖ = G⊥ =
2d
z0
1
k‖ − ek⊥
(
1 +
mω2
d
tr(G(0, ω))
)
,
(A.9)
where G is the disorder-averaged Green’s function.
Appendix B: Asymptotic solution
Here we derive the asymptotic solution for k‖ and k⊥
when δz  1 and ω . δz. We expect that there is a
critical strain ec(δz) such that solutions fail to exist for
e > ec(δz), so it is natural to look for solutions in the
variables δz and e′ = e/ec(δz).
When e = 0, previous work [49] shows that k‖ ∼ δz,
so we look for a solution
k‖ = k‖0δz + k
‖
1(δz)
γ + . . . (B.1)
k⊥ = k⊥0 (δz)
α + k⊥1 (δz)
β + . . . (B.2)
ec = e1(δz)
η + e2(δz)
ζ + . . . (B.3)
We also rescale ω = δz ω′. When δz  1, the transverse
stiffness ek⊥ should be much smaller than the normal
stiffness, so α+ η > 1. In fact, simulations indicate that
α+ η = 2. We assume this in what follows, and derive it
at the end of this section.
In d = 3 the EMT equations are
G‖ =
k‖ − z/z0
k‖(k‖ − 1) , G
⊥ = − k
⊥ − z/z0
ek⊥(k⊥ − 1) ,
G‖ = G⊥ =
6
z0∆k
[
1 +
A1ω
2
∆k
− A1ω
3
Λ(∆k)3/2
atanh(Λ
√
∆k/ω)
]
, (B.4)
where ∆k = k‖ − ek⊥, Λ is a Debye cutoff, and A1 =
Λz0/(6pi
2). With the above scalings,
√
∆k/ω ∼ 1/√δz
so atanh can be expanded around infinity, giving
z0
6
∆kG‖ − 1 = A1ω
2
∆k
+
iA2ω
3
(∆k)3/2
+O(δz2)
= δzA1
(ω′)2
k
‖
0
− δzγA1 (ω
′)2k‖1
(k
‖
0)
2
+ iA2δz
3/2 (ω
′)3
(k
‖
0)
3/2
+ . . .
(B.5)
with A2 = piA1/(2Λ). This must be equated to
z0
6
∆kG‖ − 1 = δz
(
−ak‖0 −
e1e
′k⊥0
k
‖
0
+
1
2d
)
+ δzγk
‖
1
(
−a+ e1e
′k⊥0
(k
‖
0)
2
)
+ . . . ,
(B.6)
with a = z0/(2d)−1, assuming β−α > γ−1 and ζ−η >
γ − 1, verified below. The O(δz) equation gives
k
‖
0 = C1ω
′
∗ ± C1
√
(ω′0)2 − (ω′)2, (B.7)
with C1 =
√
A1/a, ω
′
∗ = 1/(4daC1), and ω
′
0(e
′) =
ω′∗
√
1− 16ad2e1e′k⊥0 . The next order must be γ = 3/2,
giving
k
‖
1 =
∓iC2(ω′)3√
(ω′0)2 − (ω′)2
√
ω′∗ ±
√
(ω′0)2 − (ω′)2
, (B.8)
with C2 = A2/(2aC
3/2
1 ). The transverse term is
z0
6
∆kG⊥ =
z0
6
(
1− k
‖
ek⊥
)
k⊥ − z/z0
k⊥ − 1 (B.9)
To match with the above, the RHS must be 1 + O(δz).
This implies α = 0, η = 2, and k⊥0 = 2d/z0. We find
z0
6
∆kG⊥ =
z0
6
(
δz − k
‖
0
e1e′k⊥0
)
2d/z0 − δzβ−1k⊥1
2da/z0
+ . . . ,
implying β = 1 and k⊥1 = 1/z0 + ae1k
‖
0/(1 + a)
3. Hence
we have
∆k = δzk
‖
0 + δz
3/2k
‖
1 +O(δz
2) (B.10)
The density of states is
D(ω) = (2ω/pi) Im[tr[G(0, ω)]]
=
z0
piω
Im[∆kG‖] (B.11)
In order to have a non-negative density of states D(ω) as
ω → 0, we must have Im[k‖1 ] < 0 as ω → 0, indicating
that we must take the positive root in (B.7). Finally,
to determine e1, we must use the fact that ec(δz) cor-
responds to the critical pressure. Instability is signalled
by movement of an eigenvalue λ = ω2 to negative values,
hence as ω → 0, D(λ) = D(ω)/(2ω) → 0 at the criti-
cal pressure e′ = 1, and D(λ) > 0 when e′ > 1. This
leads to Im[1/k
‖
0(0)] = 0, to order O(δz). This implies
ω′0(e
′ = 1) = 0, or e1 = z0/(4a(2d)3). It can be seen that
the O(δz3/2) term does not require a corresponding term
in ec, verifying that ζ > η+γ− 1 = 5/2, assumed above.
Rewriting frequencies in unscaled variables, ω = δzω′,
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and keeping only the leading terms for D(ω), these ex-
pressions then reproduce what is given in the main text in
equation (4), with c1 = (4daC1)
−1 and c2 = c1/
√
e1. It is
notable that these first terms in an asymptotic solution,
which reproduces all of the scaling behaviour discussed in
the main text, only used the ω = 0 and singular parts of
the Green’s function (3); this partially justifies the simple
continuum expression used.
In this derivation, we assumed α+ η = 2. To see why
this must be true, consider (B.1) but with
1. Case 1: α+ η = 1
From the expansion of atanh, we will again have
(z0/6)∆kG
‖ − 1 ∼ δz. But
(z0/6)∆kG
‖ − 1 = −e1e′k⊥0 /k‖0 +O(δz)
+O(δzγ−1) +O(δzβ−α), (B.12)
so that equating these will lead to e1k
⊥
0 = 0. Hence
α+ η = 1 is the wrong scaling. The same argument also
excludes α+ η < 1.
2. Case 2: α+ η > 1
For a general α+η > 1, we will have (z0/6)∆kG
‖−1 ∼
δz, and equation (B.9) still holds, implying that α = 0
and k⊥0 = 2d/z0. Then
∆kG⊥ ∼
(
δz − δz2−η k
‖
0
e1e′k⊥0
)(
2d/z0 − δzβ−1k⊥1
)
.
Since η > 1, the leading terms are O(δz2−η) and
O(δz1+β−η), which must beO(1) to match with the other
equations. If η = 2, we’re done, so consider β = η − 1.
The leading terms are then O(δz2−η) and O(δz0). If
these are not equal, the system is overdetermined, so
η = 2.
Appendix C: Diffusivity
Energy diffusivity d(ω) can be calculated with the
Kubo-Greenwood formula for the thermal conductivity
[5, 6]. For a finite system, this leads to
d(ω) =
pi
12m2ω2
∑
ω′ 6=ω
(ω + ω′)2
4ωω′
|Σωω′ |2δ˜(ω − ω′), (C.1)
where the sum is over eigenvalues ω′2 of M. Here the
vector heat-flux elements are
Σωω′ =
∑
i,j
(ri − rj)ψiω ·Mij ·ψjω′ , (C.2)
with ri the center of particle i, ψ
i
ω the (vector) eigenvec-
tor ofM associated to ω, and δ˜ is a smoothed δ-function,
whose width should be taken to zero at the end of the cal-
culation [5, 6]. We write the expression for M, equation
(A.1), asM = ∑αmαPα, where mα is the contribution
from contact α, a symmetric 3× 3 matrix. Then
Σωω′ =
1
2
∑
α
(ri − rj)
[
ψiω⊗ψjω′ −ψjω⊗ψiω′
]
: mα,
(C.3)
where ‘:’ indicates two tensor contractions, and α = 〈ij〉.
It is clear from this expression that Σωω′ is zero when
ω′ = ω, but the δ˜(ω − ω′) factor in (C.1) implies that
modes with any finite frequency difference do not con-
tribute to d(ω). Hence, in the thermodynamic limit, only
modes which are infinitesimally close in frequency can
contribute to d(ω). Making the replacement ri−rj = nα,
the squared magnitude of Σωω′ is
|Σωω′ |2 = 14
∑
α,β
nα ·nβ
[
ψiω⊗ψjω′ −ψjω⊗ψiω′
]
: mα
× [ψkω⊗ψ`ω′ −ψ`ω⊗ψkω′]† : m†β , (C.4)
where β = 〈k`〉, and † denotes complex conjugate. We
are interested in the disorder average of this quantity.
It was previously established in numerical simulations
that modes of close but unequal frequency are uncor-
related [5]. We can then obtain an EMT estimate of
|Σωω′ |2 using (i) the identity 〈ψjω⊗ψkω†〉 = −2Im[G(rj −
rk, ω)]ω/(3piND(ω)), and (ii) replacing G and mα by
their EMT values G and mα. Using the fact that G ∝ δˆ,
we find
|Σωω′ |2 ≈ 1
pi2N2
ω
D(ω)
ω′
D(ω′)
∑
α,β
nα ·nβ tr(mα ·mβ†)
×
[
IωikI
ω′
j` − Iωi`Iω
′
jk − IωjkIω
′
i` + I
ω
j`I
ω′
ik
]
, (C.5)
where Iωik = tr(Im[G(ri − rk, ω)]). It is now possible to
let ω → ω′. Then ∑ω′ δ˜(ω − ω′)→ 3ND(ω). We find
d(ω) ≈ (2pi)
−1
ND(ω)
∑
α,β
nα ·nβ tr(mα ·mβ†)
[
IωikI
ω
j` − Iωi`Iωjk
]
.
(C.6)
This has both ‘diagonal’ α = β and ‘off-diagonal’ α 6=
β contributions, denoted dd(ω) and dod(ω), respectively.
Using tr(mα ·mα†) = |k‖|2 + 2e2|k⊥|2 ≈ |∆k|2, we find
the diagonal contribution to be
dd(ω) ≈ |∆k(ω)|
2
2piND(ω)
∑
α
[
IωiiI
ω
jj − IωijIωji
]
(C.7)
The quantity in parentheses is
IωiiI
ω
jj − IωijIωji = (Iωii − Iωij)(Iωii + Iωji)
=
32
42
Im[G‖]Im
[
8
3
tr(G(0, ω)−G‖
]
(C.8)
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Using the asymptotic solution and keeping only leading
terms, we find
IωiiI
ω
jj − IωijIωji ≈ −
3
2
pi
2ω
Im[∆k]Re[G‖]
Re[∆k]
D(ω)
≈ −9pi
2ω
Im[∆k]
|∆k|2 D(ω) (C.9)
and hence
dd(ω) ≈ −9z
8
Im[∆k]
ω
. (C.10)
This can be written in terms of the macroscopic scales
introduced in the main text. For brevity we omit writing
the dependence on ω. Using
Re[∆k] = ν2
n2(n2 − 1)
(n2 + 1)2
(C.11)
−Im[∆k] = ν2 2n
3
(n2 + 1)2
, (C.12)
we find
dd(ω) ≈ C6`sν 4n
2
(n2 + 1)2
, (C.13)
with C6 = 9z/(16z0). The off-diagonal contribution is
more involved; here we look only for the dominant terms.
Summing over contacts in (C.6), the only terms which
survive are those which are symmetric both in i and j,
and in k and `; i.e., the orientation of the contacts α and
β does not matter. By gradient expansion, the leading
term involves the factor
IωikI
ω
j` − Iωi`Iωjk = nα · ∇Iωiknβ · ∇Iωik + . . . (C.14)
The Green’s function needed for Iωik is taken from its
asymptotic large rik behaviour, equation (11). Since
this depends only on r, we find, using tr(mα ·mβ†) =
|∆k|2(nα · nβ)2 +O(δz3),
dod(ω) ≈ (2pi)
−1|∆k|2
ND(ω)
∑
α,β
(nα ·nβ)3nα · rˆik nβ · rˆik
[
∂Iωik
∂rik
]2
(C.15)
Assuming contact orientations are uncorrelated with rik,
this is
dod(ω) ≈ (2pi)
−1|∆k|2
V ND(ω)
(∫ ∞
1
dr r2
[
∂Iωr
∂r
]2)
×
(∫ 4pi
0
dΩ rˆ⊗rˆ
)
:
∑
α,β
nα⊗nβ(nα ·nβ)3,
(C.16)
where V is the domain volume, and we integrate from
r = 1. Now we use∫ 4pi
0
dΩ rˆ⊗rˆ = 4pi
3
δˆ (C.17)
and, for an isotropic material,
∑
α,β
(nα ·nβ)4 =
[
Nz
2
]2
1
pi
∫ pi
0
cos4(θ)dθ =
3N2z2
32
.
(C.18)
Using (11), the nontrivial integral is
∫ ∞
1
dr r2
[
∂Iωr
∂r
]2
= 9C25
∫ ∞
1
dr r2 Im2
[
1
r∆k
(
g(ω)− 1
r
)
eg(ω)r
]
,
(C.19)
with g(ω) = iω/ν(ω) − 1/`s(ω). Expanding Im2, only
one term does not have rapid oscillations. Keeping only
leading terms, we finally find
∫ ∞
1
dr r2
[
∂Iωr
∂r
]2
≈ 9C
2
5
8|∆k|2 |g(ω)|
2`s (C.20)
and hence
dod(ω) ≈ 9C
2
5ρz
2
128
ω2`s
ν2D(ω)
(
1 +
1
n2
)
. (C.21)
The density of states can be written
D(ω) =
12A1
pi2
1
`sν
[
pi +
n2 − 1
Λ`s
]
, (C.22)
so that
dod(ω) ≈ C7`sν
(
1 +
piΛ`s − 1
n2
)−1(
1 +
1
n2
)
, (C.23)
with C7 = 3pi
2ΛC25ρz
2/(A12
9). Assembling results into
d(ω) ≈ dd(ω) + dod(ω), we reproduce (16) in the main
text. We have assumed that (i) modes of unequal fre-
quency are uncorrelated, (ii) the disorder average of a
product (in particular, of G and mˆα) is equal to the
product of their effective medium expressions, and (iii)
we have kept only leading terms in δz.
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