Constrained nonlinear optimization problems are well known as very difficult problems. In this paper, we present a new algorithm for solving such problems. Our proposed algorithm combines the Branch-and-Bound algorithm and Lipschitz constant to limit the search area effectively; this is essential for solving constrained nonlinear optimization problems. We obtain a more appropriate Lipschitz constant by applying the formula manipulation system of each divided area. Therefore, we obtain a better approximate solution without using a lot of searching points. The efficiency of our proposed algorithm has been shown by the results of some numerical experiments.
Introduction
Many real world problems can be formulated in mathematical programming problems, i.e., problems in which an objective function that depends on a number of decision variables has to be optimized subject to a set of constraints [1] . Therefore, methods for solving such problems are of great importance. However, it is very generally difficult to solve a constrained nonlinear optimization problem (hereafter called NLP) and to find its feasible region.
A method that uses the Lipschitz condition (Lipschitz constant) has been proposed for solving nonlinear optimization problems [2] [3] [4] [5] [6] [7] . It is assumed to be difficult to apply this method to multi-dimensional optimization problems because of the curse of the dimension. We have already proposed an effective method for solving the NLP [1, 8, 9] . This method uses the Branch-and-Bound algorithm and the Lipschitz condition, and it guarantees that the obtained solution is optimal.
This paper presents a new algorithm for solving the NLP; the efficiency of this algorithm is improved by using formula manipulation of the objective function and constrained functions.
In this paper, we report that the calculation frequency to obtain a good approximate solution to the NLP has been greatly reduced by using our proposed Lipschitz algorithm.
Outline of Lipschitz Algorithm

Formulation of the NLP
We consider the following nonlinear optimization problem (P):
where the feasible region S is a compact body, i.e., S is a nonempty, bounded subset of equals to the closure of its interior, the boundary of S has an n-dimensional Lebesgue measure equals to zero, and the objective function f is a continuous real-valued function defined on S. n R We assume that f is a Lipschitz function with Lipschitz constant K, i.e., f satisfies the Lipschitz condition:
where  is the Euclidean norm on .
, and let x  be an optimal solution so that
 . Let us express the NLP described above in slightly greater detail. We can formulate the constrained NLP without loss of generality as follows:
where
In this formulation, we assume that functions   
and Lipschitzian. In the case of an equality condition, we reduce it into two equivalent inequality conditions as follows. The rewritten forms of are and .
Some Definitions and the Basic Theorem of the Lipschitz Algorithm
In this section, we describe the notations, some definitions, and the basic theorem of the Lipschitz algorithm. Definition 1 (The Lipschitz constant )
 
Lip f If there exists some constant for the function 0
the function f is said to satisfy the Lipschitz condition. The lower bound of K satisfying the above condition for some function f is called the Lipschitz constant Lip(f) of the function f.
We treated solutions of the given constrained NLP as an optimal searching using a type of Branch-and-Bound algorithm [10] [11] [12] [13] . Thus, we seek some points that maximize an objective function   f x in the feasible region , where
We define the constraint set S and the n-dimensional interval I as follows:
.
In order to reduce the searching area and improve the efficiency of searching optimal points in the feasible set , the searching algorithm utilizes Lipschitz constants of the objective function The maximum radius (see Figure 1 ) of the divided area at the k-th iteration is defined as the radius of the circumscribed sphere of the divided area, i.e., where . 
holds and then,
Combining Equations (10) and (11), we then obtain the following inequality:
When solving a constrained nonlinear optimization problem, it is practically difficult to effectively handle the feasible region:
in which the search should be performed. In order to overcome this difficulty, our approach makes use of a region comprising n-dimensional rectangles, the union of which covers , as shown in Figure  1 for the case of n = 2. Instead of the actual feasible set 
and hold.
  lim k k     In this context, at the k-th iteration, the sub area:
may be excluded from the search space. In order to prevent this discrepancy, irrespective of whether or not the point is satisfied, following the inequality:
the criterion is used for determining if sub area   k i P  should be excluded from further searching.
Satisfying Equation (15) implies that sub area   k i P  does not satisfy and therefore it cannot belong to the feasible set. Equation (15) is a sufficient condition for .
U For any k , the sub area that does not satisfy both Equations, (8) and (15), at the k-th iteration,
holds and is the outer covering for
is the possible set of solutions for our nonlinear optimization problem (P). 
Our Proposed Algorithm
Our new algorithm that updates the Lipschitz constant in each step is given as follows:
Step 1. Initialization phase.
Step 2. Bisect n-dimensional interval . I
Step 3. Check if  
then, discard every non-satisfying and put the remaining
Step 4. Compute Step 5. Calculate the tentative solutions such that
Step 6. Obtain k M : maximum radius of divided area for this iteration.
Step 7. Check convergence criterion:
if it is satisfied, terminate the iterations and use the tentative solution as the optimum solution.
Step 8. Refine the search space by eliminating every
Step 9. Calculate the Lipschitz constant by using formula manipulation considering the result of area judgment in Step 8. Then, return to Step 2.
Experimental Results
In this chapter, the results of two numerical experiments of our proposed algorithm are shown.
The following is a well-known test function called the six-hump camel back function [14] .
[
Test Function #1]
Objective function: In our computer experiments, we transformed equation (17) and solved it as a maximization problem. We set the following four stopping criteria on our proposed algorithm (using variable Lipschitz constant). Therefore, this algorithm stops when it fills one of these four rules. Table 1 shows the comparison of the calculation efficiency by the difference between the fixed Lipschitz constant and the changeable Lipschitz constant. This algorithm was coded with Visual C++ (Version 6) ® , and the computer experiments were executed on a personal computer equipped with an Intel Pentium IV ® 2 GHz processor.
Test Function #2]
Objective function:
Maximize exp cos 2( ) ,
Our proposed algorithm for test function #2 was tested under two conditions: 1) Lipschitz constant is fixed at the initial value, and 2) Lipschitz constant is recalculated according to the different regions.
This experiment examines if Equation (2) described above remains effective despite repeated calculations of the Lipschitz constant.
This numerical experiment was coded in Visual C++ (Version 6) ® and executed on a personal computer equipped with an Intel Pentium III ® 450 MHz processor. In this case, ε in Step 7 of the algorithm was set at 10 -6 . This is done in order to determine if the optimal value of the test function #2 exists in the intersection of the lighter colored part in Figure 4 and shaded area in Figure 5 . Figures 6-8 show the branch-and-bound process of the algorithm without changing the Lipschitz constant. The shaded area expresses the divided area left by the k-th iteration. These figures show that the divided area converges to an optimal solution in the feasible region. The solution obtained by this algorithm is (x,y) = (0.68438, -0.72912).
The comparison between the results with and without changing the Lipschitz constant is shown in Table 2 . It shows that the method, in which the Lipschitz constant is changed in each iteration, reduces the search area and calculation time. Even if the Lipschitz constant is fixed, the same result is obtained. However, the closer the Lipschitz constant is to the optimal value, the more advantageous the execution of the branch-and-bound operation is. 
Conclusions
Through several computer experiments, we have determined that our proposed algorithm efficiently obtains approximate solutions to the global solution. The ine- quality in
Step 8 of the algorithm clearly shows that the branch-and-bound operation is difficult to use when the product of the Lipschitz constant and the maximum radius is large. However, the solution always converges to the optimal by Step 2. The cost to calculate the Lipschitz constant to obtain a better approximate solution at a little computing time is indispensable. It is the most important to decide the best timing that should calculate the Lipschitz constant for us to reduce all computing time necessary to obtain the final solution. At present, it is impossible to know the best timing for recalculation of the Lipschitz constant. The problem that has been left for the future is how to collect information about the objective function.
In order to improve the efficiency of our proposed algorithm, we will apply Dynamic Programming [15] to it in the near future.
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