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This paper focuses on the variable selections for semiparametric varying coefficient
partially linear models when the covariates in the parametric and nonparametric
components are all measured with errors. A bias-corrected variable selection procedure
is proposed by combining basis function approximations with shrinkage estimations.
With appropriate selection of the tuning parameters, the consistency of the variable
selection procedure and the oracle property of the regularized estimators are established.
A simulation study and a real data application are undertaken to evaluate the finite sample
performance of the proposed method.
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1. Introduction
Consider the following semiparametric varying coefficient partially linear model
Y = ZTβ + XT θ(U)+ , (1)
where β = (β1, . . . , βq)T is a q-dimensional vector of unknown parameters, θ(·) = (θ1(·), . . . , θp(·))T is a p-dimensional
vector of unknown functions, and  is the model error with E(|X, Z,U) = 0. In addition, to avoid the curse of
dimensionality, we assume that U is univariate that ranges over a nondegenerate compact interval. Without loss of
generality, it is assumed to be the unit interval [0, 1].
Model (1) has been studied by many authors recently. Li et al. [1] proposed a local least-squares method with a kernel
weight function. Zhang et al. [2] proposed an estimation procedure based on the local polynomial fitting method. Fan and
Huang [3] proposed a profile least-squares technique for estimating the parametric components and applied the generalized
likelihood ratio techniques to the testing problem for the nonparametric components. Based on the empirical likelihood
method, You and Zhou [4] studied the estimation of the parametric components, and Huang and Zhang [5] studied the
estimation of the nonparametric components. Li and Liang [6] adopted the SCAD variable selection procedure, proposed
by [7], to select important variables in the parametric components, and adopted the generalized likelihood ratio tests (GLRT)
to select important variables in the nonparametric components of model (1). Wang et al. [8] considered the model selection
for partially linear varying coefficient quantile regressionmodels mainly based on testing, and a L1 penalized procedure was
also briefly discussed.
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An essential assumption in their papers is that all data can be observed directly. However, measurement error data are
often encountered inmany fields, including engineering, economics, biomedical sciences and epidemiology. Simply ignoring
measurement errors, known as the naive method, will result in biased estimators. In this paper, we are concerned with the
situation that Y and U are errors free, while the covariates X and Z are both measured with additive errors. That is,Y = Z
Tβ + XT θ(U)+ ,
η = Z + ν,
ξ = X + υ,
(2)
where Z and X are unobserved latent covariates, η and ξ can be observed directly, and ν and υ are the measurement errors
with zero mean. In addition, we assume that ν and υ are independent of each other. Furthermore, we assume that the
measurement errors are all independent of (X, Z,U, ). Although this assumption is not the weakest possible condition, it
is imposed to facilitate the technical proofs, and it can be satisfied in many applications.
Model (2) is flexible enough to include a variety of existing models. For example, when θ(·) ≡ θ , model (2) becomes the
usual linear errors-in-variables model that was considered by [9–11]. When p = 1 and X ≡ 1 that can be observed directly,
model (2) becomes the partially linear errors-in-variable model that was considered by [12–14]. In addition, when β = 0,
model (2) becomes the varying coefficient model with measurement errors that was considered by [15,16]. Furthermore, if
β = 0 and X can be observed exactly, model (2) becomes the pure varying coefficientmodel thatwas considered by [17–21].
For the case that only Z is measured with errors and X can be measured directly, some methods have been developed
for estimating the regression coefficients in model (2). You and Chen [22] proposed a modified profile least-squares
estimator for the parametric components and a local polynomial estimator for the nonparametric components. Hu et al. [23]
considered the empirical likelihood inferences for model (2) under different assumptions on the measurement errors.
Zhao and Xue [24] studied the empirical likelihood inferences for model (2) with longitudinal data. In addition, Zhou
and Liang [25] considered the statistical inferences for model (2) when some auxiliary information is available. However,
the statistical inferences for such semiparametric varying coefficient partially linear models when the covariates in the
parametric components and the nonparametric components are all subject to measurement errors seem to be missing.
Taking this issue into account, in this paper, we consider the variable selections for the parametric components and
the nonparametric components in model (2). We propose a bias-corrected variable selection procedure for model (2)
based on basis function approximations and the group lasso penalty. Furthermore, with proper choice of the regularization
parameters, we show that this variable selection procedure is consistent, and the regularized estimators of the regression
coefficients have oracle property. Here, the oracle property means that the estimators of the nonparametric components
achieve the optimal convergence rate, and the estimators of the parametric components have the same asymptotic
distribution as that based on the correct submodel. This indicates that the penalized estimators work as well as if the subset
of true zero coefficients were already known.
Our method extends the group lasso variable selection procedure, proposed by [26,27] for parametric models, to such
semiparametric models with measurement errors. More specifically, our variable selection procedure offers the following
improvements. Firstly, our method can select significant variables in the parametric components and the nonparametric
components simultaneously. This is very different from the two-step variable selection procedure proposed by [6]. The
GLRT, that was used by [6] to select significant variables in the nonparametric components, poses great challenges. Because,
for each submodel, it is necessary to estimate the varying coefficient functions, and that will dramatically increase the
computational burden. Secondly, although the variable selection method, proposed by Zhao and Xue [28], can select
significant variables in the parametric components and the nonparametric components simultaneously, the data in their
paper did not include measurement errors. Their variable selection procedure cannot be used directly any more for such
models with measurement errors. Thirdly, we propose a new bias correction for the nonparametric components in our
regularized estimation procedure. Although You et al. [15] proposed a bias-corrected estimation for the nonparametric
components, their bias-correction scheme for the local polynomial estimation is not workable in our estimation procedure
based on the basis function expansions.
The rest of this paper is organized as follows. In Section 2, we first propose the bias-corrected variable selection
procedures. Then, we present some theoretical properties of this procedure, including the consistency of the variable
selection, and the oracle property of the regularized estimators. In Section 3, based on local quadratic approximations, we
propose an iterative algorithm for finding penalized estimators. In Section 4, some simulations and a real data application
are carried out to assess the performance of the proposed methods. In Section 5, we present a brief discussion of the results
and methods. The technical proofs of all asymptotic results are provided in the Appendix.
2. Variable selection via group lasso
In order to identify model (2), some restrictions are required on the measurement errors. In this paper, we assume that
the covariance matrix of ν and υ , sayΣνν andΣυυ respectively, are known. Otherwise, we can estimate them by repeatedly
measuring ν and υ as mentioned by Liang et al. [13], and the asymptotic results in this paper still hold, but the proofs need
slightmodification. Let B(u) = (B1(u), . . . , BL(u))T be B-spline basis functionswith the order ofM+1, where L = K+M+1,
and K is the number of interior knots. Then, when K is large enough, θk(u) can be approximated by
θk(u) ≈ B(u)Tγk, k = 1, . . . , p. (3)
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When X and Z are observable as well, suppose that we have a random sample (Yi, Xi, Zi,Ui), i = 1, . . . , n, from model
(1). Then, substituting (3) into model (1), we can get
Yi ≈ ZTi β +W Ti γ + i, i = 1, . . . , n, (4)
where Wi = Ip ⊗ B(Ui) · Xi, and γ = (γ T1 , . . . , γ Tp )T . Model (4) is a standard linear regression model, and note that each
function θk(·) inmodel (1) is characterized by γk inmodel (4). Thismotivates us to adopt the following group lasso penalized
least-squares function
n∑
i=1
{
Yi −W Ti γ − ZTi β
}2 + n p∑
k=1
λ1k‖γk‖H + n
q∑
l=1
λ2l|βl|,
where ‖γk‖H =
(
γ Tk Hγk
)1/2 and H = ∫ 10 B(u)B(u)Tdu.
However, Xi and Zi in model (2) cannot be observed exactly. If one ignores the measurement errors and replaces Xi and
Zi by ξi and ηi directly, one can show that the resulting regularized estimator is inconsistent. In addition, the bias correction
scheme for local polynomial estimationproposedby [15] is notworkable in our estimationprocedure based onbasis function
expansions. Next, we propose a new correction for our estimationmethod. DenoteΩ(u) = [Ip⊗B(u)]Συυ[Ip⊗B(u)]T , then,
a bias-corrected objective function can be defined as
Q (γ , β) =
n∑
i=1
{
Yi − W˜ Ti γ − ηTi β
}2 − n∑
i=1
γ TΩ(Ui)γ − nβTΣννβ + n
p∑
k=1
λ1k‖γk‖H + n
q∑
l=1
λ2l|βl|, (5)
where W˜i = Ip ⊗ B(Ui) · ξi. Let βˆ and γˆ = (γˆ T1 , . . . , γˆ Tp )T be the solutions by minimizing (5). Then, βˆ is the penalized
least-squares estimator of β , and the estimator of θk(u) can be obtained by θˆk(u) = B(u)T γˆk.
Remark 1. Here, the tuning parameters λ1k and λ2l are not necessarily the same for all γk and βl. Such a flexibility will
produce different amounts of shrinkage for different regression coefficients. Then an estimator with a better efficiency can
be obtained. With appropriate selection of the tuning parameters, we show theoretically that the proposed regularized
estimator for the parametric components has asymptotically normality. In fact, such a choice of tuning parameters, in some
sense, is the same rationale behind the adaptive group lasso (see [27]).
Next, we study the asymptotic properties of the regularized estimators. For convenience and simplicity, let θ0(·) be
the true value of θ(·), and corresponding true value of γ be denoted by γ0. Without loss of generality, we assume that
θk0(·) ≡ 0, k = d + 1, . . . , p, and θk0(·), k = 1, . . . , d are all nonzero components of θ0(·). Furthermore, we assume that
β0 be the true value of β , βl0 = 0, l = s + 1, . . . , q, and βl0, l = 1, . . . , s, are all nonzero components of β0. Here d and s
are assumed to be known. Then, the following theorem gives the consistency of the penalized least-squares estimators.
Theorem 1. Suppose that θ(·) is rth continuously differentiable on (0, 1), and the number of knots K = O(n1/(2r+1)). Then,
under the regularity conditions C1–C5 in the Appendix, we have that
(i) ‖βˆ − β0‖ = Op
(
n
−r
2r+1
)
,
(ii) ‖θˆk(·)− θk0(·)‖ = Op
(
n
−r
2r+1
)
, k = 1, . . . , p.
Theorem 1 implies that, by choosing proper tuning parameters, the resulting estimators are consistent. Furthermore,
under some conditions, we show that such consistent estimators must possess the sparsity property, which is stated as
follows.
Theorem 2. Suppose that the regularity conditions C1–C6 in the Appendix hold and the number of knots K = O(n1/(2r+1)). Then,
with probability tending to 1, βˆ and θˆ (u)must satisfy
(i) βˆl = 0, l = s+ 1, . . . , q,
(ii) θˆk(u) ≡ 0, k = d+ 1, . . . , p.
From Theorems 1 and 2, it is clear that, by choosing proper tuning parameters, our variable selection procedure is
consistent and the estimators for the nonparametric components achieve the optimal convergence rate as if the subset
of true zero coefficients were already known (see [29]). Next, we show that the estimators for nonzero coefficients in
the parametric components have the same asymptotic distribution as that based on the correct submodel. Let β∗ =
(β1, . . . , βs)
T , θ∗(u) = (θ1(u), . . . , θd(u))T , and β∗0 and θ∗0 (u) be the true values of β∗ and θ∗(u) respectively. Corresponding
covariates are denoted by Z∗ and X∗ respectively. In addition, let
Σ = E(Z∗Z∗T )− E{E(Z∗X∗T |U){E(X∗X∗T |U)}−1E(X∗Z∗T |U)}.
We assume thatΣ is an invertible matrix. The following theorem states the asymptotic normality of βˆ∗.
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Theorem 3. Suppose that the regularity conditions C1–C6 in the Appendix hold and the number of knots K = O(n1/(2r+1)). Then,
√
n(βˆ∗ − β∗) L−→ N(0, σ 2Σ−1),
where σ 2 = E(2), and L−→means the convergence in distribution.
Remark 2. Theorem 2 indicates that the proposed variable selection procedure can identify the true model consistently.
Theorems 1 and 3 indicate that the regularized estimators have the oracle property. That is, the estimators of the
nonparametric components achieve the optimal convergence rate, and the estimators of parametric components have the
same asymptotic distribution as that based on the correct submodel.
3. Issues in practical implementation
3.1. Computational algorithm
Many methods have been proposed for the computational algorithms of the lasso-type problems such as the shooting
algorithm (see [30]), the local quadratic approximation (see [7]), and the least angle regression (see [31]). For the purpose
of completeness and simplicity, this paper describes an easy implementation based on the idea of the local quadratic
approximation that is proposed by [7]. More specifically, in a neighborhood of a given non-zerow0, an approximation of the
penalty function at valuew0 can be given by
λ|w| ≈ λ|w0| + λ2|w0| (w
2 − w20).
Hence, for given the initial values β(0)l with |β(0)l | > 0, l = 1, . . . , q, and γ (0)k with ‖γ (0)k ‖H > 0, k = 1, . . . , p, we can obtain
λ2l|βl| ≈ λ2l|β(0)l | +
λ2l
2|β(0)l |
(
|βl|2 − |β(0)l |2
)
,
and
λ1k‖γk‖H ≈ λ1k‖γ (0)k ‖H +
λ1k
2‖γ (0)k ‖H
(
γ Tk Hγk − γ (0)Tk Hγ (0)k
)
.
Let
Σ(β(0)) = diag
{
λ21|β(0)1 |−1, . . . , λ2q|β(0)q |−1
}
,
and
Σ(γ (0)) = diag
{
λ11‖γ (0)1 ‖−1H H, . . . , λ1p‖γ (0)p ‖−1H H
}
.
As a consequence, except for a constant term, (5) becomes
Q (γ , β) ≈
n∑
i=1
{Yi − W˜ Ti γ − ηTi β}2 −
n∑
i=1
γ TΩ(Ui)γ − nβTΣvvβ + n2β
TΣ(β(0))β + n
2
γ TΣ(γ (0))γ . (6)
This is a quadratic form. Then, we obtain the following iterative algorithm.
Step 1. Initialize β(0) and γ (0).
Step 2. Set β(0) = β(k) and γ (0) = γ (k), solve β(k+1) and γ (k+1) by minimizing (6).
Step 3. Iterate Step 2 until convergence, and denote the final estimators of β and γ as βˆ and γˆ respectively.
In the initialization step, the initial estimators of β and γ do not affect the degree of sparsity of the solution and the
accuracy of the final estimator, but they will affect the speed of convergence of our iterative algorithm. In the following
simulations, we obtain an initial estimator using a bias-corrected ordinary least-squares method based on the first three
terms on the right-hand side of (5). The simulation results show that such a choice is workable.
3.2. Selection of tuning parameters
To implement this method, the number of interior knots K , and the tuning parameters λ1k’s and λ2l’s in the penalty
functions should be chosen. From our simulation studies in Section 4, we can see that the performance of the variable
selection for the parametric components does not depend sensitively on the choice of the number of interior knots (see
Table 1). Hence, we can use the similar cross-validation (CV) method to choose the tuning parameters as in [19] for pure
varying coefficient models. However, there are too many tuning parameters in our penalty functions, and the minimization
problem for the cross-validation score over a high dimensional space is very difficult. To overcome this difficulty, in practice,
we suggest taking the tuning parameters as
λ1k = λ/‖γˆ (0)k ‖H , λ2l = λ/|βˆ(0)l |, (7)
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Table 1
Variable selections for the parametric components with different numbers of interior knots by CLASSO, where K1 = b1.5K0c and K2 = bK0/1.5c.
K σ 2νν = σ 2υυ = 0.22 σ 2νν = σ 2υυ = 0.42 σ 2νν = σ 2υυ = 0.62
C I GMSE C I GMSE C I GMSE
K0 5.982 0 0.016 5.742 0 0.052 5.546 0.004 0.072
K1 5.976 0 0.019 5.741 0 0.057 5.544 0.006 0.076
K2 5.978 0 0.017 5.739 0 0.058 5.541 0.006 0.078
where γˆ (0)k and βˆ
(0)
l are initial estimators of γk and βl respectively. In fact, such a choice of tuning parameters, in some
sense, is the same rationale behind the adaptive lasso (see [32]). In addition, as long as the conditions nr/(2r+1)λ → 0 and
n2r/(2r+1)λ→∞ hold, one can verify that the conditions that are used in the asymptotic properties are satisfied. Then, we
can estimate λ and K by minimizing the following two-dimensional cross-validation score
CV (K , λ) =
n∑
i=1
{
Yi − W˜ Ti γˆ[i] − ηTi βˆ[i]
}2 − n∑
i=1
γ T[i]Ω(Ui)γ[i] −
n∑
i=1
βˆT[i]Σνν βˆ[i], (8)
where γˆ[i] and βˆ[i] are the solutions based on (6), with equally spaced knots, after deleting the ith subject.
Remark 3. We also can use any other appropriate selection method to select the tuning parameters such as GCV, AIC and
BIC. However, the definition of the degrees of freedom for the effective parameters in our variable selection procedure poses
great challenges. Then, it is inconvenient to use such selection criteria for our variable selection procedure. In addition, from
our simulation experience, we found that the CV method used in this paper works well.
4. Numerical results
4.1. Simulation studies
In this section, we conduct some Monte Carlo simulations to evaluate finite sample performances of the proposed
method. As in [6], the performance of estimator βˆ will be assessed by using the generalized mean square error (GMSE),
defined as
GMSE = (βˆ − β0)TE(ZZT )(βˆ − β0).
The performance of estimator θˆ (·)will be assessed by using the square root of average square errors (RASE)
RASE =
{
1
N
N∑
s=1
p∑
k=1
[
θˆk(us)− θk0(us)
]2}1/2
,
where us, s = 1, . . . ,N are the grid points at which the function θˆ (u) is evaluated. In our simulation, N = 200 is used.
We simulate data from model (2), where β = (β1, . . . , β10)T with β1 = 3.5, β2 = 2.4, β3 = 1.5 and β4 = 0.8, and
θ(u) = (θ1(u), . . . , θ10(u))T with θ1(u) = 7.5 + 0.1 exp(3u − 1), θ2(u) = 3 − cos(piu) and θ3(u) = 0.8 + u(1 − u). The
remaining coefficients, corresponding to the irrelevant variables, are given by zeros. To perform this simulation, we take the
covariates Zl ∼ N(1, 2.5), l = 1, . . . , 10, Xk ∼ N(1, 3.5), k = 1, . . . , 10, and U ∼ U(0, 1). Y is generated according to the
model, where  ∼ N(0, 0.5). Moreover, we assume that
η = Z + ν, ξ = X + υ,
with ν ∼ N(0, σ 2νν I10) and υ ∼ N(0, σ 2υυ I10), where I10 is a 10 × 10 identity matrix. We take σ 2νν = σ 2υυ = 0.22, 0.42 and
0.62 to represent different levels of measurement errors in our simulations. In the following simulations, we use the cubic
B-splines, and generate n = 300 subjects. In addition, we make 1000 simulation runs in each simulation study.
We first evaluate the sensitivity of the bias-corrected variable selection procedure, say CLASSO, for the parametric
components on the choice of the number of interior knots. To demonstrate this, the interior knots are taken equidistantly,
and the number of interior knots is fixed at K = K0, b1.5K0c, and bK0/1.5c respectively, where K0 is the number of interior
knots obtained by (8), and the tuning parameter λ is obtained by (8) for given K . The average number of the estimated zero
coefficients for the parametric components, with 1000 simulation runs, is reported in Table 1. In Table 1, the column labeled
‘‘C’’ gives the average number of coefficients, of the true zeros, correctly set to zero, and the column labeled ‘‘I’’ gives the
average number of the true nonzeros incorrectly set to zero. Furthermore, Table 1 also presents the median of GMSE over
the 1000 simulations.
From Table 1, we can see that the performance of the variable selection for the parametric components become
increasingly better in terms of model error and model complexity as the level of the measurement errors decreases in
each case. We also can see that, for the given level of measurement errors, the performance of the variable selection for
the parametric components does not depend sensitively on the choice of the number of interior knots.
Next, we compare the performance of the CLASSO variable selection procedure, proposed by this paper, with the naive
group lasso variable selection procedure, say NLASSO. The latter neglects the measurement errors, and uses the group
P. Zhao, L. Xue / Journal of Multivariate Analysis 101 (2010) 1872–1883 1877
Table 2
Variable selections for the parametric components with different methods.
Methods σ 2νν = σ 2υυ = 0.22 σ 2νν = σ 2υυ = 0.42 σ 2νν = σ 2υυ = 0.62
C I GMSE C I GMSE C I GMSE
CLASSO 5.982 0 0.016 5.742 0 0.052 5.546 0.004 0.072
NLASSO 5.968 0 0.020 5.050 0 0.162 4.365 0.003 0.269
Oracle 6 0 0.011 6 0 0.029 6 0 0.065
Table 3
Variable selections for the nonparametric components with different methods.
Methods σ 2νν = σ 2υυ = 0.22 σ 2νν = σ 2υυ = 0.42 σ 2νν = σ 2υυ = 0.62
C I RASE C I RASE C I RASE
CLASSO 6.927 0 0.024 6.726 0 0.041 6.525 0.006 0.095
NLASSO 6.758 0 0.089 5.408 0 0.192 4.436 0.002 0.340
Oracle 7 0 0.014 7 0 0.023 7 0 0.043
lasso variable selection procedure replacing Zi and Xi by ηi and ξi directly. The simulation results for the parametric and
nonparametric components are summarized in Tables 2 and 3 respectively. From Tables 2 and 3, we canmake the following
observations:
(i) The performances of both CLASSO andNLASSOprocedures becomebetter in terms ofmodel error andmodel complexity
as the level of measurement error decreases.
(ii) Both variable selection procedures perform very similarly when the level of measurement error is small. However,
when the level of measurement error is large, the performance of CLASSO is significantly better than that of NLASSO.
The latter cannot eliminate some unimportant variables and gives larger model errors. This implies that the estimators
based on the NLASSO procedure are biased.
(iii) In addition, as expected, the performance of the Oracle procedure is best in all cases in terms of model error.
Furthermore, the performance of CLASSO becomes increasingly closer to that based on the Oracle procedure as the
level of measurement error decreases.
4.2. Application to AIDS data
We now illustrate the variable selection procedure proposed in this paper through analysis of a data set from the Multi-
Center AIDS Cohort study. The dataset contains the human immunodeficiency virus (HIV) status of 283 homosexual men
whowere infectedwith HIV during a follow-up period between 1984 and 1991. This dataset has been used bymany authors
to illustrate varying coefficient models (see [17,19,33]) and semiparametric models (see [34,35]). The objective of the study
is to describe the trend of the mean CD4 percentage depletion over time and evaluate the effects of smoking, the pre-HIV
infection CD4 percentage, and age at HIV infection on the mean CD4 percentage after infection. Huang et al. [33] indicates
that, at significance level 0.05, neither smoking nor age has a significant impact on the mean CD4 percentage. In addition,
the preCD4 has a constant effect over time. This motivates us to use the model (1) for this dataset.
Let Y be the individual’s CD4 percentage, Z1 be the centered preCD4 percentage, Z2 = Z21 that represents the quadratic
effects of the centered preCD4 percentage, X1 be the centered age at HIV infection, and X2 = X21 that represents the quadratic
effects of the centered age. For the purpose of demonstration and simplicity, the possible effects of other available covariates
are omitted. Then, we consider the following model
Y = θ0(t)+ X1θ1(t)+ X2θ2(t)+ Z1β1 + Z2β2 + , (9)
where θ0(t), the baseline CD4 percentage, represents the mean CD4 percentage t years after the infection. Sometimes,
observations of the individual’s centered preCD4 percentage and centered age may contain measurement errors. Hence,
some repeated measurements are collected for each subject. Because many individuals missed some of their scheduled
visits and the HIV infections occurred randomly during the study, there were unequal numbers of replicates. We apply the
variable selection procedure, proposed by this paper, to model (9).
Our procedure identified two nonzero regression coefficients θ0(t) and β1. This indicates that age, and the quadratic
effects of age and preCD4 percentage have no significant impact on the mean CD4 percentage, which basically agrees
with what was discovered by [34]. In addition, the curve of the estimated baseline function is show in Fig. 1. From Fig. 1,
we find that the mean baseline CD4 percentage decreases very quickly at the beginning of HIV infection, and the rate of
decrease somewhat slows down four years after infection. This result is similar to what was discovered based on the varying
coefficient models by [17,33].
5. Conclusion and discussion
We have proposed a variable selection procedure for the semiparametric varying coefficient partially linear model when
the explanatory variables in the parametric and nonparametric components are subject tomeasurement errors. Ourmethod
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Fig. 1. Application to AIDS data. The regularized estimators for the mean CD4 percentage θ0(t), based on CLASSO.
extends the group lasso variable selection procedure to the semiparametric models. We have shown that the proposed
method is consistent in variable selections, and the estimators of the regression coefficients have oracle property. Simulation
studies indicate that the proposed method seems rather encouraging.
In this paper, although we assume that the covariates in the parametric and nonparametric components are all subject
to measurement errors, it is not essential. Our variable selection procedure can easily extend the case that only some of the
covariates are measured with errors, and the results in this paper still hold. However, the proofs of theoretical properties
need slight modification.
To conclude this article, we would like to discuss some interesting topics for future study. Firstly, in this paper, we
assume that the covariance matrix of measurement errors is known. However, it is usually unknown in many applications.
If the covariance matrix is unknown, the variable selection procedure proposed by this paper will not work any more
unless repeated measurements of the data are available. As a future research topic, it is interest to consider the variable
selection for the semiparametric varying coefficient partially linear errors-in-variables models when the covariance matrix
of measurement errors is unknown. Secondly, to avoid numerical instability, a threshold value is needed in the proposed
iterative algorithm, which will potentially affect the degree of sparsity of the solution as well as the speed of convergence of
our iterative algorithm. Then, how to give an optimal threshold value needs further investigation. In addition, how to extend
the group LARS algorithm, proposed by [26] for parametric models, to the semiparametric models withmeasurement errors
is another interesting topic of further research.
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Appendix. Proof of theorems
For convenience and simplicity, let C denote a positive constant that may be different at each appearance throughout
this paper. Before we prove our main theorems, we list some regularity conditions that are used in this paper.
C1. θ(u) is rth continuously differentiable on (0, 1), where r > 1/2.
C2. The density function of U , say f (u), is bounded away from 0 and infinity on [0, 1]. Furthermore, we assume that f (u) is
continuously differentiable on (0, 1).
C3. Let Ψ (u) = E{X∗Z∗T |U = u} and Φ(u) = E{X∗X∗T |U = u}. Then, Ψ (u) and Φ(u) are rth continuously differentiable
with respect to u. Furthermore, for given u,Φ(u) is a positive definite matrix, and the eigenvalues ofΦ(u) are bounded.
C4. Let c1, . . . , cK be the interior knots of [0, 1]. Furthermore, we let c0 = 0, cK+1 = 1, hi = ci − ci−1. Then, there exists a
constant C0 such that
max{hi}/min{hi} ≤ C0, max{|hi+1 − hi|} = o
(
K−1
)
.
C5. Let an = maxk,l{λ1k, λ2l : βl0 6= 0, γk0 6= 0}, then√nan → 0, as n→∞.
C6. Let bn = mink,l{λ1k, λ2l : βl0 = 0, γk0 = 0}, then√nbn →∞, as n→∞.
These conditions are commonly adopted in the nonparametric literature and variable selectionmethodology. Conditions
C1–C3 are similar to those used in [8,17,18]. Condition C4 implies that c0, . . . , cK+1 is a C0-quasi-uniform sequence of
partitions of [0, 1] (see [36], p. 216). Conditions C5 and C6 are assumptions on the penalty function, which are similar to
that used in [20,27].
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Proof of Theorem 1. Let δ = n−r/(2r+1), β = β0 + δα1, γ = γ0 + δα2 and α = (αT1 , αT2 )T . For part (i), we first show that,
for any given ε > 0, there exists a large constant C such that
P
{
inf‖α‖=C Q (γ , β) > Q (γ0, β0)
}
≥ 1− ε. (10)
Let∆(γ , β) = K−1{Q (γ , β)− Q (γ0, β0)}, then invoking βl0 = 0, l = s+ 1, . . . , q and γk0 = 0, k = d+ 1, . . . , p, we have
that
∆(γ , β) ≥ 1
K
n∑
i=1
{
(Yi − W˜ Ti γ − ηTi β)2 − (Yi − W˜ Ti γ0 − ηTi β0)2
}
× −1
K
n∑
i=1
{
(βTΣννβ − βT0Σννβ0)+ (γ TΩ(Ui)γ − γ T0 Ω(Ui)γ0)
}
+ n
K
s∑
l=1
{
λ2l|βl| − λ2l|βl0 |
}+ n
K
d∑
k=1
{
λ1k‖γk‖H − λ1k‖γk0‖H
}
≡ I1 + I2 + I3 + I4.
Then, a simple calculation yields
I1 = −2δK
n∑
i=1
(XTi R(Ui)+ i − ϕTi γ0 − νTi β0)(W Ti α2 + ZTi α1)+
−2δ
K
n∑
i=1
(XTi R(Ui)+ i)(ϕTi α2 + νTi α1)
+2δ
K
n∑
i=1
(ϕTi γ0 + νTi β0)(ϕTi α2 + νTi α1)+
δ2
K
n∑
i=1
(W Ti α2 + ϕTi α2 + ZTi α1 + νTi α1)2
≡ I11 + I12 + I13 + I14,
where R(u) = (R1(u), . . . , Rp(u))T , Rk(u) = θk0(u) − B(u)Tγk0, k = 1, . . . , p, and ϕi = Ip ⊗ B(Ui) · υi. From conditions C1,
C4 and Corollary 6.21 in [36], we get that
‖Rk(·)‖ = O(K−r). (11)
Then, invoking condition C3, a simple calculation yields
n∑
i=1
XTi R(Ui)(W
T
i α2 + ZTi α1) = Op(nK−r‖α‖). (12)
In addition, notice that E{i − ϕTi γ0 − νTi β0|Zi, Xi,Ui} = 0, we can prove that
1√
n
n∑
i=1
(i − ϕTi γ0 − νTi β0)(W Ti α2 + ZTi α1) = Op(‖α‖).
Taking this together with (12), it is easy to show that
I11 = Op(
√
nK−1δ)‖α‖ + Op(nK−1−rδ)‖α‖ = Op(‖α‖). (13)
Similarly, we can prove that I12 = Op(‖α‖), and
I13 = 2δK
n∑
i=1
αT2ϕiϕ
T
i γ0 +
2δ
K
n∑
i=1
αT1νiν
T
i β0 + op(‖α‖),
I14 = δ
2
K
n∑
i=1
(W Ti α2 + ZTi α1)2 +
δ2
K
n∑
i=1
(αT2ϕiϕ
T
i α2 + αT1νiνTi α1)+ op(‖α‖2).
In addition, note that
I2 = −2δK
n∑
i=1
(αT2Ω(Ui)γ0 + αT1Σννβ0)+
−δ2
K
n∑
i=1
(αT2Ω(Ui)α2 + αT1Σννα1).
Then, we have
I1 + I2 = δ
2
K
n∑
i=1
(W Ti α2 + ZTi α1)2 +
δ2
K
n∑
i=1
αT2 (ϕiϕ
T
i −Ω(Ui))α2 +
δ2
K
n∑
i=1
αT1 (νiν
T
i −Σνν)α1
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+ 2δ
K
n∑
i=1
αT2 (ϕiϕ
T
i −Ω(Ui))γ0 +
2δ
K
n∑
i=1
αT1 (νiν
T
i −Σνν)β0 + Op(‖α‖)+ op(‖α‖2)
≡ J1 + J2 + J3 + J4 + J5 + Op(‖α‖)+ op(‖α‖2).
Invoking E(ϕiϕTi − Ω(Ui)) = 0 and E(νiνTi − Σνν) = 0, with the same arguments as in the proof of (13), we have that
Js = Op(√nK−1δ2)‖α‖2 = op(‖α‖2), s = 2, 3, and Js = Op(√nK−1δ)‖α‖ = op(‖α‖), s = 4, 5. Furthermore, it is clear that
J1 = Op(nK−1δ2)‖α‖2 = Op(‖α‖2).
Hence, by choosing a sufficiently large C , J1 dominates the other terms of I1 + I2 uniformly in ‖α‖ = C . Next, we prove that
I3 and I4 are also dominated by J1. By a simple calculation, we get that
I3 ≤ snK−1δan‖α‖ = snr/(2r+1)an‖α‖.
Then, by condition C5, it is easy to show that I3 = op(‖α‖) which is dominated by J1 uniformly in ‖α‖ = C . With the same
argument, we can prove that I4 is also dominated by J1 uniformly in ‖α‖ = C . Hence, by choosing a sufficiently large C , (10)
holds. This implies, with probability at least 1 − ε, that there exists a local minimum in the ball {β0 + δα1 : ‖α1‖ ≤ C}.
Hence, there exists a local minimizer βˆ such that ‖βˆ − β0‖ = Op(δ), which completes the proof of part (i).
Next, we prove part (ii). Note that
‖θˆk(·)− θk0(·)‖2 =
∫ 1
0
{
θˆk(u)− θk0(u)
}2
du
=
∫ 1
0
{
B(u)T γˆk − B(u)Tγk0 + Rk0(u)
}2
du
≤ 2
∫ 1
0
{
B(u)T γˆk − B(u)Tγk0
}2
du+ 2
∫ 1
0
Rk0(u)2du
= 2(γˆk − γk0)TH(γˆk − γk0)+ 2
∫ 1
0
Rk0(u)2du.
With the same arguments as the proof of part (i), we can get that ‖γˆ − γ0‖ = Op(n−r/(2r+1)). Then, invoking ‖H‖ = O(1), a
simple calculation yields
(γˆk − γk0)TH(γˆk − γk0) = Op
(
n
−2r
2r+1
)
. (14)
In addition, it is easy to show that∫ 1
0
Rk0(u)2du = Op
(
n
−2r
2r+1
)
. (15)
Invoking (14) and (15), we complete the proof of part (ii). 
Proof of Theorem 2. We first prove part (i). By Theorem 1, it is sufficient to show that, for any γ that satisfies ‖γ − γ0‖ =
Op(n−r/(2r+1)), βl that satisfies |βl−βl0| = Op(n−r/(2r+1)), l = 1, . . . , s, and some small ε = Cn−r/(2r+1), when n→∞, with
probability tending to 1 we have
∂Q (γ , β)
∂βl
> 0, for 0 < βl < ε, l = s+ 1, . . . , q, (16)
and
∂Q (γ , β)
∂βl
< 0, for − ε < βl < 0, l = s+ 1, . . . , q. (17)
Thus, (16) and (17) imply that the minimizer of Q (γ , β) attains at βl = 0, l = s + 1, . . . , q. By a similar the proof of
Theorem 1, we have that
∂Q (γ , β)
∂βl
= −2
n∑
i=1
ηil(Yi − ηTi β − W˜ Ti γ )− 2nΣνν,lβ + nλ2lsgn(βl)
= −2
n∑
i=1
Zil(Yi − W˜ Ti γ − ZTi β − νTi β)− 2
n∑
i=1
νil(Yi − W˜ Ti γ − ZTi β)
P. Zhao, L. Xue / Journal of Multivariate Analysis 101 (2010) 1872–1883 1881
− 2
n∑
i=1
(νilν
T
i β −Σνν,lβ)+ nλ2lsgn(βl)
= nλ2l
{
sgn(βl)+ Op(λ−12l n−
r
2r+1 )
}
.
By condition C6 and λ2ln
r
2r+1 ≥ bnn r2r+1 → ∞, l = s + 1, . . . , q, we have that the sign of the derivation is completely
determined by the sign of βl, then (16) and (17) hold. This completes the proof of part (i).
Applying similar techniques as in the analysis of part (i) in this theorem, we have, with probability tending to 1, that
γˆk = 0, k = d + 1, . . . , p. Then, invoking supu ‖B(u)‖ = O(1), the result of this theorem is immediately achieved from
θˆk(u) = B(u)T γˆk. 
Lemma 1. Suppose that the regularity conditions C1–C6 in the Appendix hold and the number of knots K = O(n1/(2r+1)).
Then,
1
n
n∑
i=1
Z˘∗i Z˘
∗T
i
P−→ Σ,
where Z˘∗i = Z∗i − Ψ Tn Φ−1n W ∗i , Φn = n−1
∑n
i=1W
∗
i W
∗T
i , Ψn = n−1
∑n
i=1W
∗
i Z
∗T
i , and where
P−→means the convergence in
probability.
Proof. Let W∗ = (W ∗1 , . . . ,W ∗n )T , Z∗ = (Z∗1 , . . . , Z∗n )T and Z∗ = (Z∗ − Γn) + Γn ≡ ∆n + Γn, where Γn = (Ψ (U1)Φ
(U1)−1X∗1 , . . . ,Ψ (Un)Φ(Un)−1X∗n )T . Then a simple calculation yields
1
n
n∑
i=1
Z˘∗i Z˘
∗T
i = n−1Z∗T (I − PT )(I − P)Z∗
= n−1{∆Tn∆n + Γ Tn (I − PT )(I − P)Γn +∆Tn(I − PT )(I − P)Γn
+Γ Tn (I − PT )(I − P)∆n +∆TnPTP∆n}, (18)
where P = W∗(W∗TW∗)−1W∗T . By (11) and condition C3, there exists a matrix M such that ‖Γn −W∗M‖ = Op(n1/2K−r).
In addition, as P is a projection matrix, we have
‖(I − P)Γn‖ = ‖Γn −W∗M‖ + ‖W∗M − PΓn‖
≤ 2‖Γn −W∗M‖ = Op(n1/2K−r). (19)
Furthermore, a simple calculation yields E(W∗T∆n|U1, . . . ,Un) = 0. Then we have that
E(W∗T∆n) = 0, and E(‖W∗T∆n‖2) = E
(
n∑
i=1
‖W ∗i ∆ni‖2
)
= Op(nK),
where∆ni is the ith row of∆n. Hence ‖W∗T∆n‖ = Op(n1/2K 1/2). Then, we have
‖P∆n‖ ≤ ‖W∗‖ ‖W∗TW∗‖‖W∗T∆n‖
= Op(n1/2K−1/2)Op(n−1K)Op(n1/2K 1/2) = Op(K), (20)
and
‖(I − P)∆n‖ = Op(n1/2). (21)
Hence, invoking (19)–(21), we have that all but the first term on the right-hand side of (18) are op(1). Furthermore, by the
law of large numbers, we can derive that the first term converges toΣ in probability, so the result is proven as desired. 
Proof of Theorem 3. By Theorems 1 and 2, we know that, as n → ∞, with probability tending to 1, Q (γ , β) attains the
minimal value at (βˆ∗T , 0)T and (γˆ ∗T , 0)T . Let Q1n(γ , β) = ∂Q (γ , β)/∂β∗ and Q2n(γ , β) = ∂Q (γ , β)/∂γ ∗, then, (βˆ∗T , 0)T
and (γˆ ∗T , 0)T must satisfy
1
n
Q1n((γˆ ∗T , 0)T , (βˆ∗T , 0)T ) = −2n
n∑
i=1
η∗i (Yi − W˜ ∗Ti γˆ ∗ − η∗Ti βˆ∗)− 2Σ∗νν βˆ∗ +
s∑
l=1
λ2lsgn(βˆl) = 0. (22)
1
n
Q2n((γˆ ∗T , 0)T , (βˆ∗T , 0)T ) = −2n
n∑
i=1
{W˜ ∗i (Yi − W˜ ∗Ti γˆ ∗ − η∗Ti βˆ∗)−Ω(Ui)γˆ ∗} +
d∑
k=1
λ1k
Hγˆk
‖γˆk‖H = 0. (23)
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By Theorem 1 and the condition C5, it is clear that
s∑
l=1
λ2lsgn(βˆl) = op(βˆ∗ − β∗0 ).
Then, combining the proofs of Theorems 1 and 2, a simple calculation yields
1
n
n∑
i=1
Z∗i {Z∗Ti (β∗0 − βˆ∗)+W ∗Ti (γ ∗0 − γˆ ∗)+ X∗Ti R∗(Ui)+ i} + op(βˆ∗ − β∗0 ) = 0, (24)
1
n
n∑
i=1
W ∗i {Z∗Ti (β∗0 − βˆ∗)+W ∗Ti (γ ∗0 − γˆ ∗)+ X∗Ti R∗(Ui)+ i} + op(γˆ ∗ − γ ∗0 ) = 0, (25)
where X∗i = (Xi1, . . . , Xid)T and R∗(u) = (R1(u), . . . , Rd(u))T . Then, by (25), we have that
γˆ ∗ − γ ∗0 = [Φn + op(1)]−1
{
Ψn(β
∗
0 − βˆ∗)+Λn
}
,
whereΛn = n−1∑ni=1W ∗i (X∗Ti R∗(Ui)+ i). Substituting this into (24), and a simple calculation yields
1
n
n∑
i=1
Z∗i {Z∗Ti −W ∗Ti Φ−1n Ψn}(βˆ∗ − β∗0 )+ op(βˆ∗ − β∗0 ) =
1
n
n∑
i=1
Z∗i
{
i + X∗Ti R∗(Ui)−W ∗Ti [Φ−1n + op(1)]Λn
}
. (26)
Note that
1
n
n∑
i=1
Ψ Tn Φ
−1
n W
∗
i {Z∗Ti −W ∗Ti Φ−1n Ψn} = 0,
and
1
n
n∑
i=1
Ψ Tn Φ
−1
n W
∗
i
{
i + XTi R(Ui)−W ∗Ti Φ−1n Λn
} = 0.
Then, by (26), it is easy to show that{
1
n
n∑
i=1
Z˘∗i Z˘
∗T
i + op(1)
}√
n(βˆ∗ − β∗0 ) =
1√
n
n∑
i=1
Z˘∗i i +
1√
n
n∑
i=1
Z˘∗i W
∗T
i [Φ−1n + op(1)]Λn +
1√
n
n∑
i=1
Z˘∗i X
∗T
i R
∗(Ui)
≡ ∆1 +∆2 +∆3, (27)
where Z˘∗i = Z∗i − Ψ Tn Φ−1n W ∗i . Using the similar proof of Lemma 1, we have that
1
n
n∑
i=1
Z˘∗i Z˘
∗T
i 
2
i
P−→ σ 2Σ .
Hence by the Central Limits Theorem, we can obtain
∆1
L−→ N(0, σ 2Σ). (28)
In addition, note that
∑n
i Z˘
∗
i W
∗T
i = 0, we have that∆2 = 0. Next, we prove∆3 P−→ 0. A simple calculation yields
∆3 = 1√n
n∑
i=1
{Z∗i − E(Ψn)TE(Φn)−1W ∗i }X∗Ti R∗(Ui)+
1√
n
n∑
i=1
{E(Ψn)TE(Φn)−1 − Ψ Tn Φ−1n }W ∗i X∗Ti R∗(Ui)
≡ ∆31 +∆32.
Invoking E{[Z∗i − E(Ψn)TE(Φn)−1W ∗i ]W ∗i } = 0, we can prove
1√
n
n∑
i=1
{Z∗i − E(Ψn)TE(Φn)−1W ∗i }W ∗Ti = Op(1).
Taking this together with ‖B(·)‖ = O(1), ‖R(·)‖ = o(1) andW ∗i = Ip ⊗ B(Ui) · X∗i , it is clear that∆31 = op(1). Similarly, we
can prove that∆32 = op(1). Then, invoking (27), (28), Lemma 1, and using the Slutsky Theorem, we completes the proof of
Theorem 3. 
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