Abstract-Recursive triangulation, using a bearings-only sensor, is investigated for a fly-by scenario. In a simulation study, several estimators are compared, fundamental estimation limits are calculated for different measurement noise assumptions. The quality of the estimated state distributions is evaluated.
I. INTRODUCTION
Passive ranging or bearings-only tracking is a common technique utilized in many applications. Many standard filtering algorithms have problems representing range or range rate uncertainty when the aim is to recursively triangulate objects using only bearings measurements. Especially for targets located close to the sensor or passing close and fast, where the sensor quadrant is changing rapidly. We discuss possible methods and associated problems using a benchmark example. Methods based on linearization as the extended Kalman filter (EKF, [1] [2] [3] ) and also the unscented Kalman filter (UKF, [4] ) have difficulties to solve this problem when the initial linearization error is large. A comparison with the particle filter (PF, [5] [6] [7] ), and fundamental estimation bounds represented by the Cramér-Rao lower bound (CRLB) are given. Performance is discussed using information theoretical measures, such as intrinsic accuracy (IA, [8] [9] [10] ), relative accuracy (RA), and Kullback divergence, [11, 12] .
The problem of recursive triangulation occurs in classical bearings-only tracking using a passive radar sensor, but is likewise important in emerging applications that use vision systems for tracking. For instance, situational awareness in automotive collision avoidance systems is often based on infrared (IR) sensors, laser radars (LIDAR), and/or vision systems. In common for the sensors then used is accurate angle measurements, but poor or no range information. Thus, sensor fusion is often used to incorporate information from inertial measurements.
Applications and topics under investigation in this paper, theoretically and/or in simulation studies are:
(i) A stationary sensor and an object passing fast and close (so that the bearing change is about π rad in a few measurement cycles), e.g., a sonar buoy listening for passing maritime vessels. (ii) A multiple sensor scenario, i.e., sensor networks, utilizing sensor fusion to gain range information. (iii) The impact on the estimation error of the distance from the sensor to the target. Here, these problems are dealt with using the simplified setup in Fig. 1 , where the target is stationary and measurements are taken from different positions. This does not limit the analysis to stationary target, since target movements can be achieved moving the sensors. However, the dynamics of the system is neglected to simplify the analysis. This is motivated when the uncertainty between two measurements is small compared to other errors. Measuring a stationary target with a mobile sensor with a well working positioning system is one such case.
Usually, measurement noise is, implicitly or explicitly, considered to be Gaussian. This noise description is sometimes quite limiting, and this paper therefore analyzes the effects of non-Gaussianity for estimation using the generalized Gaussian distribution and Gaussian mixtures. Both these have the Gaussian distribution as a special case.
The paper is organized as follows: In Sec. II information theoretical bounds and definitions are introduced. Sec. III describe the bearings-only sensor model and the used measurement noise distributions. In Sec. IV Monte Carlo simulation studies are compared to fundamental limits. Finally, in Sec. V some concluding remarks are given.
II. INFORMATION THEORETICAL BOUNDS
The Fisher information (IA) and the Cramér-Rao lower bound (CRLB), discussed in this section, offers a fundamental performance bound for unbiased estimators, e.g., to be used for feasibility tests or to measure filter efficiency. The common Gaussian noise assumption yields the least favorable bound. Hence, it is important to compare the information for the given distribution against the Gaussian case. The difference is expressed in intrinsic accuracy and relative accuracy.
A. Cramér-Rao lower bound (CRLB)
For estimation of a parameter, x, from samples, y i , of a distribution, in which x is a parameter, the CRLB limits the performance obtainable for any unbiased estimator:
where the P is the CRLB, under mild regularity conditions, given by
evaluated for the true parameter value [13] . Assuming y i = h i (x) + e i and independent measurements e i ∼ p ei yields for Y n = {y 1 , . . . , y n } (see the Appendix for a derivation)
The terms in the sum are denoted Fisher information (FI), and describe how much information each measurement carries. Note that for independent noise new measurements just add to the total information available. Furthermore, the expectation term depends solely on the distribution of the measurement noise, and is hence a noise property. More information about the CRLB and its extension to dynamic systems can be found, e.g., [6, 14, 15] .
B. Intrinsic Accuracy
The expectation term in (3) is basically the Fisher information of the variable e i , with respect to the expected value, µ i = E e i . In [8] [9] [10] this quantity is referred to as the intrinsic accuracy (IA) of the PDF for e i . This name is inspired by the terminology used in [16] and IA is a measure of the information content in a noise. The IA is defined as
evaluated for the true mean of the distribution. The Gaussian distribution is the distribution with the lowest IA of all distributions with the same covariance [17] . Thus, in this sense, the worst case distribution.
The quantity relative accuracy (RA) is introduced to denote the relative difference in IA between a distribution and its second order Gaussian equivalent. If a scalar Ψ e exists such that cov(e) = Ψ e I −1 e , denote Ψ e the RA for the distribution. It follows that when RA is defined, Ψ e ≥ 1, with equality if and only if e is Gaussian. The RA thus is a measure of how much useful information there is in the distribution, compared to a Gaussian distribution with the same covariance.
C. Kullback Divergence
The Kullback-Leibler information [11, 12] quantifies the difference between two distributions. The Kullback-Leibler information is not symmetric in its arguments, and hence not a measure. If a measure is needed, the Kullback divergence, constructed as a symmetric sum of two Kullback-Leibler informations [12, 18] , can be used as an alternative.
The Kullback-Leibler information is defined, for the two proper PDFs p and q, as
A small value of J K (p, q) indicates that p and q are similar, and a large value that they are easy to tell apart.
The Kullback-Leibler information is closely related to other statistical measures, e.g., Shannon's information and Akaike's information criterion [18] . A connection to the FI can also be found [12] . Both the Kullback-Leibler information and the Kullback divergence are additive for independent variables.
III. SENSOR MODEL
In this section the measurement model is discussed in detail for the bearings-only application depicted in Fig. 1 , where passive sensors measure the direction to the target. The sensor model describes the bearings measurement, θ i , from M i , with additive measurement noise e i , according to
where the target position is x = (x, y) T and M i = (x i , y i ) T . The measurement noise is considered to have the PDF p e . Based on the above sensor model, n measurements of the target and the initial information P −1 0 , yields according to (3), the CRLB P −1
where (δ xi , δ yi ) = (x − x i , y − y i ). Note that since the measurements are scalar the RA of the measurement noise turns up as a factor in the CRLB when the initial information is disregarded. 
A. Generalized Gaussian Distribution
The generalized Gaussian PDF is given by
and Γ the Gamma function [19] . The parameter ν acts as a shape parameter and σ 2 is the variance of the distribution. For ν → 0 + the generalized Gaussian is a Dirac distribution and for ν → +∞ a uniform distribution, both with variance σ 2 . This is illustrated in Fig. 2 . Two important special cases are; ν = 1 and ν = 2, yielding the Laplacian and the Gaussian distribution, respectively.
The generalized Gaussian PDF provides means to study how small deviations from Gaussianity affect performance. Fig. 3 shows how the RA, Ψ, depends on γ. 
B. Gaussian Sum
Another common way to approximate non-Gaussian distributions, for instance distributions with outliers, is to use a Gaussian sum,
where the weights α i > 0 sum to unity. The Gaussian sum is very general in that it can approximate any distribution arbitrarily well if the number of terms in the sum is allowed to grow [20] .
IV. SIMULATIONS
The problem of a passing target object is here reformulated to coincide with a multiple sensor fusion problem. Hence, instead of a moving target the sensor is moved, as in the studied scenario in Fig. 4 . The target dynamics is therefore neglected and only measurement noise affects the result. In order to avoid studying the filter initialization very carefully an initial PDF is used. In practice, this is done by considering several measurements, so the introduced simulation study starts after the first initial transient phase.
In the studies several different estimators are used: The extended Kalman filter (EKF, [2, 3] ) linearizes the system around the current estimate in order to utilize the Kalman filter. The iterated EKF (IEKF, [1, 3] ) utilizes the fact that in some cases, the linearization error can be reduced by iteratively re-linearize the system. The unscented Kalman filter (UKF, [4, 21] ), uses a small set of sigma points in order to approximate the second order moment correctly when nonlinearities are present. The particle filter (PF, [5] [6] [7] ) represents a Monte Carlo based filtering method known to work well in many situations.
In the Monte Carlo simulation studies, the root mean square error (RMSE) is compared to the parametric CRLB. Furthermore, the Kullback divergence, between the true state distribution and the distributions provided by the estimates, is compared to capture more of the differences not seen in the second moment.
A. Simulation I: Gaussian Measurement Noise
First the system is analyzed for Gaussian measurements,
for the measurement relation defined in (6), as the true target position, x, is moved along the y-axis. The five measurements, from M i , triangulate the target. The true state distribution for one realization, as obtained from a point-mass filter, is given in Fig. 5 and the estimate RMSE as a function of y is given in Fig. 6 (a) for 1 000 Monte Carlo simulations. Fig. 6(a) shows that with the target located relatively close to the sensor (y 2.5), the difference in performance is substantial. It can also be seen that the nonlinearity in the measurement relation is not that severe for targets located far away (y 3). The performance of the studied methods varies with the true target position, the closer to the x-axis the greater difference in performance. This is most apparent for θ ≈ π 2 rad, i.e., measuring from M 3 . In Fig. 6(b) , performance as a function of the number of measurements is evaluated for y = 2. The PF clearly outperforms the other methods.
To see if the degrading performance is an effect of a few outliers all the errors in distance are plotted in a MATLAB box plot. The box plot yields the median, quartile values and outliers of the errors, as seen in Fig. 6(c) . See MATLAB (help boxplot) for details about the plot. Note how the the PF is more precise than the other methods and have fewer and less severe outliers.
B. Simulation II: Outliers
Measurement outliers are a common problem in applications, i.e., the sensor performs well on the average but in a few cases performance degrades considerably. Here, a Gaussian sum is used to describe this behavior; one mode describe nominal measurements whereas another mode models the outliers. In this section the simulations in Sec. IV-A are repeated with outliers in the measurements,
with Σ such that variance var(e) = 10 −4 , i.e., the same variance as in the previous simulations. The RA for e is Ψ e = 9.0.
The results obtained using this measurement noise are found in Fig. 7 . As seen in Fig. 7(a) , the performance between the different estimators is rather similar, as in Simulation I. However, the PF stands out as better, hence utilizing the non-Gaussian noise better than the other methods. As before, it is rather difficult to come close the asymptotic CRLB.
C. Simulation III: Generalized Gaussian Noise
In Fig. 8 , the relative CRLB is depicted for different values of ν, using the generalized Gaussian distribution. The CRLB is computed using (3) under the assumption of 10 measurements in each of the sensors according to the configuration in Fig. 4 . To see the effects of how non-Gaussian noise affects the CRLB, the results are normalized to be 1 for Gaussian noise (ν = 2). For the relative CRLB achieved this way, values less than 1 indicate, at least theoretical, a gain in performance for this scenario. It is interesting to see what performance the different estimators give, using Monte Carlo simulations. In Fig. 9 , the RMSE is plotted as a function of the generalized Gaussian parameter ν. As seen, the PF and the UKF give virtually the same performance. The linearized filters, EKF and IEKF, all give much worse performance. Also note that it is hard to reach the CRLB, and the information gain indicated in Fig. 8 is not achieved. This difficulty to reach the CRLB is most likely a result of too few measurements being available to get an almost asymptotic behavior.
D. Simulation IV: Kullback Divergence
The Kullback divergence between the true state distribution, p(x|Y), and the estimated state distribution,p(x|Y), from the different filters are found in Tables I and II, for the Gaussian and the outliers noise, respectively. The results presented are from one realization (depicted in Figure 4 ) where all the estimators work reasonably well. A reason for just using one realization is that the computations are expensive. The divergence has been computed numerically using a grid approach, where each particle has been approximated with a Gaussian with low variance compared to the total variance to get a smooth PDF. Another reason for using just one realization is that it is not obvious how to combine the results of several simulations in a fair way. The Kullback divergence compares two distributions and is not an average performance measure. Without measurements, the estimated state distribution is Gaussian. The Kullback divergence is non-zero due to numerical errors in the integration. The error in the PF is slightly larger because it uses a non-parametric representation of the Gaussian, where as the other filters represent it analytically.
Once the measurements arrive, the PF estimate improves in relation to the other estimates, indicating that it better captures the true nature of the state distribution. The improvement is greater for the case with outliers, indicating that the PF better handles the non-Gaussianity.
To capture the complete state distribution, not just the variance moment, is important in for instance detection applications to make appropriate decisions. Questions that arise from this initial Kullback divergence analysis are: How many particles are needed to approximate higher order moments in the particle filter (N = 50 000 here, and simulations, not shown here, indicate further improvements if N is increased)? What is the significance of the proposal distribution?
V. CONCLUSIONS
The bearings-only problem is analyzed for a target passing close and fast to the observing sensor. Various estimators are evaluated in Monte Carlo simulation studies, and compared to fundamental theoretical estimation limits. Many of the methods based on linearization suffer severe performance losses compared to the particle filter for some of the discussed simulations. The outlier problem is discussed in detail, and the sensor modeling error is discussed in terms of the generalized Gaussian distribution. The Kullback divergence is also computed in a study and the PF is shown to better capture the inferred state distribution.
APPENDIX
The derivation of the CRLB expression (3) follows below for y i = h i (x) + e i , where all e i are mutually independent distributed with the PDF p ei : where each term in the sum can be treated independently, due to the additivity of information. Now, look at ∆ where the last equality follows from the regularity conditions, see [9] . Now, since x is given the expected value with respect to y i is equivalent one with respect to e i , yielding
for the true value of x.
