Clustering of the texture images is a demanding part of multimedia database mining. Most of the natural textures are non-homogenous in terms of color and textural properties. In many cases, there is a need for a system that is able to divide the non-homogenous texture images into visually similar clusters. In this paper, we introduce a new method for this purpose. In our clustering technique, the texture images are ordered into a queue based on their visual similarity. Based on this queue, similar texture images can be selected. In similarity evaluation, we use feature distributions that are based on the color and texture properties of the sample images. Color correlogram is a distribution that has proved to be effective in characterization of color and texture properties of the non-homogenous texture images. Correlogram is based on the co-occurrence matrix, which is a statistical tool in texture analysis. In this work, we use gray level and hue correlograms in the characterization of the colored texture. The similarity between the distributions is measured using several different distance measures. The queue of texture images is formed based on the distances between the samples. In this paper, we use a test set which contains non-homogenous texture images of ornamental stones.
INTRODUCTION
The rapid increase of digital imaging and multimedia has strongly increased the multimedia databases. The number of these databases as well as the amount of their content have both increased strongly. Mining of the multimedia databases [5] has become an object of active research work during recent years. Clustering of the objects, which are stored in the database is one of the basic tasks in data mining. Clustering can also be applied to image databases. Most of the methods and systems for image data mining are based on image retrieval or classification, whereas the clustering of image data has not been studied widely. However, in [23] image clustering is applied to satellite imaginery mining.
Texture is one of the basic features in the most of the image retrieval systems. Therefore, texture classification and retrieval have been the topics of several studies. One of the most popular statistical tools in the texture classification is co-occurrence matrix [7] . Also model-based features have been a common approach. Multiresolution autoregressive model (MRSAR) [15] is an example of these models. During the last decade, signal processing tools have been widely used in the analysis of textures. Most of these tools are based on some filtering technique. Laine et al. [10] introduced a wavelet-based method for classification of different texture samples. Gabor filtering [14] is an application of the wavelets, and it has also commonly used in texture image classification and retrieval. Majunath and Ma [14] have made a comparison between multiple oriented Gabor filters, other wavelet-features, and MRSAR-model. In this comparison, the best results were achieved using Gabor-filtering. In the work of Randen and Husoy [21] , a comprehensive comparison of filtering methods in texture classification was presented. When features for texture classification and retrieval are selected, it is essential to consider human texture perception. Rao and Lohse [22] have indicated that the three most important perceptual dimensions in natural texture discrimination can be described as "repetitiveness," "directionality," and "granularity and complexity." In the work of Liu and Picard [13] , these properties were used in texture image retrieval. In this research, texture periodicity, directionality, and randomness were selected to characterize the textures in terms of human texture perception. Texture clustering is an area, in which several applications have been developed. In [9] , the clustering of textures is made for radar images and Niskanen et al. [17] have applied self organizing map (SOM) to wood image clustering using color and texture. The color property of texture is also studied in [16] , in which segmentation procedure for colored textures was introduced.
Most of the texture analysis methods have been designed for homogenous textures. Therefore, it is very common that a set of homogenous Brodatz [2] textures have been used as a testing database in these cases. In these textures, textural properties are constant in the most of the texture samples. However, most of the natural textures are stochastic and nonhomogenous. In the non-homogenous textures, the textural features are not constant in every part of the texture sample. Also color of the texture sample may have strong variations. Rock texture is an example of natural textures that is often non-homogenous. In the rock texture samples, there may be strong variations in texture directionality and granularity, for example. Also the color of the rock may vary significantly.
In the field of rock science, the development of digital imaging has made it feasible to store and manage the images of the rock material in digital form. The rock samples can be stored into image databases, which may contain thousands of rock images. This material can be effectively further processed e.g. to classify the material, and to control the quality of production, which is one key function in ornamental stone industry. In bedrock investigations, it can be used to aid the interpretation of core drilling data e.g by detecting anomalous results or to apply automated classification. In order to control the quality and production of ornamental stones, it is essential for the manufacturer and also buyer to be able to classify the samples in visually similar classes. For example, a set of ornametal stone plates, which differ from the other plates on a homogeneous wall of a building appears visually unfavorable. In some other applications, the objective may be the opposite and heterogeneity of texture may be desired. The classification and selection is conventionally carried out manually based on experience, but due to the digital imaging solutions, this classification can be automated. The number of the papers published in this field is limited. In [1] Autio et al. presented a work about rock texture classification. In this work they used textural features based on the co-occurrence matrix and texture directionality. In [11] we studied the retrieval of rock images using some textural features. In addition to the textural features, also color of the non-homogenous rock texture images was considered in [12] . Color properties of the rock textures have also been studied in [19] . In this case, the images were classified based on the moments, which were calculated from the chromaticity component of the colored texture.
In this paper, we present a new solution to the division of the non-homogenous texture images based on their visual similarity. Instead of classifying the images into predefined classes, we study the rock sample clustering, in which the number of classes is not known in advance. In our clustering procedure, the images are ordered into a queue based on their visual similarity. The images in the queue are easy to associate into visually similar clusters. This method is useful in mining of texture images from large databases, since the user can directly select the suitable samples from the queue.
The structure of this paper is the following. In section two, we present the features which we extract from the texture images in the database. These features are such that they are able to distinguish between non-homogenous texture images. Based on our experience, different kinds of feature distributions characterize the non-homogenous texture images better than individual features. Therefore, the features used in this study are image histograms and correlograms which are statistical distributions describing the color and textural properties of the images. After the feature selection, in section three we present our clustering method. This method forms a queue of sample images based on the feature distributions extracted from them. The visually similar clusters can be formed by dividing the queue into parts. Association between the obtained cluster structures and the visual appearance of the sample images is discussed in the end of the section three. Finally, in section four we make conclusions about the ideas presented in this paper, and discuss their meaning in the texture image clustering.
FEATURE SELECTION
Proper classifying features have to be extracted from images in order to be able to distinguish between them. In this section, we introduce two feature types that characterize the color and textural content of the texture images. These features are statistical distributions that describe the images. In this section, the features are also calculated from the test set images, and the distance measures for clustering are presented.
Color features
The light, which reflects from the texture image, forms a spectrum. The visible part of the spectrum of light is located between 400 and 700 nm. Characterization of light is related to science of color. If the light is achromatic, its only attribute is intensity. Scalar measure of reflectance is gray level [4] . All colors are seen as variable combinations of the three primary colors, red (R), green (G), and blue (B). The specific wavelength values for these colors have been designated by CIE in 1931 [4] , [25] , and they are 435.8 nm, 546.1 nm and 700 nm for blue, green, and red, respectively.
The combination of the primary colors is useful in the spectrum measurement, when the visible part of the spectrum is considered. However, to extract the color information from the texture image, the consideration should be done in HSImodel. In the HSI-model hue (H) describes a pure color, whereas the saturation (S) gives the amount of white light mixed with hue. Intensity (I) is decoupled from the color information of the image [4] . Image intensity can also be regarded as gray level of the image. In the texture analysis presented in this work, we use hue and intensity information:
Image color distribution is often presented in the form of histogram. Image histogram is a popularly used feature in the image classification and clustering [17] , [20] , [24] . The definition of image histogram is the following [18] . Let I be an image that comprises of pixels p(x,y). 
Image histogram corresponds to the probability of any pixel in I being of color c i . Therefore, histogram represents the color distribution of the image, but it ignores the spatial relationships between the colors in the image. Histogram can be formed for an image based on its intensity or hue information.
Textural features
Histograms are not always the best choice to image color representation. Second order statistical measures, which are commonly used tools in texture analysis, consider the spatial relationships between the image pixels. They define the probabilities for pixel pairs to occur in certain distance from each other. The most widely used second order statistical measure in the texture analysis is co-occurrence matrix [7] . It is based on the spatial gray level dependence, and it has been applied also to rock texture analysis and classification [1] , [11] , [12] . Co-occurrence matrix defines the correlation between the pixel values occurring at a certain distance (step) d in the image.
In the image classification and retrieval an usually used statistical measure, correlogram [8] , [18] is based on the same principle as the co-occurrence matrix. Correlogram represents the distribution of the co-occurrence matrix, but it is calculated using several different distances d instead of using a single distance. The definition of the correlogram is the following [8] , [18] . Hence, correlogram gives the probability that for any given pixel p 1 of color c i , a pixel p 2 at a distance d from the given pixel p 1 is of color c j . Correlogram can be defined for both intensity (gray levels) and hue component of the image. Ojala et al [18] have applied correlogram to image retrieval using HSI-color domain.
Feature calculation for the test set images
A set of industrial rock images was acquired in controlled conditions for testing purposes. The test set consisted of 64 non-homogenous anisotropic gneissic rock texture images. The size of each rock sample was 300x300 mm (image size was 714x714 pixels). In the samples, there were strong differences in texture and color. These features varied significantly also within the same samples, which make them strongly non-homogenous. The statistical features presented in sections 2.1 and 2.2 were defined for each sample image. Histograms and correlograms were calculated for both intensity and hue component of each image.
Dissimilarity measures
Similar texture images can be found by matching the distributions that characterize the sample images. These distributions are in this case the features presented in sections 2.1 and 2.2. Matching can be made by calculating distances between the distributions. In [3] , [5] , and [6] the most popular distance measures are presented. The choice of the distance measure depends on the feature. For example, Euclidean distance is not the best choice for matching of image histograms. However, several distance measures have been developed for image histograms. In this paper, we use Histogram Intersection, introduced by Swain and Ballard [24] :
in which h 1 and h 2 are histograms containing n bins. A simple distance for measuring the distance between two distributions is L 1 -norm [3] :
This measure is commonly used in the matching of image correlograms. Statistical distributions like histograms and correlograms can also be compared using log-likelihood measure:
In this work, all these dissimilarity measures were used in experiments with our clustering method.
CLUSTERING
The process of grouping a set of physical or abstract objects into classes of similar objects is clustering [5] . This process is applied also in clustering procedure presented in this paper. This procedure uses the feature distributions, which were presented in sections 2.1 and 2.2.
Clustering algorithm
The clustering of the non-homogenous texture images is based on the distances between the feature distributions. First, distances between all n images are calculated using a selected distance measure. In this way we obtain a distance matrix D [5] . The algorithm starts with an arbitrarily selected image, which is called prototype image. After that, the images are ordered into a queue. The first image in the queue q is the prototype. The second one is the image, which is most similar to the prototype. The third image is chosen to be the image, which is most similar to the second image. In this way all the images are ordered to the queue. The algorithm for this process is the following: k=1 n=1 q k =prototype_image while length(q)<n nearest_image=n:th nearest image for q k if nearest_image∉k+1 =nearest_image k=k+1 else n=n+1 end end
Clustering of the rock texture images
The objective of clustering experiments with the rock samples was to clarify, how well the clustering procedure of section 3.1 is able to order the rock samples. We made several clustering tests using features presented in section two, namely histograms and correlograms. Correlograms were formed using a set of four distances, [D]=1,3,5,7. In the Figure 2 . The queue structure based on the hue level correlograms experiments 64 rock samples of the test set were used. The prototype sample was in each test selected to be the same, homogenous rock texture image. In this way the homogenous textures were obtained in the beginning of the queue. Therefore in the obtained queues, it is easy to distinguish between the homogenous and non-homogenous rock samples.
We clustered the images using histograms and correlograms. These feature distributions were calculated for both hue and intensity (gray level) components of the test set images. Also all the presented distance measures were tested. In the case of image histograms, the obtained clustering structure was not visually optimal. On the other hand, the clustering queues obtained using correlograms gave both reasonable good results. In case of correlograms, visually similar clusters were achieved based on the queue. These queues were formed using gray level and hue correlograms are presented in figures 1 and 2. However, the visually best clustering queue was achieved using the combination of these two correlograms. The combination was formed by adding the distance matrices calculated for both of these correlograms together:
The clustering algorithm was then applied using this new distance matrix. The clustering result using combination is presented in figure 3 . In all the correlogram-based queue structures, the distance measure was L 1 -norm that proved to be computationally effective in the comparison to the correlograms. L 1 -norm was also used in the calculation of the similarity between correlograms in [8] and [18] .
The clusters were formed by dividing the queues into parts. One possibility is to divide the queue into parts by seeking remarkable differences in the distances between the samples in the queue. This approach was tested, but it caused too Figure 3 . The queue structure based on the combination of the hue and gray level correlograms many clusters. On the other hand, it is easy for an experienced user to divide the queue into parts manually. Therefore, we selected the manual approach, which is presented in the association part of this paper.
ASSOCIATION
Association is the part of data mining that finds interesting association or correlation relationships among set of data items [5] . In our work, we associate the sample images that are ordered into the queues. The association is based on the visual similarity of the samples. Thus the goal is to divide the queue into the visually similar parts or clusters.
The queue based on the gray level correlogram is presented in figure 1 . Based on their visual similarity, the sample images 1-43 form a cluster of homogenous rock texture samples. However, samples 7, 8, 9, and 30 make exception in this homogeneity of texture. Therefore, this queue is not the best possible approach to rock sample clustering. However, in this queue samples 44-54 form a clear cluster of non-homogenous and directional textures. Also the cluster formed by the samples 55-64 is clear. In the samples in this cluster, the texture is strongly directional and the color of the samples differs significantly from the other clusters. Figure 2 presents a clustering queue that is based on the hue correlogram. In comparison with the previous queue, the cluster formed by the samples 1-45 represents better the homogenous textures. Exceptions in this cluster are samples 27 and 35, in which one corner of the sample differs from the homogenous texture structure. The clusters formed by the samples 46-54 and 55-64 are formed by non-homogenous textures. These clusters differ from each other in terms of color.
The visually best queue was obtained using the combination of the hue and gray level correlograms. This queue is presented in figure 3 . In this queue, homogenous textures are in the cluster of the samples 1-44. Also in this case, two samples have small difference in their corner (samples 33 and 43). The second and third clusters are formed by the samples 45-54 and 55-64, respectively.
In all these three queues, the border between the homogenous and non-homogenous texture samples is located between the first and second cluster. In every case, this border is clearly visible. The definition of this border is remarkable, because it is important for the rock manufacturer to make the difference between the homogenous and non-homogenous samples.
DISCUSSION
In this paper we presented a new method for classification of texture images by using a clustering method. Most of the natural textures are non-homogenous and analysis tools for these kinds of textures are beneficial. However, most of the existing texture analysis methods are designed for homogenous textures, which are represented by Brodatz textures [2] , for example. The method presented in this paper is based on the similarity between the non-homogenous texture images. In this method the sample images are divided into clusters based on their visual similarity. The clustering is made by forming a queue of the texture images. From this queue, it is easy to form clusters of visually similar images.
The results presented in section four show that the non-homogenous textures can be clustered into visually similar clusters using the method presented in this paper. Based on these results, it is also obvious that the method can be used to distinguish between the homogenous and non-homogenous textures. The features related to the statistical texture analysis proved to be useful in clustering. Correlogram is an effective statistical tool that is based on the co-occurrence matrix. Compared to the image histogram, it gives clearly better clustering results. Correlograms were calculated for both intensity and hue levels of the test set images. Experimental results show that hue correlogram gives slightly better clustering result than gray level correlogram. However, the visually best clustering queue was achieved using combination of these two correlograms. Compared to the image histogram, correlogram is computationally heavier approach. However, good clustering results can also be achieved by decreasing the number of image gray or hue levels from 256 to 64 or 32. This way the computational cost of correlogram is significantly lower. Based on our experiments, the clustering results using 32 (or even 16) gray level correlograms were reasonably good compared to the result based on the 256-level correlogram.
The method and approach presented has a great potential in fields, where visual classification and analysis of stochastic and non-homogenous natural textures is required. These kinds of fields are for example ornamental stone, brick, and tile industries. The classification is made by hand, but nowadays it is possible to automate it using digital imaging solutions which removes subjectivity of human evaluation and makes the classification repeatable. The same principles can be applied also to management and analysis large amounts of data from e.g. bedrock investigations.
The proposed algorithm for the clustering of the images into visually similar clusters proved to be useful in the clustering of the non-homogenous rock texture images. The algorithm is relatively fast. Therefore it is capable of clustering of large texture image databases. The ideas presented in this paper can be applied also to other types of nonhomogenous and stochastic texture image types. This could be the subject of further research.
