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Abstract. Let
 
fv;d;c

n
.´/D ´C
nP
kD1
bk´
kC1 be the sequence of partial sums of generalized
and normalized Struve functions fv;d;c.´/D ´C
1P
kD1
bk´
kC1 where bk D . c=4/
k
.3=2/k.±/k and ± WD
vC .d C 2/=2 ¤ 0; 1; 2; :::. The purpose of the present paper is to determine lower bounds
for
<

fv;d;c.´/
.fv;d;c/n.´/

; <

.fv;d;c/n.´/
fv;d;c.´/

; <

f 0
v;d;c
.´/
.fv;d;c/
0
n.´/

and <

.fv;d;c/
0
n.´/
f 0
v;d;c
.´/

: Furthermore,
we give lower bounds for <

Œfv;d;c .´/
.Œfv;d;c /n.´/

and <

.Œfv;d;c /n.´/
Œfv;d;c .´/

; where Œfv;d;c  is
the Alexander transform of fv;d;c :
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1. INTRODUCTION AND PRELIMINARY RESULTS
LetA denote the class of functions f normalized by
f .´/D ´C
1X
kD2
ak´
k (1.1)
which are analytic in the open unit disk UD f´ W j´j< 1g and satisfy the usual nor-
malization condition f .0/D f 0.0/ 1D 0: Let S denote the subclass ofA contains
all functions which are univalent in U. Also let S.˛/, C.˛/ and K.˛/ denote the
subclasses of A consisting of functions which are, respectively, starlike, convex and
close-to-convex of order ˛ inU .0 ˛ < 1/:
The Alexander transform Œf  WU  !C of f is defined by [1],
Œf .´/D
Z ´
0
f .t/
t
dt D ´C
1X
kD2
ak
k
´k : (1.2)
c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We consider the following second-order linear inhomogeneous differential equa-
tion (see, for details [6]):
´2w00.´/Cd´w0.´/C c´2 v2C .1 d/vw.´/D 4.´=2/vC1p
  .vCd=2/ (1.3)
where c;d;v 2C.
A particular solution of the differential equation (1.3), which is denoted by
wv;d;c.´/; is called the generalized Struve function of the first kind of order v. In
fact we have the following series representation for the function wv;d;c.´/ W
wv;d;c.´/D
1X
kD0
. c/k
  .kC3=2/  .vCkC dC2
2
/
´
2
2kCvC1
.´ 2C/ , (1.4)
where   .´/ stands for Euler gamma function. The series in (1.4) permits us to study
the Struve and the modified Struve functions in a unified manner. Each of these
particular cases of the function wv;d;c.´/ is worthy of mention here.
 For d D c D 1 in (1.4), we get the Struve function Hv.´/ defined by (see [11]
and [6]):
Hv.´/D
1X
kD0
. 1/k
  .kC3=2/  .vCkC3=2/
´
2
2kCvC1
.´ 2C/ . (1.5)
 For d D c D 1 in (1.4), we get the modified Struve function Lv.´/ defined by
(see [11] and [6]):
Lv.´/D
1X
kD0
1
  .kC3=2/  .vCkC3=2/
´
2
2kCvC1
.´ 2C/ . (1.6)
We now consider the function fv;d;c.´/ defined, in terms of the generalized Struve
function wv;d;c.´/; by (see [6]):
fv;d;c.´/ D 2v
p
  .vC d C2
2
/´
 vC1
2 wv;d;c.
p
´/
D ´C
1X
kD1
p
. c/k  .vC dC2
2
/
22kC1  .kC3=2/  .vCkC dC2
2
/
´kC1 .´ 2U/ :(1.7)
According to Weierstrass M-test the series in (1.7) converges uniformly for ´ 2U.
By taking
1X
kD0
p
. c/k  .vC dC2
2
/
22kC1  .kC3=2/  .vCkC dC2
2
/
D
1X
kD0
Mk;
we see that from the Ratio Test the series
P1
kD0Mk is convergent. That means the
function fv;d;c.´/ is analytic for ´ 2U. Moreover, fv;d;c.´/ satisfies the normaliz-
ation condition fv;d;c.0/D f 0v;d;c.0/ 1D 0: So that, fv;d;c 2A.
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By using the Pochhammer (or Appell) symbol, defined in terms of Euler’s gamma
functions, by ./k D   .C k/=  ./ D .C 1/:::.C k   1/; we obtain the fol-
lowing series representation for the function fv;d;c.´/ given by (1.7):
fv;d;c.´/D ´C
1X
kD1
bk´
kC1 (1.8)
where bk D . c=4/
k
.3=2/k.±/k and ± WD vC .d C2/=2¤ 0; 1; 2; :::.
For further results on this relative fv;d;c.´/ of the generalized Struve function
wv;d;c.´/; we refer the reader to the recent papers (see, for example, [6, 12, 13] ).
In this work, we will examine the ratio of a function of the form (1.8) to its se-
quence of partial sums
 
fv;d;c

n
.´/D
nP
kD0
bk´
kC1 when the parameters c;d;v sat-
isfy appropriate conditions. We will determine lower bounds for <

fv;d;c.´/
.fv;d;c/n.´/

;
<

.fv;d;c/n.´/
fv;d;c.´/

; <

f 0
v;d;c
.´/
.fv;d;c/
0
n
.´/

, <

.fv;d;c/
0
n
.´/
f 0
v;d;c
.´/

;
<

Œfv;d;c.´/
.Œfv;d;c/n.´/

and <

.Œfv;d;c/n.´/
Œfv;d;c.´/

; where Œfv;d;c is the Alexander
transform of fv;d;c :
For various interesting developments concerning partial sums of analytic univalent
functions, the reader may be (for examples) refered to the works of Brickman et al.
[2], Lin and Owa [3], Orhan and Gu¨nes¸ [4], Orhan and Yag˘mur [5], Owa et.al [7],
Sheil-Small [8], Silverman [9], Silvia [10].
Lemma 1. If the parameters d;v 2 R, c 2C and ± WD vC .d C2/=2¤
0; 1; 2; ::: then the function
fv;d;c WU  !C
given by (1.8) satisfies the following inequalities:
(i) If ± > jcj
6
then ˇˇ
fv;d;c.´/
ˇˇ 6±
6±  jcj .´ 2U/ ;
(ii) If ± > jcj
4
then ˇˇˇ
f 0v;d;c.´/
ˇˇˇ
 12± Cjcj
3.4±  jcj/ .´ 2U/ ;
(iii) If ± > jcj
6
thenˇˇ
Œfv;d;c.´/
ˇˇ 12±  jcj
12±  2 jcj .´ 2U/ :
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Proof. (i) If we use the well-known triangle inequality:
j´1C´2j  j´1jC j´2j
and the inequalities .3=2/k  .3=2/k , .±/k  ±k; .k 2N/ we obtainˇˇ
fv;d;c.´/
ˇˇ D ˇˇˇˇˇ´C
1X
kD1
. c=4/k
.3=2/k .±/k
´kC1
ˇˇˇˇ
ˇ 1C
1X
kD1
 
j c=4j
3
2
±
!k
D 1C jcj
6±
1X
kD1
 jcj
6±
k 1
D 6±
6±  jcj ;

± > jcj
6

:
(ii) Suppose that ± > jcj
4
; by using well-known triangle inequality and the inequalit-
ies:
 
3
2

k
 3.kC1/
4
, .±/k  ±k; .k 2N/ ; we getˇˇˇ
f 0v;d;c.´/
ˇˇˇ
D
ˇˇˇˇ
ˇ1C
1X
kD1
.kC1/. c=4/k
.3=2/k .±/k
´k
ˇˇˇˇ
ˇ 1C 43 jcj4±
1X
kD1
 jcj
4±
k 1
(1.9)
D 12± Cjcj
3.4±  jcj/ ;

± > jcj
4

(iii) In order to prove the part (iii) of Lemma 1, we make use of the well-known
triangle inequality and the inequalities
.kC1/.3=2/k  2.3=2/k ; .±/k  ±k; .k 2N/ :
We thus findˇˇ
Œfv;d;c.´/
ˇˇ D ˇˇˇˇˇ´C
1X
kD1
. c=4/k
.kC1/.3=2/k .±/k
´kC1
ˇˇˇˇ
ˇ 1C
1X
kD1
jcjk
2.3=2/k .4±/k
D 1C 1
2
jcj
6±
1X
kD1
 jcj
6±
k 1
D 12±  jcj
12±  2 jcj ;

± > jcj
6

:

2. MAIN RESULTS
Theorem 1. If the parameters d;v 2 R, c 2C and , ± D vC .d C2/=2¤
0; 1; 2; ::: are so constrained that ± > jcj
3
; then
<
(
fv;d;c.´/ 
fv;d;c

n
.´/
)
 6±  2 jcj
6±  jcj .´ 2U/ ; (2.1)
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and
<
( 
fv;d;c

n
.´/
fv;d;c.´/
)
 6±  jcj
6± .´ 2U/ : (2.2)
Proof. Firstly, we know that for ´ 2U the image domains of the functions ´ 7 !
fv;d;c
.fv;d;c/n

.´/ and ´ 7 !

.fv;d;c/n
fv;d;c

.´/ do not contain the origin. Because
fv;d;c.´/ 
fv;d;c

n
.´/
D 1C
P1
kD1 bk´k
1CPnkD1 bk´k D 1C :::;
and so  
fv;d;c

n
.´/
fv;d;c.´/
D 1C
Pn
kD1 bk´k
1CP1kD1 bk´k D 1C ::::
It means that the functions fv;d;c and
 
fv;d;c

n
does not vanish for ´ 2U.
Now, we consider from part (i) of Lemma 1 that
1C
1X
kD1
jbkj  6±
6±  jcj ;
which is equivalent to
6±  jcj
jcj
1X
kD1
jbkj  1;
where bk D . c=4/
k
.3=2/k.±/k :
We may write
6±  jcj
jcj
"
fv;d;c.´/ 
fv;d;c

n
.´/
  6±  2 jcj
6±  jcj
#
D
1CPnkD1 bk´kC 6± jcjjcj P1kDnC1 bk´k
1CPnkD1 bk´k
W D 1Cw.´/
1 w.´/ :
So that,
w.´/D
6± jcj
jcj
P1
kDnC1 bk´k
2C2PnkD1 bk´kC 6± jcjjcj P1kDnC1 bk´k
and
jw.´/j 
6± jcj
jcj
P1
kDnC1 jbkj
2 2PnkD1 jbkj  6± jcjjcj P1kDnC1 jbkj :
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Now jw.´/j  1 if and only if
2
6±  jcj
jcj
1X
kDnC1
jbkj  2 2
nX
kD1
jbkj ;
which is equivalent to
nX
kD1
jbkjC 6±  jcjjcj
1X
kDnC1
jbkj  1: (2.3)
It suffices to show that the left hand side of (2.3) is bounded above by
6± jcj
jcj
P1
kD1 jbkj ; which is equivalent to
6±  2 jcj
jcj
nX
kD1
jbkj  0:
To prove the result (2.2), we write
6±
jcj
" 
fv;d;c

n
.´/
fv;d;c.´/
  6±  jcj
6±
#
D
1CPnkD1 bk´k   6± jcjjcj P1kDnC1 bk´k
1CP1kD1 bk´k
W D 1Cw.´/
1 w.´/
where
jw.´/j 
6±
jcj
P1
kDnC1 jbkj
2 2PnkD1 jbkj  6± 2jcjjcj P1kDnC1 jbkj  1:
The last inequality is equivalent to
nX
kD1
jbkjC 6±  jcjjcj
1X
kDnC1
jbkj  1 (2.4)
Since the left hand side of (2.4) is bounded above by 6± jcjjcj
P1
kD1 jbkj ; the proof is
completed. 
Theorem 2. If the parameters d;v 2 R, c 2C and , ± D vC .d C2/=2¤
0; 1; 2; ::: are so constrained that ± > 7jcj
12
then
<
(
f 0
v;d;c
.´/ 
fv;d;c
0
n
.´/
)
 12±  7 jcj
3.4±  jcj/ .´ 2U/ ; (2.5)
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and
<
( 
fv;d;c
0
n
.´/
f 0
v;d;c
.´/
)
 12±  3 jcj
12± Cjcj .´ 2U/ : (2.6)
Proof. Similar to in the proof of Theorem 1 we know that for ´ 2U the image
domains of the functions ´ 7 !

f 0
v;d;c
.fv;d;c/
0
n

.´/ and ´ 7 !

.fv;d;c/
0
n
f 0
v;d;c

.´/ do not
contain the origin. Because
f 0
v;d;c
.´/ 
fv;d;c
0
n
.´/
D 1C
P1
kD1.kC1/bk´k
1CPnkD1.kC1/bk´k D 1C :::;
and  
fv;d;c
0
n
.´/
f 0
v;d;c
.´/
D 1C
Pn
kD1.kC1/bk´k
1CP1kD1.kC1/bk´k D 1C ::::
So that the functions f 0
v;d;c
and
 
fv;d;c
0
n
does not vanish for ´ 2U.
By using part (ii) of Lemma 1 we observe that
1C
1X
kD1
.kC1/ jbkj  12± Cjcj
3.4±  jcj/ ;
which is equivalent to
3.4±  jcj/
4 jcj
1X
kD1
.kC1/ jbkj  1;
where bk D . c=4/
k
.3=2/k.±/k :
Now, we write
3.4±  jcj/
4 jcj
"
f 0
v;d;c
.´/ 
fv;d;c
0
n
.´/
  12±  7 jcj
3.4±  jcj/
#
D
1CPnkD1.kC1/bk´kC 3.4± jcj/4jcj P1kDnC1.kC1/bk´k
1CPnkD1.kC1/bk´k
W D 1Cw.´/
1 w.´/ ;
where
jw.´/j 
3.4± jcj/
4jcj
P1
kDnC1.kC1/ jbkj
2 2PnkD1.kC1/ jbkj  3.4± jcj/4jcj P1kDnC1.kC1/ jbkj  1:
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The last inequality is equivalent to
nX
kD1
.kC1/ jbkjC 3.4±  jcj/
4 jcj
1X
kDnC1
.kC1/ jbkj  1: (2.7)
It suffices to show that the left hand side of (2.7) is bounded above by
3.4± jcj/
4jcj
P1
kD1.kC1/ jbkj ; which is equivalent to
12±  7 jcj
4 jcj
nX
kD1
.kC1/ jbkj  0:
To prove the result (2.6), we write
12± Cjcj
4 jcj
" 
fv;d;c
0
n
.´/
f 0
v;d;c
.´/
  3.4±  jcj/
12± Cjcj
#
W D 1Cw.´/
1 w.´/ ;
where
jw.´/j 
12±Cjcj
4jcj
P1
kDnC1.kC1/ jbkj
2 2PnkD1.kC1/ jbkj  12± 7jcj4jcj P1kDnC1.kC1/ jbkj  1:
The last inequality is equivalent to
nX
kD1
.kC1/ jbkjC 3.4±  jcj/
4 jcj
1X
kDnC1
.kC1/ jbkj  1: (2.8)
Since the left hand side of (2.8) is bounded above by 3.4± jcj/
4jcj
P1
kD1.kC1/ jbkj ; the
proof is completed. 
Theorem 3. If the parameters d;v 2 R, c 2C and , ± D vC .d C2/=2¤
0; 1; 2; ::: are so constrained that ± > jcj
4
; then
<
(
Œfv;d;c.´/ 
Œfv;d;c

n
.´/
)
 12±  3 jcj
12±  2 jcj .´ 2U/ ; (2.9)
and
<
( 
Œfv;d;c

n
.´/
Œfv;d;c.´/
)
 12±  2 jcj
12±  jcj .´ 2U/ ; (2.10)
where Œfv;d;c is the Alexander transform of fv;d;c :
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Proof. We prove only (2.9), which is similar in spirit to the proof of Theorem 1.
The proof of (2.10) follows the pattern of that in (2.2).
We consider from part (iii) of Lemma 1 that
1C
1X
kD1
jbkj
kC1 
12±  jcj
12±  2 jcj ;
which is equivalent to
12±  2 jcj
jcj
1X
kD1
jbkj
kC1  1;
where bk D . c=4/
k
.3=2/k.±/k :
We may write
12±  2 jcj
jcj
"
Œfv;d;c.´/ 
Œfv;d;c

n
.´/
  12±  3 jcj
12±  2 jcj
#
D
1CPnkD1 bkkC1´kC 12± 2jcjjcj P1kDnC1 bkkC1´k
1CPnkD1 bkkC1´k
W D 1Cw.´/
1 w.´/ ;
where
jw.´/j 
12± 2jcj
jcj
P1
kDnC1
bk
kC1´
k
2 2PnkD1 jbk jkC1   12± 2jcjjcj P1kDnC1 jbk jkC1  1:
The last inequality is equivalent to
nX
kD1
jbkj
kC1C
12±  2 jcj
jcj
1X
kDnC1
jbkj
kC1  1: (2.11)
It suffices to show that the left hand side of (2.11) is bounded above by
12± 2jcj
jcj
P1
kD1
jbk j
kC1 ; which is equivalent to
12±  2 jcj
jcj
nX
kD1
jbkj
kC1  0:

2.1. Struve functions
Choosing d D c D 1; in (1.3) or (1.4), we obtain the Struve function Hv.´/ of the
first kind of order v defined by (1.5). LetHv WU  !C be defined by
Hv.´/D fv;1;1.´/D 2v
p
  .pC3=2/´ vC12 Hv.p´/:
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We observe that
H 1=2.´/ D
p
´sin
p
´; H1=2.´/D 2.1  cos
p
´/;
H3=2.´/ D 4

1C 2
´

 8

sin
p
´p
´
C cos
p
´
´

:
In particular, the results of Theorems 1-3 become:
Corollary 1. The following assertions hold true:
(i) If v >  7
6
; then
<

Hv.´/
.Hv/n .´/

 6vC7
6vC8 .´ 2U/ ; (2.12)
and
<

.Hv/n .´/
Hv.´/

 6vC8
6vC9 .´ 2U/ : (2.13)
(ii) If v >  11
12
then
<
(
H 0v.´/ 
H 0v

n
.´/
)
 12vC11
12vC15 .´ 2U/ ; (2.14)
and
<
( 
H 0v

n
.´/
H 0v.´/
)
 12vC15
12vC19 .´ 2U/ : (2.15)
(iii) If v >  5
4
; then
<

ŒHv .´/
.ŒHv/n .´/

 12vC15
12vC16 .´ 2U/ ; (2.16)
and
<

.ŒHv/n .´/
ŒHv .´/

 12vC16
12vC17 .´ 2U/ : (2.17)
Remark 1. For v D 1=2 we have H1=2.´/D 2.1  cosp´/ and
 
H1=2

0
.´/D ´:
From (2.12) and (2.13) we obtain
<

1  cosp´
´

 5
11
 0:45455 .´ 2U/ ; (2.18)
and
<

´
1  cosp´

 11
6
 1:8333 .´ 2U/ : (2.19)
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Furthermore we have H 0
1=2
.´/ D sin
p
´p
´
and

H 0
1=2

1
.´/ D 1  1
6
´, so from (2.14)
and (2.15) we obtain
<
(
sin
p
´p
´
 
1  1
6
´
) 17
21
 0;809 .´ 2U/ ; (2.20)
and
<
(p
´
 
1  1
6
´

sin
p
´
)
 21
25
D 0;84 .´ 2U/ : (2.21)
2.2. Modified Struve functions
Taking d D 1 and c D  1; in (1.3) or (1.4), we get the modified Struve function
Lv.´/ of the first kind of order v defined by (1.6). Let the functionLv WU !C be
defined by
Lv.´/D fv;1; 1.´/D 2v
p
  .vC3=2/´ vC12 Lv.p´/:
The properties of the function Lv are the same like for the function Hv; because in
this case we have jcj D 1: More precisely, we have the following results.
Corollary 2. The following assertions are true:
(i) If v >  7
6
; then
<

Lv.´/
.Lv/n .´/

 6vC7
6vC8 .´ 2U/ ; (2.22)
and
<

.Lv/n .´/
Lv.´/

 6vC8
6vC9 .´ 2U/ : (2.23)
(ii) If v >  11
12
then
<
(
L0v.´/ 
L0v

n
.´/
)
 12vC11
12vC15 .´ 2U/ ; (2.24)
and
<
( 
L0v

n
.´/
L0v.´/
)
 12vC15
12vC19 .´ 2U/ : (2.25)
(iii) If v >  5
4
; then
<

ŒLv .´/
.ŒLv/n .´/

 12vC15
12vC16 .´ 2U/ ; (2.26)
and
<

.ŒLv/n .´/
ŒLv .´/

 12vC16
12vC17 .´ 2U/ : (2.27)
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Remark 2. If we take v D 1=2 we have L1=2.´/D 2.coshp´ 1/ and for nD 0;
we get
 
L1=2

0
.´/D ´; so, from (2.22) and (2.23) we obtain
<

cosh
p
´ 1
´

 5
11
 0:45455 .´ 2U/ ; (2.28)
and
<

´
cosh
p
´ 1

 11
6
 1:8333 .´ 2U/ : (2.29)
Furthermore we have L0
1=2
.´/D sinh
p
´p
´
and

L0
1=2

1
.´/D 1C 1
6
´, so from (2.24)
and (2.25) we get
<
(
sinh
p
´p
´
 
1C 1
6
´
) 17
21
 0;809 .´ 2U/ ; (2.30)
and
<
(p
´
 
1C 1
6
´

sinh
p
´
)
 21
25
D 0;84 .´ 2U/ : (2.31)
3. ILLUSTRATIVE EXAMPLES AND IMAGE DOMAINS
In this section, we present four illustrative examples along with the geometrical
descriptions of the image domains of the unit disk by the ratio of Struve (modified
Struve) function to its sequence of partial sums or the ratio of its sequence of partial
sums to the function which we considered in our remarks in Section 2.
Example 1. The image domain of the unit disk under the function f1.´/D 1 cos
p
´
´
;
.´ 2U/ is shown in Figure 1.
FIGURE 1.
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Example 2. The image domain of the unit disk under the function f2.´/D ´1 cosp´ ;
.´ 2U/ is shown in Figure 2.
FIGURE 2.
Example 3. The image domain of the unit disk under the function f3.´/D cosh
p
´ 1
´
;
.´ 2U/ is shown in Figure 3.
FIGURE 3.
Example 4. The image domain of the unit disk under the function f4.´/D ´coshp´ 1 ;
.´ 2U/ is shown in Figure 4.
FIGURE 4.
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