Introduction
In a variety of studies in the reliability/engineering, medical, biological, public health, sociological, and economic settings, the event of interest is recurrent. Examples are the failure of a machine, hospitalisation of a patient, occurrence of a tumour, commission of a criminal act, and a change of job. It is of importance to have mathematical and stochastic models for recurrent event data, and the appropriate statistical inference methods for dealing with such models. See, for instance, Proschan (1963) , Gill (1981) , Sellke (1988) , Aalen and Husebye (1991) , Therneau and Hamilton (1997) , Wang and Chang (1999) , Hougaard (2000) , Peña, Strawderman, and Hollander (2001) , Cook and Lawless (2002) , Nelson (2003) , Lindqvist (2006) , Peña, Slate, and Gonzalez (2007) , Stocker and Peña (2007) , the books by Cook and Lawless (2007) 
where, with F k the kth convolution of F, ρ(t) = 
Estimating and F
Let us first assume that β is known and consider the estimation of and F. 
J(s, w; β) (dw).
Using Proposition 1 in Peña et al. (2001) , (R i (v) ) .
Since J(s, R i (v); β)/[Y (s, R i (v)) + βY τ (R i (v))] is bounded and predictable, it follows that
n i=1 s 0
J(s, R i (v); β){M i (dv, t) + M τ i (dv)} Y (s, R i (v)) + βY τ (R i (v))
: s ≥ 0 is a zero-mean square-integrable martingale for every fixed t ≥ 0. Hence,
J(s, w; β){N(s, dw) + N τ (dw)} Y (s, w) + βY τ (w)
= E t 0
J(s, w; β) (dw)
.
The moment identity in Equation (2) motivates the Nelson-Aalen (NA) type estimator for (t), as in Aalen (1978) . Under the initial assumption that we know β, an estimator of is given bŷ Y (s, w) + βY τ (w) .
The induced PLE ofF = 1 − F is then 
where ' 'denotes product integration (cf. Gill and Johansen 1990; Fleming and Harrington 1991; Andersen, Borgan, Gill, and Keiding 1993) . This estimator may also be viewed as a Kaplan-Meier type estimator of F in honour of Kaplan and Meier (1958) . However, the initial assumption that β is known is clearly implausible. The random functions in Equations (3) and (4) are not valid estimators when β is unknown. To obtain estimators of and F when β is unknown, we need to develop an estimator of β, sayβ. Upon obtaining such an estimator, it will be plugged-in for β in the aforementioned random functions to obtain legitimate estimators of and F.
A referee has suggested an interesting generalisation, which potentially could lead to improved estimators of and F. In the developments above, the N(s, ·) and N τ (·) are weighted equally, but it appears that this is not necessary. The referee's suggestion amounts to considering as a starting point in the derivation of the more general martingale process given by
where W (s, ·) and W τ (·) are bounded predictable weight functions and with
We do agree with the referee that, indeed, Downloaded by [University of South Carolina ] at 18:49 24 September 2012 this weighted approach could lead to better estimators with proper choices of the weight functions. However, we do not pursue this more general approach in this paper since such a more general estimator will also alter the estimator of β arising from the profile likelihood justification presented in the following subsection. See also the remark after Theorem 2.1 for another reason for not pursuing this more general estimator in this paper.
Estimating β
We now develop a profile likelihood for β whose maximiser will serve as our estimator for β. The likelihood function for ( , β) over the time period [0,
The random functionˆ (·; β) in Equation (3) is a step-function with jumps only at the values of {T ij }s and {τ i }s. Taking these two properties into consideration, when we plug-in this function (·; β) for (·) into the likelihood function in Equation (5), and dropping terms not dependent on β, we get
where we used the identity
in the exponential function. Proceeding with the substitution, observe that the exponential function term simply becomes exp{−
, which is independent of β. Also, observe that the amount of the jumps ofˆ (·; β) are given bŷ
Thus, substituting these into the first two terms in Equation (6), we obtain the profile likelihood for β given by
The estimatorβ of β is the maximiser of this profile likelihood function. The logarithm of this function is given by By taking the derivative with respect to β and equating to zero, the resulting estimating equation forβ is given by
Observe that the integral in the left-hand side is just a finite sum over the τ i s and T ij s. Nevertheless, obtainingβ from this estimating equation requires iterative methods such as the Newton-Raphson (NR) procedure. Withβ at hand, we finally obtain legitimate estimators of (·) andF(·) even when β is unknown, given, respectively, bŷ
which are NA type and product-limit type estimators. A referee has also perceptively wondered whether the profile likelihood above used in estimating the β is truly a profile likelihood in the sense that it satisfies
where C is a family of cumulative hazard functions. We establish that this is indeed the case with C being the space of all cumulative hazard functions.
Theorem 2.1 Let C be the collection of all cumulative hazard functions on [0, ∞). Then Equation (9) holds. In addition, the maximising ∈ C is theˆ (·; β) defined in Equation (3).
Proof Assume that β is fixed. Then the relevant portion of the likelihood function in Equation (5) that involves (·) is given bỹ
To maximise this function over C, we must choose aˆ ∈ C with dˆ (T ij ) > 0 and dˆ 
Consequently, using the definition of the d k s, we have that
which is the estimator (3) when β is known. From the derivation of L P above, it therefore follows that Equation (9) We remark that this result is also one of our motivations for not considering the more general weighted-type estimators of (·), since the resulting estimators we ultimately obtained can be viewed as nonparametric maximum-likelihood estimators (MLEs). Using a weighted-type estimator of (·) will lead to general M-type estimators. This certainly is an interesting open problem and calls for further study.
Asymptotic properties
In this section, we present asymptotic properties of the estimators of β, , and F. To improve the readability and flow of the presentation, the proofs of the theorems and corollary in the remaining sections are all provided in the appendix. In the development of our asymptotic results, the sample size n, which represents the number of units, is increasing to infinity. The value s * ∈ (0, ∞) is assumed fixed, though we may let this also depend on n. The estimator of β,β n based on the n units will then be based on the profile likelihood L P (s * ; β) associated with the n units and over the [0, s * ]. Unless confusion may arise, we suppress showing the dependence on n of our profile likelihood, profile score function, and profile information function. Thus, we will simply write L P (s
2 for the profile likelihood, log-likelihood, score, and information functions, respectively, where L P (s * ; ·) is defined in Equation (7), but noting that these functions depend on the sample size n. We first list the assumed regularity conditions needed in the theorems, lemmas, and corollary.
(I) The GKG model holds with true parameter values F 0 , a continuous distribution function with associated hazard function 0 , and
The first two results deal with the consistency of the estimators.
Theorem 3.1 For the sequence of estimating equations for β given by
there exists a sequence of solutions (β n ≡β n (s * ), n = 1, 2, 3, . . .) such that, under (F 0 , β 0 ),β n converges in probability to β 0 .
Next, we provide results pertaining to the weak convergence properties of the estimators. Theorem 3.3 deals with asymptotic normality of the estimator of β. Theorem 3.4 deals with the weak convergence of Adekpedjou and E.A. Peña 
, where
weakly to a zero-mean Gaussian process with variance function defined via
The result concerning the estimator of the survivor functionF in Corollary 3.5 is a direct consequence of Theorem 3.4 and the Functional Delta Method; cf. pages 109-114 of Andersen et al. (1993) .
weakly to a zeromean Gaussian process whose variance function is
σ 2 F (s * , t) =F 0 (t) 2 σ 2 (s * , t).
Efficiency comparisons
In the absence of a relationship between F and G for the recurrent event model, Peña et al. (2001) obtained an estimator ofF(t) given bỹ
They established that this estimator is asymptotically a Gaussian process with mean function F 0 (t) and a asymptotic variance function
One of our main goals in introducing the GKG model for this recurrent event setting is to be able to examine the efficiency of the fully nonparametric estimator of F in Equation (10) when viewed in light of a more structured model. Under this GKG model, and first assuming that the parameter β 0 is known, the estimator ofF isF(s * , t; β 0 ) in Equation (4), with β replaced by the true value β 0 . This estimator is asymptotically a Gaussian process with mean functionF 0 (t) and an asymptotic variance function
A measure of the asymptotic relative efficiency (ARE) ofF(s * , t) relative toF(s * , t; β 0 ) is the ratio of their asymptotic variances, that is, Since y 0 (s * , w) and y τ 0 (w) are both non-negative, then it immediately follows from the expression in Equation (11) that ARE{F(s * , t) :F(s * , t; β 0 )} ≤ 1, that is, asymptotically the fully nonparametric estimator cannot be more efficient than the estimator derived under the GKG model under the assumption that the parameter β 0 is known. To obtain a more concrete result regarding the efficiency expression, we take the case where F 0 is an exponential distribution and we let s * → ∞.
Theorem 4.1 Assume the GKG model holds with the parameter vector (F 0 , β 0 ). IfF 0 (t) = exp{−θ 0 t} for t ≥ 0 and s
The preceding efficiency result, however, is still to be expected since we are comparing the fully nonparametric estimator with the estimator developed under the assumption of β 0 being known. It is of more interest to see if the fully nonparametric estimator is still dominated by the estimator under the GKG model derived under the situation where both F 0 and β 0 are unknown. Clearly, it is not anymore intuitive that we should expect full domination since the estimation of the parameter β 0 will have the resultant effect of also increasing the asymptotic variance of the estimator ofF. The question is whether, even with this increase in variance, the estimatorF(s * , t)
given in Equation (8) To acquire a more concrete knowledge of the degree of asymptotic efficiency loss of the fully nonparametric estimatorF(s * , t) relative toF(s * , t), we consider again the case wherē F 0 (t) = exp(−θ 0 t) for t ≥ 0 and with s * → ∞. As the ARE is the ratio between σ 2 (s * , t) and σ 2 (s * , t), we first obtained expressions of these variance functions under the above specifications.
Straightforward calculations and expressing the results in terms of β 0 andF 0 (t), we find that
The integrals in Equation (13) are not in the closed-forms, so we obtained their values using the integrate object function in the R Library. From the expressions in Equations (12) and (13) number of events observed per unit tends to decrease, henceF(∞, t) is deprived of data, while the estimatorF(∞, t) is still able to exploit the information contained in the observed τ i s. Note that when β 0 is large, there could be a great loss in efficiency of the fully nonparametric estimator. Furthermore, observe that none of the ARE-values exceeded unity, consistent with the result of Theorem 4.2. An interesting observation also from the ARE-plots is that, in contrast to the case where β 0 is known, the maximum ARE-value does not anymore occur at the limiting case of F 0 (t) → 1. It may be of some mathematical interest to determine, in terms ofF 0 (t) and β 0 , where this maximum occurs, but we leave this as an exercise to the interested reader.
Simulation studies

When GKG model holds
The asymptotic variances ofβ andF both depend on the renewal function of F 0 . Except for the case where F 0 is an exponential distribution or is a gamma distribution with shape parameter 2, there is no explicit closed-form expression for the renewal function (cf. Resnick 1994) . As such, there is generally no explicit closed-form expression for the asymptotic variances ofβ andF. In order to study the properties of the estimators for non-exponential distributions as well as to also examine their small-to moderate-sample size properties, computer simulation studies were therefore, performed. The goals of the numerical study are (i) to examine the impact of sample size and β on the properties of the estimators; (ii) to examine the bias and mean-squared error of the estimators; (iii) to examine the performance of the semiparametric estimator ofF relative to the fully nonparametric estimator in Peña et al. (2001) , and (iv) to assess the quality of the asymptotic approximations of the SEs. In the simulation, we considered the cases whereF 0 is exponential and Weibull. The scale parameter utilised in both cases was unity, while for the Weibull distribution the shape parameter α were set equal to 0.9 and 2.0. The β-values considered were 0.1, 0.3, 0.5, 0.7, 0.9, 1.0, and 1.5. The sample size n were set to 30, 50, and 100. Each simulation had 10,000 replications. In computing the estimateβ, we implemented a two-step approach. The R object optimise was Downloaded by [University of South Carolina ] at 18:49 24 September 2012 used to obtain a preliminary estimate ofβ (see Ihaka and Gentleman 1996) , and this estimate was then fed as a seed value to an NR iteration to obtain the final estimateβ. We observed that such an approach eliminates the problem of having seed values for the NR iteration which are too far off from the solution. By using the seed value from the optimise step, the NR iteration also converged quickly. The simulation program was coded entirely in R. Table 1 presents the simulated means and standard errors (SEs) ofβ under an exponentialF 0 for different values of β 0 and n. We also provided the values of the asymptotic standard error (ASE) ofβ, which are obtained by taking the square root of
We observe from this table that as the sample size increases, the simulated means ofβ for the different values of β 0 get closer to the respective values of β 0 . We also notice that when β 0 is large then there is more discrepancy between the simulated mean ofβ and β 0 . This could be partly attributed to the fact that there are less event recurrences compared to when β 0 is smaller. The agreement between the simulated SE and the ASE also improves as the sample size increases and when β 0 decreases. The relative efficiency at time t is obtained by taking the ratio of the simulated mean-squared errors ofF(t) and ofF(t). We used the mean-squared errors to take into consideration the biases that may still exist for finite sample sizes. Observe that these plots are in agreement with the asymptotic efficiency plots provided in Figure 1 .
Results for the WeibullF 0 are provided in Table 2 and Figure 3 . The general observations from these simulation results are similar to those whenF 0 is an exponential. For estimating β, when β 0 decreases or n increases, then the estimates are closer to their target parameters, which could be explained by the fact, that in either case, there are more data points available. In this Weibull case, a decrease in the value of the shape parameter also leads to more precision in the estimators, again partly due to the increase in the number of data points available. Figure 3 also empirically confirms that the estimatorF ofF, which exploits the GKG structure, always dominates the fully nonparametric estimatorF in Peña et al. (2001) . In the next subsection, we demonstrate, however, that if the GKG structure does not hold, thenF may not have good performance relative toF. Table 2 . Simulated means and SEs ofβ underF 0 (t) = exp(−t α ) for α ∈ {0.9, 2} and different values of β 0 and n. 
When GKG model does not hold
Prodded by a referee's suggestion, the performance of the nonparametric estimatorF in Peña et al. (2001) was also compared with the performance of the estimatorF in terms of their MSE when the GKG model does not hold. In the first simulation, the true F 0 is a unit exponential distribution, while G 0 is a uniform distribution over [0, θ] , where θ took values in {1, 2, 4, 8}. In the second simulation, the true F 0 was a Weibull(2, 1) distribution with a G 0 being a unit exponential distribution. For each of the simulation runs, we utilised a sample size of n = 30 and 10,000 simulation replications. Figure 4 provides the overlaid plots of the simulated efficiency of F relative toF plotted for different values of F 0 (t) for these two simulation models.
Observe that in these mis-specified models, the GKG-based estimator becomes less efficient for some regions of F 0 (t) compared to the fully nonparametric estimator. For the exponential F 0 and uniform G 0 , the loss in efficiency of the GKG estimator is not drastic and for most of the values of F 0 (t) the simulated efficiency values are close to unity. On the other hand, for the Weibull F 0 and exponential G 0 , the GKG estimator is quite inefficient for large regions of F 0 (t), especially when the length of the monitoring period is small.
It is interesting to observe the spikes in the efficiency plots for the cases where the monitoring periods are short, corresponding to θ = 1 for the uniform G 0 and θ = 1.2 for the exponential G 0 . This is a bias-variance phenomenon, with the degree of bias of the estimators playing a leading role. Figure 5 presents the bias plots and the relative efficiency plots for the case where θ = 1 in both simulation models. Observe that the bias of the GKG estimator is highly pronounced compared to the PLE. In the exponential F 0 and uniform G 0 case, the bias functions for both estimators are increasing and almost linear after the value of F 0 (t) of about 0.63. Coincidentally, notice that under this case, the probability that the first event time will be right-censored is P{T 1 > U} = E{exp(−U)} = 1 − exp(−1) = 0.6322 and this value is also equal to F 0 (1). The almost linear property of the bias functions is a consequence of the fact that the estimators become constants for t-values exceeding the maximum of {min(T 1i , τ i ), i = 1, 2, . . . , n}. This maximum value never exceeds 1.0 when θ = 1, so both estimates of F 0 (t) for each simulation replication will be constant for t ≥ 1, or equivalently, for F 0 (t) ≥ 0.6322. For the Weibull F 0 and exponential G 0 , notice that the GKG estimator is negatively biased for small values of F 0 (t) and becomes positively biased for larger values of F 0 (t). Regions of F 0 (t) where the GKG estimator is highly biased makes it inefficient relative to the PLE; while the region where its bias is close to zero is where the GKG estimator becomes better than the PLE, as can be seen in the plots in Figure 5 . We have noted that in the Weibull F 0 and exponential G 0 model, the efficiency loss of the GKG estimator arising from the model mis-specification cannot be ignored. This seems to suggest that a nonparametric estimation approach, when uncertain about the true underlying model, may still be the prudent approach. More interestingly, a two-step approach may be undertaken where a goodness-of-fit test of the GKG model is first performed, and if the model is statistically not rejected, to utilise the GKG estimator; otherwise, utilise the PLE. But, such an approach, as in any so-called preliminary test approach, requires caution because of the double-dipping on the data. Furthermore, research into tests of goodness-of-fit of the GKG model will be needed. Some ideas currently being pursued in this context is a procedure comparing the GKG and the PLE of Adekpedjou and E.A. Peña 
Appendix. Proofs
We provide in this appendix the proofs that the proposed estimators under the GKG model possess consistency and weak convergence properties. In addition, the proofs of the efficiency results are provided here.
A.1. Consistency proofs
Proof of Theorem 3.1 Define the random function
Also, define the deterministic function
(A2) Both of these functions are twice-differentiable with respect to β ∈ (0, ∞). Furthermore, observe thatβ is a maximiser of β → D(s * ; β). The first derivative of D(s * ; β) is the (scaled) profile score function and this is easily seen to be
Taking the derivative of the negative of U P (s * ; β) yields the scaled profile observed information function which turns out to be
From results in Peña et al. (2001) and the Glivenko-Cantelli theorem, we also have that
Furthermore, since the processes 
β → I P (s * ; β) is clearly a continuous mapping. Furthermore, observe that equals zero at β = β 0 , it follows that the chosenβ-sequence will converge in probability to β 0 . This completes the proof of the existence of a consistent sequence of the profile likelihood MLEs. 
we immediately see that ||Y τ /n − y 
This upper bound is of order o(1) provided y * 0 (t * ) > 0 and n 0 (t * ) = t * 0 y * 0 (v)λ 0 (v) dv < ∞, which implies the continuity of the mapping H * at (n * 0 , y * 0 ). For our specific problem, we have that y * 0 (t) = β 0 y 0 (t) + y 0 (s * , t). Since we assumed that t * is such that 0 (t * ) < ∞ and β 0 y 0 (t * ) + y 0 (s * , t * ) > 0, then we have established that 
