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Available online 4 October 2017Highlyﬁlled suspensions (or pastes) present complex rheological behaviour and squeeze ﬂow testing is used fre-
quently for rheological characterisation. The extent to which liquid phase migration (LPM) occurs in such tests,
and the inﬂuence of material extruded from between the plates, was investigated in experiments supported
by detailed modelling based on soil mechanics approaches. Lubricated squeeze ﬂow (LSF) tests were conducted
on amodel saturated ballotini paste preparedwith a viscous Newtonian binder, at plate speeds spanning two de-
cades. The testswere simulatedusing a two-dimensional (2-D) axisymmetricﬁnite elementmodelwith adaptive
remeshing to circumvent mesh distortion. The paste was modelled as a viscoplastic soil (Drucker-Prager) to
capture both rate-dependent effects at high shear rates and LPM at low shear rates. Capillary pressure was ap-
plied at the evolving free surface and the plate surfaces were modelled as frictionless for simplicity. Reasonable
agreement was obtained between the measured and predicted squeezing pressure proﬁles at the highest solids
volume fraction tested (ϕs = 60%). Agreement was poor at the lowest ϕs (52.5%), which was due to this paste
formulation behaving as a suspension/slurry without a distinct yield stress. For the ﬁrst time, the predicted
squeezing pressure was resolved into components using an energy analysis. The squeezing pressure was domi-
nated by the work required to deform the paste in the gap. This result is speciﬁc to highly viscoplastic pastes and
persisted to small plate separations whenmost of the sample lay outside the plates. Characterisation of the yield
stress from the ‘shoulder’ in the squeezing pressure proﬁle was reasonably accurate at h/h0 ≥ 96% (9% estimated
error). LPM was neither observed nor predicted at the plate speeds tested, despite the favourable pore pressure
driving force, due to the high binder viscosity and the zero dilation angle in the simulations. The ﬂow ﬁeld was
characterised using a novel ﬂow mode parameter derived from the shear rate tensor. The paste was predicted
to undergo pure biaxial extension between the smooth plates, and for the ﬁrst time was predicted to undergo
pure uniaxial extension external to the plates and (brieﬂy) pure shear at the boundary.sity model;
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Particulate pastes are used widely to manufacture products such as
agrochemicals, pharmaceuticals, and ceramic parts using techniques in-
cluding ram extrusion, screw extrusion and injection moulding [1].
Pastes may be processed into the desired shape by forcing the material
to ﬂow through a gap (a die) of deﬁned cross sectional proﬁle, or in
more complex cases by the ﬁlling of a mould. Pastes cease to ﬂow
upon removal of the driving force and retain their new shape: they
are an example of a soft solid. Highly ﬁlled pastes demonstrate complex
yield stress behaviour and hardening [2,3], wall slip [4] andmigration ofDP, Drucker-Prager
element modelling;
ated squeeze ﬂow;
l of Mechanical &
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open access article undthe liquid phase relative to the solids [5]. Some pastes are viscoplastic,
reﬂecting the use of a highly viscous binder or (less frequently) a rate-
dependent particulate matrix [6]. Others, such as mortar pastes, reﬂect
‘frictional’ rheology more reminiscent of dry particulate assemblies
[7]. Some display transitional rheology that is affected by both friction
at the interparticle contacts and viscous shear in the liquid binder.
These are the focus of the current work.
Paste extrusion processes are challenging to model and simple solid
or ﬂuidmechanics-based rheologicalmodels do not explain experimen-
tal trends over all timescales, or for instancewhen the process geometry
is altered. However, direct numerical simulation approaches such as the
Discrete Element Method that model each particle individually would
require what are currently prohibitive computer resources to simulate
an extrusion process of realistic (industrial) size, as these can easily fea-
ture hundreds of billions of particles [8,9]. A practical middle ground is
to study paste ﬂow by combining a simple material testing protocol,
such as a laboratory scale ram extrusion test or uniaxial compression
test (squeeze ﬂow or upsetting), with a low order ﬁnite element
model [10]. This approach permits partial decoupling of the variouser the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Nomenclature
Roman
1/2/3-D one/two/three-dimensional
2Dij deviatoric plastic strain rate tensor or plastic shear rate
tensor, s−1
Bn generalised Binghamnumber for viscoplasticmaterials, –
BPi portion of total deviatoric power transferred to sample by
upper plate that acts on the paste between the plates; ex-
ternal material is not included, W
CAX4P ABAQUS element type used in all simulations
CK Carman-Kozeny ϕs-permeability model
CVPPi combined viscoplastic and plastic power transferred to
sample by the upper plate, W
d volume-surface (Sauter) particle diameter, m
dp diameter of cylindrical pore, m
DP Drucker-Prager constitutivemodel for yield of particulate
solids
DYS dynamic yield surface for a viscoplastic material
e voids ratio, –
F capillary suction force, N
FEM ﬁnite element modelling
FMP ﬂow mode parameter, –
Fsq squeezing force, N
g acceleration due to gravity, m s−2
G shear modulus, Pa
h current sample height, m
h0 initial sample height, m
III _γ third invariant of the shear rate tensor, s
−1
k1,2 constants in rheological model for pastes developed by
Mascia and Wilson [3], Pa
kt tortuosity, –
K permeability (hydraulic conductivity) of the solids skele-
ton, m s−1
LPM liquid phase migration
LSF lubricated squeeze ﬂow
MRV mesh reﬁnement variable used to guide the adaptive
remeshing procedure
n ﬂow index during uniaxial compression for the pastes
tested here, –
Ne number of elements in the ﬁnite element mesh, –
p hydrostatic effective pressure, Pa
p0 reference effective pressure stress, Pa
pe,q local quasi-elastic power per unit volume, Wm−3
P pore liquid pressure, Pa
P0 initial value of pore liquid pressure in LSF simulation, Pa
Pc capillary pressure at the free surface of the paste sample,
Pa
Psq predicted average squeezing pressure at upper plate, Pa
PsqE measured average squeezing pressure at upper plate, Pa
PsqL predicted mean pore pressure at upper plate, Pa
QPi quasi-elastic power transferred to sample by upper plate,
W
r radial coordinate, m
Rf ﬁllet radius employed at outer edge of upper plate, m
Rp radius of squeeze ﬂow plates, m
sij deviatoric stress tensor, Pa
st surface tension of pore liquid, N m−1
S wetted surface area per unit volume of the bed, orwetted
perimeter per unit area at the free surface, m−1
SYS static yield surface for a viscoplastic material
t time, s
t1, t2 time at the beginning and end of a quasi-elastic stress in-
crease, s
TDPi total deviatoric power transferred to sample by upper
plate, W
ur radial velocity of paste (of solids skeletonwhen LPM is
signiﬁcant), m s−1
uz axial velocity of paste (of solids skeleton when LPM is
signiﬁcant), m s−1
U liquid superﬁcial velocity vector, m s−1
v velocity vector within solids skeleton, m s−1
V downward speed of upper plate, m s−1
Ve volume of an element of paste, m3
VPi viscoplastic power transferred to sample by upper
plate, W
x orthogonal three-dimensional coordinate system, m
z axial coordinate, m
Greek
j _γj square root of second invariant of the shear rate ten-
sor, s−1
_γij engineering deviatoric strain rate tensor, s
−1
|γij|y engineering deviatoric strain required to reach yield
from rest,−
_γp1−3 major, intermediate, and minor principal engineering
deviatoric strain rates, respectively, s−1
γe engineering elastic deviatoric strain, –
γp engineering plastic deviatoric strain, –
j _γelj square root of second invariant of the elastic shear rate
tensor, s−1
_γp plastic shear rate tensor, s−1
j _γpj square root of second invariant of theplastic shear rate
tensor, s−1
δe increment in voids ratio, –
δij identity tensor (Kronecker delta), –
δγp engineering plastic deviatoric strain increment, –
δεp plastic strain increment, –
δεvp plastic volumetric strain increment, –
ΔPsqL increase in pore pressure relative to initial value in LSF
simulation, Pa
Δt duration of a time step in the LSF simulation, s
Δγij,el increment in engineering elastic deviatoric strain,−
_ε strain rate tensor, s−1
_εp plastic strain rate tensor, s−1
_εrr radial strain rate within paste (solids skeleton when
LPM is signiﬁcant), s−1
εv total volumetric strain within the solids skeleton, –
εzz logarithmic axial strain in sample, –
_εzz radial strain rate within paste (solids skeleton when
LPM is signiﬁcant), s−1
_εθθ circumferential strain rate within paste (solids skele-
ton when LPM is signiﬁcant, s−1
θ circumferential coordinate, °
θc contact angle between solid ballotini material, pore
liquid, and air, °
κ logarithmic elastic bulk modulus, –
μ viscosity of liquid binder, Pa s
ξd dilation angle for solids skeleton, °
ρl density of pore liquid, kg m−3
σ von Mises stress, Pa
σDP portion ofσ arising from standard (rate-independent)
DP model, Pa
σij local three-dimensional effective stress tensor, Pa
σrr radial effective normal stress, Pa
σrz, τrz both denote the radial-axial effective shear stress, Pa
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Table 1
Formulations of the pastes subjected to LSF testing. The masses were selected such that
each batch provided at least ﬁve samples for LSF testing, each with an initial height of
20 mm and radius of 25 mm. ϕs and e denote the solids volume fraction and voids ratio
in the resulting pastes, respectively.
ϕs e Mass of ballotini/g Mass of aqueous glucose/g
50% 1 364 206
55% 0.82 401 186
60% 0.67 437 165
σVP portion of σ arising from shear within the pore liquid
during plastic ﬂow, Pa
σzz axial effective normal stress, Pa
σθθ circumferential effective normal stress, Pa
ϕs, ϕs,0 solids volume fraction, initial value, –
ϕv voids volume fraction, –
252 M.J. Patel et al. / Powder Technology 323 (2018) 250–268constitutive behaviours exhibited by the paste and allows them to be
characterised separately [11]. The parameters obtained are assumed to
be process geometry-independent and can then be incorporated in
ﬁnite element simulations (or analytical models if available) for the
required process geometry.
Lubricated squeeze ﬂow (LSF) and lubricated upsetting are two
well-established test geometries – the latter is not investigated here,
although the simulation method presented for LSF could be readily
applied to upsetting. Both tests involve the compression of a cylindrical
sample between two coaxial circular plates; see Fig. 1(a). The difference
between the processes is that for squeezeﬂow [6,12], the sample initial-
ly ﬁlls the gap between the plates such that the interfacial contact area
between paste and plates remains constant. For upsetting [13,14], the
sample radius is smaller than the plate radius and the contact area
increases with plate displacement: material is not extruded past the
edge of the plates. The process of obtaining geometry-independent
constitutive parameters from squeezeﬂowor upsetting testing typically
requires the following assumptions:
i. the material composition remains homogeneous during each test
[15–17], i.e. no liquid phase migration (LPM) occurs
ii. the material outside the plates (LSF case only) does not contribute
signiﬁcantly to the squeezing force [18];
iii. the length scale of the material's microstructure is much smaller than
the minimum separation of the plates [19] and there is no thixotropy
[20];
iv. the material is essentially incompressible, i.e. the stresses reached
during squeezing are small relative to the bulk moduli of the
material's individual components, and there is no entrained air [21];
v. interfacial friction between the material and the testing plates is
negligible, which is approached either by lubricating the plates and
using ‘tall’ samples [6] or by employing tall samples and very highAxis o
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Fig. 1. Geometry of LSF experiments and simulations. (a) The sample initially ﬁlls the space
representing a LSF sample at t= 0. (c) Mesh from (b) at ﬁnal plate displacement in LSF exper
remeshing (Section 3.4).squeezing velocities that conﬁne interfacial shear to a thin layer
adjacent to the plates [22].The objective of the current study is to determine the accuracy of the
ﬁrst two assumptions during LSF of viscoplastic pastes. A series of LSF
tests were conducted using a model paste formulation consisting of
near-monomodal glass ballotini suspended in a viscous Newtonian liq-
uid binder. Care was taken to ensure the minimum plate separation
tested (3 mm) was much larger than the particle diameter (~200 μm),
and the paste was saturated (no entrained air). A high viscosity binder
was used to prevent sedimentation of the ballotini during storage and
testing. Thus, the pastes were viscoplastic cf. non-viscoplastic pastes
such as mortar [7,23].
The LSF tests are simulated using a 2-D (axisymmetric) ﬁnite ele-
ment model (FEM) implemented on the ABAQUS software platform.
Sample meshes from the beginning and end of a LSF simulation are pre-
sented in Fig. 1(b–c), respectively. The plates are modelled as friction-
less for simplicity, which was promoted in the experiments by
applying a lubricant. LPM is modelled using the classical (monoﬂuid)
form of Darcy's law. The simulation code was adapted from earlier sim-
ulations of ram extrusion [24–26], which required changing the geom-
etry from ram extrusion to LSF, changing the constitutive model from
modiﬁed Cam-Clay (appropriate for particles that crush/break) to
Drucker-Prager (DP, muchmore appropriate for assemblies of hard par-
ticles such as ballotini), and the incorporation of viscoplasticity. This is
the ﬁrst time that the LSF of pastes has been modelled at this ﬁdelity.
2. Experimental methodology
The LSF testing apparatus is presented in Fig. 1(a). The test protocol
is described in detail elsewhere [3]. For brevity, only essential details are
reproduced here.f 
etry
 of 
etry
Upper plate moves 
downwards at V / 2
h0 / 2
ted outflow corner. Mesh becomes 
orted during flow around this corner.
tem used in the simulations
(b)
between the Perspex plates. (b) Two-dimensional (axisymmetric) ﬁnite element mesh
iments (15 mm). The mesh becomes distorted and is periodically redrawn using adaptive
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The model paste formulations used here incorporate spherical,
near-monomodal ballotini (Potters Ballotini Ltd., UK). These properties
are advantageous for four reasons:
i. Darcy's law is used to model LPM. This requires a model for the
permeability of the particulate network (the solids skeleton). The
well-established Carman-Kozeny (CK) permeability-porosity
model is used here, which is most accurate when the particles are
monomodal and spherical [27].
ii. The CK model does not consider changes in the size and shape
distributions of the pores that occur due to particle deformation
and breakage. Ballotini are relatively stiff and independent tests
(data not reported) conﬁrmed that they did not break under stress-
es signiﬁcantly larger than those reached during the LSF tests. This
lack of breakage and structure evolution simpliﬁes numerical
modelling [28].
iii. Excluding particles with high aspect ratio has been found to render
pastes more ‘extrudable’ [29], as well as less prone to incorporating
and retaining air. The latter assists in maintaining the saturated
(air-free) state required by the CK model.
iv. Liquid ﬂow through a deforming particulate matrix is likely to differ
from the stationary case owing to the evolution of pore shape and
size. Given the absence of experimental data on this topic, the use of
spherical particles is advantageous as they cannot align with the
direction of ﬂow, reducing the complexity of this evolution. The lack
of alignment also simpliﬁesmodelling of the solids skeleton as its me-
chanical properties are closer to isotropic as was assumed here.
The material density of the ballotini was reported as 2460–
2490 kg m−3 [30] and the volume-surface mean (or Sauter) diameter,
d, is 201 μm. This is the measure of particle size used in the CK model
andwasmeasured by laser diffraction (Beckman Coulter LS230, Bucking-
hamshire, UK). The liquid binder was an aqueous solution of 80 wt% glu-
cose (J. M. Loveridge Ltd., Hampshire, UK)with a density of 1400 kgm−3.
Its rheological behaviour was investigated using an AR500 rheometer
using a smooth 4° cone and plate conﬁguration (TA Instruments, UK)
over the apparent shear rate range 0.1 to 4000 s−1, and was found to be
Newtonian with a shear viscosity, μ, of 300 Pa s at 20 °C. As the viscosity
is strongly dependent on temperature, the LSF tests were conducted in
a temperature-controlled environment (20 °C).
An air-liquid-solid interface is present at the exposed surface of the
LSF samples. Capillary pressure arises there and measurements of the
air-liquid-solid contact angle, θc, and the air-liquid surface tension, st,
are required to model it. These are 60° and 78.8 mN m−1, respectively,
at 20 °C [31].
2.2. Paste formulations
The rheological properties of the model paste formulations are
determined largely by the volume fraction of particulate solids in the
paste (ϕs) and the binder viscosity. A true yield stress was found only
at large values of ϕs, near themaximum packing fraction, whichwas es-
timated from the ‘as poured’ value of ~63%. At small ϕs, (liquid-like)
power law rheological behaviour was observed. These ﬁndings corre-
spond with those from previous studies that reported no yield stress
for 83 μm ballotini suspensions at ϕs = 51.6% [32], ϕs = 56% [33,34]
for d in the range 80–100 μm, and at ϕs = 60% [35] for d = 15 μm.
Aarons and Sundaresan [36] reported DEM simulations of dry assem-
blies of 2-D disks undergoing simple shear. Elastoplastic constitutive be-
haviour did not arise at ϕs values in the range 55%–60% unless both
interparticle cohesion and friction were included. Assuming this holds
true in the presence of a liquid binder, we note that the dry ballotini
used here are smooth, display no cohesion during handling, and thepastes are formulated to ensure full saturation (no entrained air).
These factors eliminate any signiﬁcant internal source of cohesion.
The constitutivemodels used here for the solids skeleton are derived
from soil mechanics, and are not readily applied to pastes that do not
exhibit a yield stress. If the range of ϕs values is restricted to be above
the limit (≳56%), the remaining range of ϕs that can be investigated is
narrow as the largest usable ϕs value was found to be 60% due to air
entrainment and shear heating during mixing. The range of initial ϕs
values, labelled ϕs,0, investigated was therefore set at 50%–60%; see
Table 1. The consequences on the constitutive model for the paste are
discussed in Section 3.2.2.
2.3. Mixing and LSF testing
Mixing and LSF testing were conducted in a temperature-controlled
laboratory at 20 °C. The three formulations detailed in Table 1 feature
ϕs,0 values of 50%, 55% and 60%, resulting in pastes that are likely to be
saturated (‘as poured’ ϕs ~ 63%). The required mass of dry ballotini
was weighed into the bowl of a Kenwood Chef KM200 mixer using a
Precisa XB10200G electronic balance (±0.5 g). The liquid binder was
added to the bowl in three separate stages. Mixing was applied (using
a K-beater attachment) between each addition and at the lowest
possible mixing speed to avoid shear heating and loss of water by
evaporation from the binder. After mixing, the bowl was held in an
airtight container for two hours at 20 °C to allow the paste to thermally
equilibrate.
The LSF testing apparatus is presented in Fig. 1(a) and is based on a
Zwick/Roell Z050 instrumented strain frame (Zwick Testing Machines
Limited, Leominster, UK). It features a static lower plate mounted
upon a rigid testing table and an upper plate attached to the crosshead
of the strain frame. The plates are circular, coaxial and horizontal. The
upper plate is lowered at a constant speed (V) and its instantaneous
displacement is measured to ±1 μm. The compliance of the apparatus
was assessed separately and was found to be negligible at the test
conditions. The squeezing force was measured via a load cell (±0.1 N).
Three sets of plates were tested, featuring either polytetraﬂuoroethylene,
316 stainless steel or Perspex surfaces. The Perspex plates (radius Rp =
25 mm) offered the least adhesion and were used for all subsequent
tests. Lubrication was applied by spraying each plate with a petroleum
distillate (WD-40 Company, Ltd), gently touching the plates together
and rotating the upper plate. Spreading that was even to the eye was
achieved in this way.
The lower plate was secured to the testing table and a split cylindri-
cal sample former placed around it and secured with a jubilee clip. For
the two less-ﬁlled formulations in Table 1 (ϕs,0 = 50%, 55%), small sam-
ples of paste were gently formed by hand into a patty that was placed
into the cylindrical cavity. Gentle tamping using the upper plate caused
the sample to ﬁll the cavity. At ϕs,0 = 60%, the paste was too stiff for this
method and samples were instead placed onto a non-stick surface and
rolled into ﬂat blocks of the required height. The sample former was
pressed by hand into the paste, i.e. the former was used as a cutting
tool. The former was removed carefully from the sample to minimise
distortion. However, due to the soft and ‘sticky’ nature of the pastes, it
was difﬁcult to ensure a uniform initial sample height (h0), which was
± 1 mm in all cases. Covey and Stanmore [37] recommended a mini-
mum initial height of Rp (25 mm) to minimise the inﬂuence of
residual friction at the plate surfaces. In practice, values of h0 N 20 mm
led to partial collapse (slumping) of the samples and were therefore
not used.
The LSF tests were performed at upper plate speeds (V) of 0.1, 0.5, 1,
5 and 10 mm s−1 (maximum crosshead speed) over a plate displace-
ment of 15mm. The ﬁnal sample height was 3–5mm,with the variation
due to the variation in initial sample height. The samples did not fracture
during squeezing due to the high viscosity of the liquid binder. The tests
considered to be most prone to LPM (highest ϕs,0, V ≤ 1 mm s−1) were
tested for LPM by cutting ﬁve cylindrical samples from the paste
Table 2
Values of the material parameters used in the simulations.
Parameter Value Comment
κ 1.83 Estimated from the initial capillary pressure modelled at the surface of the LSF samples (Section 3.2.2)
Initial values of e 0.67, 0.82 and unity Reﬂects the formulations of the pastes tested in the LSF apparatus. The corresponding ϕs values are given in Table 1.
G 10 MPa This (large) value improves the stability of the deviatoric constitutive calculations made during the LSF simulations (Section 3.2.4)
d 201 μm Volume-surface mean (or Sauter) diameter of glass ballotini used in the model pastes (Section 2.1)
μ 300 Pa s Viscosity of the liquid binder mixed into the model pastes (Section 2.1)
st 78.8 mN m−1 Measured for the aqueous liquid binder at 20 °C (Section 2.1)
θc 60° Measured for the aqueous liquid binder at 20 °C (Section 2.1)
ρl 1400 kg m−3 Density of the liquid binder (Section 2.1)
P0 Eq. (16) Initial pore liquid pressure used for the LSF simulations. The initial values of the normal effective stresses are set to−P0, and the initial shear
stress is set to zero. P0 is caused by capillary pressure at the free surface, which is modelled as varying with the initial value of ϕs (Section 3.3).
K Eq. (14) Permeability (hydraulic conductivity) predicted using the Carman-Kozeny permeability-porosity model. A correction factor of 0.0992
is applied to improve correlation with experimentally measured permeability data (Section 3.2.5).
ξd 0° Dilation angle for the solids skeleton. This is assumed to be zero due to the fact that the model pastes featured values of ϕs below the
‘as-poured’ value (63%) and were therefore considered unlikely to dilate (Section 3.2.3).
σDP f(ϕs) The static yield stress, σDP , varies with ϕs and is taken as the value of the von Mises stress at the smallest shear rate reached during the
LSF experiments (~0.01 s−1). This assumption is made in the absence of more deﬁnitive yield stress data (Section 4.1).
σVP fn(ϕs,j _γpj) The viscoplastic stress due to bulk shear within the liquid binder,σVP, is equal toσ−σDP . Its value is predicted by Eqs. (17)–(19), which
are ﬁtted to the LSF test data at small strains (Section 4.1).
dσVP=dt ±1 MPa s
−1 The rate of change of viscoplastic stress is manually limited to stabilise the constitutive calculations made by ABAQUS during the LSF
simulations (Section 3.2.4).
254 M.J. Patel et al. / Powder Technology 323 (2018) 250–268remaining between the plates using a cylindrical corer, as described by
Mascia et al. [38]. The samples were weighed (±0.5 mg; Sartorius
ST1535 electronic balance), oven-dried and thenweighed again to estab-
lish the value of ϕs. An additional control sample was taken from each
batch of paste to establish the precise value of ϕs,0, which was found to
vary slightly between batches.
3. Numerical model
The model is based on a code developed for the modelling of ram
extrusion [25,26,39]. The values of the material parameters used in
the simulations are presented in Table 2. Details of the test geometry
and simulation method-related parameters are presented in Table 3.
3.1. Key assumptions
Gravitational forces are assumed to be negligible. This is reasonable
as dummy samples of the ‘softest’ paste (lowest ϕs,0) did not slump
over the timescale of the longest test. Inertial forces are assumed to be
negligible and the process is assumed to be isothermal (negligible
shear heating). These are reasonable assumptions given the low testing
speeds (≤10 mm s−1). The solid and liquid phases are assumed to be
incompressible, which is reasonable given the small hydrostatic pres-
sures achieved during the tests (order (50 kPa)). The paste is assumed
to be saturated. The mechanical properties of the paste are assumed to
be isotropic, which is reasonable given that the particles are spherical.Table 3
Parameters deﬁning the geometry and initial conditions employed in the LSF simulations. The p
shear stress at the plates before slip occurs.
Parameter Value Comment
Rp 25 mm Radius of testing plates in LSF experim
h0 18 mm Initial sample height used for LSF simu
Δh 10 mm Final plate displacement speciﬁed within
(Section 4.2).
V 0.1, 1 or 10 mm s−1 Velocity of upper testing plate towards
MRV σij The effective stress tensor was used to
choice is explained in Section 3.4.
Rf 0.01 Rp Fillet radius employed at the corner of
that occurs as it moves past the corner
No. of elements in mesh, Ne ~500 Number of ﬁnite elements used to mes
simulations (results in similar simulatiThe elastic strain sustained by the solids skeleton is assumed to be
small relative to the plastic strain. Thus, the total strain rate in the
skeleton can be modelled as the sum of the elastic and plastic strain
rates instead of a multiplicative function. This assumption (additive
strain rate decomposition) simpliﬁes modelling considerably and is
appropriate for stiff particulate materials that undergo a large-strain
process. Normal stresses applied to the paste are assumed to be opposed
by both the pore liquid pressure and the effective stress on the solids
skeleton as per Terzaghi's principle [40]. This principle also states that
external shear stresses are sustained by the solids skeleton only,
although these are not modelled here as the plates are assumed to be
frictionless. The LSF process is modelled as axisymmetric and the sam-
ple is assumed to be symmetric about the horizontal plane passing
through the centre of the sample; see Fig. 1(b). This assumption is
employed in virtually all models of squeeze ﬂow.
3.2. Constitutive model
3.2.1. Basic deﬁnitions
The local effective stress tensor, σij, has three normal and six shear
components. Under the assumptions of zero body forces as well as
force and moment equilibrium within the paste, σij= σji. If the sample
and geometry are axisymmetric and there is no deformation in the
θ-direction (‘twist’),σiθ=0. Four independent effective stresses remain
(σrr,σθθ,σzz and τrz), and the convention usedhere is that normal stresses
are positive when tensile.late surfaces are assumed to be frictionless, i.e. the paste does not have to exceed a certain
ents and simulations (Section 2.3)
lations (Section 4.1)
LSF simulations. This gives a ﬁnal sample height of 18 mm− 10 mm= 8mm
lower testing plate (Section 3.3)
develop the element size distributions employed in the simulation meshes. This
the upper plate for the LSF simulations. Filleting minimises the distortion of the mesh
(Section 3.4).
h the upper half of the LSF samples. This was kept approximately constant in all
on runtimes for all cases; see Section 3.4).
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Fig. 2.Artiﬁcial volumetric compaction lines for themodel pastes. The three points bracket
the values of ϕs,0 measured during the LSF experiments (Table 1). The effective pressures
are calculated using the capillary pressure model (Eq. (16)). The value of p0 is chosen as
the capillary pressure at the smallest ϕs. The lines bracket the data points and feature
identical gradients (κ= 1.83).
Fig. 3. Drucker-Prager (DP) and von Mises yield criteria plotted in (a) the meridional
plane, and (b) the π-plane. The DP surface is conical and its orientation is shown in the
inset diagram. σp1–3 and Δε pij,p1–3 are the principal effective stresses and principal strain
increments, respectively. B and B′ illustrate yielding states. For the von Mises material,
the direction of the plastic strain increment is normal to the cylinder (associated ﬂow).
For DP materials, normality is conventionally assumed within the π-plane, while in the
meridional plane the angle is measured using triaxial tests.
255M.J. Patel et al. / Powder Technology 323 (2018) 250–268The effective stress tensor can be resolved into deviatoric and hydro-
static components. These are denoted by sij and p, respectively:
σ ij ¼ σ ij þ pδij
 
−pδij ¼ sij−pδij ð1Þ
p ¼−1
3
σ ii ð2Þ
In Eq. (1), δij is the identity tensor. A common scalar (invariant)
measure of sij is given by the von Mises stress, σ , which represents the
‘intensity’ of the local shear stress:
σ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3
2
X
i; j
sijsij
vuut ð3Þ
The local volume fraction of voids (porosity or voidage) is termedϕv;
for saturated pastes, ϕv+ ϕs=1. The relationship between the volume
fractions and the voids ratio, which is the standard measure of porosity
used in soil mechanics is:
e ¼ local volume of voids
local solids volume
¼ ϕv
1−ϕv
¼ 1−ϕs
ϕs
ð4Þ
3.2.2. Elastic behaviour
The elastic constitutive behaviour for an isotropicmaterial is deﬁned
completely by the speciﬁcation of two elastic material parameters.
Common choices are the Young's, shear and bulk moduli, the Poisson
ratio and the Lamé constants. Here, we specify the logarithmic elastic
bulk modulus (κ) and the shear modulus (G) for the solids skeleton.
With respect to κ, we begin by considering a purely hydrostatic
stress state within the skeleton (p = p0). The local voids ratio is
modelled as increasing elastically (recoverably) with decreasing p:
de ¼−κ d ln p
p0
  
ð5Þ
κ is an empirical lumped parameter, whereas p0 is a user-speciﬁed
reference condition. This was chosen here as the effective pressure
within the sample ‘at rest’ (deﬁned momentarily). Particle breakage
was not detected during the experiments (Section 2.1). Therefore, the
solids skeleton is assumed not to undergo negative plastic volumetric
strain (compaction) at high values of p. At very low values of p (very
large e), the ballotini will not form a self-supporting assembly and will
not feature a yield stress, i.e. the paste will exhibit suspension/slurry-
like rheology. This extreme case of LPM is not commonly reported during
squeeze ﬂow experiments. The soil-slurry transition is also not clearlydeﬁned within any current rheological model. For these reasons, the
soil-slurry transition is not modelled here and a yield stress is assumed
to exist at all values of e.
While attempting to measure κ, it was observed that the value of ϕs
for the dry ballotini ‘as poured’ was ~63%. This is larger than the largest
value of ϕs at which pastes could be mixed without air entrainment
and shear heating during mixing (60%; Section 2.3). The value of κ at
ϕs ≤ 60% is ill-deﬁned as the ballotini donot forma self-supporting assem-
bly for this range of ϕs (κ→∞ as volumetric ‘stiffness’→ 0). However, soil
mechanics-compatible ﬁnite element modelling codes such as used here
require a ﬁnite value of κ. Therefore, a (large) value of κ is assumed over
the range of ϕs being modelled. For the parallel case of materials with
zero extensional strength, the ABAQUS documentation suggests a similar
approach, i.e. that a non-zero ‘numerical’ stiffness is added to thematerial
model [41].
The origin of the value used here (κ= 1.83) is now described. First,
we assume a continuously contacting, load-bearing solids skeleton ex-
ists at all values of ϕs of interest. Prior to the LSF test, the solids skeleton
is under a small hydrostatic pressure due to capillary pressure at the
surface of the sample; see Section 3.3. As three values of ϕs,0 modelled
here (Table 1), there are three corresponding initial values of p: these
are plotted in Fig. 2. Eq. (5) was ﬁtted to the three points in Fig. 2, and
gave κ=1.83. This is very large (‘weak’) comparedwith values reported
Fig. 4. Static yield surface (SYS) and two dynamic yield surfaces (DYSs) in the meridional
plane (plotted as linear for simplicity). Points ‘A’, ‘B’ and ‘C’ indicate the stress path
traversed by the solids skeleton in the absence of LPM (Section 3.2.4). C is located on the
DYS appropriate to the local plastic shear rate, j _γ pj, and solids volume fraction, ϕs. The
direction of the plastic strain increment is discussed in Section 3.2.4.
256 M.J. Patel et al. / Powder Technology 323 (2018) 250–268for real particulate media (10−6 - 0.1) such as wet sand [42], food pow-
ders [43], kaolin slurry [44] and chromatographic bed packing material
[45]. However, this value of κ is still sufﬁcient to sustain the initial cap-
illary pressure imposed at the sample surface, as is required for the
paste to be initially in static equilibrium. This approach is approximate,
andwe note that a superior approachwould be to replace it with values
derived from high resolution (i.e. particle length scale) numerical
models driven by the Discrete Element Method.
The deviatoric elastic behaviour of the solids skeleton is modelled
here using a simple, ﬁrst order approach. The elastic engineering
deviatoric strain, γe, increases in direct proportion to the applied von
Mises stress, σ (Section 3.2.1):
σﬃﬃﬃ
3
p ¼ Gγe ð6Þ
In Eq. (6), the constant of proportionality is the shear modulus, G. A
large, constant value of G (10 MPa) is used here to promote numerical
stability. The reasons for this are presented in Section 3.2.4.
3.2.3. Plastic behaviour
The solids skeleton is modelled as deforming elastically across the
entire range of effective pressure due to the absence of particle breakage
during the LSF tests (Section 3.2.2). We note that breakage may be
incorporated by modifying the Drucker-Prager (DP) constitutive
model [46] used here to represent the shear strength of the solids
skeleton by the addition of a ‘cap’ at high effective pressures [47].
The DP constitutive model is frequently used to represent the
deviatoric (shear) strength of highly ﬁlled particulate solids [47–49].
The yield surface for the DP model is illustrated in the von Mises stress
vs. effective pressure plane (meridional plane) in Fig. 3(a) and in the
deviatoric stress plane (π-plane) in Fig. 3(b). In Fig. 3(a), σ increases
linearly with p – this yield surface shape is illustrative and the shape
used here is described in Section 3.2.4. The yield surface shape in the
π-plane is modelled here as circular, which reﬂects the common von
Mises yield criterion. This shape is straightforward to implement and is
chosen here in the absence of speciﬁc experimental data; real particulate
materials usually demonstrate a more complex shape in the π-plane.The radius of the yield surface in the π-plane (yield surface ‘size’) in-
creases with both effective pressure and shear rate; see Section 3.2.4.
When the stress state reaches the yield surface, plastic strain develops.
This generally includes both deviatoric plastic strain (δγp), which indi-
cates shape change, and volumetric plastic strain (δε vp), which indicates
a change in ϕs. The relative magnitude of these strains is dictated by the
dilation angle, ξd; see Fig. 3(a). Dilation angles are conventionally
measured using triaxial cell tests. However, these were not possible at
the values of ϕs used here (≤60%; Table 1) as they lie below the value
at which the ballotini forms a self-supporting assembly (~63%;
Section 3.2.2). Therefore, ξd was modelled as zero in all simulations
and the plastic strain that occurs during shear is thus isovolumetric.
Note that for soils incorporating crushable particles, this type of defor-
mation is referred to as ‘critical state’ deformation.
3.2.4. Viscoplastic behaviour
The yield stress of viscoplastic materials increases with the shear
rate, j _γpj (see Eq. (9)). The DP yield surface for the solids skeleton
(Fig. 3) is now redeﬁned as the static yield surface (SYS), i.e. the yield
surface that is active at inﬁnitesimally low shear rate. This surface
is surrounded by an inﬁnite number of (concentric) dynamic yield
surfaces; see Fig. 4.
During lubricated squeezeﬂow in the absence of LPM, the voids ratio
is ﬁxed and the effective pressure is therefore constant by Eq. (5). The
effective stress increases from its initial value (Point A in Fig. 4) until it
reaches the SYS at Point B. If the shear rate is high enough to induce
viscoplasticity, the stress increases discontinuously from Point B on
the SYS to the dynamic yield surface (DYS) appropriate to the current
shear rate (Point C). This increase is termed a stress jump. A correspond-
ing (negative) stress jump occurs when the plastic shear rate decreases.
The size of the DYS, i.e. its radius in the π-plane in Fig. 3(b), depends on
the paste formulation as well as the shear rate. Here, the formulation is
related solely by ϕs as all other material parameters are constant. The
link between the size of theDYS and the shear rate is nowdeﬁned quan-
titatively. We begin by deﬁning the plastic strain rate tensor, _εp:
_εpij ¼
1
2
∂vj
∂xi
þ ∂vi
∂xj
 !
ð7Þ
In Eq. (7), ‘x’ denotes an orthogonal three-dimensional coordinate
system and ‘v’ denotes the velocity of the solids skeleton. The volumetric
plastic strain rate can be subtracted from _εp to yield only the deviatoric
contribution, which is conventionally written as:
_γpij ¼ 2 _εpij−
1
3
tr _εpij
	 

δij
 
ð8Þ
_γ pij is the plastic shear rate tensor, which is often referred to in ﬂuid
mechanics texts as 2D. The second invariant of _γ pij (henceforth referred
to as the shear rate) is then:
_γp
  ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
2
X
i; j
_γ pij _γ
p
ij
vuut ð9Þ
The stress state during plastic shear (isotropic material) can then be
expressed as:
σ ¼ σDP pð Þ þ σVP ϕs; _γp
   ð10Þ
where σDP represents the SYS and represents the contribution of
interparticle friction (increases with pressure) and σVP reﬂects the
viscoplastic contribution, which dominates at high shear rate and
increases with ϕs. Measurements of σDP and σVP are presented in
Section 4.1.
Fig. 5. (a–c)(i) Different constitutive models for viscoplasticity and the early evolution of stress and strain during LSF (no LPM), and (a–c)(ii) their spring-dashpot-slider equivalents. The
axes present the vonMises effective stress,σ, and themagnitude of the deviatoric strain, |γij|; the scalarmultipliersmean theproﬁle gradient during elastic deformation in (a) and (c) (and
(b) at inﬁnitesimal shear rate) equals the shearmodulus,G. j _γpj is the second invariant of the plastic shear rate tensor. |γij|y is the deviatoric strainmagnitude at yield. The proﬁles illustrate
deviatoric deformation for (a) ‘standard’ elasto-viscoplasticity, (b) viscoelasticity plus viscoplasticity (more realistic), and (c) the quasi-elasticmodel developed here. In (a), stress jumps
occur in response to all changes in j _γpj. In (b), the apparent yield strain increases with j _γpj. In (a) and (c), all deformation at |γij| ≤ |γij|y is purely elastic. In (c), stress jumps due to rate
increases are replaced with continuous, quasi-elastic stress increases, improving convergence. Stress jumps upon rate decreases are not replaced as convergence is largely unaffected
(Section 3.2.4).
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physically reasonable that they arise during elastic shear. However,
this is neglected here due the difﬁculty of implementing viscoelasticity
alongside the (many) other constitutive mechanisms modelled. This
omission is problematic at high shear rates as the size of the stress
jumps at yield, e.g. between Points B and C in Fig. 4, become large. At
the highest plate speed (10mms−1), values of the generalised Bingham
number, Bn=σVP /σDP, reach ~10. It is extremely challenging to obtain
simulation convergence under these conditions as the deviatoric stress-
es at yield increase by ~1000% over consecutive iterations. Mabssout
et al. [50] report a semi-implicit time integration procedure for Bn of
order (0.1). However, this approach cannot be pursued here as the in-
built time integration routines available in ABAQUS cannot be modiﬁed
to the required extent. Yin et al. [51] report one-dimensional (1-D)
analytical solutions at Bn=0.2. However, the boundary conditions active
during LSF testing (capillary pressure) are too complex for 1-Dmodelling.
Gonzalez et al. [52] describe a modiﬁed form of FEM for use with highly
viscoplastic problems. However, these modiﬁcations are too extensive
to incorporate within the DP model available within ABAQUS. Tong
and Tuan [53] reported FEM simulations of viscoplastic deformation
(explosion) of a Drucker-Prager/Cap soil at Bn ~ 5. This was achieved
by deﬁning a custommaterial model within a commercial solidmechan-
ics ﬁnite element code (LS-DYNA®). However, implementing a custommaterial model is a substantial undertaking and is not within the scope
of this work. Instead, an approximate model was developed here to
represent viscoplasticity. This is described in Fig. 5.
The graphical interpretation for elastoplastic rheology is the familiar
arrangement of a spring in series with a slider. The latter deforms only
after the yield surface is reached. Fig. 5(a) presents the yield surface in
the meridional plane for a ‘standard’ elasto-viscoplastic material,
which incorporates a viscous dashpot in parallel with the slider. At
yield, the deviatoric stress, σ , increases discontinuously (‘jumps’) from
the static yield surface to the dynamic yield surface appropriate to the
local shear rate. The stress jump is a result of the simplicity of the con-
stitutive model and is not observed experimentally. A superior model
is the viscoelastic-viscoplastic model presented in Fig. 5(b), for which
the entire spring-slider arrangement exists in parallel with the dashpot.
The supplementary spring in series with the dashpot then replaces each
stress jump with a continuous (elastic) stress path. However, as stated
earlier in this section, viscoelasticity was problematic to incorporate
into the current constitutive model.
The approximate model for viscoplasticity used here is described in
Fig. 5(c). The stress jump is replaced by a continuous, ‘quasi-elastic’ stress
path that is a projection of the elastic stress path followed prior to yield.
This projection requires that the two springs in Fig. 5(c) feature identical
elastic constants, and the use of constant G at all rates requires that the
258 M.J. Patel et al. / Powder Technology 323 (2018) 250–268spring that is active prior to yield is external to the slider anddashpot. This
model is simpler to implement than the viscoelastic-viscoplasticmodel as
G is constant, unlike Fig. 5(b), and replaces the stress jumpupon increases
in shear rate. A simpliﬁcation used here is that the negative stress jump
that occurs when the shear rate decreases is left unaltered. This does
not affect convergence signiﬁcantly, and is therefore used in all simula-
tions presented here.
One problemwith the quasi-elasticmethod is that, at constantG, the
elastic strain to yield in Fig. 5(c) increases signiﬁcantly with shear rate.
This behaviour is not observed experimentally for particulate pastes and
is minimised here by increasing G to a large value (10 MPa), which
reduces the difference in yield strain between dissimilar shear rates by
reducing the yield strain to a generally small value. This approximation
is considered acceptable as yield strains for highly-ﬁlled particulate
media containing hard particles are generally not large [54].
The implementation of the quasi-elastic method within ABAQUS is
described in detail by Patel [55]. For brevity, only critical features are
reproduced here. Firstly, the local shear rate (Eq. (9)) is calculatedwith-
in each element. Alongwith the local value of ϕs, this identiﬁes the local
yield stress (Eq. (10)). This is supplied to the elastoplastic material rou-
tineswithin ABAQUS,which determinewhether the following time step
requires elastic/quasi-elastic or purely plastic/viscoplastic calculations.
As these calculations are delayed to the following time step rather
than conducted within the current step, the quasi-elastic calculations
are explicit with respect to time cf. the implicit, unconditionally stable
approach normally used by ABAQUS/Standard. Explicit solution
methods are prone to oscillations in the values of solution variables
(shear stress and rate) between consecutive time steps. The ABAQUS
documentation [56] suggests a method for damping out oscillations,
which is to manually limit the rate of change of the explicit term, dσVP=
dt. The maximum stable value found during testing was ±1 MPa s−1,
which is imposed in all simulation described here.
The error resulting from the use of the quasi-elastic model for
viscoplasticity is considered alongside the results in Section 4.3.1.
3.2.5. Modelling of liquid phase migration
LPM becomes signiﬁcant when the velocity of the liquid binder rela-
tive to the solids skeleton approaches the velocity of the solids skeleton.
LPM is described here in terms of a superﬁcial velocity using Darcy's
law, which assumes that the binder is incompressible, saturates the
pores (no entrained air) and undergoes laminar ﬂow through the
pores. High velocity ﬂow through the pores requires other models as
discussed by, e.g. Innocentini et al. [57].
We begin with the continuity equation, which describes conserva-
tion of mass for the binder as it ﬂows through the pores:
∇  U þ dεv
dt
¼ 0 ð11Þ
In Eq. (11), U is the superﬁcial velocity vector for the binder relative
to the solids skeleton and εv is the local volumetric strain within the
solids skeleton. U is deﬁned by the Carman-Kozeny (CK) permeability-
porosity model:
∇P ¼ μkt S
2
1−ϕsð Þ3
U ð12Þ
In Eq. (12), P denotes the pressure within the binder, μ denotes its
viscosity and kt denotes the tortuosity of the solids skeleton, i.e. the
ratio of the actual length of the ﬂow channels through the skeleton to
the straight-line channel length. The (standard) value of 5 is used for
kt [58]. S denotes the wetted pore surface area per unit volume of
the skeleton. For assemblies of rigid spherical particles of diameter d, Sis deﬁned by the CK model as:
S ¼ 6ϕs
d
ð13Þ
Thus, the CKmodel predicts thatU is directly proportional to∇P. The
constant of proportionality is often multiplied by the unit weight of the
pore liquid, ρlg, and divided by its viscosity, μ, to give the permeability
(hydraulic conductivity) of the solids skeleton:
K ¼ d
2 1−ϕsð Þ3ρlg
36ktϕs
2μ
ð14Þ
K was measured using a permeability testing cell in which air was
passed through a bed of ballotini; the protocol is described in detail by
Mascia [59] and is not reproduced here. At ϕs=60%, the CKmodel pre-
dicts that K = 6.81 × 10−10 m s−1 whereas the measured value is an
order of magnitude smaller at 6.75 × 10−11 m s−1 [59]. This demon-
strates that the CK model does not offer a satisfactory model at this ϕs,
as reported for other particulate materials [60–63]. Therefore, the CK
model is modiﬁed here by the inclusion of a correction factor (0.0992)
that is equal to the ratio of the measured and predicted values at ϕs
= 60%. This correction factor is assumed (in the absence of further
data) to be independent of ϕs.
3.3. Boundary and initial conditions
The upper plate is modelled as rigid and frictionless, i.e. perfectly
lubricated. The validity of this assumption is discussed alongside the
results. The lower half of the sample is not modelled due to symmetry
(Fig. 1). The upper plate moves axially towards the symmetry plane at
a speed V / 2, where V is the speed of the crosshead. A solid-liquid-air
interface exists at the surface of the LSF sample where it is exposed to
atmosphere (the free surface). Capillary pressure arises at the free
surface, which is modelled here using the approach described in our
prior study [26]. In brief, we assume that the exits of the pores at the
free surface are circular and of a uniform diameter, which is consistent
with the CKmodel in which pores feature a uniform diameter. The cap-
illary suction force, F, arising at the surface of a cylindrical pore is [64]:
F ¼ πdpst cos θcð Þ ð15Þ
In Eq. (15), the surface tension of the liquid/solid combination used
in the paste is st, the diameter of the pore exit is dp and the solid-liquid-air
contact angle is θc. In the CK model, ‘S’ deﬁnes the wetted pore surface
area per unit volume of the paste (Eq. (13)). S is now assumed to also
represent the wetted pore perimeter per unit area at the free surface.
The capillary pressure at the free surface, Pc, is then the product of the
force per unit wetted pore perimeter, F / (πdp), and S:
Pc ¼ Sst cos θcð Þ ¼ 6ϕs
d
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:0992
p st cos θcð Þ ð16Þ
The factor of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:0992
p
is related to the correction factor in the perme-
ability calculation. We assume that this correction factor is due to the
underprediction of S by the CK model, and must therefore arise also in
Eq. (16). The correction factor could alternatively be ascribed to an overly
small prediction for tortuosity (kt) rather than S. However, the choice of
assumption makes little difference to the simulation results as little LPM
is predicted during any simulation.
If the pore pressure at the free surface exceeds Pc (negative forwetting
liquids), binder drains from the free surface until the pore pressure falls
below Pc. If the pore pressure at the free surface decreases below Pc, the
negative pore pressure is transferred to the particulate skeleton which
compacts in response, i.e. the binder is ‘pinned’ to the free surface and
cannot withdraw into the bulk. Consequentially, external air cannot
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Fig. 6. (a) Mean squeezing stress (force on plate/plate area) vs. logarithmic axial strain for
a sample LSF test (no LPM);ϕs,0= 60%,V=0.1mms−1, h0=19mm, andﬁnal h=5mm.
The inclined dashed lines indicate the initial transient (I) and steady state (S)ﬂowproﬁles,
which intersect at the point of apparent yield (the shoulder; Section 4.1). The horizontal
dashed line indicates the apparent compressive yield stress. (b) Summary of results
from all 15 LSF tests. The von Mises stress at apparent yield is set equal to the mean
squeezing stress. The shear rate, j _γp j, is also calculated at apparent yield (Section 4.1).
Symbols: ϕs,0 = 61% (triangles; upper proﬁle), 58% (squares; middle proﬁle) and 52%
(diamonds; lower proﬁle).
259M.J. Patel et al. / Powder Technology 323 (2018) 250–268enter the paste and it remains saturated. Similar models for capillary
pressure have been developed to describe the capillary rise of liquid
through a porous medium [65–67].
The initial conditions used in the LSF simulations are as follows. The
initial pore liquid pressure (P0) is equal to the capillary pressure predicted
by Eq. (16) at ϕs,0. As the initial pore pressure is supported by the solids
skeleton (Section 3.2.2), the initial values of the effective stresses σrr, σθθ
and σzz are −P0 (compressive). The shear stress, τrz, is initially zero.
Thus, the paste is in a purely hydrostatic stress state. The upper plate is
initially stationary and is accelerated to V / 2 via the use of a short ramp
function.
3.4. Numerical implementation
The LSF simulations were run using the ABAQUS/Standard v6.6 fully
implicit FEM solver on aWindows PCwith a 3 GHz Intel Pentium 4 CPU.
The simulationswere run on a single CPU core and required b256MB of
RAM. Approximately 500 time steps were required to complete each
simulation, with 1–4 iterations required per step. The duration of
each time step (Δt) was controlled adaptively by ABAQUS to fulﬁl
the (standard) relative and absolute convergence criteria, and the
maximum absolute error and relative error permitted were kept at the
default values of 1% and 0.5%, respectively. The simulation runtimes
were within the range 10–60 min on the PC described above. Note
that this PC is now relatively old (circa 2003) and the simulations
would likely take 10 min on a modern PC.
The computational meshwas attached to the solids skeleton, i.e. the
simulations are Lagrangian. The meshes are unstructured (Fig. 1(b–c))
and incorporate ~500 elements each. These are of the inbuilt ABAQUS
element type ‘CAX4P’, which deﬁnes them to be Continuum elements
(as opposed to one-dimensional beam/truss elements) that are formu-
lated for AXisymmetric simulations. The elements are ﬁrst order quad-
rilaterals incorporating 4 nodes (one at each corner). The model's
primary variables (deﬁned at each node) are assumed to vary linearly
across each element side and bilinearly within the element bulk.
These variables include the displacement vector for the solid skeleton
and the Pore liquid pressure. Conventionally, elements of mixed order
(quadratic displacement, linear pore pressure) are used in soil mechan-
ics simulations, although this was not possible with the remeshing code
employed here [39].
The shape of the elements degrades (mesh distortion) as material
ﬂows past the corner of the upper plate; see Fig. 1(c). Rounding this
corner with a ﬁllet radius, Rf, equal to 0.01 Rp reduces this problem but
does not eliminate it. Therefore, the mesh is periodically replaced with
a new, undistorted mesh. This process involves (i) stopping ABAQUS
after a moderate extent of plate displacement, i.e. before the mesh
becomes overly distorted, (ii) drawing a new, undistorted mesh within
the boundary of the old mesh (adaptive remeshing), (iii) interpolating
the values of critical solution variables from the old mesh to the
new mesh (solution mapping), (iv) checking the mass of each phase is
conserved during solution mapping, and (v) restarting ABAQUS upon
the newmesh and continuing the motion of the upper plate. The adap-
tive remeshing code used here is based on a pre-existing code written
for ram extrusion geometry [25,26,39], and the runtimes quoted earlier
in this section include the time required for remeshing,mass conservation
calculations and solution mapping.
The distribution of element sizes in each newmesh is designed using
the ‘Z2’ procedure [68]. In brief, the size of the elements in the newmesh
is inversely proportional to the estimated error in a selected simulation
variable (the mesh reﬁnement variable, or MRV). This error is large
wherever the MRV exhibits large spatial derivatives. Four variables
were tested for their suitability as the MRV (data not shown), namely
the effective stress tensor, the effective pressure, the voids ratio and the
shear rate tensor. However, the choice makes little difference to the
resulting element size distributions. This is a result of the simplicity of
the process geometry – the size distribution varies with the choice ofMRV for more complex geometries such as ram extrusion geometry
[24,55] – and also the lack of LPM, which results in the pastes responding
as homogenous viscoplastic materials rather than partially drained,
viscoplastic soils. Fourment and Chenot [69] reported similar indepen-
dence with respect to the choice of MRV for large-strain simulations in-
corporating viscoplastic media. Thus, in the absence of a clearly superior
MRV, the stress tensor was used to guidemesh reﬁnement. An additional
element sizing rule was added, which is that a minimum of ﬁve elements
is used tomesh the thickness of paste remaining between the plates. This
ensures that axial variation in critical simulation variables is adequately
resolved in the inter-plate region.
The solution mapping process involves ﬁrst extracting the values of
critical simulation variables (pore pressure, effective stress and voids
ratio) at the nodes of the old, distorted mesh (performed by ABAQUS).
Secondly, these variables are interpolated from the nodes of the old
mesh to either the nodes of the new mesh (pore pressure) or the inte-
gration points in the newmesh (effective stress and voids ratio). This in-
terpolation is performed using the same bilinear shape functions used
by ABAQUS to describe the variation of the primary variables (e.g.
pore pressure) within the elements.
After solution mapping, the total mass of each phase (solids skeleton
and binder) within the distortedmesh is compared with the correspond-
ing masses calculated using the newmesh. The results were observed to
be essentially unchanged by the interpolation, which demonstrates that
the solutionmapping procedure used here ismass conservative in a glob-
al sense. Additionally, the distributions of voids ratiowere visually similar
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Fig. 7. Static yield surface in the meridional plane for the model ballotini pastes. The σDP
values are the uniaxial yield stresses estimated from the LSF tests at the lowest plate
speed (V = 0.1 mm s−1). The p values are calculated from the ϕs,0 values and Eq. (16).
The dashed lines reﬂect the approximation that σDP at intermediate ϕs values can be
obtained via linear interpolation.
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conserved adequately at a local level.
4. Results and discussion
A total of 15 LSF experiments and 15 LSF simulations were run. The
initial values of sample height, h0, were 18mm±1mm(lowerϕs,0) and
19mm±0.5mm(central and higherϕs,0) for the experiments butwere
modelled as 1 mm smaller in the simulations – this is best explained
alongside the data in Section 4.1. The experimental data are presented
at values of the reduced sample height, h/h0 ≥ 45% as the squeezing pres-
sure diverged at smaller values, which is indicative of the lubricant be-
coming exhausted and the development of wall friction (modelled as
zero in the simulations). A similar ﬁnal h/h0 was speciﬁed within the
simulations. The measured ϕs,0 values lay in the range 52%–61%
(Eqs. (17)–(19); Section 4.1), but are set at 52.5%–60% in the
simulations. The modelled range is slightly narrower to allow for LPM
in the simulations without the need to extrapolate the measured ﬂow
curves (described below) beyond the range of ϕs at which they are
characterised.
The results are presented in six forms. With regards to the experi-
mental data (Section 4.1), the ‘squeezing pressure’, i.e. the squeezing
force (Fsq) divided by the area of the plates (πRp2), is plotted against
the logarithmic axial strain, −εzz = ln(h0 / h). The early data from
these proﬁles were used to derive the static and dynamic yield surfaces
for the paste (ﬂow curves). One-dimensional distributions of ϕs at the
end of the LSF tests are also presented to demonstrate the extent of
LPM (very little). The predicted squeezing pressure and its components
are plotted against the reduced sample height, h/h0. Distributions of ϕs,
pore liquid pressure, and a novel function of the shear rate tensor are
also presented at the end of the simulations, and collectively predict
little LPM. The measured and predicted squeezing pressures exhibit
reasonable agreement at the higher ϕs,0, but show dissimilar trends
with plate displacement at lower ϕs,0. The latter result may be due to
liquid-like rheology arising at the lower ϕs, and (consequentially) the
development of signiﬁcant interfacial friction at the plates.
4.1. LSF experiments
Fig. 6(a) presents a sample stress-strain proﬁle from an LSF test
(ϕs,0 = 60%, V= 0.1 mm s−1). The y-axis variable, Fsq/πRp2, reﬂects the
mean axial compressive stress on the sample during the very early
phase of each test, i.e. before the sample geometry undergoes signiﬁ-
cant changes. The use of the logarithmic axial strain as the x-axis vari-
able assumes that the sample deforms afﬁnely (homogeneously).
Again, this is only valid at small plate displacements; see Appendix A.
We now assume that the intersection of the initial transient and the
steady state ﬂow regime (dashed black lines) in Fig. 6(a) denotes the
point of yield, which is henceforth termed the shoulder. The uniaxial
yield stress of this sample is estimated using the horizontal grey dashed
line (2.6 kPa).
This valuemay be compared with existing yield stress data for other
particulate pastes. For instance, Horrobin [24] reported that the yield
stress for a highly ﬁlled α-alumina catalyst paste (ϕs ~ 61%) was
~300 kPa, while Covey and Stanmore [37] reported yield stresses for
toothpaste to be as low as ~10 Pa (ϕs not stated). The values reported
for the ballotini pastes fall within this range. However, yield stresses
for pastes similar to those tested here (ballotinimixedwith a highly vis-
cous binder) are not commonly reported as such materials are usually
observed to be liquid-like (no distinct yield stress). LSF tests on ballotini
pastes featuring a less viscous binder than used here were reported by
Mascia andWilson [3], who reported that a yield stress exists, but is de-
pendent on the strain rate at the onset of ﬂow. It is not within the scope
of this work to consider either liquid-like rheology or rheology depen-
dent on the strain rate at yield. Therefore, the model pastes used hereare assumed to feature a true yield stress as extracted from the shoulder
in the compressive stress-logarithmic strain proﬁle.
Fig. 6(a) demonstrates that the apparent axial strain at yield is 9%.
This value is similar to that measured in Couette geometry for ‘weak’
pastes made with deformable particles [70], although it is two orders
of magnitude larger than reported for soils [54]. A large yield strain
seems unlikely for the ballotini pastes studied here, and is instead
believed to arise due to sample distortion occurring during removal of
the cylindrical former (Section 2.3). The upper surface evolves a slightly
domed shape during former removal with its apex above the centre of
the sample. Thus, the ﬁrst ~2 mm of plate displacement after initial
contact is required to establish contact between the entire upper surface
of the sample and the upper plate. This signiﬁcantly increases the appar-
ent axial strain at yield. Rather than replicate the initially domed sample
shape in the simulations, the approach used herewas to employ a 1mm
smaller initial sample height for the simulations.
This ambiguity regarding the yield strain value affects the reliability
of the yield stress estimate, as there is material outside the plates when
the shoulder in Fig. 6(a) is reached. This external material acts to
increase the apparent yield stress. However, the resulting error is
considered commensurate with other potential errors, i.e. the error
due to the assumption of frictionless slip at the plates and the assump-
tion that a true yield stress exists at the values of ϕs tested. Thus, the
inﬂuence of the initially domed sample surface is not discussed further.
Fig. 6(b) presents the yield stress values obtained from the shoulders
of the 15 LSF tests. These data are now used to estimate the static and
dynamic yield surfaces for the pastes. Firstly, the value of the shear
rate, j _γpj, is required at the shoulder. This requires that (i) the ballotini
and binder are incompressible (Section 3.1), (ii) little LPM occurs prior
to yield (results presented later), (iii) the plates are frictionless
(discussed in Section 4.2), and (iv) there is little material outside the
plates at yield, or alternatively that the power required to deform the
external material is negligible relative to that required to deform the
material between the plates (Section 4.3.1).
Under the above assumptions, the volumetric strain rate is zero and
the plastic strain rate tensor and the plastic shear rate tensor are identi-
cal (Eq. (8)). The shear rate at yield can then be calculated using Eq. (9)
and the components of j _γpj derived using the procedure given in
Appendix A. Next, we assume that the squeezing pressure proﬁles at
the lowest plate speed (0.1 mm s−1) feature negligible viscoplastic
effects. Thus, the yield stresses obtained at this speed are assumed to
reﬂect the static yield surface, σDP . Note that lower plate speeds than
the minimum used here (0.1 mm s−1) could not be accessed as the
pressure proﬁles (load traces) obtained were very noisy. The static yield
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Fig. 8. Solids volume fraction proﬁles obtained from core samples taken after LSF tests
on the ‘stiffest’ paste formulation (ϕs,0 = 60%). V= 1 mm s−1 (diamonds), 0.5 mm s−1
(triangles), and 0.1 mm s−1 (squares). Location 6 denotes a control sample taken from
the paste before forming the sample.
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Fig. 7. As the SYS is normally represented on aσDP− p plot, theϕs,0 values
have been converted into effective pressures using Eq. (16).
The data in Fig. 7 imply that the static yield surface (meridional
plane) may diverge at high effective pressure. This shape is unavailable
within ABAQUS for use with the DP model – the default yield surface
shapes are linear (positive intercept only), hyperbolic and exponential
with the latter two shapes featuring a decreasing gradientwith increasing
effective pressure (dσDP=dp N 0, d
2σDP=dp
2
b 0) – and the data in Fig. 7
were instead entered manually into ABAQUS via the use of an auxiliary
solution variable [71].
The viscoplastic contribution to the yield stress,σVP, is obtained from
σ − σDP , which is in turn obtained from Figs. 6(b) and 7, respectively.
Power law curves were ﬁtted to the difference (exponent henceforth
referred to as n):
σVP MPað Þ ¼ 0:013 _γp
 0:98 atϕs ¼ 52% ð17Þ
σVP MPað Þ ¼ 0:051 _γp
 0:86 atϕs ¼ 58% ð18Þ
σVP MPað Þ ¼ 0:067 _γp
 0:87 atϕs ¼ 61% ð19Þt increases
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Fig. 9. Experimental and simulation results at ϕs,0 = 60% and V=10mm s−1. Psq and PsqE
are the predicted and measured squeezing proﬁles, respectively. CVPPi, VPi, BPi, QPi and
PsqL are deﬁned in Section 4.3.1.Each ϕs value in Eqs. (17)–(19) is the mean of ﬁve values, each of
which correspond to a batch mixed for LSF testing at a given plate
speed (ﬁve speeds tested here). These values of ϕs are higher than
those designed into the paste formulations (50%, 55% and 60%;
Table 1) due to (unavoidable) evaporation of the liquid binder during
preparation of the pastes. During the simulations, values of σVP at ϕs
values intermediate to those quoted in Eqs. (17)–(19) were obtained
by linearly interpolating between the values calculated at the two
nearest ϕs, known values.
The dynamic yield surface obtained for the ballotini pastes (σDP +
σVP) is now compared with that obtained for a different model ballotini
paste at ϕs = 60% described by Mascia and Wilson [3]. They reported a
relationship between the ‘ﬂow onset stress’ and the strain rate at yield
of the formσ = k1lnð _γpÞ+ k2, which also ﬁtted the data for a ‘soft’ par-
ticle (microcrystalline cellulose) paste system at similar ϕs. The ﬁrst
term differs noticeably from the functional form of Eqs. (17)–(19).
However, the binder used in their pastes features a viscosity 105 times
smaller than that used here. As a result, their pastes' rheology is almost
certainly dominated by interparticle friction (mediated by lubrication
by the binder) rather than viscous shearwithin the binder itself. The lat-
ter appears to dominate the rheology of the pastes studied here, given
that the exponents in Eqs. (17)–(19) are close to unity.
Themaximumshear rate (j _γpj) atwhich experimental data are avail-
able to calibrate Eqs. (17)–(19) is ~1 s−1 (Fig. 6(b)). Values above this
occasionally arose in the LSF simulations and were obtained by
extrapolation of the power law curves. However, it is considered unre-
liable to extrapolate Eqs. (17)–(19) beyond the values of ϕs at which
they are calibrated as yield stresses can vary exponentially with ϕs for
highly ﬁlled particulate materials. Instead, the range of ϕs,0 used in the
simulations (52.5%–60%) was kept within the range used to calibrate
Eqs. (17)–(19) (52%–61%). This allowed for a limited extent of LPM to
occur before extrapolation became necessary, although very little LPM
was eventually predicted for any case.
The experiments most likely to exhibit LPM are those at the higher
ϕs,0 (the ‘stiffest’ pastes) and the lowest plate speeds. Thus, the tests at
ϕs = 61% and the three lowest V were tested for LPM by taking core
samples from the paste plug remaining between the plates at the end
of each test; see Fig. 8. If LPMwas signiﬁcant, theϕs proﬁles would dem-
onstrate a noticeable gradient with the highest values at the sample
axis. This was not observed for the threemost LPM-prone tests, indicat-
ing that LPM is insigniﬁcant at the range of plate speeds tested. This
matches the results from the LSF simulations, which are presented
below.4.2. LSF simulations: preamble
The simulation results presented below are those obtained at the
highest and lowest plate speeds tested (V= 10 and 0.1 mm s−1) only,
and at the higher and lower ϕs,0 values (60% and 52.5%). Results at the
intermediate plate speeds (0.5, 1 and 5 mm s−1) and ϕs,0 (58%;
Eq. (18)) are intermediate between those presented and are therefore
omitted for brevity.4.3. LSF simulation 1: ϕs = 60%, V = 10 mm s−1
4.3.1. Squeezing pressures
Fig. 9 presents the measured (PsqE) and predicted (Psq) proﬁles of
squeezing pressure. The x-axis is the reduced sample height, h/h0, rather
than the compressive axial strain, −εzz, as used in Fig. 6(a). This
alteration is made as the assumptions behind the calculation of εzz
(Appendix A) become progressively less reliable with increasing plate
displacement. Psq is subdivided into contributions from the pore liquid
pressure (PsqL) and the effective stress, which is estimated visually
from the difference between Psq and PsqL. Both Psq and PsqL are calculated
(b)
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FMP
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Bulk value ~ 70 kPa
Bulk value = -0.727 (pure 
biaxial extension)
Value outside plates = 0.727 
(pure uniaxial extension)
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initial value of 60%
Fig. 10. Distributions of (a) the solids volume fraction, (b) the pore liquid pressure, and
(c) the ﬂow mode parameter deﬁned in Eqs. (26)–(28) at the end of the LSF simulation
(h/h0 = 44%). Conditions: V = 10 mm s−1 and ϕs,0 = 60%. The distributions are
discussed in Section 4.3.2.
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ly, over the surface of the upper plate and dividing the results by VπRp2.
The instantaneous rate ofwork done on the sample by the upper plate
is PsqπRp2V. This canbe resolved into components that drive the various de-
formation mechanisms active within the paste, i.e. elasticity, plasticity,
viscoplasticity and LPM. We begin with the rate of work per unit volume
of the paste, which is related by the scalar product of the stress and strain
rate tensors, σ ij : _εij. In the case of negligible LPM, the volumetric strain
rate is zero and the strain rate (_εij) is equal to the deviatoric strain rate ( _γij
=2). Similarly, the effective stress tensor (σij) can be replaced with the
deviatoric effective stress tensor (sij) as the hydrostatic component (p)
does nowork. The result,sij : _γij=2, is then integrated over the sample vol-
ume to yield the rate of deviatoric work done on the sample. This is
termed the instantaneous total deviatoric power, TDPi:
TDPi ¼ 2
XNe
i¼1
Z
Ve
sij : _γij=2dVe
0
B@
1
CA
i
∀ σ ≥ σDP ð20Þ
In Eq. (20), Ve and Ne are the volume of each ﬁnite element and the
total number of elements in the mesh, respectively. The integration is
performed using Gaussian quadrature; see Zienkiewicz and Cheung
[72]. Finally, the integral is doubled because Ve represents half of the
sample volume due to the presence of the symmetry plane (Fig. 1).
TDPi incorporates all elastic, plastic and viscoplastic deviatoric work
done by the upper plate on the paste. Thus, TDPi also includes the work
done during quasi-elastic increases in stress, which is represented by
the dark grey triangles in Fig. 5(c). This portion of TDPi is referred to
as the instantaneous quasi-elastic power, QPi (Eq. (22)), and is an artefact
of the quasi-elastic method used here to stabilise viscoplastic calcula-
tions within ABAQUS (Section 3.2.4). QPi is therefore subtracted from
TDPi to yield the combined rate of elastic, plastic and viscoplastic
work, CVPPi:
CVPPi ¼ TDPi−QPi ð21Þ
In all simulations, the rate of elastic deviatoric work is observed to
fall to zero shortly after initial yield. This occurs because the entire
sample is in a state of yield and continues in this state until the end of
the simulation. Thus, CVPPi represents just the viscoplastic and plastic
work inputs for nearly all of the simulation and is abbreviated accord-
ingly. The power required for viscoplastic deformation alone, VPi, is
given by:
VPi ¼ 2
σVP
σ
XNe
i¼1
Z
Ve
sij : _γij=2dVe
0
B@
1
CA
i
−QPi ∀ σ ≥ σDP ð22Þ
In Eq. (22), the fractional term outside the summation serves to se-
lect only the viscoplastic portion of the post-yield deviatoric work.
QPi is now deﬁned. First, consider a quasi-elastic increase in sij
between times t1 and t2. This drives an increase in the elastic deviatoric
strain, Δγij,el. The quasi-elastic work is represented by the area of the
triangles in Fig. 5(c). The local quasi-elastic power, pe,q, is given by:
pe;q ¼
1
2
 σ t2ð Þ−σ t1ð Þ
σ t2ð Þ  sij t2ð Þ
 
: Δγij;el
 
 1
t2−t1
ð23Þ
sij t2ð Þ  sij t1ð Þ þ GΔγij;el ð24Þ
In Eq. (23), the term in the inner bracket represents the height of one
of the triangles in Fig. 5(c). In a similar manner to Eqs. (20) and (22),
Eq. (23) is integrated over the volume of the mesh to yield the quasi-
elastic power, QPi. This represents the error in energy dissipation intro-
duced by the use of quasi-elasticity. Eq. (23) also demonstrates that QPi
increases withΔγij,el2 . QPi is thereforeminimised when G is maximised, asΔγij,elduring a stress jump is inversely proportional to the value ofG. Thus,
G is set at its maximum numerically convergent value (10 MPa).
A useful property of Eqs. (20)–(22) is that the volume of integration
can be restricted to ﬁnite elementswithin the plate radius (r ≤ Rp). Thus,
the power required for plastic and viscoplastic deformation of themate-
rial between the plates can be calculated; this is termed BPi. Proﬁles of
CVPPi, VPi, BPi and QPi are presented alongside the proﬁles of Psq, PsqL
and PsqE in Fig. 9.
The agreement between the Psq and PsqE proﬁles in Fig. 9 is consid-
ered reasonable. The similarity in proﬁle shape suggests that the lubri-
cation of the plates is maintained to an acceptable extent until h/h0 =
44%. If lubrication were lost, the paste would undergo increasingly
intensive shear between the plates as h/h0 decreases (wall friction
increases), and the PsqE proﬁle would diverge relative to the simulation
result.
It is clear from the proximity of the Psq and CVPPi (denominator VπRp2
omitted for brevity) proﬁles that plastic and viscoplastic deformation
require essentially all the work done on the paste during LSF. Further-
more, 95% of CVPPi is due to VPi (ﬁnal basis, i.e. smallest h/h0). This
implies that nearly all the work done on the paste by the upper plate
is expended on shearing the liquid binder as opposed to overcoming
interparticle friction.
The BPi proﬁle demonstrates that the work done by the upper plate
mostly drives deformation of thematerial between the plates (81% ﬁnal
basis). This is due to the viscoplastic nature of the paste, i.e. thematerial
between the plates experiences a higher shear rate than the external
material, and therefore absorbs a disproportionately large fraction of
the work input. This result implies that existing methods for estimating
yield stresses from LSF test data, which feature the key assumption that
the externalmaterial does not contribute to the squeezing force, give re-
sults that are within 20% of the true values for the highly viscoplastic
materials modelled here (0.87 ≤ n ≤ 0.98).
All the predicted proﬁles in Fig. 9 except BPi are initially linear (h/h0=
96%–100%; explained momentarily). This linear region is followed by
sharp decreases (‘spikes’) that increase in frequency after apparent
yield. These spikes are due to the interpolation of critical solution
variables between meshes (solution mapping; Section 3.4) and are
explained in detail by Patel [55]. In brief, the values of the variables
interpolated between meshes undergo (unavoidable) ‘mapping drift’. As
a result, the stress state in someof thenewly drawnelements drifts slight-
ly outside the yield surface deﬁned by the local values ofϕs and shear rate.
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that it drifts inside the local yield surface. To obtain robust numerical con-
vergence upon the new mesh, the former effect (yield surface violation)
must be removed. The approach used here is to reduce the magnitude
of the deviatoric stresses in elements violating the local yield surface
until the stress state lies perfectly on the yield surface. The elements in
which the stress is decreased after mapping are left unaltered. This dis-
tinction ismade as it is unclearwhether the deviatoric stress should be in-
creased to lie on the local yield surface or if the local shear rate, which is
also subject to mapping drift, should be decreased to shrink the local
yield surface. The result of this distinction is that there is a net decrease
in momentum (squeezing force) after each mapping of the solution.
This is reﬂected by the periodic reductions in some of the predicted
proﬁles in Fig. 9. The reductions are synchronised with sharp, positive
increases in QPi, as the net decrease in stress during solution mapping is
recovered quasi-elastically in the ﬁrst time step after mapping. Overall,
QPi is small relative to Psq throughout the simulation. This implies that
the error associated with the quasi-elastic model for viscoplasticity is
adequately small.
The initially linear region in thepredictedpressure proﬁles in Fig. 9 is
now discussed. Section 3.2.4 describes how the viscoplastic portion of
the deviatoric stress, σVP , is prevented from undergoing rapid (i.e.
non-convergent) changes by the manual imposition of a maximum
rate of change (±1 MPa s−1). Psq at yield should be ~62 kPa
(Eqs. (18)–(19) at h ~ h0 and j _γ pj ~ 1 s−1). This is close to the simulation
prediction (~70 kPa; Fig. 9). Assuming that dσVP=dt reaches its limiting
value (1 MPa s−1) during yield, the predicted value of h/h0 at yield is
then 17.3mm/18mm, or 96%. This agrees well with the simulation pre-
diction (Fig. 9). Thus, the apparent yield strain predicted by the simula-
tion has a lower bound that is controlled by the value of dσVP=dt. If the
limit to dσVP=dt were to be removed, the predicted yield strain would
then be controlled by the value of G (10 MPa) and would be very
small (b1%). However, stable numerical convergence was not achieved
at dσVP=dt N 1 MPa s−1. Thus, the accuracy of the yield strain predicted
here is limited by the value of dσVP=dt.
Fig. 9 demonstrates that the pore liquid pressure, PsqL, never domi-
nates Psq. Instead, the proportion at initial yield (h/h0 = 96%) is 36%.
This value is physically consistent as is now described. The total stress
applied by the upper plate at initial yield is−Psq. The applied hydrostat-
ic pressure is therefore Psq / 3. As little LPM occurs, the hydrostatic pres-
sure is borne by the pore liquid rather than the solids skeleton. Thus, we
expect a value for ΔPsqL/Psq = 33%; the ‘Δ’ refers to the initially negative
capillary pressure which is overcome during initial yield. At the apparent
yield strain for the LSF experiment (h/h0 = 92%; Fig. 9), ΔPsqL/Psq = 38%,
which is 15% larger than the ideal result for uniaxial compressionwithout
interfacial friction (33%). These results imply that the characterisation of
the SYS and DYS from the shoulders of the measured proﬁles is reason-
ably accurate up to h/h0 = 96% (error = (36% − 33%) / 33%, i.e. 9%),
but results in an error of 15% by h/h0 = 92%.
ΔPsqL/Psq increases with plate displacement and eventually rises to
45% (ﬁnal basis). This increase is due to the accumulation of material
outside the plates. Thismaterial acts as a ‘conﬁning jacket’, and themag-
nitude of the conﬁning effect increases with plate displacement. At
small plate separations, the paste plug is surrounded by a thick jacket
and the LSF process begins to resemble one-dimensional conﬁned
compaction, for which most of the stress applied at the ram/piston is
supported by pore pressure as opposed to only 33% (ideal result). Our
prior studies [25,26] showed that this result also arises during ram
extrusion,which resembles 1-D conﬁned compaction evenmore closely
than LSF at small plate separations.
4.3.2. Extent of LPM and ﬂow ﬁeld
Fig. 10 presents the distributions ofϕs and pore liquid pressure (P) at
the end of the simulation (h/h0 = 44%). These demonstrate that practi-
cally no LPM occurs and that the binder does not exude from the free
surface despite the favourable driving force (∂P/∂r b 0). This is partlydue to the high viscosity of the liquid binder (300 Pa s) and partly to
the absence of shear-induced dilation (ξd = 0°; Section 3.2.3).
The homogeneity of the pore pressure distribution between the
plates persists to small h/h0. This provides qualitative support for the
widespread hypothesis that at small h/h0 and in the absence of wall
friction, the paste between the plates undergoes homogeneous biaxial
extensional ﬂow. However, this hypothesis may also be conﬁrmed
quantitatively.We begin by deﬁning the third invariant of the deviatoric
strain rate tensor ( _γij), termed III _γ:
III _γ ¼ det
_γp1 0 0
0 _γp2 0
0 0 _γp3
2
4
3
5 ¼ _γp1 _γp2 _γp3 ð25Þ
In Eq. (25), the terms _γp1−3 are the major, intermediate and minor
principal shear rates, respectively. Note that as these are shear rates, the
volumetric strain rate (near-zero in all cases) has already been removed
using Eq. (6). III _γ describes the type of ﬂow occurring locally in themate-
rial, i.e. uniaxial extension (III _γ N 0), biaxial extension (III _γ b 0) or pure
shear (III _γ = 0); see Macosko [73]. III _γ increases with the magnitude of
the shear rate, and can therefore bemade dimensionless as demonstrated
by Eq. (26). The result is henceforth termed the ﬂow mode parameter
(FMP):
FMP ≡
ﬃﬃﬃﬃﬃﬃﬃ
III _γ3
p
γ ̇j j ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
_γp1 _γp2 _γp3
3
q
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
0:5 _γp1
2 þ _γp22 þ _γp32
	 
r ð26Þ
The FMP has values of 0.727 (Eq. (27)),−0.727 (Eq. (28)) and zero
during pure uniaxial extension ( _γp1 N 0, _γp2 = _γp3 =−0.5 _γp1), pure bi-
axial extension ( _γp1 N 0, _γp1 = _γp2 =−0.5 _γp3) and pure shear ( _γp2 =0),
respectively.
FMP ¼
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Fig. 10(c) presents the FMP distribution at h/h0 = 44%. Pure biaxial
extension occurs between the plates (as expected). For the ﬁrst time
to the authors' knowledge, the type of ﬂow occurring within the
external material is demonstrated to be pure uniaxial extension. The
type of extension changes in the interstitial region (r ~ Rp) and the
material temporarily undergoes pure shear. Cracking/fracturing is
often reported at r ~ Rp during squeeze ﬂow of highly ﬁlled pastes
mixedwith less viscous binders than used here (e.g. Mascia andWilson
[3]). Fig. 10(c) presents a potential explanation of this observation, as
these types of pastes tend to demonstrate small yield strains in both
shear and uniaxial extension.
The FMP distributions have a further use, which is to reveal which
type of constitutive data (i.e. compressive, extensional or shear data)
are required to model a process. The shear rate distribution (omitted
for brevity) then reveals the range of rates at which each type of
measurement is required. As a brief period of pure shear is predicted
at r ~ Rp, the FMP distributions also reveal that the fracture strain
in shear and extension are required for the reliable prediction of
fracture/cracking during lubricated squeeze ﬂow.
264 M.J. Patel et al. / Powder Technology 323 (2018) 250–268Earlier in this section, we described the effects of assuming the
values of the shearmodulus, G, and the rate of change of the viscoplastic
stress,dσVP=dt.Wenowdiscuss the remaining assumed constitutive pa-
rameters within the simulations, i.e. the dilation angle, ξd, and the loga-
rithmic elastic bulk modulus, κ. The value of the dilation angle is
assumed to be zero at the range of ϕs simulated, which lie below the
‘as poured’ value of 63%. This value is considered appropriate for the
ballotini pastes as even small values of ξd would lead to LPM between
the paste remaining between the plates and the external material
(higher shear rate at r b Rp), whereas LPM was not observed during
the experiments. The primary consequence of using a relatively large
value for κ (1.83; Section 3.2.2) is that the solids skeleton compacts
readily, which leads to a large pore pressure between the plates that en-
courages LPM. However, the large binder viscosity and the zero dilation
angle used here reduce the rate of LPM to near-zero for all cases.
4.4. LSF simulation 2: ϕs,0 = 60%, V = 0.1 mm s−1
4.4.1. Squeezing pressures
Fig. 11 presents the measured and predicted squeezing pressures at
the higherϕs,0 and the lowest V. At this plate speed, Psq is approximately
twice the measured value. This is an artefact of the constitutive model
calibration procedure. The value of PsqE at the shoulder at the lowest V
is assumed to reﬂect the static yield surface (Section 4.1). This neces-
sarily assumes that the shear rate, j _γpj, is near-zero at this V. However,
j _γpj ~ 0.02 s−1. By Eq. (19), this leads to a value for the viscoplastic stress,
σVP , equal to 2.2 kPa. This is similar to the discrepancy between Psq and
PsqE at yield (large h/h0). Thus, the discrepancy is an artefact of the estima-
tion of the SYS. We note that the accuracy of the estimated SYS could be
improved iteratively by simulating this V using progressively smaller
values for σDP until Psq ~ PsqE. However, this would involve running a
considerable number of simulations as well as a substantial body of data
analysis, and would be best performed in an automated manner.
The CVPPi proﬁle is nearly identical to the Psq proﬁle and is omitted
from Fig. 11 for visibility. This indicates that the ‘volumetric power’,
i.e. that required to compact (or dilate) the solids skeleton is negligible,
indicating negligible LPM. As expected, the VPi proﬁle drives a much
smaller proportion of CVPPi than at the higher plate speed (29% vs.
95%,ﬁnal basis). The balance of Psq is due to plasticwork, i.e. overcoming
the static yield stress deﬁned byσDP (interparticle friction). The BPi pro-
ﬁle demonstrates that most of the work of squeezing goes towardst increases
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Fig. 11. Experimental and simulation results atϕs,0=60% and V=0.1mms−1. The CVPPi/
VπRp2 proﬁle is omitted as it is essentially identical to Psq, indicating negligible LPM. The
magnitude of the predicted squeezing pressure proﬁle does not match the magnitude of
the measured proﬁle – this result is explained in Section 4.4.1.deforming the material between the plates (73% ﬁnal basis). This is
less than at the higher speed (80%), and is physically consistent with
the decreased importance of viscoplasticity at lower plate velocities.
QPi is small relative to Psq, which implies the quasi-elastic model for
viscoplasticity functions acceptably at the lowest V. The initially linear
region in the predicted pressure proﬁles in Fig. 9 appears to be absent
from Fig. 11: it is in fact completed very early in the process as the dy-
namic yield surface is much smaller, and the large value of dσVP=dt
(bounded at 1 MPa s−1) results in a much smaller yield strain than at
the highest V.
The fraction of Psq that is due to pore pressure (ΔPsqL) is 34% at initial
yield (h ~ h0). This value is similar to that at the highest plate speed
(ΔPsqL/Psq = 36%), indicating that the LSF test resembles closely the
idealised uniaxial compression test at both plate speeds. ΔPsqL/Psq
increases more signiﬁcantly with plate displacement at the lowest
plate speed (53% at h/h0 = 43% cf. 45% at h/h0 = 44% at highest V).
This 8% increase (absolute) in the ﬁnal value ofΔPsqL/Psq is due to the
decreased importance of viscoplasticity at the lowest V. This occurs be-
cause the yield stress of the paste between the plates is larger than that
of the external material due to the larger shear rate between the plates.
However, the margin between the yield stress values in the two zones
decreases with plate speed, as reﬂected by the decreased proportion
of Psq that is due to the deformation of the paste between the plates at
the lowest V, i.e. BPi is responsible for 73% of Psq at lowest V (Fig. 11)
cf. 80% at highest V (Fig. 9). The ‘jacket’ of external material then con-
ﬁnes the material between the plates more ‘strongly’ at the lowest V
as its yield stress is more comparable to that of the material between
the plates.4.4.2. Extent of LPM and ﬂow ﬁeld
The distribution of ϕs at h/h0= 43% indicates little LPM and is there-
fore omitted for brevity. This matches the experimental result (Fig. 8).
The pore pressure distribution at h/h0 = 43% (omitted for brevity) is
near-homogeneous between the plates and is smaller in magnitude at
r N Rp, as at the highest plate speed. The FMP distribution matched the
result at the highest V nearly perfectly, indicating pure biaxial exten-
sional ﬂow between the plates, uniaxial extensional ﬂow outside and
a transition zone at r ~ Rp that indicates a brief period of pure shear as
the paste passes the edge of the plates. The similarity of the three distri-
bution types across two decades of plate speed is due to the lack of LPM
and the identical sample geometry, constitutive model and boundary
conditions (other than V) employed.4.5. LSF simulations 3 & 4: ϕs,0 = 52.5%, V = 10 mm s−1 & 0.1 mm s−1
4.5.1. Squeezing pressures
Fig. 12(a–b) presents the proﬁles of squeezing pressure at the lower
ϕs,0 and the highest and lowest plate speeds, respectively. The relative
magnitudes of the ﬁve components of Psq resemble those obtained at
the higher ϕs,0 (Figs. 9 and 11), and similar physical explanations are
proposed. However, the shapes of the measured and predicted proﬁles
do not agree at either plate speed, unlike at the higher ϕs. It is debatable
whether the PsqE proﬁle at the lower plate speed reﬂects the presence of
a true yield stress (Fig. 12(c)), i.e. the rheology of the paste may be par-
tially suspension-like at this ϕs. Due to this uncertainty, the following
discussion compares predicted results at the lower ϕs with those at
higher ϕs alone, i.e. not with the measured data.
QPi is small at both V (Fig. 12) indicating that the quasi-elasticmodel
for viscoplasticity functions acceptably. CVPPi and Psq overlap at both V,
indicating negligible volumetric work (LPM). VPi dominates CVPPi at
the highest V, indicating binder shear requires more work than
overcoming interparticle friction (as expected). At the lowestV, the con-
tributions from VPi and rate-independent plasticity are roughly equal,
as at the higher ϕs,0. The proportion of Psq due to BPi is nearly identical
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Fig. 12. Proﬁles of PsqE, Psq, VPi/VπRp2, BPi/VπRp2, QPi/VπRp2 and PsqL at ϕs,0 = 52.5% and at
(a) V = 10 mm s−1, and (b) V = 0.1 mm s−1. Proﬁles of CVPPi/VπRp2 are omitted at
both velocities as they are indistinguishable from Psq. In (b), PsqL remains negative
as its initially negative value is never overcome. The PsqE proﬁle in (b) is replotted
in (c). The thick lines are ﬁts to the data before and after the shoulder and intersect
at the apparent yield stress (dashed line).
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(Eqs. (17)–(19)).
At initial yield, PsqL is close to the ideal result at 33–34%, as at the
higher ϕs,0. ΔPsqL/Psq increases with plate displacement more signiﬁ-
cantly at the lowest V (ﬁnal ΔPsqL/Psq = 63% vs. 48% at highest V) as in
Section 4.4.1 and the same physical explanation applies. The greater im-
pact of this effect for the lower ϕs,0 paste is due to its more Newtonianrheology (n = 0.98 vs. 0.87 at ϕs = 61%) and hence its sensitivity to
shear rate.
4.5.2. Extent of LPM and ﬂow ﬁeld
The ﬁnalϕs distributions at the lower ϕs,0 (omitted for brevity) dem-
onstrate very little LPM, as at the higher ϕs,0. While core samples were
not taken at this ϕs,0, it is unlikely that any would occur; increased
LPM at decreased ϕs has never been reported. The ﬁnal pore pressure
distributions (omitted) are near-homogenous between the plates and
feature smaller values outside, as at the higher ϕs,0. The distributions
differ only in terms of numerical value in the two regions, which both in-
crease with plate speed and ϕs,0 as expected. The ﬁnal FMP distributions
(omitted) match those at higher ϕs,0, demonstrating pure biaxial exten-
sional ﬂow, pure uniaxial extensional ﬂow and (brieﬂy) pure shear be-
tween the plates, outside the plates and at r ~ Rp, respectively.
4.6. Discussion
The simulation results presented here (squeezing pressure pro-
ﬁles & extent of LPM) demonstrate reasonable agreement with the
measured data at higher ϕs,0 (60%), but not at the lower ϕs,0. This
may be due to the paste rheology being partially liquid-like at
this solids fraction. Additionally, the assumption of frictionless
slip at the plates, which appears reasonable at the higher ϕs,0, is
likely unjustiﬁed at the lower ϕs,0.
The values of several constitutive parameters have been assumed in
order to close the constitutivemodel. The shearmodulus is set at a large
value (10 MPa) to improve numerical convergence. Bounds are placed
on the rate of change of viscoplastic stress (dσVP=dt =±1 MPa s−1)
for the same reason. Thesemodiﬁcationsmean that the yield strain pre-
dicted during the simulations is a numerical artefact that increases in
magnitude with plate speed. As this is limited to ~4% the assumed
values of G and dσVP=dt are unlikely to signiﬁcantly affect the predicted
squeezing pressure, however, this yield strain is likely overly large as
neither the ballotini nor the binder demonstrate appreciable elasticity.
Reﬁnement of the constitutivemodelwould be best achieved by replac-
ing the quasi-elastic model for viscoplasticity with either a viscoelastic
model or (ideally) the HBP model by Mascia and Wilson [3], which ﬁts
pastes incorporating hard particles (ballotini pastes) and soft particles
(microcrystalline cellulose pastes).
A value of κ is assumed to exist here for ϕs between 52.5% and 60%.
This value is large (1.83 cf. 10−6–0.1 in Table 2) although this has little
effect on the simulation results as LPM is negligible. The dilation angle is
assumed zero here, which is considered appropriate as even small
values of ξd would lead to LPM (not observed). Thus, data are required
from pastes featuring a self-supporting solids skeleton, a non-zero dila-
tion angle, and which exhibit LPM in order to fully critique the model.
The trends in the LSF experiments and simulations are nowdiscussed.
For the ﬁrst time, the predicted squeezing pressure is resolved into com-
ponents that drive the individual deformationmechanisms active within
the paste. The pore pressure at yield is responsible for one third of the
squeezing pressure in all cases, matching the analytical result for un-
drained, unconﬁned uniaxial compression. This result may be used to de-
ﬁne the envelope of accuracy for yield stress values estimated from the
shoulders of squeezing pressure proﬁles. Reasonable accuracy is achieved
at h/h0 ≥ 96% (9%maximumestimated error) as there is littlematerial ex-
ternal to the plates, but decreases with increasing plate displacement
(15% estimated error by h/h0 = 92%). The proportion of the squeezing
pressure that drives internal viscoplastic deformation increases with
plate speed, as is expected for the highly viscoplastic pastes modelled
here. Finally, we demonstrate quantitatively that the material external
to the plates, which is assumed not to affect the squeezing force in
current 1-Dmodels of LSF, increases the apparent yield stress from a neg-
ligible value at h/h0 ≥ 96% to ~20% at h/h0 = 45%.
For theﬁrst time, the ﬂowmode parameter distributions reveal a full
description of the ﬂow types occurring during LSF in the absence ofwall
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nal to the plates pure uniaxial extension occurs. At r ~ Rp, pure shear oc-
curs. Accurate modelling of LSF at large plate displacements therefore
requires both tensile and shear yield stress data in addition to compres-
sive yield stress data. However, for pastes that fracture readily during
LSF, the fracture strains in shear and extension are likely to sufﬁce as
the paste external to the plates is unlikely to deform further after crack-
ing. With respect to more complex extrusion geometries, the FMP and
shear rate distributions can be initially estimated using an assumed,
low-order constitutive model. This will reveal which rheological mea-
surements are required and at which rates. Thus, the FMP provides
the extrusion engineer with valuable guidance regarding how to char-
acterise the rheology of the feedstock material for process simulations
with minimal testing.
The critical input parameters for the current iteration of the LSF
model are now considered. If simulations are restricted to small plate
displacements and the paste is relatively ‘stiff’, it is sufﬁcient to specify
the compressive uniaxial yield stress at a single extensional strain rate
(V/h0) and the permeability at ϕs,0 to predict the onset of LPM. When
the LSF test itself is being used to characterise the material's rheology,
the static yield stress and ﬂow curve in compression can be obtained
by ﬁtting, i.e. LSF simulations are run to small plate displacement (h/
h0 ≥ 96%) for different values of the static yield stress, consistency pa-
rameter and ﬂow index to give best agreement between measured
and predicted squeezing pressure proﬁles. The yield criterion, i.e. the
yield surface shape in the π-plane in Fig. 3(b), can then be estimated
by comparing the compressive static yield stress obtained from LSF sim-
ulations with the static yield stress in shear. The latter is commonly
identiﬁed using a constant force upsetting test performed on a relatively
short sample with roughened plates [14].
Full characterisation of the yield criterion also requires the static
yield stress in tension. However it is usually difﬁcult to run tensile
tests on granular pastes due to fracture: this is a challenging topic. Addi-
tional experimental methods can be considered. For instance, tech-
niques have recently been developed for measuring the normal stress
distribution on the plates during squeeze ﬂow [21,32]. Such data could
be used alongside the measured squeezing pressure proﬁles to ﬁt the
parameters to the bulk constitutive model (in the absence of LPM)
and to conﬁrm the accuracy of simulations. Tomographic methods
which can map composition could similarly be employed to conﬁrm
the presence or absence of LPM and provide spatial distribution data
for validating simulations.
Signiﬁcant interfacial friction between the paste and plates was
avoided in the experiments and omitted from the simulations. Wall
friction models for pastes are a topic of ongoing research, e.g. [74], and
are needed for rheological testing here as well as for process simula-
tions, e.g. [26].
5. Conclusions
Lubricated squeeze ﬂow tests were conducted using saturated
model pastes consisting of near-unimodal glass ballotini suspended in
a highly viscous Newtonian binder. The tests were simulated using the
ﬁnite element method in combination with adaptive remeshing. A
novel, soil mechanics-based constitutive model (viscoplastic Drucker-
Prager) was developed for the paste, while migration of the binder
was modelled using Darcy's law. LPM was negligible in both the exper-
iments and simulations. Reasonable agreement was obtained between
the measured and predicted squeezing pressure (squeezing force/
plate area) proﬁles at the higher value of ϕs tested (60%). However,
agreement was poor at the lower ϕs (52.5%). This may be because this
ϕs is lower than the value characteristic to the solid-liquid transition
for the model paste.
For the ﬁrst time, the power required to squeeze the paste
(squeezing force multiplied by plate velocity) is resolved into com-
ponents that drive the various mechanisms of deformation withinthe paste. For the highly viscoplastic pastes modelled here, rate-
independent plasticity (interparticle friction) was important only
at low plate speeds (as expected), with viscoplasticity (shear within
the binder) dominating the work required at higher plate speeds. Most
of the squeezing pressure (73%–80%) is required to deform the paste be-
tween the plates at all conditions tested. The fraction of the squeezing
pressure at yield that is due to the pore pressure agrees closely with the
analytical value (one third), and increases with further plate displace-
ment. Thus, there is a maximum plate displacement at which the yield
surface for the paste can be estimated to reasonable accuracy from the
‘shoulder’ in the squeezing pressure proﬁles. This was found to be h/h0
≥96% for thehighly viscoplastic pastesmodelledhere (error in yield stress
is estimated 15%).
The types of ﬂow within the LSF samples were identiﬁed using a
novel scalar function of the shear rate tensor. For the ﬁrst time, the
paste external to the plates is revealed to be in a state of pure uniaxial
extension,while the paste near the edge of the plates (r ~ Rp) is revealed
to undergo pure shear. This result may explain the development of
cracking/fracture at this location for pastes mixed with low viscosity
binders.
The above results apply when the plates are frictionless. The critical
aspects requiring further work are therefore the development of a
model for interfacial friction at the plate surface and a rapid, robust
experimental protocol for its parameterisation. At minimum, this
model must incorporate the effects of the slip rate, which increases
considerably with radius (Appendix A), and ϕs, which may vary spatially
due to LPM. Another critical improvement is the replacement of
the quasi-elastic model for viscoplasticity used here with a model for vis-
coelasticity that removes entirely the unphysical ‘stress jumps’ described
in Fig. 5. Collectively, these improvements would render the LSF model
relevant to industrial scenarios, for which pastes must be rheologically
characterised both efﬁciently and accurately.
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Appendix A. Deﬁnitions of stress and strain rate
The following derivation of the strain rates during LSF assumes: the
sample is initially perfectly cylindrical, the particles and liquid binder
are incompressible, the material remains homogenous (no LPM), the
plates are frictionless and there is little material outside the radius of
the plates (r N Rp). Fig. 1 presents a schematic of the LSF test and the co-
ordinate system employed below.
Eq. (A1) presents the distribution of vertical velocity within the paste,
which may be derived by inspection under the above assumptions:
uz ¼ V zh ðA1Þ
The radial velocity of the material between the plates, ur, is not a
function of z due to the absence of friction, i.e. the radial velocity
demonstrates a plug ﬂow proﬁle. A volume balance may be conducted
267M.J. Patel et al. / Powder Technology 323 (2018) 250–268on a cylindrical portion of the paste between the plates out to an
arbitrary radius, r:
Vπr2 ¼ 2πrhur ðA2Þ
This yields the radial velocity distribution within the paste, ur:
ur ¼ V r2h ðA3Þ
The circumferential velocity is zero by axisymmetry. The (tensile
positive) axial and radial strain rates between the plates are given by:
_εzz ¼ ∂uz∂z ¼−
V
h
ðA4Þ
_εrr ¼ ∂ur∂r ¼
V
2h
ðA5Þ
Finally, the circumferential strain rate ( _εθθ) is derived using the fact
that the tensile strain rates must sum to zero for an incompressible
material:
_εθθ ¼ 0− −Vh
 
−
V
2h
¼ V
2h
ðA6Þ
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