Abstract -This paper reports on wavelet-based decomposition methods and neural networks for remote monitoring of airborne chemicals using millimeter-wave spectroscopy. Because of instrumentation noise and the presence of untargeted chemicals, direct decomposition of the spectra requires a large number of data to train a neural network and yields low accuracy. We have demonstrated that a neural network trained with features obtained from a discrete wavelet transform provides better decomposition with faster training time. Results based on synthesized and experimental spectra are presented to show the efficacy of the wavelet-based methods.
I. INTRODUCTION
A millimeter (")-wave sensor is being developed for remote monitoring of airborne effluents from idustrial sites [1] . Detection of the chemicals is based on measuring the molecular rotational energy transitions at mm-wave frequencies. A mm-wave source radiation whose frequency is swept in the range of 225-315 GHz, is transmitted to the plume of chemicals to be detected. Measuremnet of the received power as a function of frequency indicates the absorption of mm-wave energy at frequencies characteristic of the chemicals present in the plume. Under low-pressure conditions in which the analyte is sampled into a gas cell, each chemical targeted for detection will have spectral (absorption) peaks at frequencies distinct from those of all other chemicals. In open-path monitoring situation, however, the absorption spectra of the received signal are complex because of the following: (a) Due to increased pressure (above about 1 Torr), the spectrum of a molecule becomes broader relative to that at low pressure; as a result, spectra of different molecules may overlap and merge together. (b) Presence of unknown, nontargeted chemicals may cause merging and broadening of spectra. (c) Instrumentation noise may contribute to the low-level absorption data and nonuniformly vary the spectral peaks. This paper reports the results of signal processing methods employed to obtain the composition of certain targeted chemicals from experimentally observed spectra.
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ACQUISITION OF EXPERIMENTAL SPECTRA
The experimental setup used at Argonne for acquiring mmwave spectroscopic data employs an active mm-wave source with a capability for sweeping the frequency in two ranges of 225-270 GHz and 270-315 GHz [2]. Via waveguides and an antenna the mm-wave signal is transmitted into one end of a gas cell containing the chemical mixture to be decomposed. The transmitted signal available at the other end of the gas cell is detected by a hot-electron bolometer. Voltage output of the bolometer is proportional to the power of the recieved mm-wave radition. A preamplifier filters high-frequency noise and provides voltage gain. A 12-bit digitizer is used to acquire the data at the output of the preamplifier. The received signal power in the range of 225-315 GHz is obtained from the combined data acquired for the two frequency ranges. Finally, the percent absorption spectrum is obtained as a ratio:
% absorption = lOO(Pr -Ps)/Pr, where Ps = received signal power with chemical present, and Pr = received signal power without chemical.
FEATURE EXTRACTION AND CHEMICAL DECOMPOSITION
It is observed that the effect of high pressure on the mmwave spectrum of a chemical is to broaden the frequency of absorption while keeping the peak absorption at the same frequency. The broadening effect is given by the Lorentzian shape function as [3] where f, = the absorption (center) frequency, fL = the Lorentz line width, and In addition to the pressure-broadening effect, instrumentation errors contribute to the difficulty of decomposition. A major source of noise is frquency jitter of the mm-wave source whose output is not calibrated on-line in the entire frequency range of interest.
Additionally, acquisition of data in two ranges of frequencies, because of the limited bandwidth of the triplers, causes jitter in the spectrum at approximately 225 GHz. Because of these and the other errors stated previously, it is essential that any chemical decomposition method reduces redundancies in the spectra and is robust with instrumentation noise. Section 1V describes the methods presently employed for chemical decomposition. These methods were initially tested by using a simulated mixture of data. Simulated pressurebroadened data were generated corresponding to 1 atm from low-pressure spectra available from a Jet Propulsion Laboratory data base [4] . Absorption spectra in the frequency range of 220-320 GHz for three chemicals (CH3C135, CH,CN, and HC3N, referred to as c1, c2, and CJ were synthesized at atmospheric pressure by applying the Lorentzian line shape function for each individual spectrum at low pressure. A random combination of these three chemicals was added to form a composite (synthetic mixture) at high (atmospheric) pressure as
where n,, n2, and n3 are the individual concentrations of c,, c2, and c3, respectively The concentration of each chemical is in the ratio of its pressure to the total pressure of all the chemicals in the mixture.
A total of nine such linear combinations, Pk, k = 1, 2, ,. 9, were used as the reference, or training, data base with known compositions, nlk, nZk, and n3k. Absorption data for each of the nine synthetic compositions had 941 samples covering the frequency range of 220-320 GHz. A different mixture of the three chemicals was then used as a test data set.
A two-layer backpropagation (BP) neural network was used in all tests to approximate the composite data as a combination of network weights and biases. Feature vectors of size N x 1 corresponding to each raw spectral data vector was presented to the N source (input) nodes of the network. A hidden (first) layer of L neurons and an output layer of M nodes, where M is the number of chemicals in the composition, were used in the network. MATLAB Neural Network Toolbox from Mathworks, Inc. [5] was used to implement the two-layer BP architecture with L = 17.
to the network. The network was trained using a random set of nine synthetic mixtures of data and their compositions. After 50,000 epochs (iterations) of training, an error of about 
IV. DECOMPOSITION WITH WAVELET-BASED FEATURES
Clearly, the results of training the BP network are quite good, with a maximum error of less than 0.3 % for the decomposition of individual chemicals. The large number of iterations, however, requires a long period of training for the network that uses raw spectral data. Training time is also increased for experimental spectra, which are usually 2000 points or higher. By removing redundant information and presenting only the key features in the data to the network, training time can be reduced. The effectiveness of feature reduction, however, depends on the characteristics of the data to be represented.
Because of the nonstationary nature of the spectral data, a time-frequency analysis based on wavelets has been used for feature extraction. In this analysis, the spectral data of a composite chemical are considered as time samples of a signal whose frequencies vary with time. By using a set of nonorthogonal wavelets in wavelet transform analysis, we can decompose the one-dimensional spectral signal in to two dimensions of time and frequency [6, 7] . The following sections describe the wavelet-based processing employed for the chemical decomposition.
A . Review of Wavelet Transform Analysis
Given an analyzing mother wavelet g(t) (see below), the wavelet transform Wg(a,b) of a signal f(t) with respect to g(t) is defined by [6] Wg(a,b) = <f,
where and g* is the complex conjugate of g. In the above equation a is the scaling (dilation) parameter, and b is the translation parameter. Note that if the Fourier transform of f(t) is Initially, raw data vectors (simulated, pressure-broadened spectra) were used directly as reference and unknown inputs then, for a > 1,
Hence, the signal f(t/a) represents the frequency-compressed (or time-dilated) waveform of f(t).
A commonly used wavelet is the Morlet wavelet g(t), which satisfies the admissibility conditions of integrability, squareintegrability, and low-frequency behavior.. This modulated gaussian function is given by g(t) = exp(-Kt2 )exp(jwo t).
(4.3)
Note that g(t) given above has zero mean, i.e., Jg(t) dt = 0 so that G(0)
0 (for wo > 5) and is a smooth function in w. More importantly, the Morlet wavelet g(t) is concentrated in time and frequency, i.e., the time-bandwidth product is the smallest because of the gaussian function. It has been shown th,at this function is well suited for locating abrupt changes in signals. Note further that g(t) is concentrated around t = 0, while G(w) is centered at w = wo. The scaled and translatled function
is concentrated around t = b, while its Fourier transform, Ga,b(w), has its peak amplitude at CO = oo/a. Thus, increasing the scale a ( > 1) narrows the time window and hence increases the analyzing range of frequency; conversely, as the dilation parameter a decreases, the time window is widened and finer details of the signal become available.
B. Signal Decomposition using Morlet Wavelets
Based on the above observation of decreasing the dilation parameter a in (4.1) for obtaining coarser to finer details in f(t), the raw spectral data are transformed with Morlet wavelets. Fig. 1 shows a Morlet wavelet (for K = 5 and oo = 12.5 in (4.3) ). Because of the discrete nature of the data, the continuous transform given in (4.1) is discretized for implementation; in addition, only discrete sets of scale a = 2' and translation b = n2' are generally used for efficient implementation. The resulting discrete wavelet transform (DWT), which enables extracting the features in f(n) at higher scales of a in (4.1) using a particular g(n), is given by (4.5).
i=O, 1 ,.., andn=O, 1 , 2 ,... N Each i (= log2a) is termed an octave of the transform. The scale a in the above equation increases successively by a factor of 2; hence, samples of discrete dyadic wavelets given by
are needed for evaluation of (4.5). As i increases, i.e., at higher octaves, g(t) in (4.6) must have a larger number of samples so that the wavelet is adequately represented. To avoid generating a large number of samples of g(t), g(W2i) for noninteger arguments is obtained by interpolation using a low-pass filter [7, 8] .
This results in an efficient implementation, as shown in Fig. 3 where the signal f is interpolated instead of g. In this figure, s is a low-pass (a trous) filter that, when convolved with f(n), leaves the evennumbered values intact at the output while interpolating for odd-numbered points. DWT coefficients, which are the outputs of the decimated g-filter in each scale, form the feature vectors for a given f(n).
V. RESULTS AND DISCUSSION
The above implementation of DWT with Morlet wavelets was used to obtain two-scale representations (i = 0, 1) for the same synthetic mixture of data discussed in Sec. Although the DWT-based features of the spectral data are obtained offline, features for the unknown composition must be available for decomposition. DWT computation using the scheme shown in Fig. 3 , however, is highly efficient and requires little added time for testing.
Individual spectral data for three chemicals, namely, CH3Cl (cJ CH,CN (cJ and CH,Cl, (c3), were obtained experimentally, each at a partial pressure of 1 torr. For testing, the three chemicals were mixed with partial pressures of 0.4 torr (c,), 0.2 torr (c2) and 0.6 torr (c,) and the experimental spectra for the mixture were obtained. From the individual spectra of the three chemicals, nine random mixtures (linear combinations) were formed to constitute a training data set. The magnitudes of the DWT of the training spectra were formed as modified feature vectors and the neural network discussed in Section 111 was trained with scales of i = 0, 1, and 2. Fig. 4 shows the spectrum and wavelet domain feature vector of the test mixture. Results of the tests using two Morlet wavelets at different center frequencies are shown in Tables 1 and 2 . Note that an analyzing wavelet with smaller center frequency oo ( = 5) has a narrower frequency resolution, and hence more variations in the signal are brought out in the feature vector. To achieve the same frequency resolution using higher oo ( = 50), many more scales (with lower values of scale a) must be used in the construction of the feature vector. With fewer scales, the burden of adequately representing the signals is placed on the neural network; hence, network training time is increased. In general, therefore, the choice of the wavelet depends on the nature of the spectra of the signals that are available for training and decomposition.
VI. CONCLUSIONS
A method of representing mm-wave spectroscopic signals by using Morlet wavelts in discrete wavelet transform has been presented. When used with a neural network, the representation accurately decomposes the concentrations of constituent chemicals in a synthetic mixture of chemicals. It is also demonstrated that the representation results in reasonably accurate decomposition of experimental spectra of chemicals. Further studies in the decomposition of mm-wave spectroscopic signals using wavelet domain features are in progress. 
