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内容梗概
本論文は， 筆者がダイキン工業株式会社， 情報シス
テム部に在職中に通信処理関係の研究の機会を得て，
大阪大学基礎工学部情報工学科， 嵩研究室と谷口研究
室において行った通信処理に関する研究のうち， プロ
トコルマシンの等価性及びエラーリカバリー性の検証
と通信プロトコルの代数的仕様からプログラムへの変
換に関する研究を 3 章にまとめたものである.
緒論及び各章の第 1 節では， 研究の現状， その工学
上の意義， 本研究の新しい成果について慨説している.
又， 各章の最後の節及び全体の結論では， 本研究で得
られた主な結果と， 今後に残された問題点について述
べている.
第 1 章では， プロトコルマシンを， 任意の整数値を
保持する有限個のレジスタを持ち， 演算として整数の
加減算， 等号・不等号判定， A N D , 0 R , N 0 T を
用いるオートマトンとしてモデル化し， その等価性を
定義している. 一般にこのモデルの等価性は判定不能
である. 本論文では二つのプロトコルマシン M 1, M 2 の状
態やレジスタ値の間の関係を表わす述語 V を検証者が
指定し， r M 1 • M2 が常に11'をみたし， かっ1JI'をみたす状
態やレジスタ値に対しては次の入力に対する出力が等
しいか」ということを調べる方法を提案する. 第 1 章
の前半では， 述語 V のクラスを定め， それらが成り立
つための十分条件を与え， 後半では， その判定手続き
をプログラム化して， S D L C 手順を実現するこつの
マシン例に対して適用し， 等価性の証明において本論
文の手法が有効であることを確かめた.
第 2 章では， 第 1 章でモデル化した 2 つのプロトコ
ルマシンが， エラーリカパリ性を持つことを保証する
ための自動検証法について述べている. 一 般に， プロ
トコルマシン間で通信を行っている際に， マシンダウ
ンや回線障害等が発生して異常な状況に陥ってもいつ
かは正常な状況に復帰することをエラーリカバリ性と
呼ぷが， 本論文ではプロトコルマシン対がエラーリカ
バリ性を持つ事を整数線形計画問題の解の非存在性の
証明に帰着して機械的に証明する為の方法を提案した.
又， その証明手続きをプログラム化し， それを用いて
ハイレベル手順を実現するプロトコルマシン対のエラ
ーリカパリ性を検証することによりその手法の有効性
を示した.
第 3 章では， 通信プロトコルの代数的仕様から， 手
続き型プログラムへの変換について述べている. まず，
変換法の正しさに関する議論が厳密に行えるよう， 変
換法を形式的に記述した. また， この変換法に従って
プロトコルの代数的仕様を C 言語プログラムに変換す
るコンパイラを作成した. 本コンパイラでは， レジス
タ値の待避の個数が少なくなるような代入文の実行順
を選択する等の最適化も行っている. 0 S J セシ a ンプロ
トコルの代数的仕様を入力例として生成されたプログ
ラムを動作させた結果， 人手で作成されたプログラム
と同等の効率をもっプログラムを生成できることが確
認された.
通信プロトコルの等価性及びエラーリカパリ性の
検証とプログラムへの変換に関する研究
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近年のデータ通信の発展に伴ない， 情報の送受信の
手順を規定する通信プロトコル〈以下単にプロトコル
と呼ぷ)の厳密かっ形式的な記述やその正しさの検証，
さらには， プロトコルに従って動作する通信プログラ
ムの開発を容易にし， その開発コストを減少させる為
のプロトコル記述法やプログラム設計法等が重要な課
題になってきており，様々な研究が行われている (1 ) 
一般に， プロトコルは選択性のあるいくつかの機能
群から構成されている場合が多く， 実際のプロトコル
マシン(または単にマシンと呼ぷ)の開発に際しては，
それぞれのマシンに必要な機能のみがインプリメント
される. 又， タイマの設定値や再送回数の上限等はノf
ラメータ化されていることが多く， 各マシンの設計者
がマシンの開発時に具体的にその値を設定する. この
ため， 同じプロトコルに基づいて開発されたマシンの
組であっても， 等価性(同一の入力系列(マシンの遷
移要因の系列〉に対して， 出力系列が同じであること)
が保証されないことが多い. このため， 一 つのマシン
を別のマシンに更新する(古いマシンを新しいマシン
に置換えたり， あるメーカーのマシンを， 月IJ のメーカ
ーのマシンに置換える)と， それまで通信できた相手
と通信できなくなる場合がある. マシンの等価性が保
証されれば更新が可能となる. しかし， 従来， マシン
の等価性を証明する有効な方法がなく， テスト入力に
よる検査(幾つかのテスト系列を入力して， 同一の出
力系列が得られるかどうかをチェックする)が行われ
てきたが (1} ， このようなテストでは必ずしも等価性が
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保証されない， 又， 検査にはかなりの労力を要する.
第 1 章では 2 つのプロトコルマシンの等価性証明の
一 方法について述べる. まず， 各マシンを， f 有限制
御部」と任意の非負整数値を保もする有限{闘の「レジ
スタ J を持ち、演算として整数の加減算， 等号・不等
号判定， AND , OR , NOT を用いるオートマトン
としてモデル化し， その等価性を定義している. 一般
的にデータリンク層のプロトコルマシンの多くが， 本
論文で提案するオートマトンとしてモデル化できる.
また， このモデルを用いていわゆる 2 一計数機械の動
作を模倣することができる. 2 一計数機械はチューリ
ング機械と原理的な能力が同じであること， 及びチュ
ーリング機械の等価性が判定不能であることが知られ
ているので， このモデルにおける等価性も一般に判定
不能である. このため， 2 つのマシン M 1 , M2 の状態や
レジスタ値の間で動作途中において常に成り立つと思
われる関係曹を検証者が指定し，
( 1 )任意の入力系列に対して M 1 とれが到達する状態と
その時のレジスタ値の組が関係 V を満足すること， 及
び (2) 関係 w を満たすどのような状態とレジスタ値に
ついても， 任意の一つの入力に対して M 1 と M2 の出力が
同 ー であることを， 計算機を用いて証明するという方
法を採用する. 本論文では， w のクラスをプレスプル
ガ一文の部分クラスに制限し， M l， M2 ，1Jfが (1) ， (2) を
満たすための一つの十分条件を導き出した. その十分
条件が成り立つか否かの判定問題を整数線形計画問題
の解の非存在性の証明に帰着して機械的に証明するた
めの方法について述べる. 又， 十分条件の判定手続き
をプログラム化して， S DL C手順の 2 次局に相当する 2
つのマシンの等価性を証明した結果についても述べる.
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きて， 一 般にプロトコルは， 正常な状況( 正 常に送
受信を行っているような状況)における各プロトコル
マシン(通信制御装置)の動作を記述した部分と， 異
常な状況(回線に障害等が発生したような状況)から
どのように正常な状況に復帰するかを記述した部分，
に分類されることが多い. この際， f 異常な状況から
いつかは正常な状況に復帰すること J (エラーリカパ
リ性をもっという)を機械的に証明できれば望ましい.
しかし， 従来， エラーリカパリ性を証明する有効な方
法がなく， テスト手法による検査が行われてきたが，
このようなテスト手法では必ずしもエラーリカパリ性
を論理的に保証できない.
第 2 章では， 第 1 章でモデル化した 2 つのプロトコ
ルマシンがエラーリカパリ性をもつことを保証するた
めの自動検証法について述べる. 第 l 章 と同様に各プ
ロトコルマシンは， r 有限制御部」と任意の整数値を
保持する有限個の「レジスタ J を持ち， 演算として整
数の加減， 等号・不等号判定， A N D , 0 R , N 0 T 
を用いるオートマトンとして記述する. このモデルで
記述された 2 つのプロトコルマシン削， M 2 の状態とレ
ジスタ舗の組(以下， M1 , M 2対の全状態， または単に
全状態と呼ぶ)を引数とする述語①を線形不等式の論
理結合の形で指定する. 述語 φ の値は， その値が真の
時は「正常な状況」を表すように指定し， fMl , M2 の
初期状態と初期レジスタ値の組から， M 1 と M2 が〈通信
回線の誤り等も考慮して)送受信等の動作を行うこと
によって遷移する任意の全状態に対して， たとえその
全状態が φ を満足しない全状態であっても， それ以降
可能などのような動作を続けてもいつかは再び φ を満
足する全状態に遷移する」時， Ml, M2 は φ に対するエ
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ラーリカパリ性をもっと定義する.
提案するモデルのマシン及び φ のクラスにおいては，
Ml, M2 が φ に対するエラーリカパリ性をもっ場合でも，
そのことを証明するアルゴリズムが存在しない. そこ
で， 必ずしも証明に成功する保証はないが， rφ を満
足する全状態からどのような動作を行っても再び φ を
満足する全状態ヘ遷移すること」を保証するための一
つの手続きを与え， その手続きを再帰的に用いること
によって， ML M2 が φ に対するエラーリカパリ性をも
つことを証明する. また， 検証の自動化のため， 与え
られたプロトコルマシン対が与えられた φ に対するエ
ラーリカパリ性をもつことを， 第 1 章と同様に整数線
形計画問題の解の非存在性の証明に帰着して機械的に
証明するための方法を提案する. 尚， 一般にこのよう
な検証法では， H 0 L C におけるウインドサイズや最大再
送回数等のようなプロトコルの「パラメータ値 J が増
大すると， 検証に要する時間が急激に増大する. 2 章
の後半では， 本検証法を改良して， このようなパラメ
ータ値に依存しない計算時間で検証を行う手法を述べ
る. また， 提案する証明手続きを用いて HDLC手順に従
うあるプロトコルマシン対のエラーリカパリ性を検証
することにより， 本手法の有効性を示す.
さて， 与えられたプロトコル仕様から， それに従っ
て動作するプログラムを導出する手法を検討すること
は， 通信ソフトウェアの設計・開発の際の最も基本的
で重要な課題である. 与えられたプロトコルを通信プ
ログラムに機械的に変換できるためには， プロトコル
自身が， 形式的意味の定義された言語で記述されてい
ることが必要である. 1 S 0 ではプロトコル仕様の形
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式的記述言語として， LOTOS , Estelle を採用しており
{3g}(31} , これらの言語で記述されたプロトコル仕様
の解釈実行法や， 通信プログラムへの変換法に関する
研究がなされている (32) (33) (34) (35). LOTOS では， 仕
様の厳密な意味は， 通信系の取り得る動作系列の集合
として定義されている. そのため， 0 S 1 規格のよう
に， 状態遷移モデルに基づいて記述された仕様に対応
するレベルで， 自然に記述するのは困難である. 同様
に， LOTOS仕様と順序機械的に動作する通信プログラム
との聞には， 記述レベルにかなりの隔たりがあり， プ
ログラムへの変換法の正しさを厳密に証明するのは容
易ではないと思われる. 一方， Estelle では， 拡張状態
遷移モデルに基づいて仕様の意味が定義されているの
で， 比較的容易に効率の良いプログラムに変換できる
という利点をもっ. 反面， 上位層に提供する通信サー
ビスを抽象的なレベルで記述することが困難である.
第 3 章では， 抽象的 111員序機械と呼ばれる形で記述さ
れた通信プロトコルの代数的仕僚から， 手続き型プロ
グラムへの変換法について述べる. 代数的仕様記述法
は， 厳密な意味の定義が簡明であり， 検証の際に必要
な仕様の無矛盾性や詳細化等の概念も， 合同関係とい
う概念のみを用いて簡明に定義できる. 代数的仕様の
部分クラスとして， 抽象的順序機械の形で記述された
仕様( 1 S ) ( 19) がある. この仕様では， 論理型， 整数型
等の基本タイプを前提として， 状態の構造を陽にはも
たない抽象的状態を表すタイプを定義する. 関数には
状態遷移関数， 状態成分関数(抽象的状態からその成
分の値を取り出す関数) , および補助関数があり， 各
状態遷移後の状態成分関数の値を公理によって定義す
る. 抽象的状態は構造を陽にはもたないことから， 新
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たに状態成分を追加する際， 既に記述した部分を変更
することなく， 状態成分関数に関する構文と公理を局
所的に追加するだけでよい， という特長がある. また，
既に HOLC や oS 1 セシ a ン層等の通信プロトコルを抽象的
順序機械の形で記述し， 仕様の形式的検証が行われ，
本記述法の有効性が実証されている.
仕僚からプログラムへの変換法の正しさを厳密に議
論するためには， 変換法を形式的に記述しておくこと
が望ましい. 第 3 章前半では， 目的プログラムを解釈
実行する機械を定義する代数的仕様， および， 変換法
自身を定義する代数的仕様を記述することにより， 変
換法を形式的に定義している. また， 第 3 章後半では，
この変換法に従って通信プロトコルの代数的仕織を C
言語プログラムに変換するコンパイラについて述べる.
本コンパイラでは， レジスタ値の待避の個数が少なく
なるような代入文の実行順を選択する等の最適化も行
っている. 0 S 1 セシ a ンプロトコルの代数的仕織を本コ
ンパイラを用いてプログラムに変換し， いくつかのテ
スト系列についてもそのプログラムを動作させた結果
について報告されているは U. そこでは， 人手で作成
したプログラムと同程度の効率をもっプログラムが生
成できることが確認されている.
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第事 1 重量
フ。ロトコノレマシン CD
宅事イ面 '1生有食言正 ι〉 ブミf 主去
1 . 1 序言 けるマシンの等価性を定義している. このモデルは，
特定の階層のプロトコルマシンを対象としたものでは
ないが， 例えば， データリンク層( 1 )のプロトコルマ
シンの多くが第 1 章で提案するオートマトンとしてモ
デル化できる.
このモデルを用いて， いわゆる 2 一計数機械( t wo-
counter machine) の動作を模倣することができる.
2 一計数機械はチューリング機械と等価であること，
及び， チューリング機械の等価性が判定不能であるこ
とが知られているので {2 〉， 上述のモデルにおける等
価性も一般には判定不能である. そこで， 等価である
ための次のような十分条件を考える. 今， 1}fを 2 つの
マシン M 1 , M2 の状態やレジスタ値の間の関係を表す述
語とする. この時， 次の (1) ， (2) が共に成り立てば，
M 1 と M2 は等価である.
( 1 )任意の入力系列に対して， M 1 と M2 が到達する状態
とその時のレジスタ値の組が関係 V を満足する.
(2) 関係 w を満たすどのような状態とレジスタ値につ
いても， 任意の一つの入力に対して M 1 と M2 の出力
が同ーである.
第 1 章では， 検証者(等価性の証明を行う者)が関
係 V を指定(予測)し， 計算機を用いて(1)， (2) を証
明することによって等価性を証明する方法を採用する.
まず， 関係 w は1. 2 で述べる P 文(状態とレジスタ値
を表す変数の線形不等式，またはそれらの不等式を and
， or ， not で結合した論理式. 存在作用素ヨを持たないプ
レスプルガ一文に相当)で指定されるものとし， 1. 4 で
は M 1 , M2 及び P 文 V が (1) ， (2) を満たすための一つの
十分条件を与え， M l， M2 ， W がその十分条件を満足する
時， 且つその時のみ， M 1 と M2 は w 等価であると定義す
一般に， プロトコル(通信規約)は選択性のあるい
くつかの機能群から構成されている場合が多く， 実際
のプロトコルマシン(または単にマシンと呼ぶ)の開
発に際しては， それぞれのマシンに必要な機能のみが
インプリメントされる. 又， タイマの設定値や再送回
数の上限等はパラメ}タ化されていることが多く， 各
マシンの設計者がマシンの開発時に具体的にその値を
設定する. このため， 同じプロトコルに基づいて開発
されたマシンの組であっても， 等価性(同一の入力系
列(マシンの遷移要因の系列)に対して， 出力系列が
同じであること)が保証されないことが多い. このた
め， 一つのマシンを別のマシンに更新する(古いマシ
ンを新しいマシンに更新したり， あるメーカーのマシ
ンを， 別のメーカーのマシンに更新する)と， それま
で通信できた相手と通信できなくなる場合がある. マ
シンの等価性が保証されれば更新が可能となる. しか
し， 従来， マシンの等価性を証明する有効な方法がな
く， テスト入力による検査(幾つかのテスト系列を入
力して， 同一の出力系列が得られるかどうかをチェッ
クする)が行われてきたが {1} ， このようなテストで
は必ずしも等価性が保証されない. 又， 検査にはかな
りの労力を要する.
第 1 章では， マシンの等価性を証明するための一つ
の方法を提案する. まず， 筆者らは， プロトコルマシ
ンを， 整数値を保持する有限個のレジスタ(送受信の
ためのデータやシーケンス番号等は整数化して取り扱
う)を持つオートマトンとしてモデル化した. 1. 2 で
はそのモデルについて述べ， 1. 3 ではこのモデルにお
? ?
nペU
る. 定義より M 1 と M2 が w 等価なら M 1 と M2 は等価である.
次に， M 1 と M2 が w 等価であるか否かの判定問題を整数
線形計画問題の解の非存在性の判定問題に帰着して判
定する方法について述べる. 1. 5 では実際にワークステ
ーション (18M RTPC) 上で作成した V 等価性の判定手続
き( 3 )を用いて SDLC手順の 2 次局 (8 )に相当する 2 つの
マシンの等価性を証明した結果について述べる( 4) 
提案する方法を用いて等価性を証明する場合， 検証
者自身が関係 w を P 文で指定(予測)しなければなら
ない. しかし， w を指定すれば w 等価であるか否かは
w 等価性の判定手続きを用いて機械的に判定できると
いう特徴を持つ. 尚， 提案する方法は等価性を証明す
るための一つの十分条件であり， 一般には 2 つのマシ
ン M 1 , M2 が等価であっても w 等価となるような P 文 V
が必ず存在するとは限らないし， そのような V が存在
しでもその V を検証者が指定できるとは限らない. ま
た， w 等価性の判定手続きは多項式時間算法ではない.
しかし， 筆者らが記述した幾つかのマシンの組に対し
ては上述の方法で等価性の証明が実際に行えたので，
第 1 章で提案する方法は実用のマシンの等価性の証明
に幅広く適用出来ると考えられる.
る項( N の変数の 1 次結合(線形結合) + )を r p 項」
と呼ぶ. 又， r p 文」を次のように定義する.
(1) t1 ， t2 が P 項の時， t1=t2 ， t1 く t2 , t 1 ~三 t2 , t 1 ~ t2 , 
t 1> t2 は P 文である.
(2) A ， B が P 文ならば， (A)or(B) ， (A)and(B) , (A) コ (B) , 
not(A) は各々 P 文である(コは， 合意を表す) . 
(3) 上の (1) ， (2) を有限回適用して得られるもののみ
が P 文である.
変数を含まない P 文に対しては， 演算子( + ，ー， -
，く， ZE ， EZ ，>， o r , a n d ，コ， not) の通常の意味に従って，
その真偽を定める(例えば， p 文 r (3 + 5 豆 lO)or(7=
2)J の値は真) . 
さらに， p 文 A に含まれる全ての変数><1.…， ><n を全
称記号 V で束縛した論理式を 't:} ><1 ， …， Xn(A) で表す.
論理式 't:} ><1 ， …， Xn(A) において， p 文 A の変数>< 1 ・
X n にどのような整数を代入しでも， 代入した各 P 文が
真である時， 且つその時のみ， 論理式 't:} X 1 ,…, Xn(A) 
は真であるという. 尚， 論理式 't:} Xl ， …， Xn(A) の真偽
は， 整数線形計画問題の解の非存在性の判定手続きを
用いて判定できる (6).
1 .2 対象とするプロトコルマシンのモデル化
1 .2 .2 プロトコルマシンのモデルイじ
第 1 章では， プロトコルマシンを， r 有限制御部」
及び有限個の整数値を保持する「レジスタ J から成る
オートマトンとしてモデル化する. r 相手局からのフ
レームの受信」や「タイマーからの書IJ り込み J ， r 相
手局へのデータの送信 J , あるいは， r 相手局へのデ
ータの再送」いなどを， 各々， このオートマトンの「
入力記号 J に対応付ける. 入力記号の種類は有限個と
するが， 各入力記号は有限個の整数値を「パラメータ」
1 . 2 . 1 プレスプルガー算術
第 1 章では， プロトコルマシンのモデル化や等価性
の判定にプレスプルガー算術( 6 )を用いる. 以下， 第
1 章で用いる用語や記法について簡単に述べる.
N を整数の集合とし， N の変数(><， y ， Z ，…)， N の定
数 (0 ，土1，:1: 2 ，.・・)及び加減算の演算子(+ ，ー)から成
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として持ってもよいとする(以下では， 入力記号とパ
ラメータ値の組を「入力」と呼ぷ) . 例えば， 相手局
からフレームを受信する場合， フレームの受信という
事象が入力記号であり， そのフレームに含まれる受信
データやシーケンス番号がノf ラメータ値に相当する.
また， 相手局への送信フレームや上位レベ
ルへの受信通知， タイマーへのセット/リセット信号
等をこのオートマトンからの「出力」に対応付ける.
出力は， 整数の d 字組とし( d はマシンで決まる定数)
d 字組の各要素は， 通信相手局， 上位レベル， タイ
マ一等ヘ受け波される内容である(入力ノf ラメータ値
同様， 出力も整数化して取り扱う) . 
オートマトンは， 現在の状態(以下， 状態は有限制
御部の状態を表す) , レジスタ値及び入力(入力記号
とパラメータ値の組)の組に対して， 次の状態， 次の
レジスタ値及び出力が定義されるいわゆる Meal~ 型の
オートマトンとして定義する. また， すべての状態，
レジスタ値， 入力の組に対して， 次の状態， 次のレジ
スタ値， 出力が「完全」に指定される必要はなく， 特
定の状態， レジスタ値， 入力の組に対して， 次の状態，
次のレジスタ値， 出力が指定されないいわゆる「不完
全 J に指定されたオートマトンでもよい. 以下， プロ
トコルマシン M を形式的に次の 7 字組として定義する.
[プロトコルマシン M = <S , R , SR 1 , 1 ， σ ， δ ， ρ>J 
S = {S 1 ,…, S k} :有限個の状態集合.
但し， 各状態 S 1 ,…, S k に適当な非負整数を害IJ り
当てる.
R=<R 1.…， Rn>: レジスタ名の n 字組( n はマシ
ン M のレジスタの数) . 
各レジスタ Ri は整数値を保持する.
SR 1 =く S 1 , r 1 1 ,…, rln>ESXNn: 
マシン M の初期状態ョ!とレジスタ R l.…， R n の
初期値(整数値)r 1 1 ,…, r 1 n の n+l 字組.
1 = {α1 ，…， αm} : 有限個の入力記号の集合.
各入力記号 αi は (αi で決まる)有限個のパ
ラメータを保持しでもよい. パラメータ値は整
数とし， 入力記号 αl のパラメータ値が
q I 1 , .・・， q I J の時， 入力を αI (q I 1 , .・・. q I J ) で表
す. また， αi のパラメータ数を lαi 1 で表す.
1 p = { α I (q I 1 • ・・・ . q i J) I 
αI E 1 且つ q 11 ,…, ql J E N 且つ lαI 1= j} 
とおく. 1 p は入力(入力記号とパラメータ値の
組)の集合である.
σ: SXNnXlp • S , 次の状態を定める関数.
現在の状態 s 及びレジスタ値 r 1 .…. r n 及び入力
αI (q I 1 • .・・. q I J )から次の状態を定める.
δ: SXNnx!p • N n, 次のレジスタ値を定める関数.
現在の状態 s 及びレジスタ値 r 1 .…, r n 及び入力
αI (q I 1 .…. q I J )からレジスタ R 1.… .Rn の次
の値(次のレジスタ値)の n 字組を定める.
ρ: SXNnXlp • Nd , 出力を定める関数( d はマシ
ン M の出力先の数) . 
現在の状態 s 及びレジスタ値 r 1 ,…. r n 及び入力
+変数を含まない特別な場合も含む.
++第 1 章ではマシンの状態を変化させるような各要因
を， 各々「入力記号」と見なしている. 従って， 送
信や再送のようなマシン内部からの自発的な動作も
「入力記号」とみなす.
円。 一7-
α I (q I I ,… , q I J )から出力(整数の d 字組)
を 定 める. ・
次に， σ ， δ ， ρ の記述法， ならびに第 1 章で対象と
するプロトコルマシンのクラスについて， 図 1 . 1 の例
を用いて説明する.
[例 1 プロトコルマシン MIJ
図 1 . 1 のプロトコルマシン M 1 は， B S C 手順( 7 l の送
信局を簡単化したものである. M 1 の 4 つの状態 S I , S2 ・
S3 ・ S4 は， 各々初期状態( ack 受信状態) , 送信状態
( ack/nak 待ち状態) , 再送準備状態( n ak受信状態) , 
最終状態を表しており， R 1 は送信回数を， R 2 は送
信データを保持するレジスタである(何れも整数値を
保持する) . データ d の送信を T(d) で， 再送を Re で，
相手局からの受信確認を A(a) で表す( d は実際の送信
データを整数化したもの. 又， a が l の時 ack を， 0 の
時 nak を受信したとみなす) . 出力先は相手局 1 か所
のみとする. M 1 は初期状態から送信を開始し， 各送信
データに対して ack を受信すれば次のデータを送信し，
nak を受信すれば元のデータを再送する. 10個の送信
データすべてに対して ack の受信確認を行えば動作を
終了する. . 
M1 =<{s1 ,s2 ,s3 ,s4 }, <R1 ,R2> ,<s1 ， O ， O> ， {T ， Re ， A }， σ ， 8 ， p > 
〈 T( t ) ，・ c1 ,. 9 1 ,(t )三~ <A(a) ，・ c 2 ， ・ 9 2 ，ト)>
<A(a) ， ' c3 ， 'g2 ，[・)> < Re ， ・ c 1 ，・ g2 ， [(2)>
<A( a) ，・ c4 ，'9 2 ，卜 1>
(Here , IT I=1, IRel:: O, IAI=l 
'c1 = true 
'c2 : (a::O) 
'c3 :(r1<10) and (a=l) 
'c4 :(r1::10) and (a=l) 
'gl : < r1 := r1+1 , r2 := t > 
'g2 :< r1 := rl , r2 := r2 > 
図 1 . 1 プロ ト コルマシン M 1 
図 1 . 1 において， グラフの頂点は， マシンの状態に
対応し， グラフの有向辺によって， 各入力に対する次
の状態， レジスタ値， 出力を指定する. グラフの各辺
には， 4 字組のラベル〈①入力記号， ②条件式， ③次
のレジスタ値， ④出力〉が付加されている. 各状態(
頂点)で①の入力記号が与えられ， その時点のレジス
タ値や入力パラメータ値が②の条件式を満足する時，
その辺の指す状態(頂点)に遷移し， ③の指定に従っ
てレジスタ値が更新され， ④の指定に従って出力を出
す. 与えられた入力記号を持つ辺が存在しなかったり，
存在する場合でも， その時点のレジスタ値と入力パラ
メータ値が②の条件式を満足するような辺が存在しな
い場合， 次の状態， レジスタ値， 出力は指 定 されない .
尚， ①の入力記号が同じで②の条件式が異なるような
辺が 一 つの頂点から被数個出てもよいが， どのような
レジスタ値， 入力ノf ラメータ値に対しでも， 2 個以上
の条件式が 共 に真にならないように各条件 式 を指定し
なければならない.
例えば， 現在の状態がれで， レジスタ R l， R2 の値
が各々 n 1 , n2 で， 入力が T (d) の場合， 辺 SI → S2 に付加
されたラベルの①の入力記号が T (t )で( t は T の入力
パラメータ値を表す変数) , ②の条件式・ cl が恒真(
true) であるので， 任意のパラメータ値 d に対して次
の状態はれとなる. 又， この遷移において， レジスタ
R 1, R 2 の値は， ③の· g 1 の指定に従って， 各々 n 1 +1, 
? ? ??
d に変更され， ④の [t] の指定に従って入力ノf ラメー
タ値 d が出力される. 尚， 頂点(状態) S 1 から出る有
向辺の中には， ①の入力記号が Reであるような辺が存
在しない. このような場合， 状態がれで入力が Re の時
の次の状態， 次のレジスタ値， 出力は指定されない.
又， 状態が S2 でレジスタ R 1, R 2 の値が， 各々 nt ，
u で入力が A(k) の場合， 頂点 s2から出る辺のうち①の
入力記号が A(a) (a は A の入力ノf ラメータ値を表す変
数)であるような辺が 3 個( S 2 • S3 , S2 • S1 , S2 • S4) 
存在する. この場合， ②の条件式・ c2 ，・ c3 ，・ c4 の変数
r 1, r 2 , a に値 n t , n 2, k を代入し， 代入した論理式が真
となるような辺の指す状態 (S3 ， SI ， S4 の何れか)に遷
移する(どの条件式も満足しなければ， 次の状態， レ
ジスタ値， 出力は指定されない) . 
尚， 辺 S2 → S3 のように④の出力として[ー]が指定さ
れている場合， 何も出力しないことを表し， 辺 S3 ー· S2 
のように④の出力として [r 2 ]が指定されている場合，
その時点のレジスタ R2 の値を出力することを表す ・
以下では， 図 1 . 1 のグラブを Ml の仕様と呼ぶ. 図 1
. 1 のような仕様記述法 (σ ， δ ， ρ の指定法)は， 状
態遷移図と処理状態遷移図を用いた通常の仕様記述法
に対応している. 尚， 第 1 章では仕様記述に際して，
次のような制約を設けている(これらの制約は， 1. 4 で
等価性の十分条件を与える際に利用する) . 
( 1 )各頂点(状態)から出る辺の数は有限である.
(2) ②の条件式は， マシンの現在のレジスタ値を表す
変数の組 Xn と， 入力記号 αl のパラメータ値を
表す変数の組 IP i j を変数とする P 文で指定する.
(3) ③の次のレジスタ値及び④の出力は， 現在のレジ
スタ値と入力ノf ラメータ値を表す変数 (Xn ，1P ij)
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の 一 次結合で指定する. 又， 何も出力しない場合
も， 便宜上そのことを表す適当な整数が出力され
ると考える. • 
次に「定義域を指定する関数」について述べる. 図
1 . 1 では， 頂点 s2から①の入力記号が A(a) であるよ
うな辺が 3 個( S2 • S 3 , S2 • S 1 , S 2 • S 4 )出ている. こ
れらの辺の②の条件式・ c2 ， .c3 ，・ c4 の論理和を， 状態
s2 , 入力記号 A に対する「定義域を指定する関数」と
呼ぶ. 但し， 入力記号 Re のように， 状態れから①の入
力記号が Reであるような辺がない場合， Reに対する定
義域を指定する関数は恒偽 (false) と定義する. 以
下では， 状態 S ， 入力記号 αi に対する定義域を指定す
る関数を
η< S ， α i> (Xn ，lP ij) 
で表す. 上述の制約 (1).(2) より， 定義域を指定する
関数は P 文となる.
1 . 3 等価性の定義
等価性を定義するため， 1. 2.2 で述べた関数 σ ， δ ，
p の定義を肱張し， 次のような関数 â- , 8 , B を定める.
[含， 8 , B の定義]
( 1 )庁: (1 p) ・→ S ， 初期状態と初期レジスタ値に有限
長の入力系列 w を与えた時に到達する状態を指定
する関数で， 次のように定義する.
@初期状態の指定
。 (ε) 全 S I (ε: 空入力系列)
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③各入力 αi (v 1 ,…, V j )に対する次の状態の指定
丘 (w .αi (V 1 ,…. V J ) ) 
会 σ( 含 (w).ß(w).αi (V 1 .…. V j ) ) 
(但し， w は任意の入力系列を， V 1 .…. V J は，
αi の任意の入力パラメータ値を表す) ・
(2) :ﾟ (Ip) ・→ N n , 初期状態と初期レジスタ値に有
限長の入力系列 w を与えた時に定まるレジスタ R
1 .…， Rn の値の n 字組を指定する関数.
(3) 白: (1 p) ・→ (Nd). ， 初期状態と初期レジスタ値に
有限長の入力系列 w を与えた時の出力系列を指定
する関数. • 
さらに， 2.2 で定めた定義域を指定する関数 η< S , 
αi >の定義を拡張し， 次のような補助関数 lj を導入す
る.
[ n の定義]
lj: (Ip) ・→ b 0 0 1, 初期状態と初期レジスタ値に有限長
の入力系列 w を与えた時に， 出力系列 B (w )が指定さ
れるか否かを定める関数. すなわち，
ñ( ε 〉全 true
ñ(w' αI (V 1 ,…, V J ) ) 
~ lj(W) and 
η < ?( w ) ， α1>(Õ(W) ， <Vl ，…， V J >) • 
以下， 整数の d 字組 b 会< b 1 .…, bd> , C 全く Cl ,…. C 
d >に対して， bl = Cl 且つ b2 = C2 …且つ bd = Cd が成り立
つ時， 且つその時のみ b = c と定義する. また， x (会
b'x') ， y( 全 C .y').x' ， y'E(Nd) ・に対して， b = c 
且つ x'= y' である時， 且つその時のみ x = y と定義し，
マシンの等価性を次のように定義する.
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[プロトコルマシンの等価性]
入力記号の集合 I が同じで， 出力が共に整数の d 字
組であるような 2 つのマシン
Ml =く S.R.SRI.I ， σ ， δ ， p > 
M2 =く S " R '. SR 1 " 1 ， σ' ， δ' ， ρ'> 
に同ーの入力系列 w を与えた時， w に対する出力系列
が共に指定され同一， あるいは， 共に指定きれ な い時
(すなわち，
\l wE(Ip) ・
[(ljCw) and lj'(W) and B (w)= B '(W)} 
or (not(lj(w)) and not(lj'(W))}] 
が成り立つ時)， Éiっその時のみ， M 1 と M2 は等価であ
るという(但し ， lj , lj' は， 各々 M l， M2の出力系列
が指定されているか否かを表す関数) . . 
第 1 章では， 互換性の立場より等価性を上述のよう
に定義している. しかし， 等価性を fw に対する出力
系列が共に指定され同一， あるいは， 少なくとも片方
のマシンの出力系列が指定されない」と定義した場合
等でも， 以下の議論を若干変更することによって， そ
れぞれの等価性を議論できる.
1 . 4 等価性の検証法
一般に， 1. 2.2 で定義した 2 つのマシンが等価であ
るか否かは決定不能である( 2) そこで， 第 1 章では
検証者が 2 つのマシン M1. M2 の状態とレジスタ値の間
で動作途中において常に成り立っと思われる関係lp'を
P 文で指定し， M l， M2 及び P 文lp'が序言で述べた 2 つ
の条件 (1) ， (2) を満足することを計算機を用いて証明
するという方法を採用する. 今， u , v を各々 Ml ， M2 の
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状態を表す変数とし( 1. 2.2 の定義より， 状態を整数
に対応付けているので， u , v は整数値を取る変数) , 
1B n ， Ch を各々 2 つのマシン Ml ， M 2 のレジスタ値を表
す変数の組とする. 又， W(u ， v ，H3 n ， Ch) を u ， v ，1B n ，
Ch を変数とする P 文とする. 序言で述べた 2 つの条
件 (1) ， (2) に相当することをし 2.2 及び1. 3で述べた表
記法に従って記述すると， 次のようになる.
M 1 , M2 及び P 文 V が次の (1) ， (2) を満足すれば， Ml, 
M2 は等価であることは容易に分かる.
(l) 'tJ wE(Ip) ・
[(7f(w) and 苛 '(w) and 
W( 丘 (w ), éト '(w) ， ﾟ (w) , ﾟ '(w))} 
or {not(7f(w)) and not(7f'(w))}] 
(2) 7f (w) ，7f '(w) の値が真で s= 仔 (w) ， s'= â- '(w) ，
であるような入力系列 w が存在する任意の状態の
組 s ， s' に対して，
'tJ H3 n , Ch ， α1 , IP i j 
[W(s ， s' ，H3 n ， Ch) コ
(η< S ， αi>( H3 n ，lP ij) and 
η ・< s. ， α i >(Ch ，lP ij) and 
ρ(s ，1B n ， αi( lP ij))=ρ ， (s' , C h ， αi( lP ij))} 
or {not(η< S ， αi>( 1B n ，lP ij)) and 
not(η. < S ・， αi>(Ch ，1P ij))}] • 
尚， 一般には， 初期状態の組からく s ， s' >なる状態の
組に到達する時には取り得ないレジスタ値の組が存在
する. (2) はそのようなレジスタ値の組に対しでも出
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力が等しいことを要求しており， その意味で (1) ， (2)
はマシンが等価であるための十分条件に相当する.
以下では， まず Ml ， M2 に相当する 2 つのグラフから
同ーの入力系列を与えたときに到達する状態の組を表
すーっのグラフを構成する. 次に， このグラフ上で Ml，
M2及び P 文 W が (1) ， (2) を満たすための一つの十分条
件を与える. さらにその十分条件が成り立つか否かの
判定問題が決定可能であることを示す.
最初に， 準備として図 1 . 1 のようなグラフから次の
ようなグラフを作成する.
[死状態の導入と遷移の完全指定]
図 1 . 1 では， 全ての状態， レジスタ値， 入力の組に
対して遷移が指定されているわけではない. そこで，
特別の状態(以下， r 死状態」と呼び， Ve" で表す〉
を追加し， 図 1 . 1 のグラフから図 1 .2 のようなグラ
フ(以下， 拡張グラフと呼ぶ)を作成する. 図 1 . 2 で
は， 図 1 . 1 の各状態 s と入力記号 αi の組に対して，
定義域を指定する関数 η< s ， α1> (Xn ,1P ij) が恒真( t 
rue) でない限り s→ se なる有向辺を加え， 4 字組
く αi (IP ij) ， not(η< s ， αi>(Xn ， IP ij)) ，-，ー〉
をその辺のラベルとする. 但し， 第 3 ， 4 引数の"ー"
は値を指定しないことを表す. 尚， 1. 2.2 の定義より，
η< s ， αi>(Xn ，1P ij) は P 文ゆえ恒真性は判定可能で
あり， 任意のグラフから拡張グラフを構成できる. 国
[例 2 プロトコルマシン M2J
図 1 . 3 は， M 1 と等価と思われるマシン M2 の拡張グラ
フである. M2 の状態は， S6 ， S6 ， S7 の 3 個で， それぞれ，
送信可能状態， 受信待状態， 最終状態を表し， 死状態
を se で表している. レジスタは R3 ， R4 ， R5 の 8 個で，
R3 の値が 1 の時は通常の送信のみを実行し， 0 の時
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M2 = <{s5 ,s6,s7}, <R3,R4,R5> ,<s5,1, 1 O ， O> ， {T ， Re ， A }， σ' ， õ' ， ç/ > 
<T(t) ，・ c1 ，・ 9 1 , (t 1 > < A( a) ，・ c 2 , ' 9 2 , (・ 1>
s 2 )a 
て/ 司 <Re ，・ c "・ g2 ， (r2]>
¥<A(a )，・ c 4 ,' 9 2 ，ト]:>
s 3 
<T(t) , 'c6 ,'g3 ,(t]> 
<Re ， true ，・，・〉
<A(a) ， true ，"，・〉
<Re ， 'c7 ，・ g4 ， (r5]>
<T(t) ， true ，"，・〉
<Re ， true ，" ， ・〉
<A(a) ， true ，・，・〉
<T(t )， true ，"，・〉
<Re.true. ・.・〉
(Here , 'c6 = (r3=1) <A(a) ,true ,.,"> 
'c7 = (r3 ", 0) 
'c8 ;: (((r4>0) and (a:::1)) or (a=O)) 
・ c9 = ((r4=0) and (a=1)) 
'cl0 = not( ・ c8 or 'c9) 
'cl1 = not( ・ c6)
'c12 = not( ・ c7)
'g3 = < r3 := r3 , r4 := r4 ・ 1 , r5 := t > 
, g4 = < r3 := r3 , r4 :'" r4 , r5:= r5 :> 
'g5 = < r3 := a , r4:= r4 , r5:= r5 > 
〈 T(t) ， true ，"，・〉
<A(a) ， true ，"，・〉
(Here , 'c5 : not( ・ c2 or 'c3 or 'c4) 
図 1 . 2 プロトコノレマシン M 1 の拡張グラフ
図 1 . 3 プロトコルマシン M 2 の拡張グラフ
は再送のみを実行する， R 4 は， 送信回数を記憶する
レジスタであり， 初期値が 10 で， 1 回送信するごとに
1 ずっその値を減らす. R 5 は， M 1 の R2 同様， 再送
のためのデータを保持するために用いられる. . 
次に， 図 1 . 2 , 1 . 3 のような 2 つのマシン M1 , M 2 の
拡張グラフの組に同じ入力系列を与えた時に到達する
状態の組を表すグラフ( r 遷移グラフ」と呼ぶ)を作
成する.
[遷移グラフ]
まず， M l， M2 の拡張グラフから， 次のようなグラフ
G(V ， E) を作成する. 頂点集合 V は Ml ， M 2 の状態の 2 字
組 <s ， s'> の集合とする. 又， Ml, M2 に各々 s → t ， s '• 
t 'なる辺が存在し， 且つその辺で同じ入力記号に対し
て，次の状態，レジスタ値，出力が指定されている( 2 つ
の辺のラベルの第 1 引数が同じである)時， 且つその
時のみ， 辺 <s ， s'> →<t , t' >を E の要素とする. 又， 辺
s→ t 及び s' → t 'のラベルが， 各々く al ， a2 ， a3 ， a4> ， く
al ， b2 ， b3 ， b4> である時， く al ， {a2 ， b2} ， {a3 ， b3} ， {a
4 ， b4}> を辺 <s ， s' >•< t , t ' >のラベルとする. さらに，
上述のような方法で作成したグラブ G(V ， E) において，
初期状態の 2 字組 <s 1 , S' 1 >に相当する頂点からの有向
道 (path) が存在しない頂点や辺を取り除いたグラフ G'
(V' , E ' )を作成し， そのグラブを Ml ， M2 に対する「遷
移グラフ」と呼ぶ. 例えば， 図 1 .4 は， 図 1 . 2 , 1 
.3 で定義したマシン Ml， M2 に対する遷移グラフである.
簡単のため， 図 1 . 4 では各辺のラベルの第 3 ， 4 引数
は省略している.
遷移グラフの各頂点は， • 初期状態から到達する可能
性のある状態の組を表している. 尚， 一般にはグラフ
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上のすべての頂点(状態の組)に到達できるとは限ら
ない. 例えば， 選移グラフの辺のラベルの第 2 引数の
条件式(上の (ω ， b 2 }に相当)を共に満たすようなレ
ジスタ値や入力パラメータ値が存在しない場合， その
辺は遷移不可能である. 又， 動作途中において検証者
の与えた P 文 W が常に成り立てば， その条件を利用し
てさらに遷移不可能な辺を見つけることができる. そ
こで， M 1, M2 に対する遷移グラブ G'(V' ， E') 及び P 文
W(u , v , 18n , Ch) に対して， 次のようなグラフ( r 遷
移可能グラフ」と呼ぶ)を作成する.
[遷移可能グラフ]
G'(V' ， E') の各辺 <8 ， 8'> → <t ， t'> (但し， 辺のラベ
ルをく αi (lP ij) , {A2(18n , lP ij) , B2(Ch ,lP ij) }, {a3 , 
b 3 } , {a.4 , b.4 } > とする)に対して，
'td H3 n , Ch ,lP ij 
[W(s , s' , 18n , Ch) 
コ not{A2(18n ，lP ij) and B2(Ch ,1P ij)}] 
ーー(本 1 ) 
が真(状態が 8 ， 8' の時， その時点のレジスタ値が申を
満足すれば， 入力記号が αi であるようなどのような
入力ノf ラメータ値に対しでも <s ， s'> から< t , t ' >に選移
しない)ならば， その辺を遷移グラフから取り除く.
このような辺すべてを E' から取り除いた後， 初期状態
の 2 字組く 81 , 8' 1 >に相当する頂点からの有向道 (path)
が存在しない頂点や辺を取り除いたグラブ G"(V" ， E")
を作成し， このグラフを Ml ， M2 ， W に対する「遷移可能
グラブ」と呼ぶ. 尚， 1. 2.2 の定義より状態 s ， 8' を整
数に対応付けているので， WC8 ， 8' ，H3 n ， Ch) はH3 n , C 
h を変数とする P 文となる. また， 1. 2.2 で述べた制
約 (2 )より， A2C H3 n , IPij) , B2(Ch ， IPij) もそれぞれ
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P 文. よって， (本 1 )全体はプレスプルガ一文となりそ
の真偽は決定可能( 5) よって， 任意の M l， M2及び P
文 V に対して， 遷移可能グラフを作成できる. 圃
[命題 1 (等価性の十分条件) ] 
M 1 , M2及び P 文 W(u ， v ，H3 n ， Ch) に対して， 上で定義
した遷移可能グラフを G"(V" ， E") とする. この時， 次
の①~④が成り立てば， M 1 と M2 は等価である.
( M 1 と M2 の初期状態の組く 81 ， 8 ・ 1 >及び初期レジスタ値
の組く r 11 ,…, r 1 n> ，く r. 1 I ,…, r' 1 h> に対して，
W (81 , 8' 1 , く r 1 1 , ・・・ , r 1 n > , く r' 1 I , ・・. , r' 1 h > ) 
一一(来 2)
が真である.
② G"(V" ， E") には， 一方が死状態でなく， 他方が死状
態であるような状態の組(頂点)は存在しない.
③ G"(Y" ， E") において， E" に含まれる任意の辺 <8 ， 8' > 
• <t , t'> (但し， t , t 'は死状態でない. また， 辺の
ラベルをく α I (IP ij) , {a2 , b2} , {A3(18 n , IP ij) , 
B3(Ch , H? ij)} , {a .4, b.4}> とする)に対して，
'td H3 n , Ch , IP ij 
[W(s , s' , H3 n , Ch) コ
W (t , t' , A3( H3 n , H? ij) , B3(C h , IP ij))] ー 一(刈)
が成り立つ.
④ G"(Y" ， E") において， E" に含まれる任意の辺 <8 ， 8'>
ー.<t ， t'> (但し， t , t 'は死状態でない. また， 辺の
ラベルをく αI (IP ij) , {a2 , b2} , {aa , a4 }, 
{A4(18 n , IP ij) , B4(C h , 1P ij)}> とする)に対して，
'tdH3 n , Ch , IPij 
[W(8 , 8' ,1B n , Ch) コ
A4( H3 n ,1P ij)= B4(Ch , IP ij)] 
が成り立つ.
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ーー(刈)
• 
<T(tJ.'Cll> 
<Re:c12> 
図 1. 4 M1 ， M2 の 遷 移グラフ
(証明) 1. 4 のはじめに述べた (1) ， (2) が成り立てば，
M 1, M2 は等価. そこで， ①から③を満たせば( 1 )及び
(3) 方 (w) ， n'(w) の値が共に真で， 且つ， 含 (w ) =s , 
。 '(w)=s' の時， 状態の組 <s ， s'> は Y" ー {<se.se>}
(但し， s e は死状態を表す)の要素である.
が成り立つことを入力系列 w の長さに関する並行帰納
法を用いて証明し， 次に (1) ， (3) 及び②， ④を用いて
(2) が成り立つことを証明する.
(A) 初期段階:
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??，??'の定義より w が空系列の時， 方 (w) ， n ' (w)
の値は共に真. また， ①が成り立つので， 空系列に対
する( 1) が成り立つ. さらに， 初期状態の組〈ョI， s'I>
は V" ー {<se ， se>} の要素. よって， (3) が成り立つ.
(B) 帰納段階:
長さが k の任意の入力系列 w に対して， ( 1 ) ， (3) が
成り立つと仮定する. 帰納法の仮定( 1 )より ， n (w) , 
n' (w) の値は共に真か， 共に偽かのいずれか.
(B-1) n(w) ， n'(w) の値が共に偽の場合:
??, ??'の定義より， 長さが k + 1 の任意の入力系列
w'=w ・ α i (Qij) に対しても ， n(w') ， n'(w') の値
が偽となり， 長さが k + 1 の w' に対する (1) ， (3) が共
に成り立つ(但し， Q i j は α| に対する入力ノf ラメー
タ値(整数)の組を表す) . 
(B-2) n(w).n'(w) の値が共に真の場合:
帰納法の仮定 (3) より， 含 (w )=s , 靡' (w )=s' とお
いた状態の組 <s ， s' >は V"-{<se.se>} の要素となる. 長
さが k + 1 の任意の入力系列 w '=w'αi (Q i j) を考える.
靡(w ')=t , 靡'(w ')=t' とおく. 遷移グラフ G' の定義
より <s ， s'>→< t , t ' >は G' の辺である. この辺に対する
(本 1 )の値は偽である( (刈)の[ ]中の変数H3 n ， Ch.
lP i j に 8 (w) , 8 '(w).Qij を代入すると， 帰納法の
仮定( 1 )より11" (s. s' , 8 (w ) •8 '(w ))の値は真. さら
に入力 αI (Q i j) によってく t. t ' >に遷移することから，
A2( 8 (w). Q ij). B2( 8 '(w) , Q ij) の値は共に真とな
り， [ ]全体が偽となる)ので， 遷移可能グラフ G"
を作成する際に辺 <s. s' >•< t , t •>が取り除かれること
はない. よってく t. t' >は G" の頂点である. ②を満たす
ことより， この t • t 'は， (イ) t , t ·共に死状態か， 又は
(ロ)共に死状態でない.
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(イ)の場合: 苛 (w ')，苛， (w ')の値が共に偽となり，
(1) , (3) の定義より長さが k + 1 の w' に対する (1) ， (3)
が成り立つ.
(日)の場合: 宵 (w') ， fj'(w') の値が共に真となる.
状態の組< t , t ' >は上述のように V"-{<se ， se>} の要素で
あり， 長さが k + 1 の w' に対する (3) が成り立つ. 帰納
法の仮定( 1 )より11" (s , s' , 6 (w) , 6 '(w)) の値が真で
あること， 及び③が成り立つことより状態の組<t , t' > 
においても W(t ， t' ， 6 (w') , ?'(w '))の値が真であ
る. よって， 長さが k + 1 の w' に対する( 1 )が成り立つ.
次に (1) ， (3) 及び②，④から (2 )が成り立つことを示
す. 状態の組 <s ， s'> に対して含 (w)=s ， ?'(w )=s' な
る入力系列 w が存在しない場合は考える必要がない.
そのような入力系列 w が存在する場合， (3) よりく s ， s' > 
は V"-(<se ， se>) の要素. 上述の議論と同じように( 1 ) 
及び②を用いて， 任意のレジスタ値と入力 αi (Q i j) 
の組に対して， 次の状態は共に死状態か共に死状態で
ないかのどちらかである. 共に死状態の場合， 上述の
(イ)の場合同様 (2) の η< s ， αi > (…) ， η ・< s' ， αi > (…) 
の値は共に偽となり (2) が成り立つ. 共に死状態でな
い場合， 上述の(日)の場合同様 (2) の η< S ， αi > C…) , 
η 川 S ・， αi > (…)の値は共に真となる. ④が成り立つ
ので， そのようなレジスタ値と入力に対して出力は等
しく， 従って (2) が成り立つ. (証明終)
C 命題 2 ] 
M 1 , M2 及び P 文11"が与えられた時， 命題 1 の①~④
が成り立つかどうかは決定可能である. . 
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(証明)前述のように， 任意のマシンの組削， M2及び
P 文11"に対して， 遷移可能グラフが構成できる. 又，
1" (u , v , H3 n , Ch) は P 文ゆえ(涼 2) は変数を含まない P
文. よって①の真偽は決定可能. ②は選移可能グラブ
を構成すれば判定可能. ③については1. 2.2の定義より
s , s' は整数であり， (本 3) の W(s ， s' ， H3 n , Ch) は， H3 n , 
Ch を変数とする P 文. 又， 次のレジスタ値を指定す
る関数 A3( H3 n ， 1P ij) , B3CCh ,1P ij) も1. 2.2で述べた制
約 (3) より，各々H3 n と1p ij (又は Ch と1p i j )の 1 次
結合で表される. よって， W(t , t' , A3( H3 n ,1P ij) , B3 
(Ch ，1P ij)) もH3 n ， Ch ，1P ij を変数とする P 文. ゆえ
にい 3) もプレスプルガ一文となり， その真偽は決定可
能( S) ④についても③同様出力を指定する関数 A4 ( H3
n,lP ij) , B4(Ch ，lP ij) が 18n とlP i j (または Ch とlP i
j )の 1 次結合で表される. よって(本 4) もプレスプルガ
一文となり， その真偽は決定可能{引. (証明終)
第 1 章では， M 1, M2及び P 文 W(u ， v ，H3 n ， Ch) に対し
て命題 l の①~④が共に成り立つ時， 且つその時のみ
M 1 と M2は甲等価であると定義する. 尚， VX1 ,., xn(A) 
の形のプレスプルガ一文の真偽は P 文 A の否定が整数
解を持たないかどうかを判定すればよく， 整数線形計
画問題の解の非存在性の判定手続きを用いて判定でき
る( 6) 
次に， 図 1 . 2 , 1. 3 で与えた 2 つのマシン M 1 , M2 
に対して， 11"等価となるような P 文11"を与える.
1" (u , v , <rl , r2> , <r3 , r.4 J r5>) 
= {(rl+r.4=10) and (r2=rs) and (U=Sl コ r3 = 1 ) 
and (U=S3 コ r3=O)} 一一(凶)
(但し， U , V はそれぞれ M1 •M 2 の状態を表す変数， rl , 
r2 は M 1 のレジスタ R 1 , R 2 の値を表す変数， r 3 , r.4 , 
-23-
r5 は M2 のレジスタ R3 ， R4 ， R5 の値を表す変数) . 
図 1 . 4 において， 斜線で塗りつぶされた頂点は M1 ,
M2 の遷移グラフから Ml ， M2 ， W に対する遷移可能グラフ
を作成する際に取り除かれる(遷移不可能な)頂点で
あり， 斜線で塗りつぶされていない頂点とその聞を結
ぶ辺が， M l， M2 ，甲に対する遷移可能グラフを表してい
る. さらに， 図 1 . 2 , 1. 3 で与えた M l， M 2 及び(同)
で指定した P 文 W に対して， 命題 1 の①~④が成り立
つ. よって， M 1 と M2 は V 等価となり， 従って M 1 と M2 は
等価である.
マシン M l， M2及び P 文曹を与えて， M 1 , M2 が W 等価
かどうかの判定は計算機を用いて機械的に行えるので，
上の方法は， 等価性を証明する際の有効な方法に成り
得ると考えられる.
1 .5 検証例
筆者らは， マシン M l， M2及び P 文曹を入力として，
マシン M l， M2 の W 等価性を判定するプログラムを作成
し {3Hd) ， データリンクレベルにおける SDLC手順の 2
次局( S) に相当する 2 つのマシンについて等価性の証
明を行った. 証明に使用したマシンの 1 つは， あるメ
ーカーの作成した装置〔自)をそのまま今のモデルで記
述したもの(マシン A と呼ぶ)であり， もう 1 つのマ
シンは， マシン A と全く独立に筆者らが文献 (8) の仕
様書を基に作成したもの(マシン B と呼ぶ)である.
入力記号は 12個で， 各入力記号は 0-4 個のパラメ
ータを持つ. 出力は整数の 8 字組である. 2 つのマシ
ン A ， B の状態数は各々 1 1 個と 7 個， レジスタの数は
各々 4 個と 6 個である. 又， 各マシンの仕様を図 1 . 
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1 のようなグラフで表現した場合， モれぞれの状態か
ら最大 5 個(平均 2 個)程度の有向辺が出ている.
このような 2 つのマシン A ， B に対して， マシン A ，
B の状態とレジスタ聞で常に成り立つと思われる関係
を 12個抽出し， それら 12個の関係が共に成り立つとし
て V を指定した. これらの A.B. 1}f に対して， 約 2000
個のプレスプルガ一文の真偽を判定し， およそ 3 0 分
の cpu 時間 (SUN3/60) で A ， B が1}f等価であるという結
果を得た.
尚， 作成したプログラムでは判定時間を短縮するた
め， 整数解の非存在性を調べる代わりに， 実数解の非
存在性を調べている. この方法では， 整数解は存在し
ないけれども実数解が存在する場合は証明に失敗する
が， x く y を x ~ y -1 に変形する等の処置を講じて?
できるだけ作成したプログラムでも証明が失敗しない
よう配慮した. このため， 筆者らが行った幾つかの検
証例では， すべて上述の方法で証明が成功した. また，
作成したプログラムでは， 検証者が与えた w に対して
w 等価であると判定出来なかった場合でも， 遷移可能
グラフを出力し， どの頂点(状態の 2 字組)と入力記
号の組が命題 1 の①~④を満足しなかったかを表示す
る. これらの表示からどのように曹を変更すれば， あ
るいは， どのように Ml ， M2 の仕様を変更すれば甲等価
となるか， についての有益な情報が得られる.
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1.6 結言
第 1 章では， 検証者が与えた P 文曹に対して， 2 つ
のプロトコルマシン聞の w 等価性を定義し， それらが
w 等価であるかどうかを判定する手続きを与えた. ま
たその手続きを実際の装置例( S DL C 手順の 2 次局)に
適用し， r 等価性 J (従って「互換性 J )の証明にお
いて， 第 1 章の方法が有効であることを確かめた. 尚，
現在第 1 章で述べたモデルや検証法が等価性以外の検
証の問題に適用出来るかどうかを検討している.
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2.1 序言
近年のデータ通信の発展に伴い， 通信の手順を規定
する通信プロトコル(以下， 単にプロトコルと呼ぶ)
の厳密かつ形式的な記述やその正しさの検証が重要な
課題になっており， 様々な研究が行われている( 1 0) 
通常， プロトコルは， 正常な状況(正常に送受信を行
っているような状況)における各プロトコルマシン(
通信制御装置)の動作を記述した部分と， 異常な状況
(回線に障害等が発生したような状況)からどのよう
に正常な状況に復帰するかを記述した部分， に分類、さ
れることが多い. この際， r 異常な状況からいつかは
正常な状況に復帰すること J (エラーリカパリ性を持
つという)を機械的に証明できれば望ましい. しかし，
従来， エラーリカバリ性を証明する有効な方法がなく，
テスト手法による検査が行われてきたが， このような
テスト手法では必ずしもエラーリカパリ性を論理的に
保証できない. 本論文では， プロトコルマシンの動作
を記述するためのモデルを一つ定め， そのモデルで記
述されたプロトコルマシン対がエラーリカパリ性を持
つことを機械的に証明するための方法を提案する (12).
第 1 章と同様に， 各プロトコルマシンは， r 有限制
御部」と任意の整数値を保持する有限個の「レジスタ」
を持つオートマトンとして記述し， このオートマトン
上での演算を+，-，=，>， and ， or ， not に限定する. このモ
デルで記述した 2 つのプロトコルマシン Ml ， M 2 の状態
とレジスタ値の組(以下， Ml, M 2対の全状態， または
単に全状態と呼ぶ)を引数とする述語 φ を線形不等式
の論理結合の形で指定する. 述語 φ の値は， その値が
真の時は「正常な状況」を表すように指定し， 「 Ml ，
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M2 の初期状態と初期レジスタ値の組から， M 1 と M2 が(
通信回線の誤り等も考慮して)送受信等の動作を行う
ことによって遷移する任意の全状態に対して， たとえ
その全状態が φ を満足しない全状態であっても， それ
以降可能などのような動作を続けてもいつかは再び φ
を満足する全状態に遷移する」時， Ml , M2 は φ に対す
るエラーリカパリ性を持つと定義する.
提案するモデルのマシン及び φ のクラスにおいては，
Ml, M2 が φ に対するエラーリカパリ性を持つ場合でも，
そのことを証明するアルゴリズムが存在しない. そこ
で， 必ずしも証明に成功する保証はないが， rφ を満
足する全状態からどのような動作を行っても再び φ を
満足する全状態ヘ遷移すること」を保証するための 一
つの手続きを与え， その手続きを再帰的に用いること
によって， Ml, M2 が φ に対するエラーリカパリ性を持
つことを証明する. 本章では，第 1 章と同様に， Ml, M2 
が φ に対するエラーリカパリ性を持つことを整数線形
計画問題の解の非存在性の証明に帰着して機械的に証
明している. またその証明手続きを用いて， H 0 L C 手順
( 1 4 )に従うあるプロトコルマシン対のエラーリカパリ
性を検証することにより， 提案する方法の有効性を示
した.
2.2 プロトコルのモデル化
本章では，第 1 章と同様に， プロトコルマシンを「有
限制御部」及び任意の整数値を保持する有限個の「レ
ジスタ」を持つオートマトンとして記述する. また，
「相手局からのフレームの受信 J や「タイムアウトの
発生 J ， r 相手局へのフレームの送信」等を各々ォー
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トマトンの「入力記号」とみなす. 入力記号はその動
作の種類により，
( 1 )相手局へのプレームの送信動作に相当する入力記
号の有限集合(送信動作集合) 1 5 ・
(2 )相手局からのフレームの受信動作に相当する入力
記号の有限集合(受信動作集合) 1 r ・
(3) その局内で単独に行われる動作に相当する入力記
号の有限集合(単独動作集合) 1 o. 
に分類する. 例えば， フレームの送信や再送は 1 ~に，
受信は 1 r に， タイムアウトの発生は I 。に属する.
送信動作集合 1 s に属する入力記号に対してのみ「出
力」が定義される. 出力は整数とし， 相手局ヘ送信さ
れるフレームに相当する. また， 受信動作集合 1 r に
属する入力記号のみ「パラメータ」を持ってもよい.
パラメータ値は整数とし， 通信相手局から受信したフ
レームに相当する.
プロトコルマシンは， 現在の状態(以下， 状態は有
限制御部の状態を表す) , レジスタ値及び入力(入力
記号とその入力記号のパラメータ値の組)の組に対し
て， 次の状態， 次のレジスタ値， 出力が定義されるい
わゆる Mealy 型の決定性オートマトンとしてモデル化
する. モデル化したプロトコルマシンの仕様は， 図 2
. 1 , 2. 2 (例 1 ， 2 参照)のような有向グラフで記
述する.
図において， グラフの頂点はプロトコルマシンの状
態を表し， 有向辺及びそのラベルによって各入力に対
する次の状態， 次のレジスタ値， 出力を指定する. グ
ラフの各辺 s → s' には， 4 字組のラベルく入力， 条
件式， 次のレジスタ値， 出力〉が付加されており， そ
の第 1 成分(入力)に書かれた入力記号 α が 1 s , 1 r , 
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どT ，not(xl>=2)，くxl+1 ，x2，x3>.戦〉
<D，住ue，くxl ，x2+1 ，x3> ，x2>
<.?(p )，not(x3>=2) 釦d not(p=x2), 
くxl ，x2，x3>，*>
くD ，true ，くxl ,x2,x3+ 1>,x2-1> 
く企(p) ，true ，<x 1,x2 ,x3> , *> 
くT ， (x l>=2)，くxl ，x2 ，x3>，*> <ð(P) ,(x3 >=2) and not(p=x2) , 
くxl ，x2 ，x3>.*>
くがp) ， true ，<x 1,x2,x3> ,*> 
States sl: Initial state (Transmission state) 
s2: Ack-waiting state 
s3: Retransmission state 
s4: Operetor-notification stare 
Registers x 1:The number of Timeout (Initial value=O) 
x2: The number of Transmission (Initial value=? 
x3: The number of Retransmission (Initial value=O) 
Input symbols D: Transmission 
6,: Reception of acknowledgement (p: parむneter of"ム")
T: Timeout 
Is={D }, Ir={,ð}, Io={T} 
図 2 . 1 プロトコルマシン M 1 
I 。の何れに属するかに応じて各々①~③のようなラ
ベルが与えられる.
①く α ， C(Xn) ， δ(Xn )， ρ(Xn)> (αE 1 5) 
②く α(p) ， C(Xn ， P) ， δ(Xn ， P) ，*> (α 己 1 r) 
③く α ， C(Xn) ， δ(Xn) ，*> (α モ 1 0) 
ここで， n はレジスタの数， X n は現在のレジスタ値
を表す変数 X I , X2 , . . . , Xn の組を表す. p は入力記号 α
のパラメータ値を表す変数である. "2x+3y+10" のよう
に整数と変数の線形結合を P 項と呼び， "not( ド w+l)
and (x+y>z-l)" のように， p 項，=，>， and ， or.not から
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なる論理式(線形不等式の論理結合)を P 文と呼ぶ(但
し， 以下では表現を簡単にするため便宜上主やコも使
用する) . ラベルの第 2 成分 C(Xn )， C(Xn ， P) は X n (ま
たは X n , p) を変数とする P 文で指定する. 第 3 成分 δ
(X n) ， δ(Xn ， P) は P 項の n 字組で指定する. また，
ρ(X n) は P 項で指定する. いま， 与えられたプロト
コルマシンの仕様中に①のようなラベルを持つ有向辺
s → s' が存在し， そのプロトコルマシンの現在の状
態が S ， その時のレジスタ値の組が Rn ， 入力が α( E 
I ョ)であるとする. この時， c(Rn) の値が真ならば，
次の状態は s' ， 次のレジスタ値の組は δ(R 円)となり，
ρ( R n) が相手局に出力される. また， (, ③のよう
なラベルを持つ有向辺の場合， 出力は指定されないの
で， ラベルの第 4 成分を本としている. 尚， 一つの頂
点からラベルの第 1 成分の入力が同じであるような有
向辺が 2 本以上出てもよいが， それらの辺のラベルの
第 2 成分の条件式は， オートマトンが決定性に動作す
るように指定されなければならない.
〔例 1 プロトコルマシン M 1 J 
図 2 . 1 のプロトコルマシン M 1 はデータリンクレベル
における HDLC手順の一次局を一部変更し， かつ簡単化
したものである. このマシンは， H 0 L C手順におけるウ
インドウサイズを l に制限したモデルであり， フレー
ムを 1 個送信(動作 o )し， それに対する応答フレー
ムを受信(動作ム)するという動作を繰り返す. もし，
プレームの送信後にタイムアウト(動作 T )が発生し
た場合， フレームが正しく受信されなかったと判断し，
そのプレームの再送(動作 o )を行う. タイムアウト
の発生回数(レジスタ Xl の値)が 2 以上， またはフ
レームの再送回数(レジスタ X 3 の値)が 2 以上とな
った場合には， オベレータによる回復を必要とする特
別の状態 S4 (オベレータ通告状態と呼ぷ)へ遷移する.
尚， レジスタ X2 は， 新規フレームの送信回数を保持
するために用いられる. . 
例えば， 現在の状態が S2 ， レジスタ Xl.X2.X3 の
値が各々 r 1 • r 2 , r3 , 入力が T の場合， r 1 が 2 未満なら
ば状態 S3 に遷移し， Xl.X2.X3 の値は各々 rl+ l， r2 ，
n となる. r 1 が 2 以上ならば状態 S4 に遷移するが貴 レ
ジスタ Xl.X2.X3 の値は変化しない. 尚， 入力記号
T は I 。に属するので出力は指定されない.
[例 2 プロトコルマシン M2J
図 2.2 のプロトコルマシン M2 はデータリンクレベル
における HDLC手順の二次局を簡単化したものであり，
図 1 の M 1 と送受信を行う. M2 には相手局への応答フレ
ームの送信(動作 A )と相手局からのフレームの受信(
動作旦)という 2 つの動作があり， 相手局から受信し
たフレームの個数を保持するレジスタ Yl がある. . 
<A , true , y 1 , Y1 > 
<D(p) ,true ,yl , *> 
States tl: lnitial state (Reception state) 
t2: Ack-transmission state 
Register yl: The number of Reception (Initial value=O) 
1nput symbols D: Reception (p: p紅白neterof "~ど)
A: Transmission of acknowledgement 
Is={A} , Ir= (D} , 1o=(} 
図 2.2 プロトコルマシン M2
? ?n
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2.3 通信系の動作 本論文では (1)- (6) の通信系の動作を各々 [α ， α ]，
[α ， * J. [立 ， ß J , [*, ß ], [r ,*], [*, r J で表す.
又， [α ，立] ( [乏， βJ) については， Ml(M2) から α( 月)
によって出力される整数値が， M2(Ml) の旦(立)の入力
パラメータ値として割り当てられるとする.
例えば， 図 2 . 1 , 2.2 のプロトコルマシン Ml ， M 2 
において， Ml, M2 の状態が各々 S 1 , t 1 で， レジスタ X
1 , X 2 , X 3 の値が各々 0 ， 3 ， 0 で， レジスタ YI の値が
3 であったとする. M 1 でく o ， true ，く xl ， x2+1 ， x3> ， x2>
なるラベルを持つ有向辺 SI → S2 が存在するので， 通信
系の動作 [D ， *J (Ml がフレームの送信を行ったがそ
のプレームが回線上で消失したことを表す)が実行可
能となり， [D , * J の実行後， M 1 の状態のみが S 1 から
れに変化し， レジスタ X2 の値が 1 増加する.
さらに， M2 ではく旦 (p) ， (P=Yl ), YI +1, * >なるラベル
の有向辺 t 1 → t2 が存在する. M 1 の出力(レジスタ X2
の値) 3 を M2 の入力記号旦のパラメータ(変数 p )に
割り当てて M2 の t 1 → t2 のラベルの条件 (P=Yl )を評価す
ると真となり， かっ， M 1 の SI → S2 の条件も真であるの
で， 通信系の動作 [D ，旦]は実行可能となり， 実行後，
Ml, M2の状態が各々 S2 , t2 に変化し， レジスタ X 2 , Y 1 
の値が各々 l ずつ増加する.
尚， M l， M2 の状態対を一つの状態とみなし， (1)-(6)
のような通信系の動作を入力記号とみなすと， プロト
コルマシン対全体を一つのオートマトン(有限制御部
と有限個のレジスタから成る Mea ly 型のオートマトン)
とみなすことができる. 以下では，このオートマトンを
Ml, M2の対オートマトンと呼ぷ. また， <SI , tl , <0 , 3 , 
0> ， <0>> のように， Ml, M2 の状態とレジスタ値の組を
Ml, M2対の全状態(あるいは単に全状態)と呼ぷ.
本論文では互いに通信を行う 2 つのプロトコルマシ
ン対から成る通信系を考え， 次のような仮定の下でエ
ラーリカパリ性を議論する.
(A) フレームを送信する場合， そのフレームが送信と
同時に相手局に正しく受信されるか， あるいは， 送
信と同時に通信回線上で消失するかの何れかである.
(B) 受信が正しく行われた場合， 送信局の送信動作に
よって出力される整数値が受信局の受信動作に相当
する入力記号のパラメータ値として受け渡される.
以上の仮定より， プロトコルマシン対の動作として
次の 6 つの動作を考え， これらを通信系の動作と呼ぶ.
尚， M l， M2 の送信動作集合を 1 :5 1 • 1 :52 , 受信動作集合
を Irl.Ir2 ， 単独動作集合を 101 ， 102 ， で各々表す.
〔通信系の動作]
( 1) M 1 の送信動作 αE 1:5 1 と α に対応する M2 の受信動
作 α モ 1 r 2 が同時に行われる(れから送信されたフ
レームが同時に M2ヘ正しく受信されたことを表す) . 
( 2) M 1 の送信動作 αE 1 :5 1 のみが単独で行われる( M 1 
から送信されたフレームが通信回線上で消失したこ
とを表す) . 
(3) M 2 の送信動作 8 己 1 s 2 と 9 に対応する M 1 の受信動
作五モ 1 r 1 が同時に行われる.
(4) M 2 の送信動作 ß E 1 92 のみが単独で行われる.
( 5) M 1 の単独動作集合 1 0 1 に属する動作 7 が単独で行
われる.
( 6) 問 2 の単独動作集合 1 0 2 に属する動作 7 が単独で行
われる. . 
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2.4 エラーリカバリ性の定義 φ(UI , U2 , Xt , X2 , X3 , Yt)= 
{(X2 = Yt) and (Xl = 0) and (X3 = O)} 
or (Ut = S4) …( i ) 
( U t , U 2 は各々 Ml ， M2 の状態を表す変数. XI ， X2 ， X3 は
各々 M 1 のレジスタ Xt ， X2 ， X3 の値を表す変数.
Y 1 は M2 のレジスタ Yt の値を表す変数. ) 
[エラーリカバリ性の定義]: Ml , M 2 の初期状態と初期
レジスタ値の組から 2.3 で述べた通信系の動作を行うこ
とによって選移する任意の全状態に対して， たとえそ
の全状態が φ を満足しない全状態であっても， それ以
降可能などのような通信系の動作を続けても， いつか
は再び φ を満足する全状態に遷移する時， Ml, M2 は φ
に対するエラーリカバリ性を持つという. . 
一般に， 異なる φ を指定することによって， 異なる
エラーリカパリ性を議論できる.
エラーリカバリ性の定義より， Ml, M2 が φ に対する
エラーリカバリ性を持てば， Ml, M2 は時々 φ を満足し
ながら無限に遷移し続けるか， あるいは， 遷移を終了
する時は必ず φ を満足する全状態で終了する.
【命題 1 ] ( 1 5 ) 
2.2 で述べたプロトコルマシン及び φ のクラスに対し
ては， Ml, M 2 が φ に対するエラーリカバリ性を持つ場
合でも， そのことを証明するアルゴリズムは存在しな
い. . 
まず， 2 つのプロトコルマシン Ml， M2対の全状態を
引数とする述語 φ を P 文で指定する. 述語 φ の値は，
その値が真の時は「正常な状況 J を表すように検証者
が指定する. 例えば， 図 2 . 1 , 2.2 のプロトコルマ
シン Ml ， M 2 に対して， Ml , M 2 対が次の( 1 )または (2) を
満足する時， 正常な状況であるとみなすことにする.
( 1) M 1 から送信された新規フレームの個数(レジスタ
X 2 の値)と M2が正しく受信したフレームの個数〈
レジスタ Yt の値〉が等しく， 且つ最後に送信した
フレームに対するタイムアウトの発生回数(レジス
タ Xt の値)や再送回数(レジスタ X 3 の値)が共
に O である.
(2) M 1 がオベレータによるリカパリを必要とする特別
な状態(オベレータ通告状態 S4) にいる\
この場合， 次のような述語 φ を指定すればよい“.
脚注+ :通常， 状態 S4 に遷移した場合， オベレータが
相手局のオペレータと協調して Ml， M2 の状態やレジス
タ値を初期化するという回復動作が行われ， それによ
り， エラーから「リカバリ」したと考えるのが妥当で
ある. しかし， 本論文では， 簡単のため， S 4 に遷移す
ることによって「リカパリ性」を持つというような表
現を用いる.
脚注++ :本論文では， 状態 SØ ， Sl ， S2 ，...を各々整数(
例えば 0 ， 1 ， 2 ， ..)とみなすことにする. その場合， φ 
中の (Ut = S4) は P 文となり， φ も P 文となる.
2.5 エラーリカパリ性の検証法
命題 1 が成り立つので， 以下では， 必ずしも証明に
成功するとは限らないが， もし， 成功すればエラーリ
カバリ性を保証する一つの証明手続きを与える.
? ?nο 
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まず幾つかの定義を行う. 図 2 . 1 , 2.2 のく X 1 , X 2 
+l， X3> やくれ+ 1 >のように M 1 , M2 のレジスタ値を計算す
るための P 項の組を各々 M1 , M2 のレジスタ計算式と呼
び，
く S2 ， t2 , <Xl , x2+1 , X3> , <'11 +1>> 
のように， M 1, M2 の状態対と Ml ， M2のレジスタ計算式の
4 字組を三式と呼ぷ. また， 特別な場合として，
<SI , tl. <Xl. X2 , X3>.<Yl>> 
のように， M 1, M2 のレジスタ計算式が変数のみからな
るエ式を特にエ項と呼ぶ.
図 2 . 1 , 2.2 のような 2 つのプロトコルマシン M I，
M2及び <SI , tl , <Xl ， X2 ， X3> ，くれ>>のような M1 •M 2 の一つ
の三項が与えられると， 図 2.3 のように， 与えられた
エ項かられ， M2 の状態やレジスタ値がどのように変化
していくかを表す(無限の大きさの)グラフ(木)を
考えることが出来る. すなわち， 図 2.3 の根ノードに
は M 1 , M2 の一つのエ項く SI ， tt ， <Xl ， X2.X3> ，くれ>>がラ
ベルとして付加されており， 各枝には通信系の動作と
条件式の対がラベルとして付加されている. 各ノード
には工式がラベルとして付加されており， 根ノードか
らそのノードに至るまでの枝に付加された通信系の動
作を順次実行した時に到達する状態対とその時点のレ
ジスタ値が根ノードのレジスタ値のどのような関数で
表されるかが記述されている. 例えば， 図 2 .3 の
く SI ， tl ， <Xl ， X2 ， X3> ， <Yl>>
•< S2 , t 1 , < X 1 , X2 + 1 , X3> , < Y 1 > > 
→く S3 , t 1 , < X 1 + 1 , X 2 + 1 , X3> , < Y 1 > > 
という道を辿ることによって， [D , *J , [T ， *J なる
動作を実行した時に状態対とレジスタ値がどのように
変化するかがわかる.
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以下では， M l， M2 及び一つの Z 項 <sa.ta ， Xn ， Ym>
(但し， Xn , Y I1Iは各々 M I， M 2 のレジスタ値を表す変
数の組)が与えられた時， <sa ， ta ， Xn ， Ym> を根ノー
ドのラベルとする(一般に無限の大きさの)木が次の
ような条件を満足する時， その木を <sa ， ta ， Xn ， Ym>
に対する遷移グラフと呼ぷ.
[遷移グラフの条件]
与えられた木のすべてのノード <S ， t. H3 n ， C 冊> ( H3 n, 
Cra は各々 X n. Y m を変数とする M 1, M2 のレジスタ計算
式)に対して， 次の①~④の条件が成り立つ.
① α が M 1 の送信動作又は単独動作で M 1 にく α ， C1CXn )，
δ1 CXn) ， ρlCXn)> なるラベルの有向辺 s → s ·が存
在する時， 且つその時のみ<s • , t .δ1( H3 n) ， Cra> な
るラベルのノードが存在し， く [α.* J. C1C H3 n)> な
るラベルの枝
<S)t ，H3 n ， C 団〉→ <s • , t ， δlC H3 n )， Cm> 
が存在する.
② α が M 1 の送信動作で立が M2 の受信動作で. M 1 にく α
Cl CXn) ， δ1 C X n )， ρlCXn)> なるラベルの有向辺
s→ s' が存在し， M2 に〈阜 CP) ， C2CYra ， P) ， δ2 C Y 嶋. p) • 
* >なるラベルの有向辺 t → t 'が存在する時， 且つそ
の時のみ<S ' • t ' ， δlC H3 n )， ﾔ 2CCra. P tC H3 n))> なる
ラベルのノードが存在し， < [α ，立 J ， {CIC H3 n) and 
C2 C C ra， ρl( H3 n)))> なるラベルの枝
く s ， t ，H3 n ， C 同〉
→く s' , t ' ， δlC H3 n) ， δ2 (C J1 ， ρlC H3 n))> 
が存在する.
③ S が M2 の送信動作又は単独動作で M2 にく ß ， C2CYm) ，
δ2 CY J1)， ρ2CYII)> なるラベルの有向辺 t → t ·が存
在する時， 且つその時のみ <S ， t' ，H3 n ， δ2CCII)> な
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るラベルのノードが存在し， < [* , ﾟ ] , C2 ( C " ) >な
るラベルの枝
く s ， t ， 18n ， C I1I>→く s ， t' ， 18n ， δ2(Cm)>
く[D，!2]， (x2=y1)> く[D ， *l.true>
が存在する.
④乏がれの受信動作で戸が M2 の送信動作で， M 1 に
く乏 (p) ， Cl (X n , p) , ﾔ 1 (X n , p) , * >なるラベルの有
向辺 s→ s' が存在し， M2 にく ß , C2 (Y " ) ， δ2 (y ,,), 
ρ2(YII)> なるラベルの有向辺 t→ t 'が存在する時，
且つその時のみ <s' , t ' ， δ1 ( 18n ， ρ2(C I1I))， 
δ2(C I1I)>なるラベルのノードが存在し， < [~ , ﾟ ], 
(Cl(18n ， ρ2 (C 団)) and C2(C 叩) } >なるラベルの枝
く[D ,.!2], (x2=y 1)> >、，J唱EA???
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く s ， t.18n ， C ，，>
•< 8' , t ' ， δ1 ( 18n ， ρ2(C ，，))， δ2 (C 団)>
が存在する. . 
くs2 ， t2 ，くx1+ 1 ,x2+ 1,x3+ l>.<yl+l>> くs2 ， t l.くx1+ l.x2+ 1 ,x3+ 1> ，くyl>>
いま， I.項<8a , t a , X n , Y m> に対する遷移グラブの
中にく [a.b ]， c(18n ， C I1)>なるラベルを持つ枝
~ φい…児悶悶…C∞ωO仰Qve吋叩巴 一ー一寸酔 unreachable edg巴
<s.t.18n.Cm> • <8'.t'.18 'n. C '11> 図 2.3 状態とレジスタ値の変化を表わすグラフ
が存在したとする. この時， 条件 (a)
V Xn. Y 1
[φ(8a.ta ， Xn'Y I1I)コ not(c(18n ， C I1I))]… (a) 
の値が真ならばこの枝を「遷移する可能性のない枝」
と呼ぴ， (a) の値が偽ならばこの枝を「遷移する可能
性のある枝」と呼ぷ.
また， <Sa ， ta ， Xn'Y I1I>に対する遷移グラフの各ノ
ードく s ， t ，lB n ， C 団〉に対して， 条件 (b)
V Xn , Ym 
[<l> (sø ， tø ， Xn ， Ym) つ φ(8 ， t ， IBn , C I1)]… (b) 
の値が真ならば， ノード <8 ， t ， 18n ， C I1I>を φ 復帰ノー
ドと呼ぶ. く 8 ， t ， 18n ， C I1I>が φ 復帰ノードならば， 根
ノードからこのノードに至る枝に付加された通信系の
動作を順次実行することによって， 全状態 <sa ， ta ，lR n
• Vrn> から全状態 <8 ， t ， lR 'n.V'rn> に遷移した時， もし
前者の全状態が φ を満足しているならば， 後者の全状
態もまた φ を満足する.
さらにく sa ， ta ， Xn'Y I1I>に対する遷移グラブの各ノ
ード <8 ， t ， IBn , C I1I>からく [a ， bJ ， Cl( lB n ， Cm)> , <[a , b] , 
C2( lB n ， C I1I)>.………，く [a ， b ]， Cp( lB n ， C 冊)>のように
ラベルの第 1 成分の動作が同じであるような枝(動作
[a , bJ に対する枝と呼ぷ)が p 本出ていたとする. こ
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の時， 条件 (C)
V Xn , y" 
[<l> (sa , ta , X n , Y 1) 
コ {Cl( H3 n ， CII) or C2( H3 n ， C 団)
or ……… or Cp( H3 n , C I1)}]… (C) 
の値が真ならば，ノード <S ， t ，H3 n ， Cra> において， 動作
[a , b] に対する遷移が完全に定義されているという.
例えば， 図 2.1 ， 2.2 のプロトコルマシン M 1 , M2 
及び 2.4 の( i )で定義した P 文 φ に対して， 図 2.3 の
破線の枝が遷移する可能性のない枝に相当し， 斜線で
塗りつぶされたノードが φ 復帰ノードに相当する.
尚， 条件 (a) において， H3 n , C 11 は Xn ， y" を変数と
する P 項であり， s a , t 0 を整数とみなせば， 条件(a) 
中の φ(sa ， ta ， Xn ， Y ，，)も not(C( H3 n ， C 隅) )も Xn ， y" 
を変数とする P 文となる. よって， 条件( a) の[ ]内
全体も P 文.一般に， p 文， and ， or ， not ， V ，ヨからな
る論理式の内， その論理式に現れるすべての変数が V ，
ヨで束縛されているような論理式をプレスプルガ一文
と呼び， その真偽は決定可能であることが知られてい
る( 1 1) 上述の条件 (a) 全体は， ヨを含まない
V x l, x2 ,..., xn[1p' (x l, x2 ,..., xn)] 
の形のプレスプルガー文である. その真偽判定につい
ては 2.6 参照. 同様に条件 (b) ， (c) の真偽も判定可能で
ある.
[φ 一到達可能性グラフ]
P 文 φ ， Ml, M2 及び M 1, M 2 の状態対 <sa ， t l'l>が与えら
れて， 次のような手続きを実行し， ( 4) で手続きが終
了した時， かっその時のみ， 手続き終了時に作成され
たグラブ(木)をく sa , t 13>に対する φ-到達可能性グラ
フと定義する.
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( 1 )エ項 <sa ， ta ，:X円， Y ra> を根ノードとし， まず根ノ
ードを注目するノードとする.
(2) 注目するノードに対して， 上述の選移グラフの条
件を満足する枝の中から遷移する可能性のある枝
(上述の条件 (a) の値が偽になる枝)を選び， 新
しいノードとそれらの枝をすべて付加する.
(3) 上の (2) で付加された枝を調べ， その注目するノ
ードにおいて， 遷移が完全に定義されていない
(上述の条件 (C) の値が偽である)動作が存在す
る時は手続きを終了する (<sa ， ta> に対する φ ー到
達可能性グラブの作成に失敗したと考える) . 
(4) すべての葉ノードが φ 復帰ノードなら手続きを終
了する. その時に生成された木をく sa ， ta> に対す
る<l> -到達可能性グラフと定義する.
(5)φ 復帰ノード以外の葉ノードがあれば， 任意のー
つを注目するノードとし， ( 2) ヘ. 圃
尚， この手続きでは， 手続きが永久に終了しないこ
ともあり， その場合も <sa ， ta> に対する φ ー到達可能性
グラフの作成に失敗したと考える. 定義より， 上述の
手続きで φ 一到達可能性グラブの作成に成功した場合，
(5) で選ぷ葉ノードの順に依存せず， 同じ到達可能性
グラブが得られる. 逆に， (3) で終了したとき， 葉ノ
ードの選ぶ JI慎にかかわらず， φ ー到達可能性グラフの
作成は成功しない.
[補題 1 ] 
上の手続きで M 1 , M2 の状態対 <S (ð， t (ð>に対する φ ー到
達可能性グラフが作成できれば， φ を満足する任意の
全状態 <Sa ， ta ， Rn ， Vra> からどのような通信系の動作
を行っても， いつかは φ を満足する全状態に遷移する.
(証明) φ ー到達可能性グラフ T の各ノードのレジス
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タ計算式の変数 Xn. YII に Rn ， V ra を代入した木を T'
とする. T では， 各動作に対する遷移が完全に定義さ
れているので， 全状態 <8a ， ta ， Rn ， Vra> から順次通信
系の動作を実行した時に遷移する全状態の列は， 必ず
T' の根から一つの葉への道上に書かれている. T 中
のすべての葉ノードが φ 復帰ノードであるので， < SL
ta , n , V ra>からどのような通信系の動作を行っても，
いつかは φ を満足する全状態に遷移する. . 
一般に， Ml , M 2 及びその状態対 <8a.ta> ， P 文 φ ， 自
然数 k が与えられた時， 状態対<8a , t a >に対する φ ー到
達可能性グラフでサイズが k 以下のものがあるか否か
は決定可能である. 以下， 状態対く s ~ , t Ii! >に対する φ ー
到達可能性グラフの葉ノード (φ 復帰ノード )<8 ， t ，1!3 n
ra >の状態対<s • t> の集合を FC<sa ， ta> ， φ) で表す.
本論文では， 次のようなエラーリカパリ性の検証手続
きを提案する.
[命題 2 (エラーリカバリ性の検証手続き) ] 
Ml, M2 の初期状態と初期レジスタ値の組が φ を満足
する時， M l， M2.P 文 φ 及び自然数 k を与えて， 次の手
続きを行い， (3. 2) で手続きを終了すれば， Ml, M2 は
φ に対するエラーリカバリ性を持つ.
( 1) S ←(く S I , t I > } 
( 8 I , t I は M l， M2 の初期状態. < 8 I , t I >はマーク
されていない)
(2) S 中でマークされていない状態対< 8 , t> を見つけ，
上述の φ-到達可能性グラブの作成手続きを用い
て k 以下のサイズでく S ， t> に対する φ-到達可能性
グラフが作成できるか否かを調べる.
(2.1) k 以下で作成できなければ終了(証明に失敗). 
(2.2) k 以下で作成できれば， く s ， t> をマークし，
S • S U {<8' , t'>1 <8'.t'>ζF (<8 , t> ， φ) , 
且つく 8' , t ' >延 s } 
(但し， < 8 ' , t ' >にはマークしない)
(3) S 中でマークされていない状態対が存在するか否
かを調べる.
( 3. 1) 存在すれば， C 2) ヘ.
(3.2) 存在しなければ終了(証明に成功) . 
(証明) (3.2) で手続きを終了した時の変数 S に初期
状態の対が含まれること及び補題 1 よりあきらか. . 
例えば， 図 2 . 1 , 2 .2 のプロトコルマシン Ml ， M2 に
おいて， φ として 2.4 で述べた C i )の式を， k の値とし
て 8 以上の自然数を与えて命題 2 の手続きを実行する
と， (3.2) で手続きが終了し， エラーリカバリ性の証
明に成功する. また， 4 つの状態対 <81 ， t1 >, <82 , t2> , 
<84 , t1 >, <84. t2> が手続き終了時の変数 S に含まれる.
尚， φ ー到達可能性グラフを生成する場合， 最悪深さ k
の木が生成されるため， 命題 2 のステップ (2) につき，
一般には o (C k )回( k 以外は固定と考える. C は定数)
条件 (a)- (c) のようなプレスプルガー文の真偽判定を
行わねばならない.
また， たとえ M l， M2 が φ に対するエラーリカパリ性
を持つ場合でも命題 2 の方法で証明に失敗することも
ある. しかし， このような場合でも， Ml, M2 の全状態
を引数とするような適当な P 文 Q を見つけて， Ml, M 2 
が (φand Q) に対するエラーリカバリ性を持つこと
を証明することが出来る場合がある. その時は， もち
ろん， Ml , M2 が φ に対するエラーリカパリ性を持つ.
例えば， 図 2 . 1 .2 .2 のプロトコルマシン Ml ， M 2 にお
いて， φ として，
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φ(U1 , U2 , X1 , X2 , X3 , Yl) 
= (X2 = Yl) or (U1 = S4) …( i i ) 
を指定し， k の値を十分大きく取って命題 2 の手続き
を実行しでも， k 以下のサイズで初期状態対< S 1 • t 1 > 
に対する <?-到達可能性グラフを作成できないので，
証明に失敗する. しかし. Q として M 1 のレジスタ Xl
と X 3 の値は O 以上であるという性質，
Q (U1 , U2.X1 , X2.X3.Y1) 
= (Xl 這 0) and (X3 ~ 0) …( i i i ) 
を指定し， 命題 2 の手続きを用いて (φand Q) に対
するエラーリカパリ性の証明を行うと証明に成功する.
このように， Q は φ に対するエラーリカバリ性をいわ
ゆる並行帰納法を用いて証明する時の補題に相当する.
尚， 初期状態と初期レジスタ値の組が φ を満足しない
場合でも， 初期状態と初期レジスタ値の組から遷移可
能な全状態を順次生成しながら初めて φ を満足する全
状態の集合を求め， それらの全状態に含まれる状態対
の集合を命題 2 の( 1 )の変数 S の初期値として与えれ
ば， 同様の万法で扱える.
2.6 検証例
2.5の命題 2 の手続きに相当するプログラムをワーク
ステーション Sun-3/260( メモリ 16MB) 上で言語 C を用
いて作成した. 作成したプログラムでは， 各状態対に
対する到達可能性グラフを生成する際に同ーの工式を
ノード名として持つノードを一つのノードにまとめて
ダグ(有向無関路グラフ)の形で表現した. これによ
り， 同 一 のプレスプルガ一文の真偽判定の重複を防ぐ
ことが出来る. 尚， 提案する方法でエラーリカパリ性
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を検証する場合， Vz 1 ...z t (A) の形のプレスプルガ
一文が真であることを証明しなければならない.
V Z1. ..zt(A) は， n 0 t ヨ Z 1 ・・ .Zt(notA) (notA が整
数解を持たないこと)と等価である. not A は積和形
展開することによって" A 1 or A 2 or … or Ak" 
(但し， 各 AI は幾つかの線形不等式の論理積)に展
開できる. すべての A i が整数解を持たなければ notA
も整数解を持たない. 各 AI が整数解を持たないこと
の証明は， A i の各線形不等式を整数線形計画問題の
制約条件とみなして， その整数線形計画問題が整数解
を持たないことを証明すればよい. この方法を用いて，
VZ1...Zt(A) が真であることを証明する. 但し， A J 
が整数解を持たないことを証明するのは 一 般には時間
がかかると思われるので， 作成したプログラムでは，
シンプレックス法を用いて AJ が実数解を持たないこ
とを証明している. この方法では， 整数解の非存在性
を直接証明する代わりに， 十分条件として， 実数解の
非存在性を証明しているが， 実際に行ったいくつかの
検証例ではすべてこの方法で証明が成功した.
また， 検証者が与えた φ に対して， Ml, M 2 が φ に対
するエラーリカパリ性を持つと証明できなかった場合
でも， どの状態対に対する φ 一到達可能性グラフが梅
成できなかったかや， その状態対に対する深さ k の到
達可能性グラフの内容を表示する. これらの情報から，
仕様記述の誤りや， φ に対するエラーリカパリ性の証
明を行う際に検証者が補題としてどのような P 文 Q を
指定すればよいか等に関する有益な情報が得られる.
検証例として， データリンクレベルにおける HDLC手
順(正規応答モード)の一次局と二次局に相当する 2
つのプロトコルマシン M 1, M2 に対して， r 一次局の送
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信状態変数と二次局の受信状態変数の値が一致してい
る， あるいは， 一次局が回線の永久障害を検出したこ
とを表す特別な状態にいる」とき真であるような P 文
φ を定め， 作成したプログラムを用いて， M 1, M2 が φ
に対するエラーリカパリ性を持つかどうかを調べた.
これらのプロトコルマシンはあるメーカーの作成した
装置を今のモデルで記述したものであり， 入力記号は
一次局が 15 個， 二次局が 12個である.
ルマシンの状態数は各々 12個ずつ，
次局 6 個， 二次局 5 個である.
また， プロトコ
レジスタの数はー
一般に， H D L C手順には幾つかのパラメータ(同一シ
ーケンス番号の 1 (情報)フレームの最大再送回数， 相
手局が受信したことの確認を受けずに送信できる最大
I フレーム数(ウインドウサイズ) , タイムアウトの
発生回数の上限値〉があり， これらの値は各製造者が
独自に指定できるようになっている. これらのパラメ
ータ値を大きくすると証明に要する時間も増大する.
表 2 . 1 に幾つかのパラメータ値の組に対する検証結果
を付す. 尚， 2.7 では， 以上述べた検証法を改良し，
プロトコルが上述のようなノf ラメータ値をもっ場合に，
パラメータ値に依存しない計算時間でエラーリカパリ
性を機械的に検証する方法を述べる.
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表 2 . 1 命題 2 を用いた検証結果
パラメータ値
i フレームの最大再送回数 2 3 4 
ウインドウサイズ 1 4 
タイムアウトの発生回数の上限 2 4 
証明に要した CPU 時間(分) 9 53 242 1372 
7 レス 7 川'ー文判定回数(回) 8446 47952 254109 1280056 
φー到達可能性ゲりの頂点の個数(個) 6172 34907 184749 930407 
φ ー到達可能性ゲ 77 のサイf の最大値 18 23 28 33 
2.7 パラメータ値に依存しない検証法
図 2 . 1 の M 1 の初期状態$ 1 と図 2.2 の M2の初期状態
t 1 とからなる全状態において， 通信系の動作 [D • *]が
実行されたとする(図 2.4 参照) . このとき， M 1• M 2
の状態は， それぞれ， $2. t 1 となり， M 1 のレジスタ X2
の値には 1 が加えられる. この後， [T. *]と [D • *] 
がこの順に 2 回ずつ実行された後，さらに [T . * ]が実
行されると，通信系は φ を満たす全状態に遷移する(図
2 . 4 ). さて，図 2 . 1 において，条件式 "not(xl~2)" を
すべて "not(x] ~ 100)" で置き換えた通信系 C S 1 a a を考
える. C S 1 a a では， [T. * J と [D • * J がこの順に 100
回ずつ実行された後， さらに [T . * J が実行されて， 初
めて φ を満たす全状態に遷移する. このように， パラ
メータ値 "2" を "100" に変更したことにより， φ を満た
す全状態に遷移するのに必要な [T.*J と [D . * J の実
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協鈎
<[D. ‘ ].true> 
行回数が増加するので， φ ー到達可能性グラフのサイズ
も図 2.4 に比較して非常に大きくなり， 従って， 検証
に要する計算時間も膨大となる.
以下では， 2.6 で述べた検証手続きをこのようなパ
ラメータ値に依存しない計算時間で実行できるように
改良する. まず， φ-到達可能性グラフに関する若干の
定義を与える. φ ー到達可能性グラフにおいて， あるノ
ード N とその子孫であるノード N' について， N と N'
の第 1 成分と第 2 成分同志が等しい(すなわち， N と
N' の表す二つの全状態において， 対応するプロトコル
マシンの有限制御部の状態がそれぞれ等しい)と仮定
する. このとき， N から N' ヘ至る道を， r 疑似閉路 J
と呼び， ノード N をその疑似閉路の始点， N' を終点と
呼ぶ. もし疑似閉路 C が他の疑似閉路を含まないとき，
C を「単純疑似閉路」と呼ぶ. 例えば， C S 1"" の φ­
到達可能性グラフにおいて，
〈打. ‘ ]. (xl <2)>
、
< [D.D]. (x2・ l =yl)> < [0 . ・ J.true>
<[1".‘ ]. (x I<2)> 
<[T .‘ ]. (xl <2)> 
<S2 , tl , <Xl , x2+1 , X3> , <Yl>> 
•< S 3 , t 1 , < X 1+ 1 • X 2 + 1 , X3> , < Y 1> > 
• <S2 , tl , <Xl+1.X2+1.X3+1> , <Yl>> 
same tree 
い5 .: ‘・ 4 .-
<[O.D] .(x2 - 1 宇yl)> <[O,' ].true> <(A.A].(x2=yl)> < [・ .A].true> <[T. '] .(xl 孟2)>
(7-1) 
は単純疑似閉路である. φ-到達可能性グラフに単純疑
似閉路が存在するとき， C 上の有向辺のラベルによっ
て表される通信系の動作の系列が繰り返し実行される
可能性がある. そのような動作系列を， r 単純疑似閉
路 C に対応する(通信系の)動作系列」と呼ぶ. 例え
ば， 動作系列 [T.* ]， [D.*J は， 上述の単純疑似閉路
( 7 -1 )に対応する動作系列である.
e を<Þ -到達可能性グラフの有向辺とする. e のラベル
の表す通信系の動作が， 各レジスタの値の内容を定数
( 0 を含む)分だけ増加または減少させる動作である
とき， e を「定数更新辺」と呼ぶ. ある単純疑似閉路 C
saπle trce same tree 
一 5 :_ 6 . ~ 〈 廿ブ ] .(xl 孟2)>
< 5 , t > 
〈 さ L・ 5 74 f3〉 means that the label (ヱ -expression) of the node is < s ， t ，く ξ1 ， ξ2 ， ξ3>メ ψ1 >> . 
same tree 
い 1 ・ 4 represents that the tree is the same as the tree whose root node is "i". 
;争 -recoveη， node 
? ?広U 図2.4 Ml ， M2のくþ -到達可能性グラフ
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<S2 , tl , <xl+kl , x2+ l, xa+kl> , <Yl>> 
n 字組， m 字組である. このとき， 新しい変数 k 1 と適
当な整数の定数 h 1 を導入し， N2 のラベルを，
<s' , t' , IBn+kl Dn. Cm+kl EI1>[hl] 
に置き換える. このラベルは， ノード Nl が表す全状態
において， 単純疑似閉路 C に対応する通信系の動作系
列が k 1 ( 1 ~至 k 1 孟 h 1 )回実行された後の全状態を表す.
一般には， 根からノード Nl への道の上には， 既に定
数更新辺のみからなる単純疑似閉路が存在する可能性
がある. いま， 根からノード Nl への道に含まれる定数
更新辺のみからなる単純疑似閉路を， 根から近い順に
Cl ， ....C q -l とし， それらに対応して導入した新しい
変数を kl ，...， k q -t とする. このとき， 上述の条件がノ
ード N2 について成り立ち， しかも， N2 を終点とする
新しい単純疑似閉路が， C 1 ,..., C q ・ 1 のいずれとも有
向辺を共有しないとき， 新しい変数 k q と適当な整数の
定数 h Q を導入し ， N2 のラベルを，
< s ' , t ' , IB n + kQ D n , C m + k q E ra > [h q ] 
上のすべての有向辺が定数更新辺であると仮定する.
このとき， あるI.式で表される全状態から C に対応す
る動作系列を kt 回( k 1 迄 0) 繰り返した後の全状態を表
す Z 式は， k 1 と C 上の有向辺のラベルの内容を用いて，
容易に書き表すことができる. 例えば， エ式
<S2 , tl.<Xl.x2+1 , xa> , <Yl>> 
で表される全状態から .(7-1) に対応する動作系列を k 1 
回繰り返した後の全状態を表す工式は，
となる.
以上のようなことを考慮して， φ 一到達可能性グラフ
の定義を変更して， 修正 φ ー到達可能性グラフを導入す
る. プロトコルマシン M1. M2 , (有限制御部の)状態対
< SIi! , t Ii! >および φ に対する修正 φ ー到達可能性グラフ G
は次のように定義される.
G の根のラベルは， <S Ii!， t li!， Xn'Y I1>である. 他のノ
ードおよび有向辺は， 2.5 の遷移グラブの定義を満た
すように“根から葉ヘ"と順に定義される. 但し， ノ
ード N2 が定義に従って葉ノードとして G に導入された
ときに，
条件 scc “ N 2 を終点とし定数更新辺のみからなる単
純疑似閉路 C が存在する"
が成り立つならば， 次の操作 P を行う.
[操作 p ]単純疑似閉路 C の始点を Nl とし， N 1 と追
加しようとするノード N2 のラベルを， それぞれ，
とする. ここで， IBn.Cm は，
とするレジスタ計算式であり，
一般に， Xn , Y 111 を変数
D n , E 11 は整数の定数の
に置き換える. 尚， 以上の操作で導入した整数の定数
hl ，...， h q を， それぞれ， 閉路 C 1 ,..., C Q の「繰返し
回数の上限」と呼ぷ. 口
さらに， 上述の変更に従って， 復帰ノード， 選移す
る可能性のない枝の定義を， 以下のように拡張する.
N2 を G における葉ノードとする(但し， 以下で定義
する φ 一復帰ノードでも繰返しノードでもないとする) . 
E を， N2 を始点とし， 2.5 で述べた[遷移グラブの
条件]を満たすすべての有向辺からなる集合とする.
eεE とし， e のラベルを
<[α 1， ﾟ l ], C( i( q , Xn , Y 団)>
(但し， i( Q= く k 1 , . . . , kQ >とする)
とする. 有向辺 e が次の条件 (7-2) を満たすとき， e は(
く s' ， t' ， IBn ， Cm>
<s' , t'. IBn+Dn. Cm+lEm> 
nr
臼
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繰返し回数の上限 h Q について ) r 遷移する可能性のな
い枝」と呼ばれ， そうでないとき， r 遷移する可能性
のある枝」と呼ばれる.
¥lKQ.Xn.Ym 
[φ( く sø. tø , Xn. Y m>)and(l;三 kl +.. .+kQ-1 +k Q 壬 h Q ) 
コ not(c(KQ.Xn.Ym))] (7-2) 
E に属する遷移する可能性のある枝は， すべてグラフ
に付け加えられる. ここで， 頂点 N 2 のラベルに記述さ
れている繰返し回数の上限 h Q は， それらの有向辺の終
点にも書き込む.
このようにして付け加えられた有向辺の任意の終点
を N 3 とする. 但し， N3 のラベルを，
<s.t. H3n. Cm>[hq] 
C H3 n.Cm は， KQ.Xn.Ym を変数とするレジ
スタ計算式)
は定義されない.
(2) CQ+I に含まれる有向辺がすべて定数更新辺であり，
C Q + 1 に対応する通信系の動作系列が， ある C i ( 1 歪 iZ5
q) に対応する通信系の動作系列と一致するとき， ノー
ド N 3 を， r 繰返しノード」と呼ぷ. φ ー復帰ノードの
場合と同様， 繰返しノードには， それを始点とする有
向辺は付け加えない.
(3) C Q+l に含まれる有向辺がすべて定数更新辺であり，
C q + I に対応する通信系の動作系列が， どの C 1 (1 歪 i 壬
q) に対応する通信系の動作系列とも一致しないとき，
N3 のラベルを， 前述の[操作 p ]で述べたラベルに置
き換える.
このようにして G に付け加えたノード N3 が， φ-復
帰ノードでも繰返しノードでもない場合， 以上の手続
きを繰り返す.
上述の手続きを実行して， もうそれ以上付け加える
ノードがなくなったならば， この手続きは停止する.
このときに得られた G が， 次の条件 (A). (B) をともに満
たすならば， G を， 与えられた M l， M2.<sa.ta> と φ に対
する修正 φ ー到達可能性グラフであると定義し， そうで
なければ， 修正 φ ー到達可能性グラフは定義されない.
とする. このとき， 次の条件 (7-3) が成り立つならば，
N3 を φ ー復帰ノードと呼ぶ.
¥lKq.Xn.Ym 
[φ(<sa. ta. Xn. Y m>)and(l ~ kl +... +kq-I +kQ ~ hQ) 
コ φ(<S.t. H3 n.Cm>)] (7-3) 
φ ー復帰ノードには， 以降それを始点とする有向辺は付
け加えない.
G の根からノード N 2 への道に存在する単純疑似閉路
を， 根に近い順に， C 1..... C q とする. G に有向辺 e
:N2 → N3 付け加えることにより， G に N3 を終点とす
る単純疑似閉路 C q + 1 が作られたと仮定する. 次の( 1 ) 
-(3) に場合分けして考える.
(1) C q +l に定数更新辺でない有向辺が含まれていると
き， この手続きは停止する. このとき， 与えられた M 1 
.M2.<se.ta> と φ に対して， 修正 φ-到達可能性グラフ
(A) G のすべての葉ノードは， 繰返しノードかまたは
φ 一復帰ノードである.
(B) G における任意の単純疑似閉路 C について， C に
次の条件 (7-4) を満たす有向辺 u→ v が含まれる.
¥lKq.Xn.Ym 
[φ(<se.te. Xn. Yra>)and(hq~ kl+.. .+kq-l+kQ) 
コ not(c(K Q .Xn.Y I1I))] (7-4) 
但し， 有向辺 u → v のラベルを，
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限とする.
<[D.D).(x1-1=yl)> < [D. ・).trU e>
〈ロ， ・).(:1: 1 <2)>
‘ 
‘ 
‘ 
、
、
, 
, 
, 
, 
, 
M 1 と M2からなる通信系が全状態 <se ， tø ， Rn ， V
間〉にあるとし， <sø ， tø ， Rn ， V I1I>が φ を満たすと仮定す
もし， <sø ， tø> に対して，修正 φ ー到達可能性グラフ
が存在するならば， 通信系は，いつかは φ を満足する全
状態に遷移する. 従って， 2.5 の命題 2 の手続きにお
いて φ ー到達可能性グラフを修正 φ ー到達可能性グラフ
に置き換えて得られる手続きは， φ に対する
いま，
る.
この手続きの
メータ値に依存し
ブの定義からこ
フーエ
とができる.カパリ性の検証に用いるこ
計算時間は， 本節冒頭で述べたパラ
さらに，修正 φ-到達可能性グラ <[D.‘],trUe> <: [D .D],(x1-1 =yl)> 
〈 打.‘ ) . (xl 主主 2)>
ない.
の手続きはいつかは必ず停止するので，グラブのサイズ
の上限 k を指定する必要はない. 但し， 定数更新辺のみ
からなる各単純疑似閉路 C i(i= 1, 2 ,...) 
:' (省略) '. 
繰
返し回数の上限 hl , h2 , ...を検証者が与える必要がある.
図 2.4 に対応する修正 φ ー到達可能性グラフを図 2
について，
定数更新辺前述の単純疑似閉路 (7-1) は，
その終点のラベル
.5 に示す.
のみからなるので，
は，く S2 , t 1 , < X 1 + 1 , X2 + 1 , X3 + 1> , < '11 >> 
< [T :).(xl 孟2)>
繰返し回
<S2 , t1 , <x1+kl ， X2+ l， X3+kl> ，く'1 1 >>[2] 
検証者によって，に置き換えられる. 但し，
数の上限は 2 と指定されている.
を始点とする次のよう
ドこのノさらに，
な単純疑似閉路が構成される.
φ.復帰ノードじクメウうノシス杉労労ジ外< S 2 , t 1 ，く X 1 + k 1, X 2 + 1 , X3 + k 1 > , <'11 > > 
繰返しノードト ' 1
• <S3 , tl , <XI +kl +1 , x2+1 , X3+kl >, <'11>> 
→く S2 ， tl , <X1 +(k1 +1) , x2+1 , x3+(kl+1)> , <Yl>> 
図2.5 修正<1> -到達可能性グラフ
(7-5) 
? ??
司
t
??
ここで， <S2 ， tl ， <Xl+(kl+1) ， X2+1 ， X3+(kl+1)> ，くれ>>は，
繰返しノードである. 図 2 .5 において， 斜線の引かれ
たノードは φ ー復帰ノード， 網掛けされたノードは繰返
しノードを表す. 遷移する可能性のない枝は書いてい
ない.
本節で述べたアイデアに基づいて検証プログラムを
作成し， 検証例として， 2. 6 末尾で述べた HDLC手順に
ついて φ ーエラーリカパリ性の検証を行った. 命題 2 の
検証法を用いた場合と本節の検証法を用いた場合につ
いて， 検証に要した計算時間を表 2.2 に示す.
2.8 結言
本論文では， 有限個のレジスタを持つオートマトン
としてモデル化された 2 つのプロトコルマシン M l， M2 
と検証者が与えた P 文 φ に対し， Ml, M 2 が φ に対する
エラーリカパリ性を持つことを形式的に定義した. ま
た， Ml, M2 が φ に対するエラーリカパリ性を持つこと
を保証するための自動検証法を提案し， その方法が，
HDLC手順程度の実用規模の問題に適用可能であること
を確かめた. この自動検証法は通信プロトコルの安全
性や生存性等の検証にも利用できる( 1 3) 尚， 本論文
では， プロトコルマシンの数を 2 としたが， n 個のプ
ロトコルマシンの状態とレジスタ値の組を全状態とみ
なせば， 2.4 と同様の定義で n 個のプロトコルマシンに
対するエラーリカバリ性を定義でき， 2.5 のエラーリカ
バリ性の検証法も原理的には適用可能である. また，
本論文では， 通信路の異常をフレームの消失のみとし，
通信路にはパップァがないと仮定している. しかし，
各プロトコルマシンにエラーフレームの受信動作とい
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う動作を導入し， M 1 の送信動作と M2 のエラーフレーム
の受信動作を同時に実行することによって通信路上で
のフレームの変形を表すとみなせば， フレームの変形
が起こるような通信路に対しでも提案する方法が適用
できる. また， 通信路が有界(サイズ k )の FIFO キュ
ーとみなせる場合， 各プロトコルマシンに新たに k 個
のレジスタを導入し， それらのレジスタで F I F 0 キュー
の内容を保持すれば， 提案する検証法が適用できる.
尚、本章で述べた検証法が実用規模の問題にどの程
度適用可能かどうかや， その評価が今後の課題である.
-59-
表 2 . 2 検証に要した計算時間の比較
( a ) 命題 2 を用 いた検証結果
パラメータ値
i フレ ー ムの最大再送回数
ウイ ン ドウサイズ 3 
タイムアウトの発生回数の上限
証明に要した CPU 時間(分〉 53 242 
7 . レス 7 ' )レ 1I' -文判定回数(回) 8446 47952 254109 
。一到達可能性?'" 77 の頂点の個数(個) 6172 34907 184749 
φ ー到達可能性ゲ 77 のサイf の最大値 18 23 28 
(b) 2.7 の方法を用いた検証結果
ハ. 7 ;'-7値
l フレームの最大再送回数 8 
ウ イ ンドウサイズ 7 
タイ ムアウトの発生回数の上限 8 
証明に要した C P U 時間(分) 270 
7 レ ス 7 ' Jレ 1( - 文判定回数(回) 96590 
φ-到達可能性?'" =; 7 の頂点、の個数(個) 73776 
φ-到達可能性ゲ十7 のサイス ' の最大値 29 
4 
4 
4 
1372 
1280056 
930407 
33 
気事 3 主主
え蚤千言フーロ トコノレ <z:> イ℃姿交白勺
イ士業業カミらプログラム~の
亙互主建
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3 . 1 序言
代数的仕様記述法( 1 7 )は， 厳密な意味の定義が簡明
であり， 検証の際に必要な仕様の無矛盾性や詳細化等
の概念も， 合同関係という概念のみを用いて簡明に定
義できる. 代数的仕様の部分クラスとして， 抽象的順
序機械の形で記述された仕様( 1 9 )・( 1 9 )がある. この仕
様では， 論理型， 整数型等の基本タイプを前提として，
状態の構造を陽にはもたない抽象的状態を表すタイプ
を定義する. 関数には状態遷移関数， 状態成分関数(
抽象的状態からその成分の値を取り出す関数) , およ
び補助関数があり， 各状態遷移後の状態成分関数の値
を公理によって定義する. 抽象的状態は構造を陽には
もたないことから， 新たに状態成分を追加する際， 既
に記述した部分を変更することなく， 状態成分関数に
関する構文と公理を局所的に追加するだけでよい， と
いう特長がある. また， 既に H0 LC , 0 S 1 セション層
等の通信プロトコルやスクリーンエディタの仕様を抽
象的順序機械の形で記述し， 仕様の形式的検証が行わ
れ， 本記述法の有効性が実証されている ( 1 9 )ー( 2 1 ) さ
らに， 自然語による要求定義から抽象的 JII貢序機械の形
で記述された仕様を導出する方法論も検討されている
( 22) 
本章では， 抽象的順序機械の形で記述された通信プ
ロトコルの代数的仕様からプログラムへの変換につい
て述べる. まず 3.2 で， 関連する諸定義と仕僚の例を示
す. 3.3 では， 文献 (2) ， (3) の方針に従って， 与えられ
た仕様から効率の良い手続き型プログラムへの変換法
を述べ， 目的プログラムを解釈実行する機械を定義す
る代数的仕様， および変燥を定義する代数的仕様を示
す. さらに 3.4 では， この変換法に従って ， 与えられた
仕様を C プログラムに変換するコンパイラについて述
べる.
3.2 抽象的順序機械
3. 2. 1 代数的仕援
仕様記述には， 言語 ASL/ 本( 2 3 )を用いる. A S L/ 本では，
始記号を指定しない文脈自由文法 G と公理の集合 AX の組
t=(G ， AX) を仕様と呼ぶ. G の非終端記 号 Aから生成さ
れる終端記号列全体からなる集合を LG(A) ， G のいずれ
かの非終端記号から 生 成される終端記 号 列全体の集合
を Et と書き， E t の元を t の表現式と呼ぶ. タイプ名と，
そのタイプの元を表す表現式を生成する非終端記号を
同一視して， LG(A) に属する表現式を， タイプ A の表現
式と呼ぶ. また， 生成規則 A → f(Al ， A2 . ... ， An) (A , 
A! ， A2 ，...， An は非終端記号， f , 括弧" ( " , " ) "およびコ
ンマ'\"は終端記号)が記述されているとき， 終端記号
f を関数名とみなし， 関数 f の引数のタイプは Al , A2 , .. 
. ,A n であり， 関数値のタイプは A であるという.
論理型の true.false ，任意の非負整数の 10進表現 0 ，
1. 2. ...等のように， それ自身が値を表すと考えられる
表現式を構成子表現式と呼ぶ. 構成子表現式の集合は，
それを生成する非終端記号の部分集合 Vc を指定するこ
とにより， .VLG(A) と定義する.
公理とぱ変討を含む表現式の対~ ==r である. 但し，
公理に現れる各変数 x には G の非終端記号 Mxが一つ害IJ り
当てられているとし， 変数 x のタイプは Mx であるという.
公理~ == r は， ~または r に現れる各変数に， そのタイ
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state) , 
(2b) 状態成分関数(第 1 引数のタイプは st a te , 関数値
のタイプは基本タイプ) , および (2 c) 補助関数(関数
値のタイプは基本タイプ)に分類される. これらはい
ずれも， タイプが state である引数を二つ以上もっては
ならない. 簡単のため， タイプが state の引数をもっと
き， それは第 1 引数であるとする. 状態成分関数 O は，
タイプが state の引数が表す抽象的状態において， 0 の
表す特定の状態成分(そのタイプは， 例えば整数や配列
等， 状態成分ごとに定められた任意の基本タイプ)の値
を表す. 以下 (2a) ， (2b) をそれぞれ単に遷移関数， 成分
関数と呼ぶ.
(3)t の公理は次の条件 (3a)-(3c) をすべて満たす.
(3a) 公理の左辺は線形で， かつ重なりをもたない( 24) 
(3b) 公理の右辺に現れる変数は， その左辺にも現れる.
(3c) 公理は次の (i)-(íií) のいずれかの形をしている.
これらを順に i - i i i 型公理と呼ぶ.
(i) O(T(Xt , X2 ,..., Xn) , U2 ,..., Ura) 
(ii) T'(Xt , X2 ,..., Xn) 
(iii) A(Xt , X2 ,..., Xn) = . 
但し， T , T 'は選移関数， 0 は成分関数， A は補助関数，
Xt ， X2 ，...， Xn は変数， U 2 , . . . , Ura は変数か構成子表現式
である. i , i i i 型公理の右辺に遷移関数が現れではなら
ない. i, i i 型公理の左辺に現れる遷移関数(条件 (3a)
よりし i i 型両方の公理の左辺に現れることはない)を，
それぞれ1， 1 1 型の(状態)遷移関数と呼ぶ. 口
条件 (3c) より， i, i i i 型公理の右辺に遷移関数は現れ
ないので，状態遷移後の成分関数の値は，遷移前の状態
における成分関数と補助関数の値と， 遷移関数の stat
e以外のタイプの引数のみに依存して定まる.
抽象的 j順序機械の形で記述された仕様の例として，
o S 1 セションプロトコル( 25 )を取り上げる. セショ
ン層の通信主体 SP M (セションプロトコルマシン)の仕
様 tsp 門( 2 Ill ・( 29 l の一部を表 3. 1 に示す. 但し，表現式の
構文を定める文法は省略している(以下でも同様) . 
MAP(s ， spdu) は， SPM が状態 s において相手 SPM の送信した
MAP という種類のデータ (spdu はその内容を表す)を受信
したときの動作を表す 1 1 型の遷移関数であり， [ 1 ]は， M 
AP(s ， spdu) の値が，そのときの SPMのフェーズ(成分関数
phase(s) で表される)に従って定まる i 型の遷移関数の
値と合同となることを表す i i 型公理である. [2]-[6] 
は， 1 型の遷移関数 MAPl による遷移後の成分関数の値を
定義した i 型公理である. 例えば【3] は， 遷移 MAPl 後の
V[ 川 (SPM の一つの内部変数の内容を表す成分関数)の値
が遷移前の値に 1 加えたものに等しいことを表す. [7 
], [8 ]は補助関数 p12 ， p19 を定義する i i i 型公理である.
プである非終端記号から生成される任意の表現式を代
入して得られる終端記号列の対が， 仕様 t において合同
となることを表す. 形式的には， A X のすべての公理を
満たす Et 上の最小の合同関係( 2 3 )を仕様 t の指定する合
同関係といい， 三 t で表す. e 三 t e 'が成り立つとき，
表現式 e と e' は仕様 t において合同であるという.
3.2. 2 拍象的順序機械の定義
仕機 t が次の条件 (1)-(3) をすべて満たすとき， t を
抽象的順序機械の形で記述された仕様と呼ぶ.
( 1) t の文法は， 抽象的状態を表す表現式を生成する非
終端記号( state とする)をもっ.
( 2) t の関数は， (2 a) 状態遷移関数(関数値のタイプは
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u
? ?
表 3 . 1 S P Mの仕様 t Sp 門(部分)
wfAP(s , spdu) === 
江 phase(s) = idle&TCcon then err1 (s) 
else if phase(s) = data_trans then 
if -, SSYNM(s) ^ P 12(s) ^ p 19(s, spdu) 
then MAP1 (s, spdu) else erru(s) 
else 江 phase (s) = abort then s 
etse errO(s) 
V [λ](ν1AP 1(s ， spdu) 
= if Vsc(S ) 出en V[AJ(s) else V[M](S) 
V[iVt](NfAP1 (s , spdu) == V[MJ(s) + 1 
SSYﾌ'lN?(i'vfAP 1 (s ,spdu) == aue 
phase(YfAP1 (s , spdu)) == phase(s) 
OWNED(MAP1(s , spdu) , x) == 0羽TNED (s ， x) 
P 12(s) 二二 Ac(s ， dk) ^ Ac(s, rni) ^ AAc(s, ma) 
p 19(s, spdu) ニニ sn(spdu)=V[M] (s) 
可
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EE
J
、，
‘，.」
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PEtsLF
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文を定義しなければならないが， 以下では省略 し てい
る.
(d)t 白 S 門の各関数を to 門と tco 門 p の各関数によってどのよ
うに実現するかを指定する仕様 CRP(t 向 S 門 )(3.3.2.1 参照)
CRP(t 白 S 門)は， t A S M の関数名等に依存して定まる.
tASM に対して対応関係を指定する仕様 CRP(tA S 門)を 与 え
る写像 CRP を， 対応関係の指定と呼ぶ.
3.3. 1 目的機械 OM
ここでは， 抽象的順序機械の形で記述された仕様か
らプログラムへの変換法を述べる. 変換法を形式的に
記述するため， 以下の (a)- (d) の仕様を考える.
(a) 抽象的順序機械の形で記述された入力仕様 t A S 門・
(b) 目的プログラムを解釈実行する機械 OM を定義する仕
様 to 門( 3. 3. 1 参照) . 
(c) 入力仕様 t A S 門に対する目的プログラムを定義する仕
様 t C 0 門 p (3.3.2.1 拳照). t c 0 門 p は， t 向 S 門を引数として
それを実現する目的プログラムを値とする関数を定義
するため， 仕様 tASM やその中の関数名等を表現式とし
て扱う. 以下では表現式としての仕様は[ t A S 門]と書き，
仕様そのものと区別する. 関数名についても同様であ
る. 従って厳密には t C 0 門 p において入力仕様 [tAS 門]の構
目的プログラムの構文を定義する生成規則(これら
は次に述べる仕様 to ド (Go M ， AXo 門)の文 法 GO 門の 生 成規則
の集合に含まれる)を表 3.2 に示す. プログラム変数は
V 1 , V 2 , . . であり， プログラムは変数への代入文と 1 F文
の有限系列である. 厳密には， 各プログラム変数はタ
イプをもち， それに従って正しい構文をもっプログラ
ムが定義されるが， 簡単のため， その詳細は省略して
いる. また， 表 3.2 の非終端記号 program から生成され
る表現式の部分系列に対して， それらの連接を表す関
数が定義されており， 表 3.2 の生成規則の右辺において，
隣接する各終端記号や非終端記号の聞には， 連接を表
す関数が挿入されていると考えるが， 表では省略して
いる. t c 0 門 p で扱う入力仕様の構文についても同様であ
る.
OM は， 抽象的順序機械の形で記述された仕様 to 門によ
って定義される. t 0 M は表 3.3 に示すような関数をもっ.
OMの状態 SOM におけるプログラム変数 V j (j~l) の値は，
同じ名前の成分関数 V J (SO 門)で表される. t 0 門を表 3.4 に
示す. 公理 [11] ， [12] はそれぞれ， 代入文， 1 F 文から始
3.3 プログラムへの変換法
司，
.
? ?
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仕様 to門の関数表 3 . 3 
それぞれ， OMの状窓SOM におけるプログ
ラム変数 '/1 ， V 2.. . .の内容を表す.
状態成分関数
V 1(SO 門)， V2(SO 門)， ... 
目的プログラムの構文表 3 . 2 
O~Iの初期状態を表す.
状態SO門においてプログラム progを実行
した後の状態を表す.
状窓SOM において式expを評価した値を
変数 Vj に代入した後の状態を表す.
状態遷移関数
1 N 1 T 0¥1 
EXEC(so 門. prog) 
、、，，???ρトv??
??
??
円U円、叫
，Fe
--
‘、
?門5・lq
>
ぐ
u
??
prograrn 
statemem 
捕助関数
EVAL(sOM. exp) 状態SO円において式expを評価した値をvariable 
= -'ｭZてヨconstant 
本来関数 EXEC は，ムの実行を定義する.
EXEC(SOM , prog') 
HEAD(prog') 
グラまるプロ
は，
[9J 
[10] 
、，
16J
守lA噌fム
???
目的議械 OMの仕様 t OM 
== 0 
表 3 . 4 
Viρ訂_OM)
So 門
HEAD(prog') 
EXEC(Assign(sQ 門， Vj ， exp) , TAIL(prog')) 
HEAD 
then 
'Vj :='exp 
のように， i i 型公理で定義されている.
(PfOg') および TAIL(prog') は， それぞれ，
prog' の先頭の文(但し， p r 0g ，に含まれる文が O 個な
ここで，
グラム
t he n 
プロ
ε 
ーー
ーi f 
e 1 se
[ 12J 
[13 ] 
[14 ] 
[ 15J 
り
ロ
[16J 
[17J 
[ 18J 
表 3.4 では，
いる.
→ εI statement '; program 
• 'IF' express?n 'THEN' program 
'ELSE' program I 
variable ':=' expression 
expresslOn • variable I constam I '-,' expression I 
expression '+' expression I . 
• 'Vl' I'V2' 1. 
• 'TRUE' I'FALSE' I '0'I '1'I . 
EXEC(SOM, ê) ニ= SOM 
EXEC(SOM , 'Vj :=' expγprog) 
== EXEC(Assign(sOM, j , exp) , prog) 
EXEC(SOM , 
'IF' exp 'THEN' progl 'ELSE' prog2 '; prog) 
== ? EV AL(sOM , exp) 
chen EXEC(EXEC(SOM, progl) , prog) 
else EXEC(EXEC(SOM, prog2) , prog) 
V j(Assign(sOM , Vj , exp)) == EVAL(sOM , exp) 
Yi(A~sign(sONl' Vj, exp)) _ =_: _YiSSOlvﾙ (i手j)
EVAL(sOM, '@' exp) ==@ EVAL(sOM, exp) 
EVAL(sOM , expl '@' exp2) 
== EVAL(sOM, eXPl) @ EVAL(sOM, exp2) 
EVAL(sOM, 'Vi') == Vi(SOM) 
EV AL(sOM , 'c') == c 
ε) および， P r 0g ，から HEAD(prog' )を取り除いたプ
グラムを表す関数である. 仕様の読みやすさのため，
[10]-[12] のように左辺で場合分けをして
他の関数も同様である. [13]-[14] は代人文の
実行を定義している. [15]-[18] は， プログラム中の
式の値を評価する関数 EVAL を， 式の構造に基づいて再
帰的に定義している. 。は基本タイプの演算子を表す.
但し， 0 M における基本演算はすべて全域関数とする.
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3.3.2 変換法の概要
3.3.2. 1 変換の基本方針
簡単のため， 入力仕様い刊は， 以下の条件 (1)- (3) 
をすべて満たす抽象的順序機械の形で記述された任意
の代数的仕様とする. 一般の場合については 3.3.2.2 で
述べる. t A S 門で定義される抽象的順序機械( A S M と呼ぷ〉
の状態を表すタイプを stateASM とする.
(l)tAs 門の成分関数と遷移関数は， タイプが stateASM 以
外の引数をもたない.
(2) 公理はすべて i 型である.
(3) 公理の右辺において， i f 関数は， 右辺全体または他
の then部または else部全体にしか現れない.
文献 (2) ， (3) の方針に従い， 以下のように変換を行う.
o j (1 壬 J 壬 p) を t 向 S 門の成分関数， T i (L壬 i 孟 q) を遷
移関数とする. 目的プログラムは， 各遷移関数 TI を実
現する以下のようなプログラム OBJ([t 白 S 門]， [TI]) の集
合である. OBJ([tAS 門]'[Ti])は， プログラム変数とし
て， 成分関数 Oj の値を保持する変数 W j と， 退避のため
の変数 R j を用いる. 但し， 0 M の変数名は V 1 , V2 , .. .なの
で( 3.3. 1 参照) , 各 j (L壬 j ~ p) について， W j は V2 j 
・ 1 ， R J は V 2 j で表すと考え(厳密には， 成分関数の関数
値と同じタイプをもっプログラム変数を用いなければ
ならない) , 以降， Wj , R j を用いて説明する.
以上のように， t A S M の関数 o j を OM のプログラム変数
W j で， また， 関数 TI を oBJ (< tA S 門]， [T I J) で実現するこ
とを指定するのが， 仕様 CRP(tASM) である(表 3 . 5) . 
表では省略しているが， CRP(tAS 門)の生成規則は， tA S 
門の生成規則すべてと， 表 3.5 で参照している to れ tco 門
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表 3 . 5 対応関係を指定する仕様 C R P ( t 白 S 門)
。j(map (SONÙ) ==リfj(SOM) [19] 
Tk == map (EXEC(INIT_OM, OBJ([tASM], [Tk]))) [20J 
Ti(map(S?ﾑ? 
== m ap (EXEC (SOM, OBJ([tASM], [Ti]))) [21J 
p の関数に関する生成規則とからなる. CRP(tAS 門)では，
この対応関係を指定するために， 関数 map を導入する.
map(soM) は， 0 M の状態 So 門が実現している ASM の状態を
表す. 公理[ 19 ]は， “ OMの状態 So門の実現している ASM 
の状態 map(so 門)における関数 o j の値は， s 0 門における関
数 Wj の値(変数 Wj の値)と合同である"ことを表す.
[ 21 ]は， 1 引数の(タイプが stateASMの引数のみをも
っ)遷移関数 TI について， “状態 map(soM) において状
態遷移 TI が起こった後の ASM の状態は， So 門において OB
J([tAS け， [T 1 ])を実行した後の OM の状態の実現してい
る ASM の状態と合同である"ことを表している. 引数を
もたない遷移関数(初期状態を表す関数)についても
同様である ([20]) . これを図示すると， 図 3 . 1 のよう
になる. 破線の矢印は， t A 刊の関数が OM や目的プログ
ラムによってどのように実現されるかを表す.
変換の正しさは， t C0 門 p と t 0 N の関数を用いて t 自 S 門の
関数を実現できることを示すことにより保証されるが，
CRP(tAS 門)は， このような関数間の対応関係を仕様で陽
に記述したものである(この対応関係のもとで tAS 門の
関数が正しく実現されることの形式的な証明について
は， 文献 (29) の 4. を参照されたい) . 
各プログラム OBJ([tAS 円]， [T I J) (1~ i 孟 q) の内容は，
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状態遷移 T i 後の各成分関数 oJ ( 1 ;孟 J 孟 p) の値の変数 WJ へ
の代入文の系列である. 例えば， 表 3.6 の仕様は表 3.7
に変換される. i 型公理の右辺に遷移関数は現れないの
で (3.2.2 の定義参照) , 右辺に現れる成分関数は， 状
態 SAS 門での(遷移前の)値を表している. 従って， 公
理の右辺からこのような代人文を容易に生成できる.
但し， OBJ([tAS 門]， [Ti]) では， まず W j の値を局所変数
R J に退避し， 代人文右辺では退避変数の万を参照する
ようにする. なぜならば， もし退避を行わないとする
と， 状態遷移前後の成分関数の値の区別がプログラム
では行えず， 正しく計算が行えないからである.
以上の方法で t A S 門を実現する目的プログラムを定義
する仕様 tco 門 P を表 3.8 に示す. t A S 門の選移関数 T ，を実
現する OBJ([tAS 門]， [TIJ) は， 公理 [22J より， comp(S_o 
f_ax([tAs 門]， [TIJ) ，韓 O([tAS 門 J) )である. ここで， S _ 0 
f_ax([tAs 門]， [TIJ) は， tA S M において Ti が左辺に現れる
i 型公理の系列を表す表現式であり， また， 持 O([tAS 門]
〉は， tA S M の成分関数の個数を表す. これらの関数を定
義する公理は表 3.8 では省略している. comp(s_of_ax , 
p) は， reserve(p) と comp~_or_~x(s_of_ax) の連接から
なるプログラムである ([23]) . ここで， reserve(p) 
は， 各 j ( 1 ~ j 重 p) について順に， W j の値を Rj に退避
する代人文の系列であり ([24] ， [25J) , comp~_or_~x 
(s_of_ax) は， i 型公理の系列 s_of_ax に属する各公理'
Oj(Ti(SAS 門 ))==riJ' あるいは 'Oj(Ti)==r i j' に対して，
状態遷移 T i 後の o j の値 r i j を退避変数 R k ( 1 壬 k 壬 p) を
用いて計算して W J に代入する文の系列である ([26J-[
35]). [28]-[35] において， c_exp_ax , c_eXPl _ax , c_e 
X P2 _ a x は， t A S M の公理右辺に現れる(一般に i f を含む)
表現式を表す変数， exp_ax , eXPt _ax , eXP2 _ax は， i f を
含まない表現式を表す変数である. compc_exp や c 0 mp e 
x p も， 表 3.4 と同様， 仕様の読みやすさのため， 引数の
場合分けを左辺で行っている. comPax(ax) は公理 ax に
対応する一つの文を， compc_exp(j ， c_exp_ax) は c_ex
p_ax に対応する I F 文を， comPexp(exp_ax) は exp _ ax に
対応するプログラムの式を表す.
state map(sOM) of ASM 
W1 iw2 
仁こコ 亡二コ
R1 R2 
亡=コ 亡二コ
state sOM of OM 
Ti 
? 
EXEC ( ・ 1
OBJ([t AS叫(T?) 
!W1 !¥N2 
亡ごコ 巴=コ
R1 円2
仁二] C二コ
図 3 .1 0 M と 08 J ([ t 日 11 ] ， [T i J ) による ASMの実現
表 3 . 6 入力仕様 t AS門の例
01(T1(S)) == 01(S) + 02(S) ; 
02(T 1 (S) == 03(S) ; 
03(Tl(S)) == 02(S) + 03(S) ; 
円f“
7
・
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表 3 , 6 を実現する百的プログラム表，3 , 7 
一般の場合の変換法
_リf1 ; 
:= \Vっ;
. 一 山内・- f' J , 
14
つ
-tJ
??
( a) i 型公理 O(T(Xl , X2 ,... ， Xn )， U2 ・.. • , Um ) 
遷移関数， 成分関数の引数のうち ，
ateASM以外のものの扱いを考える.
成分関数 0 の第 1 引数以外の引数のタイプを順に A 2 , 
..., Ara (m~2) とし， これらのタイプの値(憎成子表
現式)が有限個しか存在しないと仮定する.
プがれ， . . . , A I1である任意の構成子 表 現式の組 <C2 ， ・
Cra> に対して次の i 型公理で定義される 1 引 数の成分関
数 O<C2" .. ， Cra> の組を， 一 つの成分関数 と し て まとめ
て表すために用いられることが多い(例えば，
成分関数 OWNED 参照) . 
“ 0 を左辺にもつ各 i 型公理
O(T(Xl , X2 ,... , Xn) , U2 ,.. . ， Ura) 二二
および各 <C2 ，...， Cm> に対して，
。< C 2 , • . • • C 四 >(T(Xl , X2 , ... , Xn )) 
r(U2/C2 , .. ., Ura/Cm}" 
(γ(α1 / ﾟ  1 ，...， αn / ﾟ  n }は， 系列 7 の互いに重なり
合わない部分系列 α1 , . . . ， αn を， 系列 β 1 ， . . . , ﾟ n に
置き換えて γ から得られる系列を表す)
いま， 第 i 引数( 2;; i ;吾川が k i 個の値を取り得ると仮
定する. プログラムでは， 成分関数 O の値を保持する変
数として J i -1 番目の添字の範囲が 1- k I である m-1 次元
の配列を用い， 各構成子表現式の組 <C2 ， ... ， Cm> に対し
て配列の一つの要素を害IJ り当て， O(S ， C2 ，.. .， Cm) の値
をその要素内に保持する.
し第 1 引数以外の引数のタイプが， 値を無限個取
り得るとすると， 上のように添字の範囲が有限の配列
を用いて実現することはできない. 例えば 1) スト構造
. .にお
プ が s t
3.3.2.2 
:= Rl 十 R2;_ ....-~ 
一日コ，
:= R2 + R3 ; 
可
L
つ
-n
コ
? ?司、てし
V
て
LV
タイ
表 3 . 1 の
タイ
0 は ，
, ??
いて，
も
[22J 
[23] 
[24J 
[25J 
[26] 
[27J 
[23J 
[29J 
目的プログラムを定義する仕様 t co 門 P
OBJ(spec , 'Ti') 
== comp(S_of_ax (spec, 'Ti') , #O(spec)) 
comp(s_of_以，j) 
=ニ reserve (j) comps_o f_ax(s_of_3.-",( ) 
reserve(O) _-ε 
reserve(j+1) == reserve(j) 'Rj+l := Wj+l ;'
comps_of_axCε)==ε 
comps ofax(ax γs_of_ax) 
二二 comp以(3.-x) comps_of一以(s_of_ax)
compax('Oj(Ti(SASM)) =ゴ c_exp_ax)
二= compc exo(j, c_e勾一以)
compa;'(('Oj(Ti) 己ピ c_èxp_ax)
二= compc exu(j, c_exp_3.-,,( ) 
compc èXO (j, 
'ir"' exp"_ax 'then' c_exp 1一以 ' else ' c_exp2_ax) == 
'IF' comp鏐U(exp_ax) 'T日N' compc èXUU , c_exp l_ax) 
'ELS E' corripc èXUU, c_exp2_ax) '; [30] 
compc èXO (j, exp一以)
=二'\Vj :=' compexu(exp_ax)γ 
compexpC@' exp_ax) == '@' compexp(exp_ax) 
cornpexp(exPl_ax '@' exp2-以)
== compexo(exPl_ax) '@' compexp(exp2-ax) 
compexp('Oj(九SM)') ニ二 'RJ0 ・
compexp('cl)=='cl 
[31 ] 
[32] 
[34J 
[35J 
表 3 , 8 
??円，
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を用いて公理による式の書換えを直接行うことにより
実現が可能ではあるが， 実行効率は著しく低下する.
遷移関数 T の引数 X1 , . .., X n については， OBJ([tAS 門
]， [T ， ])を， X 1 , . . . , Xn に対応する引数をもっ手続きと
して実現すればよい.
(b)ii , iii 型公理は， 左辺の関数の引数がすべて変数
であり， いわゆる関数型プログラム( 26 )の形をしてい
るので， 各公理に対応する手続きを導入し， 公理右辺
に現れる基本タイプの関数を対応する基本演算に， 遷
移関数， 補助関数を対応する手続き呼出しに， 成分関
数を変数の参照にそれぞれ変換すればよい.
これらの拡張を可能にするため， 3. 3. 1 で述べた仕様
to 川こ， 配列に関する基本演算と， 手続き呼出しの機能
を付け加え， 手続きの引数によって tAS 門の遷移関数や
補助関数の stateASM以外の引数を実現することを CRP で
指定する必要があるが， 容易であるので省略する.
なお， 変数 R j への値の退避はすべての成分関数や補
助関数の値に対して必要なわけではない. 例えば， 表
3.7 では変数 Wl ， Vh の値の退避は不要である. 退避すべ
き値の個数が最小となる更新順を決める問題は， レジ
スタ割付けの問題として知られているは 7). 3.4 で述べ
るコンパイラでは， 待避する値の個数の“少ない"更
新順を選ぷ(特に， 値の待避が全く不要な更新順が存
在する場合は， そのうちの一つが選ばれる) . 
3.4 コンパイラの実現と変換例
3.4. 1 プロトコルの代数的仕様のコンパイラ
3.3.2.2で述べた一般の場合の変換法に従い， c 言語
のプログラムを生成するコンパイラを UNIX上で実現し
た. 以下では， その概要について述べる.
3.4.1.1 コンパイラへの入力
本コンパイラは， 通信プロトコルの記述を行うこと
を考慮して， 基本データタイプに①整数型②論理型③
スカラ型④構造体型の 4 つを用意している. 特に， ス
カラ型はトークン等の名前の集合， 構造体型は送受信
データ等を定義するのに有用である.
構造体型には， 定数として， そのフィールドの値が
すべて未定義の構造体を表す nul l， 基本演算として，
構造体 r のフィールド f の値を v に変更した借造体を表す
put(r , f , v) , 構造体 r のフィールド f の値を表す get(r ，
f) がある.
3.4.1.2 基本データタイプの実現
整数型， 論理型， スカラ型は C 言語の int 型で実現す
る. define文により論理型の定数 true および false にそ
れぞれ!と 0 ， スカラ型を構成する各定数に異なる一つ
の整数を割り当てる.
構造体型は C 言語の構造体を用いて実現する. また，
構造体型の定数 nu 1 1 を define文により O と定義する.
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3.4.1.3 公理から代人文への変換
基本的には， 3.3.2.2で述べた変換法に従って変換を
行う. c プログラムの代入文右辺では， 公理右辺の状
態成分関数が変数の値の参照に， 整数型・論理型の関
数が C 言語の整数演算・論理演算に， 関数 i f が i f 文に
相当する. また， 関数 put は構造体のフィールドへの代
入文に， 関数 get は構造体のフィールドの参照に相当す
る. 但し， p u t の引数が nu 1 1 の場合， もし必要ならば，
値の代入の前に関数回 a 1 oc により構造体の領域を確保
する.
3.4.1.4 状鰻成分関数の値の更新順序
状態遷移に伴う状態成分関数の値の更新の際に， ど
の状態成分関数から値を更新するかによって， 待避す
べき値の個数が異なる場合がある. 生成されるプログ
ラムの効率を考えると待避する値の個数が少なくなる
ように， 更新の順番を決めることが望ましい. ここで
は， 状態成分関数の値の更新 l頓を決定するために， 本
コンパイラが用いている方法の概要を述べる. 以下で
は， コンパイラの入力となる仕様に補助関数は存在し
ないとする. 以下の議論はそれが存在する場合に容易
に拡張できる.
現有コンパイラでは， 各状態遷移関数 Ti に対して，
次の条件 (1) ， (2) をともに満たす有向グラフ GI を作成す
る. G i は状態遷移 Ti の際の状態成分関数聞の依存関係
を表している.
( 1 )状態成分関数の集合と有向グラフ Gi の頂点の集合の
間には 1 対 1 の対応がついており， 有向グラフ GI の各
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頂点は対応する状態成分関数名をラベルとしてもつ.
(2) 状態遷移 Ti 後の状態成分関数 Oj の値を定義する i 型
の公理の右辺に状態成分関数 o j' (但し j :jé: j') が現れ
ているときかっそのときのみ， 0 j をラベルにもつ頂点
から o j ，をラベルにもつ頂点への有向枝が存在する.
有向グラフ G i において， 入射枝をもっ頂点に対応す
る状態成分関数 o j ，はその有向枝を出射枝としてもつ頂
点に対応する状態成分関数 o j の値の定義に用いられて
いるので， 0 j ，の更新は o J の更新より後に行うかまたは
o j，の値を待避するかしなければならない. コンパイラ
では， 上記の性質を利用して， 以下のように更新順を
決める.
(a) まず， 入射枝が一つもない頂点を任意に l つ選び，
対応する関数の値を更新する代人文を生成する. また，
その頂点とその頂点から出ている枝をすべて取り除く.
以降， 全ての頂点が取り除かれるか， 入射枝を持たな
い頂点がなくなるまでこれを繰り返す. もし， 全ての
頂点が取り除かれれば終了. さもなければ次の (b) を行
つ.
(b) どの頂点も少なくとも 1 つ入射枝を持つならば，
適当に頂点を選び(本コンパイラでは出射枝の数が最
も多い頂点を選ぶことにしている) , その関数につい
て待避変数を作る. 以後， この関数の値の参照は待避
変数の方で行う. そして， その関数の値の更新を行う
代人文を生成し， その頂点とその出射枝， 入射枝をす
べて取り除く. 以上を行った後， (a) を実行する.
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3.4.2 変換例
3 . 2.2 で述べた仕 様 ts p 門を入力例として ， 本コンパイ
ラ の 生 成する 目 的 プ ログラムの効率等について述べる.
図 3.2 に ， コン パ イラへの実際の入力 仕 様のうち， 1 
I 型 の遷移関数 MAP と l 型の遷移関数 MAPl に関する部分を
示 す(表 3. 1 に対応) . 図において， for each "α" i 
n ( " 。 1'\ …， " ﾟ II"} "r" は， γ に現れる α を月 I (1;壬
i 壬 m) に置き換えて得られる系列 γ(α / ﾟ 1 }… γ(α/ 
月間)を表すマクロ記法である. コンパイラによって生
成された C プログラムのうち， M AP および MAP 1 に対応す
る部分を， それぞれ図 3.3 の (a) ， (b) に示す. 送受信デ
ータを表すタイプは， 構造体型として定義されており，
これらを表す成分関数 (SSPl- SSP4 , TSP , SPDUl-
SPDU5) の値は， 構造体型の変数に代入される.
図 3.3(b) で， ( 1 )状態遷移の前後で値が変化しない成
分 関数( phase や OWNED) については不要な代入文は生
成されておらず， また， (2) 成分関数の値の待避が全く
不要な値の更新順( 3. 3 の末尾参照)のうちの一つが選
択され， 対応するプログラムが生成されている. この
ような最適化により， 本例題では， 生成された目的プ
ログラムは， 人手で作成した手続き型プログラムとほ
ぼ同 程度の効率で実行が可能である.
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結言3.5 
抽象的順序機械の形で記述された通信プロ
代数的仕様から手続き型プログラムへの変換法の形式
的記述と， その方法に従って作成されたコ
ついて述べた. 今後， 通信プロトコル以外の具体的な
例題について本章で示した方法を適用すると共に，
ラの機能の砿張と改善を図る予定である.
コルの
ラに
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abor七)(phase 
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= Vm; 
土 f (SSP4 === NULL) 
SSP4 = (ssp4 *)malloG(sizeof(ssp4)); 
SS P4ー >name = _SSYNMind; 
SSP4->sn = pa_MAP->sn; 
SSP4 ->da ヒ a = ;>a_r1A? ー >àata;
SSPl = NULL; 
SSP2 = NULL; 
SSP3 = NULL; 
で SP = NULL; 
S?DUl = NULL; 
S?DU2 = NULL; 
S?DU3 = NULL; 
S?DU4 = NULL; 
S?DUS = NULL.; 
11m ニ Vm +工;
( b) 
-83-
生成された C プログラム図 3 . 3 
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系吉言命
本論文は，通信プロトコルの等価性及びエラーリカ
バリー性の検証とプログラムへの変換に関する研究を
まとめたものである.
( 1 )等価性の検証に関しては. 2 つのプロトコルマシ
ン Mt ， M 2 聞の V 等価性を定義し， それらが w 等価で
あるかどうかを判定する手続き与えた.
また， その手続きを実際の装置例に適用し， 等価性
(従って M t , M 2 の「互換性 J )の証明において本手
続きが有効であることを確かめた.
(2) エラーリカパリー性の検証に関しては， 等価性の
検証に用いたモデルを適用して， 2 つのプロトコルマ
シン Mt ， M 2 が検証者が与えた P 文 φ に対して， エラ
ーリカパリー性を持つ事を保証するための自動検証法
を提案した.
また， その方法が H D L C 手順程度の実用規程の問
題に適用可能であることを確かめた.
なお， この自動検証法は通信プロトコルの安全性や
生存性の検証にも利用できる. 本論文で述べた検証法
がどの程度まで実用規程の問題に適用可能かどうかや
その評価が今後の課題である.
(3) 通信プロトコルのプログラムへの変換に関しては，
抽象的順序機械の形で記述されたプロトコルの代数的
仕様から手続き型プログラムへの変換法とその方法に
従って作成されたコンパイラについて述べた.
今後， プロトコル以外の具体的問題についてここで
-84-
示した方法を適用すると共に， コンパイラの機能の拡
張と改善を図る予定である.
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