In 1876 in [8] , the authors Paul Gordan and Max Nöther classify all homogeneous polynomials h in at most five variables for which the Hessian determinant vanishes. For that purpose, they study quasi-translations which are associated with singular Hessians.
for the identity map from A n to A n , thus x 1 , x 2 , . . . , x n are variables that correspond to the coordinates of A n . A translation of A n is a map
. .
where c ∈ A n is a fixed vector. For a translation x + c, we have that x − c is the inverse polynomial map, because
. . .
is the identity map.
Inspired by this property, we define a quasi-translation as a polynomial map
. . . . . .
The difference between a translation x + c and a quasi-translation x + H is that c i ∈ A for all i, while H i ∈ A[x] = A[x 1 , x 2 , . . . , x n ] for all i. For a regular translation x+ c, we have that applying it m times comes down to the translation x+mc. If f ∈ C[x] is an invariant of a regular translation x+c, i.e. f (x + c) = f (x), then f (x + (m + 1)c) = f (x + mc) follows by substituting x = x + mc, whence by induction on m, f (x + mc) = f (x) for all m ∈ N. Below, we show similar results for quasi-translations.
Since (x − H) • (x + H) = x, we see that With some techniques 'on the shelf', we can improve (1.1) to the following.
Lemma 1.1. Assume that x + H is a quasi-translation over A. Then
where t is a new indeterminate. If we see H as a column vector, we can evaluate the matrix product J H · H, and the characterization of quasi-translations x + H by Gordan and Nöther comes down to
Here, the powers of zero are only taken to indicate the length of the zero vector on the right. Gordan and Nöther derived the following under the assumption of (1.3). Take a polynomial f ∈ A[x] such that J f · H = 0. By the chain rule
where I n is the unit matrix of size n. Here, | x=··· means substituting · · · for x. Since J f · H = 0, it follows from the above that
Suppose that t divides the right hand side of (1.4) exactly r < ∞ times. Then t divides f (x + tH) − f (x) more than r times. Hence t divides the left hand side of (1.4) more than r times as well, which is a contradiction. So both sides of (1.4) are zero. Since the right hand side of (1.4) is zero and A ⊇ Q, we get f (x + tH) = f , and that is what Gordan and Nöther derived from (1.3).
With lemmas 1.1 and 1.2, we can prove the following. Proposition 1.3. Let A be a commutative ring with Q and H : A n ⇒ A n be a polynomial map. Then the following properties are equivalent:
(2) H(x + tH) = H, where t is a new indeterminate,
Furthermore,
holds for all f ∈ A[x], and additionally
if any of (1), (2) and (3) is satisfied.
Proof. The middle hand side of (1.6) gives the left hand side by substituting t = 1 and the right hand side by taking the coefficient of t 1 . Hence (1.6) follows from (1) and lemma 1.1 and (3) and lemma 1.2.
By taking the Jacobian of (2), we get (J H)| x=x+tH · (I n + tJ H) = J H, which gives (1.7) after substituting t = −t. Therefore, it remains to show that (1), (2) an (3) are equivalent.
see that H(x + H) = H, and (2) follows by taking f = H i in lemma 1.1.
which gives (1) after substituting t = 1.
(2) ⇒ (3) Assume (2) . By taking the coefficient of t 1 of (2), we get (3).
(3) ⇒ (2) Assume (3). By taking f = H i in lemma 1.2, we get (2).
Notice that (1.8) tells us that in some sense, x + tH is a quasi-translation as well.
Hence quasi-translations correspond to a special kind of locally nilpotent derivations. Furthermore, invariants of the quasi-translation x + H are just kernel elements of D.
In addition, we can write exp(D) and exp(tD) for the automorphisms corresponding to the maps x + H and x + tH respectively. But in order to make the article more readable for readers that are not familiar with derivations, we will omit the terminology of derivations further in this article.
Singular Hessians and Jacobians
Now that we have had some introduction about quasi-translations, it is time to show how they are connected to singular Hessians. For that purpose, we define the Hessian matrix of a polynomial h ∈ C[x] as follows:
A Hessian is a Jacobian which is symmetric with respect to the main diagonal. Hence each dependence between the columns of a Hessian is also a dependence between the rows of it.
For generality, we consider Jacobians which are not necessary Hessians. Assume G : C n → C n is a polynomial map and det J G = 0. Let rk M denote the rank of a matrix M . It is known that rk J H = trdeg C C(H), see e.g. Proposition 1.2.9 of either [5] of [1] . Hence there exists a nonzero polynomial
Here, y 1 , y 2 , . . . , y n are also variables that correspond to the coordinates of C n . Define
for all i. By taking the Jacobian of (2.1), we get
Hence H is a dependence between the rows of J G. If J G is a Hessian, H is also a dependence between the columns of J G. Hence it seems a good idea to assume that J G·H = 0. But for the sake of generality, we only assume that J G ·H = 0 for some polynomial vectorH that does not need to be equal to H.
If we write ∇ y R for the transpose of J y R, then H = (∇ y R)(G), and by the chain rule
Thus we have proved the following.
Proposition 2.1. Assume H i is defined as in (2.2) for each i, with R is as in (2.1), where G : C n → C n is a polynomial map. Then H is a dependence between the rows of J G.
IfH is a dependence between the columns of J G, then J H ·H = 0. In particular, if H is a dependence between the columns of J G, then x + H is a quasi-translation.
But H defined as above may be the zero map. This is however not the case if we choose the degree of R as small as possible, without affecting (2.1), because ∂ ∂yi R is nonzero for some i and of lower degree than R itself.
and ∇ y R = (0, 0, y 5 , −2y 4 , y 3 ). So
is a quasi-translation. Indeed, x 1 , x 2 and p are invariants of x + H.
Example 2.3. Let n ≥ 6 be even and
)| y=∇h = 0 for all i as well, and also
satisfies R(∇h) = 0. Now one can compute that
is a quasi-translation, and Hh · H = (0 1 , 0 2 , . . . , 0 n ). Now let a := x 1 x 4 − x 2 x 3 , b := x 3 x 6 − x 4 x 5 , and G := (∇h)| A=a,B=b . Then R(G) = 0 as well. ThusH := (∇ y R)(G) = H| A=a,B=b is a dependence between the rows of Hesse's (invalid) theorem. Assume n ≥ 2 and h is a homogeneous polynomial in x 1 , x 2 , . . . , x n over C whose Hessian matrix is singular. Then there is a constant vector c = (c 1 , c 2 , . . . , c n ) such that
or equivalently J h · c = 0.
Gordan and Nöther first observe that (3.1) is equivalent to the existence of a linear transformation which makes h a polynomial in less than n variables, in other words, the existence of an invertible matrix T such that
In order to see that, we first compute the Jacobian matrix of h(T x) by way of the chain rule, where | x=T x means substituting the vector T x for x.
If the i-th column of T is equal to c, we have
whence for all c 0 ∈ C,
By taking i = n and c 0 = 0 in (3.3), we get the above remark of Gordan and Nöther. We shall prove Hesse's theorem in dimensions two, three, and four. If we drop the condition that h is homogeneous, we can prove Hesse's theorem in dimension two, but only for polynomials h without linear terms. For polynomials h with linear terms, we can only get
which holds for homogeneous h in dimension one as well (h = x 1 is homogeneous, but does not satisfy Hesse's theorem in dimension one). So we will prove the following.
Theorem 3.1. Hesse's theorem is true in dimension n ≤ 4, and for nonhomogeneous polynomials in dimension n ≤ 2.
Before we prove our affirmative results about Hesse's theorem, we take a look at the effects of affine transformations of h and of removing linear terms of h.
View the vectors x = (x 1 , x 2 , . . . , x n ), c = (c 1 , c 2 , . . . , c n ) andc = (c 1 ,c 2 , . . . , c n ) as column matrices of variables and constants respectively. Let T be an invertible matrix of size n over C. Then
is an affine transformation of h. Write M t for the transpose of a matrix M . Thenc t x, which is the product of a row matrix and a column matrix, is a matrix with only one entry, and we associate it with the value of its only entry. If we defineh :
then it appears that det Hh = 0, if and only if det Hh = 0. To see this, notice that on account of (3.2),
The transpose of this equals
where ∇f stands for the transpose of J f . Taking the Jacobian of the above, we get
which is a singular matrix, if and only if Hh is. If det Hh = 0, then R(∇h) = 0 for some nonzero R ∈ C[y] on account of (2.1), and similarlyR(∇h) = 0. We shall describe a natural connection between R andR. If R(∇h) = 0 for some R ∈ C[y], then .2) with G = ∇h for each i, then we get H = (∇ y R)(∇h), and x + H is a quasi-translation on account of corollary 2.1. In a similar manner, x +H is a quasi-translation ifH = (∇ yR )(∇h), and again we describe a natural connection. By the chain rule,
Combining this with ∇h = T t · (∇h)| x=T x+c +c, we get that
thusH is a linear conjugation of H if c = 0. In general,
is an affinely linear conjugation of x+ H. In the next section, we shall show that affinely linear conjugations of quasi-translations are again quasi-translations.
We are now ready to prove the following.
and R = 0 satisfies (2.1) and is of minimum degree. Define H = (∇ y R)(∇h). If h is homogeneous, then R and H are homogeneous as well.
If the dimension of the linear span of the image of H is at most one, then deg R = 1 and x + H is a regular translation.
Proof. If h is homogeneous, then (2.1) is still satisfied if R is replaced by any homogeneous component of it. Since R was chosen of minimum degree, we see that R and hence also H is homogenous if h is homogeneous.
Assume that the dimension of the linear span of the image of H is at most one. Then there are n − 1 independent vectors c (i) ∈ C n such that
for each i and R is of minimum degree, we have (c (i) ) t ∇R = 0 for each i. Take an invertible matrix T over C such that the i-th column of (
3) with R(y) instead of h(x) and c 0 = 0, we obtain
is algebraic over C. This is only possible if this derivative is a constant c 0 , which means that the left hand side of (3.3) holds for i = n. Thus R can be chosen of degree one, and since that is the minimum possible degree for R, we have deg R = 1 and H is constant.
Proof of theorem 3.1. In section 5, we will show that for quasi-translations x+H in dimension two and for homogeneous quasi-translations x + H in dimension three, the linear span of the image of H has dimension at most one. So the case n ≤ 3 of theorem 3.1 follows from theorem 3.2. Additionally, we will show in section 5 that for homogeneous quasi-translations x + H in dimension n = 4, the linear span of the image of H has dimension at most two. So the case n = 4 of theorem 3.1 follows from theorem 3.2 and theorem 3.3 below. Proof. Assume that the linear span of the image of H has dimension two. Then there are n − 2 independent vectors c (i) ∈ C n such that
for each i and R is of minimum degree, we have (c (i) ) t ∇R = 0 for each i. Take an invertible matrix T over C such that the i-th column of (T t ) −1 equals c (i) for each i ≤ n− 2. By applying (3.3) with R(y) instead of h(x) and c 0 = 0, we see that
Notice that forh := h(T x), we haveR(∇h) = 0. We will show below that Hesse's theorem holds forh and hence also for h. Consequently, deg R = 1 and H is constant. This contradicts the assumption that the linear span of the image of H has dimension two.
More precisely, we shall show that there are c n−1 , c n ∈ C, not both zero, such that
The case where ∂ ∂xnh = 0 is trivial, so assume the opposite. Theñ
Thus the quotient of ∂ ∂xn−1h and ∂ ∂xnh is algebraic over C, which gives (3.4).
If we take h = x 3 x 4 and R = y 1 y 3 + y 2 y 4
we get H = (x 4 , x 3 , 0, 0), and the span of image of H has dimension two. Thus the condition that R has minimum degree is necessary in theorem 3.2.
Quasi-degrees
Take f ∈ C[x] arbitrary and assume that c is equal to the i-th standard basis unit vector. Then
for all i, whence the degree with respect to x i of f is equal to the degree with respect to t of f (x + tc). Based on this property, we define the quasi-degree of a polynomial f ∈ C[x] with respect to a quasi-translation x + H as the degree with respect to t of f (x + tH):
A property of ν that follows immediately from the definition is the following.
The quasi-degree plays an important role in the study of quasi-translations, which the proofs of the following propositions make clear.
Proposition 4.1. Assume x+ gH is a quasi-translation over C, where g ∈ C[x] is nonzero. Then x + H is a quasi-translation over C as well, and ν(g) = 0. Furthermore, the invariants of x + H are the same as those of x + gH.
Proof. From (1) ⇒ (2) of proposition 1.3, we deduce that
in it and using (4.2) and g = 0, we obtain that
for each i, which is exactly H(x + tH) = H. Hence x + H is a quasi-translation on account of (2) ⇒ (1) of proposition 1.3. Thus it remains to be shown that the invariants of x + H and x + gH are the same. Assume f is an invariant of x + H. Then f (x + tH) = f (x) on account of (1.6), and by substituting t = g we see that f is an invariant of x + gH. The converse follows in a similar manner by substituting t = g −1 .
Notice that proposition 4.1 above gives a tool to obtain quasi-translations x+ H over C for which gcd{H 1 , H 2 , . . . , H n } = 1 from arbitrary quasi-translations x + H over C. Proposition 4.2. Assume x + H is a quasi-translation in dimension n over C, and F is an invertible polynomial map in dimension n over C with inverse G.
is a quasi-translation as well, if and only if ν(G i ) ≤ 1 for all i. In particular, if T is an invertible matrix of size n over C, we have that
is a quasi-translation as well.
Proof. Assume first that deg t G(x + tH) ≤ 1 for all i. Then we can write
Notice that
By substituting t = 1 on both sides, we obtain that G•(x+H)•F = x+G (1) (F ) and substituting t = −1 tells us that its inverse
Substituting x = G(x + mH) in the above gives
G x+mH +H(x+mH) −G(x+mH) = G(x+mH)−G x+mH −H(x+mH)
Since H(x + mH) = H follows by substituting t = m in (2) of proposition 1.3, we obtain
for allm ∈ N. Using similar techniques as in the proof of lemma 1.1,
follows. Hence deg t G(x + tH) ≤ 1, as desired.
In example 4.3 below, proposition 4.2 is used to make a complicated quasitranslation from a simple one. 
. Then x + H is a quasi-translation which has a simple structure. Furthermore, deg t f (x + tH) ≤ deg f = 2, and the coefficient of t 2 of f (x + tH) is equal to
Hence deg t f (x + tH) ≤ 1. It follows from proposition 4.2 that
is a quasi-translation. Now
This quasi-translation has a more complicated structure than the one we started with. In that fashion, the degrees of the components ofH are all different, whence x +H has no linear invariants.
5 Quasi-translations with small Jacobian rank Proposition 5.1 below gives a tool to obtain homogeneous quasi-translations over C from arbitrary quasi-translations x + H over C. Hence we can obtain results about arbitrary quasi-translations by studying homogeneous ones.
Proposition 5.1. Assume x + H is a quasi-translation over C in dimension n, and
Proof. Notice thatH is indeed polynomial and homogeneous of degree d.
(i) We show thatx +H is a quasi-translation in dimension n + 1 over C. On account of (3) ⇒ (1) of proposition 1.3, it suffices to show that JxH ·H = (0 1 , 0 2 , . . . , 0 n+1 ). SinceH n+1 = 0, this is equivalent to
Using JH n+1 = 0 and factoring out x 2d−1 n+1 , we see that it suffices to show that
This is indeed the case, because the chain rule tells us that
(ii) We show that rk J H ≤ rk JxH ≤ rk J H + 1. It is known that rk J H = trdeg C C(H), see e.g. Proposition 1.2.9 of either [5] of [1] . Hence it suffices to show that trdeg C C(H) ≤ trdeg C C(H) ≤ trdeg C C(H) + 1.
If R(H) = 0 for some polynomial R ∈ C[y], then substituting
, say of degree r, thenR := y r n+1 R(y
Gordan and Nöther used techniques of algebraic geometry to obtain results about homogeneous quasi-translation. They found the following property of homogeneous quasi-translations x + H:
This equality can be obtained by looking at the leading coefficient of t in H(x + tH) = H, which is (2) of proposition 1.3. Below we will give algebraic proofs of the results of Gordan and Nöther about homogeneous quasi-translations with Jacobian rank at most 2, especially theorem 5.3 below.
Theorem 5.2. Assume x + H is a homogeneous quasi-translation in dimension n over C. Then rk J H ≤ 1, if and only if H = gc for some g ∈ C[x] and a vector c ∈ C n . If H is not of the above form, then 2 ≤ rk J H ≤ n − 2. In particular, n ≥ 4 in that case.
Proof. If H = gc, then J H = c · J g and therefore rk J H ≤ 1. On the other hand, if rk J H = 0, then H = 0 = gc for some g ∈ C[x] and a vector c ∈ C n , thus assume that rk J H = 1. Then there exists a j ≤ n such that g := H j = 0. If for all i ≤ n and for each f ∈ C[x], f divides H i at least as many times as it divides g, then H = gc for some g ∈ C[x] and a vector c ∈ C n . So take any i ≤ n and any f ∈ C[x].
It is known that rk J H = trdeg C C(H), see e.g. Proposition 1.2.9 of either [5] of [1] . Since trdeg C C(H) = rk J H = 1, there exists a nonzero polynomial R ∈ C[y 1 , y 2 ] such that R(H i , H j ) = 0. Since H is homogeneous, we can replace R by one of its homogeneous components, so we may assume that R is homogeneous. If f divides H i fewer times than it divides g = H j , then the number of times that f divides R(H i , H j ) is determined by the nonzero term of lowest degree with respect to y 2 of R, which leads to a contradiction. So H = gc for some g ∈ C[x] and a vector c ∈ C n , if and only if rk J H ≤ 1. Assume next that H is not of the form gc for any g ∈ C[x] and any vector c ∈ C n . Let g = gcd{H 1 , H 2 , . . . , H n } and defineH = g −1 H. On account of proposition 4.1, x +H is a homogenous quasi-translation as well, and by assumption, there is no c ∈ C n such thatH = c, i.e.H is not constant. From (5.1), we deduce thatH i (H) = 0 for each i. Hence alsoH i (H) = 0 for each i. Now suppose that rk J H = n − 1. Then trdeg C C(H) = n − 1 as well, so the prime ideal p := {R ∈ C[y] | R(H) = 0} has height n − (n − 1) = 1. Since C[y] is a unique factorization domain, it follows that p is principal. This contradicts gcd{H 1 ,H 2 , . . . ,H n } = 1, becauseH i ∈ p for each i. So 2 ≤ rk J H ≤ n − 2 if H is not of the form gc for some g ∈ C[x] and a vector c ∈ C n .
Theorem 5.3 is somewhat deeper and based on techniques in the paper [8] by Gordan and Nöther, see also [9] . [2, Th. 3.6 (iii)] contains another proof of the assertion that s ≥ 2 in theorem 5.3 below, which is sufficient to obtain theorem 3.1. ) . Assume x + H is a homogeneous quasitranslation of degree d over C such that rk J H = 2. Then the linear span of the image of H has dimension n − 2 at most.
Theorem 5.3 (Gordan and Nöther
More precisely, if H 1 = H 2 = · · · = H s = 0 and H s+1 , H s+2 , . . . , H n are linearly independent over C, then s ≥ 2 and g
Proof. Let g := gcd{H 1 , H 2 , . . . , H n }, and write V (H) and V (g −1 H) for the common zeros of H 1 , H 2 , . . . , H n and g
for a suitable T ∈ GL n (C), we can obtain that H 1 = H 2 = · · · = H s = 0 and that H s+1 , H s+2 , . . . , H n are linearly independent over C. On account of proposition 4.2, x + H stays a quasi-translation. Furthermore, the equality rk J H = 2 and the dimension of the linear span of the image of H are preserved. So we may assume that H 1 = H 2 = · · · = H s = 0 and H s+1 , H s+2 , . . . , H n are linearly independent over C for some s ≥ 0. On account of theorem 5.2, g −1 H is not constant because rk J H = 2. It is known that rk J H = trdeg C C(H), see e.g. Proposition 1.2.9 of either [5] of [1] . Since R(H) = 0 ⇔ R(g −1 H) = 0 for homogeneous and hence any R ∈ C[y], it follows that
. . , g −1 H n are linearly independent over C as well. On account of proposition 4.1, we may assume that g = 1 and therefore dim V (H) ≤ n − 2.
By theorem 5.2, we deduce from rk J H = 2 that there is an i such that
The genericity condition on the linear combinations α t H with α ∈ C n , is that the intersection of the hyperplane of zeroes of α t y with a fixed finite set of so-called exclusive lines through the origin must be trivial.
From lemma 5.4 below, it follows that each line L through the origin and another point in the image of H lies entirely in the image of H. Furthermore, for each such line L, there exists a polynomial φ (L) , which we can take squarefree, such that
We call a line L in the image of H exclusive, if there are only finitely many other such lines
. By considering an exclusive line L for which deg φ (L) is minimum, we see that there can only be finitely many exclusive lines indeed.
So let us assume the genericity condition that the set S of zeroes of α t y intersects all exclusive lines in the origin only. If S contains infinitely many lines L in the image of H, then it follows from (ii) of lemma 5.4 below that S contains the image of H as a whole, so that
Notice that a zero of α t H is a zero of either V (H) or φ (L k ) for some k ≤ m. From the Nullstellensatz, it follows that the squarefree part σ of α t H is a divisor of
. It suffices to prove that σ ∈ C[x 1 , x 2 , . . . , x s ] and we will do that by showing that
. Hence it follows from (ii) of lemma 5.4 below that the linear span S ′ of these lines L ′ contains the image of H as a whole. So
So take any i > s. Since S ′ contains the image of H, we can write e i as a linear combination of several c
for each i and every pair c ′ ∈ L ′ as above. Since g = 1, we see that .3) in this case. Consequently, θ is a zero of 
(ii) If a linear subspace S of C n contains infinitely many lines through the origin in the image of H, then S contains the image of H as a whole.
(ii) Suppose that S contains infinitely many lines through the origin in theSuppose first that rk J H ≤ 1. Then we can deduce from theorem 5.2 that the linear span of the image of H is generated by a vector c, so that it has dimension at most 1. Suppose next that rk J H = 2. Then we can deduce from theorem 5.3 that the linear span of the image of H has dimension at most n − 2.
Notice that example 4.3 (in dimension 4) and its homogeneization (in dimension 5) show that the bounds on n in (i) and (ii) of the above corollary are sharp. Example 2.3 shows that for homogeneous quasi-translations, the linear span of the image of H may have dimension n.
Corollary 5.6 tells what the dimension of the linear span of H is, but not how H looks. Since the dimension of the linear span of H is at most 2, we may assume that H 1 = H 2 = · · · = H n−2 = 0 on account of proposition 4.2, so that we can apply the following theorem.
Theorem 5.7. Assume x + H is a quasi-translation, such that H 1 = H 2 = · · · = H n−2 = 0. Then H is of the form
where
Proof. Let g = gcd{H n−1 , H n } and take b = g −1 H n−1 and a = g −1 H n−1 . We first show that a, b ∈ C[x 1 , x 2 , . . . , x n−2 ]. We distinguish two cases.
• rk J H ≤ 1.
If H n−1 and H n are linearly independent over C, then we can deduce from theorem 5.5 that H n−1 , H n ∈ C[x 1 , x 2 , . . . , x n−2 ], so that a, b ∈ C[x 1 , x 2 , . . . , x n−2 ] as well. If H n−1 and H n are linearly dependent over C, but not both equal to zero, then a, b ∈ C because gcd{a, b} = 1 and aH n−1 −bH n = 0 is a linear dependence of H n−1 and H n over C[x 1 , x 2 , . . . , x n−2 ].
• rk J H = 2. Let g = gcd{H n−1 , H n }. From proposition 4.1, it follows that x + g −1 H is a quasi-translation as well. Furthermore, g is an invariant of x+g −1 H. Let H be the homogeneization of g −1 H. Just like in the last paragraph of the proof of theorem 5.5, we can deduce that b = g −1 H n−1 and a = g
Since g is an invariant of x + g −1 H, it follows from (1.6) in proposition 1.3 that
If we express g as a polynomial in C(x 1 , x 2 , . . . , x n−2 )[a x n−1 − b x n , x i ] for some i ∈ {n − 1, n}, then we can deduce from equation (5.4) that g ∈ C(x 1 , x 2 , . . . ,
be the part of degree k with respect to (
is a polynomial which is the product of an element c k of C(x 1 , x 2 , . . . , x n−2 ) and (a x n−1 − b x n ) k . Since gcd{a, b} = 1, we can deduce from Gauss' lemma that
The following results follow immediately from corollary 5.6 and theorems 5.5 and 5.7.
Corollary 5.8 (Z. Wang). Assume x + H is a quasi-translation in dimension n ≤ 3 over C. Then there exists an invertible matrix T over C such that
Corollary 5.9. Assume x+H is a homogeneous quasi-translation in dimension n ≤ 4 over C. Then there exists an invertible matrix T over C such that
is of the form 
Results and questions
Gordan and Nöther classified all homogeneous polynomials with singular Hessians in dimension five as follows. This result can also be found in [6] , [7, §4] , and as [2, Th. 4.1]. Theorem 6.1 has a non-homogeneous variant, namely [3, Th. 3.3] , which is as follows. The quasi-translation of example 4.3 in dimension n = 4 is not homogeneous, but the quasi-translation of example 2.3 in dimension n = 6 is indeed homogeneous, and the linear span of the image of H has dimension n as well. Since the linear span of the image of H has dimension less than n if n ≤ 3 and dimension less than n − 1 if H is homogeneous and 3 ≤ n ≤ 4, we have the following question. Also for this problem, the one who first solves it receives a bottle of Joustra Beerenburg (Frisian spirit).
For a counterexample to problem 3, we would have rk J H = 3. Gordan and Nöther divide the homogeneous quasi-translations x + H in dimension five with rk J H = 3 in two groups, which they indicate as 'Fall a)' and 'Fall b)'. They prove that for all 'Fall a)' quasi-translations x + H, the linear span of the image of H is indeed less than five. The homogeneization of example 4.3 appears to be a 'Fall b)' quasi-translation. See [2] , in particular section 5 of it, for more information about 'Fall b)' quasi-translations x + H and problem 3.
As observed earlier, J H is nilpotent if x+H is a quasi-translation, because of (1.7) in proposition 1.3. Taking about nilpotent matrices, one can wonder how polynomials h with a nilpotent Hessian look if the dimension or the Jacobian rank is small. (ii) h is homogeneous and n = 5 (in addition to rk Hh ≤ 3, in particular n ≤ 4, for which det Hh = 0 is sufficient).
but there is a counterexample in dimension 6 and a homogeneous counterexample in dimension 10.
Proof. 
