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Resumo: Diversos problemas envolvem a classificação de dados em categorias,
também denominadas classes. A partir de um conjunto de dados cujas classes são
conhecidas, algoritmos de Aprendizado de Máquina podem ser utilizados na indução
de um classificador capaz de predizer a classe de novos dados do mesmo domínio,
realizando assim a discriminação desejada. Algumas técnicas de aprendizado são ori-
ginalmente concebidas para a solução de problemas com apenas duas classes, também
denominados binários. Entretanto, diversos problemas requerem a discriminação dos
dados em mais que duas categorias ou classes. Neste artigo é apresentada uma revisão
de estratégias para a generalização de técnicas de aprendizado binárias para a solução
de problemas com mais que duas classes, intitulados multiclasses. O foco é em estra-
tégias que decompõem o problema multiclasses original em múltiplos subproblemas
binários, cujas saídas são combinadas na obtenção da classificação final.
Abstract: Several problems involve the classification of data into categories, also
called classes. Given a dataset containing data whose classes are known, Machine
Learning algorithms can be employed for the induction of a classifier able to predict
the class of new data from the same domain, performing the desired discrimination.
Some learning techniques are originally conceived for the solution of problems with
only two classes, also named binary problems. However, several problems require
the discrimination of examples into more than two categories or classes. This paper
surveys strategies for the generalization of binary classifiers to problems with more
than two classes, known as multiclass problems. The focus is on strategies that de-
compose the original multiclass problem into multiple binary subtasks, whose outputs
are combined to obtain the final classification.
1 Introdução
Diversas técnicas de Aprendizado de Máquina (AM) [34] são originalmente formula-
das para a solução de problemas de classificação binários. Entre elas pode-se citar as Má-
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quinas de Vetores de Suporte (SVMs, do Inglês Support Vector Machines) [6, 7, 48]. Muitos
problemas de classificação, contudo, apresentam mais que duas classes.
A generalização de técnicas de classificação binária para problemas multiclasses pode
ser realizada basicamente por meio de duas estratégias. A primeira consiste na combinação de
preditores gerados em subproblemas binários, enquanto na segunda realiza-se adaptações nos
algoritmos originais das técnicas consideradas. A extensão direta de um algoritmo binário a
uma versão multiclasses nem sempre é possível ou fácil de realizar [36]. Para as SVMs, em
particular, Hsu e Lin [15] observaram que a reformulação dessa técnica em versões multiclas-
ses leva a algoritmos computacionalmente custosos. É comum recorrer-se então à alternativa
de decompor o problema multiclasses em subproblemas binários, uma estratégia denominada
decomposicional.
Segundo Moreira e Mayoraz [35], existe uma série de motivações para empregar es-
tratégias decomposicionais na solução de problemas multiclasses. Além de haver técnicas
cuja formulação é originalmente binária, alguns algoritmos não são adequados a problemas
com um número elevado de classes ou apresentam dificuldades em lidar com grandes volu-
mes de dados de treinamento. Mesmo que o algoritmo seja capaz de trabalhar com problemas
de grande escala, o uso de um procedimento decomposicional pode reduzir a complexidade
computacional envolvida na solução do problema total, por meio da divisão deste em subta-
refas mais simples.
Pimenta [40] também aponta vantagens no uso da decomposição em problemas cujos
erros de classificação das diferentes classes possuem pesos distintos. Pode-se assim gerar
preditores binários de maneira a impor preferências para algumas classes. Esse autor men-
ciona ainda o fato dos subproblemas de classificação gerados em uma decomposição serem
independentes, podendo ser solucionados paralelamente.
O emprego de técnicas decomposicionais envolve dois passos. No primeiro realiza-
se a divisão do problema multiclasses em subproblemas binários, determinando assim os
classificadores binários a serem gerados. A segunda etapa pode ser denominada recons-
trução e refere-se à forma como as saídas dos classificadores binários são combinadas na
determinação da classe de um exemplo [32].
Neste artigo são apresentadas diversas estratégias decomposicionais. De forma geral,
é possível agrupá-las em dois tipos: baseadas em matrizes de códigos e hierárquicas. Esses
tipos são descritos nas seções 2 e 3, respectivamente. Na Seção 4 este artigo é concluído com
algumas considerações finais.
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2 Estratégias Baseadas em Matrizes de Códigos
A abordagem de matrizes de códigos unifica uma série de técnicas decomposicionais
[1]. Essas estratégias podem ser representadas de maneira geral por uma matriz de códigos
M. As linhas dessa matriz contêm códigos que são atribuídos a cada classe. As colunas
de M definem partições binárias das k classes e correspondem aos rótulos que essas classes
assumem na geração dos classificadores binários. Tem-se então uma matriz de dimensão kxl,
em que k é o número de classes do problema e l representa o número de classificadores biná-
rios utilizados na solução multiclasses. Na Figura 1 é apresentado um exemplo de matriz de
códigos na qual o número de classes k é igual a quatro e o número de classificadores binários
l também é quatro. Abaixo dessa matriz de códigos são indicadas as partições binárias das
classes realizadas por cada classificador binário representado em suas colunas.
Figura 1. Exemplo de matriz de códigos para um problema com quatro classes
Cada elemento da matriz M assume valores em {−1, 0,+1}. Um elemento mij com
valor +1 indica que a classe correspondente à linha i assume rótulo positivo na indução do
classificador fj . O valor −1 designa um rótulo negativo e um valor 0 indica que os dados da
classe i não participam do processo de indução do classificador fj . Classificadores binários
são então treinados de forma a aprender os rótulos representados nas colunas de M.
2.1 Etapa de Reconstrução
Um novo dado x pode ser classificado avaliando-se as predições dos l classificadores,
que geram um vetor f(x) de tamanho l na forma f(x) = (f1(x), . . . , fl(x)). Esse vetor é
então comparado às linhas deM. O dado é atribuído à classe cuja linha deM é mais próxima
de f(x) de acordo com alguma medida. Esse processo de reconstrução também é referenciado
como decodificação [37]. Seja mq a q-ésima linha de M, a qual apresenta o código referente
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à classe q. O processo de decodificação equivale a computar a Equação 1, em que f(x)
representa o classificador multiclasses final e d denota uma função de decodificação.
f(x) = argmin
16q6k
(d (mq, f(x))) (1)
Caso mais de um código se encontre mais próximo a f(x), tem-se a ocorrência de
uma classificação desconhecida. Escolhe-se então uma das classes envolvidas no empate
aleatoriamente ou com o uso de alguma informação a priori [44].
Existem diversas funções de decodificação que podem ser utilizadas na integração dos
classificadores binários na Equação 1 [37]. A mais simples é a de Hamming, que conta o
número de ocorrências diferentes entre o vetor f(x) e cada um dos códigos. Essa função
pode ser visualizada na Equação 2. Um rótulo 0 contribui com 12 na computação da soma
apresentada. A função descrita equivale à distância de Hamming caso M possua unicamente
os rótulos +1 e −1 [36].
dH (mq, f(x)) =
l∑
i=1
1− sgn (mqi ∗ fi(x))
2
(2)
Existem várias outras funções de decodificação que podem ser empregadas na inte-
gração dos classificadores binários [37, 53]. Em um trabalho recente, Passerini et al. [37]
apresentaram uma função baseada em probabilidades condicionais para as SVMs, em que, a
partir das margens de classificação, se obtém probabilidades de que o dado pertença a cada
classe.
2.2 Etapa de Decomposição
As descrições realizadas anteriormente referiam-se à etapa de reconstrução das saídas
multiclasses a partir dos preditores binários representados na matrizM. Na decomposição do
problema, diversas alternativas podem ser empregadas. A decomposição mais compacta de
um problema com k classes pode ser realizada com o uso de l = dlog2 (k)e classificadores
binários [32]. Um exemplo de matriz compacta para um problema com quatro classes é
apresentado na Figura 2a.




) − 2k, considerando que f = −f , ou seja, que a inversão das classes positivas
e negativas produz o mesmo classificador [32]. Desses, 2k−1 − 1 incluem todas as classes
simultaneamente, ou seja, possuem somente rótulos +1 e −1, sem o elemento 0 [32]. Para
quatro classes, tem-se nesse caso a matriz representada na Figura 2b.
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Figura 2. Matrizes de diferentes decomposições para um problema com quatro classes
Entre as estratégias decomposicionais mais comuns encontradas na literatura estão a
um-contra-todos (one-against-all - OAA) [51], a todos-contra-todos (all-against-all, também
denominada one-against-one - OAO) [13, 18] e a baseada em códigos de correção de erros
[9], que são descritas a seguir.
Na estratégia OAA, dado um problema com k classes, k classificadores binários fi(x)
são gerados. Cada um desses preditores é treinado de forma a distinguir uma classe i das
demais. A representação dessa técnica é dada por uma matriz de dimensão kxk, na qual os
elementos da diagonal possuem o valor +1 e os demais, o valor−1. Uma matriz do tipo OAA
para um problema de quatro classes é apresentada na Figura 2c. Usualmente, na integração
dos classificadores OAA, escolhe-se a classe correspondente ao classificador que produz a
maior saída [43].
A decomposição OAA pode apresentar desvantagens quando a proporção de exemplos
de uma classe é muito pequena em relação a do conjunto formado pelos dados das outras clas-
ses. Esse tipo de desbalanceamento pode dificultar a indução de um preditor que apresente
bom desempenho no reconhecimento da classe considerada.
Na decomposição OAO, dadas k classes, k(k−1)2 classificadores binários são gerados.
Cada um deles é responsável por diferenciar um par de classes (i, j), em que i 6= j. A
matriz de códigos nesse caso possui então dimensão kxk(k−1)2 e cada coluna corresponde a
um classificador binário para um par de classes. Em uma coluna representando o par (i, j),
o valor do elemento correspondente à linha i é +1 e o valor do membro correspondente a
j é igual a −1. Todos os outros elementos da coluna possuem o valor 0, indicando que os
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dados de outras classes não participam do processo de indução do classificador. Na Figura
2d tem-se uma matriz OAO para um problema com quatro classes.
Embora o número de classificadores gerados na decomposição OAO seja da ordem de
k2, o treinamento de cada um deles envolve dados de apenas duas classes. Com isso, mesmo
com um número elevado de classes, o tempo total despendido na geração dos preditores
geralmente não é grande.
A integração usual dos classificadores gerados na estratégia OAO é realizada por meio
de um esquema de votação por maioria [20]. Dado um novo exemplo x, cada classificador
fornece um voto em sua classe preferida. O resultado é então dado pela classe que recebeu
mais votos. A implementação dessa solução corresponde ao uso da função de Hamming sobre
a matriz de códigos descrita anteriormente.
Um problema apontado na decomposição OAO é que a resposta de um preditor para
um par de classes (i, j) na realidade não fornece informação alguma quando o exemplo não
pertence às classes i ou j [2].
Em uma estratégia decomposicional alternativa, Dietterich e Bariki [9] propuseram o
uso de códigos de correção de erros para representar as k classes de um problema. Para tal, os
autores sugerem que o valor do número de classificadores l seja maior que o número mínimo
necessário para diferenciar cada classe unicamente. Os bits adicionais introduzem uma re-
dundância na codificação das classes e têm a utilidade de prover ao sistema a capacidade de se
recuperar de eventuais erros cometidos por alguns preditores no processo de classificação de
um novo exemplo. Por esse motivo, essa técnica possui a denominação de decomposição por
códigos de correção de erros (ECOC, do Inglês Error Correcting Output Codes). As matrizes
de códigos nesse caso assumem valores em {−1,+1} e utiliza-se a função de Hamming na
decodificação das saídas dos classificadores.
Com esse procedimento de correção de erros, Dietterich e Bariki [9] sugerem que a
solução de um problema multiclasses por uma técnica de AM seja vista como uma tarefa de
comunicação. Dado um novo exemplo, a sua classe correta é transmitida por meio de um
canal, o qual é constituído de seus atributos, dos dados de treinamento e do algoritmo de
aprendizado. Devido a erros que podem estar presentes nos atributos do exemplo, nos dados
de treinamento utilizados ou em falhas no processo de aprendizado, a informação pode ser
corrompida. Para prover ao sistema a capacidade de se recuperar desses erros de transmissão,
a classe é codificada por um código de correção de erros e cada bit do mesmo é transmitido
separadamente, ou seja, por execuções separadas do algoritmo de aprendizado.
Para possibilitar a correção de erros, Dietterich e Bariki [9] sugerem que os códigos
das classes contidos em M sejam bem separados segundo a distância de Hamming. Sendo
dl a distância mínima entre qualquer par de linhas de M, então o classificador multiclasses





bits incorretos em uma predição. Como segundo
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a função de decodificação de Hamming cada bit incorreto implica em se afastar em uma





erros, o código mais próximo ainda
será o correto [9]. Segundo esse princípio, a codificação OAA é incapaz de se recuperar de
qualquer erro, uma vez que nesta dl = 2.
Além disso, na construção de bons códigos de correção de erros, deve-se estimular
também que os erros dos classificadores binários gerados sejam não correlacionados. Exige-
se então a separação entre as colunas de M, ou seja, a distância de Hamming entre cada par
de colunas deve ser grande. Se no algoritmo de aprendizado a inversão das classes positivas e
negativas produz o mesmo classificador (ou seja, f = −f ), então deve-se também fazer com
que a distância de Hamming entre cada coluna e o complemento das outras seja grande.
Com base nessas observações, Dietterich e Bariki [9] propuseram quatro técnicas para
o desenvolvimento de matrizes de códigos com boa capacidade de correção de erros. A
escolha de cada uma delas é determinada pelo número de classes do problema. Para k 6 7,
esses autores recomendam o uso de um código exaustivo, que consiste da combinação de
2k−1 − 1 classificadores binários unicamente com rótulos +1 e −1, conforme ilustrado na
Figura 2b para um problema com quatro classes. A distância dl em uma matriz gerada pelo
método exaustivo é de 2k−2. Se 8 6 k 6 11, é aplicado um método que seleciona colunas do
código exaustivo. Para k > 11, tem-se duas opções: um método baseado no algoritmo hill-
climbing e a geração de códigos BCH [3], os quais provêm da teoria de códigos de correção
de erros em comunicação.
Em um trabalho recente, Pimenta [40] propôs um algoritmo para o desenvolvimento
de ECOCs que, usados com SVMs, apresentaram resultados compatíveis ou superiores aos
de estratégias decomposicionais tradicionais. Nele é proposta uma função para a avaliação da
qualidade de ECOCs segundo suas propriedades de correção de erros. Um algoritmo iterativo
de perseguição é então utilizado na construção dos ECOCs. Esse algoritmo adiciona ou retira
colunas de um ECOC inicial, procurando maximizar a sua qualidade. Pimenta [40] também
apresentou um método para a determinação do número de colunas no ECOC, por meio do
exame de uma função de avaliação baseada no número de erros corrigíveis por ECOCs de
diferentes tamanhos.
Em Allwein et al. [1] é apontado que, apesar dos códigos gerados pelo ECOC pos-
suírem boa propriedade de correção, vários dos subproblemas binários criados podem ser
difíceis de aprender. Por esse motivo, as técnicas mais simples OAA e OAO têm apresentado
resultados comparáveis ou superiores ao ECOC em várias aplicações [1, 43].
Uma crítica comum às estratégias OAA, OAO e ECOC é que todas realizam a decom-
posição do problema a priori, sem levar em consideração as propriedades e as características
de cada aplicação [1, 2, 8, 19, 32, 31, 44]. Essa foi a motivação de diversos trabalhos para
a proposição de técnicas para encontrar matrizes de códigos adaptadas à solução de cada
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problema multiclasses.
Entre eles, em [25, 29, 22] apresentou-se uma técnica que utiliza Algoritmos Genéti-
cos (AGs) [33] para encontrar combinações de classificadores binários adequadas à solução
de cada problema multiclasses considerado. Os AGs foram utilizados na obtenção de ma-
trizes de códigos relacionadas a cada aplicação, adaptando-as de acordo com o desempenho
obtido na solução do problema multiclasses.
Duas versões de AGs foram implementadas. Ambas manipulam matrizes de códigos,
procurando minimizar o seu erro na solução multiclasses e, ao mesmo tempo, reduzir o nú-
mero de preditores binários contidos nas mesmas. Além disso, procurou-se evitar a presença
de classificadores idênticos em uma mesma matriz de códigos, fato que representaria o uso
de preditores iguais em uma mesma decomposição. O primeiro AG, denominado lexicográ-
fico, impõe uma ordem nos dois primeiros objetivos, privilegiando a minimização do erro
sobre a do número de preditores binários. Evitar a ocorrência de preditores binários idênticos
foi considerada uma restrição do problema. O segundo AG, denominado SPEA2 (Strength
Pareto Evolutionary Algorithm 2) [54], lida com os três objetivos descritos simultaneamente,
por meio do uso do conceito de dominância de Pareto.
Experimentalmente, usando SVMs na geração dos preditores binários, o AG lexico-
gráfico se mostrou mais adequado. Os principais benefícios verificados na aplicação desse
AG se deram na obtenção de decomposições com desempenho comparável ao de estratégias
tradicionais, porém mais simples que elas, por necessitar de menos classificadores binários.
Experimentos preliminares empregando esses mesmos AGs para determinar também
parâmetros diferenciados para cada SVM binária em uma decomposição apresentaram resul-
tados animadores [22]. A busca por valores de parâmetros diferenciados para cada SVM é
um problema difícil de ser solucionado empiricamente. Por esse motivo, o uso de um pro-
cedimento de busca mais sofisticado, que realiza essa procura de forma automática, pode ser
uma alternativa promissora. Apesar dos bons resultados iniciais, experimentos adicionais são
necessários.
Em [32] foi apresentado um algoritmo iterativo que adiciona classificadores binários
a uma matriz de códigos considerados pertinentes de acordo com a distribuição dos dados
das classes. Com isso, a construção dos códigos leva em consideração as características dos
dados. Ele procura ainda maximizar a distância entre as linhas e as colunas dessa matriz,
segundo os princípios para a obtenção de códigos com propriedade de correção de erros.
A maior contribuição nos resultados alcançados por esse procedimento foi a obtenção de
classificadores multiclasses mais simples que os do ECOC.
Em [2] apresentou-se um algoritmo que determina matrizes de códigos com a utili-
zação de uma Rede Neural Artificial (RNA) do tipo Perceptron Multicamadas [4, 14]. Essa
RNA também define os parâmetros de classificadores lineares que são utilizados na solução
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dos subproblemas binários contidos na matriz. Por meio do treinamento da RNA, otimiza-se
conjuntamente os parâmetros dos classificadores lineares e a matriz de códigos utilizada na
decomposição do problema multiclasses. Comparado a empregar as decomposições ECOC,
OAA e OAO com classificadores lineares, o método proposto obteve alguns ganhos em ter-
mos de taxa de acerto.
Dekel e Singer [8] introduziram um algoritmo denominado Bunching, que adapta uma
matriz de códigos para cada problema multiclasses em seu processo de aprendizado. Esse al-
goritmo mapeia os dados de treinamento e os seus rótulos para um novo espaço. A matriz
de mapeamento dos rótulos corresponde à matriz de códigos do problema. No novo espaço,
procura-se minimizar a distância entre os dados e os seus rótulos. O algoritmo de Bunching
parte de uma matriz de códigos inicial, que é iterativamente adaptada ao problema. Contudo,
os elementos das matrizes de códigos neste trabalho são probabilísticas, ou seja, seus ele-
mentos são contínuos e não discretos. Empiricamente, os autores verificaram bons resultados
na adaptação de matrizes dos tipos OAA e aleatórias, utilizando regressores logísticos como
classificadores binários.
Em [44] a adaptação de matrizes de códigos a cada aplicação multiclasses foi for-
mulada como um problema de otimização no qual os códigos, e também pesos para as fun-
ções binárias utilizadas no aprendizado das decomposições, são determinados em conjunto.
Maximiza-se a diferença entre a distância do vetor de previsões dos classificadores binários
em relação ao código da classe correta e a distância desse mesmo vetor ao segundo código
mais próximo. Alguns resultados experimentais iniciais apresentados indicaram uma vanta-
gem da aplicação desse método com Árvores de Decisão (ADs) [42] em relação ao uso direto
dessa técnica de aprendizado na solução multiclasses.
3 Estratégias Hierárquicas
Uma maneira alternativa de solucionar um problema multiclasses com preditores bi-
nários pode ser conduzida com sua decomposição de uma forma hierárquica. Em diversos
domínios, existem hierarquias naturais entre as classes. Um exemplo é a categorização de
textos, na qual algumas classes de textos podem ser agrupadas em sub-tópicos, os quais por
sua vez também podem ser reunidos em tópicos principais. De forma geral, a introdução de
uma hierarquia em uma aplicação multiclasses pode reduzir a complexidade de sua solução.
A idéia é realizar inicialmente discriminações mais gerais, as quais são refinadas sucessiva-
mente até a obtenção da classificação final.
Na Figura 3 são apresentados dois exemplos de classificadores multiclasses hierárqui-
cos utilizados na solução de um problema com seis classes [47]. O classificador da Figura
3a possui uma estrutura de árvore direcionada binária, em que exatamente uma aresta chega
a cada nó e no máximo duas arestas partem dos mesmos. Na Figura 3b tem-se uma estru-
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tura mais geral, de um grafo direcionado acíclico, em que mais de uma aresta pode apontar
para um mesmo nó. Segundo a definição, as árvores direcionadas binárias são um tipo de
grafo direcionado acíclico. Porém, para facilitar as exposições realizadas nesta seção, es-
sas estruturas serão tratadas como tipos distintos. Em ambas as estruturas, cada nó interno
corresponde a um classificador binário que distingue dois subconjuntos de classes, enquanto
os nós terminais, denominados folhas, representam as classes individuais. Iniciando pelo
nó raiz, as classes são particionadas recursivamente em dois subconjuntos, até que todos os
subconjuntos gerados contenham apenas uma classe.
Figura 3. Classificadores hierárquicos para um problema com seis classes [47]
Na previsão da classe de um novo exemplo, este é inicialmente submetido à raiz da
hierarquia. Baseado na decisão desse preditor, um novo nó é visitado. Esse processo é
iterado até que uma folha seja atingida, na qual a classe é determinada. Esse é o procedi-
mento de reconstrução comumente empregado na obtenção de classificações com o uso de
uma estrutura hierárquica. Os preditores e ramificações percorridos na classificação de um
exemplo formam um caminho no classificador hierárquico comumente referenciado como
caminho de avaliação do exemplo.
Em geral, pode-se afirmar que as estratégias hierárquicas apresentam tempos meno-
res de predição do que as baseadas em matrizes de códigos anteriormente discutidas. Isso
ocorre porque, na classificação de um dado, apenas uma parte dos preditores binários são
consultados, enquanto a decodificação das matrizes de códigos necessita das saídas de todos
classificadores na decomposição.
Deve-se observar que os preditores contidos nas estratégias hierárquicas também po-
dem ser representados por uma matriz de códigos. Entretanto, a forma de integração deles é
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dependente de cada dado e não envolve a consulta de todos os preditores binários, como na
aplicação das funções de decodificação apresentadas na Seção 2. No caso das estratégias hi-
erárquicas, a decodificação aplicada é conhecida por eliminação [17] e opera iterativamente.
Inicialmente todos os classificadores binários (colunas da matriz) são considerados ativos.
Em uma determinada iteração, um deles é consultado. As classes que “perdem” são elimina-
das, assim como os classificadores binários relacionados a elas. Esse processo é repetido até
que um único classificador binário reste, provendo a classificação final.
Para a obtenção das hierarquias, que equivale à etapa de decomposição do problema,
várias estratégias podem ser empregadas. Algumas delas são discutidas a seguir. Inicialmente
são apresentadas abordagens com estrutura de grafos direcionados acíclicos, seguindo de
estruturas de árvores direcionadas binárias.
3.1 Grafos Direcionados Acíclicos
Em [41], é sugerido que os classificadores produzidos pela decomposição OAO sejam
dispostos em um grafo de decisão direcionado acíclico (Decision Directed Acyclic Graph -
DDAG). Logo, cada nó do grafo corresponde a um preditor binário para um par de classes.
Essa estratégia será referenciada como DDAG neste documento.
Na Figura 4 é ilustrado um exemplo de DDAG para um problema com quatro classes.
A cada nó está associada uma lista de classes. Inicialmente, todas as classes são candidatas
e o nó raiz distingue as classes 1 e 4, equivalentes à primeira e à última classes da lista,
respectivamente. A partir de cada resultado dessa partição, uma das classes é eliminada da
lista e um novo nó é definido, separando as classes inicial e final da nova lista formada. Esse
processo é iterado até a obtenção das folhas, que equivalem a listas com apenas uma classe.
Figura 4. Exemplo de DDAG para um problema com quatro classes [41]
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Pode-se verificar que, na classificação de um novo exemplo com essa estrutura, k − 1
classificadores binários são avaliados. Logo, essa estrutura acelera a fase de predição da
abordagem OAO.
Uma desvantagem do DDAG, apontada em [16], é sua dependência em relação à
seqüência de classificadores binários nos nós do grafo. Essa característica afeta a sua con-
fiabilidade, uma vez que diferentes permutações de nós no grafo podem produzir resultados
distintos. Considere, por exemplo, o problema com três classes ilustrado na Figura 5. Pode-
se recorrer a hiperplanos para separar os pares de classes, os quais encontram-se indicados
pelas fronteiras traçadas entre as classes. Na região sombreada encontram-se pontos para os
quais, dependendo da estrutura de DDAG utilizada, classificações diferentes são produzidas.
Esse fato também encontra-se ilustrado na mesma figura, a qual apresenta os três possíveis
DDAGs para um problema com três classes. Verifica-se que a classificação de um dado na
região sombreada por cada um deles produz saídas distintas. Logo, a estrutura do DDAG tem
influência na saída final produzida.
Figura 5. Classificação na região sombreada difere de acordo com a estrutura do DDAG
Outra deficiência do DDAG apontada em [16] é que, dependendo da posição da classe
correta no grafo, o número de avaliações com esta classe é desnecessariamente grande, resul-
tando em um alto erro cumulativo. Se a classe correta de um exemplo encontra-se no nó raiz,
por exemplo, ela será testada k−1 vezes contra as outras para a geração da saída desejada. Se
há uma probabilidade de 1% de erro em cada nó, isto irá causar uma taxa de erro cumulativo
de 1 − (0.99)k−1, que se torna crítica especialmente para valores altos de k. Logo, se na
predição do rótulo de um dado a classe correta deste encontra-se em níveis próximos da raiz,
essa classe é exposta a um maior risco de ser rejeitada erroneamente.
Esses fatores motivaram Kijsirikul e Ussivakul [16] a desenvolverem uma nova estra-
tégia hierárquica para combinar as saídas produzidas por classificadores obtidos pela decom-
posição OAO. A nova estrutura, denominada DAG Adaptável (ADAG, do Inglês Adaptive
Directed Acyclic Graph), corresponde a um DAG com estrutura reversa. Na Figura 6 é apre-
76 RITA • Volume XV • Número 2 • 2008
Estratégias para a Combinação de Classificadores Binários em Soluções Multiclasses
sentado um exemplo de ADAG para um problema com oito classes. O ADAG tem k − 1











na segunda camada e assim por diante, até que uma
camada com um único nó é atingida, a qual produz a saída final.
Figura 6. Exemplo de ADAG para problema com oito classes [16]
Para a classificação de um novo dado utilizando o ADAG, inicialmente ele é avaliado
por todos os classificadores do primeiro nível, os quais diferenciam pares distintos de todas
as classes. No caso do número de classes ser ímpar, um dos nós contém apenas uma classe,
a qual é diretamente passada para o segundo nível. Cada um dos preditores binários produz
como saída sua classe preferida. Baseado nas escolhas do nível anterior, os classificadores
das próximas camadas são determinados. A cada passagem de nível, o número de classes
candidatas é reduzido pela metade. Como no DDAG, k − 1 nós são avaliados em cada
predição. Porém, a classe correta é testada contra outras classes dlog2 ke ou menos vezes,
número menor que no DDAG, que pode requerer até k − 1 avaliações com essa classe.
Utilizando essa estrutura, o ADAG minimiza a ocorrência de erros cumulativos, es-
pecialmente em problemas com um número de classes elevado. Embora o ADAG também
tenha demonstrado menor dependência que o DDAG em relação à ordem dos classificadores
binários no grafo, ainda ocorrem diferenças de desempenho entre estruturas distintas. Logo, a
definição dos classificadores que compõem o primeiro nível do ADAG afeta o seu resultado.
Alguns trabalhos investigaram heurísticas para determinar as estruturas de ADAGs
ou DDAGs [10, 38, 39, 50]. O número possível de diferentes DDAGs para um problema
com k classes é k!2 e de ADAGs é
k!
2bk/2c . Na obtenção desses valores, classificadores para
os pares de classes (i, j) são considerados equivalentes àqueles para os pares (j, i), ou seja,
considera-se f = −f .
Em [39] foi proposta uma modificação no algoritmo original do ADAG, denominada
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Reordering ADAG (RADAG), que permite adequar a estrutura do ADAG ao problema mul-
ticlasses sendo solucionado. O algoritmo é voltado ao uso de SVMs e os classificadores
binários de cada nível do RADAG são definidos ordenando os pares de classes (i, j) tal que
a soma dos ‖wij‖ seja minimizada, em que cada ‖wij‖ é determinado no processo de trei-
namento de uma SVM na decomposição. A cada classificação de um exemplo, os preditores
binários nos níveis do RADAG vão sendo determinados de acordo com essa regra. Logo, o
RADAG mantém a característica do ADAG de adaptar a estrutura do grafo de acordo com
cada dado de teste, porém utiliza-se a informação dos ‖wij‖ nesse processo. Em [38] pareia-
se as classes de acordo com a capacidade de generalização dos classificadores binários, es-
timada por um limite de erro no caso das SVMs. Procura-se parear as classes de forma a
minimizar a soma desse erro. Os autores reportaram resultados com o uso do procedimento
descrito comparáveis ou superiores aos de ADAGs gerados aleatoriamente e do OAO com
votação por maioria.
Outro trabalho que propõe uma heurística para a determinação da estrutura dos DAGs
é [50]. Os autores sugerem que os classificadores binários com maior capacidade de generali-
zação sejam colocados em níveis superiores do DDAG. Em [10], o mesmo tipo de heurística é
utilizado na definição da estrutura de DDAGs. Takahashi e Abe [50] reportam que essa heu-
rística levou à obtenção de estruturas de DDAGs com desempenho semelhante à média de
estruturas geradas de maneira aleatória, utilizando SVMs na geração dos classificadores bi-
nários. Takahashi e Abe [50] também apontam que o algoritmo proposto pode ser facilmente
estendido para os ADAGs.
Em [26], AGs foram utilizados na busca da ordem dos nós em um DAG (DDAG ou
ADAG), baseado em seu desempenho na solução do problema multiclasses. Esse proble-
ma foi reduzido a um problema de permutação, em que uma lista de classes é ordenada, e
foi então solucionado a partir de analogias com o uso de AGs na solução de problemas de
permutação, como o do caixeiro viajante. Utilizando SVMs na indução dos classificadores
binários, verificou-se poucas variações de desempenho entre estruturas de DAGs distintas, o
que fez com que as soluções encontradas pelos AGs atingissem resultados, em termos de taxa
de acerto, similares aos de estruturas geradas aleatoriamente.
3.2 Árvores Direcionadas Binárias
Diversos trabalhos empregam uma estrutura em forma de árvore direcionada binária
na obtenção do classificador multiclasses hierárquico. As árvores possuem k − 1 classifica-
dores binários e, portanto, envolvem o treinamento de k − 1 preditores, menor número entre
todas as estratégias decomposicionais principais mencionadas anteriormente. Além disso, os
nós de níveis inferiores envolvem cada vez menos classes e, portanto, menos dados de trei-
namento para os classificadores binários correspondentes. Na fase de teste, no melhor caso,
dependendo da estrutura da árvore, é possível classificar o exemplo já no primeiro nó. No
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pior caso, os k − 1 classificadores devem ser consultados. Logo, a fase de teste pode ser
acelerada nessa estrutura frente às anteriormente discutidas.
Para um problema com k > 3 classes, existem
k∏
i=3
2i− 3 estruturas de árvores dis-
tintas [11]. Duas possíveis árvores para um problema com quatro classes são ilustradas na
Figura 7. Como no DDAG e no ADAG, a estrutura da árvore, ou seja, que classificadores são
dispostos na árvore e onde eles se encontram, influencia o seu resultado. Os trabalhos nessa
área diferenciam então no processo de obtenção das partições binárias das classes em cada
nó da árvore e, conseqüentemente, na determinação de sua estrutura. Todos aplicam algum
critério recursivamente sobre subconjuntos de classes, particionando-os em dois até que eles
possuam apenas uma classe.
Figura 7. Duas árvores para um problema com quatro classes [11]
Na determinação da estrutura de árvores multiclasses, Takahashi e Abe [49] propõem
que nós próximos à raiz particionem classes mais facilmente separáveis. Para medir a sepa-
rabilidade, foram utilizadas a distância Euclidiana entre os centros das classes e informações
dos dados incorretamente classificados por um preditor que os separa de acordo com a sua
distância de Malahanobis aos centros das classes. Os métodos propostos foram comparados
por Takahashi e Abe [49] em um experimento abreviado e apresentaram resultados similares.
Em [46] e [47] utilizou-se o conceito de classes de confusão na definição das parti-
ções binárias de classes na hierarquia. Uma classe de confusão representa um subconjunto de
classes para as quais há uma grande semelhança entre os dados, tal que mesmo uma pequena
quantidade de ruídos pode levar a classificações errôneas [47]. Para quantificar a confusão
entre as classes, empregou-se o algoritmo de agrupamento k-médias [34], com k = 2. Avali-
ando o desempenho da árvore obtida por esse método na classificação de dígitos manuscritos,
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Schwenker e Palm [47] verificaram que a sua taxa de acerto foi similar a das estratégias OAA
e OAO com votação por maioria.
Em [52] foram sugeridos três métodos para a partição binária das classes nos nós de
árvores multiclasses. O primeiro agrupa classes com centróides similares utilizando o algo-
ritmo k-médias. O segundo divide as classes de acordo com a distância média de seus dados
à origem. O terceiro divide as classes em subconjuntos tal que a diferença entre o número
de dados neles seja mínima. O terceiro critério foi efetivamente utilizado nos experimentos
e se mostrou vantajoso principalmente se as classes encontram-se desbalanceadas, ou seja,
apresentam grandes diferenças na quantidade de dados.
Em [21], as partições binárias das classes foram definidas por um algoritmo de agru-
pamento hierárquico. Utilizou-se a distância média entre os dados das classes no processo de
agrupamento. Os resultados experimentais obtidos foram similares aos das estratégias OAA,
OAO com votação por maioria e DDAG.
Frank e Krammer [11] propõem que diversas árvores multiclasses sejam combinadas
em um comitê, como alternativa a determinar uma única estrutura. Os autores demostraram
empiricamente a viabilidade de sua proposta em relação ao uso das estratégias OAA, OAO,
ECOC e da solução direta do problema multiclasses, empregando ADs e classificadores de
regressão logística na indução dos preditores binários.
Em [22], dois algoritmos foram propostos para definir as partições binárias de classes
em uma árvore. Realizou-se adaptações no algoritmo de Kruskal, o qual obtém árvores gera-
doras mínimas a partir de grafos ponderados. Essas alterações permitiram que os preditores
binários a serem contidos nas árvores multiclasses fossem determinados automaticamente a
partir de informações coletadas dos dados de cada aplicação multiclasses. Ambos os algo-
ritmos realizam um agrupamento hierárquico das classes de acordo com a sua similaridade.
Cada agrupamento realizado define diretamente uma partição binária. Um grafo que pon-
dera a relação entre as classes é utilizado no processo de agrupamento. Esse grafo possui k
vértices, que representam as k classes do problema, e k(k−1)2 arestas entre todos os pares de
vértices. Os pesos são calculados de acordo com informações extraídas do conjunto de dados
do problema multiclasses. Desta forma, a estrutura da árvore é definida de acordo com as ca-
racterísticas e propriedades dos dados de cada aplicação multiclasses [27, 28, 30]. Utilizando
SVMs na indução dos classificadores binários, as taxas de acerto obtidas pelas árvores foram
similares às de estratégias tradicionais, utilizando, entretanto, menos classificadores binários
na solução multiclasses.
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4 Considerações Finais
Embora algumas técnicas de aprendizado sejam originalmente formuladas para a so-
lução de problemas de classificação binários, o seu uso pode ser estendido a aplicações multi-
classes. Em geral dois tipos de estratégias podem ser empregados nesse processo: decomposi-
cionais e diretas. As decomposicionais dividem o problema total em múltiplos subproblemas
binários, cujas saídas são combinadas na obtenção da previsão multiclasses. Nas estratégias
diretas, reformula-se o algoritmo original da técnica de aprendizado em uma versão multi-
classes. Entretanto, esse procedimento nem sempre é simples de ser realizado. Este artigo
revisou as principais estratégias decomposicionais da literatura. Outras técnicas também po-
dem ser consultadas em [23, 22].
Ainda com relação às estratégias decomposicionais, foram apresentadas duas aborda-
gens para a representação e a agregação dos classificadores binários produzidos: baseada em
matrizes de códigos e hierárquicas. Porém, há também trabalhos que combinam as saídas
dos preditores binários com o uso de outro classificador. Esse classificador, que pode ser
produzido por outra técnica de aprendizado distinta da utilizada na obtenção dos preditores
binários, é treinado de forma a ponderar as saídas dos classificadores binários na previsão
multiclasses. Entre os trabalhos que fizeram uso desse tipo de estratégia, pode-se mencionar:
[24, 31, 45].
Como uma possível linha trabalho futuro, pode-se citar a investigação de quais carac-
terísticas dos dados de cada aplicação tornam uma estratégia multiclasses mais adequada à
sua solução. Pode-se utilizar, por exemplo, estratégias de meta-aprendizado nesse processo
[5, 12]. Uma vez que os desempenhos de diferentes estratégias multiclasses podem apre-
sentar algumas variações nas classes, a combinação de um subconjunto delas também pode
acarretar em benefícios, caso haja complementariedades entre os seus resultados. Uma outra
possibilidade é atribuir pesos aos preditores binários nas decomposições, o que é realizado,
por exemplo, em [8]. Um preditor binário considerado mais importante por algum critério
pode assim possuir maior peso na decisão final.
O levantamento bibliográfico realizado evidencia que as pesquisas sobre a geração
de preditores multiclasses a partir de técnicas de classificação binárias têm sido intensas, o
que também pode ser constatado pela presença de várias publicações recentes na área. De
forma geral, cada publicação aponta as vantagens de uma técnica particular sobre outras. Na
prática, entretanto, pode-se dizer que cada técnica tem vantagens e também deficiências e
seus resultados dependem da aplicação sendo considerada e também do bias da técnica de
AM empregada na indução dos classificadores binários.
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