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This bachelor thesis deals with the Stefan problem, from its historical background to the
existence and uniqueness of solution to the problem. The physical background, necessary
to understand the formulation of the problem and which derives from a physical phenom-
enon based on thermodynamics, is presented at the beginning. Afterwards we present
some results related to the problem, like explicit solutions, which can be found in very
particular cases, and an analysis of the technique for obtaining solutions of the problem by
perturbation methods. Also the theoretical development and mathematical formulation
of supercooled Stefan problems is included in this part. Finally, results on existence and
uniqueness for the Stefan problem are shown. In particular, the cases treated here are
the ones concerning small and large times, both for Dirichlet boundary conditions, and
Neumann boundary conditions for small times.
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Introduction
All the concepts and ideas shown in this bachelor thesis are centered around the
Stefan problem. The Stefan problem is the name taken by a free boundary value
problem involving the heat equation, a well-known partial differential equation (it
is assumed that the reader has a basic knowledge on partial differential equations).
Free boundary value problems are the ones with prescribed values in the boundary
of their domain and such that some region of this boundary is not fixed, i.e. it moves
through time. This way, solving the Stefan problem means finding the function that
satisfies the heat equation and the different initial and boundary conditions (includ-
ing the free boundary condition), which let the problem be completely determined,
and also the function that describes the position of the free boundary, which is a
priori unknown.
An easy example to understand the previous description of the problem is the
melting of ice phenomenon. Suppose that there is an ice cube inside a glass of
water, under the assumption that the water is at higher temperature than the ice.
Because of heat flows from hotter to colder regions, the ice cube will melt through
time, changing its phase from solid to liquid. This means that the size of the
ice cube is changing. In more formal words, the free boundary of this physical
phenomenon, i.e. the water-ice interface, moves with time advancing into the solid,
while it is not completely melted.
Once the meaning of Stefan problem is clear, we can say that the motivation to
study this kind of problem started during the first expeditions to the Arctic. In
that situation, it was crucial to understand the behaviour of the frozen seas. By
this reason, in order to establish the framework where the study of the problem
began, all this concepts are deeply reviewed in the historical background section of
the first chapter. In the physical approach section in that same chapter, there is an
explanation based on thermodynamics about the phase change process, which leads
us to the derivation of the Stefan condition. This boundary condition differentiates
the free boundary value problems (involving the heat equation) from the classical
boundary value problems.
In the second chapter, you can find some specific results on the Stefan problems. In
particular, we start presenting the fundamental solution of the heat equation, which
leads us to find the explicit solutions of the Stefan problems for two specific cases
(they are the only two cases in which the Stefan problem has an explicit analytical
solution). In fact, due to the lack of explicit solutions, we show how to apply
a perturbation method to our problem (we remark that numerical solutions have
been omitted in this thesis). We conclude the second chapter with an interesting
and curious theoretical introduction to the physical phenomenon of supercooling,
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followed by its mathematical formulation. Supercooled problems are also Stefan
problems, but they not satisfy the classical physical assumptions.
The third and last chapter is the most complex one. It starts showing the formu-
lation of a two phase water-ice Stefan problem. From this formulation, we reduce
it to a single phase problem (one of the phases is assumed to be at constant tem-
perature), in order to simplify the problem. Both formulations for Dirichlet and
Neumann condition on the fixed boundary are shown. It follows the proof of exis-
tence and uniqueness of solution of the Stefan problem for all time, with Dirichlet
fixed boundary condition. Although the main idea is simple (it is based on a fixed-
point theorem), the proof is long and requires many intermediate steps. It also
involves a lot of bounds, all of which have been derived. Finally, a method for solv-
ing the Stefan problem with Neumann fixed boundary condition and small time
existence is presented. This last proof is less technical than the one used with the
Dirichlet boundary condition, but it works in some cases that the previous one
does not and it shows some interesting and different techniques on mathematical
analysis.
Some mathematical results necessary to completely understand all the proofs and
calculus presented in this thesis, are added as footnotes throughout the document.
There are also a couple of appendices at the end of the thesis, which contain a
more extensive point of view in crucial mathematical concepts for the proofs and
analytical content.
Chapter 1
A first approach to the problem
1. Historical background
Nowadays, a large class of problems containing a free boundary are called Stefan
problems (after J. Stefan, 1835 - 1893). The original Stefan problem treated the
formation of ice in the polar seas. In fact, Stefan compared his mathematical
results with empirical measurements, the ones which were taken during the polar
expeditions to discover a North-West Passage1 (Figure 1).
Fig. 1. North-West Passage routes in red.
About Josef Stefan, he was born in St. Peter near Klagenfurt, Austria, on 24 March
1835 and died on 7 January 1893. He enrolled at the University of Vienna in 1853.
Stefan became a full professor of higher mathematics and physics in 1863 and three
years later he was appointed director of the Institute for Experimental Physics,
founded by Doppler in 1850.
A first description of the physical problem investigated by Stefan is the following.
Consider a quantity of seawater which is cooled down to its freezing temperature.
Suppose that, at a certain time, the temperature of the adjacent air decreases to α
degrees below the freezing temperature of seawater. Thereafter, the temperature of
the air does not change in time. Then ice formation begins at the interface between
air and seawater. The resulting ice layer grows as a function of time. It is found
1The North-West Passage is a sea route through the Arctic Ocean, along the northern coast of
North America via waterways through the Canadian Arctic Archipelago, connecting the Atlantic
and Pacific Oceans.
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that the thickness of the ice layer h is proportional to the square root of the elapsed
time.
But Stefan noted that the physical situation was much more complicated. Firstly,
the temperature of the air is not constant. The temperature of the air starts at the
freezing temperature, then it decreases to a minimum value and then it increases
again to the freezing temperature. Secondly, due to this temperature variation of
the air, the linear temperature profile in the ice is lost because it takes time to
change the temperature in the ice, especially when the thickness of the ice layer
becomes large.
Another physical facts responsible for the disagreement between theory and exper-
iments are that, initially, snow can isolate the ice so that the heat transport to the
air is prohibited, or the presence of a flow of warm water, so that the increase of
the thickness of the ice layer is much less than expected.
The aim of the Stefan’s work was then to collect and discuss the meteorological ob-
servations of British Expeditions to the arctic regions during the quest for a North-
West Passage from the Atlantic to the Pacific, started five years after Columbus
discovered America. The empirical results were obtained from ships, either frozen
up in winter quarters or drifting with the ice.
After that, in 1889, Stefan had written four papers on free boundary problems. The
paper on ice formation in the polar seas was reprinted in 1891, [12], and has drawn
the most attention of the scientific community. The attention drawn by Stefan is
possibly related to the fact that, in Stefan’s time, the North-West Passage had not
been crossed with one ship. Furthermore, Stefan’s paper appeared some years after
a peak in expeditions to the Arctic around 1850. Since the mathematical model on
ice formation given by Stefan is easily solved and gives reasonable results, it could
have been useful for polar expeditions.
Years later, the motivation for such expeditions was mainly to obtain more and
better information about the arctic regions for the scientific community. This aim
was achieved and the expeditions have had a considerable impact on some parts of
scientific research. Note that nowadays, the formation of ice in the polar regions
is again an important topic of research, related to a possibly increasing trend of
temperature of the global atmosphere.
Some more historical notes and a more extended explanation about what we have
treated here, can be found in [15]. The image in Figure 1 was created by NASA and
is available from http://commons.wikimedia.org/wiki/File:Northwest_passage.
jpg.
2. Physical approach
The Stefan problem is probably the simplest mathematical model of a phenome-
non of change of phase. When a phase change takes place, a latent heat is either
absorbed or released, while the temperature of the material changing its phase re-
mains constant in time. In the following, we denote by L > 0 the latent heat of the
material, per unit of volume (p.u.v.) and neglect, for the sake of simplicity, any
volume change in the material undergoing the phase change. We also assume the
critical temperature of phase change to be constant, denoted here by θ0.
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To be specific, consider at time t = t0 an unbounded domain A  R3 divided
by the plane x1 = s0 into two sub-domains. At time t = t0, the sub-domain
A1 = A ∩ {x1 < s0} is filled by water, while A2 = A ∩ {x1 > s0} is filled by ice.
In the terminology of problems of phase change, A1 is the liquid phase and A2 is
the solid phase. The plane separating the two phases is referred to as the interface.
Assume also that the temperature θ is a function of x1 only, besides the time t,
because of the symmetry of the domain A. About the interface, it is a plane at all
times.
From now on, we will denote by x1 = s(t) the position of the interface at time t.
Notice that, due to the natural assumption that temperature is continuous,
(2.1) θ(s(t)+, t) = θ(s(t)−, t) = θ0, for all t.
Remember θ0 is the critical temperature of phase change, which is constant. θ(s(t)
+)
and θ(s(t)−) correspond to the temperature of the solid and liquid boundary, s(t),
respectively.
Assume that ice is changing its phase, that is, the interface advances into the solid
phase. Due to the symmetry assumption that we stipulated before, we may confine
ourselves to consider any portion D, say a disk, of the interface, at time t0. At a
later time t1 > t0, the interface occupies a position s(t1) > s(t0) = s0. The cylinder
D × (s(t1), s(t0)) has been melted over the time interval (t0, t1) (Figure 2).
x1
x3
x2
water ice
e1
s(t0) s(t1)
D
interface
Fig. 2. Cylinder melted over the time interval (t0, t1) after the
heat transfer between ice and water through the interface.
The change of phase has therefore absorbed the following quantity of heat:
(2.2)
volume of the melted cylinder × latent heat p.u.v. = area(D)(s(t1)− s(t0))L.
The heat must be provided by diffusion, as no heat source or sink is considered to
be present in our model. We adopt Fourier’s law2 for the heat diffusion:
(2.3) heat flux = − kiθx,
2The minus sign arises since the heat flows from hot to cold regions, i.e. down the temperature
gradient.
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where k1 > 0 is the thermal conductivity in the water and k2 > 0 is the thermal
conductivity in the ice (in principle k1 6= k2). Notice that the thermal conductivity
k, appearing in (2.3), is positive for any material and not only for the specific case
of water and ice that we are treating in here. What refers to the spatial derivative,
in our case it is different of zero just in the first spatial coordinate, x1, as θ is a
function of x1 only, and time. In other words, in this case, the heat flux only takes
place in x1-axis.
Thus, the quantity of heat in (2.2) must equal
(2.4)
ˆ t1
t0
ˆ
D
[−k1θx1(s(t)−, t) · e1 − k2θx1(s(t)+, t) · (−e1)] dx dt
= area(D) ·
ˆ t1
t0
[−k1θx1(s(t)−, t) + k2θx1(s(t)+, t)] dt,
where we are summing the heat flux of the water and the ice and considering e1
as the unit vector. The sign of this unit vector, positive to the right according to
the reference that we have taken here, indicates how the heat flows in the material,
that is, the sign will be positive if we are considering the heat flux from water to
ice and it would be negative if we take the heat flux in the opposite sense. Notice
also that the spatial integration (dx), appearing in the first integral of (2.4), refers
to the the last two space variables of the domain A, (x2, x3), as we are considering
that the disk D is moving along x1, i.e., D belongs to the plane normal to the
x1-axis (see Figure 2).
Combining now the two quantities (2.2) and (2.4) and simplifying, we get
ˆ t1
t0
[−k1θx1(s(t)−, t) + k2θx1(s(t)+, t)] dt = (s(t1)− s(t0))L.
Dividing the equation by t1 − t0 and letting t1 → t0,
lim
t1→t0
1
t1 − t0
ˆ t1
t0
[−k1θx1(s(t)−, t) + k2θx1(s(t)+, t)] dt = lim
t1→t0
s(t1)− s(t0)
t1 − t0 L,
we finally get
(2.5) − k1θx1(s(t)−, t) + k2θx1(s(t)+, t) = Ls˙(t),
where we have substituted t0 with the general time t, as the same procedure above
can be obviously carried out at any time. The equation in (2.5) is called the Stefan
condition on the free boundary, which is merely a law of energy balance (it is clear
by the procedure we followed to obtain (2.5)).
Remark 2.1. Note that, although we did not assume any condition on the values
of θ(x1, t) in the interior of both two phases, on physical grounds we should expect
(2.6) θ > θ0, in water, i.e., in A1; θ 6 θ0, in ice, i.e., in A2.
The equality θ ≡ θ0 in either one of the two phases (or in both) can not be ruled
out in the model above. Rather, it corresponds to the case when a whole phase is
at critical temperature. Diffusion of heat, according to (2.3), can not take place in
that phase, as θx1 ≡ 0 there. Clearly, there will not be any gradient of temperature
between one phase an the interface when both interface and phase have the same
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temperature. Thus, (2.5) reduces to, e.g., if the solid phase is at constant tem-
perature θ0 as the interface does, the Stefan condition in the new model reduces
to
(2.7) − k1θx1(s(t)−, t) = Ls˙(t).
Notice that if θ > θ0 in water, (2.7) predicts that s˙(t) > 0. In other words, melting
of ice is predicted by the model, instead of solidification of water. Remember that
the sign of s˙(t) > 0 only depends on the sign of θx1(s(t)−, t), such as L and k1 are
always positive, as we said before.
Problems where one of the two phases is everywhere at the critical temperature
are usually referred to as one phase problems, while the general case, where (2.5) is
prescribed, is the two phase problem.
Moreover, notice that if we assume in (2.5) that θ < θ0 in A1 and θ ≡ θ0 in A2,
we find s˙(t) < 0. This appears to be inconsistent with physical intuition: a phase
of ice at sub-critical temperature should grow into a phase of water at identically
critical temperature. Indeed, (2.5) is not a suitable model for the physical setting
considered here. In other words, the Stefan condition in the form given above keeps
memory of which side of the interface is occupied by each phase.
If condition (2.6) is not satisfied, we are in front of a supercooled Stefan problem.
This kind of problems in which the fluid solidifies, i.e. the solid phase advances into
the liquid phase, will be explained later in deep in the last section of chapter 2.
Remark 2.2. On the interface, which is also known as the free boundary, two
conditions are prescribed: (2.1) and (2.5). In the case of a one phase problem,
this fact has the following meaningful interpretation in terms of the general the-
ory of parabolic PDEs: the boundary of the domain where the heat equation (a
parabolic equation based on (2.3)) is posed, contains an a priori unknown portion,
corresponding to the interface separating the liquid phase from the solid one.
Clearly, if only the Dirichlet boundary condition (2.1) was imposed on it, we could
choose ‘arbitrarily’ this part of the boundary, and solve the corresponding initial
value problem. But the solution would not, in general, satisfy (2.7). A similar
remark applies to solutions found imposing just (2.7) (where now the arbitrarily
given boundary x1 = s(t) is explicitly taken into account). It is therefore evident
that on the free boundary, both conditions (2.1) and (2.7) should be prescribed to
ensure both existence and uniqueness of solution in our problem.
Incidentally, this circle of ideas provide the basic ingredients for a possible proof of
the existence of solutions: we assign arbitrarily a free boundary ‘candidate’ s∗ and
consider the solution θ to the problem, say, corresponding to the data (2.1). Then
we define a transformed boundary s∗∗ exploiting (2.7), i.e.,
−k1θx1(s∗(t)−, t) = Ls˙∗∗(t).
A fixed point of this transform corresponds to a solution of the complete problem.
To end, just say that the text and explanations of this last section have all been
extracted and inspired from [1], pages 1-3.

Chapter 2
Some results on the Stefan problem
1. Fundamental solution of heat equation
1.1. Invariant transformations (Dilation scaling).
Consider the homogeneous heat equation
(1.1) ut −D∆u = 0, x ∈ Rn, t > 0.
The transformations
x 7−→ ax, t 7−→ bt, u 7−→ cu (a, b, c > 0)
represent a dilation (or contraction) of the graph of u. Let us check for which
constant values of a, b and c, the function
u∗(x, t) = cu(ax, bt)
is still a solution of (1.1). We have1:
u∗t (x, t)−D∆u∗(x, t) = cbut(ax, bt)− ca2D∆u(ax, bt)
and so u∗ is a solution of (1.1) iff b = a2. This last relation suggests the name of
parabolic dilation for the transformation
x 7−→ ax, t 7−→ bt (a, b > 0)
and we conclude that u∗(x, t) is a solution of (1.1) if and only if u(ax, a2t) is also
a solution.
1.2. Fundamental solution (n = 1).
According to the previous development, we can claim that u(x, t) = F˜ (ax, a2t),
where u(x, t) solves (1.1). In particular, taking a = 1/
√
t, we arrive to
(1.2) u(x, t) = F˜
(
x√
t
, 1
)
= F (ξ), for ξ =
x√
t
.
Solutions of the form (1.2) are called similarity solutions. A solution of a particular
evolution problem is a similarity or self-similar solution if its spatial configuration
(graph) remains similar to itself at all times during the evolution. In one space
dimension, self-similar solutions have the general form u(x, t) = a(t)F (x/b(t)).
The variables of the form ξ = x/b(t) are known as similarity variables.
1In the following there is some abuse of notation involving the variables. Formally, in one dimen-
sion: u∗
t˜
(x˜, t˜)− u∗x˜x˜(x˜, t˜) = but(ax˜, bt˜)− a2uxx(ax˜, bt˜) = ut(x, t)− uxx(x, t) = 0.
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Substituting then u(x, t) = F (ξ(x, t)) into (1.1) and considering D = 1, gives
(1.3)
∂u
∂t
(x, t) =
dF
dξ
∂ξ
∂t
=
−x
2t
√
t
dF
dξ
,
∂u
∂x
(x, t) =
dF
dξ
∂ξ
∂x
=
1√
t
dF
dξ
,
(1.4)
∂2u
∂x2
(x, t) =
1√
t
d2F
dξ2
∂ξ
∂x
=
1
t
d2F
dξ2
.
Equation (1.3) and (1.4) give the second order linear homogeneous differential equa-
tion
(1.5)
d2F
dξ2
+
ξ
2
dF
dξ
= 0,
which can be solved with the integrating factor2
(1.6) M(ξ) = e
´ ξ
a
z/2 dz = C1e
ξ2/4,
where C1 is an integration constant. M(ξ) in equation (1.6) is multiplied with
equation (1.5) and by identifying the product rule in derivation, we have
(1.7)
d2F
dξ2
M(ξ) +
ξ
2
M(ξ)
dF
dξ
=
d
dξ
(
M(ξ)
dF
dξ
)
= 0.
Integrating now equation (1.7) we get
(1.8) M(ξ)
dF
dξ
= C2,
where C2 is another integration constant.
Applying then the second fundamental theorem of calculus3, the solution of (1.8)
can be written as4
F (ξ) =
C2
C1
ˆ ξ
a
e−z
2/4 dz + C
y=z/2
= 2
C2
C1
ˆ ξ/2
a
e−y
2
dy + C = A erf
(
ξ
2
)
+ C,
for C a constant of integration and thus the solution of ut − uxx = 0 is
u(x, t) = F
(
x√
t
)
= A erf
(
x
2
√
t
)
+ C.
Using that the derivative (ux or ut or uxx, etc) of a solution of (1.1) is again a
solution, we take
s(x, t) =
∂u(x, t)
∂x
=
A
2
√
t
e−
x2
4t .
Finally, we usually choose a particular value of A so that
´
R s(x, t) dx is unity. This
way5
1 =
ˆ
R
s(x, t) dx =
A
2
√
t
ˆ
R
e−
x2
4t dx =
y=x/2
√
t
A
ˆ
R
e−y
2
dy = A
√
pi =⇒ A = 1√
pi
2An integrating factor is a function by which an ordinary differential equation can be multiplied
in order to make it integrable.
3The second fundamental theorem of calculus holds for f a continuous function on an open
interval I and a any point in I. It states that if F is defined by the integral F (x) =
´ x
a f(y)dy,
then d
dx
F (x) = f(x) at each point in I.
4Function erf(x) is the ”error function”, defined by erf(x) = 2
pi
´ x
0 e
−y2 dy.
5Recall that
´
R e
−z2 dz =
√
pi.
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For this choice of constant A we have the fundamental solution of the heat equation
(1.1):
ΓD(x, t) =
1√
4piDt
e−
x2
4Dt , x ∈ R, t > 0.
The study of the invariant transformations and the derivation of the fundamental
solution of heat equation can be found in both [11], pages 34-38 and [14], pages
46-52.
2. Classical solutions
The only known exact solutions to the Stefan problems come from looking for
similarity solutions, which have been presented in the previous section. The first
known exact solution is due to Neumann and it may be expressed in terms of the
similarity variable y = x/
√
t. The second is the travelling wave solution. No exact
solutions have yet been found for the melting problem with arbitrary initial and
boundary conditions as well as finite domains. All other exact analytical solutions
to Stefan problems are particular cases of the travelling wave or Neumann solutions.
The next discussion for exact solutions to Stefan problems has been inspired in the
notes of [9], section 2.2.2 and in [10], section 4.2.
2.1. The Neumann solution.
Remember the physical considerations and explanations on the Stefan problems
and free boundary phenomenon we covered in section 2 of chapter 1.
In particular, for the Neumann solution we are treating here, initially the liquid
layer does not exist, so we impose no initial condition on the temperature and set
s(0) = 0. The solid phase and the interface between both phases remains always
at the melting temperature. We also have a constant Dirichlet boundary condition
at x = 0, f0. Thus, our final formulation is
ut − uxx = 0, 0 < x < s(t), t > 0;(2.1)
u(0, t) = f0 > 0, t > 0;(2.2)
−ux(s(t), t) = s˙(t), t > 0;(2.3)
u(s(t), t) = 0, t > 0;(2.4)
s(0) = 0.(2.5)
Recall now the content of the previous subsection 1.2 to solve the heat equation
problem (2.1). We then seek for a solution of the form u(x, t) = A erf
(
x
2
√
t
)
+ C.
Considering now the boundary conditions, at x = 0, (2.2), and x = s(t), (2.4), we
respectively get C = f0 and A =
−f0
erf(λ) , with λ =
s(t)
2
√
t
. Since A is a constant, it
follows that λ must also be a constant. This way, s(t) = 2λ
√
t and taking into
account the values of the constants A and C, we get:
(2.6) u(x, t) = f0 − f0
erf(λ)
erf
(
x
2
√
t
)
.
About the parameter λ, consider the Stefan condition (2.3) at the free boundary,
x = s(t), which is −ux(s(t), t) = s˙(t). The time derivative of s(t), s˙(t), in the right
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hand side of the Stefan condition, is
(2.7)
ds(t)
dt
=
d
dt
(2λ
√
t) =
λ√
t
.
For the left hand side of the Stefan condition, we need first to take the spatial
derivative of the solution u, given by equation (2.6):
ux(x, t) = − f0
erf(λ)
2√
pi
d
dx
ˆ x
2
√
t
0
e−y
2
dy = − f0
erf(λ)
1√
pi
e−x
2/4
√
t
,
and then evaluate at x = s(t), obtaining then
(2.8) ux(s(t), t) = − f0
erf(λ)
e−λ
2
√
t
√
pi
.
By setting equations (2.8) and (2.7) into the Stefan condition (2.3), we get the next
relation to be satisfied by λ:
λeλ
2
erf(λ) =
f0√
pi
.
Summing up, the functions u(x, t) and s(t) and the condition for λ, which solve
(2.1) - (2.5), are the next below. In Figure 1 it is shown the 3D-plot of the surface
corresponding to u(x, t), for a specific value of f0 = 1 and λ = 1.
u(x, t) = f0 − f0erf(λ)erf
(
x
2
√
t
)
,
s(t) = 2λ
√
t,
λeλ
2
erf(λ) = f0√
pi
.
Fig. 1. 3D-plot of the surface u(x, t) = 1− 1erf(1)erf
(
x
2
√
t
)
.
For some fixed times tk, we obtain the temperature function u(x, tk) respect to the
space variable x, Figure 2.
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Fig. 2. Plot of u(x, t) = 1 − 1erf(1)erf
(
x
2
√
tk
)
, for tk =
0.0001, 0.001, 0.01, 0.1, 0.5, 1, 1.5, 2, respectively, where 0 < x <
s(tk).
According to the previous result, if we look at the problem for 0 < x < s(t), we
only have the heat equation (2.1), which is a linear equation. Let us analyze now
which type is our problem at x = s(t).
By hypothesis, u(s(t), t) = 0, (2.4). Then, the rate of change of the temperature u
at the free boundary x = s(t) respect to time, corresponds to
d
dt
u(s(t), t) =
∂u(s(t), t)
∂x
ds(t)
dt
+
∂u(s(t), t)
∂t
= 0
and then
(2.9)
∂u(s(t), t)
∂x
= −
∂u(s(t),t)
∂t
ds(t)
dt
.
Multiplying now (2.3) by (2.9), we get
− (ux(s(t), t))2 = −ds(t)
dt
∂u(s(t),t)
∂t
ds(t)
dt
⇔ (ux(s(t), t))2 = ∂u(s(t), t)
∂t
(2.1)
= −∂
2u(s(t), t)
∂x2
,
which is a nonlinear problem.
2.2. The travelling wave solution.
This situation is quite similar to the one in the Neumann solution, but now consider
that the melt front moves at constant speed, s(t) = ct, where c > 0 indicates melting
and c < 0 indicates freezing. According to our problem the ice is melting, i.e., c > 0.
Then, we seek a solution that travels with the front and following this idea we take
the change of coordinates ξ = x − ct. This pins the melting front to ξ = 0, for all
t > 0.
The problem here considered can be modelled in a very similar way to (2.1) - (2.5),
but now we are imposing the movement of the free boundary to be at constant
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speed c, so the boundary condition at x = 0, u(0, t), would differ from the one in
the Neumann solution formulation (2.2).
If we let u(x, t) = U(x − ct) = U(ξ), then ut = Uξξt = −cUξ and uxx = Uξξ. In
terms of the similarity variable ξ = x− ct, we find
−cUξ − Uξξ = 0, 0 < x < s(t), t > 0;(2.10)
−Uξ(0) = s˙(t) = c, t > 0;(2.11)
U(0) = 0, t > 0.(2.12)
Setting ω = Uξ, equations (2.10) and (2.11) transform respectively into the following
initial value problem {
cω + ωξ = 0
−ω(0) = c
the solution of which is ω = −ce−cξ.
Finally, by the second fundamental theorem of calculus, as ω = Uξ,
U(ξ) =
ˆ ξ
a
−ce−cy dy = e−cξ − C,
where C is a constant of integration. But in order to satisfy equation (2.12), we
conclude that C = 1. Finally, converting back the similarity variable ξ = x− ct to
(x, t), we get
u(x, t) = e−c(x−ct) − 1.
As in the Neumann solution of subsection 2.1, in Figure 3 it represented the 3D-plot
of the surface corresponding to u(x, t), taking c = 1.
Fig. 3. 3D-plot of the surface u(x, t) = e−x−t − 1.
For some fixed times tk, we obtain the temperature function u(x, tk) respect to the
space variable x, Figure 4.
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Fig. 4. Plot of u(x, t) = e−x−tk − 1, for tk =
0.0001, 0.001, 0.01, 0.1, 0.5, 1, 1.5, 2, respectively, where 0 < x < tk.
3. Perturbation solutions
Perturbation solutions are the ones obtained from perturbation methods. These
methods are based on approximations, where some parameter of the problem is
small and so we may look for a solution, depending on this small parameter, close to
the known solution, obtained experimentally, for example. Of course, this procedure
is necessary in order to solve most of the equations in mathematical physics, which
do not have exact solutions. As the previous section, this part has been inspired
and extracted from [10], section 4.4.
Consider now the following mathematical formulation of such problem.
ut − uxx = 0, 0 < x < s(t), t > 0;(3.1)
u(0, t) = 1, t > 0;(3.2)
u(s(t), t) = 0, t > 0;(3.3)
ds
dt
= − ∂u
∂x
∣∣∣∣
x=s(t)
, t > 0;(3.4)
s(0) = 0.(3.5)
In equation (3.4) a small parameter  appears. It corresponds to  = 1/β, where
β is known as the inverse Stefan number.  is called the small Stefan number (for
large β).
At the moment, if we look for a perturbation solution, the small parameter  is
only in the boundary condition, so we still have to solve the full heat equation
(3.1). However, according to (3.4) and the fact that  is a small parameter, say
 → 0, we can consider ds(t)/dt ≈ 0, which implies, next to the condition (3.5),
s ≈ 0. This indicates that small Stefan number corresponds to slow melting and
this is clear by noting the proportional relation between the Stefan number (St)
and the change of temperature (heating), St ∝ ∆u (β = Lmc∆u ). Thus, small St
implies small heating.
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Now we want to find the function s(t) corresponding to the previous system (3.1)
- (3.5), in terms of the parameter . The procedure that we will follow to get
the result will be an approximation method, more specifically, we will use series
expansion. It will also be useful to write the equations of our system in a more
appropriate manner and adding some extra parameters. Obviously, the initial and
boundary conditions of the problem are necessary in order to get a solution just
depending on the parameters we have just considered.
First, to examine the problem in more detail we rescale the time, in order to follow
the motion of the melt front and work on a slow time scale. It is done by choosing
τ = t. This leads us to a rescaled problem. In particular:
(3.6)
∂u(x, t)
∂τ
=
∂u(x, t)
∂t
dt
dτ
=
∂u(x, t)
∂t
1

=⇒ uτ = ut = uxx,
(3.7)
ds(t)
dτ
=
ds(t)
dt
dt
dτ
=
ds(t)
dt
1

=⇒ ds
dτ
=
1

ds
dt
= −∂u
∂x
∣∣∣∣
x=s(t)
.
So now the small parameter appears in the heat equation (3.1). Then, we consider
the following series expansion
(3.8) u = u0 + u1 + 
2u2 + · · ·
that, combined with the rescaled heat equation (3.6), gives

∂u0
∂τ
+ 2
∂u1
∂τ
+ 3
∂u2
∂τ
+ · · · = ∂
2u0
∂x2
+ 
∂2u1
∂x2
+ 2
∂u2
∂x2
+ · · ·
Equating terms with the same coefficient, we have
∂2u0
∂x2
= 0
(3.2),(3.3)−→ u0 = 1− x
s
,(3.9)
∂2u1
∂x2
=
∂u0
∂τ
(3.2),(3.3)−→ u1 = sτ
6
[
x3
s2
− x
]
,
∂2u2
∂x2
=
∂u1
∂τ
· · ·
If we substitute the previous solutions for ui, i = 0, 1, . . . , obtained in (3.9), into
the Stefan condition (3.7), we find
(3.10)
ds
dτ
= − ∂u
∂x
∣∣∣∣
x=s(t)
= −
[
∂u0
∂x
∣∣∣∣
x=s(t)
+ 
∂u1
∂x
∣∣∣∣
x=s(t)
+ · · ·
]
= −
[
−1
s
+ 
1
3
ds
dτ
+ · · ·
]
,
which gives us, after solving the differential equation referring to s(t) from (3.10),
and with the help of the initial condition s(0) = 0 (3.5),
s =
√
6τ
3 + 
series expansion
=
√
2τ
(
1− 
6
+ · · ·
)
.
At this stage we note that we cannot take the perturbation solution further. The
reason is we cannot consider u2, since it depends on ∂u1/∂τ and so involves a term
sττ . Because of we only have a single initial condition for s(t), (3.5), we are not
able to deal with this extra term (and the next, obviously), that makes the Stefan
condition second order in time and so on.
However, we may overcome this problem by setting y = x−s(τ), which is known as
boundary immobilisation, now the free boundary is fixed at y = 0 for all time (in
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fact this technique was already used in discussing the travelling wave solution, in
the previous section). Also note that s(t) is monotonic in τ (this fact is proved later
in the thesis, specifically in 2.2 of chapter 3). Then it is possible to work in terms of
s as the time variable, i.e., τ = τ(s). Thus, denoting u(x, t) = u(x, τ/) = U(y, s),
where the new Stefan condition becomes
(3.11)
ds
dτ
= − ∂u
∂x
∣∣∣∣
x=s(t)
= − ∂U
∂y
∣∣∣∣
y=0
,
recalling x = s(t) corresponds now to y = 0, we write
(3.12)
∂2u
∂x2
=
∂2U
∂y2
,
(3.13) 
∂u
∂τ
= 
∂U
∂τ
= 
∂U
∂s
ds
dτ
= 
(
∂U
∂y
(−1) + ∂U
∂s
)
·
(
− ∂U
∂y
∣∣∣∣
y=0
)
.
This way, from (3.12) and (3.13), the heat equation (3.6) becomes
(3.14) − 
(
∂U
∂y
∣∣∣∣
y=0
)
·
(
∂U
∂s
− ∂U
∂y
)
=
∂2U
∂y2
.
Now, as before in (3.8), we take the expansion
(3.15) U = U0(y, s) + U1(y, s) + 
2U2(y, s) + · · ·
Applying (3.15) to the new heat equation (3.14) and identifying terms with the
same coefficients (exactly the same procedure carried out in (3.9)) we have
∂2U0
∂y2
= 0 −→ U0 = −y
s
,
(3.16)
∂2U1
∂y2
=
(
− ∂U0
∂y
∣∣∣∣
y=0
)
·
(
∂U0
∂s
− ∂U0
∂y
)
=
y
s3
+
1
s2
−→ U1 = y
3
6s3
+
y2
2s2
+
y
3s
,
∂2U2
∂y2
=
(
− ∂U0
∂y
∣∣∣∣
y=0
)
·
(
∂U1
∂s
− ∂U1
∂y
)
−
(
∂U1
∂y
∣∣∣∣
y=0
)
·
(
∂U0
∂s
− ∂U0
∂y
)
= − y
3
2s5
− 3y
2
2s4
− 5y
3s3
− 2
3s2
−→ U2 = − y
5
40s2
− y
4
8s4
− 5y
3
18s3
− y
2
3s2
− 7y
45s
,
where we have used the next new boundary conditions, in order to determine exactly
the functions Ui:
u(0, t) = 1 −→ U(−s, s) = 1,
u(s, t) = 0 −→ U(0, s) = 0.
An important point to note is that we could take this expansion as far as we like,
there is no issue with derivatives of s as it happened before by considering the
boundary immobilisation, y = x−s(t). The only reason to stop is that the calculus
becomes tedious.
About the Stefan condition (3.11), according to the results in (3.16), it becomes
(3.17)
ds
dτ
= − ∂U
∂y
∣∣∣∣
y=0
=
1
s
− 
3s
+
72
45s
+ · · ·
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Hence, solving the differential equation (3.17) referring to s(t) and imposing the
initial condition s(0) = 0, we finally obtain
(3.18) s =
√
2τ
(
1− 
3
+
72
45
+ · · ·
)
.
Now we can compare the perturbation solution (3.18) just obtained with the exact
solution to the same problem, s = 2λ
√
t, where λ fulfills some relation with β, the
inverse Stefan number. In particular, for β = 2 we have a 1.8% error, for β = 5 we
have a 0.3% error... (increasing β, that is, decreasing the small parameter , our
perturbation solution better approximates the exact solution).
4. Supercooled Stefan problem
When a solidification takes part, i.e. when a solid forms from a liquid at a het-
erogeneous temperature, the solidification process is relatively slow and the liquid
molecules have time to rearrange into a standard crystalline configuration. How-
ever, a supercooled (also known as undercooled) liquid is in unstable state, i.e. it
will rapidly solidify as soon as the necessary conditions to happen take place. See
Figure 5.
Fig. 5. Image of supercooled glacial acetic acid after illumi-
nation by a laser pulse. Freezing is complete within half a
second. Image taken from: PCP 14 90 (2012) http://pubs.
rsc.org—doi:10.1039/C1CP22774B. Reproduced with permission
from RSC Journals.
The solidification process may be so rapid that the liquid molecules have no time
to rearrange themselves into the usual crystal structure, originated by solidification
at a heterogeneous temperature. Consequently, they form an unorganised solid
structure, that is reminiscent of the liquid phase. For this reason, solids formed
from a supercooled liquid are also referred to as liquids on pause.
The different molecular arrangement means that such solids may have very different
properties to its normal solid phase. An example are metal alloys, which formed
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by supercooling, can be twice as strong and three times more elastic than steel.
Therefore, the applications of supercooled materials are present in many areas,
such as in sport, electronic equipment, medical and aerospace industry, etc.
One of the most basic formulations of the two-phase supercooled Stefan problem,
neglecting the density changes between both phases, may be written in the following
form
∂θ
∂t
=
k
c
∂2θ
∂x2
, 0 < x < s(t), t > 0;(4.1)
∂T
∂t
=
∂2T
∂x2
, s(t) < x <∞, t > 0;(4.2)
θ(s(t), t) = T (s(t), t) = TI(t), t > 0;(4.3)
θx(0, t) = 0, t > 0;(4.4)
θ(x, 0) = θi, 0 < x < s(t);(4.5)
T |x→∞ → −1, t > 0;(4.6)
T (x, 0) = −1, s(t) < x <∞;(4.7)
[β − (1− c)st]st =
(
k
∂θ
∂x
− ∂T
∂x
)∣∣∣∣
x=s(t)
, t > 0;(4.8)
s(0) = 0.(4.9)
In the above formulation of the problem, θ and T represent the solid and liquid
temperature, respectively, k = kskl the thermal conductivity ratio (between the solid
thermal conductivity and the liquid thermal conductivity), c the specific heat ratio,
β = Lmc∆T the inverse Stefan number, Lm the latent heat of melting and ∆T the
degree of supercooling (difference of temperature between solid and liquid phase).
Notice that the system (4.1) - (4.9) describes the phase change process of a su-
percooled semi-infinite liquid material (s(t) < x < ∞), which solidifies from the
boundary x = s(0) = 0. As usual, the phase change boundary is at x = s(t) and
its temperature is represented by TI(t).
If solidification process of the liquid material in s(t) < x < ∞, occurs at hetero-
geneous temperature, i.e. there is no supercooling, then TI(t) = 0. Otherwise,
with supercooling, there exists a non-linear relation between TI(t) and st =
ds
dt .
However, for small levels of supercooling and for simplicity, it is standard to choose
a linear approximation TI(t) = −st(t), called linear kinetic undercooling. Notice
that the methodology applied in the linear approximation translates immediately
into the non-linear case.
The standard one-phase Stefan problem comes from eliminating in the system (4.1)
- (4.9) all the equations and conditions involving θ, and setting k = 0 in the Stefan
condition (4.8). Consequently
∂T
∂t
=
∂2T
∂x2
, s(t) < x <∞, t > 0;(4.10)
T (s(t), t) = −st, t > 0;(4.11)
T |x→∞ → −1, t > 0;(4.12)
T (x, 0) = −1, s(t) < x <∞;(4.13)
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[β − (1− c)st]st = −∂T
∂x
∣∣∣∣
x=s(t)
, t > 0;(4.14)
s(0) = 0.(4.15)
In the reduction to the one-phase problem, we assume θ to be constant throughout
the solid phase, and recalling the condition (4.3), we deduce that TI(t) must be
constant in time, too. Without undercooling, TI ≡ 0 and then all the equations
and conditions of the problem are satisfied. However, during undercooling, we
consider TI(t) = −st(t), which varies with time. This contradicts the constant
value that TI(t) already had, without undercooling.
In order to deal with this issue in supercooled Stefan problems, we will consider the
limit k →∞, where k = kskl . The reason for this choice is due to thermodynamics:
heat conduction occurs on the microscopic scale due to the transfer of kinetic energy
from hot, rapidly vibrating atoms or molecules, to their cooler and more slowly
vibrating neighbours. In solids, the close fixed arrangement of atoms means that
the heat conduction is faster than in fluids, which have a larger distance between
atoms.
Thus, in general, the heat conductivity of a solid is greater than that of its cor-
responding liquid phase, so our consideration k → ∞ makes sense. Then, letting
k → ∞, (4.1) reduces to θxx ≈ 0, i.e. to leading order θ = c0(t) + c1(t)x, and by
the linear kinetic undercooling (4.3), we get θ(x, t) = −st(t).
Notice also that in the Stefan condition (4.8) appears the term kθx, which is zero
to leading order since θ(x, t) = −st(t). But since the parameter k is large (k →∞),
it is possible that a lower order term plays an important role. Thus, we consider
the series expansion
θ = θ0 +
1
k
θ1 +
1
k2
θ2 + · · · ,
and combining it with (4.1), we obtain
(4.16) c
∂θ0
∂t
+
c
k
∂θ1
∂t
+
c
k2
∂θ2
∂t
+ · · · = k∂
2θ0
∂x2
+
∂2θ1
∂x2
+
1
k
∂2θ2
∂x2
+ · · ·
Equating now terms with the same coefficient in (4.16), we have ∂
2θ0
∂x2 = 0, c
∂θ0
∂t =
∂2θ1
∂x2 , etc. Taking in consideration the boundary and initial conditions of our prob-
lem (4.1) - (4.9), we conclude that θ0 = −st, θ1 = −cstt x2−s22 , and the same with
the rest of terms.
By the previous calculations, our original Stefan condition (4.8),
[β − (1− c)st]st = k
(
∂θ0
∂x
+
1
k
∂θ1
∂x
+O
(
1
k2
))∣∣∣∣
x=s(t)
− ∂T
∂x
∣∣∣∣
x=s(t)
,
becomes
(4.17) [β − (1− c)st]st + csstt = − ∂T
∂x
∣∣∣∣
x=s(t)
.
Notice that we now require an extra initial condition, in order to deal with stt in
(4.17). More specifically, we need a condition over st, where TI(t) = −st, by the
linear kinetic undercooling.
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In the absence of supercooling, T (s(t), t) = TI(t) = 0 and since s(0) = 0 (4.9),
T (0, 0) = 0. Recall now that, for x > 0, we have that T (x, 0) = −1 (4.7), so the
temperature gradient is
Tx(x, 0)|x→0 = lim
h→0
T (h, 0)− T (0, 0)
h
= lim
h→0
(−1− 0
h
)
= −∞.
This indicates that st(0) = ∞, which may be seen, for example, in the Neumann
solution of the one-phase Stefan problem (which has been explained in section 2.1
of this chapter), where st ∼ 1√t . The singularity is an obvious consequence of the
unphysical nature of the boundary condition: choosing T = −1 for all x > 0 and
T = 0 at a single point, x = 0, is not consistent with a continuum theory.
However, this unphysical behaviour of the model can be removed through the kinetic
undercooling. The way to avoid the previous singularity is to consider
T (0, 0) = lim
h→0
(T (h, 0) +O(h)) = lim
h→0
(−1 +O(h)) = −1.
In physical terms, we may think of an undercooled melt at temperature T = −1,
where some infinitesimally small amount of energy, sufficient to start the solidi-
fication process, is input at the boundary, i.e. T (0, 0) = T (h, 0) + O(h). Since
TI(0) = T (0, 0) = −1, the additional condition required to close the undercooled
Stefan problem is st(0) = −TI(0) = 1.
This way, the mathematical formulation of the undercooled Stefan problem when
k →∞, is the following:
∂T
∂t
=
∂2T
∂x2
, s(t) < x <∞, t > 0;(4.18)
T (s(t), t) = −st, t > 0;(4.19)
T |x→∞ → −1, t > 0;(4.20)
T (x, 0) = −1, s(t) < x <∞;(4.21)
[β − (1− c)st]st + csstt = − ∂T
∂x
∣∣∣∣
x=s(t)
, t > 0;(4.22)
st(0) = 1,(4.23)
s(0) = 0.(4.24)
This last formulation (4.18) - (4.24) is a better reduction from the two-phase prob-
lem than (4.10) - (4.15). The reason is that (4.18) - (4.24) conserves energy, whereas
(4.10) - (4.15) does not. Some more comments about energy conservation in the
one-phase supercooled Stefan problem and the ideas reviewed in this section, can
be found in [6].

Chapter 3
Analytical development
1. Mathematical formulation of the problem
Here we are discussing the different possible mathematical formulations to our
problem, according to our discussions from section 2 in chapter 1. This first part
of the chapter has been inspired in [1] and also in [7].
Consider a one dimensional problem. Taking into account the previous physical
approximation from chapter 1, the complete two phase Stefan problem can be
formulated as follows, where we denote with x and t the space and time variable,
respectively, and θ the temperature of the material.
ρ1c1θt − k1θxx = 0, 0 < x < s(t), t > 0;(1.1)
ρ2c2θt − k2θxx = 0, s(t) < x < d, t > 0;(1.2)
−k1θx(0, t) = h1(t), t > 0;(1.3)
−k2θx(d, t) = h2(t), t > 0;(1.4)
θ(x, 0) = Θ(x), 0 < x < d;(1.5)
θ(s(t)−, t) = θ(s(t)+, t) = θ0, t > 0;(1.6)
−k1θx(s(t)−, t) + k2θx(s(t)+, t) = Ls˙(t), t > 0;(1.7)
s(0) = b.(1.8)
In the previous formulation, (1.1) and (1.2) are the heat equation for the water
and ice phase, respectively, (1.3) and (1.4) are the Neumann boundary condition
at x = 0 for the water and ice phase, respectively, (1.5) is the initial temperature
along all the space domain, (1.6) is the Dirichlet condition at the free boundary
(water-ice line), (1.7) is the Stefan condition and (1.8) is the initial position of the
free boundary.
About the different parameters appearing in (1.1) - (1.8), 0 ≤ b ≤ d and ρi, ci, ki
for i = 1, 2, are given positive numbers. The ρi, ci and ki represent the density,
the heat transfer capacity and the thermal conductivity, in the liquid and solid
phase, respectively. In this case, according to the formulation above, the liquid
phase occupies, at t = 0, the space interval [0, b], while the solid phase occupies
the interval [b, d]. Because we are dealing with the heat equation, we take t to be
positive.
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Notice also that we are assuming that 0 < s(t) < d for all t ≥ 0. If the free
boundary hits one of the two fixed boundaries x = 0 and x = d, say at time t∗, of
course the formulation above should be changed. In practice, one of the two phases
disappears at t = t∗.
About the data, it must also satisfy some extra suitable conditions if we are to
attach the physical meaning of a change of phase model, to the problem above. At
any rate, the initial condition must satisfy
Θ(x) ≥ θ0, 0 ≤ x ≤ b; Θ(x) ≤ θ0, b ≤ x ≤ d.
Essentially, we need θ ≥ θ0 in 0 ≤ x ≤ s(t), t ≥ 0 and θ ≤ θ0 in s(t) ≤ x ≤ d, t ≥ 0.
Once we have presented the mathematical formulation and physical assumptions
for the two phase Stefan problem, from now on, we will deal mainly with the one
phase version of (1.1) - (1.8), where the solid phase is at constant temperature θ0.
Under this consideration, the mathematical formulation of the problem reduces to
ρ1c1θt − k1θxx = 0, 0 < x < s(t), t > 0;(1.9)
−k1θx(0, t) = h1(t), t > 0;(1.10)
θ(x, 0) = Θ(x), 0 < x < b;(1.11)
θ(s(t), t) = θ0, t > 0;(1.12)
−k1θx(s(t), t) = Ls˙(t), t > 0;(1.13)
s(0) = b.(1.14)
But in order to become our problem more treatable and avoid working with pa-
rameters, we rescale the formulation above. In order to do so, consider then the
following change of variables:
(1.15) θ(x, t) = θ(γx˜, δt˜) = αu(x˜, t˜) + θ0, x˜ = x/γ, t˜ = t/δ,
where α = Lρ1c1 , γ = +
√
k1
ρ1c1
and δ = 1. Thus, the problem in 0 < x˜ < s˜(t) =
s(t)/γ, t > 0, now takes the form (remember t˜ = t, as δ = 1):
ut˜ − ux˜x˜ = 0, 0 < x˜ < s˜(t), t > 0;
−ux˜(0, t) = h1(t)
L
√
ρ1c1
k1
, t > 0;
u(x˜, 0) =
(Θ(x)− θ0)ρ1c1
L
, 0 < x˜ < b˜;
u(s˜(t), t) = 0, t > 0;
−ux˜(s˜(t), t) = ˙˜s(t), t > 0;
s˜(0) = b˜.
Abusing of notation, we will keep the old names for all variables excepting the
unknown u, corresponding to the temperature of water. This way, we arrive to the
final formulation of our one phase Stefan problem:
ut − uxx = 0, 0 < x < s(t), t > 0;(1.16)
−ux(0, t) = h(t) > 0, t > 0;(1.17)
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u(x, 0) = ϕ(x) ≥ 0, 0 < x < b;(1.18)
u(s(t), t) = 0, t > 0;(1.19)
−ux(s(t), t) = s˙(t), t > 0;(1.20)
s(0) = b.(1.21)
We regard the rescaled temperature u as a function of temperature of the liquid
region. The solid phase therefore does not appear explicitly in the problem, but we
assume it to be unbounded in the positive x direction (i.e., d = +∞), so that no
upper limit has to be imposed on the growth of the free boundary s(t). As a final
comment, the sign restrictions in (1.17) and in (1.18) result from the fact that we
are considering the temperature of water to be non-negative.
We consider now a change in the condition (1.17) in the above formulation of the
problem. Instead of considering a Neumann boundary condition at x = 0, we
impose a Dirichlet boundary condition. This change of boundary data is possible
as it not contradicts any physical framework of the problem presented above.
Then, according to the previous transformations and using the same reasoning than
in the Stefan problem with Neumann boundary condition, we get another Stefan
problem, now with Dirichlet boundary data at x = 0:
ut − uxx = 0, 0 < x < s(t), t > 0;(1.22)
u(0, t) = f(t) ≥ 0, t > 0;(1.23)
u(x, 0) = ϕ(x) ≥ 0, 0 < x < b;(1.24)
u(s(t), t) = 0, t > 0;(1.25)
−ux(s(t), t) = s˙(t), t > 0;(1.26)
s(0) = b.(1.27)
In both formulations of the problem presented, x = s(t) is the free boundary (for
instance, the water-ice line), which is not known and is to be found together with
u(x, t). Thus, solving the Stefan problem consists of finding both u(x, t) and s(t).
Moreover, as it already happened in the Stefan problem formulation with Neumann
boundary condition, the conditions (1.23), (1.24) and (1.25) are the usually given
data in the heat equation problems, whereas the additional condition (1.26) (the
equation of heat balance, the Stefan condition) is a condition on the free boundary
x = s(t). The assumptions f ≥ 0, ϕ ≥ 0 result from the fact that we are considering
the temperature of water to be non-negative, as it already happened in the first
formulation of the problem.
Definition 1.1. We say that u(x, t), s(t) form a solution of the previous Stefan
problems for all t < σ (0 < σ ≤ ∞) if
i) ∂2u/∂x2 and ∂u/∂t are continuous for 0 < x < s(t), 0 < t < σ;
ii) u and ∂u/∂x are continuous for 0 ≤ x ≤ s(t), 0 < t < σ;
iii) u is continuous also for t = 0, 0 < x ≤ b (if ϕ(0) = f(0) then u is required to
be continuous at x = t = 0);
iv) s(t) (0 ≤ t < σ) is continuous differentiable;
v) all the equations in the formulation of the problem are satisfied.
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2. Existence and uniqueness of the solution
Once the formulation for the Stefan problems has been presented, we are able to
state and proof the results on existence and uniqueness of the problem. We will
deal first with the system (1.22) - (1.27), the one with Dirichlet boundary data,
and we will treat (1.16) - (1.21) later.
Theorem 2.1. Assume that f(t) (0 ≤ t < ∞) and ϕ(x) (0 ≤ x ≤ b) are continu-
ously differentiable functions. Then there exists one and only one solution u(x, t),
s(t) of the system (1.22) - (1.27), for all t <∞. Furthermore, the function x = s(t)
is strictly monotone increasing in t.
The proof of Theorem 2.1 is given in the next subsections §2.1 − §2.5. In §2.1 we
state an auxiliary lemma, necessary for the proof. In §2.2 we prove that, for any
possible solution in 0 ≤ t < σ, s(t) is monotone non-decreasing in 0 < t < σ. It is
also shown that if either ϕ(x) 6≡ 0 or f(t) 6≡ 0 in any interval 0 ≤ t ≤  ( > 0),
then s(t) is strictly increasing in 0 < t < σ. In §2.3 we reduce the original problem
(1.22) - (1.27) to a problem of solving a certain nonlinear integral equation (in the
proof of this result we use the lemma stated in §2.1). In §2.4 we prove existence
and uniqueness of solutions for the nonlinear integral equation presented in §2.3,
for a small interval of time. Finally, in §2.5 we prove that the solution obtained in
§2.4 can be continued, uniquely, to all future times.
2.1. Auxiliary lemma.
We define
K(x, t; ξ, τ) =
1
2
√
pi
√
t− τ exp
(
− (x− ξ)
2
4(t− τ)
)
,
which is the fundamental solution1 Γ(x− ξ, t− τ) of the heat equation (1.22).
Lemma 2.1. Let ρ(t) (0 ≤ t < σ) be a continuous function and let s(t) (0 ≤ t < σ)
satisfy a Lipschitz condition. Then for every 0 < t < σ,
lim
x→s(t)
∂
∂x
ˆ t
0
ρ(t)K(x, t; s(τ), τ)dτ =
1
2
ρ(t) +
ˆ t
0
ρ(t)
[
∂
∂x
K(x, t; s(τ), τ)
]
x=s(t)
dτ.
2.2. Monotonicity of s(t).
Suppose that u(x, t), s(t) form a solution of the system (1.22) - (1.27) for 0 ≤ t < σ.
By virtue of the (weak) minimum principle2, u is non-negative for 0 ≤ x ≤ s(t),
0 ≤ t < σ. Now, since u = 0 on x = s(t), ux(s(t), t) ≤ 0. Hence, by (1.26), s˙(t) ≥ 0.
This proves that s(t) is monotone non-decreasing for 0 ≤ t < σ.
We shall now prove that, if either ϕ(x) 6≡ 0 or f(t) 6≡ 0 in any interval 0 ≤ t ≤ 
( > 0), then s(t) is strictly increasing for all 0 ≤ t < σ. Because of either ϕ(x) 6≡ 0
or f(t) 6≡ 0 in any interval 0 ≤ t ≤ , by the strong minimum principle3, u(x, t) > 0
for 0 < x < s(t), 0 < t < σ. As u(s(t), t) = 0, we recall the Hopf’s lemma4 and
(1.26) to infer s˙(t) > 0, i.e., s(t) is strictly increasing for all 0 ≤ t < σ.
1The fundamental solution of ut − uxx = 0 is Γ(x, t) = 1
2
√
pit
exp
(
−x2
4t
)
. It is treated in more
detail in section 1 of chapter 2.
2The minimum principle is reviewed in section 1 of Appendix A.
3The strong minimum principle is reviewed in section 1 of Appendix A.
4Some notes about the Hopf’s lemma appear in section 2 of Appendix A.
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2.3. The integral equation.
We will present now an equivalent formulation of problem (1.22) - (1.27) in terms
of an integral formula. We start introducing Green’s function5 for the upper half
plane (x > 0):
G(x, t; ξ, τ) =
1
2
√
pi
√
t− τ exp
(
− (x− ξ)
2
4(t− τ)
)
− 1
2
√
pi
√
t− τ exp
(
− (x+ ξ)
2
4(t− τ)
)
= K(x, t; ξ, τ)−K(−x, t; ξ, τ).
Suppose u(x, t), s(t) form a solution of the system (1.22) - (1.27) and consider the
Green’s identity
(2.1)
∂
∂ξ
(
G
∂u
∂ξ
− u∂G
∂ξ
)
− ∂
∂τ
(Gu) = 0.
Integrating now (2.1) over the domain 0 < ξ < s(τ), 0 < τ < t− and letting → 0
(in order to avoid the singularities of (2.1)), we get, on using (1.23), (1.24), (1.25)
and denoting v(τ) = uξ(s(τ), τ),
0 =
ˆ t
0
ˆ s(τ)
0
(
∂
∂ξ
(
G
∂u
∂ξ
− u∂G
∂ξ
)
− ∂
∂τ
(Gu)
)
dξ dτ
=
ˆ t
0
ˆ s(τ)
0
(
∂
∂ξ
(
G
∂u
∂ξ
− u∂G
∂ξ
)
dξ dτ −
ˆ t
0
ˆ s(τ)
0
∂
∂τ
(Gu)
)
dξ dτ
=
ˆ t
0
[Guξ − uGξ]s(τ)0 dτ −
ˆ t
0
ˆ s(τ)
0
∂
∂τ
(Gu) dξ dτ
=
ˆ t
0
=v(τ)︷ ︸︸ ︷
uξ(s(τ), τ)G(x, t; s(τ), τ)−
=0︷ ︸︸ ︷
u(s(τ), τ)Gξ(x, t; s(τ), τ)− uξ(0, τ)
=0︷ ︸︸ ︷
G(x, t; 0, τ)
+
=f(τ)︷ ︸︸ ︷
u(0, τ)Gξ(x, t; 0, τ) dτ −
ˆ t
0
ˆ s(τ)
0
∂
∂τ
(Gu) dξ dτ
=
ˆ t
0
[v(τ)G(x, t; s(τ), τ) + f(τ)Gξ(x, t; 0, τ)] dτ −
ˆ t
0
ˆ s(τ)
0
∂
∂τ
(Gu) dξ dτ
=
ˆ t
0
[v(τ)G(x, t; s(τ), τ) + f(τ)Gξ(x, t; 0, τ)] dτ −
ˆ t
0
∂
∂τ
[ˆ s(τ)
0
Gu dξ
]
dτ
+
ˆ t
0
G(x, t; s(τ), τ)
=0︷ ︸︸ ︷
u(s(τ), τ) s˙(τ) dτ
=
ˆ t
0
[v(τ)G(x, t; s(τ), τ) + f(τ)Gξ(x, t; 0, τ)] dτ
−
ˆ s(t)
0
=δ(x−ξ)−δ(x+ξ)︷ ︸︸ ︷
[Γ(x− ξ, 0)− Γ(x+ ξ, 0)]u(ξ, t) dξ +
ˆ b
0
G(x, t; ξ, 0)
=ϕ(ξ)︷ ︸︸ ︷
u(ξ, 0) dξ
=
ˆ t
0
v(τ)G(x, t; s(τ), τ) dτ +
ˆ t
0
f(τ)Gξ(x, t; 0, τ) dτ
−
ˆ s(t)
0
[δ(x− ξ)− δ(x+ ξ)]u(ξ, t) dξ +
ˆ b
0
G(x, t; ξ, 0)ϕ(ξ) dξ.
5Green’s function is reviewed in section 1 of Appendix B.
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We isolate then the third term of the previous expression and use the fact that´∞
−∞ δ(t − τ)u(τ) dτ = u(t) (here δ refers to the delta function6). This way, we
arrive to
u(x, t) =
ˆ t
0
v(τ)G(x, t; s(τ), τ) dτ +
ˆ t
0
f(τ)Gξ(x, t; 0, τ) dτ +
ˆ b
0
G(x, t; ξ, 0)ϕ(ξ) dξ
(2.2)
= M1 +M2 +M3,
where Mi denotes the i
th integral.
We now proceed to differentiate both sides of (2.2) with respect to x and let x →
s(t). Using Lemma 2.1 (in order to apply this lemma we require v(t) to be a defined
and continuous for 0 ≤ t < σ, this means that v(t) = uξ(x, t) (0 < t < σ) but v(t)
is also continuous up to t = 0), we have
lim
x→s(t)
∂M1
∂x
= lim
x→s(t)
∂
∂x
ˆ t
0
v(τ)G(x, t; s(τ), τ) dτ(2.3)
= lim
x→s(t)
∂
∂x
ˆ t
0
v(τ) [K(x, t; s(τ), τ)−K(−x, t; s(τ), τ)] dτ
= lim
x→s(t)
∂
∂x
ˆ t
0
v(τ)K(x, t; s(τ), τ) dτ
− lim
x→s(t)
∂
∂x
ˆ t
0
v(τ)K(−x, t; s(τ), τ) dτ
=
1
2
v(τ) +
ˆ t
0
v(τ)Kx(s(t), t; s(τ), τ) dτ
−
ˆ t
0
v(τ)Kx(−s(t), t; s(τ), τ) dτ
=
1
2
v(τ) +
ˆ t
0
v(τ)Gx(x, t; s(τ), τ) dτ.
In the penultimate inequality of (2.3), we used the fact that K(−x, t; s(τ), τ) is a
regular function, since x + s(τ) ≥ b > 0. The reason is s(t) is non-decreasing in t,
as it has been already proved in §2.2.
Denote by
N(x, t; ξ, τ) =
1
2
√
pi
√
t− τ exp
(
− (x− ξ)
2
4(t− τ)
)
+
1
2
√
pi
√
t− τ exp
(
− (x+ ξ)
2
4(t− τ)
)
= K(x, t; ξ, τ) +K(−x, t; ξ, τ)
the Neumann function7 for the upper half space, x > 0. It satisfies Gx = −Nξ.
We now have, integrating by parts,
∂M2
∂x
=
ˆ t
0
f(τ)Gxξ(x, t; 0, τ) dτ(2.4)
=
ˆ t
0
f(τ)Nτ (x, t; 0, τ) dτ
6The Dirac delta function, or δ function, is a generalized function (or distribution) on the real
number line that is zero everywhere except at zero. Its integral over the real number line is one.
7Neumann’s function is reviewed in section 2 of Appendix B.
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= [f(τ)N(x, t; 0, τ)]
t
0 −
ˆ t
0
f˙(τ)N(x, t; 0, τ) dτ
= −f(0)N(x, t; 0, 0)−
ˆ t
0
f˙(τ)N(x, t; 0, τ) dτ.
Similarly,
∂M3
∂x
=
ˆ b
0
ϕ(ξ)Gx(x, t; ξ, 0) dξ(2.5)
=
ˆ b
0
ϕ(ξ) (−Nξ(x, t; ξ, 0)) dξ
= [ϕ(ξ) (−N(x, t; ξ, 0))]b0 +
ˆ b
0
ϕ˙(ξ)N(x, t; ξ, 0) dξ
= ϕ(0)N(x, t; 0, 0) +
ˆ b
0
ϕ˙(ξ)N(x, t; ξ, 0) dξ.
Thus, by (2.3), (2.4), (2.5) and using v(t) = uξ(s(t), t), we obtain, on differentiating
(2.2) with respect to x and taking x→ s(t),
v(t) = 2[ϕ(0)− f(0)]N(s(t), t; 0, 0) + 2
ˆ b
0
ϕ˙(ξ)N(s(t), t; ξ, 0) dξ(2.6)
− 2
ˆ t
0
f˙(τ)N(s(t), t; 0, τ) dτ + 2
ˆ t
0
v(τ)Gx(s(t), t; s(τ), τ) dτ,
where, by (1.26), (1.27) and the fact that v(τ) = uξ(s(τ), τ),
(2.7) s(t) = b−
ˆ t
0
v(τ) dτ.
We have thus proved that for every solution u(x, t), s(t) of the system (1.22) -
(1.27), v(t), defined as v(t) = ux(s(t), t), must satisfy the integral equation (2.6),
for s(t) defined by (2.7).
Suppose conversely that for some σ > 0, v(t) is a continuous solution of the integral
equation (2.6) for 0 ≤ t < σ, with s(t) given by (2.7). Suppose further that s(t) > 0
for 0 ≤ t < σ. We shall prove then that the pair u(x, t), s(t) form a solution of the
system (1.22) - (1.27) for all t < σ, where u(x, t) is defined by (2.2).
Thus, we will have proved that solving the problem stated in the system (1.22) -
(1.27) is equivalent to the problem of finding a continuous solution v(t) (0 ≤ t < σ)
for the integral equation (2.6), where s(t) is defined by (2.7) and is a positive
function.
Equation and conditions (1.22) - (1.24) are directly fulfilled because of the procedure
followed to obtain (2.2). Last condition, (1.27), is also directly obtained from (2.7).
Differentiate now u(x, t) with respect to x and take x→ s(t). After using Lemma
2.1, the previous calculations of ∂Mi/∂x (i = 2, 3) and comparing the result here
obtained with respect to the integral equation (2.6), we find that ux(s(t), t) = v(t).
In more detail, the calculus are the next:
lim
x→s(t)
∂
∂x
u(x, t) =
1
2
v(t) +
ˆ t
0
v(τ)Gx(s(t), t; s(τ), τ) dτ − f(0)N(s(t), t; 0, 0)
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−
ˆ t
0
f˙(τ)N(s(t), t; 0, τ) dτ + ϕ(0)N(s(t), t; 0, 0)
+
ˆ b
0
˙ϕ(ξ)N(s(t), t; ξ, 0) dξ
= 2[ϕ(0)− f(0)]N(s(t), t; 0, 0) + 2
ˆ b
0
ϕ˙(ξ)N(x, t; ξ, 0) dξ
− 2
ˆ t
0
f˙(τ)N(s(t), t; 0, τ) + 2
ˆ t
0
v(τ)Gx(s(t), t; s(τ), τ) dτ.
Since by (2.7) v(t) = −s˙(t) and we have just seen that ux(s(t), t) = v(t), (1.26)
follows. Notice that u(x, t) and s(t) have all the regularity properties in order to be
a solution of (1.22) - (1.27) in the sense of the Definition 1.1. It remains to prove
that u(s(t), t) = 0, which corresponds to the condition (1.25) of our system.
First of all, we integrate Green’s identity (2.1) in the domain 0 < ξ < s(t), 0 < τ <
t−  and let → 0. Comparing the integral representation for u(x, t) just obtained,
with the one in (2.2), we conclude that
(2.8)
ˆ t
0
u(s(τ), τ)Gξ(x, t; s(τ), τ) dτ = 0.
Consider now the relation φ(t) ≡ u(s(t), t). By (2.8)
0 =
ˆ t
0
u(s(τ), τ)Gξ(x, t; s(τ), τ) dτ =
ˆ t
0
φ(τ)Gξ(x, t; s(τ), τ) dτ,
taking now x→ s(t) and applying Lemma 2.1,
0 = lim
x→s(t)
∂
∂ξ
[ˆ t
0
φ(τ)Gξ(x, t; s(τ), τ) dτ
]
=
1
2
φ(t)+
ˆ t
0
φ(τ)Gξ(s(t), t; s(τ), τ) dτ,
from where we conclude that
φ(t) = −2
ˆ t
0
φ(τ)Gξ(s(t), t; s(τ), τ) dτ.
We define now the following mapping
Kφ := −2
ˆ t
0
φ(τ)Gξ(s(t), t; s(τ), τ) dτ.
If we prove that Kφ is a contraction, as φ(t) = 0 is a solution for it, by the Banach
fixed-point theorem8, it is in fact the unique solution. Then, because of the previous
consideration that φ(t) ≡ u(s(t), t), we easily conclude that u(s(t), t) = 0, as we
wanted to prove.
First of all, we need to bound Gξ(s(t), t; s(τ), τ). We can do it in the following way:
Gξ(s(t), t; s(τ), τ) =
1
2
√
pi
√
t− τ
[
(s(t)− s(τ))
2(t− τ) exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
(2.9)
+
(s(t) + s(τ))
2(t− τ) exp
(
− (s(t) + s(τ))
2
4(t− τ)
)]
8The Banach fixed-point theorem, also known as the contraction mapping theorem or contraction
mapping principle, states the following: Let (X, d) be a non-empty complete metric space with a
contraction mapping K : X → X. Then K admits a unique fixed-point x∗ ∈ X, i.e. K(x∗) = x∗.
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≤ 1
2
√
pi
√
t− τ
[
(s(t)− s(τ))
2(t− τ)
+
(s(t) + s(τ))
2(t− τ) exp
(
− (2b)
2
4(t− τ)
)]
≤ 1
2
√
pi
√
t− τ
(
s(t)− s(τ)
2(t− τ) + C
)
≤ 1√
t− τ (M + C) ,
where in the second inequality we have used that s(t) is Lipschitz (it is an hypothesis
in order to apply Lemma 2.1, which we used previously). In the second inequality,
because of s(t) + s(τ) > 0 (remember we are supposing s(t) > 0 for 0 ≤ t < σ) and
finite (as s(t) is Lipschitz, i.e. the derivative of s(t) (0 ≤ t < σ) is bounded), we
could apply, for every positive constant C, that
(2.10) lim
τ→t
s(t) + s(τ)
t− τ exp
(
− (s(t) + s(τ))
2
4(t− τ)
)
= 0
=⇒ s(t) + s(τ)
t− τ exp
(
− (s(t) + s(τ))
2
4(t− τ)
)
≤ C.
Proceed then as follows:
‖Kφ1 −Kφ2‖ =
∥∥∥∥−2 ˆ t
0
(φ1(τ)− φ2(τ))Gξ(s(t), t; s(τ), τ) dτ
∥∥∥∥(2.11)
≤ ‖φ1 − φ2‖
∥∥∥∥−2 ˆ t
0
Gξ(s(t), t; s(τ), τ) dτ
∥∥∥∥
(2.9)
≤ ‖φ1 − φ2‖
∥∥∥∥2 ˆ t
0
1√
t− τ (M + C) dτ
∥∥∥∥
= ‖φ1 − φ2‖ 2(M + C)
√
σ,
in such a way that (2.11) will be a contraction9 if σ is small enough, as M and C
are just constants.
2.4. Existence and uniqueness for small times.
In this section we shall prove that the integral equation (2.6) has a unique solution
for 0 ≤ t < σ, for σ a sufficiently small number, using, as above, the Banach fixed-
point theorem. We denote by Cσ the Banach space of functions v(t) defined and
continuous for 0 ≤ t ≤ σ with the uniform norm, ‖v‖ = sup0≤t≤σ |v(t)|. We denote
by Cσ,M the closed sphere ‖v‖ ≤ M and is in this set where, recalling (2.6), we
define the transformation ω = Tv, for 0 ≤ t ≤ σ:
ω(t) = 2[ϕ(0)− f(0)]N(s(t), t; 0, 0) + 2
ˆ b
0
ϕ˙(ξ)N(s(t), t; ξ, 0) dξ(2.12)
− 2
ˆ t
0
f˙(τ)N(s(t), t; 0, τ) dτ + 2
ˆ t
0
v(τ)Gx(s(t), t; s(τ), t) dτ
= N1 +N2 +N3 +N4,
9A contraction or contraction mapping, on a metric space (M,d), is a function from M to itself,
with the property that there is some non-negative constant 0 ≤ k < 1 such that, ∀ x, y ∈ M ,
d(f(x), f(y)) ≤ k d(x, y).
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where
(2.13) s(t) = b−
ˆ t
0
v(τ) dτ.
Now we need to prove some properties about the transformation T that we have
just defined (the requirements to apply the Banach fixed-point theorem). These
properties are necessary in order to state existence and uniqueness for the solutions
of the integral equation (2.6).
2.4.1. T maps Cσ,M into itself. From (2.13), considering s(t1) = b −
´ t1
0
v(τ) dτ
and s(t2) = b−
´ t2
0
v(τ) dτ for 0 ≤ t1, t2 ≤ σ, it follows that
|s(t1)− s(t2)| =
∣∣∣∣(b− ˆ t1
0
v(τ) dτ
)
−
(
b−
ˆ t2
0
v(τ) dτ
)∣∣∣∣(2.14)
=
∣∣∣∣ˆ t1
t2
v(τ) dτ
∣∣∣∣
‖v‖≤M
≤ M |t1 − t2|.
We take σ to satisfy
(2.15) 2Mσ ≤ b, σ ≤ 1,
so that
(2.16)
1
2
b ≤ s(t) ≤ 3
2
b (0 ≤ t ≤ σ),
where the first and second inequality come respectively from
s(t) = b−
ˆ t
0
v(τ) dτ
‖v‖≤M
↓
≥ b−
ˆ t
0
M dτ = b−Mt
t≤σ
↓
≥ b−Mσ
M≤ b
2σ↓
≥ b− b
2
=
b
2
,
s(t) = b−
ˆ t
0
v(τ) dτ
‖v‖≤M
↓
≤ b+
ˆ t
0
M dτ = b+Mt
t≤σ
↓
≤ b+Mσ
M≤ b
2σ↓
≤ b+ b
2
=
3
2
b.
The previous conditions (2.14), (2.15) and (2.16) are crucial in order to prove that
T maps Cσ,M into itself. We proceed as follows:
‖N1‖ =
∥∥∥∥2[ϕ(0)− f(0)] 1√pi√t exp
(
−s(t)
2
4t
)∥∥∥∥
(2.16)
≤
∥∥∥∥2[ϕ(0)− f(0)] 1√pi√t exp
(
− (
1
2b)
2
4t
)∥∥∥∥
(2.17)
≤ B1[ϕ(0) + f(0)]‖t‖
= B1[ϕ(0) + f(0)]σ,
where in the second inequality we have used that
(2.17) lim
t→0
1√
t
exp
(
− ( 12 b)24t
)
t
= 0 =⇒ 1√
t
exp
(
− (
1
2b)
2
4t
)
≤ Ct,
for every positive constant C and t small enough;
‖N2‖ =
∥∥∥∥∥2
ˆ b
0
ϕ˙(ξ)N(s(t), t; ξ, 0) dξ
∥∥∥∥∥
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=
∥∥∥∥∥2
ˆ b
0
ϕ˙(ξ)
1
2
√
pi
√
t
[
exp
(
− (s(t)− ξ)
2
4t
)
+ exp
(
− (s(t) + ξ)
2
4t
)]
dξ
∥∥∥∥∥
≤ 2‖ϕ˙‖
∥∥∥∥∥
ˆ b
0
1
2
√
pi
√
t
[
exp
(
− (s(t)− ξ)
2
4t
)
+ exp
(
− (s(t) + ξ)
2
4t
)]
dξ
∥∥∥∥∥
= {s(t)− ξ = z; dξ = −dz} (change of variables)
= 2‖ϕ˙‖
∥∥∥∥∥
ˆ s(t)
s(t)−b
1
2
√
pi
√
t
[
exp
(
−z
2
4t
)
+ exp
(
− (z + 2ξ)
2
4t
)]
dz
∥∥∥∥∥
≤ 2‖ϕ˙‖
∥∥∥∥∥
ˆ s(t)
s(t)−b
1
2
√
pi
√
t
[
exp
(
−z
2
4t
)
+ exp
(
−z
2
4t
)]
dz
∥∥∥∥∥
≤ 2‖ϕ˙‖
∥∥∥∥∥
ˆ s(t)
s(t)−b
1√
pi
√
t
exp
(
−z
2
4t
)
dz
∥∥∥∥∥
≤ 2‖ϕ˙‖
∥∥∥∥ˆ
R
1√
pi
√
t
exp
(
−z
2
4t
)
dz
∥∥∥∥
= 4‖ϕ˙‖,
‖N3‖ =
∥∥∥∥−2 ˆ t
0
f˙(τ)
1√
pi
√
t− τ exp
(
− s(t)
2
4(t− τ)
)
dτ
∥∥∥∥
(2.16)
≤
∥∥∥∥−2 ˆ t
0
f˙(τ)
1√
pi
√
t− τ exp
(
− (
1
2b)
2
4(t− τ)
)
dτ
∥∥∥∥
(2.17)
≤ B1‖f˙‖
∥∥∥∥ˆ t
0
t dτ
∥∥∥∥
≤ B1‖f˙‖
∥∥t2∥∥
= B1‖f˙‖σ2
σ≤1
≤ B1‖f˙‖σ,
‖N4‖ =
∥∥∥∥2 ˆ t
0
v(τ)Gx(s(t), t; s(τ), t) dτ
∥∥∥∥
=
∥∥∥∥2 ˆ t
0
v(τ)
1
2
√
pi
√
t− τ
[
− (s(t)− s(τ))
2(t− τ) exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
+
(s(t) + s(τ))
2(t− τ) exp
(
− (s(t) + s(τ))
2
4(t− τ)
)]
dτ
∥∥∥∥
≤M
∥∥∥∥2ˆ t
0
1
2
√
pi
√
t− τ
[
− (s(t)− s(τ))
2(t− τ) exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
+
(s(t) + s(τ))
2(t− τ) exp
(
− (s(t) + s(τ))
2
4(t− τ)
)]
dτ
∥∥∥∥
(2.16)
≤ M
∥∥∥∥2 ˆ t
0
1
2
√
pi
√
t− τ
[
− (s(t)− s(τ))
2(t− τ) exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
+
(s(t) + s(τ))
2(t− τ) exp
(
− b
2
4(t− τ)
)]
dτ
∥∥∥∥
(2.10)
≤ M
∥∥∥∥2 ˆ t
0
1
2
√
pi
√
t− τ
[
(s(t)− s(τ))
2(t− τ) + C
]
dτ
∥∥∥∥
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(2.14)
≤ B2M2
∥∥∥∥ˆ t
0
1√
t− τ dτ
∥∥∥∥
= B2M
2
∥∥∥√t∥∥∥
= B2M
2
√
σ.
All in all, for all Bi being appropriate positive constants depending on b only, we
conclude
‖ω‖ ≤ 4‖ϕ˙‖+B1(ϕ(0) + f(0) + ‖f˙‖)σ +B2M2
√
σ.
Defining
(2.18) M = 4‖ϕ˙‖+ 1
and taking σ to satisfy, besides (2.15),
(2.19) B1(ϕ(0) + f(0) + ‖f˙‖)σ +B2(4‖ϕ˙‖+ 1)2
√
σ ≤ 1,
we conclude that ‖ω‖ ≤ 4‖ϕ˙‖ + 1 = M , that is, T maps Cσ,M into itself. Finally,
using (2.18), we can replace the conditions (2.15) by
(2.20) 2(4‖ϕ˙‖+ 1)σ ≤ b, σ ≤ 1.
2.4.2. T is a contraction. Let ω(t) = Tv(t), ω′(t) = Tv′(t) and denote ‖v−v′‖ = .
By (2.13), we establish the correspondence between s′(t) and v′(t). Then, we have
the following inequalities:
|s(t)− s′(t)| =
∣∣∣∣(b− ˆ t
0
v(τ) dτ
)
−
(
b−
ˆ t
0
v′(τ) dτ
)∣∣∣∣(2.21)
=
∣∣∣∣ˆ t
0
[v(τ)− v′(τ)] dτ
∣∣∣∣
≤ t‖v − v′‖
‖v−v′‖=
↓
= t,
‖s˙− s˙′‖ ≤  (obtained just by simply derivation of (2.21)).
Since ‖v‖ ≤M and ‖v′‖ ≤M , we also have, in the same manner than (2.14),
|s(t)− s(τ)| ≤M(t− τ),(2.22)
|s′(t)− s′(τ)| ≤M(t− τ),
 = ‖v − v′‖ ≤ ‖v‖+ ‖v′‖ ≤M +M = 2M.
Finally, taking σ to satisfy (2.20), i.e., condition (2.15) with the specific M chosen
in (2.18), we have
(2.23)
1
2
b ≤ s(t) ≤ 3
2
b,
1
2
b ≤ s′(t) ≤ 3
2
b (0 ≤ t ≤ σ).
Now we are in disposal to prove that T is a contraction, for σ small enough. We
write ω − ω′ = P1 + P2 + P3 + P4, where
P1 = 2[ϕ(0)− f(0)][N(s(t), t; 0, 0)−N(s′(t), t; 0, 0)],
P2 = 2
ˆ b
0
ϕ˙(ξ)[N(s(t), t; ξ, 0)−N(s′(t), t; ξ, 0)] dξ,
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P3 = −2
ˆ t
0
f˙(τ)[N(s(t), t; 0, τ)−N(s′(t), t; 0, τ)] dτ,
P4 = 2
ˆ t
0
[v(τ)Gx(s(t), t; s(τ), 0)− v′(τ)Gx(s′(t), t; s′(τ), 0)] dτ.
Our objective now is to estimate bounds for every Vi. Remember that our final
goal is to prove that T is a contraction. We will start the boundedness with P1 and
P3, which are the most simple and are derived by using the mean value theorem.
‖P1‖ = ‖2[ϕ(0)− f(0)]Nx(s˜(t), t; 0, 0)[s(t)− s′(t)]‖(2.24)
=
∥∥∥∥2[ϕ(0)− f(0)] 12√pi√t −s˜(t)2t exp
(
− (s˜(t))
2
4t
)
[s(t)− s′(t)]
∥∥∥∥
(2.21)
≤
∥∥∥∥2[ϕ(0)− f(0)] 12√pi√t −s˜(t)2t exp
(
− (s˜(t))
2
4t
)
t
∥∥∥∥
(2.23)
≤
∥∥∥∥2[ϕ(0)− f(0)] 12√pi√t
3
2b
2t
exp
(
− (
1
2b)
2
4t
)
t
∥∥∥∥
(2.17)
≤
∥∥∥∥[ϕ(0)− f(0)] 32b√pi√tCt t
∥∥∥∥
≤ B3[ϕ(0) + f(0)]
∥∥∥∥ t2√t
∥∥∥∥ 
= B3[ϕ(0) + f(0)]σ
3
2 
σ≤1
≤ B3[ϕ(0) + f(0)]σ;
‖P3‖ =
∥∥∥∥−2ˆ t
0
f˙(τ)Nx(s˜(t), t; 0, τ)[s(t)− s′(t)] dτ
∥∥∥∥
(2.25)
=
∥∥∥∥−2ˆ t
0
f˙(τ)
1
2
√
pi
√
t− τ
−s˜(t)
2(t− τ) exp
(
− (s˜(t))
2
4(t− τ)
)
[s(t)− s′(t)] dτ
∥∥∥∥
(2.21)
≤
∥∥∥∥−2 ˆ t
0
f˙(τ)
1
2
√
pi
√
t− τ
−s˜(t)
2(t− τ) exp
(
− (s˜(t))
2
4(t− τ)
)
t dτ
∥∥∥∥
(2.23)
≤
∥∥∥∥−2 ˆ t
0
f˙(τ)
1
2
√
pi
√
t− τ
3
2b
2(t− τ)exp
{
− (
1
2b)
2
4(t− τ)
}
t dτ
∥∥∥∥
(2.17)
≤
∥∥∥∥−2 ˆ t
0
f˙(τ)
3
2b
2
√
pi
√
t− τ C(t− τ)t dτ
∥∥∥∥
≤
∥∥∥∥−2ˆ t
0
f˙(τ)
3
2b
2
√
pi
√
t− τ Ct t dτ
∥∥∥∥
≤ B7‖f˙‖‖t2
√
t‖
= B7‖f˙‖σ 52 
σ≤1
≤ B7‖f˙‖σ.
In estimating P2, we also make use of the mean value theorem, but we have to be
more careful because the integrand would be singular in ξ = s(t) and ξ = s′(t).
Since
P2 = 2
ˆ b
0
ϕ˙(ξ)[K(s(t), t; ξ, 0)+K(−s(t), t; ξ, 0)−K(s′(t), t; ξ, 0)−K(−s′(t), t; ξ, 0)] dξ,
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to estimate P2 we first estimate
P ′2 = 2
ˆ b
0
ϕ˙(ξ)[K(s(t), t; ξ, 0)−K(s′(t), t; ξ, 0)] dξ.
Later we will also need to estimate P2 − P ′2. But before estimating, according to
the previous discussion of the points where our integrand would be singular, we
need to do some assumptions. We may assume s′(t) > s(t). In case s′(t) < b, we
divide the integral into three parts:
P ′2 =
ˆ b
0
=
ˆ s(t)
0
+
ˆ s′(t)
s(t)
+
ˆ b
s′(t)
= Q1 +Q2 +Q3.
In case s(t) < b ≤ s′(t), we divide the integral only into two parts, namely,
P ′2 =
ˆ b
0
=
ˆ s(t)
0
+
ˆ b
s(t)
.
Finally, in case b ≤ s(t), we do not divide the integral at all. In what follows, we
shall estimate V ′2 only in the first case, s
′(t) < b, the other cases can be treated in
a similar manner. Thus,
‖Q1‖ =
∥∥∥∥∥2
ˆ b
0
ϕ˙(ξ)[K(s(t), t; ξ, 0)−K(s′(t), t; ξ, 0)] dξ
∥∥∥∥∥
=
∥∥∥∥∥
ˆ s(t)
0
2ϕ˙(ξ)
1
2
√
pi
√
t
[
exp
(
− (s(t)− ξ)
2
4t
)
− exp
(
− (s(t)− ξ)
2
4t
)]
dξ
∥∥∥∥∥
MVT≤
∥∥∥∥∥
ˆ s(t)
0
2ϕ˙(ξ)
s(t)− s′(t)
2
√
pi
√
t
−(s˜(t)− ξ)
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
(2.21)
≤
∥∥∥∥∥
ˆ s(t)
0
2ϕ˙(ξ)
t
2
√
pi
√
t
−(s˜(t)− ξ)
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
≤ B4‖ϕ˙‖
√
t
∥∥∥∥∥
ˆ s(t)
0
− s˜(t)− ξ
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
= B4‖ϕ˙‖
√
t
[
exp
(
− (s˜(t)− ξ)
2
4t
)]s(t)
0
≤ B4‖ϕ˙‖
√
t
t≤σ
≤ B4‖ϕ˙‖
√
σ,
‖Q2‖ =
∥∥∥∥∥2
ˆ b
0
ϕ˙(ξ)[K(s(t), t; ξ, 0)−K(s′(t), t; ξ, 0)] dξ
∥∥∥∥∥
=
∥∥∥∥∥
ˆ s′(t)
s(t)
2ϕ˙(ξ)
1
2
√
pi
√
t
[
exp
(
− (s(t)− ξ)
2
4t
)
− exp
(
− (s
′(t)− ξ)2
4t
)]
dξ
∥∥∥∥∥
MVT≤
∥∥∥∥∥
ˆ s′(t)
s(t)
2ϕ˙(ξ)
s(t)− s′(t)
2
√
pi
√
t
−(s˜(t)− ξ)
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
(2.21)
≤
∥∥∥∥∥
ˆ s′(t)
s(t)
2ϕ˙(ξ)
t
2
√
pi
√
t
−(s˜(t)− ξ)
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
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≤ B′4‖ϕ˙‖
√
t
∥∥∥∥∥
ˆ s′(t)
s(t)
− s˜(t)− ξ
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
= B′4‖ϕ˙‖
√
t
[
exp
(
− (s˜(t)− ξ)
2
4t
)]s′(t)
s(t)
≤ B′4‖ϕ˙‖
√
t
t≤σ
≤ B′4‖ϕ˙‖
√
σ,
‖Q3‖ =
∥∥∥∥∥2
ˆ b
0
ϕ˙(ξ)[K(s(t), t; ξ, 0)−K(s′(t), t; ξ, 0)] dξ
∥∥∥∥∥
=
∥∥∥∥∥
ˆ b
s′(t)
2ϕ˙(ξ)
1
2
√
pi
√
t
[
exp
(
− (s(t)− ξ)
2
4t
)
− exp
(
− (s(t)− ξ)
2
4t
)]
dξ
∥∥∥∥∥
MVT≤
∥∥∥∥∥
ˆ b
s′(t)
2ϕ˙(ξ)
s(t)− s′(t)
2
√
pi
√
t
−(s˜(t)− ξ)
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
(2.21)
≤
∥∥∥∥∥
ˆ b
s′(t)
2ϕ˙(ξ)
t
2
√
pi
√
t
−(s˜(t)− ξ)
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
≤ B′′4 ‖ϕ˙‖
√
t
∥∥∥∥∥
ˆ b
s′(t)
− s˜(t)− ξ
2t
exp
(
− (s˜(t)− ξ)
2
4t
)
dξ
∥∥∥∥∥
= B′′4 ‖ϕ˙‖
√
t
[
exp
(
− (s˜(t)− ξ)
2
4t
)]b
s′(t)
≤ B′′4 ‖ϕ˙‖
√
t
t≤σ
≤ B′′4 ‖ϕ˙‖
√
σ.
Combining the estimates of all Qi, we get ‖P ′2‖ ≤ B5‖ϕ˙‖
√
σ. We can similarly
estimate
P2 − P ′2 = 2
ˆ b
0
ϕ˙(ξ)[K(−s(t), t; ξ, 0)−K(−s′(t), t; ξ, 0)] dξ
and finally obtain
(2.26) ‖P2‖ ≤ B6‖ϕ˙‖
√
σ.
To estimate P4, we write −P4 = R1 +R2 +R3 − P ′4, where
R1 =
ˆ t
0
[v(τ)− v′(τ)]s(t)− s(τ)
t− τ K(s(t), t; s(τ), τ) dτ,
R2 =
ˆ t
0
v′(τ)
[
s(t)− s(τ)
t− τ −
s′(t)− s′(τ)
t− τ
]
K(s(t), t; s(τ), τ) dτ,
R3 =
ˆ t
0
v′(τ)
s′(t)− s′(τ)
t− τ K(s(t), t; s(τ), τ)
[
1− exp
(
− (s
′(t)− s′(τ))2 − (s(t)− s(τ))2
4(t− τ)
)]
dτ,
P ′4 =
ˆ t
0
[
v(τ)
s(t) + s(τ)
t− τ K(−s(t), t; s(τ), τ)− v
′(τ)
s′(t)− s′(τ)
t− τ K(−s
′(t), t; s′(τ), τ)
]
dτ.
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We still have to estimate a bound for P4, so let us bound Ri and P
′
4 first:
‖R1‖ =
∥∥∥∥ˆ t
0
[v(τ)− v′(τ)]s(t)− s(τ)
t− τ K(s(t), t; s(τ), τ) dτ
∥∥∥∥
=
∥∥∥∥ˆ t
0
[v(τ)− v′(τ)]s(t)− s(τ)
t− τ
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
‖v−v′‖=
≤
∥∥∥∥ˆ t
0

s(t)− s(τ)
t− τ
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
(2.22)
≤ M
∥∥∥∥ˆ t
0
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
≤M
∥∥∥∥ˆ t
0
1
2
√
pi
√
t− τ dτ
∥∥∥∥
≤ B8M‖
√
t‖
= B8M
√
σ,
‖R2‖ =
∥∥∥∥ˆ t
0
v′(τ)
[
s(t)− s(τ)
t− τ −
s′(t)− s′(τ)
t− τ
]
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
MVT≤
∥∥∥∥ˆ t
0
v′(τ)(s˙(τ˜)− s˙′(τ˜)) 1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
(2.21)
≤ M
∥∥∥∥ˆ t
0
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
≤ B9M
∥∥∥∥ˆ t
0
1√
t− τ dτ
∥∥∥∥
= B9M
∥∥∥√t∥∥∥
= B9M
√
σ,
‖R3‖ =
∥∥∥∥ˆ t
0
v′(τ)
s′(t)− s′(τ)
t− τ
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
[
1− exp
(
− (s
′(t)− s′(τ))2 − (s(t)− s(τ))2
4(t− τ)
)]
dτ
∥∥∥∥
1−e−x≤x
≤
∥∥∥∥ˆ t
0
v′(τ)
s′(t)− s′(τ)
t− τ
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
(
(s′(t)− s′(τ))2 − (s(t)− s(τ))2
4(t− τ)
)
dτ
∥∥∥∥
‖v′‖≤M
≤ M
∥∥∥∥ˆ t
0
s′(t)− s′(τ)
t− τ
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
(
(s′(t)− s′(τ))2 − (s(t)− s(τ))2
4(t− τ)
)
dτ
∥∥∥∥
(2.22)
≤ M
∥∥∥∥ˆ t
0
M
1
2
√
pi
√
t− τ exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
1
2
M(t− τ) dτ
∥∥∥∥
≤ B10M3
∥∥∥∥ˆ t
0
t− τ√
t− τ dτ
∥∥∥∥
=
2
3
B10M
3σ
3
2
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M2σ≤1
≤ 2
3
B10M
3
√
σ.
For the last bound we have taken in consideration some different things. In the
second inequality we have used that∣∣∣∣ (s′(t)− s′(τ))2 − (s(t)− s(τ))24(t− τ)
∣∣∣∣ = 14(t− τ) |[s′(t)− s(t)]− [s′(τ)− s(τ)]|
[|s′(t)− s′(τ)|+ |s(t)− s(τ)|]
(2.21)
≤ 1
4(t− τ) |t− τ| [|s
′(t)− s′(τ)|+ |s(t)− s(τ)|]
(2.22)
≤ 1
4(t− τ) |t− τ| 2M(t− τ)
=
1
2
M(t− τ).
An extra necessary consideration has been a new condition referring to σ. We take
σ to satisfy
(2.27) M2σ ≤ 1.
The last term to estimate is
‖P ′4‖ =
∥∥∥∥ˆ t
0
[v(τ)−Kx(−s(t), t; s(τ), τ) + v′(τ)Kx(−s′(t), t; s′(τ), τ)] dτ
∥∥∥∥
‖v‖≤M
≤ M
∥∥∥∥ˆ t
0
[−Kx(−s(t), t; s(τ), τ) +Kx(−s′(t), t; s′(τ), τ)] dτ
∥∥∥∥
MVT≤ M
∥∥∥∥ˆ t
0
Kxx(−s˜(t), t; s˜(τ), τ) [s(t)− s′(t)] dτ
∥∥∥∥
(2.21)
≤ M
∥∥∥∥ˆ t
0
Kxx(−s˜(t), t; s˜(τ), τ) t dτ
∥∥∥∥
= M
∥∥∥∥ˆ t
0
t
2
√
pi
√
t− τ exp
(
− (s˜(t) + s˜(τ))
2
4(t− τ)
)(
s˜(t) + s˜(τ)
2(t− τ)
)2
− t
2
√
pi
√
t− τ exp
(
− (s˜(t) + s˜(τ))
2
4(t− τ)
)
1
2(t− τ) dτ
∥∥∥∥
(2.10)
≤ M
∥∥∥∥ˆ t
0
t
2
√
pi
√
t− τ C
− t
2
√
pi
√
t− τ exp
(
− (s˜(t) + s˜(τ))
2
4(t− τ)
)
1
2(t− τ) dτ
∥∥∥∥
≤M
∥∥∥∥ˆ t
0
t
2
√
pi
√
t− τ C −
t
4
√
pi
√
(t− τ)3 dτ
∥∥∥∥
≤ B11M‖t
√
t−√t‖
≤ B11M‖
√
t‖
t≤σ
≤ B11M
√
σ.
Combining the previous estimates we get
(2.28) ‖P4‖ ≤ B12M
√
σ.
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Now, if we consider the estimates (2.24), (2.26), (2.25), (2.28), according to ω−ω′ =
P1 + P2 + P3 + P4, we finally obtain
‖ω − ω′‖
‖v − v′‖ =
‖ω − ω′‖

≤ B3[ϕ(0)+f(0)]σ+B6‖ϕ˙‖
√
σ+B7‖f˙‖σ+B12M
√
σ ≡ A√σ,
provided σ satisfies (2.20) and (2.27). Taking into account (2.18) we can rewrite
(2.27) as
(2.29) (4‖ϕ˙‖+ 1)2σ ≤ 1.
We conclude that if σ satisfies (2.20), (2.29) and
(2.30) A
√
σ ≤ 1,
then T is a contraction operator on Cσ,M .
2.4.3. Completion of the proof. We have proved that if σ satisfies (2.19) and (2.20),
then T maps Cσ,M into itself and that if σ satisfies (2.20), (2.29) and (2.30), then
T is a contraction of Cσ,M . Thus, taking σ to satisfy all the above conditions, it
follows that there exists a unique fixed point v(t) of T , in Cσ,M .
Having proved the existence of a solution v(t) in Cσ,M of the integral equation (2.6),
with s(t) defined by (2.7), we proceed to prove that every solution of the integral
equation (2.6), regardless whether it is bounded by the M defined in (2.18) or not,
must coincide with v(t) in their common interval of existence. In order to prove it,
suppose v′(t) (0 ≤ t < σ¯) is another solution of (2.6). We may assume that σ¯ ≤ σ
and we then have to prove that v(t) ≡ v′(t) for all 0 ≤ t < σ¯.
First of all, we replace M by
M ′ = max
{
M, sup
0≤t≤σ¯
|v′(t)|
}
.
Then, instead of σ, we get σ′ (σ′ ≤ σ¯), which satisfies the inequalities which
guarantee that T maps Cσ′,M ′ into itself and that T is a contraction. Since v(t) and
v′(t) are both fixed points of the transformation T in Cσ′,M ′ , we have v(t) ≡ v′(t),
for 0 ≤ t ≤ σ′, that is, v(t) ≡ v′(t) up to t = σ′ because v(t), v′(t) ∈ Cσ′,M ′ .
Now let σ1 < σ¯ be any number such that v(t) ≡ v′(t) for 0 ≤ t ≤ σ1. Our objective
is to show that, for some  > 0, v(t) ≡ v′(t) for 0 ≤ t ≤ σ1 + . After that, we will
be able to complete the proof of uniqueness up to σ¯.
By the previous reasoning, we can assure that v(t) ≡ v′(t) for 0 ≤ t ≤ σ1 and
remember that v(t) and v′(t) are defined and continuous for 0 ≤ t < σ and 0 ≤ t <
σ¯, respectively. In particular, v(t) is defined in σ1 ≤ t < σ and v′(t) is defined in
σ1 ≤ t < σ¯. Repeating now the same argument used before (in the case σ1 = 0),
we consider now
M ′′ = max
{
M0, sup
σ1≤t≤σ¯
|v′(t)|
}
,
where
M0
(2.18)
= 1 + 4
[
sup
0≤x≤s(σ1)
|ux(x, σ1)|
]
and  such that v(t) ≡ v′(t) for σ1 ≤ t ≤ σ1 + . That is, we take  > 0 to be the
value that plays the same role that σ′ did before, noticing that we are now working
in the time interval σ1 ≤ t ≤ σ¯ and considering M ′′ instead of M ′.
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Another element to take in consideration is ux(x, σ1), that plays the same role that
ϕ˙(x) did for the case σ1 = 0. Of course, because v(σ1) = v
′(σ1) as commented
before, we have the equality ux(x, σ1) = u
′
x(x, σ1). The only aspect remaining to
deal with, is to ensure that ‖ux(·, σ1)‖ is bounded for all σ1 < σ¯ (otherwise we will
not be able to reach uniqueness of v(t) up to σ¯).
Nevertheless, ‖ux(·, σ1)‖ is clearly bounded for all σ1 < σ¯. The reason follows like
this: we took v(t) and v′(t) to be solutions of our problem for 0 ≤ t < σ and
0 ≤ t < σ¯ respectively, and by definition of the solution of our problem (Definition
1.1), we get that ux(x, σ1) is continuous for 0 ≤ x ≤ s(σ1) and consequently
bounded because of being a continuous function over a compact set. By the same
argument, we claim that the M0 defined above is also bounded and so does M
′′.
Finally, we just have to repeat the procedure described above as many times as
necessary in order to get v(t) ≡ v′(t), for 0 ≤ t ≤ σ¯.
Remark 2.1. We have just proven existence and uniqueness for the solution v(t)
of the integral equation (2.6). By the other hand, in §2.3 we established the equiv-
alence between finding a solution u(x, t), s(t) to the system (1.22) - (1.27) and
finding a continuous solution for the integral equation (2.6), where s(t) is defined
by (2.7) and is a positive function. By this equivalence and the results obtained
in §2.4, we have existence and uniqueness, for small times, of the pair u(x, t), s(t),
which solve (1.22) - (1.27).
2.5. Existence and uniqueness for all times.
At this point, we just have to show that the results obtained in §2.4 are also true for
all time. Notice that this subsection is necessary because when proving existence
and uniqueness for small times, we needed the assumption σ ≤ 1 (small time)
among others, restricting the time interval of existence of solution. That is why we
can not just simply extend all the results previously obtained.
Then, what we have to prove is that there exists some  > 0 such that, if the
continuous solution v(t) of the integral solution (2.6) (or, equivalently, the pair of
solutions u(x, t) and s(t) of (1.22) - (1.27)) exists and is unique for 0 ≤ t < t0, then
it exists and is unique for 0 ≤ t < t0 + .
Notice that the parameter , used to extend the time existence domain of our
solution, must not depend on t0. Otherwise, it may occur that → 0 through time,
and consequently we could only reach existence and uniqueness of solution up to
a finite time. Similarly, we have to take care about the different data on which 
depends and how it does. This crucial discussion will take place in deep later. Now
we present some results necessary in that discussion, and consequently in the proof
of existence and uniqueness for all times.
We shall show that v(t), for t0 − δ ≤ t < t0 (where 0 < δ < t0), is a bounded
function. Recalling the method used to prove (2.6), we can write v(t) over the time
domain t0 − δ ≤ t < t0 as follows:
v(t) = 2[u(0, t0 − δ)− f(t0 − δ)]N(s(t), t; 0, t0 − δ)(2.31)
+ 2
ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)N(s(t), t; ξ, t0 − δ) dξ
− 2
ˆ t
t0−δ
f˙(τ)N(s(t), t; 0, τ) dτ
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+ 2
ˆ t
t0−δ
v(τ)Gx(s(t), t; s(τ), τ) dτ
= S1 + S2 + S3 + S4,
where Si denotes the i
th term on the right hand side of (2.31).
Let us start noticing that S1 = 0, as f(t0 − δ) = u(0, t0 − δ), by (1.23). About the
others Si, since v(t) ≤ 0 (remember that v(t) = ux(s(t), t) = −s˙(t) and s˙(t) ≤ 0),
we only have to find a lower bound on v(t). Denoting
(2.32) Ψ(t) = inf
t0−δ≤τ≤t
v(τ) = sup
t0−δ≤τ≤t
|v(τ)|,
we proceed to evaluate S4:
S4 = 2
ˆ t
t0−δ
v(τ)Gx(s(t), t; s(τ), τ) dτ
= −
ˆ t
t0−δ
v(τ)
1
2
√
pi
√
t− τ
s(t)− s(τ)
2(t− τ) exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
dτ
+
ˆ t
t0−δ
v(τ)
1
2
√
pi
√
t− τ
s(t) + s(τ)
2(t− τ) exp
(
− (s(t) + s(τ))
2
4(t− τ)
)
dτ
= S′4 + S
′′
4 .
More precisely, separating both terms S′4 and S
′′
4 ,
S′4 = −
ˆ t
t0−δ
v(τ)
1
2
√
pi
√
t− τ
s(t)− s(τ)
2(t− τ) exp
(
− (s(t)− s(τ))
2
4(t− τ)
)
= −
ˆ t
t0−δ
v(τ)
s(t)− s(τ)
2(t− τ) K(s(t), t; s(τ), τ) dτ
and since s(t)− s(τ) ≥ 0 and v(τ) ≤ 0 (as argued before), we have that
(2.33) S′4 ≤ 0.
On the other hand,
‖S′′4 ‖ =
∥∥∥∥ˆ t
t0−δ
v(τ)
1
2
√
pi
√
t− τ
s(t) + s(τ)
2(t− τ) exp
(
− (s(t) + s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
(2.34)
(2.32)
≤ |Ψ(t)|
∥∥∥∥ˆ t
t0−δ
1
2
√
pi
√
t− τ
s(t) + s(τ)
2(t− τ) exp
(
− (s(t) + s(τ))
2
4(t− τ)
)
dτ
∥∥∥∥
(2.10)
≤ |Ψ(t)|
∥∥∥∥ˆ t
t0−δ
C√
t− τ dτ
∥∥∥∥
= B13|Ψ(t)|
∥∥∥√t− t0 + δ∥∥∥
≤ B13|Ψ(t)|δ
≤ 1
2
|Ψ(t)|,
where the last inequality is true under the assumption
(2.35) δ ≤ 1
2B13
.
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We now fix δ so that it satisfies (2.35). Under this consideration, there exists a
constant B′, depending on δ but not on t, such that
‖S1 + S2 + S3‖ =
∥∥∥∥2[u(0, t0 − δ)− f(t0 − δ)]N(s(t), t; 0, t0 − δ)
(2.36)
+ 2
ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)N(s(t), t; ξ, t0 − δ) dξ
− 2
ˆ t
t0−δ
f˙(τ)N(s(t), t; 0, τ) dτ
∥∥∥∥
=
∥∥∥∥0 + 2 ˆ s(t0−δ)
0
uξ(ξ, t0 − δ) 1
2
√
pi
√
t− t0 + δ
[
exp
(
− (s(t)− ξ)
2
4(t− t0 + δ)
)
+ exp
(
− (s(t) + ξ)
2
4(t− t0 + δ)
)]
dξ − 2
ˆ t
t0−δ
f˙(τ)
1
2
√
pi
√
t− τ[
exp
(
− s(t)
2
4(t− τ)
)
+ exp
(
− s(t)
2
4(t− τ)
)]
dτ
∥∥∥∥
≤
∥∥∥∥2 ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)√
pi
√
t− t0 + δ
exp
(
− (s(t)− ξ)
2
4(t− t0 + δ)
)
dξ
− 2
ˆ t
t0−δ
f˙(τ)√
pi
√
t− τ exp
(
− s(t)
2
4(t− τ)
)
dτ
∥∥∥∥
≤
∥∥∥∥2 ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)√
pi
√
t− t0 + δ
exp
(
− (s(t)− ξ)
2
4(t− t0 + δ)
)
dξ
∥∥∥∥
+
∥∥∥∥2ˆ t
t0−δ
f˙(τ)√
pi
√
t− τ exp
(
− s(t)
2
4(t− τ)
)
dτ
∥∥∥∥
= ‖T1‖+ ‖T2‖,
where
‖T1‖ =
∥∥∥∥2 ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)√
pi
√
t− t0 + δ
exp
(
− (s(t)− ξ)
2
4(t− t0 + δ)
)
dξ
∥∥∥∥
(2.37)
≤ 2‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ s(t0−δ)
0
1√
pi
√
t− t0 + δ
exp
(
− (s(t)− ξ)
2
4(t− t0 + δ)
)
dξ
∥∥∥∥
= (s(t)− ξ = z; dξ = −dz) (change of variables)
≤ 2‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ s(t)
s(t)−s(t0−δ)
1√
pi
√
t− t0 + δ
exp
(
− z
2
4(t− t0 + δ)
)
dz
∥∥∥∥
≤ 2‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ
R
1√
pi
√
t− t0 + δ
exp
(
− z
2
4(t− t0 + δ)
)
dz
∥∥∥∥
= 4‖uξ(·, t0 − δ)‖,
and
‖T2‖ =
∥∥∥∥2 ˆ t
t0−δ
f˙(τ)√
pi
√
t− τ exp
(
− s(t)
2
4(t− τ)
)
dτ
∥∥∥∥(2.38)
s(t)≥b
≤ ‖f˙‖
∥∥∥∥2 ˆ t
t0−δ
1√
pi
√
t− τ exp
(
− b
2
4(t− τ)
)
dτ
∥∥∥∥
(2.39)
≤ ‖f˙‖
∥∥∥∥2 ˆ t
t0−δ
C dτ
∥∥∥∥
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≤ B14‖f˙‖δ.
where in the second inequality we have used that, for every positive constant C,
(2.39)
lim
τ→t
1√
pi
√
t− τ exp
(
−
(
1
2b
)2
4(t− τ)
)
= 0 =⇒ 1√
pi
√
t− τ exp
(
−
(
1
2b
)2
4(t− τ)
)
≤ C.
This way, we have that
(2.40)
‖S1+S2+S3‖ ≤ ‖T1‖+‖T2‖ = 4‖uξ(· , t0−δ)‖+B14‖f˙‖δ = B′, for t0−δ ≤ t < t0.
By (2.33), (2.34) and (2.36), by eliminating the absolute value and taking the lower
bound of each expression, we get respectively that T ′4 ≥ 0, T ′′4 ≥ − 12 |Ψ(t)| and
T1 + T2 + T3 ≥ −B′. Combining all these results with (2.31) we can conclude that
(2.41) v(t) ≥ −1
2
|Ψ(t)| −B′ v(t)≤0= 1
2
Ψ(t)−B′, t0 − δ ≤ t < t0.
Taking the infimum of both sides of (2.41) when t0 − δ ≤ t ≤ t′ (t′ < t0), we get
Ψ(t′) ≥ −2B′ and the boundedness of v(t) (t0 − δ ≤ t < t0) follows.
We now differentiate (2.2) with respect to x and consider it over the time interval
t0 − δ ≤ t < t0. We need to show, in order to use it in a future argument, that
ux(x, t) is a bounded function for 0 ≤ x ≤ s(t), t0 − δ ≤ t < t0. To do so, we
will use the boundedness of v(t) for t0 − δ ≤ t < t0 that we just proved before,
depending on δ, but not on t. Thus,
ux(x, t) = [u(0, t0 − δ)− f(t0 − δ)]N(x, t; 0, t0 − δ)
−
ˆ t
t0−δ
f˙(τ)N(x, t; 0, τ) dτ
+
ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)N(x, t; ξ, t0 − δ) dξ
+
ˆ t
t0−δ
v(τ)Gx(x, t; s(τ), τ) dτ
= U1 + U2 + U3 + U4.
Of course, as we want to bound ux(x, t) and ‖U1 +U2 +U3 +U4‖ ≤ ‖U1‖+ ‖U2‖+
‖U3‖+ ‖U4‖, it is enough to show that each ‖Ui‖ is bounded:
‖U1‖ = ‖[u(0, t0 − δ)− f(t0 − δ)]N(x, t; 0, t0 − δ)‖
=
∥∥∥∥[u(0, t0 − δ)− f(t0 − δ)] 1√pi√t− t0 + δ exp
(
− x
2
4(t− t0 + δ)
)∥∥∥∥
u(0,t0−δ)=f(t0−δ)
= 0,
‖U2‖ =
∥∥∥∥−ˆ t
t0−δ
f˙(τ)N(x, t; 0, τ) dτ
∥∥∥∥
=
∥∥∥∥ˆ t
t0−δ
f˙(τ)
1√
pi
√
t− τ exp
(
− x
2
4(t− τ)
)
dτ
∥∥∥∥
≤ ‖f˙‖
∥∥∥∥ˆ t
t0−δ
1√
t− τ dτ
∥∥∥∥
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≤ ‖f˙‖
∥∥∥√t− t0 + δ∥∥∥
t<t0≤ ‖f˙‖
√
δ,
‖U3‖ =
∥∥∥∥∥
ˆ s(t0−δ)
0
uξ(ξ, t0 − δ)N(x, t; ξ, t0 − δ) dξ
∥∥∥∥∥
=
∥∥∥∥ˆ s(t0−δ)
0
uξ(ξ, t0 − δ) 1
2
√
pi
√
t− t0 + δ
[
exp
(
− (x− ξ)
2
4(t− t0 + δ)
)
+ exp
(
− (x+ ξ)
2
4(t− t0 + δ)
)]
dξ
∥∥∥∥
≤ ‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ s(t0−δ)
0
1
2
√
pi
√
t− t0 + δ
[
exp
(
− (x− ξ)
2
4(t− t0 + δ)
)
+ exp
(
− (x+ ξ)
2
4(t− t0 + δ)
)]
dξ
∥∥∥∥
= {x− ξ = z; dξ = −dz} (change of variables)
= ‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ x
x−s(t0−δ)
1
2
√
pi
√
t− t0 + δ
[
exp
(
− z
2
4(t− t0 + δ)
)
+ exp
(
− (z + 2ξ)
2
4(t− t0 + δ)
)]
dz
∥∥∥∥
≤ ‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ x
x−s(t0−δ)
1
2
√
pi
√
t− t0 + δ
[
exp
(
− z
2
4(t− t0 + δ)
)
+ exp
(
− z
2
4(t− t0 + δ)
)]
dz
∥∥∥∥
≤ ‖uξ(·, t0 − δ)‖
∥∥∥∥∥
ˆ x
x−s(t0−δ)
1√
pi
√
t− t0 + δ
exp
(
− z
2
4(t− t0 + δ)
)
dz
∥∥∥∥∥
≤ ‖uξ(·, t0 − δ)‖
∥∥∥∥ˆ
R
1√
t− t0 + δ
exp
(
− z
2
4(t− t0 + δ)
)
dz
∥∥∥∥
= 2‖uξ(·, t0 − δ)‖,
‖U4‖ =
∥∥∥∥ˆ t
t0−δ
v(τ)Gx(x, t; s(τ), τ) dτ
∥∥∥∥
=
∥∥∥∥ˆ t
t0−δ
v(τ)
1
2
√
pi
√
t− τ
[
− x− s(τ)
2(t− τ) exp
(
− (x− s(τ))
2
4(t− τ)
)
+
x+ s(τ)
2(t− τ) exp
(
− (x+ s(τ))
2
4(t− τ)
)]
dτ
∥∥∥∥
≤ ‖v‖
∥∥∥∥ˆ t
t0−δ
1
2
√
pi
√
t− τ
[
− x− s(τ)
2(t− τ) exp
(
− (x− s(τ))
2
4(t− τ)
)
+
x+ s(τ)
2(t− τ) exp
(
− (x+ s(τ))
2
4(t− τ)
)]
dτ
∥∥∥∥
(2.39)
≤ ‖v‖
∥∥∥∥ˆ t
t0−δ
1
2
√
pi
√
t− τ
[
x− s(τ)
2(t− τ) + C
]
dτ
∥∥∥∥
≤ ‖v‖
∥∥∥∥ˆ t
t0−δ
1
2
√
pi
√
t− τ
[
s(t)− s(τ)
2(t− τ) + C
]
dτ
∥∥∥∥
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(2.14)
≤ B15M‖v‖
∥∥∥∥ˆ t
t0−δ
1√
t− τ dτ
∥∥∥∥
= B15M‖v‖
∥∥∥√t− t0 + δ∥∥∥
t<t0≤ B2M‖v‖
√
δ.
This way we have just proved that ux(x, t) is bounded for t0−δ ≤ t ≤ t0, depending
this bound on δ, but not on t. The bound also depends on ‖f˙‖ and ‖uξ(·, t0 − δ)‖,
but as we argued before in 2.4.3, because of v(t) is a solution to the problem up to
t < t0, ‖uξ(·, t0 − δ)‖ is continuous over 0 ≤ x ≤ s(t) and in particular bounded.
The bound also depends in some constant referring to b (B15).
Remember now the inequalities (2.19), (2.20), (2.29) and (2.30), which restrict the
length of the small time σ for which a solution was proved to exist. We deduce
from the results obtained in §2.4 that, if ‖ux(·, 0)‖ = ‖ϕ˙‖ ≤ A, for A some positive
constant, then σ only depends on A, b and the function f(t). According to this, if
we proceed with the method of §2.4 but start from t = t0 − ν upward, instead of
t = 0, we are able to prove existence of solution up to t0, where ν plays the role of
σ in t = 0 and depends just on the bound of ‖ux(·, t0− ν)‖, the constant b and the
function f (in fact ‖f˙‖).
But now, for a fixed δ > ν (0 < δ < t0), from the uniform boundedness of ux(x, t)
for 0 ≤ x ≤ s(t), t0 − δ ≤ t < t0, we can bound ‖ux(·, t0 − ν)‖ independently of ν,
for ν < δ. Thus, if we start at t0− ν, with ν sufficiently small, we get a continuous
solution v′(t) for t0 − ν ≤ t < t0 + , for some  > 0. This solution coincides with
v(t) for t0 − ν ≤ t < t0, since we assumed uniqueness for 0 ≤ t < t0. Look at the
necessity that ν is sufficiently small, otherwise, the time domain of our solution will
not exceed t0 and that is precisely what we are looking for in order to extend the
domain of our solution.
To prove that there exists only one solution v(t) for 0 ≤ t < t0 + , we can proceed
exactly in the same manner as we did in 2.4.3. We suppose that both solutions
v(t) and v′(t) are defined and continuous for 0 ≤ t < t0 +  and 0 ≤ t < t0 + ′,
respectively and we want to show that they coincide up to t < ′ (say ′ < ), i.e.
v(t) ≡ v′(t) for all 0 ≤ t < t0 + ′. We now consider
M = max
{
sup
t0≤t≤t0+
|v(t)|, sup
t0≤t≤t0+′
|v′(t)|
}
and apply repeatedly the same procedure showed in 2.4.3, until we get the existence
of only one solution up to t0 + 
′, i.e. v(t) ≡ v′(t) for t0 ≤ t < t0 + ′.
Once we have proved existence and uniqueness of solution for 0 ≤ t < t0 + , we
can apply again the entire procedure just presented, as many times as we want,
as it does not depend on t. Thus, existence and uniqueness of solution v(t) (or
equivalently u(x, t), s(t)) for the problem (1.22) - (1.27) is proved for all times.
We will finish this section just saying that the main ideas presented above are
extracted from both [7] and chapter 8 of [8].
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3. Another method for solving Stefan problems
Let us focus now on the Stefan problem formulated in the form of the system (1.16)
- (1.21). In order to proof existence and uniqueness of solutions u(x, t) and s(t) for
the problem, we could apply the previous method used in Theorem 2.1. It can be
modified in order to solve systems in the form (1.16) - (1.21).
In fact, the idea followed in Theorem 2.1, consisting in reducing our original problem
to a nonlinear integral equation for v(t) = ux(s(t), t), can be also applied for other
types of free boundary problems as well as to more general equations than the heat
equation, namely, to parabolic equations of the form
a(x, t)uxx + b(x, t)ux + c(x, t)u− ut = f(x, t),
with sufficiently smooth coefficients.
However, a limitation of this method (the one used for proving Theorem 2.1) lies
in the fact that if s(0) = b = 0, then the integral equation for v(t) may have a non-
integrable singularity at t = 0. This may sometimes be overcome by approximating
the original problem with a sequence of problems where s(0) = bn → 0.
There already exists a method for solving Stefan problems which apply both in case
of nonlinear parabolic equations and in case s(0) = b = 0. It is, however, limited to
problems where the boundary condition on the fixed boundary satisfies a Neumann
condition, i.e. it is given in terms of ux(x, t). But in this section, although we are
dealing with Neumann boundary condition, we will use a new method in order to
solve the system (1.16) - (1.21).
It solves our system (1.16) - (1.21) for the same definition of solution of the problem
that we used in the previous section, Definition 1.1, and it works perfectly for
Dirichlet or Neumann boundary condition on the fixed boundary. The value b = 0
is also accepted in this method (this fact will be useful later for proving uniqueness
of solution).
Some differences with respect to the method used in the previous section, are that
the one presented here only works for small time, in order to guarantee uniqueness
of solution, and that it uses the Schauder fixed-point theorem, which only gives
us existence of solution (not uniqueness). Remember that in the past section we
proceed considering an integral equation equivalent to our problem and we applied
the Banach fixed-point theorem.
Now we are in disposal to state the main result of this section.
Theorem 3.1. Assume that h(t) (0 ≤ t <∞) and ϕ(x) (0 ≤ x ≤ b) are continuous
functions and ϕ(x) ≤ H(b−x). Then there exists a unique solution u(x, t), s(t) for
the problem (1.16) - (1.21), for small time t < σ. Furthermore, x = s(t) is strictly
monotone increasing.
3.1. Monotonicity of s(t).
Here we deal with the behaviour of s(t) respect to time and some other related
results. They are the following.
Proposition 3.1. If the pair u(x, t), s(t) is a solution to (1.16) - (1.21) for 0 ≤
t < σ, then
(3.1) u(x, t) > 0, for 0 < x < s(t), 0 < t < σ;
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(3.2) s˙(t) > 0, for 0 ≤ t < σ.
Proof. By virtue of the weak minimum principle10, u must attain its minimum in
the parabolic boundary of Qs,σ = { (x, t) | 0 < x < s(t), 0 < t < σ }.
This way, according to the initial and boundary conditions (1.18) and (1.19), we
deduce that the value u = 0 attained on the free boundary (x = s(t)) is a minimum
for u. From that, u(x, t) ≥ 0 in 0 ≤ x ≤ s(t), 0 ≤ t < σ. Invoking now the
strong minimum principle11, if u(x, t) = 0 in some (x, t) ∈ Qs,σ, we would obtain
u(x, t) ≡ 0 in Qs,σ, but this is inconsistent with h > 0 (1.17). Moreover, in case
that u(x, t) ≡ 0, diffusion of heat can not take place (ux(x, t) = 0), as noticed
previously in Remark 2.1. Thus (3.1) is proven.
According to the previous reasoning, the value u = 0 attained on the free boundary
is a minimum for u. Recalling now Hopf’s lemma12, we infer that ux(s(t), t) < 0
and then
s˙(t) = −ux(s(t), t) > 0, for 0 ≤ t < σ.
uunionsq
As s(0) = b, remember (1.21) and (3.2), we deduce that s(t) > 0 for 0 ≤ t < σ.
Remark 3.1. The proof of Proposition 3.1 does not make use of the Stefan condi-
tion (1.20). In the same spirit, we consider in the following results solutions to the
initial value boundary problem, obtained removing the Stefan condition from the
formulation. The reason for this approach is that we want to apply those results
to get solutions constructed according to the ideas of Remark 2.1.
3.2. Existence and uniqueness for small times.
First of all, we will state and prove some auxiliary results referring to u(x, t) and
s(t), which will be useful later in order to get existence and uniqueness for small time
σ, for our problem (1.16) - (1.21). We will also consider the results of monotonicity
of s(t) obtained in the previous subsection.
Proposition 3.2. Let u(x, t), s(t) be a solution to (1.16) - (1.21). Then
0 < u(x, t) ≤M(s(t)− x), in Qs,σ,
where M = max{H, ‖h‖∞}.
Proof. Define v(x, t) = M(s(t) − x). It follows immediately, using in the second
and third equation that M = max{H, ‖h‖∞},
vt − vxx = Ms˙(t) ≥ 0 = ut − uxx, in Qs,σ;
−vx(0, t) = M ≥ h = −ux(0, t), 0 < t < σ;
v(x, 0) = M(b− x) ≥ ϕ(x) = u(x, 0), 0 < x < b;
v(s(t), t) = u(s(t), t) = 0, 0 < t < σ.
Consider now ω(x, t) = v(x, t)− u(x, t). This way
ωt − ωxx = Ms˙(t) ≥ 0, in Qs,σ;
10The minimum principle is reviewed in section 1 of Appendix A.
11The strong minimum principle is reviewed in section 1 of Appendix A.
12Some notes about Hopf’s lemma appear in section 2 of Appendix A.
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−ωx(0, t) = M − h ≥ 0, 0 < t < σ;
ω(x, 0) = M(b− x)− ϕ(x) ≥ 0, 0 < x < b;
ω(s(t), t) = 0, 0 < t < σ.
Invoking the weak minimum principle, ω(x, t) ≥ 0 in 0 ≤ x ≤ s(t), 0 ≤ t < σ.
Finally, from the fact that ω(x, t) = v(x, t)− u(x, t) and v(x, t) = M(s(t)− x), we
finish the proof of the second inequality. The first inequality was already proved in
Proposition 3.1. uunionsq
The previous proposition leads us into the following statement.
Corollary 3.1. If u(x, t), s(t) are as in Proposition 3.2, then
0 < −ux(s(t), t) ≤M, 0 < t < σ,
where M is the constant defined in Proposition 3.2.
Proof. The first inequality is true by (3.2) in Proposition 3.1. The second inequal-
ity can be deduced from Proposition 3.2, i.e. v(x, t) = M(s(t)−x) is a supersolution
of u(x, t), with −vx(s(t), t) = M (just consider the derivative respect to x in both
sides of the expression −v(x, t) = −M(s(t)− x) and evaluate at x = s(t)). uunionsq
Now we are in disposal to prove existence and uniqueness for Theorem 3.1, for small
time σ. The idea is to define an appropriate transformation, in which through a
fixed point theorem, we can get existence of solution. Later, we will get uniqueness
for the solution of our problem, too.
First of all, let u(x, t), s(t) be as in Proposition 3.2 and assume that13
s ∈ Σ :=
{
f ∈ Lip([0, σ]) | f˙ ≤M for 0 ≤ t ≤ σ, f(0) = b
}
.
Here M is the constant defined in Proposition 3.2. Moreover, a useful property of
all s ∈ Σ, is
(3.3) s(t) ≤ b+Mt, 0 ≤ t ≤ σ.
Define now the transformation T (s) by
(3.4) T (s)(t) := b−
ˆ t
0
ux(s(τ), τ) dτ, 0 ≤ t ≤ σ.
Thus, T (s) : Σ → Σ. Also note that s(t) is a fixed point of T (s), if and only if
satisfies the conditions (1.20) and (1.21) of the formulation of our problem.
Now, we write, using the Leibniz integral rule14,
0 =
ˆ t
0
ˆ s(τ)
0
(uτ − uxx) dx dτ
(3.5)
13We need to take s ∈ Lip([0, σ]) rather than just continuous for 0 ≤ t < σ, as established in the
definition of solution for the problem, Definition 1.1.
14The Leibniz integral rule gives a formula for differentiation of a definite integral, whose limits
are functions of the differential variable, i.e. ∂
∂z
´ b(z)
a(z)
f(x, z) dx =
´ b(z)
a(z)
∂f
∂z
dx + f(b(z), z) ∂b
∂z
−
f(a(z), z) ∂a
∂z
. It is sometimes known as differentiation under the integral sign.
52 3. ANALYTICAL DEVELOPMENT
=
ˆ t
0
ˆ s(τ)
0
uτ dx dτ −
ˆ t
0
ˆ s(τ)
0
uxx dx dτ
=
ˆ t
0
∂
∂τ
[ˆ s(τ)
0
u(x, τ) dx
]
dτ −
ˆ t
0
u(s(τ), τ) s˙(τ) dτ −
ˆ t
0
ˆ s(τ)
0
uxx dx dτ
=
ˆ s(t)
0
u(x, t) dx−
ˆ b
0
ϕ(x) dx−
ˆ t
0
ux(s(τ), τ) dτ −
ˆ t
0
h(τ) dτ.
Therefore,
T (s)(t)
(3.4)
= b−
ˆ t
0
ux(s(τ), τ) dτ(3.6)
(3.5)
= b+
ˆ b
0
ϕ(x) dx+
ˆ t
0
h(τ) dτ −
ˆ s(t)
0
u(x, t) dx
=: F (t)−
ˆ s(t)
0
u(x, t) dx.
Note that this equality allows us to express T (s) in terms of more regular functions
than the flux ux(s(t), t), which appeared in its original definition, (3.4). It is clear
that s(t) is a fixed point of T , if and only if the pair of functions u(x, t) and s(t)
form a solution for our Stefan problem (1.16) - (1.21).
We are now in position to prove that T (s) is continuous in the max norm (we will
use this claim later, in the proof). Let s1, s2 ∈ Σ. Let us define
α(t) = min{s1(t), s2(t)}, β(t) = max{s1(t), s2(t)};
i = 1, if β(t) = s1(t), i = 2, otherwise
and v(x, t) = u1(x, t)− u2(x, t).
Then v satisfies
vt − vxx = 0, in Qα,σ;
vx(0, t) = 0, 0 < t < σ;
v(x, 0) = 0, 0 < x < b;
|v(α(t), t)| = |ui(α(t), t)| ≤M(β(t)− α(t)), 0 < t < σ.
Therefore, we may invoke the maximum principle to obtain
(3.7) ‖v‖∞,t := max
Qα,σ
|v(x, t)| ≤M max
0≤t≤σ
|s1(t)− s2(t)| = M‖s1 − s2‖∞.
On the other hand,
T (s1)(t)− T (s2)(t) =
ˆ s2(t)
0
u2(x, t) dx−
ˆ s1(t)
0
u1(x, t) dx(3.8)
= −
ˆ α(t)
0
v(x, t) dx+ (−1)i
ˆ β(t)
α(t)
ui(x, t) dx.
Combining all,
‖T (s1)− T (s2)‖∞
(3.8)
≤ |α(t)‖|v‖∞,t +M(β(t)− α(t))2(3.9)
(3.3),(3.7)
≤ (b+Mt)M‖s1 − s2‖∞ +M‖s1 − s2‖2∞,
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and the continuity of T (s) : Σ→ Σ is proven.
By Schauder fixed-point theorem15, it follows that a fixed point of T (s) exists and
thus existence of a solution of our problem, i.e. a pair of functions u(x, t), s(t) that
satisfy (1.16) - (1.21). It is clear that we can apply Schauder fixed-point theorem,
as we have just proved that T is continuous and Σ is a closed convex compact subset
of the Banach space C([0, σ]), equipped with the uniform norm.
The fact that Σ is convex is clear, since for any f1, f2 ∈ Σ, their convex combination
also belongs to Σ, i.e. αf1 + (1 − α)f2 ∈ Σ, ∀ α ∈ [0, 1]. To see that Σ is closed,
it is enough to see that it is complete with the uniform norm (we omit the details
of the proof, in which we use the fact that Σ is a subspace of C([0, σ]) with the
uniform norm, which is also complete).
It remains to check that Σ is compact. In order to prove so, we will use a version
of the Arzela`-Ascoli theorem, that states as follows: let X be a compact metric
space, then a subset F of C(X) is compact in the topology induced by the uniform
norm, if and only if it is closed, equicontinuous16 and pointwise bounded. In our
case, X ≡ [0, σ] and Σ ≡ F . We also have just seen that Σ is closed. Because the
elements of Σ are Lipschitz functions and in particular continuous, over a compact
set, Σ is clearly pointwise bounded. And again, because the elements of Σ are
Lipschitz functions, we deduce that Σ is equicontinuous.
What refers to uniqueness of the solution, we can argue as follows. First of all,
because of we have already proved the existence of at least one fixed point for the
transformation T (s), we have that ‖T (s1)−T (s2)‖∞ = ‖s1−s2‖∞, for s1(t), s2(t) ∈
Σ. Under this assumption and by the inequality that we obtained in (3.9), we arrive
to
(3.10) ‖s1 − s2‖∞ ≤ (b+Mt)M‖s1 − s2‖∞ +M‖s1 − s2‖2∞,
which, dividing both sides of (3.10) by ‖s1 − s2‖∞, it becomes
(3.11) 1 ≤ (b+Mt)M +M‖s1 − s2‖∞.
At this point, since ‖s1 − s2‖∞ → 0 as σ → 0 and 0 ≤ t ≤ σ, taking σ → 0, (3.11)
becomes
1 ≤ bM.
If b = 0, the inequality would not be fulfilled. We would had arrived to a contra-
diction, which comes from supposing ‖s1 − s2‖∞ 6= 0 and then divide (3.10) by its
left-hand side term. Thus, we deduce that ‖s1 − s2‖∞ = 0 and then we conclude
that s1(t) ≡ s2(t) (0 ≤ t ≤ σ) for σ sufficiently small such that (3.11) is not ful-
filled (that is the point which avoids the extension of this proof for all times), and
therefore also u1(x, t) = u2(x, t).
The fact that uniqueness of s(t) implies uniqueness for u(x, t) (both defined in
their small time interval domain 0 ≤ t < σ), can be easily deduced from the first
equality in (3.8) and the existence of a fixed point in the transformation T (s), i.e.
T (s)(t) = s(t), which we just proved.
15Schauder fixed-point theorem: let A be a closed convex subset of a Banach space and assume
that there exists a continuous map T , sending A to a compact subset T (A) of A. Then T has
some fixed points.
16Let X and Y be two metric spaces and F a family of functions from X to Y . The family
F is equicontinuous if for every x ∈ X and for every ε > 0, there exists a δ > 0 such that
|f(x)− f(y)|Y < ε for all f ∈ F and for all x ∈ X, such that |x− y|X < δ.
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But let us come back to the proof of uniqueness of solution for small time σ, given
above. In it, we needed s(0) = b = 0, which does not have to take place in general.
A possible solution to deal with that problem, is to consider a different change of
variables for the original problem (1.9) - (1.14). It corresponds to essentially the
same as the one presented in (1.15), but now x˜ = x−bγ . This way, now s(0) = b = 0
and the space domain becomes −b < x < s(t).
However the changes considered, all the functions and the procedure presented
above for proving existence and uniqueness of solution, works perfectly with the
new formulation of the problem (the one that comes from considering the new
change of variables). Summing up, we have just proved existence and uniqueness
of solution to our problem, for small times.
Still in the uniqueness of solution, similarly to the completion of the proof, 2.4.3,
of the previous section, suppose that there exists a function s′(t) which solves (3.4)
but s′ /∈ Σ (s′ ∈ Lip([0, σ]) such that s˙ ≤ M ′ for 0 ≤ t < σ). Suppose also the
existence of s ∈ Σ which solves (3.4) too. It is enough to take M ′′ = max{M,M ′}
and apply the proof of uniqueness given before, to get that s(t) ≡ s′(t) (0 ≤ t ≤ σ).
Remark 3.2. Although in this section we have only proved existence and unique-
ness for the solution of (1.9) - (1.14) for small time σ, it is known that it is possible
to get existence and uniqueness of solution up to t < ∞. The procedure to prove
that is similar to the proof presented in proving Theorem 2.1, in section 2 of this
chapter.
3.3. Behaviour of the solution.
Once it is proven existence and uniqueness for the solution of the problem, it is
reasonable to ask how the free boundary s(t) behaves itself through time.
Theorem 3.2 (Monotone dependence). Let ui(x, t) and si(t) be solutions of (1.16)
- (1.21), i = 1, 2, respectively corresponding to data h(t) = hi(t), b = bi, ϕ(x) =
ϕi(x). Assume that both sets of data (i = 1, 2) satisfy that h(t) (0 ≤ t < ∞) and
ϕ(x) (0 ≤ x ≤ b) are continuous functions. If
h1(t) ≤ h2(t), 0 ≤ t ≤ σ; b1 ≤ b2; ϕ1(x) ≤ ϕ2(x), 0 ≤ x ≤ b1;
then
s1(t) ≤ s2(t), 0 ≤ t < σ.
Proof. 1) Let us assume first that b1 < b2. Reasoning by contradiction, assume
t¯ = inf { t | s1(t) = s2(t)} ∈ [0, σ).
Then consider the function v(x, t) = u2(x, t)− u1(x, t), which satisfies
vt − vxx = 0, 0 < x < s(t), 0 < t < t¯;
−vx(0, t) = −u2x(0, t) + u1x(0, t) = h2(t)− h1(t) ≥ 0, 0 < t < t¯;
v(x, 0) = u2(x, 0)− u1(x, 0) = ϕ2(x)− ϕ1(x) ≥ 0, 0 < x < b1;
v(s1(t), t) = u2(s1(t), t)− u1(s1(t), t) = u2(s1(t), t) ≥ 0, 0 < t < t¯.
By virtue of the strong minimum principle, v(x, t) > 0 for 0 < x < s1(t), 0 < t < t¯.
Indeed, v(s1(t), t) > 0 for 0 < t < t¯. Notice also that a minimum is attained by v
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at (s1(t¯), t¯), where
v(s1(t¯), t¯) = u2(s1(t¯), t¯)− u1(s1(t¯), t¯) s1(t¯)=s2(t¯)= u2(s2(t¯), t¯)− u1(s1(t¯), t¯) = 0.
Thus, due to the Hopf’s lemma17, vx(s1(t¯), t¯) < 0. We now compute vx(s1(t¯), t¯) =
u2x(s2(t¯), t¯)− u1x(s1(t¯), t¯) = −s˙2(t¯) + s˙1(t¯).
Hence, as we have just proved that vx(s1(t¯), t¯) < 0, we get that s˙2(t¯) > s˙1(t¯), which
is not consistent with the definition of t¯. Then, as t¯ ∈ [0, σ), s1(t) < s2(t) for
0 ≤ t < σ.
2) Assume now that b1 = b2. First, let us extend the data ϕ2(x) to zero over the
space domain [b, b + δ], where δ > 0 is an arbitrary constant. Let also uδ(x, t)
and sδ(t) be the solution of the problem (1.16) - (1.21), corresponding to the data
h(t) = h2(t), b = b+ δ and ϕ(x) = ϕ2(x).
Then, by the first part of the proof, s1(t) < sδ(t) and s2(t) < sδ(t) for all 0 ≤ t < σ.
Consider now, for all 0 ≤ t < σ,
sδ(t)− s2(t) (3.6)=  b2 + δ +

ˆ b2+δ
0
ϕ2(x) dx+


ˆ t
0
h2(τ) dτ −
ˆ sδ(t)
0
uδ(x, t) dx
−
(
 b2 +


ˆ b2
0
ϕ2(x) dx+


ˆ t
0
h2(τ) dτ −
ˆ s2(t)
0
u2(x, t) dx
)
= δ −
ˆ s2(t)
0
(uδ − u2)(x, t) dx−
ˆ sδ(t)
s2(t)
uδ(x, t) dx
≤ δ.
Therefore, sδ(t) ≤ s2(t) + δ, and combining this result with s1(t) < sδ(t), we
obtain that s1(t) < sδ(t) ≤ s2(t) + δ. On letting δ → 0, we get s1(t) ≤ s2(t), for
0 ≤ t < σ. uunionsq
Now we are going to study the behaviour of the solution s(t) of the Stefan prob-
lem (1.16) - (1.21), for large times. Although we have not proved existence and
uniqueness of solution to the problem for large times, recall Remark 3.2, in which
we state existence and uniqueness for large times. In doing so, we of course assume
that σ <∞.
3.3.1. Behaviour of the free boundary for large times.
Theorem 3.3. Let u(x, t), s(t) be the solution of Theorem 3.1. Then
s∞ := lim
t→∞ s(t) = b+
ˆ b
0
ϕ(x) dx+
ˆ ∞
0
h(t) dt.
Proof. 1) Assume first
(3.12)
ˆ ∞
0
h(t) dt = +∞.
17Some notes about Hopf’s lemma appear in section 2 of Appendix A.
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In that case, we only need show that s(t) is unbounded, i.e. s∞ = +∞. Let us
recall that, for all t ≥ 0, by (3.6),
(3.13) s(t) = b+
ˆ b
0
ϕ(x) dx+
ˆ t
0
h(τ) dτ −
ˆ s(t)
0
u(x, t) dx.
From Proposition 3.2, it follows that
(3.14) s(t) ≤ S, 0 ≤ t <∞ =⇒ u(x, t) ≤MS, in Qs,∞,
i.e., if s(t) is bounded over [0,∞), then u(x, t) is also bounded. This is clearly
inconsistent with (3.13), if we recall (3.12).
2) Consider now ˆ ∞
0
h(t) dt < +∞.
Taking (3.13), together with u(x, t) > 0 in Qs,∞, yields
(3.15) s(t) < b+
ˆ b
0
ϕ(x) dx+
ˆ ∞
0
h(t) dt < +∞.
Then, we have that s(t) → s∞ < +∞. Now it is only left to identify s∞ as the
quantity in the statement of the theorem. Due to (3.13), we only need to show
that limt→∞
´ s(t)
0
u(x, t) dx = 0 and we will recover (3.15) with an equality, when
t→∞.
On multiplying (1.16) by u and integrating in Qs,t, we get
0 =
ˆ ˆ
Qs,t
uuτ − uuxx dx dτ
=
ˆ t
0
ˆ s(τ)
0
(uuτ − uuxx)(x, τ) dx dτ
=
ˆ t
0
ˆ s(τ)
0
uuτ dx dτ −
ˆ t
0
ˆ s(τ)
0
uuxx dx dτ
Integrating by parts and rearranging terms, we arrive to
(3.16)
1
2
ˆ s(t)
0
u(x, t)2 dx+
ˆ ˆ
Qs,t
ux(x, t)
2 dx dτ =
1
2
ˆ b
0
ϕ(x)2 dx+
ˆ t
0
u(0, τ)h(τ) dτ.
Recalling (3.14) and (3.15), we obtain
lim
t→∞
ˆ t
0
u(0, τ)h(τ) dτ
(3.14)
≤
ˆ ∞
0
Ms∞h(τ) dτ < +∞,
and the right-hand side of (3.16) is finite (by the equality of (3.16), its left-hand
side is finite too).
This way,
(3.17)
ˆ ˆ
Qs,∞
ux(x, t)
2 dx dt < +∞.
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Now, after some calculus, we show that
ˆ ˆ
Qs,∞
u(x, t)2 dx dt =
ˆ ˆ
Qs,∞
[ˆ s(t)
x
uξ(ξ, t) dξ
]2
dx dt
≤ s∞
ˆ ˆ
Qs,∞
ˆ s(t)
x
uξ(ξ, t)
2 dξ dx dt
≤ s2∞
ˆ ˆ
Qs,∞
uξ(ξ, t)
2 dξ dt
(3.17)
< +∞,
where in the first inequality we have used Ho¨lder’s inequality18 (taking the power
of two in the inequality).
Then, there exists a sequence (tn)n≥1, tn →∞, such that
(3.18)
ˆ s(tn)
0
u(x, tn)
2 dx→ 0.
But considering the function t 7→ ´ s(t)
0
u(x, t)2 dx and taking into account (3.16)
(with both sides finite), it has a convergent limit as t → ∞. By (3.18), the limit
has to be 0.
Finally, using that
´ s(t)
0
u(x, t)2 dx
t→∞−−−→ 0 and that s∞ < +∞ as we saw before
from (3.15),
ˆ s(t)
0
u(x, t) dx
Ho¨lder’s inequality
≤ √s∞
[ˆ s(t)
0
u(x, t)2 dx
]1/2
−→ 0 when t→∞,
proving this way that limt→∞
´ s(t)
0
u(x, t) dx = 0. uunionsq
We will finish this section just saying that the content appearing in it has been
inspired in [1] pages 5-11, 14-16 and some punctual aspects from [7] and [8].
18Let 1
p
+ 1
q
= 1 with p, q > 1. Then Ho¨lder’s inequality for integrals states that
´ b
a |f(x)g(x)| dx ≤[´ b
a |f(x)|p
] 1
p
[´ b
a |g(x)|q
] 1
q
. If p = q = 2, this equality becomes Schwarz’s inequality.

Conclusion
In this thesis we have reviewed many different aspects on the Stefan problem,
starting from its origins and physical interpretation to some in-depth proves on
existence and uniqueness of solution. Thus, we can say that the Stefan problem
generates a huge object to study in different subjects, specially in those related to
physics and mathematics.
Remember that explicit analytic solutions for arbitrary conditions in the formula-
tion of the Stefan problem are not known yet. This fact gives a path for future
studies on the problem and generates the necessity of including numerical proce-
dures as a fundamental tool to solve the Stefan problem in most cases, specially in
those which are derived from real experiments.
It is a fact that nowadays the Stefan problem is more studied and cited by its
physical applications than by its mathematical interest itself. Clearly, the different
results on existence and uniqueness of solution of the problem are already well
known. They have been derived through years, using essentially the ideas presented
in the proofs of chapter 3. Therefore, the analytical interest in the problem has
evolved to studying the different scopes where all the knowledge about the Stefan
problem can be applied and the physical phenomenon of phase change takes place.
This leads us to talk about some recent examples where the Stefan problem plays
a fundamental role. One of them would be nanotechnology (we are essentially
referring to thermodynamic systems in a nanometer scale). At this scale, some
of the physical assumptions about matter considered in classical mechanics, may
change, but the Stefan problem can be adapted to apply here too. Some examples
of work in this topic are [2] and [5]. As we already said, Stefan problems are present
in a huge variety of subjects, even in an apparently unrelated topic, as it would be
neuroscience, [3].
It is just a matter of time to see where the Stefan problem will be discovered to be
present or it is possible to be applied. A simple and innocent phase change capable
to change our minds, our life.
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Appendix A
Maximum principles for parabolic
equations
The fact that heat flows from higher to lower temperature regions, implies that
a solution of the homogeneous heat equation attains its maximum and minimum
values on ∂pQT =
(
Ω× {t = 0}) ∪ (∂Ω× (0, T ]), where QT = Ω × (0, T ), for Ω a
bounded domain. This result is known as the maximum principle. The proof for
the next results and related concepts to the ones presented here are in [11], pages
31-34.
1. Maximum principle
Theorem 1.1 (Weak maximum principle). Let ω ∈ C2,1(QT ) ∩ C(QT ) such that
ωt −D∆ω = q ≤ 0 in QT . Then ω attains its maximum on ∂pQT :
max
QT
ω = max
∂pQT
ω.
In particular, if ω is negative on ∂pQT , then it is negative in all QT .
As an immediate consequence of Theorem 1.1, we have that if ωt − D∆ω = 0 in
QT , then ω attains its maximum and its minimum on ∂pQT . In particular
min
∂pQT
ω ≤ ω(x, t) ≤ max
∂pQT
ω for every (x, t) ∈ QT .
Corollary 1.1 (Comparison and stability). Let v and ω satisfy vt − D∆v = f1
and ωt −D∆w = f2. Then:
a) If v ≥ ω on ∂pQT and f1 ≥ f2 in QT , then v ≥ ω in all QT .
b) The following stability estimate holds:
(1.1) max
QT
|v − ω| ≤ max
∂pQT
|v − ω|+ T max
QT
|f1 − f2|.
Remark 1.1. Inequality (1.1) is a uniform pointwise stability estimate, extremely
useful in several applications. In fact, if v = g1, ω = g2 on ∂pQT and
max
∂pQT
|g1 − g2| ≤ ε and max
QT
|f1 − f2| ≤ ε,
we deduce that max
QT
|v − ω| ≤ ε(1 + T ).
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Thus, in finite time, a small uniform distance between the data implies small uni-
form distance between the corresponding solutions.
Remark 1.2 (Strong maximum principle). Theorem 1.1 is a version of the so
called weak maximum principle, weak because this result says nothing about the
possibility that a solution achieves its maximum at an interior point, as well.
A more precise result is known as strong maximum principle and states that if a
solution of ωt−D∆ω = 0 achieves its maximum M at a point (x1, t1), with x1 ∈ Ω,
0 < t1 ≤ T , then ω = M in Ω× [0, T ].
The minimum principle works exactly the same as the maximum principle does, but
changing maximum per minimum and the sense of the inequalities. More precisely,
we have:
Theorem 1.2 (Weak minimum principle). Let ω ∈ C2,1(QT ) ∩ C(QT ), such that
ωt −D∆ω = q ≥ 0 in QT . Then ω attains its minimum on ∂pQT :
min
QT
ω = min
∂pQT
ω.
In particular, if ω is positive on ∂pQT , then it is positive in all QT .
Remark 1.3 (Strong minimum principle). As in the maximum principle, we have
a more precise result of the weak minimum principle, considering the possibility
that a solution attains its minimum at an interior point. This result is called strong
minimum principle and states that if a solution of ωt − D∆ω = 0 achieves its
minimum M at a point (x1, t1), with x1 ∈ Ω, 0 < t1 ≤ T , then ω = M in Ω× [0, T ].
2. Hopf’s Lemma
First of all, consider the uniformly elliptic operator L having the nondivergence
form
Lu = −
n∑
i,j=1
ai,juxixj +
n∑
i=1
biuxi + cu,
where the coefficients ai,j , bi and c are continuous. We also assume, without loss
of generality, the symmetry condition ai,j = aj,i, i, j = 1, · · · , n. An example is
ai,j ≡ δi,j , bi ≡ 0 and c ≡ 0, which make the operator L correspond to −∆.
Lemma 2.1 (Hopf’s lemma). Assume u ∈ C2(Ω)∩C1(Ω) and c ≡ 0 in Ω. Suppose
further Lu ≤ 0 in Ω, and that there exists a point x0 ∈ ∂Ω such that
u(x0) > u(x), for all x ∈ Ω.
Assume finally that Ω satisfies the interior ball condition at x0, i.e., there exists an
open ball B ⊂ Ω with x0 ∈ ∂Ω. Then ∂u∂ν (x0) > 0, where ν is the outer unit normal
to B at x0.
If c ≥ 0 in Ω, the same conclusion holds provided u(x0) ≥ 0.
The statement and proof of this last lemma can be found in [4], page 330.
Appendix B
Green’s function
1. The Green function
Generally speaking, a Green’s function is an integral kernel that can be used to solve
differential equations from a large number of families, including simpler examples
such as ordinary differential equations with initial or boundary value conditions, as
well as more difficult examples such as inhomogeneous partial differential equations
with boundary conditions.
Given a linear differential operator L = L(x) acting on the collection of distribu-
tions1 over a subset Ω of some Euclidean space Rn, a Green’s function G = G(x, s)
at the point s ∈ Ω corresponding to L, is any solution of
LG(x, s) = δ(x− s),
where δ denotes the delta function. The motivation for defining such a function is
widespread, but by multiplying the above identity by a function f(s) and integrating
with respect to s, yieldsˆ
LG(x, s)f(s) ds =
ˆ
δ(x− s)f(s) ds.
The right-hand side reduces merely to f(x), due to properties of the delta function
and because L is a linear operator acting only on x and not on s, the lef-hand side
can be rewritten as
L
(ˆ
G(x, s)f(s) ds
)
.
This reduction is particularly useful when solving for u = u(x) in differential equa-
tions of the form Lu(x) = f(x), where the above arithmetic confirms that
Lu(x) =
(ˆ
G(x, s)f(s) ds
)
and whereby it follows that u has the specific integral form
u(x) =
ˆ
G(x, s)f(s) ds.
1Distributions are also called ”generalized functions”, which, as its name implies, are a generaliza-
tion of the concept of a function. More formally, generalized functions are defined as continuous
linear functionals over a space of infinitely differentiable functions such that all the continuous
functions have derivatives which are themselves generalized functions. The most commonly en-
countered generalized function is the delta function.
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Consider now the function Φ as the fundamental solution for the Laplace operator
∆ in all Rn, that we already deduced in subsection 1 of chapter 2. Of course, we
can also define a fundamental solution for the Laplace operator in any open set and
in particular in any bounded domain Ω ∈ Rn. This function, which we denote by
G(x, s), is also called the Green function in Ω, for the operator ∆.
For fixed x ∈ Ω, G satisfies ∆sG(x, s) = −δx in Ω and G(x, σ) = 0, for σ ∈ ∂Ω.
More explicitly, the Green’s function can be written in the form
G(x, s) = Φ(x− s)− ϕ(x, s),
where ϕ, for fixed x ∈ Ω, solves the Dirichlet problem
(1.1)
{
∆sϕ = 0, in Ω
ϕ(x, σ) = Φ(x− σ), on ∂Ω.
1.1. Green’s function for the upper half space. If x = (x1, . . . , xn−1, xn) ∈
Rn+, its reflection in the plane ∂Rn+ is the point x˜ = (x1, . . . , xn−1,−xn). We will
solve (1.1) for the half space, by setting
ϕ(x˜, s) := Φ(x˜− s) = Φ(x1 − s1, . . . , xn−1 − sn−1,−xn − sn), for x, s ∈ Rn+.
The idea is that ϕ is built from Φ by ”reflecting the singularity” from x ∈ Rn+ to
x˜ /∈ Rn+. We note ϕ(x, γ) = Φ(x− γ), if γ ∈ ∂Rn+ and thus{
∆sϕ = 0, in Rn+
ϕ(x, γ) = Φ(x− γ), on ∂Rn+,
as required.
Finally, the Green’s function for the half space Rn+ is
G(x, s) := Φ(x− s)− Φ(x˜− s), for x, s ∈ Rn+, x 6= s.
The results for the Green function here presented can be found in [4], pages 33-37,
[11], page 133 and [13].
2. The Neumann function
Mimicking what we have done for the Dirichlet problem in the previous section, we
try to find an analog of the Green function, that is, a function N = N(x, s), given
by
N(x, s) = Φ(x− s)− ψ(x, s),
where, for x fixed, ϕ is required to satisfy{
∆sψ = 0, in Ω
∂νσψ(x, σ) = ∂νσΦ(x− σ) + 1|∂Ω| , on ∂Ω,
Notice that, with this choice of ψ, we have
∂νσN(x, σ) = −
1
|∂Ω| on ∂Ω,
which satisfy the compatibility condition for the Neumann problem, in order to
guarantee the existence of solution. The function N is called Neumann’s function
(also Green’s function for the Neumann problem) and it is defined up to an additive
constant.
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About the Neumann’s function for the half space Rn+, by a similar argument as the
one presented in subsection 1.1 of this appendix, and using the same notation, it
corresponds to
N(x, s) := Φ(x− s) + Φ(x˜− s), for x, s ∈ Rn+, x 6= s.
The concepts presented above and more others about the Neumann function, can
be found in [11], pages 137-138.
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