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We introduce a new monotone mapping in Banach spaces, which is an extension of the 𝐶𝑛-monotone mapping studied by Nazemi
(2012),andwegeneralizethevariationalinclusioninvolvingthe𝐶𝑛-monotone mapping. Based on the new monotone mapping, we
propose a new proximal mapping which combines the proximal mapping studied by Nazemi (2012) with the 𝜂 mapping studied by
Lanetal.(2011)andshowitsLipschitzcontinuity .Basedonthenewproximalmapping,wegiveaniterativealgorithm.Furthermore,
weprovetheconvergenceofiterativesequencesgeneratedbythealgorithmundersomeappropriateconditions.Ourresultsimprove
and extend corresponding ones announced by many others.
1. Introduction
Variational inequality theory has emerged as a powerful tool
for a wide class of unrelated problems arising in various
branches of physical, engineering, pure, and applied sciences
in a unified and general framework. As the generalization
of variational inequalities, variational inclusions have been
widely studied in recent years. One of the most important
problems in the theory of variational inclusions is the devel-
opmentofanefficientandimplementableiterativealgorithm.
Therefore, many iterative algorithms and existence results
for various variational inclusions have been studied see, for
example, [1–3].
Several years ago, Xia and Huang [4]p r o p o s e dt h e
concept of general 𝐻-monotone operators in Banach spaces
and studied a class of variational inclusions involving the
general 𝐻-monotone operator in Banach spaces. In 2010,
Luo and Huang [5]i n t r o d u c e dan e wn o t i o no f𝐵-monotone
operatorsinBanachspacesandgaveanewproximalmapping
related to these operators. Then, they used it to study a new
classofvariationalinclusionsinBanachspaces.Veryrecently,
Nazemi [6] introduced the notion of a new class of 𝐶𝑛-
monotone mappings which is an extension of 𝐵-monotone
operators introduced in [5].
Motivated and inspired by the work going on in this
direction,inthispaper,weproposeanewmonotonemapping
in Banach spaces named 𝐶𝑛-𝜂-monotone mapping which
generalizes the 𝐶𝑛-monotone mapping introduced in [6]
from the same 𝑛-dimensional product space to different 𝑛-
dimensionalproductspaceandreducesthe𝐶𝑛 mappingfrom
strictly monotone mapping to monotone mapping. Further,
we consider a new proximal mapping which associates a
𝜂 mapping introduced in [7] and generalizes the proximal
mapping introduced in [6]. Furthermore, in the process of
proving the convergence of iterative sequences generated
b yt h ea l g o r i t h m ,w ec h a n g et h ec o n d i t i o no fau n i f o r m l y
smooth Banach space with 𝜌𝐸(𝑡) ≤ 𝐶𝑡
2 to a 𝑞-uniformly
smooth Banach space, which extends the proof of the con-
vergence of iterative sequences in [6]. The results presented
in this paper generalize many known and important results
in the recent literature and the references therein.
2. Preliminaries
Let 𝐸 be a real Banach space, let 𝐸
∗ be the topological dual
space of 𝐸, and let ⟨𝑢,V⟩ be the dual pair between 𝑢∈𝐸
∗ and
V ∈𝐸 .L e t𝐶𝐵(𝐸) denote the family of all nonempty, closed,2 Abstract and Applied Analysis
and bounded subsets of 𝐸.S e t∏
𝑛
𝑖=1𝐸𝑖 =𝐸 1 ×𝐸 2 ×⋅⋅⋅×𝐸 𝑛.
Let 𝐻(⋅,⋅) be the Hausdorff metric on 𝐶𝐵(𝐸) defined by
𝐻(𝐴,𝐷) := max{sup
𝑥∈𝐴
inf
𝑦∈𝐷
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩,sup
𝑦∈𝐷
inf
𝑥∈𝐴
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩},
𝐴,𝐷 ∈ 𝐶𝐵(𝐸).
(1)
We recall the following definitions and results which are
needed in the sequel.
Definition1(see[7]). Asingle-valuedmapping𝜂:𝐸 × 𝐸→𝐸
is said to be 𝑘-Lipschitz continuous if there exists a constant
𝑘>0such that
򵄩 򵄩 򵄩 򵄩𝜂(𝑥,𝑦)򵄩 򵄩 򵄩 򵄩 ≤𝑘򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩,∀ 𝑥 , 𝑦 ∈ 𝐸 . (2)
Definition 2 (see [8]). A Banach space 𝐸 is called smooth if,
for every 𝑥∈𝐸with ‖𝑥‖ = 1, there exists a unique 𝑓∈𝐸
∗
such that ‖𝑓‖ = 𝑓(𝑥) = 1. The modulus of smoothness of 𝐸
is the function 𝜌𝐸 :[ 0 ,∞)→[ 0 ,∞) , defined by
𝜌𝐸 (𝑡) = sup{
1
2
(򵄩 򵄩 򵄩 򵄩𝑥+𝑦 򵄩 򵄩 򵄩 򵄩 + 򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩)−1:
𝑥,𝑦 ∈ 𝐸,‖𝑥‖ =1 ,򵄩 򵄩 򵄩 򵄩𝑦򵄩 򵄩 򵄩 򵄩 =𝑡 }.
(3)
Definition 3 (see [8]). The Banach space 𝐸 is said to be
(i) uniformly smooth if
lim
𝑡→0
𝜌𝐸 (𝑡)
𝑡
=0 ; (4)
(ii) 𝑞-uniformly smooth, for 𝑞>1 , if there exists a
constant 𝑐>0such that
𝜌𝐸 (𝑡) ≤𝑐 𝑡
𝑞,𝑡 ∈ [0,∞). (5)
It is well known (see, e.g., [9]) that
𝐿𝑞 (or 𝑙𝑞) is{
𝑞-uniformly smooth, if1<𝑞≤2 ,
2-uniformly smooth, if𝑞≥2 .
(6)
Note that if 𝐸 is uniformly smooth, 𝑗𝑞 becomes single-
valued. In the study of characteristic inequalities in 𝑞-
uniformly smooth Banach space, Xu [8]e s t a b l i s h e dt h e
following lemma.
Lemma 4 (see [8]). Let 𝑞>1be a real number and let 𝐸 be
a smooth Banach space and 𝐽𝑞 :𝐸→2
𝐸
∗
the normalized
duality mapping. Then, 𝐸 is 𝑞-uniformly smooth if and only if
there exists a constant 𝑐𝑞 >0such that for every 𝑥,𝑦 ∈ 𝐸,
򵄩 򵄩 򵄩 򵄩𝑥+𝑦 򵄩 򵄩 򵄩 򵄩
𝑞 ≤ ‖𝑥‖
𝑞 +𝑞⟨ 𝑦 ,𝑗 𝑞 (𝑥)⟩+𝑐 𝑞
򵄩 򵄩 򵄩 򵄩𝑦򵄩 򵄩 򵄩 򵄩
𝑞,
∀𝑗𝑞 (𝑥) ∈𝐽 𝑞 (𝑥).
(7)
Definition 5. A single-valued mapping 𝑔:𝐸→𝐸is said to
be(𝗾,𝜇)-relaxedcocoerciveifthereexist𝑗𝑞(𝑥−𝑦) ∈ 𝐽𝑞(𝑥−𝑦)
and 𝗾,𝜇 > 0 such that
⟨𝑗𝑞 (𝑥 − 𝑦),𝑔(𝑥) − 𝑔(𝑦)⟩
≥− 𝗾 򵄩 򵄩 򵄩 򵄩𝑔(𝑥) −𝑔( 𝑦 ) 򵄩 򵄩 򵄩 򵄩
𝑞 +𝜇 򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
𝑞,∀ 𝑥 , 𝑦 ∈ 𝐸 .
(8)
Definition 6. Let 𝑛≥3 and 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ be a
multivalued mapping, 𝑓𝑖 :𝐸→𝐸 𝑖, 𝑖 = 1,2,...,𝑛,a n d
𝜂:𝐸×𝐸→𝐸single-valued mappings.
(i) For each 1≤𝑖≤𝑛 , 𝑀(...,𝑓 𝑖,...)is said to be 𝗼𝑖-
strongly 𝜂-monotone with respect to 𝑓𝑖 (in the 𝑖th
argument) if there exists a constant 𝗼𝑖 >0such that
⟨𝜔𝑖 −𝜔
򸀠
𝑖,𝜂(𝑥,𝑦)⟩≥𝗼 𝑖
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2,
𝜔𝑖 ∈𝑀( 𝑢 1,...,𝑢 𝑖−1,𝑓 𝑖 (𝑥),𝑢 𝑖+1,...,𝑢 𝑛),
𝜔
򸀠
𝑖 ∈𝑀( 𝑢 1,...,𝑢 𝑖−1,𝑓 𝑖 (𝑦),𝑢𝑖+1,...,𝑢 𝑛),
∀𝑥,𝑦∈𝐸,𝑢 1 ∈𝐸 1,𝑢 2 ∈𝐸 2,...,
𝑢𝑖−1 ∈𝐸 𝑖−1,𝑢 𝑖+1 ∈𝐸 𝑖+1,...,𝑢 𝑛 ∈𝐸 𝑛.
(9)
(ii) For each 1 ≤ 𝑖 ≤ 𝑛, 𝑀(...,𝑓 𝑖,...) is said to be
𝗽𝑖-relaxed 𝜂-monotone with respect to 𝑓𝑖 (in the 𝑖th
argument) if there exists a constant 𝗽𝑖 >0such that
⟨𝜔𝑖 −𝜔
򸀠
𝑖,𝜂(𝑥,𝑦)⟩≥−𝗽 𝑖
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2,
𝜔𝑖 ∈𝑀( 𝑢 1,...,𝑢 𝑖−1,𝑓 𝑖 (𝑥),𝑢 𝑖+1,...,𝑢 𝑛),
𝜔
򸀠
𝑖 ∈𝑀( 𝑢 1,...,𝑢 𝑖−1,𝑓 𝑖 (𝑦),𝑢𝑖+1,...,𝑢 𝑛),
∀𝑥,𝑦∈𝐸,𝑢 1 ∈𝐸 1,𝑢 2 ∈𝐸 2,...,
𝑢𝑖−1 ∈𝐸 𝑖−1,𝑢 𝑖+1 ∈𝐸 𝑖+1,...,𝑢 𝑛 ∈𝐸 𝑛.
(10)
(iii) By assumption that 𝑛 is an even number, 𝑀 is said to
be 𝗼1𝗽2𝗼3𝗽4 ⋅⋅⋅𝗼 𝑛−1𝗽𝑛-symmetric 𝜂-monotone with
respect to 𝑓1,𝑓 2,...,𝑓 𝑛 if, for each 𝑖 ∈ {1,3,...,𝑛−
1},𝑀(...,𝑓 𝑖,...) is 𝗼𝑖-strongly 𝜂-monotone with
respect to 𝑓𝑖 (in the 𝑖th argument) and for each 𝑗∈
{2,4,...,𝑛},𝑀(...,𝑓 𝑗,...)is 𝗽𝑗-relaxed 𝜂-monotone
with respect to 𝑓𝑗 (in the 𝑗th argument) with
𝗼1 +𝗼 3 +⋅⋅⋅+𝗼 𝑛−1 >𝗽 2 +𝗽 4 +⋅⋅⋅+𝗽 𝑛. (11)
(iv) By assumption that 𝑛 is an odd number, 𝑀 is said to
be 𝗼1𝗽2𝗼3𝗽4 ⋅⋅⋅𝗼 𝑛−1𝗽𝑛-symmetric 𝜂-monotone with
respect to 𝑓1,𝑓 2,...,𝑓 𝑛 if, for each 𝑖 ∈ {1,3,...,𝑛},
𝑀(...,𝑓 𝑖,...)is 𝗼𝑖-strongly 𝜂-monotone with respect
to 𝑓𝑖 (in the 𝑖th argument) and for each 𝑗∈
{2,4,...,𝑛 − 1}, 𝑀(...,𝑓 𝑗,...) is 𝗽𝑗-relaxed 𝜂-
monotone with respect to 𝑓𝑗 (in the 𝑗th argument)
with
𝗼1 +𝗼 3 +⋅⋅⋅+𝗼 𝑛 >𝗽 2 +𝗽 4 +⋅⋅⋅+𝗽 𝑛−1. (12)Abstract and Applied Analysis 3
Definition 7 (see [10]). Let 𝐸 be a Banach space. A multival-
ued mapping 𝐴:𝐸򴁂 򴀱𝐶 𝐵 ( 𝐸 𝑖) is said to be 𝐻-Lipschitz
continuous if there exists a constant 𝑡>0such that
𝐻(𝐴(𝑥),𝐴(𝑦)) ≤𝑡򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩,∀ 𝑥 , 𝑦 ∈ 𝐸 , (13)
where 𝐻(⋅,⋅) is the Hausdorff metric on 𝐶𝐵(𝐸𝑖).
Definition 8. Let, for each 𝑖 = 1,2,...,𝑛, 𝑇 𝑖 : 𝐸 򴁂򴀱 𝐶𝐵(𝐸𝑖)
be a multivalued mapping. A single-valued mapping 𝐹:
∏
𝑛
𝑖=1𝐸𝑖 →𝐸
∗ is said to be 𝜆𝐹𝑖-Lipschitz continuous in the
𝑖th argument with respect to 𝑇𝑖 (𝑖=1,2,...,𝑛)if there exists
ac o n s t a n t𝜆𝐹𝑖 >0such that
򵄩 򵄩 򵄩 򵄩𝐹(𝑥 1,...,𝑥 𝑖−1,𝑢 𝑖1,𝑥 𝑖+1,...,𝑥 𝑛)
−𝐹(𝑥1,...,𝑥 𝑖−1,𝑢 𝑖2,𝑥 𝑖+1,...,𝑥 𝑛)򵄩 򵄩 򵄩 򵄩
≤𝜆 𝐹𝑖
򵄩 򵄩 򵄩 򵄩𝑢𝑖1 −𝑢 𝑖2
򵄩 򵄩 򵄩 򵄩,
∀𝑦1,𝑦 2 ∈𝐸 ,𝑥 1 ∈𝐸 1,...,𝑥 𝑖−1 ∈𝐸 𝑖−1,
𝑥𝑖+1 ∈𝐸 𝑖+1,...,𝑥 𝑛 ∈𝐸 𝑛,𝑢 𝑖1 ∈𝑇 𝑖 (𝑦1),𝑢 𝑖2 ∈𝑇 𝑖 (𝑦2).
(14)
Definition 9. Let 𝐸 be a Banach space with the dual space
𝐸
∗and 𝜂:𝐸×𝐸→𝐸single-valuedmappings;𝐶𝑛 :𝐸→𝐸
∗
is said to be 𝜂-monotone mapping if
⟨𝐶𝑛 (𝑥) −𝐶 𝑛 (𝑦),𝜂(𝑥,𝑦)⟩ ≥ 0, ∀𝑥,𝑦 ∈ 𝐸. (15)
3. 𝐶𝑛-𝜂-Monotone Mapping
First, we define the notion of 𝐶𝑛-𝜂-monotone mapping.
Definition10. Let𝐸beaBanachspacewiththedualspace𝐸
∗.
Let 𝑛≥3and 𝑓𝑖 :𝐸→𝐸 𝑖, 𝑖=1,2,...,𝑛, 𝐶 𝑛 :𝐸→𝐸
∗ be
single-valuedmappingsand 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ am ul ti v al u ed
mapping.
( i )I nc a s et h a t𝑛 is an even number, 𝑀 is said to be a
𝐶𝑛-𝜂-monotonemappingif𝑀is𝗼1𝗽2𝗼3𝗽4 ⋅⋅⋅𝗼 𝑛−1𝗽𝑛-
symmetric 𝜂-monotone with respect to 𝑓1,𝑓 2,...,𝑓 𝑛
and (𝐶𝑛 +𝜆 𝑀 ( 𝑓 1,𝑓 2,...,𝑓 𝑛))(𝐸) = 𝐸
∗,f o re v e r y𝜆>
0.
(ii) In case that 𝑛 is an odd number, 𝑀 is said to be a
𝐶𝑛-𝜂-monotonemappingif𝑀is𝗼1𝗽2𝗼3𝗽4 ⋅⋅⋅𝗽 𝑛−1𝗼𝑛-
symmetric 𝜂-monotone with respect to 𝑓1,𝑓 2,...,𝑓 𝑛
and (𝐶𝑛 +𝜆 𝑀 ( 𝑓 1,𝑓 2,...,𝑓 𝑛))(𝐸) = 𝐸
∗,f o re v e r y
𝜆>0 .
Remark 11. (i) If 𝑀(𝑓1,𝑓 2,...,𝑓 𝑛)=𝑀 , 𝜂(𝑦,𝑥) = 𝑦 − 𝑥,a n d
𝑀 is monotone, then the 𝐶𝑛-𝜂-monotone mapping reduces
to the general 𝐻-monotone mapping considered in [4].
(ii)If𝑀(𝑓1,𝑓 2,...,𝑓 𝑛)=𝑀 ( 𝑓 1,𝑓 2),𝜂(𝑦,𝑥) = 𝑦−𝑥,th en
the 𝐶𝑛-𝜂-monotone mapping reduces to the 𝐵-monotone
mapping considered in [5].
(iii) If 𝑀(𝑓1,𝑓 2,...,𝑓 𝑛)=𝑀 , 𝜂(𝑦,𝑥) = 𝑦 − 𝑥,a n d𝑀
are 𝑚-relaxed monotone, then the 𝐶𝑛-𝜂-monotone mapping
reduces to the 𝐴-monotone mapping considered in [11].
(iv) If 𝑀 reduces to 𝐸×𝐸×⋅⋅⋅×𝐸 ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑛
→𝐸
∗, 𝜂(𝑦,𝑥) =
𝑦−𝑥 ,a n d𝑓1,𝑓 2,...,𝑓 𝑛 reduce to 𝐸→𝐸 , then the 𝐶𝑛-
𝜂-monotone mapping reduces to the 𝐶𝑛-monotone mapping
considered in [6].
Example 12. Let 𝐸=𝑙
2 and then 𝐸
∗ =𝑙
2; and assume 𝑛 is an
even number; let 𝐸𝑖 =( 𝐸 ,‖⋅‖ 𝑖), 𝑖=1,2,...,𝑛,w h e r e‖⋅‖ 𝑖 is
the equivalent norm on 𝑙
2 space, 𝑒𝑖 =(0,...,0 ⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑖−1
,1,0,...)∈𝐸 𝑖,
for ∀𝑥 ∈ 𝐸;l e t𝑓1(𝑥) = 𝗼1𝑥+𝑒 1 ∈𝐸 1, 𝑓2(𝑥) = −𝗽2𝑥+𝑒 2 ∈
𝐸2, 𝑓3(𝑥) = 𝗼3𝑥+𝑒 3 ∈𝐸 3, 𝑓4(𝑥) = −𝗽4𝑥+𝑒 4 ∈𝐸 4,...,
𝑓𝑛−1(𝑥) = 𝗼𝑛−1𝑥+𝑒𝑛−1 ∈𝐸 𝑛−1,𝑓𝑛(𝑥) = −𝗽𝑛𝑥+𝑒𝑛 ∈𝐸 𝑛,wher e
𝗼1,𝗽 2,𝗼 3,𝗽 4,...,𝗼 𝑛−1, 𝗽𝑛 >0are constants such that
𝗼1 −𝗽 2 +𝗼 3 −𝗽 4 +⋅⋅⋅+𝗼 𝑛−1 −𝗽 𝑛 =𝗾>0 . (16)
Let𝑀(𝑢1,𝑢 2,...,𝑢 𝑛)=( 𝑢 1 −𝑒 1)+( 𝑢 2 −𝑒 2)+⋅⋅⋅+( 𝑢 𝑛 −𝑒 𝑛),
where 𝑢𝑖 ∈𝐸 𝑖, 𝑖 = 1,2,...,𝑛;l e t𝐶𝑛( 𝑥 )=𝑥+𝑒 𝑛+1,𝑥 ∈ 𝐸,
𝜂(𝑥,𝑦) = 𝑥 − 𝑦, ∀𝑥,𝑦 ∈ 𝐸.Th e n𝑀 is a 𝐶𝑛-𝜂-monotone
mapping.
Withnolossofgenerality,wemayassumethat𝑛isaneven
number in the next text.
Lemma 13. Let 𝜂:𝐸 × 𝐸→𝐸 , 𝑓 𝑖 :𝐸→𝐸 𝑖, 𝑖=
1,2,...,𝑛, be single-valued mappings; 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗
a 𝗼1𝗽2𝗼3𝗽4 ⋅⋅⋅𝗼 𝑛−1𝗽𝑛-symmetric 𝜂-monotone with respect to
𝑓1,𝑓 2,...,𝑓 𝑛.Th e nf o r∀𝑥,𝑦 ∈ 𝐸 one has
⟨𝑢 − V,𝜂(𝑦,𝑥)⟩≥𝐾 𝑛
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2,
𝑢∈𝑀( 𝑓 1𝑦,𝑓2𝑦,...,𝑓 𝑛𝑦), V ∈𝑀( 𝑓 1𝑥,𝑓2𝑥,...,𝑓 𝑛𝑥),
(17)
where 𝐾𝑛 =( 𝗼 1 +𝗼 3 +⋅⋅⋅+𝗼 𝑛−1)−( 𝗽 2 +𝗽 4 +⋅⋅⋅+𝗽 𝑛).
Proof. Setting 𝜔1 ∈𝑀 ( 𝑓 1𝑥,𝑓2𝑦,...,𝑓 𝑛𝑦), 𝜔2 ∈𝑀 ( 𝑓 1𝑥,
𝑓2𝑥,...,𝑓 𝑛𝑦),..., 𝜔𝑛−1 ∈𝑀 ( 𝑓 1𝑥,...,𝑓 𝑛−1𝑥,𝑓𝑛𝑦).F r o m
Definition 10,w eh a v e
⟨𝑢 − V,𝜂(𝑦,𝑥)⟩≥⟨𝑢−𝜔 1,𝜂(𝑦,𝑥)⟩+⟨𝜔 1 −𝜔 2,𝜂(𝑦,𝑥)⟩
+⋅⋅⋅+⟨𝜔 𝑛−1 − V,𝜂(𝑦,𝑥)⟩
≥𝗼 1
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2 −𝗽 2
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2 +⋅⋅⋅
+𝗼 𝑛−1
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2 −𝗽 𝑛
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2
=𝐾 𝑛
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2,
(18)
where 𝐾𝑛 =( 𝗼 1 +𝗼 3 +⋅⋅⋅+𝗼 𝑛−1)−( 𝗽 2 +𝗽 4 +⋅⋅⋅+𝗽 𝑛).
This completes the proof.
Theorem 14. Let 𝐸 be a Banach space with the dual space 𝐸
∗.
Let 𝑛≥3and 𝑓𝑖 :𝐸→𝐸 𝑖, 𝑖 = 1,2,...,𝑛, 𝜂:𝐸×𝐸→
𝐸 single-valued mappings, 𝐶𝑛 :𝐸→𝐸
∗ a 𝜂-monotone
mapping, and 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ a 𝐶𝑛-𝜂-monotone mapping.
Then, (𝐶𝑛 +𝜆𝑀(𝑓 1,𝑓 2,...,𝑓 𝑛))
−1 is a single-valued mapping.4 Abstract and Applied Analysis
Proof. Suppose, on the contrary, that there exists 𝑥1,𝑥 2 ∈𝐸 ,
𝑦
∗ ∈𝐸
∗,s u c ht h a t
𝑥1 =( 𝐶 𝑛 +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛))
−1 (𝑦
∗),
𝑥2 =( 𝐶 𝑛 +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛))
−1 (𝑦
∗);
(19)
then
𝜆
−1 (𝑦
∗ −𝐶 𝑛 (𝑥1)) ∈ 𝑀(𝑓1,𝑓 2,...,𝑓 𝑛)(𝑥 1),
𝜆
−1 (𝑦
∗ −𝐶 𝑛 (𝑥2)) ∈ 𝑀(𝑓1,𝑓 2,...,𝑓 𝑛)(𝑥 2).
(20)
Now, by using Lemma 13 and since 𝐶𝑛 is a 𝜂-monotone
mapping, we have
0=𝜆⟨ 𝜆
−1 (𝑦
∗ −𝐶 𝑛 (𝑥1)) − 𝜆
−1 (𝑦
∗ −𝐶 𝑛 (𝑥2)),𝜂(𝑥1,𝑥 2)⟩
+⟨ 𝐶 𝑛 (𝑥1)−𝐶 𝑛 (𝑥2),𝜂(𝑥 1,𝑥 2)⟩ ≥ 𝜆𝐾𝑛
򵄩 򵄩 򵄩 򵄩𝑥1 −𝑥 2
򵄩 򵄩 򵄩 򵄩
2.
(21)
Thus, we have 𝑥1 =𝑥 2, which implies that (𝐶𝑛 +𝜆 𝑀 ( 𝑓 1,𝑓 2,
...,𝑓 𝑛))
−1 is single valued. This completes the proof.
By Theorem 14, we can define the proximal mapping
𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) as follows.
Definition 15. Let 𝐸 be a Banach space with the dual space
𝐸
∗.L e t𝑛≥3and 𝑓𝑖 :𝐸→𝐸 𝑖, 𝑖 = 1,2,...,𝑛,b es i n g l e -
valued mappings,𝐶𝑛 :𝐸→𝐸
∗ a 𝜂-monotone mapping, and
𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ a 𝐶𝑛-𝜂-monotone mapping. A proximal
mapping 𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) :𝐸
∗ →𝐸 is defined by
𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑥
∗)=( 𝐶 𝑛 +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛))
−1 (𝑥
∗),
∀𝑥
∗ ∈𝐸
∗.
(22)
Theorem 16. Let 𝐸 be a Banach space with the dual space 𝐸
∗.
Let 𝜂:𝐸 × 𝐸→𝐸 be a 𝑘-Lipschitz continuous mapping.
Let 𝑛≥3 and 𝑓𝑖 :𝐸→𝐸 𝑖, 𝑖 = 1,2,...,𝑛,b es i n g l e -
valued mappings, 𝐶𝑛 :𝐸→𝐸
∗ a 𝜂-monotone mapping,
and 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ a 𝐶𝑛-𝜂-monotone mapping. Then, the
proximal mapping 𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) :𝐸
∗ →𝐸 is 𝑘/𝜆𝐾𝑛-Lipschitz
continuous,where𝐾𝑛 =( 𝗼 1+𝗼3+⋅⋅⋅+𝗼 𝑛−1)−(𝗽2+𝗽4+⋅⋅⋅+𝗽 𝑛).
Proof. Let 𝑥
∗,𝑦
∗ ∈𝐸
∗ be any given points. It follows from
Definition 15 that
𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑥
∗)=( 𝐶 𝑛 +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛))
−1 (𝑥
∗),
𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑦
∗)=( 𝐶 𝑛 +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛))
−1 (𝑦
∗).
(23)
Setting
𝑥=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑥
∗), 𝑦=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑦
∗)
𝑥,𝑦 ∈ 𝐸.
(24)
This implies that
1
𝜆
(𝑥
∗ −𝐶 𝑛 (𝑥))∈𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛)(𝑥);
1
𝜆
(𝑦
∗ −𝐶 𝑛 (𝑦)) ∈ 𝑀(𝑓1,𝑓 2,...,𝑓 𝑛)(𝑦).
(25)
By using Lemma 13,w eh a v e
⟨
1
𝜆
(𝑥
∗ −𝐶 𝑛 (𝑥))−
1
𝜆
(𝑦
∗ −𝐶 𝑛 (𝑦)),𝜂(𝑥,𝑦)⟩
≥𝐾 𝑛
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2;
(26)
since 𝜂 is 𝐾-Lipschitz continuous, we have
𝜆𝐾𝑛
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩
2 ≤⟨ 𝑥
∗ −𝑦
∗,𝜂(𝑥,𝑦)⟩≤𝑘򵄩 򵄩 򵄩 򵄩𝑥
∗ −𝑦
∗򵄩 򵄩 򵄩 򵄩
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩;
(27)
thus
򵄩 򵄩 򵄩 򵄩𝑥−𝑦 򵄩 򵄩 򵄩 򵄩 ≤
𝑘
𝜆𝐾𝑛
򵄩 򵄩 򵄩 򵄩𝑥
∗ −𝑦
∗򵄩 򵄩 򵄩 򵄩; (28)
that is,
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑥
∗)−𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑥
∗)
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
≤
𝑘
𝜆𝐾𝑛
򵄩 򵄩 򵄩 򵄩𝑥
∗ −𝑦
∗򵄩 򵄩 򵄩 򵄩,∀ 𝑥
∗,𝑦
∗ ∈𝐸
∗,
(29)
where 𝐾𝑛 =( 𝗼 1 +𝗼 3 +⋅⋅⋅+𝗼 𝑛−1)−( 𝗽 2 +𝗽 4 +⋅⋅⋅+𝗽 𝑛).
This completes the proof.
4. System of Variational Inclusions:
Iterative Algorithm
Let 𝑛≥3and 𝐴:𝐸→𝐸
∗, 𝑝:𝐸→𝐸 , 𝑓𝑖 :𝐸→𝐸 𝑖,
𝑖=1,2,...,𝑛, 𝐹:∏
𝑛
𝑖=1𝐸𝑖 →𝐸
∗ be single-valued mappings
and 𝑇𝑖 : 𝐸 򴁂򴀱 𝐶𝐵(𝐸𝑖), 𝑖 = 1,2,...,𝑛, 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱
𝐸
∗ be multivalued mappings. We will study the following
variational inclusion problem: for any given 𝑎∈𝐸
∗,fi n d
𝑥∈𝐸 , 𝑡1 ∈𝑇 1(𝑥), 𝑡2 ∈𝑇 2(𝑥),...,𝑡 𝑛 ∈𝑇 𝑛(𝑥),s u c ht h a t
𝑎∈𝐴( 𝑥−𝑝(𝑥))+𝑀( 𝑓 1 (𝑥),𝑓 2 (𝑥),...,𝑓 𝑛 (𝑥))
−𝐹( 𝑡 1,𝑡 2,...,𝑡 𝑛).
(30)
We remark that problem (30) includes as special cases
manykindsofvariationalinclusionandvariationalinequality
of [4, 5, 10, 12, 13].
Theorem 17. Let 𝑛≥3 and 𝐴:𝐸→𝐸
∗, 𝑝:𝐸→
𝐸, 𝑓𝑛 :𝐸→𝐸 𝑖, 𝑖 = 1,2,...,𝑛, 𝐹:∏
𝑛
𝑖=1𝐸𝑖 →𝐸
∗
be single-valued mappings and let 𝑇𝑖 : 𝐸 򴁂򴀱 𝐶𝐵(𝐸𝑖), 𝑖=
1,2,...,𝑛,b em u l t i v a l u e dm a p p i n g s .L e t𝐶𝑛 :𝐸→𝐸
∗ be a 𝜂-
monotone mapping and 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ a 𝐶𝑛-𝜂-monotone
mapping with respect to 𝑓1,𝑓 2,...,𝑓 𝑛.Th e n ,(𝑥,𝑡1,𝑡 2,...,𝑡 𝑛)
i sas o l u t i o no fp r o b l e m(30) if and only if
𝑥=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) [𝐶𝑛 (𝑥) −𝜆 𝐴( 𝑥−𝑝(𝑥))
+𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)],
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where 𝑡1 ∈𝑇 1(𝑥), 𝑡2 ∈𝑇 2(𝑥),...,𝑡 𝑛 ∈𝑇 𝑛(𝑥),a n d𝜆>0is a
constant.
Proof. Let(𝑥,𝑡1,𝑡 2,...,𝑡 𝑛)beasolutionofproblem(30);then
we have
𝑎∈𝐴( 𝑥−𝑝(𝑥))+𝑀( 𝑓 1 (𝑥),𝑓 2 (𝑥),...,𝑓 𝑛 (𝑥))
−𝐹( 𝑡 1,𝑡 2,...,𝑡 𝑛);
(32)
then
𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)−𝜆 𝐴( 𝑥−𝑝(𝑥))
∈𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛)(𝑥),𝜆 > 0 ;
(33)
thus
𝐶𝑛 (𝑥) −𝜆 𝐴( 𝑥−𝑝(𝑥)) + 𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)
∈𝐶 𝑛 (𝑥) +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛)(𝑥).
(34)
Setting 𝑥
∗ =𝐶 𝑛(𝑥) − 𝜆𝐴(𝑥 − 𝑝(𝑥)) + 𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛),
from the definition of 𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛),w eh a v e
𝑥=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) (𝑥
∗)=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛)
×[ 𝐶 𝑛 (𝑥) −𝜆 𝐴( 𝑥−𝑝(𝑥)) + 𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)].
(35)
Conversely, let 𝑥=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛)[𝐶𝑛(𝑥)−𝜆𝐴(𝑥−𝑝(𝑥))+𝜆𝑎+
𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)];t h e n
𝐶𝑛 (𝑥) −𝜆 𝐴( 𝑥−𝑝(𝑥)) + 𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)
∈( 𝐶 𝑛 +𝜆 𝑀( 𝑓 1,𝑓 2,...,𝑓 𝑛))(𝑥);
(36)
thus we have
𝑎∈𝐴( 𝑥−𝑝(𝑥))+𝑀( 𝑓 1 (𝑥),𝑓 2 (𝑥),...,𝑓 𝑛 (𝑥))
−𝐹( 𝑡 1,𝑡 2,...,𝑡 𝑛).
(37)
This completes the proof.
BasedonTheorem 17,weconstructthefollowingiterative
algorithm for solving problem (30).
Iterative Algorithm 1. For any given 𝑥0 ∈𝐸 ,w ec h o o s e
𝑡1,0 ∈𝑇 1(𝑥0), 𝑡2,0 ∈𝑇 2(𝑥0),...,𝑡 𝑛,0 ∈𝑇 𝑛(𝑥0) and compute
{𝑥𝑚},{𝑡1,𝑚},{𝑡2,𝑚},...,{𝑡 𝑛,𝑚} by iterative schemes
𝑥𝑚+1 =𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) [𝐶𝑛 (𝑥𝑚)−𝜆 𝐴( 𝑥 𝑚 −𝑝( 𝑥 𝑚))
+𝜆𝑎 + 𝜆𝐹(𝑡1,𝑚,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)];
𝑡1,𝑚 ∈𝑇 1 (𝑥𝑚),
򵄩 򵄩 򵄩 򵄩𝑡1,𝑚+1 −𝑡 1,𝑚
򵄩 򵄩 򵄩 򵄩 ≤( 1+
1
𝑚+1
)
×𝐻( 𝑇 1 (𝑥𝑚+1),𝑇 1 (𝑥𝑚));
𝑡2,𝑚 ∈𝑇 2 (𝑥𝑚),
򵄩 򵄩 򵄩 򵄩𝑡2,𝑚+1 −𝑡 2,𝑚
򵄩 򵄩 򵄩 򵄩 ≤( 1+
1
𝑚+1
)
×𝐻( 𝑇 2 (𝑥𝑚+1),𝑇 2 (𝑥𝑚));
. . .
𝑡𝑛,𝑚 ∈𝑇 𝑛 (𝑥𝑚),
򵄩 򵄩 򵄩 򵄩𝑡𝑛,𝑚+1 −𝑡 𝑛,𝑚
򵄩 򵄩 򵄩 򵄩 ≤( 1+
1
𝑚+1
)
×𝐻( 𝑇 𝑛 (𝑥𝑚+1),𝑇 𝑛 (𝑥𝑚)),
(38)
for all 𝑚 = 0,1,2,....
Now, we give some sufficient conditions which guar-
antee the convergence of iterative sequences generated by
Algorithm 1.
Theorem 18. Let 𝐸 be a 𝑞-uniformly smooth Banach space
with 𝑞>1 and 𝐸
∗ the dual space of 𝐸.L e t𝜂:𝐸 × 𝐸→
𝐸𝑘 -Lipschitz continuous. Let 𝑛≥3 and 𝑓𝑖 :𝐸→𝐸 𝑖,
𝑖 = 1,2,...,𝑛, be single-valued mappings, 𝐶𝑛 :𝐸→𝐸
∗ a
𝜂-monotone and 𝗿-Lipschitz continuous mapping, 𝑝:𝐸→
𝐸 a (𝗾,𝜇)-relaxed cocoercive and 𝜆𝑝-Lipschitz continuous
mapping, and 𝑀:∏
𝑛
𝑖=1𝐸𝑖 򴁂򴀱 𝐸
∗ a 𝐶𝑛-𝜂-monotone mapping.
Let 𝐴:𝐸→𝐸
∗ be a 𝜏-Lipschitz continuous mapping and,
for each 𝑖 = 1,2,...,𝑛,l e t𝑇𝑖 : 𝐸 򴁂򴀱 𝐶𝐵(𝐸𝑖) be 𝐻-Lipschitz
continuous with constant 𝜆𝑡𝑖.S u p p o s et h a t𝐹:∏
𝑛
𝑖=1𝐸𝑖 →𝐸
∗
is 𝜆𝐹𝑖-Lipschitz continuous in the 𝑖th argument with respect to
𝑇𝑖 (𝑖=1,2,...,𝑛)and the following condition is satisfied:
0<
𝑘
𝜆𝐾𝑛
×[ 𝗿+𝜆 𝜏 ( 1+𝑞 𝗾 𝜆
𝑞
𝑝 −𝑞 𝜇+𝑐 𝑞𝜆
𝑞
𝑝)
1/𝑞
+𝜆
𝑛
∑
𝑖=1
𝜆𝐹𝑖𝜆𝑡𝑖]
<1 ,
(39)
where
𝐾𝑛 = (𝗼1 +𝗼 3 +⋅⋅⋅+𝗼 𝑛−1) − (𝗽2 +𝗽 4 +⋅⋅⋅+𝗽 𝑛). (40)
Then,theiterativesequences{𝑥𝑚},{𝑡1,𝑚},{𝑡2,𝑚},...,{𝑡 𝑛,𝑚}
generatedbyAlgorithm 1convergestronglyto𝑥,𝑡1,𝑡 2,...,𝑡 𝑛,
respectively, and (𝑥,𝑡1,𝑡 2,...,𝑡 𝑛) is a solution of problem
(30).6 Abstract and Applied Analysis
Proof. By using Algorithm 1 and Theorem 16,w eh a v e
򵄩 򵄩 򵄩 򵄩𝑥𝑚+1 −𝑥 𝑚
򵄩 򵄩 򵄩 򵄩
=
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) [𝐶𝑛 (𝑥𝑚)−𝜆 𝐴( 𝑥 𝑚 −𝑝( 𝑥 𝑚))
+𝜆𝑎 + 𝜆𝐹(𝑡1,𝑚,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)]
−𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) [𝐶𝑛 (𝑥𝑚−1)
−𝜆 𝐴( 𝑥 𝑚−1 −𝑝( 𝑥 𝑚−1)) + 𝜆𝑎
+𝜆𝐹(𝑡1,𝑚−1,𝑡 2,𝑚−1,...,𝑡 𝑛,𝑚−1)]
򵄩 򵄩 򵄩 򵄩 򵄩 򵄩 򵄩
≤
𝑘
𝜆𝐾𝑛
× 򵄩 򵄩 򵄩 򵄩𝐶𝑛 (𝑥𝑚)−𝜆 𝐴( 𝑥 𝑚 −𝑝( 𝑥 𝑚))
+𝜆 𝑎+𝜆 𝐹( 𝑡 1,𝑚,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)
−𝐶 𝑛 (𝑥𝑚−1)+𝜆 𝐴( 𝑥 𝑚−1 −𝑝( 𝑥 𝑚−1))
−𝜆 𝑎−𝜆 𝐹( 𝑡 1,𝑚−1,𝑡 2,𝑚−1,...,𝑡 𝑛,𝑚−1)򵄩 򵄩 򵄩 򵄩
≤
𝑘
𝜆𝐾𝑛
×(򵄩 򵄩 򵄩 򵄩𝐶𝑛 (𝑥𝑚)−𝐶 𝑛 (𝑥𝑚−1)򵄩 򵄩 򵄩 򵄩
+𝜆򵄩 򵄩 򵄩 򵄩𝐴(𝑥 𝑚 −𝑝( 𝑥 𝑚))
−𝐴(𝑥𝑚−1 −𝑝( 𝑥 𝑚−1))򵄩 򵄩 򵄩 򵄩
+𝜆򵄩 򵄩 򵄩 򵄩𝐹(𝑡 1,𝑚,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)
−𝐹( 𝑡 1,𝑚−1,𝑡 2,𝑚−1,...,𝑡 𝑛,𝑚−1)򵄩 򵄩 򵄩 򵄩).
(41)
From the Lipschitz continuity of 𝐶𝑛,𝑝,𝐴,a n d(𝗾,𝜇)-relaxed
cocoercivity of 𝑝 and Lemma 4,w eh a v e
򵄩 򵄩 򵄩 򵄩𝐶𝑛 (𝑥𝑚)−𝐶 𝑛 (𝑥𝑚−1)򵄩 򵄩 򵄩 򵄩 ≤𝗿򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩, (42)
򵄩 򵄩 򵄩 򵄩𝐴(𝑥 𝑚 −𝑝( 𝑥 𝑚)) − 𝐴(𝑥𝑚−1 −𝑝( 𝑥 𝑚−1))򵄩 򵄩 򵄩 򵄩
≤𝜏򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1 −( 𝑝( 𝑥 𝑚)−𝑝( 𝑥 𝑚−1))򵄩 򵄩 򵄩 򵄩,
(43)
򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1 −( 𝑝( 𝑥 𝑚)−𝑝( 𝑥 𝑚−1))򵄩 򵄩 򵄩 򵄩
𝑞
≤ 򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞
−𝑞⟨ 𝑝( 𝑥 𝑚)−𝑝( 𝑥 𝑚−1),𝑗 𝑞 (𝑥𝑚 −𝑥 𝑚−1)⟩
+𝑐 𝑞
򵄩 򵄩 򵄩 򵄩𝑝(𝑥 𝑚)−𝑝( 𝑥 𝑚−1)򵄩 򵄩 򵄩 򵄩
𝑞
≤ 򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞 +𝑞 𝗾 򵄩 򵄩 򵄩 򵄩𝑝(𝑥 𝑚)−𝑝( 𝑥 𝑚−1)򵄩 򵄩 򵄩 򵄩
𝑞
−𝑞 𝜇 򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞
+𝑐 𝑞
򵄩 򵄩 򵄩 򵄩𝑝(𝑥 𝑚)−𝑝( 𝑥 𝑚−1)򵄩 򵄩 򵄩 򵄩
𝑞
≤ 򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞 +𝑞 𝗾 𝜆
𝑞
𝑝
򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞
−𝑞 𝜇 򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞
+𝑐 𝑞𝜆
𝑞
𝑝
򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞
=( 1+𝑞 𝗾 𝜆
𝑞
𝑝 −𝑞 𝜇+𝑐 𝑞𝜆
𝑞
𝑝)򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
𝑞,
(44)
where 𝑗𝑞 :𝐸→2
𝐸
∗
is the normalized duality mapping.
Since 𝐹, 𝑇1,𝑇 2,...,𝑇 𝑛 are Lipschitz continuous, we have
򵄩 򵄩 򵄩 򵄩𝐹(𝑡 1,𝑚,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)−𝐹( 𝑡 1,𝑚−1,𝑡 2,𝑚−1,...,𝑡 𝑛,𝑚−1)򵄩 򵄩 򵄩 򵄩
≤ 򵄩 򵄩 򵄩 򵄩𝐹(𝑡 1,𝑚,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)−𝐹(𝑡1,𝑚−1,𝑡 2,𝑚,...,𝑡 𝑛,𝑚)򵄩 򵄩 򵄩 򵄩
+ 򵄩 򵄩 򵄩 򵄩𝐹(𝑡 1,𝑚−1,𝑡 2,𝑚,𝑡 3,𝑚,...,𝑡 𝑛,𝑚)
−𝐹(𝑡1,𝑚−1,𝑡 2,𝑚−1,𝑡 3,𝑚,...,𝑡 𝑛,𝑚)򵄩 򵄩 򵄩 򵄩 +⋅⋅⋅
+ 򵄩 򵄩 򵄩 򵄩𝐹(𝑡 1,𝑚−1,𝑡 2,𝑚−1,...,𝑡 𝑛−1,𝑚−1,𝑡 𝑛,𝑚)
−𝐹(𝑡1,𝑚−1,𝑡 2,𝑚−1,...,𝑡 𝑛−1,𝑚−1,𝑡 𝑛,𝑚−1)򵄩 򵄩 򵄩 򵄩
≤𝜆 𝐹1
򵄩 򵄩 򵄩 򵄩𝑡1,𝑚 −𝑡 1,𝑚−1
򵄩 򵄩 򵄩 򵄩 +𝜆 𝐹2
򵄩 򵄩 򵄩 򵄩𝑡2,𝑚 −𝑡 2,𝑚−1
򵄩 򵄩 򵄩 򵄩
+⋅⋅⋅+𝜆 𝐹𝑛
򵄩 򵄩 򵄩 򵄩𝑡𝑛,𝑚 −𝑡 𝑛,𝑚−1
򵄩 򵄩 򵄩 򵄩
≤𝜆 𝐹1 (1 +
1
𝑚
)𝐻(𝑇 1 (𝑥𝑚),𝑇 1 (𝑥𝑚−1))
+𝜆 𝐹2 (1 +
1
𝑚
)𝐻(𝑇 2 (𝑥𝑚),𝑇 2 (𝑥𝑚−1)) + ⋅⋅⋅
+𝜆 𝐹𝑛 (1 +
1
𝑚
)𝐻(𝑇 𝑛 (𝑥𝑚),𝑇 𝑛 (𝑥𝑚−1))
≤𝜆 𝐹1𝜆𝑡1 (1 +
1
𝑚
)򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
+𝜆 𝐹2𝜆𝑡2 (1 +
1
𝑚
)򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩 +⋅⋅⋅
+𝜆 𝐹𝑛𝜆𝑡𝑛 (1 +
1
𝑚
)򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩
=
𝑛
∑
𝑖=1
𝜆𝐹𝑖𝜆𝑡𝑖 (1 +
1
𝑚
)򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩.
(45)
It follows from (41)–(45)t h a t
򵄩 򵄩 򵄩 򵄩𝑥𝑚+1 −𝑥 𝑚
򵄩 򵄩 򵄩 򵄩 ≤𝜃 𝑚
򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩, (46)
where
𝜃𝑚 =
𝑘
𝜆𝐾𝑛
×[ 𝗿+𝜆 𝜏 ( 1+𝑞 𝗾 𝜆
𝑞
𝑝 −𝑞 𝜇+𝑐 𝑞𝜆
𝑞
𝑝)
1/𝑞
+𝜆(1 +
1
𝑚
)
𝑛
∑
𝑖=1
𝜆𝐹𝑖𝜆𝑡𝑖].
(47)
Letting 𝑚→∞ ,w eo b t a i n𝜃𝑚 →𝜃 ,w h e r e
𝜃=
𝑘
𝜆𝐾𝑛
×[ 𝗿+𝜆 𝜏 ( 1+𝑞 𝗾 𝜆
𝑞
𝑝 −𝑞 𝜇+𝑐 𝑞𝜆
𝑞
𝑝)
1/𝑞
+𝜆
𝑛
∑
𝑖=1
𝜆𝐹𝑖𝜆𝑡𝑖].
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From condition (39), we know that 0<𝜃<1 , and hence
{𝑥𝑚} is a Cauchy sequence in 𝐸. Thus, there exists 𝑥∈𝐸such
that 𝑥𝑚 →𝑥 ,a s𝑚→∞ .N o w ,w ep r o v et h a t𝑡1,𝑚 →𝑡 1 ∈
𝑇1(𝑥). In fact, it follows from the Lipschitz continuity of 𝑇1
and Algorithm 1 that
򵄩 򵄩 򵄩 򵄩𝑡1,𝑚 −𝑡 1,𝑚−1
򵄩 򵄩 򵄩 򵄩 ≤( 1+
1
𝑚
)𝐻(𝑇 1 (𝑥𝑚),𝑇 1 (𝑥𝑚−1))
≤( 1+
1
𝑚
)𝜆𝑡1
򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 𝑚−1
򵄩 򵄩 򵄩 򵄩.
(49)
From (49), we know that {𝑡1,𝑚} is also a Cauchy sequence. In
as i m i l a rw a y ,{𝑡2,𝑚},{𝑡3,𝑚},...,{𝑡 𝑛,𝑚} are Cauchy sequences.
Thus,thereexist𝑡1 ∈𝐸 1,𝑡2 ∈𝐸 2,...,𝑡 𝑛 ∈𝐸 𝑛 suchthat𝑡1,𝑚 →
𝑡1, 𝑡2,𝑚 →𝑡 2,...,𝑡 𝑛,𝑚 →𝑡 𝑛,a s𝑚→∞ .F u r t h e r m o r e ,
𝑑(𝑡 1,𝑇 1 (𝑥))≤򵄩 򵄩 򵄩 򵄩𝑡1 −𝑡 1,𝑚
򵄩 򵄩 򵄩 򵄩 +𝑑( 𝑡 1,𝑚,𝑇 1 (𝑥))
≤ 򵄩 򵄩 򵄩 򵄩𝑡1 −𝑡 1,𝑚
򵄩 򵄩 򵄩 򵄩 +𝐻( 𝑇 1 (𝑥𝑚),𝑇 1 (𝑥))
≤ 򵄩 򵄩 򵄩 򵄩𝑡1 −𝑡 1,𝑚
򵄩 򵄩 򵄩 򵄩 +𝜆 𝑡1
򵄩 򵄩 򵄩 򵄩𝑥𝑚 −𝑥 򵄩 򵄩 򵄩 򵄩 򳨀→ 0,
as 𝑚򳨀 →∞.
(50)
Since 𝑇1(𝑥) is closed, we have 𝑡1 ∈𝑇 1(𝑥).I nas i m i l a rw a y ,
we can show that 𝑡2 ∈𝑇 2(𝑥), 𝑡3 ∈𝑇 3(𝑥),...,𝑡 𝑛 ∈𝑇 𝑛(𝑥).
By continuity of 𝐴,𝑝,𝐶𝑛,𝐹 ,𝑇 1,𝑇 2,...,𝑇 𝑛,𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) and
Algorithm 1,w eh a v e
𝑥=𝑅
𝐶𝑛,𝜆,𝜂
𝑀(𝑓1,𝑓2,...,𝑓𝑛) [𝐶𝑛 (𝑥) −𝜆 𝐴( 𝑥−𝑝(𝑥))
+𝜆𝑎 + 𝜆𝐹(𝑡1,𝑡 2,...,𝑡 𝑛)].
(51)
By Theorem 17, (𝑥,𝑡1,𝑡 2,...,𝑡 𝑛) is a solution of problem (30).
This completes the proof.
5. Conclusions
The purpose of this paper is to study a new monotone map-
ping in Banach spaces, which generalizes the 𝐶𝑛-monotone
mapping in [6], and generalizes the concepts of many mono-
tone mappings. Moreover, the result of Theorem 18 improves
and generalizes the corresponding results of [4–6, 10, 12, 13].
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