We present a high order scheme for approximating kinetic equations with stiff relaxation. The objective is to provide efficient methods for solving the underlying system of conservation laws. The construction is based on several ingredients: (i) a high order implicit upwind Discontinuous Galerkin approximation of the kinetic equations with easy-to-solve triangular linear systems; (ii) a second order asymptoticpreserving time integration based on symmetry arguments; (iii) a palindromic composition of the second order method for achieving higher orders in time. The method is then tested at orders 2, 4 and 6. It is asymptotic-preserving with respect to the stiff relaxation and accepts high CFL numbers.
Introduction
The Lattice Boltzmann Method (LBM) is a general method for solving systems of conservation laws [3] . Today, it is routinely applied in fluid flow simulations. The LBM relies on a kinetic representation of the system of conservation laws by a small set of transport equations coupled through a stiff relaxation source term. The transport velocities are generally taken at the vertices of a regular lattice and the construction resembles the Boltzmann kinetic theory of gases, hence the name of the method. The kinetic model is solved with a splitting method, in which the transport and relaxation steps are treated separately. Usually, the transport is exactly solved by the characteristic method, while the relaxation is approximated by a second order Crank-Nicolson scheme [6] .
The third improvement is then to embed the second order scheme into a higher order method thanks to a palindromic composition (described for instance in [29, 18, 20, 10] ). We have tested fourth and sixth order time integration. The objective of this paper is to present the whole construction of the Palindromic Discontinuous Galerkin Lattice Boltzmann Method and then to apply it on one-dimensional test cases.
A general lattice kinetic interpretation of systems of conservation laws

One-dimensional case
We are interested in the numerical simulation of a system of conservation laws ∂ t w + ∂ x q(w) = 0.
(
The unknown is a vector valued function w(x, t) ∈ R m depending on a space variable x ∈ [a, b] and time t ∈ [0, T ]. The flux q(w) ∈ R m is such that (1) is a hyperbolic system of conservation laws: its Jacobian matrix D w q(w) is diagonalizable with real eigenvalues. Using the approach of [9] it is possible to construct a general kinetic interpretation of (1) in the following way: we consider a family of 2m transport equations with a relaxation source term
where the microscopic distribution function f i (x, t) depends on the space variable x, a velocity index i ∈ {0, . . . , 2m − 1}, and time t. 
where λ is a positive constant. The conservative variables w = (w 0 . . . w m−1 ) are related to f through
We also define z, the vector of first moments of f
If we introduce the matrices 
the above relations can also be written in matrix form
The equilibrium distribution function f eq (f ) is defined in such a way that
This gives
The above relations can also be written in matrix form
Introducing the diagonal matrix
the kinetic equations (2) become
Multiplying (8) on the left by M and using (4), (7) we get
As explained in [9] , this shows that the kinetic model is equivalent to a relaxation approximation of (1). When τ → 0, then z = q(w) and w formally satisfies the initial system (1).
The model (2) , (4), (6) is thus a minimalist abstract kinetic interpretation of any system of conservation laws. By analogy with the Boltzmann theory of gases, the equilibrium function f eq (f ) may be called a "Maxwellian" and the relaxation source term the "BGK" or "collision" term.
The kinetic approximation is stable under the sub-characteristic condition λ > spectral radius of D w q(w)), which states that the lattice velocities must be faster than the fastest wave of the approximated hyperbolic system [31, 19, 17] .
Generalization to higher dimensions
In this paper, we shall only consider numerical applications in the one-dimensional case x ∈ R D with D = 1, but the approach could be extended to higher dimensions D > 1. For D = 1 we have considered D + 1 = 2 kinetic velocities (λ 0 , λ 1 ) = (−λ, λ). In higher dimensions x = (x 1 . . . x D ), the system of conservation laws and the kinetic equations read respectively
The kinetic velocity
can be taken at the vertices of a regular D−simplex for instance. The lattice velocities are then defined by
The equations satisfied by the equilibrium distribution function become
Programming and testing the method in two or three dimensions is the objective of a forthcoming work.
First order CFL-less approximation
Let us now consider an approximation f h (t) of f (·, t) in a finite-dimensional space E h . We assume that the approximation error behaves like O(h p ) with p ≥ 1: the space approximation is at least first order accurate with respect to the discretization parameter h. The kinetic equation (2) is thus approximated by a set of differential equations
where the operator L h is an approximation of the transport operator L = v∂ x and N h an approximation of the BGK operator N . Many possibilities may be envisaged: finite differences, finite elements, discrete Fourier transform, Discontinous Galerkin (DG) approximation, semi-Lagrangian methods, etc. Even if v∂ x is a linear operator L h might be non-linear (if a limiter technique is applied in a finite volume method for instance). In this paper, we adopt an upwind DG approximation with Gauss-Lobatto interpolation [13] . The collision BGK operator N f = −1/τ (f eq − f ) is approximated by the discrete collision operator
where f eq h is a discrete equilibrium state, computed from f h by applying formula (6) . It is non-linear because f → f eq is non-linear.
The exact flow of the differential equation (10) is given by
The exponential notation can be made completely rigorous here even in the case of non-linear operators thanks to the Lie algebra formalism. For an exposition of this formalism in the context of numerical methods for ordinary differential equations, we refer for instance to the book [10] or to the review [20] .
Computing the exact flow is generally not possible. We propose to apply a splitting method in order to integrate the differential equation (10) . We consider approximations of the collision and transport exact time integrators that are first order in time. For instance, C 1 and T 1 can be obtained from the implicit first order Euler scheme
Let us point out that C 1 is a non-linear operator, because f → f eq is non-linear. The linearity of T 1 depends on the linearity of L h . For a fixed τ > 0, we have the estimates
Finally, let us point out that even if C 1 and T 1 are implicit operators, they are actually very easy to compute. Indeed, w and thus f eq are constant during the collision step and then C 1 is simply given by
In addition, because the free transport step is solved by an upwind DG solver, then the linear operator Id + ∆tL h is triangular and its inverse can also be computed explicitly. In practice the transport step can be solved by scanning the mesh from left to right when v i > 0 or from right to left when v i < 0. It is also possible to assemble the sparse matrix of the implicit DG solver. Some numerical linear solvers are then able to detect that the matrix is triangular and apply adequate optimization. This is the case of the KLU library [5] . Further optimization can be achieved if we observe that the implicit solver does not require to keep the values of f at the previous time step. They can be overwritten by the new values as they are computed. In general this storage saving is not possible with an explicit DG scheme applied to a general hyperbolic system. We can consider the simple Lie's splitting method
for constructing a first order time integrator of the differential equation (10) . For a single time-step we have the following estimate
The resulting first order method M 1 enjoys good properties:
• it is unconditionally stable in time because of the underlying implicit steps;
• it is uniformly first order in ∆t, independently of τ ("asymptotic-preserving" property [16] ) if the initial condition is sufficiently close to the equilibrium manifold {f, f = f eq (f )};
• it permits low storage optimization;
• despite being formally implicit, in practice it only requires explicit computations;
• it is well-adapted to parallel optimization (and in higher dimensions D > 1 the optimization opportunities are even better [23] ).
However it suffers from an insufficient precision in time.
In this paper we apply techniques that are well-known by the community of geometric integration for improving the order of (11). The difficulty is, of course, to keep high order even when τ → 0. We consider a numerical scheme for computing exp(−t(L h + N h )) that is based on a improved symmetric Strang-splitting scheme associated to composition methods described in [29, 18, 20, 2] for achieving high order. We show numerical results confirming the excellent precision and stability of the method.
Second order symmetric time-stepping
Symmetric method
The first ingredient is to improve the time order of the transport and collision steps. This can be achieved by symmetrizing the integrator. For a first order integrator S 1 = C 1 or S 1 = T 1 we can construct another integrator by the symmetrization formula
The operator S 2 satisfies the time symmetry property
which expresses that if we apply the same method with the opposite time to the final solution, then we recover exactly the initial condition. This construction is well known (see for instance [10, 20] ). Actually, formula (12) is an alternative abstract way to construct the trapezoidal method. Because of symmetry, it is necessary of order 2 in ∆t for a fixed τ > 0.
The second order collision step is then given by
The second order transport operator T 2 is constructed in the same way
It preserves the nice features of the first order operator T 1 : stability, parallelism, low storage, triangular matrix structure.
From the two second order bricks T 2 and C 2 we can now construct a global second-order method using Strang formula
Because M 2 satisfies the symmetry property (12) it is necessary of order 2 for a fixed relaxation time τ > 0.
Remark: a popular method for solving kinetic equations is the Lattice Boltzmann Method (LBM).
In the LBM the transport step is solved with an exact characteristic formula. This is possible on a Cartesian grid when the time step ∆t, the grid step ∆x and the velocities v i are chosen properly. The collision differential equation can be solved by several different methods. However, its stiffness when τ is small requires implicit or exact exponential methods. The Euler implicit scheme gives only a first order approximation, which is not surprising. More surprisingly, the exact exponential integration also gives poorly accurate results. It is well known in the LBM community that it is better to consider a trapezoidal second order time integration for the collision step [6] . This is exactly what we do in our method too.
Asymptotic-preserving second order method
The above construction works perfectly when the relaxation time τ is not too small. However, one observes a loss of precision when τ → 0 and the method then returns to first order. This order reduction is well-known and several cures have been proposed (see for instance [15] and related works). The phenomenon can be explained in a very simple way. Indeed, if the method were an approximation of the exact integrator,
then we should observe that
But here, when τ → 0, the trapezoidal collision integrator becomes
and then
If we restrict M 2 to the equilibrium manifold {f, f = f eq (f )} we have M 2 (0)f = f but it is no more true for arbitrary f close to the equilibrium manifold. A simple way to recover second order is to apply anyway the method and to perform a final projection of the result on the equilibrium manifold [6] . This trick, however, destroys the symmetry property. In this paper we rather propose the following second order method
which preserves the symmetry property and allows to recover
even when τ = 0.
Higher order extension with compositions
The composition method
From the elementary symmetric brick it is classic to construct higher order methods by the composition method, which we now recall. Let M p be a symmetric method of order p ≥ 2. By symmetry, p is necessary even. A simple approach is to look for a higher order symmetric method under the form
The new method is of order p + 2 if
The proof is elementary (see for instance [20] ). This set of equations admits one pair of real solutions
Unfortunately, β p < 0 and the resulting method leads to applying M p with negative time steps. This may give poor stability properties when directly applied to dissipative operators. For instance, the use of a negative time step ∆t in C 2 can be catastrophic. From (13) we see that we get a division by zero when ∆t = −2τ . In principle, it should not be a problem when τ = 0 because from (16) we see that the discrete collision operator is perfectly reversible (actually, it does not depend on ∆t anymore).
Complex time steps
In our situation we can also consider complex solutions of (18) . A possible choice is to take
This choice requires to apply the basic methods C 2 (∆t) and T 2 (∆t) with a complex time step ∆t. Compared to the real composition method (19) the real part of ∆t is now > 0. This can improve in some cases the stability of the whole composition.
In practice the complex time steps pose no particular problem. In our C99 implementation, it was enough to replace the "double" declarations by "double complex" numbers at the adequate places. In some applications, however, the extension to complex numbers could be more difficult. This would be the case for instance if the model requires to using non-analytic boundary conditions or if the transport solver relies on non-analytic slope limiters. For a more detailed analysis and description of the complex composition method we refer to [2] and included references. In [2] it is shown that the approach can be extended up to order p = 14 (with an additional trick). For p ≥ 16, some time steps have a negative real part. Recursively, starting from the second order method M p with p = 2 and using formula (19) or (20) it is then possible to construct a method of order p = 4 with 3 steps, a method of order p = 6 with 3 2 = 9 steps, etc.
Other palindromic schemes
The above construction allows to constructing symmetric high order schemes belonging to the family of palindromic schemes [18] . A general palindromic scheme with s + 1 steps has the form
where the γ i 's are complex numbers such that
It is possible to find other palindromic schemes with better stability or precision properties than with formula (19) or (20) . For p = 4 and s = 4 we have for example the fourth-order Suzuki scheme (see [29, 10, 20] )
This scheme requires five stages and has one negative time steps but for all i |γ i | < 1, which improves stability and precision compared to the choice (19) . For p = 6 and s = 8, we have the sixth-order Kahan-Li scheme [18] . This scheme is constructed by writing down the order conditions of a general nine-stage palindromic method. Among the possible solutions, the authors of [18] impose the minimization of some error coefficients. The γ i 's then have to be computed numerically. They can be found at http://www.netlib.org/ode/ and are reproduced below with 60 digits precision:
In this paper we test some of the previous methods for the orders p = 2, p = 4 and p = 6.
6. DG transport solver
Practical implementation
For the numerical applications, we need a numerical discretization L h of the transport operator L. As stated above, we have chosen an upwind high order nodal Discontinuous Galerkin (DG) approximation.
We do not give all the details of the method. We refer for instance to [13] . We just give a brief description. A huge advantage of the upwind scheme is that with a good numbering of the unknowns, the matrix L h is block triangular, with diagonal blocks of size d + 1. Expressed differently, for solving the implicit upwind DG scheme it is not necessary to assemble and invert a large linear system, we can compute f i cell after cell, following the direction of the flow, given by the sign of v i . For software design reasons it is also possible to keep assembly and LU decomposition procedures. Some linear algebra libraries, such as KLU [5] are able to detect in an efficient way block triangular matrices.
In our tests, we apply the composition method M p (∆t) with a time step ∆t satisfying the relation
where β is the CFL number and δ is the minimal distance between two Gauss-Lobatto interpolation points in the cells (recall that λ is the lattice velocity). With an explicit scheme based on (17), we would expect instability for β > β c , with
In our experiments (see Section 7), we have verified that in many cases the method remains stable and precise even for very large values of β. However, we have sometimes observed instabilities, maybe arising from the boundary conditions. More theoretical investigations are needed in order to understand the origin of those instabilities.
Handling negative time-steps
As explained in Section 5 we may have to apply the elementary collision or transport bricks C 2 and T 2 with a negative time step −∆t < 0. The exact transport operator is perfectly reversible. If we were using an exact characteristic solver, negative time steps would not cause any problem. However, the DG approximation introduces a slight dissipation due to upwinding. For ensuring stability, we have thus to replace T 2 (−∆t) with a more stable operator. This can be done by first observing that solving
for negative time t < 0 is equivalent to solve
for t = −t > 0. This is a transport equation with the opposite velocity. Then we also observe that the chosen velocity lattice (3) is symmetric. For solving numerically the transport equation with opposite velocities it is thus enough to exchange at the beginning and the end of the time step the components of f associated to λ or −λ. More precisely, we define the exchange operator
And in the palindromic scheme, if we encounter a negative time step, we replace the transport operator
Remark: obviously, with this correction, the resulting scheme is still symmetric in the sense of (12) . The time order property is also preserved if the DG solver is of sufficiently high order. In practice we have observed that the correction improves the stability without altering the order of the whole method. When τ = 0 the collision operator C 2 is perfectly reversible, as can be seen from (16), and negative time steps are not a problem. When τ > 0 this can be a problem, especially if ∆t −2τ (see formula (13)). Let us observe, however, that in many cases where τ ∆t we have observed stable and precise simulations with the Suzuki (22) or Kahan-Li (23) schemes and high CFL numbers. Theoretical and numerical investigations are still needed to reach a better understanding of the stability conditions.
Numerical results
Smooth solution
In this subsection and the next one we consider an isothermal compressible flow of density ρ and velocity u. The sound speed is fixed to c = 0.6. The conservative system is given by w = (ρ, ρu), q(w) = (ρu, ρu 2 + c 2 ρ).
The eigenvalues of D w q(w) are
For the first validation of the method we consider a test case with a smooth solution, in the fluid limit τ = 0. This test is performed with time-independent boundary conditions. Indeed, it is known that relaxation methods may lead to other difficulties and order reduction in presence of time-dependent boundary conditions [14] . The initial condition is given by
The sound speed is set to c = 0.6 and the lattice velocity to λ = 2. For the first convergence study, the CFL number is fixed to β = 5: see definition (24) . We consider a sufficiently large computational domain [a, b] = [−2, 2] and a sufficiently short final time t max = 0.4 so that the boundary conditions play no role. The reference solution f (·, t max ) is computed numerically with a very fine mesh and a very small time step. For the composition methods of order 2, 4 and 6 we adopt a DG solver of order 6 in the space variable x (the polynomial order in x is fixed to d = 5) for only measuring the time order of the scheme. On Figure 1 we give the results of the convergence study for the smooth solution. The considered error is the L 2 norm of f h (t max ) − f (·, t max ).
We observe that the schemes indeed produce the expected accuracy. We make the same experiment with β = 50. For this choice of CFL number, we found that the complex time step methods are unstable. The other methods are stable. The convergence study for the Suzuki and Kahan-Li schemes is presented on Figure 2 . 
Behavior for discontinuous solutions
We have also experimented the scheme with complex time steps for discontinuous solutions. Of course, in this case the effective order of the method cannot be higher than one and we expect Gibbs oscillations near the discontinuities. On the interval [a, b] = [−1, 1], we consider a Riemann problem with the following initial condition
We consider numerical results in the fluid limit τ = 0. On Figure 3 we compare the sixth-order numerical solution with the exact one for a CFL number β = 3 and N x = 100 cells. We observe that the high order scheme is able to capture a precise rarefaction wave and the correct position of the shock wave. We observe oscillations in the shock wave as expected.
The complex time step method is used for approximating the real solution of a differential equation. We thus expect that the imaginary part of the numerical solution is small. We plot the imaginary part of ρ on Figure 5 . We observe that the imaginary part is indeed small (of the order 10 −5 ) and that it takes its higher values in the discontinuous region. Maybe that it could be used as a shock indicator for detecting oscillations and controlling them.
Low Mach flow
In this section, we consider the Euler equations for a compressible gas with polytropic exponent γ = 7/5. The primitive unknowns are the density ρ, the velocity u and the pressure p. The conservative system is given by Imaginary part of the numerical density. We observe that it is of order 10 −5 and that it has higher variations near to the shock. Maybe that it could be used as an error indicator. The eigenvalues of D w q(w) are
We consider the following exact solution
It represents a smooth and slowly moving contact wave. We compare the exact and numerical solutions at time t = 20 with a CFL number β = 100 and λ = 2. The convergence study is presented on Figure  6 . We observe the expected convergence rates. For such CFL number β, the schemes with complex time steps are unstable.
Viscous test
In the above tests, we have assumed infinitely fast relaxation τ = 0. In this subsection we present a test with τ > 0. In practice the relaxation schemes are generally used with small relaxation time τ . Indeed, with Taylor or Chapman-Enskog expansions, it is possible to prove that the relaxation scheme is, at order O(τ 2 ), an approximation of
where the matrix B depends on the choice of the lattice velocities, Maxwellian states, etc. To some extent it is possible to adjust B to real physical terms, such as the Navier-Stokes viscosity (on this subject, see for instance [8, 27, 11] ). The higher order terms in τ involve higher order space derivatives, which are generally undesirable. The smallness of τ implies that, in practice, it is important to handle the cases τ < ∆t or τ ≈ ∆t.
We consider the Euler model (25) We consider the sixth-order Kahan-Li scheme (23) with a mesh of size N x = 100 and a CFL number β = 5. We have already observed that the collision step (13) cannot be applied if 2τ +γ 2 ∆t/2 = 0 (the ∆t/2 comes from the definition of the elementary brick (17) ). In this way we find a critical value of τ = τ c = 0.000519 for which the Kahan-Li scheme is unusable. With the same parameters, we have found that the five-step Suzuki scheme (22) is unstable. However, the sixth-order scheme with complex time steps (20) is stable. The resulting density is plot on Figure 7 . On the same figure we also represent a computation on a finer mesh with N x = 1000 cells. The curves with N x = 100 and N x = 1000 are indistinguishable (the error in the L 2 norm is of the order of 10 −4 ).
If we take a higher CFL number β = 10, we then observe that the Kahan-Li scheme becomes stable again and produces results that are very similar to those of Figure 7 . The conclusion of this numerical test is that it is possible to compute with high precision the solution of the relaxation system when τ > 0. However, the stability conditions of the different schemes are for the moment unclear. It seems that it is possible to cross the "2τ + ∆t barrier" if we consider the complex method at moderate CFL numbers β.
Conclusion
In this paper we have described a new numerical method, the Palindromic Discontinuous Galerkin Lattice Boltzmann Method, for solving kinetic equations with stiff relaxation. The method has the following features:
• Time integration is high order, based on a general palindromic composition method. We have tested it at order 4 and 6.
• The transport solver is based on an implicit high order upwind Discontinuous Galerkin method. Thanks to the upwind flux, the linear system to be solved at each time step is triangular.
• The scheme has better stability properties than an explicit scheme and allows for low storage optimization.
