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1. Introdution
1.1. The problem of representing a funtion f on the irle T by a trigonometri
series
f(t) =
∑
k∈Z
cke
ikt
(1)
has a long history. Most of the attention has been paid to Fourier expansions,
where the oeients are derived from f using an integration proess. Certainly
this approah requires á priori the integrability of f and even under this assumption
it does not always ensure satisfatory onvergene properties.
On the other hand, D. E. Menshov [2℄ disovered that every f ∈ L0(T), that
is any measurable funtion from T to C, with no additional requirements, an be
represented as a sum of a series (1) onverging almost everywhere (a.e.). The
oeients here are obtained by a speial onstrution whih has ertain freedoms
(for example, one an avoid using low frequeny osillations).
This result (usually alled Menshov representation theorem) gave rise to many
further investigations, aimed to nd in whih diretions it an be extended and
improved and in whih it annot. Many interesting results on this problem were
obtained by Menshov himself [3℄, N. Bary [6℄ (hap. XV), Talalyan [5℄, Arutyunyan
[13℄, Kashin [9℄, Konyagin [14℄, Körner [16℄ and others. The reader may nd a
omprehensive bibliography (up to '92) in the survey [15℄. We add also our reent
paper [17℄.
1.2. One aspet of the theory is: how rih must the family of exponentials be to
ensure the possibility of representation. We introdue the following
Denition 1. A set Λ of integers, Λ = {λ(n) ; . . . < λ(−1) < λ(0) < λ(1) < . . .}
is a Menshov spetrum if every f ∈ L0(T) admits a representation
f(t) =
∑
k∈Λ
cke
ikt ≡ lim
N→∞
∑
k∈Λ,|k|≤N
cke
ikt
(2)
onverging a.e.
It is well known that a Menshov spetrum might be quite sparse. For example, it
may have density zero. Arutyunyan proved [13℄ that any Λ symmetri with respet
to zero and ontaining arbitrarily long segments of integers is a Menshov spetrum.
The rst result in our paper shows that a Menshov spetra might even be lau-
nary, that is satisfy the ondition
λ(n+ 1)− λ(n)→∞ (|n| → ∞)
and the sizes of the gaps may grow quite fast.
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Theorem 1. Given a positive sequene ǫ(n) = o(1) as n → ∞, one an dene a
symmetri Menshov spetrum Λ suh that
λ(n+ 1)
λ(n)
> 1 + ǫ(n) n = 1, 2, . . . (3)
This result is sharp: the ǫ(n) on the right hand side annot be replaed by a
positive onstant, whih would mean that Λ is launary in the sense of Hadamard.
Indeed, it is well known that if for suh a Λ the series (2) onverges then f must
satisfy some speial properties, see for example [6℄ (hap. XI) or [4℄ (hap. V).
1.3. These restritions on the sizes of the gaps are far from giving a omplete
piture. The arithmetis of the set play a ruial role as well. It is obvious, for
example, that Λ = 2Z is not a Menshov spetrum sine the sum (2) has in this ase
a period < 2π. Somewhat more deliate arguments show that the set Λ = {±k2}
is not a Menshov spetrum, even after any bounded perturbation. On the other
hand, we prove the following:
Theorem 2. For any sequene w(k)→∞ as k →∞ one an onstrut a symmet-
ri Menshov spetrum Λ,
Λ =
{±k2 + o(w(|k|))} . (4)
We do not know whether suh a result for ubes is true.
1.4. Consider now the ase when only positive frequenies are involved. For obvi-
ous reasons this situation an be referred to as analyti: having a deomposition
(2) with Λ = Z+ one an onsider an analyti funtion in the unit dis
F (z) =
∑
k>0
ckz
k .
At any point t ∈ T where the sum (2) onverges, aording to the lassial Abel
theorem, F (z) → f(t) when z approahes the point eit non-tangentially. The
Lusin-Privalov uniqueness theorem, see for example [10℄, says that non-tangential
boundary values of an analyti funtion an not be an arbitrary funtion, speif-
ially, if it vanishes on a set of positive measure then it is identially zero. It is
interesting that for radial limits a.e. there are no suh limitations: Kahane and
Katznelson [8℄ proved that any measurable funtion f might be represented in suh
a form.
So the argument above leads us to the onlusion that Z+ is not a Menshov
spetrum.
It turns out, however, that if we relax a bit the notion of onvergene, by re-
plaing pointwise onvergene with onvergene in L0 metri, we might again get
an unrestrited representation theorem
Theorem 3. Every f ∈ L0(T) an be represented as a sum
f(t) =
∑
k>0
cke
ikt
(5)
onverging in measure.
It should be mentioned that Menshov [3℄ showed that using onvergene in mea-
sure one may get a representation (1) even for funtions f : T → R ∪ {±∞}.
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Theorem 3 is also valid for suh funtions, so it gives a diret improvement of
Menshov's theorem by replaing the whole spetrum Z by Z+.
Finally, we prove that relatively small parts of Z+ are already suient for
representation in measure. In partiular we onstrut almost Hadamarian and
almost squares Menshov spetra in measure.
Theorems 1 and 2 are proved below in setion 3. Theorem 3 (in a stronger form)
is proved in setion 4, and the last mentioned results in setion 5.
The main results of this paper were stated without proofs in our note [18℄.
2. Preliminaries
2.1. Notations. We denote by T the irle group, T = R/2πZ, and we identify it
in the standard way with the segment [−π, π].
m is the normalized Lebesgue measure on T.
Z+ or N is the set {1, 2, ...}.
C is used to denote absolute positive onstants, possibly dierent.
For a set A ⊂ T we dene by 1A the funtion
1A(t) =
{
1 t ∈ A
0 t /∈ A
The L0 norm of any measurable funtion f from T to C is dened to be
‖f‖0 := inf {ǫ : m{t : |f(t)| > ǫ} < ǫ} . (6)
This norm is sub-additive but not homogeneous. L0(T) is the spae of all measur-
able funtions on the segment T endowed with the norm || · ||0 and is a topologial
linear spae. Convergene in || · ||0 is equivalent to onvergene in measure.
For f ∈ L1(T) we denote by f̂(n) the Fourier oeients of f and write
f(t) ∼
∑
f̂(k)eikt .
The spetrum of f (denoted by spec f) is the support of f̂ , i.e. the set of integers
where f̂ is non zero.
The triangle funtion of width 2ǫ, denoted by τǫ is dened on [−π, π] by
τǫ =
{
1− |x|ǫ |x| < ǫ
0 otherwise
. (7)
It is well known (and easy to alulate) that τ̂ǫ(n) > 0 for any n ∈ Z and
therefore
||τ̂ǫ||1 = 1 (8)
(as usual, || · ||p, 1 ≤ p ≤ ∞, for a funtion or a sequene denotes the Lp(T) or lp
norms respetively). A trigonometri polynomial is a nite sum
P (t) =
∑
cke
ikt
the degree of P , denoted by degP is max{|k| : k ∈ specP}. We say about two
trigonometri polynomials that the spetrum of P follows the spetrum of Q (or
simply that P follows Q) if
l ∈ specQ, k ∈ specP ⇒ |l| < |k| .
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For a trigonometri polynomial P =
∑
cke
ikt
we denote the partial sums by
Sn(P ; t) :=
n∑
k=−n
cke
ikt .
and their maximum by
S∗(P ; t) := sup
n≥0
|Sn(P ; t)| ,
Oasionally, we shall also need estimates of non-symmetri partial sums, so dene
Sn,m(P ; t) :=
n∑
k=m
cke
ikx
S∗∗ := sup
n,m∈Z
|Sn,m| .
Finally, we shall often use the following obvious, and somewhat rough estimates:
||S∗(P )||∞, ||S∗∗(P )||∞ ≤ ||P̂ ||1
2.2. Speial Produts. Given f : T → C and r ∈ N we denote by f[r] the
ontrated funtion
f[r](t) = f(rt) t ∈ T.
We shall systematially use through this paper a speial produt of the form
H = Q[r] · P . (9)
where P and Q are trigonometri polynomials, r > 2 degP and Q̂(0) = 0. The
spetrum of H has a blok struture, with eah blok ontaining a translated opy
of specP . So, if n > 0:
n = sr + l, − 12r ≤ l < 12r
we have:
n∑
j=0
Ĥ(j)eijt = P (t) ·
s−1∑
k=1
Q̂(k)eikrt + Q̂(s)eisrt ·
l∑
j=− degP
P̂ (j)eijt . (10)
If n < 0 an analogous equality holds for
∑0
j=n.
The seond sum on the right hand side we usually bound by ||Q̂||∞ · ||P̂ ||1.
Sometimes, as in the proof of lemma 2.1 below, we use the trivial estimate for
H :
||S∗∗(H)||∞ ≤ ||P̂ ||1 · ||Q̂||1 (11)
2.3. Separation of spetra. Our starting point is a fundamental priniple, used
by Menshov in his orretion and representation theorems. In a few words, it
goes as follows: given f we deompose it into elementary piees and then by
orreting in a small measure we an loalize the Fourier transform of eah piee in
a personal part of the spetrum in suh a way that the supports of dierent piees
are essentially disjoint. It allows to avoid unpleasant resonane with the Dirihlet
kernel and ontrol the size of the Fourier partial sums. Menshov did it using a
deliate and diult tehnique based on his so-alled Dirihlet fator lemma (see
[6℄, hap. V). A new version of Menshov's approah (using the speial produts
above) was outlined in [12℄, set. 1, in the framework of the orretion theorem.
A similar tehnique for representation results was developed by Körner, see [16℄.
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The following lemma may serve as a good illustration of the modern version of
Menshov's approah:
Lemma 2.1. Given any ǫ > 0, δ > 0, there exists a trigonometri polynomial Q
suh that
(i) Q̂(0) = 0, ||Q̂||∞ < δ;
(ii) m {t : |Q(t)− 1| > δ} < ǫ;
(iii) ||S∗∗(Q)||∞ < Cǫ−1.
Suh a statement, with a little weaker form of (iii) an be found in [16℄, lemma
1; but we need the present form, espeially for the proof of theorem 2. The proof
below follows essentially [12℄, set. 1.
Proof. Fix a large integer K. Let f := τ2π/K , g := 1− 4ǫ τǫ/4. Approximating them
by Fourier partial sums we get polynomials F and G satisfying
||F̂ − f ||1 < c, ||Ĝ− g||1 < c, Ĝ(0) = 0
where c is small. Let T be the translation by 2πK . Set
Qs := T
s(F ) ·G[Ns]; (12)
Q :=
K∑
s=1
Qs ,
where N(1) > 2 degF and N(s) grow suiently fast to ensure the separation of
spetra. It follows:
||Q̂||∞ = max
s
||Q̂s||∞ = ||F̂ ||∞||Ĝ||1 < 2
K
· 4
ǫ
.
So, if K(ǫ, δ) is suiently large we get (i). Obviously
K∑
s=1
T s(f) · g[N(s)] = 1
outside a set of measure < ǫ, so if c is suiently small we get (ii). Now denote:
G˜(t) =
∑
k>0
Ĝ(k)eikt
The separation of spetra implies a deomposition
Σ(n) :=
n∑
k=0
Q̂(k)eikt = Σ1 +Σ2
where Σ1 ontains all polynomials of the form T
s(F )G˜[N(s)] with spetra belonging
to [0, n] and the reminder Σ2 is a segment of a polynomial of the same form.
Aording to setion 2.2 we have
||Σ2||∞ ≤ ||F̂ ||1 · ||Ĝ||1
||Σ1||∞ ≤
∥∥∥∑ |T s(F )|∥∥∥
∞
· ||Ĝ||1 ,
so c < 1K implies ||Σ(n)||∞ < Cǫ−1. The same is true for n < 0 and we get (iii). 
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2.4. Analyti polynomials. An analyti polynomial is a trigonometri polyno-
mial P with positive spetrum, i.e.
P (t) =
∑
n>0
cne
int .
Setions 4 and 5 will ontain most of the disussion about these objets. For the
time being, we wish to remind the reader the generally known fat that analyti
polynomials are dense in L0. We formulate it in an equivalent way:
Lemma 2.2. For every ǫ > 0 there exists an analytial polynomial Rǫ suh that
‖Rǫ − 1‖0 < ǫ (13)
Proof. Let g(eit) be a real (smooth) funtion with zero average and < −1/ǫ for
|t| > ǫ/3. Denote by G the Poisson integral of g; by G˜ the onjugate harmoni
funtion and write
F = exp
(
G+ iG˜
)
Clearly, F (0) = 1 and ||F (eit)||0 < ǫ so taking Rǫ to be a Taylor approximation of
1− F we get the result. 
3. Launary Spetra
This setion is devoted to the proof of theorems 1 and 2.
3.1. The bloks B(s, a). Our starting point to these two theorems, as well as to
the theorems of setion 5, are bloks B(s, a) ⊂ Z, dened for s, a ∈ N as follows:
B1(s, a) := {−sa,−(s− 1)a, . . . ,−a, a, 2a, . . . , sa}
B+1 (s, a) := B1(s, a) ∩ Z+
B2(s, a) :=
⋃
|k|≤s
k +B+1 (s, (2s)
k+sa) (14)
B(s, a) := B1(s, (2s)
2s+2a) + (B2(s, a) ∪ −B2(s, a))
where we understand x+B and A+B in the standard sense:
x+A := {x+ a : a ∈ A}
A+B := {a+ b : a ∈ A, b ∈ B} .
The following an be heked diretly from the denition:
Proposition 3.1. For any b ∈ B(s, a) there exists l = l(b), 0 < |l| < C(s) suh
that |b− la| < C(s). Further, b1 6= b2 ⇒ l(b1) 6= l(b2).
This means that B(s, a) is a subset of a small perturbation of a linear pro-
gression (if a ≫ s). In partiular, B(s, a) is quite sparse: for b1 6= b2 in B(s, a)
|b1 − b2| > a− 2C(s) . (15)
Another point to notie is that B(s, a) has a rather large hole near zero. We
might quantify this as
dist (B, 0) > (2s)2s+1a . (16)
B(s, a) is learly symmetri with respet to zero. Atually, the omponent
−B2(s, a) is here only to assure that. For the proof of lemma 3.2 below, it would
have been enough to dene B(s, a) as B1(s, (2s)
2s+2a) +B2(s, a)
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3.2. Approximation with spetrum in B(s, a).
Lemma 3.2. For every ǫ > 0, δ > 0 and f ∈ L0 there exists an S = S(f, ǫ, δ) with
the following property. Given s > S and a ∈ N one may onstrut a trigonometri
polynomial P satisfying
(i) m {t : |P − f | > δ} < ǫ;
(ii) specP ⊂ B(s, a);
(iii) m
{
t : S∗∗(P ; t) > Cǫ−1(|f(t)|+ δ)} < ǫ.
Proof. We shall perform this approximation in three steps.
Step 1: Approximate f by a polynomial P1 satisfying
m {t : |f − P1| > δ1} < ǫ1 (17)
where
δ1 :=
1
3δ, ǫ1 :=
1
3ǫ .
Step 2: Dene
ǫ2 :=
ǫ
6 degP1 + 3
, δ2 :=
δ
3||P̂1||1
(18)
And use lemma 2.2 to get an analyti polynomial Q2 satisfying
m {t : |Q2 − 1| > δ2} < ǫ2 (19)
Step 3: Use lemma 2.1 with
ǫ3 :=
1
3ǫ, δ3 :=
δ
6||P̂1||1||Q̂2||1
(20)
to get Q3 satisfying
Q̂3(0) = 0; (21)
||Q̂3||∞ ≤ δ3; (22)
||S∗∗(Q3)||∞ ≤ Cǫ−13 ; (23)
m {t : |Q3 − 1| > δ3} < ǫ3 .
We have now gathered all the data we need to dene S:
S(f, ǫ, δ) := max {degP1, degQ2, degQ3} . (24)
Let us now show how we an onstrut P supported on B(s, a). Fix some s > S
and any integer a. Clearly (remember that Q2 is analyti)
spec (Q2)[a] ⊂ B+1 (s, a)
or
spec
(
eikt · (Q2)[a]
) ⊂ k +B+1 (s, a). (25)
So dene
P2 :=
∑
|k|≤degP1
P̂1(k)e
ikt · (Q2)[p(k)] (26)
p(k) := a(2s)k+s (27)
On one hand, (25) and (14) imply: specP2 ⊂ B2(s, a). On the other hand,
|P2 − P1| =
∣∣∣∑ P̂1(k)eikt(1 − (Q2)[p(k)])∣∣∣
8 GADY KOZMA AND ALEXANDER OLEVSKI

I
so (18) and (19) gives
m
{
t : |P2 − P1| > 13δ
} ≤
≤
∑
|k|≤degP1
m
{
t :
∣∣∣P̂1(k)(1 − (Q2)[p(k)])∣∣∣ > |P̂1(k)|δ2} (28)
< (2 degP1 + 1)ǫ2 =
1
3ǫ
and thus
m
{
t : |P2 − f | > 23δ
}
< 23ǫ . (29)
Finally, dene
P ≡ P3 = (Q3)[p(s+2)]P2 .
From (21) we get that spec (Q3)[p(s+2)] ⊂ B1(s, p(s+ 2)), whih implies (ii). First,
an estimate of P − P2. Obviously
m
{
x : |P − P2| > 13δ
} ≤m{t : |1−Q3| > δ
3||P2||∞
}
.
The denition of P2, (26), gives the estimate
||P2||∞ ≤ ||P̂1||1||Q̂2||1
so, using (20),
m
{
t : |P − P2| > 13δ
} ≤m {t : |1−Q3| > δ3} < 13ǫ . (30)
Summing (29) and (30) gives
m {t : |f − P | > δ} < ǫ .
To estimate S∗∗(P ) note that, using (27), (26) and (24),
p(s+ 2) = (2s)2s+2a > 2 degP2, (31)
so we may use (10) and get
S∗∗(P ; t) ≤ ||S∗∗(Q3)||∞|P2(t)|+ 2||Q̂3||∞||P̂2||1 .
As before, estimate ||P̂2||1 diretly from (26) and get
||P̂2||1 ≤ ||P̂1||1||Q̂2||1
whih, together with (23), (22) and (20) gives
S∗∗(P ; t) ≤ Cǫ−1|P2(t)|+ 13δ .
and remembering (29), the lemma is proved. 
3.3. Almost Hadamarian launarity. The proof of theorem 1 ontains two om-
ponents: showing that every set Λ ontaining B(s, a) for arbitrarily large s is a Men-
shov spetrum and that suh a set onforming to the requirements of the theorem
an be build. Let us start with the rst omponent.
Lemma 3.3. If Λ ⊂ Z satises B(sk, ak) ⊂ Λ for a sequene sk →∞ then it is a
Menshov spetrum.
Proof. Let f be in L0. We shall onstrut by indution a sequene of polynomials
Pn satisfying
(i) m
{
x : |f −∑nk=1 Pk| > 2−2n} < 2−n;
(ii) specPn ⊂ Λ;
(iii) Pn follows Pn−1;
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(iv) ||S∗(Pn)||0 ≤ C2−n.
This nishes the proof as it is lear that
∑∞
n=1 Pn yields a trigonometri series
onverging to f almost everywhere.
Assume P0, . . . , Pn−1 has been onstruted. Dene
Fn := f −
n−1∑
k=1
Pk
ǫn := 2
−n
δn := 2
−2n .
Lemma 3.2 gives S = S(Fn, ǫn, δn) and we may pik some s > max {S, degPn−1}
and some a for whih B(s, a) ⊂ Λ. Thus there exist Pn satisfying the requirements
of lemma 3.2, namely
m {t : |Pn − Fn| > δn} < ǫn (32)
m
{
t : S∗(Pn; t) > Cǫ
−1
n (|Fn(t)|+ δn)
}
< ǫn (33)
specP ⊂ B(s, a) ⊂ Λ .
Now, s > degPn−1 implies requirement (iii) of the lemma (remember (16)).
Requirement (i) is an immediate onsequene of (32) sine
f −
n∑
k=1
Pk = Fn − Pn
requirement (iv) of the lemma is a ombination of (33) and our indution assump-
tion (requirement (i)) for Pn−1:
m
{
x : |Fn| > 2−2n+2
}
< 2−n+1
and the lemma is proved. 
To nish the proof of theorem 1 it is enough to nd a symmetri set Λ onforming
to (3) and ontaining a sequene of B(sk, ak). It an be done by a simple indution.
We may assume that {ǫn} is monotone. At eah step we either add to Λ and entire
blok B or dene two (symmetri) members of Λ. More preisely, let
{λ(j)}|j|≤m
be already dened.
(a) If there exists an s suh that
ǫ(m) <
1
2C(s)
, (34)
where C(s) is the onstant from proposition 3.1, we take the maximal s satisfying
this inequality and inlude all elements of the blok B(s, a) as new members of Λ.
a here is hosen suiently large to ensure (3) for n = m and simultaneously
a− 2C(s)
aC(s)
>
1
2C(s)
whih implies (3) for all
m < n < m+ 12 |B(s, a)|
due to maxB(s, a) < C(s)a and (15).
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(b) If suh an s does not exist, we just dene
λ(m+ 1) > λ(m)(1 + ǫ(m)) .
Obviously, the ondition (34) will be fullled innitely many times, and the orre-
sponding values of s will tend to innity; this nishes the proof. 
As disussed in the introdution, this result is sharp.
3.4. Squares. Lemma 3.3 allows one to get a Menshov spetrum satisfying
λ(n) = ±n2 +O(n) .
To obtain suh a result with arbitrarily slow growing perturbation (that is, to
prove theorem 2) we need a more deliate approah. Essentially, we annot use
approximate arithmeti progressions whih start from zero (as B(s, a) does) and
the method above fails. However, translated B(s, a)'s do exist in the neighborhood
of the squares, whih, as will be shown below, is enough.
We start with an elementary estimate of Riesz produts. It is interesting to
ompare this to the orresponding estimate in setion 5, whih requires more prob-
abilistially oriented tehniques.
Lemma 3.4. There exists a sequene Lk suh that for every ν = {νk} ⊂ Z satis-
fying
νk
νk−1
> Lk
we have for almost all t ∈ T
3−n <
n∏
k=1
(1− cos νkt) < cn ∀n > N(ν; t)
where c < 1 is an absolute onstant.
Proof. Taking log the problem turns into proving that
−nC1 <
n∑
k=1
log(1− cos νkt) < −nC2
Denote
A :=
∫
T
log(1− cos t) dm(t)
F := log(1 − cos t)−A
Fk := F[νk] .
One an hek that for {Lk} growing suiently fast,∣∣∣∣∫ FkFk′ ∣∣∣∣ < 2−(k+k′) ∀k 6= k′. (35)
Thus in this ase, the Fk's are almost orthogonal in a sense. We will use the lassi
law of large numbers for orthonormal sequenes (see, for example, [1℄, theorem
5.3.5): if {ϕk} is an orthonormal system then
n∑
k=1
ϕk(t) = o(n) a.e.
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The result is true also for our ase. Indeed, (35) implies the estimate∥∥∥∑ ckFk∥∥∥
2
≤ C
√∑
c2k ∀{ck}
whih in turn ensures, using Shur's theorem (see [1℄, theorem 3.2.2) that the system
Fk an be extended to an orthogonal equinormed system on a longer interval.
Therefore
n∑
k=1
log(1 − cos νkt) = nA+ o(n)
almost everywhere. The atual value of A an be alulated using the average
property for harmoni funtions one it is noted that 1− cos t = 12 |1− eit|2 and the
result is
A = − log 2
whih proves the lemma. 
We may now ontinue with the proof of theorem 2. For s, a, ν ∈ N, ν >
maxB(s, a), dene
B(s, a, ν) = (−ν +B(s, a)) ∪ (ν +B(s, a)) . (36)
Note that B(s, a, ν) is symmetri, beause B(s, a) is.
Lemma 3.5. If Λ ⊂ Z satises that for some sequenes sk →∞, ak, νk →∞
Bk := B(sk, ak, νk) ⊂ Λ
dist (Bk, 0) → ∞
then it is a Menshov spetrum.
Proof. Let f ∈ L0 be any funtion. As before, we shall onstrut by indution a se-
ries of polynomials suh that the sum
∑
Pn will onverge to f . Assume P1, . . . , Pn−1
have been onstruted. Dene
Fn = f −
n−1∑
k=1
Pk . (37)
We write ǫn := n
−2
, δn := 4
−n
and dene Sn = S(Fn, n
−2, 4−n) to be the onstant
dened in lemma 3.2. Find some sn > Sn, an and
νn > νn−1Ln (38)
(Ln from lemma 3.4) suh that
dist (B(sn, an, νn), 0) > degPn−1
B(sn, an, νn) ⊂ Λ (39)
and let P 1n be the polynomial given by lemma 3.2 for the same ǫn, δn and Fn, and
for sn and an. Finally, we dene
Pn(t) := cos νnt · P 1n(t) . (40)
So, the above proess is an indutive denition of sequenes Fn, sn, an, νn, P
1
n and
Pn satisfying (37), (38), (39), (40) and so on. Let us now draw onlusions from
these. First,
specPn ⊂ B(sn, an, νn)
m
{
t : |Fn(t) cos νnt− Pn(t)| > 4−n
}
< n−2 (41)
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and (41) an be rephrased as
m
{
x : |Fn+1(t)− Fn(t)(1 − cos νnt)| > 4−n
}
< n−2 .
So we may onlude that
|Fn+1(t)− Fn(t)(1 − cos νnt)| ≤ 4−n ∀n > N1(t).
Here, and in what follows, we denote by Nj(t) integer valued, measurable, almost
everywhere dened funtions. Sine νn > Lnνn−1, lemma 3.4 implies that for
almost all t,
3−n <
n∏
k=1
|1− cos νkt| < cn ∀n > N2(t) (42)
(assume that N2 > N1). This implies a rough estimate of partial produts
n∏
k=m+1
|1− cos νkt| < c
n
3−m
∀n > m > N2(t)
whih is enough to do away with the 4−n errors: if n > m > N2(t) then∣∣∣∣∣Fn+1(t)− Fm(t)
n∏
k=m
(1 − cos νkt)
∣∣∣∣∣ ≤
n∑
k=m
4−k
n∏
l=k+1
|1− cos νlt|
<
∑
4−k
cn
3−k
< 4cn (43)
And therefore (using (42))
|Fn(t)| < cn1 c1 < 1 ∀n > N3(t) (44)
This shows that
n∑
k=0
Pk → f
so we are only left with the estimates of S∗(Pn). A little onsideration shows
S∗(Pn; t) ≤ S∗∗(P 1n ; t)
and ondition (iii) of lemma 3.2 gives
m
{
t : S∗∗(P 1n ; t) > Cn
2(|Fn(t)|+ 4−n)
} ≤ Cn−2
so due to (44),
S∗(Pn; t) < Cn
2cn1 ∀n > N4(t)
and the lemma is proved. 
To dedue theorem 2 onsider now B = B(s, 2a, a2). For suiently large a we
will have, using proposition 3.1:
b ∈ B ∩ Z+ ⇒ b = k2 + τ(b), k = a+ l(b)
with
|τ(b)| < C(s) <
√
ω(k)
Lemma 3.5 implies that the set⋃
s≥1
B(s, 2a(s), a2(s))
is a Menshov spetrum, and the result follows. 
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Remark. Another diret onsequene of lemma 3.5: any symmetri Λ ontaining
arbitrary long segments of integers is a Menshov spetrum; rst proved, using a
dierent tehnique, in [13℄.
3.5. Theorem 2 too is sharp, in the following sense:
Proposition 3.6. Any sequene
Λ(n) = sign (n) · n2 +O(1)
is not a Menshov spetrum.
The proof will follow from the next two propositions:
Proposition 3.7. If Λ is a Menshov spetrum, m ∈ N and n ∈ N then
(i) Λ− n is a Menshov spetrum
(ii)
(
1
mΛ
) ∩ Z is a Menshov spetrum
Proof. Start with (i). Let f ∈ L0. Dene
g(t) = eintf(t)
and use the fat that Λ is a Menshov spetrum to write∑
k∈Λ
cke
ikt = g(t) .
Clearly, this implies that ck → 0 when |k| → ∞ and therefore we may shift the sum
in a nite number of plaes:
lim
N→∞
∑
k∈Λ
|k|<N
cke
ikt = lim
N→∞
∑
k∈Λ
|k−n|<N
cke
ikt = eint · lim
N→∞
∑
l∈Λ−n
|l|<N
cl+ne
ilt
and thus part (i) is ompleted. For part (ii), dene
g = f[m]
and let ck be numbers suh that ∑
k∈Λ
cke
ikt = g(t)
for a.e. t. Then for a.e. t ∈ [0, 1m ),
m∑
r=0
g(t+ r/m) =
∑
k∈Λ
cke
ikt
∑
r
eikr/m =
∑
k∈Λ
k≡0 (m)
mcke
ikt
whih gives
f(t) =
1
m
∑
g
(
t+ r
m
)
=
∑
k∈Λ∩mZ
cke
ikt/m
and so dening dk = cmk we get∑
k∈( 1mΛ)∩Z
dke
ikt = f(t)
for almost every t ∈ T. 
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In light of this, to prove proposition 3.6, it is enough to show that quadrati
residues admit arbitrarily large holes in Zp. More preisely, we use the following
well known fat:
Proposition 3.8. For any r ≥ 2 there exists a p0 suh that for any prime p > p0
there exists an integer 0 ≤ x < p satisfying(
x+ i
p
)
= −1 ∀1 ≤ i ≤ r
and
(
a
p
)
is the Legendre symbol.
This is a orollary of theorem 1.4.2.1 from [11℄. The author attributes this
theorem to Davenport and A. Weil.
Proof of proposition 3.6: Let Λ satisfy
|Λ(n)− signn · n2| < A .
Use proposition 3.8 with r = 2A to get a orresponding p0; pik some p > p0 for
whih
(
−1
p
)
= 1 (quadrati reiproity says that this is equivalent to p ≡ 1 mod
4) and we shall get an interval (m − A,m + A) in Zp whih does not ontain any
±n2 (mod p). Thus
Λ ∩ (m+ pZ) = ∅
and aording to proposition 3.7, Λ is not a Menshov spetrum. 
4. Positive Spetra: Representation in Measure
4.1. We have seen in the introdution that Z+ is not a Menshov spetrum. How-
ever, replaing onvergene almost everywhere by onvergene in measure enables
us to get an analyti representation theorem. This result (theorem 3) is proved
below. Atually, we prove it in a stronger form, inspired by Talalyan's paper [15℄
where the following denition was introdued:
Denition 2. A series
∑
fj onverges to f asymptotially in L
p(T) if for any ǫ > 0
there exists a ompat K(ǫ) in T, with m(T \K) < ǫ, and ∑ fj = f in Lp(K).
Clearly asymptoti onvergene in Lp for some p ∈ [1,∞] implies onvergene in
measure, while asymptoti onvergene in L∞ is equivalent to onvergene a.e.
We an now formulate our result.
Theorem 4. Given f ∈ L0(T) one an dene oeients {ck}∞k=1 suh that∑
k>0
cke
ikt = f(t)
asymptotially in L2(T).
4.2. Analyti approximation. The following lemma is the basis of this setion.
It gives an analyti approximation of 1 with the neessary ontrol of the partial
sums.
Lemma 4.1. For every ǫ > 0 there exists an analytial polynomial
Q(t) = Qǫ(t) =
∑
k>0
ck,ǫe
ikt
and a measurable set E = Eǫ suh that
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(i) ||Q̂||∞ < ǫ;
(ii) m(T \ E) < ǫ;
(iii) |Q− 1| < ǫ on E;
(iv) For every n, ||Sn(Q)||L2(E) < 2;
(v) For every n, m {t : |Sn(Q; t)| > 2} < ǫ.
Proof. As in lemma 2.1, we follow essentially the onstrution from [12℄. Using
lemma 2.2 x an analytial polynomial G suh that
||G− 1||0 < 14ǫ (45)
and an integer K
K >
(
2
ǫ
||Ĝ||1
)2
(46)
Let f be the triangle funtion τ2π/K and approximate it by a Fourier partial sum
F suh that
||F̂ − f ||1 < ǫ
10K||Ĝ||1
. (47)
As before, let T be the translation by 2π/K,
T (f)(t) := f(t+ 2πK−1) ,
Set
Ns := K(2 degF + degG+ 2)
s
(48)
and nally, dene
Q :=
K∑
s=1
Qs,
Qs := T
s(F ) ·G[Ns] .
The hoie of {Ns} ensures that all Qs are analyti and that their spetra follow
one another. This implies, in partiular, that
||Q̂||∞ = max ||Q̂s||∞ ≤ max ||T̂ sF ||∞max ||Ĝ[Ns]||1 =
1
K
||Ĝ||1 < ǫ
so we get requirement (i).
Now set
Is :=
[
2π(s− 1)
K
,
2π(s+ 1)
K
]
, 1 ≤ s ≤ K
Us :=
{
t ∈ Is :
∣∣G[Ns](t)− 1∣∣ < ǫ/4} (49)
E := T \
⋃
Us
(45) and the fat that K|Ns (48) imply that mUs < 14ǫ ·mIs, so
mT \ E < 14ǫ . (50)
To verify requirement (iii), set
Q′ :=
K∑
s=1
T s(f) ·G[Ns] .
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For any t, for at most two values of s the value of T s(f) is non zero, and their sum
is 1. Meanwhile, if t ∈ E then the fator G[Ns] belongs to (1− 14ǫ, 1 + 14ǫ) for both
s's as follows from (49). So
|Q′(t)− 1| < 12ǫ ∀t ∈ E.
Passing from Q′ to Q, (47) implies∥∥∥(T s(f − F ) ·G[Ns])∧∥∥∥
1
≤ ||f̂ − F ||1||Ĝ||1 < ǫ
10K
and the equality
Q = Q′ +
∑
(T sf − T sF ) ·G[Ns]
gives requirement (iii). For requirements (iv) and (v), x n. Beause the spetra
of the Qs follow eah other there exists a j suh that
Sn(Q) =
∑
s<j
Qs + Sn(Qj)
The sum on the right hand side an be estimated on E exatly as before and we
get ∣∣∣∣∑
s<j
Qs(t)
∣∣∣∣ < 1 + 34ǫ ∀t ∈ E. (51)
Whereas
||Sn(Qj)||L2(T) ≤ ||Qj ||2 < ||T j(F )||2||G[Nj ]||∞ < ||f ||2||Ĝ||1
< K−1/2 · ||Ĝ||1 < ǫ (52)
and (onsidering ǫ to be suiently small) we get (iv). (52) also gives (v), beause
we have
m
{
t : |Sn(Qj)| > 12
}
< 4ǫ2
whih, together with (51) and (50) nishes the lemma. 
4.3. Proof of theorem 4. We shall onstrut by indution analyti polynomials
Pn and sets En suh that
(i) m(T \ En) < 2−n;
(ii) |∑nk=1 Pk − f | < 2−n on En;
(iii) Pn follows Pn−1;
(iv) for any k, ||Sk(Pn)||L2(En∩En−1) < C2−n.
Having these we get the theorem. Indeed, requirement (iii) allows us to dene a
sequene {ck}∞k=1 suh that
Pn =
degPn∑
k=deg Pn−1+1
cke
ikt .
Requirements (ii) and (iv) show in a standard way that the series
∑
cke
ikt
onverges
to f in L2(
⋂∞
n=N En) for any N , and ombining this with requirement (i) we get
the theorem.
Let us now assume P1,...,Pn−1 have been onstruted, and show how to build
Pn. Dene
Fn := f −
n−1∑
k=1
Pk (53)
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First approximate Fn by a trigonometri polynomial Gn suh that
|Gn − Fn| < 2−(n+1) onDn, m(T \Dn) < 2−(n+1). (54)
Put
ǫ(n) :=
2−(n+1)
||Ĝn||1 + 1
(55)
and using lemma 4.1 for ǫ(n) we get Q = Qǫ(n). Set
Pn := Q[rn]Gn (56)
where
rn := degPn−1 + 2degGn + 1 .
This hoie of rn will ensure that Pn are analyti, and that (iii) is fullled. Dene
En to be
En :=
(
Eǫ(n)
)
[rn]
∩Dn (57)
where Eǫ(n) omes from lemma 4.1 and E[r] is dened by the equality (1E)[r] ≡
1(E[r]). Clearly, m
(
E[r]
)
= mE. So, ondition (ii) of lemma 4.1 together with
(54) gives requirement (i). Condition (iii) of lemma 4.1 says that for t ∈ En,
|Q[rn](t)− 1| < ǫ(n), so
|Pn −Gn| < 2−(n+1) onEn (58)
and summing (53), (54) and (58) we end up with requirement (ii) fullled.
Requirement (iv): Now we use (10) for the polynomial (56):
sup
k
||Sk(Pn)||L2(En∩En−1) ≤
≤ ||Gn||L∞(En∩En−1) ·max
k
||Sk(Q[rn])||L2(En) + ||Q̂||∞ · ||Ĝ||1
< ||Gn||L∞(Dn∩En−1) ·max ||Sk(Q)||L2(Eǫ(n)) + 2−n
(here (57), (55) and ondition (i) of lemma 4.1 were used). The produt on the
right hand side is
< 2
{||Fn||L∞(En−1) + 2−n}
due to ondition (iv) of lemma 4.1 and (54). Finally, we use for Fn assumption
(ii) of the indution (in the n− 1'th step) and get ondition (iv). This nishes the
proof of the theorem. 
Remarks
1. In the theorem above one an replae asymptoti onvergene in L2(T) by
the same onvergene in Lp(T) (p <∞). The appropriate version of lemma
4.1 an be proved identially, using the lassial result the ||Sn(F )||p <
Cp||F ||p, 1 < p <∞, and the proof of the theorem remains unhanged.
2. In Menshov type representation, it is often of interest to ontrol the speed
of derease of the the amplitudes {|ck|}, see e.g. [13℄. The same is true for
the radial representation theorem, see [8℄. We wish to pursue this diretion
with theorem 4. Certainly the ondition {ck} ∈ l2 annot be ahieved here.
But one an get quite lose, in a sense. Namely, either of the following
onditions an be added to the formulation of theorem 4.
(a) {ck} ∈ lp ∀p > 2
(b)
∑ |ck|2w(k) <∞ for any pre-given positive weight w(k)ց 0.
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The proof requires minor modiations. For example, let us illustrate them
for ondition (a). The blok struture of the speial produts of setion
2.2, F ·G[r] for r > 2 degF , implies that
||F̂ ·G[r]||p = ||F̂ ||p · ||Ĝ||p (59)
Using that, a diret inspetion of the proof of theorem 4 shows that it is
enough, given p > 2 to replae ondition (i) in lemma 4.1 with the stronger
(i)
′ ||Q̂||p < ǫ.
This, in turn, omes from the following estimate for the triangle funtion
||τ̂h||pp = O(hp−1) .
Whih gives
||Q̂s||p = ||T̂ s(F )||p · ||Ĝ[Ns]||p ≤ ||τ̂2π/K ||p · ||Ĝ||p = O
(
K
1−p
p
)
· C(ǫ)
and the separation of spetra gives
||Q̂||pp =
K∑
s=1
||Q̂s||pp = O(K−p) · C(ǫ)
and replaing (46) with a suitable suiently small K, we get (i)′.
4.4. Representation of innity. In [3℄, Menshov proved that for onvergene in
measure one an extend the lass of representable funtions to inlude ones taking
innite values. It is natural to formulate this result for real funtions. Let f be a
measurable funtion from T into R ∪ {±∞}. Menshov's result says that any suh
f an be expanded to a real trigonometri series:
f(t) =
∑
k∈Z
d(k)eikt d(−k) = d(k) (60)
onverging in measure. Theorem 3 admits also funtions as above, and thus gives a
diret improvement of Menshov's result. More preisely the following proposition
is true:
Theorem 3
′
. Any f as above an be represented by
f(t) =
∑
k>0
c(k)eikt (61)
where the series onverges in measure.
Convergene here means that the real and imaginary parts of the series onverge
respetively to f and 0 in measure.
We rst mention that having (61) one immediately gets the real expansion (60)
by taking d(k) to be 12c(k) for k > 0 and
1
2c(k) for k < 0. To get (61) we denote
by A, B+, B− the sets where f takes nite, +∞ and −∞ values, respetively, and
dene
fn :=

f onA
n onB+
−n onB−
.
Now, keeping onditions (i) and (iii) in 4.3 unhanged, we replae f by fn in (ii)
(and in (53)) and replae ondition (iv) by these two:
(iv)1 maxk ||Sk(Pn)||L2(En∩En−1∩A) < C2−n
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(iv)2 maxk ||Sk(Pn)||L2(En∩En−1∩(B+∪B−)) < C
Repeating the arguments in 4.3 literally one onstruts polynomials {Pn} satisfying
the modied onditions. It is easy to see that these onditions imply that the series
(61) yielded by
∑
k>0 Pk onverges to f in measure.
5. Positive sparse spetra
5.1. The aim of this setion is to improve the results of the previous one, showing
that only relatively small parts of Z+ are needed. For brevity, we shall disuss
only onvergene in measure, rather than asymptoti Lp, and only nite funtions.
Denition 3. A set Λ of integers is a Menshov spetrum in measure if every
f ∈ L0(T) admits a representation
f(t) =
∑
k∈Λ
cke
ikx ≡ lim
N→∞
∑
k∈Λ,|k|≤N
cke
ikx
onverging in measure.
We shall prove the following analogues of the results of setion 3:
Theorem 5. Given a positive sequene ǫ(n) = o(1) as n → ∞, one an dene a
Menshov spetrum in measure Λ ⊂ Z+ suh that
λ(n+ 1)
λ(n)
> 1 + ǫ(n) n = 1, 2, . . . (62)
Theorem 6. If a set Λ ⊂ Z+ ontains arbitrarily long segments then it is a Men-
shov spetrum in measure.
Theorem 7. For any sequene w(k)→∞ as k →∞ one an onstrut a Menshov
spetrum in measure Λ,
Λ =
{
k2 + o(w(k))
}
.
5.2. The bloks D(s, a). The equivalent of the bloks B(s, a) from the proof of
theorem 1 will be denoted by D(s, a) and dened simply by
D(s, a) := B+1 (s, (2s)
2s+2a) +B2(s, a)
where B+1 and B2 are from the denition of B(s, a). Of ourse, D(s, a) ⊂ Z+. The
substitute for lemma 3.2 is the following:
Lemma 5.1. For every ǫ > 0 and f ∈ L0 there exists an S = S(f, ǫ) with the
following property. Given s > S and a ∈ N one may onstrut a trigonometri
polynomial P satisfying
(i) ||f − P ||0 < ǫ;
(ii) specP ⊂ D(s, a);
(iii) For any n, m {t : |Sn(P ; t)| > 2|f(t)|+ ǫ} < ǫ.
Proof. The proof of this lemma is similar to that of lemma 3.2, replaing the use
of lemma 2.1 with lemma 4.1, so we will desribe it briey.
First, approximate f by a polynomial P1 satisfying
||f − P1|| < ǫ1 := 13ǫ (63)
then use lemma 2.2 to get an analyti polynomial Q2 satisfying
||Q2 − 1||0 < ǫ2 := ǫ
6max{||P̂1||1, degP1}+ 3
. (64)
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Now use lemma 4.1 with
ǫ3 :=
ǫ
6||P̂1||1||Q̂2||1 + 3
(65)
to get an analyti Q3 satisfying
||Q̂3||∞ ≤ ǫ3; (66)
m {t : |Sn(Q3; t)| > 2} < ǫ3 ∀n; (67)
||Q3||0 < ǫ3 .
Set
S(f, ǫ) := max {degP1, degQ2, degQ3} .
Fix some s > S and any integer a. Dening, as in (26)
P2 :=
∑
|k|≤degP1
P̂1(k)e
ikt · (Q2)[p(k)] (68)
p(k) := a(2s)k+s
we will have specP2 ⊂ B2(s, a).
The same estimate as in (28) gives
||P2 − f ||0 < 23 ǫ . (69)
Finally, dene
P ≡ P3 = (Q3)[p(s+2)]P2 .
The fat that Q3 is analyti gives that spec (Q3)[p(s+2)] ⊂ B+1 (s, p(s + 2)), whih
implies (ii). As in lemma 3.2, we have
m
{
x : |P − P2| > 13ǫ
} ≤m{t : |1−Q3| > ǫ
3||P2||∞
}
,
||P2||∞ ≤ ||P̂2||1 ≤ ||P̂1||1||Q̂2||1 (70)
so
m
{
t : |P − P2| > 13ǫ
} ≤m {t : |1−Q3| > ǫ3} < 13 ǫ . (71)
Summing (69) and (71) gives (i). To estimate Sn(P ) use (31) to write, as in setion
2.2, n = r · p(s+ 2) + l and get
Sn(P ; t) ≤ |Sr(Q3; p(s+ 2)t)| · |P2(t)| + 2||Q̂3||∞||P̂2||1
as before, estimate ||P̂2||1 by (70). Now (67) and (65) give
Sn(P ; t) ≤ 2|P2(t)|+ 13ǫ .
outside a set of measure ǫ3 <
1
3ǫ, and remembering (69), the lemma is proved. 
Lemma 5.1 proves theorem 5 in muh the same way as for theorem 1.
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5.3. Analyti Riesz produts. Passing to the proofs of theorems 6 and 7 we
make the following remark. In the squares theorem of setion 3, given a trigono-
metri polynomial, we used multipliation with a Riesz produt to loalize the
spetrum in a orresponding blok of high frequenies and the estimate (42) pro-
vided the neessary ontrol of partial sums. In turn, that estimate ame essentially
from the inequality ∫
T
log(1− cos t) dm < 0 .
Now only the positive part of the spetrum is available, so Riesz produts should
be replaed by its analyti ounterpart
qn(t) :=
∏
k≤n
(1− eiν(k)t) . (72)
However, ∫
T
log |1− eit| = 0
and the sequene {|qn|} indeed does not tend to zero. But it repeatedly returns
lose to zero for almost every t. Fortunately, this weaker property is enough to
manage the loalization of spetrum with a simultaneous ontrol of the partial
sums, orresponding to onvergene in measure.
Lemma 5.2. There exists numbers Lk suh that for every {νk} ⊂ Z satisfying
νk
νk−1
> Lk (73)
one has
lim inf
N→∞
N∏
k=1
|1− eiνkt| = 0 a.e. (74)
Proof. This is equivalent to the following quality
lim inf
N→∞
N∑
k=1
log |1− eiνkt| = −∞ a.e. (75)
This is a diret onsequene of a well known priniple that sparse subsequenes of
a system {ϕ(νt)} inherit properties of independent variables, and in our ase, that
the sum
N∑
k=1
ϕ(νkt)
behaves like a random walk for a suiently fast growing νk. We use the following
version of this fat, whih an be found (in a more general form) in the paper of
Gaposhkin [7℄ (orollary 1): if
∫
T
ϕdm = 0, ||ϕ||L2(T) = 1 and∑
j<k
ω2
(
nj
nk
;ϕ
)
= o(1),
∑
j>k
ω2
(
nk
nj
;ϕ
)
= o(1) (76)
where ω2 is the module of ontinuity of ϕ in the spae L
2
, then for every set E ⊂ T,
mE > 0,
m
{
t ∈ E : 1√
N
N∑
k=1
ϕ(νkt) < y
}
→mE · 1√
2π
∫ y
−∞
e−t
2/2dt, N →∞ (77)
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Taking ϕ to be log |1 − eit| (after a suitable normalization) one an see that for
Lk growing suiently fast, (73) implies (76). If (75) fails on a set E of positive
measure we get an immediate ontradition to (77) e.g. for y = 0. 
Remark. As before, we shall need a rough estimate from below,(
3
4
)n
<
n∏
k=1
|1− eiνkt| ∀n > K1(t) (78)
where, as in the proof of theorem 2, here and below Kj(t) are measurable funtions
T → N dened almost everywhere. This estimate an be ahieved exatly as in
lemma 3.4.
5.4. The main lemma. In this setion, we shall ombine (74) with stopping time
tehniques, to prove an analogue of lemma 3.3, lemma 5.4 below. Let us start with
a denition:
Denition 4. For s, a, ν ∈ Z+ we dene
D(s, a, ν) = ν +D(s, a)
and all a set Λ a D-set if one has a sequene D(sk, ak, νk) ⊂ Λ with sk and νk
tending to ∞.
Lemma 5.3. Let Λ ⊂ Z+ be a D-set; f ∈ L0(T) be any funtion vanishing outside
of an interval I; and ǫ > 0 be some number. Then there exists a polynomial P with
the following properties:
(i) ||P − f ||0 < ǫ;
(ii) specP ⊂ Λ ;
(iii) For any n ∈ Z+,
m {t /∈ I : |Sn(P ; t)| > ǫ} < ǫ .
Proof. 1. We shall onstrut indutively a sequene of polynomials Pk using the
following proedure:
Tk := f −
k−1∑
l=0
Pl (79)
Rk(t) :=
{
Tk(t) |Tl(t)| > 12ǫ ∀l ≤ k and t ∈ I
0 otherwise
. (80)
We now use lemma 5.1 for the funtion Rk and the parameter ǫ2
−k−2
. This gives
us some number S = S(Rk, ǫ2
−k−2). let Lk be numbers from lemma 5.2 and hoose
ak, νk and sk to satisfy
D(sk, ak, νk) ⊂ Λ (81)
νk > Lkνk−1 (82)
sk > S . (83)
Returning to lemma 5.1, (83) allows us to dene a polynomial P ′k satisfying:
specP ′k ⊂ D(sk, ak) (84)
||Rk − P ′k||0 < ǫ2−k−2 (85)
and for any n,
m
{
t : |Sn(P ′k; t)| > 2|Rk(t)|+ ǫ2−k−2
}
< ǫ2−k−2 (86)
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Finally, we dene
Pk := e
iνkt · P ′k . (87)
So, the above proess is an indutive denition of sequenes Tk, Rk, sk, ak, νk, P
′
k
and Pk satisfying (79)-(87).
2. First we laim
||Tk||0 < ǫ ∀k > K(ǫ) (88)
To see this, ollet (80), (85) and (87) and get the following for Tk:
Tk+1(t) =
{
Tk(t)(1 − eiνkt) + rk(t) |Tl(t)| > 12ǫ ∀l ≤ k and t ∈ I
Tk(t) + rk(t) otherwise
(89)
with
||rk||0 < ǫ2−k−2 (90)
In partiular,
|rk(t)| < 2−k−2 ∀k > K2(t) a.e. (91)
Denoting
qn :=
n∏
k=1
(1− eiνkt) ,
we have (78) and (74) (remember (82)) i.e.
|qn| >
(
3
4
)n ∀n > K1(t); (92)
lim inf
n→∞
|qn(t)| = 0 a.e. (93)
Set:
Vǫ := {t ∈ I : |Tk(t) > 12ǫ ∀k ∈ N} (94)
i.e. the set where Tk never stabilizes. Using (89), (91) and (93) we have for almost
every t ∈ Vǫ and k > k1 > max{K1(t),K2(t)},∣∣∣∣∣Tk+1(t)− Tk1(t)
k∏
l=k1
(1− eiνlt)
∣∣∣∣∣ ≤
k∑
l=k1
2−l−2
k∏
j=l+1
|1− eiνj t|
<
∑
l≤k
2−l−2
(
3
4
)l · |qk(t)|
so ∣∣∣∣Tk+1(t)− Tk1(t)qk1−1(t)qk(t)
∣∣∣∣ < C|qk(t)|
ontrasting this with (92) and (94) we onlude
mVǫ = 0 . (95)
Now, (95) gives that for some K3(t),
Tk+1(t) = Tk(t) + rk(t) ∀k ≥ K3(t)
and
|TK4(t)| ≤ 12ǫ
Choosing K(ǫ) suiently large to have
m {t : K4(t) > K(ǫ)} < 12ǫ
and using (90), we get (88).
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3. Let
P :=
K(ǫ)∑
k=0
Pk .
(88) and (79) give (i). (81), (84), and (87) give (ii). To see (iii), note that
Sn(Pk) =
{
eiνkt · Sn−νk(P ′k) ∀n ≥ νk
0 otherwise,
(86) means that
m
{
t : |Sn(Pk; t)| > 2|Rk(t)|+ ǫ2−k−2
}
< ǫ2−k−2 . (96)
Sine t /∈ I ⇒ Rk(t) = 0, summing up the last inequality over k we get (iii). 
Lemma 5.4. Any D-set is a Menshov spetrum in measure.
Proof. Let Λ ⊂ Z+ be a D-set. Let f ∈ L0(T) be any funtion. Take a sequene of
intervals {Ik} with
|Ik| → 0
whih over eah point of the irle innitely many times. We shall onstrut
indutively a sequene of polynomials Pk using the following proedure. Dene
Rk := 1Ik ·
(
f −
k−1∑
l=0
Pl
)
and use lemma 5.3 with the data
Λk := Λ ∩ [degPk−1,∞)
(whih is learly a D-set), Rk, Ik and ǫ = 2
−k
. We get a polynomial Pk whih
satises:
specPk ⊂ Λk ⊂ Λ
||Pk − Rk||0 < 2−k (97)
and for any n ∈ N,
m
{
t /∈ Ik : |Sn(Pk; t)| > 2−k
}
< 2−k . (98)
The sum of the Pk's, written as a trigonometri series will prove the lemma. As
it is learly supported on Λ, we need only show that it onverges to f in measure.
One an easily see that (97) and the fat that the Ik's over T innitely many times
implies that
∞∑
k=0
Pk(t) = f(t) a.e.
As the Pk's follow eah other, we write
Pk =
degPk∑
n=degPk−1+1
cne
int
and use (98), written as
max
n
||Sn(Pk)||0 < 2−k + |Ik| → 0 k →∞
to get that
∑
n∈Λ cne
int = f(t), in measure. 
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5.5. Theorem 6 follows from this lemma immediately while theorem 7 is derived
in muh the same way that theorem 2 follows from lemma 3.5.
Finally, we mention that theorems 5 and 7 are sharp in the same sense that
theorems 1 and 2 respetively are. Theorem 5 is sharp for exatly the same reasons
as theorem 1; and sine proposition 3.7 learly holds (with an idential proof) for
Menshov spetra in measure, we may onlude the sharpness of theorem 7 using
proposition 3.8.
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