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Abstract. In this paper a partial differential equation containing a contin-
uous hysteresis operator and a convective term is considered. This model
equation, which appears in the context of magnetohydrodynamics, is coupled
with a nonlinear boundary condition containing a memory operator. Under
suitable assumptions, an existence result is achieved using an implicit time
discretization scheme.
1. Introduction. In this paper we deal with the following model equation
∂
∂t
(u+ F(u)) + ~v · ∇(u+ F(u))−4u = f in Ω× (0, T ) (1.1)
where Ω is an open bounded set of RN with regular boundary Γ, N ≥ 1, F is
a Prandtl-Ishlinski˘ı hysteresis operator of play type, 4 is the Laplace operator,
~v : Ω× (0, T )→ RN is known and f is a given function.
Well posedness results for (1.1) associated with Dirichlet boundary conditions
can be found in [2]. In this paper we couple (1.1) with the following condition of
nonlinear flux on a subset Γ2 ⊂ Γ
∇u · ~ν = [~v · ~ν ] (u+ F(u))− G(u) on Γ2 (1.2)
and we take Dirichlet boundary conditions on the remaining part of Γ. Here G :
M(Γ2; C0([0, T ])) → M(Γ2; C0([0, T ])) is an operator acting between the Fre´chet
spaces of strongly measurable functions Γ2 → C0([0, T ]) while ~ν denotes the unit
outer normal vector to Γ. Under suitable assumptions on F and G, we obtain an
existence result; in particular we assume that G is a memory operator while for
F we exploit the convexity of the hysteresis loops. The proof of our main result
is based on an implicit time discretization scheme; this approximation procedure
is often used in the analysis of equations that include a memory operator, as in
any time-step we solve a stationary problem in which this operator is reduced to
a superposition with a nonlinear function. This idea goes back to [8], see also [9],
Section IX.1. We apply this tool for both F and G. So the proof of the existence
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result is carried out through three different steps: approximation, a priori estimates
and passage to the limit by compactness. A certain amount of technical difficulties
arises, mainly when dealing with the boundary terms; therefore the passage to the
limit is performed by means of some refined interpolation arguments. Our results
can be compared with the ones contained in Sect. IX of [9]: in front of some higher
regularity of the data, we obtain a more regular solution, even if our analysis is
confined to the case of Prandtl-Ishlinski˘ı hysteresis operators. In this respect, the
convexity property of the hysteresis loops of F , which leads to the so called second
order energy inequality (2.11), reveals to be the right tool that allows us to come
to the final result.
The model equation (1.1) appears in the context of magnetohydrodynamics; such
kind of equations may describe slow motion of a ferromagnetic fluid surrounded by
a ferromagnetic solid. In this sense, in the boundary condition (1.2), the mem-
ory term G represents the reaction of the surrounded ferromagnetic solid. The
complete derivation of (1.1) can be found in [4], (see also [5]), where in addition
fluid-mechanical aspects of the model are considered.
2. Play and Prandtl-Ishlinski˘ı operators. Let r > 0 be a given parameter.
For a given input function u ∈ C0([0, T ]) and initial condition x0 ∈ [−r, r], we
define the output ξ = Pr(x0, u) ∈ C0([0, T ]) ∩BV (0, T ) of the play operator
Pr : [−r, r]× C0([0, T ])→ C0([0, T ]) ∩BV (0, T )
as the solution of the variational inequality in Stieltjes integral form
∫ T
0
(u(t)− ξ(t)− y(t)) dξ(t) ≥ 0, ∀ y ∈ C0([0, T ]), max
0≤t≤T
|y(t)| ≤ r,
|u(t)− ξ(t)| ≤ r, ∀ t ∈ [0, T ],
ξ(0) = u(0)− x0.
(2.1)
The play operator is the simplest example of continuous hysteresis operator; in
order to model a more complex hysteresis behavior, we consider the whole family of
play operators Pr parameterized by r > 0, which can be interpreted as a memory
variable. Accordingly, we introduce the hysteresis memory state space
Λ := {λ : R+ → R : |λ(r)− λ(s)| ≤ |r − s| ∀ r, s ∈ R+},
together with its subspaces
ΛK = {λ ∈ Λ : λ(r) = 0 for r ≥ K}, Λ0 =
⋃
K>0
ΛK . (2.2)
For λ ∈ Λ, u ∈ C0([0, T ]) and r > 0 we set ℘r[λ, u] := Pr(x0r, u) and ℘0[λ, u] := u,
where
x0r := min{r,max{−r, u(0)− λ(r)}}. (2.3)
It turns out that
℘r : Λ× C0([0, T ])→ C0([0, T ]) (2.4)
is Lipschitz continuous i.e., for every u, v ∈ C0([0, T ]), λ, µ ∈ Λ and r > 0 we have
||℘r[λ, u]− ℘r[µ, v]||C0([0,T ]) ≤ max{|λ(r)− µ(r)|, ||u− v||C0([0,T ])}. (2.5)
For more details, see Section II.2 of [7].
The play operator (2.4) can be used to construct more complex hysteresis models
such as for example the Prandtl-Ishlinski˘ı operator which is here recalled together
with its main properties, following [7], Section II.3.
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Definition 2.1. Suppose that a constant a ≥ 0 and a function h ∈ BVloc(0,∞) are
given, such that lim
s→0+
h(s) = a. We set
ϕ(r) :=
∫ r
0
h(s) ds for r > 0.
Then the operator Fϕ : Λ0 × C0([0, T ])→ C0([0, T ]) defined by the formula
Fϕ(λ, u) = a u+
∫ ∞
0
℘r(λ, u) dh(r), λ ∈ Λ0, u ∈ C0([0, T ]) (2.6)
where ℘r is the play operator (2.4) and Λ0 is introduced in (2.2), is called Prandtl-
Ishlinski˘ı operator generated by the function ϕ, which is in turn called the
generator of Fϕ.
As λ ∈ Λ0, ℘r(λ, u) vanishes for r sufficiently large and this ensures that Stieltjes
integral in (2.6) is finite. The following result can be found in [7], Section II.3.
Theorem 2.2. The operator Fϕ is a hysteresis operator, i.e. it is causal and rate
independent in the following sense{ ∀u1, u2 ∈ C0([0, T ]), ∀ t ∈ (0, T ], ∀λ ∈ Λ0,
if u1 = u2 in [0, t], then [Fϕ(λ, u1)](t) = [Fϕ(λ, u2)](t), (2.7){ ∀u ∈ C0([0, T ]), ∀ t ∈ (0, T ], ∀λ ∈ Λ0, if s : [0, T ]→ [0, T ] is an
increasing homeomorphism, then [Fϕ(λ, u ◦ s)](t) = [Fϕ(λ, u)](s(t)). (2.8)
Moreover if the function h is nonnegative and monotone, then Fϕ is piecewise mono-
tone in the following sense{ ∀u ∈ C0([0, T ]), ∀ [t1, t2] ⊂ [0, T ], ∀λ ∈ Λ0, if u is either
nondecreasing or nonincreasing in [t1, t2], then so is Fϕ(λ, u). (2.9)
Finally Fϕ is locally Lipschitz continuous in the following sense: for all t ∈ [0, T ],
for all w1, w2 ∈ C0([0, T ]), for all λ1, λ2 ∈ ΛR, where R > 0 is given
|Fϕ(λ1, w1)−Fϕ(λ2, w2)| ≤ |h(0)| |w1(t)− w2(t)|
+
(
Var[0,R(t)]h
)
max
{||λ1(r)− λ2(r)||[0,R], ||w1 − w2||C0([0,t])} (2.10)
where R(t) := max{R, ||w1||C0([0,t]), ||w2||C0([0,t])}.
For more details concerning hysteresis and hysteresis operators we refer to the
monographs [1], [6], [7], [9], together with the references therein.
From now on, we assume that the function h is positive and nondecreasing in
(0,∞) (namely Prandtl-Ishlinski˘ı operator of play type). The variational character
of the Prandtl-Ishlinski˘ı operators and the convexity property of the hysteresis
loops lead to natural monotonicity properties. The main result of this kind is the
so called second order energy inequality. We state it here in a simplified form. For
the precise statement and for more details we refer to Proposition II.4.21 in [7].
Proposition 2.3. For every u ∈W 1,∞(0, T ) we have that
(i) w := Fϕ(λ, u) ∈W 2,1(0, T );
(ii) the function V (t) :=
1
2
w˙(t) u˙(t) belongs to BV (0, T );
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(iii) the following holds
w¨(t) u˙(t)− V˙ (t) ≥ 0 in the sense of distributions. (2.11)
The second order energy inequality (2.11) can be interpreted as follows: if the
input u increases in a suitable neighborhood of 0, then the input-output couple
(u,Fϕ(u)) moves along the graph of some convex nondecreasing function; in a
similar way, if the input decreases, then the couple (u,Fϕ(u)) describes the graph of
some concave nondecreasing function. In Section 4 we will need a discrete version
of (2.11), this will instead be proved directly from the geometrical properties of the
hysteresis loops.
Finally we consider both the input and the initial memory configuration λ that
additionally depend on the space variable x. If for instance λ(x, ·) belongs to Λ0
and u(x, ·) belongs to C0([0, T ]) for (almost) every x, then we define
F(u)(x, t) := Fϕ(λ(x), u(x, ·))(t) := a u(x, t)+
∫ ∞
0
℘r(λ(x), u(x, ·))(t) dh(r). (2.12)
3. Functional setting. Consider an open bounded set of Lipschitz class Ω ⊂ RN ,
N ≥ 1 with boundary Γ and set Q := Ω × (0, T ). We assume Γ to be divided in
two parts, Γ1 and Γ2, relatively open in Γ, non-empty and such that Γ1 ∩ Γ2 = ∅,
Γ1 ∪ Γ2 = Γ. Let γ0 : H1(Ω) → H1/2(Γ) be the unique linear continuous trace
operator with γ0v = v|Γ for all v ∈ C∞(Ω¯)∩H1(Ω). We introduce the Hilbert space
V := {v ∈ H1(Ω) : γ0v = 0 on Γ1}
equipped with the norm ||v||V := ||v||H1(Ω) := ||v||L2(Ω) + ||∇v||L2(Ω).
For the sake of simplicity we moreover set H := L2(Ω); we deal with the Hilbert
triplet V ⊂ H ≡ H ′ ⊂ V ′, with dense and continuous injections. We introduce the
linear and continuous operator A : V → V ′ as follows
V ′ 〈Au, v 〉V :=
∫
Ω
∇u · ∇v dx ∀u, v ∈ V. (3.1)
From now on, we fix an initial memory configuration λ to be a measurable function
from Ω× (0,∞) to R satisfying the condition
λ(x, ·) ∈ ΛK a.e. in Ω (3.2)
for some K > 0, and we assume that u0 ∈ L2(Ω) is a given initial condition and
f ∈ L2(0, T ;V ′) is a given function. Moreover we set
w0(x) = Fϕ(λ(x, ·), u(x, ·))(0) := a u0(x) +
∫ ∞
0
℘r(λ(x, ·), u0(x))(r) dh(r). (3.3)
It turns out from (2.3) and (3.3) that also w0 ∈ L2(Ω). Moreover, let F : M(Ω;
C0([0, T ])) →M(Ω; C0([0, T ])) be the hysteresis operator introduced in (2.12) and
let G :M(Γ2; C0([0, T ]))→M(Γ2; C0([0, T ])) be a given operator. Finally we intro-
duce a given vector-valued function ~v : Ω×(0, T )→ RN , ~v(x, t) := (v1(x, t), v2(x, t),
. . . , vN (x, t)) satisfying
~v,
∂~v
∂t
∈ L∞(Q)N ∇ · ~v = 0 in the sense of distributions. (3.4)
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4. An existence result. We want to solve the following problem.
Problem 4.1. We search for a function u ∈ M(Ω; C0([0, T ])) ∩ L2(0, T ;V ) such
that γ0u ∈ M(Γ2; C0([0, T ])) ∩ L2(0, T ;L2(Γ2)), F(u) ∈ L2(Q), and G(γ0u) ∈
L2(0, T ;L2(Γ2)) and such that for any ψ ∈ H1(0, T ;L2(Ω)) ∩ L2(0, T ;V ) with
ψ(·, T ) = 0 a.e. in Ω∫ T
0
∫
Ω
−(u+ F(u))∂ψ
∂t
dx dt−
∫ T
0
∫
Ω
[~v · ∇ψ] (u+ F(u)) dx dt
+
∫ T
0
∫
Ω
∇u · ∇ψ dx dt+
∫ T
0
∫
Γ2
G(γ0u) γ0ψ dσ dt
=
∫
Ω
[u0(x) + w0(x)]ψ(x, 0) dx+
∫ T
0
V ′〈f(·, t), ψ(·, t)〉V dt.
(4.1)
Interpretation. If the functions u, F(u), ~v are smooth enough, we may use the
standard Green formulae, the definition of derivatives in the sense of distributions
and (3.4) to interpret the variational equation (4.1) as
∂w
∂t
+ ~v · ∇w −4u = f
w = (I + F)(u)
in V ′, a.e. in (0, T )
with {
γ0u = 0 on Γ1 × (0, T )
∇u · ~ν = γ0 [~v · ~ν ] (u+ F(u))− G(γ0u) on Γ2 × (0, T )
and
[u+ F(u)]|t=0 = u0 + w0 in V ′, (in the sense of traces).
Now we are ready to state and prove the following existence result.
Theorem 4.2. (Existence)
Assume that G :M(Γ2; C0([0, T ]))→M(Γ2; C0([0, T ])) is a memory operator, i.e.{ ∀ z1, z2 ∈M(Γ2; C0([0, T ])), ∀ t ∈ [0, T ], if z1 = z2 in [0, t], a.e. in Γ2,
then [G(z1)](·, t) = [G(z2)](·, t) a.e. in Γ2, (4.2)
Lipschitz continuous in the sense that there exists LG > 0 such that for all z1, z2 ∈
M(Γ2; C0([0, T ]))
|| [G(z1)](σ, ·)− [G(z2)](σ, ·)||C0([0,T ]) ≤ LG ||z1(σ, ·)− z2(σ, ·)||C0([0,T ]) a.e. in Γ2
(4.3)
and piecewise monotone in the following sense{∀ z ∈M(Γ2; C0([0, T ])), ∀ [t1, t2] ⊂ [0, T ], if z(σ, ·) is affine in [t1, t2] a.e. in Γ2,
then {[G(z)](σ, t2)− [G(z)](σ, t1)} · [z(σ, t2)− z(σ, t1)] ≥ 0 a.e. in Γ2.
(4.4)
Finally consider the following regularity for the data
λx ∈ L2(Ω× (0,∞)), u0 ∈ V ∩L∞(Ω), −4u0 ∈ L2(Ω), f ∈ H1(0, T ;L2(Ω)). (4.5)
Then Problem 4.1 admits at least one solution
u ∈W 1,∞(0, T ;L2(Ω)) ∩H1(0, T ;V )
such that F(u) ∈ H1(0, T ;L2(Ω)).
RESULT FOR A P.D.E. WITH HYSTERESIS AND CONVECTION 349
Proof. Approximation. We approximate our model problem by an implicit time
discretization scheme. Let us fix m ∈ N, set k := T/m. For any n = 1, . . . ,m let us
consider u0m(x) := u
0(x), w0m(x) := w
0(x) and fnm(x) = f(x, nk), a.e. in Ω; we also
set ~v nm (x) := ~v(x, nk). We want to solve the following problem.
Problem 4.3. We search for functions unm ∈ V for n = 1, . . .m, such that, if
um(x, ·) is the linear time interpolate of um(x, nk) := unm(x), for n = 1, . . . ,m,
a.e. in Ω, wnm := [F(um)](x, nk) for n = 1, . . . ,m, a.e. in Ω and gnm(σ) :=
[G(γ0um)](σ, nk), n = 1, . . . ,m, a.e. in Γ2, then for all ψ ∈ V
1
k
∫
Ω
(unm − un−1m )ψ dx+
1
k
∫
Ω
(wnm − wn−1m )ψ dx−
∫
Ω
~v nm (u
n
m + w
n
m) · ∇ψ dx
+
∫
Ω
∇unm · ∇ψ dx+
∫
Γ2
gnm(σ) γ0ψ(σ) dσ =
∫
Ω
fnm ψ dx. (4.6)
We first notice that u0m := u
0 is known; then, working by induction, for any
n ∈ {1, . . . ,m}, we suppose to know u1m, . . . , un−1m ∈ V ; we want to determine unm.
For almost any x ∈ Ω, um(x, ·) is affine in [(n−1)k, nk]; therefore [F(um)](x, nk)
depends only on um(x, ·)|[0,(n−1)k] , which is known, and on unm(x) which must be
determined. Hence, there exists a function Fnm : R× Ω→ R such that
wnm(x) = [F(um)](x, nk) := Fnm(unm(x), x) a.e. in Ω.
This allows us to introduce an operator F̂nm acting between spaces of measurable
functionsM(Ω) in the following way F̂nm(v) := Fnm(v(·), ·). Working as in [9], Section
IX.1, it is possible to show that F̂nm : L
2(Ω)→ L2(Ω) is strongly continuous, affinely
bounded and coercive.
The same idea can be applied to the boundary term. Indeed, a.e. in Γ2, γ0um(σ)
is the linear time interpolate of γ0ujm(σ) for j = 1, . . . , n − 1 and γ0unm(σ). The
last term is unknown, as unm is exactly what we would like to determine, while the
others are known due to our inductive assumption. But G is a memory operator and
the function γ0um is piecewise monotone; this entails the existence of a function
Gnm : R× Γ2 → R such that
gnm(σ) := [G(γ0um)](σ, nk) := Gnm(γ0unm(σ), σ), a.e. in Γ2. (4.7)
Therefore, arguing as before, we may introduce an operator Ĝnm acting between
spaces of measurable functions M(Γ2) in the following way Ĝnm(z) := Gnm(z(·), ·).
Using (4.3) and (4.4), it can be proved that Ĝnm : L
2(Γ2) → L2(Γ2) is strongly
continuous, affinely bounded and coercive.
Now, the main idea in solving Problem 4.3 is to rewrite (4.6) as an abstract
equation of the form
Z(unm) = Ψ, (4.8)
with a suitable operator Z : V → V ′ and a given right-hand side Ψ. In order
to deal with the convective and the boundary terms, we introduce the operators
C : V → V ′ and G : V → V ′ as follows
V ′〈C(Φ), ψ〉V := −
∫
Ω
~v nm (Φ + F̂
n
m(Φ)) · ∇ψ dx ∀ψ,Φ ∈ V
V ′〈G(Φ), ψ〉V :=
∫
Γ2
Ĝnm(γ0Φ)(σ) γ0ψ(σ) dσ ∀ψ,Φ ∈ V.
In this manner, (4.6) can be rewritten as (the operator A is introduced in (3.1))
unm − un−1m
k
+
wnm − wn−1m
k
+ C(unm) +A(u
n
m) +G(u
n
m) = f
n
m in V
′. (4.9)
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If we separate the terms which are known from the ones we have to determine, the
previous equation is equivalent to the following one
unm + F̂
n
m(u
n
m) + k C(u
n
m) + k A(u
n
m) + k G(u
n
m) = Ψ in V
′
where Ψ := wn−1m + u
n−1
m + k f
n
m, so it is a known function. Hence (4.6) has been
written in the form (4.8) with Z(ξ) := u(ξ) + F̂ (ξ) + k C(ξ) + k A(ξ) + k G(ξ). We
can now use a standard procedure to conclude that this equation has at least one
solution. This can be done for example as in [9], Section IX.1, i.e. passing to a
finite dimensional setting and using a Brouwer fixed point theorem. In particular
it is necessary to show that Z is strongly continuous and coercive; to this aim the
continuity and coercivity properties of the operators F̂nm and Ĝ
n
m need to be used.
A priori estimates. We fix any j ∈ {1, . . . ,m} and set
qnm :=
unm − un−1m
k
, znm :=
wnm − wn−1m
k
for n = 1, . . . , j;
we notice that, due to (3.2) and (4.5),
q0m + z
0
m := f
0
m − ~v 0m · ∇(u0m + w0m) +4u0m ∈ L2(Ω). (4.10)
Then, for any function Φ : [0, T ]→ B, any h > 0 and any Banach space B, we set
Rh[Φ](t) :=
Φ(t)− Φ(t− h)
h
∈ B.
So taking the time increments in (4.9), we have
qnm − qn−1m
k
+
znm − zn−1m
k
+Rk(C(um))(nk) +Rk(A(um))(nk)
+Rk(G(um))(nk) =
fnm − fn−1m
k
.
(4.11)
First of all, the fact that the operator F introduced in (2.12) is Lipschitz continuous
(with Lipschitz constant, say, LF ) yields
∃ τ ∈ L2(Ω) : |wnm(x)| ≤ LF max
n=1,...,j
|unm(x)|+ τ(x) (4.12)
a.e. in Ω, for any n ∈ {1, . . . , j}, and also∣∣∣∣wnm(x)− wn−1m (x)k
∣∣∣∣ ≤ LF ∣∣∣∣unm(x)− un−1m (x)k
∣∣∣∣ (4.13)
a.e. in Ω, for any n ∈ {1, . . . , j}; (in order to obtain (4.13) we also used the fact
that F is rate independent). At this point, we claim that the following discrete
version of the second order energy inequality holds(
qnm − qn−1m
k
+
znm − zn−1m
k
)
(unm − un−1m ) ≥
1
2
(qnm + z
n
m) q
n
m
− 1
2
(qn−1m + z
n−1
m ) q
n−1
m a.e. in Ω, for any n = 2, . . . , j.
(4.14)
Indeed, it is easy to see that (4.14) is proved once we show that
(znm − zn−1m ) qnm ≥
1
2
znm q
n
m −
1
2
zn−1m q
n−1
m . (4.15)
If qnm = 0 or q
n−1
m = 0 or q
n
m > 0 > q
n−1
m or q
n
m < 0 < q
n−1
m , then (4.15) is a
direct consequence of the piecewise monotonicity property (2.9). In the other cases,
we can use Proposition II.4.21 of [7], which states that increasing trajectories are
convex and decreasing trajectories and concave; therefore
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znm
qnm
≥ z
n−1
m
qn−1m
(2.9)
≥ 0 (4.16)
and
(znm − zn−1m ) qnm −
1
2
znm q
n
m +
1
2
zn−1m q
n−1
m =
1
2
znm q
n
m − zn−1m qnm +
1
2
zn−1m q
n−1
m
=
1
2
znm
qnm
(qnm)
2 − z
n−1
m
qn−1m
qnm q
n−1
m +
1
2
zn−1m
qn−1m
(qn−1m )
2
(4.16)
≥ z
n−1
m
qn−1m
(
1
2
(qnm)
2 − qnm qn−1m +
1
2
(qn−1m )
2
)
≥ 0.
Hence (4.14) holds. A similar approach has been used in [3], Section 3, where a
more general estimate has been established.
At this point we multiply equation (4.11) by unm − un−1m in the duality pairing
V ′〈·, ·〉V and then sum for n = 1, . . . , j. First of all we have
j∑
n=1
∫
Ω
(
qnm − qn−1m
k
+
znm − zn−1m
k
)
(unm − un−1m ) dx =
∫
Ω
(q1m + z
1
m) q
1
m dx
−
∫
Ω
(q0m + z
0
m) q
1
m dx+
j∑
n=2
∫
Ω
(
qnm − qn−1m
k
+
znm − zn−1m
k
)
(unm − un−1m ) dx
(4.14)
≥
∫
Ω
(q1m + z
1
m) q
1
m dx+
1
2
j∑
n=2
∫
Ω
[(qnm + z
n
m) q
n
m − (qn−1m + zn−1m ) qn−1m ] dx
− 1
2
∫
Ω
|q1m|2 dx−
1
2
||q0m + z0m||2L2(Ω) ≥
1
2
∫
Ω
|qjm|2 dx−
1
2
||q0m + z0m||2L2(Ω).
The main difficulties arise from the convective term, which can be estimated as
j∑
n=1
V ′〈Rk(C(um))(nk), unm − un−1m 〉V
=
j∑
n=1
−
∫
Ω
~v nm − ~v n−1m
k
(unm + w
n
m)∇(unm − un−1m ) dx
−
j∑
n=1
∫
Ω
~v nm
(
unm − un−1m
k
+
wnm − wn−1m
k
)
∇(unm − un−1m ) dx
≤ k
2
∣∣∣∣∣∣∣∣∇unm −∇un−1mk
∣∣∣∣∣∣∣∣2
L2(Ω)
(3.4)(4.12)
+ c1
[∫
Ω
max
n=1,...,j
|unm| dx
]2
(3.4)(4.13)
+ c2 k ||qnm||2L2(Ω)
(3.4)(4.12)
+ c3
≤ k
2
j∑
n=1
∣∣∣∣∣∣∣∣∇unm −∇un−1mk
∣∣∣∣∣∣∣∣2
L2(Ω)
+ c4 k
j∑
n=1
∣∣∣∣∣∣∣∣unm − un−1mk
∣∣∣∣∣∣∣∣2
L2(Ω)
+ c5,
where c1 ≡ c1(~v, LF ), c2 ≡ c2(~v, LF ), c3 ≡ c3(~v, LF , τ), c4 ≡ c4(~v, LF , T ) and
c5 ≡ c5(~v, LF , τ, T, u0m). We also have
j∑
n=1
V ′〈Rk(A(um))(nk), unm − un−1m 〉V = k
j∑
n=1
∣∣∣∣∣∣∣∣∇unm −∇un−1mk
∣∣∣∣∣∣∣∣2
L2(Ω)
.
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The boundary term is estimated using (4.4), i.e.
j∑
n=1
V ′〈R(G(um))(nk), unm − un−1m 〉V
=
j∑
n=1
k
∫
Γ2
(
gnm(σ)− gn−1m (σ)
k
) (
γ0u
n
m(σ)− γ0un−1m (σ)
k
)
dσ
(4.4)
≥ 0.
Summing up we deduce
1
2
∫
Ω
|qjm|2 dx +
k
4
j∑
n=1
||∇qnm||2L2(Ω) ≤
1
2
||q0m + z0m||2L2(Ω)
+
j∑
n=1
∣∣∣∣∣∣∣∣fnm − fn−1mk
∣∣∣∣∣∣∣∣2
L2(Ω)
+ c4 k
j∑
n=1
||qnm||2L2(Ω) + c5.
A discrete version of the Gronwall lemma, (4.10) and our assumptions on the data
then yield the following a priori estimate∫
Ω
|qjm|2 dx + k
j∑
n=1
||∇qnm||2L2(Ω) ≤ constant (independent of m). (4.17)
Passage to the limit and conclusion. We denote with wm(x, ·) the linear
time interpolate of wm(x, nk) := wnm(x) for n = 0, . . . ,m, a.e. in Ω; moreover we
set u¯m(x, t) := unm(x) if (n − 1)k < t ≤ nk, for n = 1, . . . ,m, a.e. in Ω and define
f¯m in a similar way. Thus (4.9) becomes
∂um
∂t
+
∂wm
∂t
+ C(u¯m) +A(u¯m) +G(u¯m) = f¯m (4.18)
while (4.17) yields
||um||W 1,∞(0,T ;L2(Ω))∩H1(0,T ;V ) ≤ constant (independent of m)
||u¯m||L∞(0,T ;L2(Ω))∩L2(0,T ;V ) ≤ constant (independent of m). (4.19)
The a priori estimates we found allow us to conclude that there exists u such that,
possibly taking m→ +∞ along a subsequence,
um → u weakly star in W 1,∞(0, T ;L2(Ω)) ∩H1(0, T ;V )
u¯m → u weakly star in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;V ).
Moreover, H1(0, T ;L2(Ω)) = L2(Ω;H1(0, T )) ⊂ L2(Ω; C0([0, T ])) with continuous
injection, so by (4.12) and (4.19) we get
||wm||L2(Q) ≤ constant (independent of m);
this allows us to conclude that there exists w such that, possibly taking m→ +∞
along a subsequence
wm → w weakly in L2(Q).
On the other hand, using again (4.12) we are able to deduce that∣∣∣∣∣∣∣∣ ∂∂t (um + wm)
∣∣∣∣∣∣∣∣
L2(0,T ;V ′)
≤ constant independent of m;
hence we can pass to the limit in the first terms of (4.18), obtaining
∂um
∂t
+
∂wm
∂t
+ C(u¯m) +A(u¯m)→ ∂u
∂t
+
∂w
∂t
+ C(u) +A(u)
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weakly star in L2(0, T ;V ′). The fact that w = F(u) can be showed arguing as in
[9], Section IX.1; in particular we have to use some interpolation results and exploit
the continuity of the hysteresis operator F uniformly in time, a.e. in space, which
can be deduced from (2.10).
The proof is finished if we pass to the limit in the boundary term. By interpola-
tion, we deduce, for any θ ∈ (1/2, 1)
W 1,∞(0, T ;L2(Ω)) ∩H1(0, T ;V ) ⊂ H1(0, T ;L2(Ω)) ∩H1(0, T ;H1(Ω))
⊂ H1(0, T ;Hθ(Ω)).
Taking the traces we get that γ0um ∈ Hθ−1/2(Γ;H1(0, T )); now, for any  > 0
sufficiently small we have
Hθ−1/2(Γ;H1(0, T )) ⊂ Hθ−1/2−(Γ;H1−(0, T )) ⊂ L2(Γ; C0([0, T ])),
where the first inclusion is also compact. Thus, possibly taking the limit along a
subsequence, we deduce
γ0um → γ0u strongly in L2(Γ; C0([0, T ]))
which in turns gives
γ0u¯m → γ0u strongly in L2(Γ; C0([0, T ])).
At this point, for all ψ ∈ L2(0, T ;V ), we obtain∫ T
0
V ′〈G(u¯m)(t, ·)−G(u)(t, ·), ψ(t, ·)〉V dt
=
∫ T
0
∫
Γ2
[G(γ0u¯m)(σ, t)− G(γ0u)(σ, t)] γ0ψ(σ, t) dσ dt
≤ c(LG) ||γ0u¯m − γ0u||L2(Γ2;C0([0,T ])) ||γ0ψ||L2(Q),
and the right hand side vanishes. This implies that
G(u¯m)→ G(u) weakly star in L2(0, T ;V ′)
and this is enough to conclude the proof.
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