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In our everyday life we constantly receive various kinds of signals from our environment. These signals make it possible to interact with our surrounding and with other beings living in this environment. However signals are often perceived by multiple senses at the same time, e.g. sight and hearing, and all of these signals are then used to comprise a picture of our surrounding. 	
 	The processing of these signals has been studied extensively, although a lot of these studies focused on  a single module instead of multiple modules. In a natural environment however, more than one sense often receives information at the same time. Investigation of the combination of multiple modules is therefore important. This led to the discovery of interesting phenomena. For example hearing and seeing someone speak at the same time may lead to perception of a sound that is neither formed by the auditory or visual aspect alone (McGurk and MacDonald, 1976). Additional evidence that the integration of sound and image can have an illusory effect came from Shams et al (2001) who showed that when one flash of light is accompanied by two bursts of noise, the single flash is perceived as two separate flashes. Furthermore visual cues may also draw attention towards a possible location of an auditory clue, but only under the condition that the auditory clue is difficult to locate (Spence and Driver, 2000; Vroomen et al., 2001a). Aside from illusory effects both seeing and hearing speech can also help in the understanding of what is spoken (Grant, 2001; Grant and Seitz, 2000; Swartz et al. 2004). All these examples illustrate that there seems to be an interaction in the processing of auditory and visual stimuli. 	
 	However these studies primarily used very general and biological irrelevant stimuli. As humans we interact daily with other people. An important aspects of these interactions is the emotion expressed by others through for example face or voice. The ability to accurately and swiftly identifying these emotions in others is therefore very important. Early research to the recognition of emotional facial expression has found that basic expressions are recognized as portraying a particular emotion across cultures. Ekman and Friesen (1969) conducted an experiment to investigate whether emotional faces are recognized across cultures regardless of prior experience or lack of interaction between these cultures. Results showed that facial expressions are recognized as portraying a particular emotion and could therefore be considered universal, however they acknowledged the possibility that subjects were able to recognize these expression because they were all extensively exposed to the same mass media photos of the facial expressions. This may have led them to recognize the expressions. In a follow-up study to investigate this possibility Ekman and Friesen (1971) showed that cultures who have been minimally exposed to mass media and literate cultures, are able to recognize basic emotions such as fear, anger, sadness, disgust, happiness and surprise from other cultures as well. These results indicate that it is very likely that the recognition of emotions, an important aspects of human interaction, is universal. 
	Apart from facial expressions emotions can be expressed by voices as well. It has been found that sometimes emotions may be easier to recognize using cues from either facial expressions or tone of voice (de Silva et al., 1997). For example it has been found that happy emotions are quite easy to recognize from facial expressions (de Gelder et al., 1998), but quite difficult to recognize from the tone of voice (Vroomen et al., 1993). When investigating if vocally expressed emotions are recognized across cultures like facial expression are similar results have been found. Participants from different cultures were able to discriminate emotions from sentences spoken in foreign languages well above chance level (Pell et al., 2009; Scherer et al., 2001; Thompson and Balkwin, 2006). However some emotions such as anger and sadness were easier to recognize in foreign languages than other emotions such as fear and joy (Pell et al., 2009; Thompson and Balkwill, 2006) indicating again that some emotions are easier to recognize than others.	 These results show that not only are emotional expression universal, the recognitions of emotions from the voice seems to be easily recognized across cultures as well. In short emotions are easily recognized across cultures regardless of whether it is expressed through faces or voices. The integration of audio-visual stimuli however seems to lead to different effects. It is therefore interesting to know the effect of emotional audio-visual integration. 	
 	In this paper the effect of emotional audio-visual interaction on the on behavior and brain activity will be investigated. To this aim emotional audio-visual stimuli will be compared to unimodal emotional stimuli as well as to non-emotional audio-visual stimuli. Behavioral, EEG and imaging studies will be reviewed in order to get a full understanding of the effect of bimodal stimuli on behavior and brain activity compared to unimodal stimuli. In order to determine whether integration of the processing of audio-visual stimuli occurs, which seems to be suggested by the phenomena that occur when both auditory and visual stimuli are presented,  two different models will be reviewed which will be explained momentarily. Furthermore the results of the different studies will be analyzed to determine the nature of this interaction. 
The effect of bimodal stimuli on the recognition of emotions: behavioural studies	
 	It is a well known phenomena that the simultaneous presentation of auditory and visual stimuli leads to a lower reaction time compared to visual and auditory stimuli separately. Additionally it also leads to a higher accuracy in the identification of said stimuli (Giard and Peronnet, 1999; Molholm et al., 2002, 2004; Teder-Sälejärvi et al., 2002; Teder-Sälejärvi et al., 2005). Reaction to bimodal (redundant) targets is often swifter than reaction to unimodal targets. To explain this effect multiple models have been suggested. One of these models is the race-model. This model suggests that the input from both sources is processed simultaneously and the first stimulus to be  processed determines the reaction time (RT) and that no interaction occurs. The probability of getting a faster RT than a given time is higher when using bimodal targets compared to unimodal targets (Gondan et al., 2005). However there is a limit to the redundancy gain that can be explained by this effect as is explained by Miller’s inequality model (see Miller, 1982). Violation of this inequality model, for example a redundancy gain higher than the inequality model allows,  leads to the rejection of separate activation models such as the race-model. In general studies investigating redundant target effect often examine whether the RT in response to bimodal and unimodal stimuli exceeds the inequality model in order to determine if the race-model is adequate to explain the difference in RT facilitated by bi- and unimodal stimuli. If it is found inadequate the model is rejected for another model such as co-activation models which suggest that information from both sources are integrated, which would explain the excessive redundancy gain (Gondan et al., 2005). Adopting either the race-model or a co-activation model leads to a difference in assumption of the nature of the processing of audio-visual stimuli. The race-model suggests that there is no neural interaction in the processing of stimuli, while the co-activation model suggests there is. However simply the failure to violate the race-model does not prove that an interaction does not occur. 	
 	A number of studies have used the inequality model to investigate the redundancy gain of both emotional and non-emotional audio-visual stimuli (Collignon et al., 2008, 2010; Corballis, 1998, 2002; de Gelder and Vroomen, 2000; Massaro and Egan, 1993; Marzi et al., 1996; Molholm et al., 2002, 2006; Murray et al., 2001; Teder-Sälejärvi et al., 2005). And although some studies found the race-model to be sufficient in explaining the redundancy gain (Corballis, 1998, 2002; Murray et al., 2001) a large number of studies found a violation of the inequality model when using both non-emotional and emotional stimuli (de Gelder and Vroomen, 2000; Gielen et al., 1983; Gondan et al., 2005; Massaro and Egan, 1993 Miller, 1982; Schröger and Widmann, 1998). The redundancy gain of multimodal stimuli exceeds the probability summation of the race-model, suggesting that there is an interaction in the processing of both stimuli. This leads to the rejected of this model in favor of a co-activation model. However it has been argued that the effect of combined modalities might be due to the instructions given in some cases, which leads to subjects paying closer attention to both modalities. In order to disprove this effect de Gelder and Vroomen (2000) used a test in which subjects were instructed to pay attention to only one modality and ignore the input of the other. Should the effect still be present under these conditions it would suggest that one modality is affected by input from the other, regardless of attentional bias. The results showed that this was indeed the case. The effect found when subjects were instructed to pay attention to only one of the modalities was smaller, but still present. This indicates that the influence of the input from modalities to which one pays no attention is involuntary. This cross-modal interaction is even present when participants’ attention is further diverted to a completely unrelated task (Vroomen et al., 2001b). It was therefore suggested that cross-modal interaction is present as well as automatic..	
 	Besides the effect bimodal stimuli have on the processing of either modality, when using emotional bimodal stimuli other effects may influence RT as well, such as congruency. Congruent emotions are recognized swifter compared to incongruent emotional pairs (de Gelder and Vroomen, 2000; Massaro and Egan, 1993), comparable to the effect found in congruent and incongruent spatial distribution of visual and auditory stimuli in which congruent spatially distributed multimodal stimuli lead to a lower reaction time compared to incongruently distributed stimuli (Miller, 1991). The similar results found by de Massaro and Egan (1993) and Gelder and Vroomen (2000) in regards to reaction time and incongruency effect.	 
 	In summary results from multiple behavioral studies show that there is an interaction in the processing of auditory and visual stimuli, which results in a swifter reaction time and a more accurate recognition of stimuli. The same effect has been found in the response to non-emotional and emotional audio-visual stimuli. Furthermore an incongruency effect has been found in which the recognition of congruent emotions is easier compared to incongruent emotions. 
Processing audio-visual stimuli: EEG studies	
Behavioral studies show that there appears to be an interaction in the processing of auditory and visual stimuli when shown simultaneously. Nevertheless this does not tell us much about the effects of these stimuli activity in different brain areas or how these areas affect one another, only what the result of the integrating of stimuli is in terms of behavior. In order to investigate the actual processing of these integrated stimuli within the brain one can for example measure brain activity by using electroencephalography (EEG) to measure early event-related potentials (ERP). The advantage of EEG is that it has a high temporal resolution. This means that by using ERP one can detect changes over milliseconds as opposed to other methods for measuring brain activity such as fMRI and PET. These methods have a much coarser temporal resolution. This makes ERP particularly suited to investigate early activity and small differences in latency of ERP’s evoked by different types of stimuli. Several studies have investigated brain activity in regards to multimodal interaction using this method using both non-emotional and emotional stimuli. For example ERP’s evoked by non-emotional audio-visual stimuli often display a difference in amplitude of modality specific peaks compared to the auditory and visual stimuli, even when considering very early potentials. Furthermore the processing of audio-visual stimuli evokes components which are not found when using unimodal auditory or visual stimuli (Giard and Peronnet, 1999; Molholm et al., 2002, 2004). For example several studies have shown an activation over parieto-occipital  channels, 40-90ms after stimulus onset in the audio-visual condition, with no similar activation in the unimodal conditions (Giard and Peronnet, 1999; Fort et al., 2002). The same study showed that a component primarily evoked by auditory stimuli, the auditory N1, was enhanced in the multimodal condition compared to the unimodal auditory condition. Similar results were revealed by Molholm et al. (2002), who also found an early activation in parieto-occipital regions which was enhanced in the bimodal condition. Additionally  primarily visually evoked components (visual P1 and N1) were inhibited in the audio-visual conditions compared to unimodal conditions. Primarily auditory components (auditory N1 and P2) however were enhanced in the audio-visual condition. Moreover the scalp region of activation of the visual N1 was modulated in the bimodal condition, with the N1 peaking more posterior compared to the visual condition (Molholm et al., 2004). In summary these studies indicate that non-emotional audio-visual stimuli show an early interaction during sensory processing as indicated by the unique early ERP components in audio-visual conditions and modulation of modality specific components.	A number of ERP-studies have also investigated the processing of emotional stimuli (de Gelder et al., 1999; Magnée et al., 2008; Pourtois et al., 2000, 2002) showing again a modulation of the amplitude of the ERP’s by combined stimuli, as well as a modulation of the latency of the evoked peaks. Several different components have been researched in order to determine if components evoked by one modality are influenced by information received from a second modality as well. For example the auditory N1 and P2b (Pourtois et al., 2000, 2002) and the visual N2 (Magnée et al., 2008). The amplitude of the auditory N1 was enhanced in emotional audio-visual condition compared to single module conditions. Moreover this result was not replicated when using inverted faces, indicating that the processing of facial expressions is required for the enhancement of the N1 component in audio-visual conditions. In addition when using emotional stimuli components may also be influenced by the congruity of the emotions. Congruent emotional face-voice pairs may affect components differently than incongruent pairs. It was found that congruent face-voice pairs elicited an earlier P2b component compared to incongruent face-voice pairs. In accordance with the auditory components the visual N2 shows similar results. This component is affected by emotional sound. Furthermore this component is found to be modulated differently by different emotional voices. E.g. displaying larger amplitude for fearful voices compared to happy voices. Moreover this peak displays a larger amplitude for congruent fearful face-voice pairs, however neither congruent nor incongruent face-voice pairs led to an enhanced amplitude in the happy voice condition. In contrast several studies have found a slightly different effect in regards to congruency.  For example several studies revealed that when comparing fearful and happy audio-visual stimuli, incongruent stimuli evoke higher activity compared to congruent stimuli (Magnée et al., 2011, Paulmann and Pell, 2010, Grossman et al., 2006). Additionally it was found that this congruency effect was dependent on the length of the auditory stimuli, with shorter auditory fragments evoking larger activity in congruent conditions and longer fragments evoking larger activity in incongruent conditions (Paulmann and Pell, 2010).	
 	In addition to these auditory and visual components de Gelder et al. (1999) researched mismatch negativity (MMN). The MMN is often examined in auditory studies as a method to research the processing of auditory stimuli. When a series of similar auditory stimuli is followed by incongruent auditory stimuli it will elicit the MMN. The amplitude of this brainwave is larger in proportion to the difference between the standard and the deviant stimuli. The MMN was known to be sensitive to only one modality, but recent studies have shown that aside from the processing of auditory stimuli, it can also reflect the processing of cross-modal stimuli. De Gelder et al. (1999) revealed that a series of emotionally congruent audio-visual stimuli (an angry voice combined with an angry face) followed by an incongruent pair (an angry voice combined with a sad face) elicit the same MMN. Additionally the results were repeated when a series of incongruent face-voice pairs was followed by a congruent pair.	
 	As mentioned the MMN is thought to primarily reflects auditory processing. In recent years an analogous component evoked by visual stimuli has been found, the vMMN (Pazo-Alvarez et al., 2003). This component shows enhanced activation to incongruent visual stimuli interrupting a series of similar visual stimuli. This vMMN has been used to investigate the effect of different facial expressions. In a recent study Zhao and Li (2006) investigated a mismatch negativity evoked by facial expressions when participants focused on another task. Participants were asked to determine the pitch of a series of tones while they were simultaneously shown a series of neutral faces which was interrupted by either sad or happy faces. It was shown that the vMMN evoked by sad faces were more negative compared to happy faces. It was concluded that facial expression can elicit a vMMN and that different expression evoked different amplitude in the vMMN.	
 	In accordance with the results found with non-emotional audio-visual stimuli these studies show a modulation of early ERP components, both auditory and visual. Furthermore the MMN evoked by emotional visual stimuli show that the processing of emotional auditory stimuli is affected by the processing of simultaneously presented emotional visual stimuli as well as vise versa. Further analysis of the results show that the modulation of early ERP components is quite similar in emotional and non-emotional conditions, for example an enhanced amplitude of auditory components in audio-visual conditions. However the investigation of emotional audio-visual integration also shows that the modulation of the components may depend on the type of emotion presented by the stimuli with some components showing a larger amplitude for particular emotions. 	
 	However although these studies gives us a good understanding of the interaction of audio-visual stimuli on a fine temporal scale, EEG has a low spatial resolution and is not suited to investigate activity evoked by stimuli over large areas. Other methods such as tract tracing and neuro-imaging may clarify interaction between specific auditory and visual regions in the brain. As opposed to EEG imaging techniques have a low temporal resolution, but a high spatial resolution. These techniques are therefore useful to research the location of activation in response to stimuli. 
Processing audio-visual stimuli: imaging studies
It is generally accepted that various sensory input is processed in sensory specific cortices such as the auditory, tactile and visual cortex. These cortices are hierarchal with connectivity between lower and higher levels. Furthermore traditional models indicated that specific sensory systems are linked by  association cortices which are activated during integration of multisensory processing. This leads to a bottom-up model that states that different sensory information converge in specific higher order multimodal areas. The bottom-up model assumes that sensory specific stimuli are first processed separately in modality specific brain regions and are integrated subsequently in higher order multimodal brain areas using feed-forward projections More recently however evidence has been found supporting the top-down model which states that these multimodal areas project to sensory specific areas through feedback. Both models have been supported by subsequent anatomical and imaging studies using both emotional and non-emotional stimuli. However as seen in the EEG studies the processing of audio-visual stimuli may be different for emotional and non-emotional stimuli. In order to get a full understanding of the processing of emotional audio-visual stimuli it is not only important to compare it to unimodal stimuli, but to non-emotional stimuli as well. The next part will therefore will therefore first review studies investigating non-emotional audio-visual stimuli. 	
 	A number of studies have found that brain regions which are thought to be unimodal and should therefore be activated by a single modality are actually activated by other modalities as well (Calvert et al., 2002; Finney et al., 2001; Sadato et al., 1996). For example Calvert et al. (2002) showed that lipreading activated the auditory cortex even in absence of sound. However this was only the case if linguistic facial movements were shown, if non-linguistic facial movements were viewed, no activation in the auditory cortex was found. Further evidence of activation of auditory cortex by visual stimuli comes from Finney et al. (2001). They examined the activation of the auditory cortex by visual stimuli in deaf subjects. It was found that a non-linguistic visual moving object elicited activation in the auditory cortex. Both of these studies indicate that the auditory cortex can be activated by both language related and non-language related visual stimuli. In addition other sensory specific areas have been found to show activation in response information from other senses. Sadato et al. (1996) showed that the visual cortex can be activated by sensory input in Braille-reading in deaf people in both linguistical and non-linguistical tasks. Furthermore the removal of one sensory modality may also lead to a rearrangement of the connectivity between modalities. For example Weeks et al. (2000) revealed that the loss of sight leads to a change in connectivity in the right posterior parietal cortex which participates in the localization of sound in congenitally blind. In sum these studies show that primarily unimodal cortices may be activated by sensory input from other senses.	
 	Brain imaging and tracing have also been used extensively to determine which brain regions show activation when a person is presented with bimodal stimuli by using both emotional and non-emotional bimodal stimuli. Furthermore several studies have investigated the connectivity between auditory and visual regions in several different species when presented with non-emotion stimuli using both imaging and tracking techniques. These studies revealed connections between a great number of regions (Table 1). For example it was also revealed that primary auditory sites project to both auditory and visual brain areas (Eckert et al, 2008). This result was further supported by a tracing study by Rockland and Ojima (2003). Similar results were revealed by Falchier et al. (2000) and Cappe and Baron (2005), who both showed a connectivity between visual regions and auditory regions. In summary these studies revealed connections both within as well as between sensory specific brain regions. 	
 	Further investigation into brain activity evoked by non-emotional audio-visual stimuli compared to unimodal stimuli revealed that non-emotional bimodal stimuli evoked an enhanced activity in several different areas. For example Calvert et al. (2000) found enhanced activation in the primary and secondary auditory cortex as well as the vision motor cortex. And although some slight differences in specific activation sites were revealed, these results were repeated by Scheef et al. (2009), indicating quite strongly that these brain areas are involved in the processing of non-emotional bimodal stimuli (Table 2).  	
 	Moreover to determine the processing of bimodal emotional stimuli several studies have investigated brain activity when participants are presented with emotional audio-visual stimuli. A number studies have found that found that emotional bimodal stimuli evoked an enhanced activity compared to neutral bimodal stimuli in the auditory cortex (Ethofer et al., 2006; Robins et al., 2009). Further analysis however showed that different emotions activated specific regions (Table 3). In addition a number of studies have compared bimodal emotional stimuli to unimodal. These studies have found among others activation in auditory and multimodal brain areas (Table 4). Further analysis showed again a differential enhancement for different emotions. 


Table 1: Anatomical region showing connectivity within and between sensory specific  modalities (inter-/intramodal) across studies.
Study	Projection site	Receiving site	Inter-/ intramodal
Eckert et al., 2008	A1                           	Left and right superior temporal gyrus	Intra 
		Medial geniculate nucleus	Intra
		Anterior calcarine cluster	Inter
	MT+                	Left and right anterior calcarine fissure	Intra
		Posterior thalamic nuclei	Inter
		Lateral occipito-temporal Cortex	Intra 
	Left V1                        	Heschl’s gyrus	Intra 
		MT+	Intra 
		Lateral geniculate nucleus	Intra
	Right V1                     	MT+	Inter 
		Lateral geniculate nucleus	Intra




Falchier et al., 2002	Periperal V1	A1	Inter
		STP	Inter




Table 2: Areas of enhanced activation in non-emotional audio-visual condition compared to unimodal conditions across studies.  
Study	Comparison	area of enhanced activation
Calvert et al., 2000	Congruent bimodal to unimodal	Right fusiform gyrus
		Right middle occipital gyrus
		Left middle frontal gyrus
		Right inferior parietal lobule




Scheef et al., 2009	Bimodal to unimodal	Middle and inferior occipital lobe
		Middle and superior temporal lobe
		Medial and superior frontal lobe





Table 3: areas of enhanced activity in emotional audio-visual condition compared to neutral audio-visual conditions across studies
Study	Emotion	Area of enhanced activation
Robins et al., 2009	Angry, fearful and happy	Right  anterior superior temporal gyrus
		Left fusiform gyrus
	Angry	Right anterior superior temporal gyrus
		Left superior temporal gyrus
		Lateral fissure
	Happy	Right anterior superior temporal gyrus
	Fearful	Left superior frontal gyrus
		Right superior temporal gyrus
		Right fusiform gyrus
		Left anterior lateral fissure
		Right superior frontal gyrus
		Posterior thalamus








Table 4: area of enhance activation in emotional bimodal conditions compared to unimodal conditions
Study	Emotion	Area of enhanced activity
Robins et al., 2009	Angry, fearful and happy	Posterior superior temporal sulcus
		Left superior temporal sulcus
	Fearful	Right posterior superior temporal sulcus
		Right temporal pole
		Left anterior superior temporal sulcus
Pourtois et al., 2005	Fearful and happy	Left middle temporal gyrus
		Fusiform gyrus




Kreifelts et al., 2007	Alluring, angry disgusted, fearful, happy, sad and neutral	Left posterior superior temporal gyrus
	Alluring, angry, disgusted, fearful, sad and neutral	Right posterior superior temporal gyrus
	Alluring, angry and sad	Right thalamus

In addition the effect of congruent compared to incongruent non-emotional and emotional audio-visual stimuli on brain activity has also been studied (Dolan et al., 2003; Jones and Callan, 2003). Jones and Callan (2003) found a higher activation in the right supramarginal gyrus and the left inferior parietal lobule during the presentation of non-emotional incongruent stimuli compared to congruent stimuli. In addition incongruent stimuli resulted in more activation in the right precentral gyrus.  Additionally Dolan et al. (2003) studied the congruency effect of emotional bimodal stimuli. Enhanced activity was found in for example the left amygdala and the right fusiform cortex for fearful congruent conditions. Happy congruent conditions however elicited enhanced activity in different brain regions, demonstrating again a differentiation in the activity evoked by different emotions.	
 	Furthermore in order to understand the integration of emotional bimodal stimuli Kreifelts et al. (2007) investigated the connectivity between specific unimodal brain regions. An increased connectivity was found between the right and left posterior superior temporal sulcus, as well as the right thalamus and several other structures such as the fusiform gyrus. These results combined with the results of the previously mentioned studies indicate that the superior temporal sulcus and gyrus may play a major role in the processing of bimodal emotional stimuli. Furthermore the results also show that different besides these areas each emotion elicits enhancement in specific brain regions. 	
 	In summary as EEG studies, imaging studies show that emotional audio-visual stimuli show a modulation of brain activity compared to unimodal stimuli. Although compared to non-emotional bimodal stimuli, emotional stimuli may have a stronger or comparable effect on brain activity dependent on the type of emotion. 
Discussion
This paper looks into literature on the effect of emotional audio-visual stimuli compared to unimodal emotional stimuli and bimodal neutral stimuli. A great number of studies has found differences in behavior and brain activity in response to both emotional and non-emotional bimodal and unimodal stimulation. The comparison of emotional bimodal and unimodal stimuli shows differences both behavior and brain activity. And although there are some differences in the processing of emotional bimodal stimuli compared to neutral bimodal stimuli, e.g. different emotions showing enhance activity in different brain areas, there are also several similarities. For example, both evoke an enhanced activity in sensory specific brain areas in multimodal compared to unimodal conditions. In addition both emotional and non-emotional multimodal stimuli evoke activity in multimodal regions. 	One major research point in behavioral studies for comparing unimodal and bimodal stimuli is the difference in RT. In general multimodal stimulation leads to an increase in RT in comparison to unimodal stimulation. Two types of models are often used to explain the result; the race-model and the co-activation models. As said before as long as the increase in RT does not exceed the probability summation and violates the inequality model the race-model is considered sufficient to explain the increase in RT. In this case there is no reason to assume integration of bimodal sensory information. In contrast if the increase in RT does violate the inequality model the race model is rejected and it is assumed that integration of bimodal input occurs as is the case in co-activation models. For example the race-model has been found to be sufficient to explain the difference in RT in several studies examining visual unimodal stimuli presented in left or right visual field or in both visual fields (Corballis, 1998, 2002; Murray et al., 2001). Corballis (1998, 2002) found a faster response to presentation in both visual fields. However this increase in RT did not exceed the redundancy gain predicted by probability summation and the race-model was not rejected. Contrarily other studies have found a violation of the race-model. These studies concluded that the race-model was insufficient to explain the increase in reaction time and that this increase was more likely a result of co-activation of different brain regions instead of simply a result of the fastest processing of one of the presented stimuli  (Collignon et al., 2008, 2010; Marzi et al., 1996, Molholm et al., 2002, 2006, Teder-Sälejärvi et al., 2005). In short there is a violation of the inequality model in a number of studies. This indicates an interaction in the processing of auditory and visual stimuli. And although some studies have also found the race-model to be sufficient in explaining the increase in RT, this in itself does not exclude the possibility of interaction between unimodal brain areas. Nor does it exclude interaction in the processing of audio-visual stimuli. In short there is no evidence in behavioral studies to assume that there is no interaction in the processing of audio-visual stimuli and quite some results that suggest that there is.	
 	Moreover not only is the interaction of audio-visual stimuli supported by behavioral studies, it is also supported by EEG and imaging studies. This is shown by the modulation of ERP’s by emotional bimodal stimuli and the enhanced brain activity revealed by imaging studies in comparison to both emotional unimodal and non-emotional bimodal stimulation. Again when comparing emotional stimuli with non-emotional stimuli there is very little difference overall; both result in modulation of modality specific ERP components and an enhancement of activity in modality specific and multimodal brain areas. Unlike behavioral studies however both EEG and imaging studies also show that the processing of emotional audio-visual stimuli is slightly more complex than non-emotional audio-visual stimuli. Different emotions tend to have a different effect on the modulation of ERP component. I.e. some have little to no effect while other have a very strong effect. Additionally different emotions tend to eliciting enhanced activity in different brain areas.	
 	Despite the slight differences between emotional and non-emotional studies, behavioral and brain activity studies do indicate an interaction in the processing of audio-visual stimuli. This interaction might be realized in different ways. Two models are often used in order to explain the interaction. First is the bottom-up model in which it is assumed that sensory specific stimuli are first processed separately in modality specific brain regions and are integrated subsequently in higher order multimodal brain areas using feed-forward projections. Another model is the top-down model which assumes that multisensory stimuli are processed in multimodal brain areas, which then project to sensory specific unimodal areas. This model emphasizes the importance of feedback connections from multimodal to unimodal brain areas. Traditionally the processing of multisensory stimuli is thought to be a bottom-up process, driven by feed-forward projections. It has been extensively investigated in both imaging and tracing studies in animals, as well as in humans using non-invasive methods. These studies investigating the neural processing of multimodal stimuli revealed brain areas responding to multiple modality. These areas are found to receive input from modality specific regions, which is in line with the bottom-up model (Macaluso, 2006). Imaging studies also found, aside from activation in sensory specific brain areas, activation of multisensory regions by unimodal input independent of attentional awareness or selective attention to a single modality (Macaluso et al., 2002). This result is also in concordance with the bottom-up model, however it does not exactly exclude the top-down model. Furthermore a number of studies have found evidence more in line the top-down model. For example several EEG studies have found ERP’s evoked by audio-visual stimuli as early as 40 ms over parietal-occipital channels (Giard and Peronnet, 1999; Fort et al., 2002). These early potentials indicate a feed-forward instead of a feedback mechanism. The activation of unimodal and multimodal brain areas are found around the same time. Furthermore these early ERP’s are found too soon after stimulus onset to have been caused by feedforward projections from unimodal brain areas (Foxe and Schroeder, 2005). Further evidence supporting top-down modulation comes from imaging studies. Several studies have found and enhanced activation of sensory specific cortices during the processing of multimodal stimuli compared to unimodal stimuli. If there were only feed-forward connections from unimodal to multimodal areas, this enhancement would not be found. Additionally connectivity between primary sensory modules (Falchier et al., 2002; Rockland and Ojima, 2003) also argues against purely feed-forward connections. In summary both behavioral and brain activity studies have contributed to the knowledge pertaining audio-visual integration. Behavioral studies display differences in reaction to unimodal and multimodal stimuli and both EEG and imaging studies give us a better insight in brain activity evoked by these stimuli. However when using EEG and imaging techniques to gain more insight in the nature of the integration of audio-visual stimuli results can be conflicting. EEG and imaging studies have revealed evidence supporting both the bottom-up model as well as the top-down model. It seems however that the bottom-up model is mostly supported by imaging studies, while evidence supporting the top-down model comes primarily from EEG studies and to a lesser degree from imaging studies. Results indicate that both bottom-up and top-down projections play a part in the integration of audio-visual stimuli.	
 	Overall research to the integration of emotional audio-visual stimuli seems to still be in the exploratory phase. Studies primarily focus on activation elicited by audio-visual stimuli. And although a number of studies have gone further than simply studying which brain areas show activation in response to particular stimuli and have investigated the connectivity between specific brain regions when participants are presented non-emotional stimuli, similar studies using emotional audio-visual stimuli are scarce. These type of studies would increase our understanding of the nature of the processing of emotional and non-emotional audio-visual stimuli. In order to expand what is known on audio-visual processing and specifically emotional audio-visual processing both EEG and imaging techniques should be used. As said before EEG has a high temporal and a low spatial resolution, fMRI on the other hand has a high spatial and a low temporal resolution. This results in complementary but separate information from both techniques. In addition it is also  possible to use combined EEG-fMRI. This may reveal underlying generators of EEG activity which cannot be found by using EEG alone (Goldman et al., 2000; Lemieux et al, 2001). Combining these offers the advantage of a high spatial and temporal resolution. However it is still a fairy new technique and there seems to be no consensus yet over how to most effectively combine the techniques. Still it may give us some valuable insight in the processing of emotional audio-visual stimuli. As of yet very few studies have used concordant EEG/fMRI to study bimodal integration, let alone emotional audio-visual integration.  	
 	All in all emotional audio-visual stimuli modulate behavior and brain activity in several ways. First of all it leads to a faster RT and a more accurate recognition of stimuli compared to unimodal stimulation. Furthermore the processing of bimodal stimuli leads to a modulation of several ERP component and evokes enhanced brain activity in unimodal and multimodal brain areas. However these results are dependent on the type of emotion presented. Some emotions affect ERP components and brain activity stronger than others. Furthermore different emotions may cause enhanced activity in different brain areas. Still even with the slightly different results in response to different emotions it is clear that emotional audio-visual stimuli affect brain activity and behavior differently than unimodal stimuli. At this point in time it is unclear whether the integration of emotional audio-visual stimuli is predominantly driven by feed-forward or feedback projections. Both EEG and imaging studies reveal that purely feed-forward projections of unisensory areas to multisensory areas are not enough to explain the activity found in uni- and multisensory areas for both emotional and non-emotional stimuli, indicating at least a partial role of feedback connections. Considering the results it is more logically to assume that multimodal stimuli are processed using a combination of feed-forward and feedback projections. In short emotional audio-visual stimuli most definitely show interaction during processing of sensory information and show a different processing of sensory information compared to unimodal stimuli and even non-emotional stimuli. However the underlying mechanisms are not quite clear yet. 
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