There is a large amount of useful information from past experimental tests, which are usually ignored in test-setup for the new ones. Variation of assumptions, materials, test procedures, and test objectives make it difficult to choose the right model for validation of the numerical models.
Introduction
Bertero [1] defined the shear wall (SW) as a very stiff member, with high resistance to deformation under load. "It is essentially a plate loaded in its own plane, but the analysis needed to predict its behavior is more complicated than that of simple plates" [1] . Shear walls resist lateral forces parallel to their plane. The slender walls (where the bending deformation is of concern) resist the loads due to cantilever action. In general, the SW system can be classified as reinforced concrete shear walls (RCSW) [2] [3] [4] , steel plate shear wall (SPSW) [5, 6] , masonry shear walls [7] [8] [9] , composite shear walls, and timber plate shear walls [10, 11] . Although the RCSWs have longer history than SPSWs in structural engineering (due to their remarkable strength and lateral stiffness), the application of SPSWs has also increased in the past few decades [12, 13] . SPSWs reduce the overall steel consumption, they are lighter compared to other walls, and they can be easily adopted in existing or damaged buildings [14, 15] . SPSWs were also added to the design codes as an acceptable lateral load bearing systems [16, 17] .
The proper design of a SW can provide energy absorption, stiffness, ductility, and appropriate behavior under cyclic/seismic loading. The adequate stiffness of the lateral load bearing system may reduce the story drift and fulfill the code requirements. Quantification of the strength, stiffness and ductility leads to a precise performance evaluation of the SW systems.
Design and/or analysis of a SW system requires proper background information about the mechanism and performance of these systems. Often, the numerical models should be validated based on the experimental tests [18] . There is a very large set of SW experiments tested by different researchers with various assumptions and purposes. The results are sometimes in conflict with each other or at least have minimum correlation. This makes the model selection quite difficult. In addition, not all these information are easy to collect and process by engineers (as they might be copyrighted or restricted materials). The authors have been confronted by such a problems in their previous studies on both steel and RC shear walls from experimental [15] and numerical [19] points of view. This was one of the motivations to develop such a comprehensive database of SW models, which would be useful for all the future studies related to the experimental and numerical validations.
On the other hand, such a huge database might be difficult to track by practitioners, and, thus, a meta-model is required to summarize and present the results in a systematic way. This should include the parameters affecting the stiffness and strength of the SWs, as well as their sensitivity. There exist many soft computing (or surrogate) techniques with different levels of sophistication that can be used to post-process a database [20] : artificial neural network (ANN), support vector machine [21] , polynomial chaos expansion [22] , etc. In this research, the ANN is selected, which has been proven to be one of the best soft computing techniques, in nearly all engineering fields. The neural network can predict several outputs by receiving a set of input parameters. To do this, a neural network should be trained efficiently. Then, it can predict other results that have not been investigated before.
Research Significance and Contributions
The research significance can relay on the profuse investigation of the existing database of the SWs, as well as to provide a useful tool to fellow researchers. It is important to notice that the difficulty in obtaining large scale results for SWs behavior has greatly limited the research in the past for this important issue. This paper is intended to adopt one of the widely-used and well-established soft computing techniques (i.e., ANN) to solve an engineering problem. Comparing and contrasting various surrogate models are not the focus of this paper. The developed predictive meta-model can be used as a useful alternative in the absence of detailed experiments or numerical simulations. The contribution of the authors in this paper can be summarized as follows:
• Developing a large library of SW experimental tests for both the steel plate and reinforced concrete materials • Training and developing an ANN-based meta-model for SWs for response prediction purposes • Providing an active library of data which can be easily updated by any new information • Performing sensitivity analysis of the responses to the input parameters • Proposing a predictive models for stiffness and strength for both types of SWs, as well as the drift ratio for RCSWs
The paper starts with a brief description on ANN model and its fundamental features in Section 3 (for those readers who are not familiar with this concept). Next, the comprehensive database is introduced in Section 4. The ANN training process and meta-models are then presented in Section 5 followed by the sensitivity analysis. Finally, Section 6 provides the general conclusions and recommendations. Detailed information about the SW library, and the developed neural network model can be found in Appendixes A and B, respectively.
Artificial Neural Network
An ANN is inspired by the human brain, in which the neurons are tasked with data processing. By gathering these neurons, the layer is produced, and an ANN may consist of several layers. Neurons are connected by weighted synapse. Finally, the input data exit from the output layer after applying numerical processing on them [23, 24] . Hebb [25] , Widrow and Hoff [26] and Rosenblatt [27] offered fundamentals and extensions of the ANN. Research on the neural network continued until 1985, and Rumelhart et al. [28] proposed multi-layer perceptron (MLP) with back-propagation algorithm. Subsequently, various models and networks were presented and research is still ongoing [29] .
A MLP is a type of neural network in which neurons are deployed on more than one layer. An output of nth neuron in the mth layer in a generic MLP is determined as: 
where f m n is the function of nth neuron in the mth layer, w (m−1) is the weights from (m − 1)th to mth layer, and b m is mth layer's bias term.
For the last layer, n = 1 and O m n =ŷ. The objective function for learning process is defined in a way to minimize the mean squared error (MSE = 1 2N ∑ (y −ŷ)
2 ) between the observed value, y, and the estimated one,ŷ. This is an iterative procedure by initializing w value, estimatingŷ, and computing the corresponding MSE. If the obtained MSE falls outside the satisfactory range, the initial w should be updated. The MLP is capable of classification, clustering, and function approximation. With a neural network of three [30] [31] [32] [33] and four [34] layers, and sufficient number of neurons in the hidden layers, nearly any function can be estimated [23, 35] . Usually, a four-layer network requires fewer weights to estimate the functions; however, it introduces more local minima [36] .
The ANN is one of popular soft computing techniques in structural engineering and mechanics. Although there is much research and development, on both the theoretical aspects and application, some of the most relevant ones are reviewed in this section. Adeli and Seon Park [37] evaluated the maximum moment of a beam. Xu et al. [38] proposed a method for crack detection in plates using a MLP. De Lima et al. [39] evaluated three types of steel beam-column joints. It was observed that the neural network can properly estimate the bending strength of the connection; however, due to differences in the measurement systems, the network had extra error in estimation of the stiffness parameter. Abdalla et al. [40] provided an estimate of the shear strength of RC rectangular beams by examining the parameters such as concrete strength, reinforcement ratio, thickness, length, and width of the beam. It was observed that the network can estimate the shear strength of concrete beam with acceptable accuracy. More than 96% of the estimated neural network data had absolute error less than 15%, while it was 26% and 23% for UK and US standards estimated data, respectively. Kumar et al. [41] evaluated composite shell vibration. It was found that the response from the neural network for all of the loading patterns in the research was nearly identical to the response.
González and Zapico [42] determined the seismic failure in structures. The network inputs were the natural frequency of the structure and shape of the mode, and the output was mass and stiffness. The data were obtained using finite element analysis. The network showed a good performance in prediction of the structural behavior. Yan et al. [43] reviewed the structural failure of the beams using back propagation algorithm. It was observed that the neural network properly predicts the failure of the beams. Lee and Lee [44] predicted the shear strength of the RC beam reinforced with FRP by evaluating 106 experimental data using ANN. It was observed that the network can estimate shear strength with better accuracy than other available equations. Asteris and Plevris [45] proposed the application of ANNs to approximate the failure surface of the anisotropic masonry materials in a dimensionless form. They compared the derived results with experimental findings and analytical solutions, and reported a reliable performance for the ANN-based approximation of the masonry failure surface under biaxial stress. Toghroli et al. [46] reviewed various numerical methods to examine the parameters affecting the bearing capacity of composite beams. It was observed that extreme learning machine has the best result in estimating the composite beam behavior among other investigated methods. Naderpour et al. [47] proposed a method in which the geometric and mechanical properties of cross-section and FRP bars, and shear span-depth ratio were considered for concrete beams. The error in the shear strength estimation was about 9.7%, which was significantly lower than other methods and relationships.
Rezaei Rad and Banazadeh [48] presented a comprehensive application of probabilistic soft computing technique in damage determination of steel structure. Ghorbani et al. [49] used the MLP and radial basis function ANNs to predict the support pressure, and develop the ground motion curve in an underground structure (circular tunnel). An elastoplastic, strain-softening rock mass was considered including both single-and double-layer hidden neurons. Asteris and Kolovos [50] proposed the application of ANNs to predict the mechanical characteristics of self-compacting concrete. The 28-day compressive strength of admixture-based self-compacting concrete was predicted, and a formula was proposed for the data normalization. Chen et al. [51] developed two hybrid surrogate models by combining ANN with imperialist competitive algorithm (ICA) and genetic algorithm. These techniques were used to predict the safety factor of retaining walls in dynamic condition. A very large database of 8000 designs were used for this purpose. They found that the ICA-ANN provides a better performance. Finally, Asteris and Nikoo [52] optimized the connection weights of the feed-forward ANNs using the artificial bee colony (ABC). The algorithm was then used to determine the fundamental period of reinforced concrete infilled structures. They confirmed the superior performance of this hybrid method over the traditional ones.
Library of Shear Wall Database
As stated in Section 1, a comprehensive library of SW databases is collected. It includes about 300 samples with 12 features for SPSWs, and about 4000 samples with 13 features for the RCSWs. Those features are listed in Tables 1 and 2 . It should be noted that the SPSW models are without stiffener, slip, and opening and are non-corrugated. Figure 1 illustrates the dimensions used for a generic SPSW and RCSW. Tables A1 and A2 (see Appendix A) illustrate the detailed library of SW database for steel plate and reinforced concrete walls, respectively. Feature selection should be included in all the aspects of the problem. The input parameters are in a wide range of variations, and should be normalized before using in the meta-model. Therefore, the data were linearly normalized in range of [0, 1] . This linear transformation preserves all the relationships of the initial database [53] . Initial weights were selected randomly focusing on the range of [−0.77, +0.77]. It has been empirically observed that this weight initialization technique leads to better performance and faster training of the ANN [54] . A poor weight initialization may cause divergence of the outputs or becoming stuck at the local minima [23] . Tables 1 and 2 show the statistics of the selected features for SPSWs and RCSWs, respectively. The target data were considered to be the maximum strength, P, and stiffness, K, for SPSWs, plus drift ratio, D, (in addition to K and P) for RCSWs. The choice of these parameters was based on the abundance of data (e.g., crack pattern) in the literature, as well as the proper SW behavior expression. By estimating these parameters, the geometric characteristics and the mechanical properties required to obtain the desired shear strength, stiffness and drift ratio can be determined (accounting for an appropriate reliability coefficient). In design of SPSWs, it is assumed that the boundary elements do not yield, thus the mechanical properties of these members are not included as a network input. In all experiments, the buckling and the collapse of the infill plate occurred prior to the boundary elements. The network is applicable to the initial design of the SWs, as well as to retrofit the existing ones.
Modeling the Network

Number of Neurons
When the desired performance of the network is accomplished, the learning process ends. On the other hand, the number of optimal neurons required for each layer is not known beforehand, and it is usually determined by trial and error. The constructive approach is used to overcome this problem. This method finds the smallest network that can provide the required performance, and is suitable for passing local responses (or local minima); however, it is time consuming [55] . Empirical research has been performed to determine the optimal number of neurons [56] . A summary of this research is presented in Table 3 . The results of this table can be used to determine the range of changes in the number of the optimal neurons, and also is a limit for the interval of trial and error. As can be seen, the number of neuron in the hidden layer range from 2 to 39. The network's MSE value is computed for each number of neurons in the hidden layer, while other parameters are kept constant. 
Li et al. [64] Figure 2 shows the performance of the network based on MSE for train and test data as a function of number of neurons. Each ANN model (with particular number of neurons) was iterated 10 times and its mean was used to increase the accuracy of the model. The mean errors for each neuron is also summarized in Table 4 . The best performance among the train and test data for SPSW belonged to the network with 6 neurons, i.e., ANN 12-6-1, where the first, second and third digits are the number of input nodes, hidden neurons, and output nodes, respectively. On the other hand, ANN 13-10-1 had the best performance for RCSW. 
Performance of the Network
Once the network is trained, it can be used to define the complex relationship among the input parameters, and to predict the output for any new SW model. Generalization means estimating the value on the hyper-surface where there are no available data. Mathematically, the learning process is a nonlinear curve-fitting algorithm, while generalization is the interpolation and extrapolation of the input data [47] . The ability of a network to generate new outputs depends on the number of parameters involved in the problem, the complexity of the parameters, and the structure of the network.
The neural network is constructed based on the number of neurons obtained from previous section. Figure 3 shows the architecture of the proposed networks for both SWs. In this paper, two MLPs are used to estimate the load bearing capacity, stiffness, and drift ratio of the SPSWs and RCSWs. Overall, 70% of data were used for training, 15% for validation, and 15% for testing. The validation and test data monitor the network over-training and performance, respectively. Performance of the network is shown in Figure 4 . It states that the network has specific MSE for nth epoch, and there is no un-convergence or over-fitting. Furthermore, Figure 5 illustrates the quality of the estimation as a function of coefficient of determination, R2, in both SPSW and RCSW models. Finally, the MSE values for these data are summarized in Table 5 . The proper performance of the network is evident in the estimation of the strength, stiffness and drift ratio of SWs. Therefore, the proposed network can learn the relation between the input and output parameters, and provide the results with appropriate accuracy. Finally, the true values of the strength, stiffness and drift ratio from experimental data and the predictive ANN-based meta-model are compared in Figure 6 . Thus far, a detailed performance is discussed with respect to MSE. However, one may evaluate the predictive meta-models using other statistical indicators such as root mean square error (RMSE), Nash-Sutcliffe efficiency (NSE) coefficient, mean absolute error (MAE), and correlation coefficient (R). These metrics can be computed using Equation (2) . Table 6 compares these metrics (including MSE) based on all data points obtained from the networks. As seen, there is a good consistency among those five metrics for five meta-models. For example, higher R corresponds with lower RMSE. 
Sensitivity Analysis
To evaluate the relative importance of the parameters in the network, the Garson's factor was used [78] . The equation provided for the network with a hidden layer is:
where ∑ N r=1 w rj is the sum of the connection weights between the N input neurons and the hidden neuron j, and ν jk is connection weight between the hidden neuron j and the output neuron k [79] . Sensitivity of each parameter is then presented in Figure 7 . The first (and the most important) observation is that nearly all the parameters are contributing effectively in the overall performance of the SWs. Among them, the column's moment of inertia and ultimate stress of the infill plate have most dominant effects. Strength and lateral stiffness of a SPSW depend on the development of diagonal tension field in the infill plate. To develop a uniform diagonal tension field, the boundary elements should have enough flexural stiffness to anchor the tension field [80] . As a result, the flexural stiffness of the boundary elements will have the greatest impact on the load bearing capacity (as seen in this figure) . Due to the yielding of the infill plate during loading, its ultimate stress also affects the behavior of the SPSW. Moreover, the thickness and width of the infill plate have significant contribution in the strength. Therefore, the proposed ANN can accurately estimate the behavior of SPSWs. On the other hand, the most important parameters affecting the strength, stiffness and drift ratio of RCSWs are the wall's length (effectiveness = 17.8%), the wall's height (effectiveness = 14.6%), and the horizontal column's reinforcement ratio (effectiveness = 10.3%). 
Conclusions
Understanding the complex behavior of the shear walls through their effective parameters can help to properly determine the lateral response of the structures. In this paper, an efficient computational method was proposed to estimate the strength, stiffness, and drift ratio of the steel plate and reinforced concrete shear walls from a rich library of experimental data. Over 100 papers and reports were synthesized and the available information were extracted. The parameters were mainly related to the geometry of the shear walls (such as height, width and thickness of the plate and its surrendering frame), as well as the applied loads, and the material properties. On the other hand, the output was only considered the global behavior of the system (in terms of the stiffness, strength and drift). One may notice that the reinforcement detailing, collapse modes, and buckling parameters were not considered in this meta-modeling. The main reason can be attributed to unavailability of those information in majority of cases. In addition, the failure mode and crack pattern had more qualitative nature, and it was difficult (if not impossible) to present them in a quantitative format (using damage index concept). An artificial neural network was proposed to solve the problem. In this network, the back propagation algorithm was adopted. The network of a single hidden layer with 6 and 10 neurons would have the best performance for SPSW and RCSW, respectively. The major conclusions can be summarized as follows:
• The MSE of test data to estimate the strength and stiffness of the SPSW was 0.000227 and 0.0108, respectively, which indicate the proper performance of the network.
•
The MSE of test data in RCSW was 0.0012, 0.0061, and 0.0056 for strength, stiffness and drift ratio, respectively.
• Sensitivity analysis was performed to determine the relative importance of the input parameters on the shear wall's behavior. It was observed that the stiffness of the vertical boundary elements and the ultimate stresses of the infill plate had largest effect on the strength and stiffness of the SPSW, respectively.
On the other hand, the most important parameters affecting the strength, stiffness and drift ratio of RCSWs were wall's length, wall's height, and the horizontal column's reinforcement ratio, respectively.
The performance of the network based on different statistical indicators was also found to be very close.
Finally, the detailed values of the ANN weights are provided (see Appendix B). The proposed network can be used to design new walls, retrofit the existing ones, and validate the finite element models. In design level, the proposed network can provide an estimation of the ultimate strength and stiffness values, which can be further correlated with codified values. This is beyond the conventional design philosophy, which is based on linear elastic models. On the other hand, the performance of existing shear walls can be controlled with this meta-model to make sure they have a safe/proper behavior under the target loads, and, if not, they can be retrofitted. 
Appendix A. Details of Shear Wall Library
