We prove some refinements of concentration compactness principle for Sobolev space W 1,n on a smooth compact Riemannian manifold of dimension n. As an application, we extend Aubin's theorem for functions on S n with zero first order moments of the area element to higher order moments case. Our arguments are very flexible and can be easily modified for functions satisfying various boundary conditions or belonging to higher order Sobolev spaces.
Introduction
Let n ≥ 2, Ω ⊂ R n be a bounded open subset with smooth boundary. In [M] , it is showed that for any u ∈ W 1,n 0 (Ω) \ {0}, Ω exp   a n |u| n n−1 ∇u n n−1 L n (Ω)   dx ≤ c (n) |Ω| .
(1.1)
Here |Ω| is the volume of Ω and a n = n S n−1 1 n−1 .
(1.2) S n−1 is the volume of S n−1 under the standard metric. For convenience, we will use this notation a n throughout the paper. (1.1) can be viewed as a limit case of the Sobolev embedding theorem.
To study extremal problems related to (1.1), a concentration compactness theorem [Ln, Theorem 1 .6 on p196, Remark 1.18 on p199] was proved. For n = 2, the argument is elegant. The approach is recently applied in [CH] on smooth Riemann surface to deduce refinements of the concentration compactness principle (see [CH, Section 2] ). These refinements are crucial in extending Aubin's classical theorem on S 2 for functions with zero first order moments of the area element (see [A, Corollary 2 on p159]) to higher order moments cases, motivated from similar inequalities on S 1 (see [CH, GS, OPS, W] ).
For n ≥ 3, due to the subtle analytical difference between weak convergence in L 2 and L p , p = 2, [Ln, p197] has to use special symmetrization process to gain the pointwise convergence of the gradient of functions considered. Unfortunately, as pointed out in [CCH] , this argument is not sufficient to derive [Ln, Remark 1.18 ]. More accurate argument is presented in [CCH] . More recently, [LLZ] deduce similar results on domains in Heisenberg group without using symmetrization process.
The main aim of this note is to extend the analysis in [CH] from dimension 2 to dimensions at least 3. In particular we will prove refinements of concentration compactness principle (Proposition 2.1 and Theorem 2.1). Our approach also does not use symmetrization process and is more close to [CH, Ln] . It can be easily modified for functions satisfying various boundary conditions or belonging to higher order Sobolev spaces.
Throughout the paper, we will assume (M n , g) is a smooth compact Riemannian manifold with dimension n ≥ 2. For an integrable function u on M , we denote
Here µ is the measure associated with the Riemannian metric g. The Moser-Trudinger inequality (see [F] ) tells us that for every u ∈ W 1,n (M ) \ {0} with u = 0, we have
Here a n is given in (1.2). It follows from (1.4) and Young's inequality that for any u ∈ W 1,n (M ) with u = 0, we have the Moser-Trudinger-Onofri inequality log M e nu dµ ≤ α n ∇u n L n + c (M, g) .
(1.5)
Here
We will use this notation α n throughout the paper. In Section 2 we will derive some refinements of concentration compactness principle in dimension n. These refinements will be used in Section 3 to extend Aubin's theorem on S n to vanishing higher order moments case.
Concentration compactness principle in critical dimension
We start from a basic consequence of Moser-Trudinger inequality (1.4). It should be compared with [CH, Lemma 2.1].
Lemma 2.1. For any u ∈ W 1,n (M ) and a > 0, we have M e a|u| n n−1 dµ < ∞.
(2.1)
Proof. We could use the same argument as in the proof of [CH, Lemma 2.1]. Instead we modify the approach a little bit so that it also works for higher order Sobolev spaces. Without losing of generality, we can assume u is unbounded. Let ε > 0 be a tiny number to be determined, we can find v ∈ C ∞ (M ) such that
It follows that
We get Proposition 2.1. Assume u i ∈ W 1,n (M ) such that u i = 0 and ∇u i L n ≤ 1. We also assume u i ⇀ u weakly in W 1,n (M ) and
(2.5)
We can find a ε > 0 such that
and
(
Note that we can find a ϕ ∈ C ∞ (M ) such that ϕ| Br (x) = 1 for some r > 0 and
Hence for i large enough, we have
In another word,
We have
Next we observe that Since e (1+ε)an|vi−ϕvi| n n−1 is bounded in L p 1 1+ε (B r (x)), e c(n,ε)|u| n n−1 ∈ L q (B r (x)) for any q < ∞ (by Lemma 2.1), e c(n,ε)|ϕvi| n n−1 → 1 as i → ∞ and p1 1+ε > p, it follows from Holder inequality that e an|ui| n n−1 is bounded in L p (B r (x)).
Corollary 2.1. Assume u i ∈ W 1,n (M ) such that u i = 0 and ∇u i L n ≤ 1. We also assume u i ⇀ u weakly in W 1,n (M ) and (2) If κ = 1, then σ = δ x0 for some x 0 ∈ K, u = 0 and after passing to a subsequence, e an|ui| n n−1 → 1 + c 0 δ x0 (2.11)
as measure for some c 0 ≥ 0.
Proof. First assume κ < 1. For any x ∈ K, we have
(2.12)
By the Proposition 2.1 we can find r x > 0 such that
We have an open covering
Here r k = r x k . For any i,
Next assume κ = 1, then for some
we see u must be a constant function and σ = δ x0 . Using u = 0, we see u = 0. After passing to a subsequence, we can assume u i → 0 a.e. For any r > 0, it follows from the first case that e an|ui| n n−1 is bounded in L q (M \B r (x 0 )) for any q < ∞, hence e an|ui| n n−1 → 1 in L 1 (M \B r (x 0 )). This together with the fact M e an|ui| n n−1 dµ ≤ c (M, g) implies that after passing to a subsequence, e an|ui| n n−1 → 1 + c 0 δ x0 as measure for some c 0 ≥ 0. as measure. Let
n α, then we claim that for some r > 0, ν (B r (x)) = 0. Indeed we fix p such that
it follows from Proposition 2.1 that for some r > 0, (2.20) here c is a positive constant independent of i. By Young's inequality we have
hence Br (x) e nmiui dµ ≤ ce αn m n i p n−1 .
It follows that
Br ( We get ν (B r (x)) = 0. The claim is proved. Clearly the claim implies
It is worth pointing out that the arguments for Proposition 2.1 and Theorem 2.1 can be easily modified to work for functions satisfying various boundary conditions or belonging to higher order Sobolev spaces.
A generalization of Aubin inequality to higher order moments case on S n
Here we will extend Aubin's inequality for functions on S n with zero first order moments of the area element (see [A, Corollary 2, p159] ) to higher order moments cases. For n = 2, this is done in [CH] .
First we introduce some notations. For a nonnegative integer k, we denote P k = P k R n+1 = all polynomials on R n+1 with degree at most k ;(3.1)
= {N ∈ N : ∃x 1 , · · · , x N ∈ S n and ν 1 , · · · , ν N ∈ [0, ∞) s.t. ν 1 + · · · + ν N = 1 and for any p ∈ • P m , ν 1 p (x 1 ) + · · · + ν N p (x N ) = 0.
= {N ∈ N : ∃x 1 , · · · , x N ∈ S n and ν 1 , · · · , ν N ∈ [0, ∞) s.t. for any p ∈ P m ,
and N m (S n ) = min N m (S n ) .
(3.4)
As in [CH] , every choice of ν 1 , · · · , ν N and x 1 , · · · , x N corresponds to an algorithm for numerical integration of functions on S n (see [Co, HSW] for further discussion).
Theorem 3.1. Assume u ∈ W 1,n (S n ) such that S n udµ = 0 (here µ is the standard measure on S n ) and for every p ∈ • P m , S n pe nu dµ = 0, then for any ε > 0, we have
Proof. Let α = αn Nm(S n ) + ε. If the inequality is not true, then there exists v i ∈ W 1,n (S n ) such that v i = 0, S n pe nvi dµ = 0 for all p ∈ • P m and log S n e nvi dµ − α ∇v i n L n → ∞ as i → ∞. In particular S n e nvi dµ → ∞. Since log S n e nvi dµ ≤ α n ∇v i n L n + c (n) , we see ∇v i L n → ∞. Let m i = ∇v i L n and u i = vi mi , then m i → ∞, ∇u i L n = 1 and u i = 0. After passing to a subsequence, we have u i ⇀ u weakly in W 1,n (S n ) ; log S n e nmiui dµ − αm n i → ∞; |∇u i | n dµ → |∇u| n dµ + σ as measure; e nmiui S n e nmiui dµ → ν as measure.
Let
x ∈ S n : σ ({x}) ≥ α −1 n α = {x 1 , · · · , x N } , (3.6) then it follows from Theorem 2.1 that
.
This contradicts with the choice of α.
Remark 3.1. The constant αn Nm(S n ) + ε is almost optimal in the following sense: If a ≥ 0 and c ∈ R such that for any u ∈ W 1,n (S n ) with u = 0 and S n pe nu dµ = 0
then a ≥ αn Nm(S n ) . This claim can be proved almost the same way as the argument in [CH, Lemma 3.1] . We leave the details to interested readers.
It is clear that N 1 (S n ) = 2. Hence Aubin's theorem [A, Corollary 2 on p159] follows from Theorem 3.1.
Lemma 3.1. N 2 (S n ) = n + 2.
Corollary 3.1. Assume u ∈ W 1,n (S n ) such that S n udµ = 0 (here µ is the standard measure on S n ) and for every p ∈ • P 2 , S n pe nu dµ = 0, then for any ε > 0, we have log S n e nu dµ ≤ α n n + 2 + ε ∇u n L n + c (n, ε) .
(3.9)
In R N , we have the hyperplane H = x ∈ R N : x 1 + · · · + x N = 1 .
(3.10) Here x 1 , · · · , x N are the coordinates of x. Let e 1 , · · · , e N be the standard base of R N and y = 1 N (e 1 + · · · + e N ) .
(3.11)
We denote
Note that Σ is N − 2 dimensional sphere with radius N −1 N .
Lemma 3.2. For any p ∈ P 2 R N , we have
13)
Here dS is the standard measure on Σ, and |Σ| is the measure of Σ under dS.
(3.14)
To continue we observe that for 1 ≤ i ≤ N ,
On the other hand,
developing the identity out we get for 1
(3.15) At last we claim for 1 ≤ i < j ≤ N , 1 |Σ| Σ x i x j dS = 0.
(3.16) Indeed this follows from 1 |Σ| Σ x i x j dS = 1 |Σ| Σ x 1 x 2 dS; 1 |Σ| Σ (x 1 + · · · + x N ) 2 dS = 1, and (3.15). Lemma 3.2 follows from (3.14), (3.15) and (3.16).
Now we are ready to prove Lemma 3.1.
Proof of Lemma 3.1. Assume N ∈ N 2 (S n ), we claim N ≥ n + 2. If this is not the case, then N < n + 2. We can find x 1 , · · · , x N ∈ S n , ν 1 , · · · , ν N ≥ 0 such that ν 1 p (x 1 ) + · · · + ν N p (x N ) = 1 µ (S n ) S n pdµ for every p ∈ P 2 R n+1 . In particular ν 1 + · · · + ν N = 1;
ν 1 x 1 + · · · + ν N x N = 0.
Let V = span {x 1 , · · · , x N } , then dim V ≤ N − 1 ≤ n. Hence we can find a nonzero vector ξ ∈ V ⊥ . Let p (x) = (ξ · x) 2 , then 0 = ν 1 p (x 1 ) + · · · + ν N p (x N ) = 1 µ (S n ) S n pdµ > 0.
A contradiction. Hence N 2 (S n ) ≥ n + 2. On the other hand, it follows from Lemma 3.2 and dilation, translation and orthogornal transformation that the vertex of a regular (n + 1)-simplex embedded in the unit ball, namely x 1 , · · · , x n+2 satisfies 1 n + 2 p (x 1 ) + · · · + 1 n + 2 p (x n+2 ) = 1 µ (S n ) S n pdµ for every p ∈ P 2 R n+1 . Hence N 2 (S n ) ≤ n + 2.
