Consider any two vertices in a weighted digraph. The exact path length problem is to determine if there is a path of a given fixed cost between these vertices. This paper focuses on the exact path problem for costs −1, 0 or +1 between all pairs of vertices. This special case is also restricted to original edge weights from {−1, +1}. In this special case, this paper gives an O(n ω log 2 n) exact path solution, where ω is the best exponent for matrix multiplication. Basic variations of this algorithm determine which pairs of digraph nodes have Dyck or semi-Dyck labeled paths between them, assuming two terminals or parenthesis. Therefore, determining reachability for Dyck or semi-Dyck labeled paths costs O(n ω log 2 n). Both the exact path and labeled path solutions can be improved by poly-log factors, but these improvements are not given here.
Introduction
Shortest path algorithms are a great success. Many people use them and many vehicles are equipped with them. Determining path reachability is also important. Path reachability is often computed using transitive closure. Though shortest path algorithms also determine path reachability. This paper efficiently solves a special case of the exact path length problem where the digraph edges are labeled with {−1, +1} and the exact path lengths are {−1, 0, +1}. These challenges are related to transitive closure.
Here a central motivation for the exact path problem is for determining Dyck (semi-Dyck) constrained paths in digraphs. Context-free language constrained graph problems are fundamental to a plethora of challenges. This paper gives an algorithm for determining Dyck (semi-Dyck) constrained paths on digraphs. This paper assumes these languages have a single parenthesis type. [1] ). Consider an integer edge weighted digraph G. Given an integer κ, the EPL (exact path length problem) is to determine whether there is a path between a given pair vertices costing exactly κ.
Definition 1 (Nykänen and Ukkonen
Nykänen and Ukkonen [1] show the general EPL is N P-Complete. They also give a pseudo-polynomial algorithm for the EPL. The current paper uses a special case of the EPL where edge costs are from the set {−1, +1}.
Given these restricted edge costs, and for κ = 0, applying Nykänen and Ukkonen's algorithm costs O(n 3 + n ω log |κ|) time, see [1] . For κ = 0, it costs O(n 3 ).
Solving this Dyck (semi-Dyck) labeled path problem is interesting due to the close relationship between transitive closure, algebraic matrix multiplication, and contextfree grammar recognition. For example, Lee [2] gives an equivalence between CFL parsers and Boolean matrix multiplication algorithms.
Semi-Dyck and Dyck Constrained Graphs
Dyck and semi-Dyck languages are parenthesis languages. Dyck or semi-Dyck languages with a constant number of parenthesis symbols and n total parentheses can be parsed in O(n) time and space. However, efficiently computing Dyck (and semi-Dyck) constrained reachability on digraphs seems more challenging.
A semi-Dyck language S of order γ has γ openparentheses symbols a 1 , · · · , a γ and γ close-parentheses symbols a −1 1 , · · · , a −1 γ . A sentence w ∈ S iff w can be reduced using right-inverse reduction, e.g. a i a −1 i = , to the empty string . The semi-Dyck language S is a CFL derivable from the grammar:
Dyck languages allow reductions using both rightinverses and left-inverses
They are derivable from the grammar: This extended abstract focuses on the Dyck languages. While giving insight to close semi-Dyck case.
LDGs are multigraphs since they may have three distinctly labeled edges from any node to any other node.
All path labels are computed by concatenating the symbols along a path's edges. All LDG edges are augmented with label-costs. So each edge e in G has a label l(e) and a label-cost lc(e). The label-cost function is,
A +1 edge and a −1 edge may be joined to form a new 0 label-cost edge for computing a exact path. After some processing, say a new 0 label-cost edge e joins u and v, then the label-cost function extends so lc(e) = 0. This new 0 label-cost edge is added to an augmented edge set in the LDG.
Determining all exact 0 paths is equivalent to Determining all labeled Dyck paths, see Lemma 2.
Previous Work
Greenlaw, Hoover, and Ruzzo [4] discuss several formallanguage based reachability problems. See also [5] , [6] . For example, the LGAP (labeled graph accessibility problem) is a semi-Dyck language with constrained reachability problem on a directed graph G that is P-complete when |Σ| ≥ 4. Yannakakis [7, p. 237] points out that Valiant's Boolean matrix multiplication context-free word recognition algorithm can be used find single-source labeled path reachability in DAGs. This means there is an algorithm costing O(n ω log n) to find context-free labeled and unweighted paths in DAGs with n vertices, where ω is the best exponent for n × n matrix multiplication. Very efficient matrix multiplication algorithms include results of Coppersmith & Winograd [8] ; Stothers [9] ; Williams [10] ; and Le Gall [11] . Currently, the best exponent of square matrix multiplication is ω < 2.373.
Barrett, Jacob, and Marathe [3] give an O(n 3 |R||N |) algorithm for finding the all-pairs shortest paths in context free grammar constrained path problems. Here R is the set of rules and N is the set of non-terminals in CNF. This algorithm does not compute shortest paths with negative edge weights. See also [12] .
Alon, Galil, and Margalit [13] give efficient algorithms for shortest paths on digraphs with edge weights from {−1, 0, +1} costing O(n ν log 3 n) where ν = 3+ω 2 . See also Takaoka [14] . A part of their algorithm finds zero length directed paths and uses them as 'short-cuts' for shortest paths.
It may be possible to extract their 0 length path algorithm for short-cuts as the basis of our work. Nonetheless, Alon, et al.'s directed graph shortest-path algorithm takesÕ(n 2.687 ) time when ω < 2.373.
Galil and Margalit [15] extend the results of Alon, et al. [13] and integrate the shortest path distance and shortest path problem. Zwick [16] gives more efficient all-pairs shortest path and path distance algorithms. Zwick's shortest path's cost is better thanÕ(n 2.575 ), since now ω < 2.373.
Our algorithm does not solve the general shortest-path problems of [13] , [16] .
Building on Barrett, et al., Bradford and Thomas [17] give a more efficient shortest path algorithm for graphs with positive and negative edge weights whose unlabeled versions have no negative cycles. Bradford [18] gives a solution to a quickest-path problem for context-free grammars applied to cryptographic routing. Bradford and Choppella [19] use a special-case of Nykänen and Ukkonen's sign-closure algorithm for DAGs with edge costs from {−1, 0, +1}, see also Khamespanah, Khosravi, and Sirjani [20] . Further Bradford and Choppella [19] find actual minimum-cost point-to-point Dyck paths in DAGs. Ward, Wiegand, and Bradford [21] give a distributed context-free labeled graph shortest path algorithm also based on [3] .
Chaudhuri [22] gives an O(n 3 / log n) algorithm for context-free language reachability using an important dynamic-programming speedup method by Rytter [23] .
Khamespanah, Khosravi, and Sirjani [20] use Nykänen and Ukkonen [1] 's exact path algorithm to improve their model checking algorithms for timed actors in distributed systems. They apply the pseudo-polynomial algorithm's O(n 2 ) path relaxation cost, while accepting the preprocessing costs of O(n 3 ). Our results break through this O(n 3 ) barrier giving a O(n ω log 2 n) algorithm. In general, Melski and Reps [12] discuss the "O(n 3 ) bottleneck" for context-free program analysis. Our results solidly break through this bottleneck for Dyck and semi-Dyck subcases. This can be improved by a polylog factor [13] , [16] , [23] , but these improvements are not given in this extended abstract.
Dyck and semi-Dyck languages are also applied to data streaming, see Chakrabarti, Cormode, Kondapally and Mc-Gregor [24] . Likewise, there are applications to database path queries, see Grahne, Thomo and Wadge [25] . Choppella and Haynes give an equivalence between unification graphs and semi-Dyck path reachability problems in digraphs [26] .
Dyck Path Reachability Problem
Direct application of standard shortest path [27] and transitive closure algorithms [28] to LDGs does not seem to determine reachability using the label-cost function lc. In the case of shortest path algorithms, consider finding shortest paths using label-costs in a semi-Dyck or Dyck LDG. In our instantiation of this challenge, such shortest paths may have negative edge label-costs. That is, many label-cost paths are negative. Thus, throwing off shortest path algorithms. However, negative label-cost paths are not Dyck or semi-Dyck.
Next are the definitions of sign-relaxation and signclosure graphs from Nykänen and Ukkonen [1] . After these definitions, we review a key result of theirs: a sign-closure graph is a sign-relaxation graph.
Define [1] the function sgn, for w ∈ {−1, 0, +1} so that sgn(w) = w. For any LDG G = (V, E, E 1 ), the value M is a bound,
In this paper, M = 1. Definition 3 (Nykänen and Ukkonen [1] 
, and then applys the rule:
until it no longer applies.
Nykänen and Ukkonen show that computing a signrelaxation graph is N P-Complete. Recall, they show a sign-closure graph is a sign-relaxation graph. Nonetheless, Nykänen and Ukkonen give a O(M 2 n 3 ) time pseudopolynomial algorithm for computing a sign-closure graph. This pseudo-polynomial algorithm runs in polynomial time for edge label-costs restricted to {−1, 0, +1} since M = 1. That is, when M = 1, computing a sign-relaxation graph costs O(n 3 ) by [1] . We improve this cost to O(n ω log 2 n). Theorem 1 (Nykänen and Ukkonen [1] ). If G is a digraph, then a sign-closure unsign(G) is a sign-relaxation sr(G).
By convention in this paper, the label-costs are above edges such as e = p w → q. Therefore, w ∈ {−1, 0, +1}. The result of the next lemma is mentioned in the proof of Theorem 5 in Nykänen and Ukkonen [1] . Lemma 1 (Nykänen and Ukkonen [1] ). Consider an
In computing a sign-closure with edge label-costs from {−1, 0, +1}, then new edges are only added to E(H) when their costs are from { −1, 0, +1 }.
is an edge (path) in unsign(G). A 0 label-cost edge has label-cost computed to be 0 and a 0 label-cost path has total label-cost 0.
Zero label-cost paths are Dyck paths in G.
A proof of the next lemma is in [19] .
where Σ is Dyck and |Σ| = 2, has a Dyck-path between u and v iff in G there is a 0 label-cost cost path between u and v.
A proof of the next lemma follows a proof of Lemma 2, see [19] . Lemma 3. The LDG G = (Σ, V, E 1 ) where Σ is Dyck and |Σ| = 2, has a semi-Dyck path between u and v iff in G there is a 0 label-cost path between u and v having only non-negative prefix sums.
Applying Nykänen and Ukkonen's sign-closure algorithm to finding Dyck paths in an LDG is related to transitive closure. Indeed, given an edge-weighted and unlabeled digraph G and adding a single label-cost of 0 to each weighted edge, then a solution the EPL with κ = 0 also gives the transitive closure of G.
The next lemma does not include labeled edges going from a node to itself. This paper assumes no self-cycles with repeated edges.
Then all vertices in V (unsign(G)) have at most 3(n − 1) label-cost edges.
Efficient exact −1, 0, and +1 paths
This section shows how to determine which nodes have exact paths of costs −1, 0, and +1 in digraphs with { −1, +1 } weighted edges in O(n ω log 2 n) operations. Our new solution is immediately applied to determining which nodes have valid Dyck or semi-Dyck paths in LDGs. This is done by computing sign-closures of digraphs with { −1, +1 } edge weights. In the process, edges of labelcost 0 are added to the diagraphs. This algorithm is then simulated by algebraic matrix multiplication of specially coded matrices. Each algebraic matrix multiplication may be done in O(n ω log n). This may be improved by a polylog factor, see for example [16] , [23] .
Alon, Galil, and Margalit's shortest path algorithm [13] works by finding exact 0 length paths in graphs with edge weights {−1, 0, +1}. They remove these 0 exact paths since they form short cuts for their shortest path calculations. Their algorithm solves shortest path problems where ours determines which vertices have {−1, 0, +1} exact paths between them. We use a variation of their matrix coding technique, see also Yuval [29] , to find exact paths in digraphs with {−1, +1} edge weights. This also finds Dyckconstrained paths.
Matrices and submatrices are written in uppercase and their elements are written in lowercase [16] . Given an LDG G = (Σ, V, E 1 ), where |Σ| = 2, define adjacency matrix D whose edge label-costs are from { −1, 0, +1 }, as
So, there may be at most three (different) labeled edges directly from any vertex i to any vertex j. See Lemma 4.
Given LDGs with |Σ| = 2 so their label-costs are initially from { −1, +1 }.
Lemma 5. Starting with an LDG G = (Σ, V, E 1 ), where Σ is Dyck with |Σ| = 2, and its adjacency matrix D initially contains d g i,j , for all i, j ∈ [n] so g ∈ {−1, +1}, then the algorithm in Figure 3 computes the signclosure unsign(G) for edge costs {−1, 0, +1}.
Our algebraic matrix coding (AGMY) is based on Alon, Galil, and Margalit [13] , see also Yuval [29] . These codings have been very fruitful, see for example [14] , [15] , [16] , [30] , [31] . Lemma 4 gives insight into an algebraic matrix product solution. In particular, powers of 3n differentiate {−1, 0, +1} edge weights so an AGMY algebraic matrix product may be used. That is, 3n, (3n) 0 , and 1 3n are sufficiently separated for a single algebraic matrix product. The base 3n accounts for each dot-product in algebraic matrix multiplications.
To allow self-loops without repeating any edges, change the base to 3(n +1). Figure 1 gives our coding for algebraic multiplication for row i and column j. The restriction g = h is from sign-closure in Definition 3. Figure 1 . AGMY matrix coding for algebraic matrix multiplication to simuate one matrix product based on Alon, Galil, and Margalit [13] , see also Yuval [29] So, to compute this algebraic matrix product, calculate Figure 1 
This works since no finite power of 3n is 0.
Recall Dyck paths are paths with an equal number of matching symbols. Where semi-Dyck paths have an equal number of balanced matching symbols.
The ideas in the next Lemma are based on Alon, Galil, and Margalit [13] , see also Yuval [29] . Lemma 6. Given two n × n LDG adjacency matrices S and T , using the coding in Figure 1 representing values from {−1, 0, +1}. Consider an algebraic matrix product P = S T and say there is a path of cost p i,j between i and j, then
Proof: Initially, an adjacency matrix represents an LDG G with elements from the set {−1, +1}. So the AGMY coding in Figure 1 In G, any two vertices i and j may share three edges going in each direction by Lemma 4.
The case of new edges of more than one positive, negative, or 0 label-cost edges, then Lemma 1 applies. Edges with label-costs of 2 (-2) or more will be converted to ±1 edges.
In the case with three edges from one vertex to another, then the three edges are represented by the term,
The dot-product of row S[i, * ] and column T [ * , j] gives a value of at most,
Thus, a single algebraic matrix product produces a new matrix element of at most
and since there are at most n − 1 of these squares, the result holds.
Say there is a path from i to j, then the dot-product of row S[i, * ] and column T [ * , j] is at least AGMY 1 3n . This is the case of a single −1 label-cost edge joining with a 0 label-cost edge. This is because the −1 label-cost edge is represented by 1 3n and the 0 label-cost edge is represented by (3n) 0 = 1.
Factors above the bounds { 1 3n , 1, 3n} in Lemma 6 are removed after each recursive-doubling. These factors represent unnecessary intermediary paths. Following Alon, et al. [13] , to avoid the adjacency element growth, between each recursive doubling step, convert the terms back to values from { 1 3n , 1, 3n}. Lemma 6 gives the upper bound on the representation of each adjacency element. Altogether this gives the next corollary. Corollary 1. For a single algebraic matrix multiplication of an LDG's adjacency matrix to compute its signclosure, then each of the resulting matrix elements may be represented in O(lg n) bits.
These codings allow algebraic matrix products to quickly compute the matrices C −1 , C 0 , and C 1 for Dyck paths.
For all i, j : n ≥ i, j ≥ 1, let
The semi-Dyck case just drops the term (3n) d −1 i,k +d +1 k,j from c 0 i,j . This is by Lemma 3. From here on, for simplicity, the focus is on Dyck languages.
To avoid exponential growth of the elements of the matrix products, normalize the matrix elements after each algebraic product. This follows Alon, et al. [13] , see also Zwick [16] . This normalization removes unnecessary edges for computing the EPL for 0 label-cost paths.
The upper and lower bounds in each function in Figure 2 are determined as follows. For example, Lemma 6 gives upper bounds for detectNegativeOneEdge(edge cost, n). That is, the first operation of detectNegativeOneEdge is to multiply the fractional part of its edge-weight by 3n giving its upper-bound of 2(n − 1) = 3n 2(n − 1) 3n .
Since the 2 3n term in Equation 1 indicates there are at most two different ways to form a −1 edge between any two vertices. This equation also indicates there is at most one −2 edge due to the 1 (3n) 2 term. A potential −2 edge will not be detected by detectNegativeOneEdge since a single −1 edge that has AGMY cost of at least 1 3n . Since the first operation of detectNegativeOneEdge is to multiply the fractional part of the AGMY edge-weight by 3n so the smallest value of a −1 label-cost edge is 1. The upper and lower bounds in detectPositiveOneEdge and detectZeroEdge are similar.
Thus, reset all elements immediately after each recursive doubling step using the functions in Figure 2 . The three functions in Figure 2 detect −1, 0 and +1 label-cost edges following each algebraic AGMY matrix multiplication. After detection, these edges are replaced by the appropriate members of { 1 3n , 1, 3n}. This is normalization. Each normalization costs O(n 2 log n).
Immediately after iteration , the algorithm in Figure 3 where |Σ| = 2, Σ is Dyck, any 0 label-cost edge e in G of E 1 -length |e|, then e has |e| 2 edges with +1 labelcosts and |e| 2 edges with −1 label-costs, all from E 1 .
In Figure 3 , Normalize and Divide by 2 removes redundant edges. That is, in line 5 the algebraic AGMY matrix multiplication gives values as large as
Line 6 removes ±1 edges. In line 7, the normalization function changes ±2 label-cost edges to ±1 label-cost edges. Thus, only retaining AGMY encodings for { 1 3n , 1, 3n}. The idea of dividing the label-costs by 2 is from Alon, et al. [13] .
Line 9 joins adjacent E 1 -length 0 label-cost edges. Line 9 cannot generate ±2 label-cost edges, though it extends ±1 label-cost edges with adjoining 0 label-cost edges. Before line 9 in iteration , these adjoining 0 label-cost edges have E 1 -length from 2 up to 3 −2 · 2 −1 . So, at the end of line 9 in iteration , up to three consecutive 0 label-cost edges may form a single E 1 -length 3 −1 · 2 −1 edge. Lemma 8. Given an LDG G 1 = (Σ, V, E 1 ), where Σ is Dyck and |Σ| = 2, then any 0 label-cost edges created by line 5 in iteration of Figure 3 has E 1length at least 2 −1 , where log n + 1 ≥ ≥ 2.
Proof: Line 9 extends ±1 and 0 label-cost edges using 0 label-cost edges of E 1 -length from 2 to 3 −2 · 2 −1 . Thus, without loss, we do not include line 9 in the next induction. Line 9 does these 0 label-cost extensions between runs of line 5. The induction is on the iteration and includes ±1 label-cost edges E 1 -length at least 2 −1 .
Basis: In iteration = 2, line 5 computes 0 label-cost edges of E 1 -length at least 2 −1 = 2. Likewise, line 5 finds ±1 label-cost edges of E 1 -length at least 2 −1 = 2.
Inductive Hypothesis: Assume for some λ, all iterations where λ ≥ ≥ 2 are such that line 5 computes {−1, 0, +1} label-cost edges are of E 1 -length at least 2 −1 .
Inductive
Step: Consider iteration λ + 1 for some λ where λ ≥ ≥ 2.
By the Inductive Hypothesis, in iteration λ = , line 5 computes 0 label-cost edges of E 1 -length at least 2 λ−1 .
In iteration λ = , Normalize and Divide by 2 produces new ±1 label-cost edges only if they are ±2 label-cost edges just generated by line 5. These new ±1 label-cost edges have E 1 length of at least 2 λ−1 by the Inductive Hypothesis.
In conclusion, during iteration λ+1, line 5 combines any adjoining +1 and −1 label-cost edges to form a 0 label-cost edge with E 1 -length at least 2 · 2 λ−1 = 2 λ . Lemma 9. Given an LDG G 1 = (Σ, V, E 1 ), where Σ is Dyck and |Σ| = 2, then any ±1 label-cost edge e created in iteration by the algorithm in Figure 3 Immediately after Normalize and Divide by 2, combining two adjoining +1 label-cost edges e 1 and e 2 , then by the Inductive Hypothesis, both label-cost edges have |c + (e) − c − (e)| = 2 −1 , for e ∈ {e 1 , e 2 }. This means the new combined ±1 label-cost edge e has |c + (e )−c − (e )| = 2 · 2 −1 = 2 .
By the Inductive Hypothesis, in line 5 combining adjoining +1 and −1 label-cost edges e 1 and e 2 both have |c + (e) − c − (e)| = 2 −1 , for e ∈ {e 1 , e 2 }. Thus, the new 0 label-cost edge e made of e 1 and e 2 has |c + (e)−c − (e)| = 0.
Likewise, the Inductive Hypothesis, in line 9 joins two or three 0 label-cost edges resulting in a new 0 label-cost edge e where |c + (e) − c − (e)| = 0. 
In line 5 of iteration , e + is incorporated with its adjoining {−1, 0, +1} edges. Lemma 11. Given an LDG G = (Σ, V, E 1 ), where Σ is Dyck and |Σ| = 2, then at the end of iteration , Figure 3 's algorithm finds all {−1, 0, +1} labelcost edges with c + -length at least 2 −1 − 1 where log n + 1 ≥ ≥ 2.
Proof: Without loss, this proof focuses only on +1 and 0 label-cost edges. Further, for simplicity, it focuses on line 9 extending an edge either from its head or to its tail, but not both. The induction is on the iteration .
Basis:
In iteration = 2, line 5 joins all +1 and −1 edges in E 1 forming all 0 label-cost edges of c + -length 2 · 2 −2 = 1.
So, all E 1 's +1 label-cost edges with c + -length 1 are incorporated with all adjoining {−1, 0, +1} label-cost edges by Lemma 10. Then these +1 label-cost edges are removed in line 6.
Any +2 label-cost edges are generated by line 5. Normalize and Divide by 2 divides the label-cost +2 edges by 2 giving +1 label-cost edges in line 7. So, all c + -length 2 edges are generated as newly created +1 label-cost edges in line 7. And line 9 joins 0 label-cost edges of c + -length 1 to the new adjoining +1 label-cost edges of c + -length 2. Thus, these extended +1 label-cost edges have c + -length 3. Therefore, the algorithm generates edges e of all possible c + -lengths of c + (e) = b 1 2 1 + b 0 2 0 for b i ∈ {0, 1} and i ∈ [2] . This is all c + -length edges at least 2 2 − 1 = 3.
Inductive Hypothesis: Assume for some λ, all iterations where λ ≥ ≥ 2, the algorithm generates all {−1, 0, +1} label-cost edges e so that, c + (e) = b −1 2 −1 + · · · + b 0 2 0 for b i ∈ {0, 1} and i ∈ [2] . That is, the algorithm generates all c + -length edges of at least 2 − 1.
Inductive
Step: Consider iteration λ + 1 for some λ ≥ ≥ 2. In iteration λ + 1, line 5 joins all adjacent +1 and −1 edges forming all 0 label-cost edges of c + -length at least 2 · 2 λ−1 = 2 λ . See Lemma 8.
By the Inductive Hypothesis, iteration ≤ λ has all +1 label-cost edge e with c + -lengths c + (e) = b −1 2 −1 + · · · + b 0 2 0 for b i ∈ {0, 1} and i ∈ [2] . This is all c + -length edges up to 2 λ − 1.
Therefore, by Lemma 8, iteration λ + 1 produces all edges e with c + (e) = 2 λ − 1 + 2 λ = 2 λ+1 − 1.
In iteration , any adjoining pairs of +1 label-cost edges of c + -length at least 2 −1 are found. Such adjoining +1 label-cost edges are merged by line 5 to form +2 label-cost edges, each of c + -length of at least 2 −1 . That is, in line 5 of iteration λ + 1 new +2 label-cost edges of c + -length 2 are discovered. Normalize and Divide by 2 divides the label-cost +2 edges by 2 giving +1 label-costs. Applying the Inductive Hypothesis completes the proof.
This algorithm uses O(log n) algebraic matrix multiplications, where each matrix multiplication costs O(n ω log n) gives a total cost of O(n ω log 2 n) time. Theorem 2. Starting with an LDG G = (Σ, V, E 1 ), where Σ is Dyck with |Σ| = 2, then Figure 3 's algorithm determines all {−1, 0, +1} label-cost edges in O(n ω log 2 n) time.
Consider an LDG G = (Σ, V, E 1 ), where Σ is Dyck with |Σ| = 2. Theorem 2 indicates Dyck (semi-Dyck) reachability can be determined in O(n ω log 2 n). Polylog factors can be be shaved off of this cost. This is not addressed here.
