Abstract-Cross-layer designs in wireless network systems have been an active research area. Numerous cross-layer schemes are proposed to improve overall system performance by allowing information to be shared and controlled across protocol layers. However, the majority of the previous research work in this area is theoretic. The main obstacle which hinders researchers from real implementation is the complexity involved in lowerlevel driver modification and kernel programming. Moreover, common pitfalls of cross-layer scheme implementation can lead to unexpected system performance degradation.
I. INTRODUCTION
A multi-hop wireless network is a collection of wireless nodes which cooperatively establish communication, without use of fixed infrastructure or centralized administration. It has gained tremendous attention in recent years because of its wide applications in civilian and military areas, and its ability to provide connectivity without the need for a pre-existing infrastructure. An exemplary multi-hop wireless network is the wireless mesh network (a.k.a. the community wireless network) for providing broadband access [1] , [2] , [3] , [4] Although initial success has been reported, a number of performancerelated problems have also been identified. Excessive packet losses [5] , [6] , [7] , unpredictable channel behaviors [6] , [7] , inability to find stable and high-throughput paths [6] , [7] , throughput degradation due to intra-flow and inter-flow interferences [8] , [9] , [5] , and lack of incentives (and a pricing mechanism) to forward transit packets are among those most cited.
Because PHY/MAC attributes and environmental factors have a profound impact on higher-layer protocols [6] , [10] , the notion of cross-layer design and optimization has been proposed to optimize the overall performance of wireless networks. In spite of a large amount of theoretical research results that demonstrate the advantages of cross-layer design and optimization [11] , [12] , [13] , [14] , [15] , there has not been extensive device driver support that exports PHY/MAC characteristics via a set of rich, well-defined APIs and help realizing the notion of cross-layer design and optimization. Very often, research results on cross-layer design and optimization have been (in-)validated, via either analaytical reasoning bulit upon abstract models or simulations using oversimplified PHY/MAC models. For the few efforts that go beyond theoretical derivation and simulation [16] , [3] , [1] , [2] , [17] , the software (such as customized device drivers, address resolution modules, routing daemons, and name servers) is often implemented in an ad-hoc manner, lacks in structural modularity, and does not come with well-defined APIs for experimentation and performance tuning. An open, modular programming environment is crucial to the understanding of whether or not, and to what extent, the performance of wireless networks benefits from cross-layer design and optimization.
In this paper, we propose, in compliance with the guidelines given in [11] , [18] , the notion of a transparent device driver that is situated above (proprietary) device hardware. Central to the notion of transparent device driver is the unified cross-layer framework (UCF). UCF serves as the interface between lowlevel extension interfaces and cross-layer protocol modules. It allows a low-level extension interface to export certain PHY/MAC attributes and register event parameter handlers, and a cross-layer control module to subscribe events of interest and register callback functions (to be invoked in the case of event occurrence). Through UCF, exporting and dynamic control of PHY/MAC attributes at varying granularity (perpacket, per-connection, or permanently until reset) are enabled through well-defined APIs to facilitate cross-layer design and optimization. The APIs allows cross-layer control modules to specify (i) the desired transmission rate, (ii) the transmit power, (iii) the channel to use, (iv) whether or not an interrupt should be generated upon completion of frame transmission, and/or (v) the time instant at which the transmission is scheduled. The APIs also allows reporting of the following MAC/PHY characteristics: (i) the bitrate encoding, (ii) the channel upon which a frame is received, (iii) the time at which a frame is received, and (iv) the received signal strength.
To demonstrate the utilities of UCF, we have carried out several experiments and showed how various PHY/MAC characteristics, e.g., the transmit power, channel, and contention window size, may impact the overall performance under different scenarios.
The remainder of the paper is organized as follows. In Section II, we elaborate on how we design and implement the unified cross-layer framework. Following that, we present performance evaluation and empirical results in Section III-B. We summarize related work in Section IV. Finally, we conclude the paper in Section V.
II. UNIFIED CROSS-LAYER FRAMEWORK

A. Design Guidelines
The UCF is designed to provide the following features:
• Controlled transparency: The UCF provides a transparent and generic interface for higher-layer protocol modules to access, through well-defined APIs, a rich set of PHY/MAC attributes and functionalities in the device driver. Specifically, the following PHY/MAC attributes are available: (i) the transmit power level, (ii) the carrier sense threshold, (iii) the data rate, (iv) the receive signal strength index (RSSI), and (v) the channel on which a frame is transmitted/received, and (v) the time instant at which a frame is scheduled for transmission/receive.
(Note that to obtain the received signal strength, the driver has to instrument the HAL to query, upon receipt of a frame, the value of a specific hardware register.) Through an event subscription mechanism, higher-layer protocol modules can also receive timely update of the channel status, without directly inserting callback functions in various places of the device driver.
• Flexibility: The design philosophy of the UCF is to provide minimum but crucial functionalities that enable implementation of complicated cross-layer design/control algorithms. The event subscription mechanism is simple, elegant, and allows multiple higher-layer protocol modules to subscribe, and be alerted of, PHY/MAC events of interest. They can also register with the event subscription mechanism their callback functions, allowing adequate actions to be taken upon occurrence of the event of interest. Moreover, the UCF allows the time granularity at which PHY/MAC properties are controlled to be on a per-packet or per-connection basis, or permanently (i.e., until the property is reset).
• Easy Integration and Portability: An extension interface can register the PHY/MAC parameters it handles and the event it exports with the UCM. Multiple extension interfaces can be dynamically loaded. A upper-layer protocol module (e.g., a routing daemon) can be extended to subscribe events of interest (e.g., the frame reception status upon frame arrival), and realize cross-layer design/optimization by adequately gaining access to/control PHY/MAC parameters and being timely informed of important events. The cross-layer control scheme falls back to its normal operation if the required extension is not supported by the UCF. This ensures portability. Figure 1 shows the architecture of UCF. Four major components of UCF are described in the following:
B. Architecture and Major Components
• Extension-enabled protocol module (EEPM): A protocol module which exports a set of protocol-specific attributes and events in the form of extension specification. The specification serves as a service agreement between the protocol module and a higher-layer protocol module that uses it. To implement an extension, a protocol module implements the get/set handlers of the its protocol-specific parameter(s). It also defines events, provides the event information to the unified cross-layer manager (UCM), and notifies the manager upon occurrence of events.
• Cross-layer control module (CLCM): A cross-layer control module implements a cross-layer design/optimization algorithm. As a client to the UCM, it registers itself with the UCM in order to use the facilities provided by EEPM. Through a generic interface, a CLCM can read and write protocol-specific parameters exported by the driver. Also, it can subscribe to events of interest defined in an extension specification and provide the corresponding callback functions.
• Unified cross-layer manager (UCM): The UCM is the major component of the UCF. We will elaborate on its internals in Section II-C. Conceptually, it is responsible for (i) loading and unloading extensions, (ii) providing an API for cross-layer control modules to register events of interst and the associated callback functions; (iii) allowing control modules to set/get PHY/MAC parameters via handlers registered by extensions; (iv) maintaining event definition and subscription, and (v) dispatching events to subscribing control modules.
• Syscall interface: For user-space programs to gain access to the UCF in the kernel, we introduce a syscall interface that serves as a "bridge" between the two entites. Each unified cross-layer API function exported is assigned an unique system call number. The syscall interface is responsible for: (i) translating a UCF-related system call and invoking the corresponding unified cross-layer function, and (ii) delivering events to the handler in the user space.
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C. Internals of Unified Cross-layer Manager
The UCM maintains (i) the definition record of all the supported events in an event definition tree; and (ii) the list of subscribers of each event. To provide access to one parameter (or one set of parameters), an EEPM registers one getter function and one setter function with the UCM via RegisterSetHandler() and RegisterGetHandler(). A CLCM (un-)subscribes to an event with a callback function by calling AddEventHandler() (RemoveEventHandler()). An EEPM generates and delivers an event to the UCM (and subsequently CLCMs that are subscribed to the event) by calling TriggerEvent(). What differentiates UCF from ioctl-like functions is that it also supports dynamic and fine-grained access to objects that are usually not accessible through ioctl() calls. The lifespan of these objects is usually shorter and associated with some events. Often, one event indicates creation of an object, another indicates its termination, while some other events might indicates change of the state of the object. These events all include an identification of the object, which can be used in the parameter access function to specify the object. For example, in the 802.11 wireless extension, a neighbor is a data structure associated with each direct neighbor of a node. The neighbor object is created when a new neighbor node is detected and destroyed when the node moves away or leaves the network. A cross-layer control module can use SetExtParam() and GetExtParam() to specify the properties associated with that particular neighbor.
2) How Events Are Defined and Managed: An event in the framework triggers certain extension-specific state change. The state change may result from a hardware interrupt, a timer timeout, or a function call from upper layers. Each extension specification defines a number of events. In the UCF, events are organized using a MIB-style naming scheme, in which an event name consists of a list of words, connected by dots. All events supported in the UCF (which may come from different extensions) are organized in an internal data structure called the event definition tree. The UCF provides functions CreateEventNode(), RemoveEventNode(), and LookupEventNode() to create, remove, and lookup event For a cross-layer module to actually receive any event, it must subscribe to the its interested events. API functions AddEventHandler() and RemoveEventHandler() are provided to allow an extension interface to register/cancel an event handler for a particular event. Internally UCM maintains a subscriber list for every leaf node in the event definition tree to keep track of subscribers and maintain pointers to their event handlers. Figure 2 shows the internals of the UCM and the data paths of the two event delivery mechanisms. Synchronous events are delivered directly to the subscribing modules using the original thread which calls TriggerEvent(). As many of the events are triggered by interrupts, TriggerEvent() is likely to be invoked by an interrupt handler. This implies that the event handler for a synchronous event must complete within a short time to ensure that it will not degrade the system performance. Asynchronous events, on the other hand, are buffered in event queues before being delivered by the dispatcher thread. Again, because TriggerEvent() is likely to be invoked by an interrupt handler and it is not performance-efficient to deliver events inside the context of interrupt handlers, we split the task into event creation and event delivery. The TriggerEvent() function only creates and puts the event into event queue. A separate kernel thread is created for the dispatcher. The dispatcher thread constantly monitors the event queue and is awakened only when there is a new event. In this manner, the overhead incurred in interrupt handlers is greatly reduced.
3) How Events Are Delivered:
4) Accessing PHY/MAC Parameters From the User Space:
One design goal of the UCF is to provide unified access to PHY/MAC parameters, no matter in which layer the crosslayer control module resides. In many cases, programs in the user space (e.g., routing daemons) can benefit from utilizing the cross-layer PHY/MAC information. Because most driver modules reside in the kernel space where user-space programs cannot access, a mechanism is required for user-space programs to gain access to or control PHY/MAC parameters. In our framework, new system calls are added into the system call table of the operating system. User programs can therefore access extensions through syscall().
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RegisterGetHandler() UnregisterGetHandler()
Register or unregister a get handler to the unified cross-layer manager.
Access to extension parameters
GetExtParam()
Get the value of an extension parameter by invoking the registered get handler.
SetExtParam()
Set the value of an extension parameter by invoking the registered set handler.
Event definition and lookup
CreateEventNode() RemoveEventNode() Define or remove an event definition in the event definition tree.
LookupEventNode()
Look up an event definition by its name and return the pointer of the event definition node. Event subscription and delivery
TriggerEvent()
Generate an event and deliver it to the subscribers.
AddEventHandler() RemoveEventHandler()
Subscribe to an event with a callback handler function. 
III. IMPLEMENTATION AND EVALUATION
A. Implementation
We implement UCF on a development branch of NetBSD 4.0. The whole UCF framework is implemented as a loadable kernel module (LKM) which can be loaded or unloaded dynamically. We also modify the Atheros driver extensively to support a full set of 802.11 MAC/PHY parameters and events (not listed due to space limit). Our customized NetBSD distribution is based on CUWiN 0.7.0 [1] . The customized NetBSD distribution is deployed to a 20-node testbed consisting of Soekris Net4526 (with 64MB RAM and 64MB flash) and Soekris Net4801 (128MB RAM and 256MB flash)embedded systems. Each wireless node is equipped with two Wistron CM9 MiniPCI cards.
B. Performance Evaluation
In this section we evaluate UCF by measuring its performance and showcase a few cross-layer modules implemented in UCF.
1) Micro-Benchmarks: To understand how much overhead is introduced by the event notification mechanism of UCF, we benchmark the packet transmission function of Atheros driver with CLCMs subscribing to different events. For each packet transmission, we breakdown the processing task in device driver into 3 stages: (i) pre-DMA (direct memory access) processing, such as filling hardware-dependent frame descriptor and (ii) setup of DMA descriptors and enqueuing to hardware transmission queue, and (iii) cleanup of DMA descritpors. In this experiment, 3 cross-layer modules subscribe to no event, TxStatus, and both TxStatus and TxQuery events, respectively. The results are shown in Figure 3 . It can be seen that TxStatus event incurs more overhead in the DMA cleanup stage, while TxQuery event incurs more overhead in the DMA setup and hardware queue enqueuing stage.
2) Synchronous v.s. Asynchronous: In this experiment, we run ping tests on two nodes to study the effect of different event delivery methods (synchronous or asynchronous) on system performance. The receiver node runs a cross-layer module which simulates a computationally intensive procedure by running a delay loop to delay a fixed amount of time (5ms). The cross-layer module subscribes to a "frame-received" event using either synchronous mode or asynchronous mode. We vary the intervals between two consecutive ping request packets on the sender and measure the packet loss rate and average round-trip time. The results are shown in Figure 4 and Figure  5 .
In Figure 4 we see that in synchronous mode, when the ping interval approaches the processing delay of one packet (5ms), CPU is locked up in the interrupt handler most of time and cannot process interrupts fast enough, therefore causing packet losses when the hardware receiving buffer is overflowed. On the other hand in asynchronous mode, incoming packets are still processed and delivered to the network stack to return the ping reply packets even though the system spends most of time running the time-consuming cross-layer module. This is because the hardware interrupt handler and network stack handlers have higher priority than the cross-layer module. The results confirms that the ad-hoc way of implementing crosslayer module can incur unnecessary performance degradation. UCF indeed provides more flexibility and control for protocol designers to design and implement cross-layer schemes.
3) Rate and Power Control Schemes: In this section we show the performance evaluation results of the 3 cross-layer rate adaptation schemes. The topology contains two pairs of sender and receiver nodes and is shown in Figure 6 (a). The sender and receiver of each pair are placed close to each other while the two pairs are separated by 3.5m. To show the influence of different rates and power levels within such a small area, we unplug the antennas of the nodes and only put antenna cables on them. In each run of the experiment, both senders send data to their receivers simultaneously for 10 seconds. We measure the aggregated UDP throughput of the two pairs. The offered load is 10Mbps which saturates the link (10Mbps for 802.11b). We repeat the experiments three times for every rate/power control scheme.
Since the two pairs are within each other's interference range under the maximum power control, there will be poor spatial reuse by using the maximum power. By applying power control, we can improve spatial reuse and boost the aggregated throughput. Also, since the channel condition is time-varying, the best data rate to use should also be timevarying. Figure 6 setups:
• separate: sum of the individual throughputs of the two flows and is therefore the maximum achievable throughput.
• default: aggregate throughput when each node uses the default fixed data rate and power.
• power: each node uses a power control similar to PARF, but without the rate adapation.
• rate: each node uses ARF (Auto Rate Fallback) [19] .
• joint: each node uses PARF (Power-controlled Auto Rate Fallback) [20] .
We find that both the rate control module and the power control module achieve better throughput than the default (fixed) scheme. Further, the joint rate/power control module can offer even higher throughput since it improves both spatial reuse and robustness against temporary bad channel conditions. IV. RELATED WORK The IEEE802.11 standard defines a layer management interface, which allows a layer-independent management entity to gather information from MAC and PHY layer and to set the values of layer-dependent parameters. While this abstract interface can be seen as a subset of the UCF API, our framework extends this interface and provides more functionalities and considers practical operating system issues such as the context switching, locking issues, latencies and event buffering.
The notion of soft MAC has been explored in [21] . SoftMac is an extension to the Madwifi driver for the Atheros 802.11a/b/g networking cards that provides the following controls over the MAC layer: (i) overriding 802.11 MPDU frame format; (ii) eliminating automatic ACK and retransmission; (iii) eliminating RTS/CTS exchange; (iv) eliminating virtual carrier sense (NAV); and (v) controlling PHY clear channel assessment (CCA) and transmission backoff. Inspired by this work, we extend the notion of soft MAC to allow tuning a complete suite of PHY/MAC characteristics for cross-layer design and optimization: transmit power, channels, data rates, and frame transmission schedule.
Most operating systems have support for 802.11 devices. In Linux, the Linux Wireless Extension defines a common set of APIs for 802.11 device drivers to support. Similarly on Windows systems, Network Driver Interface Specification (NDIS) of 802.11 WLAN drivers defines a set of configuration and indication objects for 802.11 device drivers. These OS support of 802.11 focuses on configuration of 802.11 devices but does not consider the issues with cross-layer designs such as latencies and priorities. UCF, on the other hand, enables fine-grained control of the tradeoff between event latency and performance overhead. Though our current implementation of UCF is on NetBSD, it can be ported to Linux on top of the Linux Wireless Extension. NS-Miracle [22] is a ns2 library that provides a mean for cross-layer modules to communicate with each other. Conceptually similar to UCF, NS-Miracle emphasizes the importance of a standard mechanism for cross-layer messaging. However, NS-Miracle is only a simulation library while UCF is implemented on a real system that deals with all the complicated kernel programming issues: interrupt handling, locking, memory management, and DMA. UCF greatly lightens the burden of protocol designers to implement and evaluate their crosslayer protocols on a real testbed.
V. CONCLUSION AND FUTURE WORK
In this work we present UCF as a generic framework to facilitate interactions between cross-layer components. UCF lightens the burden of protocol designers by hiding low-level OS programming details. UCF also enables prioritization between cross-layer components so that each layer can maintain a feedback loop at its own timescale. For future work we plan to port UCF to Linux and other wireless drivers to attract more users and thus ease collaborations among the wireless research community.
