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Abstract 
Issues of feasibility, stability and performance are considered for a finite horizon formulation 
of receding horizon control (RHC) for linear systems under mixed linear state and control 
constraints. It is shown that for a sufficiently long horizon, a receding horizon policy will 
remain feasible and result in stability, even when no end constraint is imposed. In addition, off- 
line finite horizon calculations can be used to determine not only a stabilizing horizon length, 
but guaranteed performance bounds for the receding horizon policy. These calculations are 
demonstrated on two examples. 
Keywords: predictive control, optimal control, linear systems. 
1 Introduction 
Receding horizon control (RHC), also known as model predictive control (MPC), is a discrete- 
time technique in which the control action is obtained by repeatedly solving on-line open loop 
optimization problems at each time step. The flexibility of this type of implementation has been 
useful in addressing various implementation issues that traditionally have been problematic. 
The ability to incorporate input and state constraints in optimal control design is arguably 
the most difficult, and yet one of the most important issues in control. Typically, constraints 
come in two different forms. Hard constraints (or saturation of the control input) are the most 
commonly encountered constraint and occur in numerous physical systems and situations due to 
actuator rate and amplitude saturation. So called soft constraints (constraints on the outputs of a 
system) on the other hand, are often imposed due to safety and/or performance considerations. In 
some circumstances, it may even be desirable to impose mixed constraints which relate inputs and 
outputs by incorporating them into a single constraint. 
From a practical viewpoint, an attractive feature of RHC is its ability to naturally and explicitly 
handle both multivariable input and output constraints by direct incorporation into the optimiza- 
tion. RHC strategy was first exploited and successfully employed on linear plants, especially in the 
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process industries [12, 41, where relatively slow sample times made extensive on-line intersample 
computation feasible. 
Unfortunately, theoretical aspects associated with stability and performance properties of RHC 
have proven troublesome. Even when no constraints are present, stability and performance analysis 
of receding horizon implementations can be quite involved [7, 8, 2, 31. The addition of end con- 
straints (a constraint that the state be zero at the end of the output horizon) can be used to greatly 
simplify the analysis, but the addition of these constraints usually lacks justification or physical 
motivation. 
When constraints are included in the problem, not only do stability and performance become 
more difficult, but feasibility emerges as a critical issue. An RH policy may lead to states from 
which the constraints are infeasible over the infinite horizon. End constraints and infinite horizon 
formulations may once again again be used to skirt many of these issues [lo, 51. 
In this paper we present a theory for stability and performance analysis of finite horizon based 
receding horizon control for linear systems and quadratic costs subject to mixed linear state and 
control constraints. Our results require no additional constraints (such as end constraints) and 
represent important theoretical inroads into understanding issues of feasibility, stability and per- 
formance in receding horizon implementations. This theory is balanced by presenting off-line finite 
horizon computational schemes for certain classes of systems which are used to provide guarantees 
of stability and performance for constrained RH policies. Two examples are used to demonstrate 
these computations. 
2 Constrained Linear Quadratic Optimal Control 
Consider a discrete-time linear system subject to mixed linear state and control constraints: 
x ( k + l )  = Az(k)+Bu(k), x(O)=xo, 
subject to: Ez(k) + Fu(k) 5 G 
where x(k) E IR" and u(k) E IRm denote the state and control, respectively. The constraints are 
written in vector form with $J E W, E E lRPXn and F E IRpxm. A popular design paradigm for 
linear time-invariant systems is linear-quadratic (LQ) optimal control [6]. The LQ optimal control 
problem may be posed in either an infinite or finite horizon framework. 
Infinite Horizon Formulation 
The infinite horizon LQ problem is formulated as follows. Minimize the infinite horizon cost: 
subject to the system dynamics (I),  and constraint (2). When it is impossible to satisfy the 
constraints (2) over the infinite horizon from the initial state xo, we will resort to the convention 
of defining J(xo) = m. 
Finite Horizon Formulation 
The corresponding finite horizon problem is defined by the objective function: 
xT (N) POX(N) + (xT (k)&x(k) + uT (k) ~ u ( k ) )  
k=O 1 
subject to the system dynamics (I), and constraint (2). Similar to the infinite horizon case, we 
define JN(xO) = oo when the constraints are infeasible over the horizon length N .  
Receding Horizon Formulation: Problem Setup 
A receding horizon implementation is typically formulated by introducing the following open-loop 
optimization problem. 
P- 1 m-1 
J ( 0 )  = inf + x T ( i ) ~ x ( i )  + uT(i)Ru(i) 
4.1 i=o i=o I 
subject to: E x + F u < +  (6) 
(p 2 m) where p denotes the length of the prediction horizon, and m denotes the length of the 
control horizon. (When p = oo, we refer to this as the infinite horizon problem, and similarly, when 
p is finite, we refer to it as a finite horizon problem.) 
Let Z L ; ~ , ~ ) ( ~ ) ,  i = 0,.  . - ,m - 1 be the minimizing control sequence for J(p,m)(x(k)). A receding 
horizon policy proceeds by implementing only the first control I?(,,,) (x(k)) = u',,_) (0) to obtain 
x(k + 1) = Ax(k) + BU;~ ,~ ) (O) .  The rest of the control sequence u* is discarded and x(k + 1) is (p,m) 
used to update the optimization problem (5) as a new initial condition. This process is repeated, 
each time using only the first control action to obtain a new initial condition, then shifting the cost 
ahead one time step and repeating, hence the name receding horizon control. 
In particular, if we consider the case p = m = N ,  then J(p,m) = JN as defined in (4). This finite 
horizon based RH policy can then be simply characterized as: 
GN(x(k)) = arg min {zT (k)&x(k) + uTRu + Jsl (Ax(k) + BU)) 
U (7) 
subject to: Ex(k) + F u  I $J 
For the remainder of this paper, we assume that p = m = N.  
3 Assumptions and Notation 
We make the following assumptions concerning the constrained optimal control problem: 
(i) Q > 0, R > 0, This implies A] observable. 
(ii) [A,B] controllable. 
(iii) Po = Q. This implies that JN is monotonically non-decreasing. 
(iv) There exists a neighborhood of the origin which is feasible for deadbeat and the unconstrained 
optimal control. 
Note that due to  the convexity of the constraints and the cost, the infinite horizon cost J (x )  will 
also be convex and hence continuous on the set of points where J is finite. 
The following notation will be used throughout: 
For any set W, let T& denote its interior, w its closure, and WC its complement. Given two 
sets W and V, W - V is defined as W - V = W n VC. 
Let Sp denote the p sub-level set of the optimal infinite horizon cost J ( x )  i.e.: 
Finally, we introduce the following definition: 
Definition 3.1 A set W is said to be RH N-invariant i f  W is an invariant set under the closed-loop 
system using the RH controller of horizon length N i.e. W is RH N-invariant i f l  
4 Feasibility and Constraints 
Due to the use of a finite horizon, feasibility of the infinite horizon problem can become a serious 
concern in the implementation of RH policies. Finite receding horizon policies may drive the state 
into regions of state space from which the infinite horizon optimal control problem is unsolvable. 
There can be no solution in two fundamental ways. The first is that there may not even exist 
a feasible control and state trajectory that can satisfy the constraints over the infinite horizon. 
The second is that feasible control actions may exist for all time, but cannot stabilize the system, 
resulting in an infinite value of the infinite horizon cost. 
The goal of this section is to classify the region from which the constrained optimal control 
problem is solvable, and then show that under an appropriately chosen horizon, RH policies always 
remain in this feasible region. Thus it will be demonstrated that RH policies can effectively deal 
with issues of feasibility without unnecessary end constraints, provided horizons are chosen properly. 
4.1 I,: The feasible region 
We begin with a characterization of the set of points from which the optimal infinite horizon cost is 
finite. The optimal control problem will be well defined (i.e. the infinite horizon cost will be finite) 
only if initial conditions in this set. 8re cnnsidered. 
The feasible region can be characterized by the following "backward" recursion. Beginning from the 
origin, the set of points that can reach the origin from a single step while satisfying the constraints 
are classified. Next, we consider the set of points that may reach the previous set in a single step. 
This process is carried out ad infinitum as given below: 
1. Let I. = (0) 
2. Take Ik+l to be 
Ik+l = {x : %I, Ex + FU 5 $, AX + BU E Ik) 
Define: 
Theorem 4.1 Assume [A, B] controllable, then x E I, (J J (x )  < 00. 
Proof 
Assume x E I,, then 3k such that x E Ik .  Hence, by the construction of the sets Ik, this means 
that there exists a sequence of k controls ii(O), ..., G(k) such that this control sequence will bring 
the state to zero at  x(lc + 1) = 0. Hence, we have 
J (x )  9 2 xT (i) &x(i) + i ~ ( i ) ~  ~ i i ( i )  < m 
Now assume x 51 I,. Since [A, B] is controllable, for n equal to the size of the state and from any 
point in a small enough neighborhood of the origin, we may perform dead-beat control (unsaturated, 
Assumption (iv)), that will take the state to the origin. Hence In contains a neighborhood of the 
origin. Now, since x 51 I,, then no sequence of controls exists such that the state will ever enter 
In.  Hence for all k, the state x(k) lies outside a neighborhood of the origin. Let 6 be the minimum 
of x T ~ x  outside of this neighborhood. Since 6 > 0, we have that 
4.2 Feasibility 
While I, classifies the region from which the optimal control problem has a finite solution, the 
question still remains as to whether a RH policy can prevent the state from leaving the feasible set 
I,. The answer to this question is provided in this section by demonstrating that the sub-level 
sets of J ( x )  are RH N-invariant (Defn. 3.1). 
Before presenting the feasibility theorem, we establish three preliminary results. The first states 
that the set of initial conditinxs over which a=y finite horizm pr~blem is feasib!e is a closed set. 
Lemma 4.1 For any finite horizon length N ,  the constraints (2) define a closed set of initial 
conditions in state space. 
Proof Over the horizon length N ,  the constraints can be written as: 
which clearly defines a closed set. I 
The next two lemmas concern where the state can lie after a single step in a RH policy. The 
first shows that it must lie in a bounded set, while the second establishes that for a long enough 
horizon length, it must lie in the feasible set I,. 
Definition 4.1 W = {x : xT&x 5 ,u) 
Note that W is a compact set that contains Sp. 
Lemma 4.2 x(k) E Sp + x(k + 1) E W under an RH policy of any horizon length N. 
Proof Note that without loss of generality, we may assume x(k) = x(0). So for x(0) E Sp, we 
have the following chain of inequalities: 
which implies that x(1) E W. 
Lemma 4.3 There exists a finite horizon length N such that for x(k) E Sp, x(k + 1) E I,. 
Proof This Lemma is a simple consequence of the arguments involved in the proof of Theorem 
4.1. We recall that for x(0) $Z I,, there exists a neighborhood of the origin which the state may 
never enter (cf. Theorem 4.1). Outside of this neighborhood, the minimum of xT&2 is 6 > 0. Then 
clearly for x @ I,, we have the following lower bound: JN(x) 2 N6. Now, by merely choosing N 
such that (N - l)S > p, then it is clear that for x(0) E Sp, then x(1) E I,, otherwise we have the 
contradiction: 
p > J N ( X ( ~ ) )  2 JN-l(x(1)) > ( N  - 1)6 > p 
Now we present the main feasibility theorem. 
Theorem 4.2 Let p > 0 be fixed and consider the p sub-level set of J (x) ,  (i.e., Sp). Then there 
exists an N' such that for any N > N', Sp is RH N-invariant. 
Proof The proof is divided into two steps. The first establishes that there exists a neighborhood 
of the origin from which any state in this neighborhood will not leave Sp by the next step. By 
"removing" the origin in this fashion, a positive lower bound for xT&x can be obtained for the rest 
of Sp. This lower bound is used in the second portion of the proof, which relies on the compactness 
of the set W (Defn. 4.1) and argues by contradiction to prove the result. 
Step 1 First we show that there exists a smaller sub-level set contained in Sp, which we will denote 
Sp with ,6 < p such that if x(0) E SP, then x(1) E Sp. In other words, if the state is in Sp, then 
there is no possibility of it leaving Sp on the next step (see Figure 1). 
Let p be the largest number such that 
To show that x(0) E Sp * x(1) E S, we note that for x(0) E Sp: 
From the definition of this implies x(1) E S,. 
Figure 1: Step 1 of feasibility proof 
Step 2 We are left to consider x(0) E S, - Sp and prove that a sufficiently long horizon length will 
render Sp RH N-invariant. The proof of this proceeds by contradiction. 
Assume that for every n,  there exists a horizon length N, > n and an x,(0) E S, - Sp such 
that x,(l) = Ax,(O) + BGN, (x,(O)) $! S,, (i.e. x,(l) E W - S,,). For notational convenience, 
call x, = x,(l). Then x, is a sequence in the compact set W. Therefore, x, has a convergent 
subsequence xr, -+ x, (See Figure 2). 
Note the following properties of x, 
J(x,) >_ p: Since either J(x,) = lim J(xk)  or x, $! I, so J(x,) = oo (Recall from Lemma 
4.3 that for some k > K large enough, all the xr, lie in I, and hence have well defined infinite 
horizon costs J(xk)).  
There exists an N such that oo > JN(x,) > p - i. For assume it is not true. Then either 
1. JN(x,) < p - $ for all N ,  in which case J(x,) < p - which is not possible, or 
Figure 2: Step 2 of feasibility proof 
2. There exists a finite N where x ,  is not feasible for JN. Then by Lemma 4.1 which says 
that the constraints define a closed set of initial conditions over any finite horizon N ,  
we have x ,  is not in this closed set. Hence there exists an open neighborhood of x ,  
which is not feasible for horizon lengths greater than or equal to N .  This implies that 
xk f )  xm which is also a contradiction. 
In particular, if we take E to be 
c =  min x T ~ x > O  
0 
xES,-Sp 
then there exists an N such that 
E 
m > J N ( ~ , )  t P -  p 
By the continuity of JN,  we can choose k large enough so that Nk > N and 
Recalling that xk = xk (1) = Axk(0) + BGNk (xk (0) ) ,  and that xk(0) E SF, we have the following: 
which is a contradiction. This proves the theorem. 
Apart from being an important result in its own right, the previous theorem is a critical step 
toward the goal of establishing the stability of RH policies, which will be explored in the next 
section. 
5 Stability and Performance 
In this section, the main result concerning the stability of constrained finite RH LQ policies is 
proven. Furthermore, it is shown that this naturally leads to a derivation of performance bounds 
which determine the amount by which the RH policy exceed the optimal infinite horizon cost. 
Before presenting these theorems we need to establish and recall some preliminary results. 
5.1 Preliminaries 
For a brief review of some of the concepts from real analysis that will be used here, see Appendix 
A. Recall the following theorem from real analysis [13]. It will play a key role in the proof of the 
main stability result: 
Theorem 5.1 (Dini): Let c p ~  be a sequence of upper semi-continuous real-valued functions on a 
compact space X ,  and suppose that for each x E X the sequence cpN(x) decreases monotonically to 
zero. Then c p ~  converges to zero uniformly. 
Proof Appendix A I 
It is also necessary to establish the following lemma related to the continuity and convergence 
properties of the finite and infinite horizon costs. 
Lemma 5.1 Let I be a subset of I ,  (c.f. Section 4.1). Define cpN(z) = J(xL,z(x), Vz  # 0 E I, 
and cpN (0)  = &x,ocpN ( x ) .  Then c p ~  is a sequence of upper semi-continuous functions on Sp that 
converge pointwise and monotonically to zero. 
Proof Each c p ~  is upper-semi continuous by definition. To prove that limx,ocpN(x) = 0. By 
assumption (c.f. (iv) section 3),  in a small enough neighborhood of the origin the constraints will 
not be active. Hence J ( x )  = xTpx ,  and JN(x )  = xTpNx where P is the solution to the algebraic 
Riccati equation and PN solves the Riccati difference equation [I, 61. So 
Since PN -+ P from standard LQ theory. I 
We also define cpo = for x # 0, and cpo(0) = ~ 2 + 0 c p 0 ( 2 ) .  Clearly, this function is also 
upper semi-continuous o;?. 
We are now ready to prove the main stability result. 
5.2 Stability 
The following theorem states that given a compact set of initial conditions, there exists a single 
horizon length which will stabilize every initial condition using a finite RH policy. 
Theorem 5.2 Let I be a compact subset of Ir,. Then there exists an N* such that for N 2 N*, the 
receding horizon policy is stabilizing for any initial condition in  I ,  and JN* serves as a Lyapunov 
function. 
Proof Define p = m a x , ~ ~  J ( x ) .  Once again let S, denote the p sub-level set of J ( x ) .  We only 
consider N 2 N' where N' is as given in Theorem 4.2. Hence, we know that S, is RH n-invariant. 
The idea is to use JN as a Lyapunov function. We have the following relationship where u ( k )  = 
G N ( x ( k ) )  is the RHC: 
If the right hand side of (3) can be made positive, then J N ( x ( k ) )  > JN ( x ( k  + 1 ) )  and JN is a 
Lyapunov function. 
Consider the functions c p ~  as defined in Lemma 5.1. These functions satisfy the assumptions of 
Dini's Theorem on the compact set S,. Hence, the c p ~  converge uniformly to zero on S,. 
This implies that for every E > 0, there exists an N* such that for N > N*: 
writing this out more explicitly gives: 
Now we also know that 
J N + ~ ( Z )  - J N ( X )  I J ( x )  - J x ( x )  < E Z ~ Q Z  < EJ~J(s) 
This means that for any N >_ N*, we have: 
Since the function cpo(x) is an upper semi-continuous function on a compact set S,, then it 
achieves its maximum. For notational purposes, denote this maximum by p-l, i.e.: For any N,  we 
have that 
which implies the following inequality: 
Now that we have established both (10) and ( l l ) ,  we are able to prove that for N large enough, 
JN is a Lyapunov function. Let u ( k )  be the RH policy, then: 
- J N ( x ( ~  + 1) )  
€ 
= xT ( k )  Q X  ( k )  + uT ( k )  RU ( k )  - - JN ( X  ( k  + 1) )  I + €  
€ 
> xT ( k )  Q X  ( k )  - - JN ( X  ( k  + 1 ) )  I + €  
Rearranging terms gives: 
(1  + € ) ( I  - P )  J N ( x ( ~ ) )  1 J N ( x ( ~  + 1) )  
Now since we can make E as small as we like, and 0 < p  < 1, choose N* large enough so that: 
This shows that JN* ( x )  is a Lyapunov function. I 
To develop computational schemes later, it will be useful to use parameters that do not rely on 
the optimal infinite horizon cost since in general it is unknown and uncomputable. Motivated by 
this, we define the following quantities and follow a presentation similar to that in [9]. 
Define 
ON = min { a  : ~ J N  ( x )  > JN+1 ( x ) ,  'dx E Sp) 
For N larger than N* in Theorem 5.2, we note that 
and that a~ + 1  as N +  co. 
We also define 
p~ = max ( P  : xTQx 1 pJN(x ) ,  V x  E Sp} . 
In general we have p ~  > p, where p is as in Theorem 5.2. 
A sufficient condition for stability can be stated as: 
Theorem 5.3 Let N 1 N' in Thm. 4.2 be such that 
then the receding horizon policy i i ~ ( . )  is stabilizing, and JN( . )  is a Lyapunov function for the 
closed-loop system with 
5.3 Performance 
The above results lead easily to the following performance result which parallels those in [l l]  and 
PI. 
Theorem 5.4 Let N and y~ be as in Theorem 5.3. Denote the infinite horizon performance using 
the receding horizon policy u(k) = iiN(x(k)) by: 
Then a bound for the infinite-horizon performance is given by: 
where 
Proof: Bounding the cost term-by-term gives the following. First, 
Similarly, 
By a summation of corresponding bounds on xT(k)Qx(k) + u T ( k ) ~ u ( k )  we obtain the following: 
I 
Note that PN bounds the amount by which the infinite horizon cost of the receding horizon policy 
(JcN) may exceed the optimal infinite horizon cost (J). This is only true because the finite horizon 
costs JN are non-decreasing as N increases. For choices of terminal weight other than Po = Q, this 
may not be the case, and the equivalent of the above result provides only an upper bound for the 
cost Jc, (See Thm. B.3). 
As in the linear unconstrained case [9], rather than using a N  and p~ to define YN, which 
effectively determines a sufficient condition for JN to be a Lyapunov function (yN < 1, cf. Thm. 
5.3), one may directly check whether JN is a Lyapunov function by defining the parameter: 
If cN is less than one for N > N' in Thm. 4.2, then JN is a Lyapunov function and stability 
is guaranteed. Additionally, by substituting 5 for y in Thm. 5.4, it may be used to guarantee 
performance as well. Note that using [ is always less conservative than using y. This will be clearly 
demonstrated in the examples. 
5.4 End constraints and rnonotonicity 
End constraints that require the state to be zero at the end of the output horizon are a common as- 
sumption in the analysis of RH policies [7, 8, 10, 51. These constraints result in great simplifications 
of the above arguments. 
If end constraints are feasible at x(k), then feasibility is automatically guaranteed for x(k + 1) 
since the control sequence for x (k) drives the state to the origin and passes through x(k + 1). Hence 
feasibility is rendered a non-issue. 
Stability also becomes trivial. Following the idea in the proof of Thm 5.2 of using JN as a 
Lyapunov function, the right hand side of equation (9) is trivially positive once one notes that end 
constraints imply that the finite horizon costs JN are monotonically non-increasing in N. The 
argument is based on the fact that the optimal sequence of controls for JN(x(0)) is a feasible 
sequence for JN+l(x(0)) by adding a zero final control. In fact, it is immediate that JN is a 
Lyapunov function for any scheme which produces monotonically non-increasing finite horizon 
costs. Additionally, JN serves as an upper bound for the infinite horizon cost of the RH policy. 
For a more detailed explanation of the connections between end constraints, monotonicity, stability 
and performance bounds, see [9]. 
End constraints represent one extreme of the choice of possible terminal weights Po that can be 
used in RH formulations (c.f. eqn. 5 with Po = 00). We have only considered the terminal weight 
Po = Q. It should be mentioned that simple modifications of the above results hold for arbitrary 
positive definite Po between Q and oo. This extension is dealt with in Appendix B. 
6 Computational Schemes 
6.1 Stable plants with control saturation constraints 
Consider the following stable system: 
x = A x + B u  
subject to a saturation constraint on the control: 
The first property we note is that for saturation constraints, the control u = 0 is always feasible. 
This means that the finite horizon costs, JN(x) are defined for all x and every N. 
An additional property of stable systems that can be used to our advantage is that by using no 
control action, an upper bound for the constrained cost is obtained. 
We outline a computational scheme below. Let I be an admissible set of initial conditions: 
1. Calculate the uncontrolled cost (u = 0) by solving the Lyapunov equation: 
The infinite horizon uncontrolled cost is given by xTpx. 
2. Calculate 
p = maxxTpx 
xEI 
Define the set: 
W = {x : xTpx 5 ,u} 
3. Solve the optimization problems: 
QN = max JN+l (4 
JN (2) 
and 
xTQx 
PN = min -
JN (2) 
CN = max JN (41) )  
JN ( ~ ( 0 ) )  
Note that each evaluation of JN(x) requires the solution of a quadratic program. 
4. Check the condition in Thm. 5.3 (either using y~ or CN). If it is satisfied, then stability is 
guaranteed for every initial condition in I. (Note that this is true because the p sublevel set 
of JN is RH n-invariant and contained completely in W.) 
5. Performance results from Thm 5.4 are then applicable and can be calculated. 
Note that the optimization problems required to calculate QN, p~ and CN are in general difficult 
nonconvex optimization problems and no guarantee of a global optimum is possible. However, 
stability can only be guaranteed when a global optimum is found. Hence, the results obtained by 
the above scheme are only as valid as one's confidence in the solutions to the optimization problems 
in Step 3. With this caveat, we shall continue to use the term LLguarantee" in a loose sense when 
referri~g to results obtained in the above miziiiiei;. 
6.2 State constraints which bound a feasible region 
Computation is also possible when the constraints possess the property of bounding a feasible 
region of state space. Call this region W. The constraints then ensure that the trajectory remains 
feasible for all time (since it remains in W C I,). A computational scheme then proceeds by 
implementing steps 3, 4 and 5 given above. Note that in this situation, no requirement of a stable 
plant is necessary. 
7 Examples 
Two examples are presented which demonstrate the computational schemes described previously. 
7.1 Example 1: An open-loop stable system 
Consider the following stable dynamics taken from [lo] : 
subject to the saturation constraint: 
lul I $ 
We choose: 
and the set of initial conditions is taken to be: 
Three different levels of control saturation are considered: $ = 1, $ = 0.5, and $ = 0.1. 
Following the procedure outlined in the previous section, the relevant parameters are tabulated 
in Tables 1, 2 and 3. Specifically, a ~ ,  PN and CN were calculated using the nonlinear programming 
software NPSOL according to the optimization problems setup in step 3 of the previous section. 
For reference, parameters for the unconstrained system (uncon.) are also tabulated. 
Recall that either y~ < 1 or CN < 1 determines a sufficient condition for stability. As expected, 
as the constraint is tightened, both stability parameters y~ and CN increase (Table 1). Considering 
the results using y ~ ,  when no constraint is present, a horizon of 2 is sufficient for guaranteed 
stability. As the constraint is tightened from $ = 1 to $ = 0.1, the sufficient horizon length shifts 
from 4 to 5. 
As in the unconstrained case, the parameter CN is a less conservative estimate of stability 
than y ~ .  In the unconstrained case, CN predicts a horizon of only N = 1 to guarantee stability. 
Furthermore, we find that for all three levels of saturation ($ = 1, 0.5, 0.1) CN is less that 1 for 
N = 3, implying stability. 
Table 1: Example 1: Stability parameters y~ and CN 
The performance bound PN,  given by1: 
- 
which bounds the infinite horizon cost of the RH policy (Jc,) from the optimal infinite horizon 
cost (J) by: 
JN(x) I J(x) I JcN (x) I P JN (x) 
'When using CN we denote it by P& = (1 + (*) &-) 
15 
- 
1 1  
Stability: CN 
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Stability: 7~ 
uncon. 
0.6862 
0.4678 
0.4683 
. 0.4641 
0.4634 
0.4634 
0.4634 
0.4634 
0.4634 
0.4634 
lul 5 .5 
1.7588 
1.1925 
0.9581 
0.9123 
0.9221 
0.9253 
0.9152 
0.9087 
0.9084 
0.9081 
1211 5 .1 
3.0490 
1.8928 
1.3411 
. 1.0902 
0.9707 
0.9508 
0.9543 
0.9464 
0.9327 
0.9243 
lul 5 1 
1.6604 
1.1222 
0.9224 
0.8954 
0.8999 
0.8961 
0.8914 
0.8911 
0.8909 
0.8909 
uncon. 
2.0000 
0.7990 
0.7165 
1 0.?109 
0.7077 
0.7073 
0.7072 
0.7072 
0.7072 
0.7072 
lul 5 .1 
1.8387 
1.2526 
0.9925 
0.9237 
0.9403 
0.9541 
0.9438 
0.9281 
0.9226 
0.9237 
lul I 1 
2.8082 
1.7054 
1.1710 
0.9457 
0.9025 
0.9035 
0.8972 
0.8924 
0.8922 
0.8920 
lul 5 .5 
2.9383 
1.8080 
1.2601 
1.0959 
0.9212 
0.9277 
0.9256 
0.9159 
0.9091 
0.9086 
Table 2: Example 1: Performance bounds P; and P& (using - y ~  and C N )  
(cf. Thm. 5.4) is presented in Table 2 
As the constraint is tightened, a clear degradation of the performance bound (PN) is revealed. 
Under y ~ ,  for the unconstrained problem, a horizon length of 3 is sufficient to guarantee per- 
formance within 5% of the optimal. This same level of guaranteed performance requires horizon 
lengths of 8, 9 and 10 for $ = 1, $ = 0.5, and $ = 0.1 respectively. 
Similar results are obtained using C N .  For the unconstrained problem, a horizon length of 3 
is sufficient to guarantee a performance within 5% of the optimal. This same level of guaranteed 
performance requires horizon lengths of 7, 9 and 10 for $ = 1, $ = 0.5, and $ = 0.1 respectively. 
The parameters QN and p~ are displayed in Table 3 for reference. These parameters are neces- 
sary to calculate 7~ and additionally, QN is needed in the performance bound PN in conjunction 
with both - y ~  and CN. It is interesting to note that QN actually does not decrease monotonically 
in N. 
- 
Table 3: Example 1: Parameters QN and p~ (used to calculate yN) 
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
- 
Performance: 
uncon. 
2.4581 
1.1067 
1.0136 
1.0047 
1.0006 
1.0000 
1.0000 
1.0000 
1.0000 
1.0000 
Performance: P; 
lul < 1 
- 
- 
3.9000 
1.5111 
1.1250 
1.1174 
1.0490 
1.0049 
1.0024 
1.0008 
lul < .1 
- 
- 
- 
- 
2.9469 
1.7092 
1.7720 
1.4744 
1.1672 
1.0353 
uncon. 
- 
1.4824 
1.0390 
1.0132 
1.0016 
1.0001 
1.0000 
1.0000 
1.0000 
1.0000 
lul 5 .5 
- 
- 
7.5798 
2.0670 
1.2253 
1.2974 
1.2137 
1.0858 
1.0109 
1.0059 
lul < . l  
- 
- 
43.9068 
2.8762 
1.9251 
1.7629 
1.6210 
1.3467 
1.1437 
1.0350 
lul 5 1 
- 
- 
- 
2.0392 
1.1288 
1.1274 
1.0520 
1.0050 
1.0025 
1.0008 
lu1 < .5 
- 
- 
- 
- 
1.2226 
1.3079 
1.2464 
1.0939 
1.0110 
1.0060 
Table 4: Example 2: Stability parameters y~ and CN 
7.2 Example 2: An open-loop unstable system 
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Consider the unstable system 
Stability: CN 
We impose the following output constraints: 
uncon. 
1.2799 
0.7746 
0.6581 
0.6415 
0.6420 
0.6420 
0.6419 
0.6419 
0.6419 
0.6419 
Stability: 7~ 
These constraints bound a feasible region (subset of I,) in state space and allow for calculations 
of QN and p~ over this region. Also, we take 
uncon. 
7.3815 
1.7319 
1.1808 
0.9668 
0.9230 
0.9195 
0.9194 
0.9191 
0.9191 
0.9191 
Calculations were repeated with the addition of the following mixed constraint: 
output 
1.2799 
0.7746 
0.6804 
0.6446 
0.6420 
0.6420 
0.6419 
0.6419 
0.6419 
0.6419 
Results are presented in Tables 4, 5 and 6. When only the output constraints (21) are imposed, 
this is denoted "output". The columns headed "mixed" correspond to the addition of the mixed 
constraint (22). 
Table 4 presents the stability parameters y~ and CN. In the unconstrained case, using y ~ ,  
stability is guaranteed (yN < 1) at a horizon length of N = 4, while in both of the constrained 
cases, a horizon length of N = 5 is required. The less conservative estimates given by CN indicate 
that a horizon of only N = 2 is needed in all three cases. 
Performance results (Table 5) under y~ indicate that a performance within 1% of optimal is 
assured for a horizon length of 6 for the unconstrained problem, 7 for output constraints only, and 
8 when the mixed constraint is included. Using <, a 1% level of performance is obtained for N = 5 
in the unconstrained case, and N = 7 for both of the constrained cases. 
mixed 
1.2799 
0.8470 
0.8433 
0.7702 
0.7352 
0.7251 
0.7246 
0.7246 
0.7246 
0.7246 
output 
7.3815 
1.7319 
1.1808 
1.0034 
0.9545 
0.9278 
0.9197 
0.9193 
0.9192 
0.9191 
mixed 
7.3815 
1.7319 
1.2761 
1.1147 
0.9831 
0.9329 
0.9199 
0.9193 
0.9192 
0.9191 
Table 5: Example 2: Performance bounds Pi and P/v (using y ~  and ( N )  
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
Table 6: Example 21 Stability parameters a N  and pi$ (used to ca!cu!ate -yN) 
Performance: P$ 
Once again, the parameters a N  and p~ are included for reference in Table 6. In this case, we 
run across the interesting fact that p~ is not affected by the constraints. This is due to p~ being 
the minimum of x ~ Q x / J ~ ( x ) .  If this minimum always occurs when the constraints are not active, 
then p ~  will not be affected by the constraints. 
Performance: P; 
unconstrained 
- 
2.6242 
1.4273 
1.0885 
1.0079 
1.0009 
1.0006 
1.0002 
1 .OOOO 
1 .oooo 
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
8 Concluding Remarks 
unconstrained 
- 
- 
- 
2.4411 
1.0527 
1.0060 
1.0038 
1.0012 
1.0002 
1 .oooo 
PN 
We presented results concerning the feasibility, stability and performance of constrained finite 
receding horizon linear quadratic control without using end constraints. It was proven that a 
sufficiently long horizon will guarantee feasibility and stability with the finite horizon cost JN 
being a Lyapunov function. In this case, bounds on the infinite horizon cost of the finite receding 
horizon controller were derived. In addition, it was shown that off-line finite horizon computations 
are possible for certain classes of systems, which guarantee stability and performance bounds for the 
constrained RH policy. Generalizations of all of the results in this paper to constrained nonlinear 
optimal control are possible. These results will be submitted for publication shortly. 
output 
- 
2.6242 
1.4726 
1.1525 
1.0666 
1.0171 
1.0013 
1.0004 
1.0002 
1 .oooo 
Q N - l  
unconstrained 
0.1193 
0.0864 
0.0813 
0.0810 
0.0810 
0.0810 
0.0809 
0.0809 
0.0809 
0.0809 
output 
- 
- 
- 
- 
1.7792 
1.1222 
1.0080 
1.0023 
1.0011 
1.0000 
mixed 
- 
3.6157 
2.5072 
1.5885 
1.1809 
1.0392 
1.0024 
1.0005 
1.0003 
1 .oooo 
mixed 
- 
- 
- 
- 
4.7800 
1.2067 
1.0103 
1.0023 
1.0011 
1.0000 
mixed 
8.3814 
1.8957 
1.3890 
1.2130 
1.0697 
1.0151 
1.0009 
1.0002 
1.0001 
1.0000 
output 
0.1193 
0.0864 
0.0813 
0.0810 
0.0810 
0.0810 
0.0809 
0.0809 
0.0809 
0.0809 
unconstrained 
8.3814 
1.8957 
1.2853 
1.0521 
1.0044 
1.0005 
1.0003 
1.0001 
1 .0000 
1 .OOOO 
mixed 
0.1193 
0.0864 
0.0813 
0.0810 
0.0810 
0.0810 
0.0809 
0.0809 
0.0809 
0.0809 
output 
8.3814 
1.8957 
1.2853 
1.0918 
1.0386 
1.0096 
1.0007 
1.0002 
1.0001 
1 .0000 
A Review of relevant concepts from real analysis 
Definition A . l  A set K is compact if every open covering of K has a finite subcovering. 
In IRn, a set is compact iff it is closed and bounded. 
Definition A.2 A function cp is called upper semi-continuous i f  for each real number a, the set 
{x : p(x) < a )  is open. 
For our purposes, an equivalent definition of upper semi-continuity can be given by: 
Definition A.3 A function cp is upper semi-continuous at y i f  cp(y) # foo and 
where 
- 
limcp(x) = inf sup cp(x). 
2-+Y 6>0 0<1z-y1<6 
A function is upper semi-continuous on a set i f  it is upper semi-continuous at every point of the 
set. 
Theorem A . l  Let cp be an upper semi-continuous function on a compact space X .  Then cp is 
bounded from above and assumes its maximum. 
Proof [13] I 
Theorem A.2 (Dini): Let cp, be a sequence of upper semi-continuous real-valued functions on a 
compact space X ,  and suppose that for each x E X the sequence cp,(x) decreases monotonically to 
zero. Then cp, converges to zero uniformly. 
Proof [13]: Choose E 1 0, and let 0, = {z : cpn (x) < E). Since p, is iippei- serni-continuous, 
0, is open. Since cp,(x) -+ 0 for each x, we have X C U 0,. By the compactness of X ,  there are 
a finite number of open sets {01, ..., On) whose union contains X.  But this implies that 0, = X, 
and hence cpN(x) < 6 for all x. If n 2 N, we have 0 5 cp,(x) 5 cpN(x) < c, and the sequence {cp,) 
converges to 0 uniformly. I 
B Arbitrary Terminal Weight Po 
In proving results for Po = Q, we used extensively that the finite horizon costs JN increase monoton- 
ically. For arbitrary Po, we do not have this property. Yet, we can bound the costs that correspond 
to an arbitrary Po from below by the cost with Po = Q and from above by the cost with Po = oo 
(end constraints). Below, we briefly show how simple modifications to the results for Po = Q allow 
for arbitrary terminal weights. 
Let's establish the following notation: Let J& correspond to the terminal weight Q, and Jg 
corresponding to end constraints Po = oo. For arbitrary Po we will use JN.  
Lemma B.l Let Po = oo (i.e. end constraints). Let p > 0 and consider the set Sp, then: 
1. J g ( x )  -+ J (x )  uniformly 
J" (x) - J(x) 2. Define cpF(z) = gQX , Vx + 0, and cpN(0) = ~ x + o c p ~ ( x ) .  Then cpF --+ 0 uniformly. 
Proof This is a simple consequence of Dini's Theorem since the Jg are a sequence of decreasing 
functions (See [5] for the fact that Jz --+ J ) .  The only thing to show is that the end constraint 
is uniformly feasible for every initial condition in Sp. This follows by arguments similar to those 
in the proof of Lemma 4.3. For some N large enough the state must enter a neighborhood of the 
origin (cf. Lemma 4.3) from which deadbeat control may be performed. I 
We note that since J; 5 JN 5 JF, then the above lemma also holds for arbitrary Po. 
Feasibility 
The feasibility theorem holds as stated, with only a minor change needed for its proof. 
Theorem B. l  Let p > 0 be fixed and consider the p sub-level set of J(x) ,  (i.e. SJ. T h e n  there 
exists an  N' such that for any n > N', Sp is RH n-invariant. 
Proof The bulk of the proof follows exactly the same as the proof of Theorem 4.2 for Po = Q. 
The only difference comes in the final chain of inequalities used to construct the contradiction. 
In this case, first we note that since JN --+ J on Sp, then we can choose N large enough so that 
p + 2 > JN (x) for any x E Sp and J&-~ (x(1)) 1 p - 5. Hence we may obtain the final contradiction 
paralleling equation (8) as follows: 
- 
E 
- p + 5  
Hence showing that the theorem is valid for arbitrary Po. 
Stability 
The stability theorem holds as well for arbitrary Po. 
Theorem B.2 Let I be a compact subset of I,. Then  there exists an  N* such that for N 2 N*, 
the receding horizon policy i s  stabilizing for any initial condition in I ,  and JN* serves as a Lyapunov 
function. 
Proof Once again, the proof relies on the uniform convergence of the functions c p ~ ,  which 
is guaranteed by the Lemma given above. Hence, the same proof (Theorem 5.2) follows without 
major change. I 
Performance 
The performance result now also holds with a minor change to account for the fact that a: may be 
less than 1. 
Theorem B.3 Let N and 7~ be as in Theorem B.2. Denote the infinite horizon performance 
using the receding horizon policy u ( k )  = .iLN ( x ( k ) )  by: 
m 
JG, (r ( 0 ) )  = zT ( k ) ~ x ( k )  + uT ( k )  R U ( ~ )  
k=O 
Then a bound for the infinite-horizon performance is given by: 
where 
Proof The proof of this is almost identical to that for Theorem 5.4, and additionally can be 
found in [9]. I 
Note that for a 5 1, the performance bound is given exactly by the finite horizon cost JN .  
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