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1 Introduction 
(1.1) Based on the paper [KSB] of Kollar/ She'pherd-Barron, many inves-
tigations of the base space of the versal deformation of a two dimensional cyclic 
quotient singularity were clone in the last years: In [A], J. Arndt gave an algorithm 
for computing the equations of the base space; in [St] and [Ch], J. Stevens and J.A. 
Christophersen described the components of the reduced base space in a more qual-
itative way using continued fractions. 
•partially supported by a DFG grant 
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Cyclic quotient singularities are exactly those singularities that appear as two di-
mensional affine torus varieties: 
X ( n, q) ( quotient of the 7L / n7L-action e t--t ( ~ ~q ) on CC2 ) can be 
built as an affine torus variety by the cone 
a := < ( 1, 0); ( -q, n) > ~ N := 7L2 . 
(For the notion of an affine torus variety: cf. [Ke].) 
On the other hand, in [Ch] (CDV; §2) Christophersen made the following observa-
tion: 
Deforming such a cyclic quotient singularity, the total spaces over the components 
of the reduced base space are (after a finite base change) torus varieties, too. 
(1.2) Having this in mind, the following problem seems tobe very interesting: 
Classify ( or describe in combinatorical terms) all possible fibre product diagrammes 
y z X '-t 
l 0 lf {O} '-t s 
with: 
X, Y = affine torus varieties with closed orbits 0 E Y, 0 EX, respectively; 
0 E Y is an isolated singularity (0 E X need not to be isolated); 
i = morphism of torus varieties with i(O) = O; 
f is a fl.at map. 
In particular, i maps the torus Ty of Y in the torus Tx of X, and i : Ty <-t Tx is 
induced by a surjection of lattices: 
i* M ---- M/ L 
(M ~ 7Ln, Tx = SpecCC[M]; 
L ~ M is an m - dimensional sublattice with M / L torsion free, 
Ty = SpecCC[M/ LD· 
If X is given by the cone a ~ N 0 IR (N ~ 7Ln is the dual lattice of M), the dual 
cone ;~ M 0 IR is squeezed to a cone a-v ~ M/ L 0 IR. (In the dual language: 
a = u n Lj_ in N 0 JR). 
u and a are top dimensional cones (in N ® IR and L1-, respectively) that do not 
contain any linear subspace. 
(1.3) In §2, all such deformations were completely described in terms of the 
cone O' and the sublattice L ~ M. The corresponding theorem is proved in §3. 
2 
In §4 and §6, this theorem is used to give an explicit list of all possible pairs [a, L] 
(in a more or less coarse sense) for two special cases: 
1) All proper faces T < a are simplicial, i.e. X\ {O} contains only cyclic quotient 
singularities of arbitrary dimensions (cf. §4). 
2) dimY = 2 and dimX S 4 (cf. §6). 
§5 and §7 contain specified computations of selected cases belonging to the previous 
paragraph, respectively. These computations can be used as examples for the main 
theorem (2.4) also. 
(1.4) Acknowledgements: 
Most of this paper was worked out during a one year stay at the university of Kaiser-
slautern (paid for by the DFG project "normal surface singularities"). 
lt is a pleasure for me to thank the members of the working group "Algebraic ge-
ometry" for their hospitality and warm atmosphere; in particular, I wish to thank 
G.-M. Greuel and D. van Straten for many helpful discussions and hints. 
Finally, I wish to thank R. Schultz for helping me to imagine some 3-dimensional 
convex bodies, Ms. Dobers and Ms. Bitsch for typing ( with ~TEX) and correcting 
the manuscript and T. de Jong for letting me use his (meanwhile slightly damaged) 
car. 
2 Relative complete intersections in the cate-
gory of affine torus varieties 
(2.1) With the notations of the previous chapter, a deformation diagramme 
y ~X 
L @ Lf of (1.2) would induce a deformation of the corresponding torus Ty: 
{O} <-+ S Tv <-+ Tx 
L ® Lf 
{O} <-+ S . 
Tv and Tx are smooth. Hence, Tx would split locally in a product Tx ~ Tv x S, 
and the germ (S, ü) would have tobe smooth also. 
(2.2) Let a deformation as in (1.2) be given. 
Proposition: Let I := Ker (m[~ nM]-+ a'[a-v n M/ Ll) be the ideal that defines 
Y ~X. Then, I can be generated by m polynoms of the form xr - X 3 E a'[~ nM] 
(r,s E~ nM; r-s E L). 
In particular, every deformation X of Y described above can be realized by a flat 
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map f : X ~ (J}m, which makes Y a relative complete intersection in X. 
Proof: Step 1: On the level of the local rings we obtain the following diagramme: 
Ox,o ~ Oy,o 
jflat ® j 
Os,o ----* Os,o/ms,o = (]}. 
Therefore, I · Ox,o = ms,o · Ox,o is generated by m elements gi, ... , 9m ((S, 0) is 
smooth), and by the N akayama Lemma we can choose these generators among the 
V 
elements of the form xr - xs (r, s E <Y nM; r - s E L ). 
Step 2: Let i := (gi, . .. , 9m) ~ (]}[;;. nM). Then, i ~ I are ideals in (]}[;;. nM) 
meeting the following properties: 
(i) i, I are homogeneous with respect to the M/ L-grading; 
(ii) J = I in the local ring Ox,o· 
Now, we want to show J = !. For this let g EI be an arbitrary M/ L-homogeneous 
element. By (ii) there exists an h E (]}[;;. nM) with 
h · g Ei and 
h cf-_ m0 := ffi (]} · xr (i.e. h contains a nonvanishing constant term); 
V 
rEonM 
rf.O 
by (i) we can assume in addition h tobe M/ L-homogeneotis. 
Finally, the closed embedding i : Y <-t X sends 0 to 0 (cf. (1.2)), and this property 
implies Ln;;.= {O}. Hence, the M/ L-homogeneous element h has tobe a constant. 
0 
Remark: The m vectors r - s that correspond to the generators of I are free gen-
erators of the m-dimensional lattice L. 
(2.3) Now, our task (cf. (1.2)) is reduced to describe all relative complete 
intersections in the category of affine torus varieties. For doing this, we will change 
our point of view slightly: 
Let M, N be n-dimensional dual lattices as before; let <Y =< a1 , ... , aN > be a top 
dimensional, rational polyhedral cone in N ® 1R that does not contain any linear 
subspace. 
(a1, ... , aN E N denote the fundamental generators of <Y. They are primitive el-
ements of the lattice, i.e. the coordinates of each ai have the greatest common 
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divisor 1.) 
For rö, ... ,r0;rL ... ,rf' EJ nM (1:::; m:::; n-2) we define L := f:~·(rb-rD ~ 
i=l 
M. Suppose that L is an m-dimensional sublattice of M with M/ L torsion free and 
Ln;= {0}. 
The last condition implies that the "squeezed" cone iJ := an L1- is top dimensional 
in L1- ~ N 0 IR; we obtain the affine torus varieties X Spec a'[; nM) and 
Y := Speca'[av n M/ L] together with a map i: Y---+ X. 
Remark: The canonical hornornorphisrn a'[; nM] ---+ a'[ifv n M/ L] need not be 
surjective (i.e. i would not be a closed embedding) in general. 
Look at the following exarnple: 
M ·- ~2 , ;:=< (1,0); (0, 1) >~ JR2 ; 
r~ ·- (2, 0), r~ := (0, 3). 
Then, L = ~ · (2, -3), M splits into Af =LEB~ · (1, -1), and the canonical sur-
jection M - M / L ~ ~ is given by 
(1, 0) t-+ 3 
(0, 1) t-+ 2. 
Restricting this map to ; nM, 1 E ~ will not be contained in the image of 
; nM---+ ifv n ~(=IN). 
(The reason for having such cases is that the image of the semigroup ;;. nM need 
not be saturated.) 
(2.4) Theorem: Y has an isolated singularity in 0 E Y, i is a closed embedding, 
and the ideal I := Ker (cc[;;. nM] ---+ a'[ifv n M / L]) is generated by the elements 
xr~ - xr~, . .. , xrg> - xri E a'[; nM] (i.e. the situation of (1.2) with S =mm), 
iff 
for all proper faces T < a one of the following conditions is fulfilled ( with a suitable 
order of the ri's and aJ's and with a possible permutation of r~ and rn: 
(1) :3i E { 1, ... , m} : rb E T1-; r~ </:. T_L , or 
(II) r =< a1 , ... , ak > is smooth (i.e. generated by apart of a ~-basis of N), and 
there exists an f (0 :::_; f :::_; k - 1) with 
• < ai, r~ >= Öij 
• < ai ri >- 0 
' 1 -
• < ai ri >= 0 
' V 
(i=l, ... ,f;j=l, ... ,k) 
(1 :::; j :::; i :::; f) 
(i = f + 1, ... , m; j = 1, ... , k; V= 0, 1). 
The conditions (1) and (II) of the theorern may look a little bit technical, but they 
are very strong and easy to handle. As we will see in §4, these two conditions can be 
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used to restrict the choice of possible cones a to a great extent. Moreover, a coarser 
(but much nicer) version of the above theorem is sufficient for taking the first big 
steps to classifying squeezable cones: 
(2.5) Notations: 
1) Let R := {(r6)-1, ... ,(r0 )J..;(rDJ.., ... ,(ri)J..}, i.e. we regard the elements r~ 
as faces of a (written as "r~ E R" or "r~ tf. R"). In general, these faces will be 
of dimension n - 1. 
We obtain #R ~ 2m ~ 2n - 4. 
2) A top dimensional face r < a that does not belong to R will be called a "good 
face". 
Theorem: If Y has an isolated singularity in 0 E Y, i is a closed embedding, 
and the ideal 1 := Ker (a'[~ nM] -ra'[a-v n M/ LJ) is generated by the elements 
xrö - XT~' ••• 'xrö' - xri E a'[~ nM] (i.e. the situation of (1-2) with s = a'm), 
then, 
each good (top dimensional) face r < a admits the following properties: 
(i) lt is simplicial (even smooth). 
(ii) With a suitable order of the ri's and with a possible permutation of r~ and r~ 
there holds: 
• r6, . __ , r0 intersect r in m different ( n- 2 )-dimensional faces. ( r6, ... , r0 
were called the R-neighbours of r _) 
• For i = 1, __ . , m the set ( r6 n ... n rb) U r~ contains all vertices of r. 
Remark: lf r is an R-neighbour of r, then either r is an (n - 2)-dimensional edge 
of r, or r is a top dimensional face of a that is adj acent to r . 
In the first case, r can only be an R-neighbour for at most two different good faces 
of a. 
3 Proof of the theorem (2.4) 
(3.1) With the notations of (2.3) let Y ~ X be the zero set of the ideal 
(xrö - XT~' ••• 'xrö' - xri) ~ a'[~ nM]. Then, the map i: y -t X factorizes through 
Y-r y-c~d X. 
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Lemma: For an arbitrary prop.er face T < a let orb T := Spec<l'[Tl. n M] be the 
corresponding orbit; denote by lr E orb T the unit of this torus ( defined by sending 
all monomials to 1 E <C). 
Now, the following conditions are equivalent: 
(1) lr E Y; 
(2) orb T n Y # 0; 
(3) Vi = 1, ... ,m: (rb E Tl.{::} r~ E Tl.]. 
Proof: (2) ==> (3): 
The existence of a common point of orb T and Y yields a ring homomorphism 
'P : <C[u nM] --)1- (C with the following properties: 
(i) r t/. Tl. {===} cp(xr) = 0 
(cp factorizes through<C[u nM] <-+<C[Tv n M] --)1-<C[Tl. n M]. Hence, 'P maps 
xr to 0 for r tf_ Tl. and to a unit otherwise.) 
(ii) cp(xr~ - xri) = 0 for i = 1, ... , m . 
. Let T E {1, ... , m }. Then, we obtain cp(xr~) = cp(xr; ), hence 
By (i), this equivalence implies the condition (3). 
(3) ==> (1): 
The ideal of Ir EX is generated (as a <C-vectorspace) by 
• X8 (for s EU nM; s tf. Tl.) and 
• x 8 -l (forsE(unTl.)nM). 
Hence, this ideal contains the ideal of Y ~ X. 0 
Corollary: Let (Y, 0) be an isolated singularity. Then, for singular, proper faces 
T < a (i.e. X is not smooth in orb T) the condition (I) of the theorem is fulfilled. 
Proof: Failing (I) is equivalent to the condition (3) of the previous lemma, i.e. 
Ir E Y. 
Now, T # a implies lr # 0, and lr E Y has tobe a smooth point. Hence, in lr the 
torus variety X would be non-singular too. D 
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(3.2) Lemma: Let (Y, 0) be an isolated singularity, let r < u be a proper 
face that fails the condition (1) of the theorern. (In particular, r =< a1, ... , ak > is 
a srnooth face.) 
Theo, with a suitable order of the ri's and ai's and with a possible perrnutation of 
r~ and r~, there exists an f (0 ~ f ~ k) with 
• < ai,r~ >= liij (i = 1, ... ,f; j = 1, ... ,k) 
• < ai, r~ >= 0 (i = f + 1, ... , m; j = 1, ... , k; v = 0, 1). 
Proof: Step 1: Cornpleting the fundamental generators a 1 , ..• , ak of r to a ~-basis 
a1 , .• • , ak; bk+1, ... , bn of the lattice N, we obtain coordinates that split into two 
blocks: 
r E M can be written as r = (r, r) (r E ~k; rE ~n-k) with (r)i =< ai, r >, 
andin the sarne way (x, ~) = (xi, ... , xn) denote the coordinates of (Ck x (<C*r-k ~ 
Spec[rv n M] ~X. 
(orb r ~ Spec<C[rv n M] is then given by the equation x = 0, and l'T E orb r corre-
sponds to the point (Q, l).) 
Now, Y contains l'T, and we can cornpute the partial derivatives of the equations 
9i := xr~ - xrf in this point. . 
Let f E IN ( 0 ~ f ~ m) such that ( after a perrnutation of the indices i E { 1, . .. , m}, 
if necessary) 
Then, we obtain 
ßgi (l'T) 
ßx · J 
(i.e. r~, r~ t- Q) for i = 1, ... , f; 
(i .e. f~ = f~ = Q) for i = f + 1, ... , m. 
(i = 1, .. . , m; j = 1, ... , k; 
{ ei, . . . 'ek} denotes the canonical basis of ~k); 
ßgi (l'T ) 
ßx · O (i = l, ... ,R; j = k+ l, ... ,n); J 
ßgi (l'T ) 
O Xj 
Introducing the following notation 
[li ·= r. E ~ 
{ 
:=i k 
•. Q E ~k 
(i = f + 1, . .. , m; j = k + 1, ... , n). 
(if f~ is a unit vector) 
( otherwise) 
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we can write down our result in a shorter way: 
------1, ... 'k 
0 
------k+ l, ... ,n 
. -r 
i { t+I 
m 
Step 2: After a possible changing of the order of the indices i and j and after a 
possible permutation of R; and .Rr, we obtain R~ = ei for i = 1, ... ,l (~ k). 
Since Lr is a smooth point of Y, the Jacobian matrix ~(Lr) has the maximal rank 
-· - · X 
m. Hence, rank(R:i - Ri)i=t, ... ,e = l, and this implies l ~ k. 
Now, by selecting l suitable columns of (~ - .RDi=t, ... ,e we obtain a new (f x f)-
matrix A with det A =/:- 0 and all non-vanishing entries equal to ±1. lt would be 
enough to prove that there exist e such entries that admit a position of e castles 
that cannot beat each other in a f. X f. chess game. 
But this fo(ll::; e~ily .~~ )induction from 'the Lapl:ian Entwicklungssatz: 
Let A = : : ; then L::i=l ( -1 )3+ a1j det Aij = det A =/:- 0, 
ae1 au 
and there exists an index j with a1j # 0 and det A1j # 0. D 
Remark: For T to meet the condition (II) of the theorem, only the proof of 
< ai, r~ >= 0 (1 ~ j ~ i ~ f) is left. This will be clone in (3.4). 
(3.3) Let Y = Y, i.e. the ideal 1 = Ker (cc[; nM] ~ CC[äv n M/ Ll) is gener-
ated by the elements 9i = xr~ - xrf (i = 1, ... , m). 
For any index set A ~ {1, ... , m} we denote by LA the corresponding sublattice 
LA := EB ~(rh - rD ~ L of M. 
iEA 
Lemma: 
1) Let A ~ {1, ... , m }; let p E L \LA, s E M be elements with s, s - p E;. Then 
there exists an index i E {1, ... , m} \ A such that [(s - r~) + LA]n ;f=. 0 (for ' 
some 11 E {O, 1} ). 
2) Given a face T =< a1 , ... , ak > < u, we denote by AT the index set AT 
{i 1 r&,ri E r.L}. 
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Now, for p, s as before there exist i E {1, ... , m} \ A and v E {O, 1} such that 
< ai, s - rt > ~ 0 for all j = 1, ... , k. 
Proof: Step 1: We define a graph with M as the set of vertices as follows: 
s, t E M will be connected by an edge iff there exists an index i E 
{1, ... , m} such that either 
i i V 
s - r0 = t - r 1 Eu or 
Now, let elements p E L, s EM be given such that s, s - p Ea; 
xs - xs-p E I yields an equation 
( Cµ E CC; tµ Ea nM). 
The exponents tµ + r~(µ) and tµ + r~(µ) are connected by an edge in the above graph 
M. Therefore, by deleting all terms that admit exponents not contained in the 
connected component of s EM, the equation (*) keeps its form at the right-hand 
side. Only two different cases can arise: 
(1.) "' t ( i(µ) i(µ)) X 8 - xs-p = L...,,, CµX " xro - xr1 or 
µ 
("2:'" means a .part of "2:"). 
The latter case would imply X 8 E I, i.e. x 8 = 0 in the ring CC[ M / Ll. Hence, only 
the first case is possible, and we obtain that s and s - p are contained in a common 
connected component of M. 
Step 2: Any path from s to s - p provides a sequence s = s0, ... , SN = s - p with 
either 
i(µ) 
sµ-1 - ro 
i (µ) 
Sµ-1 - rl 
s - ri(µ) Ea nM 
µ 1 ' 
s - ri(µ) Ea nM µ 0 
or 
(µ = l, . .. ,N). 
The element p = s0 - SN = f ±(r~(µ) - r~(µ)) was presumed not to be contained 
µ=1 
in the sublattice LA ~ L. Hence, at least one of the indices i(µ) does not belong to A. 
Assurne µ* tobe the smallest index rneeting this property, then we obtain 
µ•-1 L ±(r~(µ) - r~(µ» E LA and 
µ=l 
3v E {0,1}: (s - r~) - (so - sµ•-i) = sµ•-1 - r~ Ea nM (i := i(µ*) ~ A). 
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Finally, the second part of the lemma is a direct consequence from the first part. D 
Corollary: Let r =< a 1 , •.• , ak > < a be a smooth face; denote AT := { i 1 rb, rl E r.L} 
as before. Then, for each p E L \LA there exist i E { 1, ... , m} \ A and 11 E {O, 1} 
such that 
< a1 ,r~ >~max{< a1,p >;0} for all j = l,„.,k. 
Proof: Fora given p E L we construct the following elements of the lattice M: 
1) Since r is a smooth cone (i.e. { a1, ... , ak} is a part of a ~-basis of the lattice 
N), there exists an s 1 EM such that 
< ai, s 1 > = max { < ai, p >; 0} for all j = 1, ... , k. 
2) Let s2 E [int(~ nr1 )] n M. Then, we obtain 
< ai,s2 > 0 (j = 1,„. ,k) and 
< aµ, s 2 > > 0 for all remaining fundamental generators 
aµ of the cone a. 
3) Now, s := s 1 + g · s2 (g E IN; g ~ 0) admits the following properties: 
s,s-p 
< ai,s > 
V 
E a and 
max{< a1 ,p >; O} (j = 1, „. 'k). 
Applying the previous lemma to r, p and s completes the proof. 0 
(3.4) Lemma: Let Y = Y have an isolated singularity in 0 (that means a 
combination of the presumptions of (3.2) and (3.3)). Let r =< a1 , ... , ak > < a be 
a proper face that fails the conditions (1) of the theorem. 
Then, additionally to the claim of Lemma (3.2), we can achieve < ai, r~ >= 0 for 
l~j~i~l. 
Proof: In (3.2) we have shown 
j i i: < a , r 0 >= Uij (i = l,.„,f (~ k); j = l,„.,k) and 
< aj, r~ >= 0 (i = f + 1, ... , m; j = 1, ... , k; 11=0,1); 
in particular AT = { f + 1, ... , m}. 
Now, we prove the above lemma by induction; let f' ~ f such that 
< ai, r~ >= 0 for 1 ~ j ~ i ~ f; j ~ f,' - 1. 
Claim: There exists an index j ( f,' ~ j ~ f) such that < ai, d >= 0 for each i 2: l'. 
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Proof: Let this not be the case, i.e. < ai, L: ri > 2 1 for each j = f', ... , f. 
i?:.l' 
Then, we define p := L: (rb - ri) E L \LA, which admits the following prop-
i?:.l' 
erties: 
1) < ai, p > = 0 for j = 1, ... , f' - 1 
(since < ai ri >=< ai ri >= 0 for J. < f' - 1 i > f')· 
' 0 ' 1 - ' - ' 
2) < ai, p > :::; 0 for j = f', ... f 
(since < ai, 2: rb >= 1, < ai, 2: ri >2 1 for f':::; j:::; .f); 
i?:_l' i?:_l' 
3) < ai, p > :::; 0 for j 2 f + 1 
(since < ai,rb >= 0forj2.f+1). 
Therefore, max{< ai, p >; O} = 0 for j = 1, ... , k, and we can apply the 
corollary of (3.3): 
There exist i E {l, ... ,f} and v E {0,1} such that < ai,r~ >:::; 0 for all 
j = 1, ... , k. By T failing the condition (1) of the theorem this implies rb E Tl., 
and we obtain a contradiction. 
Permuting the indices .f' and j in both sets { a1, ... , ak} and { r 1, ... , rl} the induction 
hypothesis together with the above claim imply 
The statements of lemma (3.2) also stay valid during this permutation; hence, the 
lemma is proven. D 
Remark: 
1) The lemma implies that f, has to be smaller than k. 
2) The lemmata (3.2) and (3.4) show that meeting the properties (1) or (II) in 
the theorem (2.4) is a necessary condition (for Y = Y having an isolated 
singularity) . lt remains to prove the opposite direction of this theorem. 
(3.5) Assume that for each proper face T =< a1, •. . , ak > < a at least one of 
the conditions (1) or (II) is fulfilled. 
Lemma: Let T < a be a proper face such that orhTnY =f. 0. Then, Spec CC[; nM] n Y 
is irreducible, smooth of dimension n - m, and contains the torus Spec <C[ M / L] as 
an open, dense subset. 
Proof: orb T n Y f=. 0 implies that T fails the condition (1) (cf. lemma (3.1) ), hence, 
condition (II) must be fulfilled. 
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We use the language of the proof of lemma (3.2): 
f!,,. := SpedZ'[~ nM] ~ (Ck x ((C•r-k is an open, dense subset of X; the equations of 
Y in U,,. have the following form: 
=I 
-1 =r1 
xr1 • x (the right-hand side does not contain x1 ) 
=2 
-2 =r1 
xr1 • x (the right-hand side does not contain x 1 , x2 ) 
=l 
- l =Tt 
xr1 · x ( the right-hand side does not contain Xi, ••• , xe) 
=• =i 
=ro =r1 
and x x for i = f + 1, ... , m. 
The last m - f equalities define a subtorus ((C*)(n-m)-(k- l ) ~ ((C*)n-k. The vari-
ables Xe+i, . . . , Xk (belonging to x) can free range in a space(Ck-e , but the variables 
x 1 , ••• , xe are completely determined by the first f equations. 
Hence, u,,. n y ':::: (Ck-e X ( c•)(n-m)-(k-l ); the torus Spec (C[M / Ll corresponds to the 
open, dense subset ((C*)k-l X ( C*)(n-m)-(k-l) = ((C•r-m. 0 
Corollary: Y \ {O} is irreducible and smooth of dimension n - m. lt contains 
Spec (C[M / L] as an open, dense subset, and the torus action T X X --+ X induces 
an action of the small torus 
Spec(C[M/ L] X (Y \ {O})--+ (Y \ {O} ). 
Proof: All these properties can be checked locally, and Y \ { 0} is covered by the 
open subsets U,,. n Y (taking all proper faces T < a such that orb T n Y =J 0). D 
Therefore, Y itself is irreducible of dimension n - m, and 0 E Y is an isolated sin-
gularity. As Y is a relative complete intersection in the Cohen-Macaulay variety X, 
Y has to be Cohen-Macaulay, too. Hence, Y is reduced and normal (non-singular 
in codimension 1 since m ::; n - 2). 
Spec(C[M/ L] ~ Y is an open, dense subset, and the group law of the torus extends 
to an action on Y (which is the restriction of the action of Tx on X). Therefore, 
Y must be an affine torus variety, too, i.e. we obtain Y = Y. This completes the 
proof of the theorem. 
4 Cones with simplicial faces only 
(4.1) We use the notations of (2.3). 
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Let a ~NR be a cone such that for all good faces T < a the conditions (i) and (ii) 
of the theorem (2.5) are fulfilled. This means a very strong restriction to the form 
of a, and we want to determine all abstract cones (i.e. their structure is reduced to 
the incidence relation between all faces) that can appear in this way. 
Remark: Each n-dimensional a is a cone over a compact, convex polyhedron Pu of 
dimension n - 1. This polyhedron yields the same incidence relations as a; it can 
be recovered by intersection of a with a suitable affine hypersurface in NR· 
Sometimes (in particular for n = 4) it is useful to imagine this polyhedron Pu 
instead of a itself. According to this, the fundamental generators of a were often 
called vertices also. 
( 4.2) For the rest of this chapter we make the following assumption: 
Let a be a cone such that all proper f aces are simplicial ones. That 
means the corresponding toric variety X = Spec a'[~ nM] contains at 
most cyclic quotient singularities outside 0 E X. 
Definition: For top dimensional faces T1, T2 < a we define 
Lemma: 
1) 0::; e( ri, r2) ::; n - 1. 
(n -1) - dim(r1 n T2) 
# { vertices of T1 that do not belong to T2} 
# { vertices of T2 that do not belong to ri}. 
2) t.J(Ti,T2) = Ü ~ T1 = T2j 
e( Ti, r2) = 1 ~ r 1 and T2 are adjacent. 
3) If T1 and r2 are connected by a path meeting only k (n - 2)-dimensional faces 
of a but no faces of smaller dimension, then e( T1 , T2 ) ::; k. 
4) Let K = {Ti} be a set of top dimensional faces such that any two faces of K 
are adjacent to each other. Then, if a face T < a is adjacent to two faces of 
K, T is adjacent to all faces of K . 
5) Let { r 1, . . . , Tk} and { cpi, ... , cpi} ( k, f 2: 2) be two sets of top dimensional 
faces such that e( Ti, cpj) = 1 for all pairs [i, j]. Then there are only two 
possible cases: 
a) k = f = 2; e( Ti, T2) = e( cpi, cp2) = 2, or 
b) t.J(Ti,Tj) = 1, t.J(cpi,cpj) = 1 for all possible pairs [i,j]. 
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(In particular, if u is not a simplex, (b) implies k + f :S n - 1 !) 
The proof is easy and will be omitted here. 
( 4.3) We start our investigations by regarding ( as a first case) the following 
dass of cones u: 
Assume that there exist (top dimensional) faces TL and TR such that 
g(TL, Tn) ~ 3. 
Then the sets of all faces that are adjacent to TL and Tn, respectively, have no com-
mon elements. The cone u must contain at least 2n various faces: 
• :~ i: (Each fat point represents a face; 
·\. • the edges between two of these fat TL 
.J TR points mean that both faces are adjacent ones.) 
• • 
(n-1) (n-1) 
The faces TL and TR have the following form: 
TL=< A,B,C,TL n Tn, ... >; Tn =< P,Q,R,TL n Tn, ... > 
(A, B, C, P, Q, RE a are vertices, and 
the points " ... " can be omitted, iff e( TL, Tn) = 3). 
For any vertex X E Te we denote by (X) the adjacent face of T. that does not contain 
X. Using this language, the faces (A), (B), (C) are the only possible adjacencies of 
TL for e(.,Tn) :S 2 (analog (P), (Q), (R) on the right-hand side). 
Therefore, we define the following sets: 
BL { TLi adjacencies of TL that contain A, B and C}; 
Bn { TRi adjacencies of TR that contain P, Q and R}. 
15 
e (A) (P) e 
}__· (B) (Q) -~ 
.-- _i- _•_,(C) (R).--~~---, 
1 •-:----_ 1 :•7•rß ,TL \•, 1 1 1 1 
1 : 1 1 : 1 
1 • 1 1 • 1 
1 1 1 
BL 
1 
•' '• BR 1 1 
1 1 
L.. - - - - - - -· L.. - - - - - - _, 
Claim: BL and BR admit the following properties: 
1) #BL = #BR = n - 3. 
2) There exists a bijection <I> : BL \ {TL} -.:::+BR\ { TR} such that 
(i) e(T,<l>(T)) 2:: 2 for each TE BL \{TL}, and 
(ii) e(., .) 2:: 3 for the remaining pairs of BL x BR. 
(In particular, !J(TL,BR) > 3 and e(BL,TR) 2:: 3.) 
Proof: If e( TL, TR) 2:: 4, then there exists at most one pair [Ti, T2] E BL x BR such 
that !J( Ti, T2) :S 2. 
For e(TL, Tn) = 3, we can define <I> as <I>: (S) H- (S) for vertices SE TL n Tn: 
Let T1 E BL, let T2 = (S) E BR\ { TR} (S is a vertex of TL n Tn). Then, A, B, CE Ti, 
but at most one of these vertices belongs to TR· Hence, e( r 1 , r2 ) ~ 2 implies that S 
cannot be contained in the face Ti, too, i.e. T1 = (S). D 
( 4.4) Proposition: Let a be a cone such that all proper faces are simpli-
cial ones. Assume that there exist (top dimensional) faces TL and TR such that 
!>(TL, TR) 2: 3. 
Then, for 2 :Sm :Sn - 3, a cannot meet the condition of theorem (2.5). 
Proof: Otherwise we would be in the situation of (4.1) - (4.3). Then, we distinguish 
between two cases: 
18tcase: BL~R 
At rnost 2m-(n-3) :Sm elements of R can sit at the right-hand side of our picture 
in (4.3). Hence, the remaining (at least three) faces have tobe good ones that admit 
all the same set R \ BL of R-neighbours. This fact contradicts to (5) of lemma ( 4.2). 
2nd case: TL, TR are good Jaces. 
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(After renaming we can assume that TL is a good face. Because the first 
case cannot happen even for the right-hand side, there must be another 
good Jace T E BR. Since g( TL, T) :;::: 3 we can rename the Jaces once more 
to obtain T = TR.) 
Gase (2.1): BL \{TL} ~ R; BR\ {TR} ~ R. 
Then, each good face at the left-hand side admits at least one R-neighbour at the 
right-hand side. 
(Otherwise, there would be a good face T adjacent to TL such that T and TL admit 
the same set of R-neighbours. Again by the lemma (4.2)(5), the faces T, TL and all 
these R-neighbours would be adjacent to each other, and so would all other left-hand 
faces admitting at least one left-hand R-neighbour (cf. lemma ( 4.2)( 4) ). 
Hence, there had to exist a good face adjacent to TL that admits right-hand R-
neighbours only, but this would imply m :::; 1.) 
Only m = n - 3 is still possible, and we can assume the following situation: 
(A),(P) ER, but (B),(G),(Q),(R) are good faces; 
e((A), (Q)) = e((A), (R)) = e((B), (P)) = e((G), (P)) = 1. 
This implies PE (A); P ff. (B), (G), hence, u((A), (B)), e((A), (G)) ~ 2. Therefore, 
(B) and (G) have BL \{TL} as common set of R-neighbours, i.e. (B) and (G) have 
tobe adjacent. 
We can apply lemma (4.2) again: 
e(TL, (B)) = e(TL, (G)) = e((B), (G)) = e((B), (P)) = e((G), (P)) = 1 would imply 
e(TL, (P)) = 1 but this means a contradiction. 
Gase (2.2): There are good faces TL, TE BL; TR E BR. 
From TL and T having the same R-neighbours we can derive the existence of a left-
hand good face 'ljJ that admits the same R-neighbours as TR (cf. the beginning of 
case (2.1)). In particular, m = 2 and these two right-hand R-neighbours have tobe 
outside BR. 
Hence, BR consists of good faces only. We have found n - 2 faces (BR and 'I/;) 
admitting the same two R-neighbours, which is a contradiction because of lemma 
(4.2). D 
( 4.5) As a next step we will investigate the case 2 :::; m = n - 2. In this 
situation, the property (ii) (cf. theorem (2.5)) of good faces implies 
(ii)' There exist not only m = n - 2 but m + 1 = n - 1 R-neighbours. 
(ii)" lf #R = 2m = 2n - 4, then there is an element s E R (different from the n - 1 
R-neighbours) that intersects the good face Tin an (n - 3)-dimensional edge, 
i.e. e( T, s) :::; 2. 
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Proposition: Let a be a cone such that all proper faces are simplicial ones. Assume 
that there exist (top dimensional) faces TL and TR such that e(TL,TR);::: 3. 
Then, for 2 :::; m ~ n - 2, a cannot meet the condition of theorem (2.5). 
Proof: As in the proof of the last proposition, we assume that a would meet this 
condition. 
Obviously, TL and TR cannot be good faces simultaneously ( each of them had to 
have n - 1 neighbours from a set with at most 2n - 4 elements). Hence, by the 
same arguments as in the proof of the previous proposition,· we may assume BL ~ R. 
The right-hand side contains at most (2n - 4) - (n - 3) = n - 1 faces of R, i.e. at 
least one face T is left to be good. On the other hand, more than or equal to two 
good faces at the right-hand side would admit the same set R \ BL of R-neighbours, 
and this would be a contradiction because of lemma (4.2). 
Hence, the right-hand side consists exactly of Tand its n-1 R-neighbours. This fact 
implies T = TR, and we obtain the contradiction by missing the announced element 
s ER for the good face TR (cf. (ii)" at the beginning of (4.5)). D 
( 4.6) In the case m = 1 there are two positive examples. The set R = { r 0 , ri} 
consists of two top dimensional faces that have no common vertex: 
{!) The octahedron {m = 1; n = 4) 
(cf. (5.1)). 
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(II) The tent (m = 1; n = 4} 
(cf. (5.2)). 
Proposition: Let a be a cone such that all proper faces are simplicial ones. Assume 
that there exist (top dimensional) faces TL and TR such that e( TL, TR) 2: 3. 
Then, for 1 = m :::; n - 2, the above two examples are the only ones such that a can 
meet the condition of theorem (2.5). 
Proof: Each face of a has tobe adjacent either to ro or r 1 . In particular, a consists 
of exactly 2n faces, and r0 , r 1 are two of them. 
By lemrna ( 4.2)(1) we obtain n 2: 4. 
Claim: TR is the only face of a such that e( TL,.) > 3. 
(Let T < a such that e( TL, T) 2: 3. Then, the set of all top dimensional faces of a 
can be written as a disjoint union in two different ways: 
{TL and its neighbours} Jl { TR and its neighbours} = {faces of a} = 
= {TL and its neighbours} Jl {Tand its neighbours }. 
Hence, {TL and its neighbours} = { T and its neighbours}, and this implies TL = T.) 
In particular, the set Bn consists of the single element TR only. That means n = 4, 
and we obtain the following picture: 
e (A) 
./e(B) 
TL=<A,B,C> ~ 
e (C) 
(P) e (Q)•~• 
/ TR=<P,Q,R> 
(R) e 
The two exarnples described above arise frorn the following two cases: 
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(I) The sets {(A), (B), (C)} and {(P), (Q), (R)} both do not contain any pair of 
adjacent faces. 
(II) g((A), (B)) = 1. 0 
( 4. 7) Lemma: Let a be an n-dimensional cone ( n > 4) such that all proper 
faces are simplicial ones. Then, the following three statements are equivalent: 
(1) g(., .) ~ 2; 
(2) a admits at most n + 1 vertices; 
(3) ~ is equal to the cone over ßk X 1:1n-k-l for a suitable k = 0, ... , [n;l). 
( /:1 i denotes the i-dimensional, compact simplex.) 
Proof: Assume g(., .) ~ 2. We will deal with the compact polyhedron Pu instead 
of a (cf. (4.1)) and have to introduce some notations: 
choose a top dimensional face I that will be regarded as basic face of Pu. The ver-
tices of I will be represented by the integers from 1 to n - 1: I =< 1, ... , n - 1 >. 
Let A = {a1, ... , aN} be the set of the remaining vertices (not contained in J) of 
the polyhedron Pu. 
Then, the faces of Pu split into only two different types: 
type 1: [i, a(i)] :=< 1, ... , i, ... , n -1; a(i) E A >, 
and a : {1 , ... , n - 1} ----"* A becomes a map which is constant iff a is equal to 
a simplex. 
type 2: [i,j;a,b] :=< 1, ... ,i, ... ,J, ... ,n-l; a,bE A>, 
but the elements a, b E Aare not uniquely determined by giving the pair [i,j]. 
lt is even possible that there does not exist any face of this type for given i, j. 
For each pair i,j E 1 we define a non-oriented graph G(i,j) with its set of vertices 
contained in A as follows: 
ab isanedgein G(i,j), iff [i,j;a,b] isafaceof a (a,bEA). 
We obtain the following properties: 
(i) If a(i) = a(j), then there is no face of the form [i,j; a(i), .]. 
(ii) If a( i) # a(j), then there exists exactly one element b E A such that [i, j; a( i), b] 
is a face of a. 
(iii) Let a # a(i),a(j). Then, the number of faces [i,j;a,.] of a is either 0 or 2. 
Consequences for the graph G(i,j): G(i,j) is the disjoint union of 
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a) a path from a( i) to a(j) that does not contain any loop (in particular, it is 
empty if a(i) = a(j)) and 
b) possibly some loops that do not contain a( i), a(j). 
(iv) Let i,j, k E /; a, b E A. Then, the number of a--faces among [i,j; a, b], [j, k; a, b] 
and [i, k; a, b] is either 0 or 2. 
[That means that the edge ab appears in either 0 or 2 of the graphs G(i,j), 
G(j, k), or G( i, k ).] 
(v) Let i,j, k E 1 be three different elements. Then, for each face [i,j; a, b], either 
a = a(k) or b = a( k) has tobe true. 
[The graph G(i,j) is star shaped with a(k) as its centre.] 
(vi) Let i,j, k E 1 be three different elements. lf [i,j; a, b] and [j, k; c, d] are faces 
of a, then the sets { a, b} and { c, d} have at least one common element. 
[Any two edges of G(i,j) and G(j, k) , respectively, have at least one cornmon 
vertex.] 
(vii) Let i,j, k,f E 1 be four different elements. If [i,j;a,b] and [k,f;c,d] are faces 
of a, then the sets { a, b} and { c, d} are equal. 
[If G(i , j), G(k,f) are not empty, both graphs coincide and consist of a single 
edge only.] 
( viii) If a is not a simplex, then for each element a E A there exists a face of the 
form [., .; a, .]. 
[Each element of the set A appears as a vertex in some graph G(i,j).] 
The proofs of (i) - (viii) are easy; they result from three basic ideas: 
regard a suitable (n - 2)-dimensional face of a- (i.e. a (n - 3)-dimensional face of 
P0 ) and use the fact that it is always the intersection of exactly two top dimensional 
faces ((i) - (iv)). 
( v) - ( vii): If the claim would not be true, the corresponding faces would diff er in 
more than two vertices (regard [k, a(k)] in (v)). 
In (viii), the dual statement is trivial: Let P E a- be a vertex that is not contained 
in a top dimensional face F. Then, there exists another top dimensional face F not 
containing P such that F and F have contact of codimension 1. 
Now, we can use the properties (i) - (iii) and (v) to obtain the following description 
of the graphs G(i,j): 
1) a(i) = a(j) iff G(i,j) = 0. 
2) If a( i) # a(j), then there are two possibilities: 
a) G(i,j) = {edgea(i)a(j)} and a(k) E {a(i),a(j)} for each k # i,j, or 
b) G(i,j) = {edges a(i)b,a(j)b} and a(k) = b for each k # i,j. 
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In particular, if u is not a simplex, N = #A can be equal to 2 or 3 only; we will 
consider these two cases separately: 
Gase N = 3: Each non-empty graph G(i,j) has tobe of the form that is described 
in (b). Hence, the map a: {1, ... , n -1}--+ Ais surjective, and we can assume the 
following situation: 
n 
a(l) 
G(l, 2) 
4; A = {a,b,c}; 
a, a(2) = b, a(3) = c; 
{ac,bc}, G(l,3) = {ab,bc}, G(2,3) = {ab,ac}. 
On the other hand, such a polyhedron Pu cannot exist by the Euler polyhedron for-
mulae (notice the equation 2·#(edges) = 3·#(faces) because of Pu having simplicial 
faces only). 
Gase N = 2: We change our notation slightly: 
Let A = {A0 ,B0 } and 
l = {Ai, ... , Ak; Bi, ... , Bn-k-d ( 1 ::; k ::; [n;l] ) such that 
a(Ai) = Ao and a(Bi) = Bo. 
Then, we obtain the following graphs: 
G(Ai, Ai) G(Bi, Bi) = 0; 
G(Ai, Bi) - {edge AoBo}. 
In particular, Pu consists of the top dimensional faces 
Sij :=< Ao, ... , Ai, ... , Ak; Bo, ... , Bj, ... , Bn-k-1 > 
(i = 0, ... , k; j = 0, ... , n - k - 1) 
only, i.e. Pu is the polyhedron that is dual to !:!,. k X !:!,. n-k-l. 0 
( 4.8) We are looking for cones u that are able to meet the condition of 
theorem (2.5). By the previous lemma, only the investigation of the polyhedra 
Pu= (ßk X 6,.n-k-l)v (k = 0, ... , [n;1]) is left. (The case n = 3 (and m = 1) is 
integrated, since only triangles and quadrangles are candidates for squeezing.) 
Cones over (~k x ~n-k-l )v have the following form: 
o k bo bn-k-1 < a , ... ,a; , ... , >; 
(v,µ) o A v k bo l.11 bn-k-1 h d · 1 < a , ... , a , ... , a ; , ... , v , ... , > are t e top imens1ona 
facesof u (v=O, ... ,k; µ=0, ... ,n-k-1). 
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These faces are illustrated as vertices of a lattice: 
0 
1 
2 
k-1-----------~~~~~~~~ ...... „ 
k 
0 1 2 3 n-k-1 
Then, e((11,µ); (ii,µ)) = 1 means that the points (11,µ) and (ii,µ) sit in a common 
line (either row or column). 
Lemma: Let a meet the condition of theorem (2.5). lf r denotes the cardinality of 
R = {( r6 ).l, ... , ( r;;i )-1; ( rt)-1, ... , ( r;.n )-1} (cf. ( 2.5)), then the following inequality is 
true: 
( n + m + 1 )r 2:: ( k + 1) ( n - k )m + max { r, n ~ 1 } + max { r, n ~ k } . 
(lf R does not contain top dimensional faces only, then correct the definition of r as 
follows: replace all faces of dimension less or equal than n - 2 by one of the enclosed 
( n - 1 )-dimensional ones.) 
Proof: We may assume that R consists of top dimensional faces only. ( Otherwise, 
the changes suggested above have tobe done, but the conditions (i) and (ii) of (2.5) 
still keep true.) . 
Now, we look at the "face lattice" drawn above and count the number of R-faces 
sitting in each row and column, respectively: 
Sv ·- #(Rn llth line) (11=0, ... ,k); 
tµ ·- #(Rn µth column) (µ = 0, ... , n - k -1). 
These two numbers admit the following properties: 
k n-k-1 
1) L: Sv= r; L: tµ = r. 
v=O µ=0 
2) If (11,µ) f!. R, then Sv+ tµ 2:: m (by (ii) of (2.5)). 
k k 
3) 2: Sv= 2:(#{(11,.)/(11,.) ER}· sv) = 2: s;; 
(v,µ)ER v=O v=O 
n-k-1 
L: tµ = L: t!. 
(v,µ)ER µ=0 
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Hence, we obtain 
k n-k-1 
(n + l)r (n - k) L s 11 + (k + 1) L tµ = L(s11 + tµ) = 
11=0 µ=0 (11,µ) 
L (sv+tµ) + L (s 11 +tµ) 
(11,µ)'JR (11,µ)ER 
k n-k-1 
> [(k + l)(n - k) - r]m + L s; + L t!. 
11=0 µ=0 
Finally, I: s; ( and I: t!) can be estimated in two different ways: 
II µ 
a) s; ~ s 11 provides I: s; ~ I: s 11 = r, and 
II II 
b) 1 """" 2 > 1 """" · li """" 2 > r 2 k+l L..J s11 _ k+l L..J s 11 1mp es L..J s 11 _ k+l. D 
II II . II 
Remark: 
1) The inequality of the lemma could be improved by finding a better estimation 
for ( I: s; + I: t!) . 
II µ 
2) If (n, k, m, r) satisfies not only the inequality but also the sharp version 
(n + m + l)r = (k + l)(n - k)m + k~l + n~k' then the values of so, ... , Sk and 
to, ... , tn-k-1 have to be equal, respectively. 
In particular, r has to be divisible by k + 1 and n - k. 
3) In the case m = n-2 we are able to use (ii)' of (4.5) instead of (ii) of (2.5). In 
particular, m can be replaced by m+ 1, and we obtain the following inequality: 
2nr ~ (k + l)(n - k)(n -1) +max {r, k ~ 1} + m~x {r, n ~ k}. 
Corollary: Only few possiblities for a remain: 
a) k:::; 1, or 
b) k=2;n=5,6,7,8,or 
c) k = 3; n = 7. 
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Proof: Denote q := (k + l)(n - k). Then, k ~ 2 implies q > r, and we obtain the 
following inequalities: 
(n + l)r > 
2q(n + l)r > 
2q(n + 1) > 
2(n + l)(q - r) > 
2(n + 1) > 
r2 r2 r r2 r2 
(q - r)m + k + 1 + n - k ~ (q - r)2 + n + 1 + n - k' 
q(q- r)r + 2((n - k) + (k + l))r2 , 
q(q- r) + 2(n + l)r, 
q(q- r), and this means 
q. 
Therefore, the inequalities q ~ 3(n - 2) (for k ~ 2) and q ~ 4(n - 3) (for k ~ 3) 
provide the restrictions n ~ 8 and n ~ 7, respectively. 0 
( 4.9) The investigation of the remaining cases has tobe more careful now. We 
still assume that R consists of top dimensional faces only and recall the essential 
part of theorem (2.5) (applied to the special case Pu = (ßk x ßn-k-l )v): 
1) R consists of m pairs of faces of O" (but these pairs need not to be disjoint 
ones). 
2) Given a good face r < O" (i.e. r ~ R) it is possible to introduce an order of 
both, the set of pairs in R on the one hand, and the elements of each pair on 
the other hand: R consists of ( r6, rn, ... , ( r0, ri). 
These orders ( that depend on the choice of r) admit the following properties: 
a) The faces r6, ... , r0 correspond to m distinct fat points sitting in the 
same line (row or column) as r (cf. the picture at the beginning of (4.8)). 
b) For i = 1, ... , m, the line that contains r~ but not r does not pass through 
f th f t · t i i+l m any o e a pom s r 1 , r 1 , ... , r 1 . 
Case k ~ 2: 13 quadruples (n, k, m, r) (such that k ~ [ n;t J, 1 ~ m ~ n - 2 and 
m + 1 ~ r ~ 2m) are left by the inequality of the previous lemma ((2) and (3) of 
the added remark included): 
(5, 2, 1, 2); (5, 2, 2, 3); • • • 
(5, 2, 2, 4); (5,2,3,6) • • • (Pu = (ß2 X ß 2t) 
• • • 
(6, 2, 1, 2); (6, 2, 2, 4); • • • • (6,2,3,6) • • • • (Pu = (ß2 X ß3)v) 
• • • • 
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(7,2,2,4); (7,2,3,6); 
(7,2,4,8) 
(8,2,3,6) 
(7, 3, 1, 2); (7, 3, 2, 4) 
• 
• 
• 
• • • • • 
• • • • • 
• • • • • 
• • • • • 
• • • • • (Pu = (ß2 X ß5)v) 
• • • • • 
• • • • 
• • • • (Pu = (ß3 X ß3)v) . 
• • • • 
• • • • 
After checking the above conditions (1), (2a) and (2b) in each of these 13 cases, 
the only quadruple that survives is (5, 2, 2, 3). Hence, we are able to continue our 
positive list started in ( 4.6): 
(III) The super triangle Pu = (ß2 X ß 2 t (n = 2, n = 5) 
rl 0 
@ 
• 
• 
• 
• 
• 
• 
@ 
r2 
1 
Squeezing of the corresponding cone ; 
means the contraction of the triangle 
that is spanned by the three R-elements 
to one point (cf. (5.3)). 
Case k = 1: Pu = (.6.1 X .6.n-2)v admits the following lattice of top dimensional 
faces: 
• • • • 
• • • • 
n-1 columns 
Applying the conditions (1 ), (2a) and (2b) to this special situation, we obtain: 
- There exist good faces in each of the two lines. 
- Each line contains exactly one element of each R-pair. We number these pairs 
and denote their elements by ri and si (sitting in the upper or lower line, 
respectively). 
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- r = 2m. 
(If this would not be the case, we would be able to assume r 1 = r 2 • Then, the 
condition (2a) would imply that there had to be an arrangement of faces of 
the form ( ~ r 1 ? r 2 ~ ) ("x" denotes a good face), but this contradicts 
s . s 
(2b ). ) 
- If we would draw edges between both elements of each R-pair on the one hand 
and between any two elements of R that are contained in the same column on 
the other hand, then no loops are allowed to arise. 
rl r2 r3 
(That means, constellations as 1 ~ 1 
s{ ~~s1 
rl 
or 11 are forbidden.) 
s1 
These conditions lead to the following dass of squeezable cones: 
(IV)p1 ,„„P1 The double simplex 
P; = ( Bp1 , ••• , BPt) is huilt up from blocks of the form 
· (x/1/2 /p-1 rP) BP := /.. / (p ~ O; "x" denotes a good face). 
sls2s3 sP x . 
l l 
Therefore, 2: Pi = m and m + f = 2: (Pi + 1) = n - 1; also we can asume 
i=l i=l 
that 0 ~ Pi ~ · · · ~ Pt is true. 
( 4.10) We still regard the polyhedron Pu = (.~k X ~n-k-l t. But now, we 
want to omit the restriction that R is allowed to contain top dimensional faces only. 
If I< E R is an (n - 2)-dimensional face of a squeezable cone u (and we also will 
assume that it is the only member of R being not of dimension n-1), then, in (4.8) 
and ( 4.9) I< has been replaced by one of the two top dimensional faces containing 
this edge: R changes to R', and ( u; R') remains squeezable ( at least in the sense of 
(2.5) ). 
Let ri E R' be the face that arises from I< E R. Then, ( u, R') must belong to one of 
the two classes (III) or (IV)pi, ... ,p1 , and the following additional properties have to 
be satisfied: 
- Replacing ri by the other top dimensional face that contains I<, the result still 
has to belong to the classes (III) or (IV), respectively. 
- There exists almost one good face r of ( u; R') that requires ri to be its R-
neighbour of the ith pair. Then, I< has tobe the edge connecting both faces, 
r and ri. 
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- Let o: be a good face such that K has to play the role of r~ in (u; R). Then, 
in ( u; R') not only ri but also r satisfies the condition for r~ described in (2b) 
of (4.9). 
If R contains more than one (n - 2)-dimensional face we can proceed inductively: 
Step by step (in an arbitrary order) these faces can be changed into top dimensional 
ones - the whole system always keeps squeezable. 
Having all this in mind, the following two additional dasses of squeezable cones will 
be obtained: 
{IVJ!,q The double simplex (with a single edge) 
P; = ( ; 1 Bp 1 Bq) , and r 1 E R equals the ( n - 2 )-dimensional edge 
between the two upper good faces of Bp and Bq, respectively. (p, q 2 O; 
p + q = m - 1 = n - 4. We also assume p::; q.) 
(IVJ;,q The double simplex (with two edges) 
P; = ( ; 1 BP 1 Bq 1 r; ) , and r 1 E R ( sm E R) equals the ( n - 2)-
dimensional edge between the two upper (lower) good faces of Bp and 
Bq, respectively. 
(p, q 2 O; p + q = m - 2 = n - 5. We also assume p ::; q.) 
Remark: If R contains an edge f of dimension less than n - 2, then the condition 
of theorem (2.5) cannot be satisfied: 
Otherwise we could replace f by an endosed edge of dimension n - 2, and the whole 
set up would "factorize" through (IV)!,q· But, in this dass, the edge r 1 is needed to 
be the R-neighbour of two good faces, i.e. it can not be replaced by a smaller one. 
( 4.11) In the last two sections we have regarded the polyhedra Pu = ( !J..k X 
D.. n-k-t t with k 2 1. Therefore, only one class of cones remains to be mentioned: 
(V) The simplex 
u < a1 , ... , an >; 1 ::; m ::; n - 2. 
Remark: As in the previous cases it remains to classify the possible constellations 
of R-elements in this dass also. But, because of the absence of sufficient good faces, 
to carry out this task seems to be very stupid and will be omitted here. 
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(4.12) In this chapter we have proved the following statement: 
let i : Yu <--+ Xu be a closed embedding of two affine torus varieties that is a rel-
ative complete intersection (cf. chapter 2). If, moreover, Y"' \ {O} is smooth and 
Xu \ {O} admits at most cyclic quotient singularities (i.e. the cone a consists of 
simplicial faces only), then for a together with the equations xr~ -xrl (i = 1, ... ,m; 
r~ E~ nM) there are only the possibilities (I) - (V) described above. 
In the next chapter we will complete our work for the classes (1) - (III): all squeez-
able cones will be classified not only as abstract cones, but up to automorphisms 
of the lattice N. Moreover, we will characterize those (3-dimensional) isolated toric 
singularities that can appear in this way. 
The classes (IV) and (V) consist of the simplest cones one can think about - but 
there are many different cases for the arrangement of the R-neighbours belonging 
to each good face. We omit further investigations here (cf. chapter 6 for the special 
cases m = n - 2; n = 3, 4), but it seems tobe quite interesting to keep these cases 
in mind: 
for instance, the whole series of cones over scrolls (given by the determinantic equa-
tions 
C" xu X1 kt -1 X20 X21 X2k2-l x„,_, ) det ... =Ü ) X11 X12 X1 kt X21 X22 X2k2 Xi kt 
is hidden in dass (IV). 
5 The hexagon singularities 
The classes (1) - (III) of squeezable cones (cf. ( 4.6) and ( 4.9)) provide 3-dimensional 
toric singularities that are given by cones over a hexagon. Now, by using theorem 
(2.4) we will describe these cases in detail: 
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(5.1) Class (!): The octahedron 
X 
b 
A 
y 
< A, B, X > is a good face. In particular, it is smooth, and we can assume 
A=(l,0,0,0); B=(l,1,0,0); X=(l,0,1,0). 
Hence, < A, ro >=< X, ro >= 0 and < B, ro >= 1 imply r 0 = [O, 1, O, *], and we 
can choose our coordinates of N in such a way that r0 = [O, 1, 0, O]. 
Now, by the properties of good faces or simply by incidence relations only, we obtain 
the following equations: 
< a,r0 > 
< b,ro > 
< B,r1 > 
< Y,ro > 
< b,r1 > 
< A,r1 > 
O· 
' 1. 
In particular, that means r 1 = [1 , -1, 0, *]· We can use the remaining feasibilities of 
choosing the coordinates well to kill the last component of r 1 ; then, we obtain the 
result 
A = (1,0,0,0) 
a = (1, 0, a3, a4) 
B=(l,1,0,0) 
b = (1, 1, b3, b4) 
X= (1, 0, 1, O); ro = [O, 1, 0, O] 
Y = (1, 1, Y3, 1-4); r 1 = [1 , -1, 0.0]. 
On the other hand, for Pu to be a convex body of the form drawn above, some 
4 x 4 determinants have to be positive. This provides conditions for our parameters . 
a3,a4,b3,b4,YJ,Y4 E ~: 
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(5.1.1) 
1 
a3 a4 I · 1 b3 b4 1 
. l'3 Y.t l'3 Y.t < 0, 
1 
b3 _ l'3 b4 _ Y.t I · I b3 - l'3 b4 - Y.t I I b3 
a3 a4 a3 - 1 a4 ' a3 - 1 
The smoothness of the good faces ( only < A, B, X > was already used) yields 
(5.1.2) gcd(a3, a4) = gcd(a3 - 1, a4) = gcd(~, b4 ) = 1; 
gcd(l'3, Y.t) = gcd(b3 - Y3, b4 - Y.t) = l. 
Remark: 
1) The vertices of a together sit inside the affine hyperplane [ a 1 = 1] of N 0 IR. 
That means that the . corresponding toric variety Xu is Gorenstein. 
2) Xu has an isolated singularity in 0, iff a4 = 1 
(Then, this even implies all gcd-conditions.) 
N ow, we are ready to determine the special fibre Yü of the map ( xro - xr1 ) : Xu --+ <C1 • 
We compute the "squeezed" cone 0- = an [ro - r1]1- : 
r0 - r1 = [-1, 2, 0, O], i.e. the linear subspace [ro - r1]1- ~ N is given by the equation 
a1 = 2a2 . The points of intersection of this subspace with the six edges AB, BX, 
Xb, ba, aY and Y A, respectively, are 
(2, 1, 0, O); (2, 1, 1, O); (2, 1; b3 + 1, b4)i (2, 1, a3 + b3, a4 + b4)i 
(2, 1, a3 + 13, a4 + Yi), and (2, 1, 13, Yi). 
Taking (2, 1, 0, O); (0, 0, 1, O); (0, 0, 0, 1) as a ~-basis of [ro - r1]1-, we can omit the 
first component "2" in each point. Then, O' can be seen to be the cone over the 
hexagon 
that sits in the affine hyperplane [a1 = 1] (ai, ä 2 , a3 denote the coordinates of 
[ro - r1]1- ). 
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Po=(O,O) 
Remark: 
3) Yü is Gorenstein, too. 
4) The conditions of (5.1.1) express exactly the fact that H1 is a convex, non-
degenerate hexagon of the form drawn above. 
5) The conditions of (5.1.2) express that the (oriented) edges of H1 consist of 
primitive vectors only. But this fact is equivalent to (Yü, 0) having at most an 
isolated singularity. 
6) P0 + P2 + P4 =Pi+ P3 + P5, i.e. the centres of both triangles, t:iPoP2P4 and 
ßPiP3P5, coincide. 
This condition is not only necessary, but also suflicient ( up to ~-isomorphisms) 
f9r H1 to have those special vertices as mentioned above. 
Therefore, it is exactly the isolated Gorenstein hexagon singularities Y with Po + 
P2 + P4 = Pi+ P3 + P5 that admit toric deformations of type (1). The corresponding 
total space Xu is uniquely determined by Y. 
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pv and PY 
a a 
(The view of the dual situation illustrates the notion of squeezing: The hexagon 
results by pressing the cube into dimension 2.) 
(5.2) Class (II): The tent 
a 
y 
A 
We proceed as in the last section; for shortness we will only list the results in the 
order of arising: 
(i) The good face < A, B, X> together with a good choice of coordinates yields 
A = (1, 0, 0, O); B = (1, 1, 0, O); X= (s, 0, 1, 0) and r0 = [O, 1, 0, O]. 
(s E iZ is a parameter which keeps for us the possibility to change the first compo-
nent of X if it is necessary.) 
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(ii) The equations 
< a,r0 > 
< b,r0 > 
< B,r1 > 
< A,r1 > 
< y,r1 > 
1 
O· 
' 
provide r1 = [1, -1, 0, O] ( the last two components vanish after improving the coor-
dinates again - the parameter s of (i) is fixed now). 
We obtain the following result: 
A = (1,0,0,0) 
a = (1, 0, a2, a4) 
B=(l,1,0,0) 
b = (1, 1, b3, b4) 
X=(s,O,l,O); ro=[0,1,0,0] 
Y = (t, t, }3, 1'4); r 1 = (1, -1, 0, O]. 
(iii) Conditions for the parameters s, t, a3, a4, ~' b4, }3, Y4 E .7.l: 
1 
a3 a4 , , 1 b3 b4 , , 1 a3 a4 1 > O; 
b3 b4 Y3 Y4 Y3 Y4 
s 1 ~ ~ 1 > }'4; t 1 ~: ~: 1 > 1 ~ ~ 1 ; tb4 > }'4. 
(5.2.2) gcd(a3, a4) = gcd(b3, b4) = gcd(Y3, 1'4) = 1; 
gcd(sa3 - 1, a4 ) = gcd(}'J - tb3, }4 - tb4) = 1. 
Remark: 
1) Xu is Gorenstein, iff Xu is <'Q-Gorenstein, iff s = t = 1. 
2) Xu has an isolated singularity in 0, iff a = 1 ~ b4 I- 1 Y4 - . 
(Then, this even implies all gcd-conditions.) 
(iv) The 3-dimensional cone ii = an [ro - r1].L is spanned by the vertices 
which arise as points of intersection of [ro - r1].L with the edges AB, BX, Ba, ab, 
bA and Y A, respectively. That means, ii is the cone over the hexagon 
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that sits in the affine hyperplane [a1 = l] . 
Attention: The points ~(1, 0) and t(Ya, Y4) belong to the lattice of [r0 - r 1].L, iff 
s = t = 1! 
Remark: 
3) Y17 is Gorenstein, iff it is <Q-Gorenstein, iff s = t = 1. 
4) The conditions of (5.2.1) express exactly the fact that Hu is a convex, non-
degenerate hexagon of the form drawn above. 
5) The conditions of (5.2.2) express that (Y17 , 0) has, at most, an isolated singu-
larity. 
6) Po+ P3 = P2 + P4 , i.e. the vertices Po, P2, P3; P4 forma parallelogram inside 
Hu. 
This condition is not only necessary, but also sufficient (up to ~-isomorpisms) 
for Hu to have those special vertices as mentioned above. 
Therefore, the isolated singularities Y that admit toric deformations of type (II) 
are exactly those hexagon singularities such that P0 , P2, P3, P4 form an (isolated) 
Gorenstein parallelogram singularity. The corresponding total space Xu is uniquely 
determined by Y. 
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(5.3) Class (III): The super triangle 
(ao) @ • • 
rl 
0 
(al) 
• (®) • 
r~=r~ 
(a2) 
• • @ 
r2 pv = ß2 X ß2 
l u 
(bo) (bl) (b2) 
The cone a =< a0 ,a1 ,a2;b0 ,b1 ,b2 > admits 9 top dimensional faces 
(v, µ) :=< a0 , ••• 'av, ... a 2 ; b0 , •.• 'r;, ... 'b2 >; each face is represented by a fat 
point in the (3 x 3)-lattice drawn above. 
In particular, 
rt 
0 (0,0) = < at a2 b1 b2 > 
' ' ' ' 
·-
rl 2 (1,1) - < ao a2 bo b2 > and r 1 - ro = 
- ' ' ' ' 
r2 
1 (2,2) o 1 bo bt =<a,a, , >. 
Now, we can proceed as usual (kill the last components of r6, r and ri, respectively, 
by choosing the coordinates of N well): 
(i) The property for (0,2) =< a1,a2 ,b0 ,b1 >tobe a good face provides 
a 1 = (1, 1, 0, 0, O); a2 = (1, 0, 1, 0, 0); b0 = (1, 0, 0, 0, 0); b1 = (1, 1, 0, 1, 0) 
and r6 = [1,-1,-1,0,0]; ri = [0,0,1,0,0]. 
(ii) Again, there are many equations: 
< b2,r6 > 
< ao, r6 > 
o 2 bo b2 02 0 < a , r > = < a , r > = < , r > = < , r > = < a , r 1 > = ; 
< a 1 , r > = < b1 , r > = < b2, r~ > = 1. 
Hence, we obtain the following result: 
a0 = (1, 0, O; a4 , as) 
a1 = (1,1,0;0,0) 
a2 = (1,0,1;0,0) 
b0 = (1,0,0;0,0) 
b1 = (1,1,0;1,0) 
b2 = (1, 0, 1; b4 , b5 ) 
r6 = [1, -1, -1, 0, O] 
r = [0,1,0,0,0] 
ri = [O, 0, 1, 0, O]. 
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(iii) Conditions for the parameters a4, a5 , b4, b5 : 
(5.3.1) as, bs, 1 :: :: 1 < 0. 
(5.3.2) gcd( a4, as) = gcd(b4, bs) = 1. 
Remark: 
1) Xu is Gorenstein. 
2) Xu has an isolated singularity in 0, iff a4 = b4 + 1 and a5 = b5 = 1. 
(iv) The linear subspace L.L = [rJ- r].L n [r - rn.i. ~ N is given by the equations 
a1 = 3a3; a2 = a3. 
To determine ii = an L.l. it is sufficient to compute the intersection with each of the 
3-dimensional faces of er only. Then, exactly the six faces of the form < . 0 , •1, . 2 > 
give a contribution, and we obtain 0- to be the cone over 
Hu1 :=< (0, O); (1, O); (a4 + 1, as); (a4 + b4 + 1, as, bs); (a4 + b4, as + bs); (b4, b5 ) > 
that sits in the affine hyperplane [a1 = 1] ~ L.L. 
Po=(O,O) P1 =(1,0) 
Remark: 
3) Ya is Gorenstein. 
4) The conditions of (5.3.1) mean that Hu1 is a convex, non-degenerate hexagon 
of the· form drawn above. 
5) The condition of (5.3.2) expresses that (Ya, 0) has at most an isolated singu-
larity. 
6) Po+ P3 = P1 + P4 = P2 + P5 , i.e. opposite edges are parallel ones which have 
the same length too. 
This condition is not only necessary, but also sufficient (up to ~-isomorphism) 
for Hu1 to have those special vertices as mentioned above. 
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Therefore, the isolated singularities Y that admit toric deformations of type (III) 
are exactly those Gorenstein hexagon singularities such that the hexagon consists 
of three parallelograms as shown in the picture above. 
The corresponding total space Xu is uniquely determined by Y. 
(5.4) Which isolated hexagon, singularities admit toric deformations of more 
than one type? 
Obviously, the type (II) is not compatible with any of the two remaining types. 
On the other hand, the hexagons H belonging to both classes, (1) and (III) are 
easy to describe: they consist of six copies of a fixed triangle, and these copies are 
arranged in such a way that any two adjacent ones form a parallelogram. 
as > O; 
gcd(a4, as) = gcd(a4 - 1, as) = 1. 
Remark: The total spaces of both toric deformations have isolated singularities, iff 
as = 1. 
If this is the case, then the coordinates can be improved once more to obtain a4 = 1 
also. In particular, the corresponding toric variety Yu is uniquely determined; the 
two total spaces are isomorphic to the cones over JP1 x JP1 x JP1 or JP2 X IP2 , re-
spectively. 
Yu has embedding dimension 7 and can be given by 9 equations: 
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Y1Z = Y2Y3; Y2Z = x3y1; y3z = X2Y1· 
In fact, as J. Stevens pointed out to me, this singularity is the cone over the Del 
Pezzo surface. 
Moreover, by explicit computations with the computer programme "Macaulay", 
Duco van Straten has shown that the above two total spaces represent, indeed, ex-
actly the two components of the reduced versal base space of Y17 • 
6 One and two pararneter deforrnations of cyclic 
quotient singularities (i.e. m == n - 2 < 2) 
(6.1) As in §4 we will use theorem (2.5) to classify squeezable cones a - only 
the presumptions are changed now: 
n - 2 + m :s; 2 {stronger as in §4), but 
there are no restrictions to the form of a (weaker as in §4). 
In the case n = 3 (m = 1), the cone a admits simplicial faces automatically. There-
fore, we have only to look at §4 to obtain all possible classes: 
(IV)1 
(V)n=3 
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SI 
(6.2) For the rest of §6 we will assume n = 4 (m = 2). Let us start by 
describing this special situation: 
- R ~ {r,s,t,u} (the splitting of R into two pairs, [r~,d] and [r5,rn, will only 
be used at the last steps of our computations.) 
- As usual, in the beginning, we assume R to consist of 3-dimensional faces only. 
- Let r < u be a good face. Then, r satisfies the following conditions: 
(i) r is a (smooth) triangle. 
(ii) The three neighbours of rare contained in the set R. 
(In particular, #R 2: 3, and there are no good faces which are adjacent 
to each other.) 
(iii) lf #R = 4, then the remaining face of R has contact to r at least in a 
point. (This is an easy consequence of the next statement (iv).) 
(iv) Any two R-faces belonging to a common pair contain (together) all three 
vertices of r. 
(In particular, if a face has contact to r in one vertex only (cf. (iii)), then 
this face has tobe contained in the same pair as the opposite R-neighbour 
of r.) 
- Trivial, but important to mention: the intersection of two faces of u is either 
an edge, a vertex, or it is empty. 
(6.3) Lemma: 
1) If r, s E R are common neighbours of the good faces ri, r2, then only two 
configurations can occur: 
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and r s 
2) There are three comrnon R-neighbours r, s, t of good faces Ti, T2 , i.ff 
#R = 3 and u admits at least two good faces, i.ff 
Pu is equal to ß 1 x D.. 2 ( with T1 , T2 as base surfaces) or to its degeneration -
a quadrangular pyramid (cf. (6.5) (Vlh and (VI)i2 , respectively). 
3) Assume #R = 4. lf r, s, t are the R-neighbours of a good face T < u, then 
not all of the combinations (r, s); (s, t); (t, r) can occur as common neighbours 
of some other good face. 
Proof: (1) r n s has comrnon points with both faces, T1 and T2 . 
(2) is a direct consequence of (1). 
(3) Let r, s be common R-neighbours not only of T, but also of some other good 
face T 1• Then, at the corresponding vertex, T cannot have contact to the remaining 
element u of R. D 
Corollary: The cone u admits at most three good faces. 
Proof: Let Ti, T2 , T3 , T4 be good faces. By (2) the corresponding R-neighbours are 
(s, t, u); (r, t, u); (r, s, u); (r, s, t), i.e. each of the combinations of two R-faces occurs 
twice. D 
(6.4) Proposition: The case of three good faces cannot occur. 
Proof: Otherwise let Ti, T 2 , T3 be these good faces; assume the R-neighbours tobe 
(s,t,u); (r,t,u); (r,s,u), respectively. 
Only the combinations (s ,.t), (r,t), and (r,s) are singles. Hence, 
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r meets the (s, t)-vertex of Ti, 
s meets the (r, t)-vertes of T2, and 
t meets the (r, s )-vertex of T3 • 
Looking at the intersection r n s n t this yields the picture 
S T1 
i.e. Pu is equal to the pyramid over the hexagon u E R. 
Now, we obtain a contradiction, because it is not possible to divide R into two pairs: 
u would have tobe in a common pair with each of the faces r, s, t. 0 
(6.5) Assume that a has two good faces T 1 and T 2 • 
Starting from the two possibilities described in lemma (6.3) (1), we have to distin-
guish between some cases (for instance between #R = 4 and #R = 3). Then, we 
obtain the following classes of squeezable cones: 
(VI) 
A 
X 
\ 
\ 
T1 )!!_ 
/ 
/ 
-
-
y 
--
-
-
B 
r := ABYX; s := CDXY; t := ACD; u := ABC, and R is the set of pairs 
R = {[r, t]; [s, u]}. 
42 
(VI)i (Degeneration of (VI) to X = Y) 
A B 
r := ABX; s := CDX; t := ACD, n := ABC, and R is the set of pairs 
R = {[r, t]; [s, u]}. 
(Remark: This cone admits simplicial faces only; the dass (VI)i coincides with 
(IVh of §4!) 
(VI)2 (Degeneration of (VI) to ABCD spanning a plane) 
A 
X 
\ 
\ 
T1 \D 
/ 
/ 
y 
B 
r := ABYX; s := CDXY; t = u := ABCD, and R is the set of pairs 
R = {[r, t]; [s, t]}. 
(VI)i2 (Degeneration of (VI)1 and (VI)2) 
A B 
r := ABX; s := CDX; t = u := ABCD, 
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and R is the set of pairs R = {[r, t]; [s, t]}. 
(6.6) If u consists of the R-faces and of one single good face r only, then the 
dual body Pu admits at most five vertices. Therefore, only the following classes of 
squeezable cones can appear in this case: 
(VII) 
c 
A B 
r := ABX; s := CDX; t := ABCD; u := BCX, and R is the set of pairs 
R = {[r, s]; [t, u]}. 
(V)n=4;r=3 D 
A B 
r := ABD; s :=CAD; t = u :=ABC, and R is the set of pairs 
R = {[r, t]; [s, t]}. 
(The case of Pu = ß 1 x ß 2 cannot appear, because the good face r would not have 
contact to each of the remaining four R-faces.) 
( 6. 7) Only the dass 
(V)n=4;r=4 Simplex with the top dimensional faces r, s, t, u E R 
can appear, if there is not any good face in u. 
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(6.8) Now, we assume that R contains faces of lower dimension. As usual we 
can derive these additional classes from (6.5) - (6.7): 
(VIg Replace "u = ABC D" by "u = AB". 
(Then, R = {[r, t]; [s, u]}.) 
(VIH2 Replace "u = ABC D" by "u = AB". 
(Then, R = {[r, t]; [s, u]}.) 
(VII) 1 Replace "u = BCX" by "u = BX". 
(Remark: a) The face BCX changes into a good one. 
b) (VII)1 can also be derived from (VI)12 .) 
(VII)* Replace "u = BX" (in (VII)1 ) by "u =X". 
,Finally, there are some classes derived from the simplex (V)n=4 • 
7 Examples to the cases m = n - 2 < 2 of §6 
At first we regard the case m = 1; n = 3. 
Because we are only interested in giving examples, Xa is presumed to have at most 
an isolated singularity in 0. Up to this restriction, the classification (7.1) - (7.4) is 
complete. 
Finally, in (7.5) and (7.6) we give an example for Xa having non-isolated singulari-
ties (corresponding to a cone that admits even non-simplicial faces). 
(7.1) Class (IV)1 - the first case: 
s1 Assume, that < a3 , r 1 >=< a4, r 1 >= 1. 
a2 a3 
Then, we obtain the following normal form of a: 
a 1 =(1,0,0) 
a 2 = (0,1,0) 
a 3 = (0, 0, 1) 
a4 = (A, -B, 1) 
r 1 = [O, 0, 1) 
s1 = [KB,KA,O] (K,A,B ~ l;gcd(A,B) = 1). 
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These cones can also be characterized by the conditions 
(i) { a1, a 2, a3 } is a ~-Basis of N, and 
(ii) Aa1 + a3 = Ba2 + a4 • 
The special fibre is equal to the cyclic quotient singularity X(K AB+ 1, K B2 ). 
(7.2) Class {IV)t - the second case: 
s 1 Let < a3 ;r1 >=< a1, s1 >= 1. 
a2 a3 
Then, we obtain the following normal form of a: 
a 1 = (1,0,0) 
a 2 = (0, 1, 0) 
a 3 =(0,0,1) 
a4 = (A, -1, B) 
r 1 = [O, 0, 1) 
r 2 =[1,A,O] 
These cones can also be characterized by the conditions 
(i) { a1, a2, a3 } is a ~-basis of N, and 
(ii) Aa1 + Ba3 = a2 + a4 • 
(A,B;::: 1). 
The corresponding total space Xu is a scroll, and the special fibre is equal to 
X(A + B, 1) (i.e. to the cone over the rational normal curve of degree A + B). 
(7.3) Classes (V) and {V)1 - the first case: 
al 
let < a3 , r1 >= 1. 
a3 
--~~~-------...... 
a2 sl 
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Then, we obtain the normal form 
a1 = (1, 0,0) 
a2 = (0,1,0) . rl = [0,0,1] 
a3 = (0,0,1) s1 = [x,y,O] (x ~ 1; y ~ 0). 
The special fibre is equal to (C2 • 
(7.4) Class (V)1 - the second case: 
aI 
Let < a1 , s1 >=< a2 , s 1 >= 1. 
a2 s1 
Then, we obtain the normal form 
a1 =(1,0,0) 
a2 =(0,1, 0) 
a 3 = (x,d- x,d) 
r 1 = [O, 0, f] 
s1 =[1,1,-1] (d,f~l; O:Sx<d; gcd(x,d)=l). 
The special fibre is equal to X(fd2, .edx-1 - 1). (Here, x-1 is computed in the ring 
7L/ d7L) 
Remark: 
1) d = 1: X(f, -1) (i.e. the singularity At-d is embedded in the affine spaceCC3 • 
2) d ~ 2 yields exactly the T-singularities of [KSB] (embedded as hypersurfaces 
in 3-dimensional cyclic quotient singularities. 
3) (.edx-1 -1)(.ed(-x-1 ) -1) = f2d2(-x-2 ) + 1=1 (mod fd2). 
In particular, X(fd2,fdx-1 -1) = X(fd2,fd(-x-1 )-1). 
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(7.5) An example for class (VI): 
Let 
A 
X 
\ 
\ 
T1 ~ 
/ 
/ 
-
-
A = (1, 1, 0, 0) 
B=(0,1,0,1) 
C=(0,0,1,0) 
D=(l,0,1,0) 
X=(l,0,0,1) 
Y=(0,0,0,1) 
y 
--
-
-
B 
r = ABYX = [0,0,1,0] 
s = CDXY = [O, 1,0,0] 
t = AC D = [O, 0, 0, 1] 
u =ABC= [1, -1, 0, 1]. 
Then, squeezing this cone yields the cyclic quotient singularity X(5, 2). 
(7.6) The above cone a of type (VI) can also be squeezed by the equation 
xr = x 8 - the result is the cone over the pentagon < (0, O); (1, O); (2, 1); (1, 1); (0, !) > 
(sitting in the affine [a1 = 1]-plane of ~3). 
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