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We explore the finite bias DC differential conductance of a correlated quantum dot under the in-
fluence of an AC field, from the low-temperature Kondo to the finite temperature Coulomb blockade
regime. Real-time simulations are performed using a time-dependent generalization of the steady-
state density functional theory (i-DFT) [Nano Lett. 15, 8020 (2015)]. The numerical simplicity
of i-DFT allows for unprecedented long time evolutions. Accurate values of average current and
density are obtained by integrating over several periods of the AC field. We find that (i) the zero-
temperature Kondo plateau is suppressed, (ii) the photon-assisted conductance peaks are shifted
due to correlations and (iii) the Coulomb blockade is lifted with a concomitant smoothening of the
sharp diamond edges.
Over the last decades there have been tremendous
advances in manufacturing nanoscale devices such as
nanotubes, artificial atoms (quantum dots), or single
molecules attached to metallic leads [1–4]. The theo-
retical description of their transport properties often re-
mains a challenge since it involves the physics of strong
correlations out of thermal equilibrium. Even the (min-
imal) single impurity Anderson model [5] (SIAM), after
almost sixty years is still a matter of intense research
and debate. The development of clever analytical and
numerical techniques has provided us with a fairly good
understanding of its equilibrium and steady state prop-
erties. Unfortunately, the same cannot be said for time-
dependent responses. In particular, very little is known
about the behavior of the average current when an AC
field is superimposed to a DC voltage. What is the fate of
the zero-temperature Kondo plateau in the conductance?
How does the charging energy affect the photon-assisted
conductance peaks? Is the finite-temperature Coulomb
blockade lifted? In this Letter we provide an answer to
these and related fundamental questions.
One way to access AC (linear as well as nonlinear)
transport properties consists in performing numerical
simulations of the time-evolution of the system. Sev-
eral time-propagation algorithms have been put for-
ward. Time-dependent (TD) density matrix renor-
malization group [6–10], TD numerical renormalization
group [11], functional renormalization group [12–14],
real-time Monte Carlo [15–19], hierarchical equations
of motion approach [20], iterative real-time path inte-
gral [21] and real-time effective action [22] have all been
used to investigate the transient response to a sudden
quench of bias or gate voltages, and a reasonable agree-
ment between them has been reached. These methods,
however, are limited to short propagation times and AC
responses are difficult to address since convergence often
requires averaging the TD current over several periods of
the driving field. An alternative to time-propagation is
the Floquet Green’s function approach. SIAM responses
to an oscillating gate have been reported in Refs. [23, 24]
using either a second-order self-energy (reasonable only
at the particle-hole symmetric point) or an analytically
interpolated equilibrium self-energy (questionable for AC
voltages). To the best of our knowledge, no attempts to
calculate the SIAM conductance under AC voltages have
been made so far.
Lately, strongly correlated systems have been studied
also with density functional theory (DFT) both in its
static [25–29] and time-dependent version [30–35]. In
a recent work we proposed a steady-state density func-
tional theory [36] (i-DFT) to calculate the steady density
on and the steady current through a quantum junction
sandwiched between metallic leads. In Ref. [37] we ap-
plied i-DFT to the SIAM and found excellent agreement
with numerically exact methods in a wide range of bias
and gate voltages, from weak to strong charging energies
U and from low to high temperatures T .
We here extend i-DFT to the time domain, thereby
laying down a computationally feasible scheme to shed
light on the AC transport properties of the SIAM. Our
main findings are (i) AC voltage suppression of the
T = 0 Kondo plateau (ii) interaction-induced shift of the
photon-assisted conductance peaks and (iii) lifting of the
finite-temperature Coulomb blockade with concomitant
smoothening of the diamond shape.
Time-Dependent i-DFT - i-DFT establishes a one-to-
one correspondence between the pair density on and cur-
rent through the impurity, (n, I), and the pair gate and
bias voltages (v, V ). Accordingly, there exists a unique
pair (vs, Vs) that in the noninteracting SIAM produces
the same density and current as in the interacting one.
The pair (vs, Vs) consists of the Kohn-Sham (KS) gate
vs = v + vH + vxc and KS voltage Vs = V + Vxc where
the Hartree potential vH = Un whereas the exchange-
2correlation (xc) potentials vxc and Vxc are universal func-
tionals (i.e., independent of the external fields v and V ) of
both density and current. Knowledge of these function-
als allows for calculating (n, I) by solving self-consistently
the equations
n = 2
∑
α=L,R
∫
dω
2π
f(ω − Vs,α)Aα(ω) (1)
I = 2
∫
dω
2π
[
f(ω − Vs,L)− f(ω − Vs,R)
]
T (ω) (2)
where Vs,L = −Vs,R = Vs/2 is the bias applied to the
left (L) and right (R) leads and f(ω) = 1/(eβ(ω−µ) + 1)
is the Fermi function at inverse temperature β = 1/T
and chemical potential µ. In Eq. (1) the partial spectral
function is given by Aα(ω) ≡ G(ω)Γα(ω)G
†(ω) with the
(retarded) KS Green’s function G(ω) = 1/(ω−v−vHxc−
ΣL(ω)−ΣR(ω)) and broadening Γα(ω) = −2Im [Σα(ω)],
Σα being the embedding self-energy of lead α. The cur-
rent in Eq. (2) is expressed in terms of the KS transmis-
sion coefficient T (ω) = AL(ω)ΓR(ω). The self-consistent
solution of Eqs. (1) and (2) is extremely efficient [37, 38].
It is therefore natural to extend i-DFT to the time
domain and explore dynamical (as opposed to steady-
state) transport properties. Setting the external bias
V (t) = θ(t)[V + VAC sin(Ωt)] we can provide a full char-
acterization of the AC conductance.
In the same spirit of the adiabatic approximations in
standard TD-DFT [39, 40] we calculate the TD density
n(t) and current I(t) by propagating the KS SIAM with
TD gate potential vs(t) = v(t)+vHxc[n(t), I(t)] and volt-
age Vs(t) = V (t) + Vxc[n(t), I(t)]. The propagation is
performed by solving the coupled TD KS equation
i
d
dt

 ψL,kψC,k
ψR,k

 =

 hLL hLC 0hCL hCC hCR
0 hRC hRR



 ψL,kψC,k
ψR,k

 (3)
for every KS state ψk. Equation (3) is written in a block
form where the blocks L and R refer to the left and right
leads whereas the block C refers to the impurity site,
hence hCC = vs(t). We model the leads as semi-infinite
tight-binding chains with nearest neighbor hopping tlead
and onsite energy Vs,α(t). Only the boundary site of the
semi-infinite chains is connected to the impurity and the
corresponding hopping amplitude is tlink. We take the
leads at half-filling (µ = 0), choose both tlead and tlink
much larger than any other energy scale and set the ratio
t2link/tlead = γ/2 to stay in the wide band limit (WBL).
Equation (3) is solved using a generalization of the al-
gorithm of Ref. 41 to finite temperatures. The time prop-
agation is performed with a predictor-corrector scheme at
each time step for vHxc and Vxc. The TD occupation and
current to plug into the xc potentials are obtained from
the KS wavefunctions according to
n(t) = 2
∑
k
f(ǫk)|ψC,k(t)|
2, (4)
I(t) =
IL(t)− IR(t)
2
. (5)
The current at the α interface
Iα(t) = 4
∑
k
f(ǫk)Im
[
tlinkψ
∗
α,k(t)ψC,k(t)
]
(6)
is expressed in terms of the wavefunction ψα,k(t) at
boundary site of lead α. Notice that current conserva-
tion implies IL(t) + IR(t) + n˙(t) = 0 at all times. For
symmetric voltages VL(t) = −VR(t) = V (t)/2 and at
the particle-hole symmetric point (ph–SP) v = −U/2 we
have IL(t) = −IR(t).
In Ref. [37] we proposed an accurate parametrization
of vHxc and Vxc. This parametrization has been shown to
agree well with results from the functional and numerical
renormalization group in a wide range of temperatures
and interaction strengths. We have used the xc potentials
of Ref. [37] to solve Eq. (3). A somewhat related current-
dependent approximation for vHxc, valid for only one lead
and at temperatures higher than the Kondo temperature,
has recently been suggested in Ref. 42.
Results - We consider the SIAM initially (times t ≤ 0)
in thermal equilibrium and then driven out of equilibrium
by a symmetric bias VL(t) = −VR(t) = V (t)/2. The bias
is the sum of a DC and an AC contribution, i.e.,
V (t) = V + VAC sin(Ωt) for t > 0. (7)
After a sufficiently long propagation time tℓ the transient
features die out and all physical observables become pe-
riodic functions of time. We then calculate the DC com-
ponent of the current by averaging I(t) over N periods
τ = 2π/Ω, i.e., IDC =
∫ tℓ+Nτ
tℓ
I(t)/(Nτ). Depending on
the parameters, a good convergence may require N of the
order of 10 or larger. Finally we calculate the finite-bias
DC conductanceG = dIDC/dV , highlighting its most rel-
evant features as VAC and Ω are varied. We consider over
two physically distinct regimes: the Kondo regime at zero
temperature and the Coulomb blockade (CB) regime at
temperatures larger than the Kondo temperature.
First we checked that for U = V = 0 our TD algorithm
agrees with the exact (in the WBL approximation) non-
interacting formula [43]
GU=0 =
∞∑
k=−∞
J2k
(
−
VAC
Ω
) γ2
4
(v − kΩ)2 + γ
2
4
(8)
where Jk(x) is the Bessel function of order k. Without
interactions photon-assisted transport (PAT), i.e., charge
transfer accompanied by the emission or absorption of
photons, is the only scattering mechanism.
Turning on the interaction the scenario changes dra-
matically, especially for gates v in the range (−U, 0)
where correlation effects are enhanced. In Fig. 1 we show
results for the zero-bias DC conductance as function of
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FIG. 1. Zero-bias DC conductance (solid lines) as well as its
adiabatic counterpart of Eq. (9) (dashed) versus v for different
AC amplitudes. The SIAM parameters are U/γ = 4, Ω/U =
pi/4 and temperature T = 0 (left panel) and T/U = 0.125
(right panel). G0 =
1
pi
is the quantum of conductance.
v for different VAC. At temperature T = 0 (left panel)
and already for small VAC the Kondo plateau is dras-
tically suppressed. The DC conductance resembles the
one at VAC = 0 in the CB regime with two peaks sepa-
rated by roughly the charging energy U and a minimum
at the ph–SP. The suppression of Kondo correlations has
already been observed in Refs. [44, 45] using a perturba-
tive approach as well as in Refs. [23, 24] where, rather
than an AC bias, the gate potential is perturbed harmon-
ically. As VAC increases, however, the minimum is first
converted into a plateau and eventually into a maximum
with the concomitant washing out of the side peaks. The
decrease and subsequent increase of the Kondo peak at
the ph–SP predicted by our calculations is in agreement
with experimental findings reported in Ref. [46].
In the CB regime (T/U = 0.125, right panel) a small
AC bias barely changes the values of G at VAC = 0.
However, for VAC ≈ U the DC conductance develops a
plateau and a maximum at the ph–SP for even larger
amplitudes. In both regimes, see left and right panels,
we also observe increasingly higher side peaks at v ≈ Ω
and v ≈ −U−Ω with increasing VAC, a clear signature of
PAT. We will discuss the precise position of these peaks
below.
To highlight nonadiabatic (memory) effects we define
the “adiabatic” DC conductance according to
Gad =
1
τ
∫ τ
0
dt GDC(V (t)), (9)
where GDC(V ) = dI/dV |VAC=0 is the finite-bias DC con-
ductance at vanishing AC amplitude. The results for
Gad are shown in both panels of Fig. 1 (dashed lines).
For small VAC and around the ph–SP, Gad is remarkably
close to G both in the Kondo and the CB regime while
away from ph–SP the two quantities only share qualita-
tive features at best. For larger VAC, adiabatic and non-
-2 -1 0 1
v/U
0
0,2
0,4
G
/G
0
-1 0 1
v/U
0
0,2
0,4
G
/G
0
Ω/U = pi/8
Ω/U = pi/8 NI
Ω/U = pi/4
Ω/U = pi/4 NI
Ω/U = pi/2
Ω/U = pi/2 NI
VAC/U = 0.5 VAC/U = 1.0
FIG. 2. Zero-bias DC conductance versus v for different AC
frequencies and for amplitudes VAC/U = 0.5 (left panel) and
VAC/U = 1.0 (right panel). Other parameters as in Fig. 1.
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FIG. 3. Upper panel: Zero-bias DC conductances (solid) ver-
sus v for Ω/γ = pi, VAC/γ = 4.0 and different values of U .
Dashed lines are the noninteracting result of Eq. (8) with v
replaced by the time-averaged KS potential vs. Inset: zoom
in around v = Ω showing shifts in the peak position of the
PAT peak. Lower panel: time-averaged Hxc gate and density
(inset).
adiabatic DC conductances increasingly differ, pointing
to the importance of memory effects.
In Fig. 2 we show the dependence of the zero-bias G at
T = 0 on the AC frequency for two different AC ampli-
tudes. At the small amplitude VAC/U = 0.5 (left panel)
the behavior of G is qualitatively similar for different
frequencies (suppression of the Kondo plateau and aris-
ing of PAT peaks). Interestingly, for the larger ampli-
tude VAC/U = 1.0 (right panel), G develops a plateau
around the ph–SP for all frequencies, with a height that
decreases monotonically with Ω. For this larger am-
plitude the PAT peaks emerge more distinctly and we
clearly appreciate the nonlinear (in VAC) effect of ab-
sorption/emission of two photons (for Ω/U = π/8).
The dashed curves starting at v = 0 in both panels
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FIG. 4. DC conductance in the (v, V ) plane at zero temperature for a) VAC/U = 0.0, b) VAC/U = 0.5, c) VAC/U = 1.0 and d)
VAC/U = 1.5. Other parameters as in Fig. 1.
of Fig. 2 are the values of GU=0, see Eq. (8) (which is
an even functions of v), exhibiting PAT peaks at v =
kΩ with k integer [43]. For v > 0, the interacting and
noninteracing results agree reasonably well while for v <
0 correlations shift the PAT peaks by approximately −U .
It is worth noting that in the interacting case the PAT
peak at v ≈ Ω is slightly shifted to lower gates. To shed
some light on this shift we calculated the zero-bias G for
various charging energies U . The results are shown in the
upper panel of Fig. 3 where the inset is a magnification of
the PAT peak at v ≈ Ω. For these gate values correlations
are weak as confirmed by the small value n ≈ 0.15 of the
time-averaged density, see inset in the lower panel. In
the weakly correlated regime the DC conductance is well
approximated by the noninteracting formula of Eq. (8).
However, from the i-DFT perspective, the v in Eq. (8)
is not just the bare gate but instead the time-averaged
KS gate vs = v+ vHxc, i.e., the sum of the bare gate and
the time-averaged Hxc potential vHxc shown in the lower
panel of Fig. 3. Consequently, the PAT peak in G occurs
at v = Ω−vHxc, i.e., it is shifted to lower energies. This is
precisely the shift we observe in our calculations. In fact,
if we evaluate Eq. (8) making the replacement v → vs we
get a remarkable good agreement with the interacting G
(including position and height of the PAT peaks) for v
outside the interval (−U, 0), see dashed curves in upper
panel of Fig. 3. Obviously, this good agreement breaks
down for gates in the interval (−U, 0) since the system
can no longer be considered weakly correlated.
So far we presented results for the zero-bias DC con-
ductance. However, the proposed method is not limited
to this very special case. In Fig. 4 we display the finite-
bias G as function of v and V for different amplitudes of
the AC field. The calculations are done at temperature
T = 0. To appreciate the effects of the AC field the well-
known pure DC result, i.e., VAC = 0, is shown in panel a).
We correctly reproduce the CB diamond as well as the
Kondo resonance at V = 0. A moderate amplitude of the
AC field, panel b), leads to a suppression of the Kondo
resonance (see also Fig. 1). Moreover, starting from the
finite bias corners at v/U = −1/2 and V/U = ±1, the
CB is lifted inside the diamond. As VAC increases fur-
ther, panels c) and d), the CB is lifted everywhere in
the diamond, leaving for the largest amplitude, panel d),
an area of increased conductance around the ph–SP at
V = 0. We also find that the side peaks due to PAT
seen in Figs. 1 and 2 branch at finite bias into straight
lines with negative and positive slopes, reminiscent of the
typical G lines at VAC = 0. Not surprisingly, these lines
become more pronounced as VAC increases.
In summary, we have investigated electron transport
through a correlated quantum dot subjected simultane-
ously to DC and AC biases by explicit and numerically
efficient time propagation in a DFT framework. For the
corresponding Hxc gate and xc bias potentials we have
suggested a time-local approximation based on recently
proposed accurate i-DFT functionals for the steady state.
We find that in the Kondo regime already for small AC
amplitude the Kondo plateau in the zero-bias DC con-
ductance is strongly suppressed while in the CB regime
the changes are less pronounced. The observed shift of
the photon-assisted transport peaks due to electronic in-
teractions can readily be explained within DFT. At finite
DC bias, Coulomb blockade is lifted with increasing AC
amplitude and the CB diamond is deformed.
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