INTRODUCTION
This paper is concerned with the existence and oscillation of solutions of some initial value problems and boundary value problems associated with the real, scalar differential equation where F is a real-valued continuous function bounded above and below by non-negative continuous functions p(y) and p(y) which satisfy certain monotoneity properties. Section 2 below gives a more precise formulation of the problem.
Nehari [5] , [6] , has established conditions under which, for any positive integer II, the boundary problem (1.2) has a solution which vanishes precisely n -1 times in the open interval (a, b) , (see [6] ; Theorem 3.2). The conditions required by Nehari will be seen, in Section 6 below, to imply the conditions which we require here for equation (1.1) , with the exception that Nehari does not assume a Lipschitz condition on F, as is done in the present work. Because of this assumption of a Lipschitz condition, the results of this paper do not include the corresponding results of Nehari. However, since equation (1 .I) may involve y' explicitly, and since the function F of equation (1 .l) need not be an even function of y nor satisfy certain monotoneity properties required by Nehari, the class of equations discussed here differs considerably from that discussed by Nehari.
The differential equation
Y" + Y& y, 4 = 0, (1.3) where A is a real parameter, was studied by Moroney [4] , who employed a Priifer transformation to obtain results concerning the existence and oscillation of solutions of (1.3) on the interval [0, I], for boundary conditions y(0) = 0 = y(l), y'(0) = 1, and also for more general boundary conditions. The function C$ was assumed to be continuous and nonnegative on 0 ,< t .< 1, -co < y < co, cy. < h < cc, and to satisfy certain conditions on behavior with respect to the variables y and A, and extensive use was made of functions &y, X) and $(y, X), defined, respectively, as the supremum and infimum of +(t, y, X) on 0 < t < 1. The functionsp(y) and p(y) used in this paper will be seen to have several properties in common with the functions $ and $ of Moroney.
Section 3 below is devoted to results on existence and oscillatory behavior of solutions of (1,l) which satisfy initial conditions y(a) = 0, y'(u) = p. The principal theorems of this paper appear in Section 4, where it is shown that for each positive integer n the differential equation (1 .l) has a solution which satisfies y(a) = 0 = y(b) and vanishes exactly n -1 times in (a, 6) . A similar result is given for the boundary conditions y(a) = 0 -= y'(b).
In Section 5, a variational problem with an inequality side condition is employed to give an alternate treatment of some of Nehari's results concerning the boundary problem (1.2), under the additional assumption that F(t, s) has a continuous partial derivative F,(t, s). Section 6 gives a discussion of a particular class of differential equations of the form (1. l), which in turn includes one of the equations treated in Section 5. The hypotheses used in Section 6 are similar in some respects to the conditions assumed by Moroney [4] , and the results of the section serve to clarify the relationship between the results of the present paper and the corresponding results of Nehari and Moroney. Y" + YW, y, Y') = 0, (2.1)
FORMULATION OF THE PROBLEM
The symbol D will always be used below to denote the set [u, b] x R x R, as at the beginning of this section. It will be assumed throughout Sections 2, 3,,and 4 thatF(t, y, Y) is continuous on D and satisfies the following conditions:
Condition (I). F = F(t, y, )
Y is dejked on D, and there exist continuous functions P = I'(y) andE=P(y), dfi d e ne on (-co, co), with the following properties : 0 < I'(y) < F(t, y, y) < p(y) for d (t, y, y) E 11, (2.5a )
Y2 > Yl > 0 or y2 < y1 < 0 implies P(y2) > fi(yl) and P(y.J > #(ye, (2.k) ;;-& P(y) = $h& P(y) = + co.
(2.5d) Condition (II). F(t, y, r) is locally Lipschitxiun in (y, Y) on D; that is, for each point (7, 7, p) E D there is a neighborhood V : 1 t -T 1 < E, 1 y -q / < 6, 1 T -p 1 < y, and a k > 0 such that ;f (t, y1 , rl) and (t, y2 , r2) are in V n D then lF(t,y,,y,)--F(t,y,,y,)l G~Y,-Y~I flrl--4).
The functions &y, A) and &y, A) which are used by Xloronc!, [4] in discussing the equation y" -f y$(t,y, A) = 0, as noted above in Section I, also have the properties (2.5a, b, c) for fixed A. 'I'he conditions (2.5) arise quite naturally in attempting to generalize the problem (I . It may be noted that the only use made of the local Lipschitz condition (II) in Sections 3 and 4 is to insure the uniqueness of solutions of (2.1), so that a uniqueness assumption could be substituted for condition (II). The local Lipschitz condition is retained, however, for simplicity of statement in referring to classical results. We note that a < T < b, and that T is a well-defined function of CL. Clearly y,(t) > 0 on a < t < T, so (2.1), with (2Sa), implies y;(t) < 0 on a < t < T; hence y:(t) is decreasing on [a, T) and satisfies 0 < y;(t) < p for all t E (a, T). Therefore, L = lim t+T-y:(t) exists and satisfies 0 < L < CL. Also, since y:(t) > 0 on [e, T), y,(t) is increasing on [a, T), and where p(t) = F(t, y,(t), y:(t)). For any solutions u and y of (3.5) and (3.6), if we multiply the differential equation of (3.5) by y, that of (3.6) by u, subtract, and integrate, making use of y(a) = u(n) = 0, we obtain
In particular, (3.7) holds for y(t) = y,,(t), a < t < /3, . Now if p E (0, m), it follows from (3.3) that yU(t) < m(b -a), (I < t < T, and from this condition, with (2.5a), (2.5c), and (3.1), we obtain p(t) < p(r,(t)) < P ( The first conclusion of the lemma follows from standard embedding theorems for solutions of differential equations, (e.g. [2] ; pp. 163-164). The second conclusion follows by elementary arguments involving the continuity ofy,(t) and y:(t) with respect to t and I"; for brevity, the proof is omitted.
Again, let F(t, y, r) be continuous on D and satisfy conditions (I) and (II), for each CL E R let y,(t) be the solution of the initial value problem I, on [a, /3,). It will be proved inductively that for every positive integer n there exists an M, > 0 such that if p > iI& then y,(t) has at least n zeros on (a, &).
The theorem will be stated formally following the discussion for the case n = 1, because certain expressions in the statement of the theorem arise naturally in this discussion.
For brevity of notation, the subscript p on y, is omitted. Assume that p > 0, and, as in the proof of Theorem 3.1, define T = T, by
Then T is a well-defined function of p for TV > 0 and satisfies a < T < /3, .
As shown in the proof of Theorem 3.1, either T < /3,, < b so that y(T) and y'(T) exist, or T = b and y(t) can be extended to [a, 61 as a solution of (2.1) by use of equations (3.4); also, y'(t) > 0 on [a, T), and if T < /3, , then
Multiplying both sides of (2.1) by 2y' and integrating, we obtain
Since y'(t) > 0 on [a, T), the function z = y(s) is strictly increasing on [e, T] and therefore has an inverse s = 1,5(z), 0 < z < 7, where 7 = y(T). Substituting in (3.10), with y'(a) = p, we obtain y'"(t) = $ -j:'"' Q&4, z, 1 /$w>12~~~, a < t < T. (3.11) In particular, with q = y(T), yr2(T) = P' -j,"W,, z, lM'(412~ dz, (3.12) which implies that P2 > J 'hw, z, W(412~ dz, and, in view of (3.14), it follows that
By a change of variable of integration, with y(a) = 0, y(T) = 7, this takes the form
and the substitution y = TV, followed by the substitution z = us, leads to
Consequently,
and thus
In order to make use of this inequality, we need to show that 7 --+ co asp-f co. From (3.12) it follows that $' = Y'W + ,; W(4,~, lM'(412~ dz, (3.17) and hence, by (2Sa), /2 < y's(T) + j-" P(x) 2x dx. 0
By (2Sc), P(x) is non-decreasing on [0, 71, and consequently so that P2 < Y'V) + 17'wd. It then follows from (3.18) that
and therefore 71 + cc as p -+ co. p\;ow (3.16) and (2.5d) imply that (T -u) + 0 as q + 00, and consequently that (T -u) + 0 as TV -+ co. In particular, there exists an iVZ > 0 such that f~ > il4' implies T < 6. Assume that p > M so that T < 6. Then, as noted previously, y'(T) = 0 and T < p, . If t, is defined as t, = sup{7 / 7 E (T, /3,), y(t) > 0 for all t E (T, T)}, since y(T) > 0, it follows that T < t, < /3,, . If t, < ,B, , then y(t) and y'(t) are defined at t = tl ; if t, = /3, , then y(t) has no zeros on (a, PJ, so that Lemma 3.1 implies that p, = b and y(t) can be continued to the closed interval [a, b] as a solution of (2.1) andy(t,) andy'(t,) are defined by this extension. Thus, in either case, y(tl) and y'(ti) exist; in particular, if t, < /3, , it follows from the definition of t, that y(ti) = 0.
Multiplying both sides of (2.1) by 2y' and integrating, and using the fact that y'( T) = 0, we find that
Since y(t) > 0 on (T, tl), (2.1) . pl im ies that y"(t) < 0 on (T, tl), so that y'(t) is decreasing on [T, tJ, and consequently, y'(t) < 0 on (T, ti]. Thus y(s) is strictly decreasing on [T, ti), so the function z = y(s), T < s < t, , has an inverse s = d(z), y(tJ .< z :< 7 : ~(7'). Substitution in (3.19), followed by the use of (2.5a), then yields y"(t) ,_ f" P(z) 22 dz. y y(t) (3.20)
Changing the variable of integration and using y( T) m= 7 gives
The right-hand side of inequality (3.21) is precisely the same as that of inequality (3.15), and hence the same steps that led to (3.16) now lead to the inequality t, -T < K(fi(;?7))-"", K = &r + d3). It follows from (2.5d) and (3.23) that (tl -n) ---f 0 as 17 --f co, and hence that(t, -u)+Oasp-+ ~~,sinceq+ wasp-+ CO.
Thus, for sufficiently large positive p, the value t, exists and satisfies t, < b. Because t, < b implies that y(tJ = 0, there exists an AZ, > 0 such that if p > M, then y(t) = y,(t) has at least one zero on (a, b).
To obtain an inequality for t, -a directly in terms of p, we recall that With U, W, and Kl as above, we have the following theorem, which has just been proved for the case n = 1 : 
E (T,+, , p,), y(t) > Ofor all t E (T, T)>.
k+l -It follows, as in the proof for the case n = 1, that either tk.tl = j3, = 6 and y(t) can be extended to [a, b] as a solution of (2.1), or t,,., <: b, in which case t,+l < 6, and y(tk+J = 0.
It now follows as in the proof of ( Since for dk < 0 the desired result follows by a similar argument, the result of the theorem follows by induction.
EXISTENCE THEOREMS FOR THE BOUNDARY PROBLEMS B AND B,
The boundary problem B, restated here for reference, is 
,(t) is defined on [n, w] and has n zeros in (a, w). Thus if
t-h -6, < P < Pn 9 then y,,(t) has n zeros in (a, w), which contradicts condition (C). Therefore y,,,(t) is defined on [a, b].
Next, suppose that y,,,(t) has K zeros on (a, b) for some k > n -1. Then Lemma 3.2 implies the existence of a 6, > 0 such that if j p -p% / < 6, then y,,(t) has at least k zeros on (a, b). Thus, if pn -6, < p < pn , then y,Jt) has at least k zeros on (a, b), which contradicts condition (C), since k > n -1. Therefore y,,(t) has at most n -1 zeros on (a, b).
Next we show that y,%(b) = 0. Assume the contrary, and let k be the number of zeros ofyPn(t) on (a, b). By the above, k < n -1. By Lemma 3.2, there exists a 6, > 0 such that if 1 p -pq2 / < 6, then y,(t) is defined on [a, b] and has exactly k zeros in (a, 6). For m satisfying pn < m < pfi + 6, it follows that if 0 < p < m then y,(t) is defined on [u, b] and has at most n -1 zeros on (a, 6). This contradicts the definition of ,un , and therefore y,,Jb> = 0. Now with y,,"(b) = 0, su.ppose that y,,(t) has exactly k zeros in (a, b), where k < n -1. Then Lemma 3.2 assures the existence of a 6, > 0 such that if / TV -pfi 1 < 6, then y,(t) is defined on [a, b] and has either k or k -t-1 zeros in (a, b). Since k + 1 < n -1, this leads, as in the preceding paragraph, to a contradiction of the definition of p.7L . Therefore ,y,,(t) has at least n -I zeros in (a, b).
Combining these results, vve conclude that pn >, 0 and that y,Jb) = 0 and y,,,(t) has exactly n -1 zeros in (a, b). Since rz was an arbitrary positive integer, these results hold for n = 1,2,... . The fact that p,, z< p"l,l for n < IIZ follows from the definition of pn and pLm , and since y,,(t) has exactly n -1 zeros on (a, b), it follows that P,~ < p,,( for n < nr, \I-hich completes the proof of the theorem.
The boundary problem B, is defined by If k is the number of zeros of yA,(t) on (a, b), condition (C) of the proof of Theorem 4.1 implies that k < n -I. It will be shown that the assumption that k < IZ -1 leads to a contradiction of the definition of A,, , so that K = 71 -I. If K < n -1, then since y;,(b) = 0, we have y,-(b) # 0, and it follows from Lemma 3.2 that y,(t) h as exactly /z zeros in (a, 6) for all p sufficiently near An . Because ~,,~(t) vanishes exactly n -1 times in (a, 6), it follows from Lemma 3.2 and condition (C) of the proof of Theorem 4.1 that y,(t) has exactly n -1 zeros in (n, 6) for all p in some interval (pn -E, &j. Then, if y is defined as y = inf{u / A, < (5 < p,< ) y,(t) has exactly n -1 zeros in it follows from the preceding remarks that A, < y < pL, .
Let lz be the number of zeros ofy,(t) in (a, b). IfJJ,,(6) f 0, then Lemma 3.2 implies that y,,(t) has exactly h zeros in (a, b), for all p sufficiently near y, and it then follows from the definition of y that h = n -I, Thus there exists a 6, > 0 such that if y -6, < p < y, then y,(t) has exactly n ---I zeros on (a, b), which contradicts the definition of y; therefore y,,(b) = 0.
Since y,(b) = 0, Lemma 3.2 implies that for p sufficiently near y, y,(t) has precisely 12 or h + 1 zeros in (a, 6), and it then follows from the definition of y that either h = n -1 or h $-1 = n -1. If Iz = n -I, then y,(t) has exactly n -1 or n zeros in (n, 6) for p sufficiently near y, and since y,(t) has at most n -1 zeros in (a, 6) for /* < pli , it follows that there exists a 6, > 0 such that if y -6, < p < y then y,(t) has exactly n -1 zeros in (a, b), which contradicts the definition of y. Therefore, h +-1 =-~ n --I, so that y,(t) has exactly n -2 zeros in (a, n) and satisfies y,,(b) ==z 0, while y,,(t) has exactly n --1 zeros in (a, h) and satisfies y,%(b) =-0. Since all the zeros of y,,(t) and yy(t) are simple zeros, it follows that yi(h)yl,(b) < 0, and since y ':-A,, , this contradicts the definition of Ali . Thus the assumption that k < fz -1 has led to a contradiction, so k n -I, and the proof is complete.
It may be noted that, under the hypotheses of where p is a non-negative parameter and p(t) and F(t, S) satisfy conditions to be stated below.
The main result of this section is Theorem 5.1 below. This result is inincluded in Theorems 2.1 and 7.1 of Nehari [6] . The matter of interest here is the alternate method of proof, which employs directly the variational problem with inequality side condition suggested by the case n = 1 of Theorem 7.1 of Nehari [6] . In particular, the boundary problem (5.1) has a solution which does not rani.slr on (a, b).
The proof of this theorem will be given following some preliminar!, definitions, two lemmas, and the statement of the variational problem to be used in the proof. Several of the early steps in the discussion helo\\ parallel certain stages of Nehari's argument [5] , [6] , and Nehari's notation has been used wherever possible.
The For convenient reference, the class of functions satisjying conditions (.5.8a-c) will be denoted by ~9, and for p 2 0 the class of functions in 9 which also satisfy (5.8d) will be denoted by 9* .
The following result is a ready consequence of conditions (5.3a-d). with strict inequality holding except at t = a and t = 6. It follows from Sturm's comparison theorem (see Ince [3] , p. 228) that as = 0 for some 7 E (a, b), which is a contradiction, so that necessarily, p < p1 . The proof of sufficiency is divided into two parts:
Part I. If p < k , the variational problem 9YU has a solution. It has already been shown that yu satisfies (5.8a) and (5.8b), and the conclusion that y,, satisfies (5.8d) is a consequence of the well-known semi-continuity property of the functional $[y, ~1. Finally, since (5.8d) holds for each 3/n , from Lemma 5.2 we have We proceed to establish Part II, that is, to prove that every solution of the variational problem g,, is a solution of the corrresponding problem (5.2). The first step is to show that, ify, E gU is a solution of g,, , then $[yO , ,u] = 0. Condition (5.8d) implies $[yO, ~1 < 0, and it will be shown that the as-Thus for arbitrary p > 0 it has been shown that every solution in 3:, of the variational problem g,, is a solution of (5.2).
Finally, we want to show that if p 2 0 and y0 E 9* is a solution of 39,' , then ye(t) f 0 on a < t < 6. Suppose that y0 is a solution of 39, and that ye(~) = 0 for some 7 E [a, 61. By (5.&z), there exists a 71 E (a, T) or ri E (T, h) such that y,,(~a) # 0. Assume that 7i E (a, T) and y0(7i) > 0; if rl E (7, b) or y0(7J < 0, the proof is similar. Let w = infit / t E (7i, b), y(t) = 01.
Clearly yO(t) > 0 for all t E [3-i , w), andy,(w) = 0. It was shown above that y0 is a solution of the boundary problem (5.2), and the form of the differential equation of (5.2), together with the hypotheses on p and F, implies that y:(t) < 0 if ye(t) > 0, and hence y:(t) < 0 for 7r .< t < W. Therefore, y;(t) is decreasing on [I , w] , so that by the mean-value theorem there exists a ~a E (I , w) such that ~'(7s) < 0, and consequently y'(w) < 0. It follows by elementary arguments that f and { are continuous on R and satisfy conditions (2.5), and the function f (t, y, r) = f(t, y), (t, y) E D, , r E R, is continuous on D = [a, b] x R x R and satisfies conditions (I) and (II) of Section 2. Thus the equations y" + yF(t, y2) = 0, where F(t, s) satisfies the conditions of Section 5, and y" + yf(t, y) = 0, where f(t, s) satisfies the conditions of the present section, are both special instances of the equation (2.1) of Sections 3 and 4, so that the results of those sections apply to these equations also.
