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In this paper, using a reverse MacLaurin inequality, we established the existence theorem
of the exterior Dirichlet problem for Hessian quotient equationswith a stronger asymptotic
behavior at infinity. When k ≤ (n+ 1)/2, we improve the result in [L.M. Dai, The Dirichlet
problem for Hessian quotient equations in exterior domains, J. Math. Anal. Appl. 380 (2011)
87–93] for Sk,l with k− l ≥ 3 to the result with any 0 ≤ l ≤ k.
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1. Introduction
In this paper, we will study the exterior Dirichlet problem for the following fully nonlinear equations
F(D2u) = Sk,l(λ(D2u)) = 1, in Rn \ D,
u = ϕ, on ∂D, (1.1)
where D is a bounded domain in Rn(n ≥ 2) with 0 ∈ D, λ(D2u) = (λ1, . . . , λn) denotes the eigenvalues of the Hessian
matrix D2u = (uij),
Sk,l(λ) = Sk(λ)Sl(λ) , 0 ≤ l < k ≤ n,
where
Sk(λ) =

1≤i1<···<ik≤n
λi1 · · · λik
is the k-th elementary symmetric function. We define S0(λ) = 1. The function Sk will be considered in the corresponding
cone Γk in Rn given by
Γk = {λ ∈ Rn | Sj(λ) > 0, j = 1, . . . , k}.
Clearly, Γk ⊆ Γj for k ≥ j and Γn is the positive cone {λ ∈ Rn | λi > 0, i = 1, . . . , n}.
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Note that the case l = 0, k = 1 corresponds to the Poisson equation, while for l = 0, k = n, we have the Monge–Ampère
equation. A classical theorem of Jörgens [1], Calabi [2], and Pogorelov [3] states that any classical convex solution of
det(D2u) = 1 in Rn must be a quadratic polynomial. A simpler and more analytic proof, along the lines of affine geometry,
was later given by Cheng and Yau [4]. Trudinger and Wang [5], using interior estimates for solutions, proved that ifΩ is an
open convex subset of Rn and u is a convex C2 solution of det(D2u) = 1 inΩ with limx→∂Ω u(x) = ∞, thenΩ = Rn and u
is quadratic. Caffarelli [6] extended the results for classical solutions to viscosity solutions. If k = n = 3, l = 1, the equation
det(D2u) = ∆u arises from special Lagrangian geometry [7]: if u is a solution of det(D2u) = ∆u, the graph of Du over R3 in
C3 is a special Lagrangian submanifold in C3, i.e. its mean curvature vanishes everywhere and the complex structure on C3
sends the tangent space of the graph to the normal space at every point. The regularity of continuous viscosity solutions to
special Lagrangian equations was established by Chen et al. [8] and Wang and Yuan [9]. Further study on Hessian quotient
equations can be referred to [10–14] and the references therein.
For the Monge–Ampère equations, Caffarelli and Li [15] extended the Jörgens–Calabi–Pogorelov theorem to exterior
domains, namely that if u is a convex viscosity solution of det(D2u) = 1 outside a bounded subset of Rn, n ≥ 3, then there
exist an n× n real symmetric positive definite matrix A, a vector b ∈ Rn, and a constant c ∈ R such that
lim sup
|x|→∞

|x|n−2
 u(x)− 12xTAx+ b · x+ c
  <∞. (1.2)
With this prescribed asymptotic behavior at infinity, an existence result for the exterior Dirichlet problem for the
Monge–Ampère equation in Rn, n ≥ 3, was also established in [15]. In R2, similar problems are studied by Ferrer et al.
in [16,17] using complex variable method. See also Delanoë [18]. In this paper, we will extend the existence theorem to
the Dirichlet problem for Hessian quotient equations (1.1) on exterior domains, with an appropriate asymptotic behavior at
infinity.
We remark that for the solvability of Hessian equations in interior domains, there have been many well known results.
For instance, Caffarelli et al. [11] established the classical solvability of the Dirichlet problem, Trudinger [19] proved the
existence and uniqueness of weak solutions, and Urbas [20] demonstrated the existence of viscosity solutions. Jian [21]
studied the Hessian equations with infinite Dirichlet boundary value conditions.
Definition 1.1. A function u ∈ C2(Rn \ D) is called k-convex if at every x ∈ Rn \ D, λ(D2u(x)) ∈ Γ k.
For the readers’ convenience, we recall the definition of viscosity solutions.
Definition 1.2. A function u ∈ C0(Rn \ D) is said to be a viscosity subsolution of
Sk,l(λ(D2u)) = 1, in Rn \ D, (1.3)
(or say that u satisfies Sk,l(λ(D2u)) ≥ 1 in the viscosity sense), if for any function ψ ∈ C2(Rn \ D) and point x¯ ∈ Rn \ D
satisfying
ψ(x¯) = u(x¯), λ(D2ψ(x¯)) ∈ Γ k, and ψ ≥ u on Rn \ D,
we have
Sk,l(λ(D2ψ(x¯))) ≥ 1.
A function u ∈ C0(Rn \ D) is said to be a viscosity supersolution of (1.3), (or say that u satisfies Sk,l(λ(D2u)) ≤ 1 in the
viscosity sense), if for any function ψ ∈ C2(Rn \ D) and point x¯ ∈ Rn \ D satisfying
ψ(x¯) = u(x¯), λ(D2ψ(x¯)) ∈ Γ k, and ψ ≤ u on Rn \ D,
we have
Sk,l(λ(D2ψ(x¯))) ≤ 1.
A function u ∈ C0(Rn \ D) is said to be a viscosity solution of (1.3), if it is both a viscosity subsolution and supersolution
of (1.3).
Definition 1.3. Let ϕ ∈ C0(∂D). A function u ∈ C0(Rn \ D) is a viscosity subsolution (resp. supersolution, solution) of
the Dirichlet problem (1.1), if u is a viscosity subsolution (resp. supersolution, solution) of (1.3) and u ≤ (resp. ≥,=) ϕ(x)
on ∂D.
Definition 1.4. A function u ∈ C0(Rn \D) is called k-convex if in the viscosity sense Sj(λ(D2u)) ≥ 0, j = 1, . . . , k, in Rn \D.
With the above definition of viscosity solution the theory of viscosity solution can be applied. In particular, a comparison
principle for viscosity subsolution and supersolution holds, the Perron method (see Theorem 4.1 in [22]) can be used to
demonstrate the existence and uniqueness of viscosity solution to the Dirichlet problem in a ball in Rn. The main result of
this paper is:
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Theorem 1.1. Let n ≥ 3, and let D be a smooth, bounded, strictly convex open subset of Rn with 0 ∈ D, ϕ ∈ C2(∂D). Then
for k ≤ (n + 1)/2, there exists some constantc, depending only on n,D, and ϕ, such that for every c >c there exists a unique
k-convex function u ∈ C0(Rn \ D) that satisfies (1.1) and
lim sup
|x|→∞

|x|n−2
 u(x)−  c∗2 |x|2 + c
  <∞, (1.4)
where c∗ satisfies Sk,l(c∗(1, . . . , 1)) = 1.
Remark 1.1. For the case l = 0, we have
c∗ = 1
(Ckn)1/k
, Ckn =
n!
(n− k)!k! ,
which satisfies Sk(c∗(1, . . . , 1)) = 1, the corresponding existence theorems have been established by Caffarelli and Li [15]
for k = n and Dai and Bao [23] for 1 ≤ k ≤ n, respectively.
Remark 1.2. When k− l ≥ 3, Dai [12] established the existence of the exterior Dirichlet problem of (1.1) with the following
asymptotic behavior at infinity
lim sup
|x|→∞

|x|k−l−2
 u(x)−  c∗2 |x|2 + c
  <∞. (1.5)
But there remain two cases k = l + 1 and k = l + 2 not included. In this paper, we deal with this consecutive case when
k is small. Namely, when k ≤ (n + 1)/2, for any l < k, Theorem 1.1 holds. The main new ingredient in our proof of the
theorem is that the following reverse MacLaurin inequality holds for some kind of special vectors a = 1/ρn−1, ρ, . . . , ρ
with ρ > 1,
Sk(a)
Ckn
≥ · · · ≥ S2(a)
C2n
≥ S1(a)
C1n
≥ S0(a)
C0n
, for k ≤ n+ 1
2
.
For the cases (n+ 1)/2 < k ≤ n, it is still open.
For general 0 ≤ l < k ≤ n, one can get the existence of solution with very rough asymptotic behavior at infinity: near
the quadratic solution up to a constant. This is because v(x) = c∗2 |x|2 − 10 000 000 is in the class Sc,x defined in the proof of
Theorem 1.1.
Remark 1.3. It isworth to point out that condition (1.4) is stronger than (1.5)whichmeans thatwe established the existence
theorem in a smaller set of k-convex solutions.
2. Preliminaries
Without loss of generality, we also assume that B2(0) ⊂ D. This will be assumed below. The following Lemma holds for
any real symmetric positive definite matrix A. The case A = I , the n× n identity matrix, was proved in [15].
Lemma 2.1. Let ϕ ∈ C2(∂D) and let A be a real symmetric positive definite matrix. There exists some constant C, depending
only on n, the upper bound of A, the convexity of D, ∥ϕ∥C2(∂D), and the C2 norm of ∂D, such that, for every ξ ∈ ∂D, there exists
x¯(ξ) ∈ Rn satisfying
|x¯(ξ)| ≤ C and ωξ < ϕ on D \ {ξ},
where
ωξ (x) := ϕ(ξ)+ 12

(x− x¯(ξ))TA(x− x¯(ξ))− (ξ − x¯(ξ))TA(ξ − x¯(ξ)) , x ∈ Rn.
Proof. Let ξ ∈ ∂D. By a translation and a rotation, we may assume without loss of generality that ξ = 0 and ∂D is locally
represented by the graph of
xn = ρ(x′) = O(|x′|2),
and ϕ locally has the expansion
ϕ(x′, ρ(x′)) = ϕ(0)+ ϕx1(0)x1 + · · · + ϕxn(0)xn + O(|x|2)
:= ϕ(0)+ ϕx1(0)x1 + · · · + ϕxn−1(0)xn−1 + O(|x′|2),
where x′ = (x1, . . . , xn−1).
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Since A is invertible, we can find x¯(t) ∈ Rn such that, for appropriate t to fit our need later,
Ax¯(t) = −ϕx1(0), . . . ,−ϕxn−1(0), tT .
Let
ω(x) = ϕ(0)+ 1
2

(x− x¯)TA(x− x¯)− x¯TAx¯ , x ∈ Rn.
Then
ω(x) = ϕ(0)+ 1
2
xTAx− xTAx¯ = ϕ(0)+ 1
2
xTAx+
n−1
α=1
ϕxα (0)xα − txn.
It follows that
(ω − ϕ)(x′, ρ(x′)) = 1
2
xTAx− tρ(x′)+ O(|x′|2)
≤ C |x′|2 + ρ(x′)2− tρ(x′),
where C depends only on the upper bound of A, ∥ϕ∥C2(∂D), and the C2 norm of ∂D. By the strict convexity of ∂D, there exists
some constant δ > 0 depending only on D such that
ρ(x′) ≥ δ|x′|2, ∀|x′| < δ. (2.1)
Clearly, for large t , we have
(ω − ϕ)(x′, ρ(x′)) < 0, ∀0 < |x′| < δ.
The largeness of t depends only on δ, A, ∥ϕ∥C2(∂D), and the C2 norm of ∂D.
On the other hand, by the strict convexity of ∂D and (2.1),
xn ≥ δ3, ∀ x ∈ ∂D \ {(x′, ρ(x′)) : |x′| < δ}.
It follows that
ω(x) ≤ ϕ(0)+ C |x|2 +
n−1
α=1
ϕxα (0)xα − δ3t, ∀x ∈ ∂D \ {(x′, ρ(x′)) : |x′| < δ},
where C depends only on A. By making t larger (still under control), depending only on δ, A, diam(D), ∥ϕ∥C2(∂D), we have
ω(x)− ϕ(x) < 0, ∀ x ∈ ∂D \ {(x′, ρ(x′)) : |x′| < δ}.
Lemma 2.1 is established. 
The theory of viscosity solution is well known for fully nonlinear partial differential equations (see [22]) and it needs
only slight modifications to be adapted to the present cases. In particular, a comparison principle holds (see Proposition 3.3
in [22]), and the supremum of a set of subsolutions is still a subsolution. When a comparison principle for viscosity
subsolution and supersolution holds, the Perronmethod (see Theorem 4.1 in [22]) can be used to demonstrate the existence
and uniqueness of viscosity solution to the Dirichlet problem in a ball.
Lemma 2.2. Let B be a ball in Rn, and let g ∈ C0(B) be nonnegative function. Assume that u, u ∈ C0(B) are respectively a
subsolution and a supersolution of Sk,l(λ(D2u)) = g in B, such that u|∂B = u|∂B = ϕ ∈ C0(∂B), then there exists a unique
k-convex solution u ∈ C0(B) of the Dirichlet problem
Sk,l(λ(D2u)) = g, in B,
u = ϕ, on ∂B.
Taking into account this lemma, for the readers’ convenience, we list the following two lemmas and their proof, which
can be found in [12].
Lemma 2.3. Let B be a ball in Rn and let g ∈ C0(B) be a nonnegative function. Suppose that the k-convex function u ∈ C0(B)
satisfies, in the viscosity sense,
Sk,l(λ(D2u)) ≥ g, in B.
Then the Dirichlet problem
Sk,l(λ(D2u)) = g, in B,
u = u, on ∂B (2.2)
has a unique viscosity solution u ∈ C0(B).
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Proof. Clearly, u is a viscosity subsolution of (2.2). From Lemma2.2,we only need to prove (2.2) has a viscosity supersolution
u satisfying u = u on ∂B.
Let v ∈ C2(B) ∩ C0(B) be a solution of
∆v = 0, in B,
v = u, on ∂B.
We claim that v is a viscosity supersolution of (2.2). Indeed, assume that v is not a viscosity supersolution of (2.2). Then
there exist some point x¯ ∈ B and some function ψ ∈ C2(B) such that
ψ(x¯) = v(x¯), λ(D2ψ(x¯)) ∈ Γ k, and ψ ≤ v in B, (2.3)
but
Sk,l(λ(D2ψ(x¯))) > g(x¯).
By the k-convexity of ψ and the Newton–MacLaurin inequality
Sk(λ)
Sl(λ)
 1
k−l ≤ C

Sr(λ)
Ss(λ)
 1
r−s
, ∀λ ∈ Γ k, k ≥ r, l ≥ s, k− l ≥ r − s,
where C = C(n, k, l, r, s) > 0, it follows that
∆ψ(x¯) = S1(D2ψ(x¯)) ≥ 1C0

Sk,l(D2ψ(x¯))
 1
k−l >
1
C0
(f (x¯))
1
k−l ≥ 0, (2.4)
for some C0 > 0. However, for any ψ ∈ C2(B) touching v at x¯ ∈ B from below, we have
D2v(x¯) ≥ D2ψ(x¯).
Thus
∆ψ(x¯) ≤ ∆v(x¯) = 0.
This is a contradiction. The proof is completed. 
Lemma 2.4. Let Ω be a domain in Rn, and let g ∈ C0(Ω) be a nonnegative function. Assume that the k-convex functions
v ∈ C0(Ω) and u ∈ C0(Rn) satisfy
Sk,l(λ(D2v(x))) ≥ g, inΩ,
and
Sk,l(λ(D2u(x))) ≥ g, on Rn,
respectively. Moreover,
u ≤ v inΩ, and u = v on ∂Ω. (2.5)
Set
ω(x) =

v(x), x ∈ Ω,
u(x), x ∈ Rn \Ω.
Then ω ∈ C0(Rn) is a k-convex function and satisfies, in the viscosity sense,
Sk,l(λ(D2ω)) ≥ g, on Rn.
Proof. For x¯ ∈ Rn, we take ψ ∈ C2(Rn) satisfying
ψ(x¯) = ω(x¯), λ(D2ψ(x¯)) ∈ Γk, and ψ ≥ ω on Rn.
If x¯ ∈ Ω , then
ψ(x¯) = v(x¯), λ(D2ψ(x¯)) ∈ Γk, and ψ ≥ v on Rn.
Therefore,
Sk,l(λ(D2ψ(x¯))) ≥ g(x¯).
If x¯ ∈ Rn \Ω , then
ψ(x¯) = u(x¯), λ(D2ψ(x¯)) ∈ Γk, and ψ ≥ u in Rn \ D.
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Combining with (2.5), we have
ψ(x¯) = u(x¯), λ(D2ψ(x¯)) ∈ Γk, and ψ ≥ u on Rn.
Therefore,
Sk,l(λ(D2ψ(x¯))) ≥ g(x¯).
The proof is completed. 
We need the following algebraic inequalities.
Lemma 2.5. For any ρ > 1, if a vector is of the form a = (1/ρn−1, ρ, . . . , ρ), then
Sk,l(a) ≥ C
k
n
C ln
, ∀0 ≤ l < k ≤ n. (2.6)
Note that if l = 0 and k = n, the equality in (2.6) also holds. For l = 0 and k < n, (2.6) becomes
Sk(a)
Ckn
≥ 1 = Sn(a),
which is the MacLaurin inequality for awith Sn(a) = 1, playing an important role for the establishment of Theorem 1.1 for
Hessian equations [23]. In particular, when k = 1, it is well known that
a1 + · · · + an
n
≥ n√a1 · · · an = 1, (2.7)
i.e. the geometric mean is not less than the arithmetic mean of n positive real numbers. By this observation, (2.6) is actually
Sk(a)
Ckn
≥ Sl(a)
C ln
, 0 ≤ l < k ≤ n.
Although the MacLaurin inequality says
Sk(a)
Ckn
1/k
≤

Sl(a)
C ln
1/l
, 1 ≤ l ≤ k ≤ n, for every a ∈ Γk, (2.8)
it is still possible that (2.6) is right for this special form of vectors. For any vector a = (a1, . . . , an), we will use the following
notation
Sk;i(a) = Sk(a)|ai=0.
Proof. In order to prove (2.6), we shall prove the following chain of inequalities:
Sk(a)
Ckn
≥ · · · ≥ S2(a)
C2n
≥ S1(a)
C1n
≥ S0(a)
C0n
= 1, for k ≤ n+ 1
2
. (2.9)
First, (2.7) shows that S1(a)/C1n ≥ 1. Next, we will show
S2(a) ≥ n− 12 S1(a). (2.10)
By computation, we have
S2(a) = a1S1;1(a)+ S2;1(a)
= 1
ρn−1
(n− 1)ρ + C2n−1ρ2
= (n− 1)ρ
2

2ρ
ρn
+ (n− 2)ρ

,
and
n− 1
2
S1(a) = n− 12

1
ρn−1
+ (n− 1)ρ

= (n− 1)ρ
2

1
ρn
+ (n− 1)

,
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it suffices to show
f2(ρ) = (n− 2)ρn+1 − (n− 1)ρn + 2ρ − 1 ≥ 0.
Actually, for n ≥ 3
f ′′2 (ρ) = nρn−2(ρ(n2 − n− 2)− (n2 − 2n+ 1)) ≥ 0, for ρ > 1,
and
f ′2(1) = 0,
so we have f ′2(ρ) ≥ 0. Combining f2(1) = 0, it follows that f2(ρ) ≥ 0 for ρ ≥ 1. Thus we have (2.10). Generally, for
k ≤ (n+ 1)/2, we will show
Sk(a) ≥ n− k+ 1k Sk−1(a). (2.11)
By a computation,
Sk(a) = a1Sk−1;1(a)+ Sk;1(a)
= 1
ρn−1
Ck−1n−1ρ
k−1 + Ckn−1ρk
= (n− 1)(n− 2) · · · (n− k+ 1)ρ
k−1
k(k− 1) · · · 1

kρ
ρn
+ (n− k)ρ

,
and
n− k+ 1
k
Sk−1(a) = n− k+ 1k

a1Sk−2;1(a)+ Sk−1;1(a)

= n− k+ 1
k

1
ρn−1
Ck−2n−1ρ
k−2 + Ck−1n−1ρk−1

= (n− 1)(n− 2) · · · (n− k+ 1)ρ
k−1
k(k− 1) · · · 1

k− 1
ρn
+ (n− k+ 1)

.
Writing
fk(ρ) = (n− k)ρn+1 + kρ − (n− k+ 1)ρn − (k− 1),
we will show that fk(ρ) ≥ 0 for ρ ≥ 1. By a simple computation
f ′k(ρ) = (n− k)(n+ 1)ρn + k− (n− k+ 1)nρn−1
= n(n+ 1)(ρn − ρn−1)− k

n(ρn − ρn−1)+ ρn − 1

,
and
f ′′k (ρ) = (n− k)(n+ 1)nρn−1 − (n− k+ 1)n(n− 1)ρn−2
= nρn−2 [(n+ 1)(n− k)ρ − (n− k+ 1)(n− 1)] ,
we notice that for k ≤ (n + 1)/2, we have f ′′k (ρ) ≥ 0 for ρ ≥ 1. Because f ′k(1) = 0, we have f ′k(ρ) ≥ 0 for ρ ≥ 1. Further,
from fk(1) = 0, it follows that fk(ρ) ≥ 0 for ρ ≥ 1. (2.9) is proved. 
Remark 2.1. Compared with (2.8), we call (2.9) reverse MacLaurin inequality.
3. Proof of Theorem 1.1
Proof of Theorem 1.1. We divide the proof into five steps.
Step 1. Construct a viscosity subsolution. For d > 0, let
ωd(x) = min
∂D
ϕ +
 √c∗x
r¯

sn + d 1n ds,
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where r¯ = 2√c∗diam (D). Then we claim that ωd is an k-convex smooth subsolution of (1.1). Clearly ωd ≤ ϕ on ∂D. It is
easy to see that
ωd(x) = c
∗
2
|x|2 + µ(d)−
 ∞√c∗x s

1+ d
sn
 1
n
− 1

ds, x ∈ Rn, (3.1)
where
µ(d) = min
∂D
ϕ +
 ∞
r¯
s

1+ d
sn
 1
n
− 1

ds− 1
2
r¯2.
µ(d) is strictly increasing in (0,+∞), and µ(d)→+∞ as d →+∞.
A direct calculation gives
Dijωd =
√c∗xn + d 1n−1 c∗ − c∗d√c∗x3 xixj +

|√c∗x|n + d√c∗x

δij

.
By the knowledge of linear algebra, we know that for any constants a and b, the eigenvalues of the symmetric matrix of the
form axT x+ bI ,
λ(axT x+ bI) = (a|x|2 + b, b, . . . , b).
So
λ(D2ωd) = (Rn + d) 1n−1c∗diag

Rn−1, Rn−1 + d
R
, . . . , Rn−1 + d
R

= c∗diag

Rn−1(Rn + d) 1−nn , (R
n + d) 1n
R
, . . . ,
(Rn + d) 1n
R

,
where R = √c∗x. Consequently, λ(D2ωd) ∈ Γn ⊂ Γk for |x| > 0. That isωd is k-convex inRn \D. Denote ρ = (Rn+ d) 1n /R,
then ρ > 1. By inequality (2.6), for k ≤ (n+ 1)/2, we have
Sk,l(λ(D2ωd)) = Sk,l

c∗

1
ρn−1
, ρ, . . . , ρ

= (c∗)k−lSk,l

1
ρn−1
, ρ, . . . , ρ

≥ (c∗)k−l C
k
n
C ln
= 1.
This shows that ωd is an k-convex smooth subsolution of (1.1).
Step 2. Define the Perron solution. By Lemma 2.1, letting A = c∗I , then we can fix some c1 ∈ R such that
ωξ (x) ≤ c
∗
2
|x|2 + c1, ∀ξ ∈ ∂D, x ∈ Rn \ D, dist(x, ∂D) ≤ diam(D).
Fix some a0 > 0 such thatc := µ(a0) ≥ c1. For any c >c and x ∈ Rn \ D, let Sc,x denote the set of functions in C0(Rn \ D)
that are k-convex viscosity subsolutions of (1.1) satisfying
ω(y) ≤ c
∗
2
|y|2 + c, ∀ y ∈ Rn \ D, |y− x| ≤ 2diam(D),
w ≤ ϕ on ∂D.
Then, for all µ−1(c1) < d < µ−1(c), ωd ∈ Sc,x. So Sc,x is nonempty for all x ∈ Rn \ D and c > c1. Define
uc(x) = sup

ω(x) : ω ∈ Sc,x

, x ∈ Rn \ D.
Then uc is an k-convex viscosity subsolution of Sk,l(λ(D2ω)) = 1 in Rn \ D.
Step 3. We prove that uc can be extended to a continuous function in Rn \ D and uc = ϕ on ∂D.
For ξ¯ ∈ ∂D, it follows from ωξ¯ ∈ Sc,x if |x− ξ¯ | < diam(D) that
lim inf
x→ξ¯
uc ≥ lim
x→ξ¯
ωξ¯ (x) = ϕ(ξ¯ ).
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On the other hand,
lim sup
x→ξ¯
uc(x) ≤ ϕ(ξ¯ ).
Indeed, choose BR ⊃⊃ D, and a super barrier function ω+ satisfying
∆ω+ = 1
C0
, in BR \ D,
ω+ = ϕ on ∂D,
ω+ = uc on ∂BR,
where C0 is defined in (2.4). By condition (2.4), we have Sk,l(λ(D2ω+)) ≤ 1. Then for any ω ∈ Sc,x,Sk,l(λ(D
2ω)) ≥ 1, in BR \ D,
ω ≤ ϕ on ∂D,
ω ≤ uc on ∂BR,
by comparison principle, we have ω ≤ ω+ in BR \ D. Therefore, uc ≤ ω+ in BR \ D, and we have
lim sup
x→ξ¯
uc(x) ≤ lim
x→ξ¯
ω+ = ϕ(ξ¯ ).
Step 4. uc is a viscosity solution of Sk,l(λ(D2ω)) ≥ 1 in Rn \ D.
By the definition, it is clear that uc is a viscosity subsolution of (1.1). We need only to prove that uc is a viscosity
supersolution of (1.1). For x¯ ∈ Rn \ D, fix some ϵ satisfying 0 < ϵ < 2diam(D) and Bϵ(x¯) ⊂ Rn \ D. By the definition
of uc ,
uc(y) ≤ c
∗
2
|y|2 + c, y ∈ Rn \ D. (3.2)
By Lemma 2.3, there is a unique viscosity solutionu ∈ C0(Bϵ(x¯)) to
Sk,l(λ(D2u)) = 1, in Bϵ(x¯),u = uc, on ∂Bϵ(x¯).
By the comparison principle, uc ≤u in Bϵ(x¯). Define
ω(y) = u(y), y ∈ Bϵ(x¯),uc(y), y ∈ Rn \ (D ∪ Bϵ(x¯)).
Thenω ∈ Sc,x. Indeed, let
v(y) = c∗
2
|y|2 + c,
then 
Sk,l(λ(D2u)) = Sk,l(λ(D2v)) = 1, in Bϵ(x¯),u = uc ≤v, on ∂Bϵ(x¯).
From the comparison principle, for any y ∈ Bϵ(x¯), we haveu ≤v, that is,
u ≤ c∗
2
|y|2 + c.
By Lemma 2.4, we have
Sk,l(λ(D2ω)) ≥ 1, in Rn \ D.
Therefore,ω ∈ Sc,x. So, by the definition of uc, uc ≥ ω onRn\D. It follows that uc ≡u on Bϵ(x¯). uc is a viscosity supersolution
of (1.1).
Step 5. We prove that uc satisfies the asymptotic behavior at infinity.
First, we have by (3.2), for any d > 0
uc(x)− c
∗
2
|x|2 − c ≤ 0 ≤ 1|x|n−2 , x ∈ R
n \ D.
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On the other hand, from (3.1), as |x| → ∞,
ωd(x) = c
∗
2
|x|2 + µ(d)− O

1
|x|n−2

.
Because ωd ∈ Sc,x, as |x| → ∞,
uc(x)− c
∗
2
|x|2 − µ(d) ≥ −O

1
|x|n−2

.
Letting d → µ−1(c), we haveuc(x)−  c∗2 |x|2 + c
 ≤ C|x|n−2 .
Therefore,
lim sup
|x|→∞

|x|n−2
uc(x)−  c∗2 |x|2 + c
  <∞.
Theorem 1.1 is proved. 
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