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Abstract
HIV transmission models that include variability in sexual behavior over time have shown
increased incidence, prevalence, and acute-state transmission rates for a given population risk
profile. This raises the question of whether dynamic variation in individual sexual behavior is
a real phenomenon that can be observed and measured. To study this dynamic variation, we
developed a model incorporating heterogeneity in both between-individual and within-individual
sexual contact patterns. Using novel methodology that we call iterated filtering for longitudinal
data, we fitted this model by maximum likelihood to longitudinal survey data on a cohort
of HIV-negative gay men. We found evidence for individual heterogeneity in sexual behavior
over time. We simulated an epidemic process and found that inclusion of empirically measured
levels of dynamic variation in individual-level sexual behavior bring the theoretical predictions
of HIV incidence in closer alignment with reality given the measured per-act probabilities of
transmission. The methods developed here provide a framework for quantifying variation in
sexual behaviors that help to understand the HIV epidemic among gay men.
Introduction
Although the number of new HIV infections in the United States has remained approximately stable
from 1991 to 2006, the incidence rate in young gay men has increased by 58% over the same period
[1]. The increase in transmission rates is difficult to explain in the context of a virus with a low
per-act probability of transmission [2, 3, 4], and the availability of effective prevention modes, such
as condoms and anti-retroviral medication [5].
Vittinghoff et al. [6] found that unprotected receptive anal sex results in infection at a prob-
ability of 0.0028 per contact. Standard epidemiologic theory based on homogeneous, well-mixed
populations [7] predicts that an HIV prevalence of 21% which is consistent with estimated MSM
prevalence [8], could be reached only if each individual has 15 new sexual partners a year for an
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average of 30 years. Such a high level of homogeneous, sustained high-risk behavior seems improb-
able.
The inconsistency between rising rates of man-to-man HIV transmission and observed contact
rates and transmission probabilities has been addressed by decades of theoretical work including
addition of risk-groups [9, 10, 11], enduring partnerships [12, 13, 14], natural history of infection
[15, 16], and variability in the level of risky sexual behavior over time, termed episodic risk [10, 17,
18, 19]. All of the listed factors, excluding episodic risk, have been empirically well characterized.
Resolving whether or not episodic risk is a real, measurable phenomenon will help parameterize
more realistic models of HIV transmission dynamics.
A conceptually simple typology of HIV risk factors that illustrates the issues at play divides
along two basic axes: population versus individual and between-units versus within-units. For
example, the prevalence of intravenous drug users (an aggregate feature) in Sweden versus Latvia
(between two populations) helps to explain the differential spread of HIV in those populations
[20, 21]. Between-individual risk factors for the spread of HIV are well known: anal sex, unprotected
sex, and birth to an infected mother. Considering all possible partners, a person who never has
unprotected receptive anal intercourse is at lower risk than someone who does. However, the
behaviors of individuals and whole populations are not constant over time producing within-unit
variation over time.
This paper aims to illustrate a broadly applicable statistical framework for estimating both
within-individual and between-individual episodic risk parameters from a longitudinal dataset of
male-male sexual contacts. Our method relates an underling model of dynamic variation in sexual
contact rates to aggregate count data in variable observation periods. A methodological innovation
in this paper is to show how iterated filtering methods [22, 23], originally developed for investigating
mechanistic models using time series data, can be applied to fit models in a longitudinal study with
data consisting of many short time series. Finally, we show the influence of episodic risk on epidemic
dynamics by simulating potential epidemic trajectories from a simple stochastic model.
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Materials and Methods
Sexual contact data
The data in this study come from a large cohort of HIV negative gay men who reported having
had either anal sex or receptive oral sex with ejaculation in the previous six months. The data
were collected beginning in 1992, as described by Vittinghoff et al. [6]. The men were asked about
the number and type of their sexual contacts over three follow-up interviews; 882 men completed
the initial interview and three follow-up interviews for a total of 2 years of observation per person
divided into 4 six-month observation periods.
We aggregated the count data into broadly relevant categories: total, anal, oral, protected,
unprotected, with a partner of unknown HIV status (HIV?), and with a partner believed to be
HIV positive (HIV+). For example, the anal category includes all reported instances of anal sex
regardless of whether or not they were protected, insertive, or with a HIV+ partner. However, the
oral contact reported in the study were only unprotected receptive oral sex with ejaculation. ‘Total’
refers to the number of any type of sexual contact.
The data do not differentiate between contacts made with long-term versus short-term partners
such that we cannot disentangle the rate of partnership formation from the rate of sexual contact
itself.
A descriptive model of contact rates that accounts for between-individual and
within-individual variation
Romero-Severson et al. [24] identified four features of contact rate data that should be included in
a statistical model of contact rates: (i) heterogeneity between individuals, (ii) heterogeneity within
individuals over time, (iii) individual-level autocorrelation, (iv) secular trend over the duration of
the cohort study. Figure 1 shows plots of these four factors in the data. To model these phenomena,
we suppose that each individual has a latent rate Xi(t) of making contacts of a specific type. Each
data point, yij , is the number of reported contacts for individual i between time tj−1 and tj , where
i = 1, . . . , 882 and j = 1, . . . , 4. The unobserved process {Xi(t)} is connected to the data through
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the expected number of contacts for individual i in reporting interval j, which we write as
Cij = α
j−1
∫ tj
tj−1
Xi(t) dt, (1)
where α is an additional secular trend that accounts for the observed decline in reported contacts.
A basic stochastic model for homogeneous count data would model yij as a Poisson random variable
with mean and variance equal to Cij [25, Chapter 6]. However, the variance in the data are much
higher than the mean of the data [24]. To account for this we assume that the data are negative
binomially distributed [26, 27], which is a generalization of a Poisson distribution that allows for
increased variance for a fixed mean, leading to the model
yij ∼ NegBin (Cij , Di) , (2)
with mean Cij and variance Cij + C
2
ij/Di. Here, Di is called the dispersion parameter, with the
Poisson model being recovered in the limit as Di becomes large. The dispersion, Di, can model
increased variance compared to the Poisson distribution for individual contacts, but does not result
in autocorrelation between measurements on an individual over time, which is observed in the data.
To model this autocorrelation, we suppose that individual i has behavioral episodes within which
Xi(t) is constant, but the individual enters new behavioral episodes at rate Ri. At the start of each
episode, Xi(t) takes a new value drawn from a Gamma distribution with mean µX and variance
σX ,
Xi(t) ∼ Gamma(µX , σX). (3)
To complete the model, we also assume Gamma distributions for Di and Ri,
Di ∼ Gamma(µD, σD), (4)
Ri ∼ Gamma(µR, σR). (5)
The parameters, σX , σD and σR control individual-level differences in behavioral parameters al-
lowing the model to encompass a wide range of sexual contact patterns.
4
Figure 2 shows one possible realization of the model for a single individual. The distinction
between the effects of the rate at which new behavioral episodes begin, Ri, and the dispersion
parameter, Di, is subtle since both model within-individual variability. The signal in the data
about distinct behavioral episodes could be overwhelmed by a high variance in number of reported
contacts resulting from a low value of Di. Whether the data are sufficient to identify both Ri and
Di is an empirical question that we address below.
Likelihood-based parameter estimation and model selection
Our stochastic dynamic model for contacts is a partially observed Markov process (Web Material,
section S1; see also 28). Likelihood-based inference was carried out using iterated filtering [22]
implemented in pomp version 0.43-4 [29] running in R2.15.3 [30]. Iterated filtering is a Monte Carlo
algorithm which computes the maximum likelihood estimate for partially observed Markov process
models. Filtering is the numerical computation of estimating unobserved states and evaluating the
likelihood function for a partially observed Markov process. Iterated filtering carries out multiple
filtering operations using a sequential Monte Carlo filter, with perturbations in the unknown model
parameters designed so that successive filtering operations converge toward the maximum likeli-
hood estimate. Sequential Monte Carlo is a flexible nonlinear non-Gaussian filtering method, also
known as the particle filter [31], in which the unknown distribution of the latent dynamic variables
is represented by a Monte Carlo sample from this distribution (known as a swarm of particles).
Successive iterations of the filtering process make successively smaller perturbations to the param-
eters, with the heuristic that the optimization process is cooling toward a freezing point which
is theoretically guaranteed to be a local maximum of the likelihood function [23]. Increasing the
number of particles and increasing the duration of the cooling process may improve the practical
performance of the algorithm, while adding to the computational expense.
All optimizations were calculated by running sequential, fast-cooling particle filters (200 parti-
cles, cooling factor 0.95). At the end of each optimization the log likelihood was estimated by a
running a single pass particle filter with 105 particles. A new particle filter was initialized at the
current best parameter set and run using the same fast-cooling strategy.
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Profile likelihood methods were used to compute maximum likelihood estimates and confidence
intervals for each contact type with the selected model (table 1). The process of applying sequential
particle filters was stopped once the profiles appeared to be unchanged by further applications of
the particle filter. The maximum likelihood estimates reported in table 1 were found by fitting a
loess curve to the profile likelihood and finding its maximum [32]. The confidence intervals were
obtained by finding the point on the loess curve 1.92 log likelihood units to either side of the
maximum likelihood estimate. The reported log likelihood was the maximum of the likelihoods
for each profile for a given contact type. Nested models can be compared using likelihood ratio
tests [33] and non-nested models by Aka-Ike’s information criterion [34]. Either way, evidence for a
parameter is strong if addition of that parameter increases the maximized likelihood by much more
than one log unit.
Simulation from an simple epidemic model with time-variable contact rates
Simulations of the epidemic dynamics assuming the time-variable contact rates implied by our
analysis were coded as Markov chains in R3.0.3 [30]. Individuals were assumed to be either suscep-
tible (S) or infected (I) and select partners randomly proportional to their contact rates. At birth,
individuals were assigned a contact rate Xi ∼ Gamma(µX , σX) and an overdispersion parameter
Di ∼ Gamma(µD, σD). To simulate the trajectory of the system we evaluated the probability of
each event over a period of one month. Given that the model parameterization implies much less
than one infectious contact per month, this time step is reasonable. At each step we determined in
order: (1) which individuals became infected; (2) which individuals start a new behavioral episode;
(3) which individuals died or were otherwise removed; (4) how many new individuals entered the
system. Each susceptible individual makes Qi ∼ NegBin (Xi, Di) contacts per month. Of those
Binomial
(
Qi,
ηIβ
ηS+ηI
)
are infective, where ηS =
∑
j∈S Qj is the total number of contacts made by
susceptibles, ηI =
∑
j∈I Qj is the total number of contacts made by infecteds, β is the per-act prob-
ability of transmission, and Binomial(n, p) is the binomial distribution with mean np and variance
np(1 − p). A susceptible individual who has 1 or more infective contacts in a month becomes in-
fected. Each individual re-draws a new Gamma(µX , σX) contact rate each month with probability
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1 − exp(−µR). Susceptible and infected individuals are removed with probability
(
1 − exp{−ζ})
and
(
1− exp{−(ζ + δ)}) per unit time respectively where ζ is the general rate of removal and δ is
the death rate for infected individuals. In each unit of time a constant number of new susceptible
individuals are added (i.e. the smallest integer greater than κζ ) so that the long-run, infection-free
population size is approximately κ. In all simulations, κ = 3000, ζ = 140×12 month
−1, and δ = 110×12
month−1.
Results
Model selection
Table 2 shows strong evidence (>50 log units improvement in the likelihood) for each parameter
excluding σR (between-individual heterogeneity in the length of a behavioral episode). The full
model with σR is no better than the model without. With perfect likelihood maximization, model 6
can only have a higher maximized likelihood than model 5, since it contains model 5 when σR = 0.
We explain the lower maximized likelihood for model 6 to be a result of the numerical difficulty of
maximization for this more complex model, combined with no substantial statistical benefit from
including this additional complexity. For subsequent analysis, we therefore adopted model 5 and
fixed σR = 0.
The standard deviation of the number of contacts overestimates between-individual
heterogeneity
The empirical sample mean and sample standard deviation was 1.53 month−1 and 3.28 month−1
respectively. The maximum likelihood parameters are shown in table 1 and figure 3. All contact
types showed high levels of between-individual variability (high σX), suggesting long-term differ-
ences in individual contact rates. However, for every contact type, σX was lower than the empirical
between-individual standard deviation. For total contacts, σX was 19% lower than the empirical
between-individual standard deviation and the confidence interval for σX did not include the em-
pirical standard deviation. This discrepancy arises because the raw standard deviation captures
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both within-individual and between-individual variance. Consider a population with no between-
individual variability in contact rates (in the long-run everyone has the same number of contacts),
but with a high level of within-individual variance. If we observed that population for a limited
period of time, we would see some individuals with apparently high contact rates and some with
low contact rates. The difference between those individuals is due solely to chance variance about
a shared average contact rate. Studies that use the empirical standard deviation of contact rates
to model between-individual heterogeneity will overestimate its magnitude.
High levels of both between-individual and within-individual variability
The mean overdispersion (µD) is interpreted relative to Poisson variability. In the limit as µD
approaches infinity, the number of observed contacts becomes Poisson distributed with rate deter-
mined by the integration of contact rates over behavioral intervals, Cij . Decreasing µD increases
the variance in the number of observed contacts without changing its mean. For each contact type
(excluding positive and oral), the average degree of overdispersion is relatively small (larger values
of µD). However, the overdispersion parameter is highly heterogeneous in the population (high σD)
implying the co-existence of individuals with either highly stable (Poisson-like) and highly variable
patterns of sexual contacts over time.
For most contact types the average time that an individual has a constant average contact
rate is on the order of two years (µR = 0.04 month
−1). Therefore, the statistical evidence for a
rate µR > 0 suggests that re-drawing contact rates (i.e., episodic behavior) is allowing additional
within-individual variance that is not fully accounted for by µD and σD. Unlike the overdispersion
described by µD and σD, this kind of behavioral change is on the appropriate timescale to correspond
to structural life changes such as formation of new partnerships.
Transmission models parameterized from crosssectional data lead to different
epidemic trajectories
In the counter-factual case where the dataset that we analyzed here was, in fact, a crosssectional
survey (i.e. collapsed over observational periods) we could still estimate between-individual vari-
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ability. In that case, we might consider the simple model where individuals are characterized by
a single contact rate drawn from a population distribution. To parameterize that distribution we
might consider the sample mean (1.53 month−1) and sample standard deviation (3.28 month−1)
as estimates of µX and σX respectively. Figure 4 show a comparison of the dynamics under three
alternative parameterizations to illustrate that problems might arise when considering crosssec-
tional data alone. The curve labeled ‘Homogeneous’ illustrate random realizations of a stochastic
model without any heterogeneity where the contact rate is set to the sample mean per month con-
tact rate. The curve labeled ‘Between Heterogeneity’ illustrate random realizations of a stochastic
model where the average contact rate is set to the sample mean per month contact rate and the
population standard deviation of contact rates is set to the sample standard deviation. The curves
labeled ‘Within+Between Homogeneity’ show the dynamics with the maximum likelihood parame-
ters from the total contacts. In the context of this simple model, including episodic risk parameters
estimated from the data greatly increases the prevalence of infection. After 35 years, omitting runs
that died out, the average prevalence was 0.6% in the ‘Homogenous’ case, 15% in the ‘Between
Heterogeneity’ case and 20% in the ‘Within+Between Homogeneity’ case (Fig. 4), which is closer
to the 21% reported for the American gay male population [8]. Although this model is too simple
to capture the full complexity of HIV transmission dynamics, it illustrates the potential role of
heterogeneity within and between individuals for explaining observed HIV prevalence.
Contacts with HIV positive partners follow a unique pattern
All contact types except those made with a person known to be HIV positive had an empirical mean
close to µX . The empirical rate of contact with a person known to be HIV positive (0.33 month
−1
was much lower than the estimated value of µX = 1.62 month
−1. This discrepancy is due to the
fact that the contacts of this type showed a particularly high variability both within and between
individuals. While many individuals reported consistent contact with an HIV infected person over
the course of the study, many also reported changes of more than 100 contacts between 6 month
observation periods. This particular combination of both stable and highly variable contact patters
is difficult to model within our framework given the available data, making the results for this
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contact type less reliable.
Discussion
In this paper we demonstrated application of a new general statistical framework for estimating
both within-individual and between-individual variance in sexual behavior over time based on
iterated particle filtering. This method provides a general approach for fitting arbitrary models
to longitudinal behavioral data that could be expanded to include more complex and realistic
behavioral models as more data becomes available. We showed that in even relatively short time-
series we can discern the signature of significant within-individual behavioral variability. Our model
is general enough to account for both within-individual and between-individual variability for all
observed contact types excluding contacts made with a person believed or known to be HIV positive.
There is a large body of work studying how behavior is modified in response to changing
attitudes or perceived risk [35] such as serosorting of HIV positive persons [36]. That literature is
largely focused on how otherwise static behaviors change in response to various external conditions.
Our paper is the first to demonstrate empirically, to our knowledge, that sexual behavior can be
highly variable in general, i.e. that the assumption of static behavior is potentially problematic.
Resolving the specific causes of the dynamic variation in sexual behavior we observed remains an
open question.
Previous theoretical work has shown that episodic risk can greatly increase the rate of trans-
mission especially from those recently infected [10, 19, 18]. A key effect of episodic risk observed
in those papers was the maintenance of a high-risk susceptible pool that sustains the epidemic at
higher levels than would be otherwise observed. In a population with only between-individual het-
erogeneity, the highest risk (e.g. high contact rates) individuals become rapidly infected while the
remaining lower-risk individuals are more slowly infected. Episodic risk alters these dynamics by
allowing all individuals to experience episodes of brief high-risk behavior leading to both elevated
population risk and elevated acute-stage transmission. Episodic risk should be considered in the
broader theoretical framework for understanding the rising MSM incidence in the United States.
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Our analysis has important limitations that should be addressed in the collection and analysis
of future datasets. First, the data are old (collection began in the early 1990s), which may limit
their relevance to contemporary dynamics. However, given the wide-spread availability of new
treatment options in the 1990s that changed the perception of HIV risk, having a baseline estimate
of how sexual behavior changes over time will provide context for future analyses. We did not
find any newer datasets that specifically reported counts of specific sex acts over time. Often,
behavioral data was measured in terms of risk factors, such as questions asking if the interviewee
had had unprotected anal sex at least once in some previous interval, rather than reporting specific
counts. Although we suggest caution in how these results are implemented in future models, we
have demonstrated that episodic risk is a real and measurable phenomenon. Future studies will
help clarify the contemporary nature of episodic risk.
The method developed in this paper could be readily expanded to other populations where
longitudinal behavioral data are available. The ideal dataset would record the time at each contact
and with whom the contact was made with rather than aggregate counts over observation periods.
Our method could be easily modified to get maximum likelihood estimates of potentially complex
behavioral models with such data. Future work on episodic risk could include demographic and
contextual covariates such as age, relationship status, or drug use that could be used to compile
a more complete picture of how sexual behavior changes over the course of a person’s life time.
We recommend that future modeling studies for pathogens with long infectious periods include the
potential for within-individual variability in behavioral parameters, and emphasize that, despite
its cost, collecting longitudinal sexual behavior data is essential for understanding and preventing
HIV.
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Table 1: Maximum Likelihood Estimates for Nine Contact Types. Maximum likelihood estimates
and confidence intervals for each contact type were based on profile likelihood computations (see
Web Material). The parameters are defined in equations (1)–(5). Units for µX , σX and µR are
month−1, with µD, σD, and α being dimensionless.
.
Type µX σX µD σD µR α Log Lik.
Total 1.75 2.67 3.81 4.42 0.04 0.90 -9552.1
(1.62, 2.01) (2.35, 3.20) (2.76, 4.59) (3.30, 5.03) (0.03, 0.05) (0.87, 0.93)
Anal 1.49 2.33 3.47 4.15 0.05 0.90 -9092.2
(1.36, 1.64) (2.05, 2.64) (2.88, 4.01) (3.38, 5.94) (0.04, 0.06) (0.87, 0.95)
Oral 0.23 0.77 1.07 1.05 0.02 0.84 -2622.7
(0.20, 0.27) (0.65, 1.03) (0.84, 1.32) (0.65, 1.57) (0.01, 0.03) (0.76, 0.90)
Insertive 0.93 1.64 2.26 2.42 0.03 0.90 -7438.0
(0.85, 1.01) (1.50, 1.94) (2.00, 2.56) (1.82, 3.35) (0.03, 0.04) (0.86, 0.94)
Receptive 0.51 0.98 2.14 2.59 0.08 0.95 -5688.4
(0.44, 0.56) (0.89, 1.17) (1.80, 2.61) (2.12, 3.44) (0.02, 0.04) (0.90, 1.0)
Protected 1.07 1.91 2.64 2.90 0.04 0.95 -8179.9
(0.98, 1.18) (1.73, 2.18) (2.23, 3.11) (1.85, 3.65) (0.03, 0.05) (0.89, 0.98)
Unprotected 0.40 0.91 1.19 1.69 0.04 0.81 -3775.2
(0.33, 0.46) (0.77, 1.20) (0.95, 1.59) (1.14, 2.49) (0.03, 0.05) (0.76, 0.89)
Positive 1.62 7.45 0.99 3.27 0.09 0.71 -2190.6
(1.01, 2.32) (5.21, 9.78) (0.68, 1.98) (1.92, 5.08) (0.06, 0.11) (0.64, 0.84)
Unknown 1.08 1.67 3.19 3.76 0.04 0.94 -8214.5
(0.98, 1.20) (1.51, 1.90) (2.74, 3.94) (2.80, 5.86) (0.03, 0.605) (0.90, 0.98)
Table 2: Maximum Likelihood Estimates and Corresponding Likelihoods for Six Models for Total
Contacts. The parameters are defined in equations (1)–(5). The models show statistically significant
improvement (increasing likelihood) up though model 5. Units for µX , σX , µR and σR are month
−1,
with µD, σD, and α being dimensionless.
Model µX σX µD σD µR σR α Log Likelihood
1 1.61 – 0.31 – – – 1 -10288.3
2 1.73 – 0.6 0.67 – – 0.99 -9935.5
3 1.62 2.11 0.76 – – – 0.99 -9772.9
4 1.71 1.81 1.43 1.71 – – 0.99 -9605.6
5 1.75 2.67 3.81 4.42 0.04 – 0.90 -9552.1
6 1.79 2.63 3.98 4.91 0.04 0.01 0.93 -9554.8
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Figure 1: Features of the longitudinal contact rate data. (A) The secular trend sense time of
enrollment into the cohort shows a clear decrease in average contact rate per person over the two-
year course of the study. This is an example of a within-population change. (B) The difference in
contact rates between people averaged over the course of the study demonstrates between-individual
heterogeneity. (C) A time plot of reported contacts for 20 randomly selected individuals shows both
within-individual and between-individual variance. (D) Sample autocorrelation, corrected for bias
due to only four observation periods (Web appendix, section S3), shows a small positive correlation
in contacts between observation periods.
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Figure 2: Illustration of the model. This figure presents one possible realization of the model for
a single individual, i. The length of behavioral intervals (horizontal lines) over which an individual’s
contact rate (left axis) is constant is controlled by Ri, having mean value 1/Ri. At the beginning
of a new behavioral interval a new contact rate is drawn from a Gamma distribution mean, µX ,
and standard deviation, σX . The boxplots show the distribution of possible number of sexual
contacts (right axis) for the given pattern of behavioral intervals shown over each 6-month long
observational period. The positive latent variable Di governs the dispersion of the actual number
of contacts within a given behavioral interval. As Di decreases toward zero, the number of contacts
observed in each observation period will be more variable.
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Figure 3: Visual representation of the maximum likelihood parameter estimates.
18
Time [years]
Pr
ev
a
le
nc
e 
[%
]
10 30 50 70 90
10
20
30
Homogeneous
Within+Between Heterogeneity
Between Heterogeneity
Figure 4: Plot of epidemic trajectories under three parameterizations. The median of 500
simulations are shown as lines and the 75th and 25th quantiles are shown as gray envelopes for three
parameterizations. In the ‘Homogeneous’ case (dashed line) the epidemic was simulated where µX
is estimated by the sample mean (1.53 month−1) without any sources of between-individual or
within-individual heterogeneity. In the ’Between Heterogeneity’ case (dotted line) the epidemic
was simulated where µX is estimated by the sample mean (1.53 month
−1) and σX is estimated by
the sample standard deviation (3.28 month−1) In the ‘Within+Between Heterogeneity’ case (solid
line) the epidemic was simulated where each parameter is set to the estimated maximum likelihood
estimate for total contacts. For both situations, the per contact probability of transmission was
set to 1/120, the average length of infection was set to 10 years, and the infection-free equilibrium
population size was set to 3000. The per contact probability was selected such that the basic
reproduction number in the the ‘Homogeneous’ case was 1.53. In the ‘Homogeneous’, ‘Between
Heterogeneity’, ‘Within+Between Heterogeneity’ cases respectively 239/500 and 172/500, 95/500
simulations died out before the 100 year mark.
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