Monitoring of complex structures to provide real-time safety and reliability information regarding the structure poses significant technical challenges. To detect damage in large civil infrastructure systems, densely distributed sensors are expected to be required. Use of traditional wired sensors is challenging for such applications because of the cost and difficulty in deploying and maintaining a large wiring plant. Using wireless sensor network is also difficult because large amounts of measured data need to be transferred to a central station. The bandwidth and power requirement to transfer these data may easily exceed the limit of the wireless sensor. Recently rapid advances in smart sensor technologies have made damage detection using a dense array of sensors feasible. The essential feature of a smart sensor is the on-board microprocessor, which allows smart sensors to make decisions, perform computation, save data locally, etc. By conducting a portion of the computation at the sensor level, only limited information needs to be transferred back to a central station. However, damage detection algorithms which can take advantage of the distributed computing environment offered by smart sensors are currently limited.
INTRODUCTION
Structural health monitoring (SHM) and damage detection has become an important field in civil engineering, with the goal of continuous and periodic assessment of the safety and integrity of the civil infrastructure. Based on knowledge of the condition of the structure, certain preventative measures can be carried out to prolong the service life of the structure and prevent catastrophic failure. Detection of damage in the structure will ultimately reduce the life cycle costs.
Many algorithms have been developed for SHM. An excellent review of existing methods is found in References [1, 2] . Therein, classification of SHM methods was based on the type of the measured data used, and/or the technique used to identify the damage. One category of these methods uses structural frequency changes. Vandiver [3] examined the change in resonant frequencies due to the damage in elements of the structure. More recently, Cha and Tuck-lee [4] examined the change in frequency response data; this information was then used to update the structural system parameters. Another category of these methods uses the change in mode shapes. West [5] was perhaps the first to implement systematic use of mode shape information for damage localization without the use of an a prior finite element model. After numerical and experimental study of a beam, Fox [6] suggested that graphical comparison of the mode shapes might be a good way to locate damage.
Another group of these methods takes advantage of the change in the flexibility matrix. Pandey and Biswas [7, 8] presented a damage detection and localization method based on changes in the measured flexibility of the structure. Bernal [9] used the change of the flexibility matrix to compute a set of load vectors, having the property of inducing stress fields whose magnitudes are zero in the damaged areas. Other techniques include methods based on mode shape curvature changes [10, 11] , parameter estimation methods [12] [13] [14] , neural network based methods [15, 16] , etc. In general, the existing methods require central acquisition and data processing, i.e. the measured data needs to be transferred to a central station, either through wired or wireless communication.
Damage in structures is an intrinsically local phenomenon. Responses from sensors close to the damaged site are expected to be more heavily influenced than those remote to the damage. Therefore, to effectively detect arbitrary damage in a complicated structure, a dense array of sensors distributed over the entire structure will be required. However, if the measured data is to be centrally acquired, significant limitations will exist for conducting SHM either using wired or wireless sensors. Use of traditional wired sensors is difficult due to the cost of deploying and maintaining a large wiring plant. Similarly, transferring all the measured information to a central station using wireless sensors is difficult because of power requirements and bandwidth limitations. In both cases, a tremendous amount of data is expected to be generated that would need to be sent to such a central station. Managing this large amount of data is challenging. Unnecessary information needs to be eliminated through data aggregation to efficiently utilize the network.
The recent development of the smart sensors has made health monitoring with a dense array of sensors feasible. A careful review of current smart sensing technologies has been provided by Spencer et al. [17, 18] . The essential feature of a smart sensor is the on-board microprocessor, which grants these sensors the 'smart' characteristics. Code can be embedded in the sensor's microprocessor, which allows smart sensors to make decisions, perform computation, save data locally, etc. A portion of the computation can then be done at the sensor level for damage detection. Extraneous information can be discarded, reducing the information that needs to be transferred back to the central station. Note that all smart sensors to date are also wireless. Damage detection algorithms which can take advantage of the distributed computing environment offered by smart sensor technologies are needed, but currently limited. This paper presents a distributed computing strategy (DCS) for SHM that is suitable for implementation on a densely distributed smart sensor network. In this proposed strategy, adjacent smart sensors are grouped together and only the locally measured information is used to evaluate the condition of local elements; the associated computation is done in a distributed manner. Damage detection results for these local elements can then be reported back to the central station. Continuous online monitoring of a structure can be done without relying on central data processing. In the sequel, a flexibility-based damage detection method that forms the basis for the SHM algorithm is first presented, followed by formulation of the flexibility matrix from both forced and ambient vibration. Extension of a flexibility-based method to handle the continuous online monitoring is then briefly reviewed. Damage detection using a limited number of senors localized in damaged regions is investigated, which leads to the proposed DCS approach for SHM. Finally, to demonstrate the efficacy of the DCS approach, verification by computer simulation using a 14-bay planar truss structure is provided.
THE DAMAGE LOCATING VECTOR METHOD
Damage detection methods based on the flexibility matrix have recently been shown to be quite promising. In particular, Bernal [9] proposed a flexibility-based damage localization method, the damage locating vector (DLV) method, which provides the foundation for the current work. The DLV method also has been experimentally verified by Gao et al. [19] and extended for continuous online monitoring employing ambient vibration by Gao and Spencer [20] . For completeness, the DLV method as employed herein is briefly reviewed in the section.
Basic concept
The DLV method is based on determination of a special set of load vectors, the so-called DLVs. The DLVs have the property that when they are applied to the structure as static forces at the sensor locations, no stress is produced in the damaged elements. This unique characteristic can be employed to localize structural damage.
Assuming nominally linear structural behaviour, the flexibility matrices at sensor locations are constructed from measured data before and after damage and denoted as F u and F d , respectively. Then, all of the linear-independent load vectors L are collected which satisfy the following relationship:
This equation implies that the load vectors L produce the same displacements at the sensor locations before and after damage. From the definition, the DLVs are seen to also satisfy Equation (1) ; that is, because the DLVs produce no stress in the damaged structural elements, the damage of those elements does not affect the displacements at the sensor locations. Therefore, the DLVs are indeed the vectors in L. 
From Equation (3), one obtains
Equations (1) and (4) indicate that L ¼ V 0 ; i.e. DLVs can be obtained from the SVD of the difference matrix F D . Each of the DLVs is then applied to an undamaged analytical model of the structure. The stress in each structural element is calculated and a normalized cumulative stress is obtained. The normalized cumulative stress for the jth element is defined as
where s ij is the stress in the jth element induced by the ith DLV and s j the cumulative stress in the jth element. If an element has zero normalized cumulative stress % s j ; then this element is a possible candidate of damage. In practice, the normalized cumulative stresses induced by the DLVs in the damaged elements may not be exactly zero due to noise and uncertainties. Reasonable thresholds should be chosen to select the damaged elements [9] .
Construction of flexibility matrix
As shown in the previous section, the flexibility matrices before and after damage need to be constructed to implement the DLV method. Depending on whether or not the input excitations are measured, different formulations are needed to construct flexibility matrix from the measured data. Both the cases are described here.
2.2.1. Formulation of flexibility matrix for the forced vibration case. When the input is measured and there is at least one co-located sensor and actuator pair, Bernal and Gunes [21] has shown how the experimental data can be used to obtain flexibility matrix for structures with general viscous damping. For a linear structure, the flexibility matrix can be expressed as
where C is the arbitrarily normalized complex mode shapes, D g the diagð½d 1 ; d 2 ; . . . ; d j ; . . .Þ; and d j the modal normalization constant.
To obtain the quantities in Equation (6), a state space representation of the structure can be obtained from the measured data using various system identification algorithms, such as the eigensystem realization algorithm (ERA) [22] . By converting the discrete time state space representation identified from the measured data to continuous time, one obtains where z=state vector; u=input excitation vector; y=vector of measured outputs; A=state matrix; B=input influence matrix; C=output influence matrix; and D=direct transmission matrix. Transforming Equation (7) to the frequency domain and noting that the flexibility matrix relates the inputs to the outputs at o ¼ 0; the flexibility matrix can be obtained as
where p=0, 1, and 2 when measured outputs are displacement, velocity, and acceleration, respectively; l and j=eigenvalues and eigenvectors of matrix A; and C m =Cj and C m =complex mode shapes at sensor locations. The ith column of F f represents the displacements of the structure at the sensor locations due to a unit force being applied at the ith excitation location, u i . If we denote the flexibility matrix at the sensor locations as F m , the jth column of F m represents the displacements of the structure at the sensor locations due to a unit force being applied at the jth sensor location. If any of the inputs are co-located with sensors, then the corresponding columns in the matrices F f and F m will be equal. Defining two Boolean matrices q f and q m which pick out these columns from F f and F m , respectively, we have
The modal normalization constant d j can then be solved from Equation (9) as
where % j When there is more than one co-located sensor and actuator pair, multiple estimations of d j will be obtained. Bernal and Gunes [21] suggested that the d j corresponding to the component in vector C T m;j q m with the largest magnitude might be used.
2.2.2.
Formulation of flexibility matrix for the ambient vibration case. For ambient vibration case, a mass perturbation method for construction of flexibility matrix suggested by Bernal [23] will be presented in this section. Recall that for a linear structure with classical damping, the flexibility matrix takes the form
where c=undamped arbitrarily normalized mode shapes; L and c=solutions of the eigenproblem Kc ¼ McL; a the diagð½a 1 ; a 2 ; . . . ; a j ; . . .Þ; and a j =modal, normalization constant.
To obtain a j for the ambient vibration case, the mass matrix of the modified structure can be expressed as
in which M 0 =mass matrix of the original structure, M 1 =mass matrix of the modified structure; DM=matrix describing the mass perturbation. The eigenvalue problem for the modified structure is
where l 1;j =jth eigenvalue of the modified structure; and c 1;j =jth eigenvector of the modified structure. The corresponding eigenvalues and eigenvectors for the original structure 
where c 0 =½c 0;1 ; c 0;2 ; . . . ; c 0;j ; . . .; N(c 0 )=column null space of c 0 ; and q j and g j =coefficient vectors. Substituting Equation (14) into Equation (13) and multiplying both sides by c
where By neglecting the error term e j , Equation (15) can be rewritten as
which can be de-coupled to solve for the unknown a i as
The modal parameters for both the original and modified structure can be obtained employing the natural excitation technique (NExT) [24] in conjunction with the ERA method. Equation (18) indicates that there is one set of ½a 1 ; a 2 ; . . . ; a i ; . . . for each c 1;j i.e. there are various estimations for different c 1;j : Bernal [23] pointed out that the most accurate estimation for the normalization index a i is when i ¼ j in Equation (18).
Extending the DLV method for continuous online SHM
The DLV method is not easily employed for continuous online damage diagnosis. Equations (10) and (18) shows that the modal normalization constants d j or a j need to be obtained to construct the flexibility matrix. As suggested in the derivation of Equations (10) and (18), a certain degree of interruption of structural operation will be needed to obtain these normalization constants from measured data. The method based on forced vibration requires employing an external exciter, e.g. an impactor or a rotating imbalance vibrator, to shake the structure. The method based on ambient vibration requires adding mass to the structure to conduct dynamic testing. These methods can be used to compute the undamaged normalization constants. However, computing the damaged normalization constants by one of these methods each time the health of the structure is assessed is intractable. An approach which can take the advantage of the DLV method and is suitable for continuous online monitoring is required.
Gao and Spencer [20] proposed an algorithm which extends the DLV method for continuous online monitoring. The essence of the approach is to construct an approximate flexibility matrix for the damaged structure utilizing the undamaged normalization constants with the mode shapes before and after damage being normalized to have a unit magnitude.
The first step of the proposed algorithm is to compute the undamaged normalization constants and then the undamaged flexibility matrix from the measured data. This step is termed algorithm initialization. Once the initialization is completed, the second step of the proposed Copyright approach is to construct an approximate flexibility matrix for the potentially damaged structure employing ambient vibration and then to apply the DLV method to detect damage in the structure. Herein, this step is referred as algorithm operation. The flow charts for the algorithm initialization and operation are shown in Figures 1 and 2 . This extended DLV method is incorporated into the proposed DCS approach, which is presented in Section 4. For more detailed information regarding the DLV method, the interested reader is directed to References [9, 19, 20] .
DAMAGE DETECTION USING LIMITED SENSOR INFORMATION
In this section, damage detection using a limited number of sensors distributed throughout the structure or localized in damaged regions are investigated. These results lead directly to the DCS approach proposed in Section 4.
Sensors distributed throughout the structure
To investigate damage detection using a limited number of sensors distributed throughout the structure, a numerical example employing a 14-bay planar truss (Figure 3 ) is considered. A Matlab finite element model consisting of 53 bars and 28 nodes was developed. Each structural node number has a circle around it.
In this example, first four mode shapes in the y-direction evaluated at all the lower chord nodes except the supports are used. Two 13 Â 13 flexibility matrices before and after damage can Figure 4 shows the results when element 5 is damaged. As can be seen, elements 5 and 7 have considerably smaller normalized cumulative stresses as compared with other elements; therefore they are identified as possibly damaged elements. Under the current load configuration where only the vertical loads are applied at the lower chord nodes, if either one of these two elements has a small axial stress, so does the other. This result can be easily understood from the force equilibrium in y-direction of node 4. As shown in Figure 4 , good numerical results have been obtained using a limited number of sensors distributed throughout the structure; however, questions arise about whether the sensor information away from the damaged region are indeed needed. Can we only use the information from the sensors in the vicinity of the damaged region to locate the damage? This question is addressed in the next section.
Sensors localized in damaged region
The potential of locating damage using only a limited number of sensors localized in the damaged region can be seen by further consideration of the planar truss shown in Figure 3 . For this truss, sensors on every three consecutive lower chord nodes and the corresponding upper chord nodes are grouped together to monitor the elements connected to these nodes. These groups are formed from left to right in the truss structure. To allow some computational redundancy, every two groups have some overlap. For example, group 1 includes nodes [2 3 4 5 6 7], and group 2 includes structural nodes [4 5 6 7 8 9], etc. Therefore, for each group of localized sensors there are a total of 12 sensors which are installed in the x-and y-direction at six structural nodes. And there are a total of 11 different localized sensor groups.
In this initial example, system identification is not employed; rather, the exact modal parameters (i.e. mode shapes and frequencies) are used to constructed truncated flexibility matrix which is then employed in the DLV method. The flexibility matrix at the sensor locations is constructed using the first four modes. The normalized cumulative stress of all the structural members is computed for each localized sensor group and shown in Figure 5 . Results from group 1 to 11 are shown in the order from top to the bottom. In each plot, a circle is used to mark elements in which both nodes are members of the group, and a cross signifies the elements in which only one of its node is a member of a group. Only the condition of elements in which both nodes are in a given group are evaluated here for damage by the localized sensor group.
Results in group 1 shows that element 5 has a very small normalized cumulative stress compared with other elements in the group, which indicates that element 5 is a possibly damaged element. The results from all other groups indicate that there is no other damaged element in this truss. It has been demonstrated that the damaged element, in this case element 5, can be determined based on information of a small group of sensors localized in the damaged region. This result implies that the information away from the damage location might not be necessary for damage detection. This concept can be employed for damage localization for structures with a dense array of sensors.
DISTRIBUTED COMPUTING STRATEGY (DCS)

Hierarchical organization
The conceptual hierarchical organization of the DCS approach is shown in Figure 6 . In contrast to traditional SHM algorithms which require all the measured information to be transferred to a central station, the measured information is aggregated locally by a selected sensor within the sensor group, termed the manager sensor, and only limited information is sent back to the central station to provide the condition of the structure. Small numbers of smart sensors are grouped to form different communities. For clarity, this figure shows each sensor as being included in only one community; however, in the proposed approach, each sensor can participate in multiple communities. For each community, the manager sensor collects measured responses and implements the damage detection algorithm for this community. Adjacent manager sensors need to interact with each other to exchange information. Referring again to Figure 6 , manager sensors in communities 1, 2, and 3 interact with each other while community 4 only interacts with community 3. After the measured information is aggregated locally, the manager sensor determines what information needs to be sent back to the central station. In the proposed approach, each of the communities in which damage has not occurred only transmits an 'ok' signal to the central station, which is reflected by the dotted line connection in Figure 6 . The communities in which damage has occurred need to send information about the damaged elements, which is reflected by the solid line connection in Figure 6 . In this way, only limited information needs to be transferred between sensors throughout the entire structure. This approach will significantly reduce the communication traffic and the associated power demands in the sensor network.
Strategy implementation
The planar truss structure shown in Figure 3 is employed to illustrate the details of the implementation of the proposed SHM strategy.
Community development.
First, the sensor communities are formed. A single community includes a set of adjacent structural nodes, sensors on these nodes, and members. These structural members have both ends connected to the structural nodes in the same community. Figure 7 shows an example of how communities can be formed. Different communities are developed from left to right in the truss structure. To facilitate efficient communication among the smart sensors, the structural nodes within the same community should be close to each other. As an example, community 6 in Figure 7 Only the elements which have both ends connected to community nodes are monitored by the manager sensor for this community. There is an exception for those communities close to the supports. If a structural member has one end connected to the support and the other end connected to a community node, then this structural member can also monitored by this community. For example, in Figure 7 , elements 1 and 2 only have one end connected to the community nodes, but they both have the other end connected to a support; therefore these two elements will be investigated by the smart sensors in community 1.
To allow some computational redundancy, adjacent communities are recommended to have some overlaps so that each structural member is monitored by more than a single community.
Computing undamaged normalization constants for communities.
Once the community is formed, the modal normalization constants for the undamaged structure have to be computed employing either forced or ambient vibration. For this purpose, one sensor from each community, termed the reference sensor, will be required to send the recording data to the central station. These reference sensors are selected such that their mode shape magnitudes will not be zero for the modes of interest. The modal parameters associated with these reference sensors, denoted as # C j or # l j and # c j ; respectively, are identified using the ERA method or the NExT in conjunction with the ERA method. The undamaged normalization constants can then be computed based on the methods presented in Section 2.2, and denoted as # d j or # a j : However, the normalization constants # d j or # a j cannot be employed directly by each community for damage detection, because the scalar for the jth mode shape # C j or # c j and the jth mode shape C where j=jth mode; i=ith community; and k=reference sensor location in the ith community. The undamaged normalization constants for the ith community are
Data aggregation.
To minimize the communication traffic in the sensor network, measured data need to be transferred to the manager sensor for data processing. Clocks of smart sensors in the same community are first synchronized with each other. The measurements are then collected, which will need to be transferred to the manager sensor for computation. To facilitate communication, the manager sensor should be centrally located to the other sensors in the community. For example, in Figure 8 , the sensors at structural node 15 is selected as the manager sensor for community 6. As can be seen from the figure, some sensors may need to transfer information to more than one manager sensors. This situation occurs when the smart sensors participate in different communities.
After the data have been transferred to the manager sensor, computation can be conducted using the on-board microprocessor to locate the damage within the community. The extended DLV method presented in Section 2.3 is incorporated in this SHM strategy to localize the damage in each community. The flow chart for damage aggregation in a community is shown in Figure 9 . Note that the undamaged flexibility matrix F u in Figure 9 is constructed using Equation (6) A flow chart for the decision making is shown in Figure 9 .
To better illustrate how the proposed decision making algorithm works, a simple example is shown in Figure 10 . The manager sensors in each community first conduct damage detection locally. Those communities having no damage send 'ok' signal back to the central station. Communities 3, 4, and 8 interact with the surrounding communities because damage is detected in these communities. As a result, communities 3 and 4 confirm that element 16 is the damage location and send this damage information back to the central station. Communities 7 and 8 are required to retake data and re-conduct damage detection as inconsistent information has been obtained regarding element 33. Results regarding element 33 need to be reported to the central station after re-conducting damage detection.
NUMERICAL VALIDATION
The proposed DCS approach is verified using the planar truss structure shown in Accelerometers are installed in the x-and y-direction at all the nodes except the supports. Communities are developed as described in Section 4.2. A band-limited white noise with an RMS amplitude around 5% of the measured signal is added to simulate measurement noises. Only the first three modes identified from the measured data are utilized for damage detection.
This truss structure is excited in the y-direction using two independent band-limited white noises. To better assess efficacy of the proposed approach in practice, both excitation location Two damage cases are considered: Case 1: single damage scenario}20% stiffness reduction at element 13. Case 2: multiple damage scenario}20% stiffness reduction in elements 17 and 36.
Constructing undamaged flexibility matrix in communities
The undamaged normalization constants # d j or # a j in Equation (19) are first obtained using the methods outlined in Section 2.2 from forced or ambient vibration. Then the SHM system can start measuring data to construct the undamaged flexibility matrix employing ambient vibration.
First, the acceleration measurements are collected and the auto-and cross-spectral density functions are computed by selecting a reference output, which are used to compute the corresponding auto-and cross-correlation functions. The sample correlation function, between the acceleration in the y-direction of node 5 and node 7 (reference output in community 1), is shown in Figure 11 . These correlation functions can then be used by the ERA method to extract Figure 12 . In this figure, the star represents the identified mode shape, and the solid line represents exact mode shape from the undamaged analytical model. As can be seen, system identification results using only outputs have shown good agreement with the analytical model. Once the undamaged modal parameters in each community are identified, the associated normalization constants can be obtained using Equation (19) , and the undamaged flexibility matrix can then be constructed utilizing Equation (6) or (11) . Comparison of the identified flexibility matrices with the exact one at the measured DOFs in the x-and y-direction of nodes 3 and 5 is shown in Table I . As can be seen, good results have been obtained using the modal normalization constants identified from both forced and ambient vibration.
Damage detection results
As stated in Section 2.1, the normalized cumulative stresses induced by the DLVs in the damaged elements may not be exactly zero due to noise and uncertainties, and reasonable thresholds should be chosen to select the damaged elements. For this truss structure, a value of 0.3 has been found working well for a wide range of damage scenarios while using a total of seven DLVs associated with the smallest singular values. This cut-off value is therefore utilized here to select the damaged elements.
5.2.1. Single damage scenario. By constructing an approximate flexibility matrix for each community employing the locally measured information, the DLV method can be applied for continuous monitoring of the structure. The results of the normalized cumulative stress for each community when element 13 has a 20% stiffness reduction is displayed in Figure 13 . In both cases, results from communities 2 and 3 show that the normalized cumulative stress for element 13 is considerably smaller than other elements being monitored and smaller than the threshold. Therefore, this element is confirmed as a damage location in these communities. Results from other communities show no elements having a small normalized cumulative stress. The manager sensors in communities 2 and 3 send the damage information to the central station, while other communities only send an 'ok' signal back to the central station. Figure 14 shows the results when elements 17 and 36 have a 20% stiffness reduction. Again, communities 3 and 4 determine element 17 as a possibly damaged element; communities 8 and 9 identify element 36 as a damage candidate. For the case of initialization based on forced vibration, community 4 also reports element 23 as a damage candidate as its normalized cumulative stress is smaller than the threshold. However, communities 5 and 6 determine it as undamaged. Inconsistent information has been obtained from communities 4, 5, and 6 regarding element 23. Therefore, communities 4, 5, and 6 need to retake data and re-conduct damage detection. The results are shown in Figure 15 which identifies element 23 as an undamaged location.
Multiple damage scenario.
In both cases, communities 3, 4, 8, and 9 report the damage information back to the central station; while other communities having no damage only send back an 'ok' signal. 
CONCLUSIONS
In this paper, a new DCS for SHM is proposed that is suitable for implementation on a network of densely distributed smart sensors. First, the basic concept of the DLV method was briefly introduced, and techniques for constructing flexibility matrix from both forced and ambient vibration were reviewed. An extension of the DLV method for continuous online SHM was then presented. Numerical studies using limited sensor information to detect damage were conducted that directly lead to the development of the DCS. The proposed DCS approach differs from the traditional SHM algorithms because it does not rely on central acquisition and data processing. In the proposed approach, adjacent smart Extraneous information is discarded before damage information is sent to the central station, therefore only limited information needs to be transferred wirelessly. Numerical simulations with noise included in measurements have been conducted with band-limited excitation. To better assess the performance of the proposed DCS approach, the magnitude and location of the excitations were changed before and after damage. Structural damage has been consistently identified using locally measured data from sensor communities. These results have shown the proposed DCS approach promising for continuous SHM with a densely distributed sensor network. 
