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DEFORMED DIMENSIONAL REDUCTION
BEN DAVISON AND TUDOR PA˘DURARIU
Abstract. Since its first use by Behrend, Bryan, and Szendro˝i in the compu-
tation of motivic Donaldson–Thomas (DT) invariants of A3
C
, dimensional re-
duction has proved to be an important tool in motivic and cohomological DT
theory. Inspired by a conjecture of Cazzaniga, Morrison, Pym, and Szendro˝i
on motivic DT invariants, work of Dobrovolska, Ginzburg, and Travkin on
exponential sums, and work of Orlov and Hirano on equivalences of categories
of singularities, we generalize the dimensional reduction theorem in motivic
and cohomological DT theory and use it to prove versions of the Cazzaniga–
Morrison–Pym–Szendro˝i conjecture in these settings.
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1. Introduction
This paper concerns generalizations of dimensional reduction in Donaldson–
Thomas (DT) theory, which has proven to be an indispensable tool in calculating
DT invariants in various versions of the theory: motivic [1], cohomological [5], and
K-theoretic [29].
1.1. Dimensional reduction. We start by recalling a motivic version of the di-
mensional reduction theorem, which is a slight variant of the one proved in [1]. Let
X be a complex algebraic variety, and let Gm act on
(1) X = X × AmC
by z · (x, t) = (x, zt). Assume that g ∈ Γ(X) is a regular degree one function, so
that we may write
(2) g =
∑
1≤j≤m
gjtj
where gj are functions pulled back from X and t1, . . . , tm are coordinates on AmC .
Let Z ⊂ X be the reduced vanishing locus of the functions g1, . . . , gm. The theorem
states that
(3)
∫
[φg] = L
− dim(X)2 [Z] ∈ Kˆ0(Var / pt)
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where
∫
[φg] is the absolute motivic vanishing cycle defined by Denef and Loeser
[14]. Their definition lies in a ring of µˆ-equivariant motives, whereas the identity
(3) takes place in a naive Grothendieck ring of motives with no monodromy; part
of the statement of the theorem is that the monodromy on the left hand side of (3)
is in fact trivial, so that this makes sense.
There is a cohomological version of the theorem as well. Let
φmong : D(MHM(X))→ D(MMHM(X))
be the vanishing cycle functor. Note the extra “M” appearing in the target cat-
egory; this stands for monodromy, and is again accounted for by the monodromy
automorphism on the vanishing cycles. By construction, for any mixed Hodge
module F , φmong F is supported on X0 := g
−1(0), and moreover there is a natural
transformation φmong F → F|X0 . Since Z ⊂ X0, we can restrict further to obtain
the natural transformation
(4) φmong F → F|Z .
Denote by i : Z →֒ X the inclusion. We can alternatively obtain (4) by applying
φmong to the natural transformation
(5) id→ i∗i
∗,
since the vanishing cycle functor commutes with proper maps, is the identity functor
for the zero function, and gi = 0. The cohomological dimensional reduction theorem
[4, Thm.A.1] states that the natural map
(6) pi!φ
mon
g (id→ i∗i
∗)pi∗
is an isomorphism for G ∈MHM(X). Just as in the motivic version of the theorem,
the target has trivial monodromy, since pi!φ
mon
g i∗i
∗pi∗ ∼= pi!i∗i∗pi∗.
Let r : S →֒ X be the inclusion of a subvariety, let S = pi−1(S), and let τ : S → pt
be the structure morphism. Then a consequence of the theorem is the statement
that
τ!r
∗pi!φ
mon
g (id→ i∗i
∗)pi∗QX
is an isomorphism, and so there is an isomorphism of (monodromic) mixed Hodge
structures
(7) Hc(S,φ
mon
g QX)
∼= Hc(Z ∩ S,Q)
where the right hand side has trivial monodromy. This is the special case that is
used most often.
1.2. Cohomological deformed dimensional reduction. The starting point of
this paper is the question of whether we can generalize in the following way. Assume
instead that for g ∈ Γ(X) we can write
g = g0 +
∑
1≤j≤m
gjtj
where g0, . . . , gm are again pulled back from functions on X . Write
(8) gred := g0|Z
where Z is the vanishing locus of g1, . . . , gm as before. The natural transformation
(6) is still defined, and we obtain from it a natural transformation
(9) pi!φ
mon
g pi
∗ → pi!i∗φ
mon
gred i
∗pi∗,
bearing in mind that g|Z= g
red. The purpose of this paper is to answer the following
Question 1.1. Is (9) an isomorphism?
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By applying the natural transformation (9) to QX and taking total compactly
supported hypercohomology, we obtain as before a homomorphism of monodromic
mixed Hodge structures
Hc(X,φ
mon
g QX)→ Hc(Z,φ
mon
gredQZ)
and we may ask if it is an isomorphism. Obviously a positive answer to Question
1.1 implies a positive answer to this question.
There are several situations in which the answer to Question 1.1 is yes:
(A) If g0 = 0, then φ
mon
gred
∼= id and (9) becomes naturally isomorphic to (6)
which is an isomorphism by the usual dimensional reduction theorem.
(B) LetX = T×Ap
C
, with g1, . . . , gm pulled back from T , and g0 =
∑
1≤j≤p hjt
′
j ,
with t′j coordinates on A
p
C
and h1, . . . , hp pulled back from T , and assume
furthermore that G ∼= pi∗TG
′ for some G′ ∈ Ob(D(MHM(T ))). Then by two
applications of the dimensional reduction theorem, (9) is an isomorphism
when applied to G.
(C) Let X = X1 ×X2 with g1, . . . , gm pulled back from X1 and g0 pulled back
from X2. Then one may prove, using the Thom–Sebastiani isomorphism
and the usual dimensional reduction isomorphism, that (9) is an isomor-
phism.
(D) Let X = A1
C
= Spec(C[x]), and set n = 1. Consider the regular functions
g1(x) = x
a and g0(x) = x
b with b ≥ a. We have that X = A2
C
and pi is the
projection map
pi : A2C → A
1
C
(x, t) 7→ x
and
g =xa(t+ xb−a).
We have Z = Z(x) = 0 ∈ A1
C
and Z = A1
C
, embedded in A2
C
as the y-axis.
The singular locus of g is contained in this copy of A1
C
, which is the fiber
of pi over zero, and so
pi!φ
mon
g QX = Hc(A
2
C,φ
mon
g QA2
C
)⊗Q{0}.
Since gred = 0, it follows that φmongredQZ = QZ and thus
pi!φ
mon
gredQZ = Hc(A
1
C,Q)⊗Q{0}.
Finally, rewriting g = xat′, where we have changed coordinates by setting
t′ = t+ xb−a, we deduce that
Hc(A
2
C,φ
mon
g QA2
C
) ∼= Hc(A
1
C,Q)
via the usual dimensional reduction theorem, and so pi!φ
mon
g QX and pi!φ
mon
gredQZ
are isomorphic. Furthermore, one can show that (9) is indeed an isomor-
phism.
As encouraging as these observations are, it turns out that it is not hard to
cook up examples for which the answer to Question 1.1 is no. For instance, modify
example (D) from above so that now a and b satisfy a > b. Then again Z = Z(x),
and gred = 0, so that the right hand side of (9) is again given by Hc(A1C,Q)⊗Q{0},
and so is nontrivial, but with trivial monodromy. We now write
g = xb(txa−b + 1).
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If b = 1, zero is not a critical value, and so the left hand side of (9) is zero when
applied to the constant sheaf QX . If b > 1, one can check that
φmong QA2
C
∼= Hc(A
1
C,φ
mon
xb )⊗QZ
where Z ∼= A1C. In particular, pi!φ
mon
g QA2
C
has nontrivial monodromy. Putting these
observations together, we see that there can be no isomorphism (9) in case a > b.
Considering the well behaved and badly behaved variants of (D) above, we see
that the dimensional reduction morphism is an isomorphism if and only if there is
a non-negative weighting of x and t making g a quasihomogeneous function with
positive weight. This brings us to our main theorem, which will be proved in §6.
We first state it in a particular case, which will make the comparison with the usual
dimensional reduction theorem considered in §1.1 transparent:
Theorem 1.2. Let X = X × An
C
g
−→ A1
C
be a Gm-equivariant function, where
Gm acts trivially on X, with non-negative weights on AnC, and with positive weight
on A1
C
. Assume furthermore that there is a Gm-equivariant decomposition AnC =
Am
C
× An−m
C
and that we can write
g = g0 +
∑
1≤j≤m
gjtj
with the functions g0, . . . , gm pulled back from X × A
n−m
C
. Let pi : X → X be the
natural projection. Then the dimensional reduction natural transformation
(10) pi!φ
mon
g pi
∗ → pi!i∗φ
mon
gred i
∗pi∗
is an isomorphism of functors, and for S and S as in Theorem 1.3 there is a natural
isomorphism
Hc(S,φ
mon
g QX)
∼= Hc(Z ∩ S,φ
mon
gredQZ).
Note that Theorem 1.2 implies the usual dimensional reduction theorem. Indeed,
if g is as in (2) and X is as in (1), we give Am
C
the scaling action, set n = m, and
the conditions of the theorem are satisfied.
Before we state the general form of our main theorem, we recall the following
basic construction: let
(11) 0→ V′ −→ V→ V′′ → 0
be a short exact sequence of locally free sheaves on a variety X . We denote by
ρ′′ : SpecSym(V)→ SpecSym(V′)
ρ′ : SpecSym(V′)→ X
the induced maps of varieties. Locally we can split the short exact sequence and
write
VU
∼= O⊕nU
∼= O⊕mU ⊕ O
⊕(n−m)
U , V
′
U
∼= O
⊕(n−m)
U .
This induces an isomorphism
SymOU (VU )
∼= SymOU (V
′
U )⊗ SymOU (V
′′
U )
and a decomposition of SymOU (VU ) by degree in SymOU (V
′′
U ). This decomposition
depends on the splitting, but the degree filtration does not, so that the degree
filtration is well-defined. Moreover, if we denote by DV′,≤1 ⊂ SymOX (V) the OX -
submodule of degree one functions, there is a short exact sequence
0→ SymOX (V
′)→ DV′,≤1
ξ
−→ ρ′∗V′′ → 0.
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Theorem 1.3. Let V be a Gm-equivariant locally free sheaf on a variety X, where
Gm acts with non-negative weights on V, and equip X = SpecSym(V) with the Gm-
action from V. Let g ∈ Γ(X)χ be a Gm-semi-invariant function on X for a positive
Gm-character χ. Assume furthermore that there is a short exact sequence of locally
free Gm-equivariant sheaves (11) and that g ∈ DV′,≤1.
Define i : Z →֒ X to be the inclusion of ρ′′−1(Z(ξ(g))). Define gred ∈ Γ(Z) as in
(8), and let pi : X → X be the natural projection. Then the dimensional reduction
natural transformation
(12) pi!φ
mon
g pi
∗ → pi!i∗φ
mon
gred i
∗pi∗
is an isomorphism of functors. In particular, for S ⊂ X a subvariety and S =
pi−1(S), there is a natural isomorphism of monodromic mixed Hodge structures
(13) Hc(S,φ
mon
g QX)
∼= Hc(Z ∩ S,φ
mon
gredQZ).
If V = O⊕nX and V
′ = O
⊕(n−m)
X for some m,n, and we have a split short exact
sequence
0→ V′ → V→ O⊕mX → 0,
then the statement of Theorem 1.3 simplifies to the statement of Theorem 1.2.
Indeed, since it is enough to prove locally that (12) is an isomorphism, it will be
enough to prove that (10) is; see §6 for the details.
1.3. Motivic deformed dimensional reduction. Just as in the case of ordinary
dimensional reduction, there is a motivic version of Theorem 1.3; we prove this
version as Theorem 2.3, and give its exact statement here.
We assume the setup of Theorem 1.3, and moreover thatX is a smooth connected
variety. Assume that g has weight d. For t ∈ C, define Zt := (gred)−1(t). We endow
Z0 with the trivial µˆ-action, and endow Z1 with the µˆ-action factoring through the
natural µd-action given by restricting the Gm-action on Z. The statement1 of
Theorem 2.3 is that there is an equality
(14) piX,![φ
mon
g ] = L
− dim(X)2
(
[Z0 −→ X ]− [Z1 −→ X ]
)
∈ Kˆ
µˆ
0 (Var /X).
Note that, in contrast to (3), the monodromy here may be nontrivial; our main
application, detailed in the following section, is such a case.
Theorem 2.3 turns out to be a consequence of a theorem of Nicaise and Payne
[27], stating that for certain Gm-equivariant functions g, the “naive” motivic nearby
fiber [g−1(1)] and the motivic nearby fiber defined by Denef and Loeser agree.
1.4. Motivation from Donaldson–Thomas theory. One of the motivations
for searching for a generalization of the dimensional reduction isomorphism was
a conjecture of Cazzaniga, Morrison, Pym, and Szendro˝i, regarding the motivic
Donaldson–Thomas invariants of the quiver Q(3) with three loops a, b, c, and with
the homogeneous deformed Weyl potentialW3 = a[b, c]+c
3. The definition of these
invariants is recalled in §3.1. They conjectured that for all n ∈ Z≥1, there is an
equality
ΩQ(3),W3,n = L
1/2(1− [µ3]).
For d ≥ 2, we can consider the DT theory for the (quasihomogeneous) deformed
Weyl potentialWd = a[b, c]+c
d via deformed dimensional reduction of the potential
W˜ = a[b, c] (in fact in this paper we will treat all quasihomgeneous deformations
of W˜ in the two variables b, c). The DT theory of the undeformed pair (Q(3), W˜ )
1Actually, the statement takes place inside the isomorphic ring Kˆ
mon
0 (Var /X), which turns
out to be much easier to work with. See §2.1 for details.
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is very well understood: Behrend, Bryan and Szendro˝i proved that the motivic DT
invariants for (Q(3), W˜ ) are given by L3/2 for all n.
Later, in [5], the cohomological DT invariants of (Q(3), W˜ ) were calculated, along
with their relative versions. The cohomological version of the DT theory of a quiver
with potential (Q,W ) is recalled in §4 below. The central objects of study in this
theory are the BPS sheaves BPSQ,W,γ on Mγ(Q), the coarse moduli space of γ-
dimensional Q-representations; the refined DT invariants for the pair (Q,W ) are
obtained by taking weight polynomials of the compactly supported hypercohomol-
ogy of these sheaves [12]. Using purity, it was shown in [5, Sec.5] that
(15) BPSQ(3),W˜ ,n = ∆n,∗QA3C ⊗ L
−3/2
where
∆n : A
3
C →Mn(Q
(3))
(x, y, z) 7→ (x · Idn×n, y · Idn×n, z · Idn×n)
and L1/2 is a half Tate twist.
Firstly, using the motivic version of the deformed dimensional reduction theo-
rem, we verify the Cazzaniga–Morrison–Pym–Szendro˝i conjecture (the case d = 3
corresponds to their original conjecture):
Theorem 1.4. For all d ≥ 2, the motivic DT invariants of (Q(3),Wd) are
ΩQ(3),Wd,n = L
1/2(1− [µd])
for all n ∈ Z≥1.
In the case n = 1 this theorem follows essentially from the definitions. The
case d = 3 and n = 2 was proved by Le Bruyn [2]; by hand it is already a heavy
computation.
Secondly, using purity again, along with this motivic version of the Cazzaniga–
Morrison–Pym–Szendro˝i conjecture, we prove a cohomological refinement of their
conjecture at the end of §5.
Theorem 1.5. Let Mn(Q
(3)) be the coarse moduli space of n-dimensional Q(3)-
representations. We identify A2
C
with the subspace in A3
C
given by the xy-plane.
There is an isomorphism in MMHM(Mn(Q
(3)))
(16) BPSQ(3),Wd,n
∼= ∆n,∗QA2
C
⊗Hc(A
1
C,φ
mon
td Q)⊗ L
−3/2,
as well as an isomorphism of cohomologically graded monodromic mixed Hodge
structures
(17) BPS∗Q(3),Wd,n
∼= Hc(A
1
C,φ
mon
td Q)⊗ L
1/2.
The second statement follows from the first, since in general BPS∗Q,W,γ is defined
2
to be the compactly supported hypercohomology of BPSQ,W,γ.
A striking feature of this cohomological version of the Cazzaniga–Morrison–Pym–
Szendro˝i conjecture is that it can be restated by saying that there is an isomorphism
BPSQ(3),Wd,n
∼=φmonT r(cd)BPSQ(3),W˜ ,n
:=φmonT r(cd)φ
mon
T r(W˜ )
ICMn(Q(3))(Q)⊗ L
− dim(Mn(Q
(3))),(18)
where the second equality comes from the definition of BPSQ(3),W˜ ,n. This obser-
vation provided one of the main motivations for suspecting and then proving that
2Note that this is the dual of the definition of BPS cohomology from [12, Thm.A], since we take
the compactly supported cohomology of the (Verdier self-dual) BPS monodromic mixed Hodge
module instead of the cohomology.
DEFORMED DIMENSIONAL REDUCTION 7
some deformation of the dimensional reduction theorem exists, and this approach
lies behind our second proof of the cohomological version of their conjecture in §7.1,
using Theorem 1.3.
1.5. BPS invariants for preprojective algebras with potentials. In fact The-
orem 1.5 turns out to follow from a special case of a general theorem on BPS
invariants, which is inspired by comparing with [13]. In [13], working in finite char-
acteristic, Dobrovolska, Ginzburg, and Travkin obtain formulae for the analogues of
characteristic functions of vanishing cycle sheaves on the infinitesimal inertia stacks
of the stacks of representations of quivers. They show that these sums are given
by plethystic exponentials of Frobenius traces of cohomology of certain coadjoint
orbits, twisted by potentials. By work of Hausel, Letellier and Villegas [20], it is
precisely the cohomologies of these coadjoint orbits that recover DT invariants in
the complex setting. On the other hand, in [20] there are no potentials. This is
because their setting is “dimensionally reduced”, i.e. corresponds to the target of
isomorphisms such as (7). It is thus intriguing that potentials still play a key role
in the results of [13].
We recall here that the preprojective algebra for a quiver Q is defined by
(19) ΠQ := CQ/〈
∑
a∈Q1
[a, a∗]〉,
whereQ is the double quiver associated toQ. The formulae obtained by Dobrovolska–
Ginzburg–Travkin in [13] suggest that the vanishing cycle cohomology of potentials
on the stack of representations of the preprojective algebra could itself arise as BPS
cohomology. This was one of the motivating suggestions for pursuing deformed di-
mensional reduction. Our final theorem makes this precise.
To state it, we first recall the tripled quiver Q˜, which is obtained from Q by
adding a loop ωi at every vertex i ∈ Q0. The tripled quiver carries the canonical
cubic potential
W˜ =
∑
i∈Q0
ωi
∑
a∈Q1
[a, a∗].
There is a forgetful map
̟ : M(Q˜)→M(Q)
along with an A1
C
-family of sections
l : M(Q)× A1C →M(Q˜)
given by setting the action of all of the ωi to be multiplication by z ∈ A1C. Further-
more, by the results of [5], we can write
BPS
Q˜,W˜ ,γ
= l∗(BPSΠQ,γ ⊠QA1
C
)⊗ L−1/2
for certain monodromic mixed Hodge modules on Mγ(Q) supported on the locus
of ΠQ-representations.
Theorem 1.6. Let Q be a finite quiver, let W ′ ∈ CQ/[CQ,CQ] be a potential, and
assume that W˜ +W ′ is quasihomogeneous. Define
Gγ := Hc(Mγ(Q),φ
mon
Tr(W ′)BPSΠQ,γ)⊗ L.
Then there are isomorphisms
Sym
 ⊕
γ∈NQ0\{0}
Gγ ⊗Hc(pt /C
∗)
 ∼= ⊕
γ∈NQ0
Hc(Mγ(ΠQ),φ
mon
Tr(W ′)QMγ(ΠQ))⊗ L
χQ(γ,γ)
∼=
⊕
γ∈NQ0
Hc(Mγ(Q˜),φ
mon
Tr(W˜+W ′)
Q
Mγ(Q˜)
)⊗ LχQ˜(γ,γ)/2.
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Consider the special case in which Q = Q(1) is the Jordan quiver, so that Q˜ ∼=
Q(3). Then using the explicit description of the BPS sheaves (15), Theorem 1.6
gives rise to (17) via Corollary 7.1.
1.6. Categorical dimensional reduction. For a regular function on a smooth
variety f : X → A1
C
, Efimov [16] showed that the (Z/2Z-periodic) vanishing cycle
cohomology H(X0, ϕfQ) is categorified by the category of singularities Dsg(X0). A
categorification of the dimensional reduction theorem was proved by Isik [22]. The
statement of Theorem 1.3 is inspired by work of Orlov [28] and Hirano [21] who
prove a categorification of Theorem 1.3 when Z is smooth.
It would be interesting to look for a categorification (or a K-theoretic version)
of Theorem 1.3 without assuming that Z is smooth. Such a result will have appli-
cations in K-theoretic DT theory [29], and is to be the subject of future work.
1.7. Acknowledgements. The paper emerged from discussions with Victor Ginzburg
on the results of [13] and the possibility of a generalization of dimensional reduc-
tion; BD is immensely grateful to him for hosting him at the University of Chicago
in November 2016, and to Brent Pym for explaining some of the key features of his
conjecture with Cazzaniga, Morrison, and Szendro˝i. TP thanks Davesh Maulik for
numerous discussions about the results of this paper.
During the writing of the paper, BD was supported by the starter grant “Cate-
gorified Donaldson-Thomas theory” No. 759967 of the European Research Council,
which also enabled TP to visit Edinburgh. BD was also supported by a Royal
Society university research fellowship.
1.8. Conventions and notations. All the schemes and stacks considered in this
paper are defined over C. We use the notation Gm = GL1. As an algebraic variety,
we identify Gm with the complement of 0 in A1C. As a group, we identify it with
C∗, and use C∗ and Gm interchangeably.
All functors are assumed to be derived. We set
N = {m ∈ Z : m ≥ 0}.
The motive L is defined as [A1
C
], and its square root L1/2 is defined in Equation
(27).
The notations related to quivers and their moduli of representations are intro-
duced in §3.1. Throughout, we denote by Q(r) a quiver with one vertex, labelled 1,
and r loops.
For a complex variety X , we denote by MMHM(X) the category of monodromic
mixed Hodge modules on X , see §4.1 for their definitions. We use the notation
MMHS = MMHM(pt) for the category of monodromic mixed Hodge structures. We
use ψ and ϕ for nearby and vanishing cycle functors for constructible sheaves, and ψ
and φ for the nearby and vanishing cycle functors for mixed Hodge modules, see §4.2
for their definitions. The definitions of the full and half Tate twists (monodromic
mixed Hodge structures) L and L1/2 are given in (39) and (40), respectively.
For a complex variety X , we denote by QX the constant constructible sheaf on
X with stalks given by Q. We denote by the same symbol the natural upgrade of
this sheaf to an object in the derived category of mixed Hodge modules.
2. Motivic deformed dimensional reduction
2.1. Background and definitions. Let G be an algebraic group. For Y a G-
equivariant variety, we denote by Kˆ
G
0 (Var /Y ) the free Abelian group generated by
symbols
(20) [X
f
−→ Y ]
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where f is a morphism of G-equivariant varieties and X is reduced, with two types
of relations:
(1) The cut and paste relations
[X
f
−→ Y ] = [U
f |U
−−→ Y ] + [Z
f |Z
−−→ Y ]
for U ⊂ X an open subvariety with closed complement Z.
(2) The relation
[V → X
f
−→ Y ] = [X × AnC
f◦piX
−−−−→ Y ]
if V → X is the projection from the total space of a rank n G-equivariant
vector bundle.
We call sums of elements as in (20) effective. General elements in Kˆ
G
0 (Var /Y )
and variants of this ring can be written as A−B where A and B are effective.
Let d ∈ Z≥1, and give Y × A1C the Gm-action z · (y, t) = (y, z
dt), thus defining
the group Kˆ
Gm,d
0 (Var /Y × A
1
C
).
We denote by µd ⊂ Gm the group of dth roots of unity. We define the groups
Kˆ
Gm,d
0 (Var /Y × Gm) and Kˆ
µd
0 (Var /Y ) similarly, giving Y the trivial µd-action in
the second case. There is an isomorphism of groups
Kˆ
µd
0 (Var /Y )→ Kˆ
Gm,d
0 (Var /Y ×Gm)
[X
f
−→ Y ] 7→ − [X ×µd Gm
(x,z) 7→(f(x),zd)
−−−−−−−−−−→ Y ×Gm].
This isomorphism sends a variety with a µd-action to a variety over Gm, locally
constant in the e´tale topology, with monodromy given by the µd-action. The Gm-
equivariant inclusion Gm →֒ A1C induces an inclusion of Abelian groups
ιd : Kˆ
Gm,d
0 (Var /Y ×Gm)→ Kˆ
Gm,d
0 (Var /Y × A
1
C)
via composition. There is an inclusion of groups
ν∗d : Kˆ0(Var /Y )→ Kˆ
Gm,d
0 (Var /Y × A
1
C)
[X
f
−→ Y ] 7→ [X × A1C
f×id
−−−→ Y × A1C]
where the Gm-action on the target is defined by z · (y, z′) = (y, zdz′). The group
Kˆ
Gm,d
0 (Var /A
1
C
) carries a ring structure defined by
[X1
f1
−→ A1C] · [X2
f2
−→ A1C] := [X1 ×X2
+◦(f1×f2)
−−−−−−−→ A1C](21)
and Kˆ
Gm,d
0 (Var /Y ) carries a Kˆ
Gm,d
0 (Var / pt)-module structure defined in the same
way. If f1 = f2, there is an extra S2-action on the right hand side of (21): we
define
[X
f1
−→ A1C]
 n = [Xn
+◦f×n
−−−−→ A1C] ∈ Kˆ
Sn×Gm,d
0 (Var /A
1
C)(22)
where the symmetric group Sn acts trivially on A1C. For n ≥ 0, define operations
σn on effective classes via
σn[X
f
−→ A1C] := [Sym
n(X)
+◦Symn(f)
−−−−−−−→ A1C] = pi(n)
(
[X
f
−→ A1C]
 n
)
(23)
where we slightly abuse notation and denote by the same symbol the morphisms
+: A1C × A
1
C → A
1
C
+: Symn(A1C)→ A
1
C
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provided by addition. The group morphism pi(n) in (23) is defined by
pi(n) : Kˆ
Sn×Gm,d
0 (Var /A
1
C)→ Kˆ
Gm,d
0 (Var /A
1
C)(24)
[X → A1C] 7→ [X/Sn → A
1
C].
The operations σn can be extended uniquely to all classes in Kˆ
Gm,d
0 (Var /A
1
C
) via
the relation
(25) σn(A+B) =
n∑
i=0
σi(A)σn−i(B).
For the proof that σn can be extended in this way see [19]. Obviously (23) and
(25) then determine the operations σn uniquely.
The subgroup ν∗d(Kˆ0(Var / pt)) ⊂ Kˆ
Gm,d
0 (Var /A
1
C
) is a λ-ideal, and so the quo-
tient
Kˆ
Gm,d
0 (Var /A
1
C)/ν
∗
d
(
Kˆ0(Var / pt)
)
∼= Kˆ
µd
0 (Var / pt)
acquires the structure of a pre-λ-ring; for details on λ- and pre-λ-rings, see [11,
Sec.3, Rmk.3.4]. For d′|d, there is a natural inclusion of pre-λ-rings
Kˆ
µd′
0 (Var / pt) →֒ Kˆ
µd
0 (Var / pt)
given by the morphism
µd → µd′
ζ 7→ ζd/d
′
and we define by Kˆ
µˆ
0 (Var / pt) the pre-λ-ring obtained as the limit of these inclu-
sions. In particular, there is an inclusion
Kˆ0(Var / pt) = Kˆ
µ1
0 (Var / pt) ⊂ Kˆ
µˆ
0 (Var / pt)
of monodromy-free motives, which form a sub-pre-λ-ring.
Equivalently, there is an embedding
Kˆ
Gm,d
′
0 (Var /A
1
C)/ν
∗
d′
(
Kˆ0(Var / pt)
)
→֒ Kˆ
Gm,d
0 (Var /A
1
C)/ν
∗
d
(
Kˆ0(Var / pt)
)
[X
f
−→ A1C] 7→ [X
(t7→td/d
′
)◦f
−−−−−−−−→ A1C]
and we define Kˆ
mon
0 (Var / pt) to be the limit of these embeddings. We define the
isomorphic groups
(26) Ξ: Kˆ
µˆ
0 (Var /Y )
∼= Kˆ
mon
0 (Var /Y )
as a limit of quotients in the same way. As above, there is an embedding
Kˆ0(Var /Y )→ Kˆ
mon
0 (Var /Y )
[X
f
−→ Y ] 7→ [X
f×0
−−−→ Y × A1C]
and we will generally abuse notation and consider elements [X ] and [X
f
−→ Y ] as
elements of Kˆ
mon
0 (Var / pt) and Kˆ
mon
0 (Var /Y ), respectively, via these embeddings.
Given a morphism h : Y → Y ′ of varieties, we define the operations
h! : Kˆ
mon
0 (Var /Y )→ Kˆ
mon
0 (Var /Y
′)
and
h∗ : Kˆ
mon
0 (Var /Y
′)→ Kˆ
mon
0 (Var /Y )
DEFORMED DIMENSIONAL REDUCTION 11
via composition and fiber product, respectively. We define∫
: Kˆ
mon
0 (Var /Y )→ Kˆ
mon
0 (Var / pt)
by the formula
∫
:= (Y → pt)!.
For Y ′ ⊂ Y , we define (Y ′ ∩ •) := (Y ′ →֒ Y )!(Y ′ →֒ Y )∗. Given varieties Y1 and
Y2, we define an external tensor product
⊠ : Kˆ
mon
0 (Var /Y1)× Kˆ
mon
0 (Var /Y2)→ Kˆ
mon
0 (Var /Y1 × Y2)(
[X1
f1
−→ Y1 × A
1
C], [X2
f2
−→ Y2 × A
1
C]
)
7→ [X1 ×X2
p
−→ Y1 × Y2 × A
1
C]
where p = (IdY1×Y2 ×+) ◦ (f1 × f2).
The element L := [A1
C
] ∈ Kˆ0(Var / pt) has a square root
(27) L1/2 = [A1C
t7→t2
−−−→ A1C]
in Kˆ
mon
0 (Var / pt), and we define the localized Kˆ0(Var / pt)-module
M
mon
Y := Kˆ
mon
0 (Var /Y )[L
−1/2, (1− Ld)−1| d > 0].
We denote by MY ⊂MmonY the submodule
Kˆ0(Var /Y )[L
−1/2, (1− Ld)−1| d > 0].(28)
We set Mmon = Mmonpt .
Note that σ2(L1/2) = 0, σ2(−L1/2) = L, and more generally
σm((−L1/2)n) = (−L1/2)mn.
By the results of [11], the operations (21, 23) define a pre-λ-ring structure on the
limit of quotients Kˆ
mon
0 (Var / pt) which extends uniquely to M.
Let Kˆ0(Sta /Y ) be the group defined by symbols (20), where now X is a finite
type Artin stack with geometric affine stabilizers, and with relations defined as
before. One can show that [BGLn] = [GLn]
−1 inside Kˆ0(Sta / pt) and so there is a
morphism
M
mon
Y → Kˆ
mon
0 (Sta /Y )[L
−1/2]
which is moreover an isomorphism [17, Thm.1.2]. In particular, we will be able to
consider global quotient stacks X/G over Y as elements of MY . Moreover, if G is
special in the sense that e´tale locally trivial G bundles are Zariski locally trivial,
then we have
[X/G
f
−→ Y ] = [X
f◦p
−−→ Y ] · [G]−1 ∈MY
where p : X → X/G is the quotient map.
We define the plethystic exponential
EXP: MmonJT1, . . . , TnK+ →M
monJT1, . . . , TnK
α 7→
∑
j≥0
σj(α)
whereMmonJT1, . . . , TnK+ ⊂MmonJT1, . . . , TnK is the ideal generated by (T1, . . . , Tn).
This morphism is an isomorphism of groups onto its image 1+MmonJT1, . . . , TnK+
(with group structure given by multiplication), with inverse denoted
LOG: 1 +MmonJT1, . . . , TnK+
∼=
−→MmonJT1, . . . , TnK+.
More generally, let the scheme Y =
∐
γ∈Nn Yγ be an infinite disjoint union of
varieties. Then we define
M
mon
Y =
∏
γ∈Nn
M
mon
Yγ .
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We frequently abuse notation by denoting(
[Zγ
fγ
−→ Yγ × A
1
C]
)
γ∈Nn
=
 ∐
γ∈Nn
Zγ
∐
γ∈Nn fγ
−−−−−−→ Yγ × A
1
C

=
∑
γ∈Nn
[
Zγ
fγ
−→ Yγ × A
1
C
]
.
For instance, we can make the set Nn into a scheme with an isolated closed point
for every γ ∈ Nn; then there is a natural isomorphism
τ : MmonNn
∼= MmonJT1, . . . , TnK
sending
α 7→
∑
γ∈Nn
({γ} →֒ Nn)∗αTγ.
Now assume that Y carries a finite type monoid map µ : Y × Y → Y such that
µ(Yγ × Yγ′) ⊂ Yγ+γ′ . We define a product on Kˆ
mon
0 (Var /Y ):[
X1
f1
−→ Y × A1C
]
·µ
[
X2
f2
−→ Y × A1C
]
:=
[
X1 ×X2
(µ×+)◦(f1×f2)
−−−−−−−−−−→ Y × A1C
]
extending by linearity to give a product on MmonY . This product is commutative if
µ is. Likewise, if µ is commutative, we define operations σnµ on effective classes via
σnµ
[
X
f
−→ Y × A1C
]
:=
[
Symn(X)
(µ×+)◦Symn(f)
−−−−−−−−−−→ Y × A1C
]
and extend to all classes as in (25), thus defining operations σn on MmonY . Set
Y+ :=
∐
γ∈Nn\0
Yγ.
We define
EXPµ : M
mon
Y+ →M
mon
Y
α 7→
∑
j≥0
σj(α).
In the case in which Y = Nn, given the finite type commutative monoid struc-
ture arising from addition, this recovers the previous definition of the plethystic
exponential via the natural isomorphism τ.
For example, let P be a variety. Then we consider the configuration space of
unordered points on P
Sym(P ) =
∐
i∈N
Symi(P ),
where Sym0(P ) = pt. There is a union map
∪ : Symi(P )× Symj(P )→ Symi+j(P )
making Sym(P ) into a commutative monoid. By the above definitions, there is a
plethystic exponential
EXP∪ : M
mon
Sym(P )+
→MmonSym(P )
along with an inverse isomorphism of groups from the image
LOG∪ : 1 +M
mon
Sym(P )+
∼=
−→MmonSym(P )+ .
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2.2. The motivic version of the main theorem. Let g ∈ Γ(Y ) be a regular
function on a smooth variety Y , and let Y0 be the reduced zero locus of g. In [14]
Denef and Loeser define the motivic vanishing cycle [φg] ∈ Kˆ
µˆ
0 (Var /Y0); we denote
by [φmong ] ∈ Kˆ
mon
0 (Var /Y0) its image under the isomorphism (26). There is not a
consensus in the literature regarding the normalizing factor for vanishing cycles; we
pick the normalization so that, if g = 0,
(29) [φmong ] = L
− dimY/2[Y
idY−−→ Y ].
Let X and Z be varieties, and assume that Z ⊂ Y0 ∩ crit(g) for some fixed
function g ∈ Γ(Y ). Let f : Z → X be a morphism of varieties, we write
[Z
f
−→ X ]vir := f!(Z →֒ Y0)
∗[φmong ] ∈ Kˆ
mon
0 (Var /X).
Let Y be a G-equivariant variety, for G a special algebraic group, let Z ⊂ Y be
a G-equivariant subvariety, let X be a variety, and let f : Z → X be a G-invariant
morphism inducing a morphism of stacks
f : Z/G→ X.
If g ∈ Γ(Y )G is a G-invariant function with Z ⊂ crit(g) ∩ Y0, we extend the above
definition by setting
[Z/G
f
−→ X ]vir := f !(Z →֒ Y0)
∗[φmong ]L
dim(G)/2/[G].
In general, motivic vanishing cycles can be hard to calculate, but things simplify
in the Gm-equivariant setting thanks to a theorem of Nicaise and Payne.
Theorem 2.1. [27, Thm.4.1.1+Prop.5.1.5] Let X = X × An
C
be a Gm-equivariant
variety with action
z · (x, z1, . . . , zn) = (x, z
d1z1, . . . , z
dnzn)
such that all the di are non-negative. Assume furthermore that g : X → A1C is
Gm-equivariant with weight d > 0 action on the target. Then there is an equality
piX,![φ
mon
g ] = L
− dim(X)2 [X
piX×g
−−−−→ X × A1C] ∈ Kˆ
mon
0 (Var /X).
Consequently, if S ⊂ X is a subvariety and S = pi−1X (S), there is an equality∫ (
S ∩ [φmong ]
)
= L−
dim(X)
2 [S
g|S−−→ A1C] ∈ Kˆ
mon
0 (Var / pt).
The motivic incarnation of our main theorem is a consequence of the Nicaise–
Payne theorem.
Theorem 2.2. Let g ∈ Γ(X × An
C
) satisfy the conditions of Theorem 2.1, and
assume moreover that there is a decomposition An
C
= Am
C
×An−m
C
such that we can
write
g = g0 +
m∑
j=1
gjtj .
with g0, . . . , gm pulled back from X×A
n−m
C
, and t1, . . . , tm coordinates for AmC . Let
Z = Z(g1, . . . , gm) be the vanishing locus of the functions g1, . . . , gm, and let g
red
be the restriction of g0 to Z. Then there is an equality
piX,![φ
mon
g ] = L
− dim(X)2 [Z
piX×g
red
−−−−−−→ X × A1C] ∈ Kˆ
mon
0 (Var /X).
In particular, if S ⊂ X is a subvariety and S = pi−1X (S), there is an equality∫ (
S ∩ [φmong ]
)
= L−
dim(X)
2 [S ∩ Z
gred|S∩Z−−−−−→ A1C] ∈ Kˆ
mon
0 (Var / pt).
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Proof. Set T = X × An−m
C
, let piT : X → T be the projection, and for 0 ≤ j ≤ m
let hj ∈ Γ(T ) satisfy
hjpiT = gj.
We stratify T by setting
Tk = {x ∈ T : hl(x) = 0 for 1 ≤ l < k, and hk(x) 6= 0}
for k = 1, . . . ,m and Tm+1 = Z(h1, . . . , hm). We denote by Xk the preimage of Tk
under the natural projection from X . Then Z = Xm+1. By Theorem (2.1) we have
piX,∗[φ
mon
g ] =L
− dim(X)2 (X → X)![X
idX ×g−−−−→ X × A1C]
=L−
dim(X)
2 (T → X)!(X → T )![X
idX ×g−−−−→ X × A1C]
=
m+1∑
k=1
L−
dim(X)
2 (Tk → X)!(Tk → T )
∗(X → T )![X
idX ×g−−−−→ X × A1C]
=
m+1∑
k=1
L−
dim(X)
2 (Tk → X)!
[
Xk
piTk×g|Xk−−−−−−−→ Tk × A
1
C
]
and the theorem follows from the claim that all the terms in the final sum are zero,
apart from the k = m+ 1 term. Let 1 ≤ k ≤ m and consider the commutative
diagram
Tk × AmC
ζ
//
piTk×g %%❑
❑❑
❑❑
❑❑
❑❑
❑
Tk × A
m−1
C
× A1
C
pi
Tk×A
1
Cww♦♦
♦♦
♦♦
♦♦
♦♦
♦♦
Tk × A1C
where the map
ζ(v, t1, . . . , tm) = (v, t1, . . . , tˆk, . . . , tm, g(v, t1, . . . , tm))
has an inverse given by
ζ−1(v, t1, . . . , tˆk, . . . , tm, s) = (v, t1, . . . , tk−1, (s−g0(v)−
∑
j 6=k
tjgj(v))/gk(v), tk+1, . . . , tm).
It follows by definition that [Tk×A
m−1
C
×A1
C
pi
Tk×A
1
C−−−−−→ Tk×A1C] is zero in Kˆ
mon
0 (Var /Tk),
and so we deduce that
[Xk = Tk × A
m
C
piTk×g|Xk−−−−−−−→ Tk × A
1
C] = 0
for k = 1, . . . ,m, and this implies the desired equality. 
Theorem 2.3. Following the notation of Theorem 1.3, let g ∈ Γ(X)χ be a Gm-
semi-invariant function for a positive character χ. Then there is an equality
piX,![φ
mon
g ] = L
− dim(X)2 [Z
piX×g
red
−−−−−−→ X × A1C] ∈ Kˆ
mon
0 (Var /X).
and, for S defined as before, there is an equality∫ (
S ∩ [φmong ]
)
= L−
dim(X)
2 [S ∩ Z
gred|S∩Z−−−−−→ A1C] ∈ Kˆ
mon
0 (Var / pt).
Proof. Let {Ui}i∈I be a finite open cover of X which trivializes the vector bundle
V . For J ⊂ I a nonempty subset, write
UJ :=
{⋂
j∈J Uj if J is non-empty,
X otherwise.
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Let piJ be the restriction of pi to UJ := pi
−1(UJ). Then
piX,![φ
mon
g ] =
∑
J⊂I
(−1)|J|piJ,![φ
mon
g ∩ UJ ]
=
∑
J⊂I
(−1)|J|L−
dim(X)
2 [Z ∩ UJ
piJ×g
red
−−−−−→ X × A1C]
=L−
dim(X)
2 [Z
piX×g
red
−−−−−−→ X × A1C],
where the second equality follows by Theorem 2.2. 
3. Motivic Donaldson–Thomas invariants for quivers with potential
In this section we prove the Cazzaniga–Morrison–Pym–Szendro˝i conjecture on
motivic Donaldson–Thomas invariants for Q(3) with the deformed Weyl potential,
after recalling the necessary background and definitions in §3.1.
3.1. Motivic partition functions. Let Q be a quiver, by which we mean two
sets Q1 and Q0 that we always assume to be finite, along with two maps
s, t : Q1 → Q0.
The sets Q0 and Q1 should be thought of as the set of vertices and arrows, respec-
tively, while the maps s and t take an arrow to its source and target, respectively.
For simplicity, in this section we will only consider symmetric quivers, i.e. those
quivers such that for all pairs of vertices i, i′ there are as many arrows from i to i′
as from i′ to i.
Let γ ∈ NQ0 be a dimension vector. A representation of Q with dimension vector
γ is given by a set of vector spaces (Vi)i∈Q0 with dim(Vi) = γ(i) and linear maps
ρa : Vs(a) → Vt(a) for each a ∈ Q1. We write dim(V ) = γ.
We define the affine space
Xγ(Q) :=
∏
a∈Q1
Hom(Vs(a), Vt(a)),
which is acted on by the gauge group
GLγ :=
∏
i∈Q0
GL(Vi)
by change of basis.
Let Repγ(Q) denote the stack of γ-dimensional Q-representations, which we
identify throughout this paper with left CQ-modules, i.e. Repγ(Q)(X) for a scheme
X is the groupoid of locally free coherent sheaves on X with an action of Q such
that the fibers are γ-dimensional Q-representations.
The stack-theoretic quotient
Mγ(Q) := Xγ(Q)/GLγ
is isomorphic to Repγ(Q). We denote by
Mγ(Q) := Spec(Γ(Xγ(Q))
GLγ),
the affinization of this stack, and consider the canonical map
pγ : Xγ(Q)/GLγ →Mγ(Q).
At the level of geometric points, this is the map that takes a Q-representation over
a field extension K ⊃ C to its semisimplification.
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Let
W ∈ CQ/[CQ,CQ]vect
be a linear combination of cyclic paths in Q, i.e. a potential. Evaluating Tr(W ) at
the representations defined by points of Xγ(Q) provides a GLγ-invariant function
Tr(W )γ on Xγ(Q), and so a function Tr(W )γ on Mγ(Q) pulled back from the
induced function T r(W )γ on Mγ(Q). We define
Xγ(Q,W ) := crit (Tr(W )γ) .
Further, define the stack
Mγ(Q,W ) := Xγ(Q,W )/GLγ .
Since we realize Xγ(Q,W ) and M(Q,W ) as critical loci, we write
[Xγ(Q,W )]vir :=
∫
[φmonTr(W )γ ] ∈ Kˆ
mon
0 (Var/pt)
[Mγ(Q,W )]vir :=
∫
[φmonTr(W )γ ] · [GLγ]
−1 · Lγ·γ/2 ∈Mmon.
For K a field, we define the Jacobi algebra
K(Q,W ) = KQ/〈∂W/∂a : a ∈ Q1〉
where ∂W/∂a is the noncommutative derivative ofW with respect to a. The critical
locus of Tr(W )γ and the stack of γ-dimensional C(Q,W )-modules are equal as
substacks of Mγ(Q).
Fix a bijection Q0 ∼= {1, . . . , n}. For γ ∈ NQ0 , we write
Tγ := T
γ(1)
1 · . . . · T
γ(n)
n .
Then we define the motivic DT partition function
ZQ,W (T ) :=
∑
γ∈NQ0
[Mγ(Q,W )]vir T
γ ∈ 1 +MmonJT1, . . . , TnK+
and the motivic DT invariants ΩQ,W,γ as in [23] via the formula
(30)
∑
06=γ∈NQ0
ΩQ,W,γ(L
1/2 − L−1/2)−1Tγ = LOG(ZQ,W (T )).
A priori, the elements ΩQ,W,γ are only defined as elements of M
mon. The inte-
grality conjecture states that the elements ΩQ,W,γ are in the image of the natural
map from Kˆ
mon
0 (Var / pt)[L
−1/2], see [24, 10] for proofs of variants of this conjec-
ture. The proof of the Cazzaniga–Morrison–Pym–Szendro˝i conjecture below, in
particular, implies the integrality conjecture for the quivers with potential that we
consider in this paper.
3.2. Motivic DT invariants for the deformed Weyl potential. We come now
to the main application of Theorem 2.3 in this paper. Throughout this section we
fix Q to be the three loop quiver Q(3), i.e. we fix Q0 = {1} and Q1 = {a, b, c}. Let
Q′ ∼= Q(2) be the two loop quiver obtained by removing a from Q1. Set
(31) W = [a, b]c.
For d ≥ 2, define
(32) Wd = [a, b]c+ c
d.
Let Gm act on triples of matrices in Xn(Q) via
z · (A,B,C) = (zd−1A,B, zC).
DEFORMED DIMENSIONAL REDUCTION 17
Then Tr(Wd)n is a Gm-equivariant function on Xn(Q), of weight d, and we can
write
Tr(Wd)n(ρ) =Tr(W )(ρ(a), ρ(b), ρ(c)) + Tr(ρ(c)
d)
=
 ∑
(i,j)∈{1,...,n}2
ρ(a)ij [ρ(b), ρ(c)]ji
+Tr(ρ(c)d).
In the terminology of Theorem 2.3, let g0 = Tr(ρ(c)
d) and let g1, . . . , gn2 be
the functions recording the matrix entries of [ρ(b), ρ(c)]; then Z, the zero locus of
g1, . . . , gn2 , is the locus on which ρ(b) and ρ(c) commute, which we denote by
(33) Cn := {(B,C) ∈ Matn×n(C)
×2 : [B,C] = 0} ⊂ Matn×n(C)
×2.
The group GLn acts on Cn by simultaneous conjugation, and we define
(34) Cn := Cn/GLn
to be the stack-theoretic quotient. This is isomorphic to the stack of n-dimensional
C[y, z]-modules.
Theorem 2.3 gives the equality in Kˆ
mon
0 (Var / pt)
(35) [Xn(Q,Wd)]vir = L
−n
2
2 · [Cn
(B,C) 7→Tr(Cd)
−−−−−−−−−−→ A1C].
We define a map
λn : Cn → Sym
n(A2C)
sending a pair of commuting matrices B,C to the generalized eigenvalues (with
multiplicities) of the two matrices. More precisely, if
Cn ∼= ⊕i∈IVi
is a decomposition of Cn into subspaces preserved by both B and C for which the
generalized eigenvalues are αi,1 and αi,2, respectively, and such that for all i 6= j
either αi,1 6= αj,1 or αi,2 6= αj,2, then (A,B) is mapped to the n-tuple of points in
A2
C
containing (αi,1,αi,2) dim(Vi) times. The morphism λ is GLn-invariant, and so
induces a map
Cn → Sym
n(A2C),
which is simply the Hilbert–Chow map taking a length n sheaf on A2
C
to its support.
Denote by Qfr the quiver obtained by adding a vertex ∞ to Q and an extra
arrow j from ∞ to 1, which we recall is the original vertex of Q. We consider the
potential W also as a potential for Qfr. Consider
ncHilbn ⊂ X(1,n)(Q
fr)/GLn
the open substack corresponding to Qfr-representations ρ for which the image of
ρ(j) generates ρ. This is actually a fine moduli scheme called the noncommutative
Hilbert variety [26, 30].
We define the map
λ˜n : Xn(Q,W )→ Sym
n(A3C)
the same way as λn, and denote by the same symbol λ˜n the extensions/restrictions
to moduli stacks of Qfr-representations lying in the critical locus of Tr(W ).
The following incarnation of the wall crossing formula is standard, but we will
indicate the proof for completeness:
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Proposition 3.1. There is an equality in Mmon
Sym(A3
C
)
:∑
n≥0
[M(1,n)(Q
fr,W )
λ˜n−−→ Symn(A3C)]vir =
∑
n≥0
[Mn(Q,W )
λ˜n−−→ Symn(A3C)]vir · L
−n/2 ·∪
∑
n≥0
[ncHilbn(Q,W )
λ˜n−−→ Symn(A3C)]vir ·
L1/2
L− 1
.
Proof. There is a decomposition into locally closed substacks
M(1,n)(Q
fr) =
n∐
i=0
M(1,n)(Q
fr)[i]
where
M(1,n)(Q
fr)[i] ⊂M(1,n)(Q
fr)
is the substack of Qfr-representations ρ for which the subspace generated by the
image of ρ(j) under the action of ρ(a), ρ(b), ρ(c) is i-dimensional. We define
ι[i] : X(1,n)(Q
fr)[i] →֒ X(1,n)(Q
fr)
to be the inclusion of the subset for which the image of ρ(j) lies in the first summand
of the decomposition Cn = Ci⊕Cn−i, and generates it, and for which ρ(a), ρ(b), ρ(c)
also preserve this summand. We define GLi,n−i ⊂ GL(Cn) to be the subgroup of
automorphisms preserving the filtration 0 ⊂ Ci ⊂ Cn. Then
M(1,n)(Q
fr)[i] ∼= X(1,n)(Q
fr)[i]/(GL(C)×GLi,n−i)
where the first factor of the gauge group acts by
z · (ρ(a), ρ(b), ρ(c), ρ(j)) = (ρ(a), ρ(b), ρ(c), z−1ρ(j)).
We may identify
ncHilbn(Q) = X(1,n)(Q
fr)[n]/GLn .
The decomposition Cn = Ci ⊕ Cn−i induces a decomposition
X(1,n)(Q
fr) = V0 × V1 × V−1
with
V0 =X(1,i)(Q
fr)[i] × Xn−i(Q)
V1 =Hom(C
n−i,Ci)×3
V−1 =Hom(C
i,Cn−i)×3 ×Hom(C,Cn−i)
and we have X(1,n)(Q
fr)[i] = V0 × V1. Note that the diagram
X(1,n)(Q
fr)[i]
ι[i]

// V0
λ˜i×λ˜n−i
// Symi(A3
C
)× Symn−i(A3
C
)
∪

X(1,n)(Q
fr)
λ˜n // Symn(A3
C
)
commutes. Let C∗ act on each Vk with weight k. Denote by f[i] the restriction of
Tr(W )n to V0. Then Tr(W )n is C∗-invariant, and by the integral identity [34] we
have
(X(1,n)(Q
fr)[i] → V0)∗ι
∗
[i][φ
mon
Tr(W )(1,n)
] =[φmonf[i] ] · L
(i−n)/2,
where the exponent of L is given by the difference in dimensions between V1 and
V−1.
By the motivic Thom–Sebastiani theorem [15], we deduce that
[φmonf[i] ] = [φ
mon
Tr(W )(1,i)
]⊠ [φmonTr(W )n−i ] ∈ Kˆ
mon
0 (Var /V0).
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Finally, setting
Hi = ([GL(C)×GL(C
i)×GL(Cn−i)]) ∈ Kˆ0(Var / pt)
we calculate
[M(1,n)(Q
fr,W )
λ˜n−−→ Symn(A3C)]vir =
n∑
i=0
(X(1,n)(Q
fr,W )[i]
λ˜n−−→ Symn(A3C))∗ι
∗
[i][φ
mon
Tr(W )(1,n)
]L(1+n
2)/2/[GL(C)×GLi,n−i] =
n∑
i=0
[φmonTr(W )(1,i) ]⊠ [φ
mon
Tr(W )n−i
] · L(i−n)/2 · L(1+n
2)/2/[GL(C)×GLi,n−i] =
n∑
i=0
[φmonTr(W )(1,i) ]⊠ [φ
mon
Tr(W )n−i
] · L(i−n)/2 · L(1+i
2+(n−i)2)/2/Hi =
n∑
i=0
[ncHilbi(Q,W )
λ˜i−→ Symi(A3C)]vir ·∪ [Mn−i(Q,W )
λ˜n−i
−−−→ Symn−i(A3C)]vir · L
(i−n)/2 ·
L1/2
L− 1
as required. 
The next proposition is essentially a refinement of a classical result of Feit and
Fine, who proved the counting result over Fq analogous to the identity
∑
n≥0
[Cn]T
n = EXP
∑
n≥1
L2T n

obtained by pushing forward both the left and the right hand side of (36) to absolute
motives.
Proposition 3.2. There is an equality of generating series in MSym(A2
C
):
(36)
∑
n≥0
[
Cn
λn−−→ Symn(A2C)
]
= EXP∪
∑
n≥1
[A2C
∆
−→ Symn(A2C)]/(L− 1)
 .
Proof. Set W = [A,B]C. We define the projection
pin :Matn×n(C)
×3 → Matn×n(C)
×2
(A,B,C) 7→ (B,C).
By the relative statement of the (undeformed) dimensional reduction theorem (The-
orem 2.1), there are equalities of relative motives
pin,![φ
mon
Tr(W )n
] =[Matn×n(C)
×3 gn−→ Yn × A
1
C]L
−3n2/2 ∈ Kˆ
mon
0 (Var /Yn)
=[Cn →֒ Yn]L
−n2/2 ∈ Kˆ0(Var /Yn)
where gn(A,B,C) = (B,C,Tr([A,B]C)) and Yn = Matn×n(C)×2. Accounting for
the way in which we have normalized motivic vanishing cycles (29), there is an
identity
[M(1,n)(Q
fr,W )
λ˜n−−→ Symn(A3C)]vir = [Mn(Q,W )
λ˜n−−→ Symn(A3C)]vir
L(n+1)/2
L−
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and so by Proposition 3.1 we deduce that
∑
n≥0
[ncHilbn(Q,W )
λ˜n−−→ Symn(A3C)]virL
−n/2 =
(37)
∑
n≥0
[Mn(Q,W )
λ˜n−−→ Symn(A3C)]vir
 ·∪
∑
n≥0
[Mn(Q,W )
λ˜n−−→ Symn(A3C)]virL
−n
−1 .
On the other hand, by [7, Prop.4.3, Cor.4.4] we deduce that
∑
n≥0
[ncHilbn(Q,W )
λ˜n−−→ Symn(A3C)]virL
−n/2 = EXP∪
∑
n≥1
[A3C
∆n−−→ Symn(A3C)]
L−2(1− L−n)
1− L−1
 .
(38)
Since EXP: MmonSym(A3
C
)+
→ 1 +MmonSym(A3
C
)+
is an isomorphism, we may write
∑
n≥0
[Mn(Q,W )
λ˜n−−→ Symn(A3C)]vir = EXP∪
∑
n≥1
Ωn
L1/2
L− 1

for Ωn ∈MSymn(A3
C
). Then (37) implies that
∑
n≥0
[ncHilbn(Q,W )
λ˜n−−→ Symn(A3C)]virL
−n/2 = EXP∪
∑
n≥1
ΩnL
1/2 1− L
−n
L− 1

and so Ωn = L−3/2[A3C
∆n−−→ Symn(A3
C
)] for all n ≥ 1 by (38).
Let h : Sym(A3
C
) → Sym(A2
C
) be the map induced on tuples of points by the
projection (x, y, z) 7→ (y, z). Putting everything together,∑
n≥0
[
Cn
λn−−→ Symn(A2C)
]
=
∑
n≥0
λn,!pin,![φ
mon
Tr(W )n
]Ln
2/2/[GLn]
=h! EXP∪
∑
n≥1
L−3/2[A3C
∆n−−→ Symn(A3C)]
L1/2
L− 1

=EXP∪
∑
n≥1
[A2C
∆n−−→ Symn(A2C)]/(L− 1)

as required. 
Theorem 3.3. The motivic DT invariants for the quiver with potential (Q,Wd)
are given by the formula
ΩQ,Wd,n = [L]
1/2[A1C
t7→td
−−−→ A1C] ∈ Kˆ
mon
0 (Var / pt)
for all n ≥ 1.
In the case d = 3, the above theorem is a verification of [3, Conj.3.3]. In [3],
the equivalent (via isomorphism (26)) formulation [L]1/2(1− [µd]) was given for the
motivic DT invariants, in the ring of µˆ-equivariant motives. For n = 1 and general
d, the conjecture is trivial. For n = 2 and d = 3, its verification is already rather
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Proof. Let lt :
∐
n≥0 Sym
n(A2
C
)→ N be the morphism of monoids taking Symn(A2
C
)
to the point n. We define the morphism
kn : Sym
n(A2C)→ A
1
C
((x1, y1), . . . (xn, yn)) 7→
n∑
i=1
ydi .
Then k =
∐
n≥0 kn is a morphism of commutative monoids, so that k! commutes
with taking plethystic exponentials. Combining (35) with Proposition 3.2 we deduce
that
ZQ,Wd(T ) :=
∑
n≥0
(
[Xn(Q,Wd)]virL
n2/2/[GLn]
)
T n
=
∑
n≥0
(
[Cn
(b,c) 7→Tr(cd)
−−−−−−−−→ A1C]/[GLn]
)
T n Equation (35)
=
∑
n≥0
(kn,!λn,![Cn → Cn]/[GLn])T
n
=k! EXP∪
∑
n≥1
[A2C
∆n−−→ Symn(A2C)]/(L− 1)
 Proposition 3.2
=EXP
∑
n≥1
(
kn,![A
2
C
∆n−−→ Symn(A2C)]/(L− 1)
)
T n

=EXP
∑
n≥1
(
[A2C
(y,z) 7→nzd
−−−−−−−→ A1C]/(L− 1)
)
T n
 .
The result then follows by comparing with (30), since
[A2C
(y,z) 7→nzd
−−−−−−−→ A1C]/(L− 1) = [A
1
C
z 7→zd
−−−−→ A1C]L
1/2/(L1/2 − L−1/2).

4. Vanishing cycles and cohomological DT theory
For the rest of the paper we leave behind the naive Grothendieck ring of motives
and work in the category of monodromic mixed Hodge structures and monodromic
mixed Hodge modules, the natural home of cohomological DT theory. We introduce
the key features here, for a fuller reference the reader is advised to consult [12, Sec.2].
4.1. Monodromic mixed Hodge modules. Let X be a complex variety. We will
work with the category of mixed Hodge modules on X × A1
C
, as defined by Saito
[31, 32, 33]. For a complex variety Y , we denote by ratY : MHM(Y ) → Perv(Y )
the (faithful) forgetful functor to perverse sheaves on Y .
We define the category of monodromic mixed Hodge modules
MMHM(X) := BX/CX
as the Serre quotient of two Abelian subcategories of MHM(X × A1
C
). We define
BX to be the full subcategory with objects those mixed Hodge modules such that
for each x ∈ X the underlying complex of constructible sheaves of
ratGm(x×Gm → X × A
1
C)
∗F
has locally constant cohomology, while CX is its full subcategory with objects which
satisfy the stronger condition that each ratA1
C
(x × A1
C
→ X × A1
C
)∗F has constant
cohomology sheaves. We write MMHS := MMHM(pt).
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We denote by D(MMHM(X)) the derived category of (not necessarily bounded)
complexes of monodromic mixed Hodge modules.
Objects in MMHM(X) have a weight filtration inherited from Saito’s weight fil-
tration of objects in MHM(X×A1
C
), and we say that an objectF ∈ Ob(D(MMHM(X)))
is pure if Hj(F) ∈ Ob(MMHM(X)) is pure of weight j for all j ∈ Z.
Fix a finite quiver Q. As in §3.1 we denote by
Mγ(Q) := Spec
(
Γ(Xγ(Q))
GLγ
)
the coarse moduli space of γ-dimensional Q-representations. We denote by
Mstγ (Q) ⊂Mγ(Q)
the smooth irreducible open subvariety of simple modules, which is dense if it
is nonempty. The closed points of Mγ(Q) are in bijection with semisimple γ-
dimensional CQ-modules. We set
M(Q) :=
∐
γ∈NQ0
Mγ(Q),
a monoid in the category of schemes with monoid structure denoted ⊕, as at the
level of closed points it takes a pair of semisimple CQ-modules to their direct sum.
The map ⊕ is finite by [25, Lem.2.1].
We denote by
D≤,lf(MMHM(M(Q))) ⊂ D(MMHM(M(Q)))
the full subcategory containing those objects such that for each γ and each weight n,
GrnW (F|Mγ) has bounded total cohomology, and for each dimension vector γ ∈ N
Q0 ,
there is an equality GrnW (F|Mγ) = 0 for n ≫ 0. There is a symmetric monoidal
product defined on D≤,lf(MMHM(M(Q))) by
F ⊠⊕ G :=
(
M× A1C ×M× A
1
C
(ρ,t,ρ′,t′) 7→(ρ⊕ρ′,t+t′)
−−−−−−−−−−−−−−−→M× A1C
)
∗
(F ⊠ G)
which is exact and preserves weights by [12, Prop.3.5].
Let z : {0} → A1
C
be the inclusion of the origin. Then the functor (idM(Q)×z)∗
provides an embedding of symmetric monoidal categories
MHM(M(Q)) →֒ MMHM(M(Q))
which moreover preserves weights. In this way we consider MHM(M(Q)) as a full
symmetric monoidal subcategory of MMHM(M(Q)). Let
(39) L := z∗Hc(A
1
C,Q).
Then L is concentrated in cohomological degree 2, and its second cohomology is
a pure weight 2 one-dimensional monodromic mixed Hodge structure. Moreover,
there is a tensor square root to L, defined by
(40) L1/2 := (A1C
x 7→x2
−−−−→ A1C)∗QA1
C
.
Note that there is no tensor square root for L inside D≤,lf(MHS), since a pure
odd-weight Hodge structure must have even dimension.
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4.2. Vanishing cycles. Let Y be a smooth variety, and consider a regular function
f : Y → A1C.
Let κ : Y0 → Y be the inclusion of the zero fiber of f , and consider the pullback
diagram induced by exp : A1
C
→ A1
C
Y˜ A1
C
Y A1
C
.
p exp
f
Define the nearby cycle functor ψf : D(Perv(Y ))→ D(Perv(Y )) by the formula
ψf := κ∗κ
∗p∗p
∗.
The vanishing cycle functor ϕf [−1] : D(Perv(Y ))→ D(Perv(Y )) sends perverse
sheaves to perverse sheaves. For F ∈ D(Perv(Y )), ϕfF fits in the distinguished
triangle
κ∗κ
∗F → ψfF → ϕfF .
In [31, 33], Saito defines an upgrade of the nearby and vanishing cycle functors
to functors
ψf [−1],φf [−1] : MHM(Y )→ MHM(Y )
for the category of mixed Hodge modules. These are upgrades in the sense that
there are natural isomorphisms
ratY ◦ψf [−1] ∼= ψf [−1] ◦ ratY
ratY ◦φf [−1] ∼= ϕf [−1] ◦ ratY .
We denote by the same symbol the functor φf : D(MHM(Y ))→ D(MHM(Y )). We
define
(41)
φmonf := (Y ×Gm → Y × A
1)!φf/u(Y ×Gm
piY−−→ Y )∗ : MHM(Y )→ MMHM(Y ).
Since there is a natural isomorphism
(42) φmonf (F ⊗ L
n/2) ∼= φmonf F ⊗ L
n/2
for n even, we can use the right hand side of (42) to define the left hand side when
n is odd.
There is a forgetful functor forg : MMHM(X) → Perv(X) defined as follows.
Denote by t the coordinate for A1
C
. We denote by the same symbol the induced
function on X × A1
C
. Then the vanishing cycle functor restricts to give a functor
φt[−1] : BX → MHM(X)
where we have identified X with the zero locus of t. Since all objects in CX are sent
to the zero object by this functor, there is a unique functor
φt[−1] : MMHM(X)→ MHM(X)
through which φt[−1] factors. Composing with the faithful forgetful functor ratX :
MHM(X)→ Perv(X), we obtain the faithful functor
forgX = ratX ◦φt[−1] : MMHM(X)→ Perv(X),
see [12, Sec.2.1] for further details.
We next explain how to extend the definition of vanishing cycles to smooth
quotient stacks. Let Y be a smooth variety with an action of a reductive group
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G ⊂ GLn, and consider a G-invariant function f : Y → A1C. For N ≥ n, define
Fr(n,N) ⊂ (AN
C
)n the open set of n-tuples of linearly independent vectors in AN
C
.
The action of G on Fr(n,N) is scheme-theoretically free, so Y ×G Fr(n,N) is a
smooth variety. Let fN ∈ Γ(Y ×G Fr(n,N)) be the function induced by f . Then
there are isomorphisms, which we can take as a definition for the purposes of this
paper:
(43) Hjc
(
Y/G,φmonf Q
)
∼= lim
N→∞
Hjc
(
Y ×G Fr(n,N),φ
mon
fN Q⊗ L
−nN
)
.
Let p : Y → X be a G-invariant morphism. Let pN : Y ×G Fr(n,N) → X be the
induced morphism. Then there are isomorphisms, which we again take to be the
definition:
(44) Hj(X, p!φ
mon
f Q) ∼= lim
N→∞
Hj(pN,!φ
mon
fN Q⊗ L
−nN ).
4.3. Cohomological BPS invariants. Here we briefly review the definition of
cohomological BPS invariants for a quiver with potential, as well as the cohomo-
logical integrality theorem that expresses the cohomology of the vanishing cycle
cohomology of the stack of C(Q,W )-modules in terms of the cohomological BPS
invariants.
Let Q be a quiver and let W ∈ CQ/[CQ,CQ] be a potential. For N ∈ N, we
define the quiver QN to be the quiver obtained from Q by adding one extra vertex,
labelled ∞, and N arrows from ∞ to i for each i ∈ Q0. We identify
N(QN )0 = N⊕ NQ0 .
Fix a dimension vector γ ∈ NQ0 . Let
Xst(1,γ)(QN ) ⊂ X(1,γ)(QN )
be the open subvariety with closed points corresponding to CQN -modules ρ such
that there are no proper submodules ρ′ ⊂ ρ with dim(ρ′)∞ = 1. The GLγ-action
on this variety is scheme-theoretically free, and we define
MfrN,γ(Q) := X
st
(1,γ)(QN )/GLγ,
the fine moduli space of γ-dimensional stable N -framed modules. This space is
smooth, and the forgetful map
qN,γ : M
fr
N,γ(Q)→Mγ(Q)
is proper. We continue to write T r(W )γ for the function defined by Tr(W ) on
Mγ(Q), and we write T r(W )N,γ for the function defined on MfrN,γ(Q).
There are isomorphisms
Hj(pγ,!φ
mon
Tr(W )γ
QMγ(Q))
∼= lim
N→∞
Hj
(
qN,γ,!φ
mon
T r(W )N,γ
QMfrN,γ(Q) ⊗ L
−N ·
∑
i∈Q0
γi
)
Hjc(Mγ(Q),φ
mon
Tr(W )γ
QMγ(Q))
∼= lim
N→∞
Hjc
(
MfrN,γ(Q),φ
mon
T r(W )N,γ
QMfrN,γ(Q) ⊗ L
−N ·
∑
i∈Q0
γi
)
.
As a very special case, letting Q be the quiver with one vertex and no loops, and
taking the dimension vector (1), we calculate
Hc(pt /C
∗) = lim
N→∞
(
H(CPN−1,Q)⊗ L−N
)
=
⊕
j≤−1
Lj .
It follows from the properness of the maps qN,γ [12, Prop.4.4] that there is an
isomorphism
Hc(Mγ(Q),φ
mon
Tr(W )γ
QMγ(Q))
∼=Hc
(
Mγ,H
(
p!φ
mon
Tr(W )γ
QMγ
))
.(45)
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By the cohomological integrality theorem [12, Thm.A], there is an isomorphism
of monodromic mixed Hodge modules
(46)⊕
γ∈NQ0
H
(
pγ,!φ
mon
Tr(W )QMγ
)
⊗ L(γ,γ)/2 ∼= Sym⊠⊕ (BPSQ,W,γ ⊗Hc(pt /C
∗)vir) .
Here we define
Hc(pt /C
∗)vir = Hc(pt /C
∗)⊗ L1/2
and
BPSQ,W,γ :=
{
φmonT r(W )γICMγ(Q)(Q)⊗ L
− dim(Mγ(Q))/2 if Mstγ (Q) 6= ∅
0 otherwise.
Here, ICMγ(Q)(Q) is (up to shifting cohomological degree down by dim(Mγ(Q)))
the intersection complex mixed Hodge module on Mγ(Q) obtained by taking the
intermediate extension of the constant mixed Hodge module on Mstγ (Q), i.e.
ratMγ(Q) ICMγ(Q)(Q)[dim(Mγ(Q))]
is the simple perverse sheaf on Mγ(Q) extending QMst
γ
(Q)[dim(M
st
γ (Q))].
It then follows from (45) that
(47)⊕
γ∈NQ0
Hc(Mγ(Q),φ
mon
Tr(W )QMγ(Q))⊗L
χQ(γ,γ)/2 ∼= Sym
(
BPS∗Q,W,γ⊗Hc(pt /C
∗)vir
)
,
where for dimension vectors d, e ∈ NQ0 , the pairing χQ(d, e) is defined by
χQ(d, e) :=
∑
i∈Q0
diei −
∑
a∈Q1
ds(a)et(a)
and the BPS∗Q,W,γ invariants, duals of the BPS invariant considered in [12, Thm.A],
are defined by the formula
BPS∗Q,W,γ := Hc(Mγ(Q),BPSQ,W,γ).
Finally, for the connection to the the motivic sections of the paper, there is a
ring homomorphism
χMMHS : Kˆ
µˆ
0 (Var / pt)→ K0(MMHS)
[X ] 7→ −[(X ×µd Gm
(x,t) 7→td
−−−−−→ A1C)!QX×µdGm ]
taking the motivic DT invariants to the Hodge theoretic DT invariants, and we
have
χMMHS(ΩQ,W,γ) = [BPS
∗
Q,W,γ]K0 ,
see [6, Sec.2.7] for details.
5. Cohomological DT invariants for the deformed Weyl potential
This section is devoted to proving Theorem 1.5. Throughout the section we fix
Q = Q(3), the three loop quiver with loops labelled a, b, c, and with potential as in
(32):
Wd = [a, b]c+ c
d
for d ≥ 2.
Our task is to determine the BPS sheaves
BPSQ,Wd,n ∈MMHM(Mn(Q))
along with the (dual) BPS cohomology BPS∗Q,Wd,n as defined in §4.3. We follow the
strategy of [5]; we prove that the monodromic mixed Hodge modules BPSQ,Wd,n are
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pure, have very restricted support, and are moreover constant on their support. Due
to these facts, it is enough to calculate the class of BPS∗Q,Wd,n in the Grothendieck
group of monodromic mixed Hodge structures. The result then follows from our
earlier motivic calculations, specifically Theorem 3.3.
Lemma 5.1. Let ρ be a representation of C(Q,Wd). Then each of the operators
ρ(a), ρ(b), ρ(c) preserve the generalized eigenspaces of each of the others. Moreover,
the only nontrivial generalized eigenspace for ρ(c) is for the generalized eigenvalue
zero.
Proof. The operator ρ(c) is nilpotent, following the proof of [3, Lem.3.7+Lem.3.9],
and so ρ(c) has only one generalized eigenspace, which is trivially preserved by ρ(a)
and ρ(b). The Jacobi relations include the relations
∂Wd/∂a = [b, c]
∂Wd/∂b = [c, a]
and so it follows that ρ(c) preserves the generalized eigenspaces of ρ(a) and ρ(b)
as well. Let v be a generalized eigenvector of ρ(b), with generalized eigenvalue λ.
Define β = (ρ(b)− λ·). Since
[ρ(a),β] = dρ(c)d−1,
it follows that [ρ(a),β] commutes with β, and so for m≫ 0
βmρ(a)v =ρ(a)βmv +m[β, ρ(a)]βm−1v
=0.
This means that ρ(a)v is a generalized eigenvector for the operator ρ(b) with gener-
alized eigenvalue λ. The same argument, swapping ρ(a) and ρ(b), shows that ρ(b)
preserves the generalized eigenspaces of ρ(a). 
Corollary 5.2. Every finite-dimensional C(Q,Wd)-module ρ admits a canonical
decomposition into nonzero C(Q,Wd)-modules
ρ ∼=
⊕
s∈Σ
ρs,
where Σ ⊂ C2 is a finite subset and, for s = (s1, s2), the generalized eigenvalues of
ρ(a), ρ(b) and ρ(c) restricted to ρs are given by s1, s2, and 0, respectively.
Definition 5.3. For ρ a C(Q,Wd)-module, we call the set Σ in Corollary 5.2 the
set of generalized (a, b)-eigenvalues of ρ.
Lemma 5.4. LetMc-nilpn ⊂Mn(Q) be the closed subvariety corresponding to those
CQ-modules for which c acts via the zero map. Then supp(BPSQ,Wd,n) ⊂M
c-nilp
n .
Proof. By (46), there is an inclusion
BPSQ,Wd,n ⊗ L
1/2 →֒ H
(
pn,!φ
mon
Tr(Wd)n
QMn(Q) ⊗ L
(γ,γ)/2
)
,
and so supp(BPSQ,Wd,n) ⊂ pn(critTr(Wd)n). In particular, for a CQ-module ρ
corresponding to a point in supp(BPSQ,Wd,n), ρ(c) acts nilpotently, and commutes
with the action of ρ(a) and ρ(b). On the other hand, such modules are semisimple
(as they correspond to points of Mn(Q)), and so it follows that ρ(c) acts via the
zero map. 
In fact, we can significantly strengthen Lemma 5.4. Consider the inclusion
∆n : A
2
C →֒ Mn(Q)(48)
(x, y) 7→ (x · Idn×n, y · Idn×n, 0).
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Lemma 5.5. There is an inclusion supp(BPSQ,Wd,n) ⊂ ∆n(A
2
C
). Furthermore,
there exists Gn ∈ Ob(MMHS) such that
BPSQ,Wd,n
∼= ∆n,∗QA2 ⊗ Gn ⊗ L
−1.
The proof of this lemma is essentially the same as the proof of [5, Lem.4.1]; we
give an abridged version of the proof.
Proof. By Lemma 5.1, any finite-dimensional representation ρ of C(Q,Wd) splits
canonically as a direct sum of nonzero representations
(49) ρ =
⊕
s∈Σ
ρs
where Σ ⊂ C2 is a finite subset and the generalized eigenvalue of the operators
ρ(a)|ρ(λ1,λ2) and ρ(b)|ρ(λ1,λ2) are λ1 and λ2, respectively. If we assume moreover
that ρ is semisimple, then ρ(c) = 0 since ρ(a) and ρ(b) preserve ker(ρ(c)). It
follows that ρ(a) and ρ(b) commute, and so since ρ is semisimple, ρ(a) and ρ(b) are
simultaneously diagonalizable and
supp
(
H
(
p!φ
mon
Tr(Wd)
QM(Q)
))
⊂ Sym
∐
n≥1
∆n(A
2
C)
 .
For an analytic open subset U ⊂ A2
C
, let MU ⊂ M(Q,W ) be the open analytic
subspace of semisimple C(Q,Wd)-modules ρ such that in the (minimal) decompo-
sition (49), we have that Σ ⊂ U . Let U1 and U2 be disjoint open analytic subsets
of A2
C
. Then
p−1MU1
∐
U2 = p−1MU1 × p−1MU2 ,
and via the Thom–Sebastiani isomorphism there is a natural isomorphism
H
(
p!φ
mon
Tr(Wd)
QM(Q)
)
|MU1
∐
U2
∼= H
(
p!φ
mon
Tr(Wd)
QM(Q)
)
|MU1⊠⊕H
(
p!φ
mon
Tr(Wd)
QM(Q)
)
|MU2 .
Using the cohomological integrality theorem, we obtain an isomorphism
Sym⊠⊕
⊕
n≥1
BPSQ,Wd,n|MU1
∐
U2⊗Hc(pt /C
∗)vir
 ∼=
Sym⊠⊕
⊕
n≥1
BPSQ,Wd,n|MU1⊗Hc(pt /C
∗)vir
 ⊠⊕ Sym⊠⊕
⊕
n≥1
BPSQ,Wd,n|MU2⊗Hc(pt /C
∗)vir
 ∼=
Sym⊠⊕
⊕
n≥1
(
BPSQ,Wd,n|MU1⊕BPSQ,Wd,n|MU1
)
⊗Hc(pt /C
∗)vir
 .
This implies that BPSQ,Wd,n|MU1
∐
U2
∼= BPSQ,Wd,n|MU1⊕BPSQ,Wd,n|MU2 .
Unravelling this a little: if ρ is a semisimple module lying in the support of
BPSQ,Wd,n, for which all of the generalized (a, b)-eigenvalues lie in U1
∐
U2, then
either all of the generalized (a, b)-eigenvalues lie in U1 or they all lie in U2. It follows
that it is not possible to separate the generalized (a, b)-eigenvalues of any ρ lying
in the support of BPSQ,Wd,n into two open sets in A
2
C
, and so in fact they must all
be the same, i.e. the decomposition (49) can have only one summand, which is the
part of the lemma regarding support.
For the second part of the lemma, let Mat0n×n(C) ⊂ Matn×n(C) denote the
subspace of trace-free matrices, and set
X0n := Mat
0
n×n(C)
×2 ×Matn×n(C) ⊂ Xn(Q).
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There is a GLn-equivariant isomorphism
A2C × X
0
n → Xn(Q)
(x, y, A,B,C) 7→ (x · Idn×n+A, y · Idn×n+B,C).
The GLn-action on A2C is trivial, and is the conjugation action on all of the other
factors. It follows that
Mn(Q) ∼= A
2
C ×M
0
n
where
M0n := Spec
(
Γ(X0n)
GLn
)
.
Further, we have that
ICMn(Q)(Q)
∼=QA2
C
⊠ ICM0n(Q)
φmonT r(Wd)nICMn(Q)(Q)
∼=QA2
C
⊠
(
φmonT r(Wd)nICM0n(Q)
)
.
The second isomorphism follows from the fact that the function T r(Wd)n ∈ Γ(Mn(Q))
factors through the projection to M0n. The condition on the support of BPSQ,Wd
implies that φmonT r(Wd)nICM0n(Q) is supported at 0 ∈ M
0
n, and the second part of
the lemma follows. 
Lemma 5.6. For all n, the monodromic mixed Hodge module BPSQ,Wd,n is pure.
Proof. From the proof of the previous lemma, it is enough to show that the mon-
odromic mixed Hodge module φmonT r(Wd)nICM0n(Q) is pure. This complex of mon-
odromic mixed Hodge modules is supported at a point, so it is enough to show that
H
(
M0n,φ
mon
T r(Wd)n
ICM0n(Q)
)
is pure. For this we use the main geometric result of
[8]: ICM0n(Q) is a pure complex of mixed Hodge modules, T r(Wd)n : M
0
n → C is
a Gm-equivariant function, and the support of φmonT r(Wd)nICM0n(Q) is proper (since
it is a point), so the cohomology H
(
M0n,φ
mon
T r(Wd)n
ICM0n(Q)
)
is a pure complex of
monodromic mixed Hodge structures by [8, Thm.3.1]. 
Proof of Theorem 1.5. The existence of the isomorphism (17) follows from the
existence of the isomorphism (16), and due to Lemma (5.5) is in fact equivalent
to it. By Lemma 5.6, the isomorphism class of BPS∗Q,Wd,n is determined by its
class in the Grothendieck group of monodromic mixed Hodge structures, which by
Theorem 3.3 is equal to
χMMHS(L1/2[A1C
t7→td
−−−→ A1C]) = [Hc(A
1
C,φ
mon
td QA1C)⊗ L
1/2]K0 ,
as required. 
6. Cohomological deformed dimensional reduction
In this section we prove Theorems 1.2 and 1.3. In fact, Theorem 1.2 is the special
case of Theorem 1.3 in which the short exact sequence theorem (11) is a split exact
sequence of direct sums of OX . Conversely, we have the following
Proposition 6.1. If, under the conditions of Theorem 1.2, (10) is always an iso-
morphism, then under the conditions of Theorem 1.3, (12) is an isomorphism.
Proof. The question of whether the natural map (12) is an isomorphism is local
on X , and we can cover X with open affine subvarieties E such that there is an
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isomorphism of short exact sequences
0 // V′E
//
∼=

VE
//
∼=

V′′E
//
∼=

0
0 // O
⊕(n−m)
E
// O
⊕n
E
// O
⊕m
E
// 0.
The lower short exact sequence is split, and so locally we are in the setup of Theorem
1.2. 
Accordingly, we will spend most of this section proving that (10) is an iso-
morphism. So we assume that we have a function g ∈ Γ(X), a decomposition
X = X×An
C
, and a decomposition An
C
= Am
C
×An−m
C
satisfying the Gm-equivariance
assumptions of Theorem 1.2. As in the statement of Theorem 1.2, we denote by
pi : X → X the projection.
We assume that m = 1, since the general case follows from this. Define
X ′ := X × An−1
C
.
For z ∈ C, define
Xz = (X
′ × A1C)z := g
−1(z).
By assumption, we can decompose
g = g0 + tg1,
where t is the coordinate on Am
C
= A1
C
, and g0 and g1 are functions pulled back
from X ′. Let Z ⊂ X ′ be the zero locus of g1. We define
h := gred := g0|Z×A1
C
and
(Z × A1C)z :=h
−1(z) ⊂ Z × A1C.
Further, define the inclusions for z ∈ C
i : Z × A1C → X
′ × A1C = X
j : X \X0 → X
iz : (Z × A
1
C)z → (X
′ × A1C)z
ιz : (Z × A
1
C)z → Z × A
1
C
κz : (X
′ × A1C)z → X
′ × A1C.
These fit into the commutative diagram
(Z × A1
C
)0 (X
′ × A1
C
)0
Z × A1
C
X ′ × A1
C
(Z × A1
C
)1 (X
′ × A1
C
)1.
ι0
i0
κ0
i
ι1
i1
κ1
Let F ∈ Ob(MHM(X)). The natural map pi∗F → i∗i∗pi∗F induces a map
(50) pi!φ
mon
g pi
∗F → pi!i∗φ
mon
h i
∗pi∗F
in Db(MHM(X)), which we wish to show is an isomorphism. By faithfulness of the
forgetful functor forgX , it is sufficient to show that the morphism
(51) pi!ϕgpi
∗F → pi!i∗ϕhi
∗pi∗F ,
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considered as a morphism in the derived category of constructible sheaves, is an
isomorphism.
Taking duals, this is equivalent to showing that the following map of complexes
of constructible sheaves is an isomorphism
(52) pi∗i∗ϕhi
!pi∗E → pi∗ϕgpi
∗E ,
where E = DF [2n]. So we will spend the rest of this section showing that (52) is
an isomorphism in the derived category, for E a bounded complex of constructible
sheaves on X .
We introduce some more notation that will be used in this section. Consider the
diagram of Cartesian squares
Z˜ × A1
C
X˜ ′ × A1
C
A1
C
Z × A1
C
X ′ × A1
C
A1
C
i˜
s p exp
i g
in which the right square is the diagram used to define the vanishing cycle functor
for the function g, see §4.2.
Before we start the proof of Theorem 1.2, we establish some preliminary results.
We say that a sheaf F on a space with a Gm-action is locally constant on Gm-orbits
if the restriction F|O is locally constant for any Gm-orbit O.
Proposition 6.2. Let S be a complex variety. Let T = S × An
C
be the Gm-
equivariant variety obtained by taking the product of S, with the trivial action, and
An
C
acted on by some non-negative weights. Denote by pi : T → S the projection. Let
g : T → A1
C
be a Gm-equivariant map, where Gm acts with nonzero weight on A1C.
Denote by j : T \ T0 → T the open immersion of the complement of T0 := g−1(0).
Let F be a sheaf on T \ T0 locally constant on Gm-orbits. Then
pi∗j!F = 0.
Proof. First decompose An
C
= An
′
C
× An
′′
C
where Gm acts with strictly positive
weights on An
′
C
and acts trivially on An
′′
C
. Then we can decompose pi = pi′′pi′ where
pi′ : T → S × An
′′
C
and pi′′ : S × An
′′
C
→ S are the natural projections. We deduce
that pi∗j! ∼= pi′′∗pi
′
∗j! and so it is enough to prove that pi
′
∗j!F = 0, i.e. it is enough
to prove the proposition under the stronger assumption that all of the Gm-weights
on An
C
are strictly positive.
Consider the (stacky) weighted projective space
V := (T \ S × {0})/Gm
along with the weighted blowup
B := ((T \ S × {0})× A1C)/Gm
where Gm acts via the given action on T and the weight −1 action on A1C. This is
a Deligne–Mumford stack, and there is an open embedding
T \ (S × {0}) ∼= ((T \ (S × {0}))×Gm)/Gm →֒ B.
We denote by q : B → V the rank one affine fibration and r : B → T the proper
morphism, which is defined as follows: Let A be a variety, let P → A be the
total space of a principal Gm-bundle, and let P → (T \ (S × {0})) × A1C be a
Gm-equivariant map. Let E × Gm → E be a local trivialization of the principal
bundle, so that we have a morphism E → (T \ (S × {0})) × A1
C
coming from
the embedding of E as E × {1}. We postcompose this morphism with the action
morphism (T \ (S×{0}))×A1
C
→ T , to get a morphism E → T . These morphisms
then glue to give a morphism A→ T .
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Consider the commutative diagram
T \ T0
j˜
||②②
②②
②②
②②
j

B
q

r // T
pi

V
pi′ // S
where j˜ is the unique morphism through which j factors, which exists since S ⊂ T0.
There are natural isomorphisms
pi∗j! ≃ pi∗r∗j˜! ≃ pi
′
∗q∗j˜!
and so it is sufficient to prove that q∗j˜!F = 0. Since the statement is local on V ,
we can replace V with an open subvariety E′ for which q−1(E′) ∼= E′×A1C and the
restriction of q to q−1(E′) is the projection. Now the statement is a special case of
[4, Lemma A.3]. 
The above proposition allows us to compare the cohomology of sheaves onX×An
C
or Z × An
C
that are locally constant on Gm-orbits with their restrictions onto the
zero fiber. The following corollary makes precise the applications that we make of
this fact.
Corollary 6.3. Using the notation introduced before Proposition 6.2, the vertical
arrows in the diagrams
pi∗pi
∗E pi∗p∗p∗pi∗E
pi∗κ0∗κ
∗
0pi
∗E pi∗κ0∗κ∗0p∗p
∗pi∗E
∼= ∼=
and
pi∗i∗i
!pi∗E pi∗i∗s∗s∗i!pi∗E
pi∗i∗ι0∗ι
∗
0i
!pi∗E pi∗i∗ι0∗ι∗0s∗s
∗i!pi∗E
∼= ∼=
are isomorphisms.
Proof. The complexes of sheaves pi∗E , p∗p∗pi∗E , i!pi∗E and s∗s∗i!pi∗E are constant
on Gm-orbits after restricting to X \ X0 and (Z × A1C) \ (Z × A
1
C
)0, respectively.
Since j is the inclusion of the complement to X0 in X , by Proposition 6.2, there is
an isomorphism
pi∗j!j
∗pi∗E ∼= 0.
In the distinguished triangle
pi∗j!j
∗pi∗E → pi∗pi
∗E → pi∗κ0!κ
∗
0pi
∗E
the second morphism is thus an isomorphism. The other three claims follow simi-
larly. 
The next proposition helps compare the nearby cycle cohomology and the re-
striction to a nonzero fiber for a sheaf locally constant on Gm-orbits.
Proposition 6.4. Let T be a Gm-equivariant variety, and let pi : T → S be a
morphism of varieties that is constant on Gm-orbits. Consider a Gm-equivariant
function g : T → A1
C
, where the Gm-action on A1C has nonzero weight d. Denote by
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κ1 : T1 → T the inclusion of the fiber of g over 1, and by p the pullback of the map
exp: A1
C
→ A1
C
along g.
Let E be a sheaf on T \ T0 locally constant on Gm-orbits. There exists a natural
map p∗p
∗E → κ1∗κ
∗
1E which induces an isomorphism
pi∗p∗p
∗E
∼=
−→ pi∗κ1∗κ
∗
1E .
Proof. Consider the diagram
T˜ ′
k
❃
❃❃
❃❃
❃❃
❃ h

l
!!
T˜1
p1

κ˜1 // T˜
p

a // A1
C
exp

T1
κ1 // T
g
// A1
C
Here T˜ and T˜1 are defined in such a way that the two squares are Cartesian. Further,
T˜ ′ is defined to be the fiber over zero of the map a : T˜ → A1
C
, so the map l : T˜ ′ → T1
is an isomorphism. Since the squares are Cartesian, the morphism k is uniquely
determined.
We define α to be the composition of morphisms
p∗p
∗E → p∗h∗h
∗p∗E ∼= κ1∗l∗l
∗κ∗1E ∼= κ1∗κ
∗
1E .
The map
m : T˜ ′ × A1C →T˜
(y, z) 7→(ez/dy, z) ∈ T ×A1
C
A1C
is an isomorphism. In the following diagram, for which the sub-diagram of uncurved
arrows is commutative, we use m to identify T˜ ′×A1
C
and T˜ . Then h is the inclusion
of the zero fiber of the trivial A1
C
-bundle, while we define ̟ to be the projection
onto the T˜ ′ factor
T˜ ′
h
11
t

T˜ ′ × A1
C
̟oo
p

S T.
pioo
In the above diagram, the morphism t is defined by t = piκ1l. Since̟ is a projection
with contractible fibers, the natural transformation
̟∗(id→ h∗h
∗)̟∗
is an isomorphism. We need to show that the following natural map is an isomor-
phism, as it is isomorphic to pi∗α:
t∗̟∗p
∗E → t∗̟∗h∗h
∗p∗E .
Since we assume that E is locally constant on Gm-orbits, there is a sheaf G on T˜ ′
such that p∗E ∼= ̟∗G. In the commutative diagram
t∗̟∗p
∗E //
∼=

t∗̟∗h∗h
∗p∗E
∼=

t∗̟∗̟
∗G
∼= // t∗̟∗h∗h
∗̟∗G,
the top horizontal morphism is an isomorphism since the other three are. 
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Corollary 6.5. Using the notation introduced before Proposition 6.2, the following
diagram commutes, where the horizontal arrows are isomorphisms:
pi∗i∗ι1∗ι
∗
1i
!pi∗E pi∗i∗s∗s∗i!pi∗E pi∗i∗ψhi!pi∗E
pi∗κ1∗κ
∗
1pi
∗E pi∗p∗p∗pi∗E pi∗ψgpi∗E .
∼= ∼=
∼=∼=
Proof. The left square clearly commutes. Its horizontal arrows are isomorphisms
by Proposition 6.4 because the sheaves pi∗E on X × An
C
and i!pi∗E on Z × An
C
are
constant on Gm-orbits.
For the right square, observe that by the definition of nearby cycles we have that
pi∗i∗ψhi
!pi∗E = pi∗i∗ι0∗ι
∗
0s∗s
∗i!pi∗E
pi∗ψgpi
∗E = pi∗κ0∗κ
∗
0p∗p
∗pi∗E .
We can thus rewrite the right square as follows
pi∗i∗s∗s
∗i!pi∗E pi∗i∗ι0∗ι∗0s∗s
∗i!pi∗E
pi∗p∗p
∗pi∗E pi∗κ0∗κ∗0p∗p
∗pi∗E .
The square clearly commutes and its horizontal maps are isomorphisms by Corollary
6.3.

Lemma 6.6. Let T be a variety with a Gm-action, and let g : T → A1C be a homo-
geneous regular function. Denote by κ1 : T1 → T the inclusion of the fiber over 1.
Consider a sheaf E locally constant on Gm-orbits. Then there is a natural isomor-
phism
κ∗1E ∼= κ
!
1E [2].
Proof. We use the commutative diagram from the proof of Proposition 6.4. Since
l is an isomorphism, the lemma follows from the claim that there is a natural
isomorphism
(κ1l)
∗E ∼= (κ1l)
!E [2].
Since p is locally a homeomorphism, we have p!E ∼= p∗E . Recall the maps
T˜ ′
h
11 T˜
′ × A1
C
̟oo
from the proof of Proposition 6.4. The sheaf E is locally constant on Gm-orbits, so
there exists a sheaf G on T˜ ′ such that E = ̟∗G. The desired isomorphism follows
now from h∗̟∗ ∼= h!̟∗[2]. 
Proof of Theorems 1.2 and 1.3. We first show that (10) and (12) are isomor-
phisms. By Proposition 6.1, it suffices to prove that (10) is. For a constructible
complex of sheaves G on X, we have distinguished triangles
i∗i
!G → G → j∗j
∗G
κ0∗κ
∗
0G → ψgG → ϕgG.
Furthermore, there are natural equivalences
ψgi∗ ∼= i∗ψh
ϕgi∗ ∼= i∗ϕh
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and so we obtain a commutative diagram, in which the rows and the columns are
all distinguished triangles
(53)
pi∗i∗i
!pi∗E pi∗i∗ψhi!pi∗E pi∗i∗ϕhi!pi∗E
pi∗κ0∗κ
∗
0pi
∗E pi∗ψgpi∗E pi∗ϕgpi∗E
pi∗κ0∗κ
∗
0j∗j
∗pi∗E pi∗ψgj∗j∗pi∗E pi∗ϕgj∗j∗pi∗E .
(52)
(A)
Since our goal is to show that (52) is an isomorphism, it is sufficient to show that
(A) is. Via Corollary 6.5, the top left square in (53) is isomorphic to the top square
in
(54)
pi∗i∗i
!pi∗E pi∗i∗ι1∗ι∗1i
!pi∗E
pi∗pi
∗E pi∗κ1∗κ∗1pi
∗E
pi∗j∗j
∗pi∗E pi∗κ1∗κ∗1j∗j
∗pi∗E
(B)
and so it is sufficient to show that (B) is an isomorphism. Consider the diagram
(Z × A1
C
)1 (X
′ × A1
C
)1 (U × A1C)1
Z × A1
C
X ′ × A1
C
U × A1
C
.
ι1
i1
κ1
j1
u1
i j
Via Lemma 6.6, for G a complex of constructible sheaves on X ′×A1
C
which is locally
constant on Gm-orbits, the base change morphism
α : κ∗1j∗G → j1∗u
∗
1G
is an isomorphism since it fits into the commutative square of isomorphisms
κ∗1j∗G j1∗u
∗
1G
j1∗u
!
1G[−2] κ
!
1j∗G[−2].
α
So we have reduced the problem to proving that the morphism
pi∗j∗j
∗pi∗E → pi∗j∗u1∗u
∗
1j
∗pi∗E
is an isomorphism. This holds because pi∗E is constant along the fibers of pi and
u1 is a homotopy equivalence on each fiber of pi.
This completes the proof that the morphism (52) is an isomorphism, and so all
that is left is to prove that (13) is an isomorphism. For this, let
r : S →֒ X
r : S →֒ X
be the inclusions, and let τ : X → pt be the structure morphism. Since the structure
morphism for X can be written as τpi, the morphism (13) can be written as the
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top horizontal arrow in the commutative diagram
τ!pi!r!r
∗φmong pi
∗QX //
∼=

τ!pi!r!r
∗i∗φ
mon
gred i
∗pi∗QX
∼=

τ!r!r
∗pi!φ
mon
g pi
∗QX
∼= // τ!r!r
∗pi!i∗φ
mon
gred i
∗pi∗QX
in which the vertical arrows are isomorphisms by base change, and the bottom
horizontal arrow is an isomorphism by the first part of the theorem. 
As in the case of undeformed cohomological dimensional reduction, we can easily
generalize Theorem 1.3 to stacks, i.e. the following corollary is a generalization of
[4, Cor.A.9].
Corollary 6.7. Let G be an algebraic group, and let X be a G-equivariant vari-
ety with X the total space of a G-equivariant bundle over X with projection map
pi : X → X. Let g ∈ Γ(X)G, and let g ∈ Γ(X/G) be the induced function on the
stack. Assume in addition the Gm-equivariance assumptions of Theorem 1.3, and
define Z and Z as in that theorem. Let S ⊂ X be a G-invariant subvariety, then
there is a natural isomorphism of cohomologically graded monodromic mixed Hodge
structures
Hc(S/G,φ
mon
g QX/G)
∼= Hc
(
(Z ∩ S)/G,φmongredQZ/G
)
.
Proof. We use the notation in §4 and formula (43), and try to reduce clutter by
fixing
QA =QX×GFr(n,N)
QB =QZ×GFr(n,N)
QA =QX×GFr(n,N).
We denote by f ∈ Γ(X ×G Fr(n,N)) the function induced by g, and by f red the
restriction to Z ×G Fr(n,N). The corollary follows from the claim that the natural
map
(55)
Hjc(S×GFr(n,N),φ
mon
f QA⊗L
−nN)→ Hjc
(
(Z ∩ S)×G Fr(n,N),φ
mon
fredQB ⊗ L
−nN
)
is an isomorphism. Consider the commutative diagram, where the morphisms r
and r are the natural inclusions
S ×G Fr(n,N) X ×G Fr(n,N) Z ×G Fr(n,N)
S ×G Fr(n,N) X ×G Fr(n,N)
pt .
r
pi
i
r
τ
Then (55) is obtained by applying τ!pi! to the morphism r∗r
∗φmongN (QA → i∗i
∗
QA),
and so by proper base change and the isomorphism pi∗QA ∼= QA, it is sufficient to
prove that applying τ!r∗r
∗pi! to the morphism
β : φmongN (pi
∗QA → i∗i
∗
pi∗QA)
gives an isomorphism. By Theorem 1.3, pi!β is an isomorphism, and we are done.

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7. Applications
7.1. Vanishing cycles on preprojective stacks. Let Q be a finite quiver. We
define Q to be the doubled quiver, i.e. Q has the same vertex set as Q, and we set
Q1 = Q1
∐
Qop1 where Q
op
1 contains an arrow a
∗ for each arrow a ∈ Q1, with the
reverse orientation. We define Q˜ to be the quiver with the same vertices as Q, and
with
Q˜1 := Q1
∐
{ωi : i ∈ Q0}
where s(ωi) = t(ωi) = i. Consider the preprojective algebra
ΠQ := CQ/〈
∑
a∈Q1
[a, a∗]〉.
For γ ∈ NQ0 we denote by Mγ(ΠQ) ⊂ Mγ(Q) the substack of Q-representations
that are representations of the preprojective algebra.
We have a commutative square
Mγ(Q˜)
pi //
q

Mγ(Q)
p

Mγ(Q˜)
̟ //Mγ(Q)
where q and p are the affinization maps and pi and ̟ are the forgetful maps. The
morphism pi is the projection from the total space of a vector bundle. The map ̟
has an A1
C
-family of sections
l : M(Q)× A1C →M(Q˜)
given by setting the action of all of the ωi to be multiplication by z ∈ A1C. We
define
W˜ :=
∑
i∈Q0
ωi
∑
a∈Q1
[a, a∗].
By [5, Lem.4.1] there are monodromic mixed Hodge modules
BPSΠQ,γ ∈ Ob(MMHM(Mγ(ΠQ)))
such that
BPS
Q˜,W˜ ,γ
∼= l∗(BPSΠQ,γ ⊠QA1
C
)⊗ L−1/2.
We define
(56) BPS∗ΠQ,γ := Hc
(
Mγ(ΠQ),BPSΠQ,γ
)
.
It follows that⊕
γ∈NQ0
Hc(Mγ(ΠQ),QMγ(ΠQ))⊗ L
χQ(γ,γ) ∼=
⊕
γ∈NQ0
Hc(Mγ(Q˜),φ
mon
Tr(W˜ )
Q
Mγ(Q˜)
)⊗ LχQ˜(γ,γ)/2
∼=Sym
 ⊕
γ∈NQ0\{0}
BPS∗ΠQ,γ⊗Hc(pt /C
∗)⊗ L
 .(57)
where the first isomorphism is via dimensional reduction, and the second is the
integrality isomorphism [12, Thm.A].
Let W ′ ∈ CQ/[CQ,CQ] be a potential. We consider W ′ also as a potential for
Q˜ via the natural embedding of quivers. We say that W˜ +W ′ is quasihomogeneous
if there is a weight function Q˜1 → N such that the weight of each cyclic word in
W˜ +W ′ is a strictly positive constant.
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Proof of Theorem 1.6. Fix a dimension vector γ ∈ NQ0 . Define Pγ ⊂ Xγ(Q)
to be the subspace of tuples (ρ(b))b∈Q1 of matrices satisfying the matrix-valued
equation ∑
a∈Q1
[ρ(a), ρ(a∗)] = 0
and define Pγ ⊂Mγ(Q) likewise, i.e. Pγ = Pγ /GLγ ∼= Mγ(ΠQ).
Corollary 6.7 gives an isomorphism
Hc
(
Mγ(Q˜),φ
mon
Tr(W˜+W ′)
Q
Mγ(Q˜)
)
⊗ L−γ·γ ∼= Hc
(
Pγ,φ
mon
Tr(W ′)QPγ
)
.
Fix a cohomological degree m and a number N ≫ 0 depending on m. Let n =∑
i∈Q0
γi. There is a natural embedding GLγ →֒ GLn as a Levi subgroup. Let
Fr(n,N) be the space of n-tuples of linearly independent vectors in CN . Let
M :=Xγ(Q˜)×GLγ Fr(n,N)
M
′ :=Xγ(Q)×GLγ Fr(n,N)
P :=Pγ×GLγ Fr(n,N)
and let hN ∈ Γ(M′) be the function induced by Tr(W ′). We have natural maps pi,
qN , pN , and ̟ fitting into the commutative diagram
M M′
Mn(Q˜) Mn(Q)
qN
piN
pN
̟
where we define
piN : (A,B,C, (v1, . . . , vn)) 7→ (B,C, (v1 . . . , vn)).
Set
Hm := Hic
(
Pγ,φ
mon
Tr(W ′)QPγ ⊗ L
χQ(γ,γ)
)
.
Below, for F ∈ Ob(D(MMHM(M(Q)))) we denote by Fγ the restriction of F to
Mγ(Q). Then there are isomorphisms
H(0)∼= H
m
c
(
P,φmonhN QP ⊗ L
χQ(γ,γ)−nN
)
∼= Hmc
(
M
′,φmonhN QP ⊗ L
χQ(γ,γ)−nN
)
(1)
∼=
Hmc
(
Mγ(Q),φ
mon
T r(W ′)pN !QP ⊗ L
χQ(γ,γ)−nN
)
(2)
∼=
Hmc
(
Mγ(Q),φ
mon
T r(W ′)pN !piN !φ
mon
T r(W˜ )
QM ⊗ L
χQ˜(γ,γ)/2−nN
)
∼= Hmc
(
Mγ(Q),φ
mon
T r(W ′)̟!qN !φ
mon
T r(W˜ )
QM ⊗ L
χQ˜(γ,γ)/2−nN
)
(3)
∼=
Hmc
(
Mγ(Q),φ
mon
T r(W ′)̟! Sym
(
BPS
Q˜,W˜ ,γ
⊗Hc(pt /C
∗)vir
)
γ
)
∼= Hmc
(
Mγ(Q),φ
mon
T r(W ′) Sym
(
̟!BPSQ˜,W˜ ,γ ⊗Hc(pt /C
∗)vir
)
γ
)
∼= Hmc
(
Mγ(Q),φ
mon
T r(W ′) Sym
(
BPSΠQ,γ ⊗Hc(pt /C
∗)⊗ L
)
γ
)
(4)
∼=
Hmc
(
Mγ(Q), Sym (Gγ ⊗Hc(pt /C
∗))
γ
)
as required. Isomorphism (0) follows as in [12, Sec.2.2] from the fact that, up to
removing a very high codimension substack, P is a nN -dimensional affine fibration
over Pγ. Isomorphism (1) follows from the fact that p is approximated by proper
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maps (and so commutes with vanishing cycle functors [12, Prop.4.3]). Isomorphism
(2) follows from usual cohomological dimensional reduction [4, Thm.A.1]. Isomor-
phism (3) is the cohomological integrality theorem, while isomorphism (4) follows
from commutativity of vanishing cycle functors with Sym [12, Prop.3.11].

7.2. Generalizing the CMPS conjecture. With more effort, one can show that
there are isomorphisms
(58) BPS∗
Q˜,W˜+W ′,γ
∼= Hc(Mγ(Q),φ
mon
T r(W ′)BPSΠQ,γ)⊗ L
1/2.
This follows from realising the deformed dimensional reduction isomorphism as
an isomorphism of cohomological Hall algebras and realising BPS invariants as
primitive generators. It follows that we can endow⊕
γ 6=0
H(Mγ(Q),φ
mon
Tr(W ′)BPSΠQ,γ)
with a Lie algebra structure as in [12]. Expanding upon all this would greatly
lengthen the paper. However we do not need to prove that there is an isomorphism
(58) to obtain the following corollaries, generalizing the CMPS conjecture.
Corollary 7.1. Let α ∈ C〈b, c〉≥2 be quasihomogeneous, let η ∈ C[b, c] be the
Abelianization of α, and assume that Hc(A2C,φ
mon
η QA2
C
) is pure. The cohomological
DT invariants for (Q(3), W˜ + α) and dimension n ≥ 1 are
BPS∗
Q(3),W˜+α,n
∼= Hc(A
2
C,φ
mon
η QA2
C
)⊗ L−1/2
and thus only depend on the Abelianization of α and do not depend on n at all. In
particular, the cohomological DT invariants for (Q(3),Wd) and dimension vector
n ≥ 1 are
BPS∗Q(3),Wd,n
∼= Hc(A
1
C,φ
mon
cd QA1C)⊗ L
1/2.
Proof. We define
∆n : A
2
C →Mn(Q)
(y, z) 7→ (y · Idn×n, z · Idn×n)
Then by [5, Sec.5], for all n ≥ 1 we can write BPSΠQ,n = ∆n∗QA2
C
⊗ L−1. In the
notation of Theorem 1.6, we have
Gn = H(A
2
C,φ
mon
η QA2
C
)⊗ L
for all n ≥ 1, and we have an isomorphism
⊕
n∈N
Hc(Cn,φ
mon
Tr(α)QCn)
∼= Sym
 ⊕
γ∈N\{0}
H(A2C,φ
mon
η QA2
C
)⊗ L1/2 ⊗Hc(pt /C
∗)vir
 .
(59)
In particular, the left hand side of (59) is an element of the semisimple category of
pure monodromic mixed Hodge structures, so that the isomorphism LHS ∼= Sym(T )
determines T up to isomorphism. Corollary 6.7 and (47) give us isomorphisms⊕
n∈N
Hc(Cn,φ
mon
Tr(α)QCn)
∼=
⊕
n∈N
Hc(Mn(Q˜),φ
mon
Tr(W˜+α)
Q
Mn(Q˜)
)⊗ L−n·n
∼=Sym
⊕
n≥1
BPS∗
Q(3),W˜+α,n
⊗Hc(pt /C
∗)vir
 .(60)
and the result follows from comparing with (59). 
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We deduce, as a special case of Corollary 7.1, a cohomological refinement of [3,
Thm.3.2]:
Corollary 7.2. Set (Q,W ) = (Q(3), a[b, c]− cb2). Then
BPS∗Q,W,n
∼= L1/2
for all n ≥ 1.
Proof. By Corollary 7.1, this reduces to showing that
Hc(A
2
C,φ
mon
cb2 QA2
C
) ∼= Hc(A
1
C,Q),
which follows from the usual dimensional reduction isomorphism, defining g1 = b
2
in (2). 
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