Qualitative behavior and robustness of dendritic trafficking by Aljaberi, Saeed et al.
Qualitative behavior and robustness of dendritic trafficking
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Abstract— The paper studies homeostatic ion channel traf-
ficking in neurons. We derive a nonlinear closed-loop model that
captures active transport with degradation, channel insertion,
average membrane potential activity, and integral control.
We study the model via dominance theory and differential
dissipativity to show when steady regulation gives way to
pathological oscillations. We provide quantitative results on the
robustness of the closed loop behavior to static and dynamic
uncertainties, which allows us to understand how cell growth
interacts with ion channel regulation.
I. INTRODUCTION
Neurons maintain an array of nonlinear conductances that
are mediated by voltage sensitive ion-permeable proteins
called ion channels. The lifetime of an ion channel is hours
to days, while a neuron typically lives for the lifetime of an
animal [1]. Ion channels are therefore continually replenished
throughout a neuron. This process operates in closed loop:
electrical activity is sensed over long timescales and channel
densities are controlled by negative feedback to homeostati-
cally maintain neurons at a reference (average) activity level
[2], [3]. Homeostasis is essential for maintaining the electri-
cal signaling properties of neurons in the face of biological
noise, uncertainty and environmental perturbations, but the
underlying control architecture and constraints are poorly
understood [4].
Ion channel homeostasis faces significant constraints due
to the complex geometry of neurons [5], [6]. Channel mR-
NAs and protein subunits are synthesized at a central location
in the cell body but need to be distributed over an extensive
dendritic tree. This is achieved by motor proteins via active
intracellular transport along a network of filaments called
microtubules that span the dendritic tree [7], [8], [9], [5],
[6]. Although this allows newly synthesized mRNAs and
proteins to reach the extremities of a neuron, the trafficking
mechanism is thought to be largely blind to the identity
of the cargo and the location in the neuron. Cargo is
trafficked in bulk throughout the network and selected by
local sequestration at sites where it is needed. This demand-
driven model, known as the sushi belt model [10], can be
modeled mathematically as a compartmental system [9], [5],
[11], [6].
The closed loop behavior of this system critically depends
on the dynamics of the transport system and the geometry
of the transport network within the neuron. Furthermore,
each step in this process is subject to nonlinearities and
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uncertainties that are inherent in biological systems. It is
therefore challenging to make precise statements about the
closed loop behavior of ion channel regulation using con-
ventional system-theoretic tools. Neurons undergo physical
changes, such as growth, which force them to accommodate
changes to a number of physiological properties. Some
properties, like settling time, need to stay within a certain
range. Other properties, like mRNA synthesis rate, need
to increase/decrease depending on the state of the neuron.
Indeed, noise and uncertainties are prevalent in biological
systems, which requires strong robustness of the feedback
regulation mechanisms.
To analyze the closed loop behavior we adopt the novel
approaches of dominance theory and differential dissipativity
[12], [13]. We study both regimes of steady regulation and
pathological oscillations. We illustrate how key parameters
affect the behavior, in particular how the size of the dendritic
tree limits the control action, thus the overall regulation per-
formance. We provide a detailed robust analysis of the regu-
lation mechanisms to parameter uncertainties and unmodeled
dynamics. Our analysis is developed in the nonlinear setting
and shows that integral control can deal with substantial
model uncertainties at the cost of reducing performance, as
expected from classical robust control theory [14], [15], [16].
In Section II we derive the model and state the biologi-
cal assumptions, and show the possible behaviors. Section
III recalls the main results of dominance theory and p-
dissipativity. We provide a classification of possible behav-
iors in Section IV. Section V studies the robustness of the
model, to static and dynamic uncertainties. The problem of
growth is also discussed. Conclusions follow.
II. COMPARTMENTAL MODEL OF DENDRITIC
TRAFFICKING
A. Model formulation and biological assumptions
For expository purposes we consider a neuron as a
3−compartment system, shown in Figure 1. We show later
how our analysis is robust to the number of compartments.
The first compartment represents the cell body/soma, the
second and third compartments represent a dendrite, with
the third compartment being the site of cargo usage. Cargo
consists of ion channel precursor (mi, for ‘mRNA’) which is
produced only in the soma and transformed into functional
ion channels (gi) in the final compartment. We note that
there is mixed biological evidence for whether the trafficked
precursor is mRNA or protein. It is possible that mRNAs
are trafficked, then channel protein is synthesized locally.
Alternatively, channels are synthesized at the cell body then
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trafficked. This does not affect our model at our chosen level
of abstraction, so we simply refer to the precursor as mRNA.
We model mRNA transport by considering how micro-
scopic active transport along microtubules affects concentra-
tion mi in each compartment. Inspired by [17], we derived
a mean-field approximation of the random process governed
by a Simple Exclusion Principle [18] taking into account
crowding effects of cargo particles. This results in the follow-
ing nonlinear 3−compartmental model, with finite capacity
compartments, describing dendritic trafficking
channel mRNA
channel protein Cell Body
nucleus
Dendrite
m1
m2m3
Fig. 1. Role of dendritic trafficking in neural activity.
m˙1 = u(c−m1)− vfm1(c−m2) + vbm2(c−m1)− wm1
m˙2 = vfm1(c−m2)− vbm2(c−m1)
+ vbm3(c−m2)− vfmi(c−m3)− wm2
m˙3 = vfm2(c−m3)− vbm3(c−m2)− wm3 (1)
τg g˙ = m3 − g. (2)
In (1), mi ∈ [0, c] is mRNA concentration in the ith
compartment, bounded above by a capacity, c; vf , vb, w are
forward velocity, backward velocity, and mRNA degradation,
respectively; u is a control input that regulates mRNA
synthesis. (2) models the dependence of channel protein,
g, on mRNA concentration in the third compartment: τg
is a time constant corresponding to protein synthesis. In
vf
vb
ω
cm3
cg
ω ω
T
[Ca2+]target
T: somatic [Ca2+]-dependent enzyme
g: channel protein m: mRNA
[Ca2+]
m1 m2 m3
vf
vb
gAveraging V and
calcium influx
Fig. 2. Closed-loop model of regulation of dendritic trafficking.
line with experimental data and existing models [19], [20],
[3], we assume that channel mRNA synthesis, which occurs
only in the first compartment, is dependent on calcium
concentration, [Ca2+], (Figure 2). Existing models posit that
biochemical pathways modulate mRNA synthesis according
to the deviation of calcium concentration from an effective
set-point, [Ca2+]target. The form of the dynamics of the
control signal, T , that transforms the error signal, e =
[Ca2+]target − [Ca2+] into, u, in Equation (1) is the subject
of ongoing research. In particular, the question of whether
perfect set point tracking is achieved is of great interest. Here
we consider a biologically plausible controller implementing
leaky integral control:
u = T , τT T˙ = e− γT − ϑ(T ) (3)
where γ > 0 sets the degradation rate of T and ϑ(T ) enforces
positivity and boundedness of T . Here, for simplicity, we
take ϑ(T ) = a tan
(
pi
cT
(
T − cT2
))
, for 0 < a  1. In the
limit of γ → 0, (3) becomes a pure integrator.
ϑ(T )
TcT
Fig. 3. A typical function ϑ(T )
Calcium concentration varies due to voltage-dependent
channels and may be related to the (quasi-steady state)
membrane potential via a saturating monotonic relationship:
[Ca2+] = α1+expV/β with parameters α, β that capture
calcium buffering and the voltage sensitivity of calcium
channels [20].
Finally, to model the effect of channel protein concen-
tration on the membrane potential, V , we consider the
standard single compartment membrane equation, CV˙ =
gleak(Eleak − V ) + g(Eg − V ), where C is membrane
capacitance, gleak is a fixed, leak conductance and the
Eleak,g terms are equilibrium potentials for each type of
ionic conductance. By using a single compartment membrane
equation we are assuming that the neuron is equipotential (V
is independent of compartment index). We further assume
timescale separation between the fast voltage fluctuations
and the mRNA synthesis and trafficking mechanisms. We
therefore set the membrane potential to its quasi-steady state,
V := Vss =
gEg+gleakEleak
gleak+g
.
B. Model behavior and nominal parameters
TABLE I
NOMINAL PARAMETER VALUES
vf = 1 vb = 0.5 w = 1 gleak = 0.25
Eleak = −50 Eg = 20 α = 1 a = 0.0001
β = 1 cT = 10 τg = 1 τT =varies
[Ca2+]target = 0.5 c = 1 γ = 0 n = 3
Using the nominal parameter values in Table I, Figures
4(a)-4(c) summarize the behavior of (1),(2),(3) for different
values of the integration constant τT ∈ {1000, 80, 5}. Stable
regulation is achieved for large integrator time constant τT
(slow feedback). Performance improves for smaller time
constants (fast feedback). However, performance rapidly
degrades with the occurrence of pathological oscillations
when the integral feedback becomes too aggressive (τT = 5).
A nonzero γ in (3) will lead to imperfect tracking. The
analysis in Section IV shows that these simulations capture
the generic robust behavior of the closed loop system.
III. DOMINANCE THEORY IN A NUTSHELL
A p-dominant linear system with rate λ ≥ 0 has exactly
p slow/dominant modes, whose decay rate is slower than
−λ, and n− p fast decaying modes, where n is the system
dimension. The trajectories of the system rapidly converge
to a p-dimensional invariant subspace capturing the steady-
state of the system. In state space representation x˙ = Ax,
A ∈ Rn×n, linear p-dominance with rate λ is certified by
the Lyapunov inequality ATP +PA+ 2λI < 0 constrained
to symmetric matrices P with inertia (p, 0, n − p), that is,
p negative eigenvalues and n − p positive eigenvalues. p-
dominance can be extended to nonlinear systems of the form
x˙ = f(x) using the system linearization δ˙x = ∂f(x)δx
along arbitrary trajectories [12] (∂f(x) is the Jacobian of
f ).
Definition 1: A nonlinear system x˙ = f(x) is p-dominant
with rate λ ≥ 0 if there exist a symmetric matrix P with
inertia (p, 0, n− p) and a positive constant ε such that
∂f(x)TP + P∂f(x) + 2λP ≤ −I (4)
for all x ∈ Rn. y
(4) provides a tractable condition for p-dominance through
convex relaxation, as shown in [12, Section VI.B] and
[21, Chapter 4]. It enforces a uniform splitting among the
eigenvalues of ∂f(x) into p slow eigenvalues to the right of
−λ and n − p fast eigenvalues to the left. Our interest in
the property stems from the fact that p-dominance strongly
constrains the system asymptotic behavior, as clarified by the
following proposition from [12, Corollary 1]
Proposition 1: Every bounded trajectory of a p-dominant
system x˙ = f(x), x ∈ Rn, asymptotically converges to
- a unique fixed point if p = 0;
- a fixed point if p = 1;
- a simple attractor if p = 2, that is, a fixed point, a set of
fixed points and connecting arcs, or a limit cycle. y
[12, Theorem 2] shows that the asymptotic behavior of a p-
dominant system is captured by a p-dimensional dynamics,
which thus guarantees simple attractors for p ≤ 2. We
observe that a system can be p1-dominant and p2-dominant,
p1 ≤ p2, for different rates λ1 ≤ λ2. In using the theory,
wee are typically interested in finding the smallest degree
of dominance, which corresponds to the simplest asymptotic
behavior.
Differential dissipativity [12], [13] extends dominance the-
ory to open system. We refer the reader to these publications
for details. We will use the following notion of p-gain.
Definition 2: An open system x˙ = f(x) + Bu, y = Cx,
with input u, output y, and state x, has p-gain γ with rate λ ≥
0 if there exist a symmetric matrix P with inertia (p, 0, n−p)
and a positive constant ε such that[
∂f(x)TP + P∂f(x) + 2λP + CTC − εI PB
BTP −γ2I
]
≤ 0
(5)
for all x ∈ Rn. y
A straightforward specialization of [12, Theorem 4], see
also [22], provides a differential version of the small gain
theorem, which allows us to use the p-gain of a system to
characterize its robustness in presence of model uncertainties,
as in classical robust control theory [14], [15], [16].
Proposition 2: For i ∈ {1, 2}, let Σi be systems with
input ui, output yi, and pi-gain γi with rate λi = λ ≥ 0. If
γ1γ2 < 1 then the closed loop system given by y1 = u2 and
y2 = u1 is (p1 + p2)-dominant. y
Proposition 2 opens the way to the study of robust attrac-
tors that are not fixed points. This is particularly relevant in
system biology. In what follows we will take advantage of the
tractability of (4) combined to Proposition 1 to characterize
the steady state behavior of dendritic traffic regulation.
Then, we will use the notion of p-gain in combination with
Proposition 2 to study its robustness.
IV. NOMINAL BEHAVIOR AND DIFFERENTIAL ANALYSIS
OF DENDRITIC TRAFFICKING
Denoting by x˙ = f(x) the closed loop dynamics (1)-(3),
Figures 4(d)-4(f) show the position of the eigenvalues of the
Jacobian ∂f(x) for different levels of control aggressiveness,
through the selection of values τT ∈ {1000, 80, 5} and x,
for nominal parameter values in Table I. For readability, we
show only the two right-most eigenvalues of the Jacobian.
The others are always to the left of −0.5. Figures 4(d)-4(f)
can be roughly separated in two groups: stable linearization
- ∂f(x) has stable eigenvalues; Hopf-bifurcation - ∂f(x) has
unstable complex eigenvalues. These two groups explain the
difference between stable regulation at steady state and the
appearance of oscillations for small τT . For instance, for
large τT = 1000 (slow feedback) there are two real, stable
eigenvalues, as shown in Figure 4(d). This is compatible
with the behavior in Figure 4(a). As the integrator dynamics
becomes faster, τT = 80, the two right most eigenvalues
coalesce and bifurcate, Figure 4(e). Convergence becomes
faster, as shown in Figure 4(b) but damped oscillations may
appear. Finally, for aggressive feedback, τT = 5, the complex
unstable eigenvalues in Figure 4(f) justify the occurrence of
sustained oscillations in Figure 4(c).
The connection between Jacobian eigenvalues and closed
loop behavior can be made rigorous through dominance
analysis, by solving the linear matrix inequality (4) for
{mi, g} ∈ [0.1c, 0.9c], and using rates λ0, λ1, λ2 in Figures
4(d)-4(f); CVX [23] was used to numerically solve (4) for
each case of τT . The first observation is that the system
is always 2−dominant with rate λ2 = 0.5. A common
solution P can be found for τT ∈ [3, 3000]. This has a
striking conclusion: the steady state of the closed loop system
is compatible with planar dynamics, captured by a simple
attractor. This means that for τT ∈ [3, 3000] the closed
loop system either converges to a fixed point or enters into
sustained oscillations. This conclusion can be refined:
• (τT = 1000) For slow feedback, λ1 = 0.05 separates
the two real eigenvalues into two subgroups as shown
in Figure 4(d). Feasibility of (4) shows that the system
is 1-dominant with rate λ1 = 0.05, which guarantees
convergence to a fixed point.
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(a) τT = 1000.
0 200 400 600 800 1000
t
0
0.2
0.4
0.6
0.8
[C
a2
+ ]
[Ca2+]target
(b) τT = 80.
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(c) τT = 5.
(d) τT = 1000. (e) τT = 80. (f) τT = 5.
Fig. 4. (a)-(c) Response of [Ca2+] for different values of τT where the dendritic trafficking model was simulated with the nominal parameter values
in Table I and Initial condition x0 = [0.2; 0.2; 0.2; 0.2; 0.2]T .(d)-(f) two right-most eigenvalues of the Jacobian of the closed loop given by (1)-(3). For
Figure (e) the right-most eigenvalue does not cross the imaginary axis. Spectra were obtained by sampling 0.1 ≤ xi ≤ 0.9, where the black and blue dots
depict the movement of the two right-most eigenvalues..
TABLE II
SOLUTIONS TO (4) FOR UNCERTAINTIES IN TABLE III.
1−dominance 2−dominance
P1 =

0.1372 0.0602 0.0731 −0.0043 −0.2885
0.0602 0.1256 0.0867 −0.0146 −0.2571
0.0731 0.0867 0.1721 −0.0644 −0.2850
−0.0043 −0.0146 −0.0644 0.0713 0.0489
−0.2885 −0.2571 −0.2850 0.0489 −10.4987
 P2 =

15.0416 −45.5028 −86.9065 −4.5915 −12.0336
−45.5028 −26.7821 −81.5167 −19.3020 −2.0001
−86.9065 −81.5167 −15.7094 −28.5125 28.5969
−4.5915 −19.3020 −28.5125 28.3913 37.2012
−12.0336 −2.0001 28.5969 37.2012 −43.7541

• (τT = 80) As the integrator dynamics become faster the
two right most eigenvalues bifurcate and 1−dominance
is lost (Figure 4(e)). However, the system is still
0−dominant locally with rate λ0 = 0. This guarantees
local convergence to the fixed point.
• (τT = 5) For aggressive integrator dynamics the system
is 2−dominant with rate λ2 = 0.5. It cannot be 1-
dominant (complex right-most eigenvalues) and it can-
not be 0-dominant (unstable eigenvalues). 2-dominance
combined with the instability of the fixed point guar-
antees that sustained oscillations are the only possible
steady state behavior.
V. ROBUSTNESS AND GROWTH
A. Parametric uncertainties
The analysis above shows how the feedback time constant
τT affects regulation. We now study robustness to other
physiologically relevant parameters (such as velocities and
length) using dominance theory, looking at the three regimes
τT ∈ {1000, 80, 5}. For τT = 1000 a stable closed loop
behavior is preserved for any uncertainty in Table III (left
column). For τT = 5, the robustness of the oscillatory regime
is guaranteed for parameter ranges specified in Table III
(right column). A local robust analysis is also developed for
τT = 80. This is a fragile case for dominance analysis, which
we address numerically by looking at specific local regions.
TABLE III
1−dom: τT =1000, λ=0.05 2−dom: τT =5, λ=0.5
vf [0.2, 1.2] [0.8, 1.3]
vb [0.35, 1.1] [0.45, 1.4]
τg [0.1, 1.4] [0.8, 1.2]
For τT = 1000, the controller guarantees robust 1-
dominance with rate λ = 0.05 to uncertainties in Table
III (left column). Indeed, the matrix P1 in Table II is a
solution to (4) for all parametric uncertainties in Table III
(left column). Robust stable regulation is thus guaranteed for
these uncertainties. Stable regulation is also preserved when
the velocity constants are replaced by nonlinear functions
vf (mi−1,mi,mi+1) and vb(mi−1,mi,mi+1) whose slopes
v′f and v
′
b belong to the intervals defined in Table III.
For τT = 5, the closed loop system is robustly 2-dominant
with rate λ = 0.5 to uncertainties in Table III (right column).
This is certified by the matrix P2 in Table II which is a
solution to (4) for all parametric uncertainties in Table III
(right column). As discussed in other sections, 2−dominance
is not sufficient to claim robust oscillations. However, the
unique equilibrium of the system is always unstable for
parameters in Table III (right column) which, combined with
2-dominance, guarantees robust oscillations.
For τT = 80, the closed loop is moving from a stable to
an oscillatory regime (complex stable poles in the Jacobian).
High sensitivity to parameter variations is thus expected.
Table IV shows the trade-off between parameter ranges and
size of the region of 0−dominance.
TABLE IV
0−DOMINANCE: τT = 80, λ = 0.
25% around x∗ 20% around x∗ 15% around x∗
vf [0.8, 1.2] [0.55, 1.45] [0.4, 1.65]
vb [0.35, 1.1] [0.2, 1.3] [0.05, 1.5]
τg [0.8, 1.2] [0.55, 1.45] [0.4, 1.6]
B. Growth
How does a neuron tune its transcription rate in the pres-
ence of growth? A bigger neuron requires more biomolecules
to be synthesized and their traveling distance is longer. With
these variations, can a neuron withstand and maintain a stable
nominal behavior? Growth can be modeled in two ways:
by increasing the number of compartments or by adapting
capacity and velocity parameters. We adopt the latter for
simplicity.
We consider 1-dimensional growth, where L represents the
neuron’s total length. The identity c = L/n relates length L
to compartment’s capacity c and to compartments number
n. Growth corresponds to larger L thus larger capacities.
Forward and backward speeds are also updated accordingly.
Starting from the microscopic picture, suppose that each
compartment can fit c number of molecules as shown in
Figure 5. The figure shows a large compartment zj of
capacitance c and its constituent unit compartments xi’s,
each of capacity 1. The rate of change of molecules in
compartment zj is given by
z˙j = vxi−1(1− xi)− vxi+c−1(1− xi+c) (6)
where the internal exchange of molecules sum to zero.
We focus on particles that enter and leave zj , assuming
that particles are homogeneously distributed and spatially
indistinguishable (well-mixed) in each compartment zj , that
is,
xi = xi+1 · · · = xi+c−1 = zj
c
. (7)
Substituting (7) into (6), we get
z˙j = v
zj−1
c
(
1− zj
c
)
− v zj
c
(
1− zj+1
c
)
=
v
c2
zj−1 (c− zj)− v
c2
zj (c− zj+1) . (8)
Equation (8) shows that increasing L the compartment size
increases linearly and the velocities scale with 1/c2 or
equivalently 1/L2. In summary, growth is modeled by the
following parameter scaling in (1):
vf → vf
c2
, vb → vb
c2
, c =
L
n
. (9)
Within this modeling framework, the question of growth
reduces to a question of robustness to parameter variations.
The first question is: given an integrator time constant τT ,
xi xi+1 xi+c−1
v v v v v
xi+cxi−1
vv
zj zj+1zj−1
Fig. 5. A schematic representation of equations (6)-(7).
how much can the neuron grow before loosing stability?
We answer through 1−dominance, by deriving intervals of
length L that guarantee 1-dominance for a fixed time constant
τT , as shown in Figure 6(a). As expected, stable regulation
for longer neurons requires less aggressive feedback (larger
τT ). For any time constant τT , there is a threshold length
after which 1-dominance is lost. This regime is characterized
by the emergence of damped oscillations, which eventually
degrade into sustained oscillations for longer lengths. In
fact, Figure 6(b) shows that 2-dominance of the closed loop
is preserved for large variations (both on L or τT ) with
limit cycles appearing when the time constant is sufficiently
small or the length is sufficiently large, that is, when the
equilibrium of the system loses stability.
4 6 8
L
700
800
900
1000
1100
1200
T
loss of 1-dominance
1-dominance
(a) 1−dominance with λ1 = 0.05.
4 5 6 7 8
L
0
50
100
T
loss of 2-dominance
2-dominance(unstable)
2-dominance(stable)
(b) 2−dominance with λ2 = 0.4.
Fig. 6. Trade-off between τT and L for 1− and 2−dominance.
C. Unmodeled dynamics
Both growth and parametric variations have been modeled
in previous sections as static uncertainties. We now consider
dynamic uncertainties typically arising from unmodeled dy-
namics and modelling simplifications.We will model these
uncertainties as (possibly nonlinear) 0-dominant dynamic
perturbations, ∆1 and ∆2, acting on the nominal closed
loop as shown in Figure 7. ∆1 corresponds to additive
perturbations, such as neglected transport phenomena. ∆2
corresponds to multiplicative uncertainties such as neglected
fast dynamics in protein synthesis.
We assess the robustness of the closed loop using the
notion of p-gain in Section III and the small gain intercon-
nection in Proposition 2, which guarantees that perturbations
do not affect the the dominance of the closed loop if the
product of the nominal gain and of the perturbation gain is
less than one. Indeed, for the nominal parameters in Table I,
solving (5), the nominal closed loop in Figure 7 has 1-gain
γcl1 = 0.4549 from u1 to y1 and and 1-gain γcl2 = 2.7415
from u2 to y2, both with rate λ1 = 0.05. 1-dominance of the
closed loop, i.e. steady regulation, is thus preserved for any
perturbation ∆1 whose 0-gain γ1 satisfies γ1 < 1/γcl1 with
rate λ1. 1-dominance is also preserved when ∆2 has 0-gain
γ2 < 1/γcl2 with rate λ1.
[Ca2+]target +
T m
∆1 ∆2
g
ϕ(.)
−
e
[Ca2+]
y1 u1 y2 u2
+ +
Fig. 7. A schematic showing how the unmodeled dynamics affect the
nominal closed-loop as dynamic perturbations.
20 40 60 80 100
N
0
0.5
1
1.5
1
Fig. 8. 0-gain γ1 of ∆1 = ΣN − Σ3 for 3 ≤ N ≤ 100 and rate 0.05.
As an example we study closed loop regulation when the
3-compartmental model of transport Σ3 is replaced by a
more detailed N -compartmental model ΣN , N > 3. For
this case ∆1 represents the mismatch dynamics ΣN − Σ3.
For simplicity we restrict our analysis to linear transport
models, that is, we take Σ3 as in (1) but ignore compartment
saturation. ΣN is also a linear compartmental system. Its
parameters are scaled according to Section V-B, but this
time keeping a constant length L and varying the number
of compartments. Figure 8 shows how the 0-gain γ1 (rate
0.05) of ∆1 changes with the number of compartments. For
the nominal parameters in Table I, γ1 peaks at 1.1575, which
guarantees that the closed loop behavior remains unchanged
if we replace our 3-compartmental transport model with a
more detailed transport model based on 3 ≤ N ≤ 100
compartments.
A similar analysis can be developed to account for un-
modeled protein dynamics to show that sufficiently fast
reactions can be safely neglected. These examples show the
flexibility of the framework in systems biology for capturing
heterogeneous families of perturbations, mimicking classical
robust control. We note that the approach is not limited to
linear perturbations and can be extended beyond fixed point
analysis to study robust oscillations via 2-dominance.
VI. CONCLUSION
We presented a nonlinear model of dendritic trafficking
that captures spatial and crowding effects. We studied in-
tegral regulation of dendritic trafficking in the context of
ion channel regulation, providing results on its robustness to
parametric and dynamic uncertainties, and to growth. A large
number of questions remain unanswered. Our analysis of
growth, for example, is based on the variation of the dendrite
length but neurons develop by branching, expanding their
dendritic trees within complex morphologies and with vary-
ing diameters among different sections. This is an important
research direction that we believe can also be addressed with
the tools adopted in this paper. Another promising direction
is the study of regulation of synapses, or non-homogeneous
compartments with different conductance levels. Finally, in
this study we assumed that the soma is responsible for the
neuron’s entire regulation process. However, experimental
studies suggest that regulation is achieved by coordination
between global (integral control) and local (degradation)
mechanisms. This is an intriguing direction that we will
explore in future publications.
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