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N.C.A. da Costa and F.A. Doria claim to have shown in [1] that P = NP is
relatively consistent with PA. The purpose of the present note is to argue that there
is a mistake in that paper. Specifically, we want to point out that Corollary 5.14 of
[1] – which is used in the proof of their main result – is probably false.
We are first going to reconstruct their argument. According to that reconstruc-
tion, the argument of [1] would in fact show that PA proves P = NP . We’ll then
discuss Cor. 5.14 of [1]. However, rather than talking about provability in PA or
stronger theories, we’ll stick to a different attitude and argue internally1: using Cor.
5.14 of [1] we’ll derive a contradiction from the assumption that P < NP (and we
implicitly assume our argument goes thru in PA).
We’ll follow the notation of [1] (with the exception of f
¬A).
Some Turing machines.
∨
(z) = 1 iff pi1(z) codes a cnf-Boolean expression and
pi2(z) codes an assignment which satisfies it (o.w.
∨
(z) = 0). E is a fixed exponential
Turing machine that solves any instance of the satisfiability problem (in particular,∨
(〈z, E(z)〉) = 1 for any z coding a satisfiable cnf-Boolean expression). Let G be a
partial recursive function; for n < ω such that G(n) ↓ we let QG(n) be that Turing
machine which, given an input z, first computes G(n) and then computes E(z) in
case z ≤ G(n) and 0 in case z > G(n) (in particular, QG(n)(z) = E(z) for z ≤ G(n)
and QG(n)(z) = 0 for z > G(n); cf. p. 10 of [1]). Notice
∨
and all QG(n) (for n < ω
and G(n) ↓) are polynomial time Turing machines (in fact the QG(n)’s are “finite”).
By the Baker-Gill-Solovay trick there is a recursive enumeration (Pm:m < ω) of all
polynomial Turing machines; we may think of (the “Go¨del number” of) Pm as an
ordered pair 〈g, c〉 where g codes Pm’s program and c is a code for a polynomial
clock.
1Argumenting externally might be more in line with the paper itself. However, such a recon-
struction typically starts from a listing of Turing machines which is such that PA won’t be able
to prove “P < NP ⇔ f is total.” (The definition of f is given in the main text.)
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Some functions. We let f(m) be the least z such that
∨
(z) = 1, whereas∨
(〈pi1(z), Pm(pi1(z))〉) = 0 (i.e., f(m) witnesses that Pm doesn’t prove P = NP ).
We have: f is recursive, and f is total iff P < NP . (f is written f
¬A in [1]; cf. [1]
p. 4.) Let (ψi: i < ω) be a recursive enumeration of all polynomial functions from
ω to ω. We let F (m) = max{f ◦ ψi(m):m ≤ i ∧ f ◦ ψi(m) ↓}+ 1. (We understand
that max ∅ = 0.) Note that F dominates f ◦ψ (in the sense that F (m) > f ◦ψ(m)
for all sufficiently large m with f ◦ψi(m) ↓) for any polynomial ψ. If f is total then
F is recursive.
Corollary 5.14 of [1] now reads as follows: Main Lemma. If F is recursive, then
there is a linear ψ:ω → ω s.t. for all m and n do we have that QF (m)(n) = Pψ(m)(n).
Let us also consider the following, which trivially follows from this Main Lemma:
Main Lemma’. If F is recursive, then there is a polynomial ψ:ω → ω s.t. for all
m and n do we have that QF (m)(n) = Pψ(m)(n).
Given the Main Lemma’ we may now prove P = NP as follows. Suppose not.
Then f is total recursive, and hence so is F . If ψ is as in the Main Lemma’ then
F (m) > f ◦ψ(m) for all sufficiently largem. On the other hand, f(ψ(m)) is the least
z such that
∨
(z) = 1, whereas
∨
(〈pi1(z), Q
F (m)(pi1(z))〉) = 0. For pi1(z) ≤ F (m)
we’ll have QF (m)(pi1(z)) = E(pi1(z)), so that f(ψ(m)) ≥ 〈F (m) + 1, 0〉 ≥ F (m) +
1. We’ll thus have F (m) > f ◦ ψ(m) ≥ F (m) + 1 for all sufficiently large m.
Contradiction! We have shown that P = NP .
Have we? Not so, I claim. Let’s discuss the Main Lemma. The Baker-Gill-
Solovay trick uses the device of “clocks” in order to arrive at a recurive enumeration
(Pm:m < ω) of all polynomial Turing machines. I.e. (cf. above), the Go¨del number
of QF (m), viewed as a machine with a clock attached to it, will be – typically –
the ordered pair 〈g, c〉 = 〈g(m), c(m)〉 of a code g for QF (m)’s program (without
a clock) and a code c for a polynomial clock. Now the clock is not supposed to
shut down QF (m)’s operation before F (m) gets known. That is, c depends on the
length of the computation of F (m); in fact, if F is “complicated,” c ≈ the length
of the computation of F (m). Hence the function m 7→ Go¨del number 〈g(m), c(m)〉
of QF (m) will be at least as “complex” as m 7→ the length of the computation of
F (m). There is no reason to believe that it should be linear (or, polynomial, for
that matter). In other words, any function ψ s.t. QF (m)(n) = Pψ(m)(n) for all m
and n will be as “complex” as F is; which is, I think, as it should be. But this then
poses a serious problem. Suppose a ψ as above can only be as “complex” as F . The
above argument breaks down without an F s.t. F dominates f ◦ ψ.
It is hard to believe that there should be a proof of the Main Lemma’ which
doesn’t actually prove (without assuming P < NP ) the following. (∗) For any total
recursive G there is a polynomial ψ:ω → ω s.t. for all m and n do we have that
QG(m)(n) = Pψ(m)(n). But (∗) is false, as we shall now show. Recall that Q
G(m)
2
always first computes G(m); in this sense, the value G(m) “shows up (on the tape)
during the calculation of QG(m)(n),”2 for every m and n. Now let us consider
G(m) = max{t : t shows up during the calculation of Pi(m) for i ≤ m
m}+ 1.
Clearly, G is total recursive. Suppose that ψ is as in (∗) for G. In particular, for
every m, G(m) shows up during the calculation of QG(m)(m). However, pick m
s.t. ψ(m) ≤ mm. Then by construction, G(m) > t for all t which show up in the
calculation of Pψ(m)(m) = Q
G(m)(m). Contradiction! 3
I don’t understand the alleged proof of Cor. 5.14 of [1] which appears on pp.
13 ff. of [1]. Specifically, I don’t understand Remark 5.11 on p. 14 of [1]. I think
it contains a statement (“Again we have, [...].”) which has not been verified. The
statement is reminiscent to (∗) above.
We believe that at some point s.o. will prove P < NP by some form of “Galois
theory.”
I cordially thank N.C.A. da Costa and Chico Doria for their interest in my e-mail
messages concerning [1].
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