Direct numerical simulation of stability and transition of compressible boundary layers requires high-orderaccurate and computationally ef cient numerical methods to resolve a wide range of time-and length scales associated with wave elds in the boundary layers. Explicit methods have been used mainly in such simulations to advance the compressible Navier-Stokes equations in time. However, the small wall-normal grid sizes for viscous ow simulations impose a severe stability restriction on the allowable time steps in simulations using the explicit method. This requires implicit treatment to our numerical method. Although fully implicit methods are often used in steady-ow calculations to remove the stability restriction on time steps, they are seldom used in transient ow simulations because the time steps used in time-accurate calculations are often not large enough to offset high computational cost of using fully implicit methods. A high-order-accurate semi-implicit scheme is presented for the direct numerical simulation of the stability and transition of compressible wall-bounded ows. The ef ciency and accuracy of the semi-implicit scheme are evaluated by applying the method to transient ow simulations of several supersonic and hypersonic wall-bounded ow stability problems.
Introduction

T
HE numerical methods presented in this paper are motivated by our research of direct numerical simulation of stability and transition of compressible boundary layer. In recent years direct numerical simulation (DNS) has become a powerful tool in the study of fundamental ow physics of the stability and transition of compressible boundary layers. 1¡6 In such requiring high order both in space and in time-accurate simulations, the unsteady NavierStokes equations are computed, without using any empirical model, to resolve all time-and length scales associated with wave elds in the boundary layers.
The DNS studies of the stability and transition of compressible boundary layers over at plates have been carried out by many researchers using various methods. Kleiser and Zang 1 had reviewed the status of numerical simulations and methods for the DNS of compressible boundary layers and used compact scheme in spatial discretization. Erlebacher and Hussaini 2 used the explicit FourierChebyshev collocation method to do numerical experiments in supersonic boundary-layer stability. Fasel et al. 3 implemented the explicit fourth-order nite difference method in DNS of oblique breakdown transition in supersonic boundary layers. Eibler and Bestek 4 used a modi ed explicit MacCormack predictor-corrector scheme of second-order accuracy in time and fourth-order spatial discretizationto do spatial numerical simulations of nonlinear transition phenomena in supersonic boundary layers. Adams 5 did numerical simulation of transition in a compressible at-plate boundary layer by using an explicit spectral/ nite difference scheme. In Guo et al.'s 6 numerical simulations of supersonic boundary-layer transition, the explicit Runge-Kutta scheme in time and the highorder compact scheme in space were used. Generally, in these simulations high-order nite difference methods or spectral methods are used to discretize the governing conservation equations in space. The resulting semi-discrete systems of equations are then advanced in time using explicit time-steppingschemes, such as the third-order Runge-Kutta schemes.
Although most of the previous DNS work for compressible ow used explicit methods, simulations using explicit schemes for viscous ow simulation are not computationally ef cient because the grid sizes in the wall-normal direction are much smaller than those in the streamwise direction for viscous ow simulations. The small wall-normal grid sizes impose severe stability restriction on the allowable time steps in simulations using explicit schemes, where the time steps required by the stability requirement in the calculations are much smaller than those needed by accuracy consideration so that it is dif cult to perform the simulation in reasonable computation time. As a result, DNS of compressible boundary layers are an order of magnitude more computationally expensive than their incompressiblesimulations.The removal of the restrictionon the time steps for explicit schemes requires implicit treatment in numerical computations. However, fully implicit methods, which advance all derivativesin time using implicit time-steppingschemes,are seldom used for transient ows because the time steps used in unsteady ow calculationsare often not large enough to offset high computational cost of using implicit methods because of the accuracy requirement in computing the development of transient instability waves in the streamwise direction. Therefore, the appropriate method that can meet the requirement for both computational ef ciency and numerical accuracy in the DNS studies is the semi-implicit method, which only treats the derivatives in the wall-normal direction implicitly. The idea of the semi-implicit method is not new; it has been a common method for DNS of incompressibleturbulence,which typically treated viscous parts of the equations implicitly, or simulations of chemical reaction, which treated the stiff term implicitly and used second-order fractional step in time discretization.
This paper presents a high-order semi-implicit scheme for the DNS of the stability and transition of compressible wall-bounded ows. The unsteady compressible Navier-Stokes equations are discretized in space using high-order nite difference schemes. The spatial discretization terms of the governing equations are separated into stiff terms, involving derivatives along the wall-normal direction only, and nonstiff terms for the rest of the equations. The split equations are advanced in time using semi-implicit temporal schemes, which lead to ef cient computations of block sevendiagonal systems of implicit equations. In this paper a set of secondand third-order semi-implicit Runge-Kutta schemes 7 are used for the robust and accurate temporal discretizationof stiff equations for the DNS of unsteady compressible ows. For the direct numerical simulation of hypersonic boundary layers behind bow shocks over blunt bodies, a high-order shock-tting numerical scheme developed by Zhong 8 is used to treat the presence of shock waves. The ef ciency and temporal accuracy of the semi-implicit scheme are evaluated by applying the method to several transient ow simulations of compressible boundary-layer stability.
Governing Equations
The governing equations are the unsteady three-dimensional Navier-Stokes equations written in a conservation-lawform:
where U D f½ ; ½u 1 ; ½u 2 ; ½u 3 ; eg (2)
The details for the expressions just listed can be found in Ref. 8 . The viscosityand heat conductivitycoef cients are computed by the Sutherland law and the assumption of a constant Prandtl number. Perfect gas assumption is used in all ows considered in this paper. For numerical simulations of ow elds over a curved body surface, structuredbody-tted grids are used to transformthe governing equations (1) in the Cartesian coordinates into a set of curvilinear three-dimensionalcoordinates(» ,´, , ¿ ) along the body-tted grid lines. The transformation relations for the two set of coordinatesare
The governing equations (1) are transformed as follows:
where
where J is the Jacobian of the coordinate transformation and » x , » y , » z ,´x ,´y,´z,´t , x , y , and z are the grid transformation matrices. In the equations the transformed inviscid uxes E 0 , F 0 , and G 0 are standard ux terms with known eigenvalues and eigenvectors. The transport ux terms E 0 v , F 0 v , and G 0 v contain both rst-order and second-order spatial derivatives of velocity and temperature. These derivatives in the Cartesian coordinates .x; y; z/ are transformed into the computational coordinates .»;´; / using a chain rule for spatial discretization.
High-Order Semi-Implicit Method
In DNS of compressibleboundary-layer ow, the governingequations are often solved by using the method of lines that the governing equations (9) are rst discretized in space by a high-order nite difference method. The spatial discretization leads to a system of split ordinary differentialequations, which can be solved by a semiimplicit time-stepping method.
In semi-implicit methods the spatial discretizationof the NavierStokes equations is split into the stiff terms involving spatial derivatives normal to the wall and the rest of the ux terms. The split ordinary differential equation is then integrated in time using semi-implicit Runge-Kutta schemes derived by Zhong 7 or second-order AB-CN (Adams-Bashford and Crank-Nicolson) semi-implicitmethod. The resultingsemi-implicitmethodsfor computations of the Navier-Stokes equations are high-order accurate in both space and time and are much more ef cient than explicit schemes because only the stiff terms in the equations are treated implicitly. For simplicity, only two-dimensional formulas of the highorder semi-implicit method are presented in the following sections. The extension to three-dimensional equations is straightforward.
Splitting of Governing Equations
The stiffness of viscous ow simulations is mainly a result of terms associated with derivatives in the wall-normal direction [@. /=@´and @ 2 . /=@´2] because of grid stretching near the wall. Therefore, Eq. (9) for a two-dimensional ow in (» ,´, ¿ ) is additively split into relatively nonstiff part f .U i j / and stiff part g.U i j / as follows:
where i and j are the grid indices in the » and´direction, respectively. The transport ux vector in´direction F 0 v is split into F 0 v2 , the part of the viscous ux terms only involving normal derivatives, and F 0 v1 , the part of the viscous ux terms except F 0 v2 , that is,
Speci cally, F 0 v can be derived from Eq. (14) as
where k D 1; 2. The transport terms, ¿ i j and q i given by Eqs. (6) and (7), can be transformed into (» ,´) coordinates using the chain rule.
where high-order nite difference methods are used to discretize both @. /=@´and @ 2 . /=@´2 terms. In Eq. (16), g.U i j / is much stiffer than f.U i j / because grid spacing in the wall-normal direction is much smaller than that used in streamwise direction for most viscous ow simulations. Therefore, the high-order semi-implicit method is used to overcome the stiffness of g.U i j / while maintaining high-order temporal accuracy.
Spatial Discretization
The split governing equation (16) is rst approximated by highorder-accurate nite difference methods. For the case of DNS of compressibleboundarylayers with a bow shock, the shock wave can be treatedby a shock-tting method becausethere is no discontinuity in the interiorof the computationaldomain. In this paper a fth-order upwind scheme 8 is used to discretize the inviscid ux derivatives. Meanwhile,high-ordercentraldifferenceschemes,such as the sixthorder central scheme, are used to discretize the viscous ux terms in the equations.
For the inviscid ux vectors in the Eqs. (17) and (18), the ux Jacobians contain both positive and negative eigenvaluesin general. A local Lax-Friedrichs scheme is used to split the inviscid ux vectorsinto positive and negativewave elds. As discussedin Ref. 8 , the Lax-Friedrichs scheme is dissipative for a low-order scheme, but for a high-order scheme it performs very well. As a result, the ux term F 0 in Eq. (18) can be split into two terms of pure positive and negative eigenvalues as follows:
where¸is chosen to be larger than the local maximum eigenvalues of
and the parameter² is a small positiveconstantaddedfor the smoothness of the splitting. The uxes F 0 C and F 0 ¡ contain only positive and negative eigenvalues, respectively. Therefore, in the spatial discretization of Eq. (17), the ux derivatives are split into two terms:
where the rst term on the right-hand side is discretized by an upwind high-order nite difference method and the second term is discretized by a downwind high-order nite difference method. The fth-order upwind explicit scheme 8 for the derivative of a variable Á is
®, and a j D ¡ 5 3 ®. This scheme is a fth-order upwind scheme when ® < 0 (® D ¡2). The scheme reduces to a sixth-ordercentral scheme when ® D 0. Meanwhile, the corresponding sixth-order central explicit inner scheme for the second-order spatial derivative in the viscous term is
The spatial discretization of the split Eq. (16) using these highorder schemes coupled with appropriate boundary conditions leads to a system of ordinary differential equations in the form of 
Semi-Implicit Time-Stepping Schemes
The system of ordinary differential equations of Eq. (30) can be integrated in time using semi-implicit temporal schemes, where [ f .t ; u/] is treated explicitly and [g.t; u/] is treated implicitly. Second-order AB-CN semi-implicit method and semi-implicit Runge-Kutta schemes derived by Zhong 7 and Yoh and Zhong 9 are used in this paper.
The AB-CN method is
where h is the size of the time step. The AB-CN method is simple, but it is only second-order accurate. It was shown by Zhong 7 that in order to have a third-or higher-order temporal accuracy the semi-implicit method needs to be derived in a way that the effects of coupling between the implicit and explicit terms on the accuracy need to be considered. Zhong 7 subsequently derived three kinds of third-ordersemi-implicitRunge-Kutta schemes for high-ordertemporal integration of the governing equations for reacting ow simulations.High-order,low-storagesemi-implicitRunge-Kutta method versions(LSSIRK) have also been derivedin Ref. 9 . In particular,the Rosenbrock-typeRunge-Kutta (LSSIRK-rC) method can be written as follows:
where j D 1; : : : ; r and parameters c j , N c j , b j can be found in Ref. 9 . For instance, in LSSIRK-3C,
, a 2 The parameters of the semiimplicit Runge-Kutta methods are chosen by both stability and accuracy requirements with the simultaneous coupling between the explicit and implicit terms. In this paper, except for the AB-CN method, there are three kinds of semi-implicit Runge-Kutta methods to be used to advance the spatial discretizationof Navier-Stokes equations in time. They are the rst-order semi-implicit RungeKutta scheme (ASIRK-1C); the second-order, low-storage semiimplicit Runge-Kutta scheme (LSSIRK-2C); and the third-order, low-storage semi-implicit Runge-Kutta scheme (LSSIRK-3C).
In applying the semi-implicit method to Navier-Stokes equation (30), the global Jacobian matrix comes from the implicit method and can be de ned by J.u/ D @g=@u. The components of the Jacobian J.u/ are derived by considering the variation of g.U i j / in Eq. (16):
where D=D´is the fth-order nite difference approximation of the derivatives in the wall-normal direction and F 0 C , F 0 ¡ are inviscid uxes given by Eq. (27). The variations for these inviscid uxes are
and those for the viscous ux are
where the matrices M, A v , B v , and C v are given in the Appendix. Substituting Eqs. (34) and (35) into Eq. (33), where the derivatives are approximated by the fth-order upwind scheme and sixth-order central scheme described in Eqs. (28) and (29), leads to
where the coef cient matrices are given in the Appendix. The nal global Jacobian matrix for the system of ordinary differential equations, Eq. (30), is a block seven-diagonal matrix involving terms along the j grid direction only. This block seven-diagonal system of equations can be solved ef ciently by a banded matrix solver.
Boundary Conditions
The physical boundary conditions for viscous ows are nonslip conditions for velocity and isothermal or adiabatic condition for temperature.The freestream ow conditionsare speci ed by a given ow. The disturbances such as planar acoustic waves imposed into the ow are speci ed according to their own particular physical nature.
For numerical simulations it is necessary to set numerical boundary conditions for some ow variables in addition to the physical boundary conditions. This is especially the case at the computational boundary of the exit and inlet. There have been many investigations on the issues of numerical boundary conditions for the direct numerical simulations of compressible as well as incompressible boundary layers. Examples of the work include the following: Orszag et al. 10 presented a sponge layer with absorbing boundary conditions in the study of problems involving wave propagation, Streett 6 compared the results obtained by using the preceding different boundary conditions in the simulation of compressible boundary-layertransition. Collis and Lele 13 studied the problem of compressibleswept leading-edgereceptivityby using in ow sponge and out ow sponge boundary conditions.
Because the emphasisof currentpaper is the semi-implicitmethod for ef cient and accurate time integration of the governing equations, we will mainly consider ows either with periodic boundary conditions or with a supersonic exit where the re ection of disturbances are negligible. Boundary conditions on the wall are included in the global Jacobian matrix to ensure that it is a global implicit equation and advanced in time. For example, to include the lower wall boundary conditions, by imposing the fourth-order boundary conditions ±U i1 can be written as
where V and @ V =@U can be found in Appendix and .@ V i1 = @ V i j /. j D 2; : : : ; 5/ are the coef cients of the correspondingboundary conditions applied to the lower wall.
Numerical Results
To test the usefulness and accuracy of the new algorithm, the new high-order semi-implicit schemes with a high-order shock-tting algorithm for hypersonic ow over a blunt body have been extensively validated and evaluated. The shock-tting procedure can be turned off if there is no shock in the ow eld. The main issue of the evaluation is the temporal accuracy of the implicit-explicitsplitting in the high-order simulations and the ef ciency of the semiimplicit schemes compared to explicit schemes for transientviscous ow simulations. In the following sections stability of supersonic Couette ow is simulated by using the new high-ordersemi-implicit method to test the accuracy and ef ciency of the new method. Subsequently, stability of supersonic boundary layer is studied. Finally, two-dimensionalhypersonicboundary-layer ow over a blunt body is validated.
Stability of Two-Dimensional Supersonic Couette Flow
The new high-order semi-implicit scheme is applied to the simulation of the two-dimensional compressible Navier-Stokes problem of temporal stability of supersonic Couette ow. Compressible Couette ow is a wall-bounded parallel shear ow whose steady mean ow can be obtained accurately by a shooting method. Because the mean ow is parallel, the temporal linear stability analysis on the full Navier-Stokes equations can be obtained when disturbance is weak. 8 Therefore, we can test the semi-implicit method in computing both steady and unsteady two-dimensional supersonic Couette ow by comparing the numerical solutions with exact transient solutions obtained from the analysis based on linear stability theory (LST).
Steady Flow Solutions
We rst use the high-order semi-implicit codes for unsteady Navier-Stokes equations to compute the steady solutions of the supersonic Couette ow. The results are compared with the "exact" solutions obtained by a shooting method. Several cases with different Mach numbers, Reynolds numbers, and wall temperature have been tested. The results of only one of the cases are shown in this paper. The ow conditions are M 1 D 2 and the upper wall is an isothermal wall with T 1 D 220:66667 K, whereas the lower wall is an adiabatic wall. The gas is assumed to be perfect gas with°D 1:4 and Pr D 0:72. The viscosity coef cient is calculated by Sutherland's law. To calculate the steady ow of supersonic Couette ow, the semi-implicit method ASIRK-1C is simpli ed to the fully implicit method because the mean ow is parallel in the horizontal direction. At this time, because the temporal accuracy is not our important concern, very large 1t is used in the ASIRK-1C method with a Courant-Friedrichs-Lewy (CFL) number 10 5 . Figure 1 shows the steady nondimensionalvelocity and temperature pro les obtained by using the semi-implicit fth-order upwind scheme with 100 uniform grid points. Velocity is nondimensionalized by the velocity at the upper wall, and temperature is nondimensionalized by T 1 . The numerical results agree well with the exact solutions. The accuracy of the numerical simulations is evaluated by grid-re nement studies using several sets of uniform grids. The quantitative numerical errors of the simulations using two kinds of uniform grids are listed in Table 1 . The table shows that the numerical errors for this fth-order semi-implicit scheme in spatial discretization are of the order of 10 ¡6 using 50 grid points and 2:315 £ 10 ¡7 using 100 grid points in a wall-normal direction. The theoretical ratio of the errors between the coarse grids and the ne grids is 32 for a fth-order scheme. The results in Table 1 show that the numerical algorithms are able to maintain high-order accuracy in spatial discretization.
Unsteady Flow Solutions
Three different kinds of semi-implicit schemes, ASIRK-1C, LSSIRK-2C, and LSSIRK-3C, are subsequently tested by doing numerical simulations for the temporal stability of the same steady two-dimensionalcompressible Couette ow. The temporal stability problems are concerned with the growth or decay of some superimposed spatially periodic disturbances on the steady Couette ow solutions. The small initial disturbances, which are periodic in the x direction, are in the form of eigenfunctions obtained from linear stability analysis:
where ® (real number) is a given wave number and complex frequency ! and eigenfunction O q.y/ are both obtained by the stability analysis; q 0 .x; y; t / is the disturbance of any ow variable. The disturbances will grow or decay exponentially if the sign of the imaginary part of ! is positive or negative, respectively.
In the numerical simulationsthe developmentsof these initial disturbances in the two-dimensional ow eld are computed using the full Navier-Stokes equations. The initial conditions are the steady ow solutions plus disturbances given by a set of eigenfunctions obtained by linear stability analysis 14 as follows:
where ² is the magnitude of the disturbance. The unsteady ow eld is solved by computing the unsteady Navier-Stokes equations using different kinds of implicit temporal discretizations.The same stretched grids are used in the y direction as those used in the linear stability theory calculations. The computational domain in the simulation is one period in length in the x direction,and periodicboundaryconditionsare used. The numerical accuracy of the semi-implicit schemes is evaluated using analytical solutions obtained from the linear stability analysis. 14 The initial disturbance of the test case is chosen to be a stable mode according to the linear stability theory. The ow conditions are M 1 D 2 and Re 1 D 10 3 . The initial disturbance wave has a dimensionless wave number of ® D 3, which is nondimensionalized by the distance between two plates, and the eigenvalue obtained from the temporal linear stability analysis is ! D ! r C ! i i D 5:52034015848¡ 0:132786378788i , where a negative ! i means that the disturbanceswill decay in time with a dimensionless frequency! r . The magnitude of the disturbances² is 0.002. Figure 2 shows the contour of the real part of the eigenfunciton of p 0 in the ow eld obtained by linear stability analysis. To evaluate the temporal accuracy and ef ciency of the semi-implicit schemes for unstable ow simulations, the unsteady two-dimensional supersonic Couette ow is computed by using four kinds of timestepping methods, which are rst-orderexplicit temporal discretization, ASIRK-1C, LSSIRK-2C, and LSSIRK-3C, respectively. The spatial scheme is the same fth-order scheme described in Eq. (28). In the simulation a set of 52 £ 101 stretching grids is used. The explicit and semi-implicit methods use different time steps according to the stability restriction. The actual values of CFL number used in the simulations are given in Table 2 . Figure 3 shows the comparison of the numerical results using the LSSIRK-2C method and the linear stability theory predictions for the time history of velocity perturbations perturbations, respectively, at a xed point in the two-dimensional supersonic Couette ow eld and the comparison of the distribution of instantaneous ow perturbations in the y direction after about six wave periods. The results show that the two-dimensionalnumerical simulationsof the Navier-Stokes equations for the stability of supersonic Couette ow by using semi-implicit method agree well with the results from linear stability theory.
The amplitudes of the disturbance waves decay as a function of time in this case. For suf ciently low-amplitude waves, linear stability analysis shows that the perturbation kinetic energy of the solutions is
where E 0 is the perturbation energy at t D 0. Figure 4 displays the time history of [E.t /=E 0 ] for the computed perturbation energy and the analytical value of the linear stability analysis in one wave period, which is equal to 2! i . Different grid numbers in the y direction are used to study the required grids by accuracy requirement. The numerical results using 100 grid points in the y direction agree well with the linear stability results. However, the numerical errors are accumulated along the time when fewer grids, 20 and 30 grids, are used in the y direction.
To evaluate the temporal accuracy of the semi-implicit schemes at different orders, Fig. 5 shows the relative errors for the solutions in the y direction for four kinds of numerical methods at the end of two wave periods. Each method uses different size of time step 1t according to the stability restriction of each individual method. Consequently,the explicit method uses smaller 1t in every time step because of stability constraint and is not ef cient in computational time. On the other hand, much larger 1t can be used for semiimplicit methods so that the computational time can be reduced. However, it is necessary to ensure that temporal accuracy is not reduced because of the lager 1t . Figure 5 shows that the explicit method has small errors even for the rst-order explicit temporal discretization.The errors for the explicit scheme are mainly caused by those from the spatial discretizationwhile very small 1t is used. The semi-implicit method, on the other hand, loses some accuracy when rst-order temporal discretizationis used because a larger 1t is used in every time step. As the temporalordersof the semi-implicit methods increasedto secondand third order,the relative errors of the semi-implicit methods were close to those of explicit method; even the time step was much larger. This is because the relative errors for the second-order and third-order semi-implicit methods are mainly caused by the numerical errors from the spatial discretization. The temporalaccuracyare ensuredfor both second-orderand third-order semi-implicit methods using large 1t with CFL number 0.33. Table 2 compares the computational ef ciency using the explicit method and the semi-implicit methods by simulating the ow about two wave periods and records the real CPU time consumed by each method. Table 2 shows that the time-step ratio of the explicit method and the semi-implicit methods is about 75:4. Therefore, though it takes more CPU time to advance the semi-implicit method per time step, the overall CPU time is much smaller than that used by the explicit method. Speci cally, the explicit method requires about 8.5 and 5.2 times more CPU time than the second-orderand third-order semi-implicit methods, respectively,to do the same simulation with the same accuracy. Therefore, the overall computational ef ciency is improved while the temporal accuracy of transient ow simulation is maintained by using second-order and third-order semiimplicit methods. Considering the computation accuracy and efciency together, the second-order semi-implicit method is the preferred method in this paper.
Stability of Two-Dimensional Supersonic Boundary Layers
Compared with the supersonic Couette ow, the supersonic boundary layer is a test case that is closer to practical wall-bounded high-speed viscous ow. The fth-order semi-implicit schemes for unsteady Navier-Stokes equations are applied to simulate the temporal stability of supersonic at-plate boundary layer. In this test case the semi-implicit method contains both explicit and implicit treatment in the x and y directions, respectively. The initial
3 (based on the boundary-layer thickness). The computation uses 42 £ 141 grids covering a section of the boundary layer. The grids are stretched in the y direction in order to resolve the high shear layer in the boundary layer. Based on the results of the accuracy assessment in simulating stability of supersonic Couette ow, the LSSIRK-2C semi-implicit method is used as the time-stepping method. The grid has an aspect ratio of 1x=1y D 169:2857.
Again, the numerical methods are rst tested in steady mean ow computations. Figure 6 displays the mean ow of numerical results compared with the exact solutions obtained by solving the boundary-layer equations using a shooting method with several orders of magnitude smaller errors. The numerical results agree well with the exact solutions.
The unsteady ow simulations are carried out by choosing the initial disturbance wave number ® D 0:22, which is nondimensionalized by boundary-layer thickness ±. using different grid numbers in the y direction are shown in Fig. 8 . The numerical results obtained by using 140 grids in the y direction agree well with the linear stability results. When fewer grids such as 50 and 25 grids are used in the y direction, the numerical errors are accumulated along the time.
The ef ciency of the semi-implicit method is evaluated, and the results are shown in Table 3 . Compared with the CFL number 0.00284 used by the explicit method, a larger CFL number 0.18 can be used by the semi-implicit method. The ratio of CPU time required by the explicit method and the semi-implicit method to advance the simulations about two wave periods is about 6:4. Therefore, the overall computationalef ciency can be improved by using a semi-implicit method.
Receptivity of Hypersonic Flow over a Parabola
The last test is the numericalsimulation of the receptivityof a twodimensionalboundarylayer to weak freestreamacousticdisturbance waves for hypersonic ow past a parabolic leading edge at zero angle of attack. The same problem is studied in details using explicit method by Zhong in Ref. 8 . In this paper the same ow conditions and boundary conditions as those in Ref. 8 are used to evaluate the numerical ef ciency and accuracy of the new high-order semiimplicit method.
In the receptivity simulation the unsteady motions of the bow shock caused by freestream disturbances are treated by a shocktting method as a computational boundary. The steady ow eld is rst obtained by computing the ow without freestream waves. The unsteady simulation is then carried out by superimposing a freestream disturbances on the steady mean ow solutions. The subsequentdevelopmentof disturbancewaves in the boundary layer with the effectsof the bow-shockinteractionis simulatedby computing the full Navier-Stokes equations. The freestream disturbances are assumed to be weak monochromatic planar acoustic waves with wave front normal to the center line of the body. The perturbations of ow variable introduced by the freestream acoustic wave before reaching the bow shock can be written in the following form: The corresponding dimensionless frequency F is de ned as
The speci c two-dimensional test case is a Mach 15 ow over a two-dimensional parabolic body, which surface is given by 
:55. The steady ow solutions of the Navier-Stokes equations for the viscous hypersonic ow over the parabola are rst obtained by using second-order AB-CN semi-implicit temporal discretization instead of LSSIRK-2C temporal discretization because the AB-CN method is easier to program for the problem with shock-tting method and has fewer computation steps than the LSSIRK-2C. Meanwhile, AB-CN has second-order temporal accuracy, which is the same as the LSSIRK-2C method. LSSIRK-3C is used for thirdorder temporal discretization.In this paper only the results using the AB-CN method are presented. On the other hand, fth-order spatial discretization is implemented, and the solutions are advanced to a steady state without freestream perturbations. The calculations are carried out by using a set of 160 £ 120 grids. The use of the semiimplicit method makes it possible to use a larger time step measured by the larger CFL number used in the simulations. In steady ow simulation the CFL number used by the semi-implicit method is 0.15 depending on 1x. This is much larger than the CFL number 0.0049 used by the explicit simulations.
Having obtained the steady solutions, the unsteady simulations are carriedout for the generationof boundary-layerinstabilitywaves by introducing freestream planar acoustic disturbances wave with a dimensionless frequency F £ 10 ¡6 D 2655. The numerical solutions are obtained by using a high-order semi-implicit method with a set of 160 £ 120 grids. To maintain the temporal accuracy in unsteady simulations, the CFL number is used as 0.14 based on 1x compared with CFL number 0.0047 used by the explicit method. The unsteady computationsare run for more than 29 periods in time to ensure that periodic solutions have been reached for the entire ow eld. Ef ciency and accuracy of the new semi-implicit method are studied for this unsteady receptivity problem. Figure 9 shows the contours for the instantaneousperturbation u 0 of the velocity in the x direction after the ow eld has reached a periodic state and the amplitude ju 0 j of the disturbances.The instantaneous contours of u 0 show the development of instability waves in the boundary layer on the surface. The rst region of x < 0:2 dominated by the rst mode instability and the second region of x > 0:2 dominated by the second mode instability are numerically obtained by using the semi-implicit method. The characteristics of the switching of instability modes from region 1 to region 2, the decay of the rst mode and the growth of the second mode with the sudden phase angle change near the body surface around x D 0:2, which have been discussed in Ref. 8 by using the high-order explicit method, are obtained, too. The accuracy of the unsteady solutions obtained by using the new semi-implicit method with much larger CFL number is assessed by comparison with the explicit solutions. Figure 10 compares the distribution of instantaneous entropy perturbations along the parabola surface. The results show a very good agreement between results of the semi-implicit method and those of the explicit method. Table 4 shows the real consumed CPU time comparison between the explicit method and the second-order AB-CN semi-implicit method. The real consumed CPU time is recorded by running the code about 10 wave periods. The computation results show that the new schemes improve the computational ef ciency by nearly one order of magnitude compared with the explicit method. In this case the magnitude of the maximum time step used in numerical calculation is limited by the stability conditions related to the grid size in the streamwise direction only. The results demonstrate that stiffness of ne grids in the direction across the boundary layers has been removed by the semi-implicit method while the temporal accuracy of the unsteady simulations has been maintained. Accuracy and ef ciency are well approached for the simulations of unsteady compressible ows by using the high-order semi-implicit method.
Conclusions
An ef cient and high-order-accurate semi-implicit method has been presented in this paper for the DNS of unsteady compressible ows based on the unsteady Navier-Stokes equations. The method uses semi-implicit treatment to overcome the stiffness of viscous wall-normal derivative terms, whereas the streamwise terms are computed by the explicit method for ef cient unsteady ow calculations. The ef ciency and accuracy of the method has been tested in several cases of steady and unsteady two-dimensional compressible ow. The main focus of the evaluation is on the ef ciency and the accuracy of the semi-implicit methods for transient ow simulations when a large CFL number is used to reduce the computational time. The results of all of the test cases show that by using the semi-implicit method the computational ef ciency can be improved nearly by one order of magnitude while the high accuracy of the explicit method is maintained. Meanwhile, the CFL numbers in the semi-implicit computationsare limited only by streamwise grid sizes and the accuracy requirement for unsteady ow computations. The results have demonstrated the advantage in ef ciency by using the high-order semi-implicit time-stepping methods in the DNS of unsteady compressible ows. 44 
