Abstract: This paper proposes a novel material recognition method for robotic tactile sensing. The method is composed of two steps. Firstly, a human-touch-inspired short-duration (1 s) slide action is conducted by the robot to obtain the tactile data. Then, the tactile data is processed with a machine learning algorithm, where 11 bioinspired features were designed to imitate the mechanical stimuli towards the four main types of tactile receptors in the skin. In this paper, a material database consisting of 144,000 tactile images is used to train seven classifiers, and the most accurate classifier is selected to recognize 12 household objects according to their properties and materials. In the property recognition, the materials are classified into 4 categories according to their compliance and texture, and the best accuracy reaches 96% in 36 ms. In the material recognition, the specific materials are recognized, and the best accuracy reaches 90% in 37 ms. The results verify the effectiveness of the proposed method.
Introduction
As robots are required to cooperate with humans in unstructured environments, developing intelligent tactile sensing for robots is urgently needed [1, 2] . For instance, surgical robots are required to ablate the diseased tissue, while avoiding harm to the human body [3, 4] . A prosthetic device with tactile sensing feedback improves the success rate of the grasp task [5] . Additionally, tactile sensing is particularly important, since many tasks require robots to recognize unintentional collisions or to make intentional physical contact with objects or humans [6] . Material recognition is an important capability for robotic tactile sensing, since the ability enables robots not only the sense of touch but also compliance, roughness, and texture, which improves environmental awareness when interacting with objects or humans. Specifically, the roughness and texture sensed by material can help robots adjust the control strategies during grasp, manipulation, and other tasks, while the awareness of compliance can keep humans or objects away from potentially destructive effects [7] . Hence, incorporating material recognition in robotic tactile sensing is important.
In order to realize material recognition for robots, dynamic tactile sensing, which humans employ to explore and sense materials, is a good reference. By perceiving high spatial and temporal frequencies during motion, dynamic tactile sensing is able to sense fine surface features and monitor contact conditions, further recognizing materials [8] [9] [10] .
In recent years, integrated tactile sensors that are large-scale and high-density have been well developed to realize dynamic tactile sensing for robots [10, 11] . Compared with force or torque sensors statistics and Wavelet transformation. Then, time domain and frequency domain features are both used as the input of the classifier to discriminate materials.
In order to perceive the material properties efficiently, dynamic tactile sensing of humans usually employs various exploratory procedures (EPs) or hand movements to explore the target. Take the example of hand movement: texture, hardness, weight, and global shape are perceived by lateral motion, pressure, unsupported holding, enclosure, or contour following [22] . In existing works, Kaboli et al. made a series of exploratory procedures for material recognition based on a shadow hand and humanoid robot to verify the performance and robustness of the tactile descriptors. Lateral, medial, circular, and combined motion slide actions were used to collect tactile data. Almost 100% accuracy was realized for a large set of materials, although any exploration took more than one second (2 s and 10 s for medial and circular slide actions, respectively) [23] . Differing from the instructed movement, Strese et al. made the device explore the surface arbitrarily to ensure the intraclass variance of the material database, which means there was no specific velocity, force, or movement patterns. However, free exploration influenced the accuracy of the classification, and the best accuracy was around 74% for 69 materials [19] . In order to achieve the active object recognition, Tanaka et al. sequentially performed informative actions to collect tactile data. The new exploratory trajectory was generated by teaching trajectory and feedback tactile data to automatically collect the tactile data of different objects [24] . Considering accuracy and efficiency, our approach selected a simple lateral slide action as the EP. Here, a tactile sensor slid across material surfaces for one second to save time, and the specific interactive force and slide speed were used to improve the accuracy.
After collecting tactile data, human dynamic tactile sensing is also a good inspiration for feature extraction. In human skin, various mechanoreceptors sense the stimuli with different frequencies and characteristics during the exploration. For example, Pacinian corpuscles detect the high frequency vibration, which depends on the texture of the contacted surface, Ruffini corpuscles sense the sustained downward pressure, and the pressure distribution indicates the contact state, which is related to the material compliance [25] . In order to mimic human SA-I, FA-I, and FA-II channels, Romano et al. processed measurements from a pressure sensor array and an accelerometer. They summed the readings of the sensor array and corresponding high frequency components as the signals of SA-I and FA-I channels, and took the magnitude of the high-pass-filtered 3-D acceleration vector of the accelerometer as the signal of the FA-II channel [26, 27] . Summing readings simply worked well in their study, although this approach does not utilize the ability of a high-density tactile sensor to sense the contact condition, which is significant for compliance perception. Instead of pressure data, Hughes et al. collected data using an individual microphone. The data are processed by signal processing methods, such as Fast Fourier Transformation, to mimic the tasks attributed to Pacinian corpuscles [14] . However, the density of their sensor network is low-only 10 sensing nodes in a 2.8 square meter area. This density is far lower than the density of Pacinian corpuscles and other mechanoreceptors in the human hand [28, 29] , which results in an accuracy of 71% across 15 textures. Since dynamic tactile sensing is important for humans to identify materials [9, 30] , this paper abstracted compliance-and texture-related time sequences from the data, as the compliance and texture are highly recognizable for dynamic tactile sensing. Then, features that mimic the signals generated by the mechanoreceptors in human skin were extracted from the sequences based on Wavelet transformation and statistics.
The paper is organized as follows. In Section 3, our method is described in detail, including the experimental setup, feature extraction, and classification. In Section 4, the results of experiments are displayed to demonstrate the performance of our method. In Section 5, the method and its contribution are summarized.
Methodology

Material Recognition Method
The method proposed in this paper consists of two steps. Firstly, a short-duration slide action is conducted by the robot, where the high-density and large-scale tactile sensor was used to collect tactile images from a one-second slide action. Secondly, the tactile data was processed with a machine learning algorithm, which included feature exaction and classifier training. In the process of feature extraction, three material-related time sequences were calculated to abstract the tactile images. Then, 11 bioinspired tactile features were extracted from the sequences based on the statistics and Wavelet transformation. Finally, the feature vectors were used to train seven classifiers, and the most accurate classifier was selected for property and material recognition. The processes of our method are shown in Figure 1 . tactile images from a one-second slide action. Secondly, the tactile data was processed with a machine learning algorithm, which included feature exaction and classifier training. In the process of feature extraction, three material-related time sequences were calculated to abstract the tactile images. Then, 11 bioinspired tactile features were extracted from the sequences based on the statistics and Wavelet transformation. Finally, the feature vectors were used to train seven classifiers, and the most accurate classifier was selected for property and material recognition. The processes of our method are shown in Figure 1 . 
Experimental Setup
Tactile Sensor: A tactile sensor (Pressure Mapping Sensor 5101, Tekscan, South Boston, MA, USA) is employed to acquire the tactile data, as shown in Figure 2a . The sensor consists of two thin, flexible polyester sheets that have electrically conductive electrodes deposited in varying patterns. The inner surface of one sheet forms a row pattern, while the inner surface of the other employs a column pattern. The intersection of these rows and columns creates a sensing element, and a force sensitive material is placed between these two mating sheets. The spacing between the rows and columns is 2.5 mm, and the total thickness is 0.1 mm. Since the sensor is flexible, large-scale, and ultra-thin, it can be overlaid on the robot, making material recognition more achievable. The sensor consists of 44 × 44 sensing elements, it is high-density, and capable of monitoring the pressure distribution of the contact surface and generating tactile images that are relevant to the compliance and texture of the material, which enriches the tactile data and allows robots to collect enough data in a short-duration exploration. Pressures are converted into intensities of tactile images, which range from 0 to 255. Similar to human skin, a full range of information, including sustained downward pressure, slippage, object position, object shape, and vibration, can be detected by processing the tactile data.
Slide Action: Mimicking the dynamic tactile sensing that humans employ to explore an unknown material [30] , a short-duration slide action was designed on the test materials to collect tactile data in 1 s. For robots, implementing the slide action is easier than grasp and other actions; for safety, the slide action is less harmful than the press action. Additionally, vibration caused by slide action is useful for material recognition. Hence, the slide action is adopted as the exploratory 
robustness of the tactile data. Figure 2b illustrates the slide action.
Test materials: To make the test materials representative, 12 materials with different textures and compliances were selected. The 12 materials are foamed silicone rubber (FSR), sponge, cotton, polyvinylchloride (PVC), silicone rubber (SR), rubber, sandpaper (80 Grit), wood, iron (unpolished), ceramics, copper, and acrylic (shown in Figure 2c ). These materials were divided into four categories: soft-rough, soft-smooth, rigid-rough, and rigid-smooth, which covers properties of most objects. The individual materials and the categories to which they belong are shown in Table 1 . (6) rubber, (7) sandpaper (80 Grit), (8) wood, (9) iron (unpolished), (10) ceramics, (11) copper, and (12) acrylic. 
Data Collecting and Dimensionality Reduction
When human skin slides along an unknown material, the four mechanoreceptors cooperate with each other to sense the stimuli dynamically and generate the corresponding tactile signals [25] . The stimuli they sensed are shown in Table 2 . To collect tactile data with different frequencies, as skin does, the data were recorded at 100 Hz, which mainly covers the frequency range of the stimuli perceived by the mechanoreceptors. At this frequency, the sensor slid across the material for 1 s at a Slide Action: Mimicking the dynamic tactile sensing that humans employ to explore an unknown material [30] , a short-duration slide action was designed on the test materials to collect tactile data in 1 s. For robots, implementing the slide action is easier than grasp and other actions; for safety, the slide action is less harmful than the press action. Additionally, vibration caused by slide action is useful for material recognition. Hence, the slide action is adopted as the exploratory procedure in this paper. Moreover, 1 s sliding time improves the rapidness efficiency of the method. In the slide action, the sensor was dragged across the surface of the material at a constant force. In our experiments, a linear motion platform (M-403, Physik Instruments, Karlsruhe, Germany) was used to drag the sensor at a speed of 2.5 mm/s, while a standard 200 g weight is placed on the sensor to provide the constant interactive force. The dragging speed is slower than the sliding speed used by humans, as the slow slide can prevent robots from harming humans or objects. The 200 g load makes the interactive force fluctuate within a range that will not hurt objects or humans. Moreover, the exploration area on the material surface of each slide action is different, which increases the robustness of the tactile data. Figure 2b illustrates the slide action.
Test materials: To make the test materials representative, 12 materials with different textures and compliances were selected. The 12 materials are foamed silicone rubber (FSR), sponge, cotton, polyvinylchloride (PVC), silicone rubber (SR), rubber, sandpaper (80 Grit), wood, iron (unpolished), ceramics, copper, and acrylic (shown in Figure 2c ). These materials were divided into four categories: soft-rough, soft-smooth, rigid-rough, and rigid-smooth, which covers properties of most objects. The individual materials and the categories to which they belong are shown in Table 1 . 
When human skin slides along an unknown material, the four mechanoreceptors cooperate with each other to sense the stimuli dynamically and generate the corresponding tactile signals [25] . The stimuli they sensed are shown in Table 2 . To collect tactile data with different frequencies, as skin does, the data were recorded at 100 Hz, which mainly covers the frequency range of the stimuli perceived by the mechanoreceptors. At this frequency, the sensor slid across the material for 1 s at a speed of 2.5 mm/s, and the sensor can record 100 tactile images after the slide action. However, the high-density sensor produces 193600-dimensional data in each exploration. To process the data efficiently, three characteristics were designed to represent the image, and their time sequences were calculated to reduce the amount of data. The first sequence S a consists of areas of 100 tactile images, the second sequence S v consists of variances of 100 tactile images, and the third sequence S s consists of sums of the forces in the 100 tactile images. Numerically, the tactile image area is the number of the force sensing elements that sensed the forces, the tactile image variance is the variance of the pixels, and the sum of forces is the sum of the image intensities. These three sequences were used as the sample data, since they are relevant to the compliance and texture properties of the material. According to contact mechanics [31] , the approximate information of the contact area (S a ), pressure distribution (S v ) and force value (S s ) are relevant to the compliance of the material, while detail information on sequence S s is relevant to the texture properties [32] The three sequences of a random sample were displayed in Figure 3 , with the average sequences of all samples. As demonstrated in Figure 3 , it is obvious that all materials behaved differently in the slide action. The sequences of the random sample presented different consistencies of materials, for example, the S s of PVC changed very quickly, and the magnitude of the change was large, while the S s of FSR was almost unchanged. By observing the average sequences, it is clear that the materials are statistically discriminable. Therefore, extracting features that characterize the change and average of sequences is an efficient approach to improving the performance of our method. In this study, the means of three sequences and the changes of S s were concerned with the feature extraction. Moreover, in order to make the method independent of the interactive force, the three sequences were standardized by removing the mean and scaling to unit variance. In addition, 120 sets of sample data were collected for each material, which means 120 × 12 × 100 = 144,000 tactile images were used to build the database. 
Feature Extraction Mimicing Human Tactile Perception
The human-like slide action was carried out to perceive three time sequences, which are relevant to the compliance and texture properties of the material. However, the dimensionality of the 
The human-like slide action was carried out to perceive three time sequences, which are relevant to the compliance and texture properties of the material. However, the dimensionality of the sequences is 300, which is still large for material recognition. Inspired by dynamic tactile sensing of humans, 11 features were extracted from the three sequences based on the statistics and Wavelet transformation. Features based on the statistics characterize the consistency and complexity of the sequence, while the features based on the Wavelet transformation can be used to analyze non-stationary signals. Since the textures of the materials are irregular and non-uniform, using Wavelet instead of Fourier transform is more suitable [33] . The first three features are the means of the three sequences. As the three features are relevant to the sustained pressure and texture, they are the analogs to stimuli sensed by Ruffini Corpuscle and Merkel Cells. The next five features are the L1 norms of the cA4, cD4, cD3, cD2, and cD1 coefficients, which are generated by a level-4 discrete Wavelet transformation (DWT) of the sequence S s , and db3 is used as the wavelet. The cD4, cD3, cD2, and cD1 coefficients provide the detail information of vibration at different frequency durations for the slide action, which is similar to the signal of the Pacinian Corpuscle and Meissner's Corpuscle. The cA4 coefficient provide the approximate information of vibration, which is relevant to the signal of Merkel Cells. The ninth feature is the absolute energy of the sequence S s , which is the sum of the squared values:
where x is the sequence. The absolute energy is also similar to the signal of Merkel Cells. The tenth feature is the complexity-invariant distance (CID) of the sequence S s , as CID is an estimate for a time sequence complexity [34] . If the sequence is complicated, there are more peak-valley values in the sequence. Hence, CID provides the frequency information of vibration, which is similar to the signal of the Pacinian Corpuscle. It gives the value of:
The last feature is the standard deviation of S s , which is relevant to the material texture that is sensed by the Merkel Cells. The 11 features constitute the feature vector of the sample, which will be used for material recognition, and the features, the meanings they represent, and the corresponding tactile stimulus are displayed in detail in Table 3 . 
Classifier Configuration
After the data collection and feature extraction, the dimensionality of each sample dropped from 193,600 to 11. Using the feature vectors, seven classifiers were selected to test the accuracies of two different recognition problems. The first recognition is property recognition. In this recognition, the materials are classified into four categories based on compliance and texture, and the categories are soft-rough, soft-smooth, rigid-rough, and rigid-smooth. The second recognition is material recognition. In this recognition, the specific materials are recognized. The seven classifiers are Linear Support Vector Machine (Linear SVM), Radial Basis Function Support Vector Machine (RBF-SVM), k-Nearest Neighbor (kNN), Linear Discriminant Analysis (LDA), Naive Bayes (NB), Random Forest (RF), and Multi-Layer Perceptron (MLP). Additionally, these classifiers can also be used to validate the effectiveness and robustness of the tactile data and feature extraction, and the most accurate classifier can be selected for material recognition. The description and parameters of the classifiers were listed as follows.
Linear Support Vector Machine (Linear SVM) and Radial Basis Function Support Vector Machine (RBF SVM) are supervised classifiers based on the SVM theory. The theory maximizes the margin for two linearly separable classes by means of a suitable hyperplane to distinguish a set of inputs. The standard SVM is commonly used for binary classification, although it has been developed to enable multi-classification. Linear SVM uses linear kernel function (KF) as the kernel to map the data from the original space to a higher-dimensional space, which SVM requires, while RBF-SVM adopts the radial basis function as the kernel. The linear kernel function is given by Equation (3), and the radial basis function is given by Equation (4).
For Linear SVM, the L2 function was chosen as the penalty, since L2-SVM is differentiable and imposes a bigger (quadratic vs. linear) loss for points that violate the margin [35] . Besides, the squared hinge loss was used, because it is differentiable and suitable for maximum-margin classification [36] . Except for these, Linear SVM and RBF-SVM share the same key parameter C, and the parameter C is set to 1 to avoid the unwanted over-fitting.
The k-Nearest Neighbor (kNN) method is a supervised classifier based on lazy learning. The kNN method is non-parametric, as it simply assigns the object to the class that is most common among its k nearest neighbors, following a majority vote. In this study, the Euclidean distances among the samples were calculated, and all the k nearest neighbors were weighted equally. Furthermore, the key parameter k was evaluated in a range from 1 to 15 to acquire the maximum accuracy. The k value that proved to be most effective for property recognition was 5, while the value became 10 for material recognition.
Linear Discriminant Analysis (LDA) is a classical linear learning method that is capable of binary or multi-class classification. LDA maps all objects to a decision boundary, and by optimizing the coefficients the boundary, it clusters objects belonging to the same class compactly, while segregating different classes separately [37] . Therefore, LDA aims to maximize the generalized Rayleigh quotient J of within-class scatter matrix S w and between-class scatter matrix S b , and it can be expressed as Equation (5) .
where w is the coefficient vector of the decision boundary. In this study, the w was calculated by singular value decomposition. Naive Bayes (NB) is a supervised learning method based on the Bayes' theorem. Similar to the above method, the Naive Bayes method can realize binary or multi-class classification. Different from other classifiers, all Naive Bayes classifiers apply the "naive" assumption of conditional independence between every pair of features. Under this assumption, the relationship between the class variable c and feature vector x can be simplified as Equation (6), and the class variable c can be distinguished by Equation (7) . In this study, the Gaussian Naive Bayes was used to recognize the materials.
Random Forest (RF) is an ensemble classifier based on randomized decision trees. Compared with bagging, there is an additional layer of randomness in RF. Moreover, compared with the standard decision tree, each split in an RF is the best split among a random subset of the features [38] . Due to the randomness, the generalization of the ensemble is improved. In this study, ten trees were built in the RF to classify samples into their groups.
Multi-Layer Perceptron (MLP) is an artificial neural network that learns from the dataset by back-propagation. A MLP is composed of the input-layer, hidden-layer(s), and output-layer, and these layers consists of several neurons, with weights that are trained to map sets of input data onto a set of appropriate outputs [39] . Here, a range of different structures were tested to determine the most suitable number of layers and corresponding neurons. Empirically, a 4-layer MLP, with 100, 50, 25, and 8 neurons in sequence, was designed.
Results
In order to verify the validity of our method, 5-fold cross validation was used. The collected training data were split into 5 folds randomly, and during each evaluation, 4 of them were used for training, and one was used for testing [1] . Furthermore, principal component analysis (PCA) was used before classification to select the dimension that had the best accuracy. Besides accuracy, computational efficiency is another important factor that influences the application of our method. In order to test the efficiency of the method, this paper also measured the running time from data collection to classifier training (as shown in Figure 1 ). All the computations were performed in a Python 3.5 environment on a computer with an Intel Core i3 @ 3.30 GHz processor, 4 GB RAM, and 7200 RMP mechanical hard disk.
Property Recognition
Linear SVM was used to traverse the number of principal components from 1 to 11 for the best dimension. The results shown in Figure 4 illustrate that the features were redundant for property recognition, as the accuracy remained the same when the number reached 8. Therefore, 8 principal components were used for property recognition. The time overheads, accuracies, and other indexes of the classifiers are provided as Table 4 . From Table 4 , it can be noted that for most classifiers, the accuracy is not below 90%, and kNN provides the best accuracy (95.83%). Figure 5 is the confusion matrix obtained from the kNN property recognition, and the columns of the confusion matrix indicate the predictions, while the rows indicate the real classification. The confusion matrix shows that most errors occur in rigid-rough material recognition. In our experiment, rigid-rough materials were easily recognized as soft-smooth materials. This is because there is great adhesion in the contact between soft-smooth materials and the tactile sensor, and the adhesion will result in vibration, with a low frequency and large amplitude, during slide action, as rigid-rough materials do [40] . In addition, Table 4 shows that our method is a time-saving. The run time of each process was measured, and the results are provided in Table 5 . By analyzing Table 5 , it is observed that reading the tactile data from the hard disk (Data Reading) takes up most of the run time, and converting data to time sequences is the second most time-consuming process (Dimensionality Reduction). Moreover, pre-processing tactile data took up more than 99% of the total time. This is due to the fact that our method is required to process the huge data produced by the tactile sensor: for each sample, there are 100 tactile images, whose size is 44 × 44. However, the overhead is still cheap compared with the overhead of the slide action, which means our method can finish the classification during the next slide action. From Table 4 , it can be noted that for most classifiers, the accuracy is not below 90%, and kNN provides the best accuracy (95.83%). Figure 5 is the confusion matrix obtained from the kNN property recognition, and the columns of the confusion matrix indicate the predictions, while the rows indicate the real classification. The confusion matrix shows that most errors occur in rigid-rough material recognition. In our experiment, rigid-rough materials were easily recognized as soft-smooth materials. This is because there is great adhesion in the contact between soft-smooth materials and the tactile sensor, and the adhesion will result in vibration, with a low frequency and large amplitude, during slide action, as rigid-rough materials do [40] . In addition, Table 4 shows that our method is a time-saving. The run time of each process was measured, and the results are provided in Table 5 . By analyzing Table 5 , it is observed that reading the tactile data from the hard disk (Data Reading) takes up most of the run time, and converting data to time sequences is the second most time-consuming process (Dimensionality Reduction). Moreover, pre-processing tactile data took up more than 99% of the total time. This is due to the fact that our method is required to process the huge data produced by the tactile sensor: for each sample, there are 100 tactile images, whose size is 44 × 44. However, the overhead is still cheap compared with the overhead of the slide action, which means our method can finish the classification during the next slide action. 
Linear SVM was used to traverse the number of principal components from 1 to 11 for the best dimension. The results shown in Figure 4 illustrate that the features were redundant for property recognition, as the accuracy remained the same when the number reached 8. Therefore, 8 principal components were used for property recognition. The time overheads, accuracies, and other indexes of the classifiers are provided as
Material Recognition
Consistent with property recognition, Linear SVM was used to determine the principal components. As shown in Figure 4 , the accuracy increased, with the number increasing as a result, and 11 principal components were selected to form the feature vector. The accuracies and time overheads of the classifiers are provided in Table 4 .
From Table 4 , it can be seen that the accuracies of the six classifiers are not below 80%, and MLP provides the best accuracy (90.28%). The performances of these classifiers proved the effectiveness and robustness of the tactile data and feature extraction. The confusion matrix in Figure 6 was plotted based on the MLP classifier, and the matrix shows that most mis-classified errors occur in materials with the same or similar properties. For example, PVC was confused with rubber, as they are soft and smooth. Additionally, acrylic was mistakenly classified as wood, since they are both hard. The time overheads of material and property recognitions in each process are mainly the same, except for classification. Material recognition took much more time in classification, although the overhead was still the small in relation to the data-processing. 
From Table 4 , it can be seen that the accuracies of the six classifiers are not below 80%, and MLP provides the best accuracy (90.28%). The performances of these classifiers proved the effectiveness and robustness of the tactile data and feature extraction. The confusion matrix in Figure 6 was plotted based on the MLP classifier, and the matrix shows that most mis-classified errors occur in materials with the same or similar properties. For example, PVC was confused with rubber, as they are soft and smooth. Additionally, acrylic was mistakenly classified as wood, since they are both hard. The time overheads of material and property recognitions in each process are mainly the same, except for classification. Material recognition took much more time in classification, although the overhead was still the small in relation to the data-processing. This paper used slide action to explore the material. However, it is difficult to keep the interactive force constant during the slide. Although the sequences extracted from the raw tactile data were standardized to make themselves independent of the interactive force, the robustness of our method needs to be validated. Here, 100 g, 150 g, 250 g, and 300 g weights were used as the loads, then 30 sets of sample data were recollected for each material to test the robustness. The new data were allocated into 4 databases: D 100 , D 150 , D 250 , and D 300 , and the trained kNN classifier, and MLP classifier were used for the property classification and material classification. The results in Table 6 show that our method is robust enough to recognize materials under different interactive forces. In order to test the real-world applicability of the method, the trained MLP classifier was used to identify other materials that are the same or similar to the materials used in this paper but from different objects. The materials are wood, sponge, cotton, iron, sandpaper (150 Grit), and ceramics. For each material, 30 data samples were collected. The recognition results are shown in Table 7 . Although the recognition of other materials is not as accurate as before, it is also acceptable. 
Discussion
In recent years, many researchers have devoted themselves to material recognition. Here, a few relevant works are summarized, and the tactile data, EP, time of EP (ToEP), number of features (NoF), number of materials (NoM), and accuracy of the works are shown in Table 8 . Analyzing Table 8 , it is worth noting that our method spends less time for the exploratory procedure than most works, which illustrates the efficiency of the method. The efficient method enables robots to recognize the material quickly, which greatly improves robotic tactile sensing and extend robotic applications. Since the previous works have recognized materials with different numbers and properties, accuracy comparison between these works and our method is not statistically significant. However, the materials our method recognized have different properties that cover most objects, and some materials, such as sandpaper and sponge, are quite different, while some materials, such as PVC and rubber, are quite similar. Hence, 90% accuracy of the method is accurate enough to improve the grasp, manipulation, and other interaction tasks for robots. 2015 [14] Rubbing the texture on the surface of the amorphous robot skin near a sensor by hand 
Conclusions
This paper presented an efficient material recognition method for robotic tactile sensing. In our method, a one-second slide action was performed on 12 materials with different compliances and textures using a tactile sensor with a high-density sensing array. Then, three sequences were extracted from the raw tactile data to reduce the amount of data. Based on the sequences, 11 bioinspired features were calculated as the inputs of the classifiers. In our study, seven classifiers were used for classification, and kNN showed the best accuracy in property recognition (96%), while MLP presented the best accuracy in material recognition (90%). The short-duration exploratory procedure makes the method efficient, while bioinspired data processing makes the method accurate. In the future work, sensors with multimodal sensing will be applied to improve the accuracy and robustness of material recognition.
