Abstract. A new nonlinear Galerkin method based on nite element discretization is presented in this paper for a class of second order nonlinear parabolic equations. The new scheme is based on two di erent nite element spaces de ned respectively on one coarse grid with grid size H and one ne grid with grid size h H. Nonlinearity and time dependence are both treated on the coarse space and only a xed stationary equation needs to be solved on the ne space at each time. With linear nite element discretizations, it is proved that the di erence between the new nonlinear Galerkin solution and the standard Galerkin solution in H 1 ( ) norm is of the order of H 3 .
Introduction. The aim of this paper is to present a new approach for nonlinear
Galerkin methods based on nite elements. Nonlinear Galerkin methods are numerical schemes for dissipative evolution partial di erential equations where the spatial discretization relies on a nonlinear manifold instead of a linear space as in the classical Galerkin method. In particular, they are two level methods where the approximate solutionû takes the form The methods have mainly been studied in the case of Fourier spectral discretizations using the eigenfunctions of the leading elliptic linear operators (see , Foias-Jolly-Kevrekidis-Titi 7], Devulder-Marion-Titi 6] and the references contained therein). As for the nite element discretizations, proved the convergence of a nonlinear Galerkin method where the splitting (1.1) is based on the concept of hierarchical basis, but no signi cant error estimates can likely be obtained in this setting. In this paper, we introduce a di erent approach where the splitting (1.1) is based on L 2 projections. Such a decomposition has been e ectively used in the construction of multigrid preconditioners for elliptic boundary value problems, see Bramble-Pasciak- Xu 1] and Xu 17] .
The mechanisms in our approach are two nite element spaces V H and V h de ned respectively on one coarse grid with grid size H and one ne grid with grid size h (h < H). Such a two-grid idea can be traced back to the classical multigrid methods for solving algebraic system and it was used in Marion- Temam 13] with H = 2h for a special nonlinear Galerkin method. To obtain more e cient algorithm, in this paper, we shall take H h or particularly H = O(h 1 m ) with m 2, and in this way equations in V H would be much easier to solve than those in V h (since dim V H dimV h ). Such a choice of H and h is also used in Xu 19, 20] for nonlinear (or linear but not symmetric positive de nite) elliptic equations.
The new nonlinear Galerkin method in this paper will be presented for nonlinear parabolic equations. A typical example is ( where u h is the classical Galerkin approximation. This estimate indicates that the nonlinear Galerkin method will provide the same order of approximation as the classical Galerkin method if we choose H = O(h 1 3 ). The paper is organized as follows. In section 2, we present the class of nonlinear reaction-di usion systems (including (1.2)) to be investigated. Our setting applies to several classical problems arising from the theories of nerve conduction, combustion and chemical kinetics. Then, in section 3, we recall several results concerning the classical Galerkin method based on nite element discretizations. In section 4, we present our new nonlinear Galerkin method like (1.3) and derive the error estimates like (1.4). Finally section 5 is concerned with some questions related to the implementation of the new method by using multigrid techniques.
Throughout of this paper, we shall denote by c any constant depending on the data and by c(t) any constant depending on the data and the time.
2. The class of evolution equations. Let It is clear that the above systems enter our abstract framework provided we replace (2.8) by (2.1) with f as in (2.10).
Example 2.2. An equation with a polynomial growth nonlinearity
We consider the scalar equation with f satisfying (2.5). We conclude this section by stating some regularity properties for the solution of (2.6)-(2.7).
Lemma 2.1. Assume that u 0 2 L 2 ( ) m , then the solution u(t) of (2.6){(2.7) satis es (2.13) ku (j) (t)k H 2 ( ) c j t ? j ; t > 0; 0 j 3; where j and c j are nonnegative constants depending on j and u (j) represents the j?th partial derivative with respect to t.
Such regularity results are classical. They can be proved, for example, by combining the techniques in Johnson-Larsson-Thom ee-Wahlbin 9] and Marion 11]. 3. The Classical Galerkin Method. In this section, we discuss brie y about the classical Galerkin solution which will be used both in our new nonlinear Galerkin scheme and in its error analysis.
Given h > 0, let V h be a nite dimensional space such that V h V: Let The following estimates which are consequences of assumptions (3.1) and (3.2) will be very useful. The usual Galerkin approximation of (2.6){(2.7) based on V h consists in de ning a function u h from R + into V h such that (3.6) (u h;t ; ) + ((u h ; )) + (f(u h ); ) = 0 8 2 V h u h (0) = P h u 0 :
We make the following assumptions concerning the Galerkin solution u h (3.7) ku ? u h k c(t) hj log hj ; (3.8) (u ? u h ) (j) (t) c(t) h 2 j log hj ; 0 j 2 where is some nonnegative constant, and
The above assumptions are valid for various space discretizations. Example 3.1. Finite element approximation. Let be a convex bounded smooth domain in R n and let fT h g; h > 0, be a family of triangulations of made of n-simplices
where any face of a simplex K 1 is either a face of a simplex K 2 or a portion of the boundary @ of . The family of triangulations is supposed to be quasi-uniform in the sense that there exist positive constants and c such that
where K is the diameter of K and^ K is the diameter of the largest circle inscribed in K.
With respect to the above triangulation, we de ne V h = fv h 2 C 0 ( ) m \ V ; 8 K 2 T h ; v hj K 2 P m 1 g; where P 1 is the space of all linear polynomials de ned on K.
For the nite element space, it is well-known that the following approximation estimates hold We now check the assumptions (3.1)-(3.2) and (3.7)-(3.9). It is well-known that (3.2) follows from (3.10) (see Ciarlet 3] ) and (3.1) follows from (3.10) and (3.11) (see Xu 17] ).
The proofs of (3.7) and (3.8) with j = 0 can be found in Johnson-Larsson-Thom eeWahlbin 9] and Crouzeix-Thom ee-Wahlbin 4]. Their techniques (together with those in Thom ee 16]) can be extended to higher order derivatives in a straightforward manner and the proofs of these technical results are omitted here.
We now present a veri cation of (3.9). Using (2.13), (3.8), (3.10) and (3.11), we deduce that ku h;t k L 1 ( ) Aw j = j w j ; 1 2 :
The assumptions (3.1)-(3.2) are very easily checked by using Fourier expansion. The error estimates (3.7){(3.8) for j = 0 are classical and they can, with the standard techniques, be extended to higher order derivatives. Finally (3.9) follows readily from some well-known estimates on the Galerkin approximation.
4. The nonlinear Galerkin method. In this section, we are given two parameters h and H with H > h > 0. As in section 3, we introduce the associated spaces V h and V H .
In the applications to nite elements, V H corresponds to a space associated to a coarse grid, while V h corresponds to a space associated to a ne grid. We assume that V H V h V:
We consider the following splitting of V h It is clear that (4.4){(4.6) is equivalent to an O.D.E. for v H . The existence of a global solution to this problem is not straightforward. It can be derived by using techniques similar to the ones in Marion- Temam 13] . Also, it is a consequence of the following theorem which gives error bounds for the scheme in the V norm. where is given as in (3.7). Proof of theorem 4.2. We will assume hereafter that (4.4){(4.6) has a global solution (v H ; w h ) de ned for t t 0 . As already noticed, this is in particular a consequence of the estimate (4.9).
The proof of estimate (4.9) relies on several lemmas. The rst one gives an evolution equation satis ed by v H . In the rest of this section, we will not emphasize the dependence on t of the di erent constants, hence the letter c will denote a general constant that may also depend on t.
The next two Lemmas are concerned with estimates related to u h = v h + w h . We start by giving some estimates of the three terms in the right hand-side of (4.19) . We have (u h;t ; R H h ) = ((I ? P H )u t ; R H h ) + ((u h ? u) t ; R H h ):
We note that, thanks to (3.5), (4.20) jR H h j c H k k:
Hence, using also (3.4), (3.8) j(u h;t ; R H h )j c H 2 jAu t j H k k + c j(u h ? u) t j H k k c H 3 fjAu t j + c H ?2 h 2 j log hj g k k:
Due to (2.13), (4.8), we infer from the above inequality that (4.21) j(u h;t ; R H h )j c H 3 k k: 8 2 V H h : In this section, we shall study the property of the above equation and discuss some possible e cient solution methods, especially multigrid methods. Our discussion will be con ned to the two dimensional case with nite element discretization. Therefore (3.1), (3.2) and (3.11) all hold. The proof of the above theorem is straightforward (although a little tedious) by denition. For a systematic and e cient approach to derive such type of systems, we refer to Xu 18 ].
5.2 The condition of the system. This section deals with the case where the basis of V h consists of those nodal basis functions in V h that vanish at the nodal points for V H . We aim to estimate the condition number of the corresponding matrixÂ given in (5.2).
For the analysis given below, we quote the following estimates (see Xu 17] 
