Introduction
This paper presents conditions on a control system and a target set S that guarantee that any point near S can be steered to S in nite time by at least one trajectory of the system. We call such a system and target set weakly attainable. Similar considerations are made for strongly attainable systems, in which all trajectories hit the target. Furthermore, in a similar vein, we consider conditions which allow for arcs to penetrate into the interior of S.
Our results are local in nature, and thus the target set S IR n is assumed to be compact. We shall formulate the control system as a di erential inclusion _ x(t) 2 F(x(t)) a.e. t 2 0; T] x(0) = x; (1) in which F : IR n ! ! IR n is a multifunction with compact convex values. A su cient condition for weak attainability (see Theorem 3.1 below) is that F be continuous and that there exists > 0 so that for every y 2 bd S and 2 N P S (y), we have min v2F(y) h ; vi ? k k: (2) For strong attainability, the \min" in (2) is replaced by \max". The notation N P S (y) refers to the proximal normal cone at y (see Section 2) . Notice that condition (2) (the type of which we refer to as a condition) is imposed only at points on the boundary of S, and is nonvacuous at only those points that have a nonzero proximal normal. Condition (2) reduces to the one introduced by Petrov 14] (with S = the origin), but which is stated to hold in a neighborhood of the target. More recently, Bardi and Falcone 2] and Cannarsa and Sinestrari 3] have considered such local assumptions with general closed target sets, but the dynamics require at least Lipschitz state dependence. We show in Theorem 3.6 that our continuity assumption on F can be further weakened to upper semicontinuity if the condition (2) is assumed to hold for all y near S and for any 2 y ? proj S (y), where proj S (y) are those elements in S closest to y. Both continuity and upper semicontinuity are new in this context The proofs of our attainability results are based upon a time discretization algorithm, which can accurately be described as proximal projection.
This in turn consists of applying the mean value inequality 6] in conjunction with new results in 9] on properties of the distance function to a closed set. Our essentially algorithmic approach appears to yield the best rate of convergence among the existing ones.
Dynamic programming techniques are used in 2] to perform an approximation to the minimum time function, which is de ned at a point x as the least time T for which a solution x( ) to (1) exists and has x(T) 2 S. More speci cally, a discretization of the associated Hamilton{Jacobi equation is made in 2], and then it is shown that the discrete solutions converge to the so{called viscosity solution. The discretization is in fact an approximation to the minimum time function because the latter is the viscosity solution (which is unique) of the Hamilton{Jacobi equation. A major di erence with proximal projection as developed here from a method based on dynamic programming is that the former is moving \forward" in time, while the latter uses a \backward" construction. The appendix in 3] also uses a forward time procedure, somewhat similar in nature to ours, but is only applicable for problems formulated with explicit control variables without feedback. For the goals of that paper, further smoothness in the state variable is also required.
After giving some preliminaries in Section 2, we prove the attainability results in Section 3. Under an additional epi{continuous assumption on the target set S, we show in Section 4 that there exist trajectories entering the interior of S. Our results appear to be the rst on this issue. Examples are provided in Section 5 illustrating the role of the hypotheses.
Preliminaries
Let S IR n be compact, and F : IR n ! ! IR n be a multifunction with compact convex values. Recall that F is said to be continuous of modulus ! F near S provided H F(x); F(y) ! F (kx ? yk) for all x; y near S; where H denotes the Hausdor metric, and ! F : 0; 1) ?! 0; 1) is a continuous, nondecreasing function with ! F (0) = 0. F is upper semicontinuous at x if all sequences fy i g, fv i g satisfying y i ! x and v i 2 F(y i ) have the property that every cluster point of fv i g lies in F(x).
We next give the relevant background of proximal analysis featured in this paper. For a more complete treatment with applications to optimization, see Clarke 5] and Loewen 13] . If y 2 bd S, a vector 2 IR n is called a proximal normal to S at y provided there exists r > 0 so that n y + r( + cl B) o \ S = fyg:
The set of all proximal normals at a point y is a cone, and is denoted by N P S (y). Now suppose f : IR n ?! IR 1 f+1g is lower semicontinuous, and x 2 IR n is such that f(x) < +1. A vector 2 IR n is called a proximal subgradient of f at x provided that ( ; ?1) 2 N P epi f (x; f(x)), where epi f := f(y; ) :
f(y)g is the epigraph of f. The set of proximal subgradients of f at x is denoted by @ P f(x). One can show that 2 @ P f(x) if and only if there exists > 0 so that f(y) ? h ; y ? xi + ky ? xk 2 f(x) for all y near x.
We shall require the following theorem from the calculus governing proximal subgradients, which is labeled as the mean value inequality (Clarke and 
Attainable systems
The main result of this section is the following. 
z 2 x 0 ; x 0 + hF(x 0 )] + "B; (4) d S (z) d S (x 0 ) + hM + "; (5) and that the following inequality holds for all w 2 F(x 0 ):
Our construction will terminate when z lands in S, so let us suppose for the moment that z = 2 S. By Theorem 2.2, we have from (3) that = z ? y d S (z) ; where fyg = proj S (z), which immediately implies that 2 N P S (y) and k k = 1:
(7) >From the assumption in the theorem applied to as in (7), there exists v 2 F(y) so that h ; vi ? : (8) The continuity hypothesis on F implies the existence of some w 2 F(x 0 ) so that kw ? vk ! F (ky ? x 0 k): (10) where we have used (7), (8), and (9) in deducing the last inequality. We see from (4) and (5) that ky ? x 0 k ky ? zk + kz ? x 0 k d S (z) + hM + " d S (x 0 ) + 2(hM + ") (11) r + 2h(M + ) 2r:
The last inequality follows from the choice of N. Since modulus functions are nondecreasing, we immediately have from (11) that
Inserting (12) into (10), we deduce from (10) and our choices of " and c that there exists v 0 2 F(x 0 ) so that
?hc: Now let x 1 = x 0 + hv 0 , and apply the above procedure initialized at the point x 1 in place of x 0 . Continuing in this manner, a sequence x 0 ; x 1 ; x 2 ; : : : (14) holds for each i (as (13) holds in the case i = 0), and for which the choice of z does not lie in S. When z 2 S, the process is terminated. Let us next observe that the termination must occur at some step i N that cannot be larger than N. Indeed, at each step before termination, (14) The radius of attainability has thus been shown to be r, which depends only on and ! F . To verify the rate assertion in the theorem, let 0 s < t T 0 . Let s j and t j be grid elements of the form k N j T, and so that s j ! s and t j ! t as j ! 1. We have by (14) which is the rate assertion in the theorem.
Remark 3.2 Suppose the pair (S; F) is given and x = 2 S. The minimum time T S (x) that it takes to reach S from x is given by T S (x) := minfT : there exists a trajectory x( ) for F on 0; T] so that x(0) = x and x(T) 2 Sg It is immediate from the de nitions that if (S; F) has a radius of attainability of r and a rate of attainability of c, then
for all x 2 S + rB. We record this fact in the next corollary as it pertains to the data in Theorem 3.1. ?ct;
which nishes the proof of the theorem. The above su cient conditions for attainability have contained a constant that must be independent of the particular y 2 bd S. As we see below in Example 5.2, such uniformity in the choice of is required. However, in the next result, we give a condition which must only be veri ed pointwise, although it is now nonvacuous on each boundary point of S. To state the result, we need a few more concepts from nonsmooth analysis. h ; wi ? y 4 k k (27) for all z 2 y + y B and 2 N P S (z). We next observe that fy + y Bg y2bd S is an open cover of bd S. A standard compactness argument yields that the hypotheses of Theorem 3.1 hold, the conclusion of which says that (S; F) is weakly attainable.
The proof of the strong attainable assertion is similar.
The next attainability result states that the continuity assumption on F can be weakened to upper semicontinuity provided a condition holds in a xed neighborhood of S.
Theorem 3.6 Suppose S IR n is compact and F : IR n ! ! IR n is a multifunction with compact convex values and is upper semicontinuous on S+rB, where r > 0. Suppose there exists > 0 so that whenever y = 2 S with d S (y) < r, and 2 y ? proj S (y), there exists v 2 F(y) for which h ; vi ? k k: Then (S; F) is weakly attainable of radius r and with rate . If this inequality holds for all v 2 F(y), then (S; F) is strongly attainable of radius r and rate . Proof: Let us rst assume that F is Lipschitz continuous of rank F , and we refer back to the proof of Theorem 3.1. The proximal projection algorithm can in fact be made simpler here because the assumption can be applied directly to the point z obtained from the mean value inequality. One must however initially take potentially smaller values of h and ". We introduce another small parameter with 0 < < , and choose h > 0 and " > 0 small enough to satisfy 2 F (hM + ") < 2 ; " < h 2 ; and x 0 ; x 0 + hF(x 0 )] + "B S + rB:
Suppose z and are obtained to satisfy (3){ (6) . Under the present hypothesis, which is active in the neighborhood S + rB containing z, we are assured the existence of v 2 F(z) so that h ; vi ? :
Let w 0 2 F(x 0 ) be so that kw 0 ? vk F kx 0 ? zk F (hM + "). Now by (6) , (28), and the choices of h and ", we have (29) and the proof can now proceed as before. We note that (29) does not depend on the Lipschitz constant, provided that h is chosen su ciently small. After passing to the limit as h # 0, therefore, we conclude that (S; F) has an absorption rate ? . By letting # 0, we deduce that (S; F) has an absorption rate .
In the case of a general upper semicontinuous multifunction F, we apply a technique to approximate F by Lipschitz multifunctions. See Deimling 11] . There exists a sequence of Lipschitz multifunctions F j that have compact convex values and satisfy F(x) F j+1 (x) F j (x) F fx + 1 j Bg \ fS + rBg for j = 1; 2; : : :. It is clear that the hypothesis assumed by F is inherited by each F j . The above procedure thus provides a trajectory x j ( ) of F j approaching S at a rate . Letting j ! 1, we obtain an arc x( ) as the uniform limit of some subsequence of x j ( ). We have that x( ) is also a trajectory of F, and is being absorbed into S at the rate . Similar considerations are operational for strong attainability. Let x 1 ( ) be any solution of F de ned on 0; h], and note that d S (x 1 (h)) h(M + ) < r. By Theorem 3.6, the arc x 1 ( ) can be extended to be de ned on an interval 0; 1 ] with x( 1 ) 2 S, and (by Remark 3.7) to satisfy 1 h(1 + M+ ). We proceed in a similar manner with x replaced by x 1 ( 1 ). In this way, a trajectory x( ) of F is constructed on 0T] with the property that x( j ) 2 S for a collection of j . Furthermore, the f j g are dispersed throughout the interval 0; T] with consecutive elements being no more than h(1 + M+ ) apart. Taking a limit as h # 0 produces a trajectory of F that stays in S, and taking a limit as # 0 produces a trajectory of F that stays in S.
Penetrative Systems
In the previous section, we explored conditions that were used to drive solutions toward a target set. We now consider conditions for which solutions can be driven into the interior of a set. As examples illustrate (see Example 5.3 below), the penetrative set must be somewhat special besides merely having nonempty interior.
De nition 4.1 A set S IR n is said to be epi{continuous near x 2 bd S if there exists a unitary linear transformation A : IR n ?! IR n , a neighborhood U IR n of x, and a continuous function g : IR n?1 ?! IR 1 so that Ax = (x 0 ; g(x 0 )) for some x 0 2 IR n?1 , and U \ S = U \ A ?1 (epi g): If g can in addition be chosen Lipschitz, then S is said to epi{Lipschitz near x.
Requiring that A be unitary rather than merely invertible in the above de nition is not critical, but has the advantage of preserving the geometry. 
Note also that if g is Lipschitz of rank g 1, then ! g can be chosen so that ! g ( ) = g , and consequently the estimate
holds in this case. We now proceed to construct a trajectory that will penetrate the interior of S. Let N be a positive integer, and j := j N , for j = 1; 2; : : : ; N. To shorten the notation, we write S j for S j . We shall successively apply (the local version of) Theorem 3.1 to the sets S j . The hypotheses of that theorem are satis ed in view of (31). There exists a trajectory x 1 ( ) for F on an interval 0; 1 ] with x 1 (0) = x and x 1 ( 1 ) 2 S 1 , and so that (by Now let N ! 1. We obtain another trajectory x( ) of F de ned on an interval 0; T] so that x( ) is the uniform limit of a subsequence of the arcs x N ( ), and T is the limit of T N . We show that x( ) penetrates the interior of S. 
There exists a subsequence fN k g so that x N k ( ) ! x( ) uniformly on 0; minfT; T N g]; and there exist grid points f i k g, f j k g associated with N k such that where in particular the limits exist. Therefore by (35), we have
which is the claim (34).
We now de ne : 0; T] ?! 0; ] by setting (t) := ( (t)). We have that (0) = 0, and it is immediate from the claim (34) and the de nition of that is strictly increasing. Furthermore, in the epi{Lipschitz case, from (33) and (34), it follows that (t) c 2 g t:
Thus to nish the proof of the theorem, it is only necessary to show that x(t) + (t)cl B S: (37) But (37) is an immediate consequence of the de nitions. Indeed, if ky ? x(t)k (t), then y 2 S 0 = S by (32). Remark 4.3 (a) We do not go into the details here, but one can can formulate and prove similar weak penetration results akin to Theorems 3.5 and 3.6. Furthermore, strong penetration results can likewise be derived.
(b) We also mention that Rockafellar 15] has characterized epi{Lipschitz sets in IR n as those sets S that satisfy int T C S (x) 6 = for x 2 bd S. Hence the following is an immediate corollary to this result and Theorem 4.2.
Corollary 4.4 Suppose (S; F) satis es the hypotheses of Theorem 3.1 and int T C S (x) 6 = for each x 2 bd S. Then (S; F) is weakly penetrative.
Examples
In this section, we provide some examples to justify the hypotheses in the above results.
Example 5.1 In this rst example, we give a simple instance in which F is upper semicontinuous and the condition in Theorem 3.1 is satis ed, but for which weak absorptivity fails. Thus continuity is required in the theorem. 
