This paper proposes and analyzes a class of robust globally divergence-free weak Galerkin (WG) finite element methods for Stokes equations. The new methods use the P k /P k−1 (k ≥ 1) discontinuous finite element combination for velocity and pressure in the interior of elements, and piecewise P l /P k (l = k − 1, k) for the trace approximations of the velocity and pressure on the inter-element boundaries. Our methods not only yield globally divergence-free velocity solutions, but also have uniform error estimates with respect to the Reynolds number. Numerical experiments are provided to show the robustness of the proposed methods.
Introduction
Let Ω ⊂ R where n is the outward unit normal vector to ∂Ω. It is well-known that a Galerkin mixed method for (1.1) requires the pair of finite element spaces for the velocity and pressure to satisfy an inf-sup stability condition (see, e.g., [1, 4, 10, 57, 58, 61] and books [12, 31, 33, [41] [42] [43] ).
Unfortunately, the inf-sup constraint rules out the use of low-order and equal-order elements. In order to circumvent the inf-sup difficulty, many stabilization techniques have been developed to obtain stabilized finite element methods, e.g., Galerkin least-square methods [5, 7, 17, 37] , pressure projection methods [8, 14, 18] , pressure gradient projection methods [13, 30] , and local projection stabilized methods [6, 39, 51] .
Mass conservation is another issue in the numerical solution of incompressible fluid flows. Finite element methods with poor mass conservation, namely not satisfying the incompressibility constraint (at least locally), may lead to undesired instabilities for more complex problems than (1.1) [3, 9, 40, 48, 49, 53] .
In literature there are some finite element methods for (1.1) that are inf-sup stable and yield (locally) divergence-free velocity approximations. For stable and divergence-free Stokes elements of conforming P k −P k−1 types (continuous piecewise P k for velocity and discontinuous piecewise P k−1 for pressure), we refer to [56] for a 2D family with any k ≥ 4 on meshes that do not contain singular vertices, to [2] for a 2D element with k = 1 on macro square meshes, to [54] for 2D finite elements with k = 2, 3 on macro triangular meshes, and to [68] . In [44] a family of conforming and divergence-free Stokes elements were proposed on general triangular meshes, where the lowest order case consists of enriched piecewise linear polynomials for the velocity and piecewise constant polynomials for the pressure. For stable and locally divergence-free Stokes elements of nonconforming types, we refer to [32] for the Crouzeix-Raviart element method with piecewise constant approximation for the pressure, and to [50, 60, 67] for finite element approximations based on modifying H(div)-conforming elements on general triangular/tetrahedral meshes. We also refer to [45, 69, 70] for several stable and (locally) divergence-free Stokes elements on rectangular grids.
In recent years the discontinuous Galerkin (DG) method has become increasingly popular due to its attractive features like local conservation of physical quantities and flexibility in meshing. It has been shown in [25, 62] that DG methods using H(div)-conforming elements lead to divergence-free approximations. As pointed out in [35] , an inconvenient feature of the DG method is that it may require the penalization parameter to be "sufficiently" large (practically unknown) for stability. This inconvenience was avoided by local discontinuous Galerkin (LDG) methods [15, 16, 24, 29] , which have an additional property that fluxes can be eliminated locally, and hybridizable discontinuous Galerkin (HDG) methods [19-23, 26-28, 52] , which introduce the numerical trace as an unknown and possess the property of local elimination of unknowns defined in the interior of elements. However, the LDG/HDG methods enforce the incompressibility by using a postprocessing procedure [19, 23, [26] [27] [28] 52] or by using element-wise divergence-free spaces for velocity [15, 20, 21] . It has been shown in [26] that globally divergencefree velocity approximations can be obtained when the normal stabilization function τ n goes to infinity in the HDG methods proposed in [23, 52] .
In [65] a family of weak Galerkin (WG) methods were proposed for the Stokes equations, where the P k /P k−1 (k ≥ 1) discontinuous finite element combination is used for the velocity and pressure, and piecewise P k−1 element for the velocity on the interface of the finite element partition. We refer to [66] for another WG scheme for the Stokes model. We note that the velocity approximations in [65, 66] are not (locally) divergence-free. The WG method was first proposed and analyzed to solve second-order elliptic problems [63, 64] . It is designed by using a weakly defined gradient operator over functions with discontinuity, and then allows the use of totally discontinuous functions in the finite element procedure. Similar to the LDG and HDG methods, the WG method is of the property of local elimination of unknowns defined in the interior of elements. The WG method is closely related to the HDG method in the following sense. On one hand, as shown in Remark 2.1 of [47] , the WG method for diffusion equations may fall into the HDG framework if introducing the discrete weak gradient as an independent variable. On the other hand, an HDG scheme may be rewritten as a WG scheme by defining some special discrete weak gradient/divergence (cf. (7.9) and (7.10)).
In this paper, we continue the investigation of WG methods for the Stokes equations. We propose and analyze a new class of WG methods. In the methods, we use the P k /P k−1 (k ≥ 1) discontinuous finite element combination for the approximation of velocity and pressure, and piecewise P l /P k (l = k − 1, k) for the numerical traces of velocity and pressure. We shall show that the methods can yield globally divergence-free velocity approximations and the derived error estimates are uniform with respect to the Reynolds number Re. Thus, our methods can be applied to the Navier-Stokes equations with high Reynolds number. We note that the HDG methods in [23, 52] can also be uniformly convergent with respect to the Reynolds number if the normal stabilization function τ n is large enough, e.g., τ n ≥ Re (cf. [26] ). It should be mentioned that a space-time HDG method was developed in [55] for the Navier-Stokes equations using velocity and pressure traces as unknowns, where a divergence-free velocity approximation was obtained by a post-processing technique.
The rest of this paper is organized as follows. Section 2 introduces the new WG methods for the Stokes equations. Section 3 shows the stability of the WG methods. Section 4 is devoted to the a priori error analysis. Section 5 derives L 2 error estimates for velocity. Section 6 describes the local elimination property of the WG methods. Section 7 provides numerical experiments, and Section 8 gives some concluding remarks.
Throughout this paper, we use a
, where C is a positive constant independent of mesh sizes h, h T , h E and the fluid viscosity coefficient ν. d−1 , we use ⟨·, ·⟩ Λ to replace (·, ·) Λ . We note that bold face fonts will be used for vector analogues of the Sobolev spaces along with vector-valued functions. For an integer k ≥ 0, P k (Λ) denotes the set of all polynomial defined on Λ with degree not greater than k. We also need the following spaces:
WG Finite Element Method

Notations
Let T h = ∪ {T } be a shape-regular simplical decomposition of the domain Ω with mesh h = max T ∈T h h T , where h T is the diameter of T . Let E h = ∪ {E} be the union of all edges (faces) of T ∈ T h . For any simplex T ∈ T h and E ∈ E h with diameter h E , we denote by n T and n E the outward unit normal vectors to ∂T and E, respectively. We also define n as n| ∂T = n T for any T ∈ T h with boundary ∂T .
We use ∇ h and ∇ h · to denote the piecewise-defined gradient and divergence with respect to the decomposition T h . We also introduce the following mesh-dependent inner product and mesh-dependent norm:
Discrete weak gradient/divergence operators
We follow [65] to introduce the definitions of the discrete weak gradient/divergence operators. For T ∈ T h , denote by V(T ) a space of weak functions on T with
Let G(T ) ⊂ H(div, T ) be a local finite dimensional vector space. We define the discrete weak gradient operator ∇ w,G,T : V(T ) → G(T ) as follows.
Then we define the global discrete weak gradient operator ∇ w,G with
d , we define the weak gradient ∇ w,r v as
Let W(T ) be a space of weak vector-valued functions on T with 5) and G(T ) ⊂ H 1 (T ) be a local finite dimensional space. We define the discrete weak divergence operator
Then we define the global discrete weak divergence operator
WG finite element scheme
For any T ∈ T h , E ∈ E h and any integer
For any integer k ≥ 1 and l = k − 1, k, we introduce the following finite element spaces:
Then our WG finite element scheme for (1.1) is given as follows: to find
where
Remark 2.1. Due to different choices of l, m, the scheme (2.11) includes the following three cases:
Remark 2.2.
It is easy to show that the scheme (2.11) yields globally divergence-free velocity approximation u hi . In fact, let T 1 , T 2 ∈ T h be any two adjacent elements sharing a common edge (face) E. Introduce a function r hb ∈ L 2 (E h ) defined by 13) and denote c 0 :
(2.14)
This indicates u hi ∈ H(div, Ω) and ∇ · u hi = 0. 
Lemma 2.1. ([59]) For any E ∈ E h and nonnegative integer j, it holds
∥v − Q i j v∥ 0,T + h T |v − Q i j v| 1,T h s T |v| s,T , ∀v ∈ H s (T ), (2.15) ∥v − Q i j v∥ 0,∂T h s−1/2 T |v| s,T , ∀v ∈ H s (T ), (2.16) ∥v − Q b j v∥ 0,∂T h s−1/2 T |v| s,T , ∀v ∈ H s (T ), (2.17) ∥Q i j v∥ 0,T ≤ ∥v∥ 0,T , ∀v ∈ L 2 (T ), (2.18) ∥Q b j v∥ 0,E ≤ ∥v∥ 0,E , ∀v ∈ L 2 (E), (2.19)where 1 ≤ s ≤ j + 1.
Stability
We devote this section to the stability of scheme (2.11). To this end, we introduce the following two semi-norms: for any
T .
Basic results.
Lemma 3.1.
Lemma 3.2. For all T ∈ T h and v
, it holds the following estimates:
d×d , we use Green's formula and the definition of weak gradient to get
Since m ≤ l, we have
, by the Cauchy-Schwarz inequality and inverse inequality we obtain the estimate (3.3). Similarly, taking
d×d in (3.6), we obtain the desired estimate (3.4).
In light of Lemmas 3.1 and 3.2, the following lemma holds: 
For any nonnegative integer j, we introduce the local Raviart-Thomas (RT) element
Lemmas 3.4-3.6 show some properties of the RT projection [36] .
Lemma 3.5. For any T ∈ T h and v
v is determined only by (3.8) . Moreover, the following interpolation approximation property holds:
Lemma 3.6. The operator P RT j defined in Lemma 3.5 satisfies
Lemma 3.7. It holds the following commutative properties:
d×d , by the definition of weak gradient we get
(3.14)
In view of the property (3.9), the definition of Q b l , and
Then, from Green's formula and the definition of 16) which leads to (3.12). The property (3.13) follows similarly.
We also recall the BDM projection from [36] for 2D and [11] for 3D. 19) when d = 2 and j ≥ 2, and
Lemma 3.8. For any T ∈ T h and v
is the bubble function on T , and
Moreover, it holds the following interpolation approximation:
Stability result
We establish the following stability result of B h (·, ·; ·, ·).
Proof. We use four steps to finish our proof.
Step 1. By the definition of
Step
h , then from the definition of weak gradient and Green's formula it follows
The properties of P BDM k in (3.17) and (3.18) indicate
We apply Green's formula, the fact ⟨p hb , v · n⟩ ∂T h = 0, and (3.24) to get
Moreover, we have
On the other hand, the estimate (3.4) gives
Then we obtain
By the definition of B h (·, ·; ·, ·) and Cauchy-Schwarz inequality, it holds
where C, C 1 (and C 2 in what follows) denote different positive constants independent of h and ν.
Step 3. We take
Then we have
Again, from the definition of B h (·, ·; ·, ·) and Cauchy-Schwarz inequality it follows
Step 4.
As a result, we obtain
which finishes the proof.
A Priori Error Estimates
Denote
We have the following lemma.
In addition, it holds
, by the property (3.11) we have 
In view of the commutative property (3.12), the definition of weak gradient, and Green's formula, we obtain
From the definition of Q i m , Green's formula and the fact that ⟨n · ∇u, v hb ⟩ ∂T h = 0 it follows
By the definition of Q b l it holds
The commutative property (3.13) yields
Thanks to the definition of weak gradient, ∇ · P RT k u = 0 and the property (3.8), we have
The estimates (4.6), (4.8)-(4.11) lead to 
Proof. We write E(u; v h ) = E 1 + E 2 with
From Lemma 2.1 and the inequality (3.3) it follows
Lemma 3.5 yields
which, together with the inequality (4.14), implies the desired conclusion.
By Lemmas 4.1-4.2, we can obtain the following result.
h be the solutions to (1.1) and (2.11), respectively. Then it holds the error estimate
Proof. It is easy to verify that (I
h u − u h , J h p − p h ) ∈ V 0 h × Q 0 h .
Then from Theorem 3.1 and Lemmas 4.1-4.2 it follows
This completes the proof of the theorem.
Furthermore, Theorem 4.1 leads to the following a priori error estimates.
Theorem 4.2. Let
h be the solutions to (1.1) and (2.11), respectively. Then it holds the error estimates
Proof. By (3.3) and Theorem 4.1 we have
Then, from triangle inequality it follows
Similarly, Theorem 4.1 and the triangle inequality give (4.19) and (4.20).
L 2 Error Estimation for Velocity.
We follow standard dual arguments to derive an L 2 error estimate for velocity. We first introduce the following dual problem: find a solution (ϕ, ψ) satisfying
in Ω,
where u and u hi is the solution of (1.1) and (2.11), respectively. We assume the following regularity holds:
We note that the above estimate holds when Ω ⊂ R 2 is convex [46] or when Ω ⊂ R 3 is a convex polyhedron [34] . 
Taking v h = I h u − u h in (5.4) and noticing the fact B h (u, p; v, q) = B h (−v, q; −u, p), we have
which, together with Lemma 4.1, yields
, and m ≤ l, we have
By the approximation properties of P 8) and
which, together with (5.6) and the regularity (5.2), indicate
This estimate, together with the triangle inequality and the approximation property of the operator P RT k , leads to the desired conclusion.
Local Elimination Property
In this section, we shall show that in the WG scheme (2.11), the velocity and pressure approximations, (u hi , p hi ), defined in the interior of the elements, can be locally eliminated by using the numerical traces, (u hb , p hb ), defined in the interface of the elements. Therefore, after the local elimination the resultant linear system only involves degrees of freedom of (u hb , p hb ) as unknowns.
We rewrite (2.11) as the following form:
For all T ∈ T h , taking v hi | Ω/T = 0, v hb = 0, and q hi | Ω/T = 0, q hb = 0 in (6.2), we immediately obtain the following local problem:
For any T ∈ T h , we define
By Lemma 3.1 we immediately know that
Similar to Theorem 3.1, the following local inf-sup stability result holds.
Proof. We follow the same routine as in the proof of Theorem 3.1.
Step 1. By the definition of B h,T (·, ·; ·, ·), we have
Step 2. Take
which, together with the definition of ∥| · |∥ T , yields
Again, by the definition of B h,T (·, ·; ·, ·), it holds
Step 3.
14) 15) which leads to
The above lemma immediately shows the following conclusion. 
Numerical Experiments
In this section, we provide some numerical results to verify the numerical performance of our new WG finite element methods for the Stokes equations. All tests in this section are programmed in C++ using the Eigen [38] library.
We consider three cases of our WG methods:
For comparison we also do experiments for the WG methods in [65] and the HDG methods proposed in [23, 26, 52] .
and introduce spaces
We recall the WG method in [65] has the following form:
For ease of comparison, we can rewrite the HDG methods in [23, 26, 52] into the following WG framework:
(Ω), (7.10) 1.00E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 1.00E+02 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 1.00E+04 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 HDG-II 1.00E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 1.00E+02 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 1.00E+04 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 0.0000E+00 WG [65] 1.00E+00 where k ≥ 1, the constant τ n is a quantity independent of the element T , and τ t is a non-negative piecewise constant function on E h . In [26] , the authors proved that when τ n → ∞, the HDG methods yield globally divergence-free velocity approximations and are uniform convergent with respect to the Reynolds number. In the experiments we compute the following two cases of HDG methods:
HDG-I :
τ t = 1.00E + 00, τ n = 1.00E + 00; (7.11) HDG-II : τ t = 1.00E + 00, τ n = 1.00E + 08. 13) and the Reynolds number Re = 1.00E + 00, 1.00E + 02, 1.00E + 04. The computational mesh is a regular triangulation with 2 × n × n triangles, which we refer it as n × n mesh. The results are presented in Tables 7.1-7.2.
From the numerical results we have the following observations:
1) The convergence rates of our WG methods are independent of the Reynolds number and conformable to the theoretical results in Theorem 4.2 and Theorem 5.1.
2) In view of ∥∇
T ∥∇ · u hi ∥ 0,T , the velocity approximations obtained by our new methods are globally divergence-free, which are conformable to the discussion in Remark 2.2. We notice that in Table 7 .1 the lowest HDG methods also obtain divergence-free velocities, since u hi are piecewise constants.
3) When τ n ≥ Re, HDG-II performs better than HDG-I. This confirms the theoretical analysis in [26] , where no numerical experiments were given.
4) The results of HDG-I and the WG methods in [65] are getting worse as the Reynolds number Re goes up, which means that the methods are not uniformly stable with respect to Re.
5) The three new WG methods are of the same convergence rates, but WG-III has the least computational size of three cases. On the other hand, though WG-I has the largest computational size, it yield the most accurate velocity approximations.
Conclusion
Our proposed WG methods for the Stokes equations are shown to be globally divergence-free and uniformly convergent with respect to the fluid viscosity coefficient or the Reynolds number. Numerical examples illustrate the robustness of the methods.
