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Abstract
In this paper we present a C++ implementation of the analytic derivative of
a feed-forward neural network with respect to its free parameters for an ar-
bitrary architecture, known as back-propagation. We dubbed this code NNAD
(Neural Network Analytic Derivatives) and interfaced it with the widely-
used ceres-solver [1] minimiser to fit neural networks to pseudodata in
two different least-squares problems. The first is a direct fit of Legendre
polynomials. The second is a somewhat more involved minimisation prob-
lem where the function to be fitted takes part in an integral. Finally, using
a consistent framework, we assess the efficiency of our analytic derivative
formula as compared to numerical and automatic differentiation as provided
by ceres-solver. We thus demonstrate the advantage of using NNAD in
problems involving both deep or shallow neural networks.
Keywords: Neural Networks; Gradient-Descent; Back-Propagation;
Analytic Derivatives;
Nikhef/2020-011
Preprint submitted to Computer Physics Communications May 15, 2020
ar
X
iv
:2
00
5.
07
03
9v
1 
 [p
hy
sic
s.c
om
p-
ph
]  
12
 M
ay
 20
20
PROGRAM SUMMARY
Program Title: NNAD
Licensing provisions: MIT
Programming language: C++
Nature of problem: computation of the gradient of a feed-forward neural network
with respect to its parameters (weights and biases). This is a proxy for the com-
putation of the gradient of sensible figures of merit used in optimisation problems.
Solution method: analytic derivative of a feed-forward neural network with arbi-
trary architecture by means of a recursive application of the chain rule.
1. Introduction
The extraction of information from experimental measurements often re-
quires parametrising some relevant quantities using suitable functional forms
that are eventually fitted to the data. In many cases, even the general be-
haviour of such quantities is largely unknown. In order to avoid unwanted
parametric biases, it is convenient to make as few assumptions as possible on
the associated functional form. This requires flexible objects able to describe
a large variety of behaviours: neural networks (NNs) are thus suitable candi-
dates (see, e.g., Refs. [2, 3, 4] for some applications in high-energy physics).
However, the flexibility of NNs comes at the cost of a complex multidimen-
sional parameter space. Therefore, fitting (or training) a NN typically re-
quires a heavy numerical effort aimed at finding the best fit parameters in a
very complicated parameter space.
Efficient training algorithms often rely on the knowledge of the gradient
in parameter space of the figure of merit chosen to measure the goodness
of the fit. Therefore, an efficient computation of the gradient is crucial to
achieve performance. This is especially true for complicated figures of merit
involving NNs.
There are fundamentally two main approaches to the computation of a
gradient. The first is the numerical approach. The second is the analytic
approach that can be further branched off into: “fully” analytic (henceforth
simply analytic) and automatic differentiations (See Sect. 5 for more details).
In this paper we consider feed-forward NNs with arbitrary architecture
and derive a compact back-propagation algorithm to analytically compute
their gradient in parameter space. We then implement this algorithm in
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a C++ code and compare it to numerical and automatic differentiation as
implemented in ceres-solver [1].
The paper is organised as follows. In Sect. 2, we first define the figure
of merit that we will use throughout the paper and then derive the analytic
back-propagation algorithm (NNAD) for a feed-forward NN. In Sect. 4, we use
NNAD in two specific cases: 1) a fit of pseudodata generated using a Legendre
polynomial and 2) a fit of functions involved in convolution integrals. We
devote Sect. 5 to assess the performance of our algorithm as compared to
numerical and automatic differentiations. Finally, we give some conclusive
remarks in Sect. 6. Appendix A provides some details concerning the main
functionalities of the C++ implementation.
2. Definition and optimisation of the figure of merit
In this section we define the particular figure of merit that we will be using
throughout the paper. The figure of merit has the purpose of “measuring”
the degree of agreement between a set of data and some parametric model.
A common choice for the figure of merit is the likelihood function.
The likelihood function can be defined as the probability of observing a
given sample of data for a given set of parameters of the given model. Let
D = {D1, D2, ...Dn} be a set of random variables having a joint probability
density F depending on a set of parameters θ = {θ1, θ2, ..., θm} of some
parametric model. From the definition above, one can write the likelihood
function as:
L(θ|d) = Fθ(d) ≡
n∏
i
fi,θ(di) , (1)
where d = {d1, d2, ..., dn} are the observed values of D (the data) and fi,θ is
the single probability distribution of Di given the set of parameters θ. Let
us take all fi to be mutually independent normal distributions,
1 therefore:
L(θ|d) =
n∏
i
1√
2piσ2i
e
− (mi(θ)−di)
2
2σ2
i , (2)
where di and σi are respectively the central value and the uncertainty of the
1The case of dependent variables can be addressed by introducing the appropriate
correlation matrix.
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i-th datapoint, and mi is the corresponding model prediction obtained with
the set of parameters θ.
The goal of a regression analysis is to find a particular set of parameters
θ that maximises the likelihood L(θ), thus maximising the probability of
observing the given data. This procedure typically goes under the name
of maximum likelihood estimation. However, finding the maximum of the
likelihood turns out to be computationally expensive. In order to simplify
the problem, one can equivalently maximise the logarithm of the likelihood,
that reads:
ln (L(θ|d)) = −n
2
ln (2pi) +
n∑
i
ln
1
σi
− 1
2
n∑
i
(
mi(θ)− di
σi
)2
. (3)
Since the first two terms on the right-hand side are constant and the last
term is negative, maximising the likelihood is equivalent to minimising this
last term, that is:
max
θ
ln (L(θ|d))→ min
θ
n∑
i
(
mi(θ)− di
σi
)2
≡ min
θ
χ2(θ) . (4)
This defines the χ2 as an effective loss function to be minimised in a regression
analysis. In the studies below, we will use the χ2 as a figure of merit.
There exist numerous strategies to solve Eq. (4). In this paper we will
focus on deterministic derivative-based algorithms whereby the solution of
Eq. (4) is reached by following the steepest descending path on the hyper-
surface defined by the χ2. Alternatives to the deterministic approach are the
derivative-free algorithms that broadly consist of exploring random paths
of the parameter space until the minimum of the χ2 is found. Examples
of derivative-free algorithms are the genetic algorithm and the covariance-
matrix-adaptation evolution-strategy [5].
Within deterministic derivative-based algorithms, we have chosen to work
with the quite popular Levenberg-Marquardt algorithm [6]. It combines the
gradient-descent algorithm to the Gauss-Newton method. When the pa-
rameters are far from their optimal value, the Levenberg-Marquardt method
behaves more like a gradient-descent algorithm in which the χ2 is reduced by
updating the parameters along the steepest-descent direction. The Gauss-
Newton method is instead used when the parameters are close to their op-
timal value to identify the minimum of the χ2 by assuming it to be locally
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quadratic. Both the gradient-descent and Gauss-Newton methods rely on
the knowledge of the derivatives of the χ2 with respect to the parameters θ.
In fact, the computation of the gradient of the χ2 is a bottleneck for all deter-
ministic algorithms in general and, as such, for the Levenberg-Marquardt one
in particular. Therefore, an efficient computation of this quantity is highly
desirable.
3. Derivative of the χ2
In this section we discuss how to treat the gradient of the χ2 for a model
parameterised by a feed-forward NN. This will automatically result into the
derivative of the NN itself that we will then explicitly work out.
For the sake of simplicity, we consider one single experimental point mea-
sured at ξ ∈ Rm with central value d ∈ Rn and standard deviation σ ∈ Rn
that we want to fit with a NN N : Rm → Rn with L layers and parametrised
by a set of weights and biases {ω(`)ij , θ(`)i }. The corresponding χ2 reads:
χ2[{ω(`)ij , θ(`)i }] =
n∑
k=1
(
Nk(ξ ; {ω(`)ij , θ(`)i })− dk
σk
)2
, (5)
where Nk is the k-th output of the NN. We also assume that all the nodes
belonging to the `-th layer have the same activation function φ`. The k-th
output of the NN can then be written recursively as:
Nk(ξ ; {ω(`)ij , θ(`)i }) = φL
NL−1∑
j(1)
ω
(L)
kj(1)
y
(L−1)
j(1)
+ θ
(L)
k

= φL
NL−1∑
j(1)=1
ω
(L)
kj(1)
φL−1
NL−2∑
j(2)=1
ω
(L)
j(1)j(2)
y
(L−2)
j(2)
+ θ
(L−1)
j(1)
+ θ(L)k

= . . . .
(6)
The nesting in Eq. (6) continues until the input layer is reached. The deriva-
tive of the χ2 in Eq. (5) with respect to the weight ω
(`)
ij , relevant to the
computation of the gradient, takes the form:
∂χ2
∂ω
(`)
ij
= 2
n∑
k=1
(
Nk(ξ ; {ω(`)ij , θ(`)i })− dk
σ2k
)
∂Nk
∂ω
(`)
ij
, (7)
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and similarly for the derivative with respect to the bias θ
(`)
i . Eq. (7) reduces
the computation of the derivatives of the χ2 in Eq. (5) to the computation
of the derivatives of N . In this respect, the feed-forward structure of the NN
in Eq. (6) is crucial to work out an explicit expression for such derivatives.
We start by defining:
x
(`)
i =
N`−1∑
j=1
ω
(`)
ij y
(`−1)
j + θ
(`)
i ,
y
(`)
i = φ`
(
x
(`)
i
)
,
z
(`)
i = φ
′
`
(
x
(`)
i
)
.
(8)
We then apply the chain rule to compute the derivative of Nk w.r.t. ω
(`)
ij :
∂Nk
∂ω
(`)
ij
=
∂y
(L)
k
∂ω
(`)
ij
= z
(L)
k
∂x
(L)
k
∂ω
(`)
ij
=
NL−1∑
j(1)=1
[
z
(L)
k ω
(L)
kj(1)
] ∂y(L−1)
j(1)
∂ω
(`)
ij
=
NL−1∑
j(1)=1
NL−2∑
j(2)=1
[
z
(L)
k ω
(L)
kj(1)
] [
z
(L−1)
j(1)
ω
(L−1)
j(1)j(2)
] ∂y(L−2)
j(2)
∂ω
(`)
ij
= . . .
(9)
As evident, the chain rule penetrates into the NN starting from the output
layer all the way back until the `-th layer (i.e. the layer where the parameter
ω
(`)
ij belongs to). In order to write the derivative in a closed form, we define
the (i, j) entry of the matrix S(`) as:
z
(`)
i ω
(`)
ij = S
(`)
ij
(
=
∂y
(`)
i
∂y
(`−1)
j
)
, (10)
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so that:
∂N
∂ω
(`)
ij
= S(L) · S(L−1) · · ·S(`+1) · ∂y
(`)
∂ω
(`)
ij
, (11)
with y(`) the N`-dimensional vector of all y
(`)
i . This expression can be written
in a more compact form as:
∂N
∂ω
(`)
ij
=
[
`+1∏
α=L
S(α)
]
· ∂y
(`)
∂ω
(`)
ij
. (12)
It is important to notice that the product of matrices S(α) in Eq. (12) runs
backwards from L to `+1. The derivative in the r.h.s. of Eq. (12) can finally
be computed explicitly and for the k-th component of y(`) it reads:
∂y
(`)
k
∂ω
(`)
ij
= z
(`)
k
∂x
(`)
k
∂ω
(`)
ij
= δkiz
(`)
i y
(`−1)
j . (13)
Similarly, the derivative of N w.r.t. the bias θ
(`)
i takes the form:
∂N
∂θ
(`)
i
=
[
`+1∏
α=L
S(α)
]
· ∂y
(`)
∂θ
(`)
i
, (14)
with:
∂y
(`)
k
∂θ
(`)
i
= δkiz
(`)
i . (15)
The presence of δki in both Eqs. (13) and (15) simplifies the computation
yielding:
∂Nk
∂θ
(`)
i
= Σ
(`)
ki z
(`)
i ,
∂Nk
∂ω
(`)
ij
= Σ
(`)
ki z
(`)
i y
(`−1)
j ,
(16)
where Σ
(`)
ki is the (k, i) entry of the matrix:
Σ(`) =
`+1∏
α=L
S(α) . (17)
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The identities in Eq. (16) can finally be used to compute the gradient of the
χ2 through Eq. (7) (and its respective for the bias θ
(`)
i ). From the point of
view of a numerical implementation, it is crucial to notice that the matrix
Σ(`) can be computed recursively moving backwards (hence the name back-
propagation) from the output layer as:
Σ(`−1) = Σ(`) · S(`) , (18)
starting from the initial condition:
Σ(L) = I . (19)
This feature allows one to compute the derivatives w.r.t. all free parameters
of a NN with a single iteration of the chain rule. We point out that the
iterative nature of Eq. (16) is a direct consequence of the structure of the
object being derived, i.e. a feed-forward NN. Therefore, Eq. (16) does not
generally apply to any artificial NN.
The implementation of Eq. (16) is made public through a C++ code that
we dubbed NNAD, for Neural-Network Analytic Derivatives. This code pro-
vides an interface to construct and compute feed-forward NNs with arbitrary
architecture along with their derivarives w.r.t. weights and biases. A brief
discussion on the main features and usage of this code can be found in Ap-
pendix A.
4. Applications
In this section, we present two applications of NNAD where we implemented
Eq. (16) derived in the previous section. The first application is a fit of a
NN to pseudodata generated using an oscillating Legendre polynomial as
an underlying law. This represents the simplest environment in which the
NN needs to adapt locally to the single data points. The second example is
instead more involved as the NN to be fitted appears inside a convolution
integral. As a consequence, each single data point has a non-local impact on
the NN, making the fit harder. This example is reminiscent of fits of collinear
parton-distribution and fragmentation functions but with some simplification
aimed at highlighting the robustness of our implementation.
In order to carry out the studies outlined above, we have developed a
separate code, named NNAD-Interface, meant to interface NNAD to other
publicly available tools. Specifically, NNAD-Interface is interfaced to the
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ceres-solver minimiser [1], an open source C++ library for modeling and
solving large optimisation problems that has been used in production at
Google since 2010, and to APFELgrid [7] that provides a fast computation of
the convolution integrals.
4.1. Fitting Legendre polynomials
As a first application, we take the simple example of fitting pseudodata
generated using a Legendre polynomial as an underlying law. To this pur-
pose, we generated Ndata = 100 pseudodata points over an equally-spaced
grid {ξi}, with i = 1, . . . , Ndata and ξi ∈ [−1, 1]. The corresponding sets of
central values {di} and uncertainties {σi} is obtained as:
di = [1 + P10(ξi)]× G(1, 0.1) ,
σi = [1 + P10(ξi)]× G(0, 0.1) ,
(20)
where Pn is the Legendre polynomial of degree n and G(µ, σ) is the normal
distribution with mean value µ and standard deviation σ. The shift by 1 in
both equations in Eq. (20) has the goal to make the underlying law positive
definite and facilitate thus the generation of the pseudodata.
The model used to fit the data is a NN with one input node, one output
node, and a single hidden layer with 25 fully-connected nodes (architecture
[1, 25, 1]) for a total of 76 free parameters.
Fig. 4.1 shows the result of a fit of 1000 iterations. It is evident that the
fitted NN reproduces the underlying law quite accurately. This provides a
first proof of the correctness of our derivation, Eq. (16).
4.2. Fitting parton-distribution functions
As a further application, we consider a somewhat more complicated but
realistic problem in which the functions to be determined appear inside a
convolution integral. This makes the fit harder in that each single data point
has a delocalised impact on the functions being fitted. Purposely, this pro-
cedure resembles very closely the extraction of collinear parton-distribution
functions (PDFs) [4, 8] or fragmentation functions [9] from experimental
data. However, we stripped the problem of some complications unnecessary
to the purpose of showing the robustness of our analytic back-propagation
implementation.
First, we consider uncorrelated data points. This makes the computation
of the χ2 easier due to the absence of off-diagonal terms in the covariance
9
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Figure 4.1: Fit of a NN with architecture [1, 25, 1] to 100 pseudodata points generated
according to Eq. (20). The black points represent the pseudodata with the corresponding
uncertainty, the red line is underlying law (truth), and the blue line is the result of a
1000-iteration fit.
matrix.2 Second, we consider an unphysical case in which theoretical predic-
tions only depend on two independent unknown functions.3 With this setup,
the χ2 takes the form:
χ2[{ω(`)ij , θ(`)i }] =
Ndata∑
k=1
(
Fˆ (ξk, ζk; {ω(`)ij , θ(`)i })− dk
σk
)2
. (21)
The theoretical predictions Fˆ are computed in terms of convolution integrals
w.r.t. the variable ξ between two distinct sets of quantities: Ci and Ni, with
2As stated above, accounting for correlations would simply amount to introducing a
covariance matrix in the definition of the χ2.
3In the simplest case of inclusive deep-inelastic-scattering cross sections, the number of
independent function is three.
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i = 1, 2:
Fˆ (ξ, ζ) ≡
2∑
i=1
[Ci ⊗ξ Ni] (ξ, ζ) ≡ [C ⊗ξ N ] (ξ, ζ) , (22)
where Ci are know functions of ξ and ζ,
4 while Ni only depend on ξ and are
the functions to be extracted. The convolution sign ⊗ξ is defined as:
[f ⊗ξ g] (ξ) ≡
∫ 1
0
dy
∫ 1
0
dz f(y)g(z)δ(yz − ξ) . (23)
In order to compute these convolution integrals very efficiently, we employ
the APFELgrid fast interface [7].
Finally, the computation of the gradient of the χ2 in Eq. (21) requires the
following derivatives:
∂χ2
∂ω
(`)
ij
= 2
Ndata∑
k=1
(
[C ⊗ξ N ] (ξk, ζk)− dk
σ2k
)[
C ⊗ξ ∂N
∂ω
(`)
ij
]
(ξk, ζk) ,
∂χ2
∂θ
(`)
i
= 2
Ndata∑
k=1
(
[C ⊗ξ N ] (ξk, ζk)− dk
σ2k
)[
C ⊗ξ ∂N
∂θ
(`)
i
]
(ξk, ζk) ,
(24)
involving derivatives of the NN that we compute with NNAD.
The central values of the pseudodata {di} are generated convoluting
the functions C1 and C2 with the appropriate combinations of PDFs taken
from the NNPDF31 nlo pch as 0118 set of the NNPDF3.1 family [4] accessed
through the LHAPDF interface [11]. The set of variables (ξk, ζk) is such that, for
each of the five values of ζk ∈ {3.5, 22.5, 144.9, 932.5, 6000}, 200 points loga-
rithmically distributed in the interval [10−3, 1] are generated for the variable
ξk. This amounts to a total of Ndata = 1000 pseudodata points. In addition,
for each point di an uncertainty σi is randomly generated according to:
σi = di × U(0.05, 0.07) , (25)
4In our case, C1 and C2 are related to the short-distance cross sections of the deep-
inelastic-scattering process computed to next-to-leading order accuracy in perturbative
Quantum Chromodynamics (QCD) and provided by the APFEL library [10]. The variables
ξ and ζ can thus be respectively identified with the partonic momentum fraction x and
the negative squared invariant mass Q2 of the vector boson.
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3.0
Fˆ
(ξ
,ζ
)
Ndata = 1000 ζ = 3.5
ζ = 22.5
ζ = 144.9
ζ = 932.5
ζ = 6000.0
Figure 4.2: The pseudodata set for the observable Fˆ (ξ, ζ), Eq. (22), used in our deter-
mination of the functions N1 and N2. The data points correspond to 200 points in ξ
logarithmically distributed in the interval [10−3, 1] for each of 5 different values of ζ. The
uncertainties are uniformly distributed between 5% and 7%.
where U(a, b) is a uniform distribution between a and b and zero elsewhere.
In other words, the pseudodata points have a relative uncertainty between
5% and 7%. Fig. 4.3 displays the full set of pseudodata points used in our
fit as a function of ξ for the different values of ζ.
For N in Eq. (22) we have chosen the architecture [2, 10, 2]5 for a total of
52 free parameters. The complexity of such a large parameter space may lead
to a possible dependence of the results on the starting point of the fit in the
parameter space. To avoid this problem, we performed Nrep = 100 replica
fits of 1000 iterations each, initialising the parameters of the NN randomly
in the interval [−1, 1] with a uniform distribution. The results will then be
presented as averages over the 100 replicas with uncertainties given by the
standard deviation.
5While the two output nodes correspond to N1 and N2, the two input nodes correspond
to ξ and ln(ξ). This particular input configuration seems to help the convergence of the
fit.
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Figure 4.3: Ratio of predictions over data for the observable Fˆ (ξ, ζ) for all the data
included in the fit. The ratios are plotted as functions of ξ for all the different values of ζ.
Fig. 4.3 shows the predictions obtained after the fit, normalised to the
central value of the pseudodata, plotted as a function of ξ for all values of
ζ. The vertical error bars correspond to the pseudodata uncertainties. The
agreement is evidently excellent. Indeed, the predictions overlap perfectly
with the central value of the pseudodata. In addition, the uncertainty band of
the predictions (plotted but not visible) is much smaller than the pseudodata
uncertainties. This last observation leads to the conclusion that the final
results are almost completely insensitive to the starting point of the fit in
the parameter space.
Finally, it is interesting to compare the fitted quantities N1 and N2 ap-
pearing in Eq. (22) to their “truth”, i.e. the functions used to produce
the pseudodata. This comparison is shown in Fig. 4.4. As expected, the
agreement is excellent, particularly for the function N2.
6 The lower insets
6This was to be expected because, by construction, the observable Fˆ is more sensitive
to the function N2 than to N1. The reason is that, in the perturbative expansion of Fˆ in
terms of the QCD coupling, N2 contributes starting from the leading order while N1 enters
at the next order. Therefore, the contribution of N1 to Fˆ is numerically less significant
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Figure 4.4: The central value and standard deviation of the fitted N1 and N2 compared
to their respective “truth” taken from NNPDF31 nlo pch as 0118.
of Fig. 4.4 clearly show that the spread deriving from starting the fit from
different points in the parameter space is generally small. This points to the
fact that, despite the complexity of the parameter space, all the fits converge
towards the same minimum of the χ2 irrespective of the starting point. In
conclusion, the ability of fitting functions involved in convolution integrals is
a further validation of the goodness of our derivative formula in Eq. (16).
5. Performance assessment
In this section, we gauge the performance advantage of using the analytic
back-propagation formula Eq. (16), detailed in Sect. 3 and used in Sect. 4,
over the automatic and numerical methods as implemented in ceres-solver [1].
Numerical differentiation only relies on the knowledge of the function
to be differentiated in the vicinity of the differentiation point, in a way that
derivatives are computed in terms of incremental ratios. This method has the
advantage that it applies straightforwardly to any function. The drawback
than that of N2.
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is that it is typically slower and potentially less accurate than an analytic
approach.
Automatic differentiation is instead an analytic approach that relies on
dual numbers (or Jets in the language of ceres-solver). In our context, a
Jet represents a parameter and its derivatives w.r.t. all other parameters in
the computational graph that either precede it (in forward-mode) or succeed
it (in backward-mode). Specifically, it contains a scalar value corresponding
to the parameter itself and the vector of its derivatives. With a set of el-
ementary operations, it allows for an iterative application of the derivative
chain rule so that any parameter derivative could be easily computed from
another connected one in the graph. Our method closely follows this proce-
dure. However, as pointed out in Sect. 3, Eq. (16) has the advantage that
the full set of derivatives is obtained in one shot iterating backwards through
the NN. Conversely, standard automatic derivatives are typically computed
in batches - not simultaneously - and not necessarily taking advantage of any
possible iterative structure of the function being differentiated. Nonetheless,
it should be pointed out that automatic differentiation is a totally general
method, not specific to feed-forward NNs as our method is.
In order to compare the efficiency of the different differentiation strategies,
we considered the same minimisation problem discussed in Sect. 4.1 in which
a NN with a single hidden layer was fitted to pseudodata produced using
a (shifted) Legendre polynomial of degree 10 as an underlying law. As in
Sect. 4.1, each fit was stopped at the 1000-th iteration but the data set
was extended from Ndata = 100 to Ndata = 1000 pseudodata points evenly
distributed in the interval [−1, 1].
The comparison is done by recording, for all the three differentiation
strategies, the fitting time as a function of the number of nodes of the hid-
den layer.7 Despite the fitting time for each differentiation strategy only
depends on the number of iterations (1000 in our case), we required that
only successful fits8 that converged towards the global minimum of the χ2
were considered. To this end, for every architecture, we performed 50 inde-
pendent fits to the same data set with the NN initialised differently at each
fit. We then selected the running time of that with the smallest χ2. The
7For a single-layer NN, the number of parameters increases linearly with the number
of nodes.
8We define a successful fit to be one with χ2/Ndata < 1.
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result of this procedure for the three differentiation strategies is shown in
Fig. 5.1. Somewhat expectedly, the numerical differentiation (green curve)
is by far the least efficient (note the logarithmic scale on the y axis), being
around a factor 5 slower than the automatic differentiation (red curve) and by
a factor between 15 (for 22 parameters) and 50 (for 148 parameters) slower
than the analytic differentiation (blue curve). More surprising is instead
the difference between automatic and analytic differentiations. While the
departure is smaller for relatively small numbers of parameters, it steadily
increases as the number of parameters grows, with automatic differentiation
being around 10 times slower than the analytic one for 148 parameters. This
behaviour suggests that the iterative structure of Eq. (16) provides a perfor-
mance advantage w.r.t. standard automatic differentiation as implemented
in ceres-solver.9
In order to support this hypothesis, we have increased the number of hid-
den layers of the NN (depth), this time limiting the comparison to automatic
and analytic derivatives only. The conjecture is that deeper NNs make auto-
matic differentiation increasingly more expensive, the reason being that the
chain of derivatives to be computed is on average longer for a NN with more
layers. Despite this should be the case also for the analytic back-propagation,
Eq. (16), the performance worsening is expected to be milder. The reason
is that the derivative w.r.t. a parameter belonging to a given layer only de-
pends on the derivatives of the parameters in the preceding layer. Since at
each iteration of a fit the derivatives w.r.t. all free parameters are used, our
approach is advantageous in that a single iteration through the NN allows
one to obtain them all. Fig. 5.2 clearly shows a different pattern between the
analytic curves (lower part of the plot) and the automatic ones (upper part)
as the depth increases. The left and right panels display the same curves in
linear and logarithmic scale on the y axis, respectively: the latter has the
goal to make the single curves distinguishable, while the former highlights
the difference in slope. To make the comparison more quantitative, we have
fitted the curves with a straight line and reported slope and offset in the
right panel of Fig. 5.2. We observe the following differences:
9Possibly, part of the degradation in performance of the automatic differentiation stems
from the fact that the figure of merit gets evaluated multiple times, computing a small set
of derivatives at each pass. The size of this set is controlled by kStride in ceres-solver
that we take to be equal to 1 in all our tests.
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Figure 5.1: Comparison of the performance of the three differentiation strategies. The
plot shows the minimisation time as a function of the number of parameters/nodes for fits
of 1000 iterations of a single-layer NN to a Legendre polynomial of degree 10.
• In the analytic case, the performance proportionality with the number
of parameters remains roughly constant across all NN depths. This is
proven by the limited variation of the slopes and particularly evident in
the left panel of Fig. 5.2 where the corresponding curves are remarkably
flat.
• Conversely, in the automatic case, the slope increases significantly by
increasing the NN depth. This is also evident from the left panel of
Fig. 5.2 and the numerical values of the slopes.
From the right panel of Fig. 5.2, it is easier to see that both analytic and
automatic curves tend to shift upwards as the NN depth is increased.10 This
is a common feature probably because the time spent to iterate over the
layers of a deeper NN is longer in both cases.
10The automatic curve with 4 hidden layers seems not to follow this trend for small
numbers of parameters. However, this curve is particularly noisy and the straight-line
offset may not be a reliable estimate of the vertical shift.
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Figure 5.2: Performance comparison between automatic (ceres-solver) and analytic
(NNAD) differentiations based on the minimisation problem discussed in Sect. 4.1. Different
NN depths are also probed to highlight the differences between the two methods.
The observations concerning the performance of the different differenti-
ation strategies seem to support our conjecture that the iterative structure
of Eq. (16) is more efficient than numerical and standard automatic dif-
ferentiations as implemented in ceres-solver. More specifically, our ana-
lytic derivation is accomplished through a reduced amount of computations,
making it particularly efficient for large-scale problems involving deep feed-
forward NNs.
6. Conclusions
In this paper, we derived a compact expression for the analytic derivatives
of a feed-forward NN w.r.t. its free parameters known as back-propagation
(Eq. (16)) and implemented it in the C++ NNAD code (see NNAD.git).
We presented two applications: a fit of pseudodata generated using a
Legendre polynomial and a fit of functions involved in convolution inte-
grals. These applications, implemented in the NNAD-Interface repository
(see NNAD-Interface.git), prove the robustness of our analytic derivation.
We finally assessed the performance gain of using our analytic derivatives
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over automatic and numeric differentiation as provided by ceres-solver [1].
In order to do so, we measured the time spent to fit the “Legendre” pseudo-
data as a function of the number of free parameters of the NN for each of the
three methods. On top of the expected performance improvement w.r.t. to
numeric differentiation, we find that our analytic implementation is also sig-
nificantly faster than the automatic one provided by ceres-solver. We also
find that the improvement does not only trivially scale with the number of
parameters, but also with the depth of the NN architecture. We interpreted
this behaviour as a consequence of the exploitation of the specific recursive
structure of a feed-forward NN in our analytic back-propagation formula. We
thus conclude that NNAD is particularly suited for large-scale problems.
We would finally like to stress that we are aware of the plethora of avail-
able minimisers dedicated to problems involving neural networks, such as
Tensorflow [12], PyTorch [13], and Keras [14]. However, a typical feature
of these tools is that their mainstream user interface is written in python.
Therefore, a direct comparison of our back-propagation formula to the differ-
entiation strategies of these codes, would require a python implementation
of NNAD. We do plan to carry out such an implementation, along with com-
parisons to the main available tools, in a future publication.
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Appendix A. General overview of the NNAD code
In this appendix we discuss the main functionalities of the NNAD imple-
mentation of a feed-forward NN and its analytic derivatives. An example
code can be found in the public distribution of the NNAD code under the
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name tests/TestDerivatives.cc. The purpose of that code is to build a
NN, compute the NN itself and all its derivatives at some particular point,
and finally compare the results to a fully numerical calculation.
The first step to take is the definition of the architecture of the NN in
terms of a std::vector of int’s, for example:
// Define architecture
const std::vector<int> arch{3, 5, 5, 3};
This defines the architecture [3, 5, 5, 3] with three input nodes, two fully-
connected hidden layers with five nodes each, and three output nodes. The
next step is to build the NN itself and this is easily done as follows:
// Initialise NN
const nnad::FeedForwardNN<double> nn{arch, 0, true};
The NN is an object of the template namespaced class FeedForwardNN that
takes as (mandatory) inputs the architecture and a random seed (0 in this
case) required to randomly initialise weights and biases between zero and
one. There are further optional inputs. The first is a switch to turn on or
off the report of the NN features. This parameter is off by default but it is
turned on in the example above. As a further input, the user can specify
the functional form of the activation function φ (that is used for all non-
input nodes) and its derivative φ′. It is responsibility of the user to make
sure that activation function and its derivative correctly match. Both these
inputs should be passed as std::function’s taking a double as an input
and returning a double. The default for these parameters is the sigmoid
function and its derivative:
φ(x) =
1
1 + e−x
, φ′(x) = φ(x) [1− φ(x)] . (A.1)
The final optional input is whether the output nodes should use the same
activation function of the hidden nodes or if their activation function should
be linear. The code uses linear activation functions as a default for the output
nodes.
Once the NN object has been built, one needs to define an input that
has to be a std::vector of double’s with as many elements as input nodes:
three, in this case. For example:
// Input vector
std::vector<double> x{0.1, 2.3, 4.5};
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There are two main methods to evaluate the NN at x. The first is:
// Get NN at x
std::vector<double> nnx = nn.Evaluate(x);
that returns a std::vector of double’s with as many elements as output
nodes (three, in this case) corresponding to the NN values. In order to also
access the derivatives, one can call:
// Get NN and its derivatives at x
std::vector<double> dnnx = nn.Derive(x);
Also this function returns a std::vector of double’s but with as many
elements as output nodes plus the number of parameters times the number
output nodes. In fact, the function Derive, not only returns the derivatives,
but also the values of the NN itself that are placed in the first (three, in this
case) entries of the vector dnnx.
The class FeedForwardNN provides more methods to handle its objects.
A more detailed documentation can be found in the online repository.
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