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ABSTRACT
S equ en tia l Procedure for T est o f  U niform ity  
in  M ultinom ial M odels
by
Hai Zhen
Hokwon Cho, Ph.D ., E xam ination  Com m ittee C hair 
Associate Professor of M athem atical Sciences 
University of Nevada, Las Vegas
In th is  th es is  we deal w ith a  sequential procedure for testing  
uniform ity in  a  given m ultinom ial d istribu tion  using  inverse sam pling. 
From  a  decision theoretic po in t of view, we devise an  efficient stopping 
rule th a t  satisfies a  pre-determ ined  P*-condition. D irichlet d istribu tions 
of Type II will be prim arily u se d  for developing the  inverse-type 
sequential procedure based  on the  decision theoretic point of view. We 
assum e a  non-zero cell probability  (param eter) for given m ultinom ial 
models. In particu lar, we will be focusing on the  equal probability  
configuration (EPC) am ong all feasible cell configurations. One of the  
m ain goals is to find optim al sam ple sizes th a t resu lt from a  desirable 
probability level, the  probability  of correct decision P{CD}, in testing  
uniform ity in m ultinom ial m odels. As an  illustration , “wheel of fo rtune” 
will be considered to fit the  developed model. Finally, the developed 
procedure will be d iscussed  via M onte Carlo experim entation.
Ill
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CHAPTER 1
INTRODUCTION
1.1 M otivation
The m ultinom ial probability d is tribu tion  is defined by specifying a  
several n u m b ers  of categories (or c lasses, or cells), say k  (< oo, frequently 
know n or assum ed), for outcom es, w hich is one of the  m ost frequently 
occurring sta tis tica l phenom ena in decision m aking  problem s. In those 
decision procedures, two m ost im p o rtan t a spec ts  of sta tistical decision 
are erro r control to be m inim ized (or m axim izing the sta tistical 
confidence) an d  sam ple sizes. For in stance , w hen we are dealing w ith a  
testing  problem  (with two com peting hypothesis), we wish to choose a 
te s t th a t g u a ran tees  the  m axim um  pow er am ong all possible sta tistical 
tests . However, th is  is possible only w hen the  (given) sam ple sizes are the  
sam e for all possible tes ts , and  the  power of the  te s t depends upon  the  
sam ple sizes th a t the researchers can  ob tain  in the experim ent. 
Moreover, the  existing fixed-sam ple classical te s ts  do not provide the 
optim al sam ple sizes for any s ta tis tica l tes ts . Suppose for a  given 
m ultinom ial population we are in te rested  in cell probabilities [pi, i = 
l,2,..,k) for all k  categories and w ish to te s t a  hypothesis H o : f i  = 1/k .
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T hen, ou r decision-m aking procedure  m u st reflect the  fact th a t  an  
app ropria te  sam ple size e n su re s  the  sta tistica l confidence in  such  
testing .
In th is  thesis , we w ish to approach  the  problem  by taking a  different 
sam pling  strategy, nam ely the  inverse sam pling procedure. In particu lar, 
in  m any  applications w here sam ples are  costly, the  inverse sam pling 
m ethod  is frequently  recom m ended n o t only to reduce costly sam pling 
u n its , b u t also to optimize sam ple sizes in reaching a  decision. For more 
deta ils  ab o u t sequential sam pling schem es, see G ovindarajulu (1999).
For a n  illu stra tion  we will u se  the  well-known game -  Wheel of Fortune, 
w hich h a s  the  n u m b er of categories ranging  from 2 to 10 where the  equal 
probability  configuration (EPC) is assum ed . The goal is then  to find an  
optim al stopping tim e rule th a t  sa tisfies the  p rescribed  probability level 
P* to te s t of uniform ity utilizing the  Ranking and  Selection M ethodologies 
(RSM).
1.2 W heel of Fortune
A feeling of adven tu re  is an  elem ent of games. We com pete ag a in st the  
uncerta in ty . The course of the  game an d  its outcom e change each  time 
we play. The fu tu re  rem ains in darkness. T hat is w hat keeps th ings 
en terta in ing  and  generates excitem ent.
The popularity  of wheel of fortune proves th is poin t over an d  over 
again. Random  influences occur in gam es involving dice, wheel of fortune
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
an d  th e  mixing of cards. The course  of a  game, in accordance w ith its 
ru les , is determ ined  no t only by th e  decision m ade by the  players, b u t by 
th e  re su lts  of random  processes. If the  influence of chance  dom inates the 
decisions of the players, th en  we speak  of a  game of chance, therefore, 
we are  alw ays in q u est of the  equiprobability.
A wheel of fortune is a  gam e by sp inning  the  wheel th a t h as several 
categories w ith specified outcom es su ch  a s  am o u n t of rew ard. A 
c o n te s tan t usually  tak es the  wheel for a  sp in  an d  w aits un til it s tops 
completely. Then, the  observer declares the  category (i.e. outcome) th a t  
the  ind icator poin ts exactly one of possible categories.
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CHAPTER 2
PRELIMIARIES 
2.1. Probability D istributions 
Binom ial D istribution 
Binom ial probability  m a ss  function takes the  form
p ^ = P [ X  = m]= p " ' { \ - p Y  = (2.1)
w here 0 < p  < 1. We denote th e  binom ial d istribu tion  by X ~  Bin(n, p). By 
definition, we have th a t E(2Q = np, Var(2^ = np (i-p ).
B eta D istribution
The beta  d is tribu tion  is a n  absolutely  con tinuous d istribu tion  whose 
probability density  function  defined on the interval [0,1] is given
w here a> 0, p > 0, are  p aram eters , an d  the beta  function  B (a, p ) is
T(a + P)
The expected value and  variance of a beta  random  variable X with 
param eters a  an d  P are given by
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
F(Z) =
a  + P
aP
{a + p ) { a  + p  + \)
It is w orthw hile to see the  rela tionsh ip  betw een binom ial d istribu tion  and  
b e ta  d istribu tion .
Let X be Bin (n, p), from tim e to tim e, we need to calcu late  P  {X< m } or 
P  {X > 77i}, th en  we have
P { X > m ) ^ \ - P { X < m )  = Y.  P"(l-P)"
k=m
It is n o t difficult to see th a t com putation  gets unm anageab le  for large 
values of m  an d  n. Hence, we have the following
k=m
k ( i -pr*=-— — -jx-'d-xy-dk
from th is, the  binom ial tail probability can  be calcu lated  th rough  b e ta  
Function, furtherm ore, com paring these  two pdfs, we can see beta  
d istribu tion  is no th ing  b u t a  binom ial d istribu tion  replacing p  w ith x  , 
and  n, n -m  w ith a -1 , p-1.
M ultinom ial D istribution 
The M ultinom ial d istribu tion  is a m ultivariate generalization of the 
binomial d is tribu tion  d iscussed  in Subsection 2.1. Suppose th a t n 
independent tria ls of sam e experim ent are conducted , each having k  
m utually  exclusive and  exhaustive possible outcom es (or cells). Let pi
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
( 0 < p. < 1, =1) denote the  single-trial probability  of the  event
associated  w ith zth cells (1 < i < k), an d  let Yi,n be the  n u m b er of 
outcom es falling in  cell i { l  < i< k) after n observations have been taken. 
Then 0 <Yi^n^ n  an d  = »• The k-variate  d iscrete  random  variable Y
= ( Ypn,Y2,n, ...Yk,n ) h a s  th e  probability m ass function
= (yi, y 2,..., yk)} = k i l A  (2.3)
!=I
and  we say Y h a s  the  m ultinom ial d istribu tion  w ith param eters  n and  
p = {pi, p2,...pk) .
D irichlet D istribution 
The D irichlet d istribu tion , being the  m ultivariate  generalization of 
B eta d istribu tion , is also an  absolutely  con tinuous d istribu tion  w ith its 
probability density  function  of {Xi, X 2,...,Xn) given by
1 ■ 1 ; i=i
w here a i> 0 , i = l ,2 ,. . . ,n+l  and  (xi,...,xj e S„.
Wilks (1962) w as the  first to u se  the  term inology “Dirichlet d is tribu tion” 
for random  variable having the density  function (2.4). He explained how 
these d istribu tions arise  in the  construction  of d istribution-free to lerance 
intervals an d  o th er connections betw een the D irichlet d istribu tions and  
the theory of o rder s ta tis tics . D irichlet d istribu tion  is also the  conjugate 
prior of m ultinom ial d istribu tion  in Bayesian sta tistics.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
'The D irichlet d istribu tion  of type II can be derived by choosing random  
variable ¥■ appropriately . If we consider the following transform ation
and equivalently we have
+ ¥,+.■■ + ¥„ u y , +■■■ + }',
The Jaco b ian  of th is  transfo rm ation  is ( 1++• • •  + y  then  we can 
derive the  density  function of Y=(Y,,...,Y) as  (2.5) from (2.4)
= . (2.5)
It is also called inverted D irichlet d istribu tion , a  m ultivariate 
generalization of b e ta  d istribu tion  of second kind, a  num ber of exam ples 
of its applications can  be found in Sobel (1985). This d istribu tion  (2.5) 
can be derived from independen t gam m a random  variables (Wilks, 1962). 
Especially, the  cdf of the Dirichlet d istribu tion  is nam ed Incom plete 
Dirichlet type I in tegral w hich is a  d irect generalization of the incom plete 
beta  d istribu tion  for the m ultinom ial case (see Sobel, 1977). The two 
integrals are  called I  and  J  functions. They were in tensely  stud ied  in 
Sobel (1977) an d  expressed  as the following
„ |  Pb b b1 (2.6)
( / 7  — P ) ! |  r ( / ^ )  0  0  0  '=1  /= !
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where we assume 0</7,. < l / è ,  «>i? ,  7? = ^ ; ;  and /n = « - P  + l , see (2.7).
/=!
In general, th is  D irichlet in tegral can  be u sed  w ith m ost of m ultinom ial 
problem s, especially in  m ax an d  m in frequency in hom ogeneous 
m ultinom ial (Sobel, 1977).
The Incom plete D irichlet Type II Integral 
The cdf of D irichlet type II d istribu tion  is nam ed  the incom plete 
D irichlet type II integral, w hich is a  d irect generalization of incom plete 
b e ta  d is tribu tion  of second kind. A b-variate random  vector (X;,...,X^) is 
said  to be a  D irichlet Type II d istribu tion  w ith p aram eters 
= if the jo in t density  function  is given by
over the  b-dim ensional positive o r th a n t R;, ={(x^,x.^,...,x^);x.>0,i = \,...,b} 
an d  is zero ou tside  Rb , = th en  we have x ~  D^{r,m). based  on th is,
two incom plete dirichlet type-II in tegrals C and  D functions are defined 
a s  below:
C f \r ,m )  = ft,(x,r,m)YŸ,^^dx. (2.7)
0 0
«1
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w here a , r ={r^,...,r^), a re  nonnegative, are all
positive and  6 is a  positive integer. Then, Olkin an d  Sobel (1965) have 
show n th e  following
P(PJ = Ç)(r,m ), (2.9)
=  (2 . 10)
w here a. = ^ ^ , ( i  = l,2,...,6), (b+ l)st cell a s  counting cell.
Pb+\
Pj a n d  Ej rep resen t m in im um  and  m axim um  frequency events in its 
own righ t from those cells a t  stopping  tim e.
P, a t stopping  tim e w hen = m  for the  first time}.
fi’—’fb < ^ stopping  tim e w hen = m  for the  fist time}.
A detailed in terp reta tion  of th e  above expression can  be found in Cho 
(2003).
2.2 R anking an d  Selection Methodology (RSM)
R anking an d  Selection is one of sta tistica l m ethodologies in sta tistica l 
m ultiple decision theory, w hich is com m only described by selecting (a se t 
of) th e  best or largest cell(s) from the categories in  a  given m ultinom ial 
population.
Let X  ~ M{n, pi), i= l ,2 ,. . . ,k  an d  denote the  ordered p. 's
P[\ ]  —  P[2]  -  • • •  —  P[ k y
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C onsider the problem  of selecting the  cell associated  w ith the  largest 
probability  To app roach  a  m ultip le decision problem , there  are  two
classical form ulations of the  problem ; one is  the  indifference zone 
approach  due to B echhofer (1954) and , Bechhofer an d  Sobel (1954), who 
began  as an  alternative to th e  trad itiona l analysis of variance, the  o ther 
is th e  su b se t selection app roach  due  to G up ta  (1956) and, G up ta  and  
Sobel (1957). These two app roaches basically becam e the  R anking an d  
Selection group of m ethodologies (RSM) we know  today and  w hich 
con tinue  to develop. For applications, the  form er one can  be u se d  to the  
m ultiple com parisons in  the  analysis of experim ental design, while the  
su b se t selection approach  can  be u sed  to the  general selecting 
procedures in m ultiple decision problem s. For m ore details, refer the  
following two pioneering m onographs; G ibbons, Olkin an d  Sobel (1977), 
an d  G upta  and  P an ch ap ak esan  (1979). We will only focus on the 
indifference zone form ulation in  th is  thesis.
2.3. Indifference Zone Form ulation 
In 1954, Bechhofer in troduced  the  concept of Ranking and  Selection. 
He describes a  problem  in w hich the  goal is to select the  population  w ith 
the largest m ean for som e population  sta tistic  from a  set of t norm al 
populations. T hus the  goal of the  indifference zone approach  is to select a 
single cell and  claim  th a t it h a s  cell probability pm.  C onsider a 
procedure which selects the  cell associated  w ith - m a x j p j , the
10
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sta tis tica l issue  is to determ ine the  m inim um  sam ple size n to be u sed  in 
th e  procedure to g u a ran tee  a  pre-specified probability  of correctly 
identifying the  cell associated  w ith p[k], a  “Correct Selection (CS)” for th is 
form ulation. In addition, we m ay be indifferent in  the  selection of a  cell 
w hen two cells are nearly  th e  sam e. To quantify  th is , define 5 to be 
indifference zone, if < ^ > we will be indifferent to ch o o sin g p[k] or
P[k-i]. Therefore, the  probability  of correct selection
F{CS) = F{p[,j > pyj I P[,j -pyj >S}>F*,Vis^k 
w here {d,F*j are  pre-specified. Since F{CS} = l /k  can  be achieved by
sim ply choosing a  cell a t  random , th en  \/k< P* <\ is required. If we use 
param eter ratio , we can  have the  following expression: given 5 > 0 and  0 
< a  < 1, choose the  sm allest n su ch  th a t
P{CS} > 1 -  a
for all p = since we are regarded a s  indifferent to w hich
cell is selected w hen ~P[k- \]  < ^ • Similarly, the  sam ple size n is chosen 
so th a t
inf P { C S \ R } =  lim P{C S\R }
P  P ^ P epc
for the  case of LFC and  EPC
In th is  Section, we p resen ted  som e basic d istribu tions, their no tations, 
their properties, and  in terre la tionsh ips, which play fundam enta l roles in 
deriving ou r su b seq u en t stu d y  m ethod.
11
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CHAPTER 3
DIRICHLET TYPE II INTEGRALS AND PROCEDURE
3.1 Form ulation
A te s t th a t is com m only rela ted  to the  goodness of fit te s t is the  Chi- 
squared  te s t for testing  cell probabilities in  m ultinom ial d istribu tion . Karl 
Pearson, in the  p ap er of 1900, w hich in m any w ays opened the door to 
the  m odern e ra  of sta tis tica l inference, proposed th e  te s t sta tistic
Z - u = i   ^  ^ '
where k  ind icates d isjo in t cells, w ith oi an d  being observed and  
expected frequency, an d  to te s t  the  goodness-of-fit
hypothesis ( / /„ :p = p o  vs. Ha :p^po). It is c lear a  large d iscrepancies 
betw een the observed an d  expected cell co u n ts  will resu lt in larger values 
of w hich roughly is the  sum  of sq u ares of standard ized  d istances from 
the expected co u n ts  u n d e r the null hypothesis {H^: p = p o  ).
In ou r paper, we will consider a  new testing  procedure  alternative to 
s tandard  %^-test tiy ing  to consider a  m ultinom ial m odels where the  cells 
have a  n a tu ra l ordering (Ranking and  Selection).
12
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O bservations are  taken  one a t a  tim e from a  m ultinom ial d istribu tion  
w ith k  cells, an d  we arrange  them  in th e  order of th e ir m agnitude p[i ]< 
P[2 ] <...< p[k] . The goal is to select a  cell p [i], referred to as “w orst” cell, 
so th a t  th e  probability  requ irem ent to be satisfied is expressed in term s 
of the  ratio  5 of p[k] to p[ij an d  two p re-assigned  co n stan ts  P* and  5* 
su ch  th a t  l/k < P * < l, 5* >1, we define th e  probability of correct decision 
of observing all k  cells by stopping tim e using  o u r inverse sam pling 
procedure  a s  P (CD | R}, we select th e  w orst cell th a t satisfies the  
probability  requ irem ent
P{C D |R }>P* ( 3 . 1 )
Let R denote o u r inverse sam pling procedure, we observe c observations 
from counting  cell pp] after observing c from any o ther cell ( i= l ,2 ,. . .k  ) 
the  in teger c = C( k, P*, 6* ) is chosen  in  advance in  su ch  a way th a t Eq. 
(3.1) is satisfied. This c value is ou r stopping  rule, or stopping constan t.
In  ou r case  we only consider a  given n u m b er of categories w ith equally 
probable d is tin c t cells. Suppose X i, X2 ,...,Xk be a  sequence of 
independen t observed frequencies from a  m ultinom ial population w ith k 
equally  probable categories, we conduct a  sequential sam pling procedure 
by tak ing  sam ples one a t  a  time (ISP: inverse sam pling procedure) 
seeking an  efficient stopping rule, an d  sam pling u n d e r the precision of 
pre-assigned  P*. According to the resea rch  re su lts  from Cho (2003), h is 
in itial m inim al a ssum ption  of one cell probability is f  = 1/10 = 0.1 , he 
investigated the  following cell configuration scenarios
13
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a) E qual Probability Configuration (EPC)
b) Least Favorable C onfiguration (LFC)
c) M ultiple Slippage Configuration (MSC)
an d  calcu lated  th e  m inim um  frequency on the  coun ting  cell for each  
case, c is u sed  here  a s  a  stopping ru le  to c u t sh o rt o u r inverse sam pling 
procedure. In o ther w ords, we carry  o u t ou r sam pling an d  stop a s  soon 
a s  we observe c. B ased on the research  re su lt tab u la ted  in Cho (2003), 
we u se  c derived from the  P* requ irem ent a s  a  stopping  rule for any 
given n u m b er of cells k, coun t frequency of each  cell Xi and  P*, the  table 
gives o u t the  stopping  co n stan t c su ch  th a t P(CD|R) > P* (95% and  
99%). Then we u se  c to calculate the  expected n u m b er of tria ls needed 
to h a lt o u r sam pling experim ent u n d e r EPC. We are m ainly in te rested  in
the  expected nu m b er of sam ple size E { N c )  required  to perform  the test.
Suppose there  is a  sequence of independen t m ultinom ial tria ls , for 
instance, the  sp in  of the  wheel of fortune one a t  a  tim e, with outcom es 
Xi, X2,... w here Xi tak es value of frequency for i- th  trial, w ith unknow n 
probability pi, th en  a  prefixed value po, in th is  case, will be 1 /k  , the  
problem  is to te s t
Ho : Pi = po against Ha : pi are  no t all equal to po 
O ur approach  for solving th is  is to consider Nc sam ple observations 
such  th a t
AL -  min < k ; V  X  = « J  min X  = c >
0 I J
14
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th a t  is, we take  the  sam ple u p  to No for p re-assigned positive num ber 
E ( N c \ E P C ) .  T hen the  left-tailed te s t  based  on No is appropria te  and  is 
given by
Reject Ho if No < E ( N c \ E P C )  an d  accept Ho otherw ise, 
w here E {N YE PC ), a  positive n u m b er derived from the  c value, is the 
expected n u m b er of observation u n d e r EPC, hence the  level of 
significance can  be guaran teed  by 1 - P*.
3.2 A com pound CD integral, a n  inverse sam pling te s t procedure
a n d  c value explained
If we generalize the  C an d  D functions, the  problem  will become a
com pound m ultinom ial model, th a t  is, w hen a  specified counting  cell
reaches a t frequency m an d  som e (k-l) specified cells have frequency
bigger or equal th a n  r , th e  rem aining  (k-t) cells being sm aller th an  r ,
the  probability  d istribu tion  can  be w ritten  as
/ —I
" V  « •
1=1
w here a = a,,...a,t-i) and  is the  ratio of the  jth cell/  Pq
probability to the  probability of the counting cell. This expression h as  
been estab lished  by Sobel, U ppuluri, an d  Frankow ski (1985).
A fu rther generalization of the  C D  in tegral can be found in Cho (2003), 
they are called generalized m ultiple C D -in tegrals.
15
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3.2.1 A proposed inverse sam pling procedure to te s t for hom ogeneity in 
m ultinom ial m odels and  stopping co n stan t c
In th is  section, we will propose a  new te s t procedure  using  inverse
sam pling  procedure w ith a n  efficient stopping rule.
Let X ,X 2 ,...X^ be a  random  sam ple from m ultinom ial d istribu tion  with 
p aram ete rs  Pi,P2,—Pk w ith jo in t probability function
r TV ^
y  (X|,  Xj, . .  . x ^  ) —
\^Xj,X2,...X^ y
w here ^ x ,. = TV,^/?; = 1 an d  let be the  order sta tistic
1=1 <=i
obtained  by arrang ing  them  in increasing  order of m agnitude. In th is 
paper, we are in te rested  in  testing , a s  we m entioned in  the  in troduction , 
the  hom ogeneity hypothesis
^ 0  = -  =  P k  =  ^ ! k .
the s tan d a rd  %^-test for the  is based  on a  fixed sam ple size N, w ith
tes t sta tistic  T  = k !  TV^ (X. —N I  kY
1=1
with its d istribu tion  is approxim ately , k-1  degrees of freedom  u n d er 
Ho for large N. (see Hogg and  Craig, 1995)
In the inverse sam pling procedure, observations are  tak en  one a t  a  tim e 
and  the sam pling is term inated  w hen the  coun t in any  one of th e  cells 
reaches a  specified num ber c. Let Xi,X 2 ,...Xk denote th e  cell co u n ts  a t 
term ination. For a  fixed value of k  and  P*, we first choose values of c and
16
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No respectively. We th en  take  one observation a t a  time an d  continue 
sam pling un til the  first tim e w hen one of th e  following th ree  events 
happens:
(a) ~P(k-\) ~ ^  ( th is  is the condition to reject T/g)
(h) -^ (1) c
(c) Nq observations have been taken  ( from E(N^ \EPC)).
Event (a) h a s  been controlled by o u r indifference zone m ethod, event (b) 
h a s  also been  controlled by the P*, event (c) can  be derived from (a) and
(b). Therefore, ou r testing  procedure  will be:
Once ev en t (c) happens, th en  we stop  sam pling and accep t Ho
Insofar as decision theory  is concerned, Cho (2003), utilizing m ultiple 
decision theory, m ade h is  detailed study  of seeking the  expression of 
P(WD) in te rm s of bo th  D C-integrals ( the inverse side of CD-integrals) 
and  generalized m ultip le CD -integral u n d er the  assu m p tio n  of one 
m issing cell an d  m in im um  cell probability tak ing  value of 1 /10 . The 
probability of m aking  w rong decision P(WD) is a s  follows
P(WD) = » [ ( ^ r  + ( / - Y  ]C r  (c; c) + ‘- Y D l  (c; c)
where t is the  n u m b er of the  cells observed, c , th e  frequency of counting  
cell, the m ost im p o rtan t elem ent in th is thesis , is called the  stopping 
constan t w hich is actually  sam e as r  in the  CD-integral. It is th is  very
17
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decision ru le  th a t  we u se  to stop our sam pling. Before we go fu rther, we 
w ould like to sideline c to clarify its real m eaning an d  function in  th is 
thesis , c a s  a  po in t estim ator, serves a s  an  approxim ation to th e  true, 
b u t unknow n , values of integral of in te rest, it guaran tee  a  specified 
(<5%) bound  on error. As we previous m entioned, the  developm ent of c 
value is based  on m ultiple decision theory, Cho (2003), in w hich he 
uniform ly restric ted  the probability of m aking wrong decision w ithin 
0.05. This is sam e a s  p u ttin g  the  probability  of m aking wrong decision 
u n d e r a tigh t control, the  various configuration of cells them selves are 
taken  into consideration  w hen the  Eq. (3.3) w as developed. Therefore, the 
Eq. (3.3) ind icates the  probability  of m aking a  wrong decision, w here the 
observed cells t = k  -  1. O ur purpose of research  is to develop an  
efficient way of testing  the  fairness of wheel of fortune. In our m odel the 
cell num ber is given and  an  assum ed  equal probability of each  cell is 
im posed. Therefore, in order to be 95% su re  th a t  ou r te s t is co rrect while 
u sing  th is c value, we have to re-exam ine table Cho (2003). It reveals 
fact th a t a  case  of given 2 cells equals to th a t  of 2 cells a re  observed from 
m aking correct decision po in t of view, i.e. in order to u se  the c value to 
come to a  correct decision, we have to initially s ta r t  w ith t equal to 2, 
w hich correspond to the  decision rule c value of 13 w hich will guaran tee  
u s  a t least 95% su re  of m aking a  correct decision. This dual a sp ec t of the 
table of c value, due  to its  ro b u st na tu re , allows u s  no t only to estim ate  
the tru e  num ber of cells b u t to use  it a s  a  decision ru le  to stop sam pling
18
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u n d e r a  given cell n u m b er case a s  well. We can  express P(CD) th rough  
P(WD), w here P{CD} is the  probability  of m aking  correct decision 
observing all cells, P{WD} is the  probability  of w rong decision being m ade 
w hen we stop  sam pling w ithout seeing all the  cells. It can  be expressed 
a s  following
P(CD) = 1 -  P(WD) (3.4)
for the  developm ent of c value, refer to Cho (2003).
3.3 Expected N um ber of O bservations an d  Testing U nder EPC 
It is no t difficult to notice th a t  u n d e r EPC, the  expected num ber of 
observations will tu rn  ou t to be the  b e s t case insofar as the  sam ple size 
is concerned, in o ther words, the  n u m b er of observations will reach  its 
m inim um  size com pared to th a t  of all the  o ther cell configurations, 
m aking it th e  best an d  m ost econom ical case  to have.
Due to its equiprobable cell configuration, ou r calculation  of the expected 
num ber of observations will be drastically  simplified. Cho (2003) h as  
show n the expression of the equation  as
E ( y  I EPC) = k'cCf-' (c,c +1) (3.5)
where c is the our m inim um  frequency of each  cell, it also is ou r p re ­
assigned stopping co n stan t derived from the  la s t section. Then we can  do 
our testing  based  on the  those p re-assigned  num ber, P*, c an d  
E(Nc\EPC).
19
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CHAPTER 4
NUMERICAL STUDIES
4.1 M onte Carlo S im ulation 
For a sim ulation  study, M onte Carlo experim entation is carried  ou t in 
order to illu stra te  the  behavior an d  the  perform ance of the  stopping rule 
in th e  proposed sequential p rocedure. The resu lts  of the  Monte Carlo 
sim ulation , based  on the stopping  ru le  are sum m arized in  the  following 
Tables 3.1 to 3 .4 , which include the  n u m b er of categories k, the  stopping 
c o n s tan t c (in fact, th is  is the  m in im um  cell frequency, obtained LFC), 
the  average of the  optim al stopping  tim e, E(N), the average sam ple 
n u m b er Avg.^, s tan d ard  erro r of the  average sam ple size s.e., an d  the 
average observed coverage probability  P(CD) in the experim ents. E ach 
row in  the table  corresponds to 10,000 independen t experim ents.
We observe th a t both the  expected optim al sam ple sizes an d  average 
sam ple n u m b ers  increase a s  the  n u m b er of categories increases. We also 
see th a t  the coverage probabilities are  uniform ly higher th an  the  p re ­
assigned desirable  probability P*. From  th is, we conclude th a t  the 
num erical re su lts  indicate the  sm all sam ple behavior an d  provide 
suppo rt for the  suggested procedure. The next four tab les are the  re su lts  
for P* = 0.95 and  P* = 0.99, respectively. In addition, we p resen t the
20
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sim ulation  resu lts  u sing  several m ultiple slippage configurations for k  
4 an d  k=  6.
T a b l e  3 . 1 :  S e q u e n t i a l  E s t i m a t i o n  o f  o p t i m u m  s a m p l e  s i z e  
i n  M u l t i n o m i a l  d i s t r i b u t i o n  u s i n g  o p t i m a l  
s t o p p i n g  r u l e  u n d e r  E P C
p { c d } > P \  F ’=o . 9 5 ,  £ = 1 / 1 0
#  o f e x p t  = 1 0  0 0  0  e a c h  r o w
k C E ( N ) A v g .  # S . e . P ( C D )
2 1 3 3 0 . 0 8 7 3 3 0 . 0 4 2 3 . 6 8 7 6 . 9 6 5 0
3 8 3 1 . 3 4 1 6 3 1 . 3 0 4 5 .  9 4 2 5 . 9 6 0 6
4 6 3 4 . 6 0 9 6 3 4 . 6 2 3 6 1 . 1 5 9 8 . 9 6 5 1
5 5 3 9 . 0 1 4 8 3 9 . 0 7 8 6 1 . 3 1 7 8 . 9 6 4 5
6 4 4 0 . 7 8 9 4 4 0  . 9 0 3 4 1 . 4 4 4 5 . 9 6 3 9
7 4 4 9 . 2 1 7 9 4 9 . 2 7 2 9 1 . 5 8 3 8 .  9 6 0 9
8 4 5 7 . 8 5 1 7 5 7 . 7 7 7 3 1 . 6 9 5 1 . 9 5 9 2
9 4 6 6 . 8 6 9 4 6 6 . 6 1 2 1 1 . 7 9 9 2 . 9 5 8 0
T a b l e  3 . 2
k C E ( N ) A v g .  # S . e . P  ( C D )
2 1 3 3 0  . 0 8 7 3 3 0  . 0 3 3 4 . 6 8 3 6 . 9 6 0 2
3 8 3 1 . 3 4 1 6 3 1 . 2 4 6 5 . 9 3 5 2 . 9 6 4 6
4 6 3 4 . 6 0 9 6 3 4 . 6 2 0 5 1 . 1 5 5 5 . 9 6 3 1
5 5 3 9 . 0 1 4 8 3 9  . 0 4 7 5 1 . 3 0 8 9 . 9 6 1 8
6 4 4 0 . 7 8 9 4 4 0  . 9 1 6 6 1 . 4 6 0 4 . 9 6 0 4
7 4 4 9 . 2 1 7 9 4 9 . 3 1 2 8 1 . 5 7 4 1 . 9 5 9 8
8 4 5 7 . 8 5 1 7 5 8 . 0 9 8 5 1 . 6 6 8 8 .  9 5 8 1
9 4 6 6 . 8 6 9 4 6 6  . 7 2 2 4 1 . 7 9 6 4 . 9 6 2 0
21
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Table 3.3
k C E  ( N ) A v g . #  s . e . P ( C D )
2 1 3 3 0 . 0 8 7 3 3 0 . 0 1 8 6  . 6 8 9 4 .  9 5 8 7
3 8 3 1 . 3 4 1 6 3 1 . 3 3 1 7  . 9 3 3 2 . 9 6 4 0
4 6 3 4  . 6 0 9 6 3 4 . 5 4 4 7  1 . 1 5 0 0 . 9 6 0 3
5 5 3 9 . 0 1 4 8 3 8 . 9 4 3 6  1 . 3 0 7 6 . 9 6 2 1
6 4 4 0 . 7 8 9 4 4 0 . 9 1 9 2  1 . 4 6 4 1 . 9 6 0 7
7 4 4 9 . 2 1 7 9 4 9 . 3 8 4 6  1 . 5 6 6 9 . 9 5 9 2
8 4 5 7 . 8 5 1 7 5 8 . 0 2 2 3  1 . 6 7 6 7 . 9 5 6 9
9 4 6 6  . 8 6 9 4 6 6 . 7 3 4 3  1 . 7 8 9 3 . 9 5 6 4
T a b l e 3 . 4 : S e q u e n t i a l E s t i m a t i o n  o f  o p t i m u m s a m p l e  s i z e
i n M u l t i n o m i a l d i s t r i b u t i o n  u s i n g  o p t i m a l
s t o p p i n g  r u l e  u n d e r  E P C
p { c d } > P* , P * = 0 . 9 9 ,  £ = 1 / 1 0
#  o f  e x p t  = 1 0  0 0 0  e a c h  r o w
k C E ( N ) A v g . #  s . e . P ( C D )
2 2 0 4 5 . 9 2 1 2 4 4 . 9 4 7 9  . 6 5 4 5 . 9 9 2 0
3 1 3 4 8 . 4 0 6 4 4 8 . 4 1 5 5  . 9 3 6 6 .  9 9 1 0
4 9 4 8 . 9 3 2 6 4 8 . 9 8 5 5  1 . 1 1 9 7 .  9 9 3 0
5 7 5 1 . 3 0 3 4 5 1 . 3 1 2 7  1 . 2 8 4 1 . 9 9 3 8
6 6 5 6 . 1 0 7 3 5 6 . 1 5 9 1  1 . 4 1 7 7 . 9 9 3 4
7 5 5 8 . 6 2 8 2 5 8 . 6 4 6 5  1 . 5 4 5 0 .  9 9 2 3
8 5 6 8 . 7 0 2 1 6 8 . 7 4 8 4  1 . 6 4 6 8 .  9 9 2 5
9 5 7 9 . 0 2 3 4 7 9 . 0 2 7 1  1 . 7 8 7 0 . 9 9 1 7
From Table 3 .1-3 .4 , we observe th a t  bo th  the expected optim al sam ple 
sizes and  the  average sam ple n u m b ers  m onotonically increase a s  the 
num ber of categories increases. The Monte Carlo sim ulation  values of the  
average stopping tim e are very close to the  expected num ber of stopping 
time, E(N), we com puted. We also see th a t the  coverage probabilities are 
uniform ly h igher th a n  th e  prescribed  desirable P*-condition. This 
provides a  su b s tan tia l am o u n t of num erical evidence for u s  to conclude
22
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th a t  th e  proposed procedure  perform s satisfactorily in testing  uniform ity 
for given m ultinom ial m odels.
4 .2  Illu stra tion  -  W heel of Fortune 
For an  illustra tion , we u se  the  re su lt in the previous section. Let’s take 
a  wheel th a t  h a s  six categories, so /c = 6. For simplicity, consider EPC, 
nam ely all categories have the  sam e probability = 1 / 6 .
Let the random  vector X = (%i, X2,...,Xk) follow the  m ultinom ial 
d istribu tion  w ith corresponding probability vector p = (pi, p s,..., pk) 
whose com ponents are  positive an d  add to one. For tes ting  the equi- 
probable m odel in  a  given m ultinom ial d istribu tion , we hypothesize the 
null model and  specify the  corresponding alternative a s  follows:
Ho: pi = 1 /k  for all i, vs. H&: Not all pi are  equal.
Then, we w ish to te s t the  fairness of a  die. From  the Tables 3 .1-3 .3  we 
find the  stopping c o n s tan t c = 4 an d  u se  th is  observed m inim um  positive 
frequency (MPF) = 4 for the  stopping ru le an d  rejection rule. Then we 
reject the nu ll hypothesis of uniform ity if we get to observed MPF = 4 
w ithout seeing all the  six categories. In o ther words, every frequency a t 
stopping tim e shou ld  be e ither zero or a t  least 4. Therefore the level of 
significance becom es 1-P* < 0.05 if we choose P* = 0 .95  as ou r level of 
confidence. In fact, we can  com pute th a t the  probability of Type 1 error 
for th is  case  is 1-0 .9618 = 0.0322 which is sm aller th a n  0.05. Moreover, 
w hen the stopping value for P* = 0.99, c = 6, th e  Type I error is less th a n
0 .01 .
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We p resen t the sim ulation  re su lts  of two exam ples for slippage 
configurations:
T a b l e  3 . 5  O p t i m a l  S t o p p i n g  t i m e  f o r  S p i n n i n g  o f  a  W h e e l  o f  F o r t u n e  
k  =  4  M S C  =  1 / 8  Sc 3 / 8 ,  s t o p p i n g  v a l u e s  f r o m  L F C  
c o n f i g u r a t i o n  ( 1 / 8 , 3 / 8 , 1 / 8 , 3 / 8 )
P * = 0 . 9 5  £  =  1 / 1 0  #  o f  e x p t  =  1 0 0 0 0  e a c h
k C A v g s . e P ( C D )
4 6 5 8  .  8 3 6 1 2 . 2 6 4 0 . 9 5 5 2
4 6 5 9 . 0 6 1 3 2 . 2 6 5 5 .  9 5 5 2
4 6 5 8  . 7 5 2 7 2 . 2 5 3 0 . 9 5 4 3
4 6 5 8 . 8 4 1 4 2 . 2 5 9 3 . 9 5 5 4
T a b l e  3 . 6  O p t i m a l  S t o p p i n g  t i m e  f o r  S p i n n i n g  o f  a  W h e e l  o f  F o r t u n e  
k  = 6  M S C  =  1 / 9  Sc 2 / 9 ,  s t o p p i n g  v a l u e s  f r o m  L F C  
c o n f i g u r a t i o n  ( 1 / 9 , 2 / 9 , 1 / 9 , 2 / 9 , 1 / 9 , 2 / 9 )
P * =  0 . 9 5  e  =  l / l O  #  o f  e x p t  =  1 0 0 0 0  e a c h
k c A v g s .  e P ( C D )
6 4 5 1 . 9 0 9 9 2  . 1 4 1 9 . 9 6 0 9
6 4 5 2  . 0 9 9 0 2  . 1 5 2 0 .  9 6 0 4
6 4 5 2 . 2 5 7 3 2 . 1 2 3 7 .  9 6 0 7
6 4 5 1 . 9 2 0 1 2 . 1 2 3 2 .  9 6 1 6
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CHAPTER 5 
CONCLUSION
In th e  th es is  we have stud ied  an  inverse-type sequen tia l procedure to 
ob tain  optim al sam ple sizes for testing  the hypo thesis Ho; pi = 1/ k ,  i = 
l ,2 ,.. . ,k .  The trad itiona l C hi-squared  te s t perform s very well for fixed- 
sam ple size, b u t the  te s t does no t tell u s  ab o u t th e  optim al sam ple size 
for the  test. The proposed procedure for tes ting  is to optimize the  
stopping  tim e (or sam ple size) by controlling the  prescribed  P*-condition 
u n d e r the  decision theoretic fram ework.
We have extended to testing  for a  slippage m odel w ith two different cell 
probabilities su ch  a s  m ultiple slippage configurations, and  p resen ted  the 
re su lts  for fu rther developm ent.
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