In this paper we present a first supercloseness analysis for higher-order Galerkin FEM applied to a singularly perturbed convection-diffusion problem. Using a solution decomposition and a special representation of our finite element space we are able to prove a supercloseness property of p + 1/4 in the energy norm where the polynomial order p ≥ 3 is odd.
Introduction
Consider the convection dominated convection-diffusion problem
where c ∈ L ∞ (Ω), b ∈ W 1 ∞ (Ω), f ∈ L 2 (Ω) and 0 < ε 1, assuming
For a problem with exponential layers, i.e. in the case b 1 (x, y) ≥ β 1 > 0, b 2 (x, y) ≥ β 2 > 0, we have for linear or bilinear elements in the so called energy norm We use the notation a b, if a generic constant C independent of ε and N exists with a ≤ Cb. However, for bilinear elements Zhang [22] and Linß [13] observed a supercloseness property: the difference between the Galerkin solution u N and the standard piecewise bilinear interpolant u I of the exact solution u satisfies
Supercloseness is a very important property. It allows optimal error estimates in L 2 (Nitsche's trick cannot be applied), improved error estimates in L ∞ inside the layer regions and recovery procedures for the gradient, important in a posteriori error estimation.
In the last ten years supercloseness for bilinear elements was also proved for problems with characteristic layers [6] , for S-type meshes [13] , for Bakhvalov meshes [15] and for several stabilisation methods, including streamline diffusion FEM (SDFEM), continuous interior penalty FEM (CIPFEM), local projection stabilisation FEM (LPSFEM) and discontinuous Galerkin (see e.g. [3, 7-9, 17, 18, 21] ). Recently, even corner singularities were included in the analysis [14] . For Q p -elements with p ≥ 2 the situation is very different. Using the so-called vertex-edge-cell interpolant πu [11, 12] instead of the standard Lagrange-interpolant with equidistant interpolation points, Stynes and Tobiska [19] proved for SDFEM (but not for the Galerkin FEM)
whereũ N denotes the SDFEM solution. It is not clear whether this estimate is optimal. The numerical results of [4, 5] indicate for the Galerkin FEM and p ≥ 3 a supercloseness property of order p + 1 for two different interpolation operators. One of them is the vertex-edge-cell interpolator πu, the other one is the Gauss-Lobatto interpolation operator I N u. For SDFEM, the order p + 1 is observed numerically for all p ≥ 2.
In the present paper we study the Galerkin FEM for odd p. We shall prove some supercloseness properties, but the achieved order is probably not optimal. The paper is organised as follows. In Section 2 we provide descriptions of the underlying mesh, the numerical method and a solution decomposition. The main part is Section 3 where the proof of our assertion can be found. As the proof is rather technical we provide it in full only for p = 3 and demonstrate its generalisation for arbitrary odd p ≥ 5. We omit numerical simulations and refer to the results given in [4, 5] that show for any p ≥ 3 a supercloseness for the Galerkin method of order p + 1.
Mesh, Method and a Solution Decomposition
We discretise the domain by a Shishkin mesh. Under the assumption
May 11, 2014 we define the mesh-transition points by
where σ ≥ p + 3/2 is a user-chosen parameter. Let
The domain Ω is dissected by a tensor product mesh T N , according to
. Figure 1 shows an example of T N for (1.1). By h i and k j we denote the mesh sizes of a specific element τ i j ∈ T N in x-and y-direction, resp. Our finite-element space V N ⊂ H 1 0 (Ω) on T N is given by
where
with v| ∂ Ω = 0 being understood in the sense of traces and Q p (τ) is the space of polynomials of degree at most p in each coordinate direction. Then the Galerkin method can be written as: Find u N ∈ V N such that
where the bilinear form a(·, ·) is given by
and (·, ·) is the standard L 2 -product in Ω. Our analysis is based on a solution decomposition of u, which we provide here.
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Assumption 2.1. The solution u of problem (1.1) can be decomposed as
where we have for all x, y ∈ [0, 1] and 0 ≤ i + j ≤ p + 2 the pointwise estimates
Here E 12 and E 21 are exponential boundary layers, E 22 is a the corner layer, and S is the regular part of the solution.
For conditions that guarantee the existence of such a decomposition, see [16, 
For Q p -elements this result follows from the proof given in [19] for the streamline-diffusion FEM.
Supercloseness Analysis
Before we start the analysis, let us define the two interpolation operators πu and I N u precisely. Letâ i andê i , i = 1, . . . , 4, denote the vertices and edges of the reference elementτ = [−1, 1] 2 , respectively. We define the vertex-edge-cell interpolation operatorπ :
This operator is uniquely defined and can be extended to the globally defined interpolation operator π N :
with the bijective reference mapping F τ :τ → τ.
Let −1 = t 0 < t 1 < · · · < t p−1 < t p = +1 be the zeros of
where L p is the Legendre polynomial of degree p, normalised to L p (1) = 1. These points are also used in the Gauß-Lobatto quadrature rule of approximation order 2p − 1. Therefore, we refer to them as Gauß-Lobatto points. We define the Gauß-Lobatto interpolation operator
and extend it to the operator I N : C(Ω) → V N in the same way as above. 
and for
and similarly for the y-derivative.
Proof. The proof can be found in [1, 10, 19] . 
Proof. The proof can be found in [1, 10, 19] .
Let us come to the supercloseness analysis and denote by J N u ∈ V N some interpolation of u. Then the analysis is based on a standard arguments involving coercivity and Galerkin orthogonality and yields
where χ := J N u − u N ∈ V N . Thus one has to estimate
Proof. Assuming J N to be any of our two interpolation operators π N or I N , the L 2 interpolation error estimate (3.5a) yields for the reaction term (3.7c)
and similarly for the term involving c − divb.
Proof. In the case of the vertex-edge-cell interpolation operator π N u we find in [19, Lemma 10] the estimate
A close inspection of the proof shows, that the only limiting term comes from [19, (3.16) ]
because σ ≥ p + 1 was chosen in [19] . All other terms involved are of order p + 1. In our paper we have σ ≥ p + 3/2, and therefore (3.9) follows. For the Gauß-Lobatto interpolation operator I N we denote by a subscript the polynomial order of the interpolation, i.e. we write I N p and π N p for the interpolation operators projecting into the FEM-spaces of order p. In [4] we find the identity
also written as
. These are consequences of the basic identity
We apply (3.11) to the diffusion term (3.7a) and obtain
Now (3.9), the interpolation error result (3.5b) for p + 1 and [4, Theorem 4.4], i.e.
prove (3.10).
What is left is the convective term (3.7b) and we will analyse it for the Gauß-Lobatto interpolation operator I N . This estimate is the crucial point of the analysis. Stynes and Tobiska [19, Remark 16] state that the so called Lin-identities of [12, 20] do not yield bounds of order p + 1. Instead, they use a fairly standard trick in the analysis of stabilised methods to obtain the order p + 1/2 for the streamline-diffusion method and the vertex-edge-cell interpolation operator π N .
Lemma 3.5. It holds for any boundary layer function E of our decomposition u = S + E 1 + E 2 + E 12
Proof. We will make use of the anisotropic interpolation error bounds (3.4a) and derive
while ideas from [19, Lemma 9] help us with
and finally a Hölder inequality, stability (3.3) and meas(Ω 21 ) ε ln N yields
Thus, we obtain
where σ ≥ p + 3/2 and an inverse inequality was used in estimating in Ω 11 . Similarly the other two layer terms can be estimated.
Surprisingly, the real difficulty lies in the estimation of the convective term (3.7b) for the smooth part S. The following estimates are rather technical. Therefore we split the analysis and start with the one-dimensional case and the polynomial order p = 3. The generalisation into arbitrary odd order p and 2d follows. Some ideas of our proof go back 30 years to Axelsson and Gustafsson [2] . The basic idea is to use a special representation of a piecewise cubic function v with a basis consisting almost completely of functions that are symmetric w.r.t. their domain of support. 
a quadratic bubble function
and a piecewise cubic bubble function 
Finally, ψ 3,N is the left part ofψ 3 mapped onto [x N−1 , 1].
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Now we obtain for v the representation
The functions φ i , ψ 3,i and χ 2, j are all symmetric w.r.t. their domain of support, with only a few exceptions. The last function ψ 3,N is antisymmetric on [x N−1 , 1], and φ N/2 and ψ 3,N/2 are in general not symmetric on a Shishkin mesh, as here two intervals with different sizes meet. For a unique representation we still have to define the coefficients in (3.13). We use the following degrees of freedom
With the representation (3.13) we can write the L 2 -norm of v as
All other scalar products involve the even functions χ 2, j and the functions ψ 3,i that are either zero or odd on the support of χ 2, j . Thus, those scalar products are zero. The two remaining scalar products can be rewritten as
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Lemma 3.6. Let p = 3 and consider the one-dimensional case. Then we obtain for the convective term in the smooth part S
Proof. Let {x i } be a Shishkin mesh on [0, 1], i.e.
. . , N and h i = x i − x i−1 the local mesh size. We have to estimate
where v is piecewise polynomial of degree p = 3 andŜ some Lagrange interpolant of S witĥ S ∈ H 1 0 (0, 1). Later we will see that the estimates require some properties of the interior interpolation points that are fulfilled e.g. for the Gauß-Lobatto interpolation operator. Now, using (3.13) and setting η = S −Ŝ we can rewrite (3.16) as
In the two sums we will replace bη by
with constant b i = b(x i ) andη i defined in such a way that
We will now show, that such anη i exists. It is well known that the interpolation error S −Ŝ = η can be represented as
if interpolated in x i−1 , α i , β i and x i , where α i and β i are the interior interpolation points. Consequently,
on [x i−1 , x i ]. Thus we set set
By the choice of the symmetric interior interpolation points of the Gauß-Lobatto interpolation, our approximationη i is an even function on the three intervals
Therefore,η i is an odd function on these intervals. Together with φ i and ψ 3,i being even on
. . , N − 1} \ {N/2} and χ 2,i being even on [x i−1 , x i ] for any i, we obtain the first two wanted properties. The last property is due to (3.18) . Thus (3.17) can be rewritten as I: For the first term of (3.19) we obtain
A Cauchy-Schwarz inequality gives 20) For w N/2 we recall
Thus we have for w N/2
Combining the estimates for the two coefficients yields
II+III: It holds with the interpolation properties of b − b i , η and (η −η i )
The coefficients v i , y i and w N can be bound by
where we have used (3.21) and an inverse inequality in the second line, and a similar reasoning to (3.20) and an inverse inequality in the last line. Thus, we obtain
Therefore, we can conclude
IV: Finally, integration by parts, the bound on |w N | and the interpolation properties of η give The new coefficients can be defined by using the degrees of freedom 
If we compare the new basis functions with the old ones χ 2,i and ψ 3,i , we notice a very similar behaviour. Thus, the same analytical steps can be applied and it follows for the convective term in S and any odd degree p The extension to the two-dimensional problem is fairly easy. By the tensor-product structure of our problem, the mesh and the definitions of the norms, we obtain immediately from (3.27)
Consequently, by combining (3.6) and Lemmas 3.3-3.5 and 3.7 we have the main result of this paper. where J N is either the vertex-edge-cell interpolation operator π N or the Gauß-Lobatto interpolation operator I N .
Proof. By combining the previous Lemmas we have the main result for the Gauß-Lobatto interpolation operator immediately. For the vertex-edge-cell interpolation operator π N we use the identity (3.11) and the ideas presented at the end of the proof of Lemma 3.4. can be deduced easily. For details and examples of suitable operators, see e.g. [4] .
