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Abstract
This thesis investigates aspects of the intellectual and social structure of the
field of information policy through a detailed examination of the serials
literature. The aims of the research are to explore how information policy
scholarship is organised—in terms of its relation to other fields and disciplines;
whether it constitutes a distinct specialty in its own right; and what kinds of
institutional structures and arrangements exist to support research and
scholarship.
In Part One, a literature review identifies previous bibliometric and other
studies which are relevant to studies of scholarly disciplines and knowledge
communities. It discusses the interdisciplinary problem-oriented nature of
information policy and considers some of the modes of enquiry which
characterise investigations this area.
Part Two consists of a series of experiments carried out on a test collection of 771
periodical articles drawn from the Social &ience Citation Index The empirical
work comprised four linked studies: a bibliometric census study an analysis of
document clustering; an author cocit.ation study; and a content analysis.
Extensive use was made of multivariate statistical techniques, notably principal
components analysis, hierarchical clustering, discriminant and correspondence
analysis to identify statistically significant and meaningful patterns and
structures within the test collection.
The study concludes that information policy is a growing and reasonably
distinctive field of study with strong links to library and information science,
law, media studies, and the political sciences. It is suggested that the field is
not unified and that research is still primarily organIsed along national and
traditional disciplinary lines, with little evidence of significant collaborative
activity across institutions or sectors. The research base is highly dispersed,
with practitioners playing a major role in the production of knowledge. In
institutional terms, the field is very thinly spread, with few signs of
concentration.
Overview
Chapter 1: Overview
Chapter 1: Overview
"Any group shares an overall sense of orient ation
or purpose its charter in anthropological terms"'
1.1 Motivations behind the research
This thesis examines the intellectual and social structure of an area of
scholarship identified by its focus on the policy issues associated with
information and its use in society. This topic is currently attracting much
attention, and the term 'information policy' has gained wide currency within and
beyond the library and information science community2. As well as a growing
archive of literature on the topic, it is now possible to identify a community of
information policy analysts and scholars employed in academia, in think tsinka,
and in government. To some commentators, information policy represents an
emerging field of study in its own right (Braman, 1990; Burger, 1993).
Information policy is an example of what a political scientist might refer to as an
'issue area', one which groups together concerns relating to the same 8ubject
housing or social justice, for example. Information seems only recently to have
become recognised as an issue area in its own right (Braman, 1990) and, as such,
it suggests some particularly interesting questions in relation to how new areas
of policy study emerge and become established. This thesis addresses some
fundamental questions about the nature of information policy scholarship. Does
information policy constitute a field of study in its own right? Where does it
stand in relation to neighbouring disciplines? What is the intellectual and social
structure of information policy research? What factors characterise and define
the information policy research community? The subject of the thesis is
therefore the field of information policy, not information policy as such.
Rennie (1977 221).
'The term 'information policy' ours in 296 records in DIALOG's Social &iSeardi in the
period to 31 July 1997. 79 of these mentionS fall outside ISFa library and information
science journal category
1
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The consensus of those few authors who have written about information policy
as a distinctive field of studies is that it is at a very early stage of intellectual
development, with little agreement on what precisely the field comprises.
Kajberg & Kriatianason state the problem very clearly:
'4 detailed examination of the published record of information policy
reveals a uarzety of definitive and analytical approaches to the concept of
information policy. There is an evident lock of consensus of what
constitutes the core of information policy. An array of classificatory
approaches in the field are offered but what is missing is a coherent
theoretical framework (Kajberg & Kristiansaon, 1996:5).
This view is endorsed by Aidhouse, a data protection specialist, who finds that:
• as a stranger to the discourse of information policy, I have found some
difficulty in identifying a unified set of topics which might be the subject of
something called 'information policy' Indeed if one considers the nine
categories referred to by Rowlands (1996), the stranger might readily
conclude that the only element unifying information technology policy,
intellectual property, information disclosure, confidentiality and priixzcy,
and the others is that they are all of concern to librarians and information
scsentists (Aidhouse, 1997:115).
Browne, a leading Australian information policy researcher, admits with
refreshing honesty that.
'.. there is a feeling of discomfiture in afield in which its researchers are
unable to even broadly indicate the substance of what it is they desire to
study(Browne, 1996).
If information policy is built on such weak epistemological foundations, is it
proper to speak of it as a field of studies in its own right? To begin to answer
this question, we need to reflect on what criteria might be used to construct a
working definition of a 'field of studies'. King & Brownell (1966) argue that such
2
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a definition should embrace a wide range of factors, not simply reference to some
objective system of knowledge. In their account, fields of study are identifiable
by a shared sense of community and belonging, a network of communications, a
tradition, a particular set of values and beliefs, a domain, a mode of enquiry. In
other words, fields of study may be best understood not by succinct definitive
statements, but by what people actually do.
Thus, one approach to understanding the nature of information policy as a
scholarly activity might he in an exposition of its communication patterns using
bibliometric techniques. Probably the most widely cited definition of
bibliometncs is that of Pritchard. In his view, the ini of bibliometrics are:
"to shed light on the processes of written communication and of the nature
and course of deuelopmenl of a discipline (in so far as this is displayed
through written communication), by means of counting and analysing the
Various facets of written communication" (Pritchard, 1968, cited in
Borgman, 1990:13).
While acknowledging that bibliometric methods can only shed light on the
formal surface aspects of scholarly communication, they do offer the Possibility of
insights which are unique, if inevitably limited. Borgman (1990) notes that
bibliometric experiments have frequently been used to respond to research
questions such ar "What is the scholarly community of X or "Of what types of
scholars is the community composed?" and she cites a number of highly
influential studies and authors 3 in this area.
Borgman notes that studies of this kind raise an important theoretical issue, in
the sense that we are here combining studies of 'invisible colleges' and studies of
scientific specialties, which, although theoretically distinct, have much in
common methodologically. The links between bibliometrics, scholarly
communication and the research aims and objectives which follow are more fully
developed in Chapter 2.
a Jncluding Leydesdorfl 1989, bevrouw, 1990, Perce, 1990; Price, 1965; Small, 1973;
White & Griffith, 1981
3
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1.2 Research aims
The broad aims of this thesis are illustrated as a series of research questions in
Figure 1.1, organised under four related headings. If information policy is a
reasonably coherent domain, one would expect, for example, to be able to nd
empirical evidence to show that there are common paradigms and frameworks;
journals where research findings are regularly reported; and networks of
scholarly activity which transcend traditional disciplinRry boundaries.
Figure 1.1: Overarching research question.
Disciplinary boundaries
To what extent is informaL ion policy'a distinct specialty in Us own right,
or does it comprise several specialist areas wiuch are primarily dependent
on other disciplines (e.g uiformaUon science, policy studies, Law)?
Invisible colleges
17sat is the social and collaborative structure of information policy research?
Are there identifiable 'schools'or networks of researchers? If so, how do
these school, map onto the disciplinary mapping above?
Inst ilutionalleation
H?iat kind of institutional arrangements (e.g. research centres, collaborative
studies, specialist journals) currently support information policy research?
Are there signs that knowledge production is becoming more concentrated?
Knowledge production
H w should uif rmatwn policy research be characterised in relation to the
sociological model of knowledge production developed by Gibbons and others
(1994)?
These research above are addressed by developing a series of experimental
bibbometric indicators. These indicators are contextualised as far as possible
and linked to external sources of evidence from the literature and (in Chapter 8)
a validation questionnaire.
4
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Subsidiary research aims
In addition to these large-scale research questions, the thesis re-examines some
existing conceptual models in the information policy literature. For example, in
a 1986 paper, Trauth argued that there was a significant gap in the information
policy literature for studies that combined a high degree of interdisciplinfirity
with a focus on the immediate needs of policy-makers. Trauth illustrated her
argument by example rather than systematic observation, and so a subsidiary
research aim is (a) to empirically validate Trauth's cbimg made in the mid-
1980s, and (b) to review the situation ten years on.
Similarly, there are other descriptive models in the information policy literature
which have not yet been subject to systematic investigation. These include:
• Kajberg & Kristaanuon's Information policy scale model (1996)
. Rowlands' Typology of information policy methodologies (1996)
1.3 The research strategy
The structure of the thesis is in three parts:
. Part One an extended literature review
. Part Two: a series of empirical studies
. Part Three: a synthesis of the findings
A summary of each of the remaining Chapters and the specific research
objectives follows.
5
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Part One: Evidence from the literature
The 8tudy of specialties (Chapter 2)
This first section of the literature review reflects on the fundamental unita of
analysis with which bibliometric studies are concerne± documents, people and
ideas. It identifies relevant antecedants for the present study (drawn from work
in bibliometrics, scholarly communication and the sociology of knowledge
production) and provides a rationale for the experimental work reported in Part
Two.
The field of information policy (Chapter 3)
This section briefly reviews that literature which deals, at a rather abstract
level, with the discourse of information policy. It focuses on the
interdisciplinary, problemoriented, nature of information policy, its normative
structure, and some of the characteristics which differentiate 'information' from
other public policy aseuee.
Inform at ion policy research methods (Chapter 4)
The final section of the literature review considers some of the methodologies
and approaches to understanding which previous authors have brought to bear
in carrying out information policy studies. The material in this section
introduces a number of frameworks which are later used in the content analysis
phase of the experimental design (Chapter 9).
These three introductory chapters are integral to the research methodology in
that they are driven by the need to identify concepts and frameworks which can
be used to develop useful indicators of the structure of the information policy
serials literature.
6
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Figure 1.2: Literature review: research objective.
To retnew pertinent literature in three subject domains: bibhometrics,
scholarly communicat son, and the sociology of knowledge prod uct ion.
This material justifies the experimental approach adopted in Part Two
(Chapter 2)
To review existing writings on information policy as a discourse (Chapter 3).
To provide working definition, of some basic terms and concepts used in
information policy (Chapters 3,4)
To jdentij& useful deflnUwe and analytic frameworks from the policy studies
literature for subsequent content analyst. (Chapter 4)
Part Two: Experimental evidence
The research design (Chapter 5)
The next part of the thesis reports on an empirical investigation into the
structure of the information policy serials literature. This comprised four
studies a bibliometric census study; a cluster analysis; an author cocitation
study, and a content analysis. As well as being implicitly linked by reference to
common research aims, each of the experiments shared a common data platform:
a document test collection specifically created for the purpose of this research.
The rationale behind each of the experiments is outlined below.
Simple bib! &ometnc analysis (Chapter 6)
Bibliometncs is concerned with the quantitative study of literatures as reflected
in bibliographies. Simple bibliometric indicators such as the number of authors
active in a field, or the productivity of different nations or types of institutions
may be valuable in offering a broad overview of a field of scholarly activity.
Indeed, some writers have gone so far as to use bibliometric indicators to
evaluate aspects of science policy (see, for example, the review by White &
McCain, 1989).
7
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This Chapter examines the distribution of various bibliometric elements across
the teat collection and through time. The approach is rooted in Borgman's
(1990) framework which argues that bibliometric studies deal essentially with
the distribution of three kinds of variables: documents (e.g. Bradford core and
scatter, median age of citations), people (e.g. numbers of authors per paper,
corporate addressee) and concepts (e.g. journal categories, subject headings).
Figure 1.8: SImple bibliometric auslysi,: research objectives
To deuelop a quantuatwe understanding of the foUowtng communication
proceue&
•growth in the information policy serials literature
• concentration and dispersal of articles across journal tales
(Bradford core and scatter)
• knowledge occunuilation (Psce's index)
• ageuig and obsolescence
•paUerns of authorship and author productwity
• collaboration between authors and between institutions
• uiawutsonal production of articles
Cluster analysis (Chapter 7)
This Chapter employ. hierarchical clustering techniques to investigate the
presence of any convincing underlying natural structure in the document test
collection, based on classifications generated from a range of bibliometric and
content based indicators. The Chapter addresses the question of whether the
bibliography is beet considered as a single homogenous entity, or as a series of
joint bibliographies distinguishable by some, initially unknown, criterion or
criteria
8
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Figure 1.4: Cluster analysis: research objective.
To explore the structure of the test collection using automatic classification
techniques, in order to determine whether the test collection is best regarded as
•a single homogenous bibliography, or
•a series ofjoint bibliographies
Structural bibliometric analysis (Chapter 8)
Author cocatation analysis is a methodology which, it has been dfiimed, offer.
unique insights into the social and intellectual structure of a field of study. This
Chapter explores the patterning evident in the cocitation patterns of 21 leading
information policy authors using a battery of multivariate statistical techniques.
In author cocitation studies, the unit of analysis moves up from individual
articles (as in Chapters 67 and 9) to the level of an individual author's writings
or oeuvre. By analysing patterns of cocitation, it may be possible to identify
authors who are central or peripheral to a field, and more locally, author. who
are central or peripheral within specialities. The technique therefore offers a
potentially useful set of data for mapping disciplines. It provides an example of
what Marshakova-Shaikevich (1993) terms 'structural' bibliometncs; unlike the
approach in Chapter 6 the emphasis here is on the connections between objects
rather than on 'simple' distributions. The findings are corroborated by means of
a simple postal questionnaire to the author. included in the study.
FIgure 1.5: Author cocitatlon analysis: research objectives
To identify key authors within the information policy community's 'intellectual
from. of reference'
To identify social and collaborative networks of authors
To identify relationships between different topics within information policy
To identify relationships between information policy and neighbouring disciplines
9
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on tent analysts (Chopter 9)
The simple bibliometnc aflaly8is presented in Chapter 6 was based on elements
which were either already present in the records downloaded from the Social
&ience C&totion Index, or which could be derived with little effort. The content
analysis extends this earlier analysis by investigating the distribution of various
conteni indicators inferred from the original full-text documents. These
indicators are qualitative and they codify and describe such factors as the aims,
scope and intentions of published articles; the methodologies used; and the stage
of the policy cycle under investigation. The intention was to see whether any
patterning in the distribution of these elements was evident across topics,
geography and through time.
FIgure 1.6: Content analysis: research objective
To extend th. simple b&bliometnc analysis in Chapter 6 by examining the
dlarlbul4on of irsous quolitoiwe variables across the test colLection.
Part Three: Synthesis of findings
Conclusions (Chapter 10)
The concluding Chapter attempts to bring together the findings of the four
experimental studies. It acknowledges the provisional. incomplete, nature of the
evidence and suggests a number of areas which require further investigation.
10
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Chapter 2: The study of specialties
"There are very strong social organisations underlying
scientific work, possibly some of the strongest voluntary
organL8ations ever studied"'
2.1 Bibliometrics and the study of specialties
A variety of approaches to the analysis of scientific knowledge have been adopted
over the past thirty years, ranging from the philosophical (Popper, 1959;
Mullin.., 1968) to the sociological (Kuhn, 1962; Crane, 1972; Merton, 1973). In
the postscript to the second edition (1970) of his classic work, The Structure of
Scientq'ic Reuolu$ions, Kuhn argued that much more empirical work was needed
to support his ideas about the community structure of science and cited work by
a number of information scientists and sociologists (Gatheld, 1964; Hagstrom,
1968, Price, 1965) who were beginning to establish bibliometrics as a powerful
research tool, one capable of throwing new light on the nature of scientiñc
communication.
This thesis offers an account of the intellectual and social characteristics of the
information policy specialty, in so far as this is possible from an eTRminstion of
the serials literature. The research design is highly quantitative and
bibhometnc techniques are used to identify clusters of related documents, people
and ideas The underlying assumption is that the patterns that may emerge
from such analysis carry meaning and that this meaning maybe interpretable.
The present Chapter acknowledges the strengths and the limitations of the
bibbometric approach and tries to position these documentary techniques in a
broader intellectual context. It examines the bibliometric literature in an
attempt to identify useful tools and frameworks for the remklning sections of the
thesis
4 Grifflth (199043).
$ An useful discussion of the influence of some of these thinkers, notably Merton, on
bibbometric theory can be found in Pierce (1990).
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2.1.1 The development of bibliometric8 as a re8earch tool
The term bibhometrics refers to a battery of quantitative techniques which are
used to organise data about communication artifacts—typically research articles
published in scholarly journals—and to represent those data in a meaningful
way (Lievrouw, 1988). Bibliometrics is a major area of activity within
information science and is increasingly receiving attention from outside that
field, notably in communication research (see, for example, Lievrouw, 1988 and
1990, Borgman & Rice, 1992) and in social and philosophical studies of science
(Marsbakova-Shaâevich, 1993).
The scope of bibbometric inquiry is wide, ranging from Bradford studies of
documentary core and scatter phenomena, studies of author productivity,
citation analysis and work on the ageing of literatures, to the development of
science policy indicators (White & McCain, 1989). Regardless of the research
questions asked, however, Marshakova-Shaikevich argues that two distinct
modes of bibh metric inquiry have emerged over the past thirty years:
"The first consists in foilowuig the dynamics of separate objects.-
publications, authors, keywords from publication titles, distributions by
countries or subject headings in journals, etc. The second consists in
entaflcat*on of links betu.wi objects, their correlation and classification.
Th.blionietnc studies of science related to the first approach may be named
simpls b&bliometnca to the second—structural bibliometrics
(Marehakova-Shaikevich, 1993 5).
The emergence of the structural perspective in bibhometrics is of particular
significance in the context of studies of scholarly communication and is probably
the main reason why there has been a resurgence of interest in bibliographic
tools among communications researchers. As the amount of data available from
the scholarly record has increased, so more and more sophisticated bibliometric
tools have been developed, often in conjunction with powerful statistical
clustering techniques borrowed from other social sciences. Bibliometric data are
particularly useful for studying trends in scholarship because of the massive
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dataseta that can now be obtained in machine-readable formats; Indeed, some
authors clsnni that virtually no other conventional method (surveys or case
studies, for example) can provide anything like as comprehensive a coverage of a
8peCialty or disciplinary field. Bibliometric techniques offer the additional
benet that they are unobtrusive, reasonably reliable, and may be replicated by
others (Pierce, 1990).
While published bibliometric studies evidence a wide range of techniques and
theoretical approaches, it is possible to argue that in all cases only three
fundamental variables are ezsmined producers of communication,
communication artifacts, and communication concepts (Leydesdorff 1989;
Borginan, 1990). This is a powerful concept and one which is expressed in the
subtitle of this thesis as c1usters of people, documents and ideas'.
Figure LI: Clusters of documents, people and ideas
IDEAS
Simple biblioinetrics:
e.g. distribution of subject
hd
Content analysis:
e.g. distribution of modes of
40çJ'I Cluster analysisSimple bibliometricse.g. patterns of personal andcorporate authorship DOCUM1NTS
Cluster analysis
PEOPLE
S Adapted from Leydesdorif (1989).
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The concept is represented in Figure 2.1 on the previous page. It also locates the
principal research methods used in this thesis in relation to the three variable
axes. Leydesdorif (1989) points out that each variable may be studied at various
levels of aggregation. Hence, 'people' may be studied as individuals (for
example, by determining an author's reputation through an analysis of his/her
citations), or as members of research groups or even national research
communities. Similarly, 'documents' may be analysed at the level of individual
articles (as in citation 'superciassic' studies) or in aggregated form as journals or
author oeuurea (as in author cocitabon studies), or whole literatures (as in
bibliometric census studies). 'Ideas' may simikrly be studied at various levels,
including theories, specialties and disciplines.
The point of the model is that itp an organising framework for data
collection and analysis, and a reminder of the need to distinguish clearly
between units of analysis and levels of aggregation. It also offers a framework
potentially linking bibbometric studies with work in the philosophy and
sociology of science (lying principally on the ideas-people plane). Leydesdorif
(1989) argues that studies of specialties should place 'specialty' in the
perspective of either social structure, cognitive structure, or scientific
communication. While arguing that studies of specialties should ideally draw
upon more direct (La. behavioural) data thkn can be obtained from a secondary
examination of the published record alone, Leydesdorif acknowledges that
bibbometric data is somewhat richer in these resonances thkn is sometimes
auume
Wthough the bibliometric tradition deliberately confines its domain to
texts, ii may, however, reveal reguLarities and patterns in scientific
commurucation which are not consciously available to the actors
uiuolued—and therefáre shouLd not be asked of them—but yet structure
their behausour(Leydesdorff, 1989:338).
Happily, the bibliometric literature contains many examples of work which bear
a scientific communication orientation. Borgman (1990) argues that bibliometric
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techniques have been used to tackle four generic research questions in scholarly
communication:
. to charactense scholarly communities (e.g. Small, 1973; White & Grifth,
1981, Lievrouw and others, 1987)
. to trace the evolution of scholarly communities (e.g. Small, 1973; Garfield,
Maim & Small, 1978; Small, 1988)
. to evaluate scholarly contributions (e.g. Latour & Woolgar, 1979; Gatheld,
1985; Todovar & Olanzel, 1988)
• to study the diffusion of ideas (e.g. Winstanley, 1976; Paisley, 1984; Beniger,
1988)
This thesis is concerned with the first of those research questions: how to
charactense the information policy scholarly community? The next section
briefly reviews previous work which has tackled 5imilir questions in other
specialties
2.1.2 Previous bibliometric studies of 8pecialties
A variety of approaches to bibliometric studies of scientthc and other specialties
is evident in the literature. Seven fairly typical examples are referred to in
Table 21 on the next page to illustrate the range of approaches taken.
In bis study of acupuncture, Haiqa uses a simple bibliometric approach to
characterise the serials literature. The research aims are relatively modest: to
provide a general picture of the current state of the researched literature on
acupuncture. Haiqi notes that the results of the study "might give the working
physician, researcher and librarian an idea of how the literature of acupuncture
is distributed" (Haiqi, 1995:114). The paper examines the distribution of
published articles by number of authors, language, geographical origin, type of
therapy, and identifies the concentration of articles In specialist and
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multidisciplinary journals. Very little attempt is made to contextualise the
findings, either in relation to the needs of practitioners, information
professionals or policy-makers. Sadly, examples of this type of study are
ubiquitous, especially in library and information science journals, and have been
dismissed as examples of "dry-as-dust empiricism" (Woolgar, 1991).
Table 2.1: Published bibliometric studies of academic specialties
Specialty	 Research strategy	 Reference
Acupunciur.
Women's studies
AIDS research
Superconduciway
DNA pojymerasea
Simple bibbonietncs
Simple bibbometric analysis
Content analysis
Bibbometric coupling
Longitudinal analysis of shifts in
Bradford core journals
Journal-journal cocitation analysis
Patterns of coauthorship
Haiqi (1995)
Cronin, Davenport &
Martin.eon (1991)
White & Griffith (1981)
Small & Greenlee (1990)
Brooks (1990)
Stokes & Hartley (1989)
Information scsen	 Author cocitation analysis
Scaesaom.trsca	 Analysis of co-authorship relations 	 Wouters & Leydesdorif
Analysis of citation networks	 (1994)
Epistemic networks (title co-word
analysis)
Cronin and co-workers offer a much richer picture of the literature in the
emerging field of womens' studies. Distributions of bibliometric elements
(numbers of authors, for example) are compared with the patterns obtaining in
other fields and some effort is made to contextualise the findings; the low
incidence of author collaboration is interpreted, for example, as being indicative
of the "early ghettoisation and the weak inatitutionalisation of the field within
higher education" (Cronin, Davenport & Martinson, 1997:132). The simple
bibliometric data is further enriched by means of content analysis.
Many bibliometric studies of specialties adopt a more structural approach, using
various cocitation measures. Author cocitation analysis (ACA) is a popular
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technique for studying the intellectual and social 8truCtUre of specialties and
many studies have been undertaken (see Section 8.2.4, p.l46 since the
appearance of the seminal article by Wiute & Griffith (1981) which pioneered
the technique. This method rests on the assumption that two authors are
probably related to one another (intellectually and / or socially) if they are
frequently cited together. Author cocitation studies offer highly simplified visual
representations of the specialty using clustering and scaling techniques. The
method is controversial, however, and tends to polarise opinion: Edge (1977) is
perhaps the technique's most outspoken critic.
Other cocitation relationships (besides those linking authors) have been used to
investigate the static and longitudinal structure of specialties. The study of
AIDS research by Small & Greenlee (1990), for example, used bibliographic
coupling data to illustrate changes in AIDS research over a six-year perioa.
Brooks (1990) employed a simlnr technique but at a higher level of document
aggregation. cocitations between journals to investigate the structure of
superconductivity research. Unusually, Brooks also used a simple bibliometric
technique, Bradford studies, to illustrate how the core journals in this specialty
bad shifted over time. In their study of the DNA polymerase research literature,
Stokes & Hartley (1989) examined the patterns of co-authorship within the DNA
polynierase specialty to investigate its social structure.
There appears to be a trend in more recent studies to draw upon several
techniques in an attempt to develop a more reflexive and comprehensive
understanding of the nature of specialties. The study of scientometrics by
Wouters & Leydesdorif (1994), for example, draws on an analysis of networks of
document cocitation and author co-authorship and supplements these findings
with an analysis of title word co-occurrences ('epistemic network analysis.
It has already been noted that the development of documentary data sources,
notably ISrs series of electronic citation indexes, has been a major stimulus to
the wider acceptance of bibliometrics. To an extent, this could be viewed simply
as highly opportunistic behaviour with the suspicion arising that studies are
being carried out simply because access to large-scale bibliographic data Is so
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easy. Bibliometric techniques can certainly offer some valuable information
about a discipline or field of studies, but there are naturally limitations, serious
enough for some workers to reject the use of these techniques outright (see, for
example, Edge, 1977; Woolgar, 1991; Buckland 1991). White (1990), however,
offers a robust defence of the use of bibLiometric data in studies of specialties,
especially in relation to the use of author cocitation techniques.
2.2 The social basis of knowledge production
The question of precisely what constitutes an academic specialty or discipline is
not at all straightforward, as even a cursory eTfiminfition of the educational
literature reveals (Toulmin, 1972; Hirst, 1974; Whitley, 1982). Two quite
distinct but obviously related perspectives are evident in the literature: notions
based around knowledge structures' and around 'knowledge communities'.
The idea that human knowledge, menng and understanding may exist in quite
distinct forms in different fields has fascinated philosophers since the time of
Plato (see McGarry, 1991, for an excellent review of this huge topic). An
understanding of the different forms and structures that knowledge may take in
various disciplines is obviously an issue of great practical significance to
educatlonkl%kta engaged in curriculum design as well as to information scientists
and librarians. The early classificationists (Dewey, Bliss, Ranganathan) thought
that it was it was possible to identify and map reasonably permanent basic
structures for given subject areas. This was based on rationalistic analysis and
the assumption that it was possible to attain a high degree of consensus in the
wider scientific community.
A key problem in classification, now widely recognised, lies precisely in the
instability and lack of consensus that deny attempts to neatly scope and define
different areas of knowledge. Hjer]and attacks the rationalist approach
vigorously, arguing that the work of Ranganathan and the others is:
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'.. too little concerned with real, organic disciplines, their development,
differentiation, integration and mutual interaction, and too much
concerned with artificial ideas that can be combined and separated like a
puzzle in a mechanical fashion" (Hjerland, 1992:198).
While acknowledging that a major limitation of this thesis is a reluctance to
tackle the knotty epistemological d1cultie8 associated with information policy
(see Browne, 1997a, for an exposition of the problem), it is anyway doubtful how
far such an approach might lea& information policy is widely recognised as an
umbrella term embracing a diverse set of activities which are essentially
practical and problem-oriented. To make matters even more intractable,
Kajberg & Kristiansson (1996) argue that the field lacks a coherent theoretical
framework, although they acknowledge that it might be pre-paradigmatic in a
Kuhnian sense. Kuhn, reflecting on how scientific disciplines become
established, suggests that:
it is sometunes just the reception of a paradigm that transforms a
group premously interested merely in the study of nature into a profession
or, at ieas4 a discipline. In the sciences ... the formation of specialised
journaLs, the foundation of specialists' societies, and the claim for a special
place in the curriculum have usually been associated with a group's first
reception of a single paradigm(K uhn, 1962:19).
Interestingly, Kuhn notes that this need not necessarily be the case, citing
medicine, technology and law, fields where the principal raison d&re is external
social need, as possible exceptions to the rule. Does information policy sit here
too?
An alternative perspective for understanding what constitutes a specialty or
discipline is to view the field primarily as a social rather thRn an intellectual
construct—s a knowledge community, a social network of like-minded people
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bound together by common values and beliefs (Merton, passim; Toulmin, 1972).
The two concept. are of course closely inter-related7, as Hirst implies:
'..what then i.s one to make of the rather emotive term 'discipline? In that
a suggests a tightly knit conceptual and propositional structure it would
seem to apply most readily to a form of knowledge ... There is perhaps a
tendency now to use the term in connection with an area of research and
u,uersay teaching which professionals recognise as focusing on a large
enough body of logically inter-related truths, theories and problems to
justify its consideration in relative isolation from other matters" (Hirst,
1974 97).
It would seem then that the attitudes, activities and cognitive styles of groups of
researchers are closely bound up with the characteristics and structures of the
knowledge d mains with which such groups are professionally concerned
(Becher 1990). The social dimension can be very powerful, however. Geertz, an
anthropologist, draws attention to the powerful cultural aspects of disciplines
and the role of icons in establishing and prqjecting a carefully presented
image—the chemist's desk with its three-dimensional models of complex
molecular structures, the anthropologist's walls adorned with colourful
tapestries, and the mathematician's clinBcboard with its scribbled aigebraic
symbols (Geertz, 1983). These are not entirely facetious observations: Becher
argues that "the tribe. (sic) of academe define their own identities by employing
a variety of device. geared to the exclusion of illegal immigrants" (Becher,
1990 24 The point here is that the notion of 'specialty' is exceedingly soft and
elastic, and certainly includes a major sociological dimension.
A recent article by Hjrland & Albrechtaen proposes a new information science
paradigm—domain analysis—which states that "the best way to understand information
in information science is to study knowledge-domains as thought or discourse
communities" (Hj.rland & Albrechteen, 1995:400). Drawing on a wide range of material
from educational research, psychology, linguistics, and the philosophy of science, the
authors argue that much greater sensitivity is needed in information science both to the
differences between knowledge structures and the specific social and cultural
characteristics of user communities.
0n the basis of limited observation, I would assert that the information policy specialist
may be similarly be distinguished by the ubiquitous framed political cartoon!
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Bibliometrics cannot illuminate such a dimension, except very indirectly. One of
the most important contributions of bibliometrics to the study of specialties has
been the refinement of the concept of the 'invisible college'. The term 'invisible
college' was originally coined in the seventeenth century by members of the
Royal Society of London to emphasise the fact that they were geographically
close together and shared common scientific interests, but lacked a building of
their own (Lievrouw, 1988). The work of Price, notable Little Science, Big
Science, brought the term back into common academic usage—but this time to
aigmfy informal networks of academics sharing similar interests, each with their
own institutional base, but now separated by (often vast) geographical distances.
The concept of the invisible college speaks very clearly to the research questions
set out in the previous Chapter. It emphasises scientific communication which,
at least in part, is mediated through the medium of the refereed journal and
suggests that bibliometnc tools might be used to explore the cognitive and social
links between members of the college. There is however an ambiguity which
needs to be addressed first. Lievrouw notes that the invisible college is atypical
of constructs that describe processes yet are founded on the study of structures;
the ambiguity surrounding the use of the term is symptomatic of the
confounding of structure and process in the study of scholarly communication"
Lievrouw, 1990 59. In other words, structural data may indicate the presence
of communication relationships but they do not in themselves reveal the nature
of those relationships.
2.3 Modes of knowledge production
The previous sections in this Chapter considered how bibliometric techniques
might be used to develop insights into the intellectual and social structure of
specialties. It was noted that the research questions addressed in this thesis
relate essentially to the nature of scholarly communication. it is possible,
however, to locate the findings of this thesis in an even broader context; as an
example of 'knowledge production' in a critical area of public policy. A recent
book, The New Production of Knowledge, arising out of research at the Science
Policy Research Unit (SPRU) at the University of Sussex (Gibbons and others,
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1994), argues that knowledge production is shaped not only by scientiñc values
but by wider social, economic and cultural imperatives. The authors perceive a
major shift in contemporary societies in the way that specialised knowledge is
created, and use the labels 'Mode 1' and 'Mode 2' to emphasise the
transformation that ía taking place. Some of the key differences between the two
modes are summarised as Table 2.2:
Table 2.2: Mode. of knowledge production
Mode 1
	
Mode 2
• diaciplinsiy
• highly institutionalised
• knowledge generated within a
disciplinary context
• hierarchical
• peer review
• codified knowledge
• permanent
• fundamental and applied distinct
(adapted from Gibbons and others 1994).
• transdischnaiy
• organisationally diverse
• knowledge produced in the context of
application
• heterarchical and transient
• socially aocountable
• tacit knowledge
• transient
• flux
The issues raised in the book are profound. In many specialties, it is argued,
research is no longer the exclusive preserve of the traditional university setting.
Disciplinary and institutional boundaries are rapidly dissolving as broadly-based
teams of researchers come together, often on an ad hoc basis, to tackle more
complex social, technological or environmental problems. In other words,
research agendas are increasingly being shaped from outside by political,
economic and social stakeholders and knowledge produced within the context of
application rather than for its own sake9. It follows that Mode 2 knowledge is
generated across a wider range of institutional settings (universities, think
tanks, private firms, professional associations) and that the results of Mode 2
• European Union research funding policy, especially in the context of the framework
programmes, actively encourages research activity which transcends nationality, sector
and discipline, although not necessarily in a way which all commentators regard as being
economically or socially beneficial (Mahon, 1997).
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research are far more highly contextualised than hitherto. The shift from Mode
1 to Mode 2 knowledge production has other, wide-ranging, implications. The
traditional mechanisms for ensuring research quality, for instance, such as peer
review, become less relevant as the emphasis shifts to social utility and
accountability, and previously meaningful distinctions between 'pure' and
'applied' become less useful.
The work of Gibbons and others is highlighted here because it offers another
framework for organising the findings of bibliometric studies at the level of
specialties and disciplines. It siggests that particular attention should be paId
to the issue of research collaboration (see Section 6.4.2, p.113) and also to the
extent to which research activities in a given specialty are concentrated in just a
few institutions or are more widely dispersed (see Section 6.4.3, p. 116). The
nature of knowledge production in information policy is revisited in Chapter 10
where the empirical bibliometric evidence is discussed in the context of the ideas
proposed by Gibbons and others.
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Chapter 3: The field of information policy
"In a very real sense, information policy has
come of age C8 a subject for 8tudy"JO
3.1 Introduction
This Chapter is a selective review, or meta analysis, of that small subset of the
information policy literature which deals, introspectively, with the nature of its
own subject. This is intended as a context for the work that follows: since, in the
words of Parsons, "when we engage in mets analysis we are considering the
methods and approaches used in the study of public policy and the discourse and
language which it employs" (Parsons, 1995:1).
This bnef review necessarily paints an incomplete and provisional picture: the
literature surveyed is recent in origin (the earliest reference is Weinberg, 1963) a
fact which in itself may suggest something of the immaturity of the held. Much
of the material presented here is based on the author's editorial inputs to
Understanding Information Policy (Rowlands, 1997), the published Proceedings
of a British Library-funded workshop held at Cumberland Lodge, Windsor Great
Park, in the summer of 1996.
3.1.1 The development of information policy
Information policy is Just one of the many different types of policy decisions that
governments and organisations make. In relation to other areas of public policy
(e g. health, transport, education), information policy is, however, a very recent
phenomenon. Burger (1993) traces the emergence of a systematic approach to
information policy-making to the early 1960s and to the influential Weinberg
Report on scientific and technical information transfer in the USA (Weinberg,
10 Burger (1993:3).
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1963)". During the 1960s and early 1970s, the policy issues surrounding
8clentifiC and technical information and its use assumed a particularly sharp
focu8 against the geopolitical backdrop of the Cold War and the race for the
domination of space (Dunn, 1982; Hill, 1994). The subsequent emergence of
large-scale data processing as a significant force in society and the growing
volumes of information which were being held in machine-readable form by the
early 1970s necessitated a policy response which went far beyond the boundaries
of the scientific and technical community. For the first time, problems in areas
as diverse as privacy, freedom of speech, secrecy, access to government
information, and national security were being brought to the attention of policy-
makers under a single integrating construct: the power of the computer to
radically change society (Trauth, 1986). However, Burger argues that the
literature of the time (the early 1980s) did not yet reflect "an identifiable field
within the broad realm of policy analysis ... There had been discussion of these
issues, to be sure, but no thread sewed these various policy fragments into a
recognisable garment" (Burger, 1993:3).
The fact that information processing now offered a focal point for the discussion
of such a wide range of content-related issues did however point out major gaps
in conceptual thrning and public policy, and a vigorous debate about National
Information Policies (NIPs) ensued which carries on to the present day
(Oppenheim, 1996). Increasingly during the late 1970s and early 1980s,
information was becoming recognised as a critical national resource, one which,
if properly managed, offered the possibility of delivering economic, social and
cultural benefits (Bushkin & Yurow, 1979; UNESCO, 1981; Cabinet Office,
1984). Possibly the most influential report, and the one which best captures the
spirit of the times was the Nora-Minc Report. This report stressed the future
importance of information technologies in French society and the economy and
powerfully articulated the need for government to adopt a more positive role in
managing change (Nora & Minc, 1980). Crucially, the report was commissioned
by and reported to the President of France.
" Bennett (1987) and Rosenberg (1982) provide much useful historical material
relating to the emergence of information policy as a focus of public policy concern
in North America in the early 1960e.
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More recent technological developments, notably in telecommunications and the
widespread availability of personal computers, have simply accelerated processes
that were already underway by the late 1970s. The influence of information
technologies upon information policy (and vice versa) are profound. The case of
data protection in the UK offers a good example of the extent to which
information policy may be shaped by technological forces. A]Llhouse (1997)
traces the series of events that led to the tJKs Data Protection Act in 1984. He
shows how the legislation wa. originally framed by the need to regulate
international flows of automatically processed information pertsining to
individuals. A. he points out, its motivation was primarily commercial and the
issue a largely technical one, 'it might as well [have] concern[ed] the thickness of
plate for steam boilers". Aldhouse then charts how perceptions of that issue
have shifted, particularly in response to the intensifration of computer power
and new applications which are having profound social consequences. He
conclude. that 'the use of information technologies [has] become so pervasive an
issue that information policy is [no longer] readily distinguishable from general
social policy and notions of communitarianism and good citizenship".
The increasingly pervasive nature of information technology in modern societies,
not least the emergence of a highly developed tradeable information sector, has
led to a further broadening of the scope of information policy in the 1990s.
Moore (1997) touches on various aspects of a grand design that politicians and
journalists call the Information Society. In his analysis of the underlying issues
behind the Information Society ideal, Moore identifies fear as a major
component. fear borne out of poor economic performance, globalisation,
structural employment, and North American cultural imperialism. He argues
that Information Society policy is concerned with modernising the
telecommunications infrastructure, promoting industrial and commercial
competitiveness, re. skifling the workforce, promoting social cohesion, extending
democracy by making governments more open and accountable, and contributing
to cultural development. This is a breathtakingly ambitious list of policy
objective. and it 'a rather surprising that so little public or political debate has
fastened onto the subject, in the UK at least
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Information policy invit.es a range of opinion and Mahon (1997) offers a more
sanguine viewpoint, charact.erising the Information Society as a convenient
phrase for collecting together all sorts of issues and concerns in an apparently
integrative framework so that politicians "can create a warm feeling in
audiences". He suggests that in reality it has confused the debate, which ought
really to be focused on practical J58U5 of information availability and access.
Webster, a British sociologist, is even more polemic:
l47zat Ifind most noteworthy is that Information Society theorists, having
jettisoned meaning from their concept of information in order to produce
quant itatwe measures of its growth, then conclude that such is its
increased economic worth, the scale of its generation, or simply the amount
of symbols swirling around, that society must encounter profoundly
meaiungJul change. We have, in other words, the assessment of
information in non-social terms - it just is- but we must adjust to its social
consequences. This is a familiar situation to sociologists who often come
across assertions that phenomena are aloof from society in their
develop merit (notably science and technology) but cany with them
momentous social consequences. It is demonstrably inadequate as an
analysis of social change(Webater, 1994:140).
While the problems which Moore identifies as driving Information Society policy
are real and pressing, there is a real danger that politieins are guilty of over-
determinrng their ideas, basing them upon unsupported assumptions about the
effects of information on society. As Braman (1991) points out, these
assumptions may be so diffuse as to be inoperable ... The free flow of
information, international co-operation, and peace are among the driving
principles that have been offered to justify information policy".
3.1.2 The scope of information policy
Even this very brief review of developments in information policy must suggest
that a succinct definition of the field is likely to be problematic. Parsons (1995)
wisely observes that public policy fields tend to be defined by the problems and
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18SU8 that society faces at a particular point in time, not primarily by reference
to some rigid epistemological framework. This view is obviously one which is
shared by Hernon & Relyea, who define information policy as:
a field encompassing both information science and public policy
(which) treats information as both a commodity—adheres to the economic
theory of property rights —and as a resource to be collected, protected,
shared, manipulated and managecL Although the literature often relates
to information policy in the singular, there is no single all-encompassing
policy. Rather information polices tend to address specific issues and, at
times, to be fragmented, overlapping and contradicto,y (Hernon &
Relyea, 1968:176).
Some writers, notably Burger, seem very reluctant to define the nature and
scope of information policy at all, for fear of being labelled reductionist However,
since the intention of this thesis is to attempt to empirically map out the
temtory occupied by information policy scholarship, some working definitions of
scope are needed. In order to provide a nomenclature to assist with search
formulation and subsequently reveal the main disciplinary characteristics of the
field, a subject classification scheme was essentiaL As might be expected,
attempts to scope the issues and concerns which rightly belong under
information policy abound in the literature. No entirely suitable up-to-date
scheme could be found in the literature so a faceted classification was developed,
freely adapting existing (unfaceted) schemes by Chartrand (1986), Milevski
(1986), Rowlands & Vogel (1991) and Kajberg & Kristiansson (1996). The
scheme used to classify information policy topics in this thesis is shown overleaf
(as Content analysis frame 15).
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Content analysi, frame 15: Subject analysis of article
10	 General articles on Information policy
11	 Theoretical aspects of information policy
12	 National and international information policies
20	 Information Infrastructure policies
21	 Research & development (Including STM policies)
22	 Libraries, archi use and public records
23	 Telecommunications, broadcasting and superhighways
24	 Information technolojy policies
30	 Information management In government
31	 Collection and acquisition of information resources
32	 IRM in gousrnmenL policies and practice
33	 information systems, clearinghouses and dissemination
40	 Information access and control
41	 Freedom of access to uiforination
42	 Confidentiality and personal pricy
43	 Information control on ground. of national security
58	 Information lndustr' policies
51	 Information standard, and protocols
52	 Copyright, uiteliectual property and information law
53	 Regulation of the information induatsy and information ma,*eis
54	 Trod. us information sesin and transborder data flou
55	 Publsc.prwote relationship, us the information industsy
No attempt is made to offer any theoretical justification for the scheme: it serves
its purpose sunply as an ad hoc tool for exploring the range of concerns and
disciplinary perspectives commonly addressed in information policy. It does,
however, draw on the work of previous authors who have scoped the field and
attempts to synthesise their thinking. Particular efforts were made to provide a
8cheme which reflects the recent emergence of interest in infrastructural policy
areas (e.g. the construction of information '8uperhighway8') and in the structure
and regulation of information markets. I would like to thank Dr Tamara
Eiaenschitz (City University) for her helpful comments on early drafts of this
scheme.
Even a cursory examination of the scope of information policy, as normatively
defined above, suggests that a number of disciplinary approaches and
perspectives might be likely to be encountered in the literature. Indeed,
information policy is frequently asserted to be highly interdisciplinary: Braman
(1989), for example, claims that more than 40 academic fields deal with
information policy, although she does not identify them. Burger (1993) argues
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that the core disciplines which inform information policy are economics, law,
political science, public administration, sociology, public policy, management
science and information science.
The argument that information policy is highly interdisciplinary is a persuasive
one, even though there is little empirical evidence to support the claim. The
disciplinary nature of information policy raises some difficult questions. Where,
for example, does information policy sit in relation to library and information
science? Is the natural home for information policy within the US tradition, or
does it share more features in common with broader public policy? Or are there
unique characteristics of information policy which legitimate treating it as a field
of studies in its own right?
3.2 Some unique characteristics of information policy
It would be quite poesible, if premature, to enter here into a long debate about
the relationship between information policy studies and the wider policy
sciences. Browne has argued that the information policy literature is isolated
from the mainstream of public policy research and that this is unhelpful
(Browne, 1996). Others would certainly agree, perhaps going a stage further by
noting that the information policy community has also missed the boat in
relation to some important developments in the wider social siextz m't,
1997).
The question of the relation of information policy (with its roots in a highly
positivist library and information tradition) to other, more established fields of
public policy is an interesting one. In raising the question of what is different
about information policy, I am in fact raising two sets of issues: not simply is it
different in kind from, say, welfare policy, but, in thinking about information
policy issues to what extent are we currently drawing on models from within
information science as opposed to the policy sciences? What might be the
contributions that these two very different traditions could bring to a unifying
approach to information policy studies?
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It is useful to turn at this point to the writings of Sandra Braman, one of the
most consistently rewarding authors on information policy. In a 1990 paper,
Braman identifies the factors that for her differentiate information policy from
other policy issues. Information policy, she argues, is 'different' because:
• it is a relatively new area of policy concern
• it involves unusually diverse groups of players
• decisions about information can have an enormous impact on events and
policies in other areas - the reverse is true to a much lesser extent
. information does not fit into the traditional categories employed by policy
analysts
. information policies made at very different levels of the political and social
structure, from the local to the global, are remarkably interdependent
These differences are all, of course, relative. They may not be unique (i.e.
exclusive) characteristics in the strictest sense, but they certRirily seem. to be
atypical of other areas of public and organisational policy, where the issues tend
to be relatively more clear cut and the affected parties less diversified.
Braman pursues the notion that information policy is unusually complex in a
public policy sense and generalises her argument to suggest that four general
characteristics of information policy, regardless of setting, are major sources of
that complexity. These sources are conceptual, informational, structural and
orientational in nature.
3.2.1 Conceptualproblems in information policy
Conceptual problems arise from the fact that the rate of technological change is
so fast that it is outpacing our ability to keep up (see Pye, 1997, for a graphic
picture of the problems of runaway technology); that regulatory structures and
31
Chapter 3: The field of information policy
values sometimes conflict (Eisenschitz, 1997; Worlock, 1997); that policy goals
and regulatory goalposte are not static and may shift considerably (see Aidhouse,
1997, on the evolution of data protection policy). Further conceptual problems
and dilemmas abound in the information policy literature, even over the
interpretation of basic terms like 'policy' and 'strategy' (Braman, 1989; Allen &
Wilson, 1997). Ominously, there appears to be neither consensus nor even much
in the way of recent debate about the meaning of the term 'public intere8t'.
3.2.2 Informational problems in info rmation policy
Braman argues that two types of problems emerge from the roles that information
aseif plays in the policy-making process: those that stem from a lack of
information, and those that stem from the effects of skewed information. A
review of the information-seeking behaviour of policy-makers by Rowlands &
Strachan (1997) suggests that policy is quite often made in spite of the fact that
the knowledge needed to fully support a decision is unavailable. Braman (1990),
quoting many examples from US policy-making, finds that policy decisions are
often based on "bad, outdated, non-academic, unscientific studies" or are made in
an "informational vacuum". More excusably, perhaps, she finds also that decision-
makers repeatedly dnim themselves to be 'incapable of understanding
technological development well enough to regulate it".
The other source of confusion arises from what Braman calls the 'informational
deficit'. This argument says that the information available to policy-makers
tends to be skewed in favour of what is politically and ideologically acceptable:
she makes particular mileage out of the conceptual slippage between the image
of the marketplace and its reality.
3.2.3 Structuralproblenis in information policy
Structural problems are those that arise out of conflicts or contradictions
between different policies or between different elements of the policy-making
machinery: a common theme in writings on national information policy. It may
be resolved into two components. The first is that seamless co-ordination
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between, for example, government departments, may not be possible in
information policy terms because the goals and world vision of the parties
involved are distinct and not necessarily capable of being resolved. A second,
related, point is that the sheer complexity of information policy results in a
reduction of the capability of the state to make policy coherently and effectively.
The fact that so much public information policy is latent rather than explicit
(see, for example, Martyn, 1990) becomes a real structural problem: compared
even with stated policy, unstated policy is capable of many differing shades of
interpretation and realisation. Hill cites the old joke, still to be heard in Britain,
that "Our information policy is not to have a policy" (Hill, 1990:3).
3.2.4 Orientationalproblems in information policy
Finally, Braman addressee the big question of what information policies are
designed to achieve. Without a clear sense of orientation, such fundamental
questions as: What kind of social organiaation do we want? What kind of
informational organisation best serves that kind of society? What kind of
regulatory 8tructures beet build and sustain that kind of informational
organisation? all become superfluous. These are clearly highly political issues,
with a capital P.
The uniqueness of information policy seems to be a function of its complexity.
The encouraging aspect of Braman's paper is the (implicit) suggestion that, at
least in part, that 'complexity' is simply a result of our confused thinking
(Rowlands & Turner, 1997).
3.3 The normative structure of information policy
Maybe one key to unlocking that complexity is to first acknowledge our own
positions as policy analysts and policy actors: no-one involved in information
policy can really believe themselves to be totally objective and free of
assumptions and prejudices. Progress in information policy studies is critically
dependent on finding ways to make those assumptions and prejudices more
transparent and challengeable. Information policy, like all aspects of public
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policy, is deeply embedded in a political and cultural context from which it
derives its values and its sense of direction. Some would even argue that
information policy is fundamentally about the exercise of power by the state
(Braman, 1991). In this context, information policy is just one strategy of many
by which the state establishes and consolidates its authority.
The role of norms and valuee in information policy-making is a rather neglected
area, although Overman & Cahill (1990) offer a very insightful programmatic
article on this topic. They argue that the normative structure of information
policy urgently needs to be explicated both in research and practice. This is an
important point and is illustrated here by means of an example. Classically, the
genesis of a public policy first involves the recognition of an issue. Consider, for
example, the following sequence:
ISSUE	 People sleeping on the streets
PROBLEM	 Homelesanesa
POLICY RESPONSE New forms of policing
What counts as a problem and how a problem is defined depends very much on
the way that the policy-makers perceive it. A problem has to be defined,
structured, located within certain boundaries and given a name. The mechanics
ofthiaproceeaprovecrucialforthewayinwhichapolicyisaddressedtoagiven
problem. If we see people sleeping on the streets as a problem of vagrancy, then
the policy response may be framed in terms of law enforcement and policing. We
might also view the same issue as an indicator of social deprivation or a sign of
failure in other policy areas such as community care; in which case the policy
response will obviously be very different (we might provide low cost housing, for
example, or appropriate mental health care).
Information policy issues are often equally ambiguous. Consider, for example,
the recent trend towards the electronic delivery of public services. Local
government in London has been quick to embrace electronic communications,
using e-mail, the Internet and the World Wide Web. Thirteen London boroughs
now have e-mail, and more than twenty boroughs have or are planning their own
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official World Wide Web sites. These Borough Web sites contain a wide range of
information, including What's On' guides of borough activities, council reports
and plans, tourist information, and 1ink to local community and voluntary
groups. Many boroughs use innovative forms of electronic communication to
provide information about local services: examples include public libraries with
computers hooked up to the Internet; electronic kiosks displaying pages of local
information in public places like supermarkets; and videotelephony for hearing
impaired people.
Simultaneously, it is possible to see these developments as informing and
empowering local communities; extending democracy; as instruments to reduce
adnunistration costs and head count by re-engineering local government
services; providing a stimulus to the information industry; a new weapon in the
councils' public relations armoury or merely as gesture politics, pandering to the
IT fetishista. The truth probably lies somewhere (everywhere?) on this list, but
it is not immediately evident, especially as the waters become clouded by
practical, legal and ethical issues arising in the implementation of these services.
Economic arguments over whether information should be regarded as a
tradeable commodity or a public good abound in the library and information
science literature. Sometimes, if rarely, both characteristics may be
accommodated by means of differential pricing structures (see, for example,
East, 1977). The debate on this topic is extensive, but personal views tend to be
fairly fixed and unmoveable. Eisenachitz (1997) points out that the creation and
development of information goods and services requires that the investors be
rewarded for their efforts. This means conferring property rights and enabling a
marketplace to develop. On the down side, these rights may potentially erect a
barrier to the world of ideas for those who are unable to pay. This in turn
necessitates a further set of public policies, such as universal service, investment
in libraries, research & development, and education which deliberately distort
the information marketplace in favour of the wider public interest Questions of
this kind are ubiquitous in the professional library and information literature.
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Aside from monetary considerations, access to information and knowledge is also
a function of power structures. In fact, there is an inherent tension in the notion
of access quite distinct from the economic arguments outlined above. In many
situations, the widest possible access to information is seen as a 'good thing':
health promotion, information about school performance, consumer information,
access to local government records, being classic examples. In other
circumstances there are real problems in allowing unrestricted information
access: policy advice to ministers, personal information, information which might
be prejudicial to national security or a firm's commercial position. Restrictions
on the free flow of information are sometimes essential, but there is always a
danger that powerful forces in society will constrict these flows for their own
advantage.
Thus, information policy is inherently value-laden, especially so at national and
international levels, and policy-makers have daily to face a very difficult
balancing act, negotiating an acceptable compromise between conflicting
objectives, values and interests. These are often diRmetrically opposed, as the
following examples show:
market-led versus state-led visions of the Information Society (Moore,
1997)
freedom of expression versus rights of personal privacy (Aldhouse, 1997)
.	 the monopoly functions of patents and copyrights versus their
informational aspects (Eisenschitz, 1997)
the philosophy of open government versus retention of crown copyright
and restrictive licensing practices (Worlock, 1997)
Overman & Cahill (1990) offer a useful framework for understanding the
normative basis of information policy, as exemplified in US Federal legislative,
executive and judicial decision-making over several decades:
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Table 8.1: Overman & Cahill's Information policy values
Acces. and freedom If democracy is to work, then people need to be well informed.
Although right. to access information are enshrined in legislation in
many countries there are significant tensions around the questions of
access, security, and freedom of information.
Privacy This is a widely accepted value in Western-style democratic societies
although there are tensions which arise out of the needs of government
and society on the one hand, and on the other, the individual's rights to
privacy in their affairs.
Openness	 This ii about open government and the right of people to know about
the processes of decision.mnkang in government.
Usefulness With the rise of the ailmtni*trabve state, governments began to collect
records. Usefulness' refers to the idea that the worth of information is
determined with reference to the use to which it is put A key issue is
who decides what is useful and, therefore, what is to be collected and
stored.
Cost and benet This assumes that information has economic value, costs and benefits
and raises problems of reconcthng commercial interests and the public
interest in the matter of the information collected by government
Secrecy and security Secrecy and security are two high profile values with aignifriint issues
around the question of the amount of latitude to be given to
ov.rnment offiak
Ownership Intellectual property addresses not the ownership of thngihles but the
form and expression of ideas through patents or authorship of texts of
any kind. Here, issues of commercial interest can oolli' with the
needs of individual users and society.
This value Bet provides a very useful tool for understanding what underpins
information policy both as an area of scholarship and an area of practice. Seen
from this perspective. information policy might be seen as a strategy for
embodying and acting upon these fundamental values.
Values provide rather a slippery context for information policy, but they raise an
important question: what is the nature of the overall framework within which
information policy-making takes p'ace? As Kristiansson (1996) points out,
information policy-making activities have historically tended to focus ad hoc on
specific issues and problem areas such as research & development, information
market development, freedom of access to official information, legal aspects such
as privacy, copyright and intellectual property rights. The legacy of this
approach has been a fragmentation of policy-making responsibilities, institutions
and discussion fora (see, for example, Oppenheim, 1996). The evident lack of co-
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ordination of these disparate but obviously related policy strands is something of
a preoccupation among writers on national information policy. It may well be
argued that information policy is so loose and broad a concept that it cannot and
perhaps should not be accommodated within a single miniateria1 portfolio. What
cannot be escaped, however, is that there appears to be no explicit overarching
framework within which issues and conflicts may be resolved.
3.4 Towards an information policy regime?
Eisensclutz (1997) argues that it is important that we work out commonly
understood criteria for assessing policy in the information field. we currently
neither have common measures nor a common baselines of assumption. If the
Information Society concept is to become a reality, she argues, a more unified
approach to information handling and a more consistent regulatory framework
will be reqwred. Worlock (1997) elaborates much the same point in his analysis
of the ineffectiveness of UK tradeable information policy. He notes that there
are real practical issues around defining precisely what is a source or primary
document, and even more difficult, in defining precisely what constitutes 'value
added'.
Consensual approaches to thinking about a particular policy issue area in ways
that provide a basis for decision-making are called 'regimes'. A regime may be
thought of as a normative framework that is less rigid and formal than a legal
system but nonetheless serves to provide a common understanàing 'bIndIng afl
parties together. Since information policy is relatively new area of public policy
concern, an information policy regime may only just be evolving. While working
policy-makers cannot put aside immediate problems until the larger theoretical
issues have been resolved, it is possible to approach problems with an awareness
of their theoretical context and large-scale socio-economic political and cultural
impact The final thought goes to Sandra Braman:
to be information-literate in the twenty-first century will be to understand
that information technologies, messages, institutions, and effects within
38
Chapter 3: The field of information policy
the context of ongoing explorations in both epistemology and the Bocwlogy
of knowledge (Braman, 1990:77).
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Chapter 4: Information policy research methods11
"The London underground map is an example of
constructing a map which enables us to use this highly
complex sy8tem. However, it is more than that. For many,
including the author, the map ha8 come to form a mental
Image of London. The danger for tourist and resident alike
is that Beck's map becomes our image of London""
4.1 Introduction
This Chapter identifies and describes the main research tools, methodologies
and perspectives that have been used to create new knowledge in the field of
information policy. The materials consulted for this review are drawn mainly
from the library and information science literature but, for reasons which will
become clear, it has also been necessary to look beyond the boundaries of the
library and information science literature in a search for potentially applicable
models and frameworks.
This Chapter is concerned primarily with the study of information policy from an
academic perspective, motivated chiefly by curiosity and the desire for greater
understanding. It does not ciRim to provide specific insights into the 'black box'
of policy formulation within the executive or legislative branches of government.
It certainly does not conclude with recommendations for what information policy
should be. Its intention is directed instead towards a better understanding of
what information policy is and what tools, frameworks and methodologies are
currently available for its systematic and critical analysis.
A more specific objective of this literature review is to build a platform for the
content analysis of a bibliography of information policy articles (see Chapter 9);
this is achieved by developing a series of coding frames that are later used to
)I This Chapter was originally published as Understanding information policy concepts,
framework. and research tools', Journal of Information Science 22(1) 1996,13-25.
U Parsons (1995:61).
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map the distribution of various research 8trategles and methodologies across the
serials literature. As in the previous Chapter, these coding frames are presented
and discussed in the body of the text and consolidated as Appendix D.
4.1.1 The ba8lc toolkit
The first problem in considering the nature of the information policy serials
literature is to define what actually constitutes a 'research paper'. Peritz, in a
bibhometric study of library science research, used the following working
definition:
Research is an inquiry which is carried out, at least to some degree, by a
r#stematic method with the purpose of eliciting ncw facts, concepts or
ideas (Peritz, 1980).
This definition carries no implication of quality, relevance or generality so long
as its procedures are systematic and objective, and its aim is to reveal something
lutherto unknown, an article qualifies here as a 'research paper'.
Content analysis frame 16: Type of article
1	 Based on onguial research
2	 Not research-based
In applying these categories for the purposes of content analysis, Peritz' broad
definition of a 'research paper' needed to be translated into specific operational
terms for each method (see Table 4.1 overleai):
Peritz identified six main types of research method in library science:
Theoretical; Surveys and Experiments; Secondary Analysis; Historical Research;
Design of New Methods and Procedures; and Descriptive Bibliography. Apart
from these main categories, Peritz noted that a bewildering array of other
methods were in evidence, ranging from chemical analysis to jurisprudence.
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Table 4.1: Operational criteria for characterising original research
Research method	 Operational criteria
Historical research
	 . use of primary data sources
Comparative studies
	
• evidence of critical analysis and comparison of
documentary or other sources leading to significant
new insights
Survey methods	 . use of surveys, experiments, bibliometric studies,
content analysis or other quantitative tools
Case studies	 • evidence of critical analysis and comparison of case
study findings leading to significant new insights
Secondary data analysis
	
• data re-analysed logically or statistically
data from different sources integrated in a way that
reveals new insights
Literature review	 . evidence of critical analysis and comparison of
documentary sources leading to significant new
insights
Development of new theoretical • considered as a 'research paper even when the
frameworks article contains no evidence of systematic method, if
framework is (a) sffii" ntly novel, and (b) generally
applicable
In developing a coding frame for the analysis of information policy articles, a
faceted classification scheme has been adopted, closely following the work of
Jarvehn & Vakkari (1990, 1993). This separates research methods into two
groups: empirical and conceptual strategies:
Content analysis frame 17: Research method
10	 Empirical reaearch strategies
11	 Historical research
12	 Comparative studies
13	 Survey method.
14	 Case studies
15	 Secondary data analysis
20	 Conceptual research strategies
21	 Literature review
22	 Development of new theoretical frameworks
The adoption of this content frame is intended to facilitate comparison with
Jarvelin & Vakkari's extensive content analyses of core US journals over the
period 1965-1995.
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4.1.2 The aims of information policy research
Complexity runs as a leitmotiv through the information policy literature.
Information supply, transfer and use take place within an environment which is
in a constant state of flux, shaped by the unpredictable interaction of
commercial, economic, technological, social and demographic forces (Hawkins
and others, 1992). One of the most difficult and fascinating problems in
information policy research is that public policy has an influence, directly or
indirectly, on each of these sets of forces; hence, even such broad policies as those
relating to education, open government or the funding of civil science may have
dramatic implications for information availability and use. The complex and
rather abstract nature of information policy means, however, that public
understanding and consensus on such key issues as trading in government
information or data privacy is less than it might be. The popularisation and
wider dissemination of information policy research may have a useful role to
play here in raising awareness of the issues and contributing to a more open
public debate.
Despite, or perhaps because of the observed complexity, many analysts have
argued for more 'rational' approaches to the study of public policy, pointing, for
example, to the need for more sophisticated indicators of economic and social
impact, better forecasts, clearly expressed hierarchies of objectives and improved
definition. As will be seen in this Chapter, these are some of the areas where the
currently available tools for information policy analysis appear to be less than
wholly adequate.
The notion that government can, by making policies, 'solve' problems lies at the
root of what has become known as the 'policy sciences'. Back in the 1930s, John
Maynard Keynes argued that if government was to have any chance of dealing
with the problems of the day, it had to recognise the need for a more informed,
theoretically-driven approach to governance. In the future, he predicted, it
would be the ideas of economists rather than political interests that would shape
decision-making (Keynes, 1936).
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A more unified approach to the study of public problems and policy was initiated
with the early work of Lasawell (1930, 1948); culminating in the publication of
The Policy Sciences with Lerner (Lerner & Laswell, 1951). Lasswell describes
the role of the contemporary policy 8clentist as:
an integrator of knowledge and action, hence as a spectahst in eliciting
and giving effect to all the rationality of which individuals and groups are
capable at any given time. He is a mediator between those who specialize
in specific areas of knowledge and those who make the commitments in
public and private life ... Both the intellectual community and the
community at large are beginning to acknowledge the indispensable place
of the integrator, mediator, go-between"(Lasswell, 1970:13-14).
It follows from these remarks that the policy sciences are contextual, multi-
method and problem-oriented and that a wide range of research approaches
might be expected to be encountered in the literature.
A fundamental distinction in the public policy literature is that between policy
studies and policy analysis. These two types of research are differentiated by
their objectives and by their relation to the policy-making process. Policy studies
are studies of pohcy they are motivated by curiosity rather than an explicit aim
to shape the course of events. Policy analysis, in contrast, is research which
actively seeks to influence the policy agenda. It is research for policy, and it
usually involves the production of highly value-added information for policy-
makers.
Gordon, Lewis & Young (1977) argue that the terms policy studies and policy
analysis subsume five distinct types of research strategy:
Policy determination is concerned with how policy is made, why, when and for
whom.
Policy content may involve either a descrIption or a critique of a particular policy
and how it relates to other, pos8ibly earlier, policies.
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Policy monitoring and evaluation examines the impact of policies and how they
have performed in relation to their original objectives.
Information for policy is a form of analysis which is intended to feed directly into
policy-making processes. This may take the form of detailed information and
research or advice-giving.
Policy aduocacy involves research and arguments which are intended to
influence the policy agenda.
Content analysis frame 18: Analytical focus
Policy stud lea
1	 Analysis of policy determinaiwn
2	 Analysis of policy content
3	 Policy monitoring and euoluolion
Policy analysis
4	 Inforrnauon for policy
5	 Policy aduocacy
A recent and much-debated theme in the policy literature focuses on the
interface between the 'two communities' of policy researchers and policy-
make&1. The central issue here is what kind of rational analysis is compatible
with the real world of decision-making in which there are conflicts over facts and
values means and ends, and in which there is considerable uncertainty? Quade
(1976) concedes that policy analysis can never be an exact science'4 since its
primary concern is to help a decision-maker "make a better choice than would
3 Articles by Bearinan (1988) and by Hammond and others (1983) suggest that
information science methods can be apphed to advantage to the study of how policy-
makers use and filter information inputs during the early stages of the policy process
(problem identification, agenda setting and policy formulation). Their findings suggest
that there are fundamental obstacles to the effective use of scientific information in public
policy-making and that 'rationality' in this context may be subservient to other factors
such bureaucratic goals and pohtical expediency.
14 The belief in the possibility that decision-making In the public sphere can be made
more rational is regarded as highly questionable by 'incrementalists' such as Lindblom
(Lindblom, 1959, 1979). Even Lindblom acknowledges the need for some kind of rational
inputs into decision-making, however.
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otherwise have been made", thus aiming to facilitate an "effective manipuiation
of the real world".
The strategy which frames rational policy analysis is often expressed in terms of
a cycle involving üve key stages (forniuiation, search, forecasting, modelling and
evaluation), a framework which maintjiine that a decision is the result of a series
of logical steps. Quade (1976) associates each of these stages in turn with a
different primary knowledge requirement:
Content analysis frame 19: MaIn objective of article
1	 Clarsfyuig the problem
2	 Idenyu*g and screening the policy alternatives
8	 Pledicting the ftawe environment and operational context
4	 Modelling policy impacts
5	 Ranking poiicy alternatwes
In Quade's scheme, the role of analysis is to facilitate a rational choice of means
and ends, within the limits of what is possible given constraints in the 'real
world'.
Another way of thinking about policy-making is to locate it in a cultural or
ideological setting. Richardson and others (1982) developed the idea that policy
researchers, pohtidans and decision-makers each exhibit a variety of patterns,
or style, in the way that they think about problems. One of the dimensions of
this style is whether they have a tendency to anticipate problems or to react to
events and circumstances as they arise.
Content analysi, frame 20: Analytical style
1	 Reactive
2	 Ant&cipatoiy
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4.2 Some dimensions of the information policy problem
Before looking in more detail at some of the concepts, frameworks and research
tools which have been applied to the study of national and international
information policy, some preliminary remarks are called for in relation to the
object of study and ite highly problematic nature. First of all, what is
information policy? There are at least as many definitions of information policy
as there are writers on the subject; in this section a few broadly representative
example8 will be used to illustrate some important points about the
characteristics of information policy. Weingarten (1989), for example, defines
information policy as comprising TMthe set of all public laws, regulations, and
policies that encourage, discourage, or regulate the creation, use, storage, and
corn rnumcation of information. This is a broad and inclusive definition; it
suggests that the fundamental role of policy is to provide the legal and
institutional frameworks within which formal information exchange can take
place. It implies that information policy addresses both political and
bureaucratic goals (an interesting point, as these may not necessarily be
congruent) and since public information policy emerges out of the machinery of
government, its formulation, implementation and evaluation may be expected to
be accompanied by the production of various documents: discussion papers,
legislative drafts and memoranda. To a greater or (usually) lesser extent these
maybe available forpurposea of study; an idea whichwillbe returned tolaterin
the section on tools and methodologies.
Another valuable insIght into information policy is offered by Hernon & Relyea
(1968), who underline its complex nature by noting that ualthough the literature
often refers to information policy in the singular, there is no all-encompassing
policy- rather information policies tend to address specific issues and, at times,
to be fragmented, overlapping and contradictory". Certainly, the emergence of
information processing as a significant force in society has been accompanied by
an extraordinarily wide and diverse range of public policies; from the regulation
of value-added and data services to the licensing of government data sets for
commercial exploitation and legislation to protect personal data privacy. The
extraordinarily complex and diverse nature of information policy is a common
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theme in the literature (Malley, 1988; Gray, 1988; Suprenant, 1987; Moore,
1992) and one which poses serious difficulties for research design. Faced with
what sometimes appears to be at best a 'fuzzy set' or at worst a set of
unconnected or contradictory laws, regulations and policy statemente, issues of
scope and definition in the field of information policy enquiry become highly
problematic. The situation may be meBsy, but it is inevitable given that the
practical realities of information policy are much to do with the art of
compromise: there are neither 'good' nor 'bad' policies but maybe there can be
effective compromises between competing interests. Galvin (1994) states this
idea with admirable clarity, noting that information policy-making comprises: 'a
fundamental enduring conflict among or between objectives, goals, customs,
plane, activities or stakeholders which is not likely to be resolved completely in
favor of any polar position in that conflict". This suggests that another feature of
information policy is that it is, or at least that it should be, flexible, dynsimic and
responsive to changing circumstances. It also implies that the impact and
outcomes of information policy decisions difficult to predict with any certainty,
and that a key objective for information policy research might therefore lie in
trying to set some kind of bounds and limits to that uncertainty.
Given the complexities and uncertainties associated with information policy, how
widely should the scope of academic studies be drawn? Kristhnason (1996)
argues that questions of information policy should be addressed at an
appropriate spatial level, so as not to confuse macro- and micro-level factors.
Content analysis frame 21: Information policy scale
1	 Global
2	 International
3	 National
4	 Regional
5	 Industrial / sectorol
A wide range of forces other than public policy are relevant to a consideration of
the issues affecting the supply and use of information goods and services in
society. These include, inter alia, the commercial strategies adopted by
publishers and database providers, the behaviour of consumers, the influence of
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pressure groups, and the structure and patterns of ownership within the
information industry. One of the characteristics of public information policy is
that it both shapes and responds to events and so can be regarded either as an
independent or a dependent variable in scientific policy studies. As an
independent variable, information policy can be analysed in terms of its impact
and outcomes, both on the rider environment and on the political process itselL
When it is viewed as a dependent variable, our attention is drawn to the
environmental, cultural, economic and other factors which shape and guide
policy and its implementation. This insight leads Burger (1993) to define
information policy even more broadly and inclusively as those "societal
mechanisms used to control information, and the societal effects of applying
those mechanisms". Clear differentiation between the treatment of information
policy as an independent or a dependent variable in analysis should be an
important consideration in research design, but my observation is that little is
made of the distinction in the serials literature.
There is an understandable tendency for writers on information policy to define
the scope of their work narrowly and in a self-referential way; to discuss issues
surrounding intellectual property rights or public library policy solely in terms of
their implications for information professionals. In reality, however, it is
impossible to detach information policy from its wider social and political
context, a point which the Secretary of State's speech to the Library Association
Umbrella Conference on 9 July 1993 underlines:
'... there are many major challenges facing the libraiy world at the
moment. 7b take a few of the more prominent ones: local government
reorganisation, new further education funding arrangements; competitive
tendering for public services ... all these issues stem from government
policies originating outside the Department of National Heritage's field"
(Department of National Heritage, 1993).
These remarks suggest that there is, in effect, an information policy hierarchy
comprising three levels: infrastructural, horizontal and vertical policies.
Example8 of infrastructural policies might include tax or employment law
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freedom of establishment, and education policy, which apply across society and
which affect the information sector both directly and indirectly, providing a
social and economic context for its activities. In contrast, horizontal information
policies have specific application and impact across the information sector, such
as the statutory provision of public library services, zero-rated VAT on books, or
data protection law. Vertical information policies have speci& application to a
particular information sector, such as the geographic information community.
Content analy.i. frame 22: Information policy hierarchy
1	 Infrastructural policies
S	 Horiwntal information policies
3	 Vertical information policies
This hierarchical model is useful in that it locates information policies in the
broader context of public affairs. This may be productive in itself, but it further
extends the scope problem: it becomes very difficult to conceptualise information
policy in its moat inclusive and comprehensive sense, since this would need to
include, as well as an analysis of narrow sector-specific policies such as
intellectual property rights and information access policies, the wider contexts of
educational, social and industrial policy.
However, all three levels must be of interest to the inforinati'on policy analyst
because of the inevitable degree of interaction between them. Indeed, the
overlap between the three levels can sometimes seriously obscure our
understanding of what 'information policy' means and what it actually consists
oL Martyn makes the point that the absence of horizontal policies (in the above
sense) does not necessarily mean that there is 'no policy'. Rather, information
policy may be subsumed by infrastructural policy:
.. in effect, there is no real policy for the information industry, electronic
or otherwise, other than that which conforms to the general Gouernnient
policy towards industry, which is to allow free market forces to operate
within a lightly regulated environment, the regulation being put in place
when the need becomes evident and pressingN (Martyn, 1992:270).
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An implication of the hierarchical model of public policy is that power, influence
and decision-making in relation to information policy are inevitably scattered
across different parts of government. A major conceptual problem therefore lies
in defining an overall set of policy values and a framework for specific
information policy actions. In other words, there is a need for the establishment
of a inforrnaion policy regime which is comprehensive, sensitive to new
technology and responsive to the implications of the 'information age'. The lack
of such a coherent framework is a relatively new theme in the information policy
literature (Braman, 1990; Gray, 1993).
Moore (1993) has provided a useful and practical way of beginning to deal with
this problem in the form of a two-dimensional space which focuses attention on
the differing needs of industry, individual organisations and society (Table 4.2).
Table 4.2: The Information policy matrix
Industrial	 Organisationa.l	 Social
information technoLogy	 o	 o	 o
Information markets	 o	 o	 o
Information engineering	 o	 o	 0
Human resources	 o	 o	 o
Legislation & regulation 	 o	 o	 o
Moore recogmsee and rejects as futile the often-rehearsed argument which calls
for a single unified expression of national information policy. Instead, he argues
that the effects of technological and other agents of change are so powerful, and
the underlying issues so complex, that a more flexible approach to policy-making
is needed. As well as offering a framework for the analysis of information policy
objectives, the model makes it possible to identify gaps and areas where the
formulation of policy objectives might be appropriate.
4.3 Theoretical approaches to the study of public policy
Political and social scientists have developed a number of models, frameworks
and theories for analysing public policy, although few of these have been
explicitly applied and tested in the context of information policy studies. As well
as lacking theory, we lack a sound basis of empirical data relating to information
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policies and their outcomes: indicator data relating to their impacts are either
very difficult to obtain or are simply not available. Yet without a body of theory
it is difficult to see how a more rigorous (possibly more quantitative?) approach
to information policy analysis can be forthcoming: it has often been observed that
there is nothing more practical than a good theory! Burger (1993) notes that
information policy is: Mconlplex because we have not yet developed ways of
understanding it that are widely accepted and broad enough to encompass its
range: we now rely on existing disciplines to inform us about the soundness of
information policies. This may be an honest appraisal of our current difficulties
in defining the scope and boundaries of the subject, but it offers little practical
comfort.
Broadly speaking there are three sets of motivation for studying information
policy problems; for scientific, professional, or political reasons. The scientific
rational is motivated prunarily to gain a greater understanding of how they
originate, how they are developed and implemented, and what their
consequences are for particular interest groups or for society as a whole. The
scientific motivation seeks to understand policy, not to suggest what that policy
ought to be. Clearly, however, information policy studies undertaken for
professional or political ends have a different emphasis: here analysis has an
applied orientation and is concerned with determining the mo8t efficient or 'best'
alternative; the one that will yield the largest net benefit for dealing with a
particular problem. This approach is concerned with achieving the 'righV goal,
with what policy ought to be, and cannot therefore be arrived at without
reference to an ideological ('the market should decide) or normative ('the
preservation of cultural heritage is paramount') position. As such, it is a value-
oriented approach and one which should be located outside the scientific policy
studies tradition, one which asserts itself to be rigorous, objective and value-
neutral.
A useful working definition of the scientific approach to policy studies is offered
by Dye (1984), who suggests that it comprises: TMa description of the content of
public policy; an assessment of the impact of environmental forces on the content
of public policy; an analysis of the effect of various institutional arrangements
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and political processes on public policy; an enquiry into the consequences of
various public policies for the political system; and an evaluation of the impact of
public policies on society, both in terms of expected and unexpected
consequences". Within this tradition, Anderson (1990) identifies four dominpnt
theoretical approaches: political systems theory (Easton, 1965); group theory
(Latharn, 1965); elite theoyr (Dye & Ziegler, 1990); and rational-choice theory
(Downs, 1957). The applicability and potential value of these theories in the
specific context of information policy is unclear (and beyond the scope of this
thesis) but they possibly represent a fruitful line for future enquiry.
One of the features of information policy research is the number and diversity of
academic disciplines which have, with some justification, laid claim to being the
home discipline for studies in the area: such is the fragmentation of the field that
Braman (1989), a researcher from a communications studies tradition, identifies
more than 40 academic fields that deal with 'information policy'. Brainan does
not offer a list, but Burger (1993) suggests that the core information policy
disciplines comprise economics, law, political science, public administration,
sociology, public policy, management science and information science.
In trying to understand the highly distributed nature of information policy
research, it is worth considering three factors: the multiple interpretations of the
term 'informatoti by p cy-maitTa ix dfftit orct, c1 ti
contexts; the way in which information policies have developed over time as
pragmatic solutions to specific problems; and the highly institutionalised nature
of policy studies.
Traditionally, information policies have evolved in direct response to the
emergence of specific technologies, 8uch as print, telephony, radio or value-added
and data services. Not surprisingly, the analysis of these policies has tended to
fall within the domain of whichever professional information community was
moat directly concerned with the particular technology involved (as librarians,
computer scientists, broadcasters or information scientists). In other words,
while information policy ha8 been technology-driven, policy research has
typically been discipline-bounded ('Frauth, 1986). The fragmentation of
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information policy reBearch is mirrored by a fragmentation of policy-making
institutions. In Britain, for example, the Department of Trade and Industry is
the lead agency for developing policy in relation to tradeable information,
standards and intellectual property; while data protection is under the
jurisdiction of the Home Office; legal deposit under the Department of National
Heritage; and public records under the Lord Chancellor's Department.
If information policy studies are discipline-bounded, they are also to some extent
institutionally-bounded; just like the policies themselves, research emerges from
bureaucratic institutional settings which have their own distinctive goals,
perspectives and agendas. Sometimes, academic studies are carried out to
directly support the efforts of those engaged in policy formulation, DG-XIll of the
European Commission, for instance. Such research is likely to be highly
prescriptive and goal-oriented, designed to meet the immediate needs of policy-
makers. Other studies are undertaken to meet the needs of the information
industry, perhaps in the form of market studies and assessments, or
(occasionally!) funded by a research council where longer-term, more
fundamental objectives are sought The linkages between research and research
funding are important because they reinforce the process of fragmentation;
information policy develops along different research fronts, informed by very
different theoretical approaches; factors which have not been conducive to
establishing consensus and agreement on central informatioi policy issues and
values.
While most observers would agree that there is currently little consensus over
where the boundary lines of the information policy discipline should be drawn,
there are even those who actively resist such an approach. Braman, for example,
argues that 'theoretical pluralism' is the most appropriate way to deal with
phenomena and processes which unfold in different ways at different levels of
the social and economic 8tructure. Her argument offers two challenges to those
engaged in information policy research: firstly, the need for a high degree of self-
awareness of the assumptions and paradigms being brought to bear from within
one's own disciplinary tradition, be that library and information science,
telecommunications policy or media studies; and secondly, a reminder to beware
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of the sweeping generalisations which inform much writing (and dare one say
public policy) in this area. We should not simply accept that broad statements of
policy intent, such as 'the protection of national security' are in themselves a
sufficient justifration for information control, particularly srnce these are too
often only a guise for economic protectionism or the censorship of press freedom.
4.4 Tools for information policy research
Methodological problems exist in all disciplines; but information policy has more
than its fair share. Despite all the diffrulties and complexities surrounding
information policy as an object of study, a considerable amount of material
continues to be published on the subject. Whether this is an entirely healthy
situation is open to question since, more often thnn not, its authors fail to make
explicit either their methodology or their underlying assumptions.
Consideration of the methodological basis of information policy research is
conspicuous by its absence in the serials literature. One of the few authors to
tackle the issue is Trauth (1986) in a paper published nearly ten years ago which
offers a highly generalised description of the information policy literature,
locating studies in a two-dimensional matrix (see Figure 4.1 overleaf).
This matrix indicates the scope (vertical axis) and the intent (horizontal axis) of
individual policy studies, regardless of their methodology. In this scheme,
'descriptive studies' are those which describe the current status of a policy or
which highlight issues that should be addres8ed in its implementation.
'Prescriptive studies', on the other hand, are those which explicitly set out to
make recommendations and to have an influence on the formulation of policy.
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Figure 4.1: Information policy studies matrix
integrative
As well as differing in their intent, information policy studies have different
scope characteristics. In Trauth's framework, the scope axis (particular-
integrative) expresses both the breadth of coverage and the degree of
interdisciplinarity reflected in a study 'integrative studies' being those which go
beyond the boundaries of a single discipline.
Content analysis frame 23: Intent of article
1	 Descptive
2	 Prescnptwe
Content analysis frame 24: Scope of article
1	 FbrticlLZar
2	 Integrative
Trauth concluded that the biggest gap in the information policy literature (at the
time of writing) was for studies falling into the top left-hand quadrant of the
matrix: research which is both highly integrative and focused on the immediate
needs of policy formulators. Published studies sharing both o these properties
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are still rare; a function, perhaps, of the fact that they need, ideally, to be
conducted on a large scale by multidisciplinary teams yet within the restricted
time horizons of decision-makers. This section reviews some of the predominant
modes of investigation which can be inferred from an examination of the
literature; it is by no means comprehensive but I hope it will help us to draw
some tentative conclusions for future, and possibly more productive, lines of
enquiry. It is argued that five broad methodological strands can be inferred from
a review of policy-related articles in the library and information science
literature: approaches based on (1) classification; (2) the identifration of policy
issues and options; (3) reductionism; (4) forecasting and scenario-building; and
(5) process-oriented research and case studies.
Content analysis frame 25: Information policy research strategies
1
	
Classifical ion
2
	
Issues and opt ions
3
	
Reductio,usm
4
	 Scenarios and forecasts
5
	
Case studies
Each approach serves different purposes and makes different sets of
assumptions; and they are by no means mutually exclusive.
Table 4.8: Tools and methodologies for information policy research
Research tool	 Methodological 	 Methodological
strengths	 weaknesses
Classification-based
approaches
• Useful tools for exploring
patterns in complex data
• Demonstrates breadth of
issues embraced by
information policy
• Facilitates access to
pnmary research
materials
• Limited theoretical
underpinnings
• Obacure8 the political,
social and institutional
contexts within which
policy operates
• Allocation of policies into
mutually exclusive taxa
risks losing a sense of
their interconnections
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Table 4.8: Tool. and methodologie, for Information policy re8earch continued
Issue Identification and
options
Reductionism
Scenarios and forecasts
Procused
approaches
and case studies
• Primary value as a data
collection tool
• Useful for mapping and
scoping complex policy
problems
• Reduces complexity and
ambiguity to manageable
proportions
• Restricting analysis to a
particular discipline (e.g.
economics) allows
underlying assumptions
to be made more explicit
• Generation of alternative
visions is a useful input
to decision-mnking
• Reduces and constrains
uncertainty
• Highly integrative
technique yielding
'context-rich pictures'
• Useful for testing
hypotheses and
developing new theories
. Fails to provide an
explicit framework for
evaluating policy options
. Typically generates
highly value-laden
re8ult.s
• Maysucceedin
providing a cogent but
partial explanation
which is not useful in the
real world
In ext remis, it becomes
difficult to relate the
parts to the whole
• Difficult to capture
sufficient data to make
valid extrapolations
• Underlying models often
too deterministic
• Highly expensive of time
and other resources
• Difficult issues relating
to access and
confidentiality
4.4.1 Classification-based approaches
It is hardly surprising that faced with the enormous problems of scope and
definition noted earlier, and given the natural predisposition of authors from the
library and information science community, one methodological approach has
been to identify and categories the information policy literature. Bibliographies
are not uncommon (Bennett, 1987; Julien, Robinson & Tinline, 1992; Dahlin,
1990) and they provide a very useful key to the growing body of official reports,
policy guidance, statutes, books and journal articles. This bibliographic
approach confers several advantages. It means that policy documents and
studies are reasonably well documented and described and it facilitates access to
a considerable amount of primary material for research purposes. As a tool for
demonstrating the wide range of issues whIch fall under the general rubric of
'information policy', classification schemes fulfil a useful secondary role In
drawing attention to the breadth of the subject.
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The most traditional approach to categorising information policies and issues is
to develop a classi&ation which reflects policy goal8 and objectives. Chartrand
(1986) and Milevski (1986) use the same scheme, which neatly reduces the scope
of information policy to nine broad categories (Figure 4.2):
Figure 4.2: Chartrand's taxonomy of information policies
Government information resource management policy
Telecommunications and broadcasting policy
International communications policy
Information disclosure policy
Information, confidentiality and privacy
Computer regulation and computer crime
Inidliectuol property
Librwy and archives policy
Government information dissemination policy
Other authors, notably Hill (1994), derive hybrid literature-based classifications
which may include a categonsation by institutional source (e.g. the European
Commission), by document type (e.g. UK Acts of Parliament) and by policy goal
(e.g. jobs and education). An alternative approach, adopted by Rowlands &
Vogel (1991) blends a chronological description of policy events with goal-based
subject access in the form of 'chronological trails'. These different approaches
raise an interesting methodological question: to what extent is it possible to
denve an understanding of information policy from a reading of the 'cold' policy
literature as set out in White Papers and statutes or recorded in the form of
adminicitrative or court decisions? Information policy exists at two layers: that
which is explicit and recorded in documentary form, and that which is expressed
implicitly in the form of habits, received wisdoms, unwritten codes of behaviour,
expectations and societal norms. As the influential US Rockefeller Report
observes: "to debate whether there should be a national information policy is
pointless ... There will be such a policy ... arrived at consciously or unconsciously,
by commission or omission, carefully or haphazardly, in a comprehensive or
piecemeal fashion" (SATCOM, 1969).
While there may be some practical benefits in a classification-based approach to
information policy, there is little to recommend this approach from a theoretical
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standpoint: classification can only deal with policy in a very supercial way,
obscuring the political, social and institutional contexts within which policy is
shaped and implemented. A more fundamental objection is that by classifying
policies into mutually exclusive categories we risk losing a sense of the inter-
relationships between groups of issues. Burger (1988) overcomes some of these
ob3ections by applying content analysis to the recommendations in the SATCOM
Report, the result of a three-year long deliberation of the status and future
requirements for scientific and technical information in the United States. In
effect, Burger uses content analysis to systematically categorise and classify the
not just the policy goals for each of the Report's recommendations, but also their
rationale and the actors involved in their implementation.
In an interesting recent paper, Silhince (1994) has developed a paradigm-based
(rather than a goal-based) categorisation as a means of demonstrating some of
the ideological and institutional factors which he argues are responsible for the
fragmentation of information policy at European Union leveL Whether this
represents a new lease of life for the classification-based approach is still
questionable: perhaps classification is best regarded as a tool for the initial
exploration and perception of pattern in complex policy data.
4.4.2 Issue identification and options
Without doubt, the moat prevalent methodological position to be encountered in
the information policy is the 'issues and options' approach literature (Moore &
Steele, 1991; Mdntosh, 1990; Rowlands, 1995), although few authors are honest
enough to make this explicit. This is an approach which seeks to identify the
issues and concerns raised by the adoption (or potential adoption) of a specific
policy, and then to suggest a range of possible actions to resolve potential
conflicts and mitigate any foreseeable negative impacts. This style of research is
often commissioned by policy-makers in government or industry as an input to
the early stages of policy formation and is typically activated by a notable legal
or public policy event (e.g. the publication of the Bangemann Action Plan or a
technological advance or new application such as video-on-demand).
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The function of 'issues and options' is primarily information-gathering. Its
strengths lie in its currency and in its ability to map the policy terrain and scope
the dimensions of a problem. Whereas classthcation-based approaches tend to
focus on documents as the primary object of study, 'iBBUeS and options' typically
draws on a much wider range of inputs, notably interviews and questionnaires
directed at policy-makers and other stakeholders. This approach is therefore
more integrative (in Trauth's sense) than the classification-based style of
research, although it almost inevitably lacks the former's very explicit
articulation of assumptions.
Examples of the 'issues and options' approach are pervasive in the journal and
grey literatures. The methodological limitations are serious: most notably
because the approach fails to provide a coherent framework within which policy-
makers can properly evaluate the options open to them. There is a further
danger that this style of research, while implicitly (or openly) appropriating
values of independence and objectivity, is in fact methodologically vacuous and
its results stsi generis; neither robust nor amenable to verification. Furthermore,
the results generated are often heavily value-laden. Despite these weaknesses,
the issues-based approach emerges as the dominant methodological construct in
the information policy literature.
4.4.3 Reductionist approaches
Earlier in this Chapter, reference was made to the normative basis of public
policy. An argument was put forward which 8tressed the desirability of a more
theoretically pluralist approach to information policy problems, drawing on
multiple perspectives and traditions. As a call to arms to the policy studies
community, this seems a reasonable proposition but it is a call to which few
individual researchers can respond with any conviction or intellectual credibility.
The reductionist approach is one which, while (sometimes) acknowledging that a
policy problem is inevitably multifaceted, seeks to reduce ambiguIty by
constraining data collection, analysis and interpretation within the framework of
a specific discipline. Bushkin & Yurow (1981), for example, argue that "aspects
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of United States domestic information policy can be divided into two broad
categories: (1) the legal foundations of information dissemination and access; and
(2) the economics and management of information TM . This framework is one
which seems to have received the endorsement of a number of researchers who
have adopted deliberately restrictive legal (Braman, 1988; Burkert, 1992) or
economic (Porat, 1977; Greenstein, 1992) perspectives.
The reductionist approach is inevitable, given our need to make Bense of
extremely complex phenomena and, in many ways, it is highly desirable if it
leads to a more rigorous consideration of information policy. Reductionism
overcomes the vagueness of the 'issues and options' approach and enables
underlying assumptions to be made much more explicit. Whether reductionist
analysis leads to good policy, however, is a much more difficult proposition: given
the complexity of the forces which drive and shape policy, to what extent can
exclusively legal, economic or other single disciplinary models predetermine an
overall 'optimal policy regime? This is a fundamental problem of the
reductionist approach: how can the parts be related to the whole? An analyst
may get the organisational and economic aspects right, but ignore other factors
that can be a decisive factor in the success or failure of a policy. Burger (1993)
observes that there may be several reasons why information policy does not
work. Specific policies may overlook contextual factors which impact on their
implementation; the initial premises in the formulation of the policy may be
incorrect; the policy may not be implemented as designed; or there may be
unforeseen problems or situations about which no one has thought Almost all of
these reasons for a failed policy, however, have a common denominator of
imperfect knowledge. Do policies fail because of ignorance or because society is
too complex and things do not turn out as they were intended?
4.4.4 Scenario-based approaches
Forecasting studies and scenario-building represent another, quite different,
methodological construct and one which is widely reported In the library and
information science literature (Bates, 1990; Bezold & Olsen, 1986). A notable
recent example of the species is the British Library's Delphi-style UK
62
Chapter 4: Information policy research methods
Information 2000 study (Martyn, Vickers & Feeney, 1990). Scenario-building
allows the construction of several alternative visions' of the future which policy-
makers can use to make develop appropriate strategies for reacting to events.
Scenario-building is a particularly attractive tool in the context of information
policy problems because of the high levels of uncertainty which are inherent;
especially those associated with the adoption and use of information
technologies. High uncertainties can lead reasonable people to quite different
judgements about information policy issues and the best ways of desihng with
them. The central objective of scenario-building should therefore be to reduce
uncertainty to manageable proportions. It is also one very effective way of
accommodating the notion of stakeholders and the possibility of differential
effects occurring in relation to various social and economic interest groups
(Kiesler & Hinds, 1993).
Almost by definition, these futures-based approaches need to be highly inclusive.
Burke (1994) notes that scenario-btulding is commonly based on the STEEP
framework, which embraces Social, Technological, Economic, Ecological and
Political perspectives. On the other hand, the limited effectiveness of forecasting
and scenario development are often mercilessly exposed under the glare of
hindsight Two of the more obvious reasons for their comparative repeated
failure are the extreme difficulty of capturing sufficient data from a broad
enough base to make relinhle extrapolations, and the use of conceptual models
which are too deterministic, either in terms of the power of either technology or
public policy to shape events.
Does the inevitable uncertainty which results from even the most meticulous
forecasts imply a need for greater frankness by governments about the
uncertainty of the environments in which they operate and their ability to
deliver policies to precise targets? The study of forecasting raises questions of
bow decisions are made, not just an understanding of the techniques available.
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4.4.5 Process-oriented approaches and case studies
Despite the frequent assertion that information policy is enormously complex
and multi-faceted, it can be argued that at least some of that 'complexity' derives
from confusion and a lack of definition. Hogwood & Gunn (1984) note that there
are many different uses of the word 'policy' in circulation. These include policy
as a label for a broad field of activity (a government's overall 'economic' or
'industrial' policy); as a specific proposal or decision of government; as a
programme or legislative outcome; as a theory or model; or as a proces8.
Conceptualising public policy as a process, rather thsan as an outcome or an
event, is the dominnnt theoretical approach in the general policy studies
literature. The reasons for this emphasis are not too difficult to understan± it
enables us to understand how the complexities of the policy-making process
unfold over time and thus raise some fundamental questions, such as who are
the 'policy-makers' and how do institutional factors bias policy-making?
One useful approach to understanding information policy is to employ a systems
approach. This recognises that policy-making comprises a series of inputs
(people, ideology, expediency, information, re8earch, investment) and outputs
(wealth creation, better healthcare, access to democracy). By conceiving of
information policy-making as an INPUT-PROCESS-OUTPUT (l-P-O) model for
organising our thinking, we shift to the view that information policy governs a
process (such as the storage and transmission of information) rather than a thing
(such as technology). 'Information policy' might therefore be better thought of
as a verb rather than a noun. Just as the I-P-O model can be used to describe
how data are transformed into information and then knowledge, so it can also
offer insights into policy-making. So, rather than addressing policy issues
relating to a specific advance in software or data communications (technology-
driven) we can switch our attention to the underlying functional aims and
objectives of policy (Trauth, 1986).
Conceptualising policy as a process, rather than a specific outcome or event, Is
very useful. It helps us to understand how policy develops over time and how
policy is shaped by (and, in turn, shapes) organisatlonal and social factors.
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Policy is not an abstract ideal, it takes place in an imperfect and sometimes
confusing world. A typical representation of the policy-making process is the
'functional 8taged model' (Lasawell, 1970). A simplified version is illustrated
below (Figure 4.3).
Figure 4.8: Staged model of the policy-making process
identify	 Formulate	 Adopt	 Implement	 ) Evaluate
problem	 and plan	 policy	 policy	 policy
and set	 policy	 outcomes
agenda	 response
As we move from left to right, a problem is first recognised and defined and then
finds itself on a decision-maker's agenda. Alternative 'solutions' are developed,
presented and rejected in favour of the option which offers the msximum net
benefit (or is the most convenient, expedient or cheapest). This is then officially
adopted. Implementation begins and some kind of evaluation or monitoring
procedures are usually invoked so that any undesirable outcomes can be
identified and mitigated against. In many cases, the results of that evaluation
will require adjustments to be made earlier in the Chfiin, perhaps resulting in a
complete re-design of the policy.
To a large extent, once a policy-making process gets unIerway it ends tn be.
continuous. It has been said that policy-making has "no beginning and no end"
(Lindblom, 1980). This overstates the case, as it is possible to define reasonable
starting and termination points in a pragmatic way. Within those bounds,
however, the process can be regarded as continuous.
The power of the staged model is that it offers us a way of grouping a wide range
of apparently disconnected decisions, phenomena, observations and data into
meaningful units. It also has a certain intuitive appeal which is not easy to
discount. It also has its limitations. Many critics would immediately point out
that real life, with its rough-and-tumble of politics and horse trading, is not
nearly as tidy as the model suggests.
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Nonetheles8 this is how policy-making is most often presented in the media and
many policy-makers would still justify and defend their own actions, however
apparently irrational at the time, in terms of this ideal framework. Clearly
theoretical models can be very powerful and may shape the course of events in
the real world. Quite how different theoretical models interact and impact on the
course of events has yet to be examined in the context of information policy
studies but it might well prove a productive research topic.
Content analysis frame 26: Stage in policy life-cycle
Policy design
2	 Policy implementation
3	 Policy evaluation
4	 Multi-stage
From the point of view of our search for methodological tools and approaches to
mformation policy problems, this framework appears to offer a number of
potential benefits: it represents an antidote to the narrowly reductionist
approach by allowing us the possibility to build 'rich pictures' of information
policy and its evolution. There are few examples of a process-driven analytical
approach to information policy in the literature, however. One notable exception
is Karni who, in a paper on the formulation of information policy within
organisations (Karni, 1983), suggests that a framework for understanding policy
formation should comprise four elements: information policy objectives;
measures to determine how well these are achieved; policy actions and
alternatives; and a consideration of the information services system it.selL
Closely related to the process-oriented approaches and partially overlapping is
research based on case studies. Several detailed case studies (Burger, 1988;
Dawea, 1991; Jacobson, 1989; Stewart, 1990) of the history and evolution of US
public policies are available, and they demonstrate the importance of
institutional, historical, cultural, political and human factors in determining
information policy, throwing further doubt as to the usefulness of the narrow
reductionist approach.
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The particular value of case studies is that it they can reveal much about the
policy-making process that might otherwise be hidden from historians or other
researchers relying primarily on printed documents. Guiding philosophies about
government and information are not the only determinnnta in the policy debate;
policy formation and implementation may also be shaped by staff in the
legislative and executive branches of government. A major limitation of case
studies is that they do not permit generalisation. They can be used, however, to
test existing theories; to develop new theories; to provide detailed contextual
analysis of particular events; and to help provide an 'intuitive feel' for the
subtleties and nuances of the policy process.
4.5 Conclusions
The picture which emerges from this brief review of the methodological tools
employed by writers on information policy is not a flattering one. Compaigne
(1988) notes that the information policy debate is highly political and that
whether we are discussing issues such as ownership, copyright, equity, or
literacy, the 'right' answer is (and should always be) subject to legitimate debate.
There is considerable value, therefore, in reminding ourselves that a truly open
and democratic debate should make explicit the variables which go into
determining the 'right' answer. What assumptions are being used? Is there
another set of reasonable assumptions that would yield different answers? What
is the agenda of the policy-makers? Do they state their agenda explicitly, or is it
hidden?
What is needed and what does not yet appear to exist is a body of knowledge and
research tools that can provide a value-critical and paradigm-critical approach
to the study of information policy. The methodologies for policy analysis are
themselves rarely 'value-free'. Many techniques have unstated but built-in
assumptions about values. This means that, in some cases, a particular
technique may be chosen for 'political' purposes, to advance a cause rather than
in a genuine spirit of scientific enquiry.
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This Chapter deliberately does not conclude with a blueprint for undertaking
information policy research; we are a very long way yet from developing a robust
box of tools and methodologies. Nonetheless, the limitations of much of the
current reporting in the library and information science literature suggest some
desiderata for research design in information policy:
1. Greater recognition of the need for a more value-critical approach to
information policy problems.
2. The need to distinguish more clearly between descriptive and prescriptive
modes of policy analysis: between what policy is and what it ought to be.
3. Greater awareness of the dangers of confusing the treatment of
information policy as a dependent or an independent variable in analysis.
4. The need for a broader range of more sophisticated indicator data on the
social, cultural and economic impacts of information policy.
5. Greater clarity in terms of describing the scope of information studies and
the definition of terms used.
6. The need to make assumptions, methodologies and working hypotheses
more expliciL
7. Greater awareness of the hierarchical nature of public policies ('no policy'
does not necessarily mean no policy).
8. A more imaginative and catholic approach to the appropriation and
testing of research tools from other policy disciplines.
9. A more creative approach to information policy analysis and a greater
willingness to develop explanatoiy models.
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10. The need to retain a multidisciplinary integrative perspective, even in
small-scale studies.
11. Greater recognition of the discipline-bounded and technology-driven
nature of much information policy research.
12. Greater awareness of context and the factors which influence the
formulation, adoption and impact of information policies.
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"A sea change in bibliometric research has occurred, but as
yet It is fully understood by only a few hundred researchers
world-wide. Each year in the 1990s will be marked by new
waves of studiea, larger, better designed, and better analysed
than those of previous decades"'5
5.1 Introduction
This section of the thesis reports on a series of empirical investigations into the
structure of the information policy serials literature.
The central resource for these studies was a bibliography specifically created for
the purpose (see Appendix B). The mechanics of the creation of this resource is
fully described in Section 5.3; for the moment, it is sufficient to note that the test
collection represents a longitudinal sample of 771 serial artides published
during the period 1971-1996 and drawn from the multidisciplinRry Social
Science Cilation Index.
The research findings presented in the four Chapters which follow are based on
extensive secondary data analysis, a point which itself raises an important
methodological issue. The questions asked in bibliometric research are more
contextual than the variables which are studied; these tend to be fairly uniform
across the whole field of scholarly communication for two reasons: (a) the
consistent properties of text, and (b) the conventions of secondary publishers like
IS!. For this reason, some care has been taken to contextualise the experimental
findings, in so far as this is possible, by reference to other published work and
the author's knowledge of the field. It is hoped that by approaching the same
data set with different techniques and assumptions, that at least some of the
' Paisley (1990:299).
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evident weaknesses of each method will be brought under a measure of control'6.
These issues are discussed more fully in the concluding Chapter.
The techniques which were used to mine useful indicators from the document
test collection are well-established and understood. they include a bibliometric
census study, an exercise in hierarchical document clustering, an author
cocitation study, and content analysis. In each case, unobtrusive measures were
produced, measures which did not influence the phenomena being described.
The overall research design, and the selection of the four techniques mentioned
above, was partly driven by practical considerations, partly by methodological
opportunism, and partly as the result of reading a stimulating article on future
directions in bibhometric research by William Paisley. Paisley argues that three
generations of bibliometric research can be identified. the first two based
respectively on text-based and citation-based measures. The third (future)
generation of studies will, in the author's words be marked by "the
complementary use of both approaches, combined with an increasing use of
supplementary measures from non-bibliometric sources" (Paisley, 1990:281).
As it happens, Paisley's article was not discovered until about half of my
empirical research had already been completed. In the concluding pages of his
article, Paisley sets out a programmatic description of what questions a third-
generation bibhometric study might address. I quote from this article at some
length, since many of the issues raised were in fact already evident in my
research design:
"Drawing upon the parallel with indicators research, we note a missing
leuel of questions on the fundamental side of those raised by Borgman
iS Webb and others (1966: 1) eniphasise "the necessity for multiple operationalism,
a collection of methods combined to avoid sharing the same weaknesses". They
discuss two categories of weaknesses: lack of internal validity (uncertainty in
explaining the causes of the observed differences in the sample itself) and lack of
external validity (uncertainty in generalising the observed difference to other
samples).
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(Borgman, 1990].
	
These are demographic' questions about the
publications system and the social system behind it, such as:
(a) numbers of articles published in scholarly subflelds;
(b) numbers of articles published on a wide range of important topics;
(c) number of researchers actively publishing in each subfield according to
the tabulations in (a) above;
(d) number of researchers actively publishing on each topic according to
the tabulations in (b) above;
(e) national or geographic location and institutional affiliation of
researchers identified in these analyses;
(./) patterns of team research implied by the authorships per subfield or
topic; or
(g) characteristics of published articles per subfield or topic, including
conceptual structures in the text, number of citations, average age of
journal citations, and so on..
In addition to the value of these demographic findings in themselves, they
provide parameters for interpreting research on higher-level questions
about social networks, importance and diffusion (Paisley, 1990:297).
Of the questions raised above, (b) and (d) through (g) are tackled explicitly in
this thesis. Questions (a) and (c) are addressed, but without extensive reference
to neighbounng scholarly subftelds (surely Paisley's intention), such as
information law, information management or public administration.
5.2 Overview of Chapters 6-9
5.2.1 Chapter 6: Simple bibliometrics
This Chapter examines the distribution of various bibliometric elements across
the test collection and through time, using univariate or bivariate analyses. It
examines patterns of growth, knowledge accumulation, ageing and obsolesence,
authorship and Bradford scattering.
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5.2.2 Chapter 7: Cluster analysis
This Chapter employs hierarchical clustering techniques to investigate any
underlying natural structure in the document test collection, based on
classifications generated from a range of bibliometric and content-based
indicators. The Chapter essentially addresses the question of whether the
bibliography is best considered as a single homogenous entity, or as a series of
joint bibliographies distinguishable by some, initially unknown, criterion or
criteria.
5.2.3 Chapter 8: Author cocitation analysis
Author cocitation analysis is a methodology which has been t'bimed to offer
unique insights into the social and intellectual structure of a field of study. This
Chapter explores the patterning evident in the cocitation patterns of 21 leading
information policy authors using a battery of multivariate statistical techniques.
It provides an example of what Marshakova-Shaikevich (1993) terms 'structural'
bibliometrics; unlike the approach in Chapter 6, the emphasis here is on the
connections between objects rather than on 'simple' distributions. The results
are corroborated by means of a simple postal questionnaire.
5.2.4 Chapter 9: Content analysis
The simple bibliometric analysis presented in Chapter 6 was based on elements
which were either already present in the records downloaded from the Social
Science Cilation 1ndex or which could be directly derived from them. The
content analysis extends this earlier analysis by investigating the distribution of
various content indicators, inferred from the original full-text documents. These
indicators are of a highly qualitative nature and seek to describe and codify such
factors as the aims, scope and intentions of published articles; the methodologies
used; and the stage of the policy cycle being investigated.
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5.3 The document test collection
5.3.1 The data source: Social Science Citation Index
There are a number of abstracting and indexing services which covers subaet.s of
the information policy literature: Public Affairs Information Service, Library &
Information Science Abstracts, Information Science Abstracts and Applied Social
Science Abstracts to name the most obvious. A comprehensive bibliography in
the area of information policy would need to investigate all of these sources as
well as published bibliographies by authors such as Hill (1995).
In common with the majority of bibliometric studies, the work reported here is
based entirely on a single data source: the Social Science Citation Ind a
decision which requires some justification. While each of the secondary sources
mentioned above may be expected to contain relevant articles, they are highly
field-specific in the sense that they index comprehensively within a narrowly
prescribed list of titles. Since one of the aims of this thesis is to explore the
multidisciplinary nature of information policy research, the use of these tools
would introduce an unacceptable degree of distortion. Rather than seeking a
high level of comprehensiveness, the intention behind the compilation of the test
collection was to seek reasonably balanced coverage across contributing
literatures. Other pragmatic justifications for choosing SSCI above other
sources may be summarised as follows:
1St editorial policy emphasises high-quality (usually peer-reviewed)
journals with high international impact;
•	 Depth of time coverage: in its DataStar implementation, SSCI records are
available over a quarter of a century (1971 to the present) making it
possible to analyse changes in the evolution of the information policy
serials literature;
•	 The SSCI record structure contains elements which are otherwise
unavailable without recourse to the source documents. The most notable
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elements are journal category, corporate addresses and details of
citations;
•	 The database is available free at the point of use to members of the
academic community (via BIDS).
5.3.2 Preparatory atage8
The preparation of the document teat collection took place in four phases which
are represented in Figure 5.1:
Figure 5.1: Compiling the document test collection
Preparatory stage..
early negotiations with ISI
letter of agreement from ISI (Appendix A)
information policy nomenclature (content anolysia frame 15, p.29)
Initial retrieval trial.
online searches in SSCI
parallel investigation of published print bibliographies
parallel searches in LISA and PAlS
further items, identified from other sources, retrieved and downloaded from SSCI
Relevance screening
retrieved items accepted or rejected
(see relevance guide, FIgure 5.2, p.79)
Production of bibliography
downloaded SSCI records edited in Word 6
edited records converted to Word Table format
additional subject and nationality fields added to facilitate sorting
printed bibliography compiled (Appendix B)
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Negotiation8 with the Institute for Scientific Information
It is a strict condition of the use of ISI databases that the data cannot be used for
the purposes of bibliometric study without written permission. I am very
grateful to Robert Kimberley, Managing Director, European Branch for granting
me permission to use the data in this way (see Appendix A).
Apart from dial-up online access through academic and commercial hosts, ISI
offer a number of services to the research community, including the possibility of
ordering customized data sets. The advantages of buying a tailored data set.,
rather than searching public online services, is that additional fields are
available: these include indexing by second and subsequently named authors,
and richer citation information than is available in the various online
implementations.
In the early stages of planning the experimental work, the possibility of
obtaining a data set directly from ISI was explored. The main concern was to
obtain the data in a format which would facilitate author-author and journal-
journal citation analyses. Apart from the expense involved (which would have
been in four figures!), an even more intractable problem was encountered. Many
of the users of ISrs customized research services are interested in a particular
journal, journal category, or institution. As will be seen later, the search
strategy used to recover articles on information policy was very heuristic and
complex. It was not possible to operationalise the search in a form that ISI could
use, other than a list of DataStar accession numbers, which, asit turned out, ISI
were anyway unable to map onto their database. The regrettable outcome was
that citation analysis, whose application in the context of this thesis might have
been very powerful, became totally impractical.
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5.3.3 Initial retrieval trials
The 8earch 8trategy
Formulating a search strategy which is broadly representative of the information
policy construct is not a trivial task. Matters are made more difficult by the lack
of an active indexing policy by the compilers of the SSCI database. Keywords
and subject descriptors are only available if and when supplied by the author in
the original article: no attempt is made by ISI, for perfectly understandable
reasons, to offer a common indexing platform across the whole database.
The basic search strategy adopted was therefore an heuristic one. Search terms
and formulations were derived from the subject classification scheme (Content
analysis frame 15, overleaf) and the initial results inspected for author-supplied
descriptors and keywords which might prove to be useful in further searches'7.
The bulk of the searching was conducted using the BIDS implementation of
SSCI, although considerable use was also made of the DataStar implementation.
Two major drawbacks were noted in relation to BIDS records are available back
to 1981 only (1971 in the case of SSCIon DataStar) and the search features and
user interface are relatively limited. The research took place during June and
July 1996, which means of course that the records for 1995 are almost certainly
incomplete.
Maximising recall
Online searching was continued in this highly interactive manner until a point
was reached at which relatively few new records were being identified. At this
point, other techniques were employed in an attempt to gauge and mwimise the
level of recall being achieved.
The first test of recall was to compare the online search results obtained 80 far
with three formal published bibliographie8 on information policy by Rowlands &
Vogel (1991), Julien, Robinson & Tinline (1992) and Hill (1994). This yielded a
'The phrase 'information policy' occurred in only 124 of the 771 records.
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relatively small number (38) of references which had been missed in the online
searches but which were subsequently found to be present in the SSCI database.
Content analysi, frame 15: Subject analysi, of article
.10	 General articles on Information policy
11	 Theoretical öspects of information policy
12	 National and international information policies
20	 Information Infrastructure policies
21	 Research & development (including STM information policies)
22	 Libraries, archives and public records
23	 TeLecommunications, broadcasting and information superhighway policies
24	 Information technology policies
30 Information management In government
31	 The collection and acquisition of information resources by gouernment
32	 Informoiion resource management in gouernmenL policies and practice
33	 Government information systems, clearinghouses and dissemination policy
40 Information access and control
41	 Freedom of access to information
42	 Confideniialay and personal pri uacy
43	 Information control on grounds of national security
50	 information Industry policies
51	 Information standards and protocols
52	 Copyright, intellect ual property and information law
53	 Regulation of the information industry and information markets
54	 Trade in information services and transborder data flows
55	 Public-private relationships in the information industry
A second teat of recall was made by means of a highly selective search of Library
and Information Science Abstracts (1154) on DIALOG, Science Citation Index on
BIDS and the CDROM version of Public Affairs Information Service (PAlS).
This consisted of searching free-text for occurrences of the phrase 'information
policy' in records referring to serial articles published during 1985, 1990 and
1995. This approach yielded only eleven relevant articles (eight from LISA, two
from SCI, one from PAlS) which had been missed in the original online searches
of SSCI and a decision was taken to draw a line under any further research.
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5.4 Data preparation and analysis
5.4.1 Production of the printed bibliography
Figure 5.8: Overview of data preparation and analysis
Information policy
records retrieved from
Social Science Citation
Index
and screened
for relevance
Records
downloaded
and manipulated
in Word tables format
Records cleaned, sorted
and oupu1
asa printed bibliography
(Appendix B)
Records content analysed
and coded for input to
SPSS
for extenawe analysis
Author	 Kky authors identified
addresses	 and selected for
extracted,	 cocitation
cleaned	 analysis
and sorted
I	 I
Institutional	 Further
data	 searching
analysed	 to retrieve
manually	 cocitation frequencies
Rank.frequency	 Matrix of raw cocitation
distnbutiona ofjournal	 frequencies compiled
titles and authors
-
Distributions analysed
	 Cocitation frequencies
using	 matrix transformed and
The Bibliometrics	 analysed in
lbolbox	 sPss
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The downloaded SSCI records were manipulated in Word for Windows version
6.0, using the sorting capabilities offered by the Tables feature for the production
of the final bibliography. In a bibliography covering such a long period of time, it
was not surprising to find that a number of journals had changed their title (for
example, Government Publications Review became the Journal of Government
Information in 1993). A comprehensive check of Ulrich's directory was therefore
made to ensure that all instances of journal title changes were picked up. In the
analyses which follows, articles are attributed to the most current journal title,
irrespective of their date of publication. The final bibliography is included as
Appendix B to this thesis.
5.4.2 The Bibliometric Toolbox
Much of the analysis presented in the next Chapter was facilitated by the use of
The Bibliometric Toolbox (version 2.8), a freeware package" developed by Terry
Brooks at the University of Washington. This software allows for two forms of
data input. Downloaded records may be processed directly using a pre-editor in
a way that permits both the production of a bibliography and its subsequent
bibbometric analysis. Alternatively, the software performs a range of
bibbometric analyses on rank-frequency distributions. This latter form of
indirect data input was used for the purposes of the analysis here.
The B&bliometric Toolbox also provides some sample data which make it possible
to emulate Bradford's work on the lubrication literature and Goffman and
Warren's work with the mast cell literature. Manual calculations of a number of
bibliometric measures have confirmed the reliability and accuracy of The
Toolbox".
IS Copies of the software are available by anonymous ftp at the following location:
ftp.u.wohion.edu/public/tabrooks/toolbox.
'See review article by McLin (1990).
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5.4.3 Institutional affiliations file
The printed bibliography does not include institutional Rffihiitions. These
elements of the downloaded records were extracted and stored separately as a
Word for Windows table. The initial list of 'dirty' corporate iffihisitions required
a great deal of manual effort, first of all to sort out corporate name variants, and
then to decide upon an appropriate level of aggregation. Corporate affihitions
were aggregated at the highest reasonable level possible: for example, the
Department of Media Studies, the Graduate Program in Mass Communication,
and the Faculty of Communication at the University of Texas were combined
into a single, university-wide, affiliation. Where only one department or
research team was retrieved, that narrower corporate zffi1istion was used.
Finally, each institution was then assigned to one of five sectors (Education,
Government, Non-Governmental Organisations, Non-profit, Industry) for
the purposes of describing the dispersion of knowledge production iii
information policy and exploring patterns of author collaboration.
5.4.4 Statistical Package for the Social Sciences
Much of the analysis presented in the following Chapters was derived using the
Sto2isticol Package for the Social Sciences (SPSS) version 7.5 (for Windows 95!
Windows NT), with considerable use being made of the Professional Statzstics77'
module20. A data grid was created where each row represented an artide and
each column a primary or derived variable. A detailed description of all these
variables is attached as Appendix E.
20 See Noruéis (1994) for a technical description of the Professional StatisticsTM
module.
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"Despite its abstract air and disembodied rhetoric,
bibliometrics is grounded in the patterned behaviour
of human beings"
6.1 Introduction
In studies of the natural and social sciences, much attention has focused on
differences in cognitive structure and patterns of communication in various
disciplines. Since Price's work on communication habits in the hard and soft
sciences (Price, 1970), an increasing number of sociologists of science have been
turning to bibhometric techniques to investigate these questions.
Two broad methodological directions have been observed within the field of social
bibhometrice by Marshakova-Shaikevich (1993) which she distinguishes as
'simple' and 'structural' bibliometrics. In simple bibliometrics (sometimes called
census studies) the researcher is primarily concerned with the distribution of
various bibliographic elements (authors, subject headings, dates of publication)
across a collection of documents. In structural bibliometrics, on the other hand,
the emphasis is on the connections and linkages between objects, in their
correlation and classification.
This distinction is mirrored in the structure of this thesis. This Chapter offers
an overview of the characteristics of the information policy test collection in
simple bibliometric terms. The bibliographic elements studied here are
restricted to those which IS! makes available in its online implementation of the
Social Science Citation Index. This simple bibliometric approach is extended in
Chapter 9, where a richer set of bibliometric elements is investigated by means
of content analysis. The basic approach is the same, to paint a picture of the
structure and dynamics of the information policy literature, albeit this time from
a richer palette. Chapter 8 is a study of prominent authors in information policy
"White & McCain (1989:123).
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in terms of the patterning evident from the way that they have been cocited by
others. In Marshakova-Shaikevich's scheme, this study clearly sits within the
structuralist camp, since it explores linkages between objects, in this case
authors.
The quotation at the top of the previous page serves as a reminder that
bibliometric indicators are not an end in themselves; they are simply tools which
help to construct a better understanding of the intellectual and social structure
of information policy studies.
6.2 Research questions
Table 6.1: Research questions and related bibliometric indicators
Research questions	 Bibliometric indicators 	 Refer
Summary characteristic.
How many authors ore rep resented
in th. bibliography?
How many journals riy
information policy articles?
Which languages are represented?
Which countries are rep resented?
Whre do authors publish?
Patterna of growth
Is the production of uibnnatzon
policy artic increasing?
If so, whoA is the pattern of growth?
Total number of individual personal
and unique corporate authors
Total number of unique journal titles
Diafribubon of articles by language
Disfribubon of articles by geographim]
provenanco and growth over time
Distribution of articles by 1SI journal
category
Article production in two-year
increments
Regression model fitted to cumulative
article growth over time
Fig.6.1
Flg.6.1
Fg.6i
Fg.6.4
Fg.6.5
Fg.6.6
Flg.6.7
Fg.6.8Is information policy growing relatwe to the Growth of information policy articles
social acsenass serials literature as a whole? expressed as a proportion of all articles
added to Social SciSearch
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Knowledge accumulation
How scholarly'are th. articles in the
bibliography?
I. the literature becoming more
or less 'scholarly?
Is th. information policy literature
ephemeral'or 'classical?
I. the value for P-ice's index typical
of the social sciences?
Is this the observed ualue of Pñce's index a
structural feature?
Ageing and obwlescence
What is the pattern of citation maturation
and decline?
What is the half-We of a typical citation?
Bradford scattering
Is th. bibliography eusdenlly incomplete?
Ratio of articles without citation lists to
those with (the 'Windsor ratio)
Changes in the 'Windsor ratio' over
time and bi1ang'e of research I opinion
articles
Average value and frequency
distribution of Price's index
Comparison of Price'. index values with
other studies
Changes an the average value of Price'.
index over tame
Distribution of citations to articles over
time
Regression model fitted to above
Evidence of a Gino. droop
in the Bradford bibliograph
Ike. the Bradford btblaogroph conform	 Deviation of the Bradford
to the classical .1-shaped curve or does it	 bibliograph from linearity
show the concavity sometimes encowitered vi
the social sciences?
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How scattered is the bibliography?
How strongly clustered is the bibliography?
How evenly spread are the articles across
Bradford zones?
Are th. core journal. library and
information science titles?
How homogenous is th. information policy
bibliography?
Patterns of authorship
Who are the most prnductwe aulhora
represented in the bibliography?
how productwe are information policy
authors?
Bradford multiplier, b.
Clustering index
Average recurring productivity
Egghe'. C prime index
Cross-tabulation of journal titles by
Bradford zone and journal category
Comparison of article!journal density
with other studies
Top ranking personal authors
by article production
Calculation of exponent n by fitting
a linear regression model to the
Lothan distribution
Fig.6.9
Ftg.6.1O
Fig.6.11
Fig.6.12
Fg.6.13
Fig.614
Fig.6.15
Flg.6.15
Flg.6.16
Y&g.6.16
Tab.6.3
Tab.6.4
Fig.6.1 7
Flg.6.1 7
Tab6.5
Tab613
Tab.6.6
Tob.6. 7
Fg.6.18
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Table 6.1: Research questions continued
Is author prod uct wity typical of the
social sciences?
How extenstuely do information policy
authors collaborate?
I. th. incidence of author collaboration
increasing or decreasing?
l7sere ore information policy corporate
authors located?
Are most information policy corporate
authors based in the unwersity sector?
lThsch ore th. most highly productwe
corporate usforination poiuy authors?
How concentrated or dispersed is the
institutional bass. of information policy
research?
Comparison of exponent n with
other published studies
Distribution of article. by
number of joint authors
Mean article, per author over time
Distribution of corporate authors,
globally and by EU countries
Distribution of corporate authors by
sector
Ranked listing of highly productive
corporate authors
Tabulated Herfindnhl indices by sector
and over time
Tab.6.8
Tab.6.9
Tab.6.1O
Fig. 6. 19
Fig.6.20
Fig.6.21
Tab.6.11
Tab.6.12
Fig.6.22i'7iaS is the pattern of research collaboration Tnridace of collaborataon within same
at institutional Level?	 institution, within same sector, aceoes
different sectors
6.3 Distributions of articles
This Chapter presents some of the key bibliometric characteristics of the
document test collection, following the general approach developed by Donohoe
(1973). Wherever possible, the reported bibhometric findings are related to other
published studies, drawn mostly from the library and information science
literature. This is intended to locate the results within a more meaningful
context, although the reader is cautioned from drawing direct comparisons
between this and other bibliometric studies. In a critical review of bibliometric
and other science indicators, King (1987) notes that there are no commonly-
agreed standards or methodological guidelines for conducting bibliometric
studies and so there are few, if any, reliable field-independent indicators.
6.3.1 Summary characteristics of the test collection
The purpose of this Chapter is to provide a general picture of the information
policy serials literature which may also be of more general interest to
researchers and information specialists. More specifically, the research
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objectives address the questions posed in Table 6.1 by examining how various
elements of the Social Science Citation Index record structure are distributed
across the test collection. For convenience, the document test collection is
referred to throughout as the main corpus and denoted by M.
Figure 6.1: Main corpus: summary bibliometric indicators
Primary lndlcators
1972 to mid-1996
771
181
632
231
16,229
1,191
Ti me period
Number of articles, A
Number of serial titles, J
Number of authors, a
Number of corporate authors, c
Number of works cited mA
Number of citations to M corpus articles
in Social SciSearch database
Derived lndkator&
Articles per journal title (A/J)
Articles per author (A/a)
Articles per corporate author (Ae/c)
Authors per article (a/A)
4.26
1.22
2.77
1.03
The disinbution of articles by language
As expected, English is by far the most frequent language represented in the
bibliography (see Figure 6.2 overleaf), accounting for 97 per cent of all articles.
The other languages represented are German, French and Russian.
" In a 1983 study of five abstracting & indexing services covering aspects of the library
and information ecience literature (Library & Information &ience Abstracts, Information
Science Abstracts, Computer & Control Abstracts, Referotivnyi Zhurnal Informatika and
Bulletin Sgnaletique), Bottle & Eftliimiadis (1984) found that the overall proportion of
English language materials was 71.1 per cent. The article claims that nmi1Rr patterns of
distribution of the English language obtain in the social and natural sciences.
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Figure 6.2: DistributIon of articles by language
11 7II
U,.
This finding raises a fundamental methodological concern—the extent to which
the distributions observed in the test collection are generalisable to the
information policy serials literature as a whole. There is much discussion in the
bibliometrics literature concerning the incompleteness of ISI database Mes and
the issues that this raises (see, for example, Osareh, 1996b:221). The
limitations imposed by ISI editorial policy (and the possibility that this policy
may have changed over time) are difficult to avoid: KArki cautions that when ISI
citation indexes are used as a source, the resulting coverage a be nothing but
biased in favour of Anglo-American research" (Karki, 1996:329). Where possible,
and especially in Chapter 9 which reports on a content analysis of the test
collection, the findings are expressed in terms of relative rather than absolute
change. Similar considerations apply to the geographical and disciplinary
distributions of articles illu8trated in Figures 6.3 and 6.5. King further points
out that publication practices vary across fields and between journals, and that
the 'pressure to publish' is influenced by institutional factors such as the
emphasis placed on publication counts to secure tenure, promotion, or research
grants (King, 1987). While acknowledging that publication counts are not in any
' In a systematic search for articles containing the phrase 'Information Society' in four
abstracting & indexing services (Information Science Abstracts, Social &iSeorch,
INSPEC and Arts & Humanities Search) Duff (1995) found that Social Sci.Search
contributed 58 per cent of all the references recovered. JNSPEC yielded a slightly higher
proportion of unique references than Social &iSearch, from which Dunn concludes that
TMit would appear that the social implications of developments in computing and
telecommunications technologies are now being contemplated, not only by information
professionals and social scientists, but also by researchers in the so-called hard sciences".
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way an accurate reflection of quality, they may still provide a crude measure of
research output.
The distribution of articles by geographical provenance
The geographical provenance of articles in M (as determined by the corporate
address of the first author) shows that US contributions figure strongly in the
test collection. This is unsurprising, and not only because of the purported
Anglo-American bias of ISI editorial decisions: the USA has a sophisticated and
highly developed set of public information policies and possibly the most highly
institutionalised environment for information policy research (see Table 6.11,
p.120). The Canadian contribution (4.3 per cent) further illustrates the extent to
which North American writers are highly represented in the bibliography.
Figure 6.8: Distribution of articles by geographical provenance
12%
The European Union category is largely accounted for by articles from British
(10.9 per cent), German (3.0 per cent) and European Commission (18 per cent)
authors. The remaining category includes articles from Australasia, South East
Asia, Japan, the Middle East, India, Latin America, and those countries of
Europe currently outside of the Union.
The attention devoted to information policy by North American scholars is
further reinforced by Figure 6.4 overleaf which shows that cumulative article
production has been consistently growing at a faster rate than in Europe or
elsewhere since 1972.
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Figure 6.4: Cumulative growth of article, by author region
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Figure 6.5: DistrIbution of articles by Journal category
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The disciplinary profile of the teat collection is represented in Figure 6.5 as a
distribution of articles by IS! journal category. The 151 journal category is
assigned at the level of the journal title and so it does not provide any indication
of the subject nature of individual articles. Figure 6.5 should therefore be
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interpreted as showing the kinds of serials in which information policy articles
are published, and no construction about topics or author afftliations should be
inferred.
The main destination for information policy articles is the library & information
science category, with further representation across a broad canvas of legal,
political and social science titles. This empirical evidence offers some limited
support for the often-rehearsed view that information policy is multidisciplinary
in scope and character.
6.3.2 Patterns of growth in the test collection
The distribution of article production over time shows that there has been a
sustained and growing interest in information policy topics over the period 1972
to 1995:
Figure 6.6: Article production in two-year increments
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The information policy serials literature appears to be doubling in volume
approximately every six years (Figure 6.7 overleaf). Growth patterns of this
nature are often observed in bibliometric studies.
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Figure 6.7: Cumulative article productionU
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FIgure 6.8: Relative article production
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4	 model (R' = 0.998). A = 2.693x' '
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Given the question mark noted earlier over the possible instability of ISI
editorial policy over time, cumulative article production is represented in Figure
6.8 as a proportion of all Social SciSearch records. The data are expressed as
bibliography entries per 100,000 Social SciSearch records, and presented as a
three-year moving average. The trendline u suggests that the volume of
information policy articles is expanding in both absolute and relative terms. In
other words, information policy is capturing greater 'market share' within the
total population of records indexed by Social &iSearch.
6.3.3 Knowledge accumulation
These observations on the growth of the information policy serials literature are
interesting, but they tell us nothing about the processes underlying that growth.
This section considers two aspects of knowledge accumulation in the information
policy serials literature: the 'scholarlinesa' of the contributions laid down, and
the age distribution of the supporting (cited) literature.
The 'scholarliness'of the test collection
The test collection is broadly-based, encompassing research-based and opinion
articles and articles by academics and practitioners. Windsor & Windsor (1973)
argue that the ratio of source papers without references to Jhose with references
offers a measure of the maturity and 'scholarliness' of a given literature. In the
case of the information science literature, Windsor & Windsor found this ratio to
be 30:70".
The information policy test collection perform8 'very well' by this standard, with
a ratio of 13:87 across the test collection (Figure 6.9 overleaf), although this
possibly says as much about IS! editorial standards as offering any fundamental
insights into the structure of the information policy literature.
'5 Linear regression model (R' = 0.927). y = 3.484x + 8.874
S Kajberg (1996) examined four Danish library journals over the period 1957-86 and
returned a value for the 'Windsor ratio' of 20:80.
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Figure 8.9: The Wlndior ratio'
Figure 6.10: Changes In the Wlndsor ratio' over time
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The data in Figure 6.10 suggest that the articles in the test collection are
showing an increasing propensity to include citations. Kajberg observed a
similar phenomenon over a 29-year period in relation to four Danish library
journals, but conceded that "obvious explanations for these movements do not
present themselves" (Kajberg, 1996:77). One factor which may be relevant in the
case of the information policy literature is a shift in the balance of opinion and
research-based articles (Figure 6.11 on the next page).
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Figure 6.11: Comparative growth rates: research vs opinion articles
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The age distribution of the supporting literature
The Windsor ratio reports on just one aspect of how authors interact with
existing knowledge: through explicit citation. It tells us nothing about the
nature of their use of the accumulating body of recorded literature. Information
scientists have long been interested in the differences in the way that knowledge
accumulates in various subject areas. One important aspect of knowledge
accumulation is the extent to which older materials are knitted into the fabric of
more recent publications through citation. As long ago as 1953, Stevens daimed
that science and technology-.
exhibit a high concentration of papers in a select nucleus of special
journals, and also in a brief span of time covering a few current years. In
contrast, the literatures of the social sciences and humanities exhibit a
great dispersion of publications in different forms, on different subjects,
and over a comparatively long span of timea(Stevens. 1953:12).
Price also noted that science distinguishes itself from other fields of study in the
way that scientists refer to their literature. If references to the existing
literature were distributed evenly across the entire archive of material which
was available to be cited, he reasoned that the age distribution of citations in
any one year should reflect the age and size of the archive. Instead, he found
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that more recent papers in science were much more likely to be cited than his
simple probability model suggested.
In a 1970 article, he introduced a new bibliometric indicator, Price's index (P1).
This is given by.
P1= (n,/n:)* 100
where ni is the number of cited references with a relative age of less than
six years and n, is the total number of cited references.
Price found that the value of the index varied according to the discipline or field
of study under investigation:
'Perhaps the most important finding I have to offer is that the hierarchy of
P7ice's index seems to correspond with what we intuit as hard science, soft
science, and nonscience as we descend the scale. Biochemistry and physics
are at the top, with indexes of 60 to 70 percent, the social sciences cluster
around 42 percent, and the humanities fall in the range 10 to 30 percent"
(Price, 1970:4)
Price dubbed this phenomenon 'The Immediacy Effece and further proposed the
existence of two main types of literature: the 'ephemeral' and the 'classical'.
The value of Price's index may be determined in two ways. Price himself used a
global measure while Mood (1989) proposed an improvement by calculating the
average index value across a population of articles. Figure 6.12 shows the
frequency distribution of Price's index across the information policy test
collection. The distribution approximates to a normal distribution overlapping
with two sub-populations: one with an index of 0 per cent and another with an
" Egghe & Rousseau (1995) observe an ambiguity in relation to how Price's index is
calculated in the published literature. Some authors, notably PrIce, state that they use
'the first five years'. In this terminology it is unclear whether the year of publication, d
is year zero or year one. Moreover, it is unclear whether or not this year is included. In
this thesis, Price's index is calculated conservatively on the basis that d 1.
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The data presented in Figure 6.13 compare Price's index for the information
policy test collection with available published figures for four social science
journals. The value for Price's index is much higher than one might have
anticipated; indeed it suggests that the citation practices of information policy
authors more closely resemble those of workers in the natural rather than the
social sciences.
One possible explanation for this apparent anomaly is that information policy is
a relatively small field (smaller than scientometrics?) with a consequently small
archive to draw upon. However, Price's index shows a high degree of stability
over time, as Figure 6.14 illustrates, and appears to be a structural feature of
the literature:
FIgure 6.14: Stability of Prlce'e index over time
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What conclusions can be drawn from these results? Information policy is
evidently not a hard science, although its authors do seem to share with, say,
biochemista, a tendency to emphasise more recent works in their reference lists.
In developing an explanation of his empirical data, Price reached for the major
concept available at the time (1970) to describe differences between disciplines:
the hierarchy of the sciences introduced nearly two centuries earlier by Comte.
This hierarchy emphasises cognitive structure and it perhaps sits uneasily with
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the essentially sociological patterns of behaviour which Price was observing.
Particularly incongruent here is Price's assertion that that it is the concerted
attention of scientists that produces the immediacy effect;
.. if you want to make the field firm and tight and hard and cry8talline
you have to play with your peers and keep on the bail by citing their recent
work" (Price, 1970:15).
In other words, a relatively high degree of consensus, more usually the case than
not in the hard sciences, might be expected to be a good predictor of 'high' P1
values. The tacit assumption of Price's work and those that have followed is that
such high levels of consensus do not obtain in the social sciences or arts and
humanities. In a major review article, however, Cole (1983) rejects this notion
and argues that in some cases, social sciences do exhibit high levels of consensus.
Cole further suggests that the fundamental differences between disciplines lie
not in citation habits but in the structure of their knowledge systems,
particularly in relation to how empirical knowledge is codified into "succinct and
interdependent theoretical statements" (Cole, 1983:112).
Intriguingly, Cozzena (1985) points out that several cocitation studies of the
development of disciplines have found a relationship between immediacy and
periods of intellectual focus's.
AL times of intellectual excitement, whether in response to a recent
breakthrough which has opened up a new set of interesting questions or
because researchers are trying to resolve a theoretical issue, members of
the speciality concentrate their references more heavily on a few papers,
and the literature they cite tends to be more recent than it is at other times"
(Cozzens, 1985:436).
' For example, Small (1977) found that immediacy rose during a 'mini-revolution' in
collagen research. Sullivan, White & Barboni (1977) demonstrated a gimibir phenomenon
during a period of rapid theory change in the physics of weak interactions. Dean (1980)
found that psychologists generally cited papers about seven years old: however, this
dropped sharply during the period when additivity theory was displacing in1ihitary
theory as the dominant explanation for the probability of a conditioned response. Price's
index declined to its normal rate only after the after the controversy had been resolved.
99
Chapter 6: Simple bibliometric analysis
In a 1979 study, Small & Crane compared the literature of high energy physics
with that of three social science disciplines: psychology, economies and sociology.
The authors' argument was that if the processes of knowledge growth in the
social sciences are simi1sr to those in the natural sciences, then it should be
possible in both cases to find clusters of cocited documents representing groups
of researchers pursuing closely related problems. Small & Crane showed that
the literatures showed differing propensities to cluster, with the highest
propensity exhibited by the most 'immediate' literatures (high energy physics
and psychology).
The results of these studies suggest that a causal explanation for Price's
immediacy effect is likely to be sociological in its origin. The large P1 values
associated with the information policy literature may be indicative of a higher
degree of consensus and intellectual focus than anticipated, rather than pointing
to a cognitive structure which is imilnr to the higher levels of the Comte's
hierarchy of the sciences. Some of these themes are pursued further in the
author cocitation analysis in Chapter 8.
6.3.4 Ageing and obsolescence of information policy articles
The material in the previous section related to the use made of the supporting
literature by authors represented in the information policy test collection. In
this section, the attention shifts to how articles in the bibliography have been
cited by others. The main objective is to em mine the ageing of the information
policy serials literature by seeing how citations are distributed in time. While
citations alone cannot to depict the totality of the reception and ageing processes
(data on document use would be needed to explore this fully), the distribution at
least indicates how information policy articles are received by one group at one
point in time: other authors preparing their own work for publication. The data
in Figure 6.15 overleaf were compiled by searching for the citations to date (299)
to the 127 bibliography entries published over the period 1981-85.
100
Chapter 6: Simple bibliometric analysis
Figure 6.16: Distribution of cited information policy articles over tIme
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One characteristic of a rapidly ageing as opposed to a more classical literature is
a skewed distribution and a relatively small median value. The pattern
displayed in Figure 6.15 suggests that information policy articles enjoy a period
of rapid citation over the firet three years (reception), followed by a relatively
slow decline (obsolescence) over the following eight or nine years. The citation
half-life for the test collection articles is three years; unsurprising in the light of
the high Price's index for the literature, but certainly more typical of the
patterns usually observed in the natural sciences. Bottle & Gong, for example,
returned an identical estimate (three years) for the citation half-life of the
biochemistry literature (Bottle & Gong, 1987).
In the typology of Glànzel & Schopfiin (1995), this is characteristic of a 'Type III'
ageing process, and may be indicative of a bibliography which Is heterogeneous in respect
of its reception and obeolesence characteristic8.
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6.3.5 Bradford studies
Attempts to identify 'core zones' in bibliographies of serials articles can be traced
to the work of Bradford (1934). In this section, the main corpus is partitioned
into zones in order to identify the most highly productive serial titles.
Concepts of core and scatter
The Bradford concepts of 'core' and '8catter are important for this thesis because
they are to some extent indicative of the underlying social and intellectual
structure of the field of study. Chubin observes that:
7f there was no 'scatter: scientists would be divided into small groups
sharing the same interests, speaking only to each other, and reading and
citing only each other's work ... Both (core and scatter] are necessaiy, the
former to permit scientific knowledge to cumulate and grow, the latter to
prevent it from becoming a ... sect-like phenomenon (Chubin, 1976:472).
In less highly structured or specialised disciplines there is a general expectation
that people will read widely outside of their own current areas of concern. In
arts and humanities subjects, for example, potentially relevant ideas may be
gleaned from a very wide variety of sources. The breadth of influences to which
a researcher is receptive is of course a function both of personal ineiintion and
of disciplinary conventions. Nadel suggests that catholicity of interests is also a
function of the maturity of a specialism. He noted that in its early stages,
research on superconductivity was characterised by a dispersion of articles in a
variety of journals but that it later became 'institutionalised' by the increasing
concentration of published material in a relatively limited number of specialist
sources (Nadel, 1980). A tentative causal explanation for this effect is that it
becomes more and more difficult for the typical researcher to stay abreast of
developments across an increasingly specialised field because of the
inaccessibility of language and logical structures in the adjoining literatures.
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Bradford (1934) was the rst to draw attention to statistical regularities in the
distribution of articles across journal titles in (reasonably comprehensive)
subject bibliographies. His method is replicated here with the assistance of The
Bibliometric Toolbox software. Most of the published empirical investigations
into Bradford's Law have come from the natural and medical sciences and only
rarely from the social sciences (see, however, Coleman, 1992).
Table 6.2 illustrates the presence of a relatively small number of highly
productive core titles and a long tail of journal titles which contribute few
articles, in many cases only one.
Table 6.2: Bradford ranking of M corpus journala
	
Total	 Cumulative	 Cumulative
	
J	 A	 articles	 titles, r	 articles, R(n)
	1	 150	 150	 1	 150
	
1	 90	 90	 2	 240
	
1	 60	 60	 3	 300
	
1	 30	 30	 4	 330
	
1	 24	 24	 5	 354
	
1	 20	 20	 6	 374
	
1	 16	 16	 7	 390
	
1	 13	 13	 8	 403
	
2	 12	 24	 10	 427
	
2	 10	 20	 12	 447
	1	 8	 8	 13	 455
	
7	 6	 42	 20	 497
	
3	 5	 15	 23	 512
	
9	 4	 36	 32	 548
	
22	 3	 66	 54	 614
	
30	 2	 60	 84	 674
	
97	 1	 97	 181	 771
	
- 181	 771
The data in Table 6.2 are represented graphically on the next page as a
'bibhograph' (Figure 6.16). This plots the logarithm of a given journal's rank, r,
against the cumulative number of articles up to that point, R(n).
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Figure 6.16: Bibllograph of M corpus journal productivity
logr
The solid trendline is a linear regression mode1 while the dotted trendline
represents a curvilinear expression31.
Much attention in the bibliometric literature has focused on the generalisability
of Bradford's Law and, in particular, on the goodness of fit with linearity
obtained in experimental bibliographa. Departures from linearity have attracted
some attention and attempts at explanation (see, for example, Drott, 1981). In a
1993 paper, Coleman suggested that there is a relationship between linearity
and the homogeneity and completeness of a bibliography. It will be noted that
the curve obtained here is definitely S-shaped as opposed to the more usual
'classical' J-shaped distribution of many published bibliographs.
One might expect a priori that 'information policy' might best regarded as a
heterogeneous rather than a homogenous construct. Bere]son (1960) draws a
useful distinction between data-specialties and word-specialties. Data specialties
(experimental psychology, for instance) are those which are characterised by
distinctive, public procedures, standard methodologies and special apparatus.
Word specialties (such as information policy) are, in contrast, less tightly defined
Linear regression model (R' = 0.937). R(n) = 29.79kg r +172.23
8'Third order polynomial model (1?' = 0.997). R(n) = 0.381(Iog r? - 9.673('Zog r)' +
77.412
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in terms of topic, procedure, institutional structures, purpose or even in terms of
a consensus around the paradigms employed.
Coleman argues that the bibliometric characteristics of word specialties differ
from data specialties, since the latter enjoy:
'a leuel of standardisation that reduces ambiguity in the task of making
distinct ions between publications that are proper to that speciality and
thou that belong to neighbouring specialties ... A word-based speciality
does not enjoy the same capability because, although it may have a
somewhat distinctive vocabuiwy, concepts are more easily borrowed by
and from neighbouring word-based specialties than are apparatus and
procedures. Such movement of concepts contributes to a blurring of
boundaries between word-based specialties and makes it necessa,y for
both the bibliographer and the journal editor to distinguish properly
among the publications of cognate specialties. As a result ... the journal
editor finds the topical hierarchy of the journal fuzzy and hard to obey.
Thus, the bibliography of a word-specialty ought to show less
concentration than that of a data-specialtf (Coleman, 1993:88).
Information policy certainly appears to sit well with Berelson's conception of a
word-spedalty the term is an umbrella designation embracing a variety of topics
and approaches (the elucidation of which is a central aim of this thesis).
Coleman's remarks above also point to the difficulties of obtsining a complete
bibliography for a word-based specialty. As noted in Chapter 5, attempts to
ma,imiRe the recall obtained in the experimental bibliography were made
pragmatically: no formal indication of recall has been attempted. The
Bibliometric Toolbox offers a tool for estimating the size of the total literature,
based on the work of Egghe (1989). This procedure requires the determination of
the point on the bibliograph where the Groos droop (the point where the
relationship between journals and articles begins to diminish). Unfortunately, a
Groos droop is not evident in the bibliograph (Figure 6.16) and so no attempt has
been made to estimate the theoretical size of the information policy literature.
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Partitioning the test collection
Having generated a Bradford ranking, the next stage of the analysis was to
effect a partition of the journals into zones of productivity (information which is
carried forward into the clu8ter analysis reported in the next Chapter). This is
well understood to be ar imprecise procedure and so four approaches were made
in an attempt to find the optimal partitioning of the data:
1. The first approach was to inspect the Bradford ranking visually and to
divide the journals into zones of roughly equal productivity, such that
they contained the smallest equal number of articles necessary to effect a
Bradford partition.
2. Goffman & Warren (1969) developed a method for determining the size of
a minimum Bradford cohort. This is just larger thsin half the number of
singleton journals (i.e. the journals that produce just one artide each). In
this case, there are 97 singletons, so the GoffmanlWarren minimum
Bradford zone is (97/2) + 1 or 49.
3. Egghe (1989) introduced a calculation for the mwximum number of
Bradford zones p in a partition:
p=2ln(1.781Y,)
where m 1 the number of articles for the most productive journal.
In this case p = 2 in (267.15) = 11.18, which approximates to 11.
4. Finally, Brooks (1990) developed the Minimum Perfect Bradford Partition
(MPBP) method and implemented this in the design of The Bibliometric
Toolbox. This method uses the power of the computer to exhaustively
examine the Bradford ranking for cohorts of articles that satisfy the twin
hallmarks of a Bradford partition: an equal number of articles per zone,
and an increasing number of journals.
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The partitioning which resulted from using the first three manual operations
above is shown in Table 6.3:
Table 8.8: Manual partitioning of journals in M
	
Bradford zone	 Bradford
	
J	 A multiplier
	
1	 1	 150
	
2	 2	 150	 2.00
	
3	 9	 147	 4.50
	
4	 42	 167	 4.67
	
5	 127	 157	 3.02
	
All zones	 181	 771	 3.55
The ratio between the number of periodicals in the nucleus and the number in
each succeeding zone was then estimated; this is the Bradford multiplier bm for
journals in the main corpus.
These results may be compared with the results of partitioning the data by
Brooks' MPBP method using The Bibliometric Toolbox in Table 6.4. This method
yielded six possible cohort sizes that would effect a reasonable Bradford partition
of the data. These were (with remainders in parentheses):
374 (23)	 354 (63)	 330 (111)	 329 (111)	 240 (51)	 150 (21)
Table 6.4: Computer-assisted partitioning of journals in M
	
Bradford zone	 Bradford
	
J	 A multiplier
	
1	 1	 150
	
2	 2	 150	 2.00
	
3	 10	 150	 5.00
	
4	 38	 150	 3.80
	
5	 114	 150	 3.00
	
remainders	 16	 16
	
All zones	 181	 771	 3.45
This analysis confirmed 150 as the optimal cohort size. The practical utility of
Brooks' MPBP method is very limited, however, since the software allocates
journals of equal productivity into different zones.
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Finally, The Bibliometric Toolbox computes a number of useful indicators
(Figure 6.15) which can be used to assess various characteristics of the
partitioning and of the literature in genera1.
Figure 6.17: Key statistics associated with Brooks' MPBP partition
Cohort size	 150
Goffman/ Warren minimum cohort
	 49
Clustering index	 13.76
Auerage recurring prod uctwity (ARP)
	 8.02
Egghe's C prime index 	 0.003
Ooffman/ Warren mean multiplier 	 3.45
The Bradford core journals
The minma1 nucleus for the test collection consists of a single journal,
Gouernment Information Quarterly.
U Clustering index. The clustering index (CI) expresses how intensely a given
literature 'a clustered. It is a constant, and is the result of dividing the total production of
the recurring (i.e. non-singleton) journals by the Goffman/Warren minimum cohort.
Brooki (1990) has observed that strongly clustered literatures yield CI values greater
than unity, while weakly clustered literatures have CI values of less than unity. The
value obtained here, 13.76, suggests that the experimental bibliography is strongly
clustered.
Average recurring productivity. The average recurring productivity (ARP) expresses
the average production of the recurring journals of a bibliography. It is found by dividing
the total number of articles in recurring journal titles by the number of recurring journal
title.. The ARP complements the clustering index since it is possible for literatures to
return mil*r CI values but to cluster in different patterns: one literature may be
composed of a few very productive journals while another is composed of many journals
recurring only two or three times. In this example, the ARP of the first literature would
be much greater than the second. Taken together the clustering index and the average
recurring productivity express the degree of intensity of the clustering of the literature
along two dimensions: total contribution of the recurring journals to the singletons and
the average production of the recurring journals.
Egghe's C prime Index. This index expresses the extent to which a literature is evenly
partitioned over the zones created. Its value lies in the range 0.0 to 1.0 and if every zone
has an equal number of articles, then C prime is zero.
Goffinan!Warren mean multiplier. This indicator provide8 an estimate of the
Bradford multiplier bm. This describes the relationship between the number of journal
titles producing the nucleus and the number in each succeeding zone. This constant
varies between literatures and depends on the number of zones into which a literature is
partitioned. As the number of zones increases so the Goffman/Warren mean multiplier
decreases, although it always remains greater than unity.
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The two journals in Bradford zone 2 are (in decreasing order of productivity):
Journal of Government Information
(incorporating Government Publication. Review)
Telecommunications Policy
The journals in Bradford zone 3 are (in decreasing order of productivity):
Aslib Proceedings
Proceedings of the Annual Meeting of ASIS
Journal of Information Science
Public Administration Review
International Forum on Information and Documentation
Duke Low Journal
Information Age
Administrative Low Review
Journal of the American Society for Information Science
The twelve most productive journals in the bibliography thus comprise only 6.6
per cent of all titles but yield 58.0 per cent of all artides. Eight of the twelve
most productive journals occupy a central posItion in the library and information
science hterature. The other four (Telecommunications Fblicy, Public
Admini8tration Review, Duke Law Journal and Administrative Law Review)
could hardly be categorised in this way although the potential relevance of these
titles to the field of information policy Is evident.
Table 6.5 on the next page shows a breakdown of the test collection journals by
Bradford zone and ISI journal category.
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Table 6.5: M corpus journals by Bradford zone and ISI journal category
ISI journal category 	 zone zone zone zone zone
1	 2	 8	 4	 5
Information & library science 	 1	 1	 6	 24	 19
Communications studies 	 1	 3	 5
Law	 2	 7	 41
Public administration	 1	 3	 4
Political international relations 	 1	 17
Other	 4	 41
All categories	 1	 2	 9	 42	 127
This analysis suggests that the core information policy journals are mainly
library and information science titles and that other journal categories
contribute disproportionately to the outer Bradford zones. This is an interesting
finding in relation to the debate about whether information science is indeed the
moat natural home discipline for information policy studies (see, for example,
Burger, 1993).
6.4 Patterns of authorship
6.4.1 Author productivity
The records in Social Science Citation Index are indexed by first-named author
only. The discussion which follows is based entirely on patterns observable in
the distribution of these authors; while this means that the results are distorted,
the decision to proceed on this basis was based on practical considerations. For
instance, it facilitates comparison with the many existing bibliometric studies
which share the same limitation. It should also be noted that the incidence of
collaborative authorship in the test collection is very low compared to other
literatures, and a visual inspection of a listing of second and subsequent named
authors suggested that the vast majority of these individuals would only be
represented by a single article.
A listing of the top ranking authors represented in the bibliography is shown in
Table 6.6. The ranking is dominated by American authors: only one of the top
ten most productive authors is based outside the USA: Robin Mansell (of the
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Science Policy Research Unit, University of Sussex). Notable also is the
relatively recent entry of several of the authors.
Table 6.6: Top ranking perional author. by article production
First	 Cuin.%
Rank Name of author	 article	 all
articles
1 Harold C. Belyea	 1977	 2.33
2 Peter Hernon	 1986	 3.89
3 Timothy J. Sprehe	 1984	 5.19
4 Charles B.. McClure 	 1987	 6.10
5 Sandra Braman	 1989	 6.74
6= Joan C. Durrance 	 1982	 7.26
6 J.C. Griffith	 1989	 7.78
6 = Robin Maneell	 1985	 8.30
6 = H B. Shill	 1989	 8.82
The purpose of this ranking exercise was to generate indicators for inclusion in
the content analysis phase: essentially so that questions of the form, "Are there
differences between highly productive and less highly productive authors? could
be asked.
The distribution of author productivity is shown in Table 6.7 overleaf. The most
notable feature is the striking proportion of authors who are represented by a
single article (72 per cent). The final column, rank, is included to facilitate the
graphical representation of the data as a Zipfian rank-frequency distribution in
Figure 6.18.
One of the features of The Bibliometric Toolbox is that it enables an analysis of
author productivity to be accomplished very easily. In 1926, Lotka proposed a
distribution that modelled the frequency distribution of scientific productivity
('Lotka's Law'). Lotka's law takes the form Yr = c/x", where Yr is the number of
authors credited with x (1,2,3 ...) papers in a given literature, c is the number of
authors writing one paper and n is a rate. It is possible from Figure 6.18 to
estimate a value for the exponent, n (in this case, n = 2.34).
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Table 6.7: Distribution of author productivity
Frequency, I Cohort size	 Articles	 Rank, r
	
18	 1	 18	 1.0
	
12	 1	 12	 2.0
	
10	 1	 10	 3.0
	
7	 1	 7	 4.0
	
5	 1	 5	 5.0
	
4	 4	 16	 7.5
	
8	 13	 39	 16.0
	
2	 54	 108	 49.5
	
1	 556	 556	 354.5
	
632	 771
Figure 6.18: Author productivity: Zipfian rank-frequency chartU
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Lotka's Law is sometimes called the 'inverse square law of scientific
productivity', based on the assumption that n 2. Lotka's Law predicts that the
number of authors making two contributions is about one-quarter of those
making one; the number making three contributions is about a ninth, and so on.
The empirical straight line relationship found suggests that the fit with Lotka's
Law is good. The exponent n provides an indicator of the concentration of
33 Linear regression model (R' = 0.95). y = -0.495x + 1.158
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author contributions to the bibliography: lower values of n are associated with
concentrations of authors who have multiple papers. Average productivity is
thus greater since more papers are distributed over relatively fewer authors.
Nicholls (1988) conducted a series of experiments on 100 datasets in an
empirical investigation of Lotka's Law. He found that the values of n increased
significantly when second and subsequent authors were included. The
comparative data in Table 6.8 are drawn from the work of Nicholls and relate to
his findings for first-named authors.
Table 6.8: ComparIson of Lotka studies
Literature	 Mean n Source
Natural sciences	 2.20 Nicholls (1988)
Ithrmation pohcy	 2.34 Rowbindg
Social sciences	 2.49 Nicholls (1988)
Humanities	 255 Nicholls (1988)
(adapted from Nicholls, 1988).
This analysis suggests that information policy sits somewhere between the
natural and social sciences in terms of author productivity.
6.4.2 Collaboration with other authors
Patterns of collaborative authorship can offer further insights into the cognitive,
social and institutional organisation of a discipline. In some fields, publications
are likely to bear the names of two or more authors; in others, sole authorship is
the norm. On the face of it, an individual academic's reputation is likely to be
moat decisively established if the person concerned takes full, unambiguous
responaibthty for his or her own work. There are however some very good
reasons for co-authoring publications. In some areas of 'Big Science', the scale
and complexity of the experiments and the limited availability of apparatus is
such that team-working is the only realistic strategy. Similarly, certain highly
multidisciplinary problems in the social sciences may necessitate a division of
labour. A study of collaborative patterns of working in four areas of the social
sciences (sociology, psychology, economics, political science) by Fox & Paver
concluded that division of labour is the moat common strategy for:
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"routine research activities, those under time pressure, and those
demanding complementary competencies ... (but) more complex tasks may
benefit from some combination of sharing and separating the parts" (Fox
& Faver, 1982:336).
Of course, a precondition for working collaboratively is that the people concerned
can broadly agree how to tackle the problem at band:
"In taxonomy it's virtually impossible to work with other people - like
judges, taxonomists can give opinions but they donZ give joint opinions"
(anonymous informant quoted in Becher, 1989:98).
Simakr considerations may well apply to questions of information policy, which
by their very nature are often of a highly political and sensitive nature.
Expenmental findings
The incidence of multiple authorship in the teat collection is indeed low, as the
distribution in Table 6.9 shows. The low incidence of multiple authorship in the
information policy bibliography (15.6 per cent) is broadly similRr to patterns that
have been observed in the general library and information science literature.
$4 In a study of the library and information science literature, Bottle & Efthimiadis (1984)
noted a range of authorship patterns from relevant abstracting and indexing servIces for
1983. Their estimates of multiple authorship range from 19.1 per cent (Computer &
Control Abstracts) to 36.6 per cent (Information Science Abstracts) to with an overall
mean of 30.8 per cent. The work of Bottle & Efthimiadis was not restricted to the journal
literature, nor is it comparable in terms of its time frame with the results reported here.
35 Raptia (1992), in a study of 39 British and American library science journals (1950-75),
found that 13.6 per cent of articles were multiple-authored.
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Table 6.9: Distribution of multiple authorship
Distribution of Number
	
co-author,	 of
article.,
A
	
0	 630
	
1	 106
	
2	 25
	
3orznore	 10
	
Total articles	 771
In recent decades the incidence of multiple authorship has increased
significantly across virtually all disciplines which have been investigated.
According to figures released by the Institute for Scientific Information (cited in
Cronin, Davenport & Martinson, 1997), the average number of authors per
article in Science Citation Index has increased from 1.84 (1966) to 3.67 (1995).
The equivalent figures for the Social Science Citation Index are 1.15 and 1.74.
Information policy seems to be an exception to this tren± the mean number of
authors per paper has not changed significantly over the period 1972-96 (Table
6.10):
Table 6.10: Author collaboration over time
Period	 Mean authors
per article
1972-76	 41	 1.10
1977-81	 100 1.24
1982-86	 163	 1.20
1987-91	 197	 1.28
1992-1996	 270	 1.29
1972-1996	 771 1.22
p)04
The overall mean is quite low compared to the SSCI population as a whole and
this may pouibly be indicative of the weak institutionalIsation of the field of
information policy (see Section 6.4.3). It may also be a reflection of the often
speculative and philosophical nature of the subject content
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6.4.3 Patterns of corporate author8h ip
One way of looking at disciplines or fields of study is to look not at the activities
of individual authors but at the institutional arrangements which support and
encourage their research. There may be doubts, for example, whether statistics
is now sufficiently sepa1ate from its parent discipline, mathematics, to constitute
a discipline in ita own right? The answer will depend, in part, on the extent to
which institutions recognise the hiving off in terms of their organisational
structures and, in part, on the degree to which a free-standing international
community has emerged with its own professional associations and specialist
journals. The degree of institutionfiliRation of a field of studies is thus an
important indicator of its maturity and status. Intense debates often surround
the establishment of new forms of institutionalised knowledge production (such
as queer studies, peace studies or parapsychology), whose intellectual validity
may well find itself under attack from established academic opinion.
The degree to which knowledge production is concentrated in an institutional
sense is also an issue which attracts policy attention. The concept of research
selectivity, for example, seeks to shape academic activity in order to maximise
admniitrative efficiency, economies of scale and optimiae the division of labour
(Hicks & Katz, 1997). This is achieved through systematic policies which
encourage the concentration of research activities into a smaller number of more
apecialised units. As discussed in Chapter 2, there are other forces which tend
to disperse rather than concentrate research efforts: possibly the two most
important factors here are the diaspora created by the vastly-increased post-war
production of PbDs and the emergence of new fora, outside traditional university
settings, where 'academic' research activities take place.
A comprehensive explanation of how fields of study become recognised and
institutionalised lies well beyond the scope of this thesis and would require the
development of a systematic framework for understanding the mechanisms
which lead to the emergence of autonomous, self-generating research
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Figure 6.20: European corporate autbora
The breakdown of corporate addresses by EU Member State accords reasonably
well with the findings of a survey by Stroetmann (1992). Stroetmann surveyed
European organisations engaged in information research in the public, private
and non.proflt sectors in 1990. The survey identified 37 organisations (out of a
total response of 86) which ciflimed special expertise in information policy
research, the majority of which were located in the UK and then Germany.
Stroetmann notes that it was evident from the questionnaires and the material
sometimes accompanying them that a significant number oLinstitutions had only
recently been established and sometimes had just started research activities, or
would do so in the near future. This was interpreted as a sign that "across
Europe the information science field (in the broad sense defined above) is at last,
even if slowly, becoming a recognised and established field of applied research
and consultancy (which can] provide a service to those In need of solid research
results and policy support" (Stroetmann, 1992:152). Might these same data also
be taken as signs of incipient concentration?
Concentraiion and dispersal
A common theme in this thesis is that knowledge production in information
policy is more heterogeneous than is commonly realised and that much research
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takes place outside of the traditional academic setting. This view receives strong
support from the evidence presented in Figure 6.21, which assigns unique
corporate addresses to one of five 8ectors.
Figure 6.21: DIspersed knowledge production
Library profession I	 I
Pressure groups ________
Information
industry
Government I	 I
Universities I
0	 10	 20	 30	 40	 50
Percentage production of articLes in SSCI
In terms of the number of identifiable institutions, universities account for less
than half of the total, suggesting that information policy research is indeed
heterogenous and institutionally dispersed; an impression which is strongly
reinforced when one en mines the number and range of institutions listed in
Appendix C.
Gibbons and others (1994) argue that socially dispersed knowledge production is
one charactenstic of a knowledge-based society. They also acknowledge that the
forces that shape the relative concentration or dispersal of research activity are
complex and that there are vectors acting in both directions. This raises some
interesting questions. In information policy, are all sectors equally dispersed, or
are some more concentrated than others? Over time, has information policy
research become more, or less, associated with institutions rather than
individuals?
The data in Table 6.11 overleaf show the top rrikirig information policy
corporate authors (by article production) over the perIod 1972-1996. With a sole
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exception (Commission of the European Communities) these are all US-based
organisationa.
Table 6.11: Top ranking corporate authors
Cum. %
Rank Name of institution	 all
articles
1 Library of Congress Congressional Research Service 	 4.54
2 Syracuse University School of Information Studies 	 6.87
8 Commission of the European Communities	 8.69
4 Simmons College School of Library & Information Studies
	 10.38
5 University of Illinois	 11.80
6 US Office of Management & Budget Watch 	 13.09
7 Rutgers State University	 14.14
8 George Washington University 	 15.05
8= Suny University Albany 	 15.96
8 University of California Los Angeles	 16.87
8 University of Michigan	 17.78
8 University of Stratbclyde	 18.69
8 US Bureau of Census	 19.60
8 US House of Representatives	 20.51
Some further bibhometric evidence responding to these questions is presented in
Table 6.12 overleaL This analysis follows the example of Hicks & Katz (1996,
1997) who examined similar questions in relation to UK science policy.
Since it is difficult to directly compare two or more distributions and make
meaningful comparisons, Hicks & Katz recommend the use of a derived
measure, the Herflndahl Index. The Herflndhal Index (named after the late
Orris Herflndahl) is a tool commonly used in economics to describe the equality
or inequality of a distribution (such as per capita income). The general formula
is: H = (S, + (Si)' + ... + (S)' where 8, through S are the shares (totalling 100
per cent) of entities 1 through n. The index is often used as a measure of the
competitiveness of a market or industry a market comprising two firms with a
market share of 95 and 5 per cent respectively (i.e. highly concentrated) would
have an index value, H of 0.905. On the other hand, in a more competitive
marketplace, with ten firms sharing the market equally, H falls to 0.1.
3e The US Justice Department uses the Index to determine whether a merger would
illegally restrain competition. In their guIdelines, a merger would not be challenged if
the resulting Herfindahi Index was less than 0.1 (Ruffln & Gregory, 1990).
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Table 6.12: Concentration indicator.
	
Institution. Article. 	 Herfindahi	 Sector size
	
Index	 equivalentS5
By sector
Education	 170	 373	 0.0122	 82
Government	 63	 161	 0.0702	 14
NGOs	 12	 36	 0.0201	 50
Non-profit	 51	 78	 0.0276	 36
Industry	 45	 52	 0.0296	 34
By tune period
Before 1985
	 86	 229	 0.0036	 278
Since 1985	 255	 451	 0.0014	 714
All	 841	 680	 0.0082	 122
A number of conclusions can be drawn from these results. The first and most
obvious conclusion is that information policy research is very thinly dispersed in
institutional terms. Of the five sectors, government is the most concentrated,
education the most dispersed. Surprisingly, the field seems to have become
more dispersed since 1985.
To put these figures into context, Hicks and Katz (1997) examined a sample of
records from the Science Citation Index representing a broad cross-section of UK
ecientific research over the period 1981-1994 (Hicks & Katz, 1997). Their
findings show that the UK scientific system is much less dispersed than
information policy research. The respective index values for scientific research
and information policy research are, for education 0.038 (0.0 12) and government
0.165 (0.070).
Collaboration between institutions
The overall pattern of collaboration between institutions (Figure 6.22) shows
that collaborative activity tends to takes place within the same institution,
rather than cutting across institutions or sectors. When these data were
Sector size equivalent. In a sector of size ri, concentration reaches a maximum when
all institutions publish the same number of papers. At this minimum, the Herfindalil
Index would equal '/, where n is the number of institutions. By reversing this logic, each
sector can be seen to be as concentrated as a sector of 1/ number of equal sized
institutions.
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ba]f-life of only three years), another indicator which might be held to be more
typical of the natural sciences (see Table 6.13 below).
Table 6.18: Comparison of median citation ages in other fields
Field	 Median citation
age (yrs)
Rowlanda' teat collectIon	 3.0
Metallurgical engineering	 3.9
Chemical engineering	 4.8
Genetics	 5.0
Information systems	 5.0
Physics	 5.2
Mech'niiral engineering 	 5.2
Desalination	 5.6
Chemistry	 8.1
Archaeology	 9.5
Botany	 10.0
Mathematics	 10.5
Geology	 11.8
Music education	 12.5
Music theory	 12.5
Biblical criticism	 21.6
(adapted from Cunningham & Bocock, 1995).
Intriguingly, there are hints in the literature that high levels of immediacy may
be encountered in disciplinary areas that are undergoing revolutionary,
paradigmatic change (Cozzens, 1985).
As might be expected for a bibliography representing a 'word-specialty', articles
on information policy exhibit a spread across a large number of journal titles. It
would be very tempting to characterise the information policy literature as
showing a high degree of documentary scatter.
Table 6.14: Comparison of article/journal density with other studies
Bibliography	 Source	 Density
Lubrication	 Bradford (1934)	 2.41
History of psychology	 Coleman (1993)	 3.86
Mast cell	 Goffman & Warren (1969)	 4.05
Bradford (1934)	 4.09
Articles citing Kuhn	 Coleman (1993)	 4.20
Rowlanda' teat collection	 4.26
&hteomiasia	 Goffman & Warren (1969)	 5.70
Human eyebhnk conditioning Coleman (1993)	 6.76
Pavlovisn conditioning	 Coleman (1993)	 8.77
- (adapted from Coleman, 1993).
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Coleman (1993) argues that article/journal densities offer a reasonably good
indication of documentary scatter: the lower the density, the more thinly spread
the distribution of articles across journal titles. The comparative data in Table
6.14 above suggest that the information policy bibliography is actually less thinly
spread than such classic literatures as Goffman & Warren's mast cell or
Bradford's lubrication articles. No conclusion is suggested here, merely the
observation that the test collection does not appear to be unusually scattered. In
this context, it is interesting that none of the core journal titles conform with the
notion of a general purpose 'Journal of Information Policy'. Some are very
general (e.g. Aslib Proceedings, Proceedings of ASIS), while others are more
obviously policy-oriented (e.g. Telecommunications Policy, Government
Information Quarterly) but problem. or sector-specific rather thsin field-specific.
Another striking finding is the very low incidence of collaborative authoring.
The mean number of authors per paper is significantly lower than the
corresponding figure for Social Science Citation Index as a whole (1.22 and 1.74
respectively, for 1995). In this respect, authoring behaviour more dosely
resembles that of scholars in the arts and humanities. Unlike many other social
science disciplines which have seen an increase in collaborative authorship over
the past 20 years, the low levels encountered in the information policy literature
appear to be a structural feature. it is difficult to interpret this finding since a
number of factors may be influential the weakly institutionalised nature of the
field within higher education, perhaps, or the lack of research funding, or it may
simply be a distinctive feature of cognitive style.
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Chapter 7: Cluster analysis
"As we hove no written pedigrees, we are forced to
trace community of descent by resemblances of any
kind ... we care not how trifling a character may be
- if it prevail throughout many species, especially
those having very different habits of life, it assumes
high value"40
7.1 Introduction
The previous Chapter examined the distribution of various bibliometric elements
acroes the teat collection, one or two elements at a time. The work presented
here extends that analysis by considering many elements at the same time using
multivariate technique8.
The objective of this Chapter is to respond to an important bibliometric question:
is the teat collection homogenous, or is there any underlying natural structure?
Put another way, is the teat collection (B) best thought of as a single
bibliography or as a series of joint bibliographies, Bi, B, ... B, possibly sharing
common journals but not common papers? How far, in terms of the internal
structure of the test collection, might any of these subsets diverge from that of
the parent set? These are important questions, given the aim of this thesis
which is to map the intellectual, organisational and social topography of
information policy.
In this experiment, the underlying structure of the document test collection was
explored using agglomerative hierarchical clustering techniques. Cluster
analysis has been widely used in disciplines as varied as the social sciences,
psychology and electrical engineering to classIfy objects into categories.
Clustering techniques are particularly appropriate where little is known in
4° Charles Darwin writing on the "mutual pffinities of organic beings" in The Origin of
Species (1859).
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advance of the underlying data structure and where a typological interpretation
is needed. Clustering methods are used to uncover natural groupings or types,
yet unlike other modes for classification (e.g. supervised learning in pattern
recognition studies) they do not require the use of categorical labels until the
interpretation of the clusters is complete. It is not necessary to know either the
criteria for group membership or even the number of groups a priori. It follows
that cluster analysis is highly exploratory and heuristic in nature and it needs,
ideally to be supplemented by other methods to determine the validity (if any) of
the resulting clusters. An analogy between this research approach and the work
of naturalists in the eighteenth and early nineteenth centuries might be drawn.
The foundations of biological taxonomy were established by carefully observing
the similarities and differences between plants and between animals. From this
systematic observation gradually emerged taxonomic structures which showed,
for example, that hedgehogs and dolphins are more fundamentally simi1sr to one
another than are hedgehogs and sea urchins (despite the obvious fact that both
are round and spiny, while dolphins are smooth and elongated). In the days
before the emergence of Darwinian evolutionary theory, population genetics, and
the elucidation of the structure of DNA, these were still useful insights and they
provided a platform for later and more profound understanding.
7.2 Research design
The methodology for this experiment is summarised in Figure 7.1 overleaL
The first decision to be made before the experiment could be conducted was
which variables should be included; if important variables are excluded, poor or
misleading findings may result It ía also important to choose variables that
might be useful in developing a meaningful interpretation of the results; in
cluster analysis, the initial choice of variables determines the characteristics
that can be used to identify subgroups.
126
Chapter 7: Cluster analysis
Figure 7.1: Research design
Run initial cluster analysis
(Ward's method)
Examine dendrogram and
agglomerat ion schedule
to determine most parsimonious
cluster solution
4,
Run cluster analyses (various methods)
and .ai cluster solutions as new variables
Compare results of
different clustering methods
Rim discriminant analysis on cluster
sets and select optimal solution
Idenlifr differences between clusters
Form an interpretation of the results
The twenty two variables selected for the experiment are shown in Figure 7.2 on
the next page. They represent bibliometric and other indicators which are more
descriptive of content. Each of the variables was taken (or derived) from the
record structure of the Social Science Citation Index, with the exception of the
information policy subject headings (SSBJ, SBJC) and scale categories (SCAL)
discussed in Chapter 3.
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Figure 7.2: VarIables included in the cluster analysis
ACAD
AUTH
BRDA
BRDJ
GEOA
GEOJ
INDX
INST
JCAT
LANG
LISS
RATE
RNKA
RNKJ
SBJC
SCd4L
SGEO
SSBJ
flME
7YPE
WIND
YEAR
First author: academic or practitioner
Number of authors
Bradford zone of author productivity
Bradford zone ofjournal productivity
First author: country
Journak broad geographic region
Fice's index
7ype of institution (first corporate author)
ISI journal category
Language
€JournaL LIS or other title
Mean annual citation rate
Rank order of author productivity
Rank order ofjournal productivity
Narrow subject heading
Informal ion policy scale
First author: broad geographic region
Broad subject heading
Published before or after 1986
Research or opinion paper
Citations present or absent
Year of publication
In the initial cluster run, using Ward's method (Sneath & Sokal, 1973), the
variables were normalised using Z-scores and a dis8imilslrity matrix of simple
Euclidean distances was created. Visual inspection of the resulting dendrogram
and agglomeration schedule suggested that a 6-cluster solution offered the most
parsimonious interpretation of the data. The data were then clustered again
with a 6-cluster solution specified in advance so that a new SPSS variable
('CWA6 could be created, reflecting the assignment of individual cases to the
final clusters. At this stage, two other algorithms, group average (within groups)
and single linkage (or nearest neighbour), were applied 80 that comparisons
could be drawn between the various clustering methods. Comparative studies
have shown that no one single clustering algorithm is best in every situation and
that often, it is the mathematically respectable single-linkage which is the least
successful in many applications (Milligan, 1980).
Cluster analysis methods do not lead one to a purely objective and stable
classification, in spite of the optimism voiced by workers in numerical taxonomy
(see, Sneath & Sokal, 1973, for instance). They are better regarded as tools for
exploring data rather than for the production of formal taxonomies. By creating
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new SPSS variables representing group memberships, it then became possible to
use other statistical techniques, notably discriminant analysis and cross-
tabulation, to explore the factors which were instrumental in partitioning of the
test collection. The outputs of these techniques were finally used to construct
an interpretation of the six-cluster solution produced by Ward's method.
7.3 Cluster validity
The ultimate aim of clustering is to obtain an optimal partitioning of the basic
object set into subsets which are compact and mutually isolated. Clustering
algorithms will, however, inevitably group objects, irrespective of the presence or
absence of any natural structure in the data.
Graphical aids, such as dendrograms and icicle plots are available which portray
the multidimensional data generated in clustering procedures and facilitate
informal clustering by eye. Purely qualitative interpretations of clusterings are
not very rigorous, however, and are unlikely to be able to resolve the difference
between 'real' clusters and those which arise as artifacts of the dustering
methodology. Tools are dearly needed to support the search for objective
meaning or 'cluster validity', especially in applications where little prior
categorical information about the data is available. A number of approaches to
the problem have been discussed in the statistical literature, but few generally
applicable tests have been developed (Rowlands, 1983). Broadly speaking,
measures of duster validity address themselves to three fundamental questions:
• is there any intrinsic (i.e. non-random) structure in the data to be clustered?
• how well does the clu8tering recover the 'true' overall data structure?
• how 'good' are the individual partitions?
In the next sections, some answers to these questions are attempted, admittedly
in a somewhat superficial way, given the current lack of generally agreed
practice for undertaking cluster validity studies. Dubes & Jam advocate the use
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of validity studies as a tool for comparing the efficacy of different algorithms and
advise the potential user of cluster analysis to "... apply several clustering
approaches and check for common clusters instead of searching for a technical
measure of validity for an individual clustering" (Dubes & Jam, 1979: 254).
7.3.1 Comparison between different clustering methods
It has already been noted that all clustering methods will continue to partition a
set of objects until exhaustion, regardless of the presence of any underlying
structure. One measure of whether the clusters produced by a particular
method are arbitrary or whether they reflect some kind of structure is to see
whether different methods tend to assign the same cases to the same dusters.
Intuitively, if two different clustering methods assign cases to dusters on a
completely arbitrary basis, one would expect there to be relatively little overlap
between the resulting clusters. If the two methods are assigning cases at
random, it should be possible to detect this by simply applying a non-parametric
test such as chi-square41. Table 7.1 shows the overlaps of duster membership
produced by clustering the test collection using the three different methods. The
null hypothesis asserted is that each method allocates cases to dusters in a
random fashion; thus, the expected value for each cell is 771/36 = 21.4. Cases
allocated to the same cluster by both methods are indicated in bold type.
Table 7.1: Case assignments: comparison of three clustering methods
Ward's method vs group averaged'
	
GAl	 GAZ	 GA3	 GA4	 GA5	 GA6	 AU
	
WMJ	 175	 49	 2	 11	 2	 239
	
WM2	 13	 35	 8	 2	 58
	
WAfS	 1	 72	 3	 76
	
WM4	 3	 9	 119	 131
	
WM5	 24	 1	 3	 15	 83	 79	 155
	
WM6	 40	 20	 52	 112
	
All	 256	 94	 77	 176	 33	 135	 771
Overlap: 486 (63.0 per cent).
41J am indebted to Professor Steven Robertson for his advice on this issue.
Chi-equare = 2354.9, d.f. 25, p c 0.001
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Table 7.1: Case assignments: comparison of three clustering methods continued
Ward's method vs single-linkage4'
	
SL 1	 SL I	 SL 3	 SL 4	 SL 5	 SL 6	 All
	
WMJ	 236	 1	 2	 239
	
WAIl	 38	 18	 1	 1	 58
	
WAIl	 76	 76
	
WM4	 131	 131
	
WM5	 155	 155
	
WM6	 112	 112
	
All	 748	 1	 18	 2	 1	 1	 771
Overlap: 236 (30.6 per cent).
Single-linkage vs group average"
	
GAl	 GAl	 GAS	 GA4	 GAS	 GA6	 All
	
SL 1
	
243	 94	 77	 167	 33	 134	 748
	
SLI	 1	 1
	
SLS	 10	 7	 1	 18
	
SL4	 1	 1	 2
	
SL5	 1	 1
	
SLS	 1	 1
	
All	 256	 94	 77	 176	 33	 135	 771
Overlap. 243 (31 Sper cent).
All three pairs of methods produce results which require the firm rejection of the
null hypothesis. This finding needs careful interpretation, however it should
not be taken as proof that there is any natural structure in the data. Nor, if the
test collection is highly structured, does it mean that the resulting clusters
accurately reflect that structure. It merely Bhows that the three methods did not
duster the documents at random (perhaps because all three algorithms resulted
in similarly distorted and artificial results).
Looking at Table 7.1 it is interesting to note that the three methods produce very
different clustering patterns, albeit with significant overlap. The single-linkage
method allocated 97 per cent of the documents to a single cluster. Should this be
taken to mean that the test collection is homogenous? On the other hand, the
other methods produced a much more even distribution of documents across
clusters (especially Ward's method). Does this suggest that the test collection is
better regarded as a series of joint bibliographies rather than a homogenous
collection? With these thoughts in mind, the next phase of the experiment
3 Chi-aquare = 4694.6, d.f. = 25, p < 0.001
4 Cluequare = 4878.1, d.f. = 25, p <0.001
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explored the clusters formed by Ward's method to see whether a viable
interpretation could be made of the group memberships. Before that, however, a
further test of the sensitivity and stability of the Ward clusters was made.
7.3.2 Cluster sensitivity and stability
How stable are the Ward clusters? If a clustering algorithm is to provide an
appropriate summary of the inherent structure of a data set., the hierarchies
generated should be tolerant of minor perturbations, such as might be caused by
omitting email groups of objects from the classification or by adding noise to each
of the object.. (Milhigan, 1978).
The data in Table 7.3 overleaf show the effects of removing a relatively small
number of documents from the test collection. In each case, 40 randomly
selected documents (approximately 5 per cent) were removed and the remiining
documents reclustered. The null hypothesis this time was that the removal of
these documents would make no difference to the FinAl outcome: in other words,
the remInang documents would all be allocated to the same duster as before.
For the sake of clarity, this concept is represented schematically as Table 7.2.
This shows the overlaps between the original clusters (Mgi.) and the randomly
selected subsets (WMwm) that would be anticipated if the null hypothesis holds.
The overlaps are expressed as percentages, 100 or 0, for diagonal and off-
diagonal cells respectively.
Table 7.2: SensitivIty and stability of Ward clusters: null hypothesis'
WM L$J..L WM 2,u. WM 3ALL WM 4.0 WM 5u. WM 6i.z.
WM 1iwz,	 100%	 0%	 0%	 0%	 0%	 0%
lIMZjuax,	 0%	 100%	 0%	 0%	 0%	 0%
IM3R.44VD	 0%	 0%	 100%	 0%	 0%	 0%
	
0%	 0%	 0%	 100%	 0%	 0%
WM5wa,	 0%	 0%	 0%	 0%	 100%	 0%
WM CJWVD	 0%	 0%	 0%	 0%	 0%	 100%
It was of course not possible to apply the chi-square test in this instance, since
this would imply division by zero. However, the results of ten iterations of thIs
rather informal test are shown in Table 7.3.
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Table 7.8: Effects of data perturbation on Ward cluster membership'
Iteration WM IJtAJVD WM L4ND WM3RAND WM4wn, WM5w WM6wai ALL
	
1	 89.5	 84.8	 87.3	 99.6	 80.4	 91.9 89.3
	
2	 90.0	 73.0	 88.9	 98.7	 66.4	 93.0 86.6
	
3	 58.4	 23.7	 97.4	 96.1	 90.0	 0.0 64.1
	
4	 99.1	 96.6	 94.9	 99.6	 62.7	 83.8 89.0
	
5	 59.5	 43.2	 76.1	 76.8	 72.8	 54.4 64.8
	
6	 18.9	 1.8	 95.8	 86.3	 71.4	 98.1	 58.7
	
7	 83.7	 92.7	 94.4	 93.6	 58.4	 84.0 82.1
	
8	 13.2	 0.0	 91.7	 83.1	 63.3	 85.8 52.4
	
9	 40.9	 0.0	 94.4	 100.0	 70.7	 97.2 67.4
	
10	 6.9	 0.0	 95.8	 80.6	 70.7	 89.6 57.9
	
MEAN	 56.0	 41.6	 91.7	 91.4	 70.7	 77.8 71.2
'Percentages.
These data suggest that the 6-cluster solution provided by Ward's method is
rather unstable, although clusters 3 and 4 are relatively unaffected by data
perturbation. However, at this point, it well worth bearing in mind the view
expressed by Dubee & Jain ... one should not expect a single statistic to serve
as a panacea for all problems in duster validity ... too many factors are involved
to expect a single statistic to cover the validity of clusters even for a single class
of problemsN (Dubee & Jam, 1979:253). Another, possibly more productive
approach to the problem of establishing duster validity, the one adopted in the
remaining sections, is to use highly informal indices of authenticity based upon
qualitative interpretation and the application of standard statistical
procedures46.
7.3.3 Discriminant analysis
Cluster analysis and discriminant analysis are closely related techniques. Both
classify objects into categories, although in the case of discriminant analysis it is
essential to know group membership in advance so that the classification rules
can be derived. In this phase of the study, the six dusters created by Ward's
method were subjected to a discriminant analysis46, utilising the same variables
that were used to create the clusters (Figure 7.2, p.128). The discriminant
45 However, some authors (e.g. Turner, 1969; and Gnanadesikan and others, 1977) argue
that the use of these standard statistical procedures are at best dubious, at worst
comprehensively inadequate, even when the usual assumptions of multivariate analysis
such as equality of scatter and Gaussian distributions in all dusters have been made.
4'The vanables were entered stepwise using Wilk's Lambda method (Noruis, 1994) and
thresholds of F for entry and removal of 3.84 and 2.71 respectively.
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analysis correctly predicted the assignment of individual articles to one of the six
Ward clusters in 86.9 per cent of cases.
One of the most useful outputs of discriininant analysis in SPSS is the structure
matrix (Table 7.4). This shows the pooled within groups correlations between
the original variables and a smaller number of discriminnnt factors (DV1.6) which
are labelled impressionistically for ease of interpretation. Values greater than
0.35 are indicated in bold type.
Table 7.4: Discriminant analysis: structure matrix
1	 2	 3	 4	 5
DVi: Scbolarlines.
Windsor coefficient	 .925b	 .143	 -.255	 -.029	 -.114
Price Index"	 .306b	 .093	 -.106	 .002	 -.090
DV Nationality
Author country	 -.118	 •439b	 .141	 -.298	 .264
Author region
	 -.107	 .398b	 .134	 -.257	 .279
Language	 .003	 .385b	 .092	 -.331	 .088
Broad subject"	 .008	 ..068b	 .022	 -.028	 -.004
Narrow subject"	 .003	 ..062b	 .018	 -.027	 .007
DVs: Journal category
US joi.irnal	 .265	 -.355	 .639b	 -.149	 .350
Journal categoly	 .218	 -.312	 •557b	 -.149	 .471
Rank order journal	 .107	 -.106	 •$99b	 -.094	 .221
Bradford journal zone"	 .096	 -.041	 .382b	 -.095	 .166
Research paperS"
	
-.063	 -.067	 .230b	 .068	 .033
Mean ACR
	
.033	 -.025	 .115b	 .072	 043
DV.: Productivity
Rank order author	 .014	 .324	 .425	 .722b
	.307
Bradford author zone" 	 .005	 .343	 .379	 .62"	 .289
Number of authors
	
.039	 .066	 -.042	 .166"	 J4()
DV.: Age
Time period	 -.010	 -.028	 -.511	 -.046	 .776"
Year of publication" 	 -.066	 .013	 -.427	 -.043	 .550"
Journal title origin	 -.032	 .129	 -.0 15	 -.023	 .268"
Academic I practitioner"	 -.055	 .033	 .049	 .040	 -.209"
Info policy scale"	 -.035	 -.038	 .008	 .110	 -.120"
Institutional affiliation"	 -.045	 -.063	 .023	 .048	 ..108b
'Fhia variable was not used in the analysis.
'Largest correlation between each variable and any discriminant function.
The value of the structure matrix is that it enables an interpretation of the
factors which account for most of the variance in the data to be made. In this
case, five diacriminant factors (DV) are indicated which, together account for 100
per cent of the variance. The five factors are summarised on the next page as
Table 7.5.
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Table 7.5: Discriminant analysis: Eigenvalues
	
Function	 Discriminant	 Eigenvalue Percent of	 Cumulative	 Canonical
	
factor	 variance	 percent	 correlation
	
1	 Scholarlinesa	 3.160	 33.3	 33.3	 .872
	
2	 Nationality	 2.314	 24.4	 57.6	 .836
	
3	 Journal category	 2.097	 22.1	 79.7	 .823
	
4	 Productivity	 1.092	 11.5	 91.2	 .722
	
5	 Age	 .839	 8.8	 100.0	 .675
It 18 interesting to note that not all the variables played a role in constructing
the final discriminant analysis: information policy topics, institutional
affiliation and functional role (academic, practitioner) were not retained. The
most important factors in predicting cluster membership were scholarliness,
nationality and journal category. These factors account for nearly 80 per cent of
the cumulative variance.
7.4 Cluster interpretation
The results of the discriininant analysis suggest that Ward's method may indeed
be uncovering real structure in the test collection: it is possible to predict Ward
cluster membership 17 times out of 20 based just on a knowledge of the five
discriminant factors mentioned above.
A convincing interpretation, however, requires that the six Ward dusters are
reasonably compact and mutually isolated. Table 7.6 overleaf assists the final
interpretation by cross-tabulating the most highly correlated variable associated
with each of the five discriminant factors by duster membership. It should be
read together with Table8 7.7 (which summarises the modal or mean values for
each variable) and 7.8 (which shows, for each duster, the six 'most typical'
articles for each duster as determined by those dosest to the duster centroids).
A final summary interpretation of the Ward dusters is presented as Figure 7.3
and is discussed more fully in Chapter 10. The results of the Ward clustering
method yielded groups for which it was surprisingly easy to construct a coherent
and persuasive interpretation; clusters 2, 5 and 6 are particularly sharply-
defined. The clusters seem intuitively to be more internally consistent than is
the test collection as a whole. On the evidence of this duster analysis, it would
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appear that the bibliography is structured and that it is therefore appropriate to
regard it as a hybrid entity comprising a number of jomt bibliographies.
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Table 7.7: Ward clusters: independent variables (modal or mean values)
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Table 7.8: Ward clusters: most typical documents
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Figure 7.3: Summary Interpretation of clusters62
Cluster 1: information infrastructure analysts'
Narrow subject: Information industry regulation (4.6)
Low productivity authors writing almost exclusively (95.8%) in the LIS journal
literature. Broad range of interests and backgrounds, with an emphasis on
information regulation and infrastructure. The youngest of the clusterv median
age 5.5 years and very few papers before 1985; also the most highly collaborative.
Highly immediate literature with a slight European bias.
Cluster!: international library community'
Narrow subject. Libraries, archives and public records (4.6)
Highly international cluster with scarce North American representation (100%
of foreign language articles are located here). Authors show a strong tendency to
be US academics or library professionals writing opinion papers on practical
library issues.
Cluster 3: Policy mandarins'
Narrow subjecL National and internal ional policies (4.6)
Mostly (90.4%) non.ocodemic authors, often working in the government sector
and writing opinion paper. on national and international policy for US journals
as sole authors. Mature literature with a slight European bias.
Cluster 4: Established LIS professionals'
Narrow subjecL IRM policy and practice (3.5)
Mostly highly productive authors writing research papers, usually on their own,
for core journals. Brood range of backgrounds but with a tendency to be
associated with North American academic US departments or professional
associations. Emphasis on information management issues in gouernment.
Cluster 5: information regulation academics'
Narrow subject. Copyright and IPRs (4.6)
A tight cluster of mainly US academics writing on freedom of information,
copyright and intellectual property issues. Strongly represented in departments
of law, politics or the social sciences. Rarely publish in US journals (5.1%).
Cluster 6: 'Liberal lawyers'
Narrow subject. Freedom of information (6.8)
A now extinct genre, no papers published since 1985. Legal practitioners and legal
academics writing almost exclusively on freedom of information, confidentiality and
pricy issues in the USA. Band-wagon effect?
The figures in brackets are Pearson residuals. These express the differences between
the observed and expected values (as in chi-square analysis) such that the differences
have a mean of 0 and a standard deviation of 1. The narrow subject headings indicated
are those with the highest residual value for each cluster.
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"And with you there shall be a man of every tribe;
every one head of the house of his fathers"53
8.1 Introduction
In the previous two Chapters, a series of experiments was carried out with a
view to identifring some of the key structural characteristics of the information
policy serials literature, more specifically how certain bibliometric entities
(authors, journal titles, research methodologies, institutional affiliations, etc.)
were distributed across the population of articles and through time.
Many other studies into the structure of scientific disciplines and specialties
have been based on the analysis of subject bibliographies. These bibliographies
are however inevitably subject to bias. Small (1977), for example, argues that
the difficulties inherent in making 'objective' relevance judgements are such that
it is next to impossible for other researchers to replicate this type of study. One
alternative to the subject-based approach is to employ citation linkages, at a
given threshold level, to automatically generate sets of related documents.
These document sets are more easily replicated and more objective than
manually-created subject bibliographies, and they are much cheaper to produce.
Document sets formed in this way are the raw material for cocitation studies, a
branch of bibliometrics which is concerned with the mapping of scientific,
scholarly and technical publications (White & McCain, 1989).
This Chapter presents the findings of an author cocitation study in the field of
information policy. While still lying firmly in the bibliometric tradition, the
approach in this Chapter differs fundamentally from what has gone before; some
of the key differences are summarised in Table 8.1 overleaf
53 Old Testament, Book of Numbers 1:iv (King James version).
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Table 8.1: Comparison of census and author cocitation studies
Census studies	 Cocitation studies
(Chapters 3 and 4)	 (Chapter 5)
Production of
bibliography manual	 automatic
Basis for prod uction subject-based	 based on citation linkages
Inclusion criteria relevance judgements 	 thresholds of'citedness'
Methodological approach
subjective'
Unit of analysis population of articles
Research aim to understand how certain
entities are distributed
across the whole population
objective'
authors' oeuvres
to uncover aspects of the
cognitive structure of the
field of study
The reasons for undertaking an author cocitation study at this point are two-
fold. Firstly, there was a need to address the problem raised by Small (1977) in
relation to the subjectivity which inevitably informs the compilation of subject
bibliographies. Author cocitation analysis (ACA) is less prone to this particular
criticism, raising instead other, unrelated methodological concerns. Secondly,
author cocitation analysis offers a powerful tool for understanding the social and
intellectual structure of the information policy research community in a way that
is not possible within the classical framework of simple bibliometrics.
The specific objectives of this Chapter are to:
• explore the community structure of the information policy domain
• identify relationships between different topics within information policy
• identify relationships between information policy and neighbouring
disciplines
8.2 Cocitation studies
Cocitation studies are founded on the belief that it is possible to gain new
insights into the structure of literatures by examining patterns of citation. Two
key assumptions behind cocitation studies are (a) that the literature is the
primary formal channel of communication among scientists and other scholars,
142
Chapter 8: Structural bibliometric analysis
and (b) that citation patterns offer useful, if imperfect, indicators of scholarly
activity and accomplishment. The primary use of cocitation techniques to date
has been as a tool for studying the social and cognitive substructure of various
disciplines and fields of study.
Published cocitation studies include investigations in both the natural and social
sciences:
• collagen research (Small, 1977)
• particle physics (Sullivan, White & Barboni, 1977)
• information science (White & Griffith, 1981, 1982)
• technology transfer (Cottrill, Rogers & Mills, 1989)
• sociology of marriage and the family (Bayer, Smart & McLaughlin, 1990)
• organisational behaviour (Culnan and others, 1990)
. macroeconomics (McCain, 1990)
research into decision support systems (Eom, 1996)
• artificial intelligence (van den Besselaar & Leydesdorif; 1996)
• scientific communication (KArki, 1996).
Most published studies date have been based on data from Science Citation
Index (SCI) or Social Science Citation Index (SSCI), often using data supplied to
order on magnetic tape or other carriers.
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Four distinct types of cocitation study may be found in the literature (see, for
example, Bellardo, 1980; White & Griffith, 1982; White & McCain, 1989; Osareh,
1996b):
document cocitation analysis (DCA)
• journal-by-journal citation analysis
• country-by country citation analysis
. author cocitation analysis (ACA)
Some brief remarks about each of these methodological approaches are provided
here as a context for the main subject of this Chapter, an author cocitation
analysis.
8.2.1 Document cocitation analysis (DCA)
Working independently in the USA and the USSR respectively, Small (1973) and
Marshakova (1973) simultaneously reported a new technique for exploring the
natural structure of scientific specialties. This technique, document cocitation
analysis (DCA), exploits the citation linkages between individual publications
(usually scientific papers) to develop indicators of subject similarity. The
principles of DCA are really quite simple and are clearly and concisely described
in an article by van Raan:
'When a scientific paper cites two earlier papers, these latter papers are
'cocited', the strength of such a cocitation relation is determined by the
number of citing papers having the above pair in their reference list. One
of these cocited papers can also form a cocitation pair with a third paper.
In this way, clusters of (co-)cited papers emerge, and a 'map' of the citation
field can be created' (Van Raan,1990:626 quoted in Osareh, 1996b).
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Of course, when compared in this way, most document pairs return a cocitation
count of zero, since no subsequent work cites them jointly. Other document
pairs will return a small count, perhaps one or two. This may or may not signal
relatedness; only when the number of cocitation counts rises above a given
threshold can subject or other forma of relatedness be reasonably inferred.
Having established a set of pairs of documents with relatively high cocitation
counts, it is then possible to visualise the relationships between them using
widely-available techniques for multivariate analysis such as hierarchical
clustering or multidimensional scaling. If cocitation counts are taken as
measures of similarity, it follows that computer-generated maps of document
cocitation will place pairs of frequently cocited documents closer together and
pairs with lower counts further apart. The clusters which emerge should enable
the researcher to define the boundaries of specialities and sub-specialities. If a
particular cluster comprises a distinct and coherent area of scholarship, one
would expect to find relatively few new papers joining that cluster as the
threshold for clu8ter membership is reduced—at least until a certain point at
which two or more clusters fuse, indicating the point at which, say, information
retrieval, bibliometrics, and studies of scientific communication become
incorporated into a wider intellectual movement: information science. Small
(1977) notes how cluster membership thresholds may be varied in order to find
the optimum solution for partitioning a set of documents. He notes however that
this fine tuning is expensive and that it is no substitute for expert judgement.
Garfield (1979) presents a very useful technical overview of document cocitation
methods, based on his extensive use of the technique at the Institute for
Scientific Information (ISI). Even for relatively small-scale studies, however, it
is clear that document cocitation analysis is very highly intensive of computer
and other resources and is not a methodology to be entered into lightly.
8.2.2 Journal-by-journal citation analysis
In 1989, IS! introduced a new field, CW or cited work, into its citation databases.
For the first time, this made it feasible to collect numbers of cocitations between
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journal titles rather than between individual papers as in the case of document
cocitation analysis. One application of journal-by-journal citation analysis has
been to determine the quality, usefulness and impact of journals (Osareh,
1996b). Rice and co-workers suggest that journal cocitations may be used to
identifr "forms of scientific social structure and the differential influence of
different sources and disciplines of prior research" (Rice and others, 1989:258).
This suggestion was taken up by Besselaar & Leydesdorif (1996) who analysed
the cocitation networks between journals in robotics, electrical engineering and
information science to explore the development of new paradigms in artificial
intelligence research.
8.2.3 Country-by-country citation analysis
Cocitation analyBia has also been used to inform 'big' science policy, for instance
by providing bibliometric indicators of the output (e.g. author productivity) and
the impact (e.g. citedness) of research carried out in different countries (Price,
1969; Spiegel-Rosing, 1972; Price & Gursey, 1975; Kovach, 1978; Irvine &
Martin, 1989; Lancaster, 1991). The limitations of these gross bibliometric
indicators are perhaps obvious. The time lag between submitting an article,
then having it published and it subsequently being cited may be quite
considerable, opening up the criticism that these are 'trailing' indicators of little
relevance to the immediate needs of policy-makers. Other criticisms of these
kinds of indicators focus on the need for a much finer level of resolution, so that
the more dynamic aspects of scientific and technical research can be mapped
(Irvine & Martin, 1989).
&2.4 Author cocitation analysis (ACA)
Author cocitation analysis (ACA) was pioneered by White (1981) and by White &
Griffit.h (1981, 1982) in a series of studies which mapped information science
authors. Author cocitation studies are based on the frequency with which pairs
of authors are subsequently cited by a third author. The assumption is that the
more frequently two authors are cited together, and the more similar their
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profile of cocitations with other authors in the set, then the closer the cognitive
and / or social relationship between them.
By examining the distribution of author cocitation data within the two- or three-
dimensional 'intellectual space' of a mapped display, various aspects of structure
can be described. Clusters of authors can be identified who share common
research specialisms, schools of thought, shared intellectual styles, or who are
bound together by temporal or geographic considerations. By using factor
analysis it is further possible to demonstrate the breadth or concentration of an
author's contribution and to identif' authors who are central or peripheral to a
field or speciality. Potentially, then, the technique is a powerful methodology for
mapping areas of scholarly activity.
McCain (1990) argues that the techniques and assumptions of author cocitation
analysis are closely related to document cocitation studies and the mapping
techniques associated with the work of Small, Griffith and co-workers. Author
cocitation analysis is best thought of as the analysis of highly cocited pairs of
oeuvres, rather than pairs of individual documents. Although ACA studies thus
operate at a higher level of abstraction than DCA studies, there are significant
practical benefits in choosing author cocitation as a research methodology. The
most notable advantage is the ease with which it is possible to obtain cocitation
counts online. These may be obtained simply by combining sets of cited authors
(using AND logic). Indeed, the ease with which this data may be collected is
such that it has led White & Griffith to argue that ACA represents "a technical
advance that permits the mapping to order of any small field or specialty an
investigator cares to names
 (White & Griffith, 1981:164).
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8.3 Mapping fields of scholarship
Implicit in terms such as 'areas' or 'fields of study' there is a spatial connotation.
Vannevar Bush recognised this when he coined the metaphor of the scientific
'frontier' (Bush, 1945). DeSolla Price (1966), a pioneer in the application of
bibliometric techniques for scientometric purposes, showed how the topography
of science could be represented in the form of two-dimensional maps, revealing
networks of scientific papers linked by citation. More recently, Small & Garfield
(1986) describe how the relationships between scientific disciplines can be
mapped at a micro-level in terms of the explicit citations linking documents and
authors, and at a macro-level in terms of common methodologies and concepts
linking communities of scholars. Their studies, like those of Tijssen and co-
workers, draw on a range of non-bibliometric sources of information:
The last decades have seen an increasing utilisation of graphical
representations of aspects of science. These 'maps' are mainly used to
depict the underlying relational structures of publications, or publishing
entities, within the science and technology system. To this end, the maps
generally draw on only one source of bibliornetric (i.e. literature-based
quantitative) data: mostly citations or keywords. These information items
will necessarily only describe one facet of the (intellectual and/or social)
structure of science. We argue that in order to obtain a more complete
description of the common underlying structure one requires the
incorporation of more sources of data (Tijssen and others, 1990:224).
In practice, similarities between authors or published articles cannot be fully
represented by citation relationships alone. Perhaps a more important
consideration is the degree of similarity in content. Intuitively, it seems
reasonable that by incorporating content-based indicators into a literature-based
mapping exercise, a more complete description of author-author or article-article
similarities should be possible.
Tijssen and others (1990:226) conclude that "...in addition to relational data such
as citations, one may want to include information of a more structural nature,
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such as expert opinions, or contents profiles of journals". Bellardo also notes
that the validity of cocit.ation analysis is imperfect, but that it is "strong when
used in conjunction with other measures and indicators" (Bellardo, 1980:231).
Among the techniques which have been used to explore the external validity of
author cocitation data are questionnaires, intellectual histories based on review
articles, and Bhort histories of particular events in the field. These approaches
attempt to get at the same information from a different perspective in order to
confirm the results. The proper conclusion seems to be that every method has its
weaknesses and biases, but at least these are different.
For these reasons, the interpretation of the experimental results presented later
in this Chapter draws heavily on expert opinion and external non-bibliometric
sources of information.
8.4 Research design and methodology
The research design for this study is shown schematically in Figure 8.1 overleaf
It determines the structure for the rest of this Chapter.
The research design closely replicates the methodology of White & Griffith (1981,
1982). As well as being the pioneering work in this area, the research reported
by White & Griffith in 1981 was felt to be particularly relevant to this study—it
covered 39 key authors from the field of information science. Some account has
also been taken of more recent authors, notably Bayer, Smart & McLaughlin
(1990); McCain (1990); and KArki (1996).
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Figure 8.1: Research design
SELECT INITIAL LIST OF AUTHORS FOR ANALYSIS
using inclusion criteria (8ee Figure 8.2, p.152)
RETRIEVE COCITATION FREQUENCIES
in Social SciSearch (e.g. hernon-p$.cw. AND mcclure-c$.cw.)
COMPILE MATRIX OF RAW COCITATION FREQUENCIES
and reject authors who fail to meet threshold criteria (see Figure 8.5, p.157)
TRANSFORM FREQUENCYDATA INTO A CORRELATION MATRIX
adjusting values in diagonal cells
MULTIVARIATE ANALYSIS
factor (principal components) analysis
hierarchical clustering analysis (Ward's method)
multidimensional scaling (ALSCAL)
LW'ERPRET AND VALIDATE FINDINGS
drawing widely on other (non-bibliometric) sources
of information, including postal questionnaire
postal validation questionnaire to authors
&4.1 Selection of the initial author set
The first stage in the research was to identifr a list of candidate authors whose
cited references could be retrieved from Social SciSearch. This represents
possibly the most critical and certainly the most contentious stage in setting up
an author cocitation study. It is essential to establish a diversified list of
authors so that the full richness of the scholarly landscape can be captured. If
the authors chosen do not reflect the full range of variability in subject
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specialisations, research perspectives and institutional affiliations then, of
course, these aspects of structure cannot be demonstrated.
Previous author cocitation studies have employed a variety of approaches in
generating an initial list of candidate authors. In each case, the guiding
philosophy has been to use as neutral and objective a Bet of inclusion criteria as
possible. In their 1981 study of information scientists, White & Griffith drew
their authors from a collection of seminal articles, Key Papers in Information
Science (Griffith, 1980). Other workers have identified prominent authors by
examining such primary and secondary sources as:
• monographs
• reviews of books and monographs
• review articles
• authors of encyclopaedia entries
. lists of academic prizewinners
. members of prestigious academic or professional bodies
lists of conference speakers
• editorial board members (or referees) of leading journals
. entries in Who's Who type publications
• holders of large research grants and contracts
Often, several documentary sources are used in combination. Other, more
experimental, approaches have been adopted. Cottrill, Rogers & Mills (1989), for
example, used a snowball citation search method to identifr highly cited oeuvres
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in the technology transfer research literature, while Bayer, Smart & McLaughlin
(1990) used a questionnaire survey method to establish a list of highly
influential scholars.
The use of secondary data sources to identi& candidates has the advantage that
it is reasonably neutral and objective. Personal judgement is still an important
feature of many author cocitation studies, however, both in the selection of
appropriate secondary sources and in any subsequent decisions to add to or
delete names from the list. Thus, White & Griffith's 1981 study of information
scientists used not only the 22 authors drawn from the Key Papers volume, but a
further 17 whom they judged to be 'major contributors to the field', including
such early pioneers as Shannon, Zipf and Luhn. Unfortunately, no
predetermined list of major contributors in information policy could be identified
for the purposes of thia study. Instead, the candidate authors for this study were
derived from the experimental test collection using the criteria set out below in
Figure 8.2.
Figure 8.2: Initial author selection criteria
All authors must be represented in the document test collection
AND EITHER
Be located in Bradford Zone 1 of author productivity
OR
Satisfy at least two of the following criteria:
- have published and / or been cited over a ten-year period
- have attracted at least 40 citations in Social SciSearch
- be judged to have made a significant contribution to the field
In all 34 initial authors were recovered in this way: each of the 22 authors who
appeared in Bradford zone 1 of author productivity in the document test
collection, plus a further 12 selected on the basis of personal judgement and
knowledge of the information policy literature (see Figure 8.3 overleaO. Any sins
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of commission and omission, clearly a potential issue in studies of this nature,
therefore lie entirely with the author of this thesis.
Figure 8.3: Initial list of candidate authors
Anthony, L.J.
Bearnuzn, T. C.
Bortniclt, J.
Braman, S.
Burger, R H.
Case, D.O.
Chartran4 R.L.
Cronin, B.
Durrance, J. C.•
Eisenbeis, K
Feinberg, L.E.
Flaherty, D.H.
Giliham, V.
Griffith, J.C.
Hernon, P.
Hill, M.W.
Irwin, M.R.
Katz, J.E.
Kirtley, J.E.
Love, J.P..
Mansell, R.E.*
Martyn, J.
McClure, C.R.
Moore, N.
More head, J.
Morton, B.
O'Reilly, J.T.
Oppenheinz, C.
Regari, P.M. *
Relyea, H.C.
Rosenberg, V
Sauvant, KP. *
Shill, H.B.*.
Sprehe, J.T.*
Author in Bradford zone 1 of author productivity
8.4.2 Online data collection
Cocitation frequencies for each pair of authors in the initial list were collected by
searching Social SciSearch on DataStar. Each of the 34 authors' names was
searched in turn to create postings reflecting all the publications citing that
author over the period 1972 - January 1997, regardless of format (articles,
conference papers, monographs, book reviews).
So, in the case of Peter Hernon, for example, the search statement was:
HERNON-P$. CW
The number of works cociting Hernon and a second author, Charles McClure,
was then simply obtained from the intersection of the individual author sets:
HERNON-P$.CW. AND MCCLURE-C$.CW.
The total number of cocitation frequencies retrieved in this way was n(n-1)12,
where n is the number of authors. In this case the total number of unique
author pairs was 34(33)/2 = 561.
Examples of some recent information policy works jointly citing Hernon and
McClure may be inspected in Figure 8.4. Note that in line with previous ACA
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studies, self-citations are included. This is arguably a less objectionable practice
in cocitation as opposed to citation studies; the principle being that if an author
consistently cites him- or herself with another author, a positive cognitive or
social relationship may be inferred.
Figure 8.4: Examples of works cociting Hernon and McClure
Bergeron, P (1996)
Information resources management.,
Annual Review of Informo.t ion Science & Technology 31263-300.
McClure, CR (1996)
Libranes and Federal information policy
joisrnnj of Acadenuc Librarianship 22(3) 214-218.
Kajberg, L & Kristiansson, M (1996)
An overview of the field of information policy
International Forum on Information & Documento.tion 21(1) 5-9.
Braman, S (1995)
Policy for the Net and the Internet
Annual Review of Informoison Science & Technology 305-75.
Rawan, AR & Cox, J (1995)
Government publications: integration and training
Journal of Government Information 22(3) 253-266.
Moen, WE (1994)
Information technology standards and Federal information policy
Government Information Quarterly 11(4) 357-371.
Smith, TD (1994)
Measunng the effect of US 0MB Circular A-130
Journal of Government Information 21(5) 391-402.
The limitations of citation 8earching on ISI databases are well known and are
discussed in more detail in the concluding sections of this Chapter. Two
important limitations need to be discussed immediately, however. The first is
that it i8 only possible to collect citation and cocitation information for sole or
first-named authors. Hence, scholars who collaborate with others but who do
not obtain first authorship are not represented. Garfield (1979) argues, however,
that since co-author order is based on the relative importance of an individual's
contribution, this is a relatively minor problem.
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The second issue arises from the fact that ISI indexes author surnames and
initials only. Consequently, for common surnames such as Hill or Griffith there
is a possibility that the online cocitation retrieval procedures described above
will pick up name homographa. In the search example above, it will be noted
that a truncation symbol was used to generalise the request. Thus the search
request MCCLURE-C$.CW. will retrieve any materials that cite work by C.
McClure, whether or not the citing authors used his second initial CR'). There is
a danger of course that papers citing the 'wrong' C. McClure will also be
retrieved. This issue appears to be less important in practice than one might
imagine: White & Griffith estimated an error rate due to name homographs of
less than two per cent during their 1981 study and a preliminary examination of
a sample of cocitations from the present study suggested a similar error rate,
although with one significant exception—the documents cociting M$Hill and
J$Griffith were found to relate entirely to articles on the criminal justice system
rather than information policy! These were naturally removed from the
analysis.
8.4.3 Compilation of the raw data matrix
When the raw cocitation frequencies were inspected, and as might have been
expected, not all pairs of authors were found to have substantial cocitation
counts—indeed in some cases the counts were very small. This raises an
important issue concerning the potential instability of author cocitation data.
Low cocitation counts may or may not be indicative of a cognitive or other
relation between two cited authors. Only in the case of relatively high cocitation
counts may one suspect and then further investigate a possible direct
relationship. In a highly coherent disciplinary area, and given an appropriate
selection of authors, one would expect to find a reasonably large proportion of
high cocitation counts and relatively few occasions where author pairs scored
mostly zeros (and could not therefore be reasonably said to be fully integrated
into the set as a whole). Previous researchers have used a variety of ad hoc
threshold criteria to screen an initial author list, based on three measures:
citation frequencies, connectedness and mean cocitation rate.
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Cocitation frequencies
In their 1982 paper, White & Griffith rejected any author who had fewer than 45
cocitations in total (this arbitrary threshold was based on the observed
distribution of cocitation frequencies in their dataset). Another researcher,
Penan, restricted his final author set to the upper quintile receiving the highest
number of citations and cocitations in the initial retrieval trials (Penan, 1989
cited in McCain, 1990).
Connected ness
In this thesis, the term connectedness' refers to the proportion of non-zero
cocitation counts for each author pair. Given an initial sample of 34 authors,
each author has an opportunity to be cocited with any or all of the remaining 33.
Hence, an author with 33 non-zero cocitation counts would be said to show 100
per cent connectednesa.
The concept of connectedness is a useful tool for screening out candidates who
integrate loosely, sometimes barely at all, with the remaining body of authors.
White & Griffith used a connectedness threshold value of 33 per cent in their
1982 study.
Mean cociat ion rate
A further screening procedure used in some author cocitation studies is the
mean cocitation rate—the arithmetic mean of all the cocitation frequencies in the
matrix. As a rule of thumb, White & Griffith (1982) recommend a minimum
mean cocitation rate of nine (for ten years of Social SciSearch data). MCCaiII
(1990), however, reports experimenting with mean cocitation rates as low as four
(across five years of Social SciSearch data) and found the results to be
satisfactory in terms of stability, face validity and interpretability.
On the basis of these considerations, a series of threshold criteria was developed
for the present study (see Figure 8.5):
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Figure 8.5: ACA threshold criteria used in the present study
Each author mu8t have a total of at least 40 cocitation counts
Each author must be cocited with at least 1/3 of the other authors
The mean cocitation rate for the whole set must be >4
After a number of iterations, the initial list of 34 authors was reduced to a final
set of 21 authors which was fully compliant with the above criteria. This is a
rather small residual set, at least by comparison with other published studies, a
point which will be discussed later in this Chapter.
The final list of authors is shown in Table 8.2. Most of the authors exhibit a high
degree of connectednesa, although it is noted that the mean cocitation rate (5.0)
is low, at least in comparison with published studies from other literatures.
Table 8.2: Authors included in the final study
Author	 Number of	 % Connectedness
cocitatlona with other authors
Hernon	 401	 100
Martyn	 121	 100
Bearman	 69	 95
Cronin	 187	 90
Chartrand	 84	 90
Bortnick	 54	 90
Burger	 48	 90
McClure	 326	 85
Morehead	 118	 80
Relyea	 75	 80
Case	 56	 80
Morton	 115	 75
Moore	 86	 75
Rosenberg	 56	 75
Hill	 50	 75
Katz	 41	 75
Oppenheim	 66	 70
Anthony	 49	 . 70
Flaherty	 43	 55
Sprehe	 88	 50
Durrance	 69	 50
In the final stage of the initial data preparation, the cocitation counts for each
pair of authors were arranged in the form of a symmetrical matrix with
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identically ordered authors' names on the rows and columns. This is illustrated
in Table 8.3 below for the sake of clarity.
Table 8.3: Author cocitation frequencies matrix
3
8 4
2 7 6
1 1 12 6
2 3 4 15 7
1 2 5 3 37 8
0 2 0 0 5 19
2 0 1 2 0 0
8 6 10 14 12 21
1 2 0 3 3 0
2 2 1 0 1 1
4 4 8 10 20 12
1 2 3 2 29 2
1 1 1 2 24 3
3 2 1 2 5 2
3 2 2 4 3 0
0 3 3 2 17 1
5 2 1 1 2 0
2 1 1 3 3 0
6 0 0
1
1	 10 2
2	 2 12
8	 24
4	 13
5	 01
6	 42
7	 4 11
8	 01
9	 00
10	 34
11	 01
12	 11
13	 22
14	 10 9
16	 04
16	 02
17	 11
18	 11
19	 23
20	 54
21
9
10 10
3 85
19
13 2
3 110
03
15
3 29
O 31
02
0 15
26
2 23
15
20 16
1 28 17
0 9 29 18
101 16 19
043 0 15
002 1 4
055 0 7
20
9 21
0 22
Key to authors
1 Anthony	 8 Durrance	 16 Moore
2 Bearman	 9 Flaherty	 16 Morehead
8 Bortnick	 10 Hernon	 17 Morton
4 Burger	 11 Hill	 18 Oppenheim
6 Case	 12 Katz	 19 Relyea
6 Chartrand	 13 McClure	 20 Rnberg
7 Cronin	 14 Martyn	 21 Sprehe
Following the example of White & Griffith (1981, 1982) and many other workers,
this raw data matrix was subsequently transformed into a similarity matrix of
Pearson product-moment correlation coefficients. The rationale for this step is
explained in the next section. However, in order to be able to accomplish this
step successfully in SPSS, an immediate problem which needed to be tackled
was which values should be placed in the empty diagonal axis of the matrix?
These cells represent the intersection of a particular author with him- or herself
(e.g. Oppenheim-Oppenheim) and it is not clear at all what values, if any, should
be placed here.
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White & Griffith (1981) report some difficulty in resolving this issue. In one
trial, they filled the diagonal cells with the total number of cocitations for each
author, but found that the values were often disproportionately large, sometimes
an order of magnitude greater than any cocitation count in the off-diagonal cells.
After some deliberation, White & Griffith arrived at a formula which
approximates, for each author, the value of what, hypothetically, would be the
next highest score in the distribution. This was determined by adding together
the three highest cocitation counts for each author and dividing by two.
In an alternative approach, McCain claimed that there was "little difference, in
mapping, clustering, and factor analysis between scaling the diagonal values (a
la White & Griffith) and treating them as missing data" (McCain, 1990:435).
Bayer, Smart & McLaughlin (1990) tackled the problem by transforming their
raw cocitat.ion frequencies into a rank order dissimilsarity matrix, where each
diagonal cell was given a rank of one, indicating that each scholar was 'most
like' or closest to him- or herselL
Given the dimculty of finding a non-arbitrary value for the diagonal cells, the
present study simply adopts the White & Griffith convention (these scaled values
are indicated in bold italics in Table 8.3).
8.4.4 Generation of correlation profiles
As already noted, the final data preparation stage involved transforming the raw
cocitation frequencies into a matrix of Pearson product-moment correlation
coefficients, r. This transformation offers two major advantages. Firstly, it
provides a means of normalising the data. Inspection of Table 8.3 reveals that
the cocitation frequencies range over two orders of magnitude (minimum = 0,
maximum = 110). While the data in Table 8.3 offer a very direct way of
measuring the absolute degree to which two authors are cocited, a practical
difficulty emerges when projecting very large and very small frequencies onto a
two-dimensional space using ALSCAL procedures (see Section 8.5.3, p.168).
When represented in this way, extreme values tend to force a bunching effect on
the resulting maps which may make them almost impossible to read and
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interpret (see Kerlinger, 1973). The approach taken in this study has been to
use both the transformed and the original raw data matrices for the purposes of
guiding the final interpretation.
The second major advantage of creating a matrix of Pearson correlation
coefficients is that it provides richer information than cocitation frequencies.
For any given pair of authors, the Pearson coefficient functions as a measure not
just of how often that particular pair are cocited (i.e. the cocitation count) but
how 8imilar their cocitation profiles are, taken across the whole author set. This
may be best illustrated by example. Table 8.4 shows the cocitation counts for
two author pairs: Hernon-McClure and Hernon-Martyn. It has been abbreviated
for ease of assimilation.
Table 8.4: Partial cocitation counts for two author pairs
	
Hernon McClure	 Hernon Martyn
Anthony	 3	 2	 Anthony	 3	 10
Bearman	 4	 2	 Bearman	 4	 9
Bortnick	 8	 4	 Bortnick	 8	 1
Burger	 6	 4	 Burger	 6	 2
Case	 10	 8	 Case	 10	 3
Chartrand	 14	 10	 Chartrand	 14	 2
Cronin	 12	 20	 Cronin	 12	 29
Durrance	 21	 12	 Durrance	 21	 2
Flaherty	 3	 3	 Flaherty	 3	 0
Hill	 9	 1	 Hill	 9	 3
Katz	 2	 1	 Katz	 2	 3
Rosenberg	 6	 5	 Rosenberg	 6	 7
Sprehe	 23	 14	 Sprehe	 23	 0
	
r-O.92	 r--O.21
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Hernon and McClure show a high positive correlation (r = 0.92) not primarily
because they are highly cocited with each other but because they tend to be
cocited frequently or infrequently by the same authors. In the case of Hernon-
Martyn, the reverse is true and they tend to be cited frequently or infrequently
by third authors. Hernon's 'cocitation profile' with Martyn is very different from
that with McClure and is in fact negative (r = -0.21). Within the conventions of
author cocitation analysis, these findings suggest that Peter Hernon is much
closer' to Charles McClure in terms of social and I or cognitive distance than he
is to John Martyn.
The Pearson correlation matrix is depicted in Table 8.5, again as a lower
diagonal half-matrix. For ease of interpretation,, decimals are omitted and only
values of r >= 0.4 that are associated with a high level of significance, p < 0.05,
are shown.
Table 8.5: Similarity matrix of Pearson correlation coefficients, r
1
1	 100 2
a	 • 100 8
a	 •	 100	 4
4	 •	 •	 100	 5
6	 •	 •	 •	 . 100	 6
6	 •	 .	 •	 56100	 7
7	 • 65	 -	 • 100	 8
8	 •	 .	 . 46 •	 •	 loo	 9
9	 100 10
10	 -	 47 44 56 63 - 68 • 100 11
11	
...100 12
13	 86 -	 100 13
13 6175. • - -84 
.....10014
14	
- - 54626469-77.92 - • -10016
16	
-54-	 -	 -	 84 ---- - 64.10016
16	
- . 52 .
	- 45-53-76-	 -	 .78-10017
17	
- .54-4657 . 47.77
	- . 80-	 -10018
18	 74 .... . 78 . 4	 -	 - ioo 19
19	
- .76 ...... 57- - -63-5654.10020
20	
............
100 21
21	
-	 .52 .	 . 67-	 --73 ..
	.75-6465-73-100
Key to authors
Anthony	 8 Durrance	 16 Moore
2 Bearman	 Flaherty	 16 Morehead
Bortmck	 10 Hernon	 17 Morton
4 Burger	 11 Hill	 18 Oppenheim
6 Case	 12 Katz	 19 Relyea
6 Chartrand	 13 McClure	 20 Rosenberg
7 Cronin	 14 Martyn	 21 Sprehe
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The data in Table 8.5 may be regarded as measures of similarity between pairs
of authors in terms of the collective perceptions of those cociting them. This
matrix constituted the SPSS input ftle for the next stage of the study:
multivariate data analysis.
8.4.5 Postal questionnaire
In parallel with these experiments, a simple postal questionnaire was developed
(see Appendix F) and sent to each of the 21 authors featuring in the final study.
The questionnaire was designed to validate certain aspects of the author
cocitation study; the results are discussed in Section 8.7.
8.5 Multivariate analysis
Three multivariate tools were used to explore the data in the correlation matrix:
factor (principal components) analysis; cluster analysis; and multidimensional
scaling (MDS). These are complementary techniques, each offering different
insights into the structure of the data. In each case, the analyses were was
carried out using standard facilities provided in SPSS Version 6.1.
8.5.1 Factor (principal components) analysis
Factor analysis attempts to clarify and explain the interrelationships between
the observed variables in a data set by creating a much smaller set of derived
variables. These derived variables or factors can help to explain underlying
dimensions in the observed data. In author cocit.ation studies, factor analysis is
typically used to reveal the underlying 'hidden' subject matter as perceived by
the population of citing authors. In this study, the correlation matrix was factor
analysedM and rotated using the principal components analysis (PCA) routines
in SPSS.
A measure of the appropriateness of carrying out a factor analysis on a correlation
matrix is provided by the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy.
Kaiser (1974) characterises measures in the .90s as marvellous, in the .80s as meritorious,
in the .70s as middling, in the .60's as mediocre, in the .50's as miserable, and below 0.5
as unacceptable. The KMO value obtained in this case was 0.77, suggesting that there is
some justification for proceeding with a factor analysis.
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One very useful feature of SPSS is that it automatically generates a graphic, a
factor scree plot, which enables the researcher to arrive quickly at the most
parsimonious solution in terms of the number of factors which need to be
considered. The plot is said to resemble a steep cliff with a shallower sloping bed
of rubble, or scree, at its foot. Figure 8.6 displays the Eigenvalues (y axis)
associated with each of a maximum of 20 factors (x axis) arranged in decreasing
order. The plot moves sharply from 'cliff to 'scree' between the fourth and the
fifth factors. In fact, the four largest extracted factors account for 92.1 per cent
of the variance in the correlation matrix and so a four-factor solution was judged
to be the most parsimonious.
Figure 8.6: Factor scree plot
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163
Chapter 8: Structural bibliometric analysis
The appropriateness of a four-factor solution is given added weight by the fact
that the authors exhibit a high degree of communality under these conditions
(minimum value, 0.77), further indicating that no significant latent variables
have been missed.
The four 'hidden' factors revealed by principal components analysis are
presented Table 8.6 in order of the total variance accounted for, Factor 1 being
the highest. Within each column, the authors loading most heavily on each
factor are listed (above an arbitrary threshold of 0.35). The findings are taken
from the 'structure matrix' of the SPSS output.
Table 8.6: Oblique factor analysis: author factor loadings at 0.35 or higher
Factor 1:
	 Factor 2:	 Factor 3:
	
Factor 4:
"Government	 "Scientific &	 "Social	 "Information
Informoiion	 Technical	 Implications	 Infrastructure
Information"	 of ICTs"	 & Regulation"
McClure	 .97 Rosenberg	 .89 Katz	 .62 Oppenheim2	 .95
Hernon
Morton
Durrance
Morehead
Case
.96 Anthonya
.91 Bearmani
.89 Martyni
.89 Cronini
.88 Oppenheimi
.85 Flaherty
.68
.54
.45
.37
.53 Cronin	 .94
Moore	 .93
Martyn2	 .91
Bearman2	 .75
AflthOny2	 .43
Chartrand	 .88
Sprehe	 .85
Relyea	 .72
Burger	 .70
Bortnick	 .60
Note: Some authors load on more than one factor, indicated by subscripts.
Each factor has been given a label which provisionally summarises the subject
perceptions of the citing authors. These were inferred by examining the titles of
the relevant citing articles. Authors loading on Factor 1 are identified as
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specialists in government information resources, all of them American. These
authors have written extensively on the policy issues associated with the
management, control and dissemination of (mainly) Federal information
resourceB. Factor 2 picks out a group of authors with common interests in
scientific and technical information policy. The citing papers associated with
this factor appear to be considerably older than those associated with the other
three factors.
Factor 4 exhibits considerable overlap with Factor 2, with five authors common
to both groups. However, when the citing references are examined, it is clear
that the two factors relate to different topics: Factor 4 is associated with articles
that relate to the broad policy issues associated with the information
infrastructure and its regulation (including such topics as information markets,
public-private synergy, trade in information services, and information law). The
citing articles tend to be much more recent than those associated with Factor 2.
The links between these two factors show how important it is to ground an
interpretation firmly in the information content of the citing articles, not just
upon one's subjective (and possibly incomplete) impressions of the interests of
the oeuures concerned.
Factor 3 relates to two authors (David Flaherty and James Katz) who are media
and communications studies specialists with a critical interest in the social
implications of information technologies, especially privacy concerns. With the
exception of Tony Anthony and Victor Rosenberg, all the remaining US authors
loaded negatively on this factor.
One advantage of factor analysis over graphical multivariate display techniques
is that it is possible to show authors who load heavily on more than one factor—
this is clearly impossible when the same data is represented as a map or a
dendrogram. Authors loading heavily on more than one factor are indicated in
Table 8.6 using the convention of a subscript. It can be seen, for example, that
Toni Carbo Bearman loads both on Factor 2 (Scientific and Technical
Information policy) and on Factor 4 (Information Infrastructure and Regulation).
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Oblique factor analysis therefore can shed light not only on an author's perceived
contribution to a specific area but also on the breadth of their contribution.
Factor analysis also provides further clues about the structure and coherence of
a field or domain. For example, it is possible to show how dependent or
independent the factor groupings are relative to one another by constructing a
factor intercorrelation matrix (see Table 8.7):
Table 8.7: Factor intercorrelation matrix
Factor 1 Factor 2 Factor 3 Factor 4
Factor 1
	 1.00
Factor 2
	 0.04	 1.00
Factor 3
	 -0.43	 -0.04	 1.00
Factor 4
	 -0.41	 0.22	 -0.05	 1.00
McCain offers the rule of thumb that "in highly coherent fields, certain factors
may have intercorrelations of 0.3 or above, pointing to links between research
specialities or other constructs (McCain, 1990). The data in Table 8.7 suggest
that Factors 1 and 3 are uncorrelated (and therefore 'independent') and that
Factors 2 and 4 are only weakly co-dependent. On the basis of these indicators
alone, one might well conclude that information policy does not represent a
coherent field (or at least, if it does, that the subject relationships are not yet
paradigmatic).
&5.2 Hierarchical cluster analysis
Cluster analysis is a useful tool for examining the presence of natural structure
in the correlation matrix by grouping author profiles according to their
similarity. Many published author cocitation studies have employed a
hierarchical agglomerative C bottom up') approach to clustering, using single
linkage, complete linkage, average linkage, or, more usually, Ward's method.
One problem with hierarchical clustering is that there are no generally agreed
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stopping rules to alert the researcher to the 'best' set of clusters to report—i.e.
the number of clusters that most closely corresponds with the underlying natural
structure in the data (see, for example, Ling & Killough, 1976; Dubes & Jam,
1979, Bailey & Dubes, 1982; Aldenderfer & Blashfleld, 1983; Rowlands, 1983).
This is not necessarily a significant problem in author cocitation studies. Here,
the main goal is to inform a more general discussion of the relationships between
authors—the 'true' number of clusters in the matrix is perhaps of less interest.
Typically, ACA researchers choose a single cluster level for detailed analysis and
then refer 'down' to subclusters or 'up' to macroclusters where this is useful.
Figure 8.8 on the next page was prepared in this spirit, showing cluster group
membership at various thresholds. A dendrogram resulting from clustering55
the variables in the correlation matrix is also displayed as Figure 8.7.
The hierarchical cluster analysis presented here followed Ward's method, using a
simple Euclidean measure of distance.
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Figure 8.7: Dendrogram (Ward's method)
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Figure 8.8: Cluster membership (Ward's method)
Three Cluster Group. Four Cluster Group.	 Five Clutter Groups	 Sii Cluster Groups
Cluster I:	 Cluster 1:	 Cluster I:	 Cluster I:
Anthony. B.arman,	 Anthony, Rosenberg	 Anthony, Rosenberg	 Anthony, Rosenberg
Cronin, Martyn, Moore,
Oppenbeini, Rosenberg	 Cluster 2.'	 Cluster 2:	 Cluster 2:
Bearnian, Cronin,	 Bearman, Cronin, 	 Bearinan, Cronin,
Cluster 3:
	 Martyn, Oppenbeim,	 Martyn, Moore,	 Martyn, Moore,
Bortiuck, Burger, Case,	 Moore	 Oppenheun	 Oppenheim
Chartrand, Durrance,
Hernon, HilL McClure,	 Cluster .3:	 Cluster &	 Cluster 3:
Morebead, Morton,
	 Bortiuck, Burger, Case,	 Bortnick, Hernon, 	 Bortuick, Relyea
Relyea, Sprebe	 Chartrand, Durrance,	 McClure, Morehead,
Hernon, Hill, McClure, 	 Morton. Relyea, Sprehe	 Cluster 4:
Cluster 2:	 Morehead. Morton,	 Burger, Case, Chartrand,
Flaherty, Katz
	
ReLyea, Sprehe 	 Cluster 4:	 Durrance, Hill
Burger, Case, Cbartrand,
Cluster t
	 Durrance, Hill	 Cluster 5:
Fisherty, Katz
	
	 Flaherty, Katz
Cluster 5:
Flaherty, Katz
	
Cluster 5:
Hernon, McClure,
Morehead, Morton,
Sprehe
It is interesting to compare the results of a four-cluster solution with those of
the factor analysis reported earlier. A very close mapping is possible between
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membership of Cluster 3 and the authors who loaded most heavily on Factor 1
(Government Information). Similarly, there is a close affinity between Factor 3
(Social Implications of IT) and Cluster 4.
Factors 2 (Scientific and Technical Information Policy) and 4 (Information
Infrastructure and Regulation) seem to relate closely to Clusters 1 and 2,
although the cluster analysis partitions Anthony and Rosenberg (the two highest
loading authors on Scientific and Technical Information Policy) from the others
at an early stage.
The close affinity between the four-factor solution and the four-cluster solution is
encouraging. Cluster is however quite large, and it may be possible to derive a
final interpretation by splitting Cluster 3 into two or more subclusters (this is
explored in Section 8.6 where some external, non-bibliometric sources of
evidence are introduced). For the moment, though, it should be noted that the
finest level of resolution at which there are no singleton authors is six clusters.
&5.3 Multidimensional 8caling
Multidimensional scaling refers to a set of techniques which project complex
data onto a two- or three-dimensional space so that the relationships between
variables (in this case authors) can be visualised graphically.
As before, the data input was the Pearson correlations matrix. A two-
dimensional visual mapping was generated (see Figure 8.9 overleaf) using the
ALSCAL routines within SPSS Version 6.1.
The ALSCAL mapping was produced using a nonmetric approach, an ordinal level of
measurement and a Euclidean distance model for plotting points, following the example
of McCain (1990). 'Goodness of fit' statistics were excellent: the scatterplot of distances vs
disparities W88 strongly linear and the final two-dimensional model exhibited low stress
(Kruskal stress formula I = 0.23) and explained a high proportion of variance (R2 = 0.92).
169
Chapter 8: Structural bibliometric analysis
Figure 8.9: ALSCAL mapping of information policy authors
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The application of multidimen8ional scaling techniques in author cocitation
studies is very widespread; indeed it is difficult to imagine how such studies
could have been carried out before these techniques became available.
In developing an interpretation based on Figure 8.9, a number of points need
first to be considered. The underlying assumption is that pairs of authors with
similar cocitation profiles will tend to cluster together on the computer map.
Similarly, pairs of authors with low or negative cocitation profiles will tend to be
placed relatively far apart. Figure 8.9 shows, for instance, that Peter Hernon
and Charles McClure, who are heavily cocited (110 times) and who share very
similar correlation profiles (r = 0.92) are placed close to one another. On the
other hand, Peter Hernon and John Martyn (jointly cited only 3 times, r = -0.21)
are displayed at opposite extremes of the x axis.
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White & Griffith (1980) argue that plots generated from highly patterned
cocitation data may be used to draw a number of inferences about the
intellectual and social structure of a research specialty. These include the
identification of:
• coherent author groups, akin to 'schools'
• the centrality or peripherality of individual authors, both with re8pect to their
immediate author group and to the field as a whole
• locations of author groups with respect to each other
• the positions of authors and schools with respect to the map's axes
It should be noted that in multidimensional scaling procedures, the origin and
axes of the resulting plots are set automatically and in an apparently 'arbitrary'
fashion by the software. In many published interpretations, however, the author
located closest to the origin is taken to be the most 'central' or representative of
the field as a whole. Given the ambiguity associated with the plot axes, one of
the first objectives in any interpretation of author cocitation data is therefore to
make some sense of what meaning these axes convey.
8.6 Interpretation
The interpretation of the final ALSCAL mapping which follows draws on four sets
of inputs:
• the outputs of the multivariate analysis of the correlation matrix
• secondary, non-bibliometric, sources of information
• a subject analysis of the citing literature
• personal knowledge of the field of information policy studies
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It has been noted already that author cocitation studies do not assume, as is the
case in some other areas of citation analysis, that the networks of citations
between authors necessarily represent cognitive relationships. The assumption
is rather that highly patterned cocitation data may be representative of
intellectual and / or social structure in some unknown proportion. Citation
practices are well understood to be motivated by concerns other than simply
giving credit for related work. Weinstock (1971:19) lists some of the other
influences shaping citation practice:
• paying homage to pioneers
• providing background reading
• criticising or correcting one's own work or the work of others
• substantiating claims or disputing priority claims of others
• altering researchers to forthcoming work
• providing leads to poorly disseminated, poorly indexed or uncited materials
Much has been written on the nature of academic disciplines in the educational
literature, where the matter is of course of practical relevance in scoping and
designing curricula. Some of the views expressed in the educational literature
are highly polansed—between those who focus on epistemological
considerations, presenting disciplines as "each characterised by its own body of
concepts, methods and fundamental aims" (Toulmin, 1972:16) and those who see
disciplines unequivocally as organised social groupings (Whitley, 1976 & 1984).
King & Brownell (1966) offer a wide-ranging and more balanced account of the
nature of disciplines. They embrace several different aspects: a community of
scholars, a network of communications, a tradition, a particular set of values and
beliefs, a domain, a field of enquiry, and a conceptual structure. Perhaps the
sharply polarised views of Toulmin and Whitley are unhelpful—Shinn, after
studying academics working in mineral chemistry, solid-state physics, and
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computerised vector analysis concluded that "the internal structure of the
cognitive and social arrangements match" (Shinn, 1982: 222), a point echoed by
Becher, another educationalist:
"It would seem, then, that the attitudes, activities and cognitive styles of
groups of academics representing a particular discipline are closely bound
up with the characteristics and structures of the knowledge domains with
which such groups are professionally concerned. One could venture
further to suggest that in the concept of a discipline the two are so
inextricably linked and connected that it is unproductive to try to forge any
sharp division between them. Even so, if one is to examine the nature of
their interconnections, a distinction must be made - at least in theoretical
terms - between forms of knowledge and knowledge communities (Becher,
1989:20).
These insights from the educational literature seem very pertinent to arriving at
a robust interpretation of author cocitation data. Most authors of published ACA
studies have acknowledged the ambiguous nature of their data, although it must
be noted that the cognitive dimension has tended to receive almost exclusive
emphasis in forming their interpretations. Clearly, any attempt to validate an
interpretation based in whole or in part on forms of social organisation would
require a separate qualitative investigation, perhaps along the lines of the semi-
structured interview methodology developed by Becher (1989).
It is important in developing an interpretation to consider whether factors such
as nationality, institutional affiliation, or employment sector might offer some
clues as to the meaning of the patterns revealed by multivariate techniques.
With these thoughts in mind, biographical information was collected on each
author. The objective was to build up a thumbnail sketch of each individual, in
terms of their primary research interests, professional and institutional
affiliations, career patterns, and so on. A wide variety of information sources
were scanned, including
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entries in Who's Who type publications
• biographical information on book jackets, conference programmes, etc.
• personal World Wide Web pages
• possible authorship of entries in US or related encyclopaedias
• potted biographies associated with journal articles
• lists of academic prizewinners
Some basic biographical information is summarised in Table 8.8 overleaf Of the
21 authors in Table 8.8, nine are (or were) academics at schools of librarianship
or information science; one a legal academic; six policy specialists in government,
independent think tanks or the private sector; three academic or national
librarians; one private consultant; and the (former) director of a trade body. One
striking conclusion which may be drawn immediately from this Table is the
close correspondence between the groupings indicated by factor and cluster
analysis and author nationality. All the authors associated with Factors 1 and 3
are North American; and with the exception of Victor Rosenberg and Toni Carbo
Bearman (British-born and formerly employed at INSPEC before moving to the
States) all the authors associated with Factors 2 and 4 are British. It is
therefore possible to speculate that nationality is a key factor in determining
group membership, although it is unlikely that this represents anything other
than the surface of a rather deeper set of issues. Certainly, the mechanisms for
research funding and the reward systems for researchers are very different, but
then so is the fundamental nature of the information policy environment. It may
well be that the information policy issues and concerns at national or regional
level shape and dictate information policy research agendas57.
61 Analysis of the document test collection showed that 67.3 per cent of the articles were
primarily concerned with policy developments at national or regional level; only 24.9 per
cent with policy at the supranational level (the remaining 7.8 per cent were unassigned).
Very few studies of an international comparative nature were recorded.
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Given the difficulties in developing a social interpretation of this data, the
remaining discussion will centre on the identification of possible subject
specialties within information policy. As a tool to guide this interpretation,
recourse was made to the online sets created during the data collection phase.
In order to determine cocitation counts for all possible pairs of authors, 210 sets
were created in Social SciSearch. These sets were combined (using OR logic)
and the titles, abstracts and any indexing terms printed. Then, for each
individual author, the works citing him or her within this universe were
classified according to the faceted schema developed in Chapter 3. The objective
of this step was to determine the underlying subject perceptions of the citing
authors.
Figure 8.10: Subject analysis of the citing literature
General articles on information policy
Burger	 11. Theoretical aspects of ui[ormation policy
Chartrand	 11. Theoretical aspects of uzformation policy
Hi!!	 12. National and international information policies
Information Infrastructure policies
Moore	 20-Information infrastructure policies
Anthony	 21. Research & deuelopment (including STM information policies)
Rosenberg 21 . Research & development (including STM information policies)
Bearman	 22. Libraries, arciuves and public records
Information management in government
Herr*on	 30-Information management in government
McClure	 30-Information management in government
Sprehe	 32. IRM in government policies and practice
Case	 33. Government information, clearinghouses and dissemination
Durrunce	 33. Government information, clearinghouses and dissemination
More head	 33 . Government information, clearinghouses and dissemination
Morton	 33. Government information, clearinghouses and dissemination
Information access and control
F1oJerty	 42- Confidentiality and personal privacy
Katz	 42- Confidentiality and personal privacy
Bortnich	 43. Information control on grounds of national security
Relyea	 43. Information control on grounds of national security
Information industry policies
Cronin	 50-Information indust,y policies
Martyn	 50-Information indust7y policies
Oppenheirn	 53- Regulation of information industiy and markets
The results are summarised in Figure 8.10, which indicates the modal broad
subject category into which the citing documents fell. This is admittedly a crude
procedure, but the intention was simply to develop a Gestalt impression of the
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nature of the citing documents, not a detailed subject analysis. The results tend
to support a subject-based interpretation of the groupings revealed by the factor
analysis, clustering and multidimensional scaling procedures.
Figure 8.11: Subject specialties within the information policy domain
Specialty A: Information management in government
Hernon, McClure, Morehead, Morton, Sprehe
Federal information resource management; government publications; depository
libraries; legal deposit; charging and pricing of official inforrnation;printing
and dissemination.
Specialty B: Information protectionism
Bortnick, Relyea
Information policy and national security controls; official secrecy; Congressional
oversight; tranaborder data flows; international information issues.
Specialty C: Public access to information
Burger, Case, Cbartrand, Durrance
Access to government information; public information needs; evaluation of
Federal and State library and information services; social construction of
information technologies.
Specialty D National & international frameworks
Hill
National and international information policies and strategies; national libraries;
international collaborations and agreements; scientific and technical information.
Specialty E: Scientific & technical information policy
Anthony, Rosenberg
Scientific, technical and medical information policy; research & development;
technology transfer; online information resources in science, technology and
medicine.
Specialty F: Information infrastructure & regulation
Bearman, Cronin, Martyn, Moore, Oppenheim
Information industry and markets; political economy of in/brmation;
manpower and training; public private synergy; copyright and intellectual
property; information law & regulation.
Specialty C: Social implications of ICTs
Flaherty, Katz
In formation technology and privacy; data surveillance; freedom of information
and expression; media low and controls.
Most of the authors associated with Government Information in the factor
analysis appear under the main heading of Information Management in
Government. Similarly, the other three factors resolve fairly neatly into the
classification scheme. Taken together with the information about cluster group
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membership (Figure 8.8), this analysis suggested that some finer subdivision of
the Government Information factor might be possible.
After consideration of all the available sources of evidence, including the two-
dimensional ALSCAL plot, the authors were partitioned into seven subject
groupings or 'schools'. These are shown in Figure 8.11 together with a brief
scope note. The first three groupings: Information Management in Government;
Information Protectionism; and Public Access to Information can be regarded as
sub-sets of a macrocluster defined by the Government Information factor in the
principal components analysis. These groupings are projected onto the ALSCAL
plot in Figure 8.16 (p.185). This shows Michael Hill (National and International
Policy Frameworks) as the most central figure, and arranges the North
American government information specialists to the left and the predominantly
British information industry and infrastructure policy specialists to the right, in
close proximity to the more central scientific and technical information policy
authors. On this basis of this interpretation, the horizontal axis appears to
reveal a polarisation between the State (left) and the broader information
industries (right). The vertical axis is more difficult to interpret given how
sparsely populated the authors are below the origin in the final map. It is
notable that, unlike the other authors, David Flaherty and James Katz come
from outside the US tradition (Flaherty is a law professor, Katz a media and
communications policy specialist employed at Bell Communications). It may be
that the x axis marks a boundary with non-US research traditions, or possibly
that it distinguishes between conceptual or methodological approaches.
U In the early stages of the research, a map of all 34 candidate authors was
created and subsequently rejected since 13 of the authors failed to meet the
threshold criteria (see Figure 8.5). A notable feature of this early map was that
it tended to place non-US authors (as defined by institutional affiliation and
propensity to publish in non-LIS journals): Braman, Flaherty, Katz, Irwin and
Sauvant, below the horizontal axis and LIS authors above. This suggests that
the horizontal axis expresses (unidentified) factors which relate to existing
disciplinary perspectives.
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8.7 Validation
The work which has been presented so far suggests that authors in the field of
information policy may be resolved into a smaller number of clans on the basis of
the highly patterned nature of their cocitations. The maps which result from the
analyBis of communication artifacts are interesting, but what do they tell us
about the nature of the scholarly community of information policy? White &
McCain remind us that:
While each person in a cocitation analysis is technically a body of
writings rather than a person, it is evident, when viewing the maps and
clusters, that living authors grouped as intellectually related oeuvres are
often also socially related as persons. Part of the fascination of author
maps lies in seeing such relationships emerge from the automated
processing of citations: repeatedly, authors who are proximate on the map
have not only subject matter and method in common but also collaborative
ties. (Other possibilities are ties of language, period, nation, or ideology).
The maps are thus reminders of the interplay of social and intellectual
structure and speak to questions about it raised by sociologists, such as
Crane and Mullins. This part of cocited author analysis needs more
systematic development (White & McCain, 1989:148).
These thoughts prompted the idea that it might be possible to validate and even
to extend the interpretation of the author cocitation data by means of a simple
postal questionnaire to the authors involved. The purpose of the questionnaire
was two-fold: firstly to collect information about any existing social and
collaborative ties between authors and, secondly, to see whether the authors
agreed with how they had been allocated to the subject clusters shown in Figure
8.11. The final questionnaire and accompanying documentation are attached as
Appendix F.
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The survey generated considerable interest and a very high response:
Table 8.9: Postal questionnaire: response rate
Questionnaires sent	 21
Useable responses	 19
Returned, address incorrect 	 2
Valid response rate (%)	 100.0
The questionnaire asked four simple questions. Respondents were asked:
• whether they recognised the names of six other authors in the study and
whether they could (a) put a face to that name, and (b) whether they were
reasonably familiar with the writings of that author
• to tick a series of boxes which represent the existence of some form of
social or collaborative tie (such as maintaining regular correspondence or
working together on a research proposal) with each of the six authors
•	 to identifr which of the six authors they perceived to be their 'closest'
intellectual relations and which the 'most distant'
.	 to indicate whether they agreed with their allocation to a subject cluster
The questionnaire was personalised in each case in such a way that the six
authors included were different in each case. The six authors were selected on
the basis of their correlation profiles with the data subject—the three highest
Pearson coefficients and the three lowest (subject to the qualification that at
least one cocitation must be present in each case). The respondents were
presented with the authors in alphabetical order and were not shown the
ALSCAL map, nor any other indication of cocitation structure. Although only 19
questionnaires were available for analysis, each provided data for six author
pairs, a total of 114 pairs in all.
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8.7.3 Intellectual distance
In Question 3, respondents were asked whether they could say which three
authors were their closest or most distant 'intellectual relations'. This question
proved to be very difficult for many of the respondents—of the 114 author pairs
sampled, 55 'don't knows' were returned, chiefly in relation to the 'most distant'
category where, often, the names of the authors were unfamiliar. The results
still tend to support the credibility of the ALSCAL mapping.
Figure 8.15: Intellectual distance
&7.4 Subject clusters
In Question 4, the respondents were given the opportunity to assign themselves
to one of the subject specialties inferred by the present author from the ALSCAL
mapping
Table 8.10: Subject clusters
n
Agreed with cluster allocation as first choice	 11
Agreed with cluster allocation as second choice	 4
Chose an adjoining cluster instead	 2
Chose a non-adjoining cluster
	 2
Total	 19
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On reflection, this question was problematic for a number of reasons. While
roughly half of the respondents agreed with their cluster allocation as their first
choice, one respondent noted that that the specialty areas have considerable
overlap (especially D and E). This view was clearly shared by others who were
frustrated by the constrained choice available to capture what, in many cases,
was a broadly-based portfolio of interests. In several cases, authors allocated
themselves to the broadest and most fundamental category available (D -
National and International Information Policy Frameworks) but then chose
either the 'right' category or an adjoining cluster as their second choice.
The respondents' own views on where they feel they should be located need to be
treated with a great deal of caution, not least because there is no evidence that
the papers which cocited them are in any way representative of their total
published output or current research interests.
8.8 Conclusions
It is contested here that the empirically-derived groupings of authors presented
in Figure 8.16 on the next page offer unique insights into the intellectual and
social structure of the information policy domain. The groupings resulting from
the various multivariate analyses were shown to be highly consistent both with
one another and with an independent analysis of the subject content of the citing
articles. The results have face value and considerable intuitive appeal. This is
consistent with the basic premise of author cocitation studies that the results
draw upon the collective citation practices of a potentially very large population
of citing authors.
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Figure 8.16 Final ACA Interpretation
•1	 •I	 0	 1	 2	 3
Despite these remarks, this study is limited in a number of respects, some of
which are integral to the author cocitation methodology itselt The sins of
omission and commission which may impact on the selection of authors to study
have already been mentioned. McCain (1990) argues that if a final map is to be
truly representative it is important to identify authors whose work is not found
in the standard texts and reviews—these authors are likely to represent newly
prominent or non-traditional approaches to the subject matter ... social science
areas with strong political factions or schools of thought may be particularly
problematic (McCain, 1990:434). There is certainly a danger that in their
search for 'objective' criteria for selecting authors, cocitation researchers will
tend towards a rather conservative view of the field of studies being considered.
This is likely to be reinforced by practical considerations—the need to identify
authors who are highly cited and who have already established their
reputations. Another practical consideration in author cocitation work is the
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almost axiomatic choice of ISI databases as the data source: this means that
scope is circumscribed entirely by IS! editorial policy. As a result, "ACA can be
nothing but biased in favour of Anglo-American research" (Kärki, 1996).
One serious limitation of the present study is the relatively small number of
authors appearing in the final mapping—many published studies have typically
included 35 or more authors. This may account for the very sparsely populated
lower quadrants of the ALSCAL plot (alternatively, the authors selected may not
be truly representative of the field). There was a very clear trade-off in this case
between increasing the number of authors (thus generating maps at higher
levels of resolution) while maintaining a high degree of data integrity and
stability. The threshold criteria (based on the work of White & Griffith, 1982)
which were used to screen information policy authors for inclusion in the study
proved to be very stringent in the context of a literature with comparatively low
rates of cocitation. McCain (1990) suggests that studies based on mean
cocitation rates as low as four may stifl yield prima fade acceptable results,
however.
Another related problem stems from the extended time-frame of the present
study, covering the period 1972-January 1997 (although roughly 60 per cent of
the citing documents retrieved were published after 1988). Most cocitation
studies have a more restricted time-frame, typically four or five years—this
would however have been impracticable given the low rates of cocitation in the
information policy literature. Ideally, if higher rates of cocitation had been
encountered, the present study would have attempted to generate a longitudinal
series of maps showing how the relations between authors had changed over
time. The fact remains that the stability of the data in the present study over
time is unknown and therefore a cause for concern. The longer the career of a
given author, the more likely it is that his or her interests may have shifted.
The ambiguous meaning of cocitation data and the possible distortions
introduced by idiosyncratic or erratic citation practice have already been touched
upon. At the level of an individual citing author, this is a valid criticism;
however, author cocitation analysis operates at the level of a population of citing
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authors (181 in the case of the present study) and so the credibility of the
technique61
 must be judged at the level of citation practices across the field as a
whole.
In conclusion, 'Is information policy is a single coherent field of study'. The
evidence presented in this Chapter would suggest 'probably not'. The high
degree of independence of the factors identified in the principal components
analysis suggests that information policy scholarship is not (yet?) contributing to
a coherent body of knowledge, although some weak co-dependence was
demonstrated between two of the factors involved (Scientific and Technical
Information Policy and Information Infrastructure Policy). The apparently low
rates of cocitation observed in this study are low only in relation to published
author cocitation studies, raising the question of whether the networks of
cocitation in the information policy area really are attenuated or whether
previous workers have selectively focused on 'richer' sources of such data. On
the other hand, the high levels of observed connectedness between the authors,
mostly over 70 per cent and the incidence of highly positive and significant
correlation profiles suggests that the cocitation data is highly structured and the
resulting maps not merely an artifact of the (admittedly elaborate) data
preparation and analytical techniques used.
The evidence here strongly supports the notion that there are two major schools
of information policy scholarship, the contours of which are determined by
political and legislative factors: one, a US school, responding to the policy issues
flowing from a very highly developed government information infrastructure2,
the other a predominantly British school with a broader set of concerns in the
political economy of information.
"See, for example, Edge (1977) who argues that citation is a 'relatively trivial behaviour'
and that cocitation studies tend to accumulate and average and thus 'destroy' the rich
evidence provided by individual variations.
' Consider, for example, the American culture of openness and its highly developed
public information policy environment (the First Amendment; 'Government in the
Sunshine' and Freedom of Information legislation; Paperwork Reduction Act, and so on),
and the activities of the Office of Management & Budget (0MB) and the Office for
Technology Assessment (OTA) in the information sector. It would be difficult to draw
parallels with the UK in any of these areas.
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'7?ead not to contradict and confute, nor to believe and take
for granted, nor to find talk and discourse, but to weigh and
cons ider"'
9.1 Introduction
So far, the analysis of the document test collection has been based on elements
which were either already present in the records downloaded from the Social
Science Citation Index, or on elements which could be derived with little
intellectual effort. The content analysis reported here extends that earlier work
by investigating the distribution of various indicators of content. These
indicators are qualitative and judgmental. They codify such factors as the
information policy topics under investigation; the aims, scope and intentions of
published articles; the research strategies and methods employed; and the
nature of corporate authorship. The content analysis variables used here are
listed below as Figure 9.1:
Figure Li: Content analysis variables
ACAD
AIMS
FOCS
INS2
INTN
MTHD
ROI7
SBJC
SCAL
SCOP
S7Y3E
TYPE
Academic or practitioner
Main objectiue of article
Analytical focus
Narrow author status
Intent of article
Research method
Information policy research strategies
Subject analysis of article
Information policy scale
Scope of article
Stage in policy life-cycle
Research-based or opinion article
Content analysis shares many of the characteristics positively associated with
bibliometrics, in that it is (a) unobtrusive; (b) easily replicable; and (c) permits
Francis Bacon, Essayes. 50—Of Studies (1597).
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the analysis of large volumes of qualitative data. Somewhat surprisingly,
content analysis does not appear to have been widely used as a tool in
bibliometric studies6', despite its potential for illuminating important aspects of
communication (e.g. meaning) which tend to be neglected within the more
abstract framework of bibliometrics.
Content analysis is a broad term that has come mean different things to
different researchers. Sheppard & Bawden (1997) point out that content
analysis embraces a variety of techniques and approaches, emphasising
qualitative as well as quantitative analysis, and the inclusion of latent as well as
manifest content. Essentiaiiy, content analysis is a type of textual analysis, the
aim being to identify meaning buried in the text. Content analysis has been
defined a8:
'a research technique for the objective, systematic, and quantitative
description of the manifest content of communication(Berelson, 1952:18).
The approach adopted in this Btudy is purely quantitative: units of analysis
(individual article8) are enumerated in terms of their frequency of occurrence,
disaggregated according to their membership of the categories shown in Figure
9.1. The decision to use individual full text articles as the unit of analysis meant
that rough justice had to be applied in some cases since papers could only be
assigned to a single exclusive category. Given the nature of the categories
involved, many of which refer to rather abstract notions of underlying strategies
and motivations, subjective judgements were required to infer meaning that was
in many cases latent rather than explicit. Only papers which were judged to be
research-based were included in this part of the study.
' See, however, Cronin and others (1997) who incorporate content analysis in an
excellent study of the womens' studie8 literature.
Pierce offers some interesting thoughts on content analysis and bibliometrics and
argues that the two techniques may be much more closely related than has been
generally recognised (Pierce, 1990).
e The reader is directed to Krippendorff (1980) for a comprehensive text on content
analysis, dealing with both its theoretical and practical aspects.
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Because of the subjective nature of the way that articles were assigned to
categories, a number of safeguards were taken to try to ensure a reasonable level
of stability in recording the data. In all cases, the original full-text article was
consulted since it was often impossible to infer sufficient meaning from the
author abstract.s supplied by ISI. Data recording took place over a concentrated
two-week period in February 1997. Three months later, fifty articles were
selected at random and recoded for each of the 12 categories in the content
analyBis frame—but without consulting the coding decisions that had been made
earlier. When compared with the first attempt at coding, a high degree of
stability was obtained—the two coding exercises agreed on 574/600 (95.7 per
cent) of occasions. The most problematic assignments were to the categories
which represented the scope (SCOP) and intent (INTN) of the articles, which
were also those variables where it was least usual to find a manifest expression
in the text.
9.2 Information policy topics
This section considers how information policy topics are distributed across the
test collection as a whole and then explores the influence of author region,
journal category, and time span on this distribution. Figure 9.2 shows that the
bibliography items as a whole are fairly evenly spread across the broad headings
of the subject nomenclature:
Figure 9.2: Broad subject headings (ii = 771)
I	 I General articles
Information
infrasucture
Goernment
information
__________________________________1lnfoaccesaandntrol
regulation
0	 20	 40	 60	 80
frequency
67 'Author region' reflects the geographic location of the first named author, as indicated
by his/her corporate address.
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Figure 9.3: ANACOR: broad subject by author region
Other OECI
S
General
+
EUROPE Industry regulatlo p	 Access & control
•	 +	 +
NORTH AMERICA
Government Info
Infrastructure	 +
+
DEVELOPING COUNTRIES
S
Throughout this Chapter, use is made of correspondence analysis as a
complementary technique to formal non-parametric tests such as Chi-square and
Cramers' V. Correspondence analysis computes row and column scores from the
contingency table and then generates plots based on the joint scores. It then
represents the relationship between two nominal variables as a scatter diagram
(as in Figure 9.3). It is a particularly useful tool for visualising the nature of
bivariate relationships in cases where more than two categories are involved and
where there is supporting evidence that the two variables are not independent.
Nagpaul & Sharma, in a valuable technical paper, argue that correspondence
analysis allows the user to construct typologies which are "useful for further
discussion, research and pedagogy" (Nagpaul & Sharma, 1995:265). They offer
some useful keys for interpreting the resulting scatter diagrams:
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1. The centre of gravity located at the origin of the axes corresponds to the
average profiles of both sets of points (i.e. broad 8ubject and author region
in Figure 9.3). Elements closest to the centre show little differentiation
with respect to the second variable; thus it can be seen that the subject
profile of North American authors is much closer to the average than is
the profile of writers in the developing countries.
2. The smaller the distance between two categories of the same variable, the
closer their profile with respect to the second variable. The regional
profiles of 'General Articles' and 'Information Industry Regulation' are
thus seen to be more similar than, say, 'Information Industry Regulation'
and 'Government Information'.
3. The smaller the distance between two categories from different variables,
the more intense their interrelationship; conversely elements which are
far apart may be assumed to be more or less independent: as in the case,
say, of 'Information Industry Regulation' and 'Developing Countries'.
It is worth pointing out that such inferences should only be drawn where the
ANACOR mapping accounts for a high proportion of the total varianc&°.
The results above show that there is a significant relationship between broad
subject and author region, with European authors tending to write more general
articles and more papers on information infrastructure issues than might have
been expected, while North American writings appear to be more concerned with
issues concerning the exploitation and control of access to government
information. This finding parallels the results of the author cocitation analysis
(Chapter 8) which also concluded that the subject profiles of the North American
and European authors included in the study were highly differentiated. The
relatively low numbers of papers from authors in other OECD and developing
countries suggest that further attempts at interpretation would be unwise.
7° The two-dimensional mapping in Figure 9.3 accounts for 98.3% of the total variance on
two factorial axes, x (79.0%) andy (19.3%).
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Figure 9.4: ANACOR: broad aubject by journal category72
Government Info
+
LIS
	
General.	 Access & control
	
1nfrastucture	 +
+	 POLITICAL SCIENCES
S
Industry reguIati ;
MENA STI. )IES
S
SOCIAL SCIENCI 3
S
On the evidence of the8e findings, some interesting preliminsry conclusions
emerge about the collective decisions of information policy authors regarding
where they publish. US journal tides tend to carry more articles of a general
nature and more papers on government information and information
infrastructure issues than would be expected if journal category and broad
subject heading were independent variables. Papers on information access and
control tend to be written for law or political science journals, and articles on
information industry regulation for media studies titles. In terms of its distance
from the origin of the two axes, the US journal category exhibits less
differentiation in broad subject terms than any other journal category, except
possibly political science. Law titles and social science journals are the most
strongly differentiated categories by subject This finding needs to be
moderated, however, by the relatively high frequencies associated with the US
journal category; a factor which will tend to push US towards the centre of
gravity of the map.
This two-dimensional mapping accounts for 98.6% of the total variance on two factorial
axes, x (88.3%) andy (10.3%).
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Following the approach adopted by Peritz (1980), a distinction was made
between papers which exhibit "systematic method with the purpose of eliciting
new facts, concepts or ideas" (i.e. those that are research-based) and those where
no systematic method is evident (opinion papers). Figure 9.5 above shows that
the bibliography is more or less equally divided into the two kinds of paper75.
The most frequent research methods represented in the document test collection
(Figure 9.6) are reviews of the literature (28.3 per cent), conceptual research
strategies (19.7 per cent), case studies (14.1 per cent) and historical methods
(12.8 per cent):
Figure 9.6: Research method (,i = 290)
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In an earlier stage of this doctoral research, Rowlands identified and described
five broad methodological strands that were evident from a review of information
policy publications and suggested that 'issues and options' was the most common
research strategy (Rowlands, 1996).
This findmg is almost identical with Holowaty's analysis of 39 core library and
information science journals (published in 1995) which found that 54 per cent were
research articles and 46 per cent non-research (Holowaty, 1996).
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Figure 9.7: InformatIon policy research strategies (n = 284)
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Figure 9.7 confirms this intuition, at least in relation to the research papers
represented in the experimental bibliography.
Figure 9.8: ANACOR: research strategy by journal category71
POLITICAL SCIENCE
s.sues & 0 dons
LI
class4a on
Pic	 LAW
Reductionlsia
+
SOCIAL SCIE :ES
S
Scenarios
MEDIA STUDJI S
S
The pattern of distribution of Rowlands' research strategies by journal category
(Figure 9.8) opens up some interesting lines of speculation. Despite the values
for chi-squared obtained', it is not possible to accept or reject the null hypothesis
that the two variables are independent with full confidence, since more than half
76 This two-dimensional mapping accounts for 97.8% of the total variance on two factorial
axes, x (75.9%) andy (21.9%).
Chi-square = 51.2, d.f. = 16, p < 0.001; Cramer's V = 0.38, p < 0.001
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the cells (56 per cent) have an expected frequency of less than five. However, for
what it is worth, the correspondence analysis may suggest that research papers
in US journals are more likely to be grounded in classification, case studies and
'issues and options' than are the papers in other literatures. There is also,
perhaps, an indication that the legal information policy literature may be quite
strongly differentiated from the US journals in terms of the kinds of research
strategies employed.
9.4 Aims, scope and intent of research
This section explores the stated aims, scope and intention of the research-based
papers (only) in the document test collection, drawing on some of the conceptual
frameworks presented in Chapter 4. The objective is to characterise the
literature not by content, or research method, but by the analytical style and
perspectives adopted by the authors. A subsidiary objective is to provide
empirical evidence to substantiate or refute various ilRim 5 that are commonly
asserted in the literature—euch as the purportedly highly national focus of much
information policy research (Hill, 1995); the mis-alignment between research
and the practical needs of policy-makers (Trauth, 1986; Strachan & Rowlands,
1997); and the paucity of research which evaluates the outcomes of information
policy (Burger, 1993; Rowlands, 1997).
Defining the scope and extent of information policy is a widely acknowledged
problem. Kristiansson (1996), like many other writers, draws a fundamental
distinction between information policy issues according to the scale or level at
which these issues should most appropriately be handled ranging from the global
to the regional or sectoral:
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Figure 9.9: Information policy scale (n = 771)
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Figure 9.9 shows that the most frequent focus of articles in the test collection is
on issues and policies at the national leveL Relatively few papers engage with
issues or events at either extreme of the Spectrum: globally or sub-nationally.
This appears to be a structural feature of the information policy test collection—
no significant change in the distribution of articles by scale is evident over time,
by author region or broad subject heading.
FIgure 9.10: Main objective of article (n = 287)
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If much information policy research is oriented to national concerns and issues,
can it also be that it is aligned to the needs of politicians and other policy-
makers? A recent and much-debated theme in the general policy science
literature focuses on the interface between the 'two communities' of policy
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researchers and policy-makers. Quade (1976) has developed a five-point
typology which locates the role of the analyst in relation to the needs of policy-
makers: this forms the basis for the data presented in Figure 9.10 on the
previous page. In Quade's scheme, a spectrum of engagement with the real
world of policy-making is implied: 'Clarifying the problem' being the mode of
analysis which is closest to the world of academic research, 'Ranking policy
alternatives' closest to the immediate needs of policy-makers. The findings
presented above suggest that the perspective adopted in the majority of research
articles is one of seeking clarification and understanding rather than offering
specific policy proposals and recommendations. This is not to imply, of course,
that such work has no influence on policy-making, merely that any effect is
likely to be conceptual rather than instrumental.
Gordon, Lewis & Young (1977) offer an alternative framework for understanding
the underlying motivations of policy researchers. This draws a fundamental
distinction between policy studies and policy analysis. Policy studies are studies
of policy; they are motivated by curiosity rather than any explicit intention to
shape the course of events. Policy studies embrace such activities as
understanding the factors which determine policy, analyses of policy content,
and policy monitoring and evaluation activities. In contrast, policy analysis
actively seeks to influence the policy agenda; it is research for policy and is an
integral part of the lobbying and influencing process.
FIgure 9.11: Analytical focus (n = 286)
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The results presented in Figure 9.11 show that the articles in the document test
collection tends towards the policy studies approach (55.9 per cent) rather than
policy analysis (44.1 per cent). It is doubtful whether this finding could be
generalised to the information policy research community at large; by its very
nature, much policy analysis is proprietary, confidential and highly time-
sensitive. Publication may be to a very restricted audience and take the form of
informal materials rather than the serials literature.
One of the very few authors to tackle the nature and motivations behind
information policy research is Trauth (1986). Trauth developed a highly
generalised descnption of the information policy literature, locating studies in a
two-dimensional matrix according to their scope (vertical axis) and intent
(horizontal axis).
Figure 9.12: Scope and intent: change. .ince 1985 (n = 289)
integrative
particular
Trauth concluded in 1986 that most published information policy research was
located in the bottom right quadrant of her model (i.e. particular and
descriptive). She argued that there was a gap in the top left-hand quadrant; for
studies which were both highly integrative and focused on the immediate needs
of policy-makers. Test collection research papers are allocated to each of
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Trauth' quadrants in Figure 9.12; in each case, the first number indicates the
frequency of papers published in 1986 forward, while the number in brackets
shows those papers published before 1986. The findings offer empirical evidence
which tends to support Trauth's original claims; certainly the majority of studies
at this time were located bottom right and, in the period since 1985, there does
indeed appear to have been a substantial shift in favour of the top right-hand
quadrant as she had hoped.
Another important dimension of information policy research is its temporal
aspect; the stage of the policy cycle which is under investigation. The majority of
research papers in the test collection appear to focus on the earlier stages of
policy planning and design, rather than on the subsequent implementation or
evaluation of existing policies (Figure 9.13).
Figure 9.13: Stage in policy cycle (n = 277)
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Interest in policy design issues appears to be intensifying (I'able 9.5 overleaf),
possibly as a direct result of developments in the information infrastructure and
the recent emergence of explicit Information Society policies (Oppenheim, 1996;
Moore, 1997).
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Figure 9.16: ANACOR: corporate author status by broad Bubject8l.$2
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The subject proies of the university authors (dominated by US schools) and
library professionals are remarkably similar, both to one another and to the
average for all corporate authors. Authors in these two sectors tend to be
associated with general articles and papers on information infrastructure issues.
Papers by authors located in the information industry exhibit the most atypical
subject pro5le, with a propensity to write on information access and control
issues (standard residual, r = 2.4) and regulatory matters (r = 1.8).
Unsurprisingly, authors in government agencies tend to be associated with
papers on government information issues (r = 3.7) and pressure groups with
information access and control (r = 2.3).
81 Chl-8quare = 49.5, d.f. = 16, p < 0.01; Cramers V = 0.13, p < 0.01$2 This two-dimensional mapping accounts for 89.6% of the total variance on two factorial
axes, x (54.4%) andy (35.1%).
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"In research the horizon recedes as we advance'
10.1 Limitations of the study
The research findings arising from this study are inevitably provisional and
require careful qualification. The limitations, some more serious than others,
derive both from the nature of the test collection and the experimental design.
The most obvious limitation of the work presented here stems from the decision
to build the te8t collection from a single data source—the Social Science Citation
Index. This decision was justified earlier (p.74), largely on the grounds of
practicality and expediency. However, as already noted, one of the recurrent
criticisms of bibliometric studies based on ISI data is that they are influenced by
opaque editorial policies and decision-making processes internal to ISI. This
raises issues which have been widely rehearsed in the bibliometric literature:
there is certainly evidence, for example, that ISI citation indexes are biased in
favour of the Anglo-American research literature (see, for example, Kärki, 1997).
In a study which covers 8uch an extended time period as the current one (1972-
1996), doubts must also be raised about the stability (or, more likely, the
instability) of IS! editorial policy over time. This source of uncertainty, which
has not been investigated, raises serious concerns about the validity of any
conclusions based on longitudinal analysis of the test collection.
Another factor which may have distorted the test collection is the responsibility
of the author rather than IS! editorial staft This concerns the effectiveness of
the search strategies and relevance judgements used to identify and screen
articles for inclusion in the experimental bibliography. The literature review
identified concerns in the information policy research community regarding the
field's poorly developed epistemological foundations and its sometimes confusing
terminology (see Browne, 1997a, for an exposition of the problem). This,
Mark Pattison, Isaac Casaubon (1875), Chapter 10.
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together with the highly pervasive nature of information policies (Braman,
1990), means that the 8UbjeCt nomenclature from which search terms were
extracted may be an idiosyncratic invention of the author. It is hoped that the
test collection is at least broadly representative of the field of information policy,
but this issue is unresolved and hardly trivial. The very limited bibliometric
evidence available (see research finding 1 below), suggests that the test
collection may be reasonably comprehensive, but this, even if it were to be
confirmed, scarcely addresse8 the problem noted above. Coleman (1993) argues
that from a document retrieval point of view, bibliometric studies of what he
calls 'word specialties' are acutely problematic, especially in terms of the levels
of recall that can reasonably be expected. These issues are compounded by ISI's
understandable reluctance to provide a common indexing platform or thesaurus
tools—SSCI records only contain index terms and descriptors where these are
provided by the author. No system of broad subject headings is applied, with the
exception of proprietary journal categories—however, the unit of analysis here is
the whole journal, not the individual articles which comprise them, a common
source of confusion in bibliometric studies. The limitations of the author
cocit.ation study were aired in the conclusions to Chapter 8. The main issue here
stemmed from the relatively low rates of cocitation encountered in the test
collection as compared with the literatures typically selected for published
investigation. Another problem with the author cocitation methodology, and one
which limits its utility as a tool in science policy, stems from its reliance on
highly cocited authors—who, almost by definition are already well-established,
and this tends to present a conservative, backward-looking picture of the field
under investigation.
Webb and others (1966) discuss two fundamental weaknesses in quantitative
social research which are relevant to the work presented here: problems of
internal and external validity. Both are a function of uncertainty. A study with
high internal validity is one that would be able to explain observed differences
within a sample with ease—the associated level of uncertainty would be low
since most factors influencing the study had been fully taken care of. Naturally,
studies of this kind are rare and most research wrestles as best it can with a
degree of uncertainty. At many points in this thesis, apparently significant
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bibliometric findings have been presented for which it has proved almost
impossible to find a convincing and adequate interpretation. Wherever possible
throughout the text, effort has been made to try to contextualise the bibliometric
findings by reference to studies of other literatures. These comparisons should
be read with considerable caution: King (1987) notes that there is a lack of
commonly agreed guidelines or accepted standards for bibliometric research and
argues, therefore, that there are few, if any, field-independent indicators in the
literature.
The other set of problems in quantitative social research relates to poor external
validity—an inability to generalise any observed differences within the sample to
other samples. It has been difficult to resist the temptation to draw conclu8ions
from this study without at least implying that they may be generalisable to the
information policy research community as a whole. A major constraint on
making any such claims arises from the study's self-imposed exclusive focus on
the serials literature—to the author's knowledge, no specific work has been done
on the information-seeking or communication behaviour of the information policy
research community. Such work, were it to be done, would provide an essential
context for this study in terms of the significance attached to the serials
literature as a mechanism for scholarly communication. Monographs were not
considered in this thesis, neither were other less formal modes of communication
such as dissertations and theses, commissioned reports, submissions to
legislative bodies, articles in less prestigious, non-refereed journals and so on. It
is therefore dubious that the findings of this thesis can be generalised to the
serials literature as a whole, let alone to the international community of
information pohcy scholars.
211
Chapter 10: Conclusions
10.2 Summary research findings
This section brings together the principal research findings from Chapters 6-9 in
summary form:
1—The test collection is reasonably comprehensiveu
The bibliography appears to be reasonably comprehensive—at least in so far as
the journal productivity bibliograph (Fig.6.16, p.104) fails to show any indication
of a Groos droop.
2—Documentary scatter is relatively low
Compared with published Btudle8 of other literatures, the information policy test
collection appears to be relatively highly clustered, as measured by Brookes'
clustering index (Ch.6, footnote 32, p.108) or by Coleman's article/journal density
ratio (Tab.6.14, p.123). In other words, the test collection shows a relatively low
degree of documentary scatter, rather less than might have been anticipated of a
loosely-defined 'word specialty'.
Incomplete bibliographies may be expected, from first principles, to show a deviation
from hneanty—the so-called Groos or terminal droop effect At such a point, the
bibliograph begins to flatten out as the number of new articles yielded falls. This
phenomenon is usually interpreted as being due to the bibliographer missing relevant
journal tides (in fact, missing productive non-singleton journals). No such effect can be
seen in the experimental bibbograph (see Fig.6.16, p. 104) but this, by itseli is hardly
conclusive proof that the bibliography is relatively complete.
The Bzbl&onietrzcs Toolbox contains a routine for estimating the theoretical size of a
literature—subject bibliographies are rarely, if ever, complete—based on a mathematical
model developed by Egghe (1990). Egghe claims that it is possible to use this model even
in cases where a Groos droop is not evident
Egg he's estimate of
	
Rou'lands'
the theoretical size	 information policy
of the literature	 bibliography	 Difference
Art &Cle8	 846	 771	 75
Serial titles	 249	 181	 68
These results suggest that the information policy bibliography is reasonably
comprehensive: the differences between Egghe's predictions for the number of articles
and serial tides are relatively small. More significantly, the ratio of 'missing' articles to
'missing' journals (1.10) suggests that any incompleteness in the bibliography is due to a
failure to recover singleton rather than highly productive journal tItles. This may explain
why no terminal droop was observed in the bibliograph.
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8—Signs of natural structure in the test collection
The results of the hierarchical cluster analysis (Ch. 7) strongly suggest that the
test collection is characterised by an underlying, non-random, structure (it is
possible to predict Ward cluster membership with 87 per cent probability on the
basis of five discriminant factors: immediacy; nationality; journal category;
author productivity; and age of article—Tab.7.4, p.134). The test collection is
thus probably best regarded as a series of up to six (possibly incomplete) joint
bibliographies sharing common journals but not common papers.
4—The test collection has a strongly anglophone bias
The bibliography comprises articles almost exclusively in the English-language
(Fig.6.2, p.88) and production is dominated by US authors (Fig.6.3, p.89) and
institutions (Fig.6.19, p.117).
5—Information policy is a hot growth topic
The pattern of growth in the test collection (Fig.6.7, p.92) suggests that the
information policy serials literature is doubling in volume roughly every six
years. Article production in the test collection exhibits a faster rate of growth
than the general social sciences literature from which it was drawn (Fig.6.8,
p.92). The North American component of the test collection has grown at a
consistent]y faster rate than any other regional grouping (Fig.6.4, p.90).
6—Information policy is most heavily represented in US journals
The test collection articles are drawn predominantly from library and
information science journal titles (Fig.6.5, p.90). The journals in the core
Bradford zones are mainly US titles, while the outer ('scatter') zones tend to
draw more heavily on non-US titles (Tab.6.5, p.110) However, none of the
Bradford core journals were judged to be specific to the field of information
policy.
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7—Broad topics are unevenly distributed across the test collection
The distribution of information policy topics across the test collection was found
to be highly assymetric in the content analysis study. Broad subject headings
are strongly associated with author region (Tab.9.1, p.191; Fig.9.3, p.192) and
with IS.! journal category—the subject profiles of library and information science
journals being strongly differentiated from titles in law and the social sciences
(Tab.9.2, p.194; Fig.9.4, p.195). These findings parallel those of the hierarchical
cluster analysis (Tab.7.6, p.137) and the author cocitation studies (Ch.8). The
subject profile of the test collection has altered significantly since 1985, shifting
from an emphasis on information access and control issues to government
information, information infrastructure, and regulatory issues (Tab.9.4, p.197).
8—Academics I library professionals adopt the widest viewpoint
Of all author groups, academics and library professionals exhibit the broadest-
based subject profiles. These are strongly differentiated from writers attached to
government, the information industry or pressure groups, whose interests are
more specialised (Fig.9.16, p.208).
9—Practitioners play a major role in information policy scholarship
The majority of articles in the test collection are written by practitioners rather
than by academics (Fig.9.14, p.205). Practitioners contribute a sizeable number
of research papers, although, unsurprisingly, fewer than academic authors. The
overall pattern of author productivity seems to occupy an intermediate position
between what is held to be typical of the natural and social sciences (Tab.6.8,
p.113).
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10—Information policy is not a unified field of study
The principal components analysis of the author cocitation data (Tab.8.6, p.164)
identified four hidden factors (interpreted as 'Government Information';
'Scientific & Technical Information'; the 'Social Implications of ICTs'; and
'Information Infrastructure & Regulation'). This typology was broadly
supported by the outcome of the hierarchical cluster analysis (Fig.8.8, p.168). An
important feature of the cocitation data is the low degree of intercorrelation
between the four factors which, it is concluded, are effectively independent
(Tab.8.7, p.166).
11—Journal categories may be differentiated by research strategy
The test collection is more or less equally split between research-based and
opinion articles (Fig.9.5, p.197). Literature reviews, conceptual strategies, case
studies, historical methods and comparative studies are the predominant
research methods represented (Fig.9.6, p198). Some differentiation between ISI
journal categories was found in relation to the distribution of information policy
research strategies (using Rowlands' typology): 'issues and options' being
particularly associated with the library and information science and political
science literatures, while law appears to be more closely associated with
reductionist strategies (Fig.9.7, p.199).
12—The primary focus of most articles is on national concerns
The primary focus of most articles in the test collection is on issues and events at
national level; a finding which appears to be independent of time, geography or
broad topic (Fig.9.9, p.201). Most articles tend to deal primarily with policy
design rather than its implementation or evaluation (Fig.9.13, p.204) and there
is some evidence of a trend in this direction (Tab.9.5, p.205).
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13—A gradual shift from policy studies to policy analysis
Overall, the test collection emphasises articles written from a policy studies
rather than a policy analysis viewpoint (Fig.9.11, p.202). There is, however,
some evidence that a gradual shift in perspective has occurred since 1985—from
studies which are essentially descriptive to those which advocate policy
Bolutions, and from research which is narrowly disciplinary-bound to more
broadly-based integrative studies (Fig.9.12, p.203).
14—Author cocitations are highly patterned
The multidimensional scaling (ALSCAL) representation of the author cocitation
data (Fig.8.16, p.185) was judged to be successful—in terms of the associated
statistical indicators, the ease with which a prima fade interpretation of the
data could be developed, and the corroborating evidence of the validation
questionnaire. The author cocitation study suggests the existence of two major
information policy Bchools, differentiated by geography and broad topic profile.
15—Author cocitation data reveals social and cognitive structure
The validation questionnaire administered during the author cocitation study
revealed highly significant relationships between the Euclidean distances used
to represent author dissimilarity in the AISCAL mappings and (a) the degree of
mutual author recognition (Fig.8.12, p.181), and (b) the intensity of the social
and collaborative ties between authors (Fig.8.13, p.182). The questionnaire
generally confirmed the allocation of authors to specific topic clusters Fab.8.10,
p.183) and suggests that it is reasonably valid to interpret the data either from a
social or a cognitive viewpoint.
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16—Sole authorship Is the norm in information policy
The test collection is characterised by a very high incidence of sole authorship
(Tab.6.9, p.115), a feature which it shares with the library and information
science literature (Ch.6: footnotes 34,35). The incidence of jointly-authored
papers is low in comparison with the general social science literature (p.115),
however, and this appears to be a structural feature of the information policy
test collection—there is no significant evidence of any conformity with a general
trend in the social sciences for the proportion of jointly-authored papers to
increase over time (Tab.6.10, p.115).
17—The information policy research base is highly dispersed
Information policy research is very thinly dispersed in institutional terms, with
341 unique corporate addresses identified for first-named authors. Government
institutions form the most concentrated research sector, while academia is the
most highly dispersed (Tab.6.12, p.121). Universities comprise the Largest single
institutional grouping, followed by government, the information industry, library
professionals and pressure groups (Tab.6.12, p.121). Although the largest
grouping, university-based authors contributed less than half of the test
collection (Fig.6.21, p.119). Surprisingly, the institutional profile of the test
collection has become more even more highly dispersed in the period since 1985
(Tab.6.12, p.12 1).
18—Research effort is most highly concentrated in the USA
Most of the top-ranking corporate authors in terms of article production are US
institutions (Tab.6.11, p.120). The UK has the largest number of European
corporate authors, followed by Germany and France (Fig.6.20, p.118). A survey
by Stroetmann (1992) suggests that European information research sector may
be showing signs of incipient concentration.
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19—Little published evidence of collaborative research activity
Where it occurs, most published examples of research collaboration take place
between authors located in the same institution; collaboration between
institutions or between authors working in different sectors is relatively
uncommon (Fig.6.22, p.122). This pattern has not changed significantly over
time.
20—Rapid obsolescence of information policy articles
The citation half-life of a sample of information policy articles published between
1981-85 was found to be only three years (Fig.6.15, p.101), a surprisingly low
value when compared with published estimates for a wide range of other
literatures (Tab.6.13, p.123).
21—Citation practices in information policy are highly immediate
The information policy test collection exhibith unexpectedly high values for
Price's index in comparison with fields such as science policy, scientometrics or
information science (Fig.6.13, p.97) and are more typical of value8 encountered
in the hard sciences. Moreover, the high values for Price's index do not appear to
be a function of the small size of the information policy archive (Fig.6.14, p.98).
Cozzens (1985) argues that high levels of immediacy may be interpreted as a
function of 'intellectual focus and excitement'.
22—The profile of information policy is becoming more 'scholarly'
The test collection may be characterised as being highly 'scholarly' as defined by
its Windsor ratio (Fig.6.9, p.94). The value of the Windsor ratio has increased
since 1985 (Fig.6.10, p.94) and research-based papers are slowly displacing
opinion papers (Fig.6.11, p.95; Tab.9.7, p.207) in the literature. Authors writing
in library and information science journal titles are very much more likely to be
non-academics than in any other IS) journal category (Tab.9.6, p.206; Fig.9.15,
p.206).
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10.3 Discussion of research findings
In bibliometric terms, it is concluded that the information policy test collection
appears to be reasonably comprehensive (research finding 1) and compact
(research finding 2). Some of its characteristics are rather unusual and certainly
atypical of other social science literatures—the most surprising findings here are
those relating to citing behaviour: the rapid citation half-life (research finding
20) and the high values associated with Price's index (research finding 21). In
Price's typology, information policy would be a good example of a highly
immediate or 'ephemeral' literature, of a kind most commonly observed in the
natural rather than the social sciences. It is not easy to interpret these findings.
They may 8Upport a view that information policy is essentially a set of problem-
solving, rather than academically-motivated, activities driven primarily by
external social need. The fact that practitioners are heavily represented in the
test collection (research finding 9) lends support to this view. Also, the finding
that information policy is growing at a faster rate than the general social science
literature (research finding 5) may be a response on the part of the research
community to the high political profile which now surrounds information-related
issues. An alternative, but related explanation, is the suggestion by Cozzens
(1985) that high levels of immediacy may be encountered in disciplinary areas
that are undergoing revolutionary, paradigmatic change.
One of the explicit research aims of this research was to address the question 'To
what extent is information policy a distinct specialty in its own right, or does it
comprise several specialist areas that are primarily dependent on other
disciplines?'. The empirical evidence presented here shows that information
policy is represented across a wide range of social science literatures: including
library and information science, law, politics, public administration,
communications studies and business studies. The profiles of these literatures
are strongly differentiated, however, in respect of the topics covered, the
professional status of the authors, and the research strategies employed
(research findings 3, 7, 11).
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One sign of the maturity of a field is the existence of its own specialised journals.
Although there is no general purpose 'Journal of Information Policy', there are a
number of titles with a strong, if sector-specific, information policy bias (notably
Government Information Quarterly and Journal of Government Information).
Information policy is very heavily represented in the library and information
Bcience literature, which also contributes disproportionately to the inner
Bradford zones of journal productivity (research finding 6). These findings tend
to support the view of Burger (1993), that library and information science is the
natural disciplinary home for information policy. Further support for this view
comes with the finding that the subject profile of articles in US journals is the
least specialised of any of the literatures studied (research findings 7 and 8).
Even if one accepts that US is the home discipline for information policy, it is
very doubtful from the evidence presented here that information policy could in
any way be regarded as a unified field of study. While the results of the author
cocitation study suggest that information policy scholarship has real social and
intellectual structure, the analysis reveals dusters of prominent authors which
appear to be distinct and to exhibit little interaction (research finding 10). Faced
with the evidence from the author cocitation study and the parallel findings of
the cluster and content analyses, it is hard to escape the conclusion that
information policy is chiefly concerned with national concerns (research finding
12) and that research and scholarship are primarily organised along
geographical and traditional disciplinary lines.
A further aim of this research was to investigate the kind of institutional
arrangements that support information policy research, since the degree of
institutionalisation of a discipline or specialty is generally held to be one
indicator of its maturity and status. Here the results are striking—information
policy appears to be very highly dispersed in an institutional sense (341 unique
corporate addresses were identified for first authors). Indeed the trend seems to
be for the field to have become more rather than less institutionally dispersed
over time—especially in the university sector. There are few signs of research
concentration, particularly outside the USA, and little evidence from the
published record of collaborative research activity—especially across disciplinary
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or sectoral boundaries. The impression is one of scholars working in isolation.
Sole authorship appears to be the norm (research finding 16) and., counter to the
trend in the general social sciences literature, there is no evidence that
collaborative authoring is on the increase. The meaning and implications of
these findings are difficult to assess. It is certainly tempting to make broad
generaliBations about the field of information policy being weakly
institutionalised, even ghettoised. However, it is also possible that the high
levels of institutional dispersion encountered in the te8t collection are merely an
artefact. It may simply be the case, given the problem-oriented nature of
information policy, that some authors, who normally work on other aspects of
public policy, information science or management, are temporarily drawn into
the information policy realm in order to respond to a particular issue of the
moment. It cannot possibly be assumed that all the authors represented in the
document test collection necessarily identify themselves as information policy
scholars!
The final research aim was to try to characterise information policy in terms of
the model of knowledge production proposed by Gibbons and others (1994). In
GlbbonB' scheme, Mode 2 knowledge is generated across a wide range of
institutional settings and not confined to the university (see research finding 17).
Knowledge is produced in response to external social and economic need,, rather
than for its own sake according to traditional scientific and academic norms.
Mode 2 knowledge production is characterised by a high degree of organisational
diversity and by structures which are flexible and transient. Intense levels of
collaboration, across institutions, sectors and disciplines are a further
characteristic of Mode 2 knowledge production. From the very limited evidence
in this thesis, information policy appears to share many of the characteristics
that Gibbon and co-workers associate with Mode 2 knowledge production,
although the low incidence of collaborative research and authorship should be
noted. Clearly, more work is needed to fully explicate the organisational and
sociological dynamics of information policy research. The findings of this study
provide prima facie evidence to suggest, however, that Gibbons' scheme may
offer a useful framework for organising bibliometric data at the levels of research
fields and disciplines.
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10.4 Directions for further research
In order to address some of the concerns expressed earlier over the limited
internal and external validity of these findings, further work is needed. During
the course of this research a number of avenues for possible further investigation
opened up. The most pressing of these relates to the need for a wider context for
the research findings. The notion that disciplines and specialties are, at least in
part, social rather than inteflectual constructions was touched upon in the
literature review (Ch.2), and some evidence to support this view was provided in
the form of the author cocitation study. This aspect requires separate
investigation, perhaps along the lines of the semi-structured interview
methodology developed by Becher (1990). Some of the areas that such a study
might investigate include the backgrounds, careers, motivations and attitudes of
information policy scholars, and the institutional arrangements, patterns of
funding and reward systems which support their work. A qualitative
investigation along these lines would provide a valuable context for the
bibliometric evidence presented here.
On a more abstract plane, there several fundamental areas of theory where,
currently, knowledge and understanding are poorly developed. Scholars in
information policy are becoming increasingly self-reflexive, questioning the
assumptions upon which their work is based and arguing the need for more
robust value- and paradigm-critical approaches (Rowlands, 1996; Browne,
1997a,b). However, most writers acknowledge that the epistemological
foundation8 of information policy are poorly understood.
Further progress in understanding the relationship between knowledge
structures and knowledge communities is needed. A recent programmatic article
by Hjerland & Albrechtsen (1995) opens up some interesting vistas here in
proposing the concept of 'domain analysis'—a more holistic approach to
understanding different areas of knowledge as thought or discourse
communities. It would be especially interesting to try to locate bibliometric
methods within this new approach.
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There are unfortunately no studies in the literature which deal specifically with
the information-seeking and communication behaviour of information policy
scholars. Work of this kind is needed to contextualise the findings presented
here, especially in relation to the role which the serials literature plays in
information policy research and scholarship. The results of a study of this kind
might indicate the respective functions of monographs, non-refereed journals,
commissioned research reports, and other grey literature in the scholarly
communication process.
Further work is also needed to extend the bibliometric findings presented in this
thesis. For example, the absence of an author citation analysis is a major gap
which needs to be filled. More could be done to extend the author cocitation
study: possibly testing the stability of the model by adding new or removing
existing new authors. An analysis of the networks of cocitations between core
journals might offer further insights into the structure of the field, and make
interesting comparison with the author cocitation study. Simibrly, work on
coaut.horship (rather than author cocitation) might prove valuable, especially if
the terms of engagement were sufficiently broad to include genealogies of
information policy academics and their doctoral students, hence tracing the
diffusion of ideas and perspectives through the scholarly community.
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