Investing in an oil and gas field is capital intensive and usually involves many risks. Nevertheless, the economic evaluations of these types of investment opportunities often ignore risk or are based on subjective risk assessments that are frequently biased. Furthermore, as the life of the field progresses, well and seismic data become available and the risk level of the project changes. In this paper we demonstrate a decision and risk analysis (DRA) method that minimizes the subjectivity in the evaluation and that can be consistently updated as the life of the field progresses. We use a tank production model and Monte Carlo (MC) methods to simulate the possible economic outcomes, and ensuing risk, of a primary oil recovery project as a function of the uncertainties associated with the reservoir properties. During the early stages of the field (i.e. pre-discovery) the uncertainty information comes from an analysis of analog fields. In the post-discovery stage, the initial uncertainties are updated with well and seismic data using Bayes theorem. The method demostrated here gives decision makers a consistent and relatively transparent way to evaluate E&P investment opportunities. It also allows them to track how the uncertainty of a project changes through the life of the field.
INTRODUCTION
By far the most common decision criteria used in Exploration and Production (E&P) today is the single-value discount cash flow analysis or DCF (Brashear et al., 2000) . Most DCF analyses use a single Net Present Value (NPV) as a measure of the profitability of the project/investment. However, a major limitation of the single value methods is that they fail to account for a project's uncertainties, as illustrated in Uman et al. (1979) .
Uncertainty analysis is an alternative to the single-value criterion because it explicitly addresses the uncertain nature of the oil and gas projects. zIt is also an integral part of decision and risk analysis (DRA). DRA divides into five steps (Newendorp and Schuyler, 2000) :
1. Identify the decision alternatives (e.g accept or reject an oil project). 2. Identify the possible outcomes and calculate the NPV for each outcome. 3. Assess the probability of each outcome (this step is also called risk analysis). 4. Calculate the expected monetary value 1 (EMV) for each decision alternative. Select the alternative with the largest EMV.
The unceertainty analysis is an essential component of the DRA chain, but it can also be the weakest link (Newendorp and Schuyler, 2000) .
Because of the limited sampling associated with oil projects, the probabilities used in the DRA are subjective. However, Capen (1976) demonstrated that the ability to subjectively assess the probabilities of an event is very limited. It follows that the risk analyses that heavily rely on subjective assessments are usually biased.
The typical oil project can be divided into four stages: exploration, appraisal, development and production (this sequence is also called the field life cycle). Usually as the life of the field progresses we gather different types of data (e.g. from well logs or from seismic) that often help reduce the uncertainty of the project. It is therefore essential to revise the DRA (steps 3 and 4 above) as new data become available to reflect the changes in the project's uncertainties.
We intend to demonstrate an uncertainty analysis framework that focuses on quantitative assessments of the probabilities. The framework is such that we can easily update it as new reservoir information becomes available through the field life cycle.
THE TANK MODEL
We divide the task of building the risk analysis into three parts. First, we applied a tank model that allows calculation of net present values (NPV) as a function of reservoir parameters. Second, we used MC to simulate the uncertainties of the reservoir parameters, and to obtain an initial risk assessment of the project. And third, we applied a Bayesian approach that uses well and seismic information to update the risk analyses.
The tank model is a mathematical representation of hydrocarbon production. In this paper, we use it to forecast oil production rates based on reservoir properties and operational parameters (Walsh and Lake, 2003) . For the purpose of our analysis we have added a cash flow model that combines the forecasted production rates with economic parameters to obtain an NPV.
Like any other model, the tank model entails simplifications and assumptions. One of the assumptions is that the reservoir can be treated as a homogeneous block (one value for each property) and that the flow comes from a single layer. Additionally, the model assumes that there is only one type of fluid (oil) at reservoir conditions. A more detailed description of the tank model's assumptions can be found in Walsh and Lake (2003) .
MODEL INPUT AND EQUATIONS.
As mentioned before, the input to the tank model can be divided into reservoir properties and operational parameters. The reservoir properties include the properties of the rock and of the fluid contained in the reservoir. Specifically, we will use the following properties: initial reservoir pressure (p i ), initial formation volume factor (B oi ), oil viscosity (µ o ), drainage area (A), reservoir thickness (h), permeability relative to oil (k o ), porosity (φ), initial oil saturation (S oi ), and skin factor (s). A brief description of the properties is in http://www.glossary.oilfield.slb.com. Since the model treats the reservoir as a tank, all values are averages over a drainage volume.
Another group of inputs to the tank model are operational parameters, these are: well radius (r w ), shape factor (C A ), bottomhole pressure (p wf ), number of wells (N w ), project duration (t life ) and economic limit (q el ). A brief description of the parameters can be found in Hultzsch (2005) . Unlike the reservoir properties, most of the operational parameters are controlled (and defined) by the field operation.
The equations that we use to predict the field's production rates were extracted from Chapter 9 of Walsh and Lake (2003) . All the formulas are expressed in oilfield units to maintain consistency.
The well productivity index (J k ) is considered the most direct measure of the producing capacity of a well (Walsh and Lake, 2003) ; we calculate J k for a given well k using the formula:
(1) J k has units of rb/day/psi. Because we are interested in the total production from the field and not that from individual wells, J k represents the total value for all of the k wells in the field.
The equation for the decay constant λ is:
where the pore volume V p is given by:
and the total compressibility C t is given by:
where c o , c w and c f are the compressibilities of oil, water, and formation rock respectively. The decay constant λ has units of 1/year, and V p has units of reservoir barrels (rb).
The formation volume factor remains approximately constant during the primary recovery (i.e. B -0 = B oi ). Therefore the initial producing rate q osci (with units of STB/day) can be calculated as follows:
q osci has units of stock tank barrels (STB).
The cumulative oil production N p obtained after t years is given by:
These equations apply to the primary depletion of an undersaturation oil in the absence of plateau production. See Hultzsch (2005) for an example calculation.
DISCOUNTED CASH FLOW AND SENSITIVITY ANALYSIS
To evaluate the NPV, we built a simple DCF model that includes the principal elements of a typical E&P project cash flow such as oil price, costs, etc. The only input variable to the DCF model is the year-end production forecasted with the tank model.
The fluctuations in economic parameters over time (especially oil price) can considerably impact a project's cash flow. However, in this paper we will use constant economic parameters. Specifically, we: -Defined a constant oil price of $30 per barrel. -Divided the costs into: Capital expenses or CAPEX (here purely assumed as the cost of drilling the wells). We assigned CAPEX = $2,000,000 per well, incurred the year that the well (or wells) are drilled.
Operating expenses or OPEX (here assumed as the costs of maintaining the wells). OPEX = $200,000 per well/ per year, incurred every year after the well (or wells) has been drilled.
The DCF model includes a single tax rate of 40%. We also used an annual discount rate i = 12%. We used a straight line depreciation method over a 5 year period.
Admittedly there are many effects that are unaccounted for in the model, for instance, fluctuations of some economic parameters (especially the oil price). Also, there are correlations between some of the economic parameters (e.g. between the oil price and the costs) that we deliberately ignored in the analysis. Although important, these effects were not incorporated because the study focuses in the analysis of the project risks caused by uncertainties in reservoir properties. Furthermore, treating economic parameters as constants in evaluating a project is common in E&P.
Sensitivity analysis (SA) is an important element of most DRA. This tool provides a way to determine which model variables (e.g. average porosity) will have the most impact on the outcome (in this case, project NPV). Sensitivity analysis can even more complicated than MC; however, here we use the most basic one-factor-at-a-time approach (Lawal et al., 2008) .
We built a base case using the values from Table 1 . And we defined value ranges (minimum and maximum values) for each of the reservoir properties and calculated the corresponding NPVs. In the SA we define the impact of a reservoir property as the difference (absolute value) between the NPV evaluated at the minimum and maximum value of the property (∆NPV). In the tornado diagram ( Fig. 1) we can see that the thickness, the drainage area, the initial pressure, the viscosity and the permeability have the largest impact on the NPV calculation. 
UNCERTAINTY ANALYSIS BEFORE DISCOVERY.
Because of the impact that the drilling of a discovery well has on a project's uncertainties we have separated the DRA into two parts: before and after discovery.
Before discovery, no well data are available. This period normally starts with bidding and ends before the drilling of the exploration well (or wildcat) takes place. We will consider two types of uncertainties during this period:
1. The uncertainties associated with the drilling of a successful exploration well (also called a discovery well). 2. The uncertainties related to the quality of the reservoir.
Absent data we will treat these two uncertainties differently in our analysis.
EXPLORATION SUCCESS.
We will say that a wildcat is a discovery if it reveals the presence of hydrocarbons in the field. This definition does not discriminate between economic and sub-economic discoveries. The project advances to the next stage if a successful wildcat is drilled.
On the other hand, if the wildcat is unsuccessful then the project is abandoned. The above definition of success separates the uncertainties associated with the discovery from those uncertainties associated with the quality of the reservoir. Therefore, we say that the reservoir quality is conditional on the exploration success.
One of the most common measures of the probability of exploration success is the success rate. We can usually find information on the success rates in published articles or in private databases.
There are, however, certain pitfalls associated with the use of success rates. For instance, the method assumes that the fields used in the statistics are somewhat analogous to the new field studied. Nevertheless, the pitfalls can be avoided by using updated data from adjacent, or otherwise geologically similar, areas.
RESERVOIR QUALITY.
Once the discovery uncertainties have been accounted for, we then must account for the uncertainties related to the reservoir quality. This is difficult because of the many parameters involved and also because of the relationships between the different reservoir properties.
In the pre-discovery stage, when no wells have being drilled, the only statistical data available will usually come from other (ideally analog) fields.
The Tertiary Oil Recovery Information System (TORIS) initiative was originally developed by the U.S. National Petroleum Council (NPC) in 1984 to assess the potential for enhanced oil recovery in the country. It contains a database of more than 2,500 oil reservoirs. We use a subset of the TORIS database as the starting point of the decision and risk analysis.
Each database entry contains field-average values for all the reservoir properties that serve as input to the tank model, except for the skin factor (s). The field-averages combine measures recorded from individual wells. For example, the initial oil saturation is usually derived from the analysis of electric well logs.
Since the effective permeability (k) included in the TORIS database is different from the permeability relative to oil (k o ) required by the tank model, we derive k o from the effective permeability using the approximation:
We built a subset of the TORIS database by selecting only sandstone reservoirs with depths between 5,000 and 8,000 ft. We used these data to generate frequency distributions for each of the properties except for the skin factor (s).
For s we built a histogram by defining a set of 10 equally spaced bins with midpoints -6, -4, ..., 12. We assigned each bin the same number of "occurrences" (10% of the total occurrences). Table 2 lists the frequency data for all the reservoir properties considered. Some reservoir properties are related to others. For example, reservoirs that have a large porosity usually have large permeability. Figure 2 shows a crossplot between the properties k and φ extracted from TORIS. The trend suggests that large values of k correspond to large values of φ, which means that these two properties are positively correlated.
Figure 2: Relationship between porosity(%) and permeability(md).
We used the data in TORIS to calculate correlation coefficients between each pair of properties. Table 3 shows the resulting correlation matrix. For k, A, h, and µ o we used the natural logarithms of the values, since these properties have large value ranges. Some of the correlations between parameters are easily explained; for example, Fig. 2 has noted a possible correlation between permeability and porosity. Reasons for the other correlations, for example the negative correlation between thickness and area, are unknown. Tables 2 and 3 are the initial uncertainty model. That is, we assume that the model captures the uncertainties associated with the reservoir quality in the absence of well and seismic data (pre-discovery stage) for sandstone reservoirs with average depths between 5,000 and 8,000 ft.
MONTE CARLO SIMULATION.
The proposed procedure depends on the assessment of the probabilities for the input variables used to calculate NPV outcomes. The Monte Carlo (MC) simulation allows use of these input probabilities and the functional relationship in the tank model to build a pseudo-sample of NPVs that honors all the uncertainties involved; these data are then used to assess the probabilities required in the uncertainty analysis.
In the pre-discovery phase DRA we use MC to generate different reservoir scenarios (or samples) for the 9 reservoir properties used in the tank model, in accordance with the probabilities from Table 2. The information from Table 3 was used in the MC simulation to account for the relations between reservoir properties. Figure 3 shows a schematic of a MC simulation workflow. For the simulation of oil projects we use the tank model to combine the sampled reservoir properties and to generate an NPV value for each realization. The collection of NPV values obtained can then be summarized as a frequency distribution or histogram. Each realization j generates a set of reservoir properties (p i ,B oi ,...)j . Each of the property values in the set are generated (sampled) randomly in a way that replicates the uncertainties associated with each property, as summarized by the frequency distributions. Figure 4 shows the simulated NPV outcomes using the probabilities in Table 2 .
Figure 4: Simulated NPV distribution for an oil project (sandstone) with depths between 5,000 and 8,000 ft.
There are many measures of uncertainty (Rose, 1987) . In this paper we use the coefficient of variation (δ) as a measure of a project's uncertainty. The coefficient is a "normalized" measure of the variability. We define δ for a sample S as follows: where δ S is the standard deviation of S and µ S = EMV represents the mean of the sample (Newendorp and Schuyler, 2000) . Risk is usually defined as the probability that the EMV is less than zero.
EXPLORATION CASE.
The NPV distribution obtained using MC simulation provides the information to perform DRA. For example, let us imagine that we must decide whether to invest in an unexplored sandstone reservoir with an expected depth between 5,000 and 8,000 ft. The main assumptions for this example are that a) we consider only two alternatives, "explore" or "don't explore", with the "don't explore" alternative having an NPV equal to zero; b) the cost of exploration (drilling one wildcat) is assumed to be three million dollars.
We assume that the exploration success rate is 0.20. Furthermore, we will assume that if the wildcat is successful then we can model the expected NPV distribution with a MC simulation that uses the probabilities from Table 2 and the correlations from  Table 3 .
We follow the five DRA steps to find the solution:
Step 1: Identify the decision alternatives: "explore" or "don't explore" Steps 2 and 3: Identify the possible outcomes and calculate their probabilities. The outcomes considered must account for the uncertainties associated with the reservoir quality and also the uncertainties related to the exploration success.
To identify the NPV outcomes and their probabilities we used MC to simulate 5,000 realizations with the result that: * 80 % of the NPV values are equal to -3 MM$, the NPV of exploration (recall that the probability of success is 20%). * We simulated the rest of the NPV values using the probabilities from Table 2 and  the correlations from Table 3 , minus the cost of exploration (3 MM$). Figure 5 shows the simulated NPV distribution used for this example. The large bar at NPV = -3 MM$ represents the prevalence of scenarios in which the exploration fails (80%). Step 4: Calculate an EMV for each alternative. The EMV of the "explore" alternative is simply the mean of the NPV distribution simulated (Fig. 5 ) (EMV explore = 52 MM$). On the other hand the coefficient of variation of the explore alternative is δ explore = 3.86. The EMV corresponding to the "don't explore" alternative is EMV don't = 0.
Step 5: Select the alternative with the largest EMV. Figure 6 shows the decision tree for this example. The arc on the outcome node means that there are continuous NPV outcomes obtained with the MC simulation (Fig. 5 ).
Figure 6: Decision tree for the exploration example. The EMVexplore is the mean value of the simulated distribution. The box is a decision node; circle is an outcome node. The large arrow illustrates the optimal decision ("explore").
The previous example demonstrates how we can use the DRA framework to quantitatively evaluate E&P projects in their pre-discovery stage. The tree in Figure  6 can be made as complicated as needed. For example, a third option, namely farm out can be added.
DECISION AND RISK ANALYSIS AFTER DISCOVERY
Drilling a successful exploratory well eliminates the uncertainty associated with the exploration success (we already know the outcome). Furthermore, the discovery well normally provides well data that we use to try to reduce the remaining uncertainty (reservoir quality). In consequence, the discovery well often causes a drastic reduction of the overall uncertainty in a project in addition to the reduction caused by locating the hydrocarbon. Moreover, we usually obtain a wealth of reservoir information from additional wells drilled after the discovery (e.g. appraisal or development wells) and also from seismic surveys.
No data source is perfect. Although well data provide reliable estimates of the reservoir properties at a particular location, they can be expensive and rarely sample much of the reservoir. Seismic data, on the other hand, is close to exhaustive sampling, but because the data come from indirect measurements taken at the surface, they can be affected by noise and other uncertainties associated to acquisition/processing.
RESERVOIR PRESSURE (p i ), FORMATION VOLUME FACTOR (B oi ) AND VISCOSITY (µ o ).
Starting with the exploration case introduced above, we change the probability of exploration success from 0.2 to 1 and consider the cost of exploration (-3 MM$) as a sunk cost (not included in the calculations).
We We use the updated uncertainty model to simulate the NPV distribution of the project now using the estimates (p i , B oi and µ o ) from the discovery well. Figure 7 shows the new NPV distribution. The updated estimates of EMV (277 MM$) and δ (1.53) are very different from the values obtained in the pre-discovery DRA, where EMV = 52 MM$ and δ = 3.86. The changes in EMV and δ are strongly the result of eliminating the exploration uncertainty (success rate = 1). That we now know p i , B oi and µ o further contributes to the increase in EMV and the reduction in the overall uncertainty.
DRAINAGE AREA (A).
The drainage area is the second most sensitive variable in the tank model. This can often be estimated from seismic data.
Since the estimates of A extracted from seismic are affected by noise and other uncertainties, we treat A as a random variable described by a lognormal distribution LN(m A ,δ A ) to describe it (Newendorp and Schuyler, 2000) , where mA is the median of the lognormal distribution and δ A is its coefficient of variation (a measure of the seismic uncertainty). Normally project geoscientists can provide assessments for m A and δ A .
Let us assume that the project geophysicist has generated an estimate of A in terms of a lognormal distribution LN(m A ,δ A ) with parameters m A = 3,188 acres and δ A = 0.3.
We further update the uncertainty model by replacing the frequency distribution of A (see Table 2 ) with the random variable LN(3188 acres, 0.3) . Finally, we use the updated uncertainty model to simulate the NPV distribution. The updated NPV distribution has an EMV of 348 MM$ and a δ of 1.3, these are very different from the values obtained in the previous MC simulation (EMV = 277 MM$ and δ = 1.53 respectively). The reduction in δ reflects how sensitive the NPV calculation is to changes in A.
RESERVOIR THICKNESS (H) AND PERMEABILITY (K).
According to Figure 1 , the reservoir thickness (h) is the reservoir property with most influence over the NPV. The reservoir thickness often varies spatially across the field as well as having uncertainties in measurement. The spatially variability means that we require a different strategy to update the thickness.
We approximate the distribution of thicknesses in a reservoir using a lognormal distribution LN(m h , δ h ), where m h and δ h are the median and the coefficient of variation respectively (Newendorp and Schuyler, 2000) . Furthermore, we define a set of ten possible distributions LN(m h1 , δ h1 ), LN(m h2 , δ h2 ) ,..., LN(m h10 , δ h10 ), with the values m h1 , m h2 , ... m h10 from TORIS, and assign each scenario the initial probabilities from the frequency distribution in Table 2 . Table 4 shows a list of the scenarios defined. In this example we assumed a constant value of δ hi = 0.9 for all the scenarios. Often, the project's geoscientists and engineers can provide an estimate of δ hi based on the expected heterogeneity of the field. Sometimes we can also estimate δ hi based on the analysis of data from analogous fields.
Bayes theorem allows us to update the probabilities in Table 4 using the values of h that we extract from different wells across the field. For instance, let us assume that we have obtained a net pay thickness h disc from the discovery well. We calculate the updated probability of the scenario LN(m hi , 0.9) given hdisc using the formula (Ang and Tang, 1984) 2 :
where the probability P(LN(m hi , δ hi )), also called the prior, probability comes from Table 4 , and the probability of h disc for a lognormal distribution LN(m hi , 0.9) is the probability density function of a lognormal distribution:
Now, let us imagine that we have obtained a net pay thickness h disc = 306 ft from the discovery well. First, we use Eq. 8 to calculate P(h disc = 306 ft | LN(m hi , δ hi )) for i = 1, ..., 10. Second, we substitute the probabilities P(h disc = 306 ft | LN(m hi , δ hi )) in Eq. 7 to obtain the probability of each of the scenarios given hdisc = 306 ft (i.e. P(LN(m hi , δ hi )) | h disc = 306 ft)). Table 5 shows the resulting (updated) probabilities. To update the model to reflect the addition of h disc we replace the initial probabilities of h in the uncertainty model (Table 2) with the updated probabilities obtained from the Bayesian analysis (Table 5) .
The updated NPV distribution has a coefficient of variation, δ = 0.72 compared to the previous estimate of 1.32. This substantial change in the overall uncertainty comes from the reduction in the uncertainty of h (the tank model variable with the largest sensitivity over the NPV). The updated EMV = 1,086 MM$ is significantly larger than the previous estimate (EMV = 348 MM$) partly because the probability of large average thickness has increased.
Were we to have more than one measures of thickness from statistically independent samples h 1 , h 2 , ..., h n , equation 8 is replaced with:
where the symbol ∩ represents the intersection between two events. As with the reservoir thickness, the permeability (k) varies across the field. Therefore we say that k is a random variable descrbed by a lognormal distribution LN(m k , δ k ) to (Newendorp and Schuyler, 2000) . Furthermore, we can follow the steps used for h (using equations similar to Eqs. 7 and 8) to obtain an updated NPV distribution that incorporates permeability data obtained from wells.
SKIN FACTOR (s), POROSITY (φ), AND INITIAL OIL SATURATION (S oi ).
We obtain single value estimates of s from well tests performed on a few wells. Because the skin damage varies from well to well we use a random variable to describe it. In this paper we assume that we can approximate the variable s with a normal distribution N(m s , δ s ), where m s is the median of the distribution and δ s is its coefficient of variation.
To estimate m s we define a set of possible scenarios of s, N(m i , δ 1 ) (for i = 1, ..., 10), using the average values and the probabilities from Table 2. We also set δ i = 0.9 for all the scenarios as we did for h.
Let us assume that we have extracted skin factor values s 1 , ..., s n from n appraisal wells. The probability of the scenario i (i =1, ..., 10) given the samples s 1 , ..., s n is: (Table 2) . Consequently, we can use the probabilities obtained from the Bayesian analysis to generate an updated NPV distribution that incorporates the values s 1 , ..., s n extracted from the wells.
The porosity (φ) and the initial oil saturation (S oi ) are also random variables that can be approximated using normal distributions N(m φ ,, δφ) and N(m Soi , δ Soi ), respectively (Newendorp and Schuyler, 2000) . To obtain updated NPV distributions that incorporate well estimates of φ or S oi , we follow the same steps used for the Bayesian analysis of s.
The process outlined above accounts both for spatial variability in properties as well as uncertainty in the average properties. Table 6 shows an example of how the EMV and the uncertainty of a sample (sandstone) project changes throughout the life of the field progresses. The rows in the table represent the results from consecutive additions of different types of data to the project (following a successful discovery). Table 6 : Estimates of project risk (in terms of EMV and δ) for different stages (pre and post discovery) of a sandstone project. Table 6 suggests that drilling a successful (discovery) well can cause a dramatic reduction of the project's risks. It also indicates that a significant reduction of the uncertainties of A and h (the two most sensitive variables) can cause a considerable reduction of the δ of the project. Figure 8 presents a composite display of the NPV distributions obtained at different stages of the project. In each track, the horizontal scale is the fraction of observations between 0 and 10%. For display purposes the figure has truncated the spike corresponding to the probability of exploration failure (pre-discovery stage). Table 6 ). The vertical scale is not log-normal. • Choose an appropriate timing for their decisions (e.g. when to design a development plan).
RESULTS
• Select the combination of reservoir data (wells and/or seismic) that produces the smallest project risk at the smallest cost possible.
In this particular example the EMV increased (and δ decreased) with each addition of new information, but this is not always the case.
SUMMARY AND CONCLUSIONS
We have illustrated uncertainty analysis procedure that can be used to consistently evaluate a primary oil recovery project at any stage of the field life cycle (from bid to production). To apply the framework we followed the steps below:
1. We built a tank model to forecast production and net present value (NPV) as a function of reservoir properties and of operating and economic parameters. The tank model represents an integration of engineering to decision analysis and uncertainty. 2. We defined deterministic values for the operating and economic parameters. This allowed us to focus attention on the properties of the reservoir.
