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Abstract
We present Nesterov-type acceleration techniques for Alter-
nating Least Squares (ALS) methods applied to canonical
tensor decomposition. While Nesterov acceleration turns
gradient descent into an optimal first-order method for con-
vex problems by adding a momentum term with a specific
weight sequence, a direct application of this method and
weight sequence to ALS results in erratic convergence be-
haviour or divergence. This is so because the tensor de-
composition problem is non-convex and ALS is accelerated
instead of gradient descent. We investigate how line search
or restart mechanisms can be used to obtain effective accel-
eration. We first consider a cubic line search (LS) strategy
for determining the momentum weight, showing numerically
that the combined Nesterov-ALS-LS approach is competi-
tive with or superior to other recently developed nonlinear
acceleration techniques for ALS, including acceleration by
nonlinear conjugate gradients (NCG) and LBFGS. As an al-
ternative, we consider various restarting techniques, some of
which are inspired by previously proposed restarting mecha-
nisms for Nesterov’s accelerated gradient method. We study
how two key parameters, the momentum weight and the
restart condition, should be set. Our extensive empirical re-
sults show that the Nesterov-accelerated ALS methods with
restart can be dramatically more efficient than the stand-
alone ALS or Nesterov accelerated gradient method, when
problems are ill-conditioned or accurate solutions are re-
quired. The resulting methods perform competitively with
or superior to existing acceleration methods for ALS, and ad-
ditionally enjoy the benefit of being much simpler and easier
to implement. On a large and ill-conditioned 71×1000×900
tensor consisting of readings from chemical sensors used
for tracking hazardous gases, the restarted Nesterov-ALS
method outperforms any of the existing methods by a large
factor.
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1 Introduction
1.1 Canonical tensor decomposition. Tensor de-
composition has wide applications in machine learn-
ing, signal processing, numerical linear algebra, com-
puter vision, natural language processing and many
other fields [1]. This paper focuses on the CANDE-
COMP/PARAFAC (CP) decomposition of tensors [1],
which is also called the canonical polyadic decomposi-
tion. CP decomposition approximates a given tensor
T ∈ RI1×...×IN by a low-rank tensor composed of a sum
of r rank-one terms, T˜ =
∑r
i=1 a
(i)
1 ◦ . . .◦a(i)N , where ◦ is
the vector outer product. Specifically, we minimize the
error in the Frobenius norm,
‖T −
r∑
i=1
a
(i)
1 ◦ . . . ◦ a(i)N ‖F .(1.1)
Finding efficient methods for computing tensor decom-
position is an active area of research, but the alternating
least squares (ALS) algorithm is still one of the most
efficient algorithms for CP decomposition. ALS finds
a CP decomposition in an iterative way. In each itera-
tion, ALS sequentially updates a block of variables at a
time by minimizing expression (1.1), while keeping the
other blocks fixed: first A1 = (a
(1)
1 , . . . , a
(r)
1 ) is updated,
then A2 = (a
(1)
2 , . . . , a
(r)
2 ), and so on. Updating a factor
matrix Ai is a linear least-squares problem that can be
solved in closed form. Collecting the matrix elements of
the Ai’s in a vector x, we shall use ALS(x) to denote
the updated variables after performing one full ALS it-
eration starting from x.
When the CP decomposition problem is ill-
conditioned, ALS can be slow to converge [11], and
recently a number of methods have been proposed to
accelerate ALS. One approach uses ALS as a nonlin-
ear preconditioner for general-purpose nonlinear opti-
mization algorithms, such as nonlinear GMRES [2],
nonlinear conjugate gradients (NCG) [3], and LBFGS
[4]. Alternatively, the general-purpose optimization al-
gorithms can be seen as nonlinear accelerators for ALS.
In [5], an approach was proposed based on the Aitken-
Stefensen acceleration technique. These acceleration
techniques can substantially improve ALS convergence
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speed when problems are ill-conditioned or an accurate
solution is required.
1.2 Nesterov’s accelerated gradient method. In
this paper, we adapt Nesterov’s acceleration method for
gradient descent to the ALS method for CP tensor de-
composition. Nesterov’s method of accelerating gradi-
ent descent is a celebrated method for speeding up the
convergence rate of gradient descent, achieving the opti-
mal convergence rate obtainable for first order methods
on convex problems [6].
Consider the problem of minimizing a function f(x),
(1.2) min
x
f(x).
Nesterov’s accelerated gradient descent starts with an
initial guess x1. For k ≥ 1, given xk, a new iterate xk+1
is obtained by first adding a multiple of the momentum
xk − xk−1 to xk to obtain an auxiliary variable yk, and
then performing a gradient descent step at yk. The
update equations at iteration k ≥ 1 are as follows:
yk = xk + βk(xk − xk−1),(1.3)
xk+1 = yk − αk∇f(yk),(1.4)
where the gradient descent step length αk and the
momentum weight βk are suitably chosen numbers, and
x0 = x1 so that the first iteration is simply gradient
descent.
There are a number of ways to choose the αk
and βk so that Nesterov’s accelerated gradient descent
converges at the optimal O(1/k2) in function value for
smooth convex functions. For example, when f(x) is a
convex function with L-Lipschitz gradient, by choosing
αk =
1
L , and βk as
λ0 = 0, λk =
1 +
√
1 + 4λ2k−1
2
,(1.5)
βk =
λk−1 − 1
λk
.(1.6)
one obtains the following O(1/k2) convergence rate:
(1.7) f(xk)− f(x∗) ≤ 2L‖x1 − x
∗‖
k2
,
where x∗ is a minimizer of f . See, e.g., [7] for more
discussion on the choices of momentum weights.
1.3 Main approach and contributions of this
paper. Recent work has seen extensions of Nesterov’s
accelerated gradient method in several ways: either the
method is extended to the non-convex setting [8, 9], or
Nesterov’s approach is applied to accelerate convergence
of methods that are not directly of gradient descent-
type, such as the Alternating Direction Method of
Multipliers (ADMM) [10].
This paper attacks both of these challenges at
the same time for the canonical tensor decomposition
problem: we develop Nesterov-accelerated algorithms
for the non-convex CP tensor decomposition problem,
and we do this by accelerating ALS steps instead of
gradient descent steps.
Our basic approach is to apply Nesterov accelera-
tion to ALS in a manner that is equivalent to replacing
the gradient update in the second step of Nesterov’s
method, Eq. (1.4), by an ALS step. Replacing gradient
directions by update directions provided by ALS is es-
sentially also the approach taken in [2, 3, 4] to obtain
nonlinear acceleration of ALS by NGMRES, NCG and
LBFGS; in the case of Nesterov’s method the procedure
is extremely simple and easy to implement. However,
applying this procedure directly fails for several reasons.
First, it is not clear to which extent the βk momen-
tum weight sequence of (1.6), which guarantees opti-
mal convergence for gradient acceleration in the convex
case, applies at all to our case of ALS acceleration for a
non-convex problem. Second, and more generally, it is
well-known that optimization methods for non-convex
problems require mechanisms to safeguard against ‘bad
steps’, especially when the solution is not close to a lo-
cal minimum. The main contribution of this paper is to
propose and explore two such safeguarding mechanisms
for Nesterov acceleration applied to ALS, namely, line
search, and restart with momentum weight selection.
This leads to a family of acceleration methods for ALS
that are competitive with or outperform the best cur-
rently existing nonlinear acceleration methods for ALS.
As further motivation for the problem that we ad-
dress and our approach, Fig. 1 illustrates the con-
vergence difficulties that ALS may experience for ill-
conditioned CP tensor decomposition problems, and
how nonlinear acceleration may allow to remove
these convergence difficulties. For the standard ill-
conditioned synthetic test problem that is the focus of
Fig. 1 (see Section 4 for the problem description), ALS
converges slowly (black curve). It is known that stan-
dard gradient-based methods such as gradient descent
(GD), NCG or LBFGS that do not rely on ALS, per-
form more poorly than ALS [11], so it is no surprise that
applying Nesterov’s accelerated gradient method to the
problem (for example, with the gradient descent step
length αk determined by a standard cubic line search
as in [11, 2, 3, 4], cyan curve) leads to worse perfor-
mance than ALS. Nonlinear acceleration of ALS, how-
ever, can substantially improve convergence [2, 3, 4],
and we pursue this using Nesterov acceleration in this
paper. However, as expected, applying Nesterov accel-
eration directly to ALS by replacing the gradient step
in the Nesterov formula by a step in the ALS direc-
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Figure 1: Convergence of the gradient norm as a func-
tion of runtime for a standard ill-conditioned synthetic
CP tensor decomposition problem of a tensor of size
50 × 50 × 50 (parameters s= 50, c= 0.9, R= 3, l1= 1,
l2= 1, see Section 4.3 for the problem description). Af-
ter an initial transient period, ALS (black) converges at
a slow linear rate for this problem, and Nesterov’s ac-
celerated gradient method (cyan) converges even more
slowly. Direct application of Nesterov acceleration to
ALS fails to converge (magenta). To remedy this, we
propose a Nesterov-ALS method with line search (red),
which is competitive with or outperforms previously
proposed nonlinear acceleration methods for ALS, such
as NGMRES-ALS (green). Another family of methods
we propose relies on restarting mechanisms to stabilize
Nesterov-ALS (blue curves). This paper will show nu-
merically that the proposed Nesterov-ALS methods are
competitive with or outperform existing nonlinear ac-
celeration methods for ALS, on a set of representative
test problems.
tion does not work and leads to erratic convergence be-
haviour (magenta curve), because the problem is non-
convex and the Nesterov momentum weight sequence
that guarantees optimal convergence in the convex case
is inadequate in the non-convex case.
As the first key contribution of this paper, we show
that we can obtain an efficient Nesterov-based acceler-
ation of ALS by determining the Nesterov momentum
weight βk in each iteration using a cubic line search (LS)
(red curve). The resulting Nesterov-ALS-LS method is
competitive with or superior to other recently developed
nonlinear acceleration techniques for ALS that use line
searches, such as NGMRES-ALS (green curve), with the
advantage that Nesterov-ALS-LS is much easier to im-
plement. However, the line searches may require mul-
tiple evaluations of f(x) and its gradient and can be
expensive.
As the second key contribution of the paper, we
consider restart mechanisms as an alternative to the
line search, and we study how two key parameters, the
momentum step and the restart condition, should be
set. The blue curves in Fig. 1 show two examples of
the acceleration that can be provided by two variants
of the family of restarted Nesterov-ALS methods we
consider. One of these variants (Nesterov-ALS-RG-
SN-D2) uses Nesterov’s sequence for the momentum
weights, and another successful variant simply always
uses momentum weight one (Nesterov-ALS-RG-S1-E).
The naming scheme for the Nesterov-ALS variants that
we consider will be explained in Section 4. Extensive
numerical tests to be provided in Section 4 show that the
best-performing Nesterov-ALS scheme is achieved when
using the gradient ratio as momentum weight (as in
[12]), and restarting when the objective value increases.
The convergence theory of Nesterov’s accelerated
gradient method for convex problems does not ap-
ply in our case due to the non-convex setting of the
CP problem, and because we accelerate ALS steps in-
stead of gradient steps. In fact, in the context of
nonlinear convergence acceleration for ALS, few the-
oretical results on convergence are available [2, 3, 4].
We will, however, demonstrate numerically, for repre-
sentative synthetic and real-world test problems, that
our Nesterov-accelerated ALS methods are competi-
tive with or outperform existing acceleration methods
for ALS. In particular, our best-performing Nesterov-
ALS method outperforms any existing acceleration
method for ALS when applied to a large real-world ill-
conditioned 71×1000×900 tensor.
The remainder of this paper is structured as follows.
Section 2 discusses related work. Section 3 presents
our general Nesterov-ALS scheme and discusses its
instantiations. In Section 4, we perform an extensive
experimental study of our algorithm by comparing
it with a number of acceleration schemes on several
benchmark datasets. Section 5 concludes the paper.
2 Related Work
Nesterov’s accelerated gradient descent is a celebrated
optimal first-order algorithm for convex optimization
[6]. Recently, there are a number of works that apply
Nesterov’s acceleration technique to non-convex prob-
lems. In [8], a modified Nesterov accelerated gradient
descent method was developed that enjoys the same
convergence guarantees as gradient descent on non-
convex optimization problems, and maintains the op-
timal first order convergence rate on convex problems.
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A Nesterov accelerated proximal gradient algorithm was
developed in [9] that is guaranteed to converge to a crit-
ical point, and maintains the optimal first order conver-
gence rate on convex problems.
Nesterov’s technique has also been used to accel-
erate non-gradient based methods. In [10] it was used
to accelerate ADMM, and [13] used it to accelerate an
approximate Newton method.
Nesterov’s accelerated gradient method is known to
exhibit oscillatory behavior on convex problems. An
interesting discussion on this is provided in [7] which
formulates an ODE as the continuous time analogue of
Nesterov’s method. Such oscillatory behavior happens
when the method approaches convergence, and can be
alleviated by restarting the algorithm using the current
iterate as the initial solution, usually resetting the
sequence of momentum weights to its initial state close
to 0. In [7] an explanation is provided of why resetting
the momentum weight to a small value is effective using
the ODE formulation of Nesterov’s accelerated gradient
descent. In [14] the use of adaptive restarting was
explored for convex problems, and [12] explored the use
of adaptive restarting and adaptive momentum weight
for nonlinear systems of equations resulting from finite
element approximation of PDEs. Our work is the first
study of a general Nesterov-accelerated ALS scheme.
Several ALS-specific nonlinear acceleration tech-
niques have been developed recently as discussed in
the introduction [2, 3, 4]. These algorithms often have
complex forms and incur significant computational over-
head. Our Nesterov-ALS scheme is simple and straight-
forward to implement, and only incurs a small amount
of computational overhead.
As far as we know, the recent paper [5] is the
only one that has started to explore the application of
Nesterov acceleration to ALS. However, they only tried
the vanilla Nesterov technique with a standard Nesterov
momentum sequence βk and without restarting or line
search mechanisms (as for the magenta curve in Fig. 1),
and not surprisingly they fail to obtain acceleration of
ALS.
3 Nesterov-Accelerated ALS Methods
Our general strategy is to replace the gradient descent
step xk+1 = yk−αk∇f(yk) in Eq. (1.4), the second step
of Nesterov’s accelerated gradient descent, with the ALS
update xk+1 = ALS(yk). This simply results in the
following accelerated ALS update formula:
(3.8) xk+1 = ALS(xk + βk(xk − xk−1)).
However, a direct application of a standard Nesterov
momentum weight sequence for convex problems does
not work. A typical behavior is illustrated by the ma-
genta curve in Fig. 1, which suggests that the algorithm
gets stuck in a highly suboptimal region. Such erratic
behavior is due to the fact that CP decomposition is
non-convex, and that the ALS update is very different
from gradient descent as seen in previous works [11]. Be-
low we propose two general ways to safeguard against
bad steps: line search and restart.
3.1 Nesterov-ALS with line search. Inspired by
line search methods for nonlinear optimization, such
as NCG or LBFGS, we propose using line search to
determine the momentum weight βk in a way that
safeguards against bad steps introduced by the βk(xk−
xk−1) term. (Note that ALS itself always reduces f(x)
and is not prone to introducing bad steps.) In each
iteration, we determine βk as an approximate solution
of
βk ≈ arg min
β≥0
f(xk + β(xk − xk−1)).(3.9)
We use the standard More´-Thuente cubic line search
that is also used for tensor decomposition methods
in [11, 2, 3, 4]. This inexact line search finds a
value of βk that satisfies the Wolfe conditions, which
impose a sufficient descent condition and a curvature
condition. Each iteration of this iterative line search
requires the computation of the function value, f(x),
and its gradient. As such, the line search can be quite
expensive. In our numerical tests, we use the following
line search parameters: 10−4 for the descent condition,
10−2 for the curvature condition, a starting search step
length of 1, and a maximum of 20 line search iterations.
Since the line search is potentially expensive, we also
consider restart mechanisms as an alternative.
3.2 Nesterov-ALS with restart. Our general
Nesterov-ALS scheme with restart is shown in Algo-
rithm 1. Besides incorporating the momentum term
in the update rule (line 12), there are two other impor-
tant ingredients in our algorithm: adaptive restarting
(line 5-7), and adaptive momentum weight βk (line 9).
The precise expressions we use for restarting and com-
puting the momentum weight are explained in the fol-
lowing subsections. In each iteration k of the algorithm
we compute a new update according to the update rule
(3.8) with momentum term (line 12). Before computing
the update, we check whether a restart is needed (line
5) due to a bad current iterate. When we restart, we
discard the current bad iterate (line 6), and compute a
simple ALS update instead (ALS always reduces f(x)
and is thus well-behaved), by setting βk equal to zero
(line 7) such that (line 12) computes an ALS update.
Note that, when a bad iterate is discarded, we don’t
decrease the iteration index k by one, but instead set
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the current iterate xk equal to the previously accepted
iterate xk−1, which then occurs twice in the sequence
of iterates. We wrote the algorithm down this way be-
cause we can then use k to count work (properly keep-
ing track of the cost to compute the rejected iterate),
but the algorithm can of course also be written without
duplicating the previous iterate when an iterate is re-
jected. The index i keeps track of the number of iterates
since restarting, which is used for some of our strategies
to compute the momentum weight βk, see Section 3.3.
The βk−1 6= 0 condition is required in (line 5), which
checks whether a restart is needed, to make sure that
each restart (computing an ALS iteration) is followed by
at least one other iteration before another restart can
be triggered (because otherwise the algorithm could get
stuck in the same iterate).
Algorithm 1 Nesterov-ALS with restart
1: initialize x1, x2 ← ALS(x1)
2: i← 2 . i is the number of iterates since restarting
3: β1 = 0
4: for k = 2, 3, . . . do . k is the number of iterates
since the start of the algorithm
5: if (restart condition met) and (βk−1 6= 0) then
6: xk = xk−1 . discard the current bad step
7: βk = 0, i← 1 . force ALS step this iteration
8: else
9: compute βk using i and/or previous iterates
10: end if
11: exit loop if termination criterion is met
12: xk+1 ← ALS(xk + βk(xk − xk−1)), i← i+ 1
13: end for
Various termination criteria may be used. In our
experiments, we terminate when the gradient 2-norm
reaches a set tolerance:
‖∇f(xk)‖/nX ≤ tol,
Here nX is the number of variables in the low-rank
tensor approximation.
The momentum weight βk and the restart condition
need to be specified to turn the scheme into concrete
algorithms. We discuss the choices used in Section 3.3
and Section 3.4 below.
3.3 Momentum weight choices for Nesterov-
ALS with restart. Naturally, we can ask whether
a momentum weight sequence that guarantees optimal
convergence for convex problems is applicable in our
case. We consider the momentum weight rule defined
in Eq. (1.6), but adapted to take restart into account:
βk ← (λi−1 − 1)/λi,(3.10)
where λi is defined in Eq. (1.5). Restart is taken into
account by using i instead of k as the index on the RHS.
Following [12], we also consider using the gradient
ratio as the momentum weight
βk ← ‖∇f(xk)‖‖∇f(xk−1)‖ .(3.11)
This momentum weight rule can be motivated as follows
[12]. When the gradient norm drops significantly, that
is, when convergence is fast, the algorithm performs a
step closer to the ALS update, because momentum may
not really be needed and may in fact be detrimental,
potentially leading to overshoots and oscillations. When
the gradient norm does not change much, that is, when
the algorithm is not making much progress, acceleration
may be beneficial and a βk closer to 1 is obtained by the
formula.
Finally, since we observe that Nesterov’s sequence
Eq. (1.6) produces βk values that are always of the order
of 1 and approach 1 steadily as k increases, we can
simply consider a choice of βk = 1 for our non-convex
problems, where we rely on the restart mechanism to
correct any bad iterates that may result, replacing them
by an ALS step. Perhaps surprisingly, the numerical
results to be presented below show that this simplest of
choices for βk may work well, if combined with suitable
restart conditions.
3.4 Restart conditions for Nesterov-ALS. One
natural restarting strategy is function restarting (see,
e.g., [14, 7]), which restarts when the algorithm fails
to sufficiently decrease the function value. We consider
condition
f(xk) > ηf(xk−d).(3.12)
Here, we normally use d = 1, but d > 1 can be used
to allow for delay. We normally take η = 1, but
we have found that it sometimes pays off to allow for
modest increase in f(x) before restarting, and a value
of η > 1 facilitates that. If d = 1 and η = 1, the
condition guarantees that the algorithm will make some
progress in each iteration, because the ALS step that
is carried out after a restart is guaranteed to decrease
f(x). However, requiring strict decrease may preclude
accelerated iterates (the first accelerated iterate may
always be rejected in favor of an ALS update), so either
η > 1 or d > 1 allows for a few accelerated iterates to
initially increase f(x), after which they may decrease
f(x) in further iterations in a much faster way than
ALS, potentially resulting in substantial acceleration of
ALS. While function restarting (with d = 1 and η = 1)
has been observed to significantly improve convergence
for convex problems, no theoretical convergence rate has
been obtained [14, 7].
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Following [7], we also consider the speed restarting
strategy which restarts when
‖xk − xk−1‖ < η‖xk−d − xk−d−1‖.(3.13)
Similarly to function restarting, we also have the d
parameter and the η parameter in speed restarting.
Intuitively, this condition means that the speed along
the convergence trajectory, as measured by the change
in x, drops. [7] showed that speed restarting leads to
guaranteed improvement in convergence rate for convex
problems.
Another natural strategy is to restart when the
gradient norm satisfies
‖∇f(xk)‖ > η‖∇f(xk−d)‖,(3.14)
where, as above, η can be chosen to be equal to or
greater than one. This gradient restarting strategy
(with η = 1) has been used in conjunction with gradient
ratio momentum weight by [12], and a similar condition
on the residual has been used for ADMM acceleration
in [10].
When we use a value of η > 1 in the above restart
conditions, we have found in our experiments that it
pays off to allow for a larger η immediately after the
restart, and then decrease η in subsequent steps. In
particular, in our numerical tests below, we set η =
1.25, and decrease η in every subsequent step by 0.02,
until η reaches 1.15.
4 Numerical Tests
We evaluated our algorithm on a set of synthetic CP test
problems that have been carefully designed and used in
many papers, and three real-world datasets of different
sizes and originating from different applications. All
numerical tests were performed in Matlab, using the
Tensor Toolbox [15] and the Poblano Toolbox for opti-
mization [16]. Matlab code for our methods and tests
will be made available on the authors’ webpages, and as
an extension to the Poblano Toolbox.
4.1 Naming convention for Nesterov-ALS
schemes. We use the following naming conventions for
the restarting strategies and momentum weight strate-
gies defined in Section 3. The line search Nesterov-ALS
scheme is denoted Nesterov-ALS-LS. For the restarted
Nesterov-ALS schemes, we append Nesterov-ALS with
the abbreviations in Table 1 to denote the restarting
scheme used, and the choice for the momentum weight
βk.
For example, Nesterov-ALS-RF-SG means using
restarting based on function value (RF) and momentum
step based on gradient ratio (SG). For most tests we
don’t use delay (i.e., d = 1 in Eq. (3.12) or Eq. (3.14)),
Abbreviation Explanation
RF function restarting as in Eq. (3.12)
RG gradient restarting as in Eq. (3.11)
RX speed restarting as in Eq. (3.13)
SN Nesterov step as in Eq. (1.6)
SG gradient ratio step as in Eq. (3.14)
S1 constant step 1
Dn delay n > 1 in restart condition
E η 6= 1 in restart condition
Table 1: Abbreviations used in naming convention for
restarted Nesterov-ALS variants.
and η is usually set to 1 in Eq. (3.12) or Eq. (3.14).
Appending Dn or E to the name indicates that a delay
d = n > 1 is used, and that η 6= 1 is used, respectively.
4.2 Baseline algorithms. We compare the new
Nesterov-ALS schemes with the recently proposed non-
linear acceleration methods for ALS using GMRES [2],
NCG [3], and LBFGS [4]. These methods will be de-
noted in the result figures as GMRES-ALS, NCG-ALS,
and LBFGS-ALS, respectively.
4.3 Synthetic test problems and results. We use
the synthetic tensor test problems considered by [11]
and used in many papers as a standard benchmark
test problem for CP decomposition [2, 3, 4]. As
described in more detail in [2], we generate six classes of
random three-way tensors with highly collinear columns
in the factor matrices. We add two types of random
noise to the tensors generated from the factor matrices
(homoscedastic and heteroscedastic noise, see [11, 2]),
and then compute low-rank CP decompositions of the
resulting tensors.
Due to the high collinearity, the problems are ill-
conditioned and ALS is slow to converge [11]. All
tensors have equal size s = I1 = I2 = I3 in the three
tensor dimensions. The six classes differ in their choice
of tensor sizes (s = 20, 50, 100), decomposition rank
(R = 3, 5), and noise parameters l1 and l2 (l1 = 0, 1
and l2 = 0, 1), in combinations that are specified in
Table 2 in the Supplementary Materials.
To compare how various methods perform on these
synthetic problems, we generate 10 random tensor in-
stances with an associated random initial guess for each
of the six problem classes, and run each method on each
of the 60 test problems, with a convergence tolerance
tol = 10−9. We then present so-called τ -plot perfor-
mance profiles (as also used in [2]) to compare the rela-
tive performance of the methods over the test problem
set.
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Figure 2: Synthetic test problems. τ -plot comparing
the optimal restarted algorithm, Nesterov-ALS-RF-SG,
with other variants of restarted Nesterov-ALS.
Optimal restarted Nesterov-ALS method. Our exten-
sive experiments on both the synthetic and real world
datasets (as indicated in further tests below and in
the supplement) suggest that the optimal restarted
Nesterov-ALS method is the one using function restart-
ing (RF) and gradient ratio momentum steps (SG), i.e.,
Nesterov-ALS-RF-SG. As a comparison, for gradient de-
scent, the study of [12] suggests that gradient restarting
and gradient ratio momentum weights work well.
Fig. 2 shows the performance of our optimal
Nesterov-ALS-RF-SG method on the synthetic test
problems, with an ablation analysis that compares it
with those variants obtained by varying one hyper-
parameter of Nesterov-ALS-RF-SG at a time. In this
τ -plot, we display, for each method, the fraction of the
60 problem runs for which the method execution time is
within a factor τ of the fastest method for that problem.
For example, for τ = 1, the plot shows the fraction of
the 60 problems for which each method is the fastest.
For τ = 2, the plot shows, for each method, the fraction
of the 60 problems for which the method reaches the
convergence tolerance in a time within a factor of two
of the fastest method for that problem, etc. As such,
the area between curves is a measure for the relative
performance of the methods.
We can see that several variants have comparable
performance to Nesterov-ALS-RF-SG, so the optimal
choice of restart mechanism and momentum weight
is not very sensitive. For these tests, changing the
delay parameter has least effect on the performance.
Interestingly, this is then followed by changing the
momentum weight to be a constant of 1. This is
followed by changing function restarting to gradient
restarting and speed restarting, respectively. More
detailed numerical results comparing Nesterov-ALS-
RF-SG with a broader variation of restarted Nesterov-
ALS are shown in the supplement, further confirming
that Nesterov-ALS-RF-SG generally performs the best
among the family of restarted Nesterov-ALS methods,
for the synthetic test problems.
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Figure 3: Synthetic test problems. τ -plot comparing
the optimal restarted algorithm, Nesterov-ALS-RF-SG,
with the line search version, Nesterov-ALS-LS, and
existing accelerated ALS methods.
Fig. 3 compares Nesterov-ALS-RF-SG with the line
search version Nesterov-ALS-LS, and several existing
accelerated ALS methods that use line search strate-
gies, namely, GMRES-ALS, NCG-ALS, and LBFGS-
ALS. Nesterov-ALS-RF-SG performs similarly to the
best performing existing method, LBFGS-ALS [4]. It
performs substantially better than Nesterov-ALS-LS
(it avoids the expensive line searches). Neverthe-
less, Nesterov-ALS-LS is competitive with the existing
NGMRES-ALS [2], and superior to NCG-ALS [3].
4.4 The Enron dataset and results. The Enron
dataset is a subset of the corporate email communica-
tions that were released to the public as part of the
2002 Federal Energy Regulatory Commission (FERC)
investigations following the Enron bankruptcy. After
various steps of pre-processing as described in [17], a
sender×receiver×month tensor of size 105×105×28 was
obtained. We perform rank-10 CP decompositions for
Enron. Fig. 4 shows gradient norm convergence for
one typical test run, and a τ -plot for 60 runs with
different random initial guesses and convergence tol-
erance tol = 10−7 ‖∇f(x0)‖ ≈ 0.0081. For this well-
conditioned problem (see discussion below), ALS con-
verges fast and does not need acceleration. In fact, the
acceleration overhead makes ALS faster than any of the
accelerated methods. This is consistent with results in
[11, 2, 3, 4] for well-conditioned problems.
4.5 The claus dataset and results. The claus
dataset is a 5×201×61 tensor consisting of fluorescence
measurements of 5 samples containing 3 amino acids,
taken for 201 emission wavelengths and 61 excitation
wavelengths. Each amino acid corresponds to a rank-
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Figure 4: Enron data. Gradient convergence and τ -plot.
one component [18]. We perform a rank-3 CP decom-
position for claus. Fig. 5 shows gradient norm conver-
gence for one test run, and a τ -plot for 60 runs with
different random initial guesses and convergence toler-
ance tol = 10−7 ‖∇f(x0)‖ ≈ 0.1567. For this medium-
conditioned problem (see discussion below), substantial
acceleration of ALS can be obtained if high accuracy
is required, and Nesterov-ALS-RF-SG performs as well
as the best existing methods, but it is much easier to
implement.
4.6 The Gas3 dataset and results. Gas3 is rel-
atively large and has multiway structure. It is a
71×1000×900 tensor consisting of readings from 71
chemical sensors used for tracking hazardous gases over
1000 time steps [19]. There were three gases, and 300
experiments were performed for each gas, varying fan
speed and room temperature. We perform a rank-5 CP
decomposition for Gas3.
Fig. 6 shows gradient norm convergence for one typ-
ical test run, and a τ -plot for 20 runs with different
random initial guesses and convergence tolerance tol =
10−7 ‖∇f(x0)‖ ≈ 349.48. For this highly ill-conditioned
problem (see discussion below), ALS converges slowly,
and NGMRES-ALS, NCG-ALS and LBFGS-ALS be-
have erratically. Our newly proposed Nesterov-ALS-
RF-SG very substantially outperforms all other meth-
ods (not only for the convergence profile shown in
the top panel, but for the large majority of the 20
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Figure 5: Claus data. Gradient convergence and τ -plot.
tests with random initial guesses). Nesterov-ALS-RF-
SG performs much more robustly for this highly ill-
conditioned problem than any of the other accelerated
methods, and reaches high accuracy much faster than
any other method.
4.7 Discussion on real-world problems. We
speculated that our accelerated ALS methods may work
best for ill-conditioned problems. To verify this, we
computed the condition number of the initial Hessians
for the three real-world problems. These were 58,842,
3,094,000, and 119,220,000 for Enron, Claus, and Gas3,
respectively. This agrees with the observed advantage
of Nesterov-ALS-RF-SG in Figs. 4 to 6.
5 Conclusion
We have derived Nesterov-ALS methods that are simple
and easy to implement as compared to several existing
nonlinearly accelerated ALS methods, such as GMRES-
ALS, NCG-ALS, and LBFGS-ALS [2, 3, 4]. The optimal
variant, using function restarting and gradient ratio
momentum weight, is competitive with or superior to
ALS and GMRES-ALS, NCG-ALS, and LBFGS-ALS.
Simple nonlinear iterative optimization methods
like ALS and coordinate descent (CD) are widely used
in a variety of application domains. There is clear po-
tential for extending our approach to accelerating such
simple optimization methods for other non-convex prob-
lems. A specific example is Tucker tensor decomposition
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Figure 6: Gas3 data. Gradient convergence and τ -plot.
[1]. NCG and NGMRES acceleration have been applied
to Tucker decomposition in [20], and LBFGS accelera-
tion in [4], using a manifold approach to maintain the
Tucker orthogonality constraints, and this approach can
directly be extended to Nesterov acceleration.
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Parameters for synthetic CP test problems
Table 2 lists the parameters for the standard ill-
conditioned synthetic test problems used in the main
paper. The test problems are described in [11], and the
specific choices of parameters for the six classes in Table
2 correspond to test problems 7-12 in [2]. All tensors
have equal size s = I1 = I2 = I3 in the three tensor di-
mensions, and have high collinearity c. The six classes
differ in their choice of tensor sizes (s), decomposition
rank (R), and noise parameters l1 and l2.
Table 2: List of parameters for synthetic CP test
problems.
problem s c R l1 l2
1 20 0.9 3 0 0
2 20 0.9 5 1 1
3 50 0.9 3 0 0
4 50 0.9 5 1 1
5 100 0.9 3 0 0
6 100 0.9 5 1 1
Detailed comparisons for different restarting
strategies
Figs. 7 to 9 (on the following pages) show τ -plots for
variants of the restarted Nesterov-ALS schemes, for the
case of function restart (RF, Fig. 7), gradient restart
(RG, Fig. 8), and speed restart (RX, Fig. 9), applied to
the synthetic test problems.
For each of the restart mechanisms, several of the
restarted Nesterov-ALS variants typically outperform
ALS, NCG-ALS [3] and NGMRES-ALS [2].
Several of the best-performing restarted Nesterov-
ALS variants are also competitive with the best existing
nonlinear acceleration method for ALS, LBFGS-ALS
[4], and they are much easier to implement.
Among the restart mechanisms tested, function
restart (Fig. 7) substantially outperforms gradient
restart (Fig. 8), and, in particular, speed restart
(Fig. 9).
The τ -plots confirm that Nesterov-ALS-RF-SG, us-
ing function restarting and gradient ratio momentum
weight, consistently performs as one of the best meth-
ods, making it our recommended choice for ALS accel-
eration.
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(a) variants with delay
1 1.5 2 2.5 3 3.5 4 4.5 5
tau
0
0.2
0.4
0.6
0.8
1
fra
ct
io
n 
of
 te
st
s ALS
NGMRES-ALS
NCG-ALS
L-BFGS-ALS
Nesterov-ALS-RF-S1-E
Nesterov-ALS-RF-SG-E
Nesterov-ALS-RF-SN-E
Nesterov-ALS-RF-S1
Nesterov-ALS-RF-SG
Nesterov-ALS-RF-SN
(b) variants without delay
Figure 7: Synthetic test problems. τ -plots comparing variants of function restart.
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Figure 8: Synthetic test problems. τ -plots comparing variants of gradient restart.
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Figure 9: Synthetic test problems. τ -plot comparing variants of speed restart.
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