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1. INTRO~JCTI~N 
Consider the nonlinear boundary value problem 
dx 
for 0 < t < 1 where 
and 
al(e) x(Q; e) + G(E) y(O; e) = a(E) (1.2a) 
b&) x(1 ; 4 + w y(1; 4 = Pk). (1.2b) 
Here, x and y scalars, E is a small positive parameter, the fi and g, are infinitely 
differentiable with respect to x and t, and the fi , gt , ai ,6, , a and /3 all have 
asymptotic power series expansions valid as E -+ 0. 
Our object is to prove the existence of solutions of the boundary value 
problem (l.l)-(1.2) when the “reduced” system ((1.1) with E = 0) has a 
solution that satisfies one of the limiting boundary conditions and to determine 
asymptotic expansions for these solutions which are valid throughout the 
interval 0 < t < 1 as E -+ 0. Under appropriate hypotheses, we will show 
that the solutions converge away from t = 0 to the solution of the ‘kzduced 
boundary value problem” 
2 = fdxo, co> +f&%, 6 QYO (1.3a) 
0 = g&o 9 f, 0) + ‘a% , $7 w, (1.83b) 
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where 
b,(O) %(l) + W)Yo(l) = B(O)* (1.4) 
Nonuniform convergence (or “boundary layer” behavior) will then generally 
occur at t = 0. 
We shall assume that 
forallxandforO,(t<l.Then, 
YoW = -&al > t, Wg& I t, 0) 
and x,,(t) satisfies the terminal value problem 
We shall assume that 
problem (1.5)-( 1.6) has a solution x0(t) for 0 < t < 1 Gw 
such that 
4(O) + w)&Ml)~Y0(l)~ LO)/g2(~o(l), 130) f: 0. (H3) 
Similar two-point boundary value problems were discussed by Harris [2] 
and Macki [3]. Both authors were forced by their construction procedures to 
limit the size of the boundary layer jump (i.e., the difference between the 
limiting value IX(O) prescribed by (1.2a) and the limiting value 
attained by the solution of the reduced problem (1.5)-( 1.6)). However, an 
analogous two-point problem for second-order scalar equations was solved 
in O’Malley [4] without such a limitation using a simplified version of the 
Visik and Lyusternik approach (see Visik and Lyusternik [6], Vasil’eva [5], 
and Wasow [7]). Here, we have been able to construct an asymptotic solution 
for the problem (l.l)-(1.2) and to prove its asymptotic correctness. It should 
be noted that hypothesis (Hl) need only hold for x in a neighborhood of 
x,(t), but to keep the presentation relatively simple we shall not alter (Hl). 
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2. PRELIMINARY TRANSFORMATIONS 
In order to obtain an asymptotic solution (X(t; E), Y(t; E)) of the system (1.1) 
which satisfies the boundary condition (1.2b) prescribed at t = 1, we formally 
set 
X(t ; CT) = f X,&) 2 
k=O 
Y(t ; e) = f ylz(t) 8. 
7c=o 
Then, 
f(-v ; 4 v ; 4, t, 4 = i fk(O Ek 
k=O 
(2.2) 
g(-w ; 4, Y(t ; 4, 4 4 = f &h(t) ek 
k==O 
where 
h(t) = f(~o@), Yo(t>, 4 0) 
go@) = &o(t)9 YOW, 4 0) 
(2.3) 
and for k 2 1 
fk@) = f,@,(t), YO(% t, 0) xk@> +f2(xO(t), 6 0) yk(t) + pk-l(t) 
gk@) = &@O@), yO($ & O) %k@) + &(xO(t), t> O) Yk@) + 4k-dt) 
(2.4) 
where pkel and qk+ are determined in the obvious manner in terms of those 
yj and xj with j < k. Substituting into (1.1) and formally equating coefficients, 
we ask that 
and for k >, 1 
dx, 
z =.fk@) 
dYk-1 
grw = -yg-- 
(2.5) 
(2.6a) 
(2.6b) 
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Likewise, from the boundary condition (1.2b), we ask that 
4(O) %(l) + UO) Y,(l) = B(O) 
and for K > 1 
(2.7) 
4(O) G(1) + U9Y?C(l) = !&C-I (2.8) 
where /?h_-l becomes known successively in terms of the coefficients of 
/3(e), bI(e), and b*(c) and those x,(l) andyj(l) for j < k. 
Thus, we take x,,(t) to be a solution of the terminal value problem (1.6) 
and 
We then proceed to obtain higher order coefficients xlc and yrc as the solutions 
of linear terminal value problems. First, note that (2.6b) can be rewritten as 
y&) = A(t) x,(t) + &c-At> (2.9) 
where 
and 
at) = --_g,txott), YoW, t, ~Y&t%tt>, 6 0) 
&&t) = [q- - !?k-ltt)]/&t%a t, 0). 
Thus, (2.6a) implies 
where 
dx, 
- = M(t) %5(t) + J%-,(t) dt 
and 
M(t) = f&%(t), Y&), 4 0) -I- U%(t), 4 0) 4) 
&+1(t) = f&%(4, 4 0) &C--l(t) + Pk--l(t). 
(2.10) 
Lastly, the boundary condition (2.8) yields the terminal values x,(l) since 
MO) - UO) 41) f 0 
by hypothesis (H3). Thus, the functions xk(t), y,(t) may be determined 
successively and we have: 
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LEMMA. Under hypotheses (HI)-(?3), a soh&n (x(t; e), Y(t; .E)) of.the 
system. (1.1) exists which satisfies the boundary condition (1.2b) and has the 
asymptotic expansion 
as E -+ 0 throughout he interval 0 < t < 1. 
Proof. This result is obtained by standard arguments. For analogous 
proofs, see Harris 121, Vasil’eva [5], and Wasow [7]. 
Now, considering X and Y as known functions, 
(Cd = (x-X,Y - y> 
will solve the boundary value problem 
(2.11) 
dcT z = [fi(X + 8, 4 4 - .fl(K 4 4 + Y(t) 
onO<t<lwith 
a,(e) &I ; 6) + as(e) ~(0 ; G) = E(C) - al(E) X(0 ; 4 - a,(E) YCO ; 4 
b,(e) ((1 ; c) + b,(E) ~(1 ; 4 = 0. :(2.13) 
Thus, we may restrict further study to the problem 
forO<t<lwith 
44 W; 4 + 44 $4 4 = ~(4 (2.15a) 
b&) t-(1 ; 4 + &) 41; 4 = 0. (2.15b) 
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Here, the Fi and Gi are infinitely differentiable with respect to f and t, and 
the Fi , Gi and y have asymptotic power series expansions valid as E -+ 0. 
Moreover, 
G(t, t, 0) < --K < 0 (2.16) 
foralltandO<t<l. 
Under appropriate additional hypotheses, we might expect the solution to 
be asymptotically zero as E -+ 0 on any interval [a, 11, 6 > 0, since 
(t,q) = (0,O) satisfies (2.14) and th e b oundary condition (2.15b) prescribed 
at t = 1. Then, the solution would exhibit boundary layer behavior at x = 0. 
In order to investigate the solution in this boundary layer, we “blow up” 
the neighborhood of x = 0 (for small values of 6) by introducing the 
“stretched variable” 
7 = t/e. (2.17) 
Note that 7 ranges over [0, co) as t ranges over [0, 11. In terms of 7, then, 
the system (2.17) becomes 
(2.18) 
and (since 7 = 0 when t = 0), (2.15a) becomes 
al(E) 4(0; 4 + 44 do; 4 = Y(E). (2.19) 
We seek solutions (5,~) of (2.18)-(2.19) which are asymptotically zero 
as 7 + co. The asymptotic solutions, however, are quite different in the two 
cases (a). u,(O) # 0 and (b) e,(O) = 0. Thus, they will be treated separately. 
3. CASE (a): a,(O) # 0 
Motivated by the solution of the linear problem, let us seek solutions of 
(2.18)-(2.19) of the form 
(3.1) 
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Substituting into (2.1) and equating lowest order coefficients, we ask that 
4% - = d7 SLPAO, 0 0) 
40 
(3.2) 
- dr = rloGz(O, 0, 0). 
Setting Gs(0, 0,O) = -c < 0, then, 
%I(79 = do) e+’ and 5%~) = +%qo, 0,O) e---CT (3.3) 
so both & and 7, decay exponentially to zero as 7 -+ co. Moreover, equating 
lowest order coefficients in the boundary condition, we find that 
%(O) = rKw%(O>. 
From the next highest coefficients, we have 
In general, fork 2 0, we have 
- = ---CT, + Q&3 dr 
(3.5) 
where Pkvl and Qlc-r are functions which are known successively and decay 
exponentially to zero as T -+ CCL Moreover, 
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where qk is known successively. Thus, 
Tk(4 = a2(q .&- e-c7 + 1; QkTl(s) e-+-s) ds 
and 
Thus, Q and &+r both 
our results, we have: 
x [ 1: Qkml(s) e-c+s) ds] Pk-&) dr. 
decay exponentially to zero as 7 + co. Summarizing 
THEOREM 1. Consider the boundary value problem (1. I)-(1.2) under the 
hypotheses (Hl)-(H3). A ssume further that a,(O) # 0. Then, for E sufiiently 
small, the boundary-value problem has a solution [x(t, E), y(t, c)] such that for 
each integer N 3 1 
and 
Y(4 4 = 5 [Ye@) + 5-k ($)I Ek + EN+%@, 4. 
k=O 
where rN(t, 6) and sN(t, E) are both boundedfor all t with 0 < t < 1. 
Proof. The proof follows more simply, but in the same manner, as the 
proof of Theorem 2 given below, and shall be omitted. 
The reader should note that the solutions have the asymptotic series 
expansions 
x(t, d - xO(t) + 2 (Xk(t) + itk(+)) Ek 
k=l 
and 
Y@, d - i. (Yk@) + Tk(+)) eke 
Since the coefficients depend on E, these expansions are asymptotic in the 
general sense of van der Corput (cf., O’Malley [4]). 
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4. CASE (b): as(O) = 0 
Let us suppose that 
a& = Ed&) Wff 
where C&(E) has an asymptotic power series expansion as E -+ 0. For ~(0) # 0, 
then, we cannot satisfy the condition (2.19) by assuming a solution (6,~) of 
the form (3.1). Instead, we introduce 
(4.2) 
(This ansatz, too, can be motivated by considering the linear problem.) 
Substituting into the differential equation and formally equating coefficients 
of powers of E, we ask that 
- = %1&(&l , (40) dr (4.3a) 
(4.3b) 
and, generally, for K 3 1, 
4% - = s’,&X&l , 0, 09 rl-1 + rlk-P&l 3 0209 + ~?&9 dr (4.4a) 
and 
‘9 = &G&i,, 609 r-1 + ~k-d%(&, 0,09 + Qlc-,(~9 Wb9 
where PR+ and QB-r are known successively. 
Now let us assume that for some K > 0, 
G&f, ($09 -G --K (4.5) 
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1 F&f, 0, o)l > K (4.6) 
for all values f. Note that (Hl) implies (4.5). In addition, (4.6) requires that 
I fi(% 0, O)l b Jc 
for all values of x. Then, (4.3) implies that 
4-l - = G(&, , 0, 0) 4, 
dr 
-. 
F&o, (40) dT 
Integrating, then, from r to co and asking that both &, and q-l tend to zero 
as r -+ 00, we have 
‘&) G,(r, 0,O) 
vdT) = s, F2(Y, 0, op. 
Thus, &, must satisfy the nonlinear equation 
for 0 < 7 < co. 
Rearranging (4.4), then, for each K > 1, we have 
d%c-1 d &‘%(&, 0, 0) + _ ( ) -=- 
dr ( dT ~,(So, (40) 1 Q 
k lT 
where 
Asking that both & and q&i tend to zero as T -+ 00, we have 
6s - j-m&k-l@) ds* 7 
Using (4.3), (4.4a), and (4.9), then, 
where 
(4.7) 
(4.8) 
(4.9) 
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so integration implies 
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+ JI exp 0: G2(So , 0, 0) ds) &A~> dr/. (4.10) 
Thus, all coefficients in the expansion (4.2) may be calculated directly in 
terms of &(T) and the initial conditions t,(O). 
Using the boundary condition (2.19) and (4.1), we have 
40) 4(O) + a,(o) ?44 = Y(O) 
and for each integer K > 1 
where the &r are known successively. Equation (4.7), then, implies that 
&,(O) must satisfy the nonlinear equation 
(4.11) 
while (4.9) implies that successive &7,(O) must satisfy 
[ 
G,(to@), 0 0) 
do) + n2(o) F2(fo(0), 0 O) ] .w) = pk + LZZ(O) Irn Qk4~) as. (4.12) 0 
NOW suppose that (4.11) has a solution S,(O) such that 
(4.13) 
Then, we can determine the &(O)‘s successively. 
Now observe that all functions &(T), Q-~(T) satisfying (4.7)-(4,lO) decay 
exponentially (in absolute value) on the interval 0 < 7 < co. For every 
finite value &(O), 1 Gs(r, 0,O)l will be bounded for j I 1 < 1 40(0)1. Thus, 
(4.6)-(4.7) imply that 1 ~-r(O)/ is bounded. Moreover, since 
(4.5) implies that 7-r(~) d eta s ex y p onentially to zero. Likewise, by (4.8) and 
sign conditions (4.5)-(4.6), we see that 1 to(~)1 decreases monotonically to 
zero. Therefore, F2(to , 0,O) remains bounded and (4.3a) imp&s that d&,/d~ 
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decays exponentially to zero as T -+ co. Thus, so does &O(T) = ly (d&/&) dT. 
The exponential decay of &, and 7-r implies that of P,, , QO, p,, and &s . 
By (4.9)-(4.10), then, 5r an d 7s also decay exponentially as T ---f co. Proceeding 
by induction, we show that each & and b-I for j 3 0 decays exponentially 
to zero. 
Finally, we observe that for any value t;(O), the solution of the nonlinear 
equation (4.8) can be obtained on the semi-infinite T interval by successive 
approximations (see ErdClyi [l] regarding successive approximations and 
O’Malley [4] for an analogous problem). Knowing f,(7) enables us to calculate 
all other rljml and tj successively. 
Summarizing, we have: 
THEOREM 2. Consider the boundary value problem (l.l)-( 1.2) under the 
hypotheses (Hl)-(H3) h w ere a2(E) = E&(E). In addition, suppose (H4) theve 
exists a constant K > 0 such that 
If&, 4 0)l 3 K 
fey all values of x, and (H5) there exists a$nite number h such that 
a 
I[ 
al(q + q)) g&o(O) + r9 O,O) 
f&0(0) + r, 03 0) 1 dr = a(O) - al(O) x,(O) 0 
and 
a,(o) + a”,(O) &z(x0(0) + x9 020) 
f&o(O) + A, 030) # O- 
The-le, for E sujkkntly small, the boundary value problem has a solution 
[x(t, E), y(t, c)] such that for each integer n > 0 
and 
y(t, l) = ywy + 5 [ Yk@) + rlk (4)] ck + l +%(t, 4 
k=O 
where r,(t, G) and s,(t, e) are both bounded for all t within [0, 11. 
Note: 
1. Hypothesis (H4) is satisfied when the scalar equation considered in 
O’Malley [4] (and elsewhere) is put in system form. 
2. ‘Hypothesis (H5) is automatically satisfied for the problems considered 
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in Harris [2] and Ma&i [3] since, then, (in case (b)) CZ~(E) = as(O) = 0 and 
a,(O) jL: 0. Note that (H5) implies (4.11) and (4.13). 
3. Examples can be easily found for which several values X exist satisfying 
(H5). Each such determination h will lead to a different asymptotic solution 
of the problem (1 .l)-(1.2) with &b(O) = X. An example is furnished by the 
problem 
dx 
x=Y 
dy 1 E-g = -3(1 + 3G)y 
x(0,4 + Gyp, c) = 0 
X(1,6) = 0 
which satisfies the hypotheses of Theorem 2 for the three values X = 0, 
X = 1, and X = - 1. These values of X correspond to the three solutions 
x(t, c) = 
&4/2E 
2/(1 + P) - Pe--t/E 
Y(4 4 = 
--x(1 + P) f?-t/sc 
2&(1 + P) - X+-““I” ’ 
all of which converge to the trivial solution of the reduced problem for 
t > 0. 
5. PROOF OF THEOREM 2 
By Lemma 1, it suffices to consider the problem 
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and 
bl(4 4u; 4 + W) 41; 4 = 0. (2.15b) 
Instead, we shall consider an initial value problem for (2.14) where we obtain 
the initial conditions from the formal expansions (4.2) constructed above. 
Thus, we define A(E) and B(E) to be functions having the asymptotic power 
series expansions 
44 - f fk(O) ek 
k=O 
(5.1) 
and 
B(E) - f Q(O) Ek+l. 
k=-1 
(5.2) 
Such functions A(E) and B( E exist by the Borel-Ritt Theorem (cf., Wasow [7], ) 
p. 43). Thus, we shall consider the system (2.14) subject to the initial con- 
ditions 
f(O; 4 = 44 
q(O; l ) = B(E)/E. (5.3) 
Further, for every integer n > 1, let us define 
and 
(5.4a) 
(5.4b) 
where 7 = t/c. We shall show that a solution (((t; E), q(t; E)) of the initial 
value problem (2.14~(5.3) exists for E sufficiently small so that 
[(t; 6) = f”(t; c) + E”+lR,(t; c) 
q(t; c) = + + &s,(t; c) 
(5.5) 
where R,(t; C) and S,(t; 6) are bounded throughout 0 < t < 1. 
Note that, by construction, 
q(e) pyo; c) + G&) qfp = y(c) + O(E+l). 
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Moreover, both (“(t; E) and qn(t; E) decay exponentially to zero away from 
t = 0, so 
4(e) <“(I; e) + b&) q* = O(d) 
for I arbitrarily large. Thus, it follows that the solution (5.5) of the initial 
value problem will also asymptotically satisfy the original boundary value 
problem (l.lH1.2). 
Recall that the coefficients &(T) and ~(7) were determined so that 
where 
and 
Here, U.(E) and /3( E are bounded and pfl and $?a are bounded on every finite 7 ) 
interval and they decay exponentially to zero as T -+ GO (since each & and 78 
does so). In terms of t = c-r, then, 
Thus, (5.5) and (2.14) imply that 
and 
where 
(5.7) 
(5.8) 
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Rewriting (5.7), we have 
where the “remainders” p2 and Ga are defined in the obvious manner. 
Since F, # 0, using the first equation to obtain an expression for S, , 
substituting into the second equation, and integrating, we find that S, 
satisfies an equation of the form 
(5.9) 
Thus, the first equation can be rewritten as 
dR 
--$- + $4 R, ,4Rra 
= 
I 
R,,Fc f Pi$ + - : + p(c)/ + + j: [R,H + l n@ + -+I du, 
where 
p(t, R,, 6) = - F,‘s;;, “‘) j; ;;$,‘;:;’ du (5.10) 
a > 
is strictly positive since G, < 0 and F, # 0. Integrating then, R, satisfies 
BOUNDARY VALUE PROBLEM 447 
The vector Volterra integral equation consisting of (5.9) and (5. I If can be 
solved by a successive approximations scheme in a straightfor?ard manner. 
We note that it is critical that p be strictly positive and that H(Y/~, U, E) = 
O(K~(~-~)~‘~). Thus, we are able to show the existence of a solution (f, 11) of the 
boundary value problem (2.14)-(2.15) with remainders R, and S, (defined 
by (5.5)) which are bounded throughout 0 < t < 1 provided E is sufhcient 
small. 
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