We present the Potsdam systems that participated in the semantic dependency parsing shared task of SemEval 2014. They are based on linguistically motivated bidirectional transformations between graphs and trees and on utilization of syntactic dependency parsing. They were entered in both the closed track and the open track of the challenge, recording a peak average labeled F 1 score of 78.60.
Introduction
In the semantic dependency parsing (SDP) task of SemEval 2014, the meaning of a sentence is represented in terms of binary head-argument relations between the lexical units -bi-lexical dependencies (Oepen et al., 2014) . Since words can be semantic dependents of multiple other words, this framework results in graph representations of sentence meaning. For the SDP task, three such annotation layers are provided on top of the WSJ text of the Penn Treebank (PTB) (Marcus et al., 1993): -DM: the reduction of DeepBank HPSG annotation into bi-lexical dependencies following (Oepen and Lønning, 2006; Ivanova et al., 2012) , -PAS: the predicate-argument structures derived from the training set of the Enju HPSG parser (Miyao et al., 2004) and -PCEDT: a subset of the tectogrammatical annotation layer from the English side of the Prague Czech-English Dependency Treebank (Cinková et al., 2009 ).
The three annotation schemes provide three directed graph representations for each PTB senThis work is licenced under a Creative Commons Attribution 4.0 International License. Page numbers and proceedings footer are added by the organizers. License details: http: //creativecommons.org/licenses/by/4.0/ tence, with word forms as nodes and labeled dependency relations as edges pointing from functors to arguments. The SDP-annotated PTB text is split into training (sections 00-19), development (sec. 20) and testing sets (sec. 21). This in turn makes the SDP parsing task a problem of datadriven graph parsing, in which systems are to be trained for producing dependency graph representations of sentences respecting the three underlying schemes.
While a number of theoretical and preliminary contributions to data-driven graph parsing exist (Sagae and Tsujii, 2008; Das et al., 2010; Chiang et al., 2013; Henderson et al., 2013) , our goal here is to investigate the simplest approach that can achieve competitive performance. Our starting point is the observation that the SDP graphs are relatively tree-like. On it, we build a system for data-driven graph parsing by (1) transforming dependency graphs into dependency trees in preprocessing, (2) training and using syntactic dependency parsers over these trees and (3) transforming their output back into graphs in postprocessing. This way, we inherit the accuracy and speed of syntactic dependency parsers. The secondary benefit is insight into the structure of the semantic representations, as graph-tree transformations can make the phenomena that require non-tree-like structures more explicit.
Data and Systems
We present the basic statistics for the SDP training sets in Table 1 . The graphs contain no cycles, i.e., all SDP meaning representations are directed acyclic graphs (DAGs). DM and PAS are automatically derived from HPSG annotations, while PCEDT is based on manual tectogrammatical annotation. This is reflected in more than half of the PCEDT graphs being disjoint sets of dependency trees, i.e., forests. The number of forests in DM and PAS is negligible, on the other hand. The edge label set of PCEDT is also substantially larger than the label sets of DM and PAS.
Baseline
A directed acyclic graph is a dependency tree in the sense of (Nivre, 2006) if any two nodes are connected by exactly one simple path. In other words, a DAG is a dependency tree if there are no disconnected (singleton) nodes and if there are no node reentrancies, i.e., all nodes have an indegree of 1. We calculate the average treewidth of SDP graphs by converting them to undirected graphs and applying the algorithm of (Gogate and Dechter, 2004 ). As we show in Table 1 , the treewidth is low for all three representations. The low treewidth indicates that, even if the SDP semantic representations are graphs and not trees, these graphs are very tree-like and, as such, easily transformed into trees as there are not many edges that would require deletion. Thus, one could perform a lossy graph-to-tree conversion by (a) detecting singleton nodes and attaching them trivially and (b) detecting reentrant nodes and deleting all but one incoming edge. The official SDP baseline system 1 (Oepen et al., 2014 ) is based precisely on this principle: singletons are attached to their right neighbors, only the edges to the closest predicates are kept for reentrant nodes, with a preference for leftward predicates in ties, and all remaining nodes with an indegree of 0 are attached to the root. Two dummy labels are introduced in the process: root for attachments to root and null for the remaining new attachments. The baseline is thus limited by the lossy approach to graph-to-tree reductions and the lack of linguistic motivation for these particular reduction operations. Here, we aim at introducing less lossy and more linguistically motivated reductions.
Local Edge Flipping
Furthermore, inspecting the distribution of node indegrees in the SDP data in Figure 1 , we make two important observations: (1) from its left histogram, that most of the nodes in all three annotations have an indegree of 0 or 1, and (2) from its right histogram, that most source nodes of edges causing reentrancies themselves have an indegree of 0. Figure 2 deepens this observation by providing a part-of-speech distribution of source nodes in reentrancies. It shows that the edges in DM and PAS are systematically pointed from modi- Table 3 : Top node detection accuracy with CRFs on the development set for the three annotations. Precision (P), recall (R) and the F 1 scores relate to marking tokens with the binary top node flag.
fiers to modifiees, while coordinating conjunctions in PCEDT introduce the coordinated nodes. We conclude that edges in reentrancies, for which the source nodes have zero indegree, could be flipped by changing places of their source and target nodes and encoding the switch in the edge labels by appending the suffix flipped to the existing labels. This is the basis for our first system: LOCAL. In it, we locally flip all edges in reentrancies for which the source node has zero indegree and run the BASELINE conversion on the resulting graphs. We apply this conversion on the training data, use the converted training sets to train syntactic dependency parsers (Bohnet, 2010) and utilize the parsing models on the development and test data. The parsing outputs are converted back to graphs by simply re-flipping all the edges denoted as flipped.
Depth-first Edge Flipping
Our second system, DFS, is based on depth-first search graph traversal and edge flipping. In it, we create a undirected copy of the input graph and connect all nodes with zero indegree to the root using dummy edges. We do a depth-first traversal of this graph, starting from the root, while performing edge lookup in the original DAG. For each DFS edge traversal in the undirected copy, we check if the direction of this edge in the original DAG is identical or reversed to the traversal direction. If it is identical, we keep the existing edge. If we traverse the edge against its original direction, we Table 4 : Syntactic dependency parsing accuracy of our systems before the tree-to-graph transformations, given as a set of labeled (LAS) and unlabeled (UAS) attachment scores. The scores are given for the development set.
reverse it. Finally, we delete the dummy edges and convert the resulting graph to a dependency tree by running the baseline, to connect the singletons to their neighbors, and to attach predicates with zero indegree and sentence-final nodes to the root. We illustrate our graph-to-tree transformations LOCAL and DFS on a gold standard graph from the training data in Figure 3 . It shows how DFS manages to preserve more edges than LOCAL by performing traversal flipping, while LOCAL flips only the edges that have source nodes with zero indegree. On the other hand, DFS performs more flipping operations than LOCAL, but as Table 1 shows, this does not result in substantial increase of the label sets.
Parsing and Top Node Detection
The same syntactic parser and top node detector are used in both LOCAL and DFS. Both systems ran in the closed SDP track, with no additional features for learning, and in the open track, where they used the SDP companion data, i.e., the outputs of a syntactic dependency parser (Bohnet and Nivre, 2012) and phrase-based parser (Petrov et al., 2006) as additional features. Our choice of parser was based on the high non-projectivity of the resulting trees, while parsers of (Bohnet and Nivre, 2012; Bohnet et al., 2013) could also be used, among others. We use the parser out of the box, i.e., without any parameter tuning or additional features other than what was previously listed for the open track.
Top node detection is implemented separately, by training a sequence labeling model (Lafferty et al., 2001; Kudo, 2005) on tokens and part-ofspeech tags from the training sets. Its accuracy is given in Table 3 . We use only the tokens and parts of speech as features for these models, and Figure 3 : Illustration of graph-to-tree transformations of a gold standard graph for LOCAL and DFS. Edge labels are omitted. The sentence (PAS, #20415005): Who that winner will be is highly uncertain.
we design our feature set by adapting the chunking template from the CRF++ toolkit documentation. 2 We note that this model can be improved by, e.g., adding the open track companion features to the feature set, but they were not used in the experiments we present here. 3 Our graph-to-tree conversions expand the label sets by appending the edge flip flag. The sizes of the new label sets are given in Table 1 in comparison to the original ones. The increase in size is expected to affect the parsing accuracy. The parsing accuracies on the development sets are given in Table 4 . The scores correlate with the label set sizes, with a notable difference between the labeled (LAS) and unlabeled (UAS) attachment score for PCEDT. The LOCAL approach tends to outperform DFS for PCEDT, while DFS parsers also significantly outperform LOCAL for DM and PAS. The open track parsers tend to perform a little better as they make use of the additional features.
In Table 2 , we measure the theoretical maximum accuracy for parsers based on our two conversions in comparison with the baseline. There, we run BASELINE, LOCAL and DFS on the development set and convert the trees back to graphs right away, i.e., without the parsing step, so as to observe the dissipation of the conversion. The scores show that LOCAL and DFS outperform BASELINE by a large margin, while the maximum accuracy for DFS is larger than the one for LOCAL, 1 point for PCEDT and around 5 points for DM and PAS. This is due to DFS performing non-local edge flipping, thus preserving more edges. The parsing scores from Table 4 and the maximum accuracy from Table 2 Table 5 : Overall accuracy for our LOCAL and DFS systems, i.e., averaged labeled and unlabeled F 1 scores over the three annotations.
as lossy in graph-tree conversions as the baseline, while they pay the price in the number of new labels in actual parsing and, subsequently, in the accuracy of the dependency parsers. Thus, LAS and UAS for the baseline are 1-2 points higher than the scores in Table 4 for DM and PCEDT, while our scores are 3-4 points higher for PAS.
Results and Discussion
As in the official SDP scoring, we express the results in terms of labeled and unlabeled precision (LP, UP) and recall (LR, UR), their harmonic means, the F 1 scores (LF, UF), and sentence-level exact matches (LM, UM). The official SDP scorer reports on two variants of these scores: the one taking into account the virtual edges to top nodes and the one excluding those edges. The former is less relaxed as it requires the top nodes to be predicted, and this is the only one we use in this report. We note that for our systems, the scores without the virtual edges are approximately 2 points higher for all the metrics.
The overall scores are given in Table 6 : Breakdown of the scores for our LOCAL and DFS systems on the test sets. We provide labeled and unlabeled precision (LP, UP), recall (LR, UR), F 1 scores (LF, UF) and exact matches (LM, UM) for all three annotations in both the closed and the open evaluation track. mately 1 point higher than their closed track counterparts, apparently taking advantage of the additional features available in training and testing. The DFS system is 2 points better than LOCAL in all scenarios, owing to the higher maximum coverage of the original graphs in the conversions. The large label sets amount to a difference of approximately 6 points between the labeled and unlabeled accuracies in favor of the latter attachment. Table 6 is a breakdown of the scores in Table 5 across the three annotations and the two tracks. Here, we pair the F 1 scores with the corresponding precision and recall scores. We also explicitly denote the differences in scores between LOCAL and DFS. For DM and PAS, the score patterns are very similar: due to the larger label set and less regular edge flipping, DFS has a 3-4 points lower precision than LOCAL, while its recall is 6-8 points higher, amounting to the overall improvement of approximately 4 points F 1 . In contrast, on the PCEDT data, LOCAL outperforms DFS by approximately 1.5 points. We note that the label sets for PCEDT are much larger than for DM and PAS and that the favorable reentrancies in PCEDT are much less frequent to begin with (see Table 1 , Table 2 and Figure 2) . At 14 points F 1 , the discrepancy between the labeled and unlabeled scores is much higher for PCEDT than for DM and PAS, for which we observe a 1-2 point difference.
The exact match scores (LM, UM) favor DFS over LOCAL by approximately 5 points for DM and PAS, while LOCAL is better than DFS for PCEDT by 1-2 points. In absolute terms, the PAS scores are higher than those for DM and PAS in both our systems. This difference between the token-level and the sentence-level scores stems from the properties of our graph-tree transformations as, e.g., certain edges in undirected cycles could not be addressed by our edge inversions. At approximately 81, 86 and 70 points F 1 for DM, PAS and PCEDT, in this contribution we have shown that focusing on graph-tree transformations for the utilization of a syntactic dependency parser lets us achieve good overall performance in the semantic dependency parsing task. In the future, we will further investigate what transformations are appropriate for different styles of graph-based semantic representations, and what we can learn from this both for improving SDP parser accuracy and for making linguistically motivated design choices for graph-based semantic representations. Furthermore, we will extend our system to cover inherently non-tree-like structures, such as those induced by control verbs.
