The purpose of this article is primarily pedagogical and will focus on illustrating the circumstances in which overestimating true construct relationships is likely, how to assess (at least empirically) when the inappropriate use of alpha is likely to produce an underestimate of reliability, and the magnitude of such underestimation. Cronbach (1951) realized the effects of multidimensionality when he asserted that alpha was a lower bound index of internal consistency reliability. He also compared the computation of alpha and parallel forms reliability when a measure comprised items varying in factor structure. Equation (1) shows Cronbach's coefficient alpha:
Coefficient Alpha and Parallel Forms Reliability
where N is the number of items in the measure, σ i j , is the mean off-diagonal covariance, and V t is the variance of the item composite. Equation (2) shows the parallel forms reliability formula described by Cronbach (1951) : 
where i and j are subcomponent indices, V t is the total composite variance as above, and r ij is the correlation between subcomponents. Note that when i = j, r ij is simply replaced by the alpha reliability estimate of the subcomponent.
Similar problems with the use of alpha have been noted more recently (Komaroff, 1997; Murphy & DeShon, 2000; Raykov, 1998 Raykov, , 2001 . For a prespecified set of items (that do not necessarily assess the same underlying dimension) with uncorrelated errors, alpha underestimates reliability. Only when these items are tau equivalent (i.e., they measure an underlying dimension in the same units of measurement, but perhaps with different precision) does alpha equal reliability (Lord & Novick, 1968) .
Error Sources and Reliability Estimates
In considering these alternate versions of reliability, it is useful to clarify what we assume is true and error variance. When treating the content of items, Cronbach (1947) divided composite variance into general factor variance common to all items, group factor variance that was common to some items, and specific factor variance unique to each item in a multi-item measure, as well as random error. Parallel forms reliability (Equation (2)) is based on the notion that each form of a measure comprises equal portions of general and group factor variance. The use of coefficient alpha, however, assumes a single dimension accounts for true variance in the measure. All variance shared by subsets of items and not part of the general factor is considered error. Alpha, then, will provide a lower estimate of internal consistency reliability than will parallel forms reliability when items are a function of group factor variance as well as a general factor. Similar ideas about error and reliability are discussed by Lord and Novick (1968) and are the basis for the subsequent development of generalizability theory (Cronbach, Gleser, Nanda, & Rajaratnam, 1972) .
For the situations examined by Cronbach (1947) , alpha was a lower-bound estimate of reliability relative to a strictly parallel estimate of reliability when the item pool was composed of items representing several strong group factors and no general factor. When a set of items is multidimensional, an appropriate estimate of reliability can only be obtained when the various factors are represented equally in the various forms of the measure. Correlations between these strictly parallel forms are reliability coefficients. An ideal set of items that allows for unambiguous interpretation of the measurement of a single construct was identified as one with a high coefficient alpha and one that is not divisible into smaller blocks of items whose intercorrelation within the block exceeds their intercorrelation with the remainder of the scale.
All this is well known among psychometricians (e.g., Green et al., 1977) ; in fact, our references span more than half a century and include reviews of the literature. In practice, however, researchers often work with multidimensional measures because of the need for parsimony, inadequate examination of measurement models (Anderson & Gerbing, 1988) , or the allure of alpha's well-known relationship with the length of the measure, which may promote the combination of independent measures into a large composite. Cortina (1993) demonstrated the general tendency of alpha to decrease as a function of multidimensionality and increase as a function of item intercorrelation, but noted that the effect of measure length can create high values of alpha even in the case of three orthogonal subscales. Similar observations were made by Green et al. (1977) . In describing these effects, Cortina cautioned that alpha is a useful statistic when its assumptions are met; that is, one is interested in assessing reliability when error consists of item-specific variance. The present article will extend the work of Cortina by examining the effects of violations of these assumptions in the context of one prominent application-the correction for attenuation.
An Empirical Examination of Alpha and Parallel Forms of Reliability and the Correction for Attenuation
Reliability has many practical implications for research in the organizational sciences, foremost among them being the attenuating effects of low reliability on observed correlations between theoretical constructs. The degree of this attenuation was first explored by Spearman (1904) , who derived a formula relating the observed correlation to the correlation between true scores on the constructs measured by two sets of items or groups of items. This correction for attenuation is given as follows: 
where r t1t2 refers to the correlation between true scores represented by measures 1 and 2, r 12 is the observed correlation between the two measures, and r 11 and r 22 are the reliabilities of the two measures. Recently, Schmidt and Hunter (1996) illustrated the importance of reliability in estimating the relationships among constructs of interest and described 26 different research scenarios in which appropriate corrections for un-reliability in one or both measures provided a more accurate reflection of evidence for hypothesized relationships. In situations where measures 1 and/or 2 in Equation (3) are multidimensional, the use of coefficient alpha to represent reliabilities r 11 or r 22 underestimates reliability, thereby overestimating the true relationship between the measures. Applied psychologists assessing validity coefficients typically correct only for unreliability in the criterion, thus making the potential multidimensionality of job performance (e.g., Campbell, McCloy, Oppler, & Sager, 1993 ) a concern. In research designed to estimate the relationship between constructs, the correction for attenuation is applied to both measures 1 and 2, potentially causing a correspondingly greater inflation of construct relationship. Schmitt (1996) recently provided an example in which this overestimation of the true correlation is illustrated. The two six-item measures in his illustration consisted of two factors whose cross-factor item intercorrelations were .30 and withinfactor item intercorrelations were .80. The observed correlation of these two measures was .94; correcting for unreliability using coefficient alpha of the two measures (i.e., .86) resulted in 1.09 as the estimate of the intercorrelation. Computing the corrected coefficient using Equation (2) presented above to estimate the reliability of "lumpy" measures (Cronbach, 1951 ) yielded a value of 1.00, which reflects the fact that these two measures were exact replicates in terms of factor structure. In this case, using the lower-bound estimate of parallel forms reliability (i.e., coefficient alpha) produced an obvious overestimate of the true correlation between these measures.
An example of the impact of the use of Equation (1) versus (2) to correct for attenuation as well as a demonstration of the use of the two equations is provided in Table 1 . In this table, the relationship between an organizational commitment measure investigated by Bar-Hayim and Berman (1992) and an organizational citizenship behavior (OCB) index presented by Smith, Organ, and Near (1983) is estimated. Although neither work provides all the information required to calculate reliability using both Equations (1) and (2), we believe the calculations in Table 1 are realistic. Standard deviation information was unavailable for items in the Bar-Hayim and Berman study and for subscales in the Smith et al. study, so we used 1.00 as the standard deviation of items and component measures.
In the case of both OCB and organizational commitment, researchers have used these measures as composites as well as multidimensional representations of the two constructs. The alpha coefficient for the organizational commitment composite (.73 by Equation (1)) would be considered acceptable by many researchers (Nunnally & Bernstein, 1994) , although the alpha for the composite OCB measure (.62) would often be considered marginal. Corresponding estimates of the reliability of these composites using Equation (2) are .78 and .90, respectively. The difference between the two estimates for organizational commitment (.73 vs. .78) is relatively modest, but the difference for OCB (.62 vs. .90 ) is large. The use of these alternative estimates of reliability to estimate the true correlation between OCB and commitment is also illustrated in Table 1 . The use of Equation (1) estimates as opposed to Equation (2) estimates would result in an inflation of this estimate of 25% (see the bottom of Table 1 for estimates of the corrected relationship for observed correlations of .3, .4, and .5). The percentage inflation is a constant across levels of observed correlation. Most of the inflation in this case came from the difference in estimates of the reliability of the OCB composite as opposed to the difference in estimates of the reliability of organizational commitment (21.5% vs. 3.5%).
Reliability has many practical implications for research in the organizational sciences. Foremost among these implications is the attenuating effect of low reliability on observed correlations between theoretical constructs. In the next sections of this article, we systematically address the importance of the issues raised in Cortina (1993) and Schmitt (1996) by presenting three computational analyses. First, we present an analysis of the effect of using alpha as an estimate of internal consistency reliability when the measure is multidimensional. Second, we assess the effects of the use of alpha in these instances to estimate true construct relationships. Third, we link this overestimate to estimates of the degree of fit offered by structural equation models 188 ORGANIZATIONAL RESEARCH METHODS Table 1 Estimate of Reliability Using Equations (1) and (2) 
Correlations Corrected for Attenuation Using Alpha (Equation (1)) and Parallel Forms (Equation (2) (1992) did not present the standard deviations of items, so all computations involved correlations between items that were presented in the appendix of their article. b. Smith, Organ, and Near (1983) did not provide the standard deviations of the altruism or compliance dimensions or the composite organizational citizenship behavior measure, so the standard deviations of altruism and compliance were set to 1.00 to provide computational values. If the standard deviations of the two dimensions were unequal, our calculations would be different. c. Estimates of corrected correlations indicate that the degree of inflation resulting from use of alpha estimates of reliability as opposed to parallel forms estimates is a constant across values of the observed correlation between the two composite measures, in this case, approximately 25% (e.g., (.45 -.36)/.36). (Miller, 1995) . Finally, we provide the concerned researcher with a flowchart representing the manner in which we believe the information presented in this article can be used to assess when an alpha estimate of reliability should be replaced with the estimate provided by Equation (2).
Computational Analysis of Alpha and Parallel Forms of Reliability and the Correction for Attenuation
To estimate the degree to which the use of alpha might result in overcorrections of true correlations, we constructed measures that represented a range of realistic values of four factors we considered important determinants of the size of alpha and the relative unidimensionality of a measure. These four factors are as follows: factor structure of the measure (i.e., number of group factors), items per factor, within-factor interitem correlation, and between-factor interitem correlation. The factor structure of the measures was set at two, four, or six factors. The number of items per factor was set to 3, 5, or 7. This resulted in a total measure length ranging from 6 to 42 items (the product of the number of items per factor and number of factors). Values for within-factor interitem correlations and between-factor interitem correlations were .6, .5, .4, and .3 and .3, .2, .1, and .0, respectively. These levels were chosen to be representative of item intercorrelation structures present in typical attitude scales and job performance rating measures. Between-and within-factor item correlations were uniform at the levels defined above. The various combinations of within-and between-factor item correlations also provide a range of "distinctiveness" of group factors, which varies in proportion to the difference between within-and between-factor item correlations. The complete crossing of the above design parameters resulted in a 3 × 3 × 4 × 4 design, or 144-cell matrix. For the purposes of assessing the effects of these factors on the two estimates of reliability and true construct correlations, both Cronbach's alpha (Equation (1)) and parallel forms reliability (Equation (2)) indices were computed for the 144 cases produced by the design described above. These values were then used to calculate the raw differences between the reliability estimates, as well as the percentage inflation of true construct correlation when alpha is used instead of the parallel forms formulation.
In the second phase of this study, correlation matrices that represented the 144 cases were analyzed using LISREL 8.0 (Jöreskog & Sörbom, 1994) . The purpose of the structural equation analysis was to determine the departure from fit of the generated data from a unidimensional latent structure and to correlate this departure with the difference between the two versions of reliability referred to above. Sample size was fixed at 500 for all cases. Four popular indices available in LISREL were chosen to assess departure from fit: the root mean square error of approximation (RMSEA), the comparative fit index (CFI), the nonnormed fit index (NNFI), and the relative fit index (RFI). RMSEA is based on the population error of approximation and is a measure of discrepancy per degree of freedom. Values of RMSEA less than .05 indicate good model fit (Browne & Cudeck, 1993) . The CFI is an indicator of relative model fit compared to the independence model and is adjusted for total degrees of freedom in the model. Values of .90 or above on the CFI, RFI, and NNFI are generally indicative of good model fit. A more detailed discussion of these statistics can be found in Jöreskog and Sörbom (1994) and Bollen and Long (1993) .
Finally, correlation matrices generated by the 144 different item composites were submitted to a principal components analysis using SAS PROC FACTOR. The percentage of variance accounted for by the first principal component (FPC) was compared to both the raw differences between alpha and parallel forms reliability indices and the percentage true correlation inflation values for each cell. Table 2 contains the values of coefficient alpha and parallel forms reliability across levels of the four design factors. It is clear from Table 2A through 2C that the primary factor influencing differences between the reliability indices is the correlation between items in different group factors. As this correlation increases, alpha and parallel forms reliability formulas converge. To further assess the impact of the different factors on reliability estimates, we computed the correlations between the different factors in the design and the two estimates of reliability, the difference between these estimates, and the inflation in estimates of true correlation that results when alpha is used to correct for attenuation. These correlations are presented in Table 3 . In Table 3 , the impact of the between-factor correlations is evidenced by the correlation (-.78) between the between-factor correlation and the difference between alpha and parallel forms reliability. This is due to the group factors becoming less distinct as the correlations between items from different factors approach the correlation between items within the same factor. There was also a decrease in convergence of the two formulas as within-factor correlations increase. This tendency has a similar explanation as the previously noted effect for between-factor correlations; as within-factor correlations increase, the group factors become more distinct from one another. The effects of both within-and between-factor item correlations define the multidimensionality of the matrix. The more similar the two types of correlations are, the closer the matrix will approximate one obtained from a unidimensional measure.
It is notable that the number of group factors had little main effect on differences between the two indices (see Tables 2A through 2C ). The correlation between the number of factors and differences between the two forms of reliability was only .06 (see Table 3 ). It is the aforementioned magnitude of differences in intra-and interfactor item correlations that drives differences, not the number of group factors. The effect of the number of group factors is predicated on the intra-and intercorrelation differences. Table 4 contains a summary of the results for those parts of our design relevant to these two factors. As can be seen in Table 4 , additional group factors only increase divergence in alpha and parallel forms indices when differences between within-and between-factor item correlations are large. Table 4 also shows an opposite pattern when these differences are small (i.e., more group factors reducing discrepancy between alpha and parallel forms indices), but this is likely due to the overriding effect of the number of total items, which in this design was directly tied to the number of group factors.
The number of items per factor also affected the differences between the reliability indices (r = -.37). The analysis in Table 3 reveals the known effects of measure length on both alpha (r alpha, length = .42) and parallel forms (r pf, length = .48) indices. The analysis suggests that length of the total measure had the effect of moderately decreasing the difference between alpha and parallel forms indices (r diff, length = -.18). Increasing the number of items per factor has a direct effect on coefficient alpha, and a somewhat indirect effect on the parallel forms index, by increasing the reliability of the component subscales. Recall from Equation (2) that variance components of the subscales are weighed by their associated coefficient alpha reliability. These results are not novel, and are consistent with the well-documented relationship between measure length and coefficient alpha. Less obvious, however, is the fact that coefficient alpha will be at conventionally acceptable levels, regardless of factor structure, as long as factors and items are positively correlated. To identify situations in which the inappropriate application of alpha to correct observed correlations for unreliability results in the greatest inflation of estimates of true correlations, conditions that resulted in an inflation percentage of 10% or greater based on corrections for only one variable were selected from the 144 conditions analyzed (see Table 5A ). Obviously, more situations would be included if we applied this criterion to instances when corrections are made to both variables in an observed relationship. Although these may represent "extreme" situations, they are useful in determining what sort of impact the inappropriate use of Cronbach's alpha may have on estimates of true correlation coefficients. Included in Table 5 is the absolute difference between alpha and parallel forms reliability estimates. The worst situations are clearly scenarios in which several unrelated components, each relatively high in internal consistency, are combined to form a single, supposedly unidimensional measure. In these cases, the inappropriate use of alpha to correct observed correlations results in an inflation of 10% to 19% over the true correlation when only one variable in the pair is multidimensional. If both variables are multidimensional in these relatively extreme ways, the corrected intercorrelations between constructs can be as high as 40% (see the last column of Table 5 ). The situations illustrated in Table 5 the interactive effects of the number of group factors and correlational structure. As the uniformity of the item-intercorrelation matrix decreases, the number of factors will have a greater impact on differences between the two reliability indices. In situations where the correlation has greater uniformity, a larger number of factors has little effect on index differences. It might be argued that no knowledgeable researcher would combine items with patterns shown in Table 5A into a single measure. We are more likely to combine measures when the evidence for multidimensionality is relatively weak. Table 5B includes conditions in which the within-and between-scale item intercorrelations are less NOTE: I = items per factor, W = within-interitem r, B = between-interitem r, A = alpha, P = parallel forms, D = P-A, % = percentage inflation. 1 var. and 2 var. refer to cases in which one or two measures of the same structure are involved in the estimated true correlation and correction for attenuation. Actual calculations of percentage inflation may differ slightly from values above due to rounding errors.
extreme (i.e., .10 or .20). As can be seen, in these instances, the inflation of the estimates of true intercorrelation is minimal. All of these cases involve three-item group factors; results for five-and seven-item group factors show slightly less inflation. So, in most realistic cases and with reasonable attention to the dimensionality of one's measures, the use of alpha versus the parallel forms estimate of reliability will produce no significant overestimate of construct intercorrelations. Especially with long measures, it is often difficult to ascertain the multiple dimensions in a new measure so as to compute a more realistic index of reliability such as that provided by Equation (2). In these instances, it would be useful to know when multidimensionality is likely to make alpha a potentially misleading index of reliability. To provide some guidance whereby researchers can determine when the use of alpha is likely to result in practically meaningful overestimates of corrected coefficients, we conducted the analyses described in the next section.
Factor Analysis and Alpha Versus Parallel Forms of Reliability and the Correction for Attenuation
In this phase of our study, we sought to use structural equation modeling methods to assess the dimensional structure of the correlation matrices generated in the analyses described above and to assess the relationship of design factors with the percentage of variance accounted for by the FPC. Tables 6A through 6C show values of RMSEA, CFI, and FPC for different combinations of the design factors in our simulation. CFI and RMSEA values result from a model that specifies that a single factor account for the item variance-covariance matrix. To demonstrate these relationships at reasonable levels of the SEM indicators, only within-factor correlation levels of .30 and .40 and between-factor correlation values of .00, .10, and .20 were included in the tabled results. Many of the nontabled scenarios result in LISREL output indicating perfect fit (which would be the case for those situations in which there is no difference between the within-and between-factor correlations) or indices of fit well outside the range that would indicate fit to a unidimensional model. Examination of Tables 6A through 6C reveals that although RMSEA and FPC indices are sensitive to both within-and between-factor item correlations, they are not as reflective of the interactive relationship between these design factors in determining percentage inflation. The CFI, on the other hand, displays such a pattern. Further correlation analysis involving these indices confirms this observation, with the correlation between CFI and percentage inflation (r CFI, % = -.85) being substantially greater than the respective correlations for RMSEA (r RMSEA, % = .40) or FPC (r FPC, % = -.50). Although not presented here, the CFI also was more highly correlated with percentage inflation than any of the other fit indices normally part of the LISREL 8.0 output and the output of other structural equation modeling software packages. Values of the NNFI and the RFI were comparable to those of the CFI.
Practical Guidelines for the Researcher
Treatment of a multidimensional index as representative of a single construct is always theoretically and conceptually incorrect. However, when it makes little difference empirically how the measures are treated, arguments of parsimony might dictate the combination of item sets in which there is some evidence of multidimensionality.
More to the practical issue of when multidimensionality actually makes a difference empirically, we determined that a CFI value above .80 is always associated with differences in reliability indices less than .03. Hence, this CFI value may be used as an indication that alpha would adequately represent the reliability of a measure. In terms of the correction for attenuation (i.e., Equation (3)), such differences in reliability would result in overcorrections of correlation approximately equal to .01 over a wide range of probable reliability and correlation coefficients. Whether this value is too large to tolerate depends on the research situation and researcher or user values. CFI values of .80 are substantially lower than those recommended by structural equation modeling researchers (Hu & Bentler, 1999) as indicative of good fit. In all the instances exam- (1) or (2)) and in terms of estimating true correlations between different constructs. It is interesting to note that a similar issue is being investigated by structural equation modeling researchers (e.g., Bagozzi & Edwards, 1998; Hall, Snell, & Foust, 1999) . These investigators are interested in how to parcel items to form indicators of an underlying construct in the presence of a second construct. In the context of structural equation modeling, this decision also has an impact on estimates of structural (i.e., between construct) relationships, but general consensus and guidelines on this issue are still being developed.
Our advice to researchers who wish to use a composite that is influenced to some degree by secondary constructs is summarized in Figure 1 . The good news is that the degree of multidimensionality that will actually make a practical impact on research results is clearly recognizable if a researcher evaluates the dimensionality of measures. Alpha is not a serious underestimate unless a measure comprises clearly identifiable multiple dimensions.
In any event, our results underscore Anderson and Gerbing's (1988) caveat that a satisfactory measurement model (i.e., clear notions of what is true and error variance with empirical support) always be developed prior to the estimation of structural coefficients in structural equation models-in the context of the discussion in this article, before the computation of corrected correlation coefficients.
Discussion
The analyses described in this article illustrate the degree to which the inappropriate use of alpha as an index of reliability will overcorrect an observed correlation when a measure is actually multidimensional. We also demonstrated that this effect is primarily due to the distinctiveness of the factors present in the measure and only to a small degree to the number of factors and number of items in the measure. The degree to which the interrelationships between constructs is inflated by the use of alpha in Equation (3) depends on the degree to which measures of one or both constructs are multidimensional, or lumpy, to use Cronbach's (1951) term. We also provide evidence that a popular measure of goodness of fit in structural equation modeling (CFI) can be used as a rough estimate of the appropriateness of using alpha as a reliability estimate. In the presence of multidimensionality, it is clearly inappropriate to use alpha. It is a lower-bound estimate of parallel forms reliability, as Cronbach emphasized a half century ago, or tau equivalence as more recently noted (Cortina, 1993; Green et al., 1977; Lord & Novick, 1968) . However, the article also illustrates that in most realistic situations, the use of alpha in correcting for attenuation will not provide overestimates of construct-construct relationships. A researcher who conducts relatively routine examinations (e.g., observes item intercorrelations for evidence of group factors or conducts exploratory factor analyses of the items) is unlikely to ignore the level of multidimensionality (within-versus between-group item intercorrelations that exceed .10) that results in significant misuse of alpha.
Exact estimates of the degree to which the use of alpha has served to provide overestimates of construct interrelationships are difficult to document because sufficient data to make appropriate estimates are rarely available. The results of the analyses presented here suggest that the magnitude of overestimation due to erroneous use of alpha is minimal in most scenarios assessed, yet it has the possibility of being substantial in specific cases. The correction for attenuation due to unreliability in the criterion is routinely used in the testing of theoretical models, criterion-related validation research, and estimation of population validity coefficients derived from meta-analyses (Hunter & Schmidt, 1990) . Like Anderson and Gerbing (1988) , we believe that conceptual and empirical issues related to the researcher's measurement model should be resolved prior to consideration of the relationship between constructs. Furthermore, determinations about the measurement model should always include concern for theory (what is considered true and error variance) and the content of the items in a measure (Murphy & DeShon, 2000) . Like many psychometricians (e.g., Nunnally, 1967 Nunnally, , 1978 Nunnally & Bernstein, 1994) , we believe that researchers ought to consider each set of unidimensional, substantively interpretable items separately (rather than in any composite fashion) when relating those measures to important outcomes or other constructs. Such combination serves to obscure important factor or scale information and theoretically interesting relationships. It should be noted that our treatment of multidimensionality in this article is relatively narrow in that we consider only the relative size of the correlations between and within groups of items. There are instances in which ability items produce difficulty factors that are a function of the behavior of correlations based on dichotomies (rightwrong scoring) rather than the underlying construct or ability being measured. Bollen and Lennox (1991) pointed to those instances in which items may be seen as causing a construct rather than as indicators of a construct. When a causal indicator model is substantively meaningful, item intercorrelations and indices such as alpha are meaningless.
Finally, we should emphasize that we support the use of the correction for attenuation due to unreliability when reliability is appropriately estimated from a measurement and conceptual point of view (Murphy & DeShon, 2000) . Schmidt and Hunter (1996) amply demonstrated the degree to which lack of reliability has clouded the results of empirical research in many domains of social and organizational science research. However, this article demonstrates the crucial importance of using one popular index of reliability appropriately. If one does not, inappropriate estimates of reliability and overestimates of construct interrelationships are the likely result.
