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Abstract
It is becoming urgent to thoroughly understand characteristics of energy use in order to reduce energy use in urban areas. When 
assessing energy performance in urban buildings, it is likely that explanatory variables are correlated if considering both physical 
conditions and social economic factors. This research applied three variable importance methods, including Genizi, CAR 
(Correlation-Adjusted marginal coRrelation), PCC (partial correlation coefficient), to identify key factors from 30 highly 
correlated variables in London. The results indicate that the land area for domestic buildings is the only dominant variable 
influencing gas use, while electricity consumption is more affected by the number of electricity meters for Economy 7 (a 
differential electricity tariff according to the time of day) and the number of households allocated to higher council tax band in 
London. Moreover, it is confirmed that the SRC (standardized regression coefficient), a commonly used method in building 
energy analysis, is not suitable for the correlated factors in urban energy assessment.
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1. Introduction
As cities consume over 60 per cent of global energy [1], proper understanding the characteristics of buildings 
energy use in cities is necessary to reduce energy use and associated carbon emissions. There has been an increasing 
amount of studies on understanding key factors that impact energy consumption from building sector, particularly 
using variable importance analysis techniques [2, 3]. Tian and Choudhary implemented two global sensitivity 
analysis methods (Standardized Regression Coefficient SRC and Multivariate Adaptive Regression Splines MARS) 
to explore key variables influencing gas use for secondary schools in London [4]. The SRC is a method suitable for 
linear models, while the MARS can account for complicated non-linear relationships between inputs and outputs. He 
et al used local sensitivity analysis to analyze the influences of urban surrounding conditions (e.g., coverage, 
adjacent building height, surrounding with trees or no-trees) on both the cooling load of a house and microclimate 
thermal environment in an urban block [5]. Cheng and Steemers applied local sensitivity analysis to investigate the 
relationship between inputs and dwelling carbon emissions for a district building energy model [6]. The input factors 
considered are internal temperature, floor area, external air temperature, gas boiler efficiency, wall and window U-
value. Santamouris et al found that an approximate linear relationship exists between annual expenses for electricity 
and family income in Athens [7]. 
Most of previous studies have applied these importance analysis methods that usually assume that the input 
variables are uncorrelated. However, it is very likely that factors affecting energy use may be correlated; for instance, 
in a city, house ages may be correlated with house types, which means a specific housing type may be built in a 
specific time period. Yet, most of the studies reviewed so far did not consider the correlations among input variables 
in assessing building energy performance in urban areas. 
This paper presents variable importance methods suitable for correlated factors in analyzing urban building 
energy performance. These three methods are the Genizi measure, the CAR (Correlation-Adjusted marginal 
correlation) score, and the PCC (partial correlation coefficient). The paper demonstrates the methods through a case 
study. London is chosen as a case study because there are detailed data available on building energy and other 
relevant factors (such as dwelling types, population, households). In this study, the output variables are domestic gas 
and electricity use. The explanatory variables include population, household tenure, financial status, council tax 
bands, etc. More detailed information on these variable, please refer to section “DATA”. Furthermore, the paper 
demonstrates the relevance of using the proposed methods by comparing the ranking results from the three methods 
with those from the standard method that does not account for the correlations among input factors. The SRC 
(standardized regression coefficient) method was selected as the counterpart case, as it has been popularly used for 
determining important variables in building energy assessment. 
2. Data
The study is based on the data from the London data store [8] and the Office for National Statistics [9] that 
provide demographic and energy use data at LSOA (lower super output area) scale. The LSOA is a statistical 
boundary for providing a summary of small-area statistical analysis. Note that there are two versions of LSOA in the 
UK: 2001 and 2011. The previous 2001 version was chosen for the study since there are significantly more data in 
the 2001 LSOA than the 2011 version. This is also in line with the data provided from London data store in which 
most of data is for the year 2011 and these data were not updated based on the new LSOA 2011 version [8]. 
The input variables are categorized into seven groups: electricity meters, population, total household, household 
tenure status, land area, financial vulnerability bands, and council tax bands, as listed in Table 1. The first type of 
input factors are the number of domestic ordinary and Economy 7 electricity meters. Economy 7 is a type of 
electricity tariff to provide different prices between the day and the night for electricity consumed by households in 
the UK. The second type of input variables are the total population and working age (16~64 years) population. The 
third type of an input factor is the total household number. The fourth type includes four variables that explain 
household tenure status. Tenure status provides information whether a household owns or rents the accommodation. 
The ownership is divided into an outright ownership and a household owned with a mortgage or loan. "Social 
rented" homes include households rented from council, local authority, registered social landlord, housing 
association, etc. "Private rented homes" refer to the accommodation rented from private landlord, letting agency, 
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employer of a household member, etc. The fifth category contains only one variable, land area used for domestic 
buildings. The sixth type indicates financial capability segment of households, described by 12 bands from 0 (the 
least vulnerable) to 11 (the most vulnerable). The seventh type indicates council tax bands, which is a local taxation 
for all the households for local services in the UK. Eight council tax bands range from Band A (for dwellings valued 
at less than £40,000 on 1 April 1991) to Band H (for dwellings valued at more than £320,000 on the same date).
Table 1. Variables used for relative importance analysis in London.
Inputs Short names Number Descriptions
Meters NoOd 1 Number of ordinary domestic electricity meters
NoE7 1 Number of Economy 7 domestic electricity meters
Population Pop 1 All the population
Wok 1 Working age population number
Household HH 1 All the households
Tenure OwnO 1 Households owned with outright ownership
OwnM 1 Households owned with a mortgage or loan
SocR 1 Households in social rented homes
PriR 1 Households in private rented homes
Land area DomA 1 Land area for domestic buildings. (1000 m2)
Financial vulnerability FV0~FV11 12 Households by financial capability segment. Bands range from 0 to 11, FV0 
denotes the least vulnerable, FV11 denotes the most vulnerable
Council tax band CTA~CTH 8 Dwellings in 8 council tax (CT) bands from A to H. The council tax A (CTA) is 
the lowest and the council tax H (CTH) is the highest.
Fig. 1. Gas, electricity, land area for domestic buildings, and household numbers with council tax band H at LSOA (lower super output area) in 
London
Figure 1 shows the spatial distributions of energy data for gas and electricity in London. The two explanatory 
factors (domestic land area and council tax band H) are illustrated as well. Due to the limited space, only these four 
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variables are presented in this paper. The figure shows that the area with high gas use is mainly clustered in outside 
London, while the area with high electricity consumption is clustered in both inner and outer London. The spatial 
patterns for land area of domestic properties are more similar to gas use, whereas the spatial distributions for 
household number allocated to the council tax band H is more close to the electricity use.
3. Methods
This paper uses two types of statistical methods: (1) correlation analysis methods to explore the correlation 
structure of input variables and (2) variable importance analysis methods to assess important variables related to 
energy use in London. 
Identifying whether strong correlations exist among inputs is an essential step before performing a variable 
importance analysis, as the choice of a variable importance method can be very different between the uncorrelated 
and correlated input factors. A straightforward method for visualizing correlation structure of input data is 
correlogram that visualizes correlation coefficient values by color. In addition, the two formal statistics, variance 
inflation factors (VIFs) and condition number, are used to describe the severity of correlation among variables [10]. 
VIF is the diagonal elements of the inverse of correlation matrix for input variables. If the VIF equals 1, there is no 
correlation (called orthogonal) among variables. If the VIF is above 10, the variables can be regarded as being 
highly correlated. The condition number is defined as the square root of the ratio of the largest and the smallest 
eigenvalue of an input matrix. Similar to the VIF, the higher the condition number, the more severe the correlation 
among input factors is. When the condition number is greater than 30, the correlation for variables considered in the 
analysis is high.
For uncorrelated input variables, variable importance can be analyzed by conventional sensitivity indicators 
available, including SRC, t-value, and correlation coefficient [2]. However, the variable importance analysis 
becomes more difficult if input variables are highly correlated [11]. The various metrics proposed for correlated 
input variables include partial correlation coefficient, LMG (Lindeman, Merenda, and Gold), CAR scores, PMVD 
(proportional marginal variance decomposition), Genizi, and conditional random forest [12, 13]. Among these 
methods, LMG, PMVD, and conditional random forest are too computationally expensive to be applied in handling 
a large number of input variables [12] and consequently not feasible for the case study since the total number of 
input factors is 30 as shown in Table 1. On the other hand, Genizi, CAR scores, and PCC methods promise to be a 
good candidate for the city-scale data analysis, as they are regarded as computationally efficient to handle the large 
number of variables while suitable for correlated variables.
The three methods are fundamentally different methods that yield robust analysis outcomes while accounting for 
correlations among input variables. The Genizi measure, proposed by Genizi, decomposes the coefficient of 
determination into the non-negative items for the corresponding variables [13]. The CAR score, developed by Zuber 
and Strimmer, decorrelates the explanatory variables by decomposing the proportion of variance [12]. Partial 
correlation coefficient (PCC) assesses the association between one explanatory variable and one output by removing 
the effects of all the other explanatory variables. The three methods are compared with the standardized regression 
coefficients (SRCs) that may be the most widely used sensitivity indicator in the field of building energy analysis. 
SRC changes the variances of all the input and output variables to one in regression analysis, and consequently 
enables comparing the importance of input variables with different units. However, a major assumption in the SRCs 
is that they do not account for correlations among the inputs. Note that the results from PCC and SRC are the same 
if inputs are uncorrelated. All of the four methods above have been implemented in R relaimpo [14] and R 
sensitivity [15] packages used to evaluate the performance of the four methods through the case study.
4. Results and discussion
4.1. Correlation among input variables
Figure 2 shows the correlation structure of all the input variables. Positive correlation is displayed in blue, while 
negative correlation is shown in red. In the lower part of this figure, the ellipse indicates the degree of correlation 
between two variables. Color intensity and ellipse shape are directly linked to correlation coefficient. The ellipse for 
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two variables are shaped as a contour of a bivariate normal distribution with unit variance and correlation coefficient. 
Hence, if an ellipse is more elongated from upper left to lower right, it means there is a higher negative correlation 
coefficient between two variables. A more rounded ellipse indicates a weak correlation for two factors. If an ellipse 
is more elongated from upper right to lower right, this suggests there is a higher positive correlation coefficient 
between two variables. In the upper part of this figure, the circle denotes the correlation for two factors. Color 
intensity and the size of a circle are proportional to eh correlation coefficient. Thus, larger circle means higher 
correlation coefficient between two variables. The strong correlation coefficients among inputs can be found, for 
example, SocR and OwnO (social-rented and outright ownership households), Wok and Pop (working-age and total 
population). 
Fig. 2. Correlogram of all the input variables
Note that correlation coefficient is only useful to represent the association between two variables. In order to 
consider multiple correlation among variables, the VIF and condition number are used as well. For this case, the 
VIFs for 12 variables are greater than 10, which can be regarded as high-correlated inputs. The number of household 
has the maximum VIF value of 178 and followed by social rented households (VIF value: 125), private rented 
homes (VIF value: 88), and outright ownership households (VIF value: 39). The value of condition number is 265
for all the variables considered in this research. These results conclude that the input variables have high correlations.
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4.2. Results of variable importance for gas use
Figure 3 shows the results (top 11 key factors) from variable importance analysis using the four methods with 
respect to the effect on gas use. The three methods that account for the correlations ranked the land area for 
domestic buildings as the most dominant variable. Although each method resulted in different ranking for other 
factors, all of them yielded much smaller values for the other input variables. On the other hand, the SRC method 
resulted in the social rented home (SocR) as the most important variable, followed by the households in private 
rented homes (PriR) and the land area for domestic buildings (DmA). In fact, the SocR has a VIF value of 125, 
which suggests that SocR has high correlations with the other variables. The SRC method cannot properly attribute 
the importance of this variable with the PriR and DmA. The SRC method underestimated the importance of the 
variable (DmA) and consequently yielded unreliable results as discussed in [13, 16]. This is due to the fact that the 
regression coefficients are not interpretable in the situation of correlated variables, which leads to the distortions in 
the magnitudes of the regression coefficients, depending on which factors entered in regression equations. Moreover, 
the findings from this analysis indicate that the gas use for domestic properties may be more affected by physical 
conditions of residential buildings (domestic land area in this case).
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Fig. 3. Results of variable importance for gas use in London
4.3. Results of variable importance for electricity use
Figure 4 shows the ranking of top 11 important variables with respect to their effect on electricity use. The first 
three methods resulted in the consistent ranking of important variables: the number of Economy 7 electricity meters, 
the households allocated to the high council tax band H, and the number of ordinary electricity meters as the top 
three variables. The rankings for the remaining variables are very different from these three methods. The most 
important factor obtained from the SRC method is the same as the other three approaches. However, the second key 
factor (NoOd) for SRC is different from the other methods. The importance levels for the number of Economy 7 and 
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ordinary electricity meter are similar in terms of SRC analysis, but the differences of importance for these two 
variables are significantly different from the other three methods as shown in Figure 4. This is because that the VIF 
for the NoOd is 14 to suggest the NoOd has high correlation with other factors. Hence, the SRC may include the 
importance effects of these other variables correlated with NoOd, which leads to high importance for the NoOd. The 
conclusion for electricity and gas use on SRC measure is the same and the ranking results from SRC are unreliable 
in the presence of highly correlated factors. As also can be seen from this analysis, the type of electricity meters has 
significant influences on domestic electricity and other social-economic factors (council tax band and tenure status) 
also markedly affect electricity use. 
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Fig. 4. Results of variable importance for electricity use in London
5. Conclusions
The research implemented three statistical methods (Genizi, CAR, and PCC) to identify key variables influencing 
both gas and electricity use in London. The results indicate that the uncertainty in gas use was found to be 
dominated by the land area for domestic properties, whereas electricity consumption is more affected by the 
numbers of both Economy 7 electricity meters and the household with the council tax band H. The number of 
households allocated to higher council tax band has important influences on both gas and electricity use in London. 
Moreover, it is confirmed that the SRC method is not suitable for the situation when there is highly correlated 
variables in determining key factors influencing energy use in urban building assessment. 
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