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framework∗
Olivier Guéant†
Abstract
In this article, we develop a general framework to study optimal execution and to price
block trades. We prove existence of optimal liquidation strategies and we provide regularity
results for optimal strategies under very general hypotheses. We exhibit a Hamiltonian
characterization for the optimal strategy that can be used for numerical approximation. We
also focus on the important topic of block trade pricing and we propose a methodology to
give a price to financial (il)liquidity. In particular, we provide a closed-form formula for the
price of a block trade when there is no time constraint to liquidate.
Introduction
A general issue for stock traders consists in buying or selling large quantities of shares
within a certain time. Unlike for small trades, a trader executing large blocks of shares
cannot ignore the significant impact his orders have on the market. A trader willing to sell
instantaneously a large quantity of shares would indeed incur very high execution costs or
could even be prevented to succeed in selling because of limited available liquidity.
In a nutshell, traders face a trade-off between price risk on the one hand and both execu-
tion costs and market impact on the other hand. Traders liquidating too fast incur high
execution costs but being too slow exposes to possible adverse price fluctuations, effectively
leading to liquidation at lower-than-expected prices. For that reason, traders usually split
their large orders into smaller ones to be executed progressively over a certain time window.
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Research on optimal execution1 has long been dedicated to this issue of optimally splitting
those large orders. The above trade-off between execution costs, market impact and price
risk indeed appeared in the economic and financial literature with Grinold and Kahn [15]
and has been widely studied since then thanks to the framework developed by Almgren and
Chriss in their two seminal papers [2, 3]2. It is noteworthy that the literature on optimal
liquidation started beforehand with Bertsimas and Lo [7], but their research focused on the
minimization of expected execution costs only, consequently ignoring price risk that plays
an important part in practice.
In the last ten years, the framework proposed by Almgren and Chriss has largely been
used in practice and generalized either to better fit real market conditions or to enlarge the
scope of modeling possibilities. Initially developed in discrete time with linear execution
costs and within a Bachelier model for the price, it has also been considered in continuous
time and generalized to allow for nonlinear execution costs and random execution costs [5].
Black-Scholes dynamics for the price has also been considered and attempts to generalize
the model in other directions have also been made, for instance to take account of stochastic
volatility and stochastic liquidity [1]. Discussions on the optimization criterions and their
consequences on optimal strategies are also very present in the literature (see for instance
[4], [11], [19] [23] and [30]).
Here, we consider a Von Neumann-Morgenstern expected utility framework and the specific
case of an investor with constant absolute risk aversion.3 This CARA framework has been
studied in [28] in which the author proves that going from deterministic liquidation strate-
gies to stochastic liquidation strategies does not bring any advantage. In this framework,
we cover all linear and nonlinear execution cost functions used in practice. In addition to
nonlinearity, we cover the case of (deterministic) time-dependent execution costs – an im-
portant case to account for the shape of market volume curves, as the available liquidity is
not the same at each hour of the day (for instance in Europe, in addition to the importance
of the near-opening and near-closing periods, the opening of the New York marketplace is
an important event – see [22]). As far as price dynamics is concerned, we focus on the
case of a Bachelier model with a drift given by permanent market impact since there is
no real difference between Bachelier and Black-Scholes dynamics over short-term horizons.
Optimal liquidation strategies are discussed, along with the important problem of block
trade pricing. The academic literature indeed focuses on the scheduling of the liquidation
process but ignores the global cost of liquidation. We regard the latter issue as an important
one, both to know at what price to buy/sell a large portfolio but also for risk management
1In this paper, we only focus on liquidation but the issue of buying large quantities of shares can be
addressed in the same way.
2Recently, new strands of academic research have developed. Following the seminal paper by Obizhaeva
and Wang [24], many authors model the dynamics of the order book instead of having a statistical view on
execution costs. Also, the focus of research has slightly moved from time scheduling to the actual way to
proceed with execution (see [6, 16, 17] on limit orders and [20, 21] on dark pools).
3Very interesting results in the case of IARA and DARA utility functions are presented in [27]. For
practical applications, choosing the appropriate level of risk aversion is already a complex task and we shall
not go beyond CARA utility functions.
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purposes, to evaluate liquidity premia.
To give a price to (il)liquidity, we use the indifference pricing approach. In this framework,
the price of a block of shares is the minimum price at which an agent would agree to sell
shares as a block, to avoid incurring execution costs and price risk. It depends on character-
istics of the stock such as volatility and liquidity, but it also depends on the risk aversion of
the agent. We provide a closed-form expression for the price of a block trade using results
on the long term behavior of viscosity solutions of Hamilton-Jacobi equations.
We present the general framework in Section 1. In Section 2, we provide existence, unique-
ness and regularity results for the optimal deterministic liquidation strategy. We also pro-
vide a Hamiltonian characterization of the optimal strategy and we recall, for the sake of
completeness, the result that no stochastic liquidation strategy can improve the best deter-
ministic strategy. Section 3 is dedicated to block trade pricing. We first prove some results
about the value function of the control problem. We then determine, in closed-form, the
price of a block of shares, given liquidity and market conditions. Section 4 is dedicated to
numerical methods to approximate the optimal liquidation strategy. Numerical methods
are rarely discussed in the literature (see [12] for one of the rare examples) and we shall
see that the Hamiltonian characterization of the optimal strategy provides a good way to
approximate the solution. We also present numerical applications for block trade pricing.
1 Setup and notations
A trader with a portfolio containing q0 > 0 shares of a given stock is willing to liquidate his
portfolio over a time window [0, T ].
Let us fix a probability space (Ω,F ,P) equipped with a filtration (Ft)t∈[0,T ] satisfying the
usual conditions. We assume that all stochastic processes are defined on (Ω,F , (Ft)t∈[0,T ],P).
We introduce the set P(t, T ) of progressively measurable processes defined on [t, T ] and the
set A =
{
(vt)t∈[0,T ] ∈ P(0, T ),
∫ T
0 |vs|ds ∈ L
∞(Ω)
}
that is the set of admissible execution
strategies. For a control process (vt)t∈[0,T ] ∈ A – representing the speed at which the trader
sells his shares –, we denote by (qt)t∈[0,T ] the number of shares in the portfolio where qt is
given by:
qt = q0 −
∫ t
0
vsds.
Trades impact the stock market price in two distinct ways. Firstly, there is a permanent
market impact (we use the general form of permanent market impact introduced in [18])
that imposes a drift to the price process (St)t∈[0,T ]:
dSt = σdWt − f(|q0 − qt|)vtdt, σ > 0,
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where the function f : R∗+ → R+ is assumed to be nonincreasing and integrable in 0. In
other words, the stock market price decreases when the trader sells his shares (vt > 0) and
the impact per share decreases or stays constant as he sells (because f is a nonincreasing
function).4
Secondly, the price obtained by the trader at time t is not St because of execution costs. To
model these execution costs (also called instantaneous market impact in the literature), we
introduce a strictly convex and even function L ∈ C(R,R+), increasing on R+ and verifying
the following hypotheses:
L(0) = 0, lim
ρ→+∞
L(ρ)
ρ
= +∞.
These hypotheses are fairly general and, in practice, we want to cover the cases L(ρ) =
η|ρ|1+φ for η > 0 and φ > 0.5
We also introduce a market volume process (Vt)t∈[0,T ] assumed to be continuous, determin-
istic and such that ∃V > 0, V > 0,∀t ∈ [0, T ], V ≤ Vt ≤ V . In this framework, the volume
traded by others over the infinitesimal range [t, t + dt] is Vtdt. It is assumed to be known
in advance, as practitioners use pre-computed volume curves (see [22]).
The execution cost function and the market volume process enter the definition of the cash
process X as follows:
X0 = 0, dXt = vtStdt− VtL
(
vt
Vt
)
dt− ψ|vt|dt.
In financial terms, every time the trader sells vdt shares, he gets the market price of the
stock for each share minus execution costs. Execution costs are divided into two parts: a
linear part which represents a fixed cost (ψ ≥ 0) per share – linked to the bid-ask spread
and the tick size –, and a strictly convex and superlinear part modeled by L, to account
for the cost of trading fast (in proportion of the usual market volume Vt). In practice, the
higher the participation rate vt
Vt
, the higher the executions cost per share.
We define our objective function for v ∈ A as
J(v) = E [− exp(−γXT )] ,
where γ > 0 is the absolute risk aversion parameter of the trader. This expected utility
framework corresponds in the case of Gaussian risks to a classical mean-variance optimiza-
tion problem. It corresponds also to the optimization criterion of an IS (Implementation
Shortfall) in the language of most brokers.
The goal of this paper is to solve two problems:
4This is in line with the usually observed concavity of permanent market impact – see [22].
5The initial Almgren-Chriss framework corresponds to φ = 1.
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• We want to find an optimal strategy to liquidate the portfolio within a certain time T .
In mathematical terms, we want to maximize J over the set of admissible liquidation
strategies A0 =
{
v ∈ A,
∫ T
0 vsds = q0
}
.
• We want to give a price to a block trade. In other words we want a price for a portfolio
of q0 shares that takes into account market impact, execution costs and price risk.
2 Optimal trading curves
2.1 Preliminary computations
In this section, we consider the case of deterministic strategies for optimal liquidation. This
means that the trader decides at time 0 what will be his trading curve for the entire liq-
uidation process.6 Deterministic liquidation strategies are simpler to analyze than general
stochastic ones because the cash process at terminal time T (i.e. XT ) is normally dis-
tributed when the liquidation strategy (vt)t∈[0,T ] is deterministic. As we shall see below, it
turns out that no stochastic strategy can improve the best deterministic strategy and that
the restriction to deterministic strategies is therefore not a real restriction.
Let us define the set Adet of deterministic strategies in A and the set A0,det of deterministic
(liquidation) strategies in A0. Depending on whether v is in A, Adet or A0,det, we have
different expressions and properties for the cash process. The following proposition and its
corollary state these properties.
Proposition 2.1. Let us consider v ∈ A and t ∈ [0, T ]. We have
Xt + qtSt = q0S0 − qt
∫ q0−qt
0
f(|z|)dz −
∫ q0−qt
0
F (z)dz
−
∫ t
0
VsL
(
vs
Vs
)
ds−
∫ t
0
ψ|vs|ds+
∫ t
0
σqsdWs,
where F (z) =
∫ z
0 f(|y|)dy.
In particular, if v ∈ Adet and if
∫ t
0 VsL
(
vs
Vs
)
ds < +∞ then Xt+qtSt is normally distributed
with mean q0S0−qt
∫ q0−qt
0 f(|z|)dz−
∫ q0−qt
0 F (z)dz−
∫ t
0 VsL
(
vs
Vs
)
ds−ψ
∫ t
0 |vs|ds and variance
σ2
∫ t
0 q
2
sds.
A straightforward corollary of Proposition 2.1 is that the cash XT at the end of the liqui-
dation process is normally distributed in the deterministic case when qT = 0.
Corollary 2.1 (Distribution of XT ). Let us consider v ∈ A0,det. If
∫ T
0 VsL
(
vs
Vs
)
ds < +∞
then
XT ∼ N
(
q0S0 −
∫ q0
0
F (z)dz −
∫ T
0
VsL
(
vs
Vs
)
− ψ
∫ T
0
|vs|ds, σ
2
∫ T
0
q2sds
)
.
6In practice, an execution algorithm is usually made of two layers: a strategic layer for the optimal
scheduling (trading curve), and a tactical layer, which seeks liquidity inside order books, through all types
of orders, and across other (lit or dark) liquidity pools – see [22]. Here, we focus on the strategic layer.
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This result states that the cash process at the end of the liquidation process can be decom-
posed in 4 components. The term q0S0 represents the initial MtM value of the portfolio
since we initially have q0 shares to sell. However, because of market impact, the stock
market price decreases as we sell and on average we cannot expect to sell at price S0. This
permanent market impact effect is represented by the term
∫ q0
0 F (z)dz. It is important to
note that this term does not depend on the liquidation strategy. The third component,
namely
∫ T
0 VsL
(
vs
Vs
)
+ ψ
∫ T
0 |vs|ds, represents the impact of execution costs. The fourth
component is linked to price risk and states that XT is a random variable with variance
σ2
∫ T
0 q
2
sds. In other words, the faster we sell, the smaller the variance of XT .
Using the above corollary and the Laplace transform of a normal distribution, we can find
a closed-form expression for the objective function J :
2.2 Existence, uniqueness and characterization of a minimizer
Corollary 2.2. Let us consider v ∈ A0,det. Then
J(v) = − exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz −
∫ T
0
VsL
(
vs
Vs
)
ds− ψ
∫ T
0
|vs|ds −
1
2
γσ2
∫ T
0
q2sds
))
.
We can then define a new objective function for v ∈ A0,det by
I(v) =
∫ T
0
VsL
(
vs
Vs
)
ds+ ψ
∫ T
0
|vs|ds+
1
2
γσ2
∫ T
0
q2sds,
so that
J(v) = − exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz − I(v)
))
.
Then
sup
v∈A0,det
J(v) = − exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz − inf
v∈A0,det
I(v)
))
,
and the maximizers of J correspond to the minimizers of I.
We therefore study the function I but instead of regarding I as a function of v, we regard
I as a function of q. More precisely, we define
Iψ : ACq0,0(0, T ) → R+
q 7→
∫ T
0
(
VsL
(
q˙(s)
Vs
)
+ ψ|q˙(s)|+ 12γσ
2q2(s)
)
ds,
where ACa1,a2(t1, t2) is the set of absolutely continuous functions q on [t1, t2] satisfying
q(t1) = a1 and q(t2) = a2.
The following theorem states that there exists a unique minimizer of Iψ in ACq0,0(0, T ).
Theorem 2.1 (Existence and uniqueness of a minimizer). There exists a unique minimizer
q∗ ∈ ACq0,0(0, T ) of the function Iψ. This minimizer is a nonnegative and nonincreasing
function. It does not depend on ψ.
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In addition to providing a unique optimal liquidation strategy, the above theorem states
that this strategy consists in selling only. Moreover, it does not depend on the linear part
of execution costs that models transaction fees and bid-ask spread. This does not mean
that liquidation tactics do not depend on fees or bid-ask spreads but that time scheduling
should be the same whatever the value of these linear costs at the strategy scale. For that
reason, we now consider ψ = 0.
Let us now come to the characterization of the minimizer q∗. Most authors use the Euler-
Lagrange equation to compute q∗. However, there is no guarantee that q∗ is smooth enough
to use this methodology. Moreover, since we introduced no differentiability assumption on
L, we must use another (dual and more general) approach. For that purpose, we introduce
H, the Legendre transform of L: H(p) = supρ∈R ρp − L(ρ), and we recall that the strict
convexity of L implies that H is a C1 function. The general tools developed in [25] allow
to characterize q∗ as follows:
Proposition 2.2 (Hamiltonian equations for q∗). There exists an absolutely continuous
function p∗ such that (p∗, q∗) solves the following system of equations:{
p˙(t) = γσ2q(t)
q˙(t) = VtH
′(p(t))
q(0) = q0, q(T ) = 0.
Moreover, if there exists a couple (p, q) of two absolutely continuous functions satisfying the
above equations, then q = q∗.
In particular, if we focus on the dual variable p, we see that the problem boils down to
solving the following non-linear elliptic equation with Neumann boundary conditions:
p¨(t) = γσ2VtH
′(p(t))
p˙(0) = γσ2q0, p˙(T ) = 0.
Also, a consequence of the differential characterization of the above Proposition is that
q∗ ∈ C1([0, T ]). If H is not C2, there is however no reason for q∗ to be a C2([0, T ]) func-
tion. We shall see below that there exists cases where q∗ /∈ C2([0, T ]). This means that
one has to be careful when considering the Euler-Lagrange equation. It has also important
consequences as far as numerical methods are concerned.
Now, since q∗ is C1, v∗ = −q˙∗ ∈ A0,det and we can gather all the results to obtain a theorem
about the minimizers of J .
Theorem 2.2 (Existence and uniqueness of a maximizer for J in A0,det). There exists a
unique maximizer v∗ of J in A0,det.
Moreover, t 7→ v∗t is a continuous and nonnegative function.
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2.3 Examples and role of the parameters
To exemplify the above results, we consider two cases for which there is a closed-form
solution q∗. The first case corresponds to the execution cost function L(ρ) = ηρ2 introduced
by Almgren and Chriss [3]. In that case we have the following proposition:
Proposition 2.3 (The Almgren-Chriss case). Let us consider L(ρ) = ηρ2. If Vt = V , then
q∗ is given by
q∗(t) = q0
sinh
(√
γσ2V
2η (T − t)
)
sinh
(√
γσ2V
2η T
) ,
and
v∗(t) = q0
√
γσ2V
2η
cosh
(√
γσ2V
2η (T − t)
)
sinh
(√
γσ2V
2η T
)
This classical example allows to understand the role of the different parameters:
• When the risk aversion parameter γ increases, the trader has an incentive to execute
faster to reduce price risk. In particular, the liquidation is very fast at the beginning
when γ is large.
• The same reasoning applies with respect to σ. If volatility increases, the trader wants
to trade faster.
• η is a scale parameter for the execution costs paid by the trader. If η increases, the
trader liquidate more slowly.
• The same liquidity effect holds with respect to market volume. If V decreases, the
trader liquidate more slowly.
The second case we consider corresponds to L(ρ) = ηρ2+δ , (δ > 0), for q0 small. Although
unrealistic for most stocks, this case exemplifies the limited smoothness of q∗ since q∗ is C1
but not C2.
Proposition 2.4 (Super-quadratic execution costs for small inventories). Let us consider
L(ρ) = ηρ2+δ for δ > 0. Let us assume that Vt = V .
Then, for q0 ≤
(
δ
2+δ
) 2+δ
δ
T
2+δ
δ V
1+δ
δ
(
γσ2
2η(1+δ)
) 1
δ
, q∗ is given by
q∗(t) =
(
q
δ
2+δ
0 −
δ
2 + δ
V
1+δ
2+δ
(
γσ2
2η(1 + δ)
) 1
2+δ
t
)
+
2+δ
δ
.
Another interest of this example is that it shows that q∗(t) = 0 after a certain time inde-
pendently of T (if T is large enough). This was not the case in the preceding example.
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Appendix to Section 2: Deterministic strategies versus stochastic strate-
gies
To conclude this section, we recall that no stochastic strategy can improve the best deter-
ministic one. The simple proof we present in the appendix is based on the use of Girsanov
Theorem and has initially been proposed in [28].
Theorem 2.3 (Optimality of deterministic strategies).
sup
v∈A0
E [− exp (−γXT )] = sup
v∈A0,det
E [− exp (−γXT )] .
This theorem states that no liquidation strategy can do better than v∗, not only in A0,det
but more generally in A0. Hence, we solved our first problem.
It is important to notice that this result would not hold in the case of a Black-Scholes
dynamics for the price. Furthermore, this result is not true anymore outside of the CARA
framework or when the market volume process V is assumed to be stochastic. In practice, it
is however very convenient to restrict to deterministic strategies as this permits to separate
the strategic layer from the tactical one.
3 Block trade pricing
In addition to the optimal liquidation strategy, we are interested in the determination of a
price for a block trade. Given the state of the market in terms of liquidity and volatility, we
want to determine the maximum price at which an agent would be ready to buy a portfolio
containing q0 shares when he is forced to liquidate the portfolio on the market within a
certain time T . In our expected utility framework, this maximum price P (T, q0, S0) is
obtained using the indifference pricing approach. It writes
P (T, q0, S0) = −
1
γ
log
(
− sup
v∈A0
J(v)
)
= q0S0 −
∫ q0
0
F (z)dz − ψq0 − I0(q
∗),
where q∗ is the optimal trajectory associated to the liquidation of a portfolio with q0 shares
on the interval [0, T ], as in Section 2.
This equation for the price of a block trade has 4 distinct parts. q0S0 is the initial MtM
value of a portfolio with q0 shares. As we liquidate the portfolio, the market price of the
stock decreases and this must be taken into account in the price of the block trade. This is
the term
∫ q0
0 F (z)dz linked to permanent market impact. The third term ψq0 is linked to
the linear part of execution costs. Contrary to the first three ones, the fourth term I0(q
∗)
has been optimized upon to mitigate price risk and at the same time limit execution costs.
In practice, one can first compute the optimal liquidation strategy q∗ and then compute the
price P (T, q0, S0) using the above formula. This is a two-step approach. Another approach
consists in computing directly the price of a block trade. This one-step approach (or direct
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approach) is based on the value function of the optimal control problem of Section 2 and
relies on the theory of first order Hamilton-Jacobi equations.
We introduce the value function of the control problem of Section 2 in the case ψ = 0:
θT (tˆ, qˆ) = inf
q∈ACqˆ,0(tˆ,T )
∫ T
tˆ
(
VsL
(
q˙(s)
Vs
)
+
1
2
γσ2q2(s)
)
ds, ∀(tˆ, qˆ) ∈ [0, T ) × R.
Since θT (0, q0) corresponds to the minimum value of the function I0 (i.e. I0(q
∗)), we can
write P (T, q0, S0) as q0S0 −
∫ q0
0 F (z)dz − ψq0 − θT (0, q0). More generally, we can write the
price P (t, q, S) to liquidate q shares on a time window of length t when the price of the
stock is S as
P (t, q, S) = qS −
∫ q
0
F (z)dz − ψq − θT (T − t, q),∀T ≥ t
We then see that the study of block trade pricing boils down to the study of the value
function θT .
3.1 Basic properties of θT
Since θT plays a central role in our results on block trade pricing, we now study the prop-
erties of this function.
We first start with basic properties of the value function θT with respect to time:
Proposition 3.1. ∀T > 0,∀qˆ ∈ R, θT (·, qˆ) is a nondecreasing function on [0, T ).
Another way to see this result is to see the final time as a variable and we obtain the
following corollary:
Corollary 3.1. Consider t ∈ R+ and q ∈ R. Then T ∈ (t,+∞) 7→ θT (t, q) is a nonincreas-
ing function.
In financial terms, it means that the risk-liquidity premium associated to a block trade is
a nonincreasing function of the time remaining for liquidation. If a trader has to liquidate
a large position and is asked to set a premium upfront for the cost and the risk of the
liquidation process, the longer the time window to liquidate, the lower the premium.
We now turn to a monotonicity result with respect to q.
Proposition 3.2. ∀T > 0,∀tˆ ∈ [0, T ), q ∈ R+ 7→ θT (tˆ, q) is an nondecreasing function.
In financial terms, the larger the block trade, the higher the risk-liquidity premium asso-
ciated to this block trade. In fact, this premium is a convex (and in practice superlinear)
function of the block trade size, as stated in the following Proposition:
Proposition 3.3 (Convexity of θT (t, ·)). ∀tˆ ∈ [0, T ), θT (tˆ, ·) is a convex function.
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3.2 Hamilton-Jacobi equation for θT
In order to study θT and especially its behavior as the time horizon T goes to infinity, we
need to write a differential characterization for θT . This differential characterization is a
Hamilton-Jacobi equation. We thereore first prove that θT is locally Lipschitz on [0, T )×R
and hence continuous in the following Proposition:
Proposition 3.4 (Local Lipschitz property). ∀Q > 0,∀ǫ ∈ (0, T ), θT is Lipschitz on
[0, T − ǫ]× [−Q,Q].
Now, we exhibit the Hamilton-Jacobi equation solved by θT :
Proposition 3.5 (Hamilton-Jacobi equation). θT is a viscosity solution of the Hamilton-
Jacobi equation:
−∂tθT (t, q)−
1
2
γσ2q2 + VtH(∂qθT (t, q)) = 0, on [0, T )× R,
θT (t, 0) = 0,∀t ∈ [0, T ].
The above PDE is satisfied on the domain [0, T )× R. What happens at t = T is that, due
to the liquidation constraint, the value function blows up whenever the constraint is not
satisfied. More precisely:
Proposition 3.6 (Singularity of θT ).
lim
t→T
θT (t, q) =
{
0, if q = 0,
+∞, otherwise.
The Hamilton-Jacobi equation allows to derive important results for the price of a block
trade. In particular, we shall obtain a closed-form expression for the limit of θT as the
horizon time T tends to infinity, and hence for the price of a block trade when there is no
time constraint to unwind the portfolio.
3.3 Main results on block trade pricing
As discussed above the monotonicity results on θT , translate into monotonicity results for
the risk-liquidity premium:
Proposition 3.7. For q > 0, the risk-liquidity premium qS − P (T, q, S) =
∫ q
0 F (z)dz +
ψq + θT (0, q) is an nondecreasing convex function of q and a nonincreasing function of T .
Regarding the price of a block trade, in addition to the above natural monotonicity proper-
ties, an important question arises. So far, we only defined the price of a block trade when
the agent buying the portfolio was constrained to liquidate it on the market within a cer-
tain time T . It is in fact natural to focus on the time-unconstrained case. To that purpose,
one needs to study the asymptotic behavior of P (T, q, S) as T → +∞, or equivalently the
asymptotic behavior of T 7→ θT . This limit will be obtained in closed-form and it constitutes
an upper bound to any block trade price for a finite T .
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Theorem 3.1 (Asymptotic behavior of θT ). Let us consider the case of a constant market
volume curve Vt = V . Then:
∀q ≥ 0,∀t ≥ 0, lim
T→+∞
θT (t, q) = θ∞(q) =
∫ q
0
H−1
(
γσ2
2V
x2
)
dx,
where H−1 is the inverse of the restriction to R+ of the Legendre transform H of L.
A straightforward consequence of this result is the following Theorem that gives the price
of a block trade in closed-form in the time-unconstrained case:
Theorem 3.2 (Closed-form expression). Let us consider the case of a constant market
volume curve Vt = V .
The price of a block trade for a portfolio with q > 0 shares is:
P (q, S) := lim
T→+∞
P (T, q, S) = qS −
∫ q
0
F (z)dz − ψq −
∫ q
0
H−1
(
γσ2
2V
x2
)
dx,
where H−1 is the inverse of the restriction to R+ of the Legendre transform H of L.
In financial terms, the price of a block trade is the MtM price of the portfolio qS, minus a
risk-liquidity premium made of 3 parts. The first part
∫ q
0 F (z)dz is linked to permanent mar-
ket impact and can be computed in closed form using an antiderivative of F . The second part
ψq is linked to proportional execution costs. The third part, namely
∫ q
0 H
−1
(
γσ2
2V x
2
)
dx,
corresponds to both risk and liquidity. It depends on the stock liquidity through V and H
(the Legendre transform of the execution cost function L) and on the volatility of the stock
σ – the respective importance of the two effects being weighted by γ.
As an illustration, we can compute the price of a block trade when the execution cost
function L is L(ρ) = η|ρ|1+φ:
Proposition 3.8 (Block trade pricing for L(ρ) = η|ρ|1+φ). Let us suppose that Vt = V and
that L(ρ) = η|ρ|1+φ.
Then:
P (q, S) = qS −
∫ q
0
F (z)dz − ψq −
η
1
1+φ
φ
φ
1+φ
(1 + φ)2
1 + 3φ
(
γσ2
2V
) φ
1+φ
q
1+3φ
1+φ .
This allows to understand the role played by the parameters:
• The more permanent market impact we have, the higher the premium. This is the
role played by F .
• The higher the proportional fees and the wider the bid-ask spread, the higher the
premium. This is the role played by ψ.
• The more risk adverse a trader is, the higher premium he should quote to compensate
for the risk. Therefore, the premium is an increasing function of γ.
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• Similarly, the more volatile the market, the higher the premium. In a highly volatile
market, the trader quotes a high premium to compensate for price risk.
• Due to convexity and superlinearity in liquidation cost, the last term exhibits a convex
(increasing) and superlinear behavior with respect to the size q of the block trade. This
convexity is measured by φ.
• As far as V is concerned, the more liquid a market, the lower the premium.
• The higher the execution costs (i.e. the higher η), the higher the premium.
4 Numerical methods and applications
4.1 A Newton scheme on the Hamiltonian system
In this section we discuss the numerical methods that may be used to approximate the opti-
mal liquidation strategy. The goal is to propose a robust method to approximate q∗. Most
practitioners use the Euler Lagrange characterization for q∗ and use a shooting method to
solve the problem. This method suffers from several issues. Firstly, it does not work for all
execution cost functions and it usually requires L to be C2 – a condition that is not verified
for commonly used execution cost functions. Secondly, this method does not generalize to
higher dimension when the goal is to liquidate a multi-asset portfolio.
The method we propose can be used in any dimension, although we only present it here
in dimension 1. Whereas the Euler Lagrange equation requires L to be C2 – a condition
that is never verified by execution cost functions used in practice –, our method requires
H to be C2 – a condition that is verified when L(ρ) = η|ρ|1+φ, with φ ∈ (0, 1]–. The first
step consists in discretizing the Hamiltonian system of Proposition 2.2 using the following
scheme: {
pj+1 = pj + τγσ
2qj+1
qj+1 = qj + τVj+1H
′(pj)
q0 = q0, qJ = 0.
where we considered a subdivision t0 = 0 ≤ . . . ≤ tj = jτ ≤ . . . ≤ tJ = T of [0, T ].
The choice of this discretization scheme comes from the discrete counterpart of the contin-
uous model presented in this paper. However, since the boundary conditions are on q0 and
qJ , we need to use a Newton method to find a solution to this system. As a starting point(
p0, q0
)
for the algorithm, we can consider:
q0j =
(
1−
j
J
)
q0, p
0
j = τγσ
2
j∑
i=1
q0i .
Then, we define recursively (pn+1, qn+1) from (pn, qn) by:
pn+1 = pn + δpn+1, qn+1 = qn + δqn+1,
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where (δpn+1, δqn+1) solves the following linear system:{
δpn+1j+1 = δp
n+1
j + τγσ
2δqn+1j+1
δqn+1j+1 = δq
n+1
j + Vj+1τH
′′(−pnj )δp
n+1
j +
(
qnj − q
n
j+1 + Vj+1τH
′(pnj )
)
δqn+10 = 0, δq
n+1
J = 0,
4.2 Applications
As an illustration, this algorithm is used to compute the trading curves associated to IS
strategies with the following parameters corresponding (roughly) to the French stock Total
SA:
S = 40, σ = 0.5 (20% in annualized terms), F (q) = 4.5× 10−6sgn(q)|q|0.75,
L(ρ) = 0.02|ρ|0.65, ψ = 0.004, V = 5000000.
We first consider the case where q0 = 500000, and T = 1 day. In other words, the trader has
to liquidate 10% of the usual daily volume, over one trading day. We consider this case for
3 different values of the risk aversion parameter7 γ: γ = 10−6, γ = 5×10−7 and γ = 2×10−6.
The optimal trading curves are the following:
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Figure 1: Trading curves for q0 = 500000. The plain line corresponds to γ = 10
−6, the
dashed line corresponds to γ = 5× 10−7, the dash-dotted line corresponds to γ = 2× 10−6.
7We could alternatively have considered 3 scenarios for the value of the volatility parameter σ or of the
value of the usual daily volume V . γ, σ and V indeed only appear in the problem through the ratio γσ
2
V
that measures the relative importance of price risk.
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We see, as expected, that trading curves are convex: the speed at which the trader unwinds
his portfolio is high at the beginning and low close to the final time T . The trader indeed
pays execution costs to reduce price risk at the beginning. Then, as price risk is lower,
the trader liquidates more slowly to avoid incurring too much execution cost. In line with
this analysis, we also observe that the higher the risk aversion parameter, the faster the
liquidation.
In order to analyze the associated block trade price, we decompose the risk-liquidity pre-
mium into 3 parts: ∫ q
0
F (z)dz︸ ︷︷ ︸
permanent market impact (PMI)
+ ψq︸︷︷︸
linear execution costs (LEC)
+
η
1
1+φ
φ
φ
1+φ
(1 + φ)2
1 + 3φ
(
γσ2
2V
) φ
1+φ
q
1+3φ
1+φ
︸ ︷︷ ︸
nonlinear execution costs and price risk (NECPR)
.
Moreover, in addition to this asymptotic value corresponding to T → ∞, we provide the
value of the third component computed numerically in our case where T corresponds to one
trading day.
PMI LEC NECPR (T →∞) NECPR (T = 1)
low γ (5× 10−7) 24175 i.e. 12 bp 2000 i.e. 1 bp 5263 i.e. 2.6 bp 5375 i.e. 2.7 bp
normal γ (10−6) 24175 i.e. 12 bp 2000 i.e. 1 bp 6915 i.e. 3.5 bp 7081 i.e. 3.5 bp
high γ (2× 10−6) 24175 i.e. 12 bp 2000 i.e. 1 bp 9087 i.e. 4.5 bp 9408 i.e. 4.7 bp
In the intermediate case where γ = 10−6, we see that the trader would accept to buy a
block of q0 shares if a discount of at least 16.5 = 12 + 1 + 3.5 basis points is applied to the
MtM price. We also see that the choice of the risk aversion parameter is important and
that a conservative choice corresponds to a high γ. Interestingly, we can also consider our
numerical applications as a way to choose γ. It is indeed straightforward to implicit γ from
a discount thought to be the minimum necessary one by a trader.
Another important fact is that the closed form formula corresponding to T →∞ is a good
approximation for our horizon of 1 day. This is because one day is usually enough to unwind
a position corresponding to 10% of the daily volume.
To continue the analysis, we consider different sizes of portfolios to be unwound over 1
trading day. q0 is now 5%, 10% or 20% of the usual daily volume. Using the algorithm
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Figure 2: Trading curves for γ = 10−6. The plain line corresponds to q0 = 500000, the
dashed line corresponds to q0 = 250000, the dash-dotted line corresponds to q0 = 1000000.
described above, we obtain the trading curves plotted on Figure 4.2.
As expected, the initial speed at which liquidation occurs is an increasing function of q0.
This is the consequence of price risk.
Coming to risk-liquidity premia, we obtain the following results (γ = 10−6):
PMI LEC NECPR (T →∞) NECPR (T = 1)
q0 = 5%× V 7187 i.e. 7.2 bp 1000 i.e. 1 bp 2003 i.e. 2 bp 2046 i.e. 2 bp
q0 = 10% × V 24175 i.e. 12 bp 2000 i.e. 1 bp 6915 i.e. 3.5 bp 7081 i.e. 3.5 bp
q0 = 20% × V 81316 i.e. 20.3 bp 4000 i.e. 1 bp 23881 i.e. 6 bp 24528 i.e. 6.1 bp
We see that the risk-liquidity premium (in absolute value) is not only increasing with q0 but
convex and superlinear in q0. The risk-liquidity premium indeed increases with q0 in basis
point. For instance, the total discount a trader would require to buy shares as a block goes
from 16.5bps for 10% of the usual daily volume to more than 27 bp for 20% of the usual
daily volume.
Conclusion and possible extensions
This article was motivated by the lack of a general framework for liquidation problems and
more importantly by the need to give a price to block trades. We developed such a general
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framework and proved existence and regularity results for optimal liquidation strategies.
Regarding block trade pricing, we provided completely new results that now permit to
quantify risk-liquidity premia associated to the liquidation of a portfolio. Specifically, we
provided a closed-form formula for the price of a block trade when there is no time con-
straint to liquidate. We also complemented our results with important remarks concerning
the numerical approximations of optimal liquidation strategies and block trade prices.
The results we obtained can be generalized straightforwardly when one introduces a con-
stant drift in the price process to model the view of the trader on the evolution of the stock
price. Generalizing the results to the case of a multi-asset portfolio is also simple as far as
the optimal trajectory is concerned. However, there is no hope to find a closed-form expres-
sion for the price of a block trade in the multi-asset case when the correlation matrix is not
diagonal. In the multi-asset case, risk-liquidity premia can be computed numerically using
the two-step approach that consists in computing first the optimal strategy q∗ and then the
value of the objective function at q∗. For that purpose, a generalization of the Hamiltonian
system of Proposition 2.2 can easily be derived. Another simple extension consists in in-
troducing maximum participation constraints for liquidation. The dual approach used to
derive the Hamiltnoian system of Proposition 2.2 is in that case absolutely necessary, as the
Euler-Lagrange equation is degenerated.
We believe that the results we have obtained on risk-liquidity premia are important outside
of optimal execution and brokerage. In portfolio management, risk-liquidity premia should
indeed be used to penalize illiquid portfolios. The framework we developed may also be
used to incorporate liquidity features into option pricing, especially to price corporate deals
with large nominals.
Appendix A
In this appendix, we continue the study of the value function θT and we show under very
mild assumptions that θT is a C
1 function (and therefore that θT is a classical solution of
the Hamilton-Jacobi equation of Proposition 3.5.
A first step consists of proving that the value function is semi-concave in the variable q.
Proposition (Local semi-concavity of θT (t, ·)) Let us assume that L is locally semi-concave.
8
Then, ∀tˆ ∈ [0, T ), θT (tˆ, ·) is a locally semi-concave function.
Proof:
Let us consider Q > 0, qˆ1 < qˆ2 ∈ [−Q,Q] and λ ∈ (0, 1).
8This is true as soon as L is C1 and verified for all commonly used execution cost functions.
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Let us define q1 = q
∗
tˆ,λqˆ1+(1−λ)qˆ2
−(1−λ)T−t
T−tˆ
(qˆ2− qˆ1) and q2 = q
∗
tˆ,λqˆ1+(1−λ)qˆ2
+λT−t
T−tˆ
(qˆ2− qˆ1).
Then:
λθT (tˆ, qˆ1) + (1− λ)θT (tˆ, qˆ2)− θT (tˆ, λqˆ1 + (1− λ)qˆ2)
≤
∫ T
tˆ
Vs
(
λL
(
q˙1(s)
Vs
)
+ (1− λ)L
(
q˙2(s)
Vs
)
− L
(
q˙∗
tˆ,λqˆ1+(1−λ)qˆ2
(s)
Vs
))
ds
+
1
2
γσ2
∫ T
tˆ
(
λq1(s)
2 + (1− λ)q2(s)
2 − q∗
tˆ,λqˆ1+(1−λ)qˆ2
(s)2
)
ds.
Because L is locally semi-concave, there exists a continuous and nondecreasing function ω
with ω(0) = 0 such that (for ǫ = T − tˆ):
∀ρ1, ρ2 ∈
[
− 1
V
(
C(Q, ǫ) + 2Q
ǫ
)
, 1
V
(
C(Q, ǫ) + 2Q
ǫ
)]
,∀λ ∈ (0, 1),
λL (ρ1) + (1− λ)L (ρ2)− L (λρ1 + (1− λ)ρ2) ≤ λ(1− λ)|ρ1 − ρ2|ω(|ρ1 − ρ2|).
Hence,
λθT (tˆ, qˆ1) + (1− λ)θT (tˆ, qˆ2)− θT (tˆ, λqˆ1 + (1− λ)qˆ2)
≤ λ(1− λ)
∫ T
tˆ
Vs
∣∣∣∣ q˙2(s)Vs − q˙1(s)Vs
∣∣∣∣ω
(∣∣∣∣ q˙2(s)Vs − q˙1(s)Vs
∣∣∣∣
)
ds
+
1
2
γσ2λ(1− λ)(qˆ2 − qˆ1)
2
∫ T
tˆ
(
T − s
T − tˆ
)2
ds.
Consequently,
λθT (tˆ, qˆ1) + (1− λ)θT (tˆ, qˆ2)− θT (tˆ, λqˆ1 + (1− λ)qˆ2)
≤ λ(1− λ) |qˆ2 − qˆ1|ω
(
|qˆ2 − qˆ1|
ǫV
)
+
1
6
γσ2λ(1− λ)ǫ(qˆ2 − qˆ1)
2.
This proves the semi-concavity of θT (tˆ, ·) on [−Q,Q]. This result being true for all Q, the
local semi-concavity of θT (tˆ, ·) is proved.
Now, we prove the important result of this appendix stating that θT is in fact a C
1 function
on [0, T )× R solving the PDE of Proposition 3.5 in the classical sense.
Theorem (Regularity of θT and Hamilton-Jacobi equation) Let us assume that L is locally
semi-concave.
Then, θT ∈ C
1([0, T ) × R) and:
∀(t, q) ∈ [0, T )× R,−∂tθT (t, q)−
1
2
γσ2q2 + VtH(∂qθT (t, q)) = 0.
Proof:
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A first step in the proof consists of recalling that a function which is both locally semi-
concave and convex is C1. This gives ∀t ∈ [0, T ), θT (t, ·) ∈ C
1(R).
θT is C
0 on [0, T ) × R with ∀t ∈ [0, T ), θT (t, ·) convex and C
1. Hence, we deduce from
Theorem 25.7 of [26] that ∂xθT is in fact a continuous function on [0, T )× R.
Now, let us consider q ∈ R. We know from Proposition 3.4 that θT (·, q) ∈ W
1,∞
loc (0, T ),
and then it is almost everywhere differentiable on (0, T ). If t is such that θT (·, q) is differ-
entiable at t, then θT is differentiable at (t, q) and we know that −∂tθT (t, q) −
1
2γσ
2q2 +
VtH(∂qθT (t, q)) = 0. But this gives that almost everywhere on [0, T ), ∂tθT (·, q) is equal to
a continuous function. Therefore θT (·, q) is in fact C
1([0, T )) with ∂tθT (t, q) = −
1
2γσ
2q2 +
VtH(∂qθT (t, q)). We conclude that ∂tθT is a continuous function. Therefore θT ∈ C
1([0, T )×
R) and θT solves the above PDE on [0, T )× R.
Appendix B: Proofs
Proof of Proposition 2.1:
By definition:
Xt =
∫ t
0
vsSsds−
∫ t
0
VsL
(
vs
Vs
)
ds− ψ
∫ t
0
|vs|ds
= q0S0 − qtSt −
∫ t
0
f(|q0 − qs|)vsqsds +
∫ t
0
σqsdWs
−
∫ t
0
VsL
(
vs
Vs
)
ds− ψ
∫ t
0
|vs|ds
= q0S0 − qtSt − qt
∫ q0−qt
0
f(|z|)dz −
∫ q0−qt
0
F (z)dz
−
∫ t
0
VsL
(
vs
Vs
)
ds− ψ
∫ t
0
|vs|ds+
∫ t
0
σqsdWs.
When (qs)s∈[0,t] is deterministic, if
∫ t
0 VsL
(
vs
Vs
)
ds < +∞ then Xt + qtSt is normally dis-
tributed with mean q0S0 − qt
∫ q0−qt
0 f(|z|)dz −
∫ q0−qt
0 F (z)dz −
∫ t
0 VsL
(
vs
Vs
)
ds− ψ
∫ t
0 |vs|ds
and variance σ2
∫ t
0 q
2
sds.
Proof of Theorem 2.1:
Let us first consider the function qline ∈ ACq0,0(0, T ) defined by qline(t) = q0
(
1− t
T
)
.
Iψ (qline) < +∞ and therefore infACq0,0(0,T ) Iψ < +∞. Also, given the hypotheses on L, it
is clear that infACq0,0(0,T ) Iψ ≥ 0.
Now, let us consider a sequence (qn)n∈N of functions inACq0,0(0, T ) such that limn→+∞ Iψ(qn) =
infACq0,0(0,T ) Iψ.
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The first step consists of showing that (q˙n)n is equiabsolutely integrable. For that purpose,
we use the superlinear growth of the function L and consider for A > 0, a constant CA such
that ∀y > CA,
L(y)
A
> y. Hence, if we consider a measurable set E ⊂ [0, T ], we have:
∫
E
|q˙n(s)|ds ≤
∫
E
VsL
(
|q˙n(s)|
Vs
)
A
1{|q˙n(s)|>CAVs}ds+ CAV |E|.
Hence: ∫
E
|q˙n(s)|ds ≤
1
A
Iψ(qn) + CAV |E|.
Since this can be made as small as possible by first choosing A and then adjusting |E|, (q˙n)n
is equiabsolutely integrable.
In particular, because qn(0) = q0, we know that, up to a subsequence, (qn)n converges uni-
formly on [0, T ] towards a function q∗ ∈ ACq0,0(0, T ) and that q˙n ⇀ q˙
∗ (weak convergence
in L1) – this is Dunford-Pettis theorem and Ascoli theorem.
Hence, we first have that
1
2
γσ2
∫ T
0
qn(s)
2ds→n→∞
1
2
γσ2
∫ T
0
q∗(s)2ds.
Second, because of our convexity assumption on L, we know that
v ∈ L1(0, T ) 7→
(∫ T
0
VsL
(
v(s)
Vs
)
ds+ ψ
∫ T
0
|v(s)|ds
)
is lower semi-continuous for the weak topology, and hence that:
∫ T
0
VsL
(
q˙∗(s)
Vs
)
ds+ ψ
∫ T
0
|q˙∗(s)|ds ≤ lim inf
n→∞
∫ T
0
VsL
(
q˙n(s)
Vs
)
ds+ ψ
∫ T
0
|q˙n(s)|ds.
Combining the inequalities, we get Iψ(q
∗) ≤ lim infn→∞ Iψ(qn), and therefore that q
∗ is a
minimizer.
Coming to uniqueness, if there were two different minimizers, q∗ and q∗∗, then we would
have Iψ
(
q∗+q∗∗
2
)
< 12Iψ(q
∗) + 12Iψ(q
∗∗) = Iψ(q
∗) because L is convex and q 7→ 12γσ
2q2 is
strictly convex, in contradiction with the optimality of q∗. Hence, q∗ is the unique minimizer.
Now, we can define q˜∗ by q˜∗(t) = infs≤t(q
∗(s))+. We have q˜
∗ ∈ ACq0,0(0, T ) with ˙˜q
∗ =
q˙∗1{q∗>0,q∗=q˜∗}. Hence, using the monotonicity property of L, we obtain that Iψ(q˜
∗) ≤
Iψ(q
∗).
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Hence q∗ = q˜∗ and the minimizer is a nonnegative and nonincreasing function. In particular
q∗ is the minimizer of:
q 7→
∫ T
0
(
VsL
(
q˙(s)
Vs
)
+
1
2
γσ2q2(s)
)
ds+ ψq0 = I0(q) + ψq0.
Therefore, q∗ is the minimizer of I0 and it is independent of ψ.
Proof of Theorem 2.3:
For any v ∈ A0, we know that
XT = q0S0 −
∫ q0
0
F (z)dz −
∫ T
0
VsL
(
vs
Vs
)
ds− ψ
∫ T
0
|vs|ds+
∫ T
0
σqsdWs.
Hence:
E [− exp (−γXT )] = − exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz
))
×E
[
exp
(
γ
(∫ T
0
VsL
(
vs
Vs
)
ds+ ψ
∫ T
0
|vs|ds
))
exp
(
−γσ
∫ T
0
qsdWs
)]
.
Hence, if we introduce the probability measure Q defined by the Radon-Nikodym derivative9
dQ
dP
= exp
(
−γσ
∫ T
0
qsdWs −
1
2
γ2σ2
∫ T
0
q2sds
)
,
then:
E [− exp (−γXT )] = − exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz
))
×EQ
[
exp
(
γ
(∫ T
0
VsL
(
vs
Vs
)
ds+ ψ
∫ t
0
|vs|ds
))
exp
(
1
2
γ2σ2
∫ T
0
q2sds
)]
.
Hence:
E [− exp (−γXT )] = E
Q
[
− exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz − Iψ(q)
))]
.
Now, almost surely over Ω, t 7→ qt(ω) is absolutely continuous. Hence, almost surely,
Iψ(q(ω)) ≥ Iψ(q
∗).
This leads to
E [− exp (−γXT )] ≤ − exp
(
−γ
(
q0S0 −
∫ q0
0
F (z)dz − Iψ(q
∗)
))
,
i.e.:
E [− exp (−γXT )] ≤ sup
v∈A0,det
E [− exp (−γXT )] .
9We can apply Girsanov theorem since q is bounded.
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We then obtain
sup
v∈A0
E [− exp (−γXT )] ≤ sup
v∈A0,det
E [− exp (−γXT )] .
Since the converse inequality holds, the result is proved.
In the following proofs, we denote q∗
tˆ,qˆ
∈ ACqˆ,0(tˆ, T ) the function at which the infimum (min-
imum) in the definition of θT (tˆ, qˆ) is attained. Such a function does exist by Theorem 2.1
since we can replace the couple (0, q0) by the couple (tˆ, qˆ) – and it is a C
1 function on [tˆ, T ].
Proof of Proposition 3.1:
Consider t, tˆ ∈ [0, T ) with t < tˆ. Let us define q : s ∈ [t, T ] 7→ q∗
tˆ,qˆ
(s− t+ tˆ)1s≤T+t−tˆ.
We have:
θT (t, qˆ) ≤
∫ T
t
(
VsL
(
q˙(s)
Vs
)
+
1
2
γσ2q(s)2
)
ds
≤
∫ T+t−tˆ
t
(
VsL
(
q˙(s)
Vs
)
+
1
2
γσ2q(s)2
)
ds
≤
∫ T
tˆ
(
VsL
(
q˙∗
tˆ,qˆ
(s)
Vs
)
+
1
2
γσ2q∗
tˆ,qˆ
(s)2
)
ds
≤ θT (tˆ, qˆ).
Hence, θT (·, qˆ) is an nondecreasing function on [0, T ).
Proof of Corollary 3.1:
Consider T, T ′ ∈ (t,+∞) with T < T ′. We have that θT (t, q) = θT ′(T
′ − T + t, q) ≥
θT ′(t, q).
Proof of Proposition 3.2:
Consider q, qˆ ∈ R+ with q < qˆ. Then:
θT (tˆ, q) ≤
∫ T
t
(
VsL
(
q
qˆ
q˙∗
tˆ,qˆ
(s)
Vs
)
+
1
2
γσ2
(
q
qˆ
q∗
tˆ,qˆ
(s)
)2)
ds
≤
∫ T
tˆ
(
VsL
(
q˙∗
tˆ,qˆ
(s)
Vs
)
+
1
2
γσ2q∗
tˆ,qˆ
(s)2
)
ds
≤ θT (tˆ, qˆ).
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Hence, θT (tˆ, ·) is an nondecreasing function on R+.
Proof of Proposition 3.3:
Let us consider qˆ ∈ R and h > 0.
We consider q = 12q
∗
tˆ,qˆ−h
+ 12q
∗
tˆ,qˆ+h
and we have:
θT (tˆ, qˆ + h)− 2θT (tˆ, qˆ) + θT (tˆ, qˆ − h)
≥
∫ T
tˆ
Vs
(
L
(
q˙∗
tˆ,qˆ+h
(s)
Vs
)
− 2L
(
q˙(s)
Vs
)
+ L
(
q˙∗
tˆ,qˆ−h
(s)
Vs
))
ds
+
1
2
γσ2
∫ T
tˆ
(
q∗
tˆ,qˆ+h
(s)2 − 2q(s)2 + q∗
tˆ,qˆ−h
(s)2
)
ds.
Using the convexity of L and the convexity of x→ x2, we obtain that:
θT (tˆ, qˆ + h)− 2θT (tˆ, qˆ) + θT (tˆ, qˆ − h) ≥ 0.
Hence, θT (tˆ, ·) is a convex function.
Proof of Proposition 3.4:
In order to prove this Proposition, we need the following Lemma that provides a bound to
the gradient of q∗
tˆ,qˆ
:
Lemma
∀Q > 0,∀ǫ ∈ (0, T ),∃C(Q, ǫ) > 0,∀(tˆ, qˆ) ∈ [0, T − ǫ]× [−Q,Q], sup
t∈[tˆ,T ]
|q˙∗
tˆ,qˆ
(t)| ≤ C(Q, ǫ).
Proof of the Lemma:
We consider the case qˆ ≥ 0. The case of a negative qˆ works exactly the same.
Using the same method as for Proposition 2.2, we know that q∗
tˆ,qˆ
solves an ODE of the form:{
p˙(t) = γσ2q(t)
q˙(t) = VtH
′(p(t))
q(tˆ) = qˆ, q(T ) = 0
where p is a C1 function.
From the ODE, we know that ∀t ∈ [tˆ, T ], p(t) ∈ [p(tˆ), p(tˆ) + γσ2(T − tˆ)qˆ]. This gives
∀t ∈ [tˆ, T ], q˙∗
tˆ,qˆ
(t) ∈
[
V H ′(p(tˆ)),min
(
0, V H ′(p(tˆ) + γσ2(T − tˆ)qˆ)
)]
.
Now, if H ′(p(tˆ) + γσ2(T − tˆ)qˆ) ≥ 0, then H ′(p(tˆ) + γσ2QT ) ≥ 0 and p(tˆ) is bounded from
below by a constant that depends on Q.
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Otherwise, we have:
−qˆ =
∫ T
tˆ
q˙∗
tˆ,qˆ
(t)dt ≤ V H ′(p(tˆ) + γσ2(T − tˆ)qˆ)(T − tˆ) ≤ V H ′(p(tˆ) + γσ2QT )(T − tˆ).
Hence H ′(p(tˆ) + γσ2QT ) ≥ − qˆ
V (T−tˆ)
≥ − Q
ǫV
and p(tˆ) is bounded from below by a constant
that depends on Q and ǫ.
Now, in general, because ∀t ∈ [tˆ, T ], q˙∗
tˆ,qˆ
(t) ≥ V H ′(p(tˆ)), we have a lower bound for q˙∗
tˆ,qˆ
(t).
0 being an upper bound, we have proved the result.
Given Q > 0 and ǫ ∈ (0, T ), this lemma and the results of Section 2 allow to redefine θT (tˆ, qˆ)
for (tˆ, qˆ) ∈ [0, T − ǫ]× [−Q,Q] by:
θT (tˆ, qˆ) = inf
q∈C1([tˆ,T ]),q(tˆ)=qˆ,q(T )=0,|q˙(t)|≤C(Q,ǫ)
∫ T
tˆ
(
VsL
(
q˙(s)
Vs
)
+
1
2
γσ2q2(s)
)
ds.
Proof the Proposition:
Let us consider (tˆ, qˆ) and (t˜, q˜) in [0, T − ǫ]× [−Q,Q].
From the convexity of θT (t˜, ·), we know that there exists K(Q, ǫ) such that ∀(q, q) ∈
[−Q,Q]2, |θT (t˜, q)− θT (t˜, q)| ≤ K(Q, ǫ)|q − q|.
Now, if tˆ < t˜:
θT (tˆ, qˆ) =
∫ t˜
tˆ
(
VsL
(
q˙∗
tˆ,qˆ
(s)
Vs
)
+
1
2
γσ2q∗
tˆ,qˆ
(s)2
)
ds+ θT (t˜, q
∗
tˆ,qˆ
(t˜)).
Since q˙∗
tˆ,qˆ
and q∗
tˆ,qˆ
are uniformly bounded, there exists a constant M(Q, ǫ) such that:
θT (tˆ, qˆ) ≤M(Q, ǫ)(t˜− tˆ) + θT (t˜, q
∗
tˆ,qˆ
(t˜)) ≤M(Q, ǫ)(t˜− tˆ) + θT (t˜, qˆ) +K(Q, ǫ)|q
∗
tˆ,qˆ
(t˜)− qˆ|
≤M(Q, ǫ)(t˜ − tˆ) + θT (t˜, qˆ) +K(Q, ǫ)C(Q, ǫ)|t˜− tˆ|.
Hence, there exists a constant K ′(Q, ǫ) such that:
0 ≤ θT (tˆ, qˆ)− θT (t˜, qˆ) ≤ K
′(Q, ǫ)|t˜− tˆ|.
Combining the results we eventually obtain:
|θT (tˆ, qˆ)− θT (t˜, q˜)| ≤ K(Q, ǫ)|q˜ − qˆ|+K
′(Q, ǫ)|t˜− tˆ|.
24
Proof of Proposition 3.5:
We start with the fact that θT is a subsolution of the Hamilton-Jacobi equation on (0, T )×R.
Let (t, q) ∈ (0, T )×R and let ϕ ∈ C1((0, T )×R) be such that θT −ϕ has a local maximum
in (t, q). We can then find τ > 0 and η > 0 such that ∀(t′, q′) ∈ [t− τ, t+ τ ]× [q− η, q+ η] :
θT (t, q)− ϕ(t, q) ≥ θT (t
′, q′)− ϕ(t′, q′).
Now, let us consider v ∈ R. If h ∈ (0, τ ] is small enough, we have that t + h < T and
q − vh ∈ [q − η, q + η]. Then:
ϕ(t+ h, q − vh) − ϕ(t, q) ≥ θT (t+ h, q − vh) − θT (t, q)
ϕ(t+ h, q − vh) − ϕ(t, q)
h
≥ −
1
h
∫ t+h
t
(
VsL
(
v
Vs
)
+
1
2
γσ2(q − v(s− t))2
)
ds.
Hence if h→ 0, we get:
∂tϕ(t, q) − v∂qϕ(t, q) ≥ −VtL
(
v
Vt
)
−
1
2
γσ2q2.
Hence, ∀v ∈ R,
−∂tϕ(t, q)−
1
2
γσ2q2 + v∂qϕ(t, q) − VtL
(
v
Vt
)
≤ 0.
This gives:
−∂tϕ(t, q) −
1
2
γσ2q2 + sup
v∈R
v∂qϕ(t, q)− VtL
(
v
Vt
)
≤ 0
−∂tϕ(t, q)−
1
2
γσ2q2 + Vt sup
v∈R
v
Vt
∂qϕ(t, q)− L
(
v
Vt
)
≤ 0
−∂tϕ(t, q) −
1
2
γσ2q2 + VtH (∂qϕ(t, q)) ≤ 0.
This proves that θT is a subsolution of the Hamilton-Jacobi equation on (0, T ) × R.
We now prove that θT is a supersolution of the Hamilton-Jacobi equation on (0, T )× R.
Let (t, q) ∈ (0, T )×R and let ϕ ∈ C1((0, T )×R) be such that θT −ϕ has a local minimum
in (t, q). We can then find τ > 0 and η > 0 such that ∀(t′, q′) ∈ [t− τ, t+ τ ]× [q− η, q+ η] :
θT (t, q)− ϕ(t, q) ≤ θT (t
′, q′)− ϕ(t′, q′).
∀ǫ > 0,∀h ∈ (0,min(τ, T−t2 )),∃(v
ǫ,h
s )s∈[t,T ] ∈ A0,det(t, q) such that:
θT (t, q)− θT
(
t+ h, qv
ǫ,h
t+h
)
≥
∫ t+h
t
(
VsL
(
vǫ,hs
Vs
)
+
1
2
γσ2(qv
ǫ,h
s )
2
)
ds− ǫh,
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where qv
ǫ,h
s = q −
∫ s
t
vǫ,hw dw.
Now, because of the above Lemma, we can always suppose that |vǫ,h| is uniformly bounded,
independently of ǫ and h, by a constant M . Hence, if we have h < τ , h < T−t2 , and Mh < η,
then qv
ǫ,h
t+h ∈ [q − η, q + η] and:
ϕ(t, q)− ϕ
(
t+ h, qv
ǫ,h
t+h
)
≥
∫ t+h
t
(
VsL
(
vǫ,hs
Vs
)
+
1
2
γσ2(qv
ǫ,h
s )
2
)
ds− ǫh.
This gives:
−
∫ t+h
t
(
∂tϕ
(
s, qv
ǫ,h
s
)
− vǫ,hs ∂qϕ
(
s, qv
ǫ,h
s
))
ds
≥
∫ t+h
t
(
VsL
(
vǫ,hs
Vs
)
+
1
2
γσ2(qv
ǫ,h
s )
2
)
ds− ǫh.
Hence:∫ t+h
t
(
−∂tϕ
(
s, qv
ǫ,h
s
)
−
1
2
γσ2(qv
ǫ,h
s )
2 + vǫ,hs ∂qϕ
(
s, qv
ǫ,h
s
)
− VsL
(
vǫ,hs
Vs
))
ds ≥ −ǫh
∫ t+h
t
(
−∂tϕ
(
s, qv
ǫ,h
s
)
−
1
2
γσ2(qv
ǫ,h
s )
2 + VsH
(
∂qϕ
(
s, qv
ǫ,h
s
)))
ds ≥ −ǫh
1
h
∫ t+h
t
(
−∂tϕ
(
s, qv
ǫ,h
s
)
−
1
2
γσ2(qv
ǫ,h
s )
2 + VsH
(
∂qϕ
(
s, qv
ǫ,h
s
)))
ds ≥ −ǫ.
Using, the continuity of ∂tϕ, ∂qϕ, and H, and the uniform bound on v
ǫ,h, we then obtain,
sending h to 0, that:
−∂tϕ (t, q)−
1
2
γσ2q2 + VtH (∂qϕ (t, q)) ≥ −ǫ.
This being true for any ǫ > 0, we have that:
−∂tϕ (t, q)−
1
2
γσ2q2 + VtH (∂qϕ (t, q)) ≥ 0
This proves that θT is a supersolution of the Hamilton-Jacobi equation on (0, T ) × R.
Consequently, θT is a viscosity solution of the Hamilton-Jacobi equation on (0, T )× R.
We need to prove now that the result holds on [0, T )× R.
Let q ∈ R and let ϕ ∈ C1([0, T ) × R) be such that θT − ϕ has a strict local maximum in
(0, q). Then, for ǫ > 0 sufficiently small, (t, q) ∈ (0, T ) × R 7→ θT (t, q) − ϕ(t, q) −
ǫ
t
has a
local maximum in (tǫ, qǫ) ∈ (0, T ) × R, and limǫ→0(tǫ, qǫ) = (0, q). Using what we already
proved, we obtain:
−∂tϕ(tǫ, qǫ) +
ǫ
t2ǫ
−
1
2
γσ2q2ǫ + VtǫH (∂qϕ(tǫ, qǫ)) ≤ 0.
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Hence:
−∂tϕ(tǫ, qǫ)−
1
2
γσ2q2ǫ + VtǫH (∂qϕ(tǫ, qǫ)) ≤ 0,
and sending ǫ to 0 we obtain:
−∂tϕ(0, q) −
1
2
γσ2q2 + V0H (∂qϕ(0, q)) ≤ 0.
Therefore, θT is a subsolution of the Hamilton-Jacobi equation on [0, T ) ×R.
Similarly, let q ∈ R and let ϕ ∈ C1([0, T )×R) be such that θT−ϕ has a strict local minimum
in (0, q). Then, for ǫ > 0 sufficiently small, (t, q) ∈ (0, T )×R 7→ θT (t, q)− ϕ(t, q) +
ǫ
t
has a
local minimum in (tǫ, qǫ) ∈ (0, T ) × R, and limǫ→0(tǫ, qǫ) = (0, q). Using what we already
proved we obtain:
−∂tϕ(tǫ, qǫ)−
ǫ
t2ǫ
−
1
2
γσ2q2ǫ + VtǫH (∂qϕ(tǫ, qǫ)) ≥ 0.
Hence:
−∂tϕ(tǫ, qǫ)−
1
2
γσ2q2ǫ + VtǫH (∂qϕ(tǫ, qǫ)) ≥ 0,
and sending ǫ to 0 we obtain:
−∂tϕ(0, q) −
1
2
γσ2q2 + V0H (∂qϕ(0, q)) ≥ 0.
Therefore, θT is a supersolution of the Hamilton-Jacobi equation on [0, T )× R.
Proof of Proposition 3.6:
θT (tˆ, 0) = 0. The result is then obvious for qˆ = 0.
Now, using the properties of L, we get:
θT (tˆ, qˆ) ≥
∫ T
tˆ
VsL
(
q˙∗
tˆ,qˆ
(s)
Vs
)
ds
≥
∫ T
tˆ
V L
(
q˙∗
tˆ,qˆ
(s)
V
)
ds
≥ (T − tˆ)V L
(∫ T
tˆ
q˙∗
tˆ,qˆ
(s)
V
ds
T − tˆ
)
≥ V (T − tˆ)L
(
qˆ
V (T − tˆ)
)
Hence, if qˆ 6= 0, the superlinearity of L gives limtˆ→T θT (tˆ, qˆ) = +∞.
Proof or Theorem 3.1:
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For (t, q) ∈ R+ × R+, T > t 7→ θT (t, q) is a nonincreasing function bounded from below by
0. Hence limT→+∞ θT (t, q) exists.
Since for 0 ≤ t′ < t, θT (t
′, q) = θT−t′+t(t, q), limT→+∞ θT (t, q) is in fact independent of t
and we define θ∞(q) = limT→+∞ θT (t, q).
Using Proposition 3.3, θ∞ is a convex function and it is therefore continuous.
Hence, for a fixed t ≥ 0, using Dini’s theorem, the convergence of (θT (t, ·))T towards θ∞
is locally uniform on R+. Now, because of Proposition 3.1, we have that (θT )T converges
towards θ∞ locally uniformly on R+ ×R+.
Now, we use the Hamilton-Jacobi equation of Proposition 3.5 to prove that θ∞ is a viscosity
solution of:
−
1
2
γσ2q2 + V H(θ′∞(q)) = 0, q > 0, θ∞(0) = 0 (∗).
We consider q > 0 and ϕ ∈ C1(R∗+) such that θ∞ − ϕ has a local strict maximum in q.
Then, we consider a sequence of triplets (Tn, tn, qn) ∈ R
2
+ × R
∗
+ with tn < Tn such that
limn Tn = +∞, (tn, qn)n converges with limn qn = q, and θTn − ϕ has a local maximum in
(tn, qn). We therefore obtain that:
−
1
2
γσ2q2n + V H(ϕ
′(qn)) ≤ 0.
Hence, considering the limit n→ +∞, we have:
−
1
2
γσ2q2 + V H(ϕ′(q)) ≤ 0.
Conversely, if we consider q > 0 and ϕ ∈ C1(R∗+) such that θ∞ −ϕ has a local minimum in
q. Then, we consider a sequence of triplets (Tn, tn, qn) ∈ R
2
+ × R
∗
+ with tn < Tn such that
limn Tn = +∞, (tn, qn)n converges with limn qn = q, and θTn − ϕ has a local minimum in
(tn, qn). We therefore obtain that:
−
1
2
γσ2q2n + V H(ϕ
′(qn)) ≥ 0.
Hence, considering the limit n→ +∞, we have:
−
1
2
γσ2q2 + V H(ϕ′(q)) ≥ 0.
This, and the fact that θ∞(0) = 0, proves that θ∞ is indeed a viscosity solution of the
equation (∗).
Now, θ∞ is convex and hence we have almost everywhere that −
1
2γσ
2q2 + V H(θ′∞(q)) = 0.
Since θ∞ is an nondecreasing function (as a limit of such functions), we can write that
almost everywhere:
28
θ′∞(q) = H
−1
(
1
2V
γσ2q2
)
,
where H−1 is the inverse of H : R+ → R+, as defined in the above statement.
Since θ∞ is convex we can integrate this equation to obtain:
θ∞(q) = θ∞(0) +
∫ q
0
H−1
(
γσ2
2V
x2
)
dx =
∫ q
0
H−1
(
γσ2
2V
x2
)
dx,
and the result is proved.
Proof of Proposition 3.8:
When L(ρ) = η|ρ|1+φ, the function H is given by H(p) = φ
(1+φ)
1+ 1
φ
1
η
1
φ
|p|1+
1
φ . Hence, for
x ≥ 0, H−1(x) = η
1
1+φ 1+φ
φ
φ
1+φ
x
φ
1+φ .
Using now the result of Theorem 3.2, we obtain the formula.
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