In this paper we study numerical solutions to the quasiclassical equations of motion for a superconductingquantum-interference device ring-radio frequency ͑rf͒ resonator system in the regime where the ring is highly hysteretic. In line with experiment, we show that for a suitable choice of ring circuit parameters the solutions to these equations of motion comprise sets of levels in the rf voltage-current dynamics of the coupled system. We further demonstrate that transitions, both up and down, between these levels can be controlled by voltage pulses applied to the system, thus opening up the possibility of high order ͑e.g., 10 state͒, multilevel logic and memory.
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I. INTRODUCTION
In an earlier paper ͓1͔ we reported on phenomena generated by the nonlinear interaction of a superconductingquantum-interference device ͑SQUID͒ ring ͑here, a single Josephson weak link enclosed by a thick superconducting ring͒ with a parallel LC resonant ͑tank͒ circuit. The block diagram for this coupled system is shown in Fig. 1 . As has now become apparent, SQUID rings can display behavior ranging from fully quantum mechanical ͓2-5͔ through to quasiclassical ͓6-9͔ depending on the circuit parameters of the ring and the temperature ͑T͒ of the environment. At temperatures of a few K, and for relatively large weak link capacitances ͑10 −12 -10 −13 F͒, it is well established ͓6,8͔ that a SQUID ring ͑inductance ⌳, weak link critical current I c ͒ can be treated quasiclassically, i.e., as a particle moving, with damping, in a cosine modulated parabolic potential,
where ⌽ x is the external magnetic flux applied to the ring, ⌽ s is the total included flux in the ring and ⌽ 0 ͑ h /2e͒ is the superconducting flux quantum. In this quasiclassical regime it is usual practice to describe the SQUID ring, and its interactions, using the resistively shunted junction plus capacitance ͑RSJ+ C͒ model ͓8,10͔. Here, we denote the ring weak link effective capacitance by C s and the parallel link resistance by R s . Furthermore, in making use of this model it is convenient to introduce the ␤-parameter for the SQUID ring ͑ 2⌳I c / ⌽ 0 ͒. This allows us to distinguish between the parameter space in which I c is always a single-valued function of ⌽ x ͑the inductive regime͒ and the hysteretic regime where I c can be multivalued in ⌽ x ͓8,10͔.
The cosine in the potential ͑1͒ leads to a superconducting screening current response in the SQUID ring which is manifestly a nonlinear, and ⌽ 0 -periodic, function of ⌽ s . When at least part of this external flux is time dependent, and applied through an inductively coupled resonant circuit, the ringresonator system can display nonlinear dynamical behavior which has been the focus of much research over the past three decades ͓6,7,11͔. It is precisely this behavior that forms the basis of the well-known ac-biased SQUID magnetometer ͓8,10,12͔. Although not invariably the case, it has been common practice ͓12͔ to make use of a radiofrequency ͑rf Ϸ 20 MHz͒, parallel LC ͑tank circuit͒ resonator in these coupled magnetometer systems. In the work described here we adopt this frequency regime for the resonant circuit. Considered on its own, of course, the tank circuit is strictly linear, i.e., on resonance the rf voltage ͑V out ͒ across it is linearly dependent on the level of rf drive input current ͓I in ͑t͔͒ applied. However, when a SQUID ring is coupled to such a tank circuit the situation can alter radically. With the SQUID ring potential above, and at finite critical current I c , the screening supercurrent I s = ⌽ s / ⌳ flowing in the ring to oppose any externally applied flux ⌽ x is a nonlinear function of this flux. Since both the SQUID ring and the tank circuit are macroscopic in nature, the back reaction through the inductive coupling leads to the system displaying nonlinear, even chaotic, dynamics. In general the stronger the nonlinearity in I s ͑⌽ x ͒, the more pronounced the nonlinear behavior can be. This nonlinear behavior is easily seen in plots of V out versus I in ͑t͒, these also being dependent on the level of static or quasistatic bias flux ͑⌽ x ͒ applied to the SQUID ring. In * ͒ versus rf current ͑I in ͒ characteristics for a highly hysteretic ͑␤ = 137͒ SQUID ring-tank circuit system for ͑a͒ relatively low integration accuracy with ␣ Ϸ 0.16 pA, ␤ Ϸ 3.4 pA ͑both corresponding to 4.2 K͒ and ␥ = 0.0 A, ͑b͒ as for ͑a͒ but with high integration accuracy, and ͑c͒ a high integration accuracy calculation with ␥ Ϸ 7 nA and ␣ = ␤ = 0.0 A ͑0.0 K͒. All three computations were performed with the following circuit parameters for the ring: C s =1ϫ 10 −13 F, ⌳ s =6ϫ 10 −10 H, R s =10 ⍀, I c = 75.2 A, and ⌽ x = 0.0⌽ 0 ͑modulo n⌽ 0 , n integer͒; and the tank circuit: C tc = 7.6ϫ 10 −10 F, L tc = 63 nH and ͑=M 2 / L tc ⌳͒ = 0.0087, a bare tank circuit resonant frequency 23 MHz.
SQUID magnetometer systems these characteristics display essentially constant rf voltage steps in the ͑time averaged͒ V out versus I in ͑t͒ at intervals periodic in I in . These SQUID ring voltage steps are modulated in a ⌽ 0 -periodic manner by the external bias flux ͓8,12,13͔. The ring-tank circuit system is described dynamically by two ͑coupled͒ equations of motion, one for the tank circuit and the other for the ring. These are given by
where the subscripts tc and s refer, respectively, to the tank circuit and the SQUID ring and ͑=M / L tc ͒ is the fraction of the flux coupled between the ring and the tank circuit. Thus, C tc and L tc are, respectively, the tank circuit capacitance and inductance, ⌽ tc is the flux in the tank circuit inductor, R tc is the resistance of the parallel tank circuit on resonance and K͑= ͱ M 2 / ⌳L tc ͒ quantifies the strength of the inductive coupling between the ring and tank circuit with a mutual inductance of M. In ͑2͒ and ͑3͒ the last terms on the right-hand sides of these equations describe the back reaction between the ring and the tank circuit.
In the original paper ͓1͔ we used ͑2͒ and ͑3͒ to compute the V out versus I in dynamics of the ring-tank circuit system in the highly hysteretic, strongly underdamped, regime to model the observed experimental behavior. What was recorded experimentally was a succession of plateau regions in the time averaged V out versus I in characteristics of the ringtank circuit system. Each plateau region consisted of a set of parallel steps at regular separations along the I in axis. The lengths of these steps along this axis were much greater than those observed in standard hysteretic SQUID magnetometer characteristics, where, typically, ␤Ϸ a few ͓8,12͔. In addition, for each individual plateau the rf voltage ͑V out ͒ at which these steps occurred varied ⌽ 0 periodically in ⌽ s . In experiment ͓1͔ the ring-tank circuit system was observed to jump stochastically ͓14-16͔ between the various steps associated with each plateau. Since, in practice, it was easy experimentally to access circuit parameters in which many steps per plateau region could be seen ͑a maximum of 19 steps/plateau was recorded over the course of these experiments͒, there seemed a possibility that the plateaux and steps could be utilized to create multilevel logic as an alternative to the standard binary logic. We found that with simulated low temperature noise on the tank circuit drive current, introduced via a noise distribution for a thermal bath, the solutions to these coupled equations of motion modeled our experimental results very well, including the stochastic jumping between steps on particular plateaux. We argued in the paper ͓1͔ that when the SQUID ring is sufficiently underdamped it no longer follows the potential ͑1͒ adiabatically as the rf flux coupled in from the tank circuit changes with time. Essentially, it is this nonadiabatic response that generates the large multistep plateaux in the ring-tank circuit V out versus I in characteristics, each step corresponding to a different flux jump trajectory ͑local well to local well͒ in ͑1͒. Nevertheless, even though we had demonstrated that the underdamped RSJ+ C description could model the experimentally observed plateaux and steps, the stochastic jumping between steps generated in the theoretical calculations required more explanation. In the experiments it was assumed that these jumping processes were caused by ambient thermal current noise in the SQUID ring. However, for technical reasons we were not able to measure the full spectral density function of this noise and with the computer power then available to us we could not be certain that the stochastic jumping processes seen in the simulations did not arise because of computational inaccuracies. Different calculations, at much higher accuracy, are the basis of the work reported here. At this level we have been able to show that, from the viewpoint of the simulations presented in our previous paper ͓1͔, the jumping processes, as modeled in that work, arose due to the build up of computational error in the numerical integration for the evolution of the system. Repeating the calculations with the same level of thermal noise ͑with appropriate care taken to compensate for the change in accuracy, and concomitant reduction in stepsize, used͒, and eliminating this potential problem by using more accurate integration methods, only single steps are generated in each plateau region. Nevertheless, it was clear from experiment that the ring-tank circuit system could be perturbed to generate jumps. We now know that our original assumption, that these voltage levels were due to the thermal noise applied to that SQUID ring, was incorrect. However, we have identified a suitable noise source within the external ring bias flux ⌽ x that, independent of our integration accuracy, reproduces very well the voltage dynamics of our experimental system. This independence was tested by increasing the integration accuracy used by several orders of magnitude resulting in considerably smaller stepsizes. We present these results in the next section before proceeding to consider in some detail the underlying SQUID ring dynamics, which cause this behavior. Finally we show that in a low noise environment we can control the voltage state of the tank circuit through the SQUID ring in a way that points to possible device applications in multilevel logic.
II. SQUID RING-TANK CIRCUIT DYNAMICS IN THE
HIGHLY HYSTERETIC REGIME
A. Introduction
In this work we have modeled the dynamics of the ringtank circuit system in the presence of noise by computing realizations of the Langevin equation though a four dimensional stochastic ͑itô͒ differential equation. The form of this equation is determined by Eqs. ͑2͒ and ͑3͒ and is given by ͓17͔ 
and B t T and B t ⌽ are one-dimensional Brownian motions of zero mean with variances defined by ␣ = ͱ 2k B T / R t , ␤ = ͱ 2k B T / R s ͑i.e., the level of thermal noise on the system ͓18͔͒ and ␥ = ⌽ noise / L s * ͑i.e., modeling the noise on the bias flux ⌽ x ͒.
We have chosen suitable ring and tank circuit parameters for this semiclassical regime, specifically for the SQUID ring: ⌳ s =6ϫ 10 −10 H, I c = 75.2 A ͑␤ = 137͒, C s =10 −13 F, R s =10 ⍀ and for the tank circuit: C tc = 7.6ϫ 10 −10 F, L tc = 63 nH and a quality factor Q of 500, the latter parameters yielding a bare ͑uncoupled to the ring͒ tank circuit resonant frequency of 23 MHz. We also set ͑=M 2 / L tc ⌳ ; ͒ = 0.0087, a coupling quite typical of low noise SQUID ring-tank circuit systems. These are the circuit parameters used throughout this paper.
As stated above, with access to more computational power we considered it important to establish the origin of the stochastic jumping in the computer simulations as previously published ͓1͔. As in our previous work, we compute the V out versus I in characteristics for a SQUID ring-tank circuit system. In Fig. 2 we show three sets of computed V out versus I in characteristics using our chosen ring and tank circuit parameters. With these values of R s and C s the SQUID is underdamped. The originally reported characteristic ͓1͔, calculated at relatively low accuracy using a fourth order Runge-Kutta numerical integration routine with an adaptive step size algorithm, is plotted in Fig. 2͑a͒ for the first plateau region. In generating this characteristic, 4.2 K current noise ͑␣ Ϸ 0.16 pA, ␤ Ϸ 3.4 pA, and ␥ = 0.0 A͒, has been introduced and the bias flux has been set at ⌽ x = 0.0⌽ 0 ͑modulo n⌽ 0 ͒. Here, the multistep solutions on the first plateau, and the stochastic jumping between these, are perfectly clear. Since the initial calculations were performed, we have had access to much greater computational power and this has allowed us to apply significantly higher accuracy to our numerical integration. Subsequently we have found that this greatly improved accuracy leads to the suppression of the jumps between the multiple levels in the V out versus I in characteristics. This is very apparent in the next solution shown in Fig. 2͑b͒ for which we used exactly the same SQUID and tank circuit parameters as in the characteristic of Fig. 2͑a͒ and simply increased the accuracy of our integration routine. The obviously apparent differences between Figs. 2͑a͒ and 2͑b͒ clearly shows that it was inaccuracy in our integration, and not the thermal current noise, that has led to the levels of behavior found in Fig. 2͑a͒ . A further, detailed, investigation was then performed from which we have determined that the most likely source of noise that would generate the voltagecurrent characteristics observed experimentally is that of a noise contribution to the dc bias flux ⌽ x . We show in Fig.  2͑c͒ , for a noise level of ⌽ noise = 0.006⌽ 0 , corresponding to a current of ␥ Ϸ 21 nA in the ring ͑and ␣ = ␤ = 0.0 A͒ a voltagecurrent characteristic that matches very well with those originally reported in ͓1͔. We note that the level structure seen in Fig. 2͑c͒ is less pronounced than that seen in Fig. 2͑a͒ . This is explained by the fact that the form of Fig. 2͑a͒ is a byproduct of inaccurate integration while the the level structure in Fig. 2͑c͒ is found from an actual realization of Eq. ͑4͒. Furthermore the results of Fig. 2͑c͒ are in far better agreement with previous experimental results than those of Fig.  2͑a͒ . Additionally, in Fig. 3 , we display the evolution of the rf voltage as a function of time; again these results agree very well with the experimental data presented in ͓1͔. Furthermore, we have determined that below a noise amplitude of ⌽ noise = 0.002⌽ 0 , i.e., ␥ Ϸ 7 nA, these voltage jumps are completely suppressed. In order to understand how it is possible to access these discrete voltage levels, as we shall indeed demonstrate later, we will now proceed to consider the actual mechanism by which the tank circuit can realize these various levels.
B. Underlying dynamics
In considering the dynamical basis for the plateaux ͑and the step levels͒ it is helpful to examine the way in which the SQUID ring flux ͑⌽ s ͒ changes in time with the rf drive current ͑I in ͒. Such a response is shown in Fig. 4 for a maximum ͑sinusoidal͒ drive flux in the tank circuit of 13.5⌽ 0 peak to peak ͑equivalent to a drive flux in the SQUID ring of 0.1175⌽ 0 ͒. In this figure the SQUID ring flux is normalized to ⌽ 0 and the time axis is plotted in units of the reciprocal tank circuit period ͑2 ͱ L tc C tc ͒ and, for comparative timing purposes, we show the form of I in in light grey. What this computed plot demonstrates is that, for the most part, the oscillating flux ͑⌽ s ͒ in the underdamped SQUID ring corresponds to the ring being confined to a single well. In Fig. 4 this single well SQUID ring flux response is shown oscillating over small amplitudes around ⌽ s / ⌽ 0 = 0. However, when the drive current reaches maximum amplitude it is found that the SQUID ring can move outside the confines of a single well and make more extended trajectories in the potential ͑1͒, i.e., the flux in the ring can jump ͑nonadiabatically͒ several ⌽ 0 in ⌽ s space between initial and distant target wells ͓19͔. We now provide some illustrative examples of stable solutions of Eqs. ͑2͒ and ͑3͒ which give rise to the different voltage levels seen in Fig. 2͑a͒ .
In the particular example of Fig. 4 these jumps take place over Ϯ six wells in ⌽ s space relative to the lowest energy well in the potential. Transposed to the rf dynamics of the coupled system, each multi-⌽ 0 traversal leads to one of the set of plateau step levels in V out versus I in , as exemplified in Fig. 2 . Examples of these multi-⌽ 0 trajectories ͑jumps͒ in the SQUID ring potential can be seen in Fig. 5 , again for the system of Fig. 2 . Taking the origin as the lowest well ͑w 0 ͒ in this potential, the SQUID flux trajectories shown in Figs. 4 and 5 correspond to the level denoted l 0 in Fig. 2͑a͒ . If the origin is displaced to the next lowest well ͑w ±1 ͒ in the potential, the V out versus I in characteristic of the coupled system moves down by one level from the original solution. This level is denoted l 1 in the solutions plotted in Fig. 2͑a͒ . Moving the origin again to the next lowest well ͑w ±2 ͒ repeats the process, i.e., the dynamics now correspond to the level denoted by l 2 in the solutions plotted in Fig. 2͑a͒ . Again, moving the origin to the next lowest well ͑w ±3 ͒ generates the level denoted l 3 in Fig. 2͑a͒ . However, in our example of a 6⌽ 0 excursion this level ͑l 3 ͒ is equivalent to having displaced our origin to the middle well. We find that beyond this central well in the excursion, attempting to localize our trajectory around one of the remaining three wells simply re- FIG. 5 . The SQUID ring potential for the system is shown in grey for ͑a͒ a positive ⌽ s going, outward, multi-⌽ 0 trajectory; ͑b͒ return trajectory for ͑a͒; ͑c͒ a negative going, multi-⌽ 0 trajectory; ͑d͒ return trajectory for ͑c͒. verses the shift between the levels on the plateau in Fig. 2͑a͒ , i.e., starting at l 3 and returning to l 0 through levels l 2 and l 1 . To illuminate this discussion, we can examine, for level l 0 , the excursions in the potential shown in Fig. 5 . Starting in the absolute minimum well of the potential at ⌽ s / ⌽ 0 =0, with ⌽ x =0 ͑modulo n⌽ 0 ͒, the ring can either execute local motion in this well or occasionally move several ⌽ 0 to a target well. With the ring potential plotted in light grey in Fig. 5 , we show by computation in Fig. 5͑a͒ one such extended trajectory, starting in the lowest well and followed by a positive going trajectory in ⌽ s . In this example, having reached the target well the ring completes almost half a tank circuit period in this well before returning to its original starting point in ⌽ s , as shown in Fig. 5͑b͒ . This mirrors the dynamical behavior shown in the first four jumps of Fig. 4 . It is also important to note that these excursions do not occur every time the rf drive flux reaches its maximum amplitude, although as the amplitude of the rf drive grows this process happens more frequently. Further multi-⌽ 0 excursions in the ring potential, but now for negative going ⌽ s , can be seen in Figs. 5͑c͒ and 5͑d͒ for the outward and return paths, respectively. These correspond to the last two jumps in Fig. 4 . For reasons of clarity we have taken a snapshot of the dynamics of the SQUID ring over a short interval in time. However, although it is not possible to observe this from Fig. 4 , this is a segment of one of several stable, periodic, solutions to Eq. ͑4͒ in the absence of noise. We note that in general the target well in the SQUID ring is not symmetric about its center ͑minimum͒ and this is seen to affect the lifetime of the ring in its target well, as evidenced in plots presented in Fig. 4 . In essence the consequence of this is that the ring can reach a new traversal ͑target͒ point in drive flux before it has completed half a ⌽ 0 period in ⌽ s . This phenomenon, arising from the localization in a nonsymmetric well in the SQUID ring potential, means that the excursions in ⌽ s are only made in one direction.
C. Multilevel logic
With the details of Fig. 5 in mind, and as a possible means to navigate the solutions of ͑2͒ and ͑3͒, we now consider the effect of rapidly changing voltages applied to the SQUID ring. In order make this relatively simple, and physically transparent, we simulate the application of appropriately shaped voltage pulses to the SQUID ring, and follow the tank circuit voltage ͑V out ͒ response. In our example we shall now consider positive amplitude trapezoidal voltage pulses ͑inset in Fig. 6͒ with an upper voltage state time duration of 0.01 tank circuit periods which is activated during the flux traversal shown in bold in Fig. 5͑d͒ . We found that it was only within such highlighted activation regions as illustrated in Figs. 5͑a͒-5͑d͒ that the system could be made to respond to these voltage pulses, leading to a level change in V out . For reference we term pulses with positive amplitude as A type pulse and, conversely, negative amplitude pulses are denoted as B type. In Fig. 6 we have plotted the computed tank circuit voltage response as a function of normalized tank circuit time ͑i.e., in terms of the tank circuit period͒ for the rf drive amplitude ͑I in = 222 nA͒ set in the middle of the first plateau for the level l 0 as denoted in Fig. 2͑a͒ . In this calculation there was no extraneous flux or voltage noise present and the system was allowed to reach a steady state within this plateau ͑we note that the initial sharp rise at the beginning of the voltage dynamics is due to transient behavior͒. However, after a set time, denoted by in Fig. 6 , a voltage pulse of the form shown inset in this figure was applied. Here, the amplitudes of the pulses A i , i =1,2,3 used were 15, 75, and 120 V, respectively. As is demonstrated in Fig. 6 , the application of a single voltage pulse can change the voltage level of our system by one or more levels at a time, as summarized in Table I . If the noiseless ͑or, in practice, a low enough voltage noise͒ situation can be realized experimentally, the computational results of Fig. 6 indicate that multilevel logic, based on SQUID ring-resonator systems could be a feasible proposition. If so, it is reasonable to assume that other forms of voltage pulse could be used for this purpose. With regard to our example, we note that the number of levels on the plateaux depends on the ring parameter values. In the example of Fig. 6 this is four but could be significantly larger. To further illustrate the control possible we show in Fig. 7 the result of applying two A-type pulses, in time sequence, to the SQUID ring-tank circuit system.
Of course, the activation pulse in voltage can be negative ͑B-type͒ as well as positive. The effect of using such a pulse after an A-type pulse is shown in Fig. 8 with the form of the B-type pulse shown explicitly in the inset of this figure. This shows that in the absence of extraneous noise, and by a suitable choice of voltage pulse form, we can move at will be- Fig. 2 showing the controlled step to step jumping which can be induced using suitably configured positive ͑A-type͒ ramp pulses in the absence of extraneous voltage noise; here we show the effect of increasing the ramp amplitude to induce jumps over one, two or three step intervals.
tween the steps on any particular plateau in V out versus I in . To demonstrate that we can induce step to step jumping at essentially any time of our choosing, we show in Fig. 9 a sequence of jumps induced by a sequence of A-type pulses spaced by different time intervals. We note that the application of the last pulse causes the tank circuit voltage to step up rather than down.
The computed solutions of Figs. 6-9 show very well the level to level jumping induced by various pulse sequences applied to a highly hysteretic ͑large ␤͒ SQUID ring-tank circuit system. These solutions, which are the end result of very non-linear interactions between the ring and the tank circuit, may be appreciated more clearly by the following qualitative argument. As regards the jumping process between levels on any particular plateau in V out versus I in , the system operates cyclically from an initial ͑local͒ well in the SQUID potential ͑for example, the w 0 well in the potential of Fig. 5͒ . This is shown diagrammatically in Fig. 10 . The way in which movement between wells in the SQUID potential relates to a given voltage level within a particular plateau can be determined by thinking of each well being mapped onto one of the vertices of a polygon ͑where the order of the polygon is dependent on the parameter values of the ringtank circuit system under investigation͒. This is illustrated in Fig. 10͑a͒ for the system considered throughout this paper with the vertices labeled v i for i = 0 , . . . , 5 and where the mapping is applied cyclically from the lowest ͑reference͒ well of the potential onto each vertex ͑for our example using the labels for the wells w i in Fig. 5͑a͒ we have the mapping w i → v imod6 for i Z͒. Here, we can find the particular tank circuit voltage level associated with each vertex by projection onto the horizontal axis. For example, the vertices v 1 and v 5 correspond to having the SQUID ring-tank circuit system in level l 1 in Fig. 2 . Clearly, therefore, if the system is moved through an appropriate number of wells it will return to the same state of operation in which it began.
Using this graphical map as the guide, in this paper we have investigated a system with 4 levels, corresponding to Fig. 10͑a͒ . We note that in this example the system must traverse 6 wells in the potential before it returns to its original state of operation. If we choose different SQUID parameters the system can access a variable number of wells within its cycle of operation. However, the system will always display a symmetry about the horizontal axis. For comparison, we show in Fig. 10͑b͒ a diagram illustrating the situation where the ring-tank circuit system traverses an odd number of wells in the SQUID potential, in this case five.
By the application of suitable voltage pulses the system can be moved around the vertices of the polygon, so translating the SQUID ring from one potential well to another. Thus, in Fig. 10͑a͒ application of positive ͑A-type͒ pulses causes the ring to move around the polygon in a clockwise direction, while negative ͑B-type͒ pulses lead to anticlockwise movement. This movement around the polygon can be performed utilizing nearest neighbor, single well, translations, or by multi-⌽ 0 traversals between distant wells in the potential, depending on the magnitude of the applied pulse. The actual level in V out versus I in into which the system settles is determined by three factors: ͑i͒ the well in which the SQUID ring is currently localized, ͑ii͒ the size of voltage pulse used to change location in the potential, and ͑iii͒ the direction of traversal of the polygon ͑whether A or B-type pulses are utilized͒.
III. CONCLUSIONS
In this work we have demonstrated that, in principle, it is possible to use highly hysteretic ͑large ␤͒ SQUID ring-tank circuit systems as the basis for multilevel logic or memory devices ͓20-24͔. Following earlier experiments, where giant SQUID magnetometer plateaux were observed containing sets of constant voltage ͑V out ͒ steps, we have shown that the jumping processes between steps on a particular plateau can be generated by either noise on the bias flux ⌽ x or voltage pulses applied to the system. For sufficiently low levels of noise we find that a high ␤ SQUID ring-tank circuit system can remain stably on one of the steps on any particular plateau until a suitably shaped voltage pulse is applied to the ring. Following such a pulse, the ring can be made to jump in a controlled manner to other steps at different levels of V out . This new level can be either above or below the original voltage level, depending on the present state of the system and the type of pulse used. Provided it is possible to reduce the ambient flux noise on the SQUID ring sufficiently it should prove possible to develop devices with a controlled voltage response which can be selected, and modified, at will. This could prove useful in such areas as multilevel logic or finite state machinery ͓20-24͔. As part of any such developments we would expect to see interesting new fields open up in the nonlinear dynamics of these highly hysteretic systems.
