Polyedrisierung dreidimensionaler digitaler Objekte mit Mitteln der konvexen Hülle by Schulz, Henrik


Polyedrisierung dreidimensionaler digitaler
Objekte mit Mitteln der konvexen Hu¨lle
Dissertation
zur Erlangung des akademischen Grades Doktoringenieur (Dr.-Ing.)
vorgelegt an der
Technischen Universita¨t Dresden
Fakulta¨t Informatik
eingereicht von
Dipl.-Inf. Henrik Schulz
geboren am 13. Ma¨rz 1978 in Elsterwerda
Tag der Einreichung: 4. Dezember 2007
Tag der Verteidigung: 21. Juli 2008
Gutachter: Prof. Dr.-Ing. habil. Wladimir A. Kovalevski (Betreuer),
Technische Fachhochschule Wildau
Prof. Dr.-Ing. habil. Siegfried Fuchs,
Technische Universita¨t Dresden
Prof. Dr. rer. nat. habil. Reinhard Klette,
The University of Auckland, New Zealand
Dresden im Oktober 2008
Danksagung
Die vorliegende Dissertation entstand wa¨hrend meiner Ta¨tigkeit am Lehrstuhl fu¨r
Intelligente Systeme der Fakulta¨t Informatik der Technischen Universita¨t Dresden.
Seit dem Beginn meiner Forschung zum Thema Polyedrisierung 3-dimensionaler
digitaler Objekte im Juli 2003 haben mir viele Personen Unterstu¨tzung gegeben,
wofu¨r ich mich hiermit ganz herzlich bedanken mo¨chte.
Mein gro¨ßter Dank gilt Prof. Wladimir Kovalevski fu¨r seine Bereitschaft, das
Finden und Spezifizieren der Aufgabenstellung fu¨r diese Dissertation zu unter-
stu¨tzen sowie die Arbeit u¨ber mehrere Jahre zu betreuen. Ohne seinen fachlichen
Rat und seine Hilfe in theoretischen und auch praktischen Fragen der hier behan-
delten Aufgabe ha¨tte die Arbeit nicht entstehen ko¨nnen. Es ist mir eine große Ehre,
von einem herausragenden Wissenschaftler auf dem Gebiet der digitalen Topologie
betreut und unterstu¨tzt worden zu sein. Mein weiterer Dank gilt Prof. Kovalevski
sowie seiner Frau Dr. Ba¨rbel Kovalevski dafu¨r, jederzeit in ihrem Haus willkom-
men gewesen zu sein. Fu¨r die Begutachtung der Dissertation sei Prof. Kovalevski
ganz besonderer Dank gewidmet.
Prof. Siegfried Fuchs mo¨chte ich ebenfalls meinen tiefen Dank aussprechen.
Durch ihn wurde ich auf das Gebiet der digitalen Topologie aufmerksam und von
ihm lernte ich in vielen Vorlesungen die Grundlagen, mit denen die hier vorlie-
gende Arbeit erst mo¨glich wurde. Zahlreiche fachliche Gespra¨che verbunden mit
hilfreichen Hinweisen und Anregungen wa¨hrend der gesamten Zeit sowie die Un-
terstu¨tzung in Angelegenheiten auch außerhalb der fachlichen Probleme halfen
mir sehr, die Arbeit abzuschließen. Mein Dank gilt Prof. Fuchs ebenfalls fu¨r das
Erstellen des Erstgutachtens zu dieser Dissertation.
Weiterhin danke ich allen Kollegen des Lehrstuhls Intelligente Systeme fu¨r ihre
iii
iv
Bereitschaft, meine Arbeit durch ha¨ufige Diskussionen mit inspirierenden Ideen
und Hinweisen zu unterstu¨tzen. Vor allem danke ich Dr. Boris Flach fu¨r seine
kritische Betrachtung meiner Arbeit und seine wissenschaftlichen Ratschla¨ge. Fu¨r
viele Anregungen und Gespra¨che danke ich ebenfalls Dr. Dmitrij Schlesinger, Dr.
Helmut Schirmer, Holger Heidrich, Denis Kirmizigu¨l, Alexander Morgenstern und
Andre´ Steinborn, sowie meinen ehemaligen Kollegen Dr. Falk Uhlemann, Dr. Wor-
ku Alemu und Yingtao Wang. Mein ganz besonderer Dank gilt Bettina Weser fu¨r
ihre Hilfe in den verschiedensten Situationen.
Dem Forschungszentrum Dresden - Rossendorf gebu¨hrt mein Dank fu¨r die lang-
ja¨hrige Unterstu¨tzung meiner Arbeit durch die Schaffung einer optimalen Arbeits-
situation. Insbesondere danke ich Dr. Wolfgang Matz, Dr. Uwe Konrad, Dr. Man-
fred Kunicke, Dr. Wolf-Jochen Linnemann, Erhard Mu¨ller, Nils Schmeißer, Tho-
mas Brenner und Tobias Mu¨ller, sowie allen Kollegen der Abteilung Informations-
technologie fu¨r viele anregende Diskussionen betreffend meiner Arbeit.
Prof. Reinhard Klette danke ich fu¨r die Begutachtung meiner Arbeit und fu¨r
seine hilfreichen Hinweise, auch wa¨hrend einiger perso¨nlicher Gespra¨che in Dresden
und in Auckland. Meinem Hamburger Kollegen Dr. Peer Stelldinger danke ich fu¨r
einige hilfreiche Diskussionen bezu¨glich dieser Arbeit.
Daru¨ber hinaus danke ich meiner Lebensgefa¨hrtin Christiane Weise fu¨r ihre
Geduld und ihre Unterstu¨tzung bei allen auftretenden Problemen. Meinen Eltern
Brigitte Schulz und Helmut Schulz danke ich fu¨r ihre Bereitschaft, mein Vorhaben
der Promotion von Anfang an zu unterstu¨tzen und zu fo¨rdern. Meinem Bruder
Hagen Schulz gilt ebenfalls mein besonderer Dank. Allen meinen Freunden danke
ich fu¨r ihr Versta¨ndnis und vor allem danke ich Uwe Reinhardt fu¨r unza¨hlige
Gespra¨che und Ideen.
Abschließend danke ich der Fakulta¨t Informatik der Technischen Universita¨t
Dresden, mein Promotionsverfahren durchzufu¨hren.
Inhaltsverzeichnis
Symbolverzeichnis ix
Definitionenverzeichnis xi
1 Einfu¨hrung 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Problembeschreibung . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Ziel der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Struktur der Arbeit . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Grundlagen 7
2.1 Abstrakte Polyeder und Konvexita¨t . . . . . . . . . . . . . . . . . . 7
2.2 Konkavita¨ten und Grad der Nicht-Konvexita¨t . . . . . . . . . . . . 9
2.3 Relevante Zellen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Rand und Begrenzung . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Problembeschreibung 21
3.1 Ausgangsdaten . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Trennung der Zellen . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Repra¨sentation der Elemente . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Eigenschaften der Zielstruktur . . . . . . . . . . . . . . . . . . . . . 25
3.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Polyedrisierung 31
4.1 Die konvexe Hu¨lle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
v
vi INHALTSVERZEICHNIS
4.1.1 Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.2 Lokale Ecken . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.3 Konvexe Ecken . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.1.4 Die initiale konvexe Hu¨lle . . . . . . . . . . . . . . . . . . . 36
4.1.5 Erweiterung der initialen konvexen Hu¨lle . . . . . . . . . . . 37
4.1.6 Komplanare Fla¨chen . . . . . . . . . . . . . . . . . . . . . . 39
4.1.7 Beispiele . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.8 Optimierung des Algorithmus . . . . . . . . . . . . . . . . . 46
4.2 Nicht-konvexe Mengen von Voxeln . . . . . . . . . . . . . . . . . . . 49
4.2.1 Zusammenhangskomponenten . . . . . . . . . . . . . . . . . 50
4.2.2 Arten der Zusammenhangskomponenten . . . . . . . . . . . 51
4.2.3 Markierung sichtbarer Fla¨chen . . . . . . . . . . . . . . . . . 53
4.3 Geschlecht der Oberfla¨che . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Berechnung von g . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.2 Geschlecht der Oberfla¨che und Tunnel . . . . . . . . . . . . 57
4.4 Modifikation der konvexen Hu¨lle . . . . . . . . . . . . . . . . . . . . 59
4.4.1 Modifikation an Konkavita¨ten . . . . . . . . . . . . . . . . . 59
4.4.2 Modifikation bei Hohlra¨umen . . . . . . . . . . . . . . . . . 63
4.4.3 Zellen innerhalb nicht-konvexer Polyeder . . . . . . . . . . . 65
4.5 Behandlung von Objekten mit g > 0 . . . . . . . . . . . . . . . . . 69
4.5.1 Modifikation von einfachen Tunneln . . . . . . . . . . . . . . 70
4.5.2 Nicht-einfache Tunnel . . . . . . . . . . . . . . . . . . . . . . 72
4.5.3 Heuristisches Verfahren . . . . . . . . . . . . . . . . . . . . . 74
4.5.4 Zerlegung der mehrfach zusammenha¨ngenden Komponenten 78
4.5.5 Verzweigte Tunnel . . . . . . . . . . . . . . . . . . . . . . . 82
4.5.6 Erhaltung der Konvexita¨t von Fla¨chen . . . . . . . . . . . . 84
4.6 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.6.1 Klassifikation der Objekte . . . . . . . . . . . . . . . . . . . 86
4.6.2 Grad der Nicht-Konvexita¨t . . . . . . . . . . . . . . . . . . . 89
4.6.3 Endlichkeit des Algorithmus . . . . . . . . . . . . . . . . . . 90
4.6.4 Zeitkomplexita¨t des Algorithmus . . . . . . . . . . . . . . . 92
INHALTSVERZEICHNIS vii
5 Berechnung des Volumens der Polyeder 93
5.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Berechnung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6 Fla¨chenanzahl der Polyeder 97
6.1 Fla¨chenanzahl der konvexen Hu¨lle konvexer Objekte . . . . . . . . . 97
6.2 Polyeder mit konvexen Hohlra¨umen . . . . . . . . . . . . . . . . . . 102
6.3 Polyeder mit konvexen Konkavita¨ten . . . . . . . . . . . . . . . . . 103
6.4 Polyeder mit nicht-konvexen ZKHs . . . . . . . . . . . . . . . . . . 105
6.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7 Oberfla¨cheninhalt der Polyeder 107
7.1 Oberfla¨cheninhalt der konvexen Hu¨lle konvexer Objekte . . . . . . . 107
7.2 Polyeder mit konvexen Hohlra¨umen . . . . . . . . . . . . . . . . . . 108
7.3 Minimierung des Oberfla¨cheninhaltes . . . . . . . . . . . . . . . . . 110
7.4 Polyeder mit Konkavita¨ten mit g = 0 . . . . . . . . . . . . . . . . . 112
7.5 Polyeder mit Konkavita¨ten mit g > 0 und Tunneln . . . . . . . . . 116
7.6 Polyeder mit nicht-konvexen Hohlra¨umen . . . . . . . . . . . . . . . 119
7.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
7.8 Vergleich der Minimalita¨tseigenschaften . . . . . . . . . . . . . . . . 121
8 Experimente und Beispiele 123
8.1 Objekte mit Konkavita¨ten vom Geschlecht g = 0 . . . . . . . . . . . 123
8.1.1 Objekte mit Gnc(P ) = 1 . . . . . . . . . . . . . . . . . . . . 123
8.2 Objekte mit Tunneln . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.2.1 Tunnel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
8.2.2 Konkavita¨ten vom Geschlecht g > 0 . . . . . . . . . . . . . . 134
8.3 Schlussfolgerungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
9 Folgerungen fu¨r den 2-dimensionalen Fall 141
9.1 Polygonisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.2 Minimalita¨t der Kantenanzahl . . . . . . . . . . . . . . . . . . . . . 144
viii INHALTSVERZEICHNIS
9.3 Minimalita¨t des Umfanges . . . . . . . . . . . . . . . . . . . . . . . 145
10 Abschließende Bemerkungen 149
10.1 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
10.2 Offene Probleme . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A Definitionen und Theoreme 155
A.1 Allgemeine Topologie . . . . . . . . . . . . . . . . . . . . . . . . . . 155
A.2 Digitale Topologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
A.2.1 Lokal endliche Ra¨ume . . . . . . . . . . . . . . . . . . . . . 157
A.2.2 Eigenschaften der lokal endlichen Ra¨ume . . . . . . . . . . . 161
A.2.3 Abstrakte Zellenkomplexe . . . . . . . . . . . . . . . . . . . 163
A.2.4 Mannigfaltigkeiten . . . . . . . . . . . . . . . . . . . . . . . 165
A.2.5 Kartesische Komplexe . . . . . . . . . . . . . . . . . . . . . 167
A.3 Lineare Algebra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.4 Digitale Geometrie . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
A.5 Datenstrukturen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
A.5.1 Blockkomplexe . . . . . . . . . . . . . . . . . . . . . . . . . 170
A.5.2 Zellenlisten . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
B Theorem zur konvexen Hu¨lle 175
C Zellenliste der initialen konvexen Hu¨lle 179
Symbolverzeichnis
A abstrakter Zellenkomplex (AC Komplex)
B Berandungsrelation
B(A) Blockkomplex eines AC Komplexes A
BR Berandungsrelation in Blockkomplexen
c Zelle eines AC Komplexes
cn n-dimensionale Zelle eines AC Komplexes
c∂S Randzelle
cr relevante Randzelle
CH(S) konvexe Hu¨lle einer Menge S von Zellen eines AC Komplexes
Cl(e, T ) Abschluss eines Elementes e in T
d Dimension einer Zelle oder eines AC Komplexes
dim Dimensionsfunktion
Dim Dimensionsfunktion in Blockkomplexen
∂S Rand eines Teilkomplexes S eines AC Komplexes
e Element eines Raumes
ext(S,A) A¨ußeres eines Teilkomplexes S eines AC Komplexes A
f(S) Homo¨omorphismus auf einem topologischen Raum S
Fr(S, T ) Begrenzung einer Teilmenge S eines Raumes T
g topologisches Geschlecht einer Oberfla¨che
Gnc(P ) Grad der Nichtkonvexita¨t eines AG Polyeders P
h Gitterkonstante
int(S,A) Inneres eines Teilkomplexes S eines AC Komplexes A
ix
M Menge von Fla¨chen eines AG Polyeders
Mn n-dimensionale kombinatorische Mannigfaltigkeit
~n Normale einer Fla¨che
n˙ Punktnormale einer Zelle
N(e) Nachbarschaft eines Elementes e
OS Oberfla¨cheninhalt eines Objektes S
P abstraktes geometrisches Polyeder
Pˆ trennendes AG Polyeder
R Region
S Teilkomplex eines AC Komplexes
S′ Zusammenhangskomponente von Hintergrundvoxeln
innerhalb CH(S)
SN(e) kleinste Nachbarschaft eines Elementes e
SON(e, T ) kleinste offene Umgebung eines Elementes e in T
T topologischer Raum
U(S) kontinuierliches Urbild eines digitalen Objektes S
~v Ortsvektor einer Zelle eines AC Komplexes
V Volumen eines AG Polyeders
x
Definitionenverzeichnis
ACC abstrakter Zellenkomplex (AC Kom-
plex)
Abschn. A.2.3 S.163
AGP abstraktes geometrisches Polyeder Abschn. 2.1 S.8
ALF lokal endlicher Raum (ALF Raum) Abschn. A.2.1 S.159
AP abstraktes Polyeder Abschn. 2.1 S.8
AU Ausschneiden Abschn. 4.5.1 S.70
BD Rand Abschn. A.2.3 S.164
BK Blockkomplex Abschn. A.5.1 S.170
BR Berandungsrelation Abschn. A.2.2 S.161
CA ZKH-Hohlraum Abschn. 4.2.2 S.51
CH konvexe Hu¨lle Abschn. 2.1 S.9
CL abgeschlossen Abschn. A.2.2 S.161
CO ZKH-Konkavita¨t Abschn. 4.2.2 S.51
CP konvexes Polyeder Abschn. 2.1 S.8
CS Abschluss Abschn. A.2.2 S.162
CU topologische Kurve Abschn. A.2.5 S.167
CV Konkavita¨t (Polyeder) Abschn. 2.2 S.9
DCS digitale konvexe Teilmenge Abschn. A.4 S.169
DHS digitaler Halbraum Abschn. A.4 S.168
DK2 digitale Kreisscheibe Abschn. A.4 S.169
DK3 digitale Kugel Abschn. A.4 S.169
DPP digitales Ebenenstu¨ck Abschn. A.4 S.169
DSS digitale Strecke Abschn. A.4 S.169
xi
EC EULER Charakteristik Abschn. 4.3 S.55
ES elementare Unterteilung Abschn. A.2.4 S.165
EXT A¨ußeres Abschn. A.2.3 S.164
FR Begrenzung, topologischer Rand Abschn. A.2.1 S.158
HN homogen-n-dimensional Abschn. A.2.3 S.164
HOM Homo¨omorphismus Abschn. A.1 S.156
IN Inzidenz Abschn. A.2.1 S.158
INT Inneres Abschn. A.2.3 S.164
IP Inzidenzpfad Abschn. A.2.1 S.158
IS Inzidenzstruktur Abschn. A.5.1 S.171
KA Kartesischer Komplex Abschn. A.2.5 S.167
KH kombinatorisch homo¨omorph Abschn. A.2.4 S.166
KK kombinatorische Koordinaten Abschn. A.2.5 S.167
KV0 konkave 0-Zelle Abschn. 2.3 S.14
KX0 konvexe 0-Zelle Abschn. 2.3 S.13
KX1 konvexe bzw. konkave 1-Zelle Abschn. 2.3 S.13
KX3 konvexe 3-Zelle Abschn. 4.1.3 S.35
LFS lokal endlicher Raum (LF Raum) Abschn. A.2.1 S.157
LK Linearkombination Abschn. A.3 S.168
LKK Konvexkombination Abschn. A.3 S.168
MA kombinatorische Mannigfaltigkeit Abschn. A.2.4 S.166
MB offene kombinatorische m-Kugel Abschn. A.2.4 S.165
MM minimale, maximale Elemente Abschn. A.2.2 S.161
MS kombinatorische (m− 1)-Spha¨re Abschn. A.2.4 S.165
NB Nachbarschaft Abschn. A.2.1 S.157
NK Grad der Nicht-Konvexita¨t Abschn. 2.2 S.10
NP n-dimensionaler Weg Abschn. A.2.3 S.164
NR Nachbarschaftsrelation Abschn. A.2.1 S.158
OP offen Abschn. A.2.2 S.161
OT Opponenten Abschn. A.2.1 S.158
xii
PC echte Zelle Abschn. A.2.4 S.165
PN0 Punktnormale einer konvexen 0-Zelle Abschn. 4.5.3 S.76
PN3 Punktnormale einer 3-Zelle Abschn. 4.5.3 S.76
PR Eindru¨cken Abschn. 4.4.1 S.60
PR2 Eindru¨cken Abschn. 4.5.3 S.76
RD dichte Region Abschn. A.2.3 S.164
RG Region Abschn. A.2.3 S.164
RZ0 relevante 0-Zelle Abschn. 2.3 S.13
RZ1 relevante 1-Zelle Abschn. 2.3 S.12
RZ2 relevante 2-Zelle Abschn. 2.3 S.12
SC Teilkomplex eines AC Komplexes Abschn. A.2.3 S.163
SN kleinste Nachbarschaft Abschn. A.2.1 S.157
SON kleinste offene Umgebung Abschn. A.2.2 S.162
SP0 Sattelpunkt Abschn. 2.3 S.14
SZ stark zusammenha¨ngend Abschn. A.2.3 S.164
TA Axiome der Punkttrennung Abschn. A.1 S.156
TF dicke, du¨nne Begrenzung Abschn. A.2.1 S.159
TG topologisches Geschlecht Abschn. A.2.4 S.166
TI topologische Invariante Abschn. A.1 S.156
TR topologischer Raum Abschn. A.1 S.155
TU ZKH-Tunnel Abschn. 4.2.2 S.51
TUE einfacher bzw. nicht-einfacher Tunnel Abschn. 4.5 S.69
VI sichtbar Abschn. 4.1.5 S.37
ZKH Zusammenhangskomponente von Hin-
tergrundvoxeln innerhalb der konvexen
Hu¨lle
Abschn. 4.2.2 S.51
ZL Zellenliste Abschn. A.5.2 S.171
ZS Zusammenhang Abschn. A.2.1 S.158
xiii
xiv INHALTSVERZEICHNIS
Kapitel 1
Einfu¨hrung
1.1 Motivation
Es existieren heute mehrere verschiedene Aufnahmeverfahren, um Objekte der
realen Welt in Form von 3-dimensionalen digitalen Daten abzubilden und zu spei-
chern. Die verbreitetsten dieser Verfahren sind die Computertomographie (CT),
die Magnetresonanztomographie (MRT) und die Positronen-Emissions-Tomogra-
phie (PET). Trotz der erheblichen Unterschiede in ihren Funktionsweisen haben
all diese Verfahren als Gemeinsamkeit die Tatsache, dass sie echte 3-dimensionale
Bilder als Ergebnis liefern, wobei CT-Daten Bilder in Form von Voxelmengen dar-
stellen, MRT- und PET-Daten sind dagegen Mengen von Schnittbildern, die erst
durch Registration in Voxeldaten u¨berfu¨hrt werden [45].
Letzter Ansatz, also die Verarbeitung einer Menge 2-dimensionaler Bilder zu
einem 3-dimensionalen Bild kann jedoch auch von anderen Verfahren geleistet
werden. Hier ist vorrangig das Gebiet der Stereoanalyse hervorzuheben. Zu diesem
Gebiet geho¨ren Verfahren, die verschiedene Bilder eines Objektes oder einer Szene
nutzen, um daraus ein 3-dimensionales Modell der Szene zu berechnen.
Alle diese Verfahren haben ein gemeinsames Ziel: Da wir Menschen in einer
3-dimensionalen Welt leben und diese als solche auch 3-dimensional wahrnehmen,
sind wir versucht, eine Repra¨sentation von Teilen der Welt in Form von Modellen
zu realisieren, die die Dimensionalita¨t der Welt erhalten. Dies gestaltet sich aus
dem Grunde schwierig, da die meisten der heute verbreiteten Aufnahme- und An-
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zeigegera¨te fu¨r Bilder, also Kameras und Bildschirme, lediglich zwei Dimensionen
des Raumes verarbeiten ko¨nnen. Die Modelle, mit denen wir arbeiten und mit
deren Hilfe wir Informationen u¨ber die Welt gewinnen wollen, sollen dieser Ein-
schra¨nkung jedoch nicht unterliegen. Sie sollen die reale Welt mo¨glichst versta¨nd-
lich und vollsta¨ndig repra¨sentieren.
Bei der Wahrnehmung 3-dimensionaler Objekte sind wir Menschen vorrangig
auf das Sehen der Objekte angewiesen. Das menschliche Auge funktioniert dabei
nach dem gleichen Prinzip wie eine Kamera: Lichtstrahlen, die von Objekten der
Welt emittiert oder reflektiert werden, werden im Auge auf die Netzhaut proji-
ziert und als 2-dimensionales Abbild weiterverarbeitet. Dies erfolgt unabha¨ngig
in beiden Augen, so dass das Abbild der Welt im linken Auge sich leicht vom
entsprechenden Abbild im rechten Auge unterscheidet. Unter Nutzung beider Bil-
der gewinnt das menschliche visuelle System Informationen u¨ber die ra¨umliche
Struktur der Welt.
Die Wahrnehmung der Objekte der Welt erfolgt auf unterschiedlichen Ebenen,
d.h. verschiedene Eigenschaften der Objekte ko¨nnen gesehen werden. Dabei han-
delt es sich um geometrische Eigenschaften (Form und Lage), topologische Eigen-
schaften (relative Lagebeziehungen), Beleuchtungseigenschaften (Farbe, Helligkeit,
Texturen, Reflektanz, Transparenz) oder dynamische Eigenschaften (Bewegung,
A¨nderung der Form). Alle diese Eigenschaften beziehen sich jedoch weniger auf
die 3-dimensionalen Objekte an sich als vielmehr auf die Oberfla¨chen der Objekte.
Die Repra¨sentation der digitalisierten Objekte im Computer kann auf zwei ver-
schiedene Arten erfolgen:
1. Es werden alle zur Verfu¨gung stehenden Messwerte explizit gespeichert. Bei-
spielsweise die Daten von CT-Aufnahmen liegen in dieser Form vor.
2. Die Speicherung erfolgt implizit, also durch eine Beschreibung der zu repra¨sen-
tierenden Menge durch ein geeignetes Kodierungsverfahren.
Fu¨r die Visualisierung digitaler Objekte mit Hilfe des Computers ist im allge-
meinen nur die Oberfla¨che der Objekte von Interesse. Dabei wird versucht, die
Oberfla¨cheneigenschaften der Objekte der realen Welt mittels ihrer digitalen Ab-
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bilder zu approximieren. Das Ziel dabei ist es, Aussagen u¨ber die Eigenschaften
der Oberfla¨che eines digitalen Objektes treffen zu ko¨nnen, die ebenfalls fu¨r die
Eigenschaften in der realen Welt gu¨ltig sind bzw. mit bestimmter Genauigkeit
zutreffen.
1.2 Problembeschreibung
Aufnahmeverfahren zur Erzeugung 3-dimensionaler Bilder, wie z.B. die Compu-
tertomographie, liefern im Allgemeinen eine sehr große Menge von Messwerten
im 3-dimensionalen Raum. Fu¨r die Visualisierung einer solchen Datenmenge wird
die Oberfla¨che jedes 3-dimensionalen digitalen Objektes beno¨tigt. Da nicht die
Oberfla¨che von den bildgebenden Verfahren digitalisiert wird, sondern das gesam-
te ra¨umliche Objekt in Form einer Volumenstruktur, muss aus den Daten die
Oberfla¨che berechnet werden.
Neben einer Visualisierung der Objekte ist auch eine topologische und geome-
trische Untersuchung an den digitalen Objekten von Interesse. Diese topologischen
und geometrischen Eigenschaften der digitalen Objekte werden von den Aufnahme-
verfahren natu¨rlich nicht produziert. Es ist dabei auch nicht ohne umfangreichere
Vorverarbeitungen der 3-dimensionalen Datenmenge mo¨glich, Oberfla¨cheneigen-
schaften sofort zu bestimmen. Zu solchen Eigenschaften za¨hlen beispielsweise der
Fla¨cheninhalt der Oberfla¨che, Konvexita¨tseigenschaften einzelner Teile der Ober-
fla¨che, Winkel zwischen Teilfla¨chen, uvm. Die Ermittlung solcher Eigenschaften
aus den digitalen Daten soll dabei Aufschluss geben u¨ber die entsprechenden Ei-
genschaften des kontinuierlichen Urbildes des Objektes, welches durch die Digi-
talisierung entstanden ist. Dies ist eine zentrale Aufgabe der digitalen Geometrie
und ein aktuelles Forschungsgebiet.
Die Gro¨ße der bei der Digitalisierung eines 3-dimensionalen Objektes entstehen-
den Datenmenge ist im Vergleich zum Informationsgehalt der Oberfla¨che des Ob-
jektes aufgrund der expliziten Speicherung aller Volumenelemente unno¨tig groß.
Durch die Konstruktion einer Oberfla¨chenstruktur, die eine Rekonstruktion der
Voxel aus dieser Oberfla¨che erlaubt, ist eine erhebliche Reduktion des Datenauf-
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kommens mo¨glich.
1.3 Ziel der Arbeit
Das Ziel dieser Arbeit ist die Entwicklung eines Algorithmus zur Erzeugung einer
Oberfla¨che aus einer gegebenen Menge von Voxeln. Die Oberfla¨che soll dabei ein
Polyeder sein, welches aus einer Menge von Fla¨chen, Kanten und Ecken besteht.
Das Polyeder darf keine Selbstberu¨hrungen und Selbstu¨berschneidungen besitzen;
es ist dabei aber nicht darauf beschra¨nkt, topologisch einer Kugeloberfla¨che zu
entsprechen. Durch die Wahl eines Polyeders als Oberfla¨che zur Beschreibung ei-
ner Menge von Voxeln ist sichergestellt, dass die Voxel von einer geschlossenen
Struktur umhu¨llt und damit implizit repra¨sentiert werden.
Zwischen den beiden Strukturen, mit denen der Algorithmus arbeiten soll, also
der Menge der Voxel als Ausgangsdaten sowie dem Polyeder als Ergebnisstruktur,
soll eine reversible Transformation existieren, d.h. es soll mo¨glich sein, sowohl
das Polyeder aus der Menge der Voxel zu berechnen als auch die Rekonstruktion
der Voxeldaten aus dem Polyeder durchzufu¨hren. Dies erfordert eine topologische
Korrektheit der Beschreibung der Strukturen. Daru¨berhinaus soll die Speicherung
der Daten mo¨glichst sparsam sein. Diese Forderungen erlauben es und lassen es
als zweckma¨ßig erscheinen, die Theorie der abstrakten Zellenkomplexe [18] zur
Lo¨sung des Problems der Polyedrisierung von Voxelmengen anzuwenden.
Bestimmte Eigenschaften der zugrunde gelegten Aufnahmeverfahren fu¨r die Er-
zeugung der Ausgangsdatenmenge lassen weitere Annahmen zu, die unter Anwen-
dung der abstrakten Zellenkomplexe den Lo¨sungsweg vereinfachen. Hierzu za¨hlt
insbesondere die Tatsache, dass angenommen wird, dass die digitalen Objekte
dicht sind im Sinne einer lu¨ckenlosen Fu¨llung der 3-dimensionalen Gebiete, die
den abgebildeten Objekten der realen Welt entsprechen. Nicht ohne Grund wird
der Begriff
”
dicht“ auch innerhalb der Theorie der Zellenkomplexe verwendet, um
auszudru¨cken, dass ein Objekt keine Lo¨cher niedrigerer Dimension zwischen den
Voxeln besitzt. Das gleiche soll fu¨r den Hintergrund gelten, also fu¨r den Bereich ei-
nes digitalen 3-dimensionalen Bildes, in dem sich das Objekt nicht befindet, wofu¨r
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der Begriff
”
homogen-3-dimensional“ verwendet wird.
Fu¨r die Beschreibung der Polyeder, die die Oberfla¨che eines digitalen Objek-
tes darstellen, ist die Anwendung der abstrakten Zellenkomplexe ebenfalls sehr
zweckma¨ßig. Die Mengen der Fla¨chen, Kanten und Ecken der Polyeder lassen
sich als Zellen der Dimensionen 2, 1 und 0 eines Zellenkomplexes auffassen. Fu¨r
die Speicherung eines Polyeders in Form eines Zellenkomplexes steht mit den 3-
dimensionalen geometrischen Zellenlisten [22] eine effiziente Datenstruktur zur
Verfu¨gung.
Der Algorithmus, der in dieser Arbeit vorgestellt werden soll, soll als Ergeb-
nis ein Polyeder liefern, welches die Oberfla¨che der gegebenen Menge von Voxeln
beschreibt. Dies soll unter Nutzung der abstrakten Zellenkomplexe und dem Ver-
fahren zur Erzeugung der konvexen Hu¨lle erreicht werden. Per Definition ist die
konvexe Hu¨lle die kleinste konvexe Menge, die eine gegebene Menge entha¨lt. Aus
diesem Grund soll untersucht werden, fu¨r welche Klassen nicht-konvexer Objek-
te Polyeder erzeugt werden ko¨nnen, deren Oberfla¨cheninhalt und Fla¨chenanzahl
unter den gegebenen Voraussetzungen minimal sind.
1.4 Struktur der Arbeit
Die hier vorliegende Arbeit gliedert sich folgendermaßen: Im Anschluss an die-
ses Kapitel werden in einem Grundlagenkapitel Begriffe definiert, die im weite-
ren beno¨tigt werden. Anschließend wird in Kapitel 3 die Aufgabenstellung dieser
Arbeit formuliert. Dabei werden Begriffe verwendet, die zuvor im Kapitel 2 defi-
niert wurden, weswegen die Beschreibung der Aufgabe nicht zu Beginn der Arbeit
vollsta¨ndig und tiefgru¨ndig erfolgte.
Kapitel 4 stellt den Kern dieser Arbeit dar, denn hier wird der Lo¨sungsansatz
zu der in Kapitel 3 formulierten Aufgabe beschrieben.
In Kapitel 5 soll kurz beschrieben werden, wie die Berechnung des Volumens
der erzeugten Polyeder erfolgen kann, da sich diese nicht-triviale Aufgabe leicht in
den Lo¨sungsansatz des Polyedrisierungsproblems integrieren la¨sst.
Im anschließenden sechsten Kapitel wird eine der beiden wichtigsten Eigen-
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schaften des Lo¨sungsalgorithmus, na¨mlich die Minimalita¨t der Fla¨chenanzahl der
erzeugten Polyeder untersucht und es wird gezeigt, fu¨r welche Klassen von Objek-
ten diese Minimalita¨t erzielt wird.
Das siebente Kapitel untersucht die zweite wichtige Eigenschaft der erzeugten
Polyeder, na¨mlich die Minimalita¨t des Oberfla¨cheninhaltes. Auch hier wird fu¨r
die verschiedenen Klassen von Objekten untersucht, ob diese Eigenschaft erreicht
wird.
Kapitel 8 stellt die Ergebnisse bei der Anwendung des Algorithmus auf Beispie-
lobjekte dar und vergleicht diese mit den Ergebnissen eines anderen Verfahrens
zur Erzeugung einer polyedrischen Oberfla¨che.
Einige Folgerungen dieser Arbeit fu¨r den 2-dimensionalen Fall des Problems
werden in Kapitel 9 beschrieben. Nach einer Zusammenfassung in Kapitel 10 folgen
im Anhang A die wichtigsten Begriffsdefinitionen und Theoreme der Theorie der
AC Komplexe in Form einer U¨bersicht. Anhang B entha¨lt eine Kurzfassung des
Theorems zur konvexen Hu¨lle, welches in [24] publiziert wurde. In Anhang C
wird ein Beispiel fu¨r den Aufbau der Zellenliste einer initialen konvexen Hu¨lle
beschrieben.
Kapitel 2
Grundlagen
In diesem Kapitel sollen die grundlegenden Begriffe und Eigenschaften beschrieben
werden, die fu¨r die gegebenen Daten oder die zu erzeugende Datenstruktur wichtig
sind. Weitere grundlegende Begriffe und Theoreme, die aus der Literatur bekannt
sind, werden im Anhang A zusammengefasst.
Da zur Lo¨sung des im vorigen Kapitel beschriebenen Problems der Ansatz
gewa¨hlt wurde, die Theorie der abstrakten Zellenkomplexe anzuwenden, ist die-
ser Begriff zentral innerhalb dieser Arbeit. Den Begriff des Zellenkomplexes selbst
erwa¨hnte erstmals J.B.Listing im Jahre 1862 [28]. Spa¨ter im Jahre 1908 wurde er
in einer Arbeit von E. Steinitz axiomatisch definiert [39]. Im Jahre 1933 war es
A.W.Tucker, der ihn topologisch untersuchte [43].
W.A.Kovalevski hat in seinen Publikationen [18]-[25] eine topologisch begru¨nde-
te Theorie der abstrakten Zellenkomplexe dargestellt und zahlreiche Anwendungen
und Algorithmen entwickelt. Diese Theorie und die Algorithmen bilden die Grund-
lage der vorliegenden Dissertation.
2.1 Abstrakte Polyeder und Konvexita¨t
Eine besondere Klasse von AC Komplexen wird beno¨tigt, um diejenige Struktur
zu beschreiben, die als Ergebnis des Algorithmus zur Lo¨sung des Problems dieser
Arbeit vorliegen soll. Dabei handelt es sich um die Klasse der abstrakten Polyeder,
die erstmals von W.A.Kovalevski [24] definiert wurden:
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Definition AP: Ein abstraktes Polyeder (engl. abstract polyhedron) ist ein 3-
dimensionaler AC Komplex, der eine einzelne 3-dimensionale Zelle entha¨lt, des-
sen Rand eine 2-dimensionale kombinatorische Mannigfaltigkeit ohne Rand ist.
Die 2-dimensionalen Zellen des Polyeders sind seine Fla¨chen (engl. faces), die 1-
dimensionalen Zellen sind seine Kanten (engl. edges) und die 0-dimensionalen
Zellen sind seine Ecken (engl. vertices).
Ein abstraktes Polyeder ist damit rein topologisch definiert und besitzt keine geo-
metrischen Eigenschaften, wie z.B. planare Fla¨chen oder einen Oberfla¨cheninhalt.
Dies ist erst mo¨glich, sobald ein abstraktes Polyeder zu einem geometrischen wird
gema¨ß folgender Definition nach W.A.Kovalevski [24]:
Definition AGP: Ein abstraktes Polyeder ist ein abstraktes geometrisches Poly-
eder (kurz: AG Polyeder), wenn seinen Ecken Koordinaten zugeordnet sind. Jede
Fla¨che eines AG Polyeders ist planar.
Eine Fla¨che eines AG Polyeders P ist planar, wenn die Koordinaten aller 0-Zellen,
die die Fla¨che beranden, eine lineare Gleichung Hi(x, y, z) = 0 erfu¨llen.
Wenn die Koordinaten, die den Ecken des AG Polyeders P zugeordnet sind,
gleichzeitig Koordinaten von Zellen eines Kartesischen AC Komplexes A sind,
dann entha¨lt A das Polyeder P bzw. das Polyeder P ist in A eingebettet.
Die Zuordnung der Koordinaten an die Ecken eines abstrakten Polyeders muss
dabei mit den topologischen Eigenschaften des Polyeders konsistent sein. Das be-
deutet, dass durch die Position der Ecken im Raum der Rand des Polyeders frei
sein muss von Selbstu¨berschneidungen oder Selbstberu¨hrungen, welche der For-
derung widersprechen wu¨rden, dass der Rand des Polyeders eine 2-dimensionale
kombinatorische Mannigfaltigkeit ohne Rand ist.
Definition CP: Ein AG Polyeder P ist konvex (engl. convex), wenn die Koordi-
naten jeder Ecke von P alle linearen Ungleichungen Hi(x, y, z) ≤ 0 erfu¨llen, die zu
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den Fla¨chen Fi von P geho¨ren. Die Koeffizienten von Hi(x, y, z) sind die Kompo-
nenten der a¨ußeren Normalen von Fi.
Damit ist die Konvexita¨t fu¨r AG Polyeder definiert. Die Konvexita¨t einer Menge
von Zellen eines AC Komplexes ist durch Definition DCS (S.169) festgelegt.
Eine Zelle c eines AC Komplexes A, in den das AG Polyeder P eingebettet ist,
liegt in P , wenn die Koordinaten von c alle linearen Ungleichungen Hi(x, y, z) ≤ 0
aller Fla¨chen Fi von P erfu¨llen.
Definition CH: Die konvexe Hu¨lle (engl. convex hull) CH(S) einer endlichen
Menge S von Zellen eines AC Komplexes A ist das kleinste konvexe AG Polyeder
P , welches alle Zellen von S entha¨lt. Das
”
kleinste“ bedeutet, dass kein von P
verschiedenes konvexes AG Polyeder existiert, das alle Zellen aus S entha¨lt und
dessen Ecken alle innerhalb von P oder auf P liegen.
Weiterhin gilt, dass ein AG Polyeder P , welches konvex ist und die Menge S
entha¨lt, genau dann das
”
kleinste“ ist, wenn die Koordinaten aller Ecken von P
mit den Koordinaten von Zellen aus S u¨bereinstimmen.
2.2 Konkavita¨ten und Grad der Nicht-Konvexita¨t
Im vorigen Abschnitt wurde bereits der Begriff des konvexen AG Polyeders be-
schrieben. Ziel der Arbeit ist es jedoch, nicht ausschließlich mit konvexen Polyedern
zu arbeiten, sondern auch mit nicht-konvexen. Um solche Polyeder beschreiben
und klassifizieren zu ko¨nnen, soll hier der Begriff des Grades der Nicht-Konvexita¨t
eingefu¨hrt werden.
Um diesen Begriff definieren zu ko¨nnen, sind weitere Begriffe notwendig.
Definition CV: Eine Konkavita¨t (engl. concavity) eines nicht-konvexen AG Po-
lyeders P ist ein AG Polyeder P ′ mit einem Rand, dessen Fla¨chen vollsta¨ndig zu
zwei disjunkten zusammenha¨ngenden Teilmengen geho¨ren:
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1. Eine zusammenha¨ngende Teilmenge von Fla¨chen, die identisch ist mit einer
zusammenha¨ngenden Menge von Fla¨chen, die zu P , aber nicht zur konvexen
Hu¨lle CH(P ) geho¨ren
2. Eine zusammenha¨ngende Teilmenge von Fla¨chen, die identisch ist mit einer
zusammenha¨ngenden Menge von Fla¨chen, die zur konvexen Hu¨lle CH(P ),
aber nicht zu P geho¨ren
Eine Definition der Konkavita¨t bezu¨glich einer Menge von Zellen innerhalb eines
Polyeders folgt in Abschnitt 4.2.
Definition NK: Der Grad der Nicht-Konvexita¨t (engl. degree of non-convexity)
Gnc(P ) eines AG Polyeders P sei durch folgende rekursive Definition bestimmt:
1. Fu¨r jedes konvexe AG Polyeder P gilt:
Gnc(P ) = 0 (2.1)
2. Der Grad der Nicht-Konvexita¨t eines AG Polyeders P , welches nicht konvex ist
und genau eine Konkavita¨t P ′ besitzt, ist um 1 ho¨her als der Grad der Nicht-
Konvexita¨t von P ′. Fu¨r nicht-konvexe AG Polyeder P mit einer Konkavita¨t
P ′ gilt somit:
Gnc(P ) = Gnc(P
′) + 1 (2.2)
3. Der Grad der Nicht-Konvexita¨t eines AG Polyeders P , welches nicht konvex
ist und mehrere Konkavita¨ten besitzt, ist um 1 ho¨her als der maximale Grad
der Nicht-Konvexita¨t der Konkavita¨ten:
Gnc(P ) = max
i
{Gnc(P
′
i )}+ 1 (2.3)
Dieser Begriff soll durch die folgenden Abbildungen verdeutlicht werden. Dabei
wird zur Vereinfachung mit nur zwei Dimensionen gearbeitet.
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Gnc(P ) = 0, denn das Poly-
gon P ist konvex.
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Gnc(P ) = 1, denn das Po-
lygon P entha¨lt eine Konka-
vita¨t, deren Grad der Nicht-
Konvexita¨t Gnc(P
′) = 0 ist.
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Gnc(P ) = 1, denn das
Polygon P entha¨lt 2 Kon-
kavita¨ten, deren Grad der
Nicht-Konvexita¨t 0 ist.
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Gnc(P ) = 2, denn das Po-
lygon P entha¨lt eine Konka-
vita¨t, deren Grad der Nicht-
Konvexita¨t 1 ist, d.h. die
selbst nicht konvex ist.
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Gnc(P ) = 2, denn der
maximale Grad der Nicht-
Konvexita¨t der Konkavita¨ten
ist 1.
Abbildung 2.1: Beispiele fu¨r Polygone mit verschiedenem Grad der
Nicht-Konvexita¨t.
Der Grad der Nicht-Konvexita¨t eines Polyeders sowie die Anzahl seiner Konka-
vita¨ten ko¨nnen als Maße fu¨r die Komplexita¨t eines Polyeders verwendet werden.
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2.3 Relevante Zellen
Im weiteren Verlauf dieser Arbeit werden zu einem gegebenen Teilkomplex S ei-
nes AC Komplexes A ha¨ufig bestimmte Teilmengen von Zellen aus S betrachtet,
die fu¨r die Erzeugung eines AG Polyeders P aus der Menge S beno¨tigt werden.
Hierbei handelt es sich um Zellen des Randes ∂S, die aufgrund topologischer Ei-
genschaften, wie z.B. der Inzidenz bestimmter Zellen, gleichzeitig geometrische Ei-
genschaften besitzen. Zellen dieser Art werden im Folgenden als relevante Zellen
bezeichnet, denn sie tragen eine geometrische Relevanz in dem Sinne, dass sie die
Form eines Objektes bestimmen, indem sie Unstetigkeitsstellen in der Oberfla¨che
des Objektes sind.
Es sei angemerkt, dass in dieser Arbeit nur solche Teilkomplexe S ⊂ A betrach-
tet werden, die eine 3-Mannigfaltigkeit mit Rand (siehe Definition MA, S.166)
bilden. Die folgenden Definitionen beziehen sich ausschließlich auf Teilkomplexe
dieser Art.
Die Definition der relevanten Zellen erfolgt zuna¨chst bei den Zellen der Dimen-
sion 2, darauf aufbauend werden dann die relevanten 1- und 0-Zellen definiert.
Definition RZ2: Eine 2-Zelle c2 eines 3-dimensionalen AC Komplexes A heißt
relevant bzw. relevante 2-Zelle bezu¨glich eines Teilkomplexes S ⊂ A, wenn sie ge-
nau eine 3-Zelle aus S berandet.
Gema¨ß dieser Definition ist jede 2-Zelle des Randes ∂S eines Teilkomplexes S ⊂ A
eine relevante 2-Zelle bezu¨glich S.
Definition RZ1: Eine 1-Zelle c1 eines 3-dimensionalen AC Komplexes A heißt
relevant bzw. relevante 1-Zelle bezu¨glich eines Teilkomplexes S ⊂ A, wenn sie ge-
nau eine 3-Zelle aus S oder genau eine 3-Zelle aus A \ S berandet.
Nach dieser Definition gibt es im Rand ∂S eines Teilkomplexes S ⊂ A somit
relevante und nicht-relevante 1-Zellen. Die nicht-relevanten 1-Zellen des Randes
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∂S sind flache 1-Zellen im Sinne einer geometrischen Interpretation. Dies bedeutet
gleichzeitig, dass die beiden 2-Zellen, die von einer flachen 1-Zelle berandet werden,
die gleiche Orientierung besitzen.
Die relevanten 1-Zellen werden gema¨ß folgender Definition geometrisch unter-
schieden:
Definition KX1: Eine relevante 1-Zelle c1 bezu¨glich eines Teilkomplexes S eines
3-dimensionalen AC Komplexes A heißt konvex bezu¨glich S, wenn sie genau eine
3-Zelle aus S berandet. Eine relevante 1-Zelle c1 bezu¨glich eines Teilkomplexes S
eines 3-dimensionalen AC Komplexes A heißt konkav bezu¨glich S, wenn sie genau
eine 3-Zelle aus A \ S berandet.
Mithilfe obiger Definitionen ko¨nnen nun auch die relevanten 0-Zellen definiert und
unterschieden werden.
Definition RZ0: Eine 0-Zelle c0 eines 3-dimensionalen AC Komplexes A heißt
relevant bzw. relevante 0-Zelle bezu¨glich eines Teilkomplexes S ⊂ A, wenn sie mit
mindestens drei 1-Zellen inzidiert, die bezu¨glich S relevant sind.
Nach einer geometrischen Interpretation sind die relevanten 0-Zellen somit die
Ecken des Objektes S. Nicht-relevante 0-Zellen des Randes ∂S, also solche 0-
Zellen, die keine Ecken des Objektes S sind, sind somit 0-Zellen, die ausschließlich
nicht-relevante 1-Zellen und damit ausschließlich 2-Zellen gleicher Orientierung
beranden oder es sind solche, die genau zwei relevante 1-Zellen beranden, die die
gleiche Orientierung besitzen. Erstere sind flache 0-Zellen, letztere sind 0-Zellen,
die auf einer Kante des Objektes liegen, aber die jedoch keine Ecke sind, also
solche, die mit zwei Ecken des Objektes S kollinear sind.
Die Unterscheidung der relevanten 0-Zellen eines 3-dimensionalen AC Komple-
xes erfolgt durch Betrachtung der Arten der relevanten 1-Zellen, die mit einer
relevanten 0-Zelle inzident sind.
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Definition KX0: Eine relevante 0-Zelle c0 bezu¨glich eines Teilkomplexes S eines
3-dimensionalen AC Komplexes A heißt konvex bezu¨glich S, wenn sie genau drei
bezu¨glich S konvexe 1-Zellen berandet.
Definition KV0: Eine relevante 0-Zelle c0 bezu¨glich eines Teilkomplexes S eines
3-dimensionalen AC Komplexes A heißt konkav bezu¨glich S, wenn sie genau drei
bezu¨glich S konkave 1-Zellen berandet.
Definition SP0: Eine relevante 0-Zelle c0 bezu¨glich eines Teilkomplexes S eines 3-
dimensionalen AC Komplexes A heißt Sattelpunkt bezu¨glich S, wenn sie bezu¨glich
S konvexe und bezu¨glich S konkave 1-Zellen berandet.
Es ist wichtig, zu allen relevanten Zellen den Teilkomplex anzugeben, in welchem
die Relevanz besteht. Man erkennt an der Dualita¨t der Definition KX1, dass eine
bezu¨glich S konvexe 1-Zelle gleichzeitig eine zu A\S konkave 1-Zelle ist. Weiterhin
ist eine bezu¨glich S konvexe 0-Zelle gleichzeitig eine zu A \S konkave 0-Zelle, was
durch die Dualita¨t der Definitionen KX0 und KV0 festgelegt ist. Daru¨berhinaus
ist ein Sattelpunkt bezu¨glich S auch immer ein Sattelpunkt bezu¨glich A\S, jedoch
kann diese 0-Zelle bezu¨glich eines von S verschiedenen Teilkomplexes S′ auch eine
konvexe oder eine konkave sein.
Durch die Definition der relevanten Zellen entsteht eine Zerlegung der Menge der
Zellen des Randes ∂S eines Teilkomplexes S ⊂ A in Zellen, die ein Stetigkeitsattri-
but besitzen und solche, die eine Unstetigkeit innerhalb des Randes ∂S darstellen.
A¨hnlich zu dem Ansatz von Ihle [14] kann hiermit ein Teilkomplex S ⊂ A in ste-
tige und unstetige Mengen von Zellen zerlegt werden. Auch hier wird beginnend
bei der Dimension n der Teilkomplex S in seine Stetigkeitsmenge S \ ∂S und sei-
ne Unstetigkeitsmenge ∂S zerlegt. Dabei ist die Stetigkeitsmenge ein offener AC
Komplex. Im Unterschied zu [14] ist die Unstetigkeitsmenge von S ein abgeschlos-
sener AC Komplex. Die Unstetigkeitsmenge von S, also ∂S, wird nun mithilfe der
Definition der relevanten 1-Zelle in offene Mengen von 2-Zellen zerlegt, die selbst
Stetigkeitsmengen sind. Diese offenen Mengen bestehen aus relevanten 2-Zellen
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und nicht-relevanten 1-Zellen, die zwei 2-Zellen gleicher Orientierung beranden
sowie aus 0-Zellen, die ebenfalls nicht relevant sind. Die Unstetigkeitsmenge von
∂S ist die Menge der relevanten 1-Zellen und relevanten 0-Zellen, die ebenfalls in
eine Stetigkeitsmenge (die offenen Mengen der 1-Zellen und der sie berandenden
nicht-relevanten 0-Zellen) und eine Unstetigkeitsmenge (die relevanten 0-Zellen)
zerfallen. Dabei sind die relevanten 0-Zellen jeweils auch offene Mengen.
Durch diese Zerlegung eines Teilkomplexes S ⊂ A in Stetigkeits- und Un-
stetigkeitsmengen entsteht auf S ein Blockkomplex B(S). Die Blockzellen sind
die offenen Mengen der Stetigkeitsmengen.
Durch Anwendung der Zerlegung der Zellen eines Teilkomplexes S ⊂ A un-
ter Nutzung des Begriffes der Relevanz von Zellen werden geometrische Informa-
tionen aus topologischen Eigenschaften von Zellen aus S abgeleitet. Da fu¨r die
Bestimmung der Relevanz einer Zelle lediglich die Anzahl bestimmter anderer in-
zidierender Zellen betrachtet wird, fließt hier keine geometrische Information in
die Untersuchung ein. Das Ergebnis der Zerlegung ist jedoch mit geometrischen
Eigenschaften behaftet, denn die entstehenden 2- und 1-Blockzellen sind jeweils
immer flach, die 0-Blockzellen sind die Ecken des Objektes.
Die ausgeschlossenen Sonderfa¨lle stellen bei der Zerlegung in Blockzellen auch
kein schwieriges Problem dar, denn sie ko¨nnen ebenfalls als Zellen einer Unstetig-
keitsmenge interpretiert werden.
Die so ermittelten geometrischen Informationen werden fu¨r die Erzeugung der
konvexen Hu¨lle in Abschnitt 4.1 beno¨tigt.
2.4 Rand und Begrenzung in homogen-n-dimensionalen
und dichten AC Komplexen
In dieser Arbeit ist eine besondere Klasse von 3-dimensionalen AC Komplexen
von Interesse, na¨mlich Teilkomplexe S von AC Komplexen A, die 3-Mannigfaltig-
keiten mit Rand sind. Solche Teilkomplexe sind damit in jedem Fall homogen-3-
dimensional und dicht, denn sonst ga¨be es 0-Zellen c0 in S, deren kleinste offe-
ne Umgebung SON(c0, S) keinen Rand besitzt, der einer (n − 1)-dimensionalen
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Spha¨re bzw. (n−1)-dimensionalen Halb-Spha¨re homo¨omorph ist (siehe Definition
MA [21], S.166). Anders ausgedru¨ckt bedeutet das, dass sowohl der Teilkomplex
S ⊂ A eines AC Komplexes A als auch sein Komplement A \ S homogen-3-
dimensional sind. In dieser Klasse von Zellenkomplexen gelten besondere Eigen-
schaften. Eine dieser Eigenschaften ist die Tatsache, dass in solchen Komplexen
der Rand ∂S eines Subkomplexes S ⊂ A der Begrenzung Fr(S,A) dieses Subkom-
plexes identisch ist. Dies soll in diesem Abschnitt bewiesen werden, jedoch soll
hierbei der Fall ausgeschlossen werden, dass S Zellen des Randes des Raumes A
entha¨lt, denn Untersuchungen hierzu sind ein aktuelles Forschungsgebiet.
Um diese Tatsache beweisen zu ko¨nnen, sind zuna¨chst zwei Lemmata als Voraus-
setzung notwendig. Dabei soll nicht nur der 3-dimensionale Fall betrachtet werden,
sondern der allgemeine Fall fu¨r die Dimension n mit n ≥ 2.
Lemma 1: Gegeben sei ein Teilkomplex S eines AC Komplexes A. S sei homogen-
n-dimensional und dicht. Die Menge der (n− 1)-dimensionalen Zellen des Randes
∂S und die Menge der (n−1)-dimensionalen Zellen der Begrenzung Fr(S, A) sind
identisch.
Beweis: Der Rand ∂S eines Subkomplexes S ⊂ A entha¨lt Zellen der Dimensionen
0 bis n− 1. Jede (n− 1)-Zelle cn−1i des Randes ∂S berandet gema¨ß Definition BD
genau eine n-Zelle des Subkomplexes S. Dies ist davon unabha¨ngig, ob die Zelle
cn−1i zu S oder zu A \ S geho¨rt.
Die Begrenzung Fr(S,A) eines Subkomplexes S ⊂ A entha¨lt Zellen der Dimen-
sionen 0 bis n− 1. Fu¨r jede (n− 1)-Zelle cn−1i von Fr(S,A) muss genau einer der
folgenden Fa¨lle gelten:
(a) Die Zelle cn−1i geho¨rt zur Menge S und SON(c
n−1
i , A) entha¨lt je eine Zelle
cnS ∈ S und eine Zelle c
n
A\S ∈ A \ S.
(b) Die Zelle cn−1i geho¨rt zur Menge A\S und SON(c
n−1
i , A) entha¨lt je eine Zelle
cnS ∈ S und eine Zelle c
n
A\S ∈ A \ S.
(c) Die Zelle cn−1i geho¨rt zur Menge S und SON(c
n−1
i , A) entha¨lt zwei Zellen
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cn1 , c
n
2 ∈ A \ S.
(d) Die Zelle cn−1i geho¨rt zur Menge A \ S und SON(c
n−1
i , A) entha¨lt zwei Zellen
cn1 , c
n
2 ∈ S.
Da SON(cn−1i , A) lediglich die Zelle c
n−1
i und zwei n-Zellen entha¨lt, ko¨nnen keine
weiteren Fa¨lle auftreten, die mit Definition FR konsistent sind.
Da der Subkomplex S homogen-n-dimensional ist, kann der Fall (c) gema¨ß Defi-
nition HN nicht auftreten. Da der Subkomplex S dicht ist, kann der Fall (d) gema¨ß
Definition RD nicht auftreten.
Die Fa¨lle (a) und (b) besagen, dass jede (n− 1)-Zelle der Begrenzung Fr(S,A)
genau eine n-Zelle von S in ihrer kleinsten offenen Umgebung besitzt. Dies be-
deutet gema¨ß Definition BR, dass diese (n− 1)-Zelle genau eine n-Zelle aus S be-
randet. Dies entspricht der Definition des Randes, woraus folgt, dass in homogen-
n-dimensionalen und dichten Teilkomplexen S jede (n − 1)-Zelle der Begrenzung
Fr(S, A) eine (n− 1)-Zelle des Randes ∂S ist.
Es bleibt zu zeigen, dass jede (n− 1)-Zelle des Randes ∂S eine (n− 1)-Zelle der
Begrenzung Fr(S, A) ist. Da jede (n − 1)-Zelle cn−1i ∈ ∂S genau eine n-Zelle aus
S und somit auch genau eine n-Zelle aus A \ S berandet, besitzt sie diese beiden
Zellen in ihrer kleinsten offenen Umgebung. Demnach entha¨lt SON(cn−1i , A) so-
wohl Zellen aus S als auch Zellen aus A\S. Somit ist in homogen-n-dimensionalen
und dichten Teilkomplexen S jede (n − 1)-Zelle des Randes ∂S gleichzeitig eine
(n− 1)-Zelle der Begrenzung Fr(S, A).
2
Lemma 2: Gegeben sei ein Teilkomplex S eines AC Komplexes A. S sei homogen-
n-dimensional und dicht. Die Menge der k-dimensionalen Zellen (0 ≤ k < n−1) des
Randes ∂S und die Menge der k-dimensionalen Zellen der Begrenzung Fr(S,A)
sind identisch.
Beweis: Der Abschluss jeder (n − 1)-Zelle cn−1i des Randes ∂S entha¨lt gema¨ß
Definitionen BD und CS alle k-Zellen (0 ≤ k < n− 1) aus S, die die (n− 1)-Zelle
18 KAPITEL 2. GRUNDLAGEN
cn−1i beranden. Aus der Transitivita¨t der Berandungsrelation folgt, dass diese k-
Zellen sowohl Zellen aus S als auch aus A \ S beranden. Demnach besitzt jede
k-Zelle aus ∂S in ihrer kleinsten offenen Umgebung sowohl Zellen aus S als auch
aus A \ S und ist gema¨ß Definition FR eine k-Zelle der Begrenzung Fr(S, A).
Die Begrenzung Fr(S, A) entha¨lt gema¨ß Definition FR alle k-Zellen (0 ≤ k <
n− 1), die sowohl Zellen aus S als auch Zellen aus A \S in ihrer kleinsten offenen
Umgebung besitzen. Da der Subkomplex S homogen-n-dimensional und dicht ist,
sind in der kleinsten offenen Umgebung jeder k-Zelle sowohl n-Zellen aus S als auch
aus A \ S. Aufgrund der Transitivita¨t der Berandungsrelation werden von diesen
k-Zellen auch die (n−1)-Zellen des Randes (der Begrenzung) von S berandet. Jede
k-Zelle, die (n−1)-Zellen des Randes ∂S berandet, geho¨rt gema¨ß Definitionen CL
und CS zum Abschluss der (n− 1)-Zelle des Randes und somit gema¨ß Definition
BD zum Rand selbst.
Somit sind in homogen-n-dimensionalen und dichten Teilkomplexen S ⊂ A die
Menge der k-Zellen (0 ≤ k < n− 1) des Randes ∂S und der Begrenzung Fr(S,A)
identisch.
2
Theorem 1: In einem homogen-n-dimensionalen und dichten Subkomplex S eines
AC Komplexes A ist der Rand ∂S identisch der Begrenzung Fr(S, A).
Beweis: Die Begrenzung Fr(S, A) eines Teilkomplexes S eines AC Komplexes A
entha¨lt gema¨ß Definition FR alle Zellen, die in Ihrer kleinsten offenen Umgebung
sowohl Zellen aus S als auch Zellen aus A \ S enthalten. Dies ko¨nnen nur Zellen
der Dimension < n sein, denn die kleinste offene Umgebung einer n-Zelle entha¨lt
nur die n-Zelle selbst, welche entweder zu S oder zu A \ S geho¨rt.
Der Rand ∂S eines Teilkomplexes S eines AC Komplexes A entha¨lt gema¨ß
Definition BD die Abschlu¨sse der (n − 1)-Zellen, die jeweils sowohl eine n-Zelle
aus S als auch eine n-Zelle aus A \ S beranden. Dies sind ebenfalls Zellen der
Dimension < n.
Mit Lemma 1 wurde gezeigt, dass die (n− 1)-Zellen des Randes ∂S gleichzeitig
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Zellen der Begrenzung Fr(S,A) sind und dass die (n− 1)-Zellen der Begrenzung
Fr(S, A) gleichzeitig Zellen des Randes ∂S sind.
Mit Lemma 2 wurde gezeigt, dass alle k-dimensionalen Zellen (0 ≤ k < n− 1)
des Randes ∂S gleichzeitig Zellen der Begrenzung Fr(S,A) sind und dass alle k-
dimensionalen Zellen (0 ≤ k < n− 1) der Begrenzung Fr(S,A) gleichzeitig Zellen
des Randes ∂S sind.
Da der Rand ∂S und die Begrenzung Fr(S,A) keine Zellen anderer Dimensionen
enthalten, ist in einem homogen-n-dimensionalen und dichten Teilkomplex S eines
AC Komplexes A der Rand ∂S identisch der Begrenzung Fr(S, A).
2
Da in dieser Arbeit ausschließlich AC Komplexe betrachtet werden, die 3-Mannig-
faltigkeiten mit Rand sind, wird an entsprechender Stelle immer vom Rand ∂S die
Rede sein und nicht von der Begrenzung Fr(S,A), da beide Begriffe laut Theorem
1 in dieser speziellen Klasse von AC Komplexen a¨quivalent sind.
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Kapitel 3
Problembeschreibung
In diesem Kapitel soll die in Abschnitt 1.2 bereits umrissene Beschreibung der Pro-
blemstellung genauer spezifiziert werden. Unter Nutzung der im vorigen Kapitel
definierten Begriffe und der in Anhang A gesammelten Definitionen la¨sst sich die
Aufgabe exakt formulieren. Dabei soll verdeutlicht werden, welche Eigenschaften
die gegebene Datenmenge besitzt, aus welchen Anforderungen an Ergebnisse oder
Eigenschaften, die aus den Daten ermittelt werden sollen, die Notwendigkeit einer
Weiterverarbeitung folgt und welche Eigenschaften die Ergebnisstruktur besitzen
soll.
3.1 Ausgangsdaten
Gegeben ist ein 3-dimensionales digitales Objekt, welches als stark zusammen-
ha¨ngender, homogen-3-dimensionaler und dichter Subkomplex S eines AC Kom-
plexes A vorliegt. S wird als abgeschlosser Teilkomplex angenommen, d.h. es
gilt S = Cl(S,A). Die Einschra¨nkung auf ein einzelnes Objekt ist keine Be-
schra¨nkung der Allgemeinheit, denn sofern der Komplex A in verschiedene nicht-
zusammenha¨ngende Subkomplexe S1, S2, ... zerfa¨llt, werden diese als unabha¨ngig
angesehen und ko¨nnen unabha¨ngig voneinander verarbeitet werden.
Weiterhin wird davon ausgegangen, dass sich die Elemente c ∈ A, also die Zellen
des gegebenen AC Komplexes, genau den beiden Mengen S und A \ S zuordnen
lassen. Im weiteren wird die Menge S als Vordergrund und die Menge A \ S als
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Hintergrund bezeichnet.
Der AC Komplex A ist ein lokal endlicher topologischer Raum T gema¨ß Defi-
nition LFS [25] (siehe S.157). T erfu¨llt weiterhin gema¨ß Theorem OS [25] (siehe
S.161) das Axiom T0 der Punkttrennung. Jede Zelle c ∈ A besitzt somit immer
nur endlich viele andere Zellen in ihrer Umgebung.
Wir stellen uns A zuna¨chst als Kartesischen 3-dimensionalen Raum vor. Somit
besitzt jede Zelle c ∈ A Koordinaten, die seiner Position im Raum entsprechen.
Daru¨berhinaus kann aus den Koordinaten einer Zelle c seine Dimension abgeleitet
werden (siehe Definition KA [19], S.167).
Um innerhalb eines AC Komplexes Absta¨nde zwischen zwei Zellen c1 und c2
berechnen zu ko¨nnen, ist die Definition einer Metrik erforderlich. Innerhalb dieser
Arbeit sei hierfu¨r die Euklidische Metrik angenommen. Sie sei mit d bezeichnet
und folgendermaßen definiert:
d(c1, c2) =
√
(c1x − c2x)
2 + (c1y − c2y)
2 + (c1z − c2z)
2 (3.1)
Die Zellen von A sind dabei durch ihre 3-dimensionalen Ortsvektoren bestimmt.
Der gegebene Subkomplex S von Zellen aus A besitzt gema¨ß Definition BD
[21] (siehe S.164) einen Rand ∂S, dessen Elemente jeweils mit Zellen aus S und
aus A \ S inzidieren. Der Rand ∂S ist somit eine geschlossene 2-dimensionale
Mannigfaltigkeit ohne Rand.
Den bezu¨glich S relevanten Zellen cr ∈ ∂S mit dim(cr) ≤ n−2 werden daru¨ber-
hinaus geometrische Attribute zugeordnet. Gema¨ß Definitionen KX1 und KV1
kann eine bezu¨glich S relevante 1-Zelle c1r des Randes ∂S eines stark zusam-
menha¨ngenden und dichten AC Komplexes A somit konvex oder konkav sein.
Gema¨ß Definitionen KX0, KV0 und SP0 ist eine bezu¨glich S relevante 0-Zelle c0r
aus ∂S konvex, konkav oder ein Sattelpunkt. Flache bzw. nicht-relevante 1- und
0-Zellen werden nicht weiter betrachtet.
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3.2 Trennung der Zellen
Gema¨ß Definitionen INT und EXT (siehe S.164) kann zu einem Teilkomplex S ⊂ A
die Menge int(S,A) seiner inneren Zellen, kurz Inneres, und die Menge ext(S,A)
seiner a¨ußeren Zellen, kurz A¨ußeres, bestimmt werden. Zellen von int(S,A) be-
finden sich demnach innerhalb des Objektes S, Zellen von ext(S,A) befinden sich
außerhalb von S.
Der Rand ∂S ⊂ S ⊂ A besitzt somit die Eigenschaft, die Menge der Vor-
dergrundzellen von der Menge der Hintergrundzellen zu trennen. Das bedeutet,
dass jeder Inzidenzpfad gema¨ß Definition IP [25] (siehe S.158), von einer Zelle
cI ∈ int(S,A) zu einer Zelle cE ∈ ext(S,A) mindestens eine Zelle des Randes ∂S
entha¨lt.
Desweiteren folgt aus der Definition des Randes, dass keine Grundzellen, also
Zellen der Dimension 3, zum Rand geho¨ren, denn der Rand ist definiert als der
Abschluss aller (n−1)-dimensionalen Zellen, die jeweils n-dimensionale Zellen aus
S und A\S beranden. Somit liegen die 3-Zellen in der Ausgangsdatenmenge immer
eindeutig innerhalb oder außerhalb des Randes, also der Oberfla¨che des Objektes.
Die Ausgangsdatenmenge la¨sst sich somit zuna¨chst als drei disjunkte Teilmen-
gen auffassen: das Innere int(S,A), der Rand ∂S und das A¨ußere ext(S,A) des
gegebenen Objektes S ⊂ A. Weiterhin besteht der Rand aus einer nicht-leeren
Teilmenge von relevanten Zellen und aus einer Teilmenge von nicht-relevanten
Zellen, die jedoch leer sein kann.
3.3 Repra¨sentation der Elemente
Das gegebene 3-dimensionale digitale Objekt liegt in Form eines Rasters vor, in
welchem zuna¨chst nur die 3-Zellen eine Markierung tragen, die angibt, ob die
jeweilige 3-Zelle zum Objekt, also zur Menge S, oder zum Hintergrund, also zur
Menge A\S, geho¨rt. Zellen niedrigerer Dimension im AC Komplex A tragen keine
Markierung.
Da gefordert wird, dass das gegebene Objekt eine 3-dimensionale Mannigfaltig-
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keit mit Rand ist, wird sichergestellt, dass es damit ein stark zusammenha¨ngender,
homogen-3-dimensionaler und dichter AC Komplex ist. Somit ko¨nnen die Zellen
der Dimension 0 bis 2 sehr einfach markiert werden: Jede k-Zelle (k < 3), die aus-
schließlich 3-Zellen aus S berandet, wird ebenfalls als Vordergrundzelle markiert.
Jede k-Zelle, die ausschließlich Zellen aus A\S berandet, wird als Hintergrundzelle
markiert. Die verbleibenden k-Zellen, also solche, die sowohl Zellen des Vorder-
grundes als auch Zellen des Hintergrundes beranden, geho¨ren zum Rand ∂S und
bekommen eine eigene Markierung.
Was nun vorliegt, ist ein 3-dimensionales Raster, in welchem jede Zelle genau
eine der drei Markierungen (Vordergrund, Hintergrund, Rand) besitzt. Die so mar-
kierten Rasterelemente sind damit in expliziter Form gespeichert.
Die explizite Speicherung der Elemente des Rasters beinhaltet keine Informa-
tionen u¨ber die Topologie innerhalb des Rasters. Aufgrund der Eigenschaften des
Subkomplexes S sind lediglich einige wenige globale topologische Informationen
gegeben:
• S und A\S sind stark zusammenha¨ngend, dicht und homogen-3-dimensional,
• der Rand ∂S ist eine geschlossene 2-dimensionale Mannigfaltigkeit ohne Rand.
Weitere topologische Informationen, wie z.B. Informationen daru¨ber, welche Zelle
aus A mit welchen anderen Zellen aus A inzidiert oder mit wievielen Zellen aus S,
∂S oder A \ S, sind nicht explizit gespeichert. Dies muss aus der Rasterstruktur
in jedem Fall ermittelt werden.
Geometrische Informationen sind ebenfalls nicht in der Rasterstruktur gespei-
chert. Dazu geho¨ren zuna¨chst die lokalen geometrischen Informationen u¨ber die
relevanten Zellen, also ob die 1-dimensionalen Randzellen konvex oder konkav sind
und ob die 0-dimensionalen Randzellen konvexe, konkave oder Sattelpunkte sind.
Globale geometrische Informationen, so zum Beispiel der Oberfla¨cheninhalt des
Randes, mu¨ssen auch aus den gegebenen Daten berechnet werden.
Ein weiterer wichtiger Punkt, der Beachtung finden sollte, ist der Speicherbedarf
bei expliziter Speicherung aller Zellen des AC Komplexes A. Im 3-dimensionalen
Fall ist fu¨r die Speicherung aller Zellen der Dimension 0 bis 3 achtmal mehr Spei-
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cher erforderlich [23] als fu¨r die ausschließliche Speicherung der 3-Zellen, also der-
jenigen Zellen, die von den bildgebenden Gera¨ten Werte zugeordnet bekommen.
Daru¨berhinaus ist fu¨r die Speicherung der Oberfla¨che eines Objektes die explizite
Repra¨sentation aller Zellen unno¨tig. Sofern das Objekt durch eine geschlossene
Oberfla¨che, also eine 2-dimensionale Mannigfaltigkeit ohne Rand, repra¨sentiert
wird, sind die Zellen im Inneren der Oberfla¨che implizit gespeichert und ko¨nnen
bei Bedarf mithilfe der Oberfla¨che rekonstruiert werden. Die Redundanz der ex-
pliziten Speicherung kann man sich an einem Beispiel verdeutlichen: Eine Kugel
mit dem Radius r und dem Mittelpunkt (x0, y0, z0) ist durch die Formel
(x− x0)
2 + (y − y0)
2 + (z − z0)
2 = r2 (3.2)
eindeutig bestimmt. Um die Beschreibung einer solchen Kugel zu speichern sind
nur wenige Bytes notwendig. Eine digitale Kugel mit dem Radius 100 und ei-
ner 0-Zelle als Mittelpunkt besteht aus 523984 Voxeln (3-Zellen). Da die explizite
Speicherung aller Zellen der Dimensionen 0 bis 3 achtmal mehr Speicher beno¨tigt,
mu¨ssen fu¨r dieses Objekt mehr als 4 Millionen Integer-Werte gespeichert wer-
den. Pro Integer-Wert beno¨tigt man im allgemeinen 4 Bytes, was zu einem Ge-
samtspeicherbedarf von ca. 16 MBytes fu¨hrt.
Die bereits erwa¨hnten fehlenden topologischen und geometrischen Informatio-
nen haben zur Folge, dass diese bei Bedarf in jedem Fall aus den Zellen innerhalb
des Rasters berechnet werden mu¨ssen. Hierbei ist bei der Ermittlung der topolo-
gischen Informationen vorwiegend die Anwendung von Suchverfahren notwendig,
geometrische Informationen beno¨tigen meist Berechnungen mit Methoden der li-
nearen Algebra. Da diese Informationen nicht mit im Raster gespeichert werden
ko¨nnen, mu¨ssen sie immer dann, wenn sie beno¨tigt werden, neu berechnet werden.
3.4 Eigenschaften der Zielstruktur
Wie in den vorigen Abschnitten gezeigt wurde, ist der Rand ∂S eines stark zu-
sammenha¨ngenden, homogen-3-dimensionalen und dichten Subkomplexes S eines
AC Komplexes A, eine Oberfla¨che, die die Eigenschaft besitzt, Vordergrundzellen
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von Hintergrundzellen zu trennen. Die Speicherung der Elemente der Oberfla¨che
erfolgt explizit, also einzeln fu¨r jede Zelle von ∂S.
Eine zweckma¨ßige und effiziente Datenstruktur sollte jedoch neben der Tren-
nung von Vordergrund- und Hintergrundzellen weitere Eigenschaften besitzen.
Zuna¨chst soll damit eine Oberfla¨che beschrieben werden, die eine 2-dimensionale
Mannigfaltigkeit ohne Rand repra¨sentiert, also ein abstraktes Polyeder gema¨ß De-
finition AP (siehe S.8) ist.
Es sollte zweitens fu¨r die Repra¨sentation der Oberfla¨che eine effiziente Daten-
struktur gewa¨hlt werden, die alle notwendigen topologischen und geometrischen
Informationen entha¨lt. Dazu za¨hlen insbesondere:
• Verweise auf inzidierende Zellen zu jeder einzelnen Zelle
• Informationen u¨ber die Konvexita¨t der Teilfla¨chen der Oberfla¨che (2-Block-
zellen)
• Fla¨cheninhalt jeder 2-Zelle
• La¨nge jeder 1-Zelle
• Koordinaten der 0-Zellen
• Fla¨cheninhalt der Oberfla¨che
Als dritte Eigenschaft soll die Oberfla¨che minimal viele Fla¨chen besitzen, also
aus so wenig wie mo¨glich Elementen bestehen. Dabei ist das Ziel, die Kodierung
der Oberfla¨che mit minimalem Speicheraufwand zu realisieren, also eine mo¨glichst
sparsame Beschreibung der Oberfla¨che zu erzeugen.
Dies soll unter der Bedingung erreicht werden, dass die Ecken der Oberfla¨che
Zellen aus S bzw. bei nicht-konvexen Objekten auch aus A\S sind. Das bedeutet,
dass die Ecken immer ganzzahlige Koordinaten (siehe Definition KK [19], S.167)
besitzen sollen.
Ohne diese Forderung sind Oberfla¨chen mo¨glich, deren Ecken frei im Raum
liegen ko¨nnen. Der Vorteil dabei bestu¨nde in der Mo¨glichkeit, die Oberfla¨che
aus weniger Elementen zusammenzusetzen (siehe 2D-Analogon in Abbildung 3.1).
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Nachteilig hierbei ist jedoch der erho¨hte Speicheraufwand fu¨r die Koordinaten der
Ecken, die in diesem Fall nicht mehr ganzzahlig sind.
P
S
A\S
a
P
S
A\S
v v1 2
b
Abbildung 3.1: (a) Polygon mit 5 Seiten, welches S von A \ S trennt
und nur 2-Zellen aus S als Ecken besitzt. (b) Polygon mit 4 Seiten und
frei im Raum liegenden Ecken v1 und v2, welches ebenfalls S von A \ S
trennt.
Die in Abbildung 3.1 dargestellten Polygone trennen beide die Zellen der Menge
S von den Zellen der Menge A \ S. Dabei ist das Polygon in Abbildung 3.1 (a)
dasjenige Polygon, welches minimal viele Seiten besitzt unter der Bedingung, dass
die Ecken 2-Zellen aus S sind. Das Polygon in (b) besitzt dagegen minimal viele
Seiten unter allen mo¨glichen Polygonen, die S von A \ S trennen.
Ein anderes Optimierungskriterium, das neben der Fla¨chenanzahl diskutiert
werden soll, ist der Oberfla¨cheninhalt des Polyeders. Die Minimierung des Ober-
fla¨cheninhaltes in 3D entspricht dem 2D-Problem des Findens eines Polygons mi-
nimaler La¨nge (MLP, minimum length polygon) (siehe [17], S.343).
3.5 Zusammenfassung
Die hier vorgestellte Aufgabe soll das Problem lo¨sen, zu einer gegebenen Menge von
Voxeln eine Oberfla¨che zu finden, die bestimmte Eigenschaften besitzt. Um eine
solche Oberfla¨che zu finden, wird ein Algorithmus beno¨tigt, der aus der gegebenen
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Datenmenge die Oberfla¨che mit den geforderten Eigenschaften berechnen kann.
Zusammenfassend sollen hier noch einmal die Anforderungen an die Ausgangs-
daten aufgefu¨hrt werden:
• Die gegebenen Daten repra¨sentieren ein einzelnes 3-dimensionales digitales
Objekt, also eine zusammenha¨ngende Menge von Voxeln.
• Das Objekt liegt als Subkomplex S eines AC Komplexes A in einem Raster
vor.
• S ist eine 3-Mannigfaltigkeit mit Rand gema¨ß Definition MA [21] (siehe S.166).
• S ist somit stark zusammenha¨ngend, homogen-3-dimensional und dicht gema¨ß
Definitionen SZ [18] (siehe S.164), HN [23] (siehe S.164) und RD [19] (siehe
S.164).
• Der AC Komplex A ist ein Kartesischer Komplex gema¨ß Definition KA [19]
(siehe S.167). Somit besitzt jede Zelle aus A Koordinaten, die seiner Position
im Raum entsprechen. Es gilt die Euklidische Metrik.
• Die 3-dimensionalen Zellen von A sind markiert als Zellen des Objektes S
oder als Zellen des Hintergrundes A \ S.
Die zu berechnende Oberfla¨che soll folgende Forderungen erfu¨llen:
• Die Oberfla¨che trennt die 3-Zellen von S von den 3-Zellen von A \ S in einer
Weise, dass die Menge S aus der erzeugten Oberfla¨che fehlerfrei rekonstruiert
werden kann.
• Die Oberfla¨che besitzt Zellen der Menge S bzw. bei nicht-konvexen Objekten
auch Zellen aus A \ S als Ecken.
• Die Oberfla¨che soll in einer effizienten Datenstruktur gespeichert werden. Das
bedeutet, dass die Kodierung der Oberfla¨che frei von Redundanz ist und die
fehlerfreie Rekonstruktion von S erlaubt.
• Es ist diejenige Oberfla¨che gesucht, die unter den bereits genannten Forderun-
gen minimal viele Fla¨chen besitzt, sofern dies ohne die Anwendung zusa¨tzli-
cher Optimierungsverfahren mo¨glich ist.
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• Es soll untersucht werden, ob die erzeugte Oberfla¨che den minimalen Ober-
fla¨cheninhalt besitzt und unter welchen Voraussetzungen dieser ohne die An-
wendung zusa¨tzlicher Optimierungsverfahren bei der Polyedrisierung der ge-
gebenen Menge von Voxeln erzeugt wird.
30 KAPITEL 3. PROBLEMBESCHREIBUNG
Kapitel 4
Polyedrisierung
In diesem Kapitel soll der Algorithmus vorgestellt werden, der zu einer gegebenen
Menge S von Voxeln ein abstraktes geometrisches Polyeder P berechnet, das die
in Abschnitt 3.5 zusammengefassten Eigenschaften besitzt.
Der Algorithmus beginnt mit der Erzeugung der konvexen Hu¨lle CH(S) des
Teilkomplexes S. CH(S) ist gema¨ß Definition CH ein AG Polyeder. Sofern die
gegebene Menge S von Zellen gema¨ß Definition DCS konvex ist, wurde hiermit
bereits ein Polyeder erzeugt, welches die Zellen der Menge S von den Zellen der
Menge A \ S trennt (siehe Lemma TR, S.97).
Im allgemeinen Fall ist die Menge S jedoch nicht-konvex. In dieser Situation
fu¨hrt der Algorithmus im Anschluss an die Erzeugung der konvexen Hu¨lle von S
eine rekursive Modifikation dieses AG Polyeders durch. Diese Modifikation erfolgt
unter Abha¨ngigkeit von der Art und Anzahl der innerhalb der konvexen Hu¨lle lie-
genden zusammenha¨ngenden Komponenten von Hintergrundvoxeln auf verschie-
dene Arten. Weiterhin spielt auch das Geschlecht der Oberfla¨che der Menge S fu¨r
die Art der Weiterverarbeitung eine entscheidende Rolle.
Fu¨r die Lo¨sung des Problems fu¨r Objekte, die ein Oberfla¨chengeschlecht g > 0
besitzen, sollen in diesem Kapitel zwei mo¨gliche Ansa¨tze untersucht und verglichen
werden.
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4.1 Die konvexe Hu¨lle
4.1.1 Grundlagen
Die konvexe Hu¨lle ist ein ha¨ufig verwendetes Mittel zur effizienten Beschreibung
einer Menge von Punkten im Raum. Auf dem Gebiet der Computational Geome-
try wird die konvexe Hu¨lle in einem breiten Feld von Anwendungen eingesetzt.
Aufgrund langja¨hriger Forschung auf diesem Gebiet existieren viele verschiede-
ne effiziente Algorithmen zur Erzeugung der konvexen Hu¨lle in 2D. Einige dieser
Algorithmen konnten erfolgreich auf den 3-dimensionalen Fall (bzw. auch ho¨her-
dimensionalen Fall) verallgemeinert werden.
Man gliedert die Algorithmen zur Erzeugung der konvexen Hu¨lle in 3D zuna¨chst
in drei verschiedene Kategorien [30]:
1. Gift Wrapping
2. Divide and Conquer
3. Inkrementelle Algorithmen
”
Gift Wrapping“ ist ein Algorithmus, der in beliebigen Dimensionen arbeitet [7].
Die 3-dimensionale Version ist dabei eine direkte Verallgemeinerung der 2-dimen-
sionalen Herangehensweise [30]. In jedem Schritt wird ein zusammenha¨ngender Teil
der konvexen Hu¨lle erzeugt. Zu einer Fla¨che F , die bereits in der Teilhu¨lle enthalten
ist, wird eine Kante E gewa¨hlt, die F , aber noch keine zweite Fla¨che berandet.
Die Erweiterung der Teilhu¨lle erfolgt nun durch
”
Herumbiegen“ der Ebene π, die
F entha¨lt, entlang der Kante E, so weit bis ein Punkt p der gegebenen Menge von
Punkten in π liegt. Mit der Kante E und dem Punkt p wird ein neues Dreieck
aufgespannt, welches eine neue Fla¨che der Teilhu¨lle darstellt. Dies wird so lange
wiederholt, bis eine geschlossene triangulierte Oberfla¨che entstanden ist, also bis
jede Kante der Teilhu¨lle genau zwei Fla¨chen berandet. Dieser Algorithmus ist mit
einer Zeitkomplexita¨t von O(n2) implementierbar, wobei n die Anzahl der Punkte
angibt, deren konvexe Hu¨lle gesucht ist.
Divide-and-Conquer-Ansa¨tze, wie in [30, 31] beschrieben, zeichnen sich durch
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eine Zeitkomplexita¨t von O(n log n) aus, sind jedoch schwieriger zu implementie-
ren als Gift Wrapping oder inkrementelle Algorithmen. Der erste Schritt bei dieser
Klasse von Algorithmen ist das Sortieren der gegebenen Punkte nach einer ihrer
Koordinaten (o.B.d.A. nach ihrer x-Koordinate). Diese so sortierte Menge wird
nun in zwei Teilmengen zerlegt, so dass alle x-Koordinaten der einen Teilmen-
ge kleiner sind als alle x-Koordinaten der anderen Teilmenge. Es wird zu jeder
Teilmenge rekursiv die konvexe Hu¨lle erzeugt. Die beiden entstehenden konve-
xen Hu¨llen der Teilmengen werden in einem Verbindungsschritt (Merging) zusam-
mengefasst. Da die Koordinaten der Punkte sortiert wurden, sind die Teilhu¨llen
zwei disjunkte Polyeder. Beim Verbinden der zwei Teilhu¨llen wird a¨hnlich dem
Gift-Wrapping-Verfahren eine Menge von Ebenen um die Ecken der Teilhu¨llen
”
herumgefaltet“, so dass eine Menge von Dreiecken entsteht, die einen Zyklus bil-
det und dessen Rand Kanten der disjunkten Polyeder sind. Einige Fla¨chen der
Teilhu¨llen befinden sich nach dem Merging innerhalb des entstandenen Polyeders.
Diese werden entfernt. Es verbleiben somit nur die a¨ußeren Fla¨chen sowie die sie
verbindenden Dreiecke. Das Ergebnis dieses Verfahrens ist die konvexe Hu¨lle, die
aus Dreiecken besteht und rekursiv berechnet wurde.
Inkrementelle Verfahren, wie z.B. in [3, 10], starten mit einem initialen Poly-
eder und erweitern dieses schrittweise. Das initiale Polyeder sei mit H0 bezeichnet
und ist im allgemeinen Fall ein Tetraeder. Das Erweitern eines Polyeders Hi zum
Polyeder Hi+1 erfolgt durch die Wahl eines Punktes p, der sich außerhalb von Hi
befindet und eines
”
Horizontes“, der durch eine Pyramide aus Dreiecken mit p
verbunden wird. Auch hierbei gelangen wieder einige Fla¨chen des Polyeders Hi in
das Polyeder Hi+1 hinein, die entfernt werden mu¨ssen. Sobald sich keine Punkte
der gegebenen Menge mehr außerhalb von Hi befinden, ist das Polyeder Hi die
konvexe Hu¨lle dieser Menge.
Der in dieser Arbeit verwendete Algorithmus zur Erzeugung der konvexen Hu¨lle
wurde von W.A.Kovalevski entwickelt, in [24] vorgestellt und stellt ebenfalls ein
Beispiel fu¨r einen inkrementellen Algorithmus dar. Er besitzt jedoch aufgrund der
Anwendung auf dem Gebiet der 3-dimensionalen AC Komplexe einige Verbesse-
rungen gegenu¨ber herko¨mmlichen inkrementellen Algorithmen. Die Verbesserun-
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gen beruhen auf der Tatsache, dass die konvexe Hu¨lle einer gegebenen Menge S
von Voxeln, die aus wenigen zusammenha¨ngenden Komponenten besteht, identisch
ist zur konvexen Hu¨lle einer relativ kleinen Teilmenge S′ ⊂ S von besonderen Zel-
len aus S. Diese besonderen Zellen sind solche, die Kandidaten fu¨r die Ecken der
konvexen Hu¨lle sind. Zwei mo¨gliche Arten dieser Eckkandidaten werden in den
folgenden beiden Abschnitten vorgestellt.
4.1.2 Lokale Ecken
Der erste Teil des Algoritmus zur Erzeugung der konvexen Hu¨lle CH(S) eines Teil-
komplexes S eines AC Komplexes A besteht in der Auswahl der besonderen Zellen,
mit denen die konvexe Hu¨lle aufgespannt werden soll. Hierfu¨r werden Vektoren,
die zu den Zellen zeigen, in einer Menge L zusammengefasst. Voraussetzung fu¨r
die Verwendung der Vektoren ist die Zuordnung von Koordinaten an die Zellen der
Menge S. Dies erfolgt unter Nutzung der kombinatorischen Koordinaten gema¨ß
Definition KK bzw. KA [19] (siehe S.167). Im zweiten Schritt des Algorithmus
erfolgt die Berechnung der konvexen Hu¨lle der Menge L.
Ein Vektor ~v ist ein Kandidat, wenn er keine Konvexkombination aus anderen
Vektoren aus S darstellt, d.h. wenn er nicht durch folgende Formel beschreibbar
ist:
~v =
∑
αi · ~vi mit 0 ≤ αi ≤ 1 und
∑
αi = 1; i = 1, 2, ..., n (4.1)
Die Erkennung, ob die Vektoren der Menge S Konvexkombination anderer Vek-
toren aus S sind, ist a¨quivalent zum Problem der Erzeugung der konvexen Hu¨lle.
D.h. nur die Ecken der konvexen Hu¨lle sind diejenigen Vektoren, die keine Kon-
vexkombinationen sind.
Aus diesem Grund wurde von W.A.Kovalevski in [24] vorgeschlagen, Vektoren
in einer lokalen Nachbarschaft zu testen, ob sie Konvexkombinationen von anderen
Vektoren sind. Vektoren, die in einer solchen lokalen Nachbarschaft keine Konvex-
kombination darstellen, werden als lokale Ecken (engl. local corners) bezeichnet.
Je gro¨ßer dabei die betrachtete Nachbarschaft eines Vektors ist, desto kleiner ist
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die Anzahl der gefundenen lokalen Ecken. Zweckma¨ßige Nachbarschaften fu¨r diese
U¨berpru¨fung sind diejenigen Nachbarschaften, deren Vektoren sich in einer, zwei
oder drei Koordinaten um genau 1 von den Koordinaten des untersuchten Vektors
unterscheiden. Bei der U¨berpru¨fung von 6 Nachbarn eines Vektors ~v mit den Ko-
ordinaten (x, y, z) werden drei Paare von Vektoren aus der Nachbarschaft von ~v
u¨berpru¨ft, wobei jedes Paar ~v1, ~v2 symmetrisch zu ~v ist, also z.B. die Koordinaten
~v1 = (x − 1, y, z) und ~v2 = (x + 1, y, z) besitzt. Wenn beide Vektoren zur Menge
S geho¨ren, ist ~v keine lokale Ecke. Nur wenn in allen drei Paaren die Anzahl der
jeweils zu S geho¨renden Vektoren 0 oder 1 ist, ist ~v eine lokale Ecke. Entspre-
chend werden bei der U¨berpru¨fung von 18 bzw. 26 Nachbarn 9 bzw. 13 Paare von
Vektoren getestet.
4.1.3 Konvexe Ecken
Eine andere Mo¨glichkeit, die Kandidatenvektoren zu ermitteln, ist die Wahl der
konvexen Ecken aus S. Fu¨r den Fall, dass die zu erzeugende konvexe Hu¨lle die 0-
Zellen des Objektes S als Ecken besitzen soll, ko¨nnen die konvexen 0-Zellen (siehe
Definition KX0, S.13) von S als Kandidatenvektoren verwendet werden. Fu¨r den
in dieser Arbeit vorrangig betrachteten Fall, dass die Ecken der konvexen Hu¨lle
die 3-Zellen aus S sind, muss zuna¨chst ermittelt werden, welche 3-Zellen aus S
konvexe Ecken sind.
Definition KX3: Eine 3-Zelle c3 eines 3-dimensionalen AC Komplexes A heißt
konvex bezu¨glich eines Teilkomplexes S ⊂ A, wenn sie mit mindestens einer
bezu¨glich S konvexen 0-Zelle c0 inzidiert.
Alle solche 3-Zellen werden als konvexe Ecken und damit als Kandidatenvektoren
aufgefasst. Ein Beispiel hierzu zeigt die folgende Abbildung:
36 KAPITEL 4. POLYEDRISIERUNG
Abbildung 4.1: Ein Objekt S bestehend aus vier Voxeln. Seine konvexen
0-Zellen sind als schwarze Punkte, nicht-konvexe 0-Zellen sind als Kreise
dargestellt. Das Voxel in der Mitte der vorderen Reihe inzidiert mit keiner
konvexen 0-Zelle und ist demnach kein Kandidatenvektor.
Beide Mo¨glichkeiten - lokale Ecken und konvexe Ecken - sind fu¨r die Auswahl
der Kandidatenvektoren geeignet. Dabei sind die konvexen Ecken mit weniger
Aufwand bestimmbar, jedoch wird durch die Betrachtung einer gro¨ßeren lokalen
Nachbarschaft fu¨r die Bestimmung der lokalen Ecken eine Reduzierung der Menge
der Kandidatenvektoren erreicht, was die Erzeugung der konvexen Hu¨lle beschleu-
nigt.
4.1.4 Die initiale konvexe Hu¨lle
Wie bei allen inkrementellen Algorithmen zur Erzeugung der konvexen Hu¨lle
wird zuna¨chst ein initiales Polyeder beno¨tigt. Hierfu¨r werden vier beliebige nicht-
komplanare Kandidatenvektoren aus der Menge L ausgewa¨hlt und es wird aus
ihnen ein Tetraeder (siehe Abbildung 4.2) aufgespannt. Dieses ist in jedem Fall
konvex, denn jeweils drei Ecken des Tetraeders legen eine Ebene fest, die einen
abgeschlossenen Halbraum berandet, in dem sich die vierte Ecke befindet und da-
mit alle Ecken des Tetraeders. Dies gilt fu¨r alle mo¨glichen Kombinationen aus drei
Ecken des Tetraeders.
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Abbildung 4.2: Vier Kandidatenvektoren (p1, ..., p4) bilden ein Tetra-
eder.
Die Zellen der Oberfla¨che des Tetraeders werden in Form der 2-dimensionalen
Zellenliste [18] gespeichert. Fu¨r das in Abbildung 4.2 dargestellte Tetraeder wird
der Aufbau der Zellenliste in Anhang C erla¨utert.
4.1.5 Erweiterung der initialen konvexen Hu¨lle
Als na¨chster Schritt bei der Erzeugung der konvexen Hu¨lle wird das initiale Po-
lyeder erweitert. Dabei werden dem initialen Polyeder schrittweise Ecken aus der
Menge L zugefu¨hrt. Das in jedem Schritt entstehende Polyeder sei als das aktuel-
le Polyeder (engl. current polyhedron) bezeichnet. Die Erweiterung des aktuellen
Polyeders basiert auf dem Begriff der Sichtbarkeit, der folgendermaßen definiert ist:
Definition VI: Eine Fla¨che F eines konvexen AG Polyeders ist sichtbar (engl.
visible) von einem Punkt p, wenn p im a¨ußeren offenen Halbraum liegt, der durch
die Fla¨che F berandet wird. Das bedeutet, dass das Skalarprodukt sFp = ~n · ~w aus
dem Normalenvektor ~n der Fla¨che F und dem Vektor ~w, der von einem beliebigen
Punkt Q aus F zu p zeigt, positiv ist. Ist sFp negativ, ist F von p aus unsichtbar
38 KAPITEL 4. POLYEDRISIERUNG
(engl. invisible). Wenn sFp = 0, dann ist F komplanar (engl. coplanar) mit p.
Die Wahl des Punktes Q als Anfangspunkt des Vektors ~w beeinflusst den Wert
des Skalarproduktes nicht, da alle Vektoren, die in F liegen, orthogonal zu ~n sind
und ihr Skalarprodukt mit ~n daher 0 ist.
Die Erweiterung des aktuellen Polyeders erfolgt, indem eine (lokale oder konve-
xe) Ecke nach der anderen aus L genommen wird. Fu¨r jeden dieser Punkte p wird
die Sichtbarkeit jeder Fla¨che F des Polyeders berechnet. Dafu¨r wird das Skalar-
produkt aus dem Vektor ~w, der von einem Punkt der Fla¨che zu p zeigt, und dem
Normalenvektor ~n der Fla¨che F berechnet und es wird jede Fla¨che mit einem La-
bel markiert, welches angibt, ob die Fla¨che von p aus sichtbar, unsichtbar oder mit
p komplanar ist. Nachdem dies fu¨r alle Fla¨chen des Polyeders erfolgt ist, ko¨nnen
verschiedene Situationen eintreten: Die erste Mo¨glichkeit besteht darin, dass keine
der Fla¨chen als sichtbar markiert wurde. In diesem Fall liegt der Punkt p innerhalb
des Polyeders und das Polyeder muss nicht vera¨ndert werden. Der Punkt p wird
aus L entfernt.
Die zweite Mo¨glichkeit ist der Fall, dass eine nicht-leere Menge von sichtbaren
Fla¨chen existiert. Da das Polyeder in jedem Schritt konvex ist, ist diese Menge
zusammenha¨ngend. Es wird nun jeweils aus jeder Kante des Randes der Menge der
sichtbaren Fla¨chen und dem Punkt p ein Dreieck erzeugt, welches in das Polyeder
aufgenommen wird. p wird dabei zu einer neuen Ecke. Die sichtbaren Fla¨chen
werden im Anschluss entfernt sowie auch alle Kanten und Ecken, die ausschließlich
mit sichtbaren Fla¨chen inzidieren. Zellen, die mit sichtbaren und unsichtbaren
Zellen inzidieren, mu¨ssen aktualisiert werden, so dass der Verweis auf die sichtbare
Fla¨che durch einen Verweis auf die neu hinzugefu¨gte Fla¨che ersetzt wird. Gleiches
gilt fu¨r die Verweise auf Kanten und Ecken, die entfernt bzw. aktualisiert wurden.
Eine dritte Mo¨glichkeit, die auftreten kann, ist der Fall, dass sichtbare und
komplanare Fla¨chen bezu¨glich eines Punktes p existieren. Fu¨r die komplanaren
Fla¨chen muss eine spezielle Herangehensweise gewa¨hlt werden, auf die im na¨chsten
Abschnitt eingegangen werden soll.
Nachdem alle Ecken aus L verarbeitet wurden, endet das Verfahren zur Er-
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zeugung der konvexen Hu¨lle. Dabei sind die Elemente der Menge L im Ergebnis
entweder Ecken der konvexen Hu¨lle oder sie befinden sich innerhalb des Polyeders.
Letzters schließt die Mo¨glichkeit mit ein, dass Punkte p aus L auf dem Polyeder
liegen, jedoch keine Ecken des Polyeders sind.
Dass dieses Verfahren die konvexe Hu¨lle einer Menge von Voxeln erzeugt, wurde
in [24] gezeigt. Eine Kurzfassung des Beweises befindet sich in Anhang B.
4.1.6 Komplanare Fla¨chen
Das aktuelle Polyeder besteht fu¨r den Fall, dass ein Punkt p aus L niemals kompla-
nar mit einer Fla¨che F ist, ausschließlich aus Dreiecken, d.h. es ist eine triangulierte
Oberfla¨che. Das liegt an der Erweiterung des aktuellen Polyeders mittels der Ent-
fernung sichtbarer Fla¨chen und dem Einfu¨gen einer Menge von Dreiecken, die den
Rand der sichtbaren Fla¨chen mit dem Punkt p verbinden.
Da die konvexe Hu¨lle von Objekten erzeugt werden soll, die in Form von Voxeln
in einem orthogonalen Gitter liegen, ko¨nnen Punkte existieren, die mit Fla¨chen
des aktuellen Polyeders komplanar sind. Fu¨r die Erweiterung eines aktuellen Po-
lyeders, welches zu einem Punkt p komplanare Fla¨chen besitzt, sind verschiedene
Herangehensweisen mo¨glich.
Zuna¨chst ko¨nnen komplanare Fla¨chen als unsichtbare interpretiert werden. In
diesem Fall wird an den Kanten, die sichtbare und komplanare (also unsichtbare)
Fla¨chen beranden, mit dem aktuellen Punkt p ein neues Dreieck erzeugt. Dieses
neue Dreieck ist dann ebenfalls komplanar mit der Fla¨che, die mit p komplanar
ist.
Die zweite Mo¨glichkeit ist die Interpretation komplanarer Fla¨chen als sichtbare
Fla¨chen. In diesem Fall werden die komplanaren Fla¨chen ebenso wie die sichtbaren
entfernt und am Rand des sichtbaren Gebietes werden neue Dreiecke erzeugt.
Auch in diesen beiden Fa¨llen ist ein aktuelles Polyeder immer ein trianguliertes
Polyeder, da in jedem Schritt immer nur Dreiecke erzeugt werden. Einige dieser
Dreiecke sind komplanar. Dies kann in einem anschließenden Zusammenfassungs-
schritt gea¨ndert werden, so dass alle komplanaren Dreiecke zu n-Ecken zusammen-
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gefu¨gt werden.
Eine dritte Mo¨glichkeit besteht darin, fu¨r komplanare Fla¨chen eine eigene Her-
angehensweise zu formulieren. Dabei wird der Punkt p in den Rand der kom-
planaren Fla¨che aufgenommen, indem der Punkt p mit dem Rand des sichtbaren
Gebietes des Randes der komplanaren Fla¨che verbunden wird, d.h. Kanten, die au-
ßer der komplanaren Fla¨che F sichtbare oder ebenfalls komplanare andere Fla¨chen
beranden, werden entfernt und es wird je eine neue Kante zwischen P und den
beiden Endpunkten des verbliebenen Randes erzeugt.
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Abbildung 4.3: Erweiterung einer komplanaren Fla¨che F mit dem Punkt
p.
Abbildung 4.3 (a) zeigt eine Fla¨che F , die mit einem Punkt p komplanar ist.
Die beiden Kanten zwischen den Ecken p2 und p3 beranden neben F noch je eine
sichtbare Fla¨che, die in Abbildung 4.3 nicht dargestellt ist, da sie in die Tiefe geht.
Die Kante E berandet eine weitere mit p komplanare Fla¨che, weswegen E mit p
kollinear ist. Wie im Teilbild (b) zu erkennen ist, wurden die Kanten, die sichtbare
oder komplanare Fla¨chen beranden, entfernt und die beiden Endpunkte p3 und p4
des verbliebenen Randes durch neue Kanten mit p verbunden.
Dieser Ansatz entspricht der Erweiterung der 2-dimensionalen konvexen Hu¨lle,
bestehend aus einem aktuellen konvexen Polygon, mit einem Punkt p.
Alle drei beschriebenen Mo¨glichkeiten der Verarbeitung komplanarer Fla¨chen
wurden angewandt und praktisch untersucht. Bezu¨glich der Rechenzeit ist es von
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Vorteil, in jedem Schritt durch das dritte Verfahren die Anzahl der Fla¨chen im ak-
tuellen Polyeder zu reduzieren, was bei der U¨berpru¨fung der Sichtbarkeit weniger
Berechnungen erfordert. Dies kann mittels Tabelle 4.1 belegt werden. Fu¨r Objekte
verschiedener Gro¨ße wurde die Zeit gemessen, die jeweils fu¨r die Erzeugung der
konvexen Hu¨lle nach den drei oben beschriebenen Mo¨glichkeiten beno¨tigt wurde.
Dabei wurden die beiden Mo¨glichkeiten der Erzeugung einer triangulierten Ober-
fla¨che mit der dritten Mo¨glichkeit, also der Erweiterung komplanarer Fla¨chen zu
n-Ecken, verglichen.
Rechenzeit fu¨r die Erzeugung der konvexen Hu¨lle
Triangulation
Objekt komplanare Fla¨chen komplanare Fla¨chen Erweiterung
sind unsichtbar sind sichtbar
Kugel (r = 12) 0,210s 0,110s 0,080s
Kugel (r = 16) 2,293s 1,812s 0,971s
Kugel (r = 20) 5,357s 1,932s 1,462s
Kugel (r = 24) 8,072s 4,937s 3,435s
Wu¨rfel (a = 5) 0,130s 0,040s 0,010s
Wu¨rfel (a = 10) 8,031s 0,180s 0,170s
Tabelle 4.1: Vergleich des Zeitaufwandes bei den drei verschiedenen Ver-
fahren zur Erzeugung der konvexen Hu¨lle fu¨r Kugeln mit verschiedenem
Radius r und nicht-achsenparallele Wu¨rfel mit verschiedener Kantenla¨nge
a.
Neben den in Tabelle 4.1 gezeigten Werten fu¨r die Berechnungszeiten der konve-
xen Hu¨llen verschiedener Objekte ist es weiterhin interessant zu vergleichen, aus
wievielen Fla¨chen die konvexen Hu¨llen bestehen, die durch die drei verschiedenen
Verfahren erzeugt wurden.
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Anzahl der Fla¨chen in der konvexen Hu¨lle
Triangulation
Objekt komplanare Fla¨chen komplanare Fla¨chen Erweiterung
sind unsichtbar sind sichtbar
Kugel (r = 12) 236 140 74
Kugel (r = 16) 492 428 218
Kugel (r = 20) 636 380 170
Kugel (r = 24) 668 524 290
Wu¨rfel (a = 5) 204 60 24
Wu¨rfel (a = 10) 716 60 22
Tabelle 4.2: Vergleich der entstehenden Fla¨chenanzahl bei den drei ver-
schiedenen Mo¨glichkeiten zur Erzeugung der konvexen Hu¨lle.
Aus diesen Vergleichen la¨sst sich schlussfolgern, dass bezu¨glich Rechenzeit und
Fla¨chenanzahl die Methode der Erweiterung komplanarer Fla¨chen die effizienteste
ist. Soll die konvexe Hu¨lle dagegen als Triangulation vorliegen, so ist es sinn-
voller, komplanare Fla¨chen als sichtbare Fla¨chen zu interpretieren, denn hierbei
werden weniger Fla¨chen erzeugt als bei der Methode der Interpretation kompla-
narer Fla¨chen als unsichtbare Fla¨chen. Die Einsparung von Rechenzeit ergibt sich
dann aus der geringeren Anzahl von Fla¨chen, die in jedem Schritt auf Sichtbarkeit
u¨berpru¨ft werden mu¨ssen.
4.1.7 Beispiele
In diesem Abschnitt folgen einige Beispiele fu¨r die verschiedenen Mo¨glichkeiten
der Erzeugung der konvexen Hu¨lle CH(S) einer Menge S von Voxeln.
Die Abbildungen 4.4 bis 4.6 zeigen eines der in den Tabellen 4.4 und 4.5 erwa¨hn-
ten Beispiele digitaler Kugeln. Man erkennt hier deutlich die unterschiedliche An-
zahl der erzeugten Fla¨chen. Die Abbildungen 4.8 bis 4.10 zeigen das Beispiel eines
nicht-achsenparallelen Wu¨rfels. Zu diesen Abbildungen sei angemerkt, dass hier
die 0-Zellen des Objektes die Ecken der konvexen Hu¨lle sind. Dies wurde aufgrund
der besseren Darstellbarkeit ausgewa¨hlt.
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Abbildung 4.4: Konvexe Hu¨lle einer digitalen Kugel mit Radius r = 20
Voxel, erzeugt als triangulierte Oberfla¨che. Komplanare Fla¨chen wurden
bei der Erweiterung als unsichtbare Fla¨chen interpretiert.
Abbildung 4.5: Komplanare Fla¨chen wurden bei der Erweiterung als
sichtbare Fla¨chen interpretiert.
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Abbildung 4.6: Komplanare Fla¨chen wurden bei der Erweiterung des
aktuellen Polyeders durch das Verfahren der 2D konvexen Hu¨lle zu n-
Ecken vergro¨ßert.
Zu den in den Abschnitten 4.1.2 und 4.1.3 beschriebenen Mo¨glichkeiten der Wahl
der Kandidatenvektoren fu¨r die Ecken der konvexen Hu¨lle soll das folgende Bild
(Abbildung 4.7) zeigen, wie sich die Anzahl dieser beiden Arten von Ecken unter-
scheidet. In dieser Abbildung wird ein Ausschnitt des Objektes in Abbildung 4.6
dargestellt, na¨mlich die 6-eckige Fla¨che in der oberen Mitte des Objektes.
Abbildung 4.7: Die Kandidaten fu¨r die Ecken der konvexen Hu¨lle: lo-
kale Ecken (schwarze Punkte) und konvexe Ecken (schwarze Punkte und
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Kreise). Die Menge der Ecken der konvexen Hu¨lle beinhaltet die in diesem
Beispiel dargestellten lokalen Ecken.
Abbildung 4.8: Konvexe Hu¨lle eines nicht-achsenparallelen Wu¨rfels mit
Kantenla¨nge a = 10 Voxel, erzeugt als triangulierte Oberfla¨che. Kompla-
nare Fla¨chen wurden bei der Erweiterung als unsichtbare Fla¨chen inter-
pretiert.
Abbildung 4.9: Komplanare Fla¨chen wurden bei der Erweiterung als
sichtbare Fla¨chen interpretiert.
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Abbildung 4.10: Komplanare Fla¨chen wurden bei der Erweiterung des
aktuellen Polyeders durch das Verfahren der 2D konvexen Hu¨lle zu n-
Ecken vergro¨ßert.
4.1.8 Optimierung des Algorithmus
Wie schon im vorletzten Abschnitt gezeigt wurde, ist die Rechenzeit zur Erzeugung
der konvexen Hu¨lle entscheidend davon abha¨ngig, wie komplanare Fla¨chen behan-
delt werden. Dabei wird die Zeit, die fu¨r die Erweiterung komplanarer Fla¨chen
aufgewendet wird, durch die Reduzierung der Anzahl der Fla¨chen mehr als aufge-
holt.
Eine weitere Verku¨rzung der Rechenzeit kann erreicht werden, indem die initiale
konvexe Hu¨lle so gewa¨hlt wird, dass die Absta¨nde der vier Ecken des Tetraeders
maximiert werden. Das bedeutet, dass dadurch erreicht werden kann, dass bei der
Erweiterung der initialen Hu¨lle Punkte aus der Menge L bereits im Inneren des Po-
lyeders liegen und dass damit keine Fla¨chen erzeugt oder gelo¨scht werden mu¨ssen.
Dies tritt umso ha¨ufiger auf, je weniger Ecken die konvexe Hu¨lle im Verha¨ltnis zur
Anzahl der Kandidatenvektoren besitzt. Ein Extrembeispiel hierfu¨r ist ein achsen-
paralleler Wu¨rfel mit einem kugelfo¨rmigen Hohlraum (siehe Definition CA, S.51)
im Inneren (siehe Abbildung 4.11).
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Um die Erzeugung der konvexen Hu¨lle diesbezu¨glich anzupassen, ist es erforder-
lich, die Menge L der Kandidatenvektoren zu sortieren. Im bisher beschriebenen
Algorithmus wird die Menge L so abgearbeitet, dass eine lexikografische Sortierung
der Vektoren benutzt wird, was bedeutet, dass die Vektoren zuna¨chst nach ihrer
x-Koordinate, dann nach ihrer y-Koordinate und ihrer z-Koordinate sortiert sind
und in dieser Reihenfolge beim Erzeugen der konvexen Hu¨lle verwendet werden.
Um nun die Absta¨nde der Ecken des initialen Polyeders (des Tetraeders) zu
maximieren, mu¨ssen die ersten vier zu benutzenden Vektoren in der Menge L
diejenigen sein, deren Koordinaten in gewisser Weise extrem sind. Das heißt, dass
folgende vier Vektoren als Ecken des Tetraeders verwendet werden ko¨nnen:
~v1 =


xmin
ymin
zmin

 , ~v2 =


xmax
ymin
zmin

 , ~v3 =


xmin
ymax
zmin

 , ~v4 =


xmin
ymin
zmax


Hierbei bedeuten die Minimalwerte der Koordinaten, dass zuna¨chst die minimale
x-Koordinate gewa¨hlt wird, unter allen Vektoren mit diesem Wert fu¨r x dann
die minimale y-Koordinate und unter allen diesen Vektoren dann die minimale
z-Koordinate. Existiert nur ein Vektor mit minimaler x-Koordinate, so muss der
zweite Vektor mit dem na¨chstgro¨ßeren Wert fu¨r x gesucht werden. Gleiches gilt
fu¨r die Wahl der Maximalwerte. Der Grund fu¨r diese Art der Auswahl ist, dass ein
Vektor mit minimalem Wert in allen Koordinaten nicht in jedem Fall existiert. Dies
tritt beispielsweise bei einer digitalen Kugel auf, deren minimale x-Koordinate sich
dort befindet, wo y- und z-Koordinaten weder minimal noch maximal sind.
Nachdem nun die Ecken des Tetraeders gewa¨hlt wurden, ist eine weitere Sortie-
rung der Vektoren der Menge L no¨tig, um die Beschleunigung weiter zu steigern.
Die na¨chsten vier Kandidatenvektoren, mit denen die initiale konvexe Hu¨lle erwei-
tert wird, sollten dann die folgenden sein:
~v5 =


xmax
ymax
zmax

 , ~v6 =


xmin
ymax
zmax

 , ~v7 =


xmax
ymin
zmax

 , ~v8 =


xmax
ymax
zmin


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Mit diesen 8 Vektoren wird ein achteckiges Polyeder beschrieben, das in den an-
schließenden Schritten der Erzeugung der konvexen Hu¨lle mit den verbleibenden
Vektoren in L erweitert wird.
Es soll angemerkt werden, dass diese Idee nur fu¨r bestimmte Objekte eine Be-
schleunigung der Rechenzeit bringt, vor allem fu¨r nicht-konvexe Objekte oder Ob-
jekte mit vielen komplanaren oder kollinearen Kandidatenvektoren. Fu¨r das Ob-
jekt in Abbildung 4.11 ist aufgrund der achsenparallelen Lage die Wahl der ersten
8 Vektoren fu¨r das Erzeugen der konvexen Hu¨lle gleichzeitig die Wahl aller Ecken,
die in der konvexen Hu¨lle enthalten sind. Alle weiteren Kandidatenvektoren liegen
im Inneren, was zu einer Rechenzeitreduzierung von 2,183s (nicht-umsortierte Lis-
te der Kandidatenvektoren) auf 0,711s (umsortierte Liste der Kandidatenvektoren)
fu¨hrt.
Abbildung 4.11: Konvexe Hu¨lle eines Wu¨rfels mit kugelfo¨rmigem Hohl-
raum im Inneren. Die a¨ußeren Randfacetten des Wu¨rfels sind in diesem
Bild nicht dargestellt.
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Abbildung 4.12:Die konvexe Hu¨lle eines nicht-achsenparallelenWu¨rfels,
die aus der umsortierten Liste der Kandidatenvektoren erzeugt wurde
(vgl. Abbildung 4.8).
Abbildung 4.12 zeigt dagegen die konvexe Hu¨lle des nicht-achsenparallelen Wu¨rfels
aus Abbildung 4.8. Fu¨r dieses Beispiel reduziert sich die Rechenzeit nur geringfu¨gig
von 8,031s auf 6,209s mit gleichzeitiger Reduzierung der Fla¨chenanzahl von 716
auf 622.
4.2 Nicht-konvexe Mengen von Voxeln
Die konvexe Hu¨lle einer Menge S von Voxeln, die einen stark zusammenha¨ngen-
den, homogen-3-dimensionalen und dichten Subkomplex eines AC Komplexes A
darstellt, ist nach Anwendung des im vorigen Abschnitt beschriebenen Verfahrens
ein konvexes AG Polyeder, welches die Voxel aus S von den Hintergrundvoxeln,
also den Voxeln der Menge A \ S, trennt, wenn S eine konvexe Teilmenge des
Raumes A gema¨ß Definition DCS [19] (siehe S.169) ist. Weiterhin ist gema¨ß De-
finition CH (siehe S.9) die konvexe Hu¨lle auch das kleinste konvexe AG Polyeder
mit dieser Eigenschaft und besitzt damit den minimalen Oberfla¨cheninhalt unter
allen Polyedern, die eine konvexe Menge S von Voxeln von der Menge A\S trennen
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(siehe Lemma OB, S.107).
Da in dieser Arbeit vor allem auch Mengen S polyedrisiert werden sollen, die
nicht-konvex sind, muss zuna¨chst eine Unterscheidungsmo¨glichkeit zwischen kon-
vexen und nicht-konvexen Mengen von Voxeln gefunden werden. Hierfu¨r wird, wie
in [36] vorgeschlagen, die Menge der Voxel aus A\S, die sich innerhalb der konve-
xen Hu¨lle CH(S) befinden, in Zusammenhangskomponenten zerlegt und bezu¨glich
der Anzahl disjunkter Mengen von stark zusammenha¨ngenden Fla¨chen von CH(S)
untersucht.
4.2.1 Zusammenhangskomponenten
Um herauszufinden, ob Hintergrundvoxel, also Voxel der Menge A \ S, innerhalb
der konvexen Hu¨lle CH(S) liegen, wird wiederum der Begriff der Sichtbarkeit
gema¨ß Definition VI (siehe S.37) beno¨tigt. Demnach liegt ein Voxel innerhalb der
konvexen Hu¨lle, wenn von diesem Voxel aus alle Fla¨chen von CH(S) unsichtbar
sind.
Um alle Hintergrundvoxel innerhalb der konvexen Hu¨lle zu finden, muss das
gesamte Gitter, welches die Voxel entha¨lt, in einem Bereich abgesucht werden, der
die konvexe Hu¨lle vollsta¨ndig entha¨lt. Hierfu¨r bietet es sich an, die minimalen und
maximalen Werte der Koordinaten, die die Ecken der konvexen Hu¨lle besitzen, in
jeder Achsenrichtung des Gitters zu ermitteln und aus diesen einen Quader fest-
zulegen, der als Suchbereich fu¨r die Hintergrundvoxel verwendet wird. Innerhalb
dieses Quaders muss zu jedem Voxel der Menge A\S die Sichtbarkeit aller Fla¨chen
der konvexen Hu¨lle bestimmt werden.
Diejenigen Hintergrundvoxel, fu¨r die alle Fla¨chen der konvexen Hu¨lle unsicht-
bar sind, befinden sich innerhalb dieser. Die Menge der Hintergrundvoxel wird
im Anschluss in zusammenha¨ngende Komponenten zerlegt. Dafu¨r wird das in [23]
vorgestellte Verfahren benutzt, so dass als Ergebnis der Zerlegung stark zusam-
menha¨ngende Komponenten von Hintergrundvoxeln innerhalb der konvexen Hu¨lle
vorliegen. Die Voxel der Zusammenhangskomponenten werden in Abha¨ngigkeit
von ihrer Zugeho¨rigkeit zur entsprechenden Komponente mit den Indices dieser
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markiert.
4.2.2 Arten der Zusammenhangskomponenten
Fu¨r eine Zusammenhangskomponente von Hintergrundvoxeln innerhalb der kon-
vexen Hu¨lle soll im weiteren Verlauf dieser Arbeit folgender Begriff verwendet
werden:
Definition ZKH: Eine ZKH ist eine Zusammenhangskomponente von Voxeln der
Menge A \ S innerhalb der konvexen Hu¨lle CH(S) eines Teilkomplexes S ⊂ A.
Innerhab dieser Arbeit sei eine ZKH als abgeschlossener Teilkomplex S ′ bezu¨glich
eines AC Komplexes A angenommen, d.h. es gilt Cl(S′, A) = S′.
Jede ZKH ist ein stark zusammenha¨ngender, homogen-3-dimensionaler und
dichter Teilkomplex eines AC Kmplexes A. Aus topologischer Sicht muss man
jedoch zwischen verschiedenen Arten solcher Zusammenhangskomponenten unter-
scheiden. Hierfu¨r wird fu¨r jede solche Komponente die Anzahl ihrer Beru¨hrungen
mit den Fla¨chen der konvexen Hu¨lle gema¨ß der drei folgenden Definitionen be-
stimmt.
Definition CO: Eine ZKH-Konkavita¨t (engl. ZKH concavity) ist eine ZKH, die
zu genau einer stark zusammenha¨ngenden Menge von Fla¨chen der konvexen Hu¨lle
inzident ist.
Im Gegensatz zur Definition einer Konkavita¨t gema¨ß [42] muss eine ZKH-Konkavi-
ta¨t gema¨ß Definition CO keine
”
konvexe Ausbuchtung“ des Hintergrundes sein,
d.h. eine ZKH-Konkavita¨t muss keine konvexe Menge von Voxeln sein.
Definition CA: Ein ZKH-Hohlraum (engl. ZKH cavity) ist eine ZKH, die zu kei-
ner Fla¨che der konvexen Hu¨lle inzident ist.
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Definition TU: Ein ZKH-Tunnel (engl. ZKH tunnel) ist eine ZKH, die mit mehr
als einer stark zusammenha¨ngenden Menge von Fla¨chen der konvexen Hu¨lle inzi-
dent ist. Wenn der ZKH-Tunnel mit genau zwei stark zusammenha¨ngenden Men-
gen von Fla¨chen inzidiert, heißt er unverzweigt (engl. non-branched). Wenn die
Anzahl der stark zusammenha¨ngenden Mengen von Fla¨chen, mit denen der ZKH-
Tunnel inzidiert, gro¨ßer ist als zwei, heißt er verzweigt (engl. branched).
Im weiteren Verlauf der Arbeit werden anstelle der Begriffe
”
ZKH-Konkavita¨t“,
”
ZKH-Hohlraum“ und
”
ZKH-Tunnel“ die allgemeinen Begriffe
”
Konkavita¨t“,
”
Hohlraum“ und
”
Tunnel“ verwendet. Gemeint sind dabei jedoch immer die hier
definierten Begriffe.
Die Unterscheidung der ZKHs erfolgt auch hier wieder durch die Nutzung des
Begriffs der Sichtbarkeit. Um zu pru¨fen, ob eine Menge von Fla¨chen sichtbar ist,
werden zuna¨chst die 0-Zellen der aktuellen ZKH ermittelt und es wird mittels der
Berechnung der Sichtbarkeit gepru¨ft, ob es 0-Zellen dieser ZKH gibt, die außer-
halb oder auf der konvexen Hu¨lle liegen. Existieren zu einer ZKH keine 0-Zellen
außerhalb oder auf der Hu¨lle, bedeutet dies, dass die ZKH die Oberfla¨che nicht
schneidet und somit nicht mit Fla¨chen der konvexen Hu¨lle inzidiert. In diesem Fall
ist die aktuelle ZKH ein Hohlraum, da er vollsta¨ndig von Voxeln des Objektes S
umgeben ist (siehe Beispiel in Abbildung 4.11).
Sobald 0-Zellen der aktuellen ZKH außerhalb der konvexen Hu¨lle liegen, exisi-
tieren damit sichtbare Fla¨chen. Die ZKH wird somit von den sichtbaren Fla¨chen
geschnitten und inzidiert dadurch mit der Oberfla¨che.
Um hiermit nun Konkavita¨ten und Tunnel unterscheiden zu ko¨nnen, ist es er-
forderlich, die von den 0-Zellen aus sichtbaren Fla¨chen zu markieren und in stark
zusammenha¨ngende Komponenten zu zerlegen. Die Anzahl der Komponenten von
Fla¨chen ergibt dann eine Unterscheidungsmo¨glichkeit zwischen Konkavita¨ten (ge-
nau eine zusammenha¨ngende Menge von Fla¨chen), unverzweigten Tunneln (genau
zwei zusammenha¨ngende Mengen von Fla¨chen) und verzweigten Tunneln (mehr
als zwei zusammenha¨ngende Mengen von Fla¨chen).
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4.2.3 Markierung sichtbarer Fla¨chen
Zu jeder ZKH muss die Menge der sichtbaren Fla¨chen gefunden werden. Zum einen
ist dies notwendig, um die Art (Hohlraum, Konkavita¨t, Tunnel) jeder ZKH bestim-
men zu ko¨nnen, zum anderen mu¨ssen die Gebiete der Oberfla¨che ermittelt werden,
an denen die Modifikation des Polyeders erfolgen soll. Wie bereits erwa¨hnt, erfolgt
diese Untersuchung unter Nutzung der 0-Zellen der Zusammenhangskomponen-
te. Dies ist unabha¨ngig davon, welche Arten von Zellen als Ecken des Polyeders
verwendet werden.
Es sei zuna¨chst der Fall betrachtet, dass eine ZKH S′ eine Konkavita¨t ist. Diese
ist gema¨ß Definition CO inzident zu genau einer stark zusammenha¨ngenden Menge
von Fla¨chen des Polyeders. Eine ZKH ist immer genau dann inzident zu einer
Menge von Fla¨chen, wenn sie von den Fla¨chen geschnitten wird, was bedeutet,
dass Zellen von S′ außerhalb des Polyeders liegen. Es existieren damit 0-Zellen
c0i ∈ S
′ und Fla¨chen Fj ∈ CH(S), fu¨r die das Skalarprodukt eines Vektors ~wi, der
von einem Punkt aus Fj zu c
0
i zeigt, und des Normalenvektors ~nj der Fla¨che Fj
gro¨ßer als 0 ist (Sichtbarkeit).
Abbildung 4.13 zeigt ein Beispiel fu¨r eine ZKH, die eine Konkavita¨t darstellt.
Einige 0-Zellen der ZKH liegen außerhalb der konvexen Hu¨lle CH(S) und damit
ist eine sichtbare Fla¨che Fj vorhanden.
CH
S CH(S)
F
c
j
i
0
Abbildung 4.13: Konkavita¨t eines Objektes S. Einige 0-Zellen (z.B.
c0i ) liegen außerhalb der konvexen Hu¨lle CH(S) und damit existiert eine
sichtbare Fla¨che Fj.
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Sind von den 0-Zellen der Menge S′ aus mehrere Fla¨chen sichtbar, muss gepru¨ft
werden, ob die Menge der sichtbaren Fla¨chen stark zusammenha¨ngend ist. Dies
kann erfolgen, indem eine beliebige sichtbare Fla¨che mit einer bestimmten Mar-
kierung versehen wird und ebenfalls auch alle weiteren sichtbaren Fla¨chen, die
mit der ersten eine gemeinsame Kante besitzen und wiederum auch die sichtbaren
Fla¨chen, die mit den bereits markierten eine gemeinsame Kante haben. Sollten
somit alle sichtbaren Fla¨chen markiert worden sein, ist die Menge der sichtba-
ren Fla¨chen stark zusammenha¨ngend. Ist dies nicht der Fall, wird mit einer noch
nicht markierten sichtbaren Fla¨che und einem neuen Label auf die gleiche Art und
Weise weiter markiert, bis alle sichtbaren Fla¨chen ein Label besitzen. Die Anzahl
der verschiedenen Markierungen, die beno¨tigt werden, ergibt die Anzahl der stark
zusammenha¨ngenden Mengen von sichtbaren Fla¨chen.
Ist die so ermittelte Anzahl gro¨ßer als 1, handelt es sich bei der untersuchten
Zusammenhangskomponente um einen Tunnel.
Als weiterer Fall sei betrachtet, dass die ZKH S′ ein Hohlraum ist. Da gema¨ß
Definition CA eine solche ZKH mit keiner Fla¨che der konvexen Hu¨lle inzidieren
darf, muss gepru¨ft werden, ob alle Zellen aus S′ innerhalb CH(S) liegen. Dies
ist der Fall, wenn keine Fla¨che der konvexen Hu¨lle von einer 0-Zelle aus S′ aus
sichtbar ist.
Ein besonderer Fall tritt ein, wenn keine 0-Zellen von S ′ außerhalb von CH(S)
liegen, es jedoch 0-Zellen aus S′ gibt, die mit Fla¨chen der konvexen Hu¨lle kom-
planar sind. Dieser Fall gilt dann ebenfalls als Konkavita¨t, da auch in diesem Fall
Fla¨chen der konvexen Hu¨lle mit 0-Zellen der ZKH inzidieren.
4.3 Geschlecht der Oberfla¨che
Das topologische Geschlecht einer Oberfla¨che ist eine topologische Invariante, also
eine Eigenschaft, die unter Anwendung einer beliebigen homo¨omorphen Abbildung
f(A) erhalten bleibt.
Gema¨ß Definition TG (siehe S.166) ist das topologische Geschlecht g einer Ober-
fla¨che definiert als die maximale Anzahl von einfachen, geschlossenen, sich nicht
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u¨berschneidenden Kurven, die sich auf der Oberfla¨che befinden ko¨nnen, ohne die
Oberfla¨che zu zerschneiden. Diese Definition ist jedoch wenig zweckma¨ßig fu¨r eine
algorithmische Bestimmung des Geschlechtes des Randes eines AC Komplexes S.
Hierfu¨r ist die Definition der EULER Charakteristik [44] gu¨nstiger:
Definition EC: Gegeben sei eine geschlossene Oberfla¨che mit Geschlecht g. Die
EULER Charakteristik ist bestimmt durch die Formel
χ(g) = 2− 2g = n0 − n1 + n2 (4.2)
Dabei bezeichnen n0, n1 und n2 die Anzahl der Ecken, Kanten und Fla¨chen der
Oberfla¨che.
Angewendet auf einen Teilkomplex S eines AC Komplexes A bedeutet dies, dass
es sich bei der erwa¨hnten Oberfla¨che um den Rand ∂S handelt. Die Ecken, Kanten
und Fla¨chen der Oberfla¨che sind die 0-, 1- und 2-Zellen in ∂S.
4.3.1 Berechnung von g
Um g berechnen zu ko¨nnen, also um das topologische Geschlecht von ∂S bestim-
men zu ko¨nnen, ist es lediglich notwendig, Formel 4.2 nach g umzustellen:
g = 1−
n0 − n1 + n2
2
(4.3)
Die Werte fu¨r n0, n1 und n2 ko¨nnen durch Za¨hlen der 0-, 1- und 2-Zellen des
Randes ∂S bestimmt werden. Beispielsweise hat damit der Rand eines einzelnen
Voxels erwartungsgema¨ß das Geschlecht g = 0, denn er besteht aus 8 0-Zellen, 12
1-Zellen und 6 2-Zellen.
Das topologische Geschlecht g des Randes ∂S eines stark zusammenha¨ngenden,
homogen-3-dimensionalen und dichten Teilkomplexes S eines AC Komplexes A ist
ein wichtiges Merkmal zur Klassifikation der zu verarbeitenden Objekte. Da der
Algorithmus fu¨r Objekte mit unterschiedlichem Geschlecht verschieden arbeitet,
was im Folgenden noch detailliert beschrieben werden wird, ist diese Klassifikation
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von grundlegender Bedeutung. Jedoch besteht eine entscheidende Schwachstelle in
dieser Unterscheidung: eine bestimmte Klasse von Objekten wird dadurch nicht
erkannt. Dies ist die Klasse der Objekte, die einen Knoten bilden, bzw. Objekte,
die Tunnel enthalten, welche einen Knoten bilden. Objekte dieser Art unterschei-
den sich in ihrem topologischen Geschlecht nicht von Objekten, die keine Knoten
besitzen, haben jedoch andere topologische Eigenschaften.
Abbildung 4.14: Objekt mit einem Tunnel, der einen Knoten bildet. Die
Voxel des Objektes sind nicht dargestellt, lediglich ihre konvexe Hu¨lle und
die darin enthaltenen Hintergrundvoxel, die einen knotenartigen Tunnel
bilden.
Abbildung 4.14 zeigt ein Beispiel fu¨r ein Objekt mit g = 1. Fu¨r dieses Objekt
ist die Anzahl der 0-Zellen n0 = 742, die Anzahl der 1-Zellen n1 = 1484 und die
Anzahl der 2-Zellen n2 = 742. Dieses Objekt unterscheidet sich damit in seinem
Geschlecht nicht von einem Torus, dessen Hintergrundvoxel innerhalb der konvexen
Hu¨lle keinen Knoten bilden.
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Die Erkennung von Knoten ist ein nicht-triviales Problem und ist nicht Gegen-
stand dieser Arbeit. Grundlagen u¨ber die Klassifikation von Knoten findet man bei-
spielsweise in [1]. Ein den Knoten verwandtes Thema der verschlungenen Spha¨ren
behandelt [20].
Unabha¨ngig von dem Problem der Erkennung von Knoten ist die Polyedri-
sierung dieser Objekte mo¨glich, sofern sie stark zusammenha¨ngende, homogen-3-
dimensionale und dichte Teilkomplexe eines Zellenkomplexes bilden.
4.3.2 Geschlecht der Oberfla¨che und Tunnel
Wie im vorigen Abschnitt dargelegt, kann das Geschlecht g der Oberfla¨che ei-
nes Objektes S, welches eine 3-Mannigfaltigkeit mit Rand ist, durch Abza¨hlen
der 0-, 1- und 2-Zellen in ∂S und mit Hilfe von Formel 4.3 berechnet werden.
Dies ist notwendig, um nach dem Erzeugen der konvexen Hu¨lle CH(S) die Mo-
difikation der Oberfla¨che entsprechend der Klasse des Objektes S durchfu¨hren zu
ko¨nnen. Konkret bedeutet das, dass Objekte mit g = 0 auf das Vorhandensein von
Konkavita¨ten und Hohlra¨umen untersucht werden und nicht auf (verzweigte oder
unverzweigte) Tunnel.
Fu¨r Objekte, die Tunnel besitzen, ist durch das Geschlecht der Oberfla¨che nicht
die Art des oder der Tunnel, die von den Hintergrundvoxeln gebildet werden, be-
stimmt. Man stelle sich als Beispiel zwei Objekte vor, wobei eines zwei disjunkte
Tunnel besitzt und das andere einen einfach verzweigten Tunnel (siehe Abbildung
4.15). In beiden Fa¨llen ist g = 2. Die Unterscheidung dieser Fa¨lle erfolgt nach dem
in Abschnitt 4.2.3 beschriebenen Verfahren, also durch die Markierung sichtbarer
Fla¨chen zu jeder ZKH. Das bedeutet, dass das Objekt mit den zwei disjunkten
Tunneln zwei ZKHs besitzt, die einzeln und nacheinander betrachtet werden. Das
Objekt mit einem verzweigten Tunnel besitzt lediglich eine ZKH.
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Abbildung 4.15: Objekt mit verzweigtem Tunnel. Das Geschlecht g des
Randes dieses Objektes ist 2, denn n0 = 790, n1 = 1584 und n2 = 792.
Hierbei ist anzumerken, dass bestimmte Objekte existieren, die aufgrund der ge-
ringen Anzahl von Fla¨chen in ihrer konvexen Hu¨lle ZKHs besitzen ko¨nnen, die
Tunnel bilden, welche aber nicht als Tunnel interpretiert werden, da die mit den
Tunnelenden inzidierenden Fla¨chen der konvexen Hu¨lle eine einzige stark zusam-
menha¨ngende Menge bilden (siehe Abbildung 4.16). Solche ZKHs gelten gema¨ß
Definition CO als Konkavita¨ten.
Abbildung 4.16: Objekt mit verzweigtem Tunnel, welcher als Konka-
vita¨t behandelt wird. Das Geschlecht der Oberfla¨che dieses Objektes ist
g = 2.
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4.4 Modifikation der konvexen Hu¨lle
Nachdem alle ZKHs des Objektes S gefunden und klassifiziert wurden, kann die
konvexe Hu¨lle modifiziert werden. Wie bereits erwa¨hnt wurde, ist die konvexe
Hu¨lle ein konvexes Polyeder. Da durch die folgenden Schritte der Modifikation die
Konvexita¨t zersto¨rt wird, kann im Folgenden nicht mehr von der konvexen Hu¨lle
gesprochen werden. Als Bezeichnung hierfu¨r wird von nun an
”
das Polyeder“ oder
”
die Oberfla¨che“ verwendet.
Zu Beginn dieses Kapitels wurde bereits erwa¨hnt, dass die Modifikation durch
ein rekursives Verfahren realisiert wird. Dabei werden die markierten ZKHs ein-
zeln und unabha¨ngig voneinander verarbeitet. Die Rekursion besteht darin, dass
die Verarbeitung einer ZKH, die nicht konvex ist, mit dem gleichen Verfahren er-
folgt, wie die Verarbeitung des Ausgangsobjektes S selbst. Es mu¨ssen lediglich
die Rollen von innen und außen vertauscht werden. Das Modifikationsverfahren
besteht letztendlich aus dem Erzeugen der Oberfla¨che der ZKH und dem Zusam-
menfu¨gen von Teiloberfla¨chen.
Die Modifikation erfolgt unterschiedlich fu¨r verschiedene Klassen von Objekten.
Die drei Arten der Zusammenhangskomponenten innerhalb eines Polyeders (Kon-
kavita¨ten, Hohlra¨ume und Tunnel) sind topologisch soweit verschieden, dass die
Verarbeitung jeweils eigene Ansa¨tze beno¨tigt.
4.4.1 Modifikation an Konkavita¨ten
Gema¨ß Definition CO existiert zu einer Konkavita¨t genau eine stark zusammen-
ha¨ngende Menge von Fla¨chen des Polyeders, die mit der Konkavita¨t inzidiert.
Hiermit wird jedoch noch nicht zwischen den zwei mo¨glichen Klassen von Kon-
kavita¨ten unterschieden. Es kann na¨mlich Konkavita¨ten geben, die lediglich eine
geometrische Eigenschaft der Oberfla¨che sind und keine topologische. Solche Kon-
kavita¨ten besitzen eine Oberfla¨che mit g = 0, d.h. sie enthalten selbst keine Tunnel.
Konkavita¨ten mit Tunneln sind aus topologischer Sicht verschieden von den Kon-
kavita¨ten ohne Tunnel und werden bei der Polyedrisierung anders verarbeitet, da
sie Objekte mit g > 0 (siehe Abschnitt 4.5) sind. In diesem Abschnitt werden
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daher die Konkavita¨ten ohne Tunnel betrachtet.
Da Objekte mit Konkavita¨ten, die keine Tunnel besitzen, somit topologisch
a¨quivalent zu konvexen Objekten sind, wird fu¨r die Modifikation des Polyeders eine
Operation beno¨tigt, die die Topologie erha¨lt, also das Geschlecht g des Polyeders
nicht vera¨ndert.
Die dafu¨r verwendete Operation wird
”
Eindru¨cken“ genannt. Der Name soll ver-
deutlichen, dass das Polyeder nach innen verformt wird und dabei nicht zerschnit-
ten oder verklebt wird, was der Definition einer topologieerhaltenden Abbildung,
also dem Homo¨omorphismus, entspricht.
Definition PR: Das Eindru¨cken (engl. pressing-in) eines Polyeders P zu einer
nicht-leeren Menge von Zellen, genannt Zielzellen, die sich innerhalb des Polyeders
P befinden, ist eine topologieerhaltende Operation, die eine zusammenha¨ngende
Menge S1 von Fla¨chen von P durch eine neue zusammenha¨ngende Menge S2 von
Fla¨chen ersetzt, so dass der Rand ∂S1 und der Rand ∂S2 identisch sind.
Im einfachsten Fall besteht die Menge S1 aus genau einer Fla¨che von P und die
Menge der Zellen, zu der das Eindru¨cken erfolgt, besteht aus einer Zelle c, die
sich innerhalb von P befindet, aber nicht zu S geho¨rt. In diesem einfachsten Fall
bildet die Menge S1 die Grundfla¨che einer Pyramide P
′ mit der Spitze c und den
Fla¨chen der Menge S2 als Seiten. S2 ist somit eine Menge von Dreiecken, die jeweils
c mit einer Kante der Grundfla¨che der Pyramide P ′ verbinden. Der Inhalt von P ′
befindet sich vollsta¨ndig innerhalb von P . Im allgemeinen Fall des Eindru¨ckens
besteht die Menge S1 jedoch aus mehreren Fla¨chen und die Menge der Zielzellen
des Eindru¨ckens besteht aus mehreren Zellen.
Um das Eindru¨cken zu realisieren, mu¨ssen diejenigen Fla¨chen, die durch diese
Operation ersetzt werden sollen, markiert werden. Der in Abschnitt 4.2.3 beschrie-
bene Ansatz des Markierens sichtbarer Fla¨chen zur Unterscheidung der Arten der
Zusammenhangskomponenten muss fu¨r das Eindru¨cken konkretisiert werden, denn
die Sichtbarkeit einer Fla¨che allein reicht nicht als Kriterium fu¨r ihre Auswahl aus,
denn damit wu¨rden auch Fla¨chen eingedru¨ckt werden, die nicht mit der ZKH in-
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zidieren. Dies liegt an der Definition der Sichtbarkeit, denn auch solche Fla¨chen
ko¨nnen als sichtbar gelten, die keine Abschlu¨sse von Hintergrundvoxeln schneiden
und demnach nicht mit der ZKH inzidieren.
Alle der folgenden drei Bedingungen mu¨ssen von einer Fla¨che F erfu¨llt werden,
damit diese zum Eindru¨cken ausgewa¨hlt wird:
(i) Die Fla¨che F ist sichtbar von mindestens einer 0-Zelle c0 der ZKH S′ oder
mindestens eine 0-Zelle c0 von S′ ist komplanar mit F .
(ii) Wenn eine 0-Zelle c0 von S′ außerhalb von P und ein Hintergrundvoxel c3 ∈ S′
mit c0 ∈ Cl(c3) innerhalb oder auf P liegt, dann muss die Projektion von c3
auf F innerhalb des Randes von F sein.
(iii) Die 0-Zelle c0 von S′ liegt nicht auf dem Rand der Fla¨che F .
Mit diesen Kriterien wird sichergestellt, dass eine einzudru¨ckende sichtbare (i)
Fla¨che F von der Verbindungsstrecke c0c3 geschnitten wird (ii). Weiterhin wird
verhindert, dass Fla¨chen ausgewa¨hlt werden, die S′ lediglich mit einer Kante oder
einer Ecke beru¨hren (iii).
Die beiden Kriterien (ii) und (iii) dienen dazu, beim Eindru¨cken die Oberfla¨che
so zu modifizieren, dass mo¨glichst wenige Zellen aus S nach der Modifikation
außerhalb der Oberfla¨che liegen.
Die Zielzellen des Eindru¨ckens sind solche Zellen, die, analog zu den Kandida-
tenvektoren beim Aufspannen der konvexen Hu¨lle, lokalen oder konvexen Ecken
entsprechen (siehe Abschnitt 4.1.2 bzw. Abschnitt 4.1.3). Diese werden in einer
Liste L′ gespeichert. Auch hier soll damit erreicht werden, dass die Anzahl der
Vektoren, die als Ecken der konvexen Hu¨lle von S′ in Frage kommen, reduziert
wird, um Berechnungszeit zu sparen.
An dieser Stelle wird nun das Verfahren zur Erzeugung der konvexen Hu¨lle
auf die Menge S′ der Hintergrundvoxel angewendet. Das dafu¨r zuna¨chst beno¨tigte
initiale Polyeder wird jedoch nicht wie beim Erzeugen der konvexen Hu¨lle aus vier
beliebigen nicht-komplanaren Zellen aus L′ erzeugt, sondern es wird aus der Menge
M der zum Eindru¨cken markierten Fla¨chen und einer Zelle aus L′, die mit keiner
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markierten Fla¨che komplanar ist, aufgespannt. Dadurch entsteht ein Polyeder P ′,
welches aufgrund bereits erfolgter Modifikationen des Polyeders P auch nicht-
konvex sein kann. Dieses Polyeder P ′ wird im Folgenden auch als aktuelles Polyeder
bezeichnet.
Das initiale bzw. aktuelle Polyeder P ′ wird nun analog zum Erweitern der in-
itialen konvexen Hu¨lle durch Zufu¨hren von Zellen der Menge L′ erweitert. Hierbei
wird der Begriff der Sichtbarkeit von Fla¨chen gema¨ß Definition VI (siehe S.37)
angewandt. Das Verfahren der Erweiterung eines aktuellen Polyeders P ′ unter-
scheidet sich lediglich in einem Punkt von der Erweiterung der initialen konvexen
Hu¨lle: Die Fla¨chen des initialen Polyeders, welche den markierten Fla¨chen aus P
entsprechen, also die Fla¨chen der Menge M , nehmen eine besondere Rolle ein. Sie
werden in keinem Schritt als sichtbar markiert und auch nicht durch komplanare
Punkte erweitert. Dies ist notwendig, um die gema¨ß Definition PR (siehe S.60)
geforderte Identita¨t der Ra¨nder der Mengen S1 und S2 sicherzustellen.
Nachdem alle Zellen aus L′ verarbeitet wurden, ist das umschließende Polyeder
P ′ der Menge S′ vollsta¨ndig erzeugt. An diesem Punkt des Polyedrisierungsver-
fahrens erfolgt nun die Anwendung der Rekursion: Es wird zuna¨chst gepru¨ft, ob
das Polyeder P ′ Objektvoxel, also Voxel der Menge S, in seinem Inneren entha¨lt.
Ist dies nicht der Fall, endet die Modifikation der aktuellen Komponente mit dem
Zusammenfu¨gen der Polyeder P und P ′ (siehe unten). Sind in P ′ jedoch Zellen
aus S, also Objektvoxel, enthalten, erfolgt die Modifikaion des Polyeders P ′ nach
dem gleichen Verfahren wie die Modifikation des Polyeders P . Damit dies reali-
sierbar ist, mu¨ssen an dieser Stelle die Rollen von Objekt- und Hintergrundvoxeln
getauscht werden. Danach werden wieder ZKHs (in diesem Fall mit Zellen aus S)
gebildet und klassifiziert. Im Anschluss daran werden diese entsprechend ihrer Art
(Konkavita¨t, Tunnel) durch das Modifikationsverfahren verarbeitet.
Das Zusammenfu¨gen der Polyeder P und P ′ erfolgt, indem die MengeM der zur
Modifikation markierten Fla¨chen von P entfernt und durch diejenigen Fla¨chen des
Polyeders P ′ ersetzt wird, die nicht der Menge M der markierten Fla¨chen aus P
entsprechen (siehe Abbildung 4.17). Damit die Orientierung der Fla¨chen des mo-
difizierten Polyeders Pˆ einheitlich ist, mu¨ssen beim Zusammenfu¨gen die Fla¨chen
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von P ′
”
umgedreht“ werden. Das bedeutet, dass der Umlaufsinn des Randes jeder
Fla¨che sowie ihr Normalenvektor ~n in die entgegengesetzte Richtung gebracht wer-
den. Als Ergebnis zeigt dann jeder Normalenvektor nach außen und die Kanten
jeder Fla¨che sind von außen gesehen gegen den Uhrzeigersinn orientiert.
Das Zusammenfu¨gen der Zellenlisten der Polyeder P und P ′ erfolgt durch Ent-
fernung der Eintra¨ge derjenigen Fla¨chen der Zellenliste von P , die zum Eindru¨cken
markiert wurden. Weiterhin werden auch die Eintra¨ge in der Liste der 1- und 0-
Blockzellen entfernt, die ausschließlich mit den entfernten Fla¨chen inzidiert haben.
Im Anschluss daran werden die Indices der Zellen des Polyeders P ′ um die jeweils
maximalen Index-Werte der Teillisten von P erho¨ht und es werden die Eintra¨ge
der Teillisten von P ′ in die Teillisten von P aufgenommen und entsprechend der
Inzidenz der jeweiligen Blockzellen aktualisiert.
a
rand
S
S’
P’
P
b
P^
Abbildung 4.17: 2D-Analogon zweier Polyeder P und P ′ beim Zusam-
menfu¨gen (a) sowie das resultierende Polyeder Pˆ des Zusammenfu¨gens
(b).
4.4.2 Modifikation bei Hohlra¨umen
Die Modifikation eines Polyeders P , welches eine Zusammenhangskomponente von
Hintergrundvoxeln entha¨lt, die gema¨ß Definition CA (siehe S.51) einen Hohlraum
bildet, erfolgt verschieden von der Modifikation eines Polyeders, welches eine Kon-
kavita¨t besitzt. Hohlra¨ume inzidieren mit keiner Fla¨che des Polyeders P . Demnach
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kann das Polyeder P nicht durch Eindru¨cken modifiziert werden.
Zwei digitale Objekte, die bis auf einen Hohlraum im Inneren identisch sind, un-
terscheiden sich jedoch topologisch voneinander, da es keinen Homo¨omorphismus
gibt, der ein Objekt ohne Hohlraum auf ein Objekt mit Hohlraum abbildet. An-
hand der EULER Charakteristik la¨sst sich dies jedoch nicht in jedem Fall korrekt
erkennen. Deswegen wurde von Lhuilier im Jahre 1812 folgende Verallgemeinerung
vorgeschlagen (siehe [17], S.218 und [40], S.12ff):
n0 − n1 + n2 = 2(b− t+ 1) + p (4.4)
Hierbei bezeichnen n0, n1 und n2 die Anzahl der Ecken, Kanten und Fla¨chen des
entsprechenden Polyeders, b die Anzahl der Hohlra¨ume (engl. bubbles), t die An-
zahl der Tunnel und p die Anzahl der Polygone innerhalb der Fla¨chen des Polyeders
(sog. Tunnelausga¨nge). Diese Formel liefert fu¨r das Beispiel in Abbildung 4.18 den
Wert b = 1, wogegen die EULER Charakteristik das Geschlecht der Oberfla¨che
g = −1 liefert.
Abbildung 4.18: Wu¨rfel mit Hohlraum im Inneren.
Da die Topologie eines Polyeders P ohne Hohlraum somit vera¨ndert werden muss,
um in ein Polyeder mit Hohlraum umgewandelt zu werden, kommt fu¨r die Modifi-
kation nur eine Operation in Frage, die dies auch realisieren kann. Diese Operation
ist jedoch trivial, denn es besteht keine Inzidenz zwischen den Zellen des Hohlrau-
mes und dem Polyeder P , so dass ein unabha¨ngiges Polyeder um den Hohlraum
herum aufgespannt werden kann.
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Dies wird durch die Erzeugung der konvexen Hu¨lle des Hohlraumes mit anschlie-
ßender Modifikation (falls es notwendig ist) realisiert. Auch hier werden zuna¨chst
die Kandidaten der Ecken dieses Polyeders bestimmt und in einer Liste L gespei-
chert, die wa¨hrend des Aufspannens der konvexen Hu¨lle abgearbeitet wird. Die
Modifikation der konvexen Hu¨lle des Hohlraumes kann in gleicher Weise wie die
des Objektes S erfolgen.
Sofern der Hohlraum keine konvexe Menge von Zellen ist (siehe Definition DCS,
S.169), ist eine Modifikation notwendig. Das bedeutet, dass, falls der Hohlraum S ′
Konkavita¨ten besitzt, die konvexe Hu¨lle CH(S′) eingedru¨ckt werden muss (siehe
Abschnitt 4.4.1), bzw. falls S′ Tunnel besitzt, dann mu¨ssen die weiter unten be-
schriebenen Verfahren durchgefu¨hrt werden (siehe Abschnitt 4.5). Der Hohlraum
S′ selbst kann wiederum keine Hohlra¨ume enthalten, da sonst die Menge S kein
zusammenha¨ngender Teilkomplex S ⊂ A eines AC Komplexes A ist, was jedoch
gema¨ß Problemstellung gefordert ist.
Nach Abschluss der Erzeugung des Polyeders, welches die Zellen des Hohlraumes
von den Zellen von S trennt, ist jedoch zu beachten, dass die Rolle von Innerem und
A¨ußerem korrekt definiert werden muss. Durch die unabha¨ngige Erzeugung dieses
Polyeders sind die Zellen des Hohlraumes das Innere und die Zellen des Objektes
S das A¨ußere. Dies muss, wie auch beim Zusammenfu¨gen der beiden Teilpolyeder
beim Eindru¨cken, durch Umorientieren der Normalenvektoren der Fla¨chen und
Umlaufrichtungen der Kanten umgekehrt werden.
Die Vereinigung der Zellenlisten beno¨tigt keine besonderen Maßnahmen, jedoch
besteht die Oberfla¨che des resultierenden Polyeders nun aus mindestens zwei Zu-
sammenhangskomponenten, da die Blockzellen des Polyeders des Hohlraumes mit
keiner Blockzelle des a¨ußeren Polyeders inzidieren.
4.4.3 Zellen innerhalb nicht-konvexer Polyeder
Die in Abschnitt 4.2.1 beschriebene Erkennung der Hintergrundvoxel innerhalb
der konvexen Hu¨lle ist fu¨r ein bereits modifiziertes, also nicht-konvexes Polyeder
nicht mehr anwendbar. Wie im 2D-Beispiel in Abbildung 4.19 zu erkennen ist,
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ko¨nnen sichtbare Fla¨chen sowohl fu¨r Zellen im Inneren als auch im A¨ußeren eines
Polyeders existieren. Daher ist die Verwendung der Sichtbarkeitsuntersuchung fu¨r
nicht-konvexe Polyeder nicht geeignet.
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Abbildung 4.19: Ein nicht-konvexes Polyeder P und eine Zelle c außer-
halb (a) bzw. innerhalb (b) von P . Sichtbare Fla¨chen sind als fette Linien
dargestellt.
Es existieren verschiedene Mo¨glichkeiten, Zellen innerhalb bzw. außerhalb nicht-
konvexer Polyeder zu erkennen. Eine dieser Mo¨glichkeiten funktioniert folgender-
maßen: Ausgehend von der zu pru¨fenden Zelle c wird eine Halbgerade senkrecht
zu einer Koordinatenebene definiert. Liegt die Zelle c im Inneren, muss die Anzahl
der Schnittpunkte der Halbgeraden mit Fla¨chen des Polyeders P ungerade sein.
Ist die Anzahl gerade, liegt c außerhalb von P .
Um zu pru¨fen, ob eine solche Halbgerade die Fla¨chen von P schneidet, wird
jede Fla¨che in eine Koordinatenebene, beispielsweise die xy-Ebene, projiziert (sie-
he Abbildung 4.20). Der Fußpunkt c′ der Halbgeraden, also der Schnittpunkt der
Halbgeraden mit der xy-Ebene, muss nun innerhalb der Projektion F ′ jeder Fla¨che
F , also innerhalb des projizierten Randes, liegen. Um dies zu u¨berpru¨fen muss
abermals eine Halbgerade erzeugt werden, na¨mlich vom Projektionsfußpunkt c′
senkrecht zu einer Koordinatenachse, z.B. zur y-Achse. Hier werden die Schnitt-
punkte mit den Kanten des Randes von F ′ geza¨hlt. Das Za¨hlen erfolgt, indem alle
x-Koordinaten der Schnittpunkte in eine Liste aufsteigend einsortiert werden. Die
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Eintra¨ge dieser Liste werden nun mit dem x-Wert des Projektionsfußpunktes c′
verglichen und es wird die Anzahl derjenigen x-Koordinaten der Liste ermittelt,
die kleiner sind als der x-Wert von c′. Ist diese Anzahl ungerade, liegt der Fuß-
punkt innerhalb der Projektion der Fla¨che F , sonst außerhalb.
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Abbildung 4.20: Projektion einer Zelle c und einer Fla¨che F in die xy-
Ebene. Schneidet die Halbgerade, die von c ausgeht, die Fla¨che F , so liegt
ihr Fußpunkt c′ innerhalb des Randes von F ′.
Nachdem diese Projektion fu¨r jede Fla¨che durchgefu¨hrt wurde, ist bekannt, wie-
viele Fla¨chen von einer von c ausgehenden Halbgeraden geschnitten werden. Von
den Schnittpunkten dieser Halbgeraden werden nun die z-Koordinaten in eine Lis-
te einsortiert und es findet wieder ein Vergleich statt, um die Anzahl der z-Werte
zu ermitteln, die kleiner als der z-Wert von c sind.
Ein Sonderfall kann eintreten, wenn ein Fußpunkt c′ einer Zelle c auf eine Kante
oder eine Ecke von F ′ projiziert wird. Aber auch dann gilt der Fußpunkt als inner-
halb der Projektion der Fla¨che F . Gleiches gilt, wenn eine Zelle c selbst innerhalb
einer Fla¨che F liegt. Auch dann gilt die Zelle c als innerhalb des Polyeders.
Das Projektionsverfahren zur U¨berpru¨fung, ob eine Zelle c innerhalb oder au-
ßerhalb eines nicht-konvexen Polyeders liegt, ist aufwa¨ndig, aber auch anwendbar,
wenn die Fla¨chen selbst nicht-konvex sind. Unter der Annahme, dass alle Fla¨chen
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des Polyeders konvex sind (siehe Abschnitt 4.5.6), la¨sst sich eine effizientere Me-
thode anwenden, um zu pru¨fen, ob der Fußpunkt c′ einer Zelle c innerhalb des
Randes einer Fla¨che F liegt. Hierzu spannt man mit dem Normalenvektor ~n der
Ebene F und jeder Kante des Randes von F Ebenen auf, die jeweils senkrecht zu
F sind (siehe Abbildung 4.21). Die Berechnung dieser m Fla¨chen muss so erfolgen,
dass die Normalenvektoren ~n1 bis ~nm entweder alle nach innen oder alle nach au-
ßen (bezu¨glich des Inneren von F ) orientiert sind. Im Folgenden sei angenommen,
dass die Orientierung nach außen gewa¨hlt wird. Nun kann mit Hilfe der Berech-
nung des Skalarproduktes gepru¨ft werden, auf welcher Seite jeder dieser Ebenen
die Zelle c liegt. Ist das Skalarprodukt fu¨r jede Fla¨che negativ, befindet sich c
auf der Innenseite jeder Fla¨che. Ist das Skalarprodukt fu¨r mindestens eine Fla¨che
positiv, so befindet sich c auf der Außenseite dieser Fla¨che und somit befindet sich
auch sein Fußpunkt c′ außerhalb des Randes von F .
F c’
c
n
Abbildung 4.21: Der Fußpunkt c′ einer Zelle c liegt innerhalb des Ran-
des einer konvexen Fla¨che F , wenn c auf der Innenseite aller Ebenen liegt,
die aus Kanten von F und dem Normalenvektor ~n aufgespannt wurden.
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Diese Mo¨glichkeiten zur Erkennung von Zellen innerhalb nicht-konvexer Polyeder
ko¨nnen angewendet werden, sofern alle Fla¨chen des Polyeders konvex sind. Sollten
neben der Nicht-Konvexita¨t von Fla¨chen auch Fla¨chen mit mehreren Ra¨ndern (sie-
he Abschnitt 4.5.1) im Polyeder P existieren, ist lediglich die Projektionsmethode
anwendbar.
4.5 Behandlung von Objekten mit g > 0
Im vorigen Abschnitt wurden bereits die Modifikationsverfahren fu¨r Objekte mit
Konkavita¨ten, die keine Tunnel besitzen, und Hohlra¨umen vorgestellt. Die dritte
mo¨gliche Art der ZKHs sind Tunnel gema¨ß Definition TU (siehe S.51). Aufgrund
der Vertauschbarkeit der Rollen von Objekt- und Hintergrundvoxeln schließt die
Klasse der Objekte mit Tunneln auch diejenigen Objekte mit ein, die selbst einer
Kugel homo¨omorph sind, jedoch innerhalb ihrer konvexen Hu¨lle Konkavita¨ten mit
Tunneln haben (siehe Abbildung 4.25). Solche Objekte besitzen das Geschlecht
g = 0, die Zusammenhangskomponente der Hintergrundvoxel hat dagegen das
Geschlecht g ≥ 1.
Die Modifikation von Polyedern, die Tunnel enthalten, ist ein schwierigeres Pro-
blem als die Modifikation von Polyedern mit Konkavita¨ten oder Hohlra¨umen, da
die Oberfla¨che von Objekten mit Tunneln nicht homo¨omorph zu einer Kugelober-
fla¨che ist und die Modifikation somit eine topologievera¨ndernde Operation erfor-
dert. Zuna¨chst muss hierbei jedoch zwischen verschiedenen geometrischen Arten
von Tunneln unterschieden werden, die verschiedene Ansa¨tze zur Modifikation er-
fordern.
Definition TUE: Eine ZKH S′, die einen unverzweigten Tunnel gema¨ß Definition
TU bildet und in ihrer konvexen Hu¨lle CH(S′) keine Zusammenhangskomponenten
von Voxeln der Menge S mit Geschlecht g > 0 entha¨lt, heißt einfacher Tunnel
(engl. simple tunnel). Entha¨lt CH(S′) Zusammenhangskomponenten von Voxeln
der Menge S mit g > 0, so heißt S′ nicht-einfacher Tunnel (engl. non-simple
tunnel).
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4.5.1 Modifikation von einfachen Tunneln
Die erste zu betrachtende Klasse von Tunneln sind die einfachen Tunnel gema¨ß
Definition TUE. Fu¨r solche Tunnel ist das Polyeder P durch eine einfache topo-
logievera¨ndernde Operation modifizierbar. Da sich das Geschlecht der Oberfla¨che
durch diese Operation vera¨ndert, ist sie keine homo¨omorphe Abbildung.
Definition AU: Das Ausschneiden (engl. cutting-out) eines Tunnels aus einem
Polyeder P ist eine topologievera¨ndernde Operation, die zwei disjunkte Mengen
S1, S2 stark zusammenha¨ngender Fla¨chen von P durch eine einzige stark zusam-
menha¨ngende Menge ST von Fla¨chen, die sich selbst nicht schneiden, ersetzt, so
dass ∂S1
⋃
∂S2 und ∂ST identisch sind.
Gema¨ß Definition AU werden bei einem einfachen Tunnel die beiden zusammen-
ha¨ngenden Mengen von Fla¨chen von P durch eine zusammenha¨ngende Menge von
Fla¨chen derart ersetzt, dass das Geschlecht von P um 1 erho¨ht wird. Da Polyeder
mit verschiedenem Geschlecht der Oberfla¨che nicht homo¨omorph zueinander sind,
ist die Operation des Ausschneidens keine homo¨omorphe Abbildung.
Die zusammenha¨ngenden Mengen von Fla¨chen von P werden als bereits mar-
kiert angenommen (siehe Abschnitt 4.2.3). Die Erzeugung der Menge ST der Sei-
tenfla¨chen des Tunnels erfolgt a¨hnlich des in Abschnitt 4.4.1 beschriebenen Ver-
fahrens: Zuna¨chst wird ein initiales Polyeder P ′ aufgespannt. Dieses besteht aus
der Menge S1 von markierten Fla¨chen und einer weiteren Zelle, die keine Ecke
von S1 ist, sondern eine beliebige Ecke von S2. Das initiale Polyeder P
′ wird nun
erweitert, indem die Ecken von S2 und auch die Eckkandidaten der Menge S
′ zu
P ′ hinzugenommen werden bis damit die konvexe Hu¨lle der Ecken von S1, S2 und
S′ erzeugt wurde.
Da sowohl S1 als auch S2 Teile eines nicht-konvexen Polyeders sein ko¨nnen, ist
es mo¨glich, dass die so aufgespannte Hu¨lle nicht genau die Menge S2 als Fla¨chen
entha¨lt, sondern einige Ecken des Randes von S2 innerhalb des aufgespannten Poly-
eders P ′ liegen und keine Ecken von P ′ sind (siehe Abbildung 4.22). Das bedeutet,
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dass die Menge S2 dann teilweise im Inneren der so aufgespannten konvexen Hu¨lle
CH(S1
⋃
S2
⋃
S′) liegt. Fu¨r die Menge S1 ist dies nicht mo¨glich, da die Fla¨chen
von S1 unvera¨ndert in das initiale Polyeder u¨bernommen werden.
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Abbildung 4.22: Zusammenha¨ngende Menge von Fla¨chen als Seitenan-
sicht (a) und Draufsicht (b). Die konvexe Hu¨lle dieser Menge und einer
zweiten Menge unterhalb dieser entha¨lt die Punkte 1, 2, 4, 5, 6, 7 und
nicht die Punkte 3 und 8.
Um dies zu beheben, ist auch hier eine sofort anschließende Modifikation von P ′
notwendig, die Fla¨chen von P ′ zu Ecken des Randes von S2 eindru¨ckt. Somit wird
erreicht, dass P ′ die Kanten des Randes von S1 und S2 entha¨lt. Da diese beiden
Ra¨nder 1-dimensionale geschlossene digitale Kurven sind, separieren sie P ′ in 3
disjunkte Mengen von Fla¨chen: S1, ST und eine Menge S
′
2, die den gleichen Rand
besitzt wie S2.
Der Rand von P \ (S1
⋃
S2) wird nun mit ST vereinigt und es entsteht damit
ein Polyeder Pˆ dessen Geschlecht g um 1 gro¨ßer ist als das Geschlecht von P .
Weiterhin ist es bei der Klasse der einfachen Tunnel mo¨glich, dass das mit den
Ecken der Mengen S1, S2 und S
′ aufgespannte Polyeder P ′ Konkavita¨ten (mit
g = 0) besitzt. Diese werden mit Hilfe der Modifikation durch Eindru¨cken (siehe
Abschnitt 4.4.1) verarbeitet.
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4.5.2 Nicht-einfache Tunnel
Die zweite Klasse von Tunneln sind solche ZKHs S′, die unverzweigt sind und die
nicht-einfache Tunnel gema¨ß Definition TUE (siehe S.69) sind. Der Unterschied
zu den einfachen Tunneln besteht darin, dass die innerhalb CH(S ′) liegenden
Objektvoxel Zusammenhangskomponenten mit Geschlecht g > 0 bilden (siehe
Abbildung 4.23 und Abbildung 4.24).
Abbildung 4.23: Die konvexe Hu¨lle eines Objektes S mit einem nicht-
einfachem Tunnel im Inneren. Die Voxel der Menge S sind nicht darge-
stellt, lediglich die Voxel der Menge A \ S.
Abbildung 4.24: Links: CH(S′). Rechts: ZKHs von Objektvoxeln in
CH(S′) mit g = 1.
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Wie zu Beginn dieses Abschnittes bereits erwa¨hnt wurde, besteht aufgrund der
Vertauschbarkeit der Rollen von Objekt- und Hintergrundvoxeln zwischen der
Klasse der nicht-einfachen Tunnel und der Klasse der Konkavita¨ten mit g > 0
eine Analogie: Bei den Tunneln besitzt die Menge S, also das Objekt, eine Ober-
fla¨che mit g > 0, die ZKH ist jedoch vom Geschlecht g = 0, wogegen bei Objekten
mit Konkavita¨ten mit g > 0 die Menge S eine Oberfla¨che mit g = 0 besitzt und
die ZKH das Geschlecht g > 0 besitzt (siehe Beispiel in Abbildung 4.25).
Abbildung 4.25: Objekt S mit g = 0. Die ZKH S ′ ist eine Konkavita¨t
und bildet innerhalb CH(S) einen Torus. Sie besitzt damit eine Ober-
fla¨che mit g = 1.
Bei der Modifikation solcher Polyeder muss jedoch trotzdem zuna¨chst unterschie-
den werden, ob die Menge S oder die Menge S ′ diejenige Menge mit g > 0 ist.
Besitzt das Objekt S das Geschlecht g > 0, also ist S ein Torus oder ein Objekt mit
g Henkeln, so muss zuna¨chst die Ausschneideoperation durchgefu¨hrt werden, da
die Topologie der Oberfla¨che vera¨ndert werden muss. Im Anschluss daran muss die
Modifikation des Tunnels erfolgen, der gema¨ß Definition TUE in seiner konvexen
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Hu¨lle Zusammenhangskomponenten von Objektvoxeln entha¨lt, die das Geschlecht
g > 0 besitzen.
Die notwendige Modifikation eines Polyeders P , welches eine Menge S mit g = 0
und eine Menge S′ mit g > 0 entha¨lt, was also bedeutet, dass die ZKH einen To-
rus oder ein Objekt mit g Henkeln bildet, kann nicht durch das Ausschneiden
gema¨ß Definition AU (siehe S.70) erfolgen, da sowohl P als auch S das Geschlecht
g = 0 besitzen und demnach keine Vera¨nderung der Topologie erfolgen darf. Bei
solchen Objekten existiert nur genau eine stark zusammenha¨ngende Menge von
Fla¨chen von P , die mit der ZKH S′ inzidiert. Diese stark zusammenha¨ngende
Menge von Fla¨chen besitzt daru¨berhinaus einen aus mehreren Komponenten be-
stehenden Rand. Das Eindru¨cken gema¨ß Definition PR (siehe S.60) ist aus diesem
Grund jedoch ebenfalls nicht mo¨glich, da hierfu¨r vorausgesetzt wird, dass die Men-
ge der Fla¨chen, die mit der Konkavita¨t inzidiert, nur genau eine Randkomponente
besitzt. Es wird demnach ein anderer Ansatz beno¨tigt. Zwei Mo¨glichkeiten hierfu¨r
werden in den beiden folgenden Abschnitten vorgestellt.
4.5.3 Heuristisches Verfahren
Das erste mo¨gliche Verfahren zur Modifikation von Polyedern, die ZKHs enthalten,
welche das Geschlecht g > 0 besitzen, ist ein heuristischer Ansatz.
Problembeschreibung
Gegeben sei eine 3-Mannigfaltigkeit mit Rand, somit also ein stark zusammen-
ha¨ngender, homogen-3-dimensionaler und dichter Subkomplex S eines AC Kom-
plexes A. Die konvexe Hu¨lle CH(S) entha¨lt die Menge S vollsta¨ndig und weiterhin
eine Menge S′ von Voxeln aus A \ S, die genau eine Zusammenhangskomponente
bildet, deren Rand ∂S′ das Geschlecht g > 0 besitzt.
Gesucht ist das Polyeder P , welches die in Abschnitt 3.5 zusammengefassten
Eigenschaften besitzt.
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Lo¨sungsansatz
Wie schon in der Problemformulierung erwa¨hnt wurde, ist der erste Schritt der Po-
lyedrisierung der Menge S die Erzeugung der konvexen Hu¨lle CH(S). Erst mithilfe
der konvexen Hu¨lle kann festgestellt werden, dass die Menge S′ der Hintergrund-
voxel innerhalb CH(S) das Geschlecht g > 0 besitzt.
Die zwei Hauptprobleme bei der Modifikation der konvexen Hu¨lle einer solchen
Menge S sind die Markierung derjenigen Fla¨chen von CH(S), die ersetzt werden
mu¨ssen, um die Voxel der Menge S′ aus CH(S) auszuschließen und die Auswahl
der Zellen aus S′, die Ecken vom modifizierten Polyeder P werden sollen. Da bei
dieser Art der Modifikation nicht das Geschlecht g der Oberfla¨che vera¨ndert wird,
ist eine topologieerhaltende Operation auf CH(S) mo¨glich, die der des Eindru¨ckens
a¨hnlich ist. Jedoch kann das Eindru¨cken gema¨ß Definition PR (siehe S.60) hier
nicht in der gleichen Art und Weise angewendet werden, da die Menge der zu
ersetzenden Fla¨chen mehrere Randkomponenten besitzt.
Die Voraussetzung fu¨r die Anwendung einer dem Eindru¨cken a¨hnlichen Opera-
tion ist eine Zerlegung der Menge aller Fla¨chen von CH(S) in mehrere disjunkte
Teilmengen. Diese sind:
• die stark zusammenha¨ngende Menge ST von Fla¨chen, die mit der ZKH S
′ in-
zidieren (siehe Abschnitt 4.2.3), also diejenigen Fla¨chen, die von den 0-Zellen
von S′ aus sichtbar sind. Diese Menge ST besitzt genau g+1 Randkomponen-
ten, wobei g das Geschlecht der Oberfla¨che von S′ ist.
• die stark zusammenha¨ngenden Mengen Si (i = 1, ..., g + 1) von Fla¨chen, die
jeweils den gleichen Rand besitzen wie eine der Randkomponenten von ST .
Beispielsweise wird fu¨r eine ZKH S′ mit g = 1 davon ausgegangen, dass das
Objekt S einen Tunnel darstellt, der in Anlehnung an Definition TU mit zwei
zusammenha¨ngenden Mengen S1 und S2 von Fla¨chen aus P inzidiert. Da diese
beiden Mengen disjunkt sind und nicht miteinander zusammenha¨ngen, existiert
die dritte Menge ST , die alle Fla¨chen aus P entha¨lt außer die von S1 und S2.
Zwischen diesen drei Mengen existiert ein Rand ∂ST , der aus zwei Komponenten
besteht: jeweils ein Rand zwischen S1 und ST und zwischen S2 und ST .
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Fu¨r die Ausfu¨hrung der Modifikation wird nun eine abgewandelte Definition des
Eindru¨ckens verwendet:
Definition PR2: Das Eindru¨cken eines Polyeders P zu einer nicht-leeren Menge
S′ von Zellen, die sich innerhalb des Polyeders P befindet und deren Oberfla¨che
das Geschlecht g > 0 besitzt, ist eine topologieerhaltende Operation, die eine stark
zusammenha¨ngende Menge ST von Fla¨chen von P , die mehrere Randkomponenten
besitzt, durch eine neue stark zusammenha¨ngende Menge S′T ersetzt, so dass die
Randkomponenten von ST denen von S
′
T identisch sind.
Fu¨r das so definierte Eindru¨cken sind die Menge ST der zu ersetzenden Fla¨chen
und die Zellen, die Ecken der neuen Menge S′T von Fla¨chen werden, bekannt.
Die Realisierung des Eindru¨ckens gema¨ß Definition PR2 erfolgt nun als Folge von
Eindru¨ckoperationen gema¨ß Definition PR. Das heißt, dass schrittweise zu jedem
Eckkandidaten der Menge S′ eine stark zusammenha¨ngende Teilmenge STi ⊂ ST
von Fla¨chen aus ST zugeordnet wird, die gema¨ß Definition PR zu dieser einen
Zelle eingedru¨ckt wird.
Um diese Folge von Eindru¨ckoperationen durchfu¨hren zu ko¨nnen, muss festge-
legt werden, welche Fla¨chen zu dem aktuellen Eckkandidaten zugeordnet werden
sollen. Hierbei muss sichergestellt werden, dass die neue Menge S ′T von Fla¨chen
nicht das Objekt S schneidet. Diese Zuordnung kann nicht mit Hilfe der Sichtbar-
keit gema¨ß Definition VI (siehe S.37) erfolgen, da die Eckkandidaten im Inneren
von CH(S) liegen und es demnach keine sichtbaren Fla¨chen gibt.
Bevor die Kriterien der Zuordnung formuliert werden ko¨nnen, sind zwei weitere
Definitionen notwendig, na¨mlich die der Normalen eines Punktes:
Definition PN0: Die Punktnormale n˙ einer konvexen 0-Zelle c0 eines Teilkom-
plexes S ⊂ A ist der Vektor n˙ = ~c0 − ~c3, zeigt also von der 3-Zelle c3 ∈ S ⊂ A zu
c0 ∈ Cl(c3, S).
Definition PN3: Die Punktnormale n˙ einer 3-dimensionalen Zelle c3 eines Teil-
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komplexes S ⊂ A, die mit einer konvexen 0-Zelle c0 und mindestens einer weiteren
3-Zelle aus S ⊂ A inzidiert, ist der Vektor ~c0− ~c3, zeigt also von c3 zu c0. Inzidiert
c3 mit mehreren konvexen 0-Zellen, so ist n˙ der Vektor von c3 zum Schwerpunkt
aller konvexen 0-Zellen, die mit c3 inzidieren.
Dabei ist die Punktnormale in beiden Fa¨llen ein Vektor von einer 3-Zelle zu einer
mit ihr inzidierenden 0-Zelle (oder dem Schwerpunkt von 0-Zellen). Da die kon-
vexen 0-Zellen nur mit der einen 3-Zelle c3 des Objektes S inzidieren, zeigt die
Punktnormale n˙ immer von S weg.
Die Zuordnung fu¨r das Eindru¨cken gema¨ß Definition PR2 erfolgt nun, indem
Zellen aus S′ und Fla¨chen aus ST folgende Kriterien erfu¨llen: Eine Fla¨che Fi ∈ ST
wird einer Zelle cj ∈ S
′ zugeordnet, wenn
(i) die Projektion (das Lot) von cj innerhalb des Randes ∂Fi, auf dem Rand ∂Fi
oder mit einem geringen Abstand dij außerhalb des Randes ∂Fi liegt,
(ii) der Winkel γij zwischen der Normalen ~ni der Fla¨che Fi und der Normalen n˙j
der Zelle cj kleiner ist als eine Schwelle w,
(iii) keine Voxel des Objektes S zwischen cj und Fi liegen.
Die U¨berpru¨fung, ob Objektvoxel zwischen einer Zelle cj und einer Fla¨che Fi erfolgt
durch Abtastung einer koordinatenachsenparallelen Zeile von Voxeln zwischen cj
und Fi.
Die Kriterien (i) und (ii) sind dahingehend heuristisch, da die Werte fu¨r dij
und w beliebig gewa¨hlt werden ko¨nnen. Sie sind objektabha¨ngig und fu¨hren nur
in bestimmten Wertebereichen zu brauchbaren Ergebnissen.
Nach der Zuordnung der Zellen cj aus S
′ zu den Fla¨chen der Menge ST erfolgt die
Modifikation durch Eindru¨cken gema¨ß Definition PR, indem jeweils zu einer Zelle
aus S′ eine Menge STi markierter Fla¨chen durch eine neue Menge von Fla¨chen
ersetzt wird, deren Rand dem von STi identisch ist und die diesen Rand durch
Dreiecke mit der Zelle cj ∈ S
′ verbindet.
Das Eindru¨cken erfolgt schrittweise. Nach jedem solchen Ersetzungsschritt wird
als na¨chste Zelle diejenige gewa¨hlt, die zur vorigen den geringsten Abstand hat.
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Dies ist notwendig, da zu den im jeweils vorigen Schritt erzeugten Dreiecken eben-
falls die drei Kriterien der Zuordnung gepru¨ft werden mu¨ssen, um diese Dreiecke,
wenn no¨tig, ebenfalls mit einzudru¨cken.
Mit Hilfe der Zuordnungskriterien und den damit verbundenen Parametern dij
und w kann ein Polyeder P , welches eine ZKH S ′ im Inneren entha¨lt, die eine
Oberfla¨che mit g > 0 besitzt, modifiziert werden. Das Anpassen der Parameter
dij und w an die Erfordernisse des Objektes S erfolgte bislang experimentell. Das
automatische Ermitteln dieser Parameter ist ein noch offenes Problem.
4.5.4 Zerlegung der mehrfach zusammenha¨ngenden Komponen-
ten
Aufgrund der Unsicherheit, die durch die Wahl der Parameter dij und w im heuris-
tischen Verfahren bezu¨glich der Lo¨sbarkeit des Polyedrisierungsproblems besteht,
enstand die Frage nach einem deterministischen Verfahren zur Lo¨sung dieses Pro-
blems. Ein mo¨glicher Ansatz dafu¨r ist die Zerlegung mehrfach zusammenha¨ngen-
der Komponenten von Hintergrundvoxeln in konvexe Teilkomponenten, um das in
Abschnitt 4.4.1 beschriebene Verfahren des Eindru¨ckens anwenden zu ko¨nnen.
Problembeschreibung
Das Eindru¨ckverfahren zur Modifikation eines Polyeders P setzt voraus, dass die
ZKH S′ einer Kugel homo¨omorph ist und dass die Menge M der Fla¨chen von P ,
die mit S′ inzidieren, eine 2-dimensionale Mannigfaltigkeit mit Rand ist, also einen
Rand besitzt, der eine 1-dimensionale Spha¨re darstellt.
Die Zerlegung einer ZKH S′, die das Geschlecht g > 0 besitzt, in Mengen
S′1, ..., S
′
m, die jeweils einer Kugel homo¨omorph sind, sollte zweckma¨ßigerweise so
erfolgen, dass das Eindru¨cken zu einer solchen Komponente keine weiteren Modi-
fikationsschritte erfordert, d.h., dass also die Tiefe der Rekursion an einer solchen
Komponente gleich 1 ist. Diese Forderung soll sicherstellen, dass die konvexe Hu¨lle
CH(S′i) einer solchen Komponente keine Tunnel oder Tori entha¨lt, aber auch keine
Konkavita¨ten.
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Um dies zu erfu¨llen, ist es erforderlich, dass die Mengen S′1, ..., S
′
m konvexe
Mengen gema¨ß Definition DCS (siehe S.169) sind, denn nur fu¨r konvexe Mengen
S′i von Voxeln entha¨lt die konvexe Hu¨lle keine Voxel des Komplementes A \ S
′
i.
Die Aufgabe besteht nun darin, eine ZKH S′, die das Geschlecht g > 0 besitzt, in
konvexe Teilmengen S′1, ..., S
′
m zu zerlegen. Um eine triviale Lo¨sung auszuschließen,
wird gefordert, dass die Anzahl m der Komponenten von S′ minimiert wird. Eine
triviale Lo¨sung wa¨re eine solche, bei der die Teilmengen S′1, ..., S
′
m einzelne Voxel
sind.
Das Problem der Zerlegung einer Menge S′ von Voxeln in minimal viele konvexe
Teilmengen S′1, ..., S
′
m ist ein schwieriges Optimierungsproblem und soll hier nur
durch eine Na¨herung gelo¨st werden. Zwei neue und weniger strenge Bedingungen
fu¨r eine Optimierungsaufgabe sollen hier betrachtet werden:
1. Die Komponenten S′1, ..., S
′
m sind nicht nur konvex, sondern sogar digitale
Kugeln.
2. Es wird nicht nach minimal vielen Komponenten, sondern nach maximal
großen Komponenten gesucht.
Mit diesen beiden Einschra¨nkungen der Aufgabe wird somit nach Komponenten
von S′ gesucht, die maximal große digitale Kugeln (siehe Definition DK3, S.169)
sind.
Lo¨sungsansatz
Das Erzeugen von maximal großen digitalen Kugeln wird durch den im Folgenden
beschriebenen Algorithmus durchgefu¨hrt. Hierfu¨r wird jeweils mit einem beliebi-
gen Voxel c3 ∈ S′ gestartet, welches gema¨ß Definition DK3 eine digitale Kugel ist.
Die Maximierung der Gro¨ße der digitalen Kugel erfolgt durch schrittweise Ver-
gro¨ßerung des Radius r der digitalen Kugel derart, dass in jedem Schritt
(a) die Anzahl der Voxel der digitalen Kugel wa¨chst und
(b) die Voxel, die zur digitalen Kugel hinzugefu¨gt werden, Voxel der Menge S′
sind.
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Im ersten Vergro¨ßerungsschritt kommen zu einem einzelnen Voxel diejenigen hin-
zu, die mit dem ersten eine gemeinsame Facette (2-Zelle) besitzen, also seine 6
Nachbarn. Dies sind die Voxel, die sich vom ersten Voxel in genau einer Koordi-
nate um genau 1 unterscheiden. In den na¨chsten Schritten folgen weitere Voxel,
die sich innerhalb einer Spha¨re mit Radius r um das erste Voxel herum befinden.
Die Koordinaten der weiteren Voxel sowie die Radien r, bei denen Voxel zu einer
digitalen Kugel hinzukommen, ko¨nnen in einer Look-up-Tabelle abgelegt werden,
damit die Berechnung der Koordinaten zu einem Radius r, bei dem sich etwas
a¨ndert, nicht fu¨r jede digitale Kugel neu erfolgen muss.
Sobald in einem Vergro¨ßerungsschritt die hinzuzunehmenden Voxel nicht alle
zur Menge S′ geho¨ren, stoppt die Erzeugung der aktuellen digitalen Kugel.
Um die Anzahl der Voxel in einer digitalen Kugel weiter zu maximieren, wird
nach dem Abbruch der Vergro¨ßerung gepru¨ft, ob eine andere digitale Kugel mit
einem Startvoxel, welches eine gemeinsame Facette mit dem Startvoxel der gera-
de erzeugten Kugel besitzt, existiert, welche die gerade erzeugte Kugel vollsta¨ndig
entha¨lt (siehe Abbildung 4.26). Diese Teiloperation kann auch so interpretiert wer-
den: Die digitale Kugel, die nicht weiter vergro¨ßert werden kann, wird um ein Voxel
in einer der 6 Koordinatenrichtungen (−x, +x, −y, +y, −z, +z) verschoben und
es wird gepru¨ft, ob an dieser neuen Position eine Vergro¨ßerung mo¨glich ist. Wenn
ja, wird sie durchgefu¨hrt, wenn nein, wird die digitale Kugel vor dem Verschieben
als maximal groß angesehen.
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Abbildung 4.26: Aufspannen einer digitalen Kugel mit Startvoxel X.
Die Zahl in jedem Voxel gibt an, in welchem Schritt dieses Voxel der
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Kugel hinzugefu¨gt wurde. Die Kugel in (a) kann nicht vergro¨ßert werden,
da im na¨chsten Schritt Voxel der Menge S hinzugefu¨gt werden mu¨ssten.
Die Kugel in (b) entha¨lt die Kugel in (a) vollsta¨ndig, wie auch die Kugel
in (c) die Kugel in (b) entha¨lt.
Die Modifikation des Polyeders P erfolgt nun derart, dass nach der Erzeugung
der ersten digitalen Kugel aus Voxeln der Menge S′ sofort ein Eindru¨cken gema¨ß
Definition PR ausgefu¨hrt wird. Dies ist erforderlich, da sich die Menge S′ nach
jedem Eindru¨cken vera¨ndert und die vollsta¨ndige Zerlegung der Menge S′ =
S′1
⋃
S′2
⋃
...
⋃
S′m nach dem ersten Modifizieren von P nicht mehr korrekt wa¨re,
da im Allgemeinen nicht nur die Voxel einer einzelnen digitalen Kugel S ′i aus P
ausgeschlossen werden, sondern auch weitere Voxel der Menge S′ \S′i. Aus diesem
Grund erfolgt das Eindru¨cken sofort nach der Erzeugung einer maximal großen di-
gitalen Kugel. Im Anschluss daran wird wieder eine maximal große digitale Kugel
erzeugt und zwar aus der Menge der aus S′ in P verbliebenen Voxel. Diese wird
dann wieder modifiziert. Diese Schritte werden wiederholt bis kein Voxel aus der
Menge S′ mehr in P liegt.
Die Auswahl der Menge der Fla¨chen, die bezu¨glich einer digitalen Kugel S′i
eingedru¨ckt werden sollen, erfolgt nun analog zum Verfahren bei Konkavita¨ten
(siehe Abschnitt 4.2.3), denn die so erzeugten digitalen Kugeln sind Konkavita¨ten
mit g = 0.
Im Laufe des Zerlegungsverfahrens kommt es auch dazu, dass keine digitale
Kugel mehr erzeugt werden kann, die aus mehr als einem einzelnen Voxel besteht.
In diesem Fall muss das Eindru¨cken fu¨r dieses einzelne Voxel durchgefu¨hrt werden,
was sich jedoch nicht vom Eindru¨cken gema¨ß Definition PR unterscheidet, denn
auch hier gibt es eine Fla¨che, die mit der aus einem Voxel bestehenden ZKH
inzidiert, d.h. mindestens eine 0-Zelle, die das einzelne Voxel berandet, liegt auf
der anderen Seite der Fla¨che als das einzelne Voxel.
Das hier beschriebene Verfahren zur Zerlegung einer Menge von Hintergrund-
voxeln, die innerhalb eines Polyeders P ein Objekt mit g > 0 bilden, fasst die
Menge der Hintergrundvoxel als Menge von konvexen Komponenten auf und fu¨hrt
die Modifikation wie bei Objekten mit Konkavita¨ten durch. Prinzipiell ist dieses
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Verfahren auf jede Art von Zusammenhangskomponenten von Hintergrundvoxeln
anwendbar, die mit Fla¨chen des Polyeders P inzidieren. Jedoch ist die Anwen-
dung dieses Verfahrens aufgrund der aufwa¨ndigen Zerlegung in digitale Kugeln
fu¨r Zusammenhangskomponenten, die durch rekursives Eindru¨cken handhabbar
sind, nicht zweckma¨ßig. Vor allem besteht hierfu¨r der Grund in der Mo¨glichkeit
des Auftretens einzelner Voxel bei der Zerlegung und der darauf aufbauenden Mo-
difikation durch Eindru¨cken.
4.5.5 Verzweigte Tunnel
Eine weitere Klasse von Zusammenhangskomponenten von Hintergrundvoxeln in-
nerhalb eines Polyeders P bleibt zu untersuchen. Hierbei handelt es sich um die
durch Definition TU (siehe S.51) beschriebenen Tunnel, die mit mehr als zwei
Mengen zusammenha¨ngender Fla¨chen von P inzidieren, also die Klasse der ver-
zweigten Tunnel.
Abbildung 4.27: Konvexe Hu¨lle eines Objektes S mit verzweigtem Tun-
nel, dessen Oberfla¨che selbst das Geschlecht g = 1 besitzt.
Definition TU erlaubt es, dass verzweigte Tunnel eine Oberfla¨che mit Geschlecht
g ≥ 0 besitzen, d.h. sie ko¨nnen selbst Tunnel enthalten (siehe Beispiel in Abbildung
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4.27). Die konvexe Hu¨lle CH(S′) einer ZKH S′ kann Zusammenhangskomponenten
von Objektvoxeln enthalten, die eine Oberfla¨che mit Geschlecht g ≥ 0 besitzen,
d.h. die Komponenten der Objektvoxel ko¨nnen ebenfalls Tunnel enthalten. Die
Menge dieser Objektvoxel sei mit S′′ bezeichnet.
Die Modifikation eines Polyeders P , welches verzweigte Tunnel entha¨lt, muss in
Abha¨ngigkeit vom Geschlecht g der Oberfla¨che von S′ und S′′ verschieden durch-
gefu¨hrt werden. Dabei sind die folgenden vier Fa¨lle zu unterscheiden:
(I) Die Menge S′ und die Menge S′′ besitzen jeweils eine Oberfla¨che mit g = 0.
(II) Die Menge S′ besitzt eine Oberfla¨che mit g = 0 und die Oberfla¨che der Menge
S′′ besitzt das Geschlecht g > 0.
(III) Die Menge S′ besitzt eine Oberfla¨che mit g > 0 und die Oberfla¨che der Menge
S′′ besitzt das Geschlecht g = 0.
(IV) Beide Mengen S′ und S′′ besitzen jeweils eine Oberfla¨che mit g > 0.
Der Fall (I) entspricht dem verzweigten Analogon eines einfachen unverzweigten
Tunnels, d.h. die konvexe Hu¨lle CH(S′) entha¨lt keine Zusammenhangskompo-
nenten von Objektvoxeln mit g > 0. Objekte dieser Klasse ko¨nnen mittels des
Verfahrens des Ausschneidens mit anschließender Modifikation, wie in Abschnitt
4.5.1 beschrieben, polyedrisiert werden. Der Unterschied besteht hierbei lediglich
in der Anzahl der Randkomponenten der Menge ST von Fla¨chen.
Die Fa¨lle (II) bis (IV) enthalten in der Menge der Objektvoxel oder in der Menge
der Hintergrundvoxel oder in beiden Mengen Zusammenhangskomponenten, deren
Oberfla¨che das Geschlecht g > 0 besitzt. Diese Objekte ko¨nnen genau wie die
Objekte mit nicht-einfachen unverzweigten Tunneln gema¨ß der in den Abschnitten
4.5.3 bzw. 4.5.4 dargestellten Verfahren polyedrisiert werden.
Eine U¨bersicht u¨ber die Klassen von Zusammenhangskomponenten ist in Ab-
schnitt 4.6.1 dargestellt.
Die Modifikation von Objekten, die in ihrer konvexen Hu¨lle verzweigte Tunnel
als ZKHs enthalten bzw. von Objekten, die in ihrer konvexen Hu¨lle selbst einen
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verzweigten Tunnel bilden, erfolgt somit durch bereits beschriebene Verfahren und
erfordert nicht die Entwicklung neuer Ansa¨tze.
4.5.6 Erhaltung der Konvexita¨t von Fla¨chen
Konvexe Polyeder besitzen ausschließlich konvexe Fla¨chen. Durch die Modifika-
tion eines Polyeders geht die Konvexita¨t verloren und Fla¨chen, deren Rand aus
mehr als drei Kanten besteht, ko¨nnen nicht-konvex sein. Bei der Realisierung des
in Abschnitt 4.5.3 beschriebenen Verfahrens wurde festgestellt, dass nicht-konvexe
Fla¨chen das Eindru¨cken erschweren, da das einzudru¨ckende Gebiet der Oberfla¨che
Ausla¨ufer besitzen kann, die weit von den Zielzellen des Eindru¨ckens entfernt sind.
Bei einer solchen Modifikation wird das Polyeder so verformt, dass die Polyedri-
sierung erschwert wird.
Um dieses Problem beim heuristischen Verfahren zu umgehen und auch, um ei-
ne Oberfla¨che zu erzeugen, die aus kompakten Fla¨chen besteht, ist es erforderlich,
nicht-konvexe Fla¨chen zu vermeiden und demnach die Konvexita¨t von Fla¨chen zu
erzwingen. Da die Nicht-Konvexita¨t von Fla¨chen nur dann auftreten kann, wenn
nach einer Modifikation zwei Polyeder zusammengefu¨gt werden und dabei zwei
benachbarte komplanare Fla¨chen entstehen, ist die U¨berpru¨fung der Erhaltung
der Konvexita¨t lediglich an dieser Stelle erforderlich. Der dafu¨r entwickelte Ansatz
pru¨ft demnach beim Zusammenfu¨gen zweier komplanarer Fla¨chen, ob die resultie-
rende Fla¨che weiterhin konvex ist.
Abbildung 4.28 zeigt ein Beispiel fu¨r das Zusammenfu¨gen zweier komplanarer
Fla¨chen F1 und F2. Die Kante E, mit der beide Fla¨chen inzidieren, hat die End-
punkte P1 und P2. Vom Rand der Fla¨che F1 inzidiert die Kante E1v mit P1 und die
Kante E1n mit P2. Analog inzidiert E2n mit P1 und E2v mit P2. Die Strecke E1, die
den Startpunkt P1v von E1v mit dem Endpunkt P2n von E2n verbindet, schneidet
die Gerade, die durch die Punkte P1 und P2 bestimmt ist, im Schnittpunkt S1.
Analoges gilt fu¨r S2.
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Abbildung 4.28: Kriterium zur U¨berpru¨fung der Konvexita¨t beim Zu-
sammenfu¨gen zweier Fla¨chen F1 und F2.
Das konvexita¨tserhaltende Kriterium sei durch folgendes Theorem bestimmt:
Theorem KE: Zwei komplanare konvexe Fla¨chen F1 und F2 ko¨nnen zu einer
konvexen Fla¨che F zusammengefu¨gt werden, wenn S1 und S2 auf der mit beiden
Fla¨chen inzidierenden Kante E zwischen den Endpunkten P1 und P2 oder auf P1
bzw. P2 liegen.
Beweis: Im Folgenden sei S1 betrachtet. Gema¨ß der Definition einer konvexen
Menge K liegt die Verbindungsstrecke zweier Punkte aus K immer vollsta¨ndig in-
nerhalbK. Da die Kante E mit zwei konvexen Fla¨chen F1 und F2 inzidiert, liegt sie
beim Zusammenfu¨gen der beiden Fla¨chen vollsta¨ndig innerhalb der resultierenden
Fla¨che F .
Fu¨r den Fall, dass F konvex ist, muss auch die Verbindungsstrecke E1 der
Punkte P1v und P2n vollsta¨ndig innerhalb F liegen. Da der Punkt P1 auf einer Seite
dieser Verbindungsstrecke liegt und P2 auf der anderen, da P2 nicht zum Dreieck
P1vP1P2n geho¨rt, mu¨ssen sich E1 und E innerhalb F im Punkt S1 schneiden. Da
E und E1 vollsta¨ndig innerhalb F liegen, liegt auch S1 innerhalb F und somit auf
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E zwischen den Punkten P1 und P2.
Der besondere Fall, in dem E1v und E2n kollinear sind, fu¨hrt dazu, dass die Stre-
cke E1 den Punkt P1 entha¨lt und damit die Strecke E in diesem Punkt schneidet.
In diesem Fall sind S1 und P1 identisch.
Das hier fu¨r den Schnittpunkt S1 Gesagte gilt analog auch fu¨r den Schnittpunkt
S2.
2
Die U¨berpru¨fung der Erhaltung der Konvexita¨t beim Zusammenfu¨gen zweier kom-
planarer Fla¨chen F1 und F2 erfolgt somit durch die Berechnung der Schnittpunkte
S1 und S2 und dem Vergleich ihrer Koordinaten mit denen der Punkte P1 und P2,
um festzustellen, ob sich sowohl S1 als auch S2 im Intervall [P1, P2] befinden. Ist
dies erfu¨llt, ist die zusammengefu¨gte Fla¨che F konvex.
Hierbei sei anzumerken, dass sowohl P1v und P1n als auch P2v und P2n identisch
sein ko¨nnen, d.h. dass sowohl F1 als auch F2 Dreiecke sein ko¨nnen. Sind beide
Fla¨chen Dreiecke, existiert nur ein Schnittpunkt, der jedoch auch in diesem Fall
zwischen P1 und P2 liegen muss, damit die aus beiden Dreiecken zusammengesetzte
Fla¨che konvex ist.
4.6 Zusammenfassung
4.6.1 Klassifikation der Objekte
Gema¨ß der Definitionen in Abschnitt 4.2.2 soll hier zusammengefasst werden, wel-
che Arten von Zusammenhangskomponenten S′ von Hintergrundvoxeln innerhalb
eines Polyeders P existieren ko¨nnen und welche Arten von Zusammenhangskom-
ponenten von Objektvoxeln sich innerhalb der konvexen Hu¨lle CH(S′) befinden
ko¨nnen.
Die Definitionen CO, CA und TU erzeugen eine Unterteilung aller mo¨glichen
Zusammenhangskomponenten von Hintergrundvoxeln nach der Anzahl der stark
zusammenha¨ngenden Mengen von Fla¨chen eines Polyeders P , die mit jeder Zu-
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sammenhangskomponente inzidieren. Abbildung 4.29 soll diese Unterteilung ver-
deutlichen:
Zusammenhangskomponente S′
von Hintergrundvoxeln ist
? ? ?
Konkavita¨t Hohlraum Tunnel
CH(S′) kann
enthalten
CH(S′) kann
enthalten
CH(S′) kann
enthalten
? ?
Konkavita¨t Tunnel
? ? ? ?
? ?
Konkavita¨t Tunnel
? ? ? ?
? ?
Konkavita¨t Tunnel
? ? ? ?...
Abbildung 4.29: Klassifikation der Zusammenhangskomponenten von
Hintergrundvoxeln innerhalb eines Polyeders P .
Mit Abbildung 4.29 soll veranschaulicht werden, dass jede ZKH, sofern sie nicht
konvex ist, wiederum Zusammenhangskomponenten von Objektvoxeln enthalten
kann, die innerhalb der konvexen Hu¨lle CH(S′) der Komponente S′ entweder eine
Konkavita¨t oder einen Tunnel bilden ko¨nnen. Zusammenhangskomponenten von
Objektvoxeln, die Hohlra¨ume bilden, ko¨nnen in CH(S′) nicht enthalten sein, da
diese Voxel dann nicht mit den Voxeln der Menge S, die außerhalb von CH(S ′)
liegen, stark zusammenha¨ngend sind, was jedoch aus der Forderung an die Eigen-
schaften der Menge S folgt. Daher ko¨nnen lediglich Konkavita¨ten und Tunnel in
den tieferen Ebenen des rekursiven Enthaltenseins auftreten.
Das Geschlecht g des Randes ∂S′ wird nach den Definitionen CO, CA und TU
nicht betrachtet. Daher kann beispielsweise eine Konkavita¨t gema¨ß Definition CO
ein Torus sein oder ein Hohlraum kann Tunnel enthalten. Dies ist fu¨r die Klassifika-
tion der ZKHs jedoch nicht von Bedeutung, da die entsprechenden Untersuchungen
wa¨hrend der Modifikation durchgefu¨hrt werden, so dass eine Konkavita¨t, die einen
Torus bildet, anhand ihres Geschlechts g erkannt wird.
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Die weitere Unterteilung der Klasse der Zusammenhangskomponenten, die Tun-
nel bilden, soll in der folgenden Abbildung zusammengefasst werden:
S′ ist Tunnel und ist
? ?
unverzweigt verzweigt
CH(S′) kann
enthalten
? ?
einfach nicht-einfach
CH(S′) kann
enthalten
CH(S′) kann
enthalten
?
Konkavita¨t
? ?
Konkavita¨t Tunnel
? ?
Konkavita¨t Tunnel
Abbildung 4.30: Klassifikation der Tunnel.
Anhand dieser beiden U¨bersichten u¨ber die Klassifikation der Zusammenhangs-
komponenten sollen die in Abschnitt 4.4 und 4.5 beschriebenen Modifikationsver-
fahren den entsprechenden Klassen zugeordnet werden.
Eine Zusammenhangskomponente S′ von Hintergrundvoxeln, welche innerhalb
eines Polyeders P eine Konkavita¨t bildet, wird durch Eindru¨cken gema¨ß Definition
PR (siehe Abschnitt 4.4.1) modifiziert. Dabei kann S′ eine konvexe Menge sein,
was bedeutet, dass die Modifikation an dieser Zusammenhangskomponente eine
Rekursionstiefe von 1 erreicht. Die Menge S′ kann jedoch auch nicht-konvex sein,
was weitere Modifikationsschritte erfordert.
Bildet eine Zusammenhangskomponente S′ einen Hohlraum in P , so wird fu¨r
diese Komponente eine unabha¨ngige Polyedrisierung durchgefu¨hrt. Wie in Ab-
schnitt 4.4.2 erwa¨hnt wurde, muss im Anschluss daran jedoch die Orientierung
der Oberfla¨che in die entgegengesetzte Richtung gebracht werden.
Zusammenhangskomponenten, die Tunnel bilden, werden nach Definition TU
in verzweigte und unverzweigte Tunnel klassifiziert. Die Klasse der unverzweig-
4.6. ZUSAMMENFASSUNG 89
ten Tunnel gliedert sich dabei weiterhin in einfache und nicht-einfache Tunnel,
die sich durch die Art der mo¨glicherweise enthaltenen Zusammenhangskomponen-
ten unterscheiden. Dabei sind einfache Tunnel diejenigen, die konvex sind oder
Konkavita¨ten mit g = 0 besitzen. Die hierfu¨r angewandte Modifikation ist das
Ausschneiden gema¨ß Definition AU (siehe Abschnitt 4.5.1).
Fu¨r nicht-einfache Tunnel, also solche, die unverzweigt sind, aber selbst Tunnel
aus Voxeln der jeweils anderen Art besitzen ko¨nnen, wurden zwei mo¨gliche Modifi-
zierungsverfahren vorgestellt, na¨mlich ein heuristisches Verfahren (siehe Abschnitt
4.5.3) und das Verfahren der Komponentenzerlegung (siehe Abschnitt 4.5.4).
Auch fu¨r die Klasse der verzweigten Tunnel ko¨nnen diese beiden Verfahren
angewandt werden.
Somit ist fu¨r jede mo¨gliche Zusammenhangskomponente von Hintergrundvoxeln
innerhalb eines Polyeders P ein Modifizierungsverfahren entwickelt worden, wel-
ches durch rekursives Anwenden zu einem Polyeder Pˆ fu¨hrt, welches im Inneren
nur Voxel der Menge S entha¨lt und keine Voxel der Menge A\S und bei dem sich
keine Voxel der Menge S im A¨ußeren befinden, denn solange das Polyeder P nicht
die Menge S von der Menge A \ S trennt, finden weitere Modifizierungen statt.
4.6.2 Grad der Nicht-Konvexita¨t
Die in diesem Kapitel beschriebenen Modifikationsverfahren fu¨r nicht-konvexe
Polyeder P fu¨hren zu einer schrittweisen Vera¨nderung des Grades der Nicht-
Konvexita¨t Gnc(P ). Die erwa¨hnte Tiefe der Rekursion des Verfahrens des Ein-
dru¨ckens passt zur Definition dieses Maßes, denn in jedem Schritt des Eindru¨ckens
wird das Polyeder um eine konvexe Ein- bzw. Ausbuchtung vera¨ndert, was Gnc(P )
gema¨ß Definition NK (siehe S.10) um 1 erho¨ht, wenn die betrachtete Konkavita¨t
diejenige ist, die den maximalen Grad der Nicht-Konvexita¨t besitzt.
Da der Grad der Nicht-Konvexita¨t fu¨r Konkavita¨ten definiert wurde, bleibt zu
erwa¨hnen, wie sich dieses Maß bei Hohlra¨umen und Tunneln vera¨ndert.
Eine Menge S von Zellen ist nur dann konvex, wenn sie gema¨ß Definition DCS
(siehe S.169) der Durchschnitt digitaler Halbra¨ume ist. Die konvexe Hu¨lle CH(S)
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einer konvexen Menge S von Zellen entha¨lt keine Zellen des Komplementes von S,
also der Menge A \ S, da die konvexe Hu¨lle vollsta¨ndig innerhalb jeder durch die
Seitenfla¨chen bestimmten abgeschlossenen Halbra¨ume liegt und somit den Durch-
schnitt all dieser Halbra¨ume darstellt. Das Polyeder P , welches die konvexe Hu¨lle
CH(S) einer konvexen Menge S repra¨sentiert, trennt damit S von A \ S.
Ein nicht-konvexes Polyeder P , welches S von A \ S trennt, entha¨lt im Allge-
meinen keine konvexe Menge S, denn fu¨r eine konvexe Menge wu¨rde die Polyedri-
sierung bereits nach der Erzeugung der konvexen Hu¨lle beendet sein.
Da ein nicht-konvexes und trennendes Polyeder P Konkavita¨ten, Hohlra¨ume
und Tunnel besitzen kann, soll der Grad der Nicht-Konvexita¨t jeweils auch durch
Hohlra¨ume und Tunnel vera¨ndert werden ko¨nnen. Hierfu¨r sei die Definition des
Grades der Nicht-Konvexita¨t dahingehend zu erweitern, dass auch ein Tunnel
oder ein Hohlraum den Wert dieses Maßes in der gleichen Weise wie Konka-
vita¨ten erho¨hen. Das bedeutet, dass eine Menge S von Voxeln, die keine Kon-
kavita¨t entha¨lt, jedoch einen konvexen Hohlraum S′ im Inneren, nach Anwendung
der Polyedrisierung von einem Polyeder P umschlossen wird, welches den Grad
Gnc(P ) = 1 besitzt, da die konvexe Hu¨lle CH(S) aufgrund des Hohlraumes genau
einmal modifiziert werden muss, um S von A \ S zu trennen. In gleicher Weise
trifft dies auch auf Tunnel zu.
Nicht-konvexe Hohlra¨ume oder Tunnel unterliegen ebenso der rekursiven Modi-
fikation, was die Anwendung des Grades der Nicht-Konvexita¨t auch hier ermo¨glicht.
Damit besitzt ein modifiziertes Polyeder Pˆ , welches Hohlra¨ume oder Tunnel
entha¨lt, den Grad der Nicht-Konvexita¨t, der um genau eins gro¨ßer ist, als der
maximale Grad der Nicht-Konvexita¨t jener Polyeder P ′, die die Hohlra¨ume oder
Tunnel von den Zellen der Menge S trennen.
4.6.3 Endlichkeit des Algorithmus
Gema¨ß seiner intuitiven Definition (siehe z.B. [45]) muss ein Algorithmus nach
endlich vielen Schritten enden. Diese Forderung wird von dem in diesem Kapitel
beschriebenen Polyedrisierungsalgorithmus fu¨r jedes Objekt S erfu¨llt. Um dies zu
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zeigen, ist es notwendig, zu belegen, dass
1. der Algorithmus zur Erzeugung der konvexen Hu¨lle einer Menge S von Voxeln
nach endlich vielen Schritten endet und
2. dass die rekursive Anwendung des Algorithmus zur Erzeugung der konvexen
Hu¨lle auf Teilmengen aus S bzw. A \ S nur endlich oft erfolgt.
Zuna¨chst soll gezeigt werden, dass die Erzeugung der konvexen Hu¨lle einer Men-
ge S von Voxeln nur endlich viele Schritte beno¨tigt. Hierfu¨r kann vorausgesetzt
werden, dass die Menge S endlich ist, da dies gema¨ß Problemdefinition (siehe
S.21) festgelegt ist. Die fu¨r das Aufspannen der konvexen Hu¨lle beno¨tigte Men-
ge der Kandidatenvektoren ist eine Teilmenge der Zellen aus S und ist somit
ebenfalls endlich. Das initiale Tetraeder hat endlich viele Fla¨chen, Kanten und
Ecken. Beim Erweitern des Tetraeders mit der Menge L der Kandidatenvektoren
sind gema¨ß Definition VI (siehe S.37) endlich viele Fla¨chen sichtbar und werden
durch Anwendung endlich vieler Schritte durch neue Fla¨chen ersetzt, deren Anzahl
ebenfalls endlich ist. Da somit jede zu verarbeitende Menge endlich viele Elemente
besitzt und in jedem Teilschritt des Algorithmus endlich viele Teiloperationen aus-
zufu¨hren sind, endet der Algorithmus zur Erzeugung der konvexen Hu¨lle ebenfalls
nach endlich vielen Schritten.
Das Polyedrisierungsverfahren ist eine rekursiv wiederholte Anwendung des Al-
gorithmus zur Erzeugung der konvexen Hu¨lle. Damit dieses Verfahren nach end-
lich vielen Schritten endet, muss sichergestellt sein, dass die rekursiv wiederholte
Anwendung der Erzeugung der konvexen Hu¨lle nur endlich oft erfolgt. Dies ist da-
durch gegeben, dass eine ZKH S′ innerhalb eines Polyeders P eine echte Teilmenge
aller Voxel innerhalb P ist. Bei der rekursiven Modifikation des Polyeders P ist
jede Zusammenhangskomponente S′′ von Voxeln innerhalb eines Teilpolyeders P ′,
welches die Menge S′ vollsta¨ndig umschließt, ebenfalls eine echte Teilmenge aller
Voxel innerhalb P ′. Aus diesem Grund wird mit zunehmender Rekursionstiefe die
Anzahl der Voxel innerhalb einer Zusammenhangskomponente kleiner. Weiterhin
ko¨nnen innerhalb eines Polyeders P nur endlich viele Zusammenhangskomponen-
ten von Voxeln enthalten sein, da die Menge der Voxel in jedem Schritt endlich
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ist. Da nun also Rekursionstiefe und Anzahl der Zusammenhangskomponenten
endlich sind, ist der Polyedrisierungsalgorithmus ein nach endlich vielen Schritten
endendes Verfahren.
4.6.4 Zeitkomplexita¨t des Algorithmus
Wie in Abschnitt 4.1.1 bereits erwa¨hnt wurde, sind die Algorithmen zur Erzeugung
der konvexen Hu¨lle mit einer Zeitkomplexita¨t von O(n2) bzw. O(n log n) realisier-
bar. Das hier verwendete Verfahren zur Erzeugung der konvexen Hu¨lle einer Menge
S von Voxeln ist ein inkrementelles Verfahren und hat eine quadratische Zeitkom-
plexita¨t. Diese kommt zustande durch eine lineare Abha¨ngigkeit des Algorithmus
von der Anzahl der Voxel und die in jedem Schritt linear wachsende Anzahl von
Fla¨chen des Polyeders, die bezu¨glich der Sichtbarkeit zu pru¨fen sind.
Der Polyedrisierungsalgorithmus besitzt die Erzeugung der konvexen Hu¨lle als
Teiloperation, die wiederholt ausgefu¨hrt wird. Eine weitere Teiloperation, die von
der Form und der Gro¨ße des Objektes S abha¨ngt, ist die Bestimmung der Zusam-
menhangskomponenten von Hintergrundvoxeln, welche durch einen Algorithmus
mit linearer Zeitkomplexita¨t realisert wird. Die Klassifikation der Zusammenhangs-
komponenten in Konkavita¨ten, Hohlra¨ume und Tunnel erfolgt durch das Markieren
sichtbarer Fla¨chen des Polyeders und besitzt ebenfalls lineare Zeitkomplexita¨t in
Bezug auf die Anzahl der Fla¨chen des Polyeders.
Die Zeitkomplexita¨t der rekursiven Modifikation ha¨ngt von der Anzahl und
Form (Grad der Nicht-Konvexita¨t) der Zusammenhangskomponenten ab und wird
als von der Anzahl der Voxel in S unabha¨ngig angesehen.
Die Kombination der Teiloperationen bei der Polyedrisierung fu¨hrt zu einer
Gesamtzeitkomplexita¨t von O(n2+m2 · k), wobei n auf die Anzahl der Voxel in S
bezogen ist, m auf den Grad der Nicht-Konvexita¨t des resultierenden Polyeders P
und k auf die Anzahl der Komponenten von Hintergrundvoxeln in CH(S). Damit
besitzt der Polyedrisierungsalgorithmus eine Zeitkomplexita¨t der Gro¨ßenordnung
O(n3).
Kapitel 5
Berechnung des Volumens der Polyeder
5.1 Definition
Zu einem AC Komplex A, der in den Kartesischen Raum eingebettet ist, kann
das Volumen bestimmt werden. Das Volumen VS eines Teilkomplexes S ⊂ A ist
bestimmt durch
VS = NV · h
3 (5.1)
Dabei bezeichnet NV die Anzahl der 3-Zellen in S und h die Gitterkonstante, also
die La¨nge einer 1-Zelle. Das Volumen VS der Menge S kann somit durch Abza¨hlen
seiner 3-Zellen sehr einfach berechnet werden.
Die Berechnung des Volumens VP eines Polyeders, welches die Menge S im
Inneren entha¨lt, ist dagegen nicht durch eine einfache Formel berechenbar. So wie
im 2-dimensionalen Raum der Fla¨cheninhalt eines allgemeinen Polygons nur durch
Zerlegung in Dreiecke berechnet werden kann, muss die Berechnung des Volumens
eines Polyeders erfolgen, indem der eingeschlossene Raum in Tetraeder zerlegt
wird. Da nicht vorausgesetzt werden kann, dass diese Tetraeder in irgendeiner
Form regelma¨ßig sind, kommt die allgemeine Formel zur Berechnung des Volumens
einer Pyramide zum Einsatz:
VT =
1
3
· AG · l (5.2)
Hierbei ist AG der Fla¨cheninhalt der Grundfla¨che des Tetraeders und l seine Ho¨he.
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Da die Grundfla¨che des Tetraeders ein Dreieck ist und da die Koordinaten der
Ecken bekannt sind, kann AG gema¨ß der Formeln 7.2 und 7.3 (siehe S.113) be-
rechnet werden. Die Ho¨he l ist definiert als der Abstand der Spitze einer Pyramide
von seiner Grundfla¨che. Hierfu¨r muss demnach der Abstand der vierten Ecke des
Tetraedes von der Ebene berechnet werden, die durch die drei anderen Ecken be-
stimmt wird. Die Berechnung des Abstandes d eines Punktes von einer Ebene im
Raum kann gema¨ß folgender Formel [5] erfolgen:
d = ~n · (~x− ~p) (5.3)
Dabei bezeichnen ~n den normierten Normalenvektor der Ebene, ~x den Ortsvektor
eines Punktes innerhalb der Ebene und ~p den Ortsvektor des Punktes, dessen
Abstand zur Ebene berechnet werden soll.
5.2 Berechnung
Die Berechnung des Volumens VP des Polyeders P kann erfolgen, indem P in
Tetraeder zerlegt wird. Dies entspricht der 3-dimensionalen Verallgemeinerung des
Problems der Triangulation eines Polygons im 2-dimensionalen Raum. Es gibt
zu diesem Problem jedoch keine triviale Lo¨sung, sondern es ist ein Algorithmus
erforderlich, um das Problem zu lo¨sen.
Das Zerlegungsproblem soll hier jedoch umgangen werden, da die Volumenbe-
rechnung auch inkrementell wa¨hrend der Polyedrisierung erfolgen kann.
Wa¨hrend des Polyedrisierungsverfahrens ist in jedem Schritt die Berechnung
des Volumens des aktuellen Polyeders effizient mo¨glich. Zuna¨chst wird mit der
Erzeugung der konvexen Hu¨lle begonnen und dies erfolgt durch Aufspannen eines
initialen Polyeders, welches ein Tetraeder ist (siehe Abschnitt 4.1.4). Das Volumen
des initialen Polyeders kann somit gema¨ß Formel 5.2 berechnet werden.
Bei der Erzeugung der konvexen Hu¨lle wa¨chst in jedem Schritt, in dem sichtbare
Fla¨chen vorhanden sind, das Volumen, da diejenige Zelle der Menge L, die eine
neue Ecke der konvexen Hu¨lle wird, außerhalb des aktuellen Polyeders liegt und in
dieses aufgenommen wird. Es muss somit zu dem Volumen des aktuellen Polyeders
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das Volumen addiert werden, welches von den sichtbaren Fla¨chen und den neu
erzeugten Dreiecken eingeschlossen wird. Hierbei treten zwei Fa¨lle auf:
1. Die konvexe Hu¨lle ist ein trianguliertes Polyeder und besitzt ausschließlich
Dreiecke als Fla¨chen.
2. Die konvexe Hu¨lle ist kein trianguliertes Polyeder und besitzt n-Ecke (n ≥ 3)
als Fla¨chen.
In beiden Fa¨llen kann die Menge der sichtbaren Fla¨chen aus mehreren Fla¨chen
bestehen, die weiterhin im Allgemeinen nicht komplanar sind. Aus diesem Grund
kann das zu addierende Volumen des Polyeders, welches aus den sichtbaren und
den neuen Fla¨chen besteht, nicht gema¨ß der Formel 5.2 berechnet werden.
Weiterhin haben beide Fa¨lle gemeinsam, dass aus je einer sichtbaren Fla¨che
und der neuen Ecke eine Pyramide bestimmt werden kann, deren Volumen gema¨ß
Formel 5.2 zu berechnen ist. Der Unterschied beider Fa¨lle besteht lediglich darin,
dass im ersten Fall die Pyramide ein Tetraeder ist und im zweiten Fall nicht
unbedingt.
Das Volumen VCH(S) der konvexen Hu¨lle ist somit die Summe der Volumina
aller Pyramiden, die in jedem Schritt erzeugt werden.
Bei der Modifikation der konvexen Hu¨lle einer nicht-konvexen Menge S erfolgen
mit den Operationen des Eindru¨ckens (siehe S.60) und des Ausschneidens (siehe
S.70) auch Vera¨nderungen des Volumens des Polyeders P . Bei diesen Operationen
wird eine Menge von Fla¨chen von P durch eine neue Menge von Fla¨chen ersetzt,
die innerhalb von P liegen. Das eingeschlossene Volumen im Polyeder P ′, welches
aus der Menge der beim Eindru¨cken bzw. Ausschneiden zu ersetzenden Fla¨chen
und den neu erzeugten Fla¨chen besteht, liegt dabei vollsta¨ndig im Inneren von P ,
wodurch sich das Volumen VP um VP ′ verringert.
Beim Eindru¨cken wird a¨hnlich der Erzeugung der konvexen Hu¨lle ein Polyeder
P ′ erzeugt, welches schrittweise durch Erweitern eines initialen Polyeders entsteht.
Da das initiale Polyeder beim Eindru¨cken nicht zwangsla¨ufig ein Tetraeder ist,
sondern aus der Menge der sichtbaren Fla¨chen des einzudru¨ckenden Polyeders
und einer weiteren Ecke c1 ∈ L
′ aufgespannt wird, muss die Volumenberechnung
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des initialen Polyeders erfolgen, indem mit jeder sichtbaren Fla¨che und der Ecke c1
eine Pyramide erzeugt wird, deren Volumen gema¨ß Formel 5.2 berechnet werden
kann. Beim Erweitern der initialen Hu¨lle kann dann analog der Erzeugung der
konvexen Hu¨lle vorgegangen werden, so dass nach der Aufnahme aller Zellen aus
L′ in P ′ die Summe aller Volumina der in jedem Schritt erzeugten Pyramiden das
Volumen von P ′ ergibt. Bei der Vereinigung von P mit P ′ muss somit lediglich
das Volumen von P ′ von P subtrahiert werden.
Beim Ausschneiden kann in analoger Weise das Volumen des Polyeders P ′ be-
rechnet werden, welches mit P vereinigt wird. Auch in diesem Fall liegt der Raum-
inhalt von P ′ vollsta¨ndig in P , so dass das Volumen von P ′ vom Volumen von P
subtrahiert werden muss, um das Volumen des modifizierten Polyeders zu erhalten.
Die rekursive Anwendung der Modifikation eines Polyeders durch Eindru¨cken
bzw. Ausschneiden ist mit der Volumenberechnung ebenfalls vereinbar, denn in
jedem Schritt wird ein zu modifizierenden Polyeder mit einem zweiten, kleine-
ren Polyeder vereinigt, welches vollsta¨ndig innerhalb des ersten liegt, wodurch in
jedem Schritt das Volumen des zweiten Polyeders von dem Volumen des ersten
Polyeders subtrahiert werden kann, um das Volumen des modifizierten Polyeders
zu ermitteln.
Somit kann wa¨hrend der Polyedrisierung die Volumenberechnung des resultie-
renden Polyeders Pˆ erfolgen.
Kapitel 6
Minimalita¨t der Fla¨chenanzahl der
Polyeder
In diesem Kapitel soll untersucht werden, fu¨r welche Klassen von Objekten die
erzeugten Polyeder eine minimale Fla¨chenanzahl besitzen.
6.1 Fla¨chenanzahl der konvexen Hu¨lle konvexer Objek-
te
Gema¨ß Definition CH ist die konvexe Hu¨lle CH(S) eines Teilkomplexes S eines
AC Komplexes A das kleinste AG Polyeder P , welches S vollsta¨ndig entha¨lt und
konvex ist. Ist dabei die Menge S eine konvexe Menge gema¨ß Definition DCS (sie-
he S.169), so gilt folgende Aussage:
Lemma TR: Die konvexe Hu¨lle CH(S) einer digitalen konvexen Teilmenge S von
3-Zellen eines AC Komplexes A entha¨lt keine 3-Zellen der Menge A \ S.
Beweis: Ein Subkomplex S eines AC Komplexes A ist eine digitale konvexe Teil-
menge, wenn S der Durchschnitt digitaler Halbra¨ume ist. Daraus folgt, dass jede
3-Zelle c3 ∈ S alle Ungleichungen erfu¨llt, die die Halbra¨ume bestimmen, deren
Durchschnitt S ist. Und es folgt weiterhin, dass in S keine Zelle liegt, die mindes-
tens eine Ungleichung nicht erfu¨llt.
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Das AG Polyeder P , das die konvexe Hu¨lle CH(S) der Menge S repra¨sentiert,
besitzt ausschließlich 3-Zellen c3 ∈ S als Ecken. Dies folgt aus der Definition der
Menge L der Kandidatenvektoren (siehe Abschnitt 4.1.2 bzw. 4.1.3), welche eine
Teilmenge aller Zellen aus S ist. Gema¨ß Definition CP (siehe S.8) erfu¨llt jede Ecke
von P alle linearen Ungleichungen, die zu jeder Fla¨che von P geho¨ren. Damit
erfu¨llen auch alle Zellen aus S, die im Inneren von P liegen, die Ungleichungen,
die zu den Fla¨chen von P geho¨ren.
Es bleibt zu zeigen, dass alle 3-Zellen aus A, die innerhalb P liegen, zum Teil-
komplex S geho¨ren. Da jede Ecke einer Fla¨che Fi von P einer 3-Zelle aus S ent-
spricht, bestimmt die Ungleichung der Fla¨che Fi einen Halbraum Hi, in dem alle
3-Zellen aus S liegen. Der Durchschnitt aller Halbra¨ume Hi ist gema¨ß Definition
DCS eine digitale konvexe Teilmenge S¯ mit S ⊆ S¯, da alle 3-Zellen aus S in jedem
Halbraum Hi liegen.
Eine 3-Zelle c3
S¯
∈ S¯, die gleichzeitig zur Menge A \ S geho¨rt, kann keine Ecke
von P sein, da alle Ecken von P 3-Zellen aus S sind. c3
S¯
kann weiterhin auch nicht
in einer Fla¨che F von P liegen, da sie dann eine Konvexkombination der Ecken
von F wa¨re, was bedeuten wu¨rde, dass sie entweder zu S geho¨ren mu¨sste oder S
wa¨re sonst nicht konvex. c3
S¯
kann aus dem gleichen Grund auch nicht auf einer
Kante von P liegen. Abschließend kann c3
S¯
auch nicht im Inneren von P liegen, da
sie auch in diesem Fall eine Konvexkombination von Ecken von P und somit von
3-Zellen aus S wa¨re und demnach entweder zu S geho¨rt oder S wa¨re nicht konvex.
Somit wurde gezeigt, dass keine 3-Zelle c3
S¯
∈ S¯, die innerhalb von P liegt, eine
Zelle von A \ S ist. Somit gilt S¯ = S, was bedeutet, dass der Durchschnitt S¯ der
Halbra¨ume Hi, die durch die Fla¨chen der konvexen Hu¨lle CH(S) bestimmt sind,
genau die Menge S ist.
2
Damit gilt, dass ein Polyeder P , welches die konvexe Hu¨lle CH(S) einer digitalen
konvexen Teilmenge S repra¨sentiert, keine 3-Zellen der Menge A \ S entha¨lt, da
sonst S nicht konvex wa¨re.
Es soll nun gezeigt werden, dass die Fla¨chenanzahl der konvexen Hu¨lle minimal
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ist. Das bedeutet, dass kein Polyeder P existiert, welches eine digitale konvexe
Teilmenge S von A \ S trennt, ausschließlich 3-Zellen aus S als Ecken besitzt und
weniger Fla¨chen besitzt als CH(S). Hierbei wird vorausgesetzt, dass die konvexe
Hu¨lle keine komplanaren Fla¨chen besitzt (siehe Abschnitt 4.1.6).
Um die Minimalita¨t der Fla¨chenanzahl beweisen zu ko¨nnen, sind zuvor zwei
Lemmata notwendig:
Lemma TRE: Es existiert kein Polyeder P , welches eine digitale konvexe Teil-
menge S von A \ S trennt, als Ecken ausschließlich 3-Zellen aus S besitzt und
dessen Eckenanzahl kleiner ist als die der konvexen Hu¨lle CH(S).
Beweis: Jede 3-Zelle aus S, die keine Ecke von CH(S) ist, ist eine Konvexkombi-
nation aus anderen 3-Zellen aus S. Damit ist jede Ecke von CH(S) eine 3-Zelle
aus S, fu¨r die keine Konvexkombination anderer 3-Zellen aus S existiert. Ein tren-
nendes Polyeder P , welches weniger Ecken besitzt als die konvexe Hu¨lle CH(S),
jedoch als Ecken nur 3-Zellen aus S besitzt, kann demnach nicht alle 3-Zellen als
Ecken besitzen, die keine Konvexkombination anderer 3-Zellen aus S sind.
Eine 3-Zelle c3 ∈ S, die keine Konvexkombination anderer 3-Zellen aus S und
keine Ecke von P ist, muss demnach im Inneren von P , auf P (ohne Ecke von P
zu sein) oder außerhalb von P liegen. Eine solche 3-Zelle c3 kann jedoch nicht im
Inneren von P oder auf P (ohne Ecke von P zu sein) liegen, da sie in diesen Fa¨llen
eine Konvexkombination anderer 3-Zellen aus S ist. c3 kann auch nicht außerhalb
von P liegen, da P dann die Forderung verletzt, ein Polyeder zu sein, welches S
von A \ S trennt.
Somit besitzt kein trennendes Polyeder P , welches als Ecken ausschließlich 3-
Zellen aus S besitzt, weniger Ecken als die konvexe Hu¨lle CH(S).
2
Lemma TRC: Ein Polyeder P , welches eine digitale konvexe Teilmenge S von
A \ S trennt und dessen Ecken ausschließlich 3-Zellen aus S sind, besitzt die glei-
chen Ecken wie die konvexe Hu¨lle CH(S).
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Beweis: Eine Ecke v von P , die keine Ecke der konvexen Hu¨lle CH(S) ist, kann
eine der folgenden Zellen sein:
1. v ist eine 3-Zelle aus S und liegt innerhalb von CH(S).
2. v ist eine 3-Zelle aus S und liegt innerhalb einer Fla¨che F von CH(S), jedoch
nicht auf dem Rand ∂F dieser Fla¨che.
3. v ist eine 3-Zelle aus S und liegt auf einer Kante von CH(S), ist jedoch keine
Ecke von CH(S).
4. v ist eine Zelle aus S, jedoch keine 3-Zelle.
5. v ist keine Zelle aus S.
Zu 1.: Liegt v im Inneren der konvexen Hu¨lle CH(S), so ist keine Ebene, die
v entha¨lt, der Rand eines Halbraumes, der alle 3-Zellen aus S entha¨lt, denn die
konvexe Hu¨lle ist die kleinste konvexe Menge, die S entha¨lt. Ein Polyeder P ,
welches eine Ecke v im Inneren von CH(S) besitzt, wa¨re damit kleiner und ko¨nnte
somit S nicht vollsta¨ndig enthalten, was die Forderung verletzt, dass P die Menge
S von A \ S trennt.
Zu 2.: Liegt v auf einer Fla¨che F von CH(S), so ist v eine Konvexkombination
derjenigen 3-Zellen aus S, die die Ecken von F sind. Durch die Ecken von F ist
jedoch eine Ebene bestimmt, die einen Halbraum berandet, in dem sich alle Zellen
aus S befinden. Somit muss diese Ebene ebenfalls von den Ecken einer Fla¨che eines
trennenden Polyeders P bestimmt werden, wenn P ausschließlich 3-Zellen aus S
als Ecken besitzen soll. Besitzt P weiterhin diese 3-Zelle v als Ecke, so entstehen
komplanare Fla¨chen in P , die laut Forderung ausgeschlossen sind.
Zu 3.: Liegt v auf einer Kante von CH(S), so entstehen analog zu 2. ebenfalls
komplanare Fla¨chen, die laut Forderung ausgeschlossen sind.
Zu 4.: Ist v eine k-Zelle aus S mit der Dimension k < 3, so widerspricht das der
Forderung, dass jede Ecke von P eine 3-Zelle aus S ist.
Zu 5.: Ist v eine Zelle aus A \ S, so widerspricht das der Forderung, dass jede
Ecke von P eine 3-Zelle aus S ist.
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Somit besitzt jedes Polyeder P , welches S von A \ S trennt und dessen Ecken
ausschließlich 3-Zellen aus S sind, die gleichen Ecken wie die konvexe Hu¨lle CH(S).
2
Es kann nun gezeigt werden, dass die Anzahl der Fla¨chen der konvexen Hu¨lle eines
digitalen konvexen Objektes minimal ist.
Theorem TRM: Es existiert kein Polyeder P , welches eine digitale konvexe Teil-
menge S von A \ S trennt, als Ecken ausschließlich 3-Zellen aus S besitzt und
dessen Fla¨chenanzahl kleiner ist als die der konvexen Hu¨lle CH(S).
Beweis: Gema¨ß Lemma TR befinden sich innerhalb der konvexen Hu¨lle CH(S)
einer digitalen konvexen Teilmenge S ⊂ A keine 3-Zellen aus A \ S, wenn die
Ecken von CH(S) ausschließlich 3-Zellen aus S sind. Daher ist die konvexe Hu¨lle
CH(S) ein Polyeder, welches S von A\S trennt, denn keine 3-Zelle aus A\S liegt
innerhalb CH(S) oder innerhalb von Fla¨chen von CH(S) und keine 3-Zelle aus S
liegt außerhalb von CH(S).
Die Ecken von CH(S) sind eindeutig bestimmt. Es sind alle diejenigen 3-Zellen
aus S, die nicht als Konvexkombination anderer 3-Zellen aus S dargestellt werden
ko¨nnen.
Gema¨ß Lemma TRC ist die Menge der Ecken eines trennenden Polyeders P ,
welches als Ecken 3-Zellen der Menge S besitzt, identisch zur Menge der Ecken
der konvexen Hu¨lle CH(S). Jede Fla¨che eines trennenden Polyeders P entha¨lt
alle Ecken, die eine Ebene bestimmen, auf deren einer Seite alle anderen Ecken
von P liegen. Da dies der Definition der konvexen Hu¨lle entspricht, besitzt jedes
trennende Polyeder P die geichen Fla¨chen wie CH(S) und somit ebenfalls die
gleiche Fla¨chenanzahl.
Das bedeutet, dass kein trennendes Polyeder P zu einer konvexen Menge S
existiert, welches ausschließlich 3-Zellen aus S als Ecken besitzt und verschieden ist
von CH(S), womit gezeigt wurde, dass die konvexe Hu¨lle ein trennendes Polyeder
mit minimaler Fla¨chenanzahl ist.
2
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6.2 Polyeder mit konvexen Hohlra¨umen
Gegeben sei ein Subkomplex S eines AC Komplexes A, der nicht-konvex ist in dem
Sinne, dass CH(S) ZKHs S′i, S
′
i ∈ A \ S entha¨lt, die gema¨ß Definition CA (siehe
S.51) Hohlra¨ume in CH(S) bilden. Die ZKHs S′i seien digital konvex, d.h. CH(S
′
i)
entha¨lt keine 3-Zellen aus S.
Es soll nun gezeigt werden, dass ein AG Polyeder P , welches einen solchen Teil-
komplex S von A \ S trennt, minimal viele Fla¨chen besitzt, wenn P durch das
Polyedrisierungsverfahren erzeugt wurde.
Theorem THM: Ein AG Polyeder P , welches einen nicht-konvexen Teilkomplex
S eines AC Komplexes A von dem Teilkomplex A \ S trennt, wobei CH(S) ZK-
Hs entha¨lt, die konvexe Hohlra¨ume bilden, besitzt die minimale Fla¨chenanzahl
unter allen trennenden Polyedern, wenn P mittels des Polyedrisierungsverfahrens
erzeugt wurde.
Beweis: Gema¨ß Definition CA inzidiert keine Zelle eines Hohlraumes S′ ∈ A \ S
mit den Fla¨chen der konvexen Hu¨lle CH(S). Da somit alle Zellen des Hohlraumes
S′ vollsta¨ndig innerhalb CH(S) liegen, trennt CH(S) alle 3-Zellen von S von den
3-Zellen der Menge A \ S, die nicht zu S′ geho¨ren.
Wie in Abschnitt 4.4.2 beschrieben, erfolgt die Polyedrisierung eines solchen
Objektes S durch die Erzeugung der konvexen Hu¨lle CH(S) und die unabha¨ngige
Erzeugung der konvexen Hu¨llen CH(S′i). Das AG Polyeder P , welches S von A\S
trennt, wird aus der zusammenha¨ngenden Menge von Fla¨chen von CH(S) und
den zusammenha¨ngenden Mengen von Fla¨chen der konvexen Hu¨llen CH(S′i) zu-
sammengefu¨gt, wobei diese zusammenha¨ngenden Mengen von Fla¨chen sich nicht
schneiden oder gemeinsame Zellen besitzen.
Durch die unabha¨ngige Erzeugung der konvexen Hu¨lle CH(S′) eines konvexen
Hohlraumes S′ ist die Eigenschaft der Trennung so erfu¨llt, dass CH(S′) ausschließ-
lich 3-Zellen der Menge S′ als Ecken besitzt und sich im Inneren von CH(S ′) und
auf CH(S′) keine Zellen der Menge S befinden. Weiterhin befinden sich keine Zel-
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len des Hohlraumes S′ außerhalb von CH(S′). Fu¨r das aus CH(S) und CH(S ′i)
zusammengesetzte Polyeder P muss daher in der Zellenliste gespeichert werden,
zu welcher Menge (S oder A \S) die jeweilige Ecke von P geho¨rt (siehe Abschnitt
3.4).
Die Fla¨chenanzahl NF des AG Polyeders P entspricht der Summe der Fla¨chen-
anzahlen der konvexen Hu¨llen CH(S) und CH(S′i). Gema¨ß Theorem TRM ist
die Anzahl der Fla¨chen jeder Teilhu¨lle minimal und damit auch die Summe der
Fla¨chenanzahlen.
2
Es wurde somit gezeigt, dass ein AG Polyeder P , welches einen Teilkomplex S,
der in CH(S) konvexe Hohlra¨ume besitzt, von A\S trennt, minimal viele Fla¨chen
besitzt.
6.3 Polyeder mit konvexen Konkavita¨ten
Das Polyedrisierungsverfahren erzeugt aus der konvexen Hu¨lle CH(S) eines Sub-
komplexes S, der nicht-konvex in dem Sinne ist, dass er in CH(S) gema¨ß Definition
CO (siehe S.51) Konkavita¨ten besitzt, die digital konvex sind, ein trennendes Po-
lyeder P . Die Erzeugung la¨uft rekursiv ab und auch fu¨r konvexe Konkavita¨ten er-
folgt im Allgemeinen eine mehrstufige Modifikation, denn das Eindru¨cken erzeugt
zuna¨chst nicht die konvexe Hu¨lle CH(S′), sondern die konvexe Hu¨lle der Menge
M der markierten Fla¨chen aus CH(S) und der Menge S ′, also CH(M
⋃
S′), wel-
che CH(S′) echt entha¨lt. Aus diesem Grund entha¨lt CH(M
⋃
S′) im Allgemeinen
auch 3-Zellen aus S. Das Objekt in Abschnitt 8.1.1 ist ein Beispiel hierfu¨r.
Die Fla¨chenanzahl des durch das Polyedrisierungsverfahren erzeugten Polyeders
P wird bei Objekten, die konvexe Konkavita¨ten besitzen, durch drei Faktoren
bestimmt:
1. die Anzahl der Fla¨chen der konvexen Hu¨lle CH(S)
2. die Anzahl der Fla¨chen in der Menge M der markierten Fla¨chen, die mit der
Konkavita¨t S′ inzidieren
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3. die Anzahl der Fla¨chen der konvexen Hu¨lle CH(M
⋃
S′).
Zu 1.: Die Minimalita¨t der Fla¨chenanzahl der konvexen Hu¨lle konvexer Objek-
te wurde durch Theorem TRM (siehe S.101) gezeigt. Die konvexe Hu¨lle ist fu¨r
nicht-konvexe Objekte kein trennendes Polyeder. Dabei verletzen jedoch nur die-
jenigen Fla¨chen der konvexen Hu¨lle die Forderung der Trennung, die mit der ZKH
S′ inzidieren. Inzidenz bedeutet hierbei, dass diese Fla¨chen die Abschlu¨sse der
Hintergrundvoxel, die sich innerhalb CH(S) befinden, schneiden (siehe Abschnitt
4.2.3). Bei diesen Fla¨chen handelt es sich um genau die Menge M der zum Ein-
dru¨cken markierten Fla¨chen. Daraus folgt, dass die Fla¨chen aus CH(S) \M die
Trennungsforderung erfu¨llen und in ihrer Anzahl minimal sind, da diese Fla¨chen
durch die Erzeugung der konvexen Hu¨lle eindeutig festgelegt sind.
Zu 2.: Die Anzahl der markierten Fla¨chen, die mit S′ inzidieren, folgt aus der De-
finition der Inzidenz von Fla¨chen mit der Konkavita¨t (siehe Abschnitt 4.2.3). Diese
Anzahl wird durch die Form des Objektes S und die Lage und Gro¨ße der Fla¨chen in
CH(S) bestimmt und ist innerhalb des Polyedrisierungsverfahrens durch die Aus-
wahl derjenigen Fla¨chen, die die Abschlu¨sse der Hintergrundvoxel in S′ schneiden,
festgelegt und damit nicht variabel.
Zu 3.: Aufgrund der Tatsache, dass die konvexe Hu¨lle CH(M
⋃
S′) im Allge-
meinen nicht ausschließlich Hintergrundvoxel, also 3-Zellen der Menge S′ entha¨lt,
sondern auch Objektvoxel, erfolgt die Modifikation von CH(M
⋃
S′) analog zur
Modifikation von CH(S). Diese rekursive Modifikation erreicht ihren Rekursions-
anfang, wenn die konvexe Hu¨lle einer Zusammenhangskomponente ausschließlich
Voxel einer Art, also entweder Objekt- oder Hintergrundvoxel entha¨lt. Sofern bei
der rekursiven Modifikation keine Zusammenhangskomponente von Voxeln einer
Art innerhalb der konvexen Hu¨lle von Voxeln der jeweils anderen Art enthalten
ist, deren Oberfla¨che das Geschlecht g > 0 besitzt, kann die Minimalita¨t der
Fla¨chenanzahl dadurch gewa¨hrleistet werden, dass am Rekursionsanfang die kon-
vexe Hu¨lle einer Komponente von Voxeln keine Voxel der jeweils anderen Art mehr
entha¨lt und somit ein trennendes Polyeder ist. Die Minimalita¨t der Fla¨chenanzahl
ist durch Theorem TRM gezeigt worden.
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Beim Zusammenfu¨gen der Teilpolyeder werden in jedem Vereinigungsschritt zwei
Mengen von Fla¨chen zu einem Polyeder zusammengefu¨gt. Jede dieser beiden Men-
gen ist eine 2-Mannigfaltigkeit mit Rand, wobei die Ra¨nder beider Mengen iden-
tisch sind. Da als Ecken der Polyeder sowohl 3-Zellen aus S als auch aus A \ S
erlaubt sind, entha¨lt das zusammengefu¨gte Polyeder Zellen beider Arten als Ecken.
Hierbei ist es jedoch mo¨glich, dass durch den Austausch bestimmter Ecken des Po-
lyeders die Fla¨chenanzahl weiter reduziert werden kann. Austauschen von Ecken
bedeutet hier, dass eine Ecke, die eine 3-Zelle aus S ist, zu einer benachbarten
3-Zelle aus A \ S verschoben werden kann, sofern dabei die Trennung im gefor-
derten Sinne beibehalten wird. Wenn die dabei neu in das Polyeder aufgenomme-
ne Ecke mit anderen Ecken des Polyeders komplanar ist, kann somit durch das
Zusammenfu¨gen komplanarer Fla¨chen die Fla¨chenanzahl des Polyeders verringert
werden. Diese Reduzierung der Fla¨chenanzahl ist jedoch nicht im Polyedrisierungs-
verfahren enthalten und erfordert ein Optimierungsverfahren im Anschluss an die
Polyedrisierung. Diese Idee wird im na¨chsten Abschnitt in Abbildung 6.1 verdeut-
licht.
6.4 Polyeder mit nicht-konvexen ZKHs
Nicht-konvexe ZKHs sind alle diejenigen Mengen S′ von Voxeln innerhalb einer
konvexen Hu¨lle CH(S), die nicht gema¨ß Definition DCS konvex sind. Dies ko¨nnen
Konkavita¨ten, Hohlra¨ume und Tunnel sein.
Wie bereits in den vorigen Abschnitten gezeigt, wird zu einer konvexen ZKH
ein trennendes Polyeder mit minimaler Fla¨chenanzahl erzeugt. Lediglich das Zu-
sammenfu¨gen der Teilpolyeder kann dazu fu¨hren, dass durch das Austauschen
der Ecken des Polyeders P die Fla¨chenanzahl reduziert werden kann. Fu¨r nicht-
konvexe ZKHs kann somit die Minimalita¨t der Fla¨chenanzahl des trennenden Po-
lyeders nicht bewiesen werden.
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Abbildung 6.1: Reduzierung der Fla¨chenanzahl bei nicht-konvexen Kon-
kavita¨ten.
6.5 Zusammenfassung
Ziel dieses Kapitels war es, zu zeigen, fu¨r welche Klassen von Objekten der in
Kapitel 4 beschriebene Algorithmus Polyeder mit minimaler Fla¨chenanzahl pro-
duziert.
Gema¨ß Theorem TRM ist die Anzahl der Fla¨chen der konvexen Hu¨lle CH(S)
einer digitalen konvexen Teilmenge S ⊂ A minimal, d.h. es existiert kein trennen-
des Polyeder P mit weniger Fla¨chen als die konvexe Hu¨lle besitzt. Fu¨r Objekte
mit konvexen Hohlra¨umen konnte mit Theorem THM ebenfalls bewiesen werden,
dass die Fla¨chenanzahl der erzeugten trennenden Polyeder minimal ist.
Fu¨r Polyeder mit konvexen Konkavita¨ten und fu¨r Polyeder mit nicht-konvexen
ZKHs ist eine minimale Fla¨chenanzahl durch das Polyedrisierungsverfahren nicht
garantiert. Hierfu¨r muss eine Optimierung der Fla¨chenanzahl an die Erzeugung
der Polyeder anschließen, was in dieser Arbeit aber nicht betrachtet werden soll.
Kapitel 7
Minimalita¨t des Oberfla¨cheninhaltes
der Polyeder
In diesem Kapitel soll untersucht werden, fu¨r welche Klassen von Objekten der
Oberfla¨cheninhalt der vom Polyedrisierungsverfahren erzeugten Polyeder minimal
ist.
7.1 Oberfla¨cheninhalt der konvexen Hu¨lle konvexer Ob-
jekte
Mit Lemma TR (siehe S.97) wurde gezeigt, dass ein Polyeder P , welches die konve-
xe Hu¨lle CH(S) einer digitalen konvexen Teilmenge S repra¨sentiert, keine 3-Zellen
der Menge A \ S entha¨lt, da sonst S nicht konvex wa¨re. Damit ist P das kleinste
AG Polyeder, welches S von A \ S trennt.
Die Eigenschaft, das kleinste Polyeder zu sein, bedeutet weiterhin, dass ein sol-
ches Polyeder auch den kleinstmo¨glichen Oberfla¨cheninhalt unter allen Polyedern
besitzt, die eine digitale konvexe Teilmenge S von ihrem Komplement A \ S tren-
nen.
Lemma OB: Es existiert kein AG Polyeder, welches eine digitale konvexe Teil-
menge S entha¨lt und einen kleineren Oberfla¨cheninhalt besitzt als die konvexe
Hu¨lle CH(S).
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Beweis: Die konvexe Hu¨lle CH(S) eines Teilkomplexes S ⊂ A, welcher konvex
ist gema¨ß Definition DCS (siehe S.169), ist gema¨ß Definition CH (siehe S.9) das
kleinste konvexe AG Polyeder P , welches S entha¨lt. Das besagt, dass kein von P
verschiedenes konvexes Polyeder innerhalb P existiert, welches ebenfalls die Menge
S vollsta¨ndig entha¨lt.
Angenommen, es ga¨be ein von P verschiedenes Polyeder P ′ mit kleinerem Ober-
fla¨cheninhalt als P , welches S vollsta¨ndig entha¨lt. P ′ soll dabei ebenfalls die Ei-
genschaft erfu¨llen, S von A \ S zu trennen. Gema¨ß Lemma TRC (siehe S.99)
muss jedes trennende Polyeder, welches eine digitale konvexe Teilmenge entha¨lt,
die gleichen Ecken besitzen wie die konvexe Hu¨lle. Da durch die Festlegung der
Ecken eines Polyeders und durch die Forderung der Trennung auch seine Fla¨chen
bestimmt sind, kann P ′ nicht von P verschieden sein und besitzt somit auch keinen
kleineren Oberfla¨cheninhalt.
Aus diesem Grund ist die konvexe Hu¨lle dasjenige AG Polyeder mit kleinstem
Oberfla¨cheninhalt, welches eine digitale konvexe Teilmenge S entha¨lt.
2
Mit den Lemmata TR und OB wurde gezeigt, dass die konvexe Hu¨lle CH(S) eines
konvexen Teilkomplexes S eines AC Komplexes A dasjenige Polyeder P ist, welches
die Voxel der Menge S von den Voxeln der Menge A \S so trennt, dass kein Voxel
aus A \ S innerhalb oder auf P liegt und dabei den kleinsten Oberfla¨cheninhalt
besitzt.
7.2 Polyeder mit konvexen Hohlra¨umen
Gegeben sei ein AG Polyeder P und ein Teilkomplex S eines AC Komplexes A. S
sei nicht-konvex in der Art, dass CH(S) Zusammenhangskomponenten von Zellen
der Menge A \ S entha¨lt, die Hohlra¨ume bilden und gleichzeitig digital konvex
sind. Das Polyeder P , welches S von A\S trennt, muss dabei zusammenha¨ngende
Mengen von Fla¨chen besitzen, die jeweils einer 2-Spha¨re homo¨omorph sind und die
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sich nicht schneiden oder gemeinsame Zellen besitzen. Die Anzahl dieser zusam-
menha¨ngenden Mengen von Fla¨chen ist dabei um eins ho¨her als die Anzahl der
Hohlra¨ume, da neben CH(S) auch die konvexen Hu¨llen CH(S′i) der Hohlra¨ume
S′i Teile von P sind. Dieses Polyeder P besitzt die folgende Eigenschaft:
Lemma OH: Ein AG Polyeder P , welches einen nicht-konvexen Teilkomplex S
eines AC Komplexes A von dem Teilkomplex A \ S trennt, wobei S in P lediglich
konvexe Hohlra¨ume bildet, besitzt den minimalen Oberfla¨cheninhalt unter allen
trennenden Polyedern, wenn P durch das Polyedrisierungsverfahren aus der kon-
vexen Hu¨lle CH(S) erzeugt wurde.
Beweis: Gema¨ß Lemma OB trennt die konvexe Hu¨lle eine digitale konvexe Teil-
menge von ihrem Komplement mit minimalem Oberfla¨cheninhalt. Ist die gegebe-
ne Menge S nicht-konvex in dem Sinne, dass CH(S) Hohlra¨ume entha¨lt, trennt
CH(S) die Menge S von allen Zellen aus A \ S, die nicht Zellen der Hohlra¨ume
sind, denn gema¨ß Definition CA (siehe S.51) inzidieren die Zellen eines Hohlrau-
mes nicht mit Fla¨chen der konvexen Hu¨lle CH(S). CH(S) besitzt dabei ebenfalls
den minimalen Oberfla¨cheninhalt.
Das Polyedrisierungsverfahren erzeugt fu¨r jede Zusammenhangskomponente S′i,
die einen Hohlraum bildet und konvex ist, zuna¨chst unabha¨ngig die konvexe Hu¨lle
CH(S′i). CH(S
′
i) trennt dabei die Zellen der Menge S
′
i von den Zellen A \ S
′
i, da
S′i konvex ist. Der Oberfla¨cheninhalt von CH(S
′
i) ist gema¨ß Lemma OB minimal.
Das Verfahren erzeugt das Polyeder P , welches S von A \ S trennt, indem es
CH(S) und die konvexen Hu¨llen CH(S′i) aller konvexen Hohlra¨ume S
′
i zu einem
Polyeder zusammenfasst. Da sich die so zusammengefassten Teilpolyeder nicht
schneiden oder gemeinsame Zellen besitzen, repra¨sentiert jedes Teilpolyeder ei-
ne Komponente von P mit minimalem Oberfla¨cheninhalt. Da jede Komponente
von P den minimalen Oberfla¨cheninhalt besitzt, besitzt auch P den minimalen
Oberfla¨cheninhalt.
2
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Auch hier sei angemerkt, dass es trotz der Forderung der Trennung der Zellen von
S und A \ S erlaubt ist, dass sowohl Zellen aus S als auch aus A \ S auf P liegen
du¨rfen, insbesondere als Ecken von P , was aus der unabha¨ngigen Erzeugung der
konvexen Hu¨llen der Hohlra¨ume folgt, da hier Zellen aus A\S als Ecken verwendet
werden. Es bleibt jedoch in jedem Fall ausgeschlossen, dass Zellen aus S außerhalb
P oder Zellen aus A \ S innerhalb P liegen. Die Zellen auf P mu¨ssen fu¨r die
Rekonstruktion der Menge S in der Zellenliste des Polyeders P als Objekt- oder
Hintergrundzellen markiert werden.
7.3 Minimierung des Oberfla¨cheninhaltes durch Kan-
tentausch in nicht-planaren Vierecken
Fu¨r die bisher erwa¨hnten Klassen von Objekten wurde gezeigt, dass der Ober-
fla¨cheninhalt der vom Polyedrisierungsverfahren erzeugten Polyeder bereits mini-
mal ist. Eine Minimierung des Oberfla¨cheninhaltes ist nur fu¨r bestimmte Klassen
von Objekten mo¨glich, fu¨r welche das Verfahren keine Polyeder mit minimalem
Oberfla¨cheninhalt erzeugt.
Eine Mo¨glichkeit, den Oberfla¨cheninhalt zu minimieren, ohne dabei die Fla¨chen-
anzahl zu vera¨ndern, besteht im Vertauschen einer Kante in nicht-planaren Vier-
ecken. Nicht-planare Vierecke sind alle diejenigen Paare von Dreiecken, die eine
gemeinsame Kante besitzen und nicht komplanar sind (siehe Abbildung 7.1).
Die Voraussetzung fu¨r die Minimierung des Oberfla¨cheninhaltes durch Kanten-
tausch besteht in der Erhaltung der Trennung der Zellen aus S und A\S durch das
Polyeder P nach erfolgtem Austausch einer Kante in einem nicht-planaren Vier-
eck. Dies muss demnach bei jeder Mo¨glichkeit des Austausches gepru¨ft werden,
sonst ist dieser Schritt nicht zula¨ssig.
Ein nicht-planares Viereck besteht aus vier Ecken in allgemeiner Lage. Durch
diese vier Ecken wird ein Tetraeder bestimmt, von welchem zwei Fla¨chen Teil des
Polyeders P sind, die beiden anderen Fla¨chen nicht. Das bedeutet weiterhin, dass
fu¨nf der sechs Kanten des Tetraeders Teil der Oberfla¨che sind. Da vier dieser fu¨nf
Kanten mit anderen Fla¨chen von P inzidieren, besteht fu¨r diese vier Kanten keine
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Mo¨glichkeit der Vera¨nderung. Die fu¨nfte Kante (im Folgenden bezeichnet mit E1,
siehe Abbildung 7.1a) ist jedoch die Kante, die lediglich mit den beiden Dreiecken
des Tetraeders, die zu P geho¨ren, inzidiert. Diese Kante E1 kann nun durch die
Kante E2 (siehe Abbildung 7.1b) ersetzt werden, welche die sechste Kante des Te-
traeders ist, das durch die vier Ecken des nicht-planaren Vierecks bestimmt wird.
E1
a
E2
b
Abbildung 7.1: Teil eines Polyeders mit einem nicht-planaren Viereck,
welches durch die beiden existierenden Mo¨glichkeiten durch eine Kante
in Dreiecke zerlegt wird.
Neben der Pru¨fung der Zula¨ssigkeit des Kantentausches muss weiterhin gepru¨ft
werden, wie sich die Summen der Fla¨cheninhalte der beiden Dreieckspaare un-
terscheiden, also ob der aktuelle Tausch den Oberfla¨cheninhalt von P verringert.
Hierfu¨r werden gema¨ß Formel 7.2 die Fla¨cheninhalte der Dreiecke berechnet. Fu¨r
den Fall, dass der aktuelle Kantentausch zula¨ssig ist und den Oberfla¨cheninhalt
von P verringert, werden die beiden Dreiecke, die von E1 berandet werden, durch
die Dreiecke ersetzt, die von E2 berandet werden.
Ein interessanter Nebeneffekt des Kantentausches ist die Wiederherstellung
mo¨glicherweise in S vorhandener, aber in P nicht erhaltener Symmetrien. Der
Symmetrieverlust bei der Polyedrisierung kommt dadurch zustande, dass bei einer
Erweiterung eines aktuellen Polyeders sichtbare Fla¨chen gema¨ß der Orientierung
ihrer Kanten umlaufen werden. Da die Kanten, die eine Fla¨che beranden, als ver-
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kettete Liste in der Zellenliste gespeichert sind, erfolgt das Anfu¨gen neuer Fla¨chen
an den Rand sichtbarer Fla¨chen durch ein Umlaufen der sichtbaren Fla¨chen entge-
gen dem Uhrzeigersinn. Dies fu¨hrt dazu, dass nicht-planare Vierecke, fu¨r die beide
Kanten E1 und E2 in einem trennenden Polyeder existieren ko¨nnen, zu nicht-
symmetrischen Fla¨chenanordnungen in P fu¨hren (siehe Abbildung 7.2).
Abbildung 7.2: Teil eines Polyeders mit symmetrisch angeordneten nicht-
planaren Vierecken, deren Zerlegung die Symmetrie zersto¨rt.
Sofern sich der Fla¨cheninhalt der beiden nicht-planaren Vierecke unterscheidet,
fu¨hrt die Minimierung des Oberfla¨cheninhaltes durch Kantentausch gleichzeitig
zur Wiederherstellung der Symmetrie in P .
7.4 Polyeder mit Konkavita¨ten mit g = 0
Das Polyedrisierungsverfahren erzeugt zu einer nicht-konvexen Menge S, die in-
nerhalb der konvexen Hu¨lle CH(S) Zusammenhangskomponenten von Zellen der
Menge A \S besitzt, die Konkavita¨ten gema¨ß Definition CO (siehe S.51) sind, ein
nicht-konvexes Polyeder P . Im Weiteren wird angenommen, dass sowohl 3-Zellen
aus S als auch aus A \ S auf den Fla¨chen von P liegen ko¨nnen. Der Oberfla¨chen-
inhalt von P berechnet sich gema¨ß der Formel
OP =
m∑
i=1
Ai (7.1)
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Dabei bezeichnet m die Anzahl der Fla¨chen von P und Ai den Fla¨cheninhalt der
Fla¨che Fi. Sofern P nicht als triangulierte Oberfla¨che erzeugt wurde, erfolgt die
Berechnung des Fla¨cheninhaltes einer Fla¨che Fi von P durch Zerlegung in Dreiecke
und Aufsummierung der Fla¨cheninhalte dieser Dreiecke. Dafu¨r (und fu¨r den Fall,
dass P eine Triangulation ist) ist es zweckma¨ßig, den Fla¨cheninhalt eines Dreiecks
gema¨ß der folgenden Formel [5] zu berechnen, da hierfu¨r nur die La¨ngen der Seiten,
also die Absta¨nde der Ecken voneinander, beno¨tigt werden.
A =
√
s(s− a)(s− b)(s− c) (7.2)
Hierbei bezeichnen a, b und c die La¨ngen der Dreiecksseiten, also die Absta¨nde
der Ecken des Dreiecks und s ist der halbe Dreiecksumfang [5] gema¨ß
s =
a+ b+ c
2
(7.3)
Es soll nun gezeigt werden, dass das Polyeder P , welches durch das Polyedrisie-
rungsverfahren erzeugt wurde, den minimalen Oberfla¨cheninhalt besitzt, der fu¨r
die angenommene Art der Trennung von 3-Zellen mo¨glich ist.
Zuvor sei erwa¨hnt, dass die Modifikation eines konvexen Polyeders mittels Ein-
dru¨cken an einer Konkavita¨t im Allgemeinen nicht nur einen Modifikationsschritt
erfordert, sondern auch eine Modifikation des Polyeders P ′, welches S′ von S
trennt, wobei S′ eine Konkavita¨t in P bildet und eine digitale konvexe Menge
ist. Der Grund ist, dass im Allgemeinen die Menge der sichtbaren Fla¨chen von P
nicht nur die Abschlu¨sse der 3-Zellen aus S′ schneidet, sondern auch solche aus
S. Dies wu¨rde ohne Eindru¨cken von P ′ dazu fu¨hren, dass nicht alle 3-Zellen aus
S innerhalb des modifizierten Polyeders liegen, wie bei dem Beispiel in Abbildung
7.3 der Fall ist.
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a
P S P’
S’
b
c
P
d
P
Abbildung 7.3: Konvexe Hu¨lle einer Menge S von 3-Zellen (a), Ein-
dru¨cken durch Aufspannen der konvexen Hu¨lle der Hintergrund-Voxel
ausgehend von sichtbaren Fla¨chen (b), resultierendes Polyeder ohne (c)
und mit Modifikation der konvexen Hu¨lle der Hintergrundvoxel (d).
Aus diesem Grund ist auch ein Polyeder P mit Gnc(P ) = 1 und einer einzelnen
Konkavita¨t im Allgemeinen nur durch mehrere Modifikationsschritte erzeugbar.
Theorem OK: Ein Polyeder P , welches eine nicht-konvexe Menge S von 3-Zellen
entha¨lt, die in CH(S) Konkavita¨ten mit g = 0 besitzt und wobei P
• 3-Zellen der Menge S von den 3-Zellen der Menge A \ S trennt,
• 3-Zellen als Ecken besitzt und
• 3-Zellen aus S und aus A \ S in den Fla¨chen besitzen darf,
besitzt bis auf die Mo¨glichkeit des Kantentausches minimalen Oberfla¨cheninhalt,
wenn es durch das Polyedrisierungsverfahren erzeugt wurde.
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Beweis: Zuna¨chst sei P angenommen als Polyeder mit genau einer Konkavita¨t S′
und Gnc(P ) = 1. In diesem Fall ist die in P enthaltene Konkavita¨t S
′ eine digitale
konvexe Menge gema¨ß Definition DCS. Die konvexe Hu¨lle CH(S′) trennt gema¨ß
Lemma TR die 3-Zellen der Menge S′ von den 3-Zellen der Menge A \ S′. Bei
der Modifikation der konvexen Hu¨lle CH(S) wird aus einer Menge M sichtbarer
Fla¨chen von CH(S) die konvexe Hu¨lle CH(M
⋃
S′) erzeugt, die nicht in jedem
Fall die Trennung erfu¨llt. Zuna¨chst sei jedoch angenommen, dass CH(M
⋃
S′) die
Trennung erfu¨llt und das CH(M
⋃
S′) = CH(S′) gilt. Der Fall, dass die Trennung
nicht erfu¨llt ist, entspricht dem Fall einer nicht-konvexen Menge S′, der unten
erwa¨hnt ist.
Da S′ und S disjunkte Mengen von 3-Zellen sind, trennt CH(S ′) auch die 3-
Zellen der Menge S′ von den 3-Zellen der Menge S. CH(S′) besitzt minimalen
Oberfla¨cheninhalt, denn gema¨ß Lemma OB kann zu einer digitalen konvexen Teil-
menge kein trennendes Polyeder existieren, welches einen kleineren Oberfla¨chenin-
halt als die konvexe Hu¨lle besitzt. Die Ecken von CH(S′) sind gema¨ß dem Verfah-
ren zur Erzeugung der konvexen Hu¨lle 3-Zellen aus S′. Weiterhin ko¨nnen sowohl
3-Zellen aus S als auch aus S′ auf den Fla¨chen von CH(S′) liegen.
Es bleibt zu zeigen, dass die Vereinigung der Polyeder P und P ′ = CH(S′) mi-
nimalen Oberfla¨cheninhalt besitzt. Bei der Vereinigung zweier Polyeder wird die
Menge der sichtbaren Fla¨chen aus P entfernt und durch die Menge der Fla¨chen
aus P ′ ersetzt, die von den sichtbaren Fla¨chen verschieden sind. Da die verbleiben-
de Menge von Fla¨chen aus P aufgrund der Trennungsforderung keinen kleineren
Fla¨cheninhalt besitzen kann und auch die verbleibende Menge von Fla¨chen aus
P ′, bleibt lediglich zu zeigen, dass die Ecken des Randes beider Mengen aufgrund
der Trennungsforderung nicht entfernt bzw. vera¨ndert werden ko¨nnen. Dies ist
der Fall, da diese Ecken (der Rand der beiden Mengen von Fla¨chen aus P und
P ′ hat ausschließlich Ecken, die 3-Zellen aus S sind) nicht durch Verkleinern der
Oberfla¨che nach außen gelangen du¨rfen, da das die Trennungsforderung verletzen
wu¨rde. Weiterhin ko¨nnen diese Ecken auch nicht innerhalb des resultierenden Po-
lyeders liegen, da das nur durch eine Vergro¨ßerung der Oberfla¨che mo¨glich wa¨re.
Die weiteren Ecken in P ′, die nicht zu diesem Rand geho¨ren, sind 3-Zellen aus S′
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und mu¨ssen ebenfalls aufgrund der Minimalita¨t des Oberfla¨cheninhaltes von P ′
Ecken des resultierenden Polyeders bleiben.
Ein Polyeder P , welches mehrere konvexe Konkavita¨ten entha¨lt, die in der kon-
vexen Hu¨lle CH(S) Mengen von sichtbaren Fla¨chen besitzen, die keine gemeinsa-
men Zellen haben, also die disjunkte Randkomplexe besitzen, werden in gleicher
Weise verarbeitet und fu¨hren ebenfalls zu einem minimalen Oberfla¨cheninhalt von
P .
Randkomplexe der Mengen sichtbarer Fla¨chen verschiedener konvexer Konka-
vita¨ten, die nicht disjunkt sind, aber trotzdem keine gemeinsamen Kanten besitzen
und demnach zusammenha¨ngend wa¨ren, ko¨nnen lediglich eine gemeinsame Ecke
besitzen, was jedoch ebenfalls nicht die unabha¨ngige Verarbeitung Konkavita¨ten
behindert.
Der letzte zu betrachtende Fall des Beweises ist die Modifikation der konve-
xen Hu¨lle, die nicht-konvexe Konkavita¨ten besitzt. Hierbei seien jedoch nur die
Konkavita¨ten gemeint, die eine Oberfla¨che mit dem Geschlecht g = 0 besitzen.
In diesem Fall gelten in jedem Modifikationsschritt die oben erwa¨hnten Eigen-
schaften, so dass jedes Polyeder P , welches durch Modifikation aus der konvexen
Hu¨lle CH(S) hervorgeht, die konvexe oder nicht-konvexe Konkavita¨ten entha¨lt,
minimalen Oberfla¨cheninhalt besitzt.
2
Es kann also zusammenfassend gesagt werden, dass durch die Auswahl der sicht-
baren Fla¨chen eines Polyeders auch die Ecken festgelegt werden, die das Polyeder
nach der Modifikation besitzt. Sofern dieses Polyeder nach der Modifikation die
Trennungsforderung bereits erfu¨llt, also nicht weiter modifiziert werden muss, sind
damit die Ecken des Polyeders festgelegt und der Oberfla¨cheninhalt kann nicht
weiter minimiert werden.
7.5 Polyeder mit Konkavita¨ten mit g > 0 und Tunneln
Ein Polyeder P , welches eine nicht-konvexe Menge S von der Menge A \S trennt,
kann außer Hohlra¨umen und Konkavita¨ten mit g = 0 auch Tunnel und Konka-
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vita¨ten mit einer Oberfla¨che vom Geschlecht g > 0 besitzen. Tunnel sind gema¨ß
Definition TU (siehe S.51) Zusammenhangskomponenten S′ von Hintergrundvo-
xeln innerhalb der konvexen Hu¨lle CH(S), die mehrere zusammenha¨ngende Men-
gen sichtbarer Fla¨chen von CH(S) besitzen (siehe Abschnitt 4.2.3). Konkavita¨ten
S′ mit g > 0 besitzen genau eine zusammenha¨ngende Menge sichtbarer Fla¨chen
der konvexen Hu¨lle CH(S), jedoch entha¨lt die konvexe Hu¨lle CH(S′) einer solchen
Konkavita¨t S′ einen (oder mehrere) Tunnel, also Zusammenhangskomponenten
von Objektvoxeln in CH(S′).
Das Geschlecht der Oberfla¨che der Polyeder, die einfache Tunnel enthalten und
mittels des Polyedrisierungsverfahrens gema¨ß Definition AU (siehe S.70) modifi-
ziert wurden, ist g > 0. Die Berechnung des Oberfla¨cheninhaltes eines solchen
Polyeders erfolgt ebenfalls nach Formel 7.1.
Ein Polyeder P , welches Tunnel oder Konkavita¨ten mit g > 0 entha¨lt und mit-
tels des Polyedrisierungsverfahrens erzeugt wurde, hat nicht in jedem Fall den
minimalen Oberfla¨cheninhalt. Der Grund ist, dass die konvexe Hu¨lle CH(S′) der
Menge S′ einen minimalen Oberfla¨cheninhalt besitzt, jedoch damit nicht in jedem
Fall das Polyeder P . Dies soll zuna¨chst an einem Beispiel gezeigt werden.
Abbildung 7.4: Zwei Polyeder mit Tunnel. Die Kantenla¨ngen der Au-
ßenseiten sind 9× 9× 9 bzw. 9× 9× 3.
Der Oberfla¨cheninhalt dieses Polyeders berechnet sich gema¨ß folgender Formel:
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OP = OA +OI +OD (7.4)
Hierbei bezeichnet OA den Fla¨cheninhalt der vier a¨ußeren Mantelfla¨chen, OI den
Fla¨cheninhalt der vier inneren Mantelfla¨chen und OD steht fu¨r den Fla¨cheninhalt
der beiden Deckfla¨chen. Diese Fla¨cheninhalte berechnen sich fu¨r das in Abbildung
7.4 dargestellte Beispiel mit quadratischen Deckfla¨chen folgendermaßen:
OA = 4 · T ·Ba (7.5)
OI = 4 · T ·Bi (7.6)
OD = 2 ·B
2
a − 2 ·B
2
i (7.7)
Hierbei bezeichnet T die Tiefe des Polyeders, also 9 bzw. 3 Voxelkantenla¨ngen
in diesem Beispiel. Ba und Bi bezeichnen die Kantenla¨ngen der quadratischen
Deckfla¨chen, jeweils außen bzw. innen.
Der Gesamtoberfla¨cheninhalt des Polyeders in Abbildung 7.4 berechnet sich
somit gema¨ß folgender Formel:
OP = 4 · T · (Ba +Bi) + 2 · (B
2
a −B
2
i ) (7.8)
Wie das Beispiel in Abbildung 7.4 zeigt, ko¨nnen als Ecken des Polyeders entweder
ausschließlich Zellen der Menge S gewa¨hlt werden (dargestellt als die Ecken des
gestrichelen Randes innerhalb der Deckfla¨chen) oder es ko¨nnen auch Zellen der
Menge S′ als Ecken verwendet werden, so wie es bei der Erzeugung der konve-
xen Hu¨lle CH(S′) passiert. In beiden Fa¨llen wird die Trennung der Voxel unter
den geforderten Bedingungen erfu¨llt, d.h. durch Markierung der Zugeho¨rigkeit der
Ecken innerhalb der Zellenliste des Polyeders. Dabei liegen keine Zellen der Menge
S außerhalb P und keine Zellen der Menge A \ S innerhalb P .
Im Beispiel bedeutet dies, dass die Kantenla¨ngen der inneren Aussparung in
den Deckfla¨chen entweder 5× 5h2 oder 7× 7h2 groß ist (1h entspricht der La¨nge
einer Voxelkante).
Die Berechnung des Oberfla¨cheninhaltes fu¨r die beiden Beispielobjekte in Abbil-
dung 7.4 ergibt damit folgende Ergebnisse: Das linke Objekt besitzt bei der Wahl
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von ausschließlich 3-Zellen aus S einen Oberfla¨cheninhalt von 640h2. Werden als
Ecken auch 3-Zellen aus A \ S zugelassen, was durch die Erzeugung von CH(S ′)
der Fall ist, so betra¨gt der Oberfla¨cheninhalt des Objektes 616h2. Fu¨r das rechts
abgebildete Objekt betragen die Werte des Oberfla¨cheninhaltes 256h2 fu¨r den Fall,
dass alle Ecken 3-Zellen aus S sind und 280h2 fu¨r den Fall, dass die Ecken auch
Zellen aus A \ S sein ko¨nnen.
Das bedeutet also, dass in Abha¨ngigkeit der Tiefe dieses Beispielobjektes der
Oberfla¨cheninhalt in einem Fall kleiner ist, wenn nur 3-Zellen aus S als Ecken
verwendet werden und im anderen Fall, wenn Ecken auch 3-Zellen aus A\S benutzt
werden. Der Oberfla¨cheninhalt fu¨r ein solches Objekt ist in beiden Fa¨llen gleich,
wenn die Tiefe 6h betra¨gt.
Dieses Beispiel soll zeigen, dass das Polyedrisierungsverfahren nicht generell fu¨r
Objekte, die einen Tunnel enthalten, ein Polyeder mit minimalem Oberfla¨chenin-
halt erzeugt. Daher muss fu¨r Objekte dieser Klasse nach der Polyedrisierung ein
Optimierungsverfahren anschließen, welches durch die Verschiebung von Ecken, die
3-Zellen aus A \ S sind, zu Ecken, die 3-Zellen aus S sind, den Oberfla¨cheninhalt
minimiert.
Weiterhin sei zu diesem Beispiel und insbesondere zu den Formeln 7.4 bis 7.8
angemerkt, dass die gemachten Ausssagen nur fu¨r diese spezielle Art von Objekten
gelten, die parallel zu den Koordinatenachsen ausgerichtet sind. Schra¨g im Raum
liegende Objekte besitzen im Allgemeinen eine Oberfla¨che, die aus einer gro¨ßeren
Anzahl von Fla¨chen besteht, so dass die Berechnung des Oberfla¨cheninhaltes in
Abha¨ngigkeit von der Wahl der Ecken des Polyeders nicht durch diese einfachen
Formeln mo¨glich ist.
7.6 Polyeder mit nicht-konvexen Hohlra¨umen
Da in Abschnitt 7.2 zuna¨chst nur konvexe Hohlra¨ume betrachtet wurden, soll nun
noch der Fall betrachtet werden, dass Hohlra¨ume S′ wie die Objekte S selbst eben-
falls nicht-konvexe Mengen von Voxeln sein ko¨nnen. Fu¨r die Berechnung des Ober-
fla¨cheninhaltes gelten damit die gleichen Eigenschaften wie fu¨r ein Objekt S, was
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bedeutet, dass fu¨r Hohlra¨ume, deren konvexe Hu¨lle CH(S′) keine Konkavita¨ten
mit g > 0 oder Tunnel enhalten, der Oberfla¨cheninhalt durch die Polyedrisierung
der Menge S′ ebenfalls minimal ist. Da ein Hohlraum nicht mit den Fla¨chen der
konvexen Hu¨lle CH(S) des Objektes S inzidiert, berechnet sich der Gesamtober-
fla¨cheninhalt eines Polyeders mit Hohlra¨umen aus der Summe der Teilpolyeder,
so dass durch den minimalen Oberfla¨cheninhalt des Polyeders, welches die Zellen
eines Hohlraumes S′ von den Zellen des Objektes S trennt, auch die Summe der
Oberfla¨cheninhalte minimal ist.
7.7 Zusammenfassung
In diesem Kapitel wurde untersucht, fu¨r welche Klassen von Objekten das in Kapi-
tel 4 beschriebene Verfahren Polyeder mit minimalem Oberfla¨cheninhalt erzeugt.
Es konnte gezeigt werden, dass die konvexe Hu¨lle CH(S) konvexer Objekte ein
Polyeder P repra¨sentiert, welches die 3-Zellen des Objektes S von den 3-Zellen des
Hintergrundes A \ S trennt und dabei den minimalen Oberfla¨cheninhalt besitzt.
Der Oberfla¨cheninhalt der trennenden Polyeder P fu¨r nicht-konvexe Objekte S
ist nur minimal, wenn die Objekte zu bestimmten Klassen geho¨ren. Fu¨r Objekte,
die in ihrer konvexen Hu¨lle CH(S) Hohlra¨ume enthalten, die konvex sind, ist der
Oberfla¨cheninhalt der erzeugten Polyeder in jedem Fall minimal. Objekte mit Kon-
kavita¨ten mu¨ssen weiter unterschieden werden in Objekte mit Konkavita¨ten, deren
Oberfla¨che das Geschlecht g = 0 oder das Geschlecht g > 0 besitzen. Fu¨r Objekte
mit Konkavita¨ten mit g = 0 konnte gezeigt werden, dass der Oberfla¨cheninhalt
der erzeugten Polyeder minimal ist, damit ebenso auch Objekte, die Hohlra¨ume
besitzen, die in gleicher Weise wie die Objekte selbst Konkavita¨ten mit g = 0
besitzen.
Objekte, die in ihrer konvexen Hu¨lle Tunnel oder Konkavita¨ten mit g > 0 besit-
zen, erhalten durch das Polyedrisierungsverfahren trennende Polyeder P , die nicht
in jedem Fall den minimalen Oberfla¨cheninhalt besitzen. Fu¨r bestimmte Objek-
te, bei denen die Ecken des Polyeders nicht variiert werden ko¨nnen, kann durch
das Verfahren des Kantentausches in nicht-planaren Vierecken der Oberfla¨chenin-
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halt verringert werden und wird damit minimal unter Festhaltung der gewa¨hlten
Ecken. Im Allgemeinen kann ein minimaler Oberfla¨cheninhalt fu¨r diese Klasse von
Objekten nur durch eine anschließende Optimierung erreicht werden, welche in
dieser Arbeit nicht betrachtet werden soll.
Das Verfahren des Kantentausches in nicht-planaren Vierecken fu¨hrt weiterhin
zu einer Wiederherstellung von Symmetrien, die das Objekt S besitzt und die das
Polyeder P unter Umsta¨nden nicht erhielt.
Mit dem in dieser Arbeit vorgestellten Polyedrisierungsverfahren wurde somit
ein Algorithmus entwickelt, der zu mehreren Klassen von Objekten Polyeder mit
minimalem Oberfla¨cheninhalt produziert. Fu¨r die verbleibenden Klassen ist durch
das erzeugte trennende Polyeder eine Basis fu¨r eine anschließende Optimierung
gelegt, die den Oberfla¨cheninhalt minimiert.
7.8 Vergleich der Minimalita¨tseigenschaften
Abschließend soll in diesem Kapitel gegenu¨bergestellt werden, fu¨r welche Klas-
sen von Objekten die erzeugten Polyeder die minimale Fla¨chenanzahl bzw. den
minimalen Oberfla¨cheninhalt besitzen.
Die folgende Tabelle zeigt zusammenfassend die Minimalita¨tseigenschaften be-
zu¨glich der Fla¨chenanzahl und des Oberfla¨cheninhaltes:
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Objektklasse Fla¨chenanzahl Oberfla¨cheninhalt
minimal minimal
digitale konvexe Objekte
(gema¨ß Theorem TRM) (gema¨ß Lemma OB)
Objekte mit konvexen minimal minimal
Hohlra¨umen (gema¨ß Theorem THM) (gema¨ß Lemma OH)
Objekte mit konvexen minimal1
Konkavita¨ten
nicht minimal
(gema¨ß Theorem OK)
Objekte mit unverzweigten
einfachen Tunneln
nicht minimal nicht minimal
Objekte mit unverzweigten
nicht-einfachen Tunneln
nicht minimal nicht minimal
Objekte mit verzweigten
Tunneln
nicht minimal nicht minimal
Objekte mit nicht-konvexen minimal1
Konkavita¨ten (g = 0)
nicht minimal
(gema¨ß Theorem OK)
Objekte mit nicht-konvexen
Konkavita¨ten (g > 0)
nicht minimal nicht minimal
Objekte mit nicht-konvexen
Hohlra¨umen
nicht minimal minimal2
Tabelle 7.1: Vergleich der Minimalita¨tseigenschaften.
1Die Minimalita¨t wird bis auf die Mo¨glichkeit des Kantentausches (siehe Abschnitt 7.3) erzielt.
2Die Minimalita¨t des Oberfla¨cheninhaltes ist nur dann gegeben, wenn der Teilkomplex S′, der den Hohl-
raum bildet, selbst zu der entsprechenden Objektklasse geho¨rt, fu¨r die die Minimalita¨t erfu¨llt ist.
Kapitel 8
Experimente und Beispiele
In diesem Kapitel sollen Beispiele gezeigt werden, wie die Ergebnisse der Anwen-
dung des Polyedrisierungsalgorithmus auf Voxelobjekte aussehen.
Zuna¨chst sollen in diesem Kapitel Polyedrisierungsergebnisse und Zwischen-
schritte bei der Polyedrisierung fu¨r verschiedene Klassen von Objekten gezeigt
werden. Die Polyeder werden hinsichtlich ihrer Fla¨chenanzahl untersucht und mit
den Ergebnissen des Marching Cubes Verfahrens [29] verglichen. Dieses Verfahren
wird als Vergleich herangezogen, da eine Marching Cubes Triangulation ebenfalls
ein Polyeder ist, welches Objektvoxel von Hintergrundvoxeln trennt. Weiterhin ist
es in der Computergrafik ein sehr weit verbreitetes Verfahren, welches hunderte
Publikationen referenzieren [9].
Die in diesem Kapitel gezeigten Polyeder besitzen aufgrund der besseren Dar-
stellbarkeit 0-Zellen als Ecken.
8.1 Objekte mit Konkavita¨ten vom Geschlecht g = 0
8.1.1 Objekte mit Gnc(P ) = 1
Abbildung 8.1 zeigt die Menge S der Voxel eines digitalen Ellipsoids mit den
Achsenla¨ngen a = b = 13 und c = 8, aus welchem eine Teilmenge S ′ der Voxel
entfernt wurde, die eine konvexe Konkavita¨t innerhalb der konvexen Hu¨lle CH(S)
des Ellipsoids bildet.
Das Objekt in Abbildung 8.1 (links) besitzt 4949 Voxel (3-Zellen) und 2594
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Randfacetten (2-Zellen). Die konvexe Hu¨lle dieses Objektes (siehe rechte Seite in
Abbildung 8.1) entha¨lt 288 Fla¨chen. Die Menge S′ der Hintergrundvoxel innerhalb
der konvexen Hu¨lle besteht aus 835 Voxeln.
Abbildung 8.1: Links: Ellipsoid mit Konkavita¨t. Rechts: Konvexe Hu¨lle
dieses Objektes.
Das Polyedrisierungsverfahren ermittelt 11 Fla¨chen der konvexen Hu¨lle als inzident
mit der ZKH S′ und spannt ausgehend von dieser Menge M von 11 Fla¨chen die
konvexe Hu¨lle CH(S′
⋃
M) auf (siehe Abbildung 8.2). CH(S′
⋃
M) entha¨lt 32
Fla¨chen, von denen die 11 Fla¨chen, die in CH(S) markiert wurden, identisch in
CH(S) und CH(S′
⋃
M) sind. Ließe man an diesem Punkt der Polyedrisierung
außer Acht, dass CH(S′
⋃
M) neben den Hintergrundvoxeln auch Voxel der Menge
S entha¨lt, so bestu¨nde die Vereinigung der beiden Polyeder aus 288-11+32-11=298
Fla¨chen.
Abbildung 8.2: Konvexe Hu¨lle CH(S′
⋃
M) der Menge der Hinter-
grundvoxel in CH(S) und der markierten Fla¨chen von CH(S).
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Da das Polyedrisierungsverfahren jedoch rekursiv arbeitet, wird vor der Verei-
nigung der Polyeder gepru¨ft, ob Objektvoxel innerhalb der konvexen Hu¨lle der
Hintergrundvoxel liegen. In diesem Beispiel entha¨lt CH(S′
⋃
M) 424 Voxel der
Menge S, die zwei Zusammenhangskomponenten S′′1 und S
′′
2 bilden. CH(S
′′
1 ) und
CH(S′′2 ) bestehen aus jeweils 22 Fla¨chen, von denen je 10 mit den Fla¨chen von
CH(S′
⋃
M) identisch sind.
CH(S′′1) und CH(S
′′
2) enthalten keine Voxel der Menge S
′. Aus diesem Grund
kann nun die Vereinigung von CH(S′
⋃
M) mit CH(S′′1 ) und CH(S
′′
2 ) zu einem
nicht-konvexen Polyeder P1 erfolgen, welches 36 Fla¨chen besitzt. Da P1 keine wei-
teren ZKHs besitzt und demnach nicht weiter modifiziert werden muss, kann nun
CH(S) mit P1 vereinigt und zu einem nicht-konvexen Polyeder P2 zusammen-
gefu¨gt werden (siehe Abbildung 8.3). P2 besitzt 302 Fla¨chen.
Abbildung 8.3: Resultierendes Polyeder P2 nach Anwendung des Poly-
edrisierungsverfahrens.
Wie zu Beginn dieses Kapitels erwa¨hnt, besitzen die Polyeder aufgrund der bes-
seren Darstellbarkeit 0-Zellen als Ecken. Das resultierende Polyeder P2 in diesem
Beispiel besitzt 0-Zellen der Menge S als Ecken und trennt somit nicht die 3-Zellen
von S von denen aus A\S vollsta¨ndig, d.h. P2 entha¨lt 3-Zellen des Hintergrundes.
Damit ist eine Rekonstruktion der Menge S aus dem Polyeder P2 nicht fehlerfrei
mo¨glich. Das diesem Beispiel entsprechende Polyeder, welches 3-Zellen aus S als
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Ecken besitzt, hat jedoch die gleiche Fla¨chenanzahl.
Abbildung 8.4: Polyeder Pmc, welches durch Marching Cubes Triangu-
lation des Objektes S erzeugt wurde.
Das Polyeder P2, welches als Ergebnis der Polyedrisierung der Menge S vorliegt,
soll nun bezu¨glich Fla¨chenanzahl und Berechnungszeit mit dem Ergebnis des Mar-
ching Cubes Verfahrens (siehe Abbildung 8.4) verglichen werden.
Durch das Marching Cubes Verfahren wird ebenfalls ein Polyeder erzeugt, wel-
ches im Folgenden mit Pmc bezeichnet werden soll. Pmc besitzt die Eigenschaft,
3-Zellen aus S von 3-Zellen aus A \ S zu trennen.
Zuna¨chst soll erwa¨hnt werden, dass die Berechnungszeit fu¨r die Erzeugung der
Marching Cubes Triangulation im Allgemeinen sehr gering ist. Dies resultiert dar-
aus, dass das Marching Cubes Verfahren lokal arbeitet und linear von der Anzahl
der Voxel der zu triangulierenden Menge S abha¨ngt. Diesem Vorteil steht als
Nachteil gegenu¨ber, dass durch die lokale Arbeitsweise keine gro¨ßeren Fla¨chen (al-
so Mengen von benachbarten komplanaren Dreiecken) zusammengefasst werden
ko¨nnen, wodurch die Anzahl der erzeugten Dreiecke sehr groß ist. Diese Anzahl ist
im Durchschnitt doppelt so groß wie die Anzahl der Randfacetten des gegebenen
Objektes.
Ein weiterer Nachteil, der aus der lokalen Arbeitsweise des Marching Cubes
Verfahrens resultiert, ist die Beschra¨nktheit der erzeugten Dreiecke auf wenige
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Orientierungen, wodurch lediglich eine schlechte Approximation der Oberfla¨che
des kontinuierlichen Urbildes erzeugt wird.
Die folgende Tabelle stellt zuna¨chst fu¨r das untersuchte Objekt die Berech-
nungsdauer des Polyedrisierungsverfahrens der des Marching Cubes Verfahrens
gegenu¨ber:
Rechenzeit
Polyedrisierungsverfahren
Aufspannen CH(S) 3,936s
Aufspannen CH(S′
⋃
M) 2,214s
Aufspannen CH(S′′1 ) 1,493s
Aufspannen CH(S′′2 ) 1,493s
Vereinigung 1,868s
gesamt 11,004s
Marching Cubes Triangulation 0,040s
Tabelle 8.1: Vergleich der Rechenzeit fu¨r das obige Beispiel.
Zu Tabelle 8.1 sei angemerkt, dass die Vergleiche unter Microsoft Windows XP
auf einem AMD Athlon Prozessor mit 1666 MHz durchgefu¨hrt wurden. Die Algo-
rithmen wurden in der Sprache C implementiert, jedoch wurde keine Optimierung
des Codes bezu¨glich der Rechenzeit durchgefu¨hrt.
Die folgende Tabelle stellt die Anzahl der Fla¨chen bei beiden Verfahren gegenu¨ber:
Fla¨chenanzahl
Polyedrisierungsverfahren 302
Marching Cubes Triangulation 5184
Tabelle 8.2: Vergleich der Fla¨chenanzahl beim Polyedrisierungsverfahren
und Marching Cubes.
Wie bereits in [24] gezeigt, kann der durchschnittliche Speicheraufwand beim Mar-
ching Cubes Verfahren mit folgender Formel abgescha¨tzt werden:
sizetr = 3 ·NV + 3 ·NT = (3/2 + 3) ·NT (8.1)
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Die Anzahl der durchschnittlich zu speichernden Integer-Werte pro Dreieck be-
tra¨gt somit 4,5, da die Anzahl NT der Dreiecke durchschnittlich doppelt so groß
ist, wie die Anzahl NV der Ecken.
Wie ebenfalls in [24] gezeigt wurde, kann der Speicheraufwand bei der Kodierung
der nicht-redundanten Zellenliste eines Polyeders mit folgender Formel berechnet
werden, wenn angenommen wird, dass das erzeugte Polyeder durchschnittlich 5
Ecken pro Fla¨che besitzt:
sizecl = 3 ·NV + 5 ·NF (8.2)
Hierbei bezeichnet NV die Anzahl der Ecken des Polyeders und NF die Anzahl
seiner Fla¨chen.
Fu¨r das obige Beispiel ergeben sich somit die folgenden Werte:
Fla¨chen Ecken Integer-Werte
Polyedrisierungsverfahren 302 268 2314
Marching Cubes Triangulation 5184 ∼ 2592 23328
Tabelle 8.3: Vergleich des Speicheraufwandes beim Polyedrisierungsver-
fahren und Marching Cubes.
Fu¨r Objekte, wie dem Beispiel in Abbildung 8.1, zeigen die folgenden Tabellen
und das dazugeho¨rige Diagramm (Abbildung 8.5), welcher Speicheraufwand fu¨r
die Kodierung der Oberfla¨che bei verschiedenen Objektgro¨ßen beim Polyedrisie-
rungsverfahren und beim Marching Cubes Verfahren auftritt.
Objekt Gro¨ße des Ellipsoides Voxel Facetten Voxel in Konkavita¨t
1 a = b = 10, c = 7 2664 1708 448
2 a = b = 11, c = 8 3528 2052 544
3 a = b = 13, c = 8 4949 2594 835
4 a = b = 14, c = 9 6264 3016 1128
5 a = b = 15, c = 10 7968 3560 1344
6 a = b = 16, c = 11 10966 4430 2051
Tabelle 8.4: Objekte fu¨r den Vergleich des Speicheraufwandes.
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Polyedrisierung Marching Cubes
Objekt Fla¨chen Ecken Integer-Werte Dreiecke Integer-Werte
1 134 164 1162 3412 15354
2 144 176 1248 4100 18450
3 302 268 2314 5184 23328
4 250 280 2090 6028 27126
5 284 316 2368 7116 32022
6 312 338 2574 8856 39852
Tabelle 8.5: Vergleich des Speicheraufwandes beim Polyedrisierungsver-
fahren und Marching Cubes fu¨r Objekte verschiedener Gro¨ße.
Der Speicheraufwand, gemessen in Integer-Werten, des Polyedrisierungsverfahrens
soll im Folgenden Diagramm dem Speicheraufwand des Marching Cubes Triangu-
lationsverfahrens gegenu¨bergestellt werden.
Marching Cubes
Polyedrisierung
 0
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 25000
 30000
 35000
 40000
 1  2  3  4  5  6
Abbildung 8.5: Vergleich des Speicheraufwandes fu¨r die Kodierung der
Oberfla¨chen beim Polyedrisierungsverfahren und bei Marching Cubes.
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8.2 Objekte mit Konkavita¨ten vom Geschlecht g > 0
und mit Tunneln
In diesem Abschnitt sollen Objekte betrachtet werden, die entweder selbst eine
Oberfla¨che mit g > 0 und damit Tunnel besitzen oder die Konkavita¨ten besit-
zen, die eine Oberfla¨che mit g > 0 haben. In beiden Fa¨llen sind diese Objekte
nicht-konvex und die konvexe Hu¨lle entha¨lt mindestens eine zusammenha¨ngende
Menge von Voxeln mit g > 0 – entweder die Menge der Vordergrund- oder die der
Hintergrundvoxel.
8.2.1 Tunnel
Ein einfaches Objekt mit einem Tunnel zeigt Abbildung 8.6. Hierbei handelt es
sich um einen Zylinder mit einem zylindrischen Tunnel, der konvex und damit ein
einfacher Tunnel ist. Das Objekt in Abbildung 8.6 besitzt einen Durchmesser von
50 Voxeln und eine Ho¨he von 15 Voxeln. Der Durchmesser des Tunnels betra¨gt 35
Voxel. Es besteht damit aus insgesamt 14520 Objektvoxeln und entha¨lt in seiner
konvexen Hu¨lle 14595 Hintergrundvoxel (siehe Abbildung 8.7).
Abbildung 8.6: Links: Zylinder mit Tunnel. Rechts: Konvexe Hu¨lle die-
ses Objektes.
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Abbildung 8.7: Menge der Hintergrundvoxel S′ in der konvexen Hu¨lle
CH(S) des Objektes S mit konvexer Hu¨lle CH(S′).
Abbildung 8.8: Links: Resultierendes Polyeder. Rechts: Marching Cubes
Triangulation.
Fu¨r Objekte verschiedener Gro¨ße, analog zu dem in Abbildung 8.6, zeigen die
folgenden Tabellen, welcher Speicheraufwand fu¨r die Kodierung der Oberfla¨che bei
verschiedenen Objektgro¨ßen beim Polyedrisierungsverfahren und beim Marching
Cubes Verfahren auftritt.
Objekt Gro¨ße des Zylinders Voxel Facetten Voxel im Tunnel
1 da = 25, di = 10, h = 15 6060 2848 1200
2 da = 50, di = 35, h = 15 14520 6976 14595
3 da = 75, di = 60, h = 15 23460 11192 42420
4 da = 100, di = 85, h = 15 32160 15328 87135
Tabelle 8.6: Objekte fu¨r den Vergleich des Speicheraufwandes.
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Polyedrisierung Marching Cubes
Objekt Fla¨chen Ecken Integer-Werte Dreiecke Integer-Werte
1 30 (32) 56 318 (328) 5696 25632
2 58 (60) 112 626 (636) 13952 62784
3 78 (80) 152 846 (856) 22384 100728
4 82 (84) 160 890 (900) 30656 137952
Tabelle 8.7: Vergleich des Speicheraufwandes beim Polyedrisierungsver-
fahren und Marching Cubes fu¨r Objekte verschiedener Gro¨ße.
Zu Abbildung 8.8 (links) und Tabelle 8.7 sei Folgendes angemerkt: Da die Deck-
fla¨chen des Zylinders und die des Tunnels komplanar sind, erfolgt bei der Verei-
nigung der konvexen Hu¨lle des Objektes und der des Tunnels aufgrund der sich
nicht schneidenden Ra¨nder der komplanaren Fla¨chen zuna¨chst eine Erzeugung
von Fla¨chen mit einem Loch, also mit zwei Randkomponenten. Um ein Polyeder,
welches solche Fla¨chen entha¨lt, wieder in ein zula¨ssiges Polyeder zu transformie-
ren, ist es notwendig, die Fla¨chen mit mehreren Randkomponenten in Fla¨chen
mit jeweils genau einer Randkomponente zu zerlegen. Hierfu¨r mu¨ssen genau zwei
Kanten eingefu¨gt werden, wodurch aus einer Fla¨che mit Loch genau zwei Fla¨chen
werden, die jeweils eine 2-dimensionale Mannigfaltigkeit mit Rand sind. Sollte wei-
terhin gefordert werden, dass auch diese Fla¨chen konvex sind, so ist es zweckma¨ßig,
die nicht-konvexen Fla¨chen zuna¨chst mit klassischen Verfahren der Triangulierung
von Polygonen (siehe z.Bsp. [30]) in Dreiecke zu zerlegen und diese dann unter
Beru¨cksichtigung des konvexita¨tserhaltenden Kriteriums (siehe Abschnitt 4.5.6)
zusammenzufu¨gen. Abbildung 8.8 (links) zeigt lediglich das zuna¨chst erzeugte Po-
lyeder, welches Fla¨chen mit mehreren Randkomponenten entha¨lt. In der zweiten
und vierten Spalte von Tabelle 8.7 stehen die Werte in Klammern fu¨r die Zerlegung
der Fla¨chen mit zwei Randkomponenten in zwei Fla¨chen mit je einer Randkom-
ponente.
Ein weiteres Objekt mit einem einfachen Tunnel zeigt Abbildung 8.9. Hierbei
handelt es sich um einen Teil eines Torus mit einem Tunnel im Inneren. Die Hin-
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tergrundvoxel innerhalb der konvexen Hu¨lle des Objektes zeigt Abbildung 8.10.
Abbildung 8.9: Objekt und konvexe Hu¨lle eines Torusauschnittes mit
Tunnel (dargestellt aus zwei verschiedenen Betrachtungsrichtungen).
Abbildung 8.10: Links: Zusammenhangskomponente S′ der Hintergrund-
voxel innerhalb der konvexen Hu¨lle des Objektes in Abbildung 8.9. Mitte:
konvexe Hu¨lle CH(S′). Rechts: modifizierte konvexe Hu¨lle.
Das hier dargestellte Objekt S besitzt in seiner konvexen Hu¨lle CH(S) eine ZKH,
die mit genau zwei nicht-zusammenha¨ngenden Fla¨chen von CH(S) inzidiert. So-
mit ist die ZKH ein Tunnel. Die Hintergrundvoxel des Tunnels (siehe Abbildung
8.10) besitzen in ihrer konvexen Hu¨lle CH(S′) eine Konkavita¨t, denn eine Zusam-
menhangskomponente von Objektvoxeln liegt innerhalb CH(S′) und inzidiert mit
genau einer zusammenha¨ngenden Menge von Fla¨chen von CH(S′).
Die konvexe Hu¨lle CH(S) des Objektes in Abbildung 8.10 besitzt 78 Fla¨chen
und entha¨lt 430 Hintergrundvoxel im Inneren, die den Tunnel bilden. Die konvexe
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Hu¨lle CH(S′) des Tunnels besteht aus 38 Fla¨chen. Das Polyeder P ′, welches durch
die Modifikation aus CH(S′) erzeugt wird, besteht aus 56 Fla¨chen. Somit entsteht
bei der Vereinigung der Teilhu¨llen CH(S) und P ′ ein trennendes Polyeder P ,
welches aus 134 Fla¨chen besteht. Dem gegenu¨ber besteht die Marching Cubes
Triangulation aus 2772 Dreiecken.
8.2.2 Konkavita¨ten vom Geschlecht g > 0
In diesem Abschnitt soll das in Abbildung 4.25 (siehe S.73) dargestellte Objekt
mit den beiden verschiedenen Ansa¨tzen aus Abschnitt 4.5.3 bzw. Abschnitt 4.5.4
polyedrisiert werden.
Das Objekt besteht aus 1160 Voxeln und ist einer Kugel homo¨omorph, d.h.
seine Oberfla¨che besitzt das Geschlecht g = 0. Die konvexe Hu¨lle CH(S) dieses
Objektes S besteht aus 15 Fla¨chen und entha¨lt im Inneren 752 Hintergrundvoxel,
die eine ZKH S′ bilden und mit genau einer stark zusammenha¨ngenden Menge von
Fla¨chen inzidieren. Somit ist S′ gema¨ß Definition CO (siehe S.51) eine Konkavita¨t.
Da die Konkavita¨t S′ eine Oberfla¨che mit dem Geschlecht g = 1 besitzt, kann die
Polyedrisierung nicht durch Eindru¨cken (siehe Definition PR, S.60) der konvexen
Hu¨lle erfolgen, sondern erfordert eine Herangehensweise fu¨r tunnelartige Objekte
und damit einen der beiden Ansa¨tze aus Abschnitt 4.5, also den heuristischen
Ansatz oder den Ansatz der Zerlegung der Menge der Hintergrundvoxel in digitale
Kugeln.
Ergebnisse des heuristischen Verfahrens
Wie in Abschnitt 4.5.3 beschrieben, basiert das heuristische Verfahren zur Be-
handlung von Objekten S mit g > 0 darauf, dass die Modifikation der konvexen
Hu¨lle CH(S) schrittweise durch ein abgewandeltes Eindru¨cken gema¨ß Definition
PR2 (siehe S.76) erfolgt.
Die Kriterien des heuristischen Ansatzes (siehe S.77) erfordern die Wahl zweier
Parameter fu¨r die Markierung einzudru¨ckender Fla¨chen. Diese beiden Parameter
dij und w wurden fu¨r das Beispiel auf S.73 experimentell ermittelt, indem gepru¨ft
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wurde, fu¨r welche Werte die Polyedrisierung ein Polyeder P produziert, welches
die Voxel des Objektes von den Voxeln des Hintergrundes trennt, indem in jedem
Schritt des Eindru¨ckens gema¨ß Definition PR2 die gleichen Parameter-Werte an-
gewendet werden konnten. Die ermittelten Werte der Parameter in diesem Beispiel
sind dij = 0, 69h und w = 105
◦.
Abbildung 8.11 zeigt das zu polyedrisierende Objekt S sowie die in der kon-
vexen Hu¨lle CH(S) dieses Objektes liegenden Hintergrundvoxel, die einen Torus
bilden und damit eine Oberfla¨che mit Geschlecht g = 1 besitzen.
Abbildung 8.11: Objekt
”
Felge“ (links) und konvexe Hu¨lle dieses Ob-
jektes mit der Menge der Hintergrundvoxel innerhalb der konvexen Hu¨lle
(rechts).
Die folgenden Abbildungen zeigen einige Zwischenschritte bei der Polyedrisierung
des Objektes in Abbildung 8.11 mittels des heuristischen Verfahrens.
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Abbildung 8.12: Gema¨ß der heuristischen Kriterien zum ersten Ein-
dru¨cken markierte Fla¨chen der konvexen Hu¨lle (links) und Ergebnis des
ersten Eindru¨ckens (rechts).
Abbildung 8.13: Schritt 12 des Eindru¨ckens im heuristischen Verfahren.
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Abbildung 8.14: Schritt 69 des Eindru¨ckens im heuristischen Verfahren.
Abbildung 8.15: Ergebnis des Eindru¨ckens im heuristischen Verfahren.
Im Ergebnis der Polyedrisierung dieses Objektes entsteht ein Polyeder mit 127
Fla¨chen (siehe Abbildung 8.15).
Ergebnisse des Zerlegungsverfahrens
Das Zerlegungsverfahren, welches in Abschnitt 4.5.4 beschrieben wurde, dient da-
zu, die Menge S′ der Hintergrundvoxel, welche sich innerhalb der konvexen Hu¨lle
CH(S) des Objektes S befinden, in maximal große digitale Kugeln zu zerteilen, so
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dass die Modifikation der konvexen Hu¨lle durch das Eindru¨cken gema¨ß Definition
PR (siehe S.60) erfolgen kann, denn jede digitale Kugel besitzt eine Oberfla¨che
mit dem Geschlecht g = 0.
Fu¨r das in diesem Abschnitt untersuchte Objekt ist die Menge S′ der Hinter-
grundvoxel in Abbildung 8.11 (rechts) dargestellt. Diese Menge wird schrittweise
zerlegt, was bedeutet, dass beginnend mit einem einzelnen Voxel v ∈ S ′ eine maxi-
mal große Kugel durch Hinzunahme benachbarter Voxel und durch Verschiebung
um ein Voxel in x-, y- oder z-Richtung erzeugt wird. Dabei ist anzumerken, dass
durch diese Vorgehensweise die erzeugte digitale Kugel im Allgemeinen ein loka-
les Maximum repra¨sentiert. Das Erreichen des globalen Maximums ist nur durch
geeignete Wahl des Startvoxels mo¨glich, jedoch ist dies fu¨r das Verfahren der Po-
lyedrisierung nicht erforderlich.
Nach dem Auffinden einer maximal großen digitalen Kugel K ⊂ S′ erfolgt sofort
die Modifikation des Polyeders, d.h. das Eindru¨cken. Dadurch wird die Menge S′
der Hintergrundvoxel ebenfalls nach jedem Schritt vera¨ndert.
Abbildung 8.16: Erste ermittelte digitale Kugel K ⊂ S′ (links) und re-
sultierendes Polyeder nach dem Eindru¨cken mit der verbleibenden Menge
der Hintergrundvoxel (rechts).
Abbildung 8.16 zeigt den ersten Schritt des Zerlegungsverfahrens mit anschließen-
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dem Eindru¨cken der konvexen Hu¨lle CH(S). Die in diesem Schritt erzeugte digitale
Kugel K ⊂ S′ besitzt den Radius 1h, so dass zum Startvoxel alle diejenigen Voxel
hinzugefu¨gt wurden, die mit dem Startvoxel gemeinsame Facetten besitzen. Ein
Vergro¨ßern der Kugel K ist an dieser Stelle nicht mehr mo¨glich, da die Forde-
rung, dass alle Voxel von K zu S′ geho¨ren sollen, beim weiteren Vergro¨ßern oder
Verschieben verletzt wird.
Durch das Eindru¨cken ko¨nnen in jedem Schritt auch Voxel der Menge S nach
außen gelangen. Nachdem alle Voxel der Menge S′ durch die Modifikation au-
ßerhalb des Polyeders liegen, ist somit wieder eine Vertauschung der Rollen von
Objekt- und Hintergrundvoxeln notwendig, um durch das umgekehrte Eindru¨cken
die Voxel der Menge S wieder ins Innere von P zu bekommen.
Nach Abschluss des Ein- bzw. Herausdru¨ckens von Fla¨chen des Polyeders P
wird auch beim Zerlegungsverfahren ein trennendes Polyeder erzeugt (siehe Ab-
bildung 8.15).
Abbildung 8.17:Marching Cubes Triangulation des in diesem Abschnitt
untersuchten Objektes.
Abbildung 8.17 zeigt als Vergleich die Triangulation, die durch das Marching Cubes
Verfahren erzeugt wurde. Dieses Polyeder besteht aus 2160 Dreiecken, wogegen
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die durch das Polyedrisierungsverfahren erzeugte Oberfla¨che nur aus 127 Fla¨chen
besteht.
8.3 Schlussfolgerungen
In diesem Kapitel konnte experimentell gezeigt werden, dass die Anzahl der Drei-
ecke in der Marching Cubes Triangulation und der damit verbundene Speicherauf-
wand fu¨r die Repra¨sentation des erzeugten trennenden Polyeders zu einem gege-
benen Objekt deutlich gro¨ßer ist als die Anzahl der Fla¨chen eines vom Polyedrisie-
rungsverfahren erzeugten Polyeders. Auch fu¨r Objekte, fu¨r die die Minimalita¨t der
Fla¨chenanzahl nicht bewiesen werden konnte, ist diese Anzahl deutlich geringer als
die Anzahl der Dreiecke bei der Marching Cubes Triangulation.
Die untersuchten Beispiele haben gezeigt, dass der Speicheraufwand fu¨r die
Codierung der durch das Polyedrisierungsverfahren erzeugten Oberfla¨chen nicht
so stark mit der Gro¨ße des Objektes wa¨chst wie beim Marching Cubes Verfahren,
bei dem die Anzahl der Dreiecke direkt mit der Anzahl der Oberfla¨chenelemente
(Facetten) des Objektes zusammenha¨ngt. Dies bedeutet somit, dass die Gro¨ße der
Zellenliste bei den Polyedern, die durch das hier vorgestellte Verfahren erzeugt
wurden, vorrangig von der Komplexita¨t des Objektes abha¨ngt und nur in sehr
geringem Maße von seiner Gro¨ße (vgl. Tabelle 8.5 und Tabelle 8.7).
Kapitel 9
Folgerungen fu¨r den 2-dimensionalen
Fall
Das Prinzip des in dieser Arbeit vorgestellten Verfahrens zur Polyedrisierung 3-
dimensionaler Voxelmengen ist auch im 2-dimensionalen Raum anwendbar. Das
Problem hier ist dementsprechend die Erzeugung eines Polygons P2, welches zu
einer gegebenenMenge S2 von Pixeln, die als stark zusammenha¨ngender, homogen-
2-dimensionaler und dichter Subkomplex eines 2-dimensionalen AC Komplexes A
vorliegen, die Trennung der Pixel aus S2 von A \ S2 erfu¨llt und dabei minimalen
Umfang bzw. minimale Kantenanzahl besitzt.
9.1 Polygonisierung
Die Erzeugung der konvexen Hu¨lle CH(S2) erfolgt nach dem gleichen Prinzip wie
im 3-dimensionalen Fall und beginnt mit der Extraktion der lokalen bzw. kon-
vexen Ecken, also der Menge L2 der Eckkandidaten. Aus dieser Menge wird die
konvexe Hu¨lle aufgespannt, indem auch hier das Prinzip der Sichtbarkeit um-
gesetzt wird. Die Sichtbarkeit ist im 2-dimensionalen Fall in gleicher Weise wie
im 3-dimensionalen Fall mit Hilfe des Skalarproduktes definiert. Die 2D-Analogie
der komplanaren Fla¨chen sind kollineare Kanten, deren Behandlung auch im 3-
dimensionalen Fall notwendig ist und in [24] untersucht wurde.
Nach der Erzeugung der konvexen Hu¨lle CH(S2) bleibt nun zu betrachten, wel-
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che Arten von Zusammenhangskomponenten S′2 von Pixeln der Menge A \ S2 in
CH(S2) liegen ko¨nnen, um herauszufinden, wie die konvexe Hu¨lle der gegebenen
Menge S2 von Pixeln modifiziert werden muss, um ein trennendes Polygon fu¨r die
Menge S2 zu werden. Hierfu¨r sollen die 3 Klassen von ZKHs (siehe S.51) dahinge-
hend untersucht werden, ob sie im 2-dimensionalen Fall vorkommen ko¨nnen. Die
Definition der ZKH kann ohne Einschra¨nkungen auch in 2 Dimensionen angewen-
det werden.
• Konkavita¨ten: Gema¨ß Definition CO inzidiert eine Konkavita¨t mit genau ei-
ner zusammenha¨ngenden Menge von Fla¨chen der konvexen Hu¨lle. Die Ent-
sprechung der Fla¨chen sind im 2-dimensionalen Fall die Kanten der konve-
xen Hu¨lle CH(S2). Mit dieser Aba¨nderung sind die Konkavita¨ten in 2D ohne
Schwierigkeiten mo¨glich.
• Hohlra¨ume: Gema¨ß Definition CA ist ein Hohlraum eine ZKH, die mit keiner
Fla¨che der konvexen Hu¨lle inzidiert. Im 2-dimensionalen Fall ist ein Hohlraum
eine zusammenha¨ngende Menge von Pixeln, die mit keiner Kante der konvexen
Hu¨lle CH(S2) inzidiert. Damit sind Hohlra¨ume in 2D definiert und ko¨nnen
innerhalb der konvexen Hu¨lle von stark zusammenha¨ngenden, homogen-2-
dimensionalen und dichten Teilkomplexen vorkommen.
• Tunnel: Definition TU legt fest, dass ein Tunnel mit mehr als einer zusam-
menha¨ngenden Menge von Fla¨chen der konvexen Hu¨lle inzidiert. In 2D wu¨rde
dies bedeuten, dass eine zusammenha¨ngende Menge von Hintergrundpixeln
mit mindestens zwei zusammenha¨ngenden Mengen von Kanten inzidiert. Dies
ist im 2-dimensionalen Fall nicht mo¨glich, da der Tunnel somit die Menge S2
in mehrere Teile zerlegen wu¨rde, was jedoch gema¨ß der Forderung, dass S2
stark zusammenha¨ngend ist, nicht erlaubt ist. Daher gibt es keine 2D-Tunnel
in zusammenha¨ngenden Mengen von Pixeln.
Weitere Klassen von ZKHs sind in 2 Dimensionen ebenfalls nicht mo¨glich, da alle
mo¨glichen Fa¨lle bezu¨glich der Anzahl zusammenha¨ngender Mengen von Kanten
von CH(S2) abgedeckt sind. Daher beschra¨nkt sich die Modifikation der konvexen
Hu¨lle CH(S2) auf die Behandlung von Konkavita¨ten und Hohlra¨umen.
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Das im 3-dimensionalen Fall auftretende Problem, dass Konkavita¨ten selbst
Zusammenhangskomponenten von Objektvoxeln enthalten ko¨nnen, deren konvexe
Hu¨lle Tunnel entha¨lt, kann in keiner Weise im 2-dimensionalen Fall auftreten, da
Tunnel in 2D nicht existieren und somit jede ZKH mit mehr als einer Randkom-
ponente die gegebene Menge S2 von Pixeln in mehrere disjunkte Zusammenhangs-
komponenten zerlegt.
Damit kann die konvexe Hu¨lle lediglich Konkavita¨ten oder Hohlra¨ume enthal-
ten. Sofern die in CH(S2) enthaltenen ZKHs S
′
2 wiederum selbst nicht-konvex
sind, kann die konvexe Hu¨lle der jeweiligen ZKH nur noch Konkavita¨ten enthal-
ten. In Anlehnung an Abbildung 4.29 (siehe S.87) soll die Klassifikation der 2-
dimensionalen Zusammenhangskomponenten S′2, die innerhalb der konvexen Hu¨lle
CH(S2) liegen ko¨nnen, in der folgenden Abbildung gezeigt werden:
Zusammenhangskomponente S′
2
von Hintergrundpixeln ist
? ?
Konkavita¨t Hohlraum
CH(S′
2
) kann
enthalten
CH(S′
2
) kann
enthalten
?
Konkavita¨t
?
?
Konkavita¨t
? ...
Abbildung 9.1:Klassifikation der Zusammenhangskomponenten von Hin-
tergrundpixeln innerhalb eines Polygons.
Die Modifikation der konvexen Hu¨lle CH(S2) nicht-konvexer Mengen S2 erfolgt
durch die Erzeugung einer unabha¨ngigen konvexen Hu¨lle bei einem Hohlraum
bzw. durch Eindru¨cken bei Konkavita¨ten. Das Eindru¨cken erfolgt analog zum 3-
dimensionalen Eindru¨cken gema¨ß Definition PR (siehe S.60) und ist in Abbildung
4.17 bereits schematisch dargestellt. Hier werden somit markierte Kanten der kon-
vexen Hu¨lle CH(S2) durch diejenigen Kanten ersetzt, die bei der Erzeugung und
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Modifikation der konvexen Hu¨lle der Konkavita¨t entstehen und verschieden sind
von den Kanten von CH(S2). Das Eindru¨cken erfolgt rekursiv. Jedoch ist im Ge-
gensatz zum 3-dimensionalen Fall keine andere Klasse von ZKHs mo¨glich als Kon-
kavita¨ten, so dass lediglich das Eindru¨cken so lange ausgefu¨hrt werden muss, bis
das resultierende Polygon P2 die Forderung der Trennung erfu¨llt.
Abschließend zum 2-dimensionalen Fall soll nun noch betrachtet werden, welche
Aussagen u¨ber die Fla¨chenanzahl und den Oberfla¨cheninhalt der Polyeder in 3D
entsprechend in 2D auf die Kantenanzahl und den Umfang der Polygone zutreffen.
9.2 Minimalita¨t der Kantenanzahl
Zuna¨chst soll betrachtet werden, welche Aussagen u¨ber die Kantenanzahl der so
erzeugten Polygone aus den Lemmata und Theoremen aus Kapitel 6 folgen.
Die Gu¨ltigkeit der Lemmata TR, TRE und TRC (siehe S.97ff) la¨sst sich fu¨r
den 2-dimensionalen Fall erhalten, wenn in den entsprechenden Aussagen und
Beweisen die Begriffe 3-Zelle, Polyeder, Halbraum und Fla¨che durch 2-Zelle, Po-
lygon, Halbebene und Kante ersetzt werden. Mit Hilfe dieser drei Lemmata wird
durch Theorem TRM (siehe S.101) gezeigt, dass eine digitale konvexe Teilmenge
S ⊂ A mit der konvexen Hu¨lle CH(S) ein trennendes Polyeder mit minimaler
Fla¨chenanzahl besitzt. Auch hier ko¨nnen die Begriffe 3-Zelle, Polyeder und Fla¨che
durch 2-Zelle, Polygon und Kante ersetzt werden, so dass die Aussage fu¨r den
2-dimensionalen Fall gilt, also dass kein Polygon P2 existiert, welches eine digitale
konvexe Teilmenge S2 von A \ S2 trennt, als Ecken ausschließlich 2-Zellen aus S2
besitzt und dessen Kantenanzahl kleiner ist als die der konvexen Hu¨lle CH(S2).
Die 2D-Analogie zu Polyedern mit konvexen Hohlra¨umen sind Polygone mit
konvexen Hohlra¨umen. Theorem THM (siehe S.102) kann auch im 2-dimensiona-
len Fall als gu¨ltig angesehen werden, da die Beweisidee auf der unabha¨ngigen Er-
zeugung der konvexen Hu¨lle CH(S′2) des digital konvexen Hohlraumes S
′
2 beruht,
welche hier in gleicher Form fu¨r 2 Dimensionen angewendet wird. Somit erzeugt
die 2D-Version des in dieser Arbeit vorgestellten Polyedrisierungsverfahrens fu¨r
Objekte mit konvexen Hohlra¨umen Polygone mit minimaler Kantenanzahl, die
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die Bedingung erfu¨llen, Vordergrund- von Hintergrundpixeln zu trennen.
Ebenso wie in 3D kann in 2D die Minimalita¨t der Kantenanzahl bei Konka-
vita¨ten und den verbleibenden nicht-konvexen ZKHs (zu dieser Klasse geho¨ren
in 2D nur die nicht-konvexen Hohlra¨ume) nicht bewiesen werden, da durch das
Austauschen der Ecken, die zu S2 bzw. A \ S2 geho¨ren, die Kantenanzahl unter
Beibehaltung der Trennung reduziert werden ko¨nnte, was auch in 2D nur durch
ein geeignetes Optimierungsverfahren realisiert werden kann.
9.3 Minimalita¨t des Umfanges
Die 2D-Analogie der Minimalita¨t des Oberfla¨cheninhaltes (siehe Kapitel 7) ist die
Minimalita¨t des Umfanges der erzeugten Polygone. Zuna¨chst sei auch hier die Mi-
nimalita¨t bei der konvexen Hu¨lle digital konvexer Objekte betrachtet. Fu¨r den
3-dimensionalen Fall besagt Lemma OB (siehe S.107), dass die konvexe Hu¨lle das-
jenige Polyeder ist, welches eine digitale konvexe Teilmenge S ⊂ A entha¨lt und den
minimalen Oberfla¨cheninhalt besitzt. Auch in diesem Beweis ko¨nnen die Begrif-
fe Polyeder, Oberfla¨cheninhalt und Fla¨che durch ihre 2-Analoga Polygon, Umfang
und Kante ersetzt werden, so dass die Aussage im 2-dimensionalen Fall ihre Gu¨ltig-
keit beha¨lt. Somit ist gezeigt, dass die 2-dimensionale konvexe Hu¨lle einer digital
konvexen Teilmenge S2 ein trennendes Polygon mit minimalem Umfang ist.
Der gleiche Ansatz kann fu¨r Polygone mit konvexen Hohlra¨umen gewa¨hlt wer-
den, so dass auch Lemma OH (siehe S.109) angewandt auf den 2-dimensionalen
Raum seine Gu¨ltigkeit beha¨lt.
Fu¨r Polygone mit Konkavita¨ten kann Theorem OK (siehe S.114) nicht ohne
weiteres auf den 2-dimensionalen Fall u¨bertragen werden. Zuna¨chst mu¨ssen die
2D-Konkavita¨ten nicht bezu¨glich g unterschieden werden. Jede Konkavita¨t S′2 ist
eine 2-Mannigfaltigkeit mit Rand, wobei der Rand einem Kreis homo¨omorph ist.
Weiterhin gibt es in 2D keine Analogie zum Kantentausch (siehe Abschnitt 7.3),
denn die Zellen der Dimension n − 2 sind in 2D die 0-Zellen, die als Ecken des
Polygons verwendet werden. Der Grad der Nicht-Konvexita¨t ist in 2D ebenfalls
anwendbar, wenn in Definition NK (siehe S.10) der Begriff Polyeder durch Poly-
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gon ersetzt wird. Theorem OK muss fu¨r den 2-dimensionalen Fall demnach neu
formuliert werden:
Theorem OK2: Ein Polygon P2, welches eine nicht-konvexe Menge S2 von 2-
Zellen entha¨lt, die in CH(S2) Konkavita¨ten besitzt und wobei P2
• 2-Zellen der Menge S von den 2-Zellen der Menge A \ S trennt,
• 2-Zellen als Ecken besitzt und
• 2-Zellen aus S und aus A \ S auf den Kanten besitzen darf,
besitzt den minimalen Umfang, wenn es durch 2D-Variante des Polyedrisierungs-
verfahrens erzeugt wurde.
Beweis: Zuna¨chst sei P2 angenommen als Polygon mit genau einer Konkavita¨t
S′2 und Gnc(P ) = 1. In diesem Fall ist die in P2 enthaltene Konkavita¨t S
′
2 eine
digitale konvexe Menge. Die konvexe Hu¨lle CH(S′2) trennt gema¨ß Lemma TR die
2-Zellen der Menge S′2 von den 2-Zellen der Menge A\S
′
2. Bei der Modifikation der
konvexen Hu¨lle CH(S2) wird aus einer Menge M sichtbarer Kanten von CH(S2)
die konvexe Hu¨lle CH(M
⋃
S′2) erzeugt, die nicht in jedem Fall die Trennung
erfu¨llt. Zuna¨chst sei jedoch angenommen, dass CH(M
⋃
S′2) die Trennung erfu¨llt
und das CH(M
⋃
S′2) = CH(S
′
2) gilt. Der Fall, dass die Trennung nicht erfu¨llt ist,
entspricht dem Fall einer nicht-konvexen Menge S′2, der unten erwa¨hnt ist.
Da S′2 und S2 disjunkte Mengen von 2-Zellen sind, trennt CH(S
′
2) auch die
2-Zellen der Menge S′2 von den 2-Zellen der Menge S2. CH(S
′
2) besitzt minimalen
Umfang, denn gema¨ß der 2D-Interpretation von Lemma OB kann zu einer digitalen
konvexen Teilmenge kein trennendes Polygon existieren, welches einen kleineren
Umfang als die konvexe Hu¨lle besitzt. Die Ecken von CH(S′2) sind gema¨ß dem
Verfahren zur Erzeugung der konvexen Hu¨lle 2-Zellen aus S′2. Weiterhin ko¨nnen
sowohl 2-Zellen aus S2 als auch aus S
′
2 auf den Kanten von CH(S
′
2) liegen.
Es bleibt zu zeigen, dass die Vereinigung der Polygone P2 und P
′
2 = CH(S
′
2)
minimalen Umfang besitzt. Bei der Vereinigung zweier Polygone wird die Men-
ge der sichtbaren Kanten aus P2 entfernt und durch die Menge der Kanten aus
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P ′2 ersetzt, die von den sichtbaren Kanten verschieden sind. Da die verbleibende
Menge von Kanten aus P2 aufgrund der Trennungsforderung keinen kleineren Um-
fang besitzen kann und auch die verbleibende Menge von Kanten aus P ′2, bleibt
lediglich zu zeigen, dass die Ecken des Randes beider Mengen aufgrund der Tren-
nungsforderung nicht entfernt werden ko¨nnen. Dies ist der Fall, da diese Ecken (der
Rand der beiden Mengen von Kanten aus P2 und P
′
2 hat ausschließlich Ecken, die
2-Zellen aus S2 sind) nicht durch Verkleinern des Umfangs nach außen gelangen
du¨rfen, da das die Trennungsforderung verletzen wu¨rde. Weiterhin ko¨nnen diese
Ecken auch nicht innerhalb des resultierenden Polygons liegen, da das nur durch
eine Vergro¨ßerung des Umfangs mo¨glich wa¨re. Die weiteren Ecken in P ′2, die nicht
zu diesem Rand geho¨ren, sind 2-Zellen aus S′2 und mu¨ssen ebenfalls aufgrund der
Minimalita¨t des Umfangs von P ′2 Ecken des resultierenden Polygons bleiben.
Ein Polygon P2, welches mehrere konvexe Konkavita¨ten entha¨lt, die in der kon-
vexen Hu¨lle CH(S2) Mengen von sichtbaren Kanten besitzen, die keine gemeinsa-
men Zellen haben, also die disjunkte Randkomplexe besitzen, werden in gleicher
Weise verarbeitet und fu¨hren ebenfalls zu einem minimalen Umfang von P2.
Der letzte zu betrachtende Fall des Beweises ist die Modifikation der konve-
xen Hu¨lle, die nicht-konvexe Konkavita¨ten besitzt. In diesem Fall gelten in jedem
Modifikationsschritt die oben erwa¨hnten Eigenschaften, so dass jedes Polygon P2,
welches durch Modifikation aus der konvexen Hu¨lle CH(S2) hervorgeht, die kon-
vexe oder nicht-konvexe Konkavita¨ten entha¨lt, minimalen Umfang besitzt.
2
Zusammenfassend kann somit gesagt werden, dass in der 2-dimensionalen Ver-
sion des Polyedrisierungsverfahrens fu¨r alle Klassen von Objekten, die stark zu-
sammenha¨ngende, homogen-2-dimensionale und dichte Teilkomplexe S2 eines 2-
dimensionalen AC Komplexes A sind, Polygone mit minimalem Umfang erzeugt
werden.
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Kapitel 10
Abschließende Bemerkungen
In dieser Arbeit wurde das Problem der Polyedrisierung von Voxelmengen betrach-
tet und ein Algorithmus vorgestellt, der zu einer gegebenen Menge von Voxeln, die
als stark zusammenha¨ngender, homogen-3-dimensionaler und dichter Teilkomplex
S eines AC Komplexes A vorliegt, ein abstraktes Polyeder P erzeugt, welches die
Voxel aus S von den Voxeln aus A \ S trennt, so dass dabei keine Voxel aus S
außerhalb P und keine Voxel aus A \ S innerhalb P liegen.
10.1 Zusammenfassung
Das Polyedrisierungsproblem existiert seit Anfang der 1990´er Jahre [12]. Vie-
le Arbeiten bescha¨ftigen sich mit der Lo¨sung dieses Problems durch Anwendung
der Methode der digitalen Ebenen (digital plane segmentation) [2, 32, 37]. Diese
Verfahren produzieren jedoch aufgrund der lokalen Arbeitsweise der Ebenenseg-
mentierung in Abha¨ngigkeit vom Startpunkt unterschiedliche Ergebnisse. Weiter-
hin besteht im Allgemeinen keine Mo¨glichkeit, im gegebenen Objekt enthaltene
Symmetrien zu erhalten.
Das in dieser Arbeit vorgestellte Polyedrisierungsverfahren arbeitet mit dem
bekannten Algorithmus zur Erzeugung der konvexen Hu¨lle [24] und dessen rekur-
siver Anwendung auf Teilmengen der gegebenen Menge S von Voxeln. Die konvexe
Hu¨lle einer gegebenen Menge ist eindeutig definiert und durch den Algorithmus
mit einer quadratischen Zeitkomplexita¨t effizient zu erzeugen. Sofern die Menge S
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digital konvex ist, hat die konvexe Hu¨lle die Eigenschaft, ein Polyeder zu sein, wel-
ches S von A\S trennt und dabei die minimale Fla¨chenanzahl und den minimalen
Oberfla¨cheninhalt besitzt.
Um nicht-konvexe Objekte S polyedrisieren zu ko¨nnen, wurde zuna¨chst die
Klassifizierung der Zusammenhangskomponenten von Hintergrundvoxeln inner-
halb der konvexen Hu¨lle CH(S) in Anlehnung an [42] in Konkavita¨ten, Hohlra¨ume
und Tunnel verwendet und verfeinert. Diese Klassifizierung ist notwendig, um die
Modifikation der konvexen Hu¨lle zu einem trennenden Polyeder in Abha¨ngigkeit
von der Topologie und der Geometrie des gegebenen Objektes auf verschiedene
Weise durchfu¨hren zu ko¨nnen.
Die resultierenden trennenden Polyeder besitzen fu¨r nicht-konvexe Objekte, die
konvexe Hohlra¨ume enthalten, die minimale Fla¨chenanzahl und den minimalen
Oberfla¨cheninhalt. Polyeder fu¨r Objekte mit Konkavita¨ten mit g = 0 besitzen
ebenfalls einen minimalen Oberfla¨cheninhalt, was fu¨r Objekte mit Konkavita¨ten
mit g > 0 oder Tunneln nicht ohne ein an die Polyedrisierung anschließendes
Optimierungsverfahren erreicht wird. Eine minimale Fla¨chenanzahl kann im All-
gemeinen fu¨r Konkavita¨ten und Tunnel ebenfalls nur durch eine Optimierung der
Oberfla¨che erzielt werden.
Der Grund fu¨r die Forderung nach der Trennung der 3-Zellen der Menge S von
den 3-Zellen der MengeA\S liegt in der Mo¨glichkeit einer vollsta¨ndigen Rekonstru-
ierbarkeit der gegebenen Menge S aus dem erzeugten Polyeder P , was gleichzeitig
eine implizite Speicherung der Menge S bedeutet. Hierfu¨r ist es notwendig, fu¨r die
erlaubte Eigenschaft der Polyeder, dass sowohl Zellen aus S als auch aus A \ S
auf P liegen du¨rfen, in der Zellenliste von P zu speichern, zu welcher Menge die
jeweils auf P liegenden 3-Zellen geho¨ren.
Neben der Entwicklung des Algorithmus zur Lo¨sung des Polyedrisierungspro-
blems sowie der Klassifizierung der Objekte und der Untersuchung der damit ver-
bundenen Eigenschaften, wurden in dieser Arbeit einige Lo¨sungsansa¨tze zu klei-
neren Problemen vorgestellt. Hierzu za¨hlen insbesondere die Verbesserung des Al-
gorithmus zur Erzeugung der konvexen Hu¨lle durch Maximierung der Gro¨ße des
Startpolyeders (siehe Abschnitt 4.1.8), die Erhaltung der Konvexita¨t beim Zusam-
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menfu¨gen komplanarer Fla¨chen (siehe Abschnitt 4.5.6) und die Minimierung des
Oberfla¨cheninhaltes der Polyeder durch Kantentausch (siehe Abschnitt 7.3).
Aus theoretischer Sicht wurde mit der Einfu¨hrung des Begriffes des Grades
der Nicht-Konvexita¨t (siehe Abschnitt 2.2 und Abschnitt 4.6.2) ein Maß angege-
ben, mit welchem die Komplexita¨t von Polyedern mit Konkavita¨ten, Hohlra¨um-
en und Tunneln angegeben werden kann. Weiterhin wurde gezeigt, dass in der
in dieser Arbeit untersuchten Klasse von Zellenkomplexen, na¨mlich stark zusam-
menha¨ngenden, homogen-3-dimensionalen und dichten Teilkomplexen S ⊂ A, die
Begriffe Rand und Begrenzung identisch sind (siehe Abschnitt 2.4). Dieser Satz
gilt daru¨ber hinaus fu¨r alle Dimensionen n ≥ 2.
Bezugnehmend auf die Forderungen an die zu erzeugende Oberfla¨che aus Ab-
schnitt 3.5 (siehe S.27) sollen die Eigenschaften der erzeugten Polyeder hier zu-
sammengefasst werden:
• Die erzeugten Polyeder trennen die 3-Zellen von S von den 3-Zellen von A\S,
so dass die Menge S aus der erzeugten Oberfla¨che fehlerfrei rekonstruiert
werden kann.
• Die Polyeder besitzen Zellen der Menge S bzw. bei nicht-konvexen Objekten
auch Zellen aus A\S als Ecken. Fu¨r die Rekonstruktion wird zu jeder auf dem
Polyeder liegenden 3-Zelle die Zugeho¨rigkeit zu S bzw. A\S in der Zellenliste
gespeichert.
• Die Polyeder werden in Form einer effizienten Datenstruktur gespeichert. Da-
mit ist die Kodierung der Oberfla¨che frei von Redundanz und die Mo¨glichkeit
der fehlerfreien Rekonstruktion von S wird gewa¨hrleistet.
• Die erzeugten Polyeder besitzen unter den genannten Forderungen die minima-
le Fla¨chenanzahl fu¨r die Klasse der konvexen Objekte sowie fu¨r nicht-konvexe
Objekte, die in ihrer konvexen Hu¨lle konvexe Hohlra¨ume enthalten. Fu¨r die
verbleibenden Klassen von Objekten wurde gezeigt, dass die Minimalita¨t der
Fla¨chenanzahl nur durch anschließende Optimierungsverfahren erreicht wer-
den kann.
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• Die erzeugten Polyeder besitzen unter den genannten Forderungen den mini-
malen Oberfla¨cheninhalt fu¨r die Klasse der konvexen Objekte sowie fu¨r nicht-
konvexe Objekte, die in ihrer konvexen Hu¨lle konvexe Hohlra¨ume, konvexe
Konkavita¨ten oder nicht-konvexe Konkavita¨ten mit g = 0 enthalten. Fu¨r die
verbleibenden Klassen von Objekten wurde gezeigt, dass die Minimalita¨t des
Oberfla¨cheninhaltes nur durch anschließende Optimierungsverfahren erreicht
werden kann.
10.2 Offene Probleme
Einige Probleme, die wa¨hrend der Entwicklung des Lo¨sungsansatzes fu¨r das Po-
lyedrisierungsproblem aufgetreten sind, konnten im Rahmen dieser Arbeit nicht
gelo¨st werden. Diese offenen Probleme sollen in diesem Abschnitt beschrieben wer-
den.
Das heuristische Verfahren zur Polyedrisierung von Objekten mit Konkavita¨ten
mit g > 0 bzw. nicht-einfachen Tunneln (siehe Abschnitt 4.5.3) benutzt die beiden
Parameter dij und w bei der Zuordnung von Zellen, die Eckkandidaten sind, zu
den Fla¨chen, die eingedru¨ckt werden sollen. Diese beiden Parameter wurden ex-
petimentell ermittelt und sind objektabha¨ngig. Eine bessere Methode besteht im
Anlernen dieser Parameter durch entsprechende Verfahren, um das heuristische
Verfahren objektunabha¨ngig anwenden zu ko¨nnen.
Das Zerlegungsverfahren (siehe Abschnitt 4.5.4) unterteilt die Menge S′ der
Hintergrundvoxel innerhalb CH(S) in maximal große digitale Kugeln. Da die
Modifikation der konvexen Hu¨lle durch Eindru¨cken lediglich topologische Kugeln
beno¨tigt, wa¨re es effizienter, die Menge S′ in minimal viele Komponenten zu zerle-
gen. Diese Komponenten mu¨ssen dabei nicht einmal Kugeln sein, sondern eine Zer-
legung in minimal viele konvexe Teilmengen wa¨re hier das Zweckma¨ßigste. Jedoch
ist ein solches Zerlegungsverfahren nicht auf triviale Art und Weise zu entwickeln,
so dass dies ein weiteres offenes und auch anspruchsvolles Problem ist.
Bezu¨glich der Minimalita¨t der Fla¨chenanzahl konnte das Polyedrisierungsver-
fahren nicht dahingehend entwickelt werden, dass fu¨r jede Klasse von Objekten
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diese Minimalita¨t erreicht wird. Hierfu¨r ist ein Optimierungsverfahren notwendig,
welches an die Polyedrisierung anschließt und speziell beim Vereinigen der Teil-
polyeder pru¨ft, ob die Fla¨chenanzahl unter Beibehaltung der Trennungsforderung
reduziert werden kann (siehe Abschnitt 6.4).
Die Minimalita¨t des Oberfla¨cheninhaltes ist ebenfalls nicht fu¨r jede Klasse von
Objekten durch die Polyedrisierung erreicht. Auch hier muss beim Vereinigen der
Teilpolyeder gepru¨ft werden, ob die Wahl anderer Ecken unter Erhaltung der Tren-
nung zu einer Reduzierung des Oberfla¨cheninhaltes fu¨hrt (siehe Abschnitt 7.5).
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Anhang A
Definitionen und Theoreme
In diesem Kapitel soll eine U¨bersicht u¨ber die Definitionen und Theoreme gegeben
werden, die fu¨r die Gebiete der digitalen Topologie und digitalen Geometrie von
Bedeutung sind. Jedoch ist dieses Kapitel nicht als vollsta¨ndige Zusammenfassung
aller Begriffe und Theoreme auf diesen Gebieten zu verstehen. Hier werden lediglich
die Definitionen und Sa¨tze aufgefu¨hrt, die innerhalb dieser Arbeit von Belang sind.
A.1 Allgemeine Topologie
Die Basis fu¨r die Theorie der abstrakten Zellenkomplexe bildet die allgemeine To-
pologie. Die in diesem Abschnitt aufgefu¨hrten Definitionen stammen aus [33].
Definition TR: Ein topologischer Raum T ist ein Paar (M,SY ) bestehend aus
einer Menge M und einem System SY von Teilmengen von M . Die Teilmengen Si
werden offene Teilmengen des Raumes genannt und mu¨ssen den folgenden Axio-
men genu¨gen:
(C1) Die leere Teilmenge ∅ und die Menge M geho¨ren zu SY .
(C2) Fu¨r jede Familie F von Teilmengen Si, die zu SY geho¨ren, geho¨rt die Verei-
nigung aller Teilmengen, die Elemente von F sind, ebenfalls zu SY .
(C3) Wenn die Teilmengen S1 und S2 zu SY geho¨ren, so geho¨rt auch ihr Durch-
schnitt S1 ∩ S2 zu SY .
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Definition TA: Ein topologischer Raum T ist Ti-trennbar und heißt somit Ti-
Raum, wenn fu¨r ihn das Axiom (Ti) (i = 0, 1, 2) erfu¨llt ist:
(T0) Zu je zwei verschiedenen Punkten x, y des Raumes gibt es eine offene Menge,
die den einen, aber nicht den anderen Punkt entha¨lt. (Kolmogoroff, 1935)
(T1) Zu je zwei verschiedenen Punkten x, y des Raumes gibt es eine offene Menge,
die x und nicht y entha¨lt und eine andere offene Menge, die y und nicht x
entha¨lt. (Fre´chet, 1928)
(T2) Zu je zwei verschiedenen Punkten x, y des Raumes gibt es zwei disjunkte offene
Mengen, die jeweils einen der Punkte enthalten. (Hausdorff, 1914)
Abbildung A.1 soll die Axiome der Punkttrennung verdeutlichen.
T T T0 1 2
Abbildung A.1: Veranschaulichung der drei Trennungsaxiome [25].
Definition HOM: Eine eineindeutige Abbildung f eines topologischen Raumes
T auf einen topologischen Raum T ′ ist genau dann ein Homo¨omorphismus, wenn
folgendes gilt:
f : T ←→ T ′ stetig und f−1 : T ′ ←→ T stetig
Eine andere Bezeichnung fu¨r Homo¨omorphismus ist topologische Abbildung. Zwei
topologische Ra¨ume sind topologisch a¨quivalent, wenn zwischen ihnen eine homo¨o-
morphe Abbildung existiert.
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Definition TI: Sei f ein beliebiger Homo¨omorphismus. Eine Eigenschaft einer
TeilmengeM ′ eines topologischen Raumes T ist eine topologische Invariante genau
dann, wenn die selbe Eigenschaft auch fu¨r die Menge f(M ′) gilt.
A.2 Digitale Topologie
Alle in diesem Kapitel aufgefu¨hrten Definitionen und Theoreme stammen aus Pu-
blikationen von W.A.Kovalevski [18]-[25].
A.2.1 Lokal endliche Ra¨ume
Innerhalb der digitalen Topologie besteht zuna¨chst die Notwendigkeit, den Begriff
des digitalen topologischen Raumes, also den des lokal endlichen Raumes, axioma-
tisch zu definieren, denn fu¨r die explizite Repra¨sentation dieses Raumes mit Hilfe
des Computers ist der topologische Raum gema¨ß Definition TR nicht geeignet,
da dieser aus nicht-endlichen Mengen von Elementen besteht. Die hier folgenden
Definitionen stammen aus [25]. Die Elemente eines lokal endlichen Raumes werden
nicht als Punkte bezeichnet, da es in einem solchen Raum Elemente mit verschie-
denen topologischen Eigenschaften gibt.
Definition NB: Zu jedem Element e eines Raumes T gibt es bestimmte Teil-
mengen, die e enthalten. Eine solche Teilmenge heißt Nachbarschaft (engl. neigh-
borhood) von e und wird mit N(e) bezeichnet. Der Durchschnitt zweier Nachbar-
schaften von e ist wieder eine Nachbarschaft von e.
Definition LFS: Eine nicht-leere Menge T heißt lokal endlicher Raum (engl.
locally finite space), kurz LF Raum, wenn jedem Element e ∈ T bestimmte Teil-
mengen von T als Nachbarschaften zugeordnet sind.
Definition SN: Der Durchschnitt aller Nachbarschaften eines Elementes e eines
LF Raumes T heißt kleinste Nachbarschaft von e (engl. smallest neighborhood)
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und wird mit SN(e) bezeichnet.
Definition NR: Die Nachbarschaftsrelation N (engl. neighborhood relation) ist
eine bina¨re Relation auf der Menge der Elemente eines LF Raumes T . Das geord-
nete Paar (a, b) ist in N genau dann, wenn a ∈ SN(b).
Bevor man nun die Axiome der fu¨r diese Arbeit geeigneten lokal endlichen Ra¨ume
formulieren kann, sind zwei weitere Gruppen von Begriffen notwendig, na¨mlich die
des Zusammenhanges und des Randes.
Definition IN: Zwei Elemente a, b eines LF Raumes T heißen miteinander inzi-
dent (engl. incident), wenn entweder a ∈ SN(b) oder b ∈ SN(a).
Definition IP: Sei S ⊆ T eine Teilmenge eines LF Raumes T . Eine Folge
(a1, a2, ..., ak), ai ∈ S, i = 1, ..., k, in welcher zwei aufeinanderfolgende Elemente
miteinander inzidieren, heißt Inzidenzpfad in S (engl. incidence path) von a1 bis
ak.
Definition ZS: Eine Teilmenge S ⊆ T des LF Raumes T heißt zusammenha¨ngend
(engl. connected) genau dann, wenn fu¨r je zwei Elemente aus S ein Inizidenzpfad
existiert, der beide Elemente entha¨lt und vollsta¨ndig in S liegt.
Definition FR: Der topologische Rand, auch Begrenzung (engl. frontier), einer
nicht-leeren Teilmenge S ⊂ T des LF Raumes T ist die Menge aller Elemente
e ∈ T , die in ihrer kleinsten Nachbarschaft SN(e) sowohl Elemente aus S als auch
Elemente aus T \ S enthalten. Die Begrenzung einer Teilmenge S ⊂ T wird mit
Fr(S, T ) bezeichnet.
Definition OT: Ein Paar (a, b) von Elementen der Begrenzung Fr(S, T ) ei-
ner Teilmenge S ⊂ T heißt Opponenten (engl. opponents) von einander, wenn
a ∈ SN(b), b ∈ SN(a), a oder b Element von S ist und das jeweils andere Element
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von T \ S ist.
Definition TF: Die Begrenzung Fr(S, T ) einer Teilmenge S ⊂ T heißt dick (engl.
thick), wenn sie mindestens ein Paar von Opponenten entha¨lt. Sonst heißt sie du¨nn
(engl. thin).
Definition ALF: Ein lokal endlicher Raum T , der die folgenden Axiome erfu¨llt,
heißt ALF Raum:
(A1) Zu jedem Element e des Raumes T existieren Nachbarschaften N(e), die e
enthalten. Der Durchschnitt zweier Nachbarschaften von e ist wieder eine
Nachbarschaft von e.
(A2) Es existieren Elemente e des Raumes T , die in ihrer kleinsten Nachbarschaft
SN(e) mehr als ein Element besitzen.
(A3) Die Begrenzung Fr(S, T ) jeder Teilmenge S ⊂ T ist du¨nn.
(A4) Die Begrenzung von Fr(S, T ) ist identisch zur Begrenzung Fr(S, T ) selbst,
d.h. Fr(Fr(S, T ), T ) = Fr(S, T ).
Abbildung A.2 veranschaulicht die Zusammenha¨nge im Teilgebiet der ALF Ra¨ume.
In dieser U¨bersicht geben die Pfeile an, in welcher Richtung ein Begriff die Defi-
nition eines anderen Begriffes beeinflusst.
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Abbildung A.2: Veranschaulichung der Zusammenha¨nge zwischen Begriffen und Axiomen im Gebiet
der lokal endlichen Ra¨ume.
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A.2.2 Eigenschaften der lokal endlichen Ra¨ume
Theorem TF: Ein lokal endlicher Raum T erfu¨llt das Axiom (A3) genau dann,
wenn die Nachbarschaftsrelation N des Raumes T antisymmetrisch ist.
Definition OP: Eine Teilmenge O ⊂ T heißt offen in T (engl. open), wenn sie
keine Elemente ihrer Begrenzung Fr(O, T ) entha¨lt.
Definition CL: Eine Teilmenge C ⊂ T heißt abgeschlossen in T (engl. closed),
wenn sie alle Elemente ihrer Begrenzung Fr(C, T ) entha¨lt.
Lemma SI: Eine Teilmenge S ⊂ T ist offen in T gema¨ß Definition OP genau
dann, wenn sie zu jedem Element a ∈ S auch die kleinste Nachbarschaft SN(a)
entha¨lt.
Theorem OS: Teilmengen eines ALF Raumes T , die in T offen sind, gema¨ß De-
finition OP, erfu¨llen die Axiome (C1)-(C3) des topologischen Raumes (Definition
TR) und sind daher offen im Sinne der klassischen Topologie.
Definition BR: Eine irreflexive, asymmetische bina¨re Relation B zwischen zwei
Elementen a, b des ALF Raumes T heißt Berandungsrelation (engl. bounding re-
lation), wenn folgendes gilt:
• a 6= b (Irreflexivita¨t)
• a ∈ SN(b)
• a ∈ SN(b) =⇒ b /∈ SN(a) (Asymmetrie)
Man sagt dann: a wird berandet von b bzw. b berandet a.
Definition MM: Elemente eines ALF Raumes T , die keine anderen Elemente aus
T beranden, heißen maximale Elemente. Elemente aus T , die von keinen anderen
Elementen aus T berandet werden, heißen minimale Elemente.
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Lemma MM:Wenn T ein ALF Raum ist und die Berandungsrelation B transitiv
ist, dann entha¨lt T minimale und maximale Elemente.
Lemma NM: Sei S ⊂ T . Wenn die Berandungsrelation B transitiv ist, dann
entha¨lt Fr(S, T ) keine maximalen Elemente aus T . Fu¨r jedes Element a aus T
entha¨lt SN(a) mindestens ein maximales Element von T .
Theorem TR: Ein LF Raum erfu¨llt Axiom (A4) genau dann, wenn die Beran-
dungsrelation transitiv ist.
Korollar HO: Die Berandungsrelation B, welche irreflexiv, asymmetrisch und
transitiv ist, ist eine irreflexive Halbordnung und man kann a < b anstelle von
aBb schreiben.
Korollar NO: Die kleinste Nachbarschaft jedes Elementes a eines ALF Raumes
T ist offen gema¨ß Definition OP und gema¨ß der Axiome (C1)-(C3) der klassischen
Topologie. Sie ist die kleinste offene Teilmenge, die a entha¨lt.
Korollar T0: Die kleinsten Nachbarschaften in einem ALF Raum erfu¨llen das
Axiom (T0).
Definition SON: Die kleinste offene Teilmenge eines ALF Raumes T , die ein
Element a ∈ T entha¨lt, heißt kleinste offene Umgebung (engl. smallest open neigh-
borhood) von a in T und wird mit SON(a, T ) bezeichnet. Gema¨ß Korollar NO
gilt SON(a, T ) = SN(a).
Definition CS: Die kleinste abgeschlossene Teilmenge eines ALF Raumes T , die
ein Element a ∈ T entha¨lt, heißt Abschluss (engl. closure) von a in T und wird
mit Cl(a, T ) bezeichnet.
A.2. DIGITALE TOPOLOGIE 163
A.2.3 Abstrakte Zellenkomplexe
Fu¨r die Anwendung der digitalen Topologie in der digitalen Bildverarbeitung und
Computergrafik haben sich die abstrakten Zellenkomplexe als zweckma¨ßig erwie-
sen. Abstrakte Zellenkomplexe sind Spezialfa¨lle der ALF Ra¨ume. Sie erfu¨llen so-
wohl die Axiome (A1)-(A4) als auch die Axiome der klassichen Topologie (C1)-
(C3) sowie das Axiom (T0).
Definition ACC: Ein abstrakter Zellenkomplex (AC Komplex, engl. abstract
cell complex) A = (E,B, dim) ist eine Menge E von abstrakten Elementen, ver-
sehen mit einer asymmetrischen, irreflexiven und transitiven Berandungsrelation
B ⊂ E × E und mit einer Dimensionsfunktion dim : E −→ I von E in die Men-
ge I der nicht-negativen ganzen Zahlen, wobei dim(a) < dim(b) fu¨r alle Paare
(a, b) ∈ B gilt.
Die Elemente von E heißen abstrakte Zellen. Es wird in diesem Zusammenhang der
Begriff abstrakt verwendet, um zu verdeutlichen, dass die Zellen nicht als Punkte
eines Euklidischen Raumes betrachtet werden sollen.
Wenn eine Zelle a eine von ihr verschiedene Zelle b berandet, dann heißt a eine
Seite von b. Seiten von b sind keine Teilmengen von b. Im Gegensatz zum Eukli-
dischen Raum ist der Durchschnitt zweier abstrakter Zellen immer leer.
Wenn d = dim(e), dann heißt e d-dimensionale Zelle oder auch d-Zelle. Ein AC
Komplex heißt k-dimensional oder k-Komplex, wenn k die maximale Dimension
seiner Zellen ist.
Definition SC: Ein Teilkomplex (engl. subcomplex) S = (E ′, B′, dim′) eines ge-
gebenen AC Komplexes A = (E,B, dim) ist ein AC Komplex, dessen Menge E ′
eine Teilmenge von E und die Berandungsrelation B′ ein Durchschnitt von B mit
E ′×E ′ ist. Die Dimension dim′ ist gleich der Dimension dim fu¨r alle Zellen von E ′.
164 ANHANG A. DEFINITIONEN UND THEOREME
Definition NP: Eine Folge von paarweise inzidenten Zellen eines AC Komplexes
A der Form
cn0c
n−1
1 c
n
2 ...c
n−1
l−1 c
n
l
wobei cni eine n-dimensionale und c
n−1
i eine (n− 1)-dimensionale Zelle von A ist,
heißt ein n-dimensionaler Weg (engl. n-dimensional path) in A.
Definition SZ: Ein n-dimensionaler AC Komplex A heißt stark zusammenha¨n-
gend (engl. strongly connected), wenn zwei beliebige n-dimensionale Zellen aus A
mit einem n-dimensionalen Weg in A verbunden werden ko¨nnen.
Definition HN: Ein n-dimensionaler AC Komplex A heißt homogen n-dimen-
sional (engl. homogeneously n-dimensional), wenn jede k-dimensionale Zelle ck
von A mit k < n mit einer n-Zelle cn von A inzident ist.
Definition RG: Eine Region (engl. region) R ist ein offener zusammenha¨ngender
Teilkomplex eines AC Koplexes A.
Definition RD: Eine Region R eines n-dimensionalen AC Komplexes A heißt
dicht (engl. solid) oder dichte Region, wenn jede Zelle c ∈ A, c /∈ R mit einer
n-dimensionalen Zelle des Komplementes A \R inzident ist.
Definition INT: Das Innere (engl. interior) int(S,A) eines Teilkomplexes S be-
zu¨glich eines AC Komplexes A ist die Menge aller Zellen aus S, die nicht zur
Begrenzung Fr(S, A) geho¨ren: int(S,A) = S \ Fr(S,A).
Definition EXT: Das A¨ußere (engl. exterior) ext(S,A) eines Teilkomplexes S
bezu¨glich eines AC Komplexes A ist das Innere des Komplementes von S bezu¨g-
lich A: ext(S,A) = int(A \ S,A) = A \ (S ∪ Fr(A \ S,A)).
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Definition BD: Der Rand (engl. boundary) ∂S eines n-dimensionalen Teilkom-
plexes S eines n-dimensionalen AC Komplexes A ist die Vereinigung aller Ab-
schlu¨sse von (n− 1)-Zellen von A, die jeweils genau eine n-Zelle von S beranden.
A.2.4 Mannigfaltigkeiten
Mannigfaltigkeiten stellen in der allgemeinen Topologie eine wichtige Klasse von
Objekten dar, die besondere Eigenschaften besitzen. Auch innerhalb der AC Kom-
plexe lassen sich Mannigfaltigkeiten definieren [21].
Definition PC: Eine 1-Zelle c1 eines AC Komplexes A heißt echt (engl. proper),
wenn sie von genau zwei 0-Zellen c01 und c
0
2 aus A berandet wird.
Definition ES: Eine elementare Unterteilung (engl. elementary subdivision) einer
echten 1-Zelle c1, welche von den beiden 0-Zellen c01 und c
0
2 berandet wird, ersetzt
den Komplex C ′ = (c01 < c
1 > c02) durch den 1-Komplex C
′′ = (c01 < c
1
1 > c
0
3 <
c12 > c
0
2), wobei c
1
1 und c
1
2 1-Zellen und c
0
3 eine neue 0-Zelle sind.
Die folgende Definition soll rekursiv aufgefasst werden, also zuna¨chst fu¨r m = 1,
dann fu¨r m = 2, usw.
Definition MB: Ein m-Komplex C, der durch k ≥ 0 elementare Unterteilun-
gen einer einzelnen echten m-Zelle entsteht, heißt offene kombinatorische m-Kugel
(engl. open combinatorial m-ball). Fu¨r m = 1 ist dies eine Folge von paarweise in-
zidenten 1- und 0-Zellen, die mit 1-Zellen beginnt und endet. Eine einzelne 1-Zelle
ist eine offene kombinatorische 1-Kugel.
Definition MS: Der Rand einer offenen m-Kugel heißt kombinatorische (m-1)-
Spha¨re (engl. combinatorial (m-1)-sphere). Fu¨r m = 1 besteht er aus genau zwei
0-Zellen. Der Abschluß einer m-Kugel heißt abgeschlossene m-Kugel. Die Vereini-
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gung zweier abgeschlossener m-Kugeln mit identischem Rand heißt kombinatori-
sche m-Spha¨re.
Eine m-Zelle cm mit m > 1 heißt echt, wenn ihr Rand ∂cm eine kombinatorische
(m-1)-Spha¨re ist. Ein AC Komplex heißt echt, wenn alle seine Zellen echt sind.
Eine elementare Unterteilung in einem n-Komplex ersetzt eine echte m-Zelle cm
mit 1 < m ≤ n durch zwei echte m-Zellen cm1 , c
m
2 und eine neue echte (m-1)-Zelle
c(m−1), die cm1 und c
m
2 berandet. Der Rand ∂c
(m−1) ist dabei eine (m-2)-Spha¨re
S(m−2) ⊂ ∂cm mit ∂(cm1 ∪ c
(m−1) ∪ cm2 ) = ∂c
m und c(m−1) /∈ ∂cm.
Definition KH: Zwei echte AC Komplexe heißen kombinatorisch homo¨omorph
(engl. combinatorial homeomorphic), wenn sie isomorphe elementare Unterteilun-
gen besitzen.
Definition MA: Eine n-dimensionale kombinatorische Mannigfaltigkeit oder kurz
n-Mannigfaltigkeit (engl. combinatorial manifold, n-manifold) Mn ohne Rand ist
ein n-dimensionaler AC Komplex, in welchem der Rand der kleinsten offenen Um-
gebung SON(c0,Mn) jeder 0-Zelle c
0 einer (n− 1)-dimensionalen Spha¨re homo¨o-
morph ist. In einer Mannigfaltigkeit mit Rand gibt es 0-Zellen c0, deren kleinste of-
fene Umgebungen SON(c0,Mn) einen Rand haben, der einer (n−1)-dimensionalen
”
Halb-Spha¨re“, d.h. einer (n-1)-Kugel, homo¨omorph ist.
Aus dieser Definition und der Definition der elementaren Unterteilung folgt, dass
eine Mannigfaltigkeit ein dichter AC Komplex ist.
Definition TG: Das topologische Geschlecht (engl. topological genus) einer Ober-
fla¨che ist definiert als die maximale Anzahl von einfachen, geschlossenen, sich nicht
u¨berschneidenden Kurven, die sich auf der Oberfla¨che befinden ko¨nnen, ohne die
Oberfla¨che zu zerschneiden, d.h. in mehrere Komponenten zu zerlegen. [44]
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A.2.5 Kartesische Komplexe
Eine besondere Klasse der AC Komplexe bilden die Kartesischen Komplexe [19,
25], die in diesem Unterabschnitt definiert werden sollen.
Definition CU: Ein zusammenha¨ngender eindimensionaler AC Komplex A, in
dem alle Zellen, bis auf zwei, mit genau zwei anderen Zellen inzidieren, heißt to-
pologische Kurve (engl. topological line).
Definition KK: Es ko¨nnen den Zellen einer topologischen Kurve S ganze Zahlen
derart zugeordnet werden, dass eine Zelle mit der Nummer i mit den Zellen mit
den Nummern i− 1 und i+ 1 inzidiert. Diese Zahlen nennt man kombinatorische
Koordinaten (engl. combinatorial coordinates) der Zellen des eindimensionalen AC
Komplexes S.
Definition KA: Das Kartesische Produkt eindimensionaler AC Komplexe wird
als Kartesischer AC Komplex (engl. Cartesian AC complex) oder kurz Karte-
sischer Komplex bezeichnet. Die n eindimensionalen AC Komplexe werden als
Koordinatenachsen Ai eines n-dimensionalen Raumes aufgefasst. Die Zellen des
n-dimensionalen Kartesischen AC Kompelxes sind n-Tupel (a1, ..., an) mit ai ∈ Ai.
Die Berandungsrelation eines n-dimensionalen Kartesischen AC Komplexes An ist
folgendermaßen definiert: Ein n-Tupel (a1, ..., an) berandet ein von ihm verschie-
denes n-Tupel (b1, ..., bn) genau dann, wenn fu¨r alle i = 1, ..., n die Zelle ai mit der
Zelle bi in Ai inzidiert und dim(ai) ≤ dim(bi) in Ai. Die Dimension der Produkt-
zelle ist die Summe der Dimensionen der Faktorzellen der eindimensionalen AC
Komplexe.
Unter der Voraussetzung, dass die Zuordnung der kombinatorischen Koordi-
naten an die Zellen eines eindimensionalen AC Komplexes derart erfolgt, dass
0-Zellen immer gerade und 1-Zellen immer ungerade Koordinaten erhalten, kann
die Dimension einer Zelle eines n-dimensionalen Kartesischen Komplexes aus der
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Anzahl seiner ungeraden Koordinaten bestimmt werden.
A.3 Lineare Algebra
Fu¨r die Bestimmung der linearen Abha¨ngigkeit von Vektoren existiert der Begriff
der Linearkombination gema¨ß folgender Definition [45]:
Definition LK: Eine Linearkombination x von endlich vielen Elementen x1, x2,
..., xn einer Menge M ist die Summe von beliebigen Vielfachen dieser Elemente.
Um die Vielfachen berechnen zu ko¨nnen, sind Faktoren zu wa¨hlen, mit denen die
Elemente multipliziert werden. Diese Faktoren nennt man Koeffizienten der Line-
arkombination.
In einem endlichdimensionalen Vektorraum gilt:
x = a1 · x1 + a2 · x2 + ...+ an · xn mit ai ∈ R (A.1)
Sind die Koeffizienten ai der Linearkombination alle gro¨ßer oder gleich 0, so spricht
man von einer konischen Linearkombination. Ist die Summe der Koeffizienten ai
gleich 1, so handelt es sich um eine Affinkombination.
Definition LKK: Eine konische Affinkombination heißt Konvexkombination.
A.4 Digitale Geometrie
Auf der Basis der oben definierten Begriffe der Kartesischen Koordinaten und der
Kartesischen Komplexe lassen sich weitere Begriffe definieren [19, 23], die einen
metrischen Raum voraussetzen.
Definition DHS: Ein digitaler Halbraum (engl. digital half-space) ist eine dich-
te Region eines 3-dimensionalen AC Komplexes, die alle 3-dimensionalen Zellen
entha¨lt, dessen Koordinaten eine lineare Ungleichung der folgenden Form erfu¨llen.
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H(x, y, z) = p · x+ q · y + r · z + s > 0 (A.2)
Die Parameter p, q, r und s sind dabei ganze Zahlen.
Definition DCS: Ein nicht-leerer Durchschnitt digitaler Halbra¨ume heißt digitale
konvexe Teilmenge (engl. digital convex subset) eines 3-dimensionalen Raumes.
Analog zu den beiden Definitionen DHS und DCS lassen sich diese Begriffe auch
auf die Dimensionen 2 u¨bertragen: Eine digitale Halbebene (engl. digital half-
plane) ist eine dichte Region eines 2-dimensionalen AC Komplexes, die alle 2-
dimensionalen Zellen entha¨lt, dessen Koordinaten eine lineare Ungleichung erfu¨llen.
Ein nicht-leerer Durchschnitt digitaler Halbebenen heißt digitale konvexe Teilmen-
ge eines 2-dimensionalen Raumes.
Definition DSS: Eine digitale Strecke (engl. digital straight line segment, DSS)
ist eine beliebige zusammenha¨ngende Teilmenge der Begrenzung einer digitalen
Halbebene.
Definition DPP: Ein digitales Ebenenstu¨ck (engl. digital plane patch, DPP) ist
eine beliebige zusammenha¨ngende Teilmenge der Begrenzung eines digitalen Halb-
raumes.
Definition DK2: Eine digitale Kreisscheibe (engl. digital disk) ist eine 2-dimen-
sionale dichte Region, die alle 2-dimensionalen Zellen entha¨lt, die die folgende
Ungleichung erfu¨llen.
(x− xc)
2 + (y − yc)
2 < r2 (A.3)
Hierbei bezeichnen x und y die Koordinaten der 2-Zellen, xc und yc die Koordi-
naten des Mittelpunktes und r den Radius der digitalen Kreisscheibe.
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Definition DK3: Eine digitale Kugel (engl. digital ball) ist eine 3-dimensionale
dichte Region, die alle 3-dimensionalen Zellen entha¨lt, die die folgende Ungleichung
erfu¨llen.
(x− xc)
2 + (y − yc)
2 + (z − zc)
2 < r2 (A.4)
Hierbei bezeichnen x, y und z die Koordinaten der 3-Zellen, xc, yc und zc die Ko-
ordinaten des Mittelpunktes und r den Radius der digitalen Kugel.
A.5 Datenstrukturen
Zur Speicherung der topologischen und geometrischen Eigenschaften 2- und 3-
dimensionaler digitaler Bilder mit Hilfe des Computers sind spezielle Datenstruk-
turen notwendig. Fu¨r das Gebiet der abstrakten Zellenkomplexe wurde in [18] eine
solche Datenstruktur, genannt Zellenliste, eingefu¨hrt.
A.5.1 Blockkomplexe
Die Datenstruktur der Zellenliste basiert auf dem Begriff des Blockkomplexes [33],
der in [18] modifiziert auf das Gebiet der AC Komplexe u¨bertragen wurde.
Definition BK: Sei M eine Zerlegung eines Komplexes A in Teilmengen Ski .
Teilmengen mit k = 0 sind 0-Zellen von A. Jede Teilmenge mit k > 0 ist kombi-
natorisch homo¨omorph zu einer offenen k-dimensionalen Kugel. Eine Berandungs-
relation BR und eine Dimensionsfunktion Dim sind auf M in natu¨rlicher Weise
erkla¨rt. Das Tripel B(A) = (M,BR,Dim) heißt Blockkomplex von A (engl. block
complex ofA); die Teilmengen Ski heißen k-dimensionale Blo¨cke oder auch k-Blo¨cke
(engl. k-dimensional blocks, k-blocks). Die Elemente vonM sind Blockzellen (engl.
block cells).
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Nach dieser Definition sind die n-Blo¨cke eines n-dimensionalen AC Komplexes Re-
gionen. Diese werden berandet von den k-Blo¨cken mit 0 ≤ k < n. k-Blockzellen
mit k ≤ n − 2 ko¨nnen verzweigt sein, d.h. sie inzidieren mit mindestens drei n-
Blockzellen. Anderenfalls heißen sie unverzweigt.
Definition IS: Die Inzidenzstruktur IS eines Blockes BC eines echten Blockkom-
plexes B(A) ist ein Teilkomplex von B(A), der alle Blo¨cke entha¨lt, die mit BC
inzidieren, außer BC selbst [22]:
IS(BC,B(A)) = SON ∗(BC,B(A)) ∪ Cl∗(BC,B(A)) (A.5)
Hierbei bezeichnen
SON ∗(BC,B(A)) = SON(BC,B(A)) \ {BC} (A.6)
und
Cl∗(BC,B(A)) = Cl(BC,B(A)) \ {BC} (A.7)
A.5.2 Zellenlisten
Im Folgenden soll die 3-dimensionale geometrische Zellenliste beschrieben werden.
Im Gegensatz zur topologischen Zellenliste entha¨lt die geometrische Zellenliste
nicht nur Informationen, welche Zelle mit welcher anderen Zelle inzidiert, sondern
auch Koordinaten der Zellen. [21]
Fu¨r die Erzeugung der Zellenliste wird die Inzidenzstruktur jeder Blockzelle
eines Blockkomplexes betrachtet. Es werden fu¨r die Beschreibung 3-dimensionaler
Objekte vier Teillisten beno¨tigt, jeweils fu¨r die Blockzellen der Dimension 0 bis 3.
Die Teilliste der 0-Blo¨cke entha¨lt als topologische Informationen die Anzahl der
mit jeder 0-Blockzelle inzidierenden 1-Blo¨cke sowie deren Indices innerhalb der
Liste der 1-Blockzellen. Als geometrische Information werden zu jeder 0-Blockzelle
ihre Koordinaten gespeichert.
Die Liste der 1-Blockzellen entha¨lt die Anzahl der Zellen, die von der jeweiligen
1-Blockzelle berandet werden, also Zellen der Dimension 2 und 3. Weiterhin entha¨lt
diese Teilliste den Start- und den Endpunkt jeder 1-Blockzelle und einen Zeiger
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auf eine verkettete Liste. Diese verkettete Liste entha¨lt fu¨r jede 1-Blockzelle die
von ihr berandeten 2- und 3-Blockzellen. Die verkettete Liste ist im mathematisch
positiven Sinn orientiert.
Die Teilliste der 2-Blockzellen entha¨lt die Anzahl der Zellen, die die jeweilige
2-Blockzelle beranden, sowie einen Zeiger auf eine verkettete Liste, die den Rand
der 2-Blockzelle beschreibt. Diese verkettete Liste ist orientiert und legt damit
fu¨r die jeweilige 2-Blockzelle eine Orientierung fest, die wiederum dem mathema-
tisch positiven Sinn entspricht. Des Weiteren entha¨lt diese Teilliste die Indices der
beiden 3-Blockzellen, die auf der positiven bzw. negativen Seite der 2-Blockzelle
liegen.
In der Teilliste der 3-Blockzellen befindet sich nun lediglich die Anzahl der 2-
Blockzellen, die die jeweilige 3-Blockzelle beranden, sowie deren Indices in der
Liste der 2-Blockzellen.
Die Beschreibung eines 3-dimensionalen Blockkomplexes durch diese vier Teillis-
ten soll an einem Beispiel aus [21] gezeigt werden.
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F3, V2 P2
Abbildung A.3: Beispiel fu¨r einen 3-dimensionalen Blockkomplex be-
stehend aus den 0-Blockzellen P1 und P2, den 1-Blockzellen L1 und L2,
den 2-Blockzellen F1, F2 und F3 sowie den 3-Blockzellen V1 und V2.
Die zu diesem Beispiel geho¨renden Teillisten sehen folgendermaßen aus:
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0-Blockzelle NSON 1-Blockzellen Koordinaten
P1 2 −L1, +L2 (x1, y1, z1)
P2 2 +L1, −L2 (x2, y2, z2)
Tabelle A.1: Liste der 0-Blockzellen.
1-Blockzelle SP EP NSON Zeiger verkettete Liste
L1 P1 P2 5 Z1 −F1 → V1 → −F2 → V2 → +F3 → 0
L2 P2 P1 5 Z2 −F1 → V1 → −F2 → V2 → +F3 → 0
Tabelle A.2: Liste der 1-Blockzellen.
2-Blockzelle +V −V NCl Zeiger verkettete Liste
F1 − V1 4 Z3 P1 → −L2 → P2 → −L1 → P1
F2 V1 V2 4 Z4 P1 → −L2 → P2 → −L1 → P1
F3 − V2 4 Z5 P1 → +L1 → P2 → +L2 → P1
Tabelle A.3: Liste der 2-Blockzellen.
3-Blockzelle NCl 2-Blockzellen
V1 2 +F1, −F2
V2 2 +F2, +F3
Tabelle A.4: Liste der 3-Blockzellen.
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Anhang B
Theorem zur konvexen Hu¨lle
In [24] wurde gezeigt, dass der dort vorgestellte Algorithmus zur Erzeugung der
konvexen Hu¨lle einer gegebenen Menge von Voxeln tatsa¨chlich die konvexe Hu¨lle
berechnet. Die dafu¨r notwendigen Lemmata und das Theorem werden in diesem
Abschnitt aufgefu¨hrt. Fu¨r die Beweise der Lemmata sei auf [24] verwiesen.
Theorem PL besagt, dass der in Abschnitt 4.1 vorgestellte Algorithmus die kon-
vexe Hu¨lle CH(V ) einer gegebenen Menge V von Voxeln erzeugt. Dafu¨r werden
zuvor die Lemmata LZ, CH und BE beno¨tigt.
Lemma LZ: Sei V eine Menge von 3-dimensionalen Vektoren ~v = (vx, vy, vz),
die jeweils zu Voxeln (3-Zellen) oder zu Voxelecken (0-Zellen) zeigen. Sei T eine
Teilmenge von V , in der alle Vektoren bestimmte lineare Ungleichungen erfu¨llen,
d.h. die Ungleichung schneidet T aus V aus. Dann entha¨lt T mindestens einen
Vektor, der keine Konvexkombination von Vektoren aus V ist.
Lemma CH: Sei V eine Menge von 3-dimensionalen Vektoren and sei K ein AG
Polyeder, welches die folgenden drei Bedingungen erfu¨llt:
1. K ist konvex;
2. K entha¨lt alle lokalen Ecken von V ;
3. jede Ecke von K ist identisch zu einer lokalen Ecke von V .
Dann ist K die konvexe Hu¨lle von V gema¨ß Definition CH (siehe S.9).
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Lemma BE:Wenn eine Kante E eines Polyeders K zwischen einer Fla¨che Fv und
einer Fla¨che Fn liegt, wobei Fv von einem Punkt P aus sichtbar ist und Fn von
P aus nicht, dann liegt das Polyeder K vollsta¨ndig im abgeschlossenen Halbraum,
der durch die Ebene (P,E) berandet wird, welche durch P und E geht.
Theorem PL: Der Algorithmus aus Abschnitt 4.1 erzeugt die konvexe Hu¨lle einer
gegebenen Menge von Voxeln.
Beweis: Man betrachte die Koordinaten der Voxel oder der Voxelecken als 3-
dimensionale Vektoren, die die Menge V bilden. Im ersten Schritt ermittelt der
Algorithmus die lokalen Ecken von V . Nur diese Vektoren werden als Kandidaten
fu¨r die Ecken des zu erzeugenden Polyeders benutzt. Somit ist die dritte Bedin-
gung von Lemma CH erfu¨llt. Um die beiden anderen Bedingungen zu erfu¨llen,
muss gezeigt werden, dass das erzeugte Polyeder konvex ist und alle lokalen Ecken
von V entha¨lt.
Der Algorithmus startet mit einem Polyeder Ki, i = 0, welches ein Tetraeder
ist. Es ist konvex. Danach nimmt der Algorithmus die na¨chste lokale Ecke P , die
noch nicht benutzt wurde und bestimmt die Menge der Fla¨chen, die von P aus
sichtbar sind. Der Rand der Menge der sichtbaren Fla¨chen besteht aus Ecken und
Kanten, wobei jede Kante genau eine sichtbare Fla¨che berandet. Der Algorithmus
konstruiert nun jeweils eine neue Fla¨che fu¨r jede Kante des Randes. Diese Fla¨chen
verbinden jeweils die Kante des Randes mit dem Punkt P . Im Anschluss daran
werden die sichtbaren Fla¨chen aus Ki entfernt. Gema¨ß Lemma BE liegt das Poly-
eder Ki vollsta¨ndig im abgeschlossenen Halbraum, der durch die Ebene bestimmt
wird, die zu einer neu erzeugten Fla¨che F geho¨rt. Es liegt weiterhin im abge-
schlossenen Halbraum, der der Innenseiten jeder nicht aus Ki entfernten Fla¨chen
entspricht. Daher ist das neue Polyeder der Durchschnitt von Halbra¨umen und ist
demnach konvex. Dies ist fu¨r jede neu hinzugefu¨gte lokale Ecke P erfu¨llt.
Es bleibt nun zu zeigen, dass K alle lokalen Ecken von V entha¨lt. Der Algo-
rithmus verarbeitet alle lokalen Ecken von V . Einige liegen innerhalb des jeweils
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aktuellen Polyeders. Diese werden nicht fu¨r die Erzeugung von K benutzt, aber sie
sind trotzdem bereits in K enthalten. Die anderen lokalen Ecken von V gelangen
als Ecken in das Polyeder K und sind deshalb in K enthalten. Alle lokalen Ecken,
die sich in K befinden, bleiben in K, da das modifizierte Polyeder Ki+1 das alte
Polyeder Ki vollsta¨ndig entha¨lt. Daher sind alle lokalen Ecken in K enthalten.
Somit sind alle drei Bedingungen von Lemma CH erfu¨llt und das Polyeder K ist
die konvexe Hu¨lle von V .
2
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Anhang C
Beispiel einer Zellenliste der initialen
konvexen Hu¨lle
In Abschnitt 4.1.4 (siehe S.36) wird eine initiale konvexe Hu¨lle aus 4 nicht-kompla-
naren Kandidatenvektoren aus der Menge L aufgespannt. Die Speicherung dieses
Polyeders erfolgt unter Nutzung der 2-dimensionalen Zellenliste.
Dabei ist es ausreichend, lediglich die Oberfla¨che eines AG Polyeders zu spei-
chern, denn gema¨ß Definition AP (siehe S.8) entha¨lt ein abstraktes Polyeder ge-
nau eine 3-dimensionale Zelle. Auf welcher Seite des Polyeders sich das Innere und
somit die einzelne 3-Zelle befindet, wird durch den Umlaufsinn der Kanten des
Polyeders festgelegt.
Die Zellenliste (siehe S.171) eines 2-dimensionalen AC Komplexes besteht aus
drei Teillisten, jeweils fu¨r die Zellen der Dimension 0, 1 und 2. Die 0-Zellen sind
die Ecken, die 1-Zellen sind die Kanten und die 2-Zellen sind die Fla¨chen des Po-
lyeders. Jeder Eintrag in der k-ten Teilliste entspricht einer k-Zelle ck und entha¨lt
Verweise auf alle Zellen, die mit ck inzidieren. Die Eintra¨ge der 0-Zellen enthalten
daru¨berhinaus ihre Koordinaten.
Fu¨r das Beispiel in Abbildung 4.2 sind im Folgenden die drei Teillisten darge-
stellt, die die Zellen dieses Tetraeders enthalten.
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Ecke Koordinaten Kanten
1 (x1, y1, z1) -1, 3, -5
2 (x2, y2, z2) 1, -2, 4
3 (x3, y3, z3) 2, -3, 6
4 (x4, y4, z4) -4, 5, -6
Tabelle C.1: Die Ecken des Tetraeders in der Teilliste der 0-Zellen.
Kante Startpunkt Endpunkt linke Fla¨che rechte Fla¨che
1 1 2 1 2
2 2 3 1 3
3 3 1 1 4
4 4 2 2 3
5 1 4 2 4
6 4 3 3 4
Tabelle C.2: Die Kanten des Tetraeders in der Teilliste der 1-Zellen.
Fla¨che n Paare (P,L)
1 3 (1, 1), (2, 2), (3, 3)
2 3 (1, 5), (4, 4), (2,−1)
3 3 (2,−4), (4, 6), (3,−2)
4 3 (1,−3), (3,−6), (4,−5)
Tabelle C.3: Die Fla¨chen des Tetraeders in der Teilliste der 2-Zellen.
Die Teillisten enthalten im Einzelnen folgende Eintra¨ge: Die Liste der 0-Zellen
(Tabelle C.1) besitzt in der ersten Spalte die Indices der Ecken, die gleichzeitig
die Indices der Kandidatenvektoren in der Liste L sind. Die zweite Spalte be-
inhaltet fu¨r jede Ecke drei Integer-Werte (xi, yi, zi), die den Koordinaten der Ecke
entsprechen. Die dritte Spalte entha¨lt fu¨r jede 0-Zelle die Indices aller Kanten, die
mit der jeweiligen 0-Zelle inzidieren. Dabei gibt das Vorzeichen an, ob eine Kante
zur aktuellen Ecke zeigt (Plus) oder von ihr weg (Minus).
Die zweite Teilliste (Tabelle C.2) ist die Liste der Kanten. Die Spalten dieser
Teilliste enthalten zuna¨chst den Index jeder Kante und dazu ihren Startpunkt
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und Endpunkt (Verweise auf die Eintra¨ge in der Teilliste der 0-Zellen) sowie die
von dieser Kante berandete linke und rechte Fla¨che (Verweise auf die Eintra¨ge in
der Teilliste der 2-Zellen). Dabei wird links und rechts durch die Betrachtung von
außen definiert.
Die dritte Teilliste (Tabelle C.3) ist die Liste der Fla¨chen. Zu jeder Fla¨che wird
lediglich ihr Rand gespeichert, denn durch den Rand stehen die inzidierenden
Zellen mit der jeweiligen 2-Zelle in topologischer Relation. Bei einem konvexen
Polyeder ist der Rand einer 2-Zelle eine 1-Mannigfaltigkeit und somit ein geschlos-
senes Polygon. Von diesem werden nun Paare von 0- und 1-Zellen gespeichert,
die eine geschlossene Sequenz ergeben, die in Form einer verketteten Liste in der
dritten Spalte der 2-Zellenliste abgelegt ist. Die zweite Spalte gibt die Anzahl der
Paare in der dritten Spalte an, da die Fla¨chen eines Polyeders im Allgemeinen eine
unterschiedliche Anzahl von Kanten besitzen.
Die hier beschriebene Version der 2-dimensionalen Zellenliste entha¨lt zu einem
Paar inzidierender Zellen ck und cm jeweils einen Verweis von ck zu cm und auch
von cm zu ck. Diese Redundanz kostet Speicherplatz, jedoch ist es von Vorteil, beide
Verweise wa¨hrend der Berechnung der konvexen Hu¨lle zur Verfu¨gung zu haben, da
inzidierende Zellen ohne Suche gefunden werden ko¨nnen. Am Ende der Erzeugung
der konvexen Hu¨lle bzw. am Ende der Modifikation eines AG Polyeders kann die
Redundanz entfernt werden, um eine sparsame Repra¨sentation zu erzielen.
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