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Abstract
The system of two relativistic particles with einbein fields is quan-
tized as a constrained system. A method of the introduction of the
Newton–Wigner collective coordinate is discussed in presence of dif-
ferent gauge fixing conditions. Some arguments are involved in the
favour of Lorents covariant gauge fixing conditions.
1 Introduction
The motion of the spinless pointlike particle is described by the action
S =
∫ τf
τi
Ldτ, L = −m
√
x˙2, (1.1)
where x˙µ =
∂xµ
∂τ
, and τ is the parameter specifying the position of the particle
along its world line. The action (1.1) is invariant under reparametrization
transformation τ → f(τ), which makes the theory (1.1) be a constrained
theory in the Dirac sense [1], or a gauge theory. It can be more convenient
to rewrite the original Lagrange function (1.1) in a different way introducing
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the so-called einbein field e [2]:1
L = − x˙
2
2e
− em
2
2
= −µx˙
2
2
− m
2
2µ
, µ =
1
e
. (1.2)
The reparametrization transformations of (1.2) have the form
xµ(τ)→ xµ(f(τ)) f(τi) = τi, f(τf) = τf
µ(τ)→ µ(f(τ))
/
f˙(τ)
(1.3)
There is a lot of reasons to deal with the Lagrange function (1.2) rather
than (1.1), starting with the formal ones: the action in the form (1.2) appears
naturally in the Feynman-Schwinger representation for the propagator of the
relativistic particle [3], and can be most straightforwardly generalized for
the case of spinning particle [2, 3]. Besides, the Lagrange function (1.2)
is quadratic in velocities, so that the velocity can be expressed explicitly in
terms of canonical momentum pµ =
∂L
∂x˙µ
. Another advantage is that while the
Lagrange function (1.1) is singular in the limit m→ 0, the Lagrange function
(1.2) is not, and it is possible to formulate the Hamiltonian approach for the
massles particle.
The theories (1.1) and (1.2) are, of course, equivalent, and it can be easily
verified by writing the Eiler–Lagrange equation for the field µ:
∂
∂τ
∂L
∂µ˙
− ∂L
∂µ
= 0, (1.4)
which gives µ = m/
√
x˙2. Substituting it into the Lagrange function (1.2),
one recovers the original form (1.1). There are two ways to arrange for the
Hamiltonian setting of the theory (1.2). One may treat the einbein field
as a dynamical variable, and to define the corresponding canonical momen-
tum. Another way makes use of the fact that no time derivatives of µ enter
the Lagrange function; then the standard procedure of canonical description
is applied to the Lagrange function (1.2) with the condition µ = m/
√
x˙2.
If, however, one wishes to perform a transformation of coordinates which
involves the field µ, one is left with the first possibility only.
1In what follows we work with the field µ, refering to it as to einbein field; one should
have in mind that the correct definition of einbein is e = 1
µ
.
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The simplest nontrivial example of such a situation is the problem of
centre–of–mass motion separation in the system of two non–interacting rela-
tivistic particles, and the present paper is devoted to the canonical description
of this system with einbein fields involved. The paper is organized as follows:
in Section 2 we recollect the case of one particle in the einbein field formal-
ism. In Section 3 the Hamilton function and constraints are written out for
the case of two particles. Particular cases of the gauge fixing are described
in the Subsections 3.1 and 3.2, and the concluding remarks are given in the
final Section.
2 One free particle
The canonical momenta for the system (1.2) are defined as
pµ =
∂L
∂x˙µ
, π =
∂L
∂µ˙
(2.1)
It follows from equation (2.1) that there is one primary constraint,
ϕ1 = π, (2.2)
and, in accordance with the general procedure [1], the Hamilton function is
H = H0 + λϕ1, H0 = − 1
2µ
(p2 −m2). (2.3)
The primary constraint (2.2) generates the secondary one as a conse-
quence of the equation of motion,
ϕ2 = {ϕ1H} = 1
2µ2
(p2 −m2), (2.4)
where the Poisson brackets are defined to be
{AB} = ∂A
∂pµ
∂B
∂xµ
− ∂A
∂xµ
∂B
∂pµ
+
∂A
∂π
∂B
∂µ
− ∂A
∂µ
∂B
∂π
. (2.5)
t may be easily checked that no other constraints appear, and one has
{ϕ1ϕ2} = 0, (2.6)
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i.e. the constraints ϕ1 and ϕ2 are the first class ones. The presence of the first
class primary constraint ϕ1 means that there is a gauge freedom associated
with the reparametrization symmetry (1.3). As there are no second class
constraints, and the Poisson brackets for the variables xν and pµ have the
canonical form, {pµxν} = gµν , one may proceed in the way suggested by
Dirac [1]: to postulate the operator valued commutator
[pˆµxˆν ] = −igµν , pˆµ = −i ∂
∂xµ
(2.7)
and obtain, without imposing any gauge fixing conditions, the Klein–Gordon
equaion
(p2 −m2)Ψ = 0, (2.8)
which follows from the constraint ϕ2 treated as a weak one, or as the equation
for the wave function of the system.
Alternatively, the gauge can be fixed to establish the scale for τ . For
example, the time–like gauge can be fixed by imposing the additional primary
constraint
ϕ3 = x0 + τ, (2.9)
identifying in such a way the evolution parameter τ with the proper time of
the particle.
It proves more convenient [4] to make the canonical transformation of the
variables, so that
x′
0
= x0 + τ (2.10)
and to impose the above constraint in the form
ϕ3 = x
′
0
(2.11)
clearly getting rid of explicit dependence on time.
One can easily find the corresponding partition function to be
F (x, p′, τ) = p′µ(xµ + τgµ0), (2.12)
and the modified Hamilton function becomes
H ′ = H +
∂F
∂τ
= H + p′
0
. (2.13)
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With constraints ϕ3 and its secondary partner ϕ4 = {ϕ3H ′} we arrive
at the set of four constraints, all of the second class, whereas the physical
Hamilton function takes the familiar form
H ′ =
√
~p′2 +m2 (2.14)
on the constraints surface.
3 Hamilton function and constraints in the
system of two particles
The Lagrange function for two non-interacting particles,
L = −µ1x˙
2
1
2
− m
2
1
2µ21
−−µ2x˙
2
2
2
− m
2
2
2µ22
, (3.1)
is invariant under two independent reparametrization transformations of the
kind (1.3). To separate the cenre–of–mass motion we introduce the new
variables:
xµ = x1µ − x2µ, Xµ = µ1µ1 + µ2x1µ +
µ2
µ1 + µ2
x2µ
ζ = µ1µ1 + µ2
, M = µ1 + µ2.
(3.2)
In terms of these new variables the Lagrange function becomes
L = − m
2
1
2Mζ
− m
2
2
2M(1 − ζ) −
1
2
M
(
X˙ − ζ˙x
)2 − 1
2
Mζ(1− ζ)x˙2 (3.3)
The canonical momenta, defined as
Pµ =
∂L
∂X˙µ
, pµ =
∂L
∂x˙µ
,
Π =
∂L
∂M˙
, π =
∂L
∂ζ˙
,
(3.4)
give the Hamilton function
H = H0 + ΛΠ+ λπ,
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H0 =
ε2
1
2Mζ
+
ε2
2
2M(1− ζ) −
P 2
2M
, (3.5)
ε2
1
= m2
1
− p2, ε2
2
= m2
2
− p2,
and primary constraints
ϕ1 = Π,
ϕ2 = π + (Px) .
(3.6)
Note that, as the transformation (3.2) mixes the space variables x1, x2
and einbein fields µ1, µ2, the Lagrange function (3.3) contains explicitly the
time derivative of the variable ζ , and the constrain ϕ2 is not as trivial as ϕ1.
On the other hand, the transformation (3.2) involves the coordinates only;
therefore the Poisson brackets are canonical:
{AB} = ∂A
∂Pµ
∂B
∂Xµ
− ∂A
∂Xµ
∂B
∂Pµ
+
∂A
∂pµ
∂B
∂xµ
− ∂A
∂xµ
∂B
∂pµ
+
∂A
∂Π
∂B
∂M
− ∂A
∂M
∂B
∂Π
+
∂A
∂π
∂B
∂µ
− ∂A
∂µ
∂B
∂π
. (3.7)
Using (3.7), the secondary constraints are calculated as
ϕ3 = {ϕ1H} = − ε
2
1
2M2ζ
− ε
2
2
2M2(1− ζ) +
P 2
2M2
ϕ4 = {ϕ2H} = − ε
2
1
2Mζ2
+
ε2
2
2M(1− ζ)2 +
(pP )
Mζ(1− ζ) .
(3.8)
No other constraints arise, and since the constraints ϕ1, ϕ2, ϕ3, ϕ4
commute with each other they are the first class ones. As there are two
independent gauge invariances, we have two primary first class constraints
ϕ1 and ϕ2.
As the set of constraints contains physical and non–physical variables in
the mixed way, it is inconvenient to proceed a’ la Dirac without gauge fixing
at all and treating the constraints as weak conditions. In the next section
we describe two of many possibilities of gauge fixing.
3.1 Time–like gauge
The time–like gauge in both variables, x0 and X0, can be fixed in the way
similar to that used at the end of Section 2. The additional gauge fixing
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constraints we are to impose have the form
ϕ5 = X0 + τ, ϕ6 = x0 (3.1.1)
but the canonical transformation is needed only with respect to ϕ5 as ϕ6
does not contain time from the very beginning. 2
Primary constraints (3.1.1) give rise to a couple of secondary ones,
ϕ7 = {ϕ5H} = P0
M
− 1, ϕ8 = {ϕ6H} = p0
Mζ(1− ζ) , (3.1.2)
composing the set of eight second class constraints together with ϕ1, ϕ2, ϕ3
and ϕ4.
The Hamilton function becomes
H = M = P0 (3.1.3)
on the constraints surface.
The most economic way to exclude from the consideration the non–
physical variables, present in the theory because of the second class con-
straints, is to evaluate these variables from the corresponding constraints, to
substitute them into the rest of constraints and into the Hamilton function
and to change the Poisson brackets for the physical variables for the so–called
Dirac brackets defined as
{AB}∗ = {AB} −∑
a,b
{Aϕa}C−1ab {ϕbB}, (3.1.4)
where C−1 is the inverse matrix with respect to C constructed from the
Poisson brackets of the second class constraints being excluded:
Cab = {ϕaϕb}. (3.1.5)
The principle of correspondence will read now:
{AB}∗ = −i[AB], (3.1.6)
where [AB] indicates the quantum commutator.
2Hereafter primes at the new variables and the Hamilton function are omitted for
simplicity
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Choosing as the physical variables the space components of the coordi-
nates and momenta we arrive at the following set of Dirac brackets:
{PiXk}∗ = δik
{Xipk}∗ = piPkM2
{XiXk}∗ = xipk − xkpiM2
{Xixk}∗ = xiPkM2 +
xipk
M2
(
1− ζ
ζ
− ζ
1− ζ
)
{pixk}∗ = δik − PiPkM2 −
Pipk
M2
(
1− ζ
ζ −
ζ
1− ζ
)
{PiPk}∗ = {Pipk}∗ = {Pixk}∗ = {pipk}∗ = {xixk}∗ = 0
(3.1.7)
It is convenient to define the spin variable as
Sik = xipk − xkpi (3.1.8)
Then the following brackets can be obtained from (3.1.7):
{XiXk}∗ = SikM2
{XiSkl}∗ = 1M2 (PkSil + PlSki)
{SikSmn}∗ = Sin
(
δkm − PkPmM2
)
+ Skm
(
δin − PiPnM2
)
+Smi
(
δkn − PkPnM2
)
+ Snk
(
δim − PiPmM2
)
(3.1.9)
The brackets (3.1.7) and (3.1.9) are noncanonical, and the Hamilton func-
tion (3.1.3) on the constrains surface in terms of ~p and ~P is
H =
√
~P 2 + E21 + E22 + 2
√
E21E22 + (~p ~P )2, (3.1.10)
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where Ei =
√
m2i + ~p
2, (i = 1, 2).
The set of brackets (3.1.9) is well–known [5, 6, 7]; to bring it into the
canonical form the Newton–Wigner variables should be defined:
Qi = Xi − SikPkE(M + E) , E =
√
M2 − ~P 2
Jik = rikk − rkki
(3.1.11)
which commute as
{QiQk}∗ = 0
{QiJkl}∗ = 0
{JikJmn}∗ = δkmJin + δinJkm + δknJmi + δimJnk,
(3.1.12)
where the proper internal variables are
~k = ~p+
(~p~P )~P
E(M + E)
~r = ~x+
(~x~P )~P
E(M + E)
+
(~x~P )~k
Eωiω2
(
ω1 − ω2 − (
~k ~P )
M
)
M =
√
~P 2 + (ω1 + ω2)2, ω1 =
√
m21 + ~k
2, ω2 =
√
m22 + ~k
2
(3.1.13)
with the following Dirac brackets:
{kirk}∗ = δik
{kikk}∗ = {rirk}∗ = {kiQk}∗ = {riQk}∗ = 0
(3.1.14)
The physical Hamilton function expressed in terms of the variable ~k from
(3.1.13) takes the form:
H =
√
~P 2 +
(√
m21 + ~k
2 +
√
m22 + ~k
2
)2
; (3.1.15)
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so with the brackets (3.1.12) and (3.1.14) the system is quantized setting
Pˆi = −i ∂∂Qi and kˆi = −i
∂
∂ri
.
The internal momentum ~k can be expressed in terms of the single particle
variables ~p1 and ~p2 with the result familiar from textbooks (see e.g. [8]):
~k = ~p1 −
~Pω1(~p1)
E
+
(~P~p1)~P
E(E +M)
, ~P = ~p1 + ~p2 (3.1.16)
If one deals with 3–dimentional momenta ~p1 and ~p2, then the substitution
(3.1.16) for the relative momentum ~k is the only way to separate the centre–
of–mass motion and to obtain the Hamilton function in the form (3.1.15).
3.2 (Px) = 0 gauge
In this subsection we present another, in our opinion more elegant way of
gauge fixing. Instead of (3.1.1) we impose the constraint
ϕ5 = (Px), (3.2.1)
which is manifestly covariant. The secondary constraint generated by pri-
mary constraint (3.2.1) is
ϕ6 =
(pP )
Mζ(1− ζ) (3.2.2)
and is also a covariant one.
With this gauge fixing constraints ϕ5 and ϕ6 the subset {ϕ2, ϕ4, ϕ5, ϕ6}
is a second class one, while ϕ1 and ϕ3 remain commuting with anything
else, and are still the first class ones. It offers the possibility to define the
preliminary Dirac brackets as
{AB}′ = {AB} −∑
a,b
{Aϕa}C−1ab {ϕbB}, (3.2.3)
where
Cab = {ϕaϕb},
and indeces a and b take the value 2, 4, 5, 6 only. As now constraints ϕ4 and
ϕ6 are of the second class, then at the constraints surface one has
ζ =
ε1
ε1 + ε2
, (3.2.4)
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the condition that holds strongly. Similarly, the condition π = 0, which
follow from the second class constraints ϕ2 and ϕ5, is also a strong one, and
we eliminate these variables.
Defining the spin variable Sµν = xµpν −xνpµ we have the following set of
preliminary Dirac brackets (3.2.3):
{PµXν}′ = gµν
{XµXν}′ = SµνP 2
{PµPν}′ = 0
{XµSαβ}′ = 1P 2 (PβSαµ + PαSµβ)
{SµνSαβ}′ = Sµβ
(
gνα − PνPαP 2
)
+ Sαµ
(
gνβ − PνPβP 2
)
+Sβν
(
gµα − PµPαP 2
)
+ Sνα
(
gµβ − PµPβP 2
)
(3.2.5)
and
{Xµpν}′ = pµPνP 2
{Xµxν}′ = xµPνP 2
{pµxν}′ = gµν − PµPνP 2
{Pµpν}′ = {Pµxν}′ = {pµpν}′ = {xµxν}′ = 0
(3.2.6)
The set of Dirac brackets (3.2.5) is typical for the systems obeying the con-
dition SµνPν = 0 [5, 7], the latter being conveniently provided by constraint
(3.2.1) and its conjugated partner (3.2.2). These brackets are noncanonical
but covariant, and there exists a rather smart way to make them canonical
[9].
To this end we, following the method of [9], define the tetrade of vectors
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associated with the four–vector Pµ as
e0µ =
Pµ√
P 2
, eiµejµ = −δij , e0µejµ = 0, (3.2.7)
and introducing the Cristoffel symbols, which define the transport of the
tetrade,
Γijα = eiµ
∂
∂Pα
ejµ, Γ0jα = e0µ
∂
∂Pα
ejµ. (3.2.8)
Note that here the indeces i, j are the tetrade, not the three–vector ones.
It can be shown that the quantity
Zµ = Xµ +
1
2
SijΓijµ, (3.2.9)
where Sij = eiµejνSµν , is a properly commuting variable:
{ZµZν}′ = 0
{PµZν}′ = gµν
(3.2.10)
The proper internal variables are defined as the tetrade components of
xµ and pµ:
xi = −eiµxµ, pi = −eiµpµ, (3.2.11)
and commute in the canonical way:
{xixj}′ = {pipj}′ = {Zµxi}′ = {Zµpi}′ = {ZµSik}′ = 0
{pixj}′ = δij (3.2.12)
The details of the tetrade formalism which allow to prove the formulae
(3.2.10) and (3.2.12) are given in the Appendix.
We are still left with two first class constraints, ϕ1 and ϕ3, but now,
having the Dirac brackets for the variables Pµ, Zµ, xi and pi in the canonical
form, we can treat the trajectory constraint which follows from the constraint
ϕ3 with account of (3.2.4)
P 2 −M2 = 0, M2 =
(√
m21 + p
2
i +
√
m22 + p
2
i
)2
, (3.2.13)
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as a weak condition, and apply the Dirac quantization procedure arriving at
the Klein–Gordon equation for the wave function:(
Pˆ 2 −M2(pˆi)
)
Ψ = 0, (3.2.14)
where Pˆµ = −i ∂∂Zµ , pˆi = −i
∂
∂xi
.
As the internal gauge was fixed by means of covariant condition (3.2.1),
no surprise that the generator of Lorentz transformations
Mµν = XµPν −XνPµ + Sµν =
ZµPν − ZνPµ − 1
2
Sij(ΓijµPν − ΓijνPµ) + Sµν (3.2.15)
commutes in the proper way
{MµνMαβ}′ = gνβMµα − gναMµβ + gµβMαν − gµαMβν
{MµνPα}′ = gµαPν − gναPµ
(3.2.16)
so that the system of the preliminary Dirac brackets is Poincare´–covariant
at the classical as well as quantum level, while the coordinate Zµ is not a
four–vector, as it follows from (3.2.15).
One can proceed further, and fix the gauge in the centre–of–mass vari-
ables also. For example, the time–like gauge is fixed as described in Section 2.
Straightforward but rather irksome calculations lead to the following expres-
sion for the Newton–Wigner coordinate expressed already not through the
tetrade components of spin but through convenient 3–dimensional ones:
Zi = Xi +
SikPk
H(E +H)
, H =
√
E2 + ~P 2 (3.2.17)
where E is the energy of the system in the centre–of–mass frame. The form
(3.2.17) is the correct of the Newton–Wigner variable for a system gauged
by the condition SµνPν = 0 [5, 7]. Note that this Newton–Wigner coordinate
certainly coincides with that defined in (3.1.11), but to see it explicitly one
is to express them both in terms of the same variables, ~x1, ~x2, ~p1 and ~p2 for
example (see e.g. [7]).
13
4 Discussion
A pragmatical reader may ask the question: why to bother with powerful
machinery of Dirac brackets to obtain the result familiar from the first’s year
textbooks? Apart from general consideration of inner beauty, there might
be more practical reasons in using the formalism of einbein fields.
Indeed, in relativistic quantum mechanics the problem of gauge fixing
is closely connected to the problem of eliminating of the relative time vari-
able whatever it means. We have demonstrated that the einbein formalism
provides the natural environment for solving this problem. It can be done
in more standard way by defining the three–dimensional Newton–Wigner
variables (3.1.11), as well as in more sophisticated way of introducing the
covariant analogue of these variables (3.2.9). The latter procedure allows
to retain the Poincare´–invariance of the theory even after gauge fixing, and
one cannot overestimate this feature. The method suggested can be gener-
alized for the case of interacting particles, in particular when the interaction
depends on velocities.
This work was supported by grant N0 96–02–19184 of the Russian Fun-
damental Research Foundation.
Appendix
For reference purpose we collect here the formulae from the paper [9] relevant
for the definition of the variable Zµ and calculation of the Dirac brackets. It
follows from equation (3.2.8) that the tetrade vectors eiµ and e0µ satisfy the
relations
∂eiµ
∂Pα
= Γijαejµ − Γi0αe0µ,
∂e0µ
∂Pα
= Γ0iαeiµ.
(A.1)
Treating these relations as a system of equations for eiµ and e0µ, one
obtains:
∂Γ0iα
∂Pβ
− ∂Γ0iβ
∂Pα
+ ΓijβΓ0iα − ΓijαΓ0iβ = 0
∂Γimβ
∂Pα
− ∂Γimα
∂Pβ
− ΓijαΓjmβ + ΓijβΓjmα + Γi0αΓ0mβ − Γi0βΓ0mα = 0
(A.2)
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as the conditions under which the system (A.1) has nontrivial solutions. The
tetrade vectors depend only on Pµ, and therefore
{Xµeiν}′ = −∂eiν∂Pµ
{Xµe0ν}′ = −∂e0ν∂Pµ
{XµΓijν}′ = −∂Γijν∂Pµ
(A.3)
With the help of commutators (3.2.5) the relations (A.1) − (A.3) give
formulae (3.2.10) and (3.2.12).
The explicit choice of the tetrade is not unique as it is clearly seen from
its definition. In the given reference frame the tetrade may be chosen, for
example, as
e0µ =
Pµ√
P 2
, ei0 =
Pi√
P 2
, eik = δik +
PiPk√
P 2(P0 +
√
P 2)
(A.4)
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