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Abstract
In this paper we study the existence of extremal metrics on toric Kähler surfaces. We show that on every
toric Kähler surface, there exists a Kähler class in which the surface admits an extremal metric of Calabi.
We found a toric Kähler surface of 9 T 2
C
-fixed points which admits an unstable Kähler class and there is no
extremal metric of Calabi in it. Moreover, we prove a characterization of the K-stability of toric surfaces by
simple piecewise linear functions. As an application, we show that among all toric Kähler surfaces with 5 or
6 T 2
C
-fixed points, CP2#3CP2 is the only one which allows vanishing Futaki invariant and admits extremal
metrics of constant scalar curvature.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
In a series of papers [10–12], Donaldson proved the existence of extremal CSC (constant
scalar curvature) metrics on toric Kähler surfaces if the associated Kähler class is K-stable [24]
and has vanishing Futaki invariant [14]. On the other hand, if the first Chern class is definite,
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a natural question is whether a toric (Kähler) manifold is K-stable in every Kähler class. In [10],
Donaldson reduced the K-stability of toric manifolds to the positivity of a real linear functional,
and gave an example of toric surface with unstable Kähler class. In his example the number of
T 2
C
-fixed points on the surface must be very large. In this paper we give examples of unstable
toric surfaces with 9 T 2
C
-fixed points. Note that if a toric manifold M admits an extremal metric,
the corresponding Kähler class must be K-stable [29]. Therefore the above examples show that
there exist toric surfaces which do not admit CSC metrics, nor Calabi’s extremal metrics, in the
corresponding Kähler classes.
Theorem 1.1. For any m > 8, there exists a toric Kähler surface M(m) with unstable Kähler
class, and so there is no extremal metric on M(m) in the class, where M(m) denotes a toric
surface with m T 2
C
-fixed points.
The existence of canonical metrics on Kähler manifolds is a central issue in complex ge-
ometry and has been extensively studied. If a Kähler manifold admits a canonical metric, such
as Kähler–Einstein metric or extremal metric of Calabi, one can derive various necessary con-
ditions (obstructions), from which one infers the nonexistence of canonical metrics on certain
Kähler manifolds [4,8,14,20,22]. Theorem 1 provides further examples of toric manifolds.
Naturally we wish to know whether for any toric manifold, there is a K-stable Kähler class
which admits an extremal metric. We found that for toric Kähler surfaces, a positive answer to
the question follows from [3]. That is on every toric Kähler surface M , there is a Kähler class
such that M admits an extremal metric of Calabi in the class. See Theorem 3.1 below. See also
[2,7,15] for the existence of extremal metrics on some special manifolds.
An interesting question arises from our Theorem 1.1. That is whether any Kähler class on a
toric surface with 8 or less T 2
C
-fixed points is K-stable. In this paper we make an effort towards
the question. We first improve a result of Donaldson. Donaldson reduced the K-stability of a toric
manifold to the property that the linear functional L in (1.4) is positive for all nonlinear, convex
PL functions. In dimension 2, he furthermore reduced it to that L > 0 for all nonzero simple PL
functions.
Theorem 1.2. Suppose that L(u) 0 for all convex PL functions but there is a nonlinear convex
function u such that L(u) = 0. Then there is a nonzero simple PL function uˆ with its crease
Iuˆ = ∅ such that L(uˆ) = 0.
The definition of (simple) PL function and its crease is given after Definition 1.1 below. In
his proof, Donaldson needs the technical condition A 0, where A is the linear function in (1.3)
below, defined in a polytope P . In this paper we remove the condition by a different argument.
Note that for general toric surface, A can be negative somewhere in P . Theorem 1.2 can help to
verify the K-stability of toric surfaces, as in the proof of Theorem 3 below.
In [12], Donaldson proved the existence of constant scalar curvature metrics on toric Kähler
surfaces if the associated Kähler class is K-stable and has vanishing Futaki invariant. We wish
to know when a toric surface has vanishing Futaki invariant and is K-stable. By Donaldson’s
reduction [10], the Futaki invariant vanishes when the linear function A is a constant. It is known
that a toric surface with 3 or 4 T 2
C
-fixed points must be CP2 or a Hirzebruch surface, and the Fu-
taki invariant vanishes only for CP2 and CP1 × CP1. When a toric surface has large number of
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C
-fixed points, the verification of vanishing Futaki invariant is technically a complicated prob-
lem. In this paper we prove that among all toric surfaces of 5 or 6 T 2
C
-fixed points, CP2#3CP2
is the only toric surface which allows vanishing Futaki invariant and admits extremal metrics of
constant scalar curvature.
Theorem 1.3.
(i) If a toric surface M(m), m 6, admits a Kähler class with vanishing Futaki invariant, then
it must be one of the following manifolds:
CP
2, CP1 × CP1, or CP2#3CP2.
(ii) The toric manifold CP2#3CP2 is K-stable, and admits a CSC metric, in any Kähler class
with vanishing Futaki invariant.
Note that the Futaki invariant of CP2#3CP2 does not vanish in general but we will work out in
Proposition 5.2 all Kähler classes on CP2#3CP2 with vanishing Futaki invariant. See Remark 6.1
for some results related to Theorem 3.
Let us recall some background material related to toric manifolds and K-stability, for more
details we refer the readers to [1,9,10,16].
For an n-dimensional compact toric manifold M , together with an associated Kähler class K ,
(M,K), there is an associated bounded convex polytope P ⊂ Rn satisfying Delzant’s conditions
[9,16]. Conversely, from a convex polytope P ⊂ Rn satisfying Delzant’s conditions, one can
recover a toric manifold and the associated Kähler class (M,K). Delzant’s conditions can be
stated as follows [1]:
(1) There are exactly n-edges meeting at each vertex p.
(2) The edges meeting at the vertex p are rational, i.e., each edge is of the form p+ tvi , 0 t <
∞, vi ∈ Zn.
(3) The vectors v1, . . . , vn in (2) can be chosen to be a basis of Zn.
The polytope P can be represented by a set of inequalities of the form
P = {x ∈ Rn: 〈x, i〉 λi, i = 1,2, . . . , d}, (1.1)
where i is the normal to a face of P , λi is a constant, and d is the number of faces of P .
Delzant’s conditions can be equivalently stated as follows.
1. There are exactly n faces meeting at each vertex p.
2. The normals i (i = 1,2, . . . , d) are vectors in Zn.
3. At any given vertex p, let i1, . . . , in be the normals to the faces at p, then det(i1, . . . , in) =±1.
Remark 1.1.
(i) Note that if det(1, . . . , n) = 1 and if i ∈ Zn, the matrix (1, . . . , n) can be reduced to the
unit matrix by Gauss cancellation. Therefore (1, . . . , n) is a basis of Zn.
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they are all integers, the associated Kähler class is called integral [16] and from the polytope
P we can recover a polarized toric manifold.
(iii) Two different polytopes may correspond to the same toric manifold (M,K). Indeed, all
Delzant triangles correspond to the complex projective space CP2. We will discuss equiva-
lence classes of polytopes in Section 5.
(iv) We also note that the set of all Kähler classes on a toric manifold M is a finite dimensional
convex cone. Moreover, a Kähler class is the first Chern class if and only if λi = 1 for all
i = 1, . . . , d (up to translation of coordinates).
Next we recall the K-stability. On a toric manifold, the Mabuchi functional, also called the
(modified) K-energy, can be given by [10]
M(u) = −
∫
P
log detuij dx +
∫
∂P
udσ −
∫
P
Audx, (1.2)
where
A(x) = a0 +
n∑
i=1
aixi (1.3)
is a linear function which can be determined through the Futaki invariant by (1.5) below. It is
known that A is a constant if and only if the Futaki invariant vanishes [10]. The integral element
dσ has a special weight. On the face Fi ⊂ ∂P associated with the normal i [10],
dσ = 1|i | dσ0,
where | · | is the norm in the Euclidean space Rn and dσ0 is the (n − 1)-dimensional Lebesgue
measure on the face Fi . Denote the linear part in M by
L(u) =
∫
∂P
udσ −
∫
P
Audx. (1.4)
The coefficients a0, a1, . . . , an in the function A can be uniquely determined by
L(1) = 0 and, L(xi) = 0 for i = 1,2, . . . , n. (1.5)
Definition 1.1. A toric Kähler manifold (M,K) associated with a polytope P is K-stable if
L(u)  0 for all PL functions u on P ; and if L(u) = 0 for a PL function u, then u must be a
linear function.
Following Donaldson [10], we say a function u is PL (piecewise linear) if there exist finitely
many linear functions l1, . . . , lm such that u(x) = max{l1(x), . . . , lm(x)}; and a function u is
simple PL if there is a linear function  such that u = max{0, }. If u is simple PL, the set
Iu = P ∩ { = 0} is called the crease of u.
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K-stable.
Remark 1.2.
(i) The original definition of K-stability can be found in [24,10]. On toric manifolds the above
definition is due to Donaldson [10]. Note that in [29], it was shown that the K-stability
above is necessary for the existence of extremal metric. When A is not constant (i.e. Futaki
invariant does not vanish), it is usually called “relative” K-stability, but for simplicity, in this
paper, we do not distinguish them and always call it K-stability. See also [19,23,28].
(ii) In [10] the K-stability was defined on polarized toric manifolds, that is the case when the
constants λi in (1.1) are integers. But obviously his definition can be extended to general
polytopes.
(iii) The K-stability is related to Kähler class and is an intrinsic property. So if two polytopes
corresponds to the same Kähler class of a toric manifold, then the K-stability of one polytope
implies that of the other.
Therefore to find a toric manifold (M,K) which is not K-stable, it suffices to find a bounded
convex Delzant polytope P and a PL function u such that L(u) < 0.
This paper is arranged as follows. In Section 2 we present examples of Delzant polytopes
which are not K-stable. These polytopes have at least 9 vertices. In Section 3 we show that on
every toric Kähler surface M , there is a Kähler class such that M admits an extremal metric of
Calabi in the class. In Section 4 we prove Theorem 2. In Sections 5 and 6 we prove Theorem 3.
The authors would like to thank Xiaohua Zhu for his helpful comments.
2. Counterexamples
2.1. An example
Donaldson [10] found Delzant polytopes with large number of vertices which are not K-
stable. Here we provide different examples. We wish to find an unstable Delzant polytope with
least number of vertices. Our first example is symmetric with respect to both the x1 and the
x2 axes. So it suffices to give the vertices in the positive quadrant {x = (x1, x2) ∈ R2: x1  0,
x2  0}.
Let α, n (α  n > 1) be integers to be determined later. Let (0, α∗) and (n + 1,0) be the
intersection of ∂P and the positive axes (both points are not vertex of P ), where
α∗ = α + n(n+ 1)
2
.
The vertices in the positive quadrant are given by
p1 =
(
1, α∗
)
,
p2 =
(
2, α∗ − 1),
p3 =
(
3, α∗ − (1 + 2)),
· · ·
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k + 1, α∗ − (1 + 2 + · · · + k)),
· · ·
pn+1 =
(
n+ 1, α∗ − (1 + 2 + · · · + n))= (n+ 1, α).
The vertices in other quadrants are reflections of p1, . . . , pn+1 in the axes.
Let E0 be the edge connecting the vertex (−1, α∗) to p1, and Ek be the edge connecting the
vertices pk and pk+1, k = 1,2, . . . , n, and En+1 be the edge connecting pn+1 to (n + 1,−α).
Let i be a normal at the edge Ei , given by
0 = (0,1),
1 = (1,1),
2 = (2,1),
· · ·
k = (k,1),
· · ·
n = (n,1),
n+1 = (1,0).
One easily verifies the polytope P satisfies Delzant’s conditions.
We show that the polytope P given above is not K-stable when α,n are sufficiently large
(α  n). As was pointed out above, it suffices to show that
L(u) =
∫
∂P
udσ −
∫
P
Audx < 0 (2.1)
for some PL function u. Note that when computing the integral
∫
∂P
dσ , we have
∫
E0
dσ = 2,
∫
Ei
dσ = 1 for i = 1, . . . , n,
∫
En+1
dσ = 2α. (2.2)
Note that since P is symmetric with respect to the axes, the linear function A is necessarily a
constant, namely A = a0 (so an extremal metric must be a CSC metric if it exists). To compute
the constant a0, letting u0 ≡ 1 we have
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= 4(α + n+ 1)− 4a0
[
α(n+ 1)+O(n3)],
where |P | is the area of the polytope P . Hence
a0 = 1
n+ 1 +O
(
1
α
)
. (2.3)
We choose α  n such that O( 1
α
) is so small that can be neglected.
Now we choose the function
uˆ = max{0, x2 − α}. (2.4)
It is a simple PL function, with crease Iuˆ = P ∩ {x2 = α}. By (2.2), one easily verifies that
∫
∂P
uˆ dσ  2(n+ 1) sup
P
uˆ = 2(n+ 1) · n(n+ 1)
2
= n(n+ 1)2.
Let Pˆ = P ∩ {α + 18n2  x2  α + 14n2}. Then Pˆ contains the triangle with vertices (−n2 , α +
1
8n
2), (0, α + 14n2), ( n2 , α + 18n2). So we have
∫
P
uˆ dx  |Pˆ | inf
Pˆ
uˆ n
5
128
.
Hence when n is sufficiently large and when α  n, by (2.3) we have
L(uˆ) =
∫
∂P
uˆ dσ − a0
∫
P
uˆ dx < 0. (2.5)
Hence, the corresponding toric surface is not K-stable. Note that the polytope P above is integral,
namely the corresponding constants λi in (1.1) are integers.
2.2. Unstable polytopes with less vertices
It is interesting to find polytopes with less vertices such that the corresponding toric manifolds
are not K-stable. In dimension 2, if the polytope has 3 vertices, it can only be CP2. If it has 4
vertices, the toric manifold must be a Hirzebruch surface. Both of them admit extremal metrics
in any Kähler class. Hence, in dimension 2, a polytope of an unstable toric manifold has at least
5 vertices.
Let us first consider the polytope P in Section 2.1. We want to find the least n such that P is
not K-stable. Instead of the test function (2.4), now we choose
uˆ = max{0, x2 − α + k}, (2.6)
so that uˆ = 0 when x2  α − k and uˆ is linear when x2  α − k. Let n = 3. We have
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∂P
uˆ dσ = k2 + 8k +O(1),
∫
P
uˆ dx = 4k2 + 34k +O(1),
where O(1) are absolute constants (depending only on n, but here n = 3 is fixed), and the number
34 is the area of P ∩ {x2 > α}. Hence when k is sufficiently large and α  k,
L(uˆ) =
∫
∂P
uˆ dσ − 1
4
∫
P
uˆ dx = −1
2
k +O(1) < 0. (2.7)
Therefore when n = 3, the corresponding toric manifold is not K-stable. The polytope P in
Section 2.1 has 16 vertices.
Let
P ′ = P ∩ {x2 > −α}, (2.8)
where P is the above polytope, with n = 3, so that P ′ has only two vertices in {x2 < 0} and has
10 vertices. It is symmetric in x1 but not x2. The linear function A associated with P ′ has now
the form A = a0 + a2x2. By direct computation,
a0 = 14 +O
(
1
α
)
, a2 = O
(
1
α2
)
.
We can choose α large enough such that O( 1
α
) and O( 1
α2
) are sufficiently small and can be
ignored in the computation of L(uˆ), where uˆ is given in (2.6). Hence when k is sufficiently large
and α  k, as above we have L(uˆ) < 0. Hence the corresponding toric manifold is not K-stable.
Let P ∗ be the polytope with vertices given by
p0 =
(
0, α∗
)
,
p1 =
(
1, α∗
)
,
p2 =
(
2, α∗ − 1),
p3 =
(
3, α∗ − (1 + 2)),
p4 =
(
4, α∗ − (1 + 2 + 3)),
p5 =
(
5, α∗ − (1 + 2 + 3 + 4)),
p6 =
(
7, α∗ − (1 + 2 + 3 + 4 + 10))= (7, α),
p7 = (7,−α),
p8 = (0,−α),
where α > 0 is a large constant and α∗ = α + (1 + 2 + 3 + 4 + 10). Then
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(
1
α
)
, a1 = O
(
1
α
)
, a2 = O
(
1
α2
)
.
Let uˆ be the test function in (2.6). Denote ut = max{0, x2 − α + t}. Then when α  t  1, we
have
d
dt
L(ut ) =
∫
∂P ∗∩{x2>α}
dσ −
∫
P ∗∩{x2>α}
Adx +O
(
1
α
)
.
Therefore if
∫
∂P ∗∩{x2>α}
dσ −δ +
∫
P ∗∩{x2>α}
Adx (2.9)
for some δ > 0 independent of α, then L(uˆ) < 0 when k is sufficiently large. Direct computation
gives
∫
∂P ∗∩{x2>α}
dσ = 27,
∫
P ∗∩{x2>α}
Adx = 271
7
.
The polytope P ∗ has 9 vertices. It is the polytope of least vertices we have found such that the
corresponding toric manifold is not K-stable.
An interesting question is whether a polytope P ⊂ R2 is K-stable if it has 8 or less vertices.
We believe the answer is yes for polytopes with 7 or less corners. Our computation suggests the
case of 8 corners is the borderline case. The verification of K-stability is technically a difficult
problem, even for the polytope with 5 vertices. In this paper we consider a related question in
Sections 5, 6, and our results are stated in Theorem 3.
3. Existence of extremal metrics
In this section, we show the following result.
Theorem 3.1. On every toric Kähler surface M , there is a Kähler class such that M admits an
extremal metric of Calabi in the class.
Theorem 3.1 follows directly from [3] and the classification of toric surfaces [13]. The idea
of applying the result in [3] has been used in [7,11].
Let us recall a main result in [3]. Let (M,ωg) be an n-dimensional compact Kähler manifold
whose associated Kähler metric g is an extremal metric,
Ξs = J∇s +
√−1∇s
is a holomorphic vector field on M , where s is the scalar curvature and J is the complex structure.
Suppose that G is a compact subgroup of Isom(M,g) and its Lie algebra is g. Denote by h to be
the vector space of G-invariant Hamiltonian real-holomorphic vector fields on M . Then
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G0 be the identity component of G. Given p1, . . . , pm ∈ Fix(G0) and a1, . . . , am > 0 such that
aj1 = aj2 if pj1 and pj2 are in the same G-orbit, there exists 
0 > 0 and, for any 
 ∈ (0, 
0), there
exists a G-invariant extremal Kähler metric ω
 on the blow-up space M˜ at p1, . . . , pm, such that
ω
 lies in the class
π∗[ω] − 
2(a 1n−11 PD[E1] + · · · + a
1
n−1
m PD[Em]
)
, (3.1)
where π : M˜ → M is the standard projection map, PD[Ej ] are the Poincare duals of the (2n−2)-
homology class of the exceptional divisors of the blow up at pj .
Note that when M is a toric manifold and G = G0 is the compact torus action T n, one has
h= g and J∇s ∈ g, so the conditions in the theorem hold automatically, as pointed out in Corol-
lary 2.2 in [3].
Now we apply the above result to toric Kähler surfaces. It is known that every compact toric
Kähler surface can be obtained from CP2 or Hirzebruch surfaces Fk (k = 0,1,2, . . .) by a suc-
cession of blow-ups at T 2
C
-fixed points ([13], p. 42). More precisely, let M be a toric surface with
Kähler class K corresponding to a polytope P . Then a T 2
C
-fixed point X of M corresponds to a
vertex p of the polytope P . A blow-up of M at X is a new toric Kähler surface which corresponds
to a convex polytope P˜ obtained by chopping off a corner of the polytope P at p. In other words,
a Delzant polytope with N vertices (N  5) can be obtained by chopping off a corner from a
Delzant polytope with N − 1 vertices. Theorem 3.2 means that if there is an extremal metric
on M , in the Kähler class K , then there is an extremal metric on M˜ in the class K˜ corresponding
to P˜ , provided the chopped-off corner is small and P˜ satisfies Delzant’s conditions. Furthermore,
the Kähler class K˜ is exactly the class given in (3.1) [16].
It is well known that on CP2, the Fubini–Study metric is a Kähler–Einstein metric in the first
Chern class. For the Hirzebruch surface Fk , the existence of extremal metrics in any Kähler class
can be reduced to an ODE and can be found in [5]. Therefore Theorem 3.1 follows from the
above Theorem 3.2.
The blow-up approach has also been used by Donaldson. For any positive integer r  3,
he constructed a special polygon P with r vertices which admits a solution of constant scalar
curvature ([11], p. 398, Proposition 3). The polygon is used as the starting point in his continuity
method argument.
4. K-stability and simple PL functions
Let P be a convex polytope P ⊂ Rn, n  2. As in [10] we denote by C1 the set of convex
functions f on P such that
∫
∂P
f dσ < ∞. Note that for a convex function f ∈ C1, (i) f is
locally uniformly Lipschitz continuous in P ; (ii) when restricted to a codimension 1 face of P ,
f is also a convex function, (iii) f may not be continuous near the boundary, such as the function
f = 0 in P and f = 1 on ∂P ; (iv) f may not be uniform bounded at the vertices of P , but the
value of f at vertices has no effect on the integral
∫
∂P
f dσ . In this section we prove
Theorem 4.1. Let P be a convex polytope P ⊂ R2. Suppose that L(u) 0 for all convex func-
tions u ∈ C1 but there is a nonlinear convex function u ∈ C1 such that L(u) = 0. Then there is a
simple PL function uˆ ≡ 0 with its crease Iuˆ = ∅ such that L(uˆ) = 0.
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[10]). Here we remove the condition A  0. Theorem 4.1 is needed in the verification of the
K-stability. Namely to verify the K-stability for a polytope P ∈ R2, it suffices to verify L(u) 0
for all simple PL functions u.
Our proof of Theorem 4.1 involves delicate convexity analysis. It also uses a number of ter-
minologies and properties related to the real Monge–Ampère equation, which can be found in
[17,26].
Extreme point. Let Ω be a bounded convex domain in Rn, n  2. A boundary point z ∈ ∂Ω is
an extreme point of Ω if there is a hyperplane L such that {z} = L∩ ∂Ω , namely z is the unique
point in L∩∂Ω . It is known that any interior point of Ω can be expressed as a linear combination
of extreme points of Ω . If Ω is a convex polytope, a boundary point z ∈ ∂Ω is an extreme point
if and only if it is a vertex of Ω .
Supporting plane. Let u be a convex function in a domain Ω ⊂ Rn and z ∈ Ω be an interior
point. A hyperplane L, given by L = {xn+1 = φ(x): x ∈ Rn}, is a supporting plane of u at z if
u(z) = φ(z) and u(x) φ(x) for any x ∈ Ω . When u is C1 at z, then there is a unique supporting
plane, which is the tangent plane, of u at z. For convenience we call φ the supporting function of
u at z.
Normal mapping. Let u be a convex function in a domain Ω ⊂ Rn and z ∈ Ω be an interior point.
The normal mapping of u at z, Nu(z), is the set of gradients of the supporting functions of u at z.
For any subset Ω ′ ⊂ Ω , denote Nu(Ω ′) =⋃z∈Ω ′ Nu(z). If u is C1, the normal mapping Nu is
exactly the gradient mapping Du.
A degenerate Monge–Ampère equation. Let Ω be a bounded convex domain in Rn, and u0 be a
convex function on Ω . Then
u(x) = sup{(x):  is a linear function in Ω with  u0 on ∂Ω} (4.1)
is the unique convex solution (generalized solution in the sense of Aleksandrov) to the Monge–
Ampère equation
detD2u = 0 (4.2)
in Ω , subject to the Dirichlet boundary condition u = u0 on ∂Ω . Here we say a (nonsmooth)
convex function u is a generalized solution to the degenerate Monge–Ampère equation (4.2) if
μu = 0, where the measure μu is defined by
μu(ω) =
∣∣Nu(ω)∣∣ (4.3)
for any Borel set ω ⊂ Ω , and | · | denotes the Lebesgue measure in Rn. It is well known that μu
is a measure defined in Ω , and is called the Monge–Ampère measure [26]. When u is a smooth
convex function, μu(ω) =
∫
ω
detD2udx. A basic property of the Monge–Ampère measure is
that if a sequence of convex function um converges to u (locally) uniformly in Ω , then μum → μu
weakly.
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Lz = {xn+1 = φ(x), x ∈ Rn} be a supporting plane of u at z. By convexity, the set T := {x ∈
Ω: u(x) = φ(x)} is convex. By (4.1), T cannot be a single point.
Lemma 4.1. An extreme point of T must be a boundary point of Ω .
Lemma 4.1 is often used in the study of Monge–Ampère equation. It can be proved as follows.
If there is an interior point y ∈ Ω which is an extreme point of T , by choosing proper coordinates
we assume that y = 0, T ⊂ {xn < 0}, and the origin 0 is the only point of T ∩ {xn = 0}. By sub-
tracting a linear function, we assume that Lz = {xn+1 = 0}, namely φ ≡ 0. Then for a sufficiently
small 
 > 0, since the origin is an extreme point of T , we must have u(x) > 
(xn + 1) on ∂Ω ,
which is in contradiction with (4.1).
We are now in position to prove Theorem 4.1.
Proof of Theorem 4.1. Denote P+ = {x ∈ P : A(x) > 0}, P− = {x ∈ P : A(x) < 0}. If u1 and
u2 are two convex functions in C1 satisfying u1  u2 in P+, u1  u2 in P−, and u1 = u2 on ∂P ,
then L(u1) L(u2).
(i) Since for any codimension 1 face F of P , the area of F is bounded by C ∫
F
dσ for some
constant C > 0 depending only on P , there exists a small positive constant δ0 > 0, depending
only on P , such that for any simple PL function uˆ with the Lebesgue measure |{x ∈ P : uˆ(x) >
0}|  δ0, we have L(uˆ) > 0. Therefore if L(u) > 0 for all simple PL functions, there exists
σ0 > 0 such that L(u) > σ0 for any simple PL function u = max(0, ) with |D| = 1 and |{x ∈
P : u(x) > 0}| δ0.
(ii) Let u be a nonlinear convex function in C1, which is not simple PL, such that L(u) = 0.
We show that u is continuous at any codimension 1 face F (not including its codimension 2
boundary). Indeed, for any x0 ∈ F , since u is convex, one easily verifies that limx∈P,x→x0u(x) =
limx∈P,x→x0u(x). Hence we can define a convex function u˜ ∈ C1 by letting u˜ = u in P and
u˜ = limx∈P,x→x0 u(x) for x0 ∈ F (the value of u˜ on the codimension 2 edges does not affect the
integral
∫
∂P
dσ ). If there is a point x0 ∈ F at which u˜ < u, then we have L(u˜) < L(u) = 0, a
contradiction with the assumption that L(v) 0 for any v ∈ C1.
Let
u+(x) = sup
{
(x):  is a linear function with  u in P− ∪ ∂P
}
. (4.4)
Then u+ = u in P− and on ∂P , and u+  u in P+. If there is a point x ∈ P+ such that u+(x) >
u(x), then L(u+) < L(u) = 0, in contradiction with the assumption that L(v)  0 for all v ∈
C1. Hence u+ = u in P . Note that the characterization (4.1) implies u satisfies the degenerate
Monge–Ampère equation (4.2) in P+ [26].
Next let
u−(x) = sup
{
(x):  is a supporting function of u at some point x ∈ P+
}
. (4.5)
Then u− = u in P+ and u−  u in P−. If there is a point x ∈ P− such that u−(x) < u(x), then
L(u−) < L(u) = 0, contradicting the assumption that L(v)  0 for all v ∈ C1. Hence u− = u
in P .
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tope P . Indeed, we have shown detD2u = 0 in P+. Hence |Nu(P+)| = 0. Note that the function
u− in (4.5) can be approximated by
u
−(x) = sup
{
(x):  is a supporting function of u at some point x ∈ P 
+
}
, (4.6)
where P 
+ = {x ∈ P : A(x)  
} ⊂ P+. By (4.6), a supporting plane of u
− at some point in P
must also be a supporting plane of u at some point in P 
+. But since u is a generalized solution of
(4.2) in P+, we have |Nu(P 
+)| = 0 by definition. Hence |Nu(P )| = 0 and so u
− is a generalized
solution to (4.2) in P . By the weak convergence of the Monge–Ampère measure, u = lim
→0 u
−
is also a generalized solution to (4.2) in P .
Alternatively, the claim that u
− is a solution to (4.2) also follows from a theorem of Alek-
sandrov, which states that for any convex function w ∈ C(Ω), the set {p ∈ Rn: p ∈ Nw(x) ∩
Nw(y) for two different points x, y ∈ Ω} has measure zero, because a supporting plane of u
− at
some point in P− is also a supporting plane of u at some point in P 
+.
(iii) Let x0 be the mass center of P . By a translation of the coordinates we assume x0 = 0
is the origin. Let L = {xn+1 = φ(x)} be a supporting plane of u at x0. By subtracting a linear
function we assume that φ ≡ 0. By Lemma 4.1, the extreme points of T = {x ∈ P : u(x) = 0}
are located on ∂P .
Assume n = 2. Then T is either a line segment with both endpoint on ∂P , or T is a polytope
(which is a convex subset of P ) with vertices on ∂P , by Lemma 4.1.
By a rotation of the coordinates, we assume T is contained in the x1-axis in the former case,
or an edge of T is contained in the x1-axis and T ⊂ {x2  0} in the latter case. For any point
(x1,0) ∈ P , let
a(x1) = lim
t↘0
1
t
(
u(x1, t)− u(x1,0)
)
.
By convexity the limit exists and is nonnegative. Let a0 = infa(x1). We must have a0 = 0,
otherwise denote
ψ(x) = max(0, x2), (4.7)
and u1 = uχ−, u2 = (u − a0ψ)χ+, where χ− = 1 in {x2 < 0} and χ− = 0 in {x2 > 0}, and
χ+ = 1 − χ−. Then ψ is a simple PL function,
u = u1 + u2 + a0ψ,
and u1 + u2 is convex in P . Hence
L(u) = L(u1 + u2)+ a0L(ψ) a0σ0 > 0,
where σ0 > 0 is the constant in (i) above. We reach a contradiction.
Since u > 0 in P ∩ {x2 > 0} and the set G
 := {x ∈ P : u(x) < 
ψ(x)} = ∅, we have
G
 ⊂ {0 x2 < δ} with δ → 0 as 
 → 0 (4.8)
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u1 = uχ−,
u2 = (u− 
ψ)χ+,
u˜2 = max(u2,0).
Then u = u1 + u2 + 
ψ and u1 + u˜2 is convex in P . Denote u˜ = u1 + u˜2 + 
ψ . By (ii) above
we have
L(u˜) = L(u1 + u˜2)+ 
L(ψ) 
L(ψ) 
σ0.
On the other hand, observing that 0 u˜2 − u2  
δ, we have u u˜ u+ 
δ. It follows that
L(u˜) L(u)+C
δ = C
δ.
We obtain 
σ0  C
δ. But recall that δ → 0 as 
 → 0. Hence when 
 > 0 is sufficiently small,
we reach a contradiction. 
Remark 4.1.
(1) A key point of our proof is the property that T is a line segment or a polytope with vertices
on ∂P , obtained by using degenerate Monge–Ampère equation. In [10], Donaldson proved
it by elementary convex analysis, but the condition A 0 is used.
(2) Part (iii) in the above argument does not apply directly to high dimensions, because (4.8)
holds only when {xn = 0} ∩ P ⊂ T , which is usually not true in high dimensions.
From the proof of Theorem 4.1, we also have
Corollary 4.1. Let P be a convex polytope P ⊂ R2. If there is a convex function u ∈ C1 such that
L(u) < 0, then there is a simple PL function uˆ such that L(uˆ) 0.
The proof of Corollary 4.1 is very similar to that of Theorem 4.1, so we just give a sketch of
it. There is no loss of generality to assume that {x ∈ P : A(x) = 0} ∩P is not empty and 0 lies in
the interior of {x ∈ P : A(x) = 0}. Define
C˜1 =
{
u: u is a convex function on P , satisfying
∫
∂P
udσ = 1 and inf
P
u = u(0) = 0
}
. (4.9)
Then L is bounded from below in C˜1. Similarly as (ii) above, we can prove that infC˜1 L(u) < 0
is attained by a convex function u satisfying a degenerate Monge–Ampère equation. The simple
PL function can then be obtained by a contradiction argument, using properties of solutions to
the degenerate Monge–Ampère equation, as in (iii) above.
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is not needed. Indeed, note that P in Theorem 4.1 can be any polytope, or any bounded convex
domain, and the boundary measure dσ can also be more general (see [11]). So if we want to
verify the K-stability of P1, we may start at a K-stable P0 and consider a continuous family
{(Pt , dσt )}, (t ∈ [0,1]). Then P1 is K-stable if L > 0 for nonzero simple PL functions on Pt
for all t ∈ [0,1]. For our purpose, P0 can be chosen from Theorem 3.1 and {(Pt , dσt )} can be
constructed from the proof of Proposition 1 [11]. An interesting question is whether the family
can be chosen such that all Pt corresponds to Kähler classes on the same toric surface.
5. Polytopes with vanishing Futaki invariant
In this section we prove Theorem 3(i). Denote by M(m) a toric surface with m T 2
C
-fixed points.
We determine all toric surfaces M(m), m 6, with vanishing Futaki invariant.
5.1. Equivalent class
Let P (m) be a Delzant polytope with m vertices p0,p1, . . . , pm with p0 = pm. Let Ei be the
edge connecting pi and pi+1, i be the normal to the edge Ei . Also we set m = 0, Em = E0.
Denote
SL±(2,Z) =
{(
q11 q12
q21 q22
)
: q11q22 − q12q21 = ±1, qij ∈ Z
}
. (5.1)
For any Delzant polytope P , and any transform Q ∈ SL±(2,Z), P ′ = QP is also a Delzant poly-
tope. From [9], the corresponding Kähler manifold MP ′ is symplectomorphic to MP , and MP ′
has the same complex structure and Kähler class. By this property we can introduce equivalence
classes for Delzant polytopes.
Definition 5.1. We say two Delzant polytope P and P ′ are equivalent if there exists a trans-
form Q ∈ SL±(2,Z) such that after proper translation and dilation, P ′ = QP . For any Delzant
polytope, we denote by [P ] the equivalence class.
For any Delzant polytope P , and any vertex p of P , we can make a translation and transform
Q ∈ SL±(2,Z) such that p is the origin, the edges at p lie in the coordinates axes, and P is
contained in the positive quarter {x1 > 0, x2 > 0}. It implies that at any vertex of a Delzant
polytope M(m), one can chop off the corner to get a new Delzant polytope M(m+1).
It is easy to verify that a Delzant polytope with 3 vertices must be equivalent to the polytope
with vertices
p0 = (0,0), 0 = (−1,0),
p1 = (0,1), 1 = (1,1),
p3 = (1,0), 2 = (0,−1). (5.2)
It is also known that a Delzant polytope with 4 vertices must be equivalent to P (4)[k] for some
k = 0,1,2, . . . , where P (4)[k] is the polytope with vertices
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p1 = (0, h), 2 = (−k,1),
p2 = (1, h+ k), 3 = (1,0),
p3 = (1,0), 3 = (0,−1), (5.3)
where h > 0. Note that P (4)[k] has two parallel edges E0 and E2.
To work out the equivalence classes of Delzant polytopes with 5 or 6 vertices, we need repeat-
edly a result from [13], which was already used in the proof of Theorem 3.1. For convenience
we state it as a lemma here.
Lemma 5.1. (See [13].) For m 4, every Delzant polytope P (m+1) can be obtained by chopping
off a corner from a Delzant polytope P (m).
From (5.3) and Lemma 5.1 we see that in any equivalence class [P (m)] with m  5 there
exists a representative which contains a pair of parallel edges, located respectively in {x1 = 0}
and {x1 = 1}. From (5.3) and Lemma 5.1 we also have
Lemma 5.2. A Delzant polytope P (5) must belong to an equivalence class of the polytope P (5)[k]
for some k = 0,1,2, . . . ,
p0 = (0,0), 0 = (−1,0),
p1 = (0, h), 2 = (−k − 1,1),
p2 =
(
t, h+ (k + 1)t), 3 = (−k,1),
p3 =
(
1, h+ (k + 1)t + k(1 − t)), 3 = (1,0),
p4 = (1,0), 4 = (0,−1), (5.4)
where t , h are positive constants and t < 1.
Lemma 5.2 follows from Lemma 5.1 immediately. Note that if P (5) is obtained by chopping
off the corner p0 or p3, we need a translation, a dilation and a transform Q ∈ SL±(2,Z) to get
the expression (5.4).
Similarly by (5.4) and Lemma 5.1, we have
Lemma 5.1. A Delzant polytope P (6) must belong to an equivalence class of the polytope
P (6)[i; k] for some i = 1,2 or 3 and some integer k = 0,1,2, . . . , where
(i) P (6)[1; k] is given by
p0 = (0,0), 0 = (−1,0),
p1 = (0, h), 1 = (−k − 2,1),
p2 =
(
t, h+ (k + 2)t), 2 = (−k − 1,1),
p3 =
(
s + t, h+ (k + 2)t + (k + 1)s), 3 = (−k,1),
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(
1, h+ (k + 2)t + (k + 1)s + k(1 − s − t)), 4 = (1,0),
p5 = (1,0), 5 = (0,−1), (5.5)
where h, t , s are positive constants, t + s < 1.
(ii) P (6)[2; k] is given by
p0 = (0,0), 0 = (−1,0),
p1 = (0, h), 1 = (−k − 1,1),
p2 =
(
t, h+ (k + 1)t), 2 = (−2k − 1,2),
p3 =
(
t + s, h+ (k + 1)t +
(
k + 1
2
)
s
)
, 3 = (−k,1),
p4 =
(
1, h+ (k + 1)t +
(
k + 1
2
)
s + k(1 − s − t)
)
, 4 = (1,0),
p5 = (1,0), 5 = (0,−1), (5.6)
where h, t , s are positive constants, t + s < 1.
(iii) P (6)[3; k] is given by
p0 = (0,0), 0 = (−1,0),
p1 = (0, h), 1 = (−k − 1,1),
p2 =
(
s, h+ (k + 1)s), 2 = (−k,1),
p3 =
(
1, h+ (k + 1)s + k(1 − s)), 3 = (1,0),
p4 =
(
1, (1 − t)), 4 = (1,−1),
p5 = (t,0), 5 = (0,−1), (5.7)
where h, t , s are positive constants such that t, s < 1, and k  0 is an integer.
The verification of Lemma 5.3 is straightforward, we leave it to the reader. But we would like
to point out that if the new polytope P ′ is obtained by chopping off the corner (0,0) of P (5)[k] in
(5.4), then P ′ is in the equivalence class of P (6)[3; k + 1]. We also point out that P (6)[1;0] and
P (6)[2;0] are in the same equivalence class. In (i) above, we can allow k = −1, but P (6)[1;−1]
is in the same class as P (6)[3;1].
5.2. Futaki invariant
We verify whether the Futaki invariant vanishes for the polytopes given above.
Denote
b0 =
∫
dσ, b1 =
∫
x1 dσ, b2 =
∫
x1 dσ,∂P ∂P ∂P
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∫
P
dx, v1 =
∫
P
x1 dx, v2 =
∫
P
x2 dx,
F1 = v0b1 − v1b0, F2 = v0b2 − v2b0, F3 = v1b2 − v2b1.
As we explained in Section 1, the linear function A = a0 + a1x1 + a2x2 is determined by (1.5).
Therefore a0, a1, a2 satisfy
a0v0 + a1v1 + a2v2 = b0,
a0v1 + a1
∫
P
x21 + a2
∫
P
x1x2 = b1,
a0v2 + a1
∫
P
x1x2 + a2
∫
P
x22 = b2.
Recall that the Futaki invariant vanishes if and only if A is a constant, namely a1 = a2 = 0. Since
P is contained in {x1 > 0, x2 > 0}, we have v1, v2 > 0. Hence if the Futaki invariant vanishes,
the above linear equations can be reduced to
b0
v0
= b1
v1
= b2
v2
. (5.8)
Therefore we obtain
Lemma 5.2. The Futaki invariant vanishes if and only if F1 = F2 = F3 = 0.
With Lemma 5.4, we can verify when a Delzant polytope has vanishing Futaki invariant. First
we verify the polytope P (5)[k], given in (5.4).
Proposition 5.1. The linear function A associated with P (5)[k] is not a constant for all k =
0,1,2, . . . . Hence there is no toric surface M(5) which admits a Kähler class with vanishing
Futaki invariant.
Proof. By a simple computation,
b0 = 2 + 2h+ t + k,
v0 = h+ t − 12 t
2 + 1
2
k,
and
b1 = 2
1∫
0
x1 dx1 + h+ t + k
= 1 + h+ t + k,
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t∫
0
(k+1)x1+h∫
0
x1 dx2 dx1 +
1∫
t
kx1+h+(k+1)t∫
0
x1 dx2 dx1
= 1
3
k + 1
2
h+ 1
2
t − 1
6
t3.
If k  1, we have
F1 = k
2 − k
6
+ k − 1
6
t3 +
(
2k
3
t − k
2
t2
)
+ 1
6
t4 +
(
k
3
+ 1
2
t − 1
2
t2 + 1
3
t3
)
h > 0.
If k = 0, we may assume that h 1 − t . Otherwise we can make a translation, a dilation and an
SL±(2,Z)-transformation such that p4 is located at the origin. Therefore
F1 = 16 t
4 − 1
6
t3 +
(
1
2
t − 1
2
t2 + 1
3
t3
)
h
 1
6
t4 − 1
6
t3 +
(
1
2
t − 1
2
t2 + 1
3
t3
)
(1 − t)
= t
2
(1 − t)2 + 1
6
(
t3 − t4)> 0.
This completes the proof. 
Next we turn to P (6). The verification of whether F1 = F2 = F3 = 0 is elementary but for
polytope with 6 vertices, the formulas are longer. Some formulas are calculated by using Maple.
Proposition 5.2. Among the Delzant polytopes P (6)[i; k] in Lemma 5.3, where i = 1,2,3 and
k = 0,1,2, . . . , the polytope with vanishing Futaki invariant must be P (6)[3;0], and the param-
eter t , s, h must satisfy either
s + t = 1, (5.9)
or
h = 1 − t = 1 − s. (5.10)
Proof. We check P (6)[i; k] for i = 1,2,3 case by case.
(i) Verification for P (6)[1; k]. By computation,
b0 = 2 + k + 2h+ 2t + s,
b1 = 1 + k + h+ 2t + s,
v0 = 12k + h+ 2t + s − t
2 − ts − 1
2
s2,
v1 = 1k + 1h+ t + 1 s − 1 s3 − 1 t3 − 1 t2s − 1 ts2.3 2 2 6 3 2 2
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U = 4k
3
t + 2k
3
s + (1 − k)st + (1 − k)t2 − k
2
s2 + k − 4
2
st2 + k − 2
2
s2t + k − 4
3
t3
+
{
k2 − k
6
+ 3
2
s2t2 + 5
6
s3t + 2
3
t4 + 1
6
s4 + 4
3
st3 + k − 1
6
s3
}
,
V = k
3
+ t + 1
2
s − st − t2 − 1
2
s2 +
{
1
3
s3 + s2t + st2 + 2
3
t3
}
.
Since t + s < 1, we have t > t (t + s), s > s(t + s). Dropping the positive terms in brackets, we
obtain
U >
(
4k
3
t + 2k
3
s
)
(t + s)+ (1 − k)st + (1 − k)t2 − k
2
s2 + k − 4
2
st2 + k − 2
2
s2t + k − 4
3
t3
= (1 + k)st +
(
1 + k
3
)
t2 + k
6
s2 + k − 4
2
st2 + k − 2
2
s2t + k − 4
3
t3 > 0,
V >
k
3
+ (t − st − t2)+
(
1
2
s − 1
2
s2
)
> 0.
Hence F1 > 0.
If k = 0, we need to consider both F1 and F2. We have
b2 = s + 2t + t2 + ts + (1 + s + 2t)h+ h2,
v2 = 12 s
2 − 1
3
s3 + 2t2 + 2ts − 4
3
t3 − 2t2s
− 3
2
ts2 +
(
s + 2t − ts − t2 − 1
2
s2
)
h+ 1
2
h2.
Hence
F1 = st + t2 − 2st2 − s2t − 43 t
3 − 1
6
s3 + 3
2
s2t2 + 5
6
s3t + 2
3
t4 + 1
6
s4 + 4
3
st3
+
(
t + 1
2
s − st − t2 − 1
2
s2 + 1
3
s3 + s2t + st2 + 2
3
t3
)
h,
F2 = −13 s
3 − 2st2 − ts2 − 4
3
t3 + 10
3
st3 + 7
2
t2s2 + 5
3
ts3 + 5
3
t4 + 1
3
s4
+
(
−2st − 2t2 − 1
2
s2 + 4st2 + 3ts2 + 8
3
t3 + 2
3
s3
)
h
+
(
−1
2
s − t + t2 + ts + 1
2
s2
)
h2.
So F1 − F2 = U + V h+Wh2, where
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6
s3 − 1
6
s4 − t4 − 2st3 − 2t2s2 − 5
6
ts3,
V = t + 1
2
s + st + t2 − 1
3
s3 − 2ts2 − 3st2 − 2t3,
W = t − t2 − ts + 1
2
s − 1
2
s2.
By t > t (t + s), s > s(t + s), it is clear that W > 0, and
U > t3 + 2t2s + s2t − t4 − 2st3 − 2t2s2 − 5
6
ts3 > 0,
V > 2t2 + 5
2
st + 1
2
s2 − 1
3
s3 − 2ts2 − 3st2 − 2t3 > 0.
Hence F1 − F2 > 0.
As noted after Lemma 5.3, P (6)[3;1] = P (6)[1;−1] (in the same class). We will check
P (6)[1;−1] instead of P (6)[3;1].
We found that F1 = 0 or F2 = 0 is not true, and cannot find a combination of F1 and F2 which
does not vanish for all admissible h, s, t . We have to employ F3. We found the computation is
simple if we choose a different coordinate system. Since P (6)[1;−1] is obtained by chopping
off two corners on the same edge of a rectangle. Let us assume the corners of the rectangle is
(0,0), (0, h), (1, h), and (1,0). Let P (6)[1;−1] be obtained by chopping off the corner {x1 >
0, x2 > 0, x1 + x2 < t} at (0,0) and the corner {x1 < 1, x2 > 0, x2 < x1 + 1 − r} at (1,0), where
t, r > 0, t + r < 1, and r, t < h. There is no loss in assuming that r  t .
By direct computation we have
b1 = 1 + h− r,
b2 = h2 + h,
v1 = 12h−
1
6
t3 − 1
2
r2 + 1
6
r3,
v2 = 12h
2 − 1
6
t3 − 1
6
r3,
and
F3 = 12h
2
(
r − r2 + 1
3
r3 − 1
3
t3
)
− 1
2
h
(
r2 − 2
3
r3
)
+ 1
6
(1 − r)(r3 + t3).
Regard F3 is a function of h. Recall that hmax(t, r) = r . It suffices to verify that F3(r) > 0,
F ′3(r) > 0 and F ′′3 (h) > 0 ∀h > r . By direct computation,
F3(r) = 16 r
3(1 − r)2 + 1
6
t3
(
1 − r − r2)> 0,
F ′3(r) =
2
3
r2(1 − r)2 + 1
3
r2 − 2
3
rt3 > 0,
F ′′3 (h) = r − r2 +
1
r3 − 1 t3 > 0,3 3
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(ii) Verification for P (6)[2; k]. We have
b0 = 2 + k + 2h+ t,
b1 = 1 + k + h+ t + 12 s −
1
2
ts − 1
4
s2,
v0 = 12k + h+ t +
1
2
s − 1
2
t2 − 1
2
ts − 1
4
s2,
v1 = 13k +
1
2
h+ 1
2
t + 1
4
s − 1
6
t3 − 1
12
s3 − 1
4
t2s − 1
4
ts2.
If k  1, we have F1 = U + V h, where
U = 2
3
kt + 1
2
ks − 3k − 1
4
st − k
2
t2 − 3k
8
s2 + k − 3
4
st2 + k − 2
4
s2t
+
{
k2 − k
6
+ k − 1
6
t3 + k − 1
12
s3 + 5
8
s2t2 + 1
3
s3t + 1
6
t4 + 1
16
s4 + 1
2
st3
}
,
V = k
3
+ 1
2
t + 1
2
s − st − 1
2
t2 − 1
2
s2 +
{
1
3
t3 + 1
6
s3 + 1
2
s2t + 1
2
st2
}
.
Again using t > t (s + t), s > s(s + t), we obtain
V >
k
3
+ 1
2
t + 1
2
s − st − 1
2
t2 − 1
2
s2 > 0,
U >
(
2
3
kt + 1
2
ks
)
(t + s)− 3k − 1
4
st − k
2
t2 − 3k
8
s2 + k − 3
4
st2 + k − 2
4
s2t
= 5k + 3
12
st + k
6
t2 + k
8
s2 + k − 3
4
st2 + k − 2
4
s2t > 0.
Hence F1 > 0. As noted in Section 5.1, P (6)[2;0] and P (6)[1;0] are in the same class, so we do
not need to verify P (6)[2;0] here.
(iii) Verification for P (6)[3; k]. We have
b0 = 1 + k + 2h+ t + s,
b1 = k + h+ t + s,
v0 = k − 12 + h+ t + s −
1
2
(
t2 + s2),
v1 = k − 13 +
1
2
h+ 1
2
t + 1
2
s − 1
6
(
t3 + s3).
Hence F1 = U + V h with
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(
2k − 2
3
t − k − 1
2
t2
)
+
(
2k − 2
3
s − k − 1
2
s2
)
+ 1
6
t4 + 1
6
s4
+
(
k2
6
+ 1
3
− k
2
)
+ k − 2
6
t3 + k − 2
6
s3 +
(
st − 1
2
t2s − 1
2
ts2
)
+ 1
6
(
st3 + ts3),
V = k
3
− 1
3
+ 1
2
t + 1
2
s − 1
2
t2 − 1
2
s2 + 1
3
t3 + 1
3
s3. (5.11)
Recall that P (6)[3;1] is in the same class as P (6)[1;−1], and the latter has been verified
before. We need only to consider the cases k  2 and k = 0.
If k  2, by 0 < s, t < 1 it is clear U,V > 0. Hence F1 > 0.
If k = 0, the corresponding toric surface is CP2#3CP2. In this case the three pairs of edges
(E0,E3), (E1,E4), and (E2,E5) are parallel. We may assume that
hmax{1 − t,1 − s}. (5.12)
Otherwise by discussion in Section 5.1, we can take an SL(2,Z)-transformation and re-label the
vertices such that (5.12) holds. By direct computation, we have
U = 1 − t − s
6
{
(1 − t)[(1 − s)2 + t2 + t (1 − s)]+ (1 − s)[(1 − t)2 + s2 + s(1 − t)]},
V = −1 − t − s
6
{[
(1 − s)2 + t2 + t (1 − s)]+ [(1 − t)2 + s2 + s(1 − t)]}.
Hence
F1 = 1 − t − s6
{
(1 − t − h)[(1 − s)2 + t2 + t (1 − s)]
+ (1 − s − h)[(1 − t)2 + s2 + s(1 − t)]}.
Hence F1 = 0 if and only if t + s = 1, namely (5.9), or
(1 − t − h)[(1 − s)2 + t2 + t (1 − s)]+ (1 − s − h)[(1 − t)2 + s2 + s(1 − t)]= 0.
By hmax{1 − t,1 − s}, the latter case is equivalent to (5.10).
In the case (5.9), each parallel pair of the edges (E0,E3), (E1,E4), and (E2,E5) have the
same length. In the case (5.10), the edges E0,E2,E4 have the same length, and edges E1,E3,E5
have the same length. Under either (5.9) or (5.10), one can easily verify that F2 = 0.
From the above verification, we see that among all Delzant polytopes P (6), the polytope with
vanishing Futaki invariant must be P (6)[3;0] and the length of the edges satisfies either (5.9) or
(5.10). 
Remark 5.1.
(i) Note that the polytope satisfying (5.9) is obtained by chopping-off the same sized corner
from the opposite vertices of a rectangle, and the polytope satisfying (5.10) is obtained by
chopping-off a same sized corner from each vertex of the triangle. So it is easy to see that the
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(5.9) and (5.10), has vanishing Futaki invariant. This property was also observed in [18],
Example 3.2.
(ii) The polytope satisfying (5.9) can also be obtained from the triangle by chopping off three
different sized corners. Therefore in the both cases (5.9) and (5.10), the corresponding toric
surface is CP2#3CP2.
(iii) Let H be the hyperplane divisor of CP2, and D1, D2, D3 be the three exceptional divisors.
Then after a dilation, the Kähler class corresponding to (5.9) is
3H − aD1 − bD2 − (3 − a − b)D3 (5.13)
and the Kähler class corresponding to (5.10) is
3H − c(D1 +D2 +D3), (5.14)
where a, b, c are positive constants, a + b < 3, and c < 32 .
6. K-stability on CP2#3CP2
In this section we verify the K-stability of Kähler classes on CP2#3CP2 with vanishing Futaki
invariant. By [12], this implies the existence of CSC metrics on CP2#3CP2 and so finishes the
proof of Theorem 3.
As shown in Section 5, the polytope corresponding to CP2#3CP2 is P (6)[3;0], whose vertices
were given in (5.7) with k = 0. If CP2#3CP2 has vanishing Futaki invariant in a Kähler class,
the parameters h, s, t must satisfy either (5.9) or (5.10).
Proposition 6.1. Let P := P (6)[3;0] be the polytope given in (5.7) with k = 0 and h, s, t satis-
fying either (5.9) or (5.10). Then for any nontrivial simple PL function u with its crease Iu = ∅,
we have L(u) > 0.
Proof. Let u be a simple PL function. We can write it as
u(x) = uθ,r (x) = max{x1 cos θ + x2 sin θ − r,0} (6.1)
where (cos θ, sin θ) is the normal to the crease Iu, r ∈ R1 is the distance from the crease Iu to
the origin (when θ ∈ (0, π2 )).
Denote
Ir =
{
x ∈ P¯ : uθ,r (x) = 0
}
,
Pr =
{
x ∈ P : uθ,r (x) > 0
}
,
where Ir = Iur is the crease of ur . In our proof below, we will fix θ and let the parameter r
change. So in the following we will drop the parameter θ . Define
F(r) = L(ur), f (r) = F ′′(r).
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¯
, r¯) and Ir = ∅ when r < r
¯
or r > r¯ . Obviously F(r
¯
) = F(r¯) = 0. We
want to prove F(r) > 0 for all r ∈ (r
¯
, r¯).
A simple computation shows that F ∈ C1(r
¯
, r¯), and
F ′(r) =
∫
∂P
⋂
Pr
dσ −A|Pr |. (6.2)
Let yr , y′r be the two end points of the crease Ir , lying respectively on the edges E and E′. If
none of yr or y′r is a vertex of P , F is twice differentiable in r and
f (r) = σ(yr)
sinα
+ σ(y
′
r )
sinα′
−Alr , (6.3)
where lr is the length of the crease Ir , α, α′ are respectively the angles between the crease Ir
and E, E′, and σ(yr), σ(y′r ) are the values of the density function of the measure dσ on the
edges E and E′. Since P has 6 vertices only, f has at most 4 discontinuous points.
Proposition 6.1 now follows from the following observations.
(i) By our choice of r
¯
and r¯ , obviously F(r
¯
) = F(r¯) = 0. By (6.2) we also have F ′(r) > 0 for
r > r
¯
, near r¯ ; and F ′(r) < 0 for r < r¯ , near r¯ . Hence F(r) > 0 for r > r
¯
, near r
¯
; and for
r < r¯ , near r¯ .
(ii) Note that at r = r
¯
or r = r¯ , the crease Ir must contain a vertex of P . By making a transform
Q ∈ SL±(2,Z), where SL±(2,Z) is given in (5.1), we may assume that p0 = (0,0) is the
vertex contained in Ir at r = r
¯
. By the expression (6.1), we have r
¯
= 0. Then p3 is the
vertex contained in Ir with r = r¯ , and r is the distance from 0 to the crease Ir .
(iii) When we increase the value of r from r
¯
to r¯ , the crease Ir will pass across the other 4
vertices at r = r1, r2, r3, r4 with r
¯
 r1  r2  r3  r4  r¯ . The crease may contain at most
two vertices. Choose rˆ ∈ [r2, r3] such that there are three vertices on each side of the crease
Irˆ , or there are two vertices on each side of Irˆ and two on the line Irˆ . The positivity of F
in the latter case is immediate when the former case is proved. There are three sub-cases
in the former case,
(a) p0,p1,p5 | p2,p3,p4;
(b) p0,p4,p5 | p1,p2,p3;
(c) p0,p1,p2 | p3,p4,p5.
(iv) The length lr is monotone increasing for r ∈ (r
¯
, rˆ). At any given r ∈ (r
¯
, rˆ), if Ir contains
no vertex of P , the quantity σ(yr )sinα + σ(y
′
r )
sinα′ is locally a constant, and so f (r) is monotone
decreasing near r .
(v) Since the edge E0 and E5 at p0 are located respectively in the x2-axis and x1-axis, one
easily verifies that when the crease Ir passes through the vertices p1 or p5 (as r increases),
the quantities σ(yr )sinα + σ(y
′
r )
sinα′ has a jump-down.(vi) Therefore in case (a), f (r) is monotone decreasing for r ∈ (r
¯
, rˆ), and increasing for r ∈
(rˆ, r¯). The monotonicity of f implies that F has only one local maximum in (r
¯
, r¯) and so
by (i) above, F must be positive in (r
¯
, r¯).
(vii) In case (b), then the crease Ir passes through p5 at r1 and passes through p4 at r2, and
r
¯
 r1  r2  rˆ  r3. When r ∈ (r2, r3), the end points yr, y′r of the crease Ir are on the
parallel edges E0 and E3. From (vi) above, f (r) is monotone decreasing in (r, r2) (and¯
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Then as in (vi) we infer again that F has only one local maximum point in (r
¯
, r¯), and so F
must be positive.
When r ∈ (r2, r3), the end points yr , y′r of the crease Ir are on the parallel edges E0 and
E3. Hence we have α′ = α and f = 2sinα − Asinα . In the case (5.9), we have A = 2h+2h−(1−t)2 >
2 and so f < 0. In the case (5.10), we have A = 61+2ht > 2 and also f < 0.
(viii) In case (c), note that by a dilation, a translation, and a transform Q ∈ SL±(2,Z) of the
coordinates, we can take any vertex of P at the origin. Hence a similar proof as (vii)
implies that F(r) > 0 for r ∈ (r
¯
, r¯). 
Remark 6.1. The existence of CSC metrics for case (5.10) was also obtained in [6] by Calabi
flow method. When t = s = h = 12 , the Kähler class on CP2#3CP2 is half of the first Chern class,
in this case the CSC metric is a Kähler–Einstein metric, and was obtained in [21,25].
References
[1] M. Abreu, Kähler geometry of toric varieties and extremal metrics, Inter. J. Math. 9 (1998) 641–651.
[2] V. Apostolov, D. Calderbank, P. Gauduchon, C. Tonnesen-Friedman, Hamiltonian 2-forms in Kähler geometry III,
Extremal metrics and stability, Invent. Math. 173 (2008) 547–601.
[3] C. Arezzo, F. Pacard, M. Singer, Extremal metrics on blow-ups, preprint, arXiv:math.DG/0701028.
[4] D. Burns, P. De Bartolomeis, Stability of vector bundles and extremal metrics, Invent. Math. 92 (1988) 403–407.
[5] E. Calabi, Extremal Kähler metrics, in: Seminar on Differential Geometry, in: Ann. of Math Studies, vol. 102,
Princeton Univ. Press, 1982, pp. 259–290.
[6] X. Chen, W.Y. He, The Calabi flow on Kähler surface with bounded Sobolev constant – (I), preprint,
arXiv:0710.5159 [math.DG].
[7] X. Chen, C. Lebrun, B. Weber, On conformally Kähler–Einstein manifolds, J. Amer. Math. Soc. 21 (2008) 1137–
1168.
[8] A. Della Vedova, CM-stability of blow-ups and canonical metrics, arXiv:0810.5584.
[9] T. Delzant, Hamiltoniens periodique et image convex del’application moment, Bull. Soc. Math. France 116 (1988)
315–339.
[10] S.K. Donaldson, Scalar curvature and stability of toric varieties, J. Differential Geom. 62 (2002) 289–349.
[11] S.K. Donaldson, Extremal metrics on toric surfaces: a continuity method, J. Differential Geom. 79 (2008) 389–432.
[12] S.K. Donaldson, Constant scalar curvature metrics on toric surfaces, preprint, arXiv:0805.0128 [math].
[13] W. Fulton, Introduction to Toric Varieties, Princeton Univ. Press, 1993.
[14] A. Futaki, An obstruction to the existence of Einstein Kähler metrics, Invent. Math. 73 (1983) 437–443.
[15] D. Guan, Existence of extremal metrics on almost homogeneous manifolds of cohomogeneity one IV, Ann. Global
Anal. Geom. 30 (2006) 139–167.
[16] V. Guillemin, Moment Maps and Combinatorial Invariants of Hamiltonian T n-spaces, Progr. Math., vol. 122,
Birkhäuser, Boston, 1994.
[17] C. Gutierrez, The Monge–Ampère Equation, Progr. Nonlinear Differential Equations Appl., vol. 44, Birkhäuser,
Massachusetts, 2001.
[18] C. LeBrun, S.R. Simanca, Extremal Kähler metrics and complex deformation theory, Geom. Funct. Anal. 4 (1994)
298–336.
[19] D.H. Phong, J. Sturm, Lectures on stability and constant scalar curvature, arXiv:0801.4179.
[20] J. Ross, Unstable products of smooth curves, Invent. Math. 165 (2006) 153–162.
[21] Y.T. Siu, The existence of Kähler–Einstein metrics on manifolds with positive anticanonical line bundle and a
suitable finite symmetry group, Ann. of Math. 127 (1988) 585–627.
[22] J. Stoppa, Unstable blowups, preprint, arXiv:math.DG/0702154.
[23] G. Székelyhidi, Extremal metrics and K-stability, Bull. Lond. Math. Soc. 39 (2007) 76–84.
[24] G. Tian, Kähler–Einstein metrics with positive scalar curvature, Invent. Math. 130 (1997) 1–39.
[25] G. Tian, S.T. Yau, Kähler–Einstein metrics on complex surfaces with C1 > 0, Comm. Math. Phys. 112 (1987)
175–203.
X.-j. Wang, B. Zhou / Advances in Mathematics 226 (2011) 4429–4455 4455[26] N.S. Trudinger, X.-J. Wang, The Monge–Ampère equations and its geometric applications, in: Handbook of Geo-
metric Analysis, International Press, 2008, pp. 467–524.
[27] X.-J. Wang, X. Zhu, Kähler–Ricci solitons on toric manifolds with positive first Chern class, Adv. Math. 188 (2004)
87–103.
[28] B. Zhou, X.H. Zhu, Relative K-stability and modified K-energy on toric manifolds, Adv. Math. 219 (2008) 1327–
1362.
[29] B. Zhou, X.H. Zhu, K-stability on toric manifolds, Proc. Amer. Math. Soc. 136 (2008) 3301–3307.
