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Abstract
Conformal theories in a d dimensional spacetime may be expressed
as manifestly conformal theories in a d+2 dimensional conformal space
as first proposed by Dirac. The reduction to d dimensions goes via
the d + 1 dimensional hypercone in the conformal space. Here we
give a rather extensive expose´ of such theories. We review and extend
the theory of spinning conformal particles. We give a precise and
geometrical formulation of manifestly conformal fields for which we
give a consistent action principle. The requirement of invariance under
special gauge transformations off the hypercone plays a fundamental
role here. Maxwell’s theory and linear conformal gravity are derived
in the conformal space and are treated in detail. Finally, we propose a
consistent coordinate invariant action principle in the conformal space
and give an action that should correspond to conformal gravity.
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1 Introduction
In this work we develop the classical properties of manifestly conformally
covariant theories including both particle and field theories.
In dimensions d > 2 the conformal group is SO(d, 2) which, however,
acts nonlinearly on the Minkowski coordinates. In 1936 Dirac [1] proposed
a manifestly conformally covariant formulation in which the Minkowski co-
ordinates are replaced by coordinates on which SO(d, 2) acts linearly. The
theory lives then on a d+1 dimensional hypercone in a d+2 dimensional con-
formal space. Explicitly he treated scalar, spinor and vector fields in d = 4.
Since then there have appeared many papers on the subject. Among the
early papers (see e.g. [2–4]) the paper by Mack and Salam [2] is particularly
elucidating. It clarifies the projections to Minkowski space in general terms
for arbitrary spins in d = 4. An Euclidean version for quantum field theory
was treated in e.g. [5–7].
Particle models in terms of the manifestly conformal coordinates were
proposed in [8]. Quantization [9] yields Dirac’s wave equations in [1]. By
means of the result of Bracken and Jessup [10] particle models for arbitrary
spins were possible to derive (see [11–13] and [14, 15]). The particle models
are helpful to understand the field theories and have been used in many later
papers. Some recent papers on the whole subject are given in [16–22].
To begin with we shall rather extensively treat and further extend the
particle models in [14, 15]. What concerns particles in external fields, our
results are consistent with the corresponding field theories and agree also
with the previous results in [17, 20, 21].
The emphasis is, however, on manifestly conformal field theories which
are considerably developed here. We give a precise specification of the con-
ditions to be satisfied by such fields. The properties of the wave functions
and the external fields in the conformal particle models serve as a guid-
ing principle for these conditions. However, the field theory is specified in
a more geometrical sense in the d + 2 dimensional conformal space. The
restriction to the hypercone is e.g. replaced by a requirement of an invari-
ance under special gauge transformations off the hypercone, an invariance
which at the end will allow for the restriction to the hypercone as a gauge
choice. (These gauge transformations were introduced by Dirac [1]). With
the proposed conditions we are able to give a precise and consistent action
principle for manifestly conformal fields. Actions for such fields have been
discussed before. The first treatment seems to be in [4]. However, there the
measure was directly projected to four (easily generalized to d) dimensions
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which prohibits the derivation of manifestly conformally covariant equations,
at least naively. In [9] the invariant measure on the five (d+ 1) dimensional
hypercone was proposed for the actions. (Recently, similar actions are also
considered in [19].) Here we develop this formulation and show that it is
consistent provided our conditions on the fields are satisfied and provided
we impose special gauge invariance off the hypercone. This gauge invariance
is also crucial for the reduction to four (d) dimensions of both the actions
and the equations of motion. We perform a rather extensive treatment of
Maxwell’s theory and linear conformal gravity constructed from scratch in
the conformal space. (In [23] a different approach to linear gravity is given.)
For these models we give consistent actions and equations of motions where
the latter follow from the first. We also show that when they are reduced to
four dimensional spacetime we get precisely standard Maxwell’s theory and
linear conformal gravity.
Our main objective, however, is not just to clarify the properties of spin
two like theories on the hypercone but rather to find a coordinate invari-
ant formulation of conformal gravity in a manifest form in two dimensions
higher. This we also accomplish and it is perhaps the main result here. (A
previous different proposal for gravity was given in [24].) Actually this work
started and was planned in connection with the Master thesis [25] in which
manifestly conformally covariant field theories were treated, particularly was
linear conformal gravity studied. Due to health problems of one of us (RM)
we could resume our work only this year.
The paper is organized as follows: In section 2 we give the basics of the
manifestly conformally covariant formulation in the conformal space and how
it is connected to the reduced spacetime. In section 3 we review the confor-
mal particle models in [8] here given in a slightly simpler form and generalize
them to arbitrary dimensions. In section 4 we treat the conformal particle
in external symmetric tensor fields in arbitrary dimensions. (Previously the
vector field was treated in [8] and the rank two tensor field in [17, 20], and
arbitrary tensor fields in a different setting in [21].) In section 5 we give
an improved treatment of the conformal particle models for arbitrary spins
given in [14,15] generalized to arbitrary dimensions. In section 6 we quantize
these models and obtain free tensor fields which have not been given before.
However, we find problems with the rank two formulation. In section 7 we
show that these problems may be understood from the connection between
homogeneity and the order of the field equation. In fact, this connection
tells us what order of the field equation we should have for symmetric tensor
fields of rank two and higher. In section 8 we specify the basic ingredients
of a more geometrical field theory in the d+ 2 dimensional conformal space.
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We introduce the special gauge transformations off the hypercone and other
defining properties. In section 9 we then present our precise action principle
which requires that the actions are invariant under the special gauge transfor-
mations. We give its implications for scalar, spinor, and generalized spin one.
For symmetric second rank tensor fields in d = 4 we find that only linearized
conformal gravity is allowed by the special gauge invariance. In section 10
we outline what is needed in order to have a coordinate invariant formula-
tion. In section 11 we give the conformal particle in a curved background in
external scalar and vector fields in a coordinate invariant form. (This is a
slight generalization of [17,20].) We solve then the derived conditions and the
solutions are completely in agreement with the natural proposals in section
10. In section 12 we give then the generalized action principle for coordinate
invariant actions in a curved dynamical background on a generalized hyper-
cone. Then we look for a possible gravity theory and demonstrate that in
d = 4 the invariance under generalized special gauge transformations only
allow for conformal gravity. Finally we conclude the paper in section 13. In a
couple of appendices we give some details for the reductions of the manifestly
conformally covariant formulation to d dimensional relativistic theories. In
appendix A we give some general aspects of the reduction of the manifestly
conformal fields in d + 2 dimensions to d dimensions. In appendix B we
give some details for the reduction of the spin one theory in d = 4, and in
appendix C the corresponding details for linear manifestly covariant grav-
ity in d = 4. In appendix D we summerize some properties of relativistic
particle models for arbitrary spins in d = 4 generalized to arbitrary dimen-
sions d whose quantum wave functions we expect to correspond to the wave
functions from the conformal particle models in section 6.
2 Manifestly conformally covariant formula-
tion
A large class of massless theories are conformally invariant. In d > 2 we have
apart from Poincare´ invariance also invariance under scaling, xµ→λxµ, and
under the special conformal transformations
xµ → x′µ = x
µ + bµx2
1 + 2b · x+ b2x2 . (2.1)
All these transformations form the conformal group. Although the transfor-
mations are nonlinear the group is simply SO(d, 2), a pseudoorthogonal Lie
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group similar to the Lorentz group SO(d − 1, 1). This led Dirac [1] to pro-
pose a manifestly conformally covariant formulation for conformal theories.
He did this explicitly for free scalar, spinor, and vector fields. This formula-
tion is given on a higher dimensional space called the conformal space. The
coordinates on this d+2 dimensional space are denoted yA = (yµ, yd+1, yd+2),
and involve two time-like directions (y0, yd+2). The indices are raised and
lowered by the diagonal metric
ηAB = diag(1,−1, . . . ,−1, 1). (2.2)
(The opposite sign would be better, but we follow some old literature here.
The reductions in appendices B and C are, however, performed using the
opposite sign.) SO(d, 2) acts linearly on the coordinates yA and leave the
scalar products invariant. Following Dirac the ordinary spacetime theory is
required to live on a d + 1-dimensional hypercone in the conformal space.
This hypercone is defined through the relation
y2 ≡ ηAByAyB = 0, (2.3)
which by definition then is invariant under SO(d,2) transformations. Due to
the projectiveness of this relation the dimensions of yA may be chosen freely.
Choosing dimension length the Minkowski coordinates xµ are reached by the
nonlinear point transformation
xµ =
yµ
y−
R, y− ≡ yd+2 − yd+1,
xd+1 = y−,
xd+2 =
y2
R
, (2.4)
where R is a constant with dimension length. This transformation is invert-
ible and the inverse is
yµ =
xd+1
R
xµ,
y− = xd+1,
y+ =
xd+2
2xd+1
R− x
d+1
2R
ηµνx
µxν , y+ ≡ 1
2
(
yd+2 + yd+1
)
. (2.5)
This transformation is well defined for y− 6= 0 (xd+1 6= 0), which is a topolog-
ical restriction (see also appendix A). The flat metric (2.2) induces now an
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invertible metric gAB(x) in the x
A-coordinates whose nonzero elements are
gµν(x) = γ
2ηµν , γ ≡ x
d+1
R
,
g(d+1)(d+1)(x) = −x
d+2
Rγ2
,
g(d+1)(d+2)(x) =
1
2γ
= g(d+2)(d+1)(x). (2.6)
On the hypercone y2 = 0 (xd+2 = 0) the coordinate of the extra dimension
xd+1 or γ in (2.6) acts as a projective parameter. For the metric above we
find a reduction to the Minkowski metric for xd+1 = ±R. However, as e.g.
the particle models show, γ = xd+1/R may be chosen to be an arbitrary
function of xµ in which case the projected space is turned into an arbitrary
conformally flat space. Conformal invariance in the sense of invariance under
gµν → λ(x)gµν (2.7)
is obviously automatic for all conformal theories which are derivable from
the manifestly conformally covariant formulation.
How the manifestly conformally covariant fields are reduced to fields on
Minkowski space or the conformally flat space is given in appendices A-C.
3 Conformal particle
In [8] one of us gave a Lagrangian for a manifestly conformal invariant free
particle in d = 4, both for spin zero, spin one-half and partly spin one. The
free spin zero particle may alternatively be described by the slightly simpler
Lagrangian
L(τ) =
1
2v
y˙2 + λy2, (3.1)
where we now consider arbitrary spacetime dimensions d. The coordinate
yA is an SO(d, 2)-vector. Thus, the index A runs here over d + 2 different
values. v is an einbein variable and λ a Lagrange multiplier. The action (3.1)
is reparametrization invariant and is of the form of an ordinary free massless
particle apart from a term that forces the particle to be on the hypercone
y2 = 0. A Hamiltonian analysis of (3.1) yields the first class constraints
χ1 ≡ p2 = 0, χ2 ≡ p · y = 0, χ3 ≡ y2 = 0, (3.2)
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together with the trivial primary constraints pv = 0 and pλ = 0. These
constraints satisfy a closed Poisson algebra which is an SL(2,R)-algebra. We
have ({yA, pB} = δAB)
{χ1, χ2} = −2χ1, {χ2, χ3} = −2χ3, {χ1, χ3} = −4χ2. (3.3)
A Dirac quantization of these constraints yields the wave equations (given
in [9] for d = 4)
y2Φ(y) = 0, ✷Φ(y) = 0, (y · ∂ + (d+ 2)/2)Φ(y) = 0. (3.4)
The first equation is solved by the ansatz
Φ(y) = δ(y2)φ(y). (3.5)
The remaining equations in (3.4) require then
✷φ(y) = 0, (y · ∂ + d/2− 1)φ(y) = 0 (3.6)
on the hypercone y2 = 0. For d = 4 these equations are identical to the wave
equations for a scalar field given by Dirac in [1].
3.1 The spinor model
A corresponding supersymmetric version of the Lagrangian (3.1) is (cf [8,15])
L(τ) =
1
2v
y˙2 +
i
2
ψ · ψ˙ + iρy · ψ + λy2, (3.7)
where ψA is a real, odd Grassmann variable which also is an SO(d, 2)-vector.
ρ is a real, odd Grassmann variable which acts as an additional Lagrange
multiplier to λ. A Hamiltonian analysis requires here ψA to satisfy the sym-
metric Poisson relations (ηAB is the SO(d, 2)-metric)
{ψA, ψB} = iηAB. (3.8)
The Hamiltonian analysis of (3.7) yields furthermore the first class con-
straints
χ1 ≡ p2 = 0, χ2 ≡ p · y = 0, χ3 ≡ y2 = 0,
χ4 ≡ p · ψ = 0, χ5 ≡ y · ψ = 0, (3.9)
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apart from the primary constraints pv = 0, pλ = 0, and pρ = 0. Their Poisson
algebra is a supersymmetric SL(2,R): They satisfy (3.3) and
{χ4, χ4} = iχ1, {χ5, χ5} = iχ3, {χ4, χ5} = iχ2,
{χ4, χ1} = 0, {χ4, χ2} = −χ4, {χ4, χ3} = −2χ5,
{χ5, χ1} = 2χ4, {χ5, χ2} = χ5, {χ5, χ3} = 0. (3.10)
A Dirac quantization yields here the wave equations (given in [9] for d = 4)
Γ · ∂Ψ(y) ≡ ∂/Ψ(y) = 0, y · Γψ(y) ≡ y/Ψ(y) = 0, (3.11)
where ΓA are γ-matrices satisfying the anticommutation relations
[ΓA,ΓB]+ = 2η
AB. (3.12)
They are therefore matrices of dimensions 2(d+2)/2×2(d+2)/2. (Here as well as
in the following it is clear that a manifestly conformally invariant formulation
only exists for even spacetime dimensions d.) Notice that the equations (3.11)
imply
y2Ψ(y) = 0, ✷Ψ(y) = 0, (y · ∂ + (d+ 2)/2)Ψ(y) = 0, (3.13)
since (y/)2 = y2, (∂/)2 = ✷, and [y/, ∂/]+ = 2y · ∂ + d+ 2. The second equation
in (3.11) is solved by the ansatz
Ψ(y) = δ(y2)y/ψ(y), (3.14)
The equations (3.11) and (3.13) require then
y/∂/ψ(y) = 0, y/(y · ∂ + d/2)ψ(y) = 0, (3.15)
on the hypercone y2 = 0. Later we shall impose the natural stronger condi-
tion
(y · ∂ + d/2)ψ(y) = 0. (3.16)
For d = 4 the equations (3.15) and (3.16) agree with Dirac’s wave equations
in [1] apart from that Dirac considered a four-spinor instead of an eight-
spinor (interpreted as two four-spinors in [9]). It is always possible to project
out a four-spinor by a conformal chiral condition. (For discussions of these
properties, see also [4] and references therein.)
4 Conformal particle in external fields
Here we shall consider the spinless particle in the previous section in various
external fields.
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4.1 Conformal particle in an external scalar field
The spinless particle in an external scalar field may be described by the
reparametrization invariant action
L(τ) =
1
2v
y˙2 − 1
2
vgkφk(y) + λy2, (4.1)
where φ is the external scalar field, and g a real coupling constant. k is a
constant (a positive integer). A Dirac analysis yields here the constraints
χ1 ≡ p2 + gkφk(y) = 0, χ2 ≡ p · y = 0, χ3 ≡ y2 = 0. (4.2)
In order for these constraints to satisfy the same algebra (3.3) as the free
constraints (3.2) the external field must satisfy the homogeneity condition
(y · ∂ + 2/k)φ(y) = 0. (4.3)
Comparison with the last property in (3.6) of the free spinless particle we
find
k =
4
d− 2 , (4.4)
which means that k = 2 for d = 4, and k = 1 for d = 6, and that k is
fractional for d > 6.
4.2 Conformal particle in an external vector field
The spinless particle in an external vector field is described by the reparametriza-
tion invariant action [8]
L(τ) =
1
2v
y˙2 − gAB(y)y˙B + λy2. (4.5)
A Dirac analysis yields here the constraints:
χ1 ≡ (p+ gA(y))2 = 0, χ2 ≡ (p+ gA(y)) · y = 0,
χ3 ≡ y2 = 0. (4.6)
These constraints satisfy SL(2,R) provided
yAFAB(y) = 0, FAB(y) ≡ ∂AAB(y)− ∂BAA(y). (4.7)
This condition is satisfied if we impose [1, 8]
yAAA(y) = 0, (y · ∂ + 1)AB(y) = 0. (4.8)
Notice that the second constraint in (4.6) then becomes χ2 ≡ p · y = 0. (The
conditions (4.7) and (4.8) were also considered by Dirac [1].)
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4.3 Conformal particle in an external second order
tensor field
The spinless particle in an external second order symmetric tensor field may
be described by the reparametrization invariant action
L(τ) =
1
2v
y˙2 − g
2v
HAB(y)y˙
Ay˙B + λy2, (4.9)
which may be rewritten as
L(τ) =
1
2v
y˙AGAB(y)y˙
B + λy2, (4.10)
where
GAB(y) ≡ ηAB − gHAB(y). (4.11)
We find now the constraints
χ1 ≡ pAGAB(y)pB = 0, χ2 ≡ pAGAB(y)yB = 0,
χ3 ≡ y2 = 0, (4.12)
where GAB(y) and GAB(y) are required to satisfy
GAB(y)GBC(y) = δ
A
C . (4.13)
The condition that these constraints satisfy an SL(2,R)-algebra is then sat-
isfied if (yA ≡ ηAByB)
yA = GAB(y)yB, y · ∂GAB(y) = 0. (4.14)
For the external field HAB(y) this demands
yAHAB(y) = 0, y · ∂HAB(y) = 0. (4.15)
4.4 Conformal particle in an external tensor field of
arbitrary order
The spinless particle in an external symmetric tensor field of order s may be
described by the reparametrization invariant action
L(τ) =
1
2v
y˙2 − g
s!vs−1
HA1···As(y)y˙
A1 · · · y˙As + λy2. (4.16)
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The conjugate momentum is here
pA =
∂L(τ)
∂y˙A
=
1
v
y˙A − g
(s− 1)!vs−1HAB1···Bs−1(y)y˙
B1 · · · y˙Bs−1.(4.17)
y˙ expressed in terms of p may be found by the ansatz
y˙A = v
(
pA +
∞∑
n=1
ΛAB1···B1+n(s−2)(y)pB1 · · · pB1+n(s−2)
)
. (4.18)
This inserted into (4.17) determines the Λ’s. We find to the lowest orders
ΛAB1···Bs−1(y) =
g
(s− 1)!H
AB1···Bs−1(y),
ΛAB1···B2s−3(y) =
g2
(s− 1)!(s− 2)!
(
HAB1···Bs−2C(y)H
Bs−1···B2s−2
C (y)
)
symBi
,
(4.19)
where symBi means symmetrization in the indices Bi, i = 1, . . . , 2s − 2.
It is clear that the nth order Λ has the form Λn = knsg
nHn, where kns is a
constant dependent on n and s. The Lagrangian (4.16) yields the constraints
(we suppress indices)
χ1 ≡ p2 +
∞∑
n=1
fn(s)g
nHn(y)pns,
χ2 ≡
(
p+
1
2
s
∞∑
n=1
nfn(s)g
nHn(y)pns−1
)
· y, χ3 ≡ y2. (4.20)
where fn(s) are constant factors which to lowest orders are
f1(s) =
1
s!
, f2(s) =
1
((s− 1)!)2 . (4.21)
The constraints (4.20) satisfy an SL(2,R)-algebra if
HA1···As−1C(y)y
C = 0, (y · ∂ − s+ 2)HA1···As(y) = 0, (4.22)
independent of the form of the constants fn(s). Notice that the first equality
implies
χ2 ≡ p · y (4.23)
in (4.20). However, notice also that χ1 for s > 2 still contains higher order
powers than two in p. This means that the equations of the wave functions
will be of higher order than two for s > 2. The result (4.22), which also was
obtained from a different setting in [21], agrees with the previous results for
s = 1 and s = 2.
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5 Conformal particles of arbitrary spins gen-
eralized to arbitrary dimensions
Manifestly conformal particle models in d = 4 for arbitrary spins were con-
structed in [14, 15]. These models are analogous to the relativistic particle
models of arbitrary spins given in [26] (cf. [27,28]) partly reviewed in appendix
D. Their Lagrangians are O(N) extended supersymmetric models which de-
scribe a free particle with spin s = N/2. The geometrical Lagrangian for
these manifestly conformal particles is given in [15], which also could be sim-
plified along the line of section 3. The Lagrangian (3.7) is then the s = 1/2
model. In the following we generalize the models for arbitrary s to arbitrary
spacetime dimensions d, and refer to them as the s = N/2 theory when ar-
bitrary d is considered. Notice, however, that they describe a spin s particle
only in d = 4. The scalar model in section 3 may also be called the s = 0
model.
The derivation of the conformal models in [14, 15] were performed using
the results of Bracken and Jessup in [10]. Here we follow this derivation for
arbitrary d and derive the Dirac quantization of these models in a straight-
forward manner. (Previously a BRST quantization was performed in [15].)
Bracken and Jessup had shown that any model satisfying the massless
Klein-Gordon equation is manifestly conformally invariant if (all indices are
SO(d, 2)-indices.)
WAB|ψ〉 = 0, W †AB = WAB, (5.1)
where
WAB ≡ JACJCB + JBCJCA +
2
d+ 2
ηABJCDJ
CD =WBA, W
A
A = 0,
(5.2)
where in turn JAB is the total angular momentum for the particle in d + 2
dimensions. We have
JAB = LAB + SAB = −JBA, LAB = yApB − yBpA, (5.3)
where SAB represents the spin degrees of freedom. Notice that y
A, pA, and
SAB are operators satisfying
[yA, pB] = iδ
A
B, [SAB, y
C] = [SAB, pC ] = 0. (5.4)
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All this was originally formulated for d = 4. Here we formally extend these
results to arbitrary dimensions d. JAB, LAB and SAB satisfy the SO(d, 2)-
algebra:
[JAB, JCD] = i(ηADJBC + ηBCJAD − ηACJBD − ηBDJAC). (5.5)
If we define W
(J)
AB ≡ WAB, then we may write
WAB = W
(L)
AB +W
(L,S)
AB +W
(S)
AB , (5.6)
where W
(L)
AB and W
(S)
AB are analogous to W
(J)
AB , and where
W
(L,S)
AB ≡ 2
(
LACS
C
B + LBCS
C
A −
2
d+ 2
ηABLCDS
DC
)
. (5.7)
The different parts in (5.6) are of different degrees in SAB. It is therefore
natural to look for a solution of (5.1) which also satisfies
W
(L)
AB |ψ〉 = 0, W (L,S)AB |ψ〉 = 0, W (S)AB |ψ〉 = 0. (5.8)
We may then always extract some elementary constraints from these condi-
tions which we may use to define the manifestly conformally invariant parti-
cle. We notice first that
W
(L)
AB = (yApB + yBpA + pAyB + pByA)D − 2yAyBp2 − 2pApBy2 +
+
2
d+ 2
ηAB(y
2p2 + p2y2)− 4
d+ 2
ηABD
2, (5.9)
where
D ≡ 1
2
(y · p+ p · y). (5.10)
Thus,
p2|ψ〉 = 0, y2|ψ〉 = 0, D|ψ〉 = 0 ⇒ W (L)AB |ψ〉 = 0. (5.11)
These conditions are identical to the quantum conditions (3.4) of the spinless
particle as it should be for SAB = 0. Next we consider some representations
of SAB. We start with the multi-fermionic formulation
SAB ≡ 1
2
i
N∑
j=1
(ψBj ψ
A
j − ψAj ψBj ), (5.12)
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where the operators ψAj are hermitian (and Grassmann odd) and satisfy the
anticommutation relation
[ψAi , ψ
B
j ]+ = −δijηAB. (5.13)
We find then
W
(L,S)
AB = 2i
∑
j
(yAψjB + yBψjA)(ψj · p)−
−2i
∑
j
(ψjBpA + ψjApB)(ψj · y)−
− 4i
d + 2
ηAB
∑
j
(
(y · ψj)(ψj · p)− (ψj · p)(ψj · y)
)
. (5.14)
Hence,
ψj · p|ψ〉 = 0, ψj · y|ψ〉 = 0 ⇒ W (L,S)AB |ψ〉 = 0. (5.15)
Finally, we have
W
(S)
AB = −
∑
l 6=k
(ψkAψlB + ψkBψlA)ψkCψ
C
l +
2
d+ 2
ηAB
∑
l 6=k
(ψkDψ
D
l ψkCψ
C
l ).
(5.16)
Hence,
(ψkCψ
C
l − ψlCψCk )|ψ〉 = 0 ∀l, k ⇒ W (S)AB |ψ〉 = 0. (5.17)
For the multi-fermionic representation (5.12) we have then (χˆn are hermitian)
χˆn|ψ〉 = 0 ⇒ WAB|ψ〉 = 0, (5.18)
where
χˆ1 ≡ p2, χˆ2 ≡ D, χˆ3 ≡ y2, (5.19)
χˆ3+j ≡ ψj · p, χˆ3+N+j ≡ ψj · y, (5.20)
χˆ3+2N+[ij] ≡ 1
2
i(ψi · ψj − ψj · ψi). (5.21)
The last constraint operators are antisymmetric in i and j and their number
is N(N − 1)/2. The commutator algebra of these χˆn is an O(N)-extended
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supersymmetric SL(2, R)-algebra. The corresponding reparametrization in-
variant particle model is given by the Hamiltonian
H =
∑
n
λnχn, (5.22)
where χn are the classical counterparts to the operators (5.19)-(5.21). The
geometrical Lagrangian and further properties for d = 4 are given in [15].
For N = 1 we have the spinor model treated in section 3. In the multi-
fermionic case we find instead of (3.14) Ψ(y) = δ(y2)(
∏
i y/i)ψ(y), where the
multi-spinor ψ(y) then satisfies the homogeneity property (y · ∂ + d/2 +
1 − N)ψ(y) = 0 (cf [14]). We expect such a multispinor to represent spin
s = N/2 in d = 4, since it should correspond to the relativistic multispinor
model in [26] (see also [27, 28]).
One may now derive all possible manifestly conformally invariant spinning
particle models by inserting various forms for SAB in the formulas above.
6 Free conformal tensor fields from the con-
formal particle models
For N even in (5.12) we may derive manifestly conformally covariant tensor
fields from the general quantization procedure of the preceding section. (We
expect these tensor fields to correspond to the similar tensor fields which
follow from the corresponding quantization of the relativistic particle mod-
els reviewed in appendix D.) What we have to do is simply to introduce
nonhermitian operators defined by
bAk ≡
1√
2
(
ψA(2k−1) − iψA2k
)
, k = 1, . . . , s ≡ N/2, (s = 1, 2, . . .),(6.1)
which after quantization satisfy the anticommutation relations
[biA, b
†
jB]+ = −δijηAB, (6.2)
due to (5.13). In terms of these operators SAB in (5.12) becomes
SAB = i
s∑
j=1
(bB†j b
A
j − bA†j bBj ). (6.3)
As before we solve the condition (5.1) by (5.8). (5.11) is still valid. (5.15)
and (5.17) have to be rearranged. In terms of the oscillators (6.1), (5.15)
14
acquires the form
p · bj |ψ〉 = 0, p · b†j |ψ〉 = 0, y · bj |ψ〉 = 0 y · b†j |ψ〉 = 0
⇒ W (L,S)AB |ψ〉 = 0. (6.4)
and (5.17) becomes
(bkCb
C
l − blCbCk )|ψ〉 = 0 (b†kCbC†l − b†lCbC†k )|ψ〉 = 0
(b†kCb
C
l − blCbC†k )|ψ〉 = 0 ∀l, k ⇒ W (S)AB |ψ〉 = 0. (6.5)
The algebra of the elementary constraints is of course identical to what we
had in the previous section.
We may solve the conditions (5.11), (6.4) and (6.5) by means of the
following general ansatz of the state vector: (the sum is over all possible
values of nj , j = 1, . . . , s)
|ψ〉 ≡ |F〉 =
∑
nj
FA1···An1 ;B1···Bn2 ;C1···Cn3 ;···(y)|0〉A1···An1 ;B1···Bn2 ;C1···Cn3 ;···,
(6.6)
where
|0〉A1···An1 ;B1···Bn2 ;C1···Cn3 ;··· ≡ bA1†1 · · · bAn1†1 bB1†2 · · · bBn2 †2 bC1†3 · · · bCn3 †3 · · · |0〉,
bAj |0〉 = 0, pA|0〉 = 0. (6.7)
The last conditions in (6.5) contain the restrictions
(b†jCb
C
j + (d+ 2)/2)|F〉 = 0, (6.8)
which implies that the s field contains s sets of (d + 2)/2 antisymmetric
indices (i.e. nj = (d+ 2)/2 in (6.6)). From (6.5) we have furthermore
(bkCb
C
l − blCbCk )|ψ〉 = 0 (b†kCbC†l − b†lCbC†k )|ψ〉 = 0
(b†kCb
C
l − blCbC†k )|ψ〉 = 0, ∀l 6= k, (6.9)
which yields the following symmetry properties of the tensor field: F··· is
symmetric under interchange of any two groups of (d + 2)/2 antisymmetric
indices. Furthermore, all contractions over the groups are zero: (n = (d+2)/2
in the following)
F AAA2···An; B2···Bn;C1···Cn;···(y) = 0, etc. (6.10)
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From (5.11) we find
y2|F〉 = 0 ⇔ y2FA1···An;B1···Bn;C1···Cn;···(y) = 0,
p2|F〉 = 0 ⇔ ✷FA1···An;B1···Bn;C1···Cn;···(y) = 0,
D|F〉 = 0 ⇔ (y · ∂ + (d+ 2)/2)FA1···An;B1···Bn;C1···Cn;···(y) = 0.
(6.11)
Finally, (6.4) yields
p · bj |F〉 = 0 ⇔ ∂AFAA2···An;B1···Bn;C1···Cn;···(y) = 0, etc, (6.12)
p · b†j |F〉 = 0 ⇔ ∂[A1FA2···An+1];B1···Bn;C1···Cn;···(y) = 0, etc,(6.13)
y · bj |F〉 = 0 ⇔ yAFAA2···An;B1···Bn;C1···Cn;···(y) = 0, etc, (6.14)
y · b†j |F〉 = 0 ⇔ y[A1FA2···An+1];B1···Bn;C1···Cn;···(y) = 0, etc,(6.15)
where n ≡ (d + 2)/2, and where etc means the same relations for the B-
indices, C-indices etc.
The first condition in (6.11) is solved by
FA1···An;B1···Bn;C1···Cn;···(y) = δ(y2)FA1···An;B1···Bn;C1···Cn;···(y), (6.16)
and the remaining two conditions require then
✷FA1···An;B1···Bn;C1···Cn;···(y) = 0, (6.17)
(y · ∂ + d/2− 1)FA1···An;B1···Bn;C1···Cn;···(y) = 0, (6.18)
on the hypercone y2 = 0. Notice that F··· in (6.16) is ambiguously defined
since (6.16) is invariant under the transformation
FA1···An;B1···Bn;C1···Cn;···(y) →
FA1···An;B1···Bn;C1···Cn;···(y) + y
2F˜A1···An;B1···Bn;C1···Cn;···(y), (6.19)
for arbitrary functions F˜···. This ambiguity will be discussed in section 8.
Below we give some simple solutions of these equations:
16
6.1 s = 1 theories
In this case we have only one anticommuting oscillator bA, which means that
we have only one set of (d + 2)/2 antisymmetric indices. Below we treat
d = 2, 4, 6, and give the structure for arbitrary dimensions d.
6.1.1 s = 1 in d = 2
The basic field is here FAB due to (6.8). The conditions (6.11) imply
FAB(y) = δ(y2)FAB(y), (6.20)
and
✷FAB(y) = 0, y · ∂FAB(y) = 0, (6.21)
on the hypercone. In the following we will omit the statements ”on the
hypercone”, since most equations are ambiguous off the hypercone. (Later
in the field theory case in section 8 we will discuss the precise properties of
the equations.) Condition (6.15) is solved by
FAB(y) = yAFB(y)− yBFA(y), (y · ∂ + 1)FA(y) = 0, (6.22)
and condition (6.14) requires
yAFAB(y) = 0 ⇒ yAFA(y) = 0. (6.23)
Condition (6.13) is solved by
FA(y) = ∂Aφ(y), y · ∂φ(y) = 0, (6.24)
where the last expression follows from the last relation in (6.23). It is con-
sistent with the previous homogeneity of scalar fields in d = 2. Condition
(6.12) yields
∂AFAB(y) = 2FB(y), (6.25)
if the last relation in (6.23) is valid even off the hypercone, and if
∂AFA(y) = 0 ⇔ ✷φ(y) = 0 (6.26)
which is consistent with the first relation in (6.21).
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There are several ambiguities in the above relations. Apart from the
general ambiguity off the hypercone the definition of FA in (6.22) is invariant
under the transformation
FA(y) → FA(y) + yAU(y), (y · ∂ + 2)U(y) = 0. (6.27)
This ambiguity is partly fixed by the first relation in (6.24). Notice, however,
that the transformation
φ(y) → φ(y) + 1
2
y2U(y) (6.28)
reproduces (6.27) on the hypercone. A further ambiguity enters the equations
of motion. The first equation in (6.21) requires
✷FA(y) = yAS(y), (y · ∂ + 4)S(y) = 0, (6.29)
where S is an arbitrary function. However, this property is obviously con-
nected to the arbitrariness off the hypercone of (6.26) from (6.24).
6.1.2 s = 1 in d = 4 (spin one)
The basic field is here FABC due to (6.8). The conditions (6.11) imply
FABC(y) = δ(y2)FABC(y), ✷FABC(y) = 0, (y · ∂ + 1)FABC(y) = 0.
(6.30)
Condition (6.15) yields the solution
FABC(y) = yAFBC(y) + yBFCA(y) + yCFAB(y),
(y · ∂ + 2)FAB(y) = 0, (6.31)
and (6.13) is then solved by
FAB(y) = ∂AAB(y)− ∂BAA(y). (6.32)
Eq.(6.31) may therefore alternatively be written as
FABC(y) = LABAC(y) + LBCAA(y) + LCAAB(y), (6.33)
where
LAB ≡ yA∂B − yB∂A. (6.34)
18
The condition (6.14) yields from (6.31)
yAFABC(y) = 0 ⇒ yAFAB(y) = yBK(y), (6.35)
which from (6.32) and the last property in (6.30) implies
yAAA(y) = 0, (y · ∂ + 1)AB(y) = 0, (6.36)
which is in agreement with the external field result (4.8). Notice that ∂B(y
AAA) =
−yBK.
Apart from the general ambiguity off the hypercone we notice that (6.31)
is invariant under the transformations
FAB(y) → F ′AB(y) = FAB(y) + yAUB(y)− yBUA(y),
(y · ∂ + 3)UA(y) = 0 (6.37)
for arbitrary functions UA. The expression (6.32) partly fix this invariance.
Notice, however, that the transformation
AB(y) → A′B(y) = AB(y)− yBφ(y) (6.38)
yields
FAB(y) → F ′AB(y) = FAB(y) + LABφ(y), (6.39)
which is of the form (6.37) (UA = ∂Aφ). Thus, (6.38) is a gauge transforma-
tion in the theory. That FABC is left invariant by (6.38) may also be seen
directly from (6.33). We have also the standard gauge invariance under
AB(y) → A′B(y) = AB(y) + ∂BΛ(y) (6.40)
for arbitrary functions Λ, since (6.40) leave FAB invariant.
From (6.30) and (6.31) we find
✷FABC(y) = 0 ⇒ ✷FAB(y) = yASB(y)− yBSA(y), (6.41)
where SA are arbitrary functions. Eq.(6.12) yields, if we assume that the
first relation in (6.36) is valid even off the hypercone (a choice to be made in
section 8),
∂AFABC(y) = 2FBC(y) ⇒ ∂AFAB(y) = yBS(y). (6.42)
The functions SA and S reduce the number of equations for FAB. They are ar-
bitrary unphysical functions which only are restricted by the self-consistency
of (6.41) and (6.42) which requires
(y · ∂ + 5)SA(y) = 0, (y · ∂ + 4)S(y) = 0. (6.43)
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In fact, they are related. From ✷(yAFAB) = 0 again assuming the first
relation in (6.36) to be valid even off the hypercone we find
S(y) =
1
2
yASA(y). (6.44)
The unphysical functions SA and S do not appear in connection to the field
FABC in (6.31) or equivalently (6.33). This field is therefore insensitive to
the values of the S-functions. The field FABC has previously been treated
in [5, 16].
6.1.3 s = 1 in d = 6
In d = 6 we have a field with four antisymmetric indices due to (6.8). The
conditions (6.11) yield
FABCD(y) = δ(y2)FABCD(y), ✷FABCD(y) = 0,
(y · ∂ + 2)FABCD(y) = 0. (6.45)
Condition (6.15) yields the solution
FABCD(y) = yAFBCD(y)− yBFCDA(y) + yCFDAB(y)− yDFABC(y),
(6.46)
where FABC is totally antisymmetric. The homogeneity in (6.45) requires
(y · ∂ + 3)FABC(y) = 0. (6.47)
Condition (6.14) yields
yAFABCD(y) = 0 ⇒ yAFABC(y) = yBKC(y)− yCKB(y),
yAKA(y) = 0. (6.48)
Condition (6.13) may be written as
∂AFBCD(y)− ∂BFCDA(y) + ∂CFDAB(y)− ∂DFABC(y) = 0, (6.49)
and this condition is solved by the expression
FABC(y) = ∂AABC(y) + ∂BACA(y) + ∂CAAB(y), (6.50)
where ABC is antisymmetric. (6.47) and (6.48) imply then
yAAAB(y) = 0, (y · ∂ + 2)ABC(y) = 0, (6.51)
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since
yAFABC(y) = −∂B(yAAAC(y)) + ∂C(yAAAB(y)). (6.52)
Eq.(6.50) inserted into (6.46) leads to the following alternative expression for
the original field
FABCD(y) = LABACD(y) + LACADB(y) + LADABC(y) +
+LBCAAD(y) + LBDACA(y) + LCDAAB(y), (6.53)
where LAB is given by (6.34).
Apart from the general ambiguity off the hypercone we notice that (6.46)
is invariant under the transformation
FABC(y) → FABC(y) + yAUBC(y) + yBUCA(y) + yCUAB(y)
(6.54)
for arbitrary antisymmetric functions UAB. This invariance is partly fixed if
we choose FABC to be of the form (6.50). Notice, however, that the transfor-
mation
AAB(y) → AAB(y)− yAVB(y) + yBVA(y), yAVA(y) = 0 (6.55)
yields
FABC(y) → FABC(y) + LABVC(y) + LBCVA(y) + LCAVB(y),
(6.56)
which is of the form (6.54) with UAB = ∂AVB−∂BVA. Thus, (6.55) is a gauge
transformation in the theory. One may also easily check that the expression
(6.53) is invariant under (6.55). Apart from this gauge invariance we also
have invariance under
AAB(y) → AAB(y) + ∂AΛB(y)− ∂BΛA(y) (6.57)
for arbitrary functions ΛA.
From (6.46) we find that the equation in (6.45) requires
✷FABC(y) = yASBC(y) + yBSCA(y) + yCSAB(y), (6.58)
where SAB are arbitrary antisymmetric functions. Self-consistency of (6.58)
requires
(y · ∂ + 6)SABC(y) = 0. (6.59)
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Assuming the first relation in (6.51) to be valid even off the hypercone we
find also
∂AFABCD(y) = 2FBCD(y),
∂AFABC(y) = yBSC(y)− yCSB(y), (6.60)
where
SA(y) =
1
2
yBSBA(y). (6.61)
6.1.4 s = 1 in arbitrary even dimensions d
In arbitrary even dimensions d the s = 1 theory leads to a field with d/2+ 1
antisymmetric indices. Condition (6.15) is then solved by expressing this
field in terms of fields with d/2 antisymmetric indices and the coordinate
yA linearly as in (6.31) and (6.46). Condition (6.13) may then be solved by
writing this latter fields as follows
FABC···(y) =
∑
antisym(ABC··· )
∂AABC···(y). (6.62)
where AABC···(y) are antisymmetric fields with d/2 − 1 indices as in (6.32)
and (6.50). The homogeneity (6.18) requires then
(y · ∂ + d/2)FABC···(y) = 0, (y · ∂ + d/2− 1)ABC···(y) = 0. (6.63)
We notice that (6.62) yields
yAFABC···(y) =
∑
antisym(BC··· )
∂B(y
AABC···A(y)). (6.64)
Condition (6.14) may therefore always be solved by requiring
yAAABC···(y) = 0. (6.65)
If this relation is valid even off the hypercone then the field (6.62) satisfies
the following properties
yAFABC···(y) = 0,
✷FABC···(y) =
∑
antisym(ABC··· )
yASBC···(y),
∂AFABC···(y) =
∑
antisym(BC··· )
yBSCD···(y),
(y · ∂ + d/2 + 3)SBC···(y) = 0,
(y · ∂ + d/2 + 2)SCD···(y) = 0,
SCD···(y) =
1
2
yBSBCD···(y), (6.66)
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where the arbitrary unphysical functions SABC··· are totally antisymmetric.
The values of the S-functions do not affect the original fields with d/2 + 1
antisymmetric indices.
Further properties of the s = 1 theory will be discussed in section 8.
6.2 s = 2 in d = 4
For s = 2 in d = 4 which should be a spin two model we have a tensor field
with two sets of three antisymmetric indices due to the ansatz (6.6) and the
conditions (6.8). We set
RABCDEF (y) ≡ FABC;DEF (y) (6.67)
in the following. Conditions (6.11) yield
RABCDEF (y) = δ(y2)RABCDEF (y), ✷RABCDEF (y) = 0,
(y · ∂ + 1)RABCDEF (y) = 0. (6.68)
The conditions (6.15) are here solved by the expression
RABCDEF (y) =
∑
antisym(ABC)
∑
antisym(DEF )
yARBCDE(y)yF =
yARBCDE(y)yF + yBRCADE(y)yF + yCRABDE(y)yF +
+yARBCFD(y)yE + yBRCAFD(y)yE + yCRABFD(y)yE +
+yARBCEF (y)yD + yBRCAEF (y)yD + yCRABEF (y)yD, (6.69)
where the field RBCDE is antisymmetric in bc and in de, and satisfies the
homogeneity condition
(y · ∂ + 3)RABCD(y) = 0 (6.70)
from (6.68). Two of the conditions in (6.9) require
RABCDEF (y)− RBCDAEF (y) +RCDABEF (y)− RDABCEF (y) = 0,
RABCDEF (y)− RABDEFC(y) +RABEFCD(y)− RABFCDE(y) = 0,
⇒ RABCDEF (y) = RDEFABC(y), (6.71)
which may be solved by the conditions
RABCD(y) +RBCAD(y) +RCABD(y) = 0,
RABCD(y) +RACDB(y) +RADBC(y) = 0,
⇒ RABCD(y) = RCDAB(y). (6.72)
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The field RABCD has then the symmetry properties of a Riemann tensor.
Notice, however, that RABCD is not uniquely defined by (6.69) and (6.72).
In fact, these expressions are invariant under the following transformation
RABCD(y) → RABCD(y) + yAUBCD(y)− yBUACD(y) +
+yCUDAB(y)− yDUCAB(y), (6.73)
where UBCD are arbitrary functions satisfying the properties
UABC(y) = −UACB(y), (y · ∂ + 4)UABC(y) = 0,
UABC(y) + UBCA(y) + UCAB(y) = 0. (6.74)
Condition (6.14) requires then
yARABCDEF (y) = 0 ⇒ yARABCD(y) = 0, (6.75)
up to the arbitrariness of the U -functions in (6.73). Conditions (6.13) may
be solved by the conditions
∂ARBCDE(y) + ∂BRCADE(y) + ∂CRABDE(y) = 0,
∂CRABDE(y) + ∂DRABEC(y) + ∂ERABCD(y) = 0, (6.76)
which have the solution
RABCD(y) =
1
2
(
∂A∂CHBD(y) +
+∂B∂DHAC(y)− ∂B∂CHAD(y)− ∂A∂DHBC(y)
)
, (6.77)
which is the linearized Riemann tensor.
The remaining conditions have to do with the equations of motion. The
conditions (6.9) requires in addition to (6.72)
RABCDEA(y) = 0, (6.78)
which requires
RABCA(y) = yBSC(y)− yCSB(y),
yASA(y) = 0, (y · ∂ + 4)SA(y) = 0. (6.79)
The arbitrary functions SA are unphysical since they do not affect the original
tensor (6.67). The equation of motion in (6.68) requires
✷RABCD(y) = yASBCD(y)− yBSACD(y) + yCSDAB − yDSCAB(y),
(6.80)
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where the arbitrary unphysical functions SABC satisfy
SABC(y) = −SACB(y), SABC(y) + SBCA(y) + SCAB(y) = 0,
(y · ∂ + 6)SABC(y) = 0. (6.81)
Finally, we find from ✷(yARABCD) = 0 assuming the last relation in (6.75)
to be valid even off the hypercone
∂ARABCD(y) = yBSCD(y)− yCS˜DB(y) + yDS˜CB(y),
SAB(y) =
1
2
yCSCAB(y), S˜AB(y) =
1
2
yCSACB(y),
⇒ SAB = S˜AB − S˜BA(y). (6.82)
There are several problems with this s = 2 theory. However, the main
problem is the homogeneity condition (6.70), which in (6.77) requires
(y · ∂ + 1)HAB(y) = 0, (6.83)
in disagreement with the external field result in (4.15). The complete Rie-
mann tensor in terms of the symmetric metric tensor GAB(y) may be written
as
RABCD(y) =
1
2
(
∂A∂CGBD(y) + ∂B∂DGAC(y)− ∂B∂CGAD(y)−
−∂A∂DGBC(y)
)
+GEF (y)
(
ΓEAC(y)ΓFBD(y)− ΓEDA(y)ΓFBC(y)
)
,
(6.84)
where
ΓABC(y) ≡ 1
2
(
∂BGAC(y) + ∂CGAB(y)− ∂AGBC(y)
)
. (6.85)
The homogeneity condition in (6.70) requires here
(y · ∂ + 1)GAB(y) = 0 ⇒ (y · ∂ − 1)GAB(y) = 0 (6.86)
in disagreement with the external field result in (4.14). Since the linearized
Riemann tensor (6.77) follows from (6.84) with GAB = ηAB+HAB the results
(6.83) and (6.86) agree. The properties in (6.86) are bad since they do not
allow a constant flat metric in empty space (GAB = ηAB).
It is remarkable that the condition
yARABCD(y) = 0 (6.87)
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requires
y · ∂GAB(y) = 0, yAGAB(y) = yB (6.88)
in agreement with the external field result in (4.14). This equation requires
then
y · ∂HAB(y) = 0, yAHAB(y) = 0. (6.89)
in agreement with (4.15).
We are therefore convinced that the external field result is the correct re-
sult. In the next section we indicate what has to be changed in the considered
particle models for s ≥ 2.
7 Homogeneity and the order of the field equa-
tions
The appropriate homogeneity of the fields depends on the order of the field
equations. Consider the equation
✷
kFA1···An;B1···Bn;C1···Cn;···(y) = 0 (7.1)
for any positive integer k. In abstract operator language this is given by the
condition
(p2)k|F〉 = 0 (7.2)
in terms of the general state vector (6.6). As before we also impose the
hypercone condition
y2|F〉 = 0. (7.3)
Consistency between (7.2) and (7.3) requires
[(p2)k, y2]|F〉 = 0, (7.4)
which simplifies to
(D − 2k + 2)|F〉 = 0, (7.5)
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where D is given by (5.10). Thus, instead of (6.11) we have now the condi-
tions
y2F···(y) = 0,
✷
kF···(y) = 0,
(y · ∂ + d/2− k + 2)F···(y) = 0, (7.6)
which reduce to
F···(y) = δ(y2)F···(y), (7.7)
✷
kF···(y) = 0, (7.8)
(y · ∂ + d/2− k)F···(y) = 0. (7.9)
7.1 Implications for s ≥ 2
In order to have the homogeneity
y · ∂GAB(y) = 0 (7.10)
as demanded by the external field result (4.14) and the condition that GAB(y)
should contain the constant flat metric ηAB, the Riemann tensor (6.84) must
satisfy the homogeneity
(y · ∂ + 2)RABCD(y) = 0 (7.11)
instead of (6.70). For the original tensor field (6.67) in d = 4 this property
of RABCD requires
(y · ∂ + 2)RABCDEF (y) = 0 (7.12)
from (6.69) and (7.7). Comparison beween (7.12) and (7.6) requires then an
equation of the type
✷
2RABCDEF (y) = 0, (7.13)
instead of (6.68). Notice then that (6.12) may not be imposed since (6.12)
and (6.13) together imply the second order field equation.
Now we do not have a complete particle theory for particles yielding
tensor fields satisfying higher order equations. The above results are therefore
27
heuristic. We may equally well imagine that we have complete theories for
symmetric tensor fields like the external fields treated in section 4. The
homogeneity (7.10) implies then directly from (7.8) and (7.9) equations like
✷
2GAB(y) = 0 (7.14)
in arbitrary dimensions. This indicates that conformal gravity will enter
here. This will be confirmed later.
Similarly from (7.8) and (7.9) the external field result (4.22) implies equa-
tions of the order
✷
sHA1···As(y) = 0, s ≥ 1, (7.15)
where s is the rank of the symmetric external tensor field.
8 Field theories in the conformal space
So far fields have only entered as wave functions in the quantization of con-
formal particle models or as external fields in these models. Now we want to
construct pure field theories formulated in the d + 2 dimensional conformal
space. The wave equations and the properties of the external fields in the
previous sections will then serve as a guiding principle.
All treated manifestly conformally covariant particle models lead to a set
of wave equations where one equation is the restriction to the hypercone
y2 = 0. This equation has the form
y2F···(y) = 0 (8.1)
with the solution
F···(y) = δ(y2)F···(y). (8.2)
In the previous treatments we found that the external fields were more like
the F···-fields. The peculiar delta function on the hypercone certainly makes
the F···-fields look more similar to the fields we usually handle as compared
to F···. When we now develop a field theory we find it therefore natural to
start from the F···-fields and their properties. Now, F··· in (8.2) lives on the
d + 1 dimensional hypercone y2 = 0. This means that the equation (8.1)
reduces the dimension by one. One problem with this restriction is that
when dealing with the F···-fields one very easily may leave the hypercone by
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various manipulations. Following Dirac [1] it is therefore better to let F···(y)
be defined in the d + 2 dimensional conformal space and instead require
invariance under the gauge transformation
F···(y) → F···(y) + y2F˜···(y), (8.3)
where F˜···(y) is an arbitrary function. The only restriction being that F···(y)
and F˜···(y) must be smooth on the hypercone, i.e. they must be possible
to Taylor expand in y2. The class of functions defined by the transforma-
tions (8.3) represents then one unique function on the hypercone y2 = 0
but otherwise quite arbitrary. We shall refer to (8.3) as the special gauge
transformation off the hypercone.
By means of (8.3) we may now develop a more geometrical field theory in
d+2 dimensions. In the particle models we always have a condition of homo-
geneity. F is e.g. always required to have a definite degree of homogeneity,
however, this implies that F··· only has a definite homogeneity up to y
2 terms.
This is consistent with the gauge invariance under (8.3). Now we believe (like
Dirac) that we always may restrict this arbitrariness by requiring a definite
homogeneity in the whole conformal space (called strong homogeneity in the
sequel). In the following treatments we shall therefore always require F···(y)
to have a homogeneity of degree n in the entire d+2 dimensional conformal
space (of course, chosen in accordance with previous results):
(y · ∂ − n)F···(y) = 0. (8.4)
This implies that we partially fix the arbitrary functions F˜··· in (8.3) by the
homogeneity condition
(y · ∂ − n+ 2)F˜···(y) = 0. (8.5)
The basic idea for the field theories in the d + 2 dimensional conformal
space to be defined below is that they will always be required to be invariant
under the special gauge transformation (8.3), which means that they are
effectively defined on the d + 1 dimensional hypercone. One consequence is
then that one may always fix the gauge by requiring
∂
∂y2
(F ′···(y)) = 0, F
′
···(y) = F···(y) + y
2F˜···(y), (8.6)
which means that F ′··· is independent of y
2 and therefore is effectively defined
in terms of d + 1 coordinates. The homogeneity condition (8.4) may then
be used to further reduce the field F ′··· to d dimensions as is described in
appendix A. (Unfortunately, in the case of tensor fields to be described below
we will be unable to choose the gauge (8.6) in this simple direct way since
we then have to further restrict F˜···(y).)
29
8.0.1 Scalar fields
The Dirac quantization of the spinless conformal particle led to the equations
(3.4). The condition (8.1) was solved by (3.5), and φ(y), which is the F···-
field here, was required to satisfy equations (3.6) on the hypercone y2 = 0.
Imposing the corresponding strong homogeneity on φ(y) one may easily check
that (3.6) is invariant under the transformation
φ(y) → φ(y) + y2φ˜(y) (8.7)
for arbitrary fields φ˜(y) only restricted by the homogeneity condition
(y · ∂ + d/2− 3)φ˜(y) = 0. (8.8)
The external scalar field in subsection 4.1 is also a field of this type and the
formulation (4.1) seems to be invariant under (8.7).
8.0.2 Spinor fields
The s = 1/2 model (3.7) led to the field equations (3.11) and (3.13). Two of
the conditions were solved in (3.14), i.e.
Ψ(y) = δ(y2)y/ψ(y), (8.9)
where then ψ(y) has to satisfy (3.15) on the hypercone y2 = 0. Here we
impose the strong homogeneity condition (3.16). One may easily check that
(8.9) as well as (3.15) and (3.16) are invariant under the gauge transforma-
tions
ψ(y) → ψ(y) + y/χ(y), (y · ∂ + d/2 + 1)χ(y) = 0. (8.10)
(This gauge transformation was not clearly stated by Dirac. However, it may
be found in e.g. [29].)
8.1 Tensor fields
As soon as tensor fields are involved the situation becomes more complex. All
tensor fields satisfy transversality conditions like (6.14). For the F···-fields we
have then transversality on the hypercone (called weak transversality in the
sequel). Since we want geometrical field theories in the conformal space it is
natural to impose strong transversality valid in the entire conformal space.
This was e.g. imposed for the external tensor fields in section 4. However,
such a restriction causes complications what concerns the reduction to d
dimensions. Below we explain these complications in the cases of s = 1, and
s = 2 in d = 4.
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8.1.1 s = 1 fields
The s = 1 theory in section 6 for arbitrary dimensions d yields the totally
antisymmetric field, FABC···, with d/2 + 1 indices from the basic condition
(8.1). Condition (6.15) is then solved by the expression
FABC···(y) =
∑
antisym(ABC··· )
yAFBC···(y),
(y · ∂ + d/2− 1)FABC···(y) = 0, (y · ∂ + d/2)FBC···(y) = 0, (8.11)
where FBC··· on the right-hand side is totally antisymmetric with d/2 indices.
This latter field, which we also will call the intermediate F -field, may be
transformed as follows
FBC···(y) → FBC···(y) +
∑
antisym(BC··· )
yBUCD···(y),
(y · ∂ + d/2 + 1)UCD···(y) = 0, (8.12)
without affecting the original field in (8.11). UCD···(y) are arbitrary antisym-
metric functions with d/2 − 1 indices. The transversality condition (6.14)
requires
yAFABC···(y) = y
2F ′BC···(y), (8.13)
where consistency requires
yBF ′BC···(y) = 0. (8.14)
Equations (8.11), (8.12) and (8.14) implies
FBC···(y) = F
′
BC···(y) +
∑
antisym(BC··· )
yBUCD···(y). (8.15)
Condition (6.13) may be solved by the expression
FBCD···(y) =
∑
antisym(BCD··· )
(∂BACD···(y)),
(y · ∂ + d/2− 1)ACD···(y) = 0, (8.16)
which implies
yBFBCD···(y) = −
∑
antisym(BCD··· )
∂C(y
BABD···(y)). (8.17)
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In order for FBCD··· in (8.16) to have the general form (8.15) we have to
assume that ABD··· satisfies weak transversality
yBABC···(y) = y
2B′CD···(y) ⇒
(y · ∂ + d/2)B′CD···(y) = 0, yCB′CD···(y) = 0, (8.18)
where B′CD··· is totally antisymmetric with d/2−2 indices. Combining (8.15),
(8.16), (8.17) and (8.18) we find that (8.16) requires UCD··· in (8.15) to be of
the form
UCD···(y) =
∑
antisym(CD··· )
(∂CB
′
D···(y)), (8.19)
and that F ′BCD··· in (8.15) is of the form (8.16) with ABC··· replaced by A
′
BC···
satisfying strong transversality
yBA′BC···(y) = 0, (8.20)
This allows us to set
ABC···(y) = A
′
BC···(y) +
∑
antisym(BCD··· )
(yBB
′
CD···(y)) (8.21)
Notice that we may replace B′CD··· by BCD··· without affecting ABC··· by the
expression
BBC···(y) = B
′
BC···(y) +
∑
antisym(BCD··· )
(yBφ
′
CD···(y)),
(y · ∂ + d/2 + 1)φ′CD···(y) = 0, yCφ′CD···(y) = 0, (8.22)
where φ′CD··· is totally antisymmetric with d/2 − 3 indices. BBC··· satisfies
then weak transversality
yBBBCD···(y) = y
2φ′CD···(y). (8.23)
One may then proceed and replace φ′CD··· in (8.22) by φCD··· satisfying weak
transversality by a similar expression etc. Anyway transformations of the
type
ABC···(y) → ABC···(y) +
∑
antisym(BC···)
(yBKC···(y)), (8.24)
are obviously gauge transformations in the theory if KC··· is totally antisym-
metric satisfying at least weak transversality. In addition we have of course
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the standard gauge invariance of the intermediate F -field (8.16) under the
transformations
ACD···(y) → ACD··· +
∑
antisym(CD··· )
∂CΛD···(y),
(y · ∂ + d/2− 2)ΛD···(y) = 0 (8.25)
for arbitrary antisymmetric functions ΛD···
Consider now the special gauge transformations off the hypercone. For
the basic elementary fields ABC··· with d/2− 1 indices this transformation is
of the form
ABC···(y) → ABC···(y) + y2A˜BC···(y),
(y · ∂ + d/2 + 1)A˜BC···(y) = 0. (8.26)
This implies for the intermediate F -field with d/2 indices
FBCD···(y) → FBCD···(y) + y2F˜BCD···(y) +
+
∑
antisym(BCD··· )
2(yBA˜CD···(y)) (8.27)
from (8.16). The last terms are of the form of the last terms in (8.12)
(UCD··· = 2A˜CD···). The original FABC···-fields with d/2+1 indices transforms
therefore exactly like the ABC···-fields:
FABC···(y) → FABC···(y) + y2F˜ABC···, (8.28)
where F˜ABC··· is exactly the same expression as FABC··· but with ABC··· re-
placed by A˜BC···.
Due to their large invariances it looks like the original field in (8.11)
should be particularly useful. However, this is not the case. From (8.13)
it follows that this field always satisfy weak transversality even when the
intermediate F -field and the elementary A-field satisfy strong transversality.
Another peculiar property is that the divergence of these fields are expressed
in terms of the F ′-fields (see section 6 and eq.(8.35) below). Furthermore, we
have not found any natural way that they may enter the Lagrangian theory
to be treated in the next section.
In order to define a maximally geometric field theory it is natural to
impose strong transversality. We have seen that the gauge invariances of the
theory always allow us to choose the A-field to be strongly transverse,
yBABC···(y) = 0, (8.29)
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which implies
yBFBC···(y) = 0, (8.30)
for the intermediate F -field with d/2 indices. With these conditions the field
theory becomes more geometric. The price we pay for these conditions is
that the gauge degrees of freedom of the intermediate F -field now is fixed.
The condition (8.29) does not allow for gauge transformations of the form
(8.24). What is more serious is that the special gauge transformations off
the hypercone (8.26) also have to be restricted. In fact, the condition (8.29)
forces us to impose
yBA˜BC···(y) = 0 (8.31)
in (8.26). Unfortunately, this restriction is then too strong to allow for the
gauge (8.6). In fact, this is obvious since (8.29) does not allow for a solution
of the form (8.6). What we have to do then is to remember that the solution
is of the form
ABC···(y) = VBC···(y)−
∑
antisym(BC··· )
(yBφCD···(y), (8.32)
from (8.21) where both VBC··· and φCD··· satisfy weak transversality,
yBVBC···(y) = y
2φCD···(y), y
CφCD··· = y
2ΛD···(y). (8.33)
The fields VBC···, φCD··· and ΛD··· are totally antisymmetric with d/2 − 1,
d/2− 2 and d/2− 3 indices, with the homogeneities
(y · ∂ + d/2− 1)VBC···(y) = 0, (y · ∂ + d/2)φCD···(y) = 0,
(y · ∂ + d/2 + 1)ΛD···(y) = 0. (8.34)
For the fields VBC··· and φCD··· in (8.32) we may apply unrestricted gauge
transformations off the hypercone which means that for these fields we may
choose the gauge (8.6). The y2-dependence in ABC··· is then isolated in the
explicit y’s in (8.32). (See appendix B where the reduction for d = 4 is
explicitly performed.)
Consider now the equations of motion. For the original field in (8.11) we
find from (6.12) and (6.17) on the hypercone
∂AFABC···(y) = 2FBC···(y),
✷FABC···(y) = 0. (8.35)
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From the expression in (8.11) we find for the intermediate F -field the equa-
tions (6.66) on the hypercone which are given by
✷FABC···(y) =
∑
antisym(ABC··· )
yASBC···(y),
∂AFABC···(y) =
∑
antisym(BC··· )
yBSCD···(y),
(y · ∂ + d/2 + 3)SBC···(y) = 0,
(y · ∂ + d/2 + 2)SCD···(y) = 0,
SCD···(y) =
1
2
yBSBCD···(y), (8.36)
where SABC··· are arbitrary totally antisymmetric functions. These equations
are consistent with the strong transversality (8.30), and the relations be-
tween the equations follow from the consistency condition ✷(yAFABC···) =
0. Notice also that the second equation satisfies the consistency condition
∂A(yBFABC···) = 0. The S-functions do not affect the original fields and are
therefore unphysical. Only in this form are the equations invariant under the
special gauge transformations off the hypercone. The transformations (8.26)
only affect the S-functions. We find
SBC···(y) → S ′BC···(y) = SBC···(y) + 2✷A˜BC···(y),
SCD···(y) → S ′CD···(y) = SCD···(y)− 2∂BA˜BC···(y),
S ′CD···(y) =
1
2
yBS ′BCD···(y). (8.37)
The S-functions reduce the number of equations for the intermediate field
FABC··· and their values should be ignored at the end since they are unphys-
ical.
8.2 s = 2 fields in d = 4
In section 6.2 and in section 7 we saw that the s = 2 quantum theory in d = 4
of the conformal particle was not quite right. The problems were mainly due
to the homogeneity and the order of the equations as explained in section 7.
Still we found that the Riemann tensor seems to be very natural and should
be involved in the correct theory. To start with we assume therefore that the
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linearized Riemann tensor (6.77) is relevant and important. It is
RABCD(y) =
1
2
(
∂A∂CHBD(y) +
+∂B∂DHAC(y)− ∂B∂CHAD(y)− ∂A∂DHBC(y)
)
, (8.38)
where HAB is the elementary field. It is symmetric and satisfies the strong
homogeneity condition
y · ∂HAB(y) = 0 ⇒ (y · ∂ + 2)RABCD(y) = 0. (8.39)
The special gauge transformation off the hypercone
HAB(y) → HAB(y) + y2H˜AB(y),
(y · ∂ + 2)H˜AB(y) = 0, (8.40)
implies then for (8.38)
RABCD(y) → RABCD(y) + y2R˜ABCD(y) +
+ηACH˜BD(y) + ηBDH˜AC(y)− ηBCH˜AD(y)− ηADH˜BC(y) +
+yA(∂CH˜BD(y)− ∂DH˜BC(y)) + yB(∂DH˜AC(y)− ∂CH˜AD(y)) +
+yC(∂AH˜BD(y)− ∂BH˜AD(y)) + yD(∂BH˜AC(y)− ∂AH˜BC(y)). (8.41)
Also here there are problems with the theory in section 6.2 since these trans-
formation properties do not imply that RABCDEF in section 6.2 transforms
like
RABCDEF (y) → RABCDEF (y) + y2R˜ABCDEF (y), (8.42)
where R˜ABCDEF (y) is RABCDEF (y) with HAB replaced by H˜AB. For a correct
theory this is what we should expect. Although the y-terms are of the form
(6.73) with
UBCD(y) = ∂CH˜BD(y)− ∂DH˜BC(y), (8.43)
which means that RABCDEF is invariant under this part of (8.41), the η-terms
in (8.41) yield additional terms on the right hand side of (8.42). These terms
are due to the fact that (8.38) are of second order in the derivatives. Although
we have not found the correct s = 2 theory and the correct underlying
conformal particle model, we proceed now with the assumption that the
linearized Riemann tensor (8.38) is a relevant intermediate field and that
(8.41) is an invariance transformation on the hypercone. In the next section
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we shall show that this theory exists and also determine its form within the
action formalism.
One may notice that the tensor
WABCD(y) = αRABCD(y) +
+β(ηACRBD(y) + ηBDRAC(y)− ηBCRAD(y)− ηADRBC(y)) +
+γ(ηACηBD − ηBCηAD)R(y), (8.44)
where we have introduced the linearized Ricci tensor and curvature scalar
given by
RBD = η
ACRABCD(y), R = η
ABRAB(y), (8.45)
is insensitive to the η-terms in (8.41) for
α + 4β = 0, β + 5γ = 0. (8.46)
In fact, for α = 1 WABCD is then the Weyl tensor in six dimensions. This
is an indication that we are here driving towards conformal gravity. Notice,
however, that WABCD is not the invariant tensor we are looking for since it
is not invariant under the y-terms in (8.41).
Assume now that weak transversality is allowed. For HAB this requires
yAHAB(y) = y
2VB(y), (y · ∂ + 1)VA(y) = 0. (8.47)
We also assume weak transversality for VA,
yAVA(y) = y
2φ(y) (y · ∂ + 2)φ(y) = 0. (8.48)
We may then replace (8.47) by the strong relation
yAH ′AB(y) = 0, (8.49)
where
H ′AB(y) = HAB(y)− yAVB(y)− yBVA(y) + yAyBφ(y), (8.50)
which also may be written as
H ′AB(y) = HAB(y)− yAV ′B(y)− yBV ′A(y)− yAyBφ(y), (8.51)
where
V ′A(y) = VA(y)− yAφ(y), yAV ′A(y) = 0. (8.52)
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Performing the transformationHAB → H ′AB in the linearized Riemann tensor
(8.38) we find
RABCD(y) → R′ABCD(y) = RABCD(y) +
+
1
2
(
ηACMBD(y) + ηBDMAC(y)− ηBCMAD(y)− ηADMBC(y) +
+yALBCD(y)− yBLACD(y) + yCLDAB(y)− yDLCAB(y)
)
,
MAB(y) ≡ ∂AVB(y) + ∂BVA(y)− (yA∂B + yB∂A)φ(y)− ηABφ(y),
LABC(y) ≡ ∂AFBC + 1
2
LBC(y)∂Aφ(y),
FAB(y) = ∂AVB(y)− ∂BVA(y). (8.53)
This is very similar in structure to (8.41). The y-terms are of the form (6.73)
and the η-terms of the form of the η-terms in (8.41). We assume therefore
that this is an invariance transformation in the theory. This gauge invariance
we may fix by imposing the strong transversality
yAHAB(y) = 0 ⇒ yARABCD(y) = 0. (8.54)
In fact, (8.39) and (8.54) must be strongly valid by geometrical reasons
from (6.88) and the external field results (4.15). However, since the the-
ory we are looking for no longer is invariant under transformations of the
type HAB → H ′AB there is a technical difficulty to go down to d dimensions.
The basic special gauge invariance under (8.40) is restricted by the con-
ditions (8.54). We have now invariance under (8.40), where H˜AB satisfies
(y · ∂ + 2)H˜AB(y) = 0, yAH˜AB(y) = 0, (8.55)
which no longer allow for the gauge choice (8.6). The strong condition (8.54)
makes it also impossible to choose HAB to be independent of y
2. Only the
form H ′AB in (8.50) is such that H , V and φ may be chosen to be independent
of y2. All y2 dependence is then isolated in the explicit y’s (see appendix C).
Since the s = 2 theory in section 6 is not quite the theory we are looking
for, the equations (6.78)-(6.82) are irrelevant here. In the next section we
derive the correct equations of motion. Finally it should be mentioned that
the linearized Riemann tensor (8.38) is invariant under the ordinary gauge
transformation
HAB(y) → HAB(y) + ∂AAB(y) + ∂BAA(y),
yAAA(y) = 0, (y · ∂ − 1)AA(y) = 0, (8.56)
which is consistent with the strong transversality (8.54).
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9 Lagrangians and the action principle for
manifestly conformal fields
In this section we propose a powerful consistent action principle for mani-
festly conformal fields. Actions for manifestly conformal field theories were
first seriously treated in [4]. However, in these actions the measure contained
a non-covariant delta function. No manifestly conformally covariant equa-
tions were therefore possible to derive. In [9] one of us proposed the use of
actions with an invariant measure on the hypercone. (Two examples in d = 4
were given: free spin one-half and free spin one.) This formulation is here
generalized to arbitrary fields in arbitrary dimensions and in addition we give
a precise prescription how they are defined and how they are to be treated.
We expect this principle to be a powerful means to deal with conformal field
theories. Some examples are given below.
The main obstacle to set up an action for the manifestly conformal fields is
that they satisfy more than one equation. Of course we could try to introduce
extra fields, Lagrange multipliers, for some of the equations. However, here
we shall avoid any introduction of extra fields and simply demand that the
given fields satisfy some of the required conditions leaving only one field
equation to be derived from the action.
The actions to be considered here will all have the form
A =
∫
dyδ(y2)L(y), (9.1)
where dy is the natural flat measure on the conformal space involving the
d+2 coordinates yA. The Lagrangian L(y) is local in the fields and is required
to be a scalar under SO(d, 2)-transformations. The delta function δ(y2) is
inserted in order for the action to be defined on the d+1-dimensional hyper-
cone y2 = 0. In fact, we require the action to produce equations valid only
on the hypercone in consistency with previous equations. We also require
that the action (9.1) does not depend on the length scale of the coordinates
yA. In order to secure this we require that the Lagrangian density L(y) is
homogeneous with the degree of homogeneity −d, i.e. we require the strong
relation
(y · ∂ + d)L(y) = 0. (9.2)
Now, we demand that each manifestly conformal field in the action satisfies
a definite strong homogeneity condition in d+2 dimensions. Condition (9.2)
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determines then the possible forms of the Lagrangians L(y). (This corre-
sponds to dimensional counting in d dimensions.) In addition, the manifestly
conformal fields in the action must satisfy a strong transversality condition.
Thus, any field aABC···(y) in (9.1) satisfies typically the conditions
(y · ∂ − n)aABC···(y) = 0, yAaABC···(y) = 0,
yBaABC···(y) = 0, y
CaABC···(y) = 0, etc., (9.3)
where the constant n is the degree of homogeneity of the field aABC···(y).
A further condition is that it must be allowed to view all fields in L(y) as
coming from equations like y2F(y) = 0, i.e. we must require that all fields
in L(y) are possible to restrict to the hypercone directly or indirectly as
explained in section 8. This condition is satisfied if we require the action to
be invariant under the special gauge transformations given in the previous
section for each involved field. These gauge transformations are here of the
form
aABC···(y) −→ a′ABC···(y) = aABC···(y) + y2a˜ABC···(y), (9.4)
where a˜ABC···(y) are arbitrary functions only restricted by the conditions
(y · ∂ − n+ 2)a˜ABC···(y) = 0, yAa˜ABC···(y) = 0,
yBa˜ABC···(y) = 0, y
C a˜ABC···(y) = 0, etc., (9.5)
which makes a′ABC···(y) satisfy (9.3). The transversality conditions on a˜ABC···
requires the indirect reduction of aABC···(y) to d dimensions.
When deriving equations from the action (9.1) we require that the vari-
ations are consistent with the imposed conditions (9.3), i.e. we require also
the variations δa to satisfy (9.3). In the procedure to derive the equations we
always drop all total divergences even though they involve the delta function
δ(y2). Under all these prescriptions we find that all derived equations are of
the form
δ(y2)(· · · ) = 0, (9.6)
i.e. the derived equations are always valid only on the hypercone y2 = 0. Fur-
thermore, in all examples we consider, which are consistent with the above
requirements, the derived equations are consistent with the imposed condi-
tions of the form (9.3) on the hypercone. We illuminate now the procedure
by means of some explicit examples.
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9.1 Scalar field theories
We quantized the spinless conformal particle in section 3 and found the
three equations (3.4). By means of (3.5) they were then reduced to the
two equations (3.6), one of which is the homogeneity condition
(y · ∂ + d/2− 1)φ(y) = 0, (9.7)
here viewed as a strong relation. This suggests the following form of the
Lagrangian density L(y):
L0(y) = 1
2
φ(y)✷φ(y), (9.8)
which satisfies the condition (9.2) for any dimension d. Furthermore, it is
invariant under gauge transformations of the form (9.4). A variation of the
corresponding action (9.1) for fields satisfying the homogeneity condition
(9.7) produces then the equation
✷φ(y) = 0 (9.9)
on the hypercone y2 = 0. Also (9.9) is invariant under the gauge transfor-
mations (9.4). However, notice that L0 = 1/2∂Aφ∂Aφ does not reproduce
(9.9) for d > 2. In fact, the corresponding action is not invariant under the
gauge transformations (9.4) and does not yield an equation on the hypercone
y2 = 0 except for d = 2.
We may also add interaction terms to the free Lagrangian (9.8), like
polynomials in the scalar fields. However, this is possible only in d ≤ 6
due to the condition (9.2). We have arbitrary self-interactions in d = 2 and
self-interactions of the type
L(y) = L0(y) + φ4(y) in d = 4,
L(y) = L0(y) + φ3(y) in d = 6. (9.10)
This is also in agreement with the external field result (4.3)-(4.4). (La-
grangians for scalar fields were also discussed in [4].)
9.2 Spinor field theories
The s = 1/2 particle model produced the equations (3.11) and (3.13). They
were partly solved by (3.14) leaving (3.15). In particular we have the homo-
geneity condition (3.16)
(y · ∂ + d/2)ψ(y) = 0. (9.11)
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Imposing this as a strong relation we are here led to the Lagrangian density [9]
L0(y) = 1
2
ψ¯(y)y/∂/ψ(y), ψ¯(y) ≡ ψ†Γ0Γd+2, (9.12)
which from (9.11) satisfies the condition (9.2). The corresponding action
produces the equation
y/∂/ψ(y) = 0 (9.13)
on the hypercone y2 = 0 provided the field ψ(y) in (9.12) satisfies (9.11). This
agrees with (3.15). There is no allowed self-interaction without derivatives.
The action to (9.12) and the equations (9.13) are invariant under the gauge
transformation (8.10). The Lagrangian (9.12) and its reduction to d = 4
was given in [9]. (The spinor Lagrangians in [4] are not consistent with our
conditions.)
9.3 s = 1 field theories
The s = 1 models in section 6 led naturally to antisymmetric tensor fields
with d/2 + 1 indices. However, we have found no good actions for these
fields. It turned out, however, that these fields could always be expressed in
terms of an antisymmetric tensor field, F···(y), with d/2 indices satisfying the
equations (6.66)/(8.36). Condition (6.13) could then be solved by expressing
F···(y) in terms of a sum of antisymmetric fields A···(y) with d/2− 1 indices
differentiated once. Taking the homogeneity condition in (8.11) in the strong
sense, the following Lagrangian density which is consistent with the condition
(9.2) suggests itself (the normalization is just a choice):
L0(y) = 1
4
FABC···(y)F
ABC···(y), (9.14)
where F··· is given by the expression (8.16), i.e.
FABC···(y) =
∑
antisym(ABC··· )
∂AABC···(y). (9.15)
(For d = 2, 4, 6 we have the expressions (6.24), (6.32), and (6.50).) The
corresponding action to (9.14) yields naively the equations
∂AFABC···(y) = 0 (9.16)
on the hypercone y2 = 0 provided the A-fields in (9.15) satisfy the strong
homogeneity condition in (8.16), i.e.
(y · ∂ + d/2− 1)ABC···(y) = 0 (9.17)
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and the strong transversality condition
yAFABC···(y) = 0, (9.18)
which requires
yBABC···(y) = 0. (9.19)
Condition (9.18) makes the action to (9.14) invariant under the special gauge
transformations (9.4) for ABC··· given by
ABC···(y) → ABC···(y) + y2A˜BC···(y),
(y · ∂ + d/2 + 1)A˜BC···(y) = 0, yBA˜BC···(y) = 0. (9.20)
However, the naive equations (9.16) are not invariant under these gauge
transformations. We find
∂AFAB···(y) → ∂AFAB···(y) +
∑
antisym(BC··· )
2yB∂
AA˜AC···(y)
(9.21)
on the hypercone y2 = 0. In fact, the equations (9.16) are incorrect since the
conditions (9.19) also restrict the variations of ABC···. The correct equations
from the action are instead
∂AFABCD···(y) =
∑
antisym(BC··· )
yBSCD···(y) (9.22)
on the hypercone y2 = 0, where SBC··· are arbitrary unphysical functions. It
is remarkable that exactly the same equations appear here as in eq.(6.66) in
section 6 (and in eq.(8.36) in section 8). From the self-consistency of (9.22)
it follows that SBC··· is totally antisymmetric and satisfies the weak relations
(y · ∂ + d/2 + 2)SABC···(y) = y2fABC···(y),
yASABC···(y) = y
2gABC···(y), (9.23)
in agreement with (6.66)/(8.36). SABC··· reduces the number of equations
for ABC··· (which compensates for (9.19)). The correct equations of motion
must be gauge invariant since the actions are gauge invariant. However,
due to the restricted variations the equations are not quite tensor equations.
They are tensor equations modulus terms involving the arbitrary unphysical
functions SCD···. As we pointed out in the previous section the special gauge
transformations (9.20) only affect SCD···:
SCD···(y) ⇒ S ′CD···(y) = SCD···(y)− 2∂AA˜ABC···(y), (9.24)
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where both SCD··· and S
′
CD··· are equally arbitrary. Since the equations are
such that the values of SCD··· may be ignored, they are not affected by (9.20)
and are therefore gauge invariant. See also appendix B for further clarifica-
tions.
In d = 4 and d = 6 we may add polynomial interaction terms of the
following types (in d = 2 we have a scalar theory)
L(y) = L0(y) + A4(y) + A2(y)∂A(y) in d = 4,
L(y) = L0(y) + A3(y) in d = 6. (9.25)
In d = 4 we have e.g. manifestly conformal Yang-Mills theories (previously
treated in the manifest language in [30] and recently in [19]). It is clear
that one has to check that derivative terms are invariant under the gauge
transformations (9.4). In fact, the manifestly conformal Yang-Mills action is
invariant. We may also give interaction terms which combine scalar, spinor,
vector and general s = 1 fields. In this way we may e.g. obtain the massless
standard model within this manifestly conformal language. Examples of
possible interaction terms are
ψ¯(y)y/ΓAψ(y)AA(y), ψ¯(y)y/ψ(y)φ(y), (9.26)
where the first one is consistent for any d while the second one is consistent
only for d = 4.
9.4 Linear manifestly conformal gravity in d = 4
In order to have the correct homogeneity (7.10) for the metric tensor the
Riemann tensor must satisfy (7.11). A Lagrangian satisfying (9.2) in d = 4
must then have the form
L0(y) = αRABCD(y)RABCD(y) + βRAB(y)RAB(y) + γR2(y), (9.27)
where α, β, and γ are real constants. In order to obtain linear equations
from (9.27) we have to use the linearized Riemann tensor (8.38), i.e.
RABCD(y) =
1
2
(
∂A∂CHBD(y) +
+∂B∂DHAC(y)− ∂B∂CHAD(y)− ∂A∂DHBC(y)
)
, (9.28)
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from which we obtain
RAB(y) = η
CDRACBD(y) =
1
2
(
∂A∂BH
C
C(y) + ∂C∂
CHAB(y)−
−∂A∂CHCB(y)− ∂B∂CHCA(y)
)
,
R(y) = ηABRAB(y) = ∂A∂
AHBB(y)− ∂A∂BHAB(y). (9.29)
Consistency requires HAB(y) to satisfy
y · ∂HAB(y) = 0, yAHAB(y) = 0, (9.30)
in the strong sense which also were argued for in sections 6 and 8. It remains
to investigate whether or not the corresponding action to (9.27) is invariant
under the special gauge transformations (9.4) which here have the form
HAB(y) → H ′AB(y) = HAB(y) + y2H˜AB(y), (9.31)
where H˜AB is a symmetric field satisfying
(y · ∂ + 2)H˜AB(y) = 0, yAH˜AB(y) = 0, (9.32)
which is required in order for H ′AB to satisfy (9.30).
We find now that the action to (9.27) is invariant under (9.31) provided
α = 3γ, β = −6γ. (9.33)
(The details of these calculations are similar to the corresponding calcula-
tions in section 12 (see (12.19)-(12.21)).) Independently, we find that (9.27)
yields equations on the hypercone y2 = 0, i.e. equations without terms with
derivatives of the delta function δ(y2), only if (9.33) is satisfied. In this
derivation the variations of HAB must also satisfy (9.30).
For the allowed class of Lagrangians,
L0(y) = γ
(
3RABCD(y)R
ABCD(y)− 6RAB(y)RAB(y) +R2(y)
)
,
(9.34)
we find the equations (γ 6= 0)
δ(y2)
(
✷
2HCCηAB − ✷∂C∂DHCDηAB − ∂A∂B✷HCC − 2∂A∂B∂C∂DHCD −
−3(✷2HAB − ✷∂A∂CHCB − ✷∂B∂CHCA) + yASB(y) + yBSA(y)
)
= 0,
(9.35)
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where SA are arbitrary unphysical functions which enters since the variation
of HAB satisfies y
AδHAB = 0. Self-consistency of (9.35) requires that SA
satisfies the weak relations
(y · ∂ + 5)SA(y) = y2fA(y), yASA(y) = y2g(y). (9.36)
The equations (9.35) determine SA in terms of HAB and leave only 15 true
equations for HAB. (However, the condition y
AHAB = 0 represents 6 more
conditions on HAB.) One may easily check that (9.35) is consistent with
(9.30). We notice also that the equations (9.35) are invariant under the
special gauge transformations (9.31). Only SA transforms to S
′
A, but both
are equally arbitrary. Gauge invariance follows since the values of SA may
be ignored.
In appendix C we reduce the action of (9.34) and the equations (9.35) to
expressions only involving the coordinates xµ by means of the transformation
(2.4),(2.5). The equations (9.35) become then the equations from linear
conformal gravity in d = 4, and the action reduces to the action for linear
conformal gravity in d = 4, which is a perfectly consistent result.
10 Coordinate independent form of the s = 2
theory
When we treated the s = 2 model in d = 4 in section 6.2 we found that the
Riemann tensor appeared naturally also in the manifestly six dimensional
theory. However, this Riemann tensor was expressed in terms of flat coordi-
nates. In order to be able to describe gravity in arbitrary coordinates and
view the Riemann tensor as a general tensor even in six dimensions some of
the conditions in section 6.2 have to be generalized. The strong transversality
condition (8.54) has e.g. to be generalized as follows
yARABCD(y) = 0 −→ Y A(y)RABCD(y) = 0, (10.1)
where Y A(y) is a general vector field which for flat coordinates reduces to
yA. In fact, the homogeneity and transversality of a general tensor field
AABC···(y) have to be generalized according to the following rules
(y · ∂ − n)AABC···(y) = 0 −→ (Y (y) ·D − n)AABC···(y) = 0,
yAAABC···(y) = 0 −→ Y AAABC···(y) = 0, (10.2)
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where DA is the covariant derivative. In particular the homogeneity condition
(4.14), (7.10) generalizes as follows
y · ∂GAB(y) = 0 −→ Y (y) ·DGAB(y) = 0, (10.3)
which is trivially satisfied since
DCGAB(y) = 0. (10.4)
This generalizes the flat coordinate property ∂CηAB = 0. The condition
(10.1) may easily be solved by the defining properties of the Riemann tensor.
In terms of covariant derivatives the condition (10.1) may be written as
(DADB −DBDA)YC(y) ≡ −Y D(y)RDCAB(y) = 0. (10.5)
(10.4) suggests then the following solution
DAYB(y) = GAB(y), (10.6)
which also is the direct generalization of the flat coordinate property
∂AyB = ηAB. (10.7)
Property (10.6) implies furthermore
0 = (DAYB(y)−DBYA(y)) = (∂AYB(y)− ∂BYA(y)), (10.8)
which in turn implies
YA(y) =
1
2
∂AU(y), (10.9)
where U(y) is a scalar field. The factor half is chosen in order to let U(y)
generalize y2 in flat coordinates.
A different way to derive the above properties is given below.
11 Coordinate independent form of the con-
formal particle in external fields
Consider the conformal particle in external tensor fields up to rank two in a
coordinate independent form. The appropriate Lagrangian is then (general-
izes only slightly the forms given in [20] and [17])
L(τ) =
1
2v
y˙AGAB(y)y˙
B − 1
2
vgkφk(y)− eAB(y)yB + λU(y), (11.1)
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where g and e are coupling constants. Apart from the insertion of GAB(y)
we have replaced y2 by a general scalar U(y) in order to investigate the
possibility of a coordinate invariant formulation. From (11.1) we find the
conjugate momentum
pA =
1
v
GAB(y)y˙
B − eAA(y). (11.2)
As before we require GAB to have the inverse G
AB. The Hamiltonian becomes
then
H =
1
2
v(pA + eAA(y))G
AB(y)(pB + eAB(y)) +
1
2
vgkφk(y)− λU(y),
(11.3)
and in addition we find the constraints (cf. [17, 20])
χ1 ≡ (pA + eAA(y))GAB(y)(pB + eAB(y)) + gkφk(y),
χ2 ≡ 1
2
(pA + eAA(y))G
AB(y)∂BU(y), χ3 ≡ U(y). (11.4)
As in section 4 we require χi to satisfy the SL(2,R)-algebra (3.3). If we define
the vector field Y A(y) by (cf [20])
Y A(y) ≡ 1
2
GAB(y)∂BU(y), (11.5)
it may be identified with the vector field Y A(y) used in the previous section.
The scalar U(y) used here is then the same scalar as in (10.9). With (11.5)
in (11.4) the SL(2,R)-algebra of the constraints χi requires
(Y A(y)∂A + 2/k)φ(y) = 0, (11.6)
Y A(y)FAB(y) = 0, FAB(y) ≡ ∂AAB(y)− ∂BAA(y), (11.7)
Y A(y)∂AU(y) = 2U(y), (11.8)
Y C(y)∂CG
AB(y)− ∂CY A(y)GCB(y)− ∂CY B(y)GCA(y) = −2GAB(y),
(11.9)
Condition (11.6) is obviously the coordinate invariant generalization of the
homogeneity condition (4.3), and (11.7) is then the corresponding general-
ization of (4.7). Notice that (11.7) may be solved by the conditions (DA is
the covariant derivative)
Y A(y)AA(y) = 0, (Y
A(y)DA + 1)AB(y) = 0, (11.10)
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which then generalizes (4.8). The last condition (11.9) is easily solved, if we
impose the conditions
DAY
B(y) = δBA ⇔ DA∂BU(y) = 2GAB(y), (11.11)
which is equivalent to (10.6) and (10.9). (The last condition generalizes
∂A∂By
2 = 2ηAB, and is also consistent with the homogeneity condition
(11.8).) First we notice that ∂C may be replaced by the covariant deriva-
tive DC in (11.9). Then, since we trivially have
Y C(y)DCG
AB(y) = 0, (11.12)
(11.9) follows from (11.11).
12 Actions for general tensor fields in curved
dynamical backgrounds and manifestly con-
formal gravity
The results of the previous two sections suggest that there also is a coordinate
invariant action principle in d+2 dimensions. The actions should then have
the form
A =
∫
dy
√−Gδ(U(y))L(y), (12.1)
where
G ≡ detGAB(y). (12.2)
U(y) is the general scalar introduced in the previous sections. L(y) is required
to be a general scalar expressed in terms of general tensor fields AABC···(y)
which are subject to the coordinate invariant conditions
(Y ·D − n)AABC···(y) = 0, Y AAABC···(y) = 0,
Y BAABC···(y) = 0, Y
CAABC···(y) = 0, etc., (12.3)
where the constant n is the generalized degree of homogeneity. Y A(y) is the
general vector field introduced in the previous sections. (12.3) generalizes
(9.3). The coordinate invariant hypercone U(y) = 0 may also be written as
Y A(y)YA(y) = 0 since
U(y) = Y A(y)YA(y) (12.4)
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due to (11.8). Notice the homogeneities
Y ·DY A(y) = Y A(y), Y ·DU(y) = 2U(y),
Y ·DGAB(y) = 0. (12.5)
Since these relations imply
Y ·DG = 0, Y ·Dδ(U(y)) = −2δ(U(y)) (12.6)
the condition (9.2) generalizes to
(Y ·D + d)L(y) = 0. (12.7)
Again we have to require that all fields in the action (12.1) is possible to
restrict to the generalized hypercone U = 0. This is possible if we require
the action to be invariant under transformations of the form (special gauge
transformations off the generalized hypercone)
AABC···(y) −→ A′ABC···(y) = AABC···(y) + U(y)A˜ABC···(y),
(Y ·D − n+ 2)A˜ABC···(y) = 0, Y AA˜ABC···(y) = 0,
Y BA˜ABC···(y) = 0, Y
CA˜ABC···(y) = 0, etc., (12.8)
for all fields involved. (This invariance is valid for the external fields in
section 10.) We expect that this also implies that the equations are strictly
valid on the generalized hypercone U = 0. Notice that in deriving equations
from the action (12.1) we have to use variations which are consistent with
the imposed conditions (12.3).
12.1 Manifestly conformal gravity
In all variations of the involved fields Y A(y) and U(y) are kept fixed. How-
ever, this is not automatic when we vary the metric tensor GAB(y). Here we
have to use restricted variations to secure that they remain fixed since
Y AGAB(y) = YB(y) (12.9)
is valid by definition. For the variations of GAB we propose the following
conditions
Y AδGAB(y) = YA(y)δG
AB(y) = 0, Y ·DδGAB(y) = 0, (12.10)
which are of the general type (12.3). The first conditions are the same as
used for linear gravity in section 8, but now applied to a general background.
50
Assuming e.g. YA to be fixed the first conditions imply that Y
A is fixed and
that
δU(y) = δ(Y A(y)YA(y)) = YA(y)YB(y)δG
AB(y) = 0. (12.11)
The generalized hypercone is therefore kept fixed by variations satisfying
(12.10).
Since DA has the homogeneity minus one it is easily derived from the
defining properties that the Riemann tensor satisfies the general homogeneity
(cf (7.11))
(Y ·D + 2)RABCD(y) = 0. (12.12)
We find therefore that the general ansatz (9.27), i.e.
L(y) = αRABCD(y)RABCD(y) + βRAB(y)RAB(y) + γR2(y),
(12.13)
satisfies the condition (12.7) for d = 4.
It remains to investigate the invariance under the generalized special
gauge transformations (12.8) which for the metric tensor GAB takes the form
GAB(y) → G′AB(y) = GAB(y) + U(y)H˜AB(y),
(12.14)
where the arbitrary tensor H˜AB satisfies
Y A(y)H˜AB(y) = 0, (Y ·D + 2)H˜AB(y) = 0, (12.15)
which secures (12.9). The Riemann and Ricci tensors as well as the curvature
scalar transform under (12.14) in arbitrary dimensions d as follows: (ignoring
U -terms)
RABCD(y) → RABCD(y) +GAC(y)H˜BD(y) +GBD(y)H˜AC(y)−
−GBC(y)H˜AD(y)−GAD(y)H˜BC(y) +
+YA(y)(DCH˜BD(y)−DDH˜BC(y)) +
+YB(y)(DDH˜AC(y)−DCH˜AD(y)) +
+YC(y)(DAH˜BD(y)−DBH˜AD(y)) +
+YD(y)(DBH˜AC(y)−DAH˜BC(y)) +
+YA(y)YD(y)H˜
M
C(y)H˜MB(y) + YB(y)YC(y)H˜
M
A(y)H˜MD(y)−
−YA(y)YC(y)H˜MD(y)H˜MB(y)− YB(y)YD(y)H˜MA(y)H˜MC(y), (12.16)
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which implies
RBD(y) → RBD(y) + (d− 2)H˜BD(y) +GBD(y)H˜CC(y) +
+YB(y)DDH˜
C
C(y) + YD(y)DBH˜
C
C(y)−
−YB(y)DCH˜CD(y)− YD(y)DCH˜CB(y)−
−YB(y)YD(y)H˜AC(y)H˜AC(y), (12.17)
and
R(y) → R(y) + 2(d− 1)H˜CC(y). (12.18)
These results imply (ignoring U -terms)
RABCD(y)RABCD(y) → RABCD(y)RABCD(y) + 8RAB(y)H˜AB(y) +
+4(d− 2)H˜AB(y)H˜AB(y) + 4(H˜CC(y))2, (12.19)
RBD(y)R
BD(y) → RBD(y)RBD(y) + 2(d− 2)RAC(y)H˜AC(y) +
+2R(y)H˜CC(y) + (d− 2)2H˜AB(y)H˜AB(y) + (3d− 4)(H˜CC(y))2,
(12.20)
R2(y) → R2(y) + 4(d− 1)R(y)H˜CC(y) + 4(d− 1)2(H˜CC(y))2.
(12.21)
Inserting these expressions into the Lagrangian (12.13) we find that L(y) is
invariant for d = 4 and
α = 3γ, β = −6γ, (12.22)
which agrees with the linear gravity result (9.33). In fact, in the linear case
we have exactly the same expressions as (12.20)-(12.22) except that indices
are raised, lowered and contracted by means of the flat metric ηAB. We ex-
pect therefore that the action corresponding to (12.13) for the values (12.22)
yield equations on the general hypercone U(y) = 0. Thus, the Lagrangian
(9.34) should be a satisfactory Lagrangian for nonlinear tensors and general
metrics GAB(y) provided the variations in the corresponding action (12.1)
are restricted according to (12.10).
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12.2 Previous conformal field theories in a curved dy-
namical background
All models considered in section 8 may be generalized to a curved dynamical
background. Complications occur mainly for the scalar field theory. The free
scalar theory (9.8) generalizes to
L0(y) = 1
2
φ(y)DA∂Aφ(y), (12.23)
where φ(y) now is a general scalar. A variation of φ(y) subject to
(Y ·D + d/2− 1)φ(y) = 0, (12.24)
which generalizes (9.7), reproduces
DA∂Aφ(y) = 0 (12.25)
on U(y) = 0, which in turn generalizes (9.9). Both the action integral to
(12.23) and (12.25) are invariant under
φ(y) → φ(y) + U(y)φ˜(y). (12.26)
However, neither (12.23) nor (12.25) are invariant under (12.14). In fact, for
(12.23) we find
L0(y) → L0(y) + 1
2
(
1− d
2
)
H˜CC(y)φ
2(y). (12.27)
On the other hand, if we replace (12.23) by
L(y) = 1
2
φ(y)DA∂Aφ(y) + γR(y)φ
2(y), (12.28)
where γ is a constant, we find from (12.27) and the formula (12.18) that L(y)
and its equation of motion are invariant for
γ =
d− 2
8(d− 1) (12.29)
in agreement with the well-known result in d dimensions.
In the case of spinors like the s = 1/2 field considered in section 8.2 we
need vielbein fields. The vielbein V aA(y) satisfies the properties
ηabV
a
A(y)V
b
B(y) = GAB(y), DAV
b
B(y) = 0, (12.30)
where we use small letters for flat indices and capitals for curved indices. The
Lagrangian (9.12) e.g. generalizes then to (α, β and γ are spinor indices)
L0(y) = 1
2
ψ¯α(y)ηacY
A(y)V aA(y)Γ
c
αβηbdV
b
C(y)g
CB(y)DBΓ
d
βγψγ(y).
(12.31)
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13 Conclusions
In this paper we have considerably extended the manifestly conformal theory
both what concerns spinning particles and field theory. Let us specify what
is new and some remaining questions:
The Lagrangians for the scalar particle and the supersymmetric one in
section 3 were simplified and considered for arbitrary dimensions as com-
pared to the original paper [8]. The treatment of external fields in section
4 for symmetric tensor fields of rank two and higher was different from [21]
but with consistent results. The treatment of spinning conformal particles
in section 5 was improved and considered for arbitrary dimensions as com-
pared to the original treatments [14,15]. Its Dirac quantization has not been
considered before, and the derivation of conformal tensor fields in section 6
is also new. Previously a BRST quantization was performed in [15]. (In ap-
pendix D we treated a related relativistic particle model for arbitrary spins,
which we quantized in a simple way and formally generalized the results to
arbitrary spacetime dimensions. Previously it was quantized using BRST
in [26].) The clash between the properties of external tensor fields and the
fields produced in section 6 made us clarify the relation between homogeneity
and the order of equations in section 7. It turned out that symmetric tensor
fields of order s(> 0) requires equations of order 2s. The basic assumption
made in previous sections that all spinning particle models lead to second
order equations seem therefore to be wrong. We have not tried to find parti-
cle models leading to higher order equations and this possibility is therefore
open. For spin two (s = 2 in d = 4) we took all symmetry properties from the
particle model excluding conditions connected to the second order equation
like homogeneity and Lorentz like conditions. Eventually we arrived at the
Riemann tensor in six dimensions (d = 4). We were then ready to investi-
gate the field theory case. The specifications of the properties of manifestly
conformal fields given in section 8 are much more precise compared to what
one previously has considered. The special gauge transformations off the hy-
percone have never been used to such an extent before. They turned out to
be crucial for the second rank tensor theory. (Actually, second rank tensors
have hardly been treated at all in this context before.) The precise action
principle in section 9 is new although two of the actions were given in [9].
The previously proposed actions in [4] agree apart from a delta function in
the measure what concerns scalar and vector fields, but the treatments of
spinor fields differ. (The reduction to four dimensional spacetime in [4] only
agrees for scalar fields.) Our treatment of vector and tensor fields in the
actions and the corresponding equations of motion are new and crucial for
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consistent results, as well as our reductions in appendices B and C. Our
treatment of coordinate invariant theories within the manifestly conformal
framework is new (sections 10 and 12). (The conditions for external fields in
section 11 are not new but our way to solve them are.) Our proposal for a
manifestly conformal gravity is new (cf [24]). We have not investigated its
reduction to four dimensional spacetime which therefore remains. However,
for its linearized form we have essentially given all details.
Manifestly conformal field theory is open for further investigations along
the lines of the present paper.
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A The reduction of manifestly conformal fields
in d+2 dimensions to d dimensional space-
time
In this appendix we give the main ingredients involved when reducing a
d + 2 dimensional manifestly conformal field on the conformal space to a
conformal field on a d-dimensional spacetime. We follow then mainly [2].
We also comment on the reduction of the action.
Consider a general field F i(y) defined on the conformal space. The super-
script i denotes tensor or/and spinor indices, depending on the type of field.
Note that i should be consistent with a representation of the conformal group
SO(d,2). First we always require the field to be a homogeneous function of
the coordinates yA in the sense
yA
∂
∂yA
F i(y) = nF i(y), (A.1)
where n denotes the degree of homogeneity. From the relations (2.4) and
(2.5) with R = 1 we find
yA
∂
∂yA
= γ
∂
∂γ
+ 2ρ
∂
∂ρ
, γ ≡ y−, ρ ≡ y2. (A.2)
As a first consideration let us assume that we may choose a gauge in which
the field F i(y) does not depend on y2, i.e.
F i(y) = F i(y)
∣∣
ρ=0
, ∂ρF
i(y)
∣∣
ρ=0
= 0,
∂2ρF
i(y)
∣∣
ρ=0
= 0, etc., ρ ≡ y2. (A.3)
The required special gauge transformation (8.3)/(9.4) does in principle allow
for this possibility. The condition (A.3) implies together with (A.2) that the
homogeneity relation (A.1) may be rewritten as
γ
∂
∂γ
F i(y) = nF i(y). (A.4)
This relation allows us finally to define a field f˜ i(x) which only depends on
the d-dimensional coordinates xµ as follows
f˜ i(x) ≡ γ−nF i(y). (A.5)
56
Now when i contains tensor indices we can no longer consistently impose
(A.3) due to the strong transversality conditions. Here, as explained in sec-
tion 8, we must split the field in several terms involving fields and explicit
coordinates yA, and then impose (A.3) on all these component fields sepa-
rately leaving the y2 dependence in the explicit coordinates yA. Notice that
this splitting does not change the degrees of freedom. It is just a way to
specify how to get down to d dimensions. Now, since all these fields satisfy
strong homogeneity conditions we find (A.4) for each of them (with different
n). For each of these fields we may then define f˜ i(x) -fields depending on xµ
according to (A.5). However, the original field does not depend entirely on
xµ when we follow this procedure.
For non-scalar fields (A.5) is not enough to produce a consistent spacetime
field. The reason for this is the following: The operator that generates
translations, Pµ, which is equal to J+µ, is supposed to act only differentially
on a spacetime field. Now this latter operator may be divided into two parts
according to
J+µ = L+µ + S+µ. (A.6)
In this expression, L+µ is the differential (orbital) piece while S+µ is the in-
trinsic (spin) piece. The intrinsic piece is non-differential and should, there-
fore, be removed. This may be done by defining the true field on the d-
dimensional spacetime as follows:
f i(x) ≡ V (x)f˜ i(x) = γ−nV (x)F i(y), (A.7)
where the operator V (x) is defined by
V (x) ≡ exp(−ixµS+µ). (A.8)
The field f i(x) behaves then as expected under translations, and depends
only on the spacetime coordinates xµ.
Finally, it should be mentioned that the projected field f i(x) in (A.7) in
general will yield unphysical components in addition to the expected physical
ones. These are present e.g. if i is a vector index A, in which case we get
two additional components (F+ and F−) compared to a vector field in d
dimensions (see spin one and two below). Following the prescription of [2],
the unphysical components may be projected out by the additional condition
(S−µf)
i = 0 (A.9)
for all physical values of i and all values of µ. However, although we do not
explicitly impose such additional ”gauge fixing” conditions in this paper, the
final formulation will always allow for them.
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The actions may be reduced to d dimensions as follows: Choose the La-
grangian density as
L(y) = L(y, y2 = 0). (A.10)
From
(y · ∂ + d)L(y) = 0, (A.11)
we find
L(x) = γ−dL(y, y2 = 0) (A.12)
following the steps (A.4) and (A.5). Since the Lagrangian is a scalar there
are no further modifications. The action becomes
A =
∫
dyδ(y2)L(y) =
∫
dyδ(y2)L(y, y2 = 0) = C
∫
dxL(x),(A.13)
where
C =
1
2
∫
dγ
γ
=
1
2
∫
dx5
x5
. (A.14)
This is a logarithmically divergent constant. Notice, however, that the point
transformation yA → xA in section 2 is singular at x5 = 0. Thus, x5 should
be positive or negative. In [4] an extra delta function that fixes x5 was
inserted. This is not completely unnatural. The conformal particle models
always allow for a gauge choice of x5. For instance, x5 = f(x) yields fields
in a curved background with the metric gµν(x) = f
2(x)ηµν (see section 2).
In [9] it was shown how the fields may be reduced to fields in such a space.
Here, it could be natural with a delta function δ(x5 − f(x)), but then as a
part of the reduction procedure. Although, (A.13) and (A.14) yield a field
theory in a compactified Minkowski space [31], we may always change the
background by a conformal transformation.
B The reduction of manifestly conformal spin
one fields to d = 4 dimensions
As a simple but non-trivial example of the reduction method described above,
we will now consider a vector field aµ(x) in four dimensions. The manifestly
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conformal field corresponding to this field is denoted as AA(y), with the
corresponding field strength given by (cf. (4.7))
FAB =
∂
∂yA
AB − ∂
∂yB
AA. (B.1)
For AB we require the degree of homogeneity to be n = −1 and impose the
strong transversality condition
yAAA(y) = 0, (B.2)
as in (4.8). Now, the strong condition (B.2) implies that AA necessarily has a
y2 dependence. However, as explained in section 8, if we write AA as follows
AA(y) = VA(y)− yAφ(y),
(y · ∂ + 1)VA(y) = 0, (y · ∂ + 2)φ(y) = 0, (B.3)
then VA(y) and φ(y) may be chosen to be independent of y
2. (Notice that
this VA satisfies the corresponding weak condition to (B.2) (see (B.6)).) To
VA we may then apply the steps (A.3)-(A.8). In order to apply (A.7) we need
the action of the intrinsic SO(4,2) generator SAB on a vector field (see (5.3)).
It is given by
SABAC = −i (ηCAAB − ηCBAA) . (B.4)
(SAB satisfies the SO(4,2) algebra in (5.5).) This implies then
Vµ(y, y
2 = 0) =
1
γ
(aµ(x)− xµa+(x)) ,
V+(y, y
2 = 0) =
1
γ
a+(x),
V−(y, y
2 = 0) =
1
γ
(
a−(x)− xµaµ(x) + 1
2
x2a+(x)
)
, (B.5)
where aµ, a+, and a− only depend on x
µ. It is straightforward to find the
inverse relations. Condition (B.2) implies furthermore
yAVA(y) = y
2φ(y),
a−(x) = 0, φ(y, y
2 = 0) = − 1
2γ2
a+(x), (B.6)
by means of (B.5).
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The natural Lagrangian in the conformal space is given in (9.14), which
for d = 4 becomes
L(y) = 1
4
FAB(y)F
AB(y). (B.7)
Inserting (B.3) into FAB we find
FAB(y) =WAB(y) + LABφ(y),
WAB(y) = ∂AVB(y)− ∂BVA(y), LABφ(y) = (yA∂B − yB∂A)φ(y).
(B.8)
This implies that the Lagrangian (B.7) may be written as
L(y) = 1
4
WAB(y)W
AB(y) + 2φ2(y). (B.9)
By means of (B.5), WABW
AB reduces to
WAB(y)W
AB(y) =
1
γ4
(fµν(x)f
µν(x)− 2a2+(x)),
fµν(x) ≡ ∂µaν(x)− ∂νaµ(x). (B.10)
Hence, (B.9) with (B.6) implies the reduction (see (A.12))
L(y) = 1
4
FAB(y)F
AB(y) → 1
4γ4
fµν(x)f
µν(x), (B.11)
which according to (A.13) implies that the original action reduces to
A = C
∫
d4x
1
4
fµν(x)f
µν(x), fµν(x) = ∂µaν(x)− ∂νaµ(x). (B.12)
This reduction is different from previous attemts [4] in which the Lagrangian
density was identified with
L(y) = 1
4
WAB(y)W
AB(y) → 1
4γ4
(fµν(x)f
µν(x)− 2a2+(x)),
(B.13)
where the auxiliary field a+ enters, which it does not in (B.12). Only in
(B.12) are we free to impose a+ = 0 as required by the condition (A.9).
The equations of motion from (B.7) are on the hypercone, and are given
by
∂AFAB(y) = yBS(y), (B.14)
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where S is arbitrary apart from the fact that self-consistency requires the
weak homogeneity
(y · ∂ + 4)S(y) = y2f(y). (B.15)
S is an unphysical function that would be zero if all components of AA
were independent. However, the transversality condition (B.2) makes one
component dependent. The tensor equations (B.14) with S follow then since
the variation of AA also satisfies (B.2). Only S is affected by the special
gauge transformations off the hypercone
AA(y) → A′A(y) = AA(y) + y2A˜A(y),
(y · ∂ + 3)A˜A(y) = 0, yAA˜A(y) = 0. (B.16)
On (B.14) they yield on the hypercone (S and S ′ are equally arbitrary)
∂AFAB(y) = yBS(y) → ∂AFAB(y) = yBS ′(y),
S ′(y) = S(y)− 2∂AA˜A(y). (B.17)
S reduces the number of equations for AB and the gauge invariance means
that its value may be ignored at the end.
To reduce the equations (B.14) to d = 4 we first apply the decomposition
(B.3) to (B.14) which yields
∂AWAB(y) + 2∂Bφ(y) = yBS
′′(y), S ′′(y) = S(y) +✷φ(y). (B.18)
Then using (B.5) and (B.6) we find finally that (B.14) leads to the reduced
equations
∂µfµν(x) = 0, (B.19)
which is consistent with the result (B.12) for the reduction of the action. In
the process the arbitrary function S becomes
S ′′ = − 1
γ4
✷xa+(x) ⇔ S = − 1
2γ4
✷xa+(x), (B.20)
which are purely unphysical expressions that should be ignored.
Finally, both (A.9) and (B.12)/(B.19)/(B.20) tell us that a+ is unphysical.
The transversality condition (B.2) makes a− unphysical according to (B.6).
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C The reduction of linear manifestly confor-
mal gravity to d = 4 dimensions
After exploring spin one, we now apply these ideas to linearized manifestly
conformal gravity in d = 4. The field we want to get is the symmetric rank
two tensor hµν(x), while the corresponding manifestly conformal field from
which we start is HAB(y), which also is symmetric. We impose the conditions
of homogeneity of degree zero and strong transversality, i.e.
y · ∂HAB(y) = 0, yAHAB = 0. (C.1)
These conditions restrict the basic special gauge transformations to
HAB(y) → HAB(y) + y2H˜AB(y),
(y · ∂ + 2)H˜AB(y) = 0, yAH˜AB(y) = 0. (C.2)
The last property implies that we cannot choose the gauge (A.3). Instead we
have to do as in the spin one case: we have to split HAB. The appropriate
splitting is (see section 8)
HAB(y) = KAB(y)− yAVB(y)− yBVA(y) + yAyBφ(y),
(y · ∂ + 1)VA(y) = 0, (y · ∂ + 2)φ(y) = 0. (C.3)
The transversality condition in (C.1) is then solved by
yAKAB(y) = y
2VB(y), y
BVB(y) = y
2φ(y). (C.4)
The gauge invariance under (C.2) allows us then to fix KAB, VB, and φ
according to (A.3), and for them we may follow the steps (A.4)-(A.5). In
order to apply the step (A.7) we need the action of the intrinsic SO(4,2)
generator SAB on a symmetric rank two tensor. It is
SABHCD = −i (ηCAHBD − ηCBHAD + ηDAHBC − ηDBHAC) . (C.5)
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Using this expression and (A.7) we find the relations
Kµν(y, y
2 = 0) = hµν(x)− xµhν+(x)− xνhµ+(x) + xµxνh++(x),
Kµ+(y, y
2 = 0) = hµ+(x)− xµh++(x),
Kµ−(y, y
2 = 0) = hµ−(x)− xρhρµ(x)− xµh+−(x) + 1
2
x2hµ+(x) +
+ xµx
ρhρ+(x)− 1
2
xµx
2h++(x),
K++(y, y
2 = 0) = h++(x),
K+−(y, y
2 = 0) = h+−(x)− xρhρ+(x) + 1
2
x2h++(x),
K−−(y, y
2 = 0) = h−−(x)− 2xµhµ−(x) + xµxνhµν(x) + x2h+−(x)−
− x2xρhρ+(x) + 1
4
(x2)2h++(x). (C.6)
Furthermore, by imposing the transversality condition in (C.1), we find
that
hµ−(x) = h+−(x) = h−−(x) = 0, VB(y, y
2 = 0) = − 1
2γ
K+B(y, y
2 = 0),
φ(y, y2 = 0) = − 1
2γ
V+(y, y
2 = 0) =
1
4γ2
K++(y, y
2 = 0), (C.7)
where we have used (C.4). This should be compared with (B.6).
We proceed by reducing the Lagrangian (9.34) normalized by γ = 1 (this
γ is a constant and not the projective coordinate γ = y− above). If we just
replace HAB by KAB we find at y
2 = 0
L = 1
γ4
(
3rµνρσ(x)r
µνρσ(x)− 6rµν(x)rµν(x) + r2(x) + 9h+µ(x)xh µ+ (x) +
+ 12h++(x)∂
ρh+ρ(x)− 2r(x)∂ρh+ρ(x)− 2∂ρh+ρ(x)∂σh+σ(x)
)
,
(C.8)
where the quantities rµνρσ(x), rµν(x) and r(x) are the four dimensional Rie-
mann, Ricci and curvature tensors defined in terms of hµν analogously to the
expressions (9.28) and (9.29). However, what we have to do is first to insert
the expression (C.3) which yields on y2 = 0
L(y) = 3RABCD(y)RABCD(y)− 6RAB(y)RAB(y) +R2(y)−
−24RAB(y)∂AVB(y) + 8R(y)∂AV A(y) + 28(∂AV A(y))2 +
+12∂AV B(y)∂AVB(y)− 60∂AV B(y)∂BVA(y), (C.9)
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where now the first three terms is the original Lagrangian with HAB replaced
by KAB. A reduction of the remaining terms together with (C.8) yields then
(see (A.12))
L(y, y2 = 0) = 1
γ4
(
3rµνρσ(x)r
µνρσ(x)− 6rµν(x)rµν(x) + r2(x)
)
,
(C.10)
which through (A.12) and (A.13) leads to the linearized conformal gravity in
d = 4. h+µ does not enter this Lagrangian. According to condition (A.9) h+µ
is unphysical and should be set to zero. This is consistent with our results.
We should also reduce the equations of motion for linearized manifestly
conformal gravity given in (9.35). They are on y2 = 0
ηAB
(
✷
2HCC −✷∂C∂DHCD
)− ∂A∂B✷HCC − 2∂A∂B∂C∂DHCD −
− 3 (✷2HAB − ✷∂A∂CHCB − ✷∂B∂CHCA)+ yASB + yBSA = 0,
(C.11)
where SA are arbitrary apart from satisfying the weak relations
(y · ∂ + 5)SA(y) = y2fA(y), yASA(y) = y2g(y), (C.12)
which are required by consistency. The functions SA are unphysical func-
tions that are determined by (C.11) and therefore reduce the number of
equations for HAB. They appear due to the restricted variation of HAB.
These equations are consistent with (C.1), and only in the presence of SA are
they invariant under the special gauge transformations (C.2) (see subsection
9.4). Although SA transforms to a new SA both are equally arbitrary. The
equations are gauge invariant since they are independent of the values of SA.
In order to reduce (C.11) to d = 4 we have first to insert the equality
(C.3). We find then
ηAB
(
✷
2KCC − ✷∂C∂DKCD
)− ∂A∂B✷KCC − 2∂A∂B∂C∂DKCD −
− 3 (✷2KAB − ✷∂A∂CKCB −✷∂B∂CKCA)− 6✷(∂AVB(y) + ∂BVA(y)) +
+4ηAB✷∂CV
C(y) + 8∂A∂B∂CV
C(y) + yAS
′
B + yBS
′
A = 0,
S ′A(y) = SA(y) + 3✷
2VA(y)− 3✷∂A∂CV C(y). (C.13)
(S ′A is as arbitrary as SA.) We may now perform a reduction using (C.6) and
(C.7). We find then the equations
3xxhµν − 3∂µ∂λxhλν − 3∂ν∂λxhλµ + 2∂µ∂ν∂ρ∂σhρσ +
+ ∂µ∂νxh
λ
λ − ηµν
(
xxh
λ
λ − ∂ρ∂σxhρσ
)
= 0, (C.14)
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which is perfectly consistent with the reduction of the Lagrangian in (C.10).
(C.14) are the equations for linearized conformal gravity in d = 4. Notice
that (A.9) and (C.7) tell us that the only relevant physical field is hµν(x).
D Relativistic particle model for arbitrary spins
The O(N)-extended supersymmetric Lagrangian for relativistic particles of
spin N/2 in d = 4 is given by [26] (see also [27, 28]) (k, l = 1, . . . , N)
L =
1
2v
x˙2 − 1
2
iψk · ψ˙k − iρk
v
ψk · x˙− 1
2
ifklψk · ψl, (D.1)
where ρk, fkl together with the einbein variable v are Lagrange multipliers.
It yields the first class constraints
p2 = 0, p · ψk = 0, ψk · ψl = 0. (D.2)
The theory (D.1) is therefore a gauge theory. A BRST quantization is pos-
sible and was performed in [26]. The quantization produces naturally a
multispinor representation of a spin N/2 particle. However, spinor-tensor
formulations are also possible to obtain. For integer spins (N even) we get
directly tensor fields if we introduce the oscillators [26]
bµk ≡
1√
2
(
ψµ(2k−1) − iψµ2k
)
, k = 1, . . . , s ≡ N/2, (D.3)
which after quantization satisfy the anticommutation relations
[bµk , b
ν†
l ]+ = −δklηµν . (D.4)
We apply now a Dirac quantization of the constraints in (D.2). These
constraints satisfy an O(N) extended supersymmetric Lie algebra. In the
following we consider only even N and make use of the oscillator represen-
tation (D.3). Furthermore, we generalize the treatment for d = 4 in [26] to
arbitrary even dimensions d. The general ansatz for a quantum state is (the
sum is over all possible values of nj, j = 1, . . . , s ≡ N/2)
|F 〉 =
∑
nj
Fµ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;···(x)|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;···, (D.5)
where
|0〉µ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;··· ≡ bµ1†1 · · · bµn1 †1 bν1†2 · · · bνn2†2 bρ1†3 · · · bρn3†3 · · · |0〉,
bµj |0〉 = 0, pµ|0〉 = 0. (D.6)
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The first constraints in (D.2) lead to the quantum conditions
p2|F 〉 = 0 ⇔ ✷Fµ1···µn1 ;ν1···νn2 ;ρ1···ρn3 ;···(x) = 0, (D.7)
p · bj |F 〉 = 0 ⇔ ∂µFµµ2···µn1 ;ν1···νn2 ;ρ1···ρn3 ;···(x) = 0,
∂νFµ1µ2···µn1 ;νν2···νn2 ;ρ1···ρn3 ;···(x) = 0, etc, (D.8)
p · b†j |F 〉 = 0 ⇔ ∂[µ1Fµ2···µn1+1];ν1···νn2 ;ρ1···ρn3 ;···(x) = 0, etc,(D.9)
and the last constraints in (D.2) yield the conditions
(b†k · bl − bl · b†k)|F 〉 = 0 ⇔ (b†k · bl − d/2δkl)|F 〉 = 0, (D.10)
(bk · bl − bl · bk)|F 〉 = 0 ⇔ bk · bl|F 〉 = 0,
(b†k · b†l − b†l · b†k)|F 〉 = 0 ⇔ b†k · b†l |F 〉 = 0. (D.11)
The condition (D.10) determines nj to be d/2 which requires that d is even.
It also means that an s field (s ≡ N/2) is a tensor field with sd/2 indices
consisting of s groups of antisymmetric sets of d/2 indices, i.e. we have
Fµ1···µd/2;ν1···νd/2;ρ1···ρd/2;···(x). (D.12)
Furthermore, the condition in (D.10) implies that F··· is symmetric under
interchange of any two groups of antisymmetric indices. The two conditions
in (D.11) require that all possible contractions of F··· are zero, i.e. we have
F λλµ2···µn; ν2···νn;ρ1···ρn;···(x) = 0, etc. (D.13)
Further details for d = 4 are given in [26]. Below we give some examples.
D.1 s = 1 in d = 2
Here (D.9)-(D.10) yield
∂µFµ(x) = 0, ✷Fµ(x) = 0,
Fµν(x) = ∂µφ(x). (D.14)
Thus, here we have a spinless particle described by the scalar φ(x). It satisfies
the Klein-Gordon equation due to the first relation. The second relation is
then implied by the first and third relations.
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D.2 s = 1 in d = 4 (spin one) [26]
Here (D.9)-(D.10) yield the standard free spin one field
∂µFµν(x) = 0, ✷Fµν(x) = 0,
Fµν(x) = ∂µAν(x)− ∂νAµ(x). (D.15)
D.3 s = 1 in d = 6
Here (D.9)-(D.10) yield
∂µFµνρ(x) = 0, ✷Fµνρ(x) = 0,
Fµνρ(x) = ∂µAνρ(x) + ∂νAρµ(x) + ∂ρAρµ(x), (D.16)
where Aµν is antisymmetric (a two-form field).
D.4 Spin two (s = 2 in d = 4) [26]
Here we find Fµν;ρλ = Rµνρλ, the Riemann tensor: All properties of Rµνρλ
follow from (D.9)-(D.10).
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