We introduce an extension of the restricted shuffle operator on binary words considered by . We then derive properties on Parikh matrix equivalence of words over a binary alphabet based on this extended shuffle operator and a weakratio property of words. We also examine the recently introduced concept of core Parikh matrix equivalence of binary words in the context of the restricted shuffle operator.
Introduction
The concept of Parikh matrix mapping, initiated by Mateescu et al. [8] , opened up a series of investigations on different problems on words and Parikh matrices (See, for example, [1, 2, 4, 5, [12] [13] [14] [15] ). The well-known notion of Parikh vector [9] of a word which gives the number of each of the different symbols of the alphabet that define the word, has been of great significance, especially in formal language theory [11] . The Parikh matrix of a word over an ordered alphabet is a special type of a matrix whose entries are counts of certain subwords of the given word, with the subwords depending on the ordered alphabet and includes the Parikh vector in the second diagonal above the main diagonal. Parikh matrix equivalence, referred to as M −equivalence in the sense that several words may have the same Parikh matrix, is a problem of significant interest and has been investigated extensively (see, for example, [1, 2, 5, 12] ). In the case of binary alphabet, very elegant characterizations for M −equivalence of words are known [5] . Very recently, Atanasiu and Teh [3] derived a number of properties, especially on M −equivalence of words, by developing an interesting connection between the Parikh matrix and a restricted shuffle operator on words, named SShuf f le in [3] , initially considered in [10] .
Here we introduce a special type of shuffle operator on binary words which we call as S m,n and which is an extension of SShuf f le in [3] . The shuffle operator S m,n , m, n ≥ 1, in operating on a pair of words (u, v) forms a word S m,n (u, v) by concatenating alternately consecutive factors of u and v, with the factors having length m for the former and length n for the latter. The SShuf f le operator is thus a special case of S m,n with m = n = 1. We derive certain properties on the M −equivalence of words in the binary case in the context of the extended shuffle operator S m,n and the weak-ratio property of words introduced in [13] . We also consider the concept of core M −equivalence of words introduced and investigated in [14, 15] and obtain properties again in the context of binary words formed by the restricted shuffle operator.
Preliminaries
We recall certain notions needed in the sequel, especially on subwords and Parikh matrices [8] . For other notions related to words and languages the reader is referred to [6, 11] .
Let Σ denote a finite alphabet: a set of symbols, called letters of the alphabet. A finite word or simply a word is a finite sequence of letters from Σ. The empty word is denoted by λ. We denote by Σ * (Σ + ) the set of all words (non empty words respectively) over Σ. For a word w ∈ Σ * , the length of w, denoted by |w|, is the number of letters in w.
A word u ∈ Σ + is called a scattered subword or simply, a subword of w if there exist words x 1 , x 2 , · · · , x n and y 0 , y 1 , y 2 , · · · , y n (some of them possibly empty) over Σ such that u = x 1 x 2 · · · x n and w = y 0 x 1 y 1 x 2 y 2 · · · x n y n . The number of occurrences of the word u as a subword of the word w is denoted by |w| u .
An ordered alphabet Σ is an alphabet Σ with a linear order " < " defined on it. For example, Σ = {a 1 , a 2 , ..., a k } with the order relation a 1 < a 2 < · · · < a k , is an ordered alphabet, which is denoted as Σ k = {a 1 < a 2 < · · · < a k }. We denote the subword a i a i+1 ...a j for 1 ≤ i ≤ j ≤ k by the notation a i,j . Through out the rest of the paper we always consider an ordered alphabet Σ k with k ≥ 2.
The Parikh vector [9] of a word w ∈ Σ * k , denoted by ψ(w), is defined by ψ(w) = (|w| a1 , |w| a2 , · · · , |w| a k ) which counts the number of occurrences of the letters of the alphabet present in the word w.
Let M k denote the set of all k × k upper triangular matrices of dimension k with entries from N (the set of all non-negative integers) and unit diagonal. The set M k is a monoid with respect to the usual multiplication of matrices and has a unit I k , the identity matrix of dimension k. Now we recall the notion of Parikh matrix mapping [8] . 
and all other entries are zero.
Note that for every word
The Parikh matrix mapping is not injective. For example, consider the words w 1 = ababa and w 2 = baaab over the ordered binary alphabet Σ 2 = {a < b}. It can be verified that
Extended shuffle operator on binary words and Parikh Matrices
In [3], a restricted s-shuffle operator on two binary words, denoted as SShuf, which is initially due to Pȃun [10] , is utilized for deriving certain properties of Parikh matrices and in particular, the M −equivalence of words over a binary alphabet. Here we introduce an extension of the s−shuffle operator as follows: 
In particular when m = n = 1, we have S 1,1 (u, v) = SShuf (u, v), the restricted shuffle of binary words considered in [3] . For a nonempty alphabet Σ 2 and w ∈ Σ * 2 , the sum of positions of a letter x ∈ Σ 2 in w = w 1 w 2 · · · w n , w i ∈ Σ is defined as follows:
For example, consider the ordered alphabet Σ 2 = {a < b} and let w = ab
Theorem 4.
[5] Let Σ 2 = {a < b} and u, v be two words over
We now derive a formula for the sum of positions of the letter b in the extended shuffle of two words over a binary alphabet.
Theorem 5. Let Σ 2 = {a < b} and u, v be two words over
Proof.
We now consider a particular case.
May
Parikh Matrices and an Extension of s-Shuffle Operator 5
A sufficient condition for the extended shuffle of a pair of words to be M -equivalent is now established, by considering the extended operator S m,n , m, n ≥ 1.
e. if and only if
which is true as
by hypotheses in the Theorem.
We note that Theorem 7 holds even for the alphabet {b < a}. Also, the condition in Theorem 7 is only a sufficient condition but is not necessary, as seen from the following example. 
Example 8. Let

More Properties of Parikh Matrix of Extended Shuffle of binary words
Since the product of Parikh matrices of two words need not be commutative, the problem of obtaining conditions for Parikh matrices to commute has been studied [7] . In fact, a weak ratio property is introduced in [13] to investigate the properties of words u and v so that the words uv and vu are M -equivalent. In [7] , several sufficient conditions for two words over an ordered alphabet such that their Parikh matrices commute, are provided. We now recall the definition of a weak ratio property of words.
Definition 9. [13] Two words u, v ∈ Σ *
k are said to satisfy a weak ratio property, denoted by u ∼ wr v, if |u| x = t|v| x for all x ∈ Σ k and for some non zero rational number t.
It was shown in [13] that for any two binary words u, v ∈ Σ * 2 , u ∼ wr v if and only if ψ M (uv) = ψ M (vu).
It is natural to ask whether the extended shuffle of two words commute with respect to Parikh matrix mapping. In [3] , a necessary and sufficient condition is given for the commutativity of Parikh matrices of the restricted shuffle words SShuf (u, v) and SShuf (v, u) of two binary words u, v having the same length. We generalize this result for all binary words such that the length of one word is k times the length of the other. 
Proof. By Theorem 4 and Theorem 5, we have
Computation of the Parikh matrix of the restricted shuffle SShuf (u, v) directly from the Parikh matrices of two binary words u and v having the same Parikh vector, was shown in [3] .
Theorem 11.
[3] Let Σ 2 = {a < b} and u, v be two words over
In the following Theorem, we generalize this result for the extended shuffle operator.
Theorem 12.
Let Σ 2 = {a < b} and u, v be two words over 
Proof. We note that
Now using Theorem 4 and Theorem 5, we have
One can easily observe that by substituting m = n = 1 and assuming ψ(u) = ψ(v) in Theorem 12, we obtain Theorem 11.
The extended shuffle operator can be considered for n > 2 words. We list a few main results similar to those obtained for a pair of words.
Definition 13. Let Σ 2 = {a < b} and n ≥ 2 be an integer. The operator S m1,m2,...,mn is defined by
where
Theorem 14. Let Σ 2 = {a < b} and n ≥ 2 be an integer, and (S m1,m2,...,mn (w 1 , w 2 , . .., w n ))
which yields the result.
Remark 15. When
where SShuf n (w 1 , w 2 , ..., w n ) is as in Definition 5.1 in [3] .
As a consequence of Theorem 14, we obtain the following result.
Theorem 16. Let Σ 2 = {a < b} and n ≥ 2 is an integer, and
Core M-equivalence of restricted shuffled words
In trying to capture the essential part of a word, especially in the binary case, that contributes to the Parikh matrix of the word, an interesting notion of core of a word and the associated concept of core M − equivalence are introduced by Teh and Kwa in [15] . We recall here these notions. 
Conclusion
An extension of the restricted shuffle operator considered in [3] is introduced here and M − equivalence and core M −equivalence of binary words under this operator are investigated. A notion of relativized core is introduced in [14] . It will be of interest to examine this notion in the context of the shuffle operator on words. It is known [3] 
