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Measuring unitarily-evolved quantum mechanical two-time correlations is challenging in general. In a recent
paper [P. Uhrich et al., Phys. Rev. A 96, 022127 (2017)], a considerable simplification of this task has been
pointed out to occur in spin-1/2 lattice models, bringing such measurements into reach of state-of-the-art or near-
future quantum simulators of such models. Here we discuss the challenges of an experimental implementation of
measurement schemes of two-time correlations in quantum gas microscopes or microtrap arrays. We propose a
modified measurement protocol that mitigates these challenges, and we rigorously estimate the accuracy of the
protocols by means of Lieb-Robinson bounds. On the basis of these bounds we identify a parameter regime in
which the proposed protocols allow for accurate measurements of the desired two-time correlations.
I. INTRODUCTION
Over the past decade or so, quantum simulators, and in
particular those based on cold atoms, molecules, or ions, have
proved to be tremendously versatile: a large variety of different
Hamiltonians has been realised, in one, two, or three spatial
dimensions, in the continuum as well as on lattices of different
structures; equilibrium as well as nonequilibrium physics has
been probed; and a variety of observables has been measured,
in some cases with single-atom spatial resolution and high
temporal resolution [1–4]. A quantity that so far has remained
elusive in quantum simulation is temporal correlation functions
of the type
C(t1, t2) := 〈ψ|O1(t1)O2(t2) |ψ〉 , (1)
where
Oi(ti) = e
iHtiOie
−iHti (2)
denotes the observable Oi in the Heisenberg picture, unitarily
evolved under the Hamiltonian H until time ti. Such correla-
tion functions are very popular with theoreticians, and feature
prominently in many methods and theories in quantum dynam-
ics. Examples include fluctuation-dissipation theorems and the
Kubo formula [5], optical coherence [6], glassy dynamics and
aging [7], and many more.
Such quantum mechanical two-time correlation functions
are not easily accessible. The main reason is that a measure-
ment at the earlier of the two times t1 will in general strongly
affect the state of the system and influence the outcome of
the later measurement at time t2. In short, measurement back-
action destroys the unitarity of the quantum mechanical time
evolution, and, being inherent to quantum mechanical mea-
surements, makes experimental measurement of (1) extremely
challenging. One possible way out is to devise schemes that
give access to quantities encoding the two-time correlation
function (1), but that do not require any measurement at t1.
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An example is linear response theory, which can give access
to the imaginary part of C, but other, more specific schemes
have been proposed as well [8–10]. The shortcoming of these
schemes is that they work only in specific settings, for specific
initial states, and/or give access only to certain specific cor-
relation functions. Another strategy for measuring two-time
correlation functions consists in reducing the measurement
backaction by making use of weak measurements (or gener-
alised measurements, or quantum measurements), as proposed
in [11, 12]. While being applicable for very general Hamil-
tonians, initial states, and observables, the drawback of these
protocols is that they require an exquisite control over the quan-
tum system, and in particular the ability to temporarily couple
auxiliary degrees of freedom to specific observables, as well
as a large number of repetitions of the experiment in order to
accumulate sufficient statistics.
In the same Refs. [11, 12], a somewhat unexpected obser-
vation has been reported: for a certain class of Hamiltonians
and observables, a projective measurement of the observable
O1(t1) at the earlier time t1 has strictly no disturbing effect
on the desired two-time correlation. This finding leads to a
massive simplification compared to the above described weak-
measurement protocol: no auxiliary degrees of freedom are
required, and the required number of repetitions of the exper-
iment is orders of magnitude smaller. In fact, the resulting
measurement protocol is very simple: time-evolve the system
until time t1, measure O1, time-evolve until t2, and then mea-
sureO2. As shown in Refs. [11, 12], this naive approach yields
the real part of the desired two-time correlation function (1),
with strictly vanishing disturbance by measurement backac-
tion, for arbitrarily-interacting systems of spin-1/2 degrees of
freedom (or qubits) and single-site spin observables σai (here,
σ denotes Pauli operators, i refers to a single lattice site, and
a ∈ {x, y, z} denotes a spatial component). Similarly, and for
the same class of Hamiltonians and observables, the imaginary
part of the two-time correlation function (1) is obtained by
replacing the measurement of O1 at t1 by a local unitary rota-
tion. A detailed description of these ancilla-free measurement
protocols (AFMPs) is given in Sec. II of the present paper and
also in Refs. [11, 12].
For these ancilla-free protocols to be implemented in a quan-
tum simulator, the following is required: (a) emulation of a
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2lattice spin-1/2 (qubit) model, (b) measurement of a spin com-
ponent with single-site resolution, and (c) implementation of
a single-site unitary rotation. All three ingredients are readily
available in several of the existing platforms for quantum simu-
lation, including neutral atom based platforms [4] and ion traps
[2]. However, in both of these (and presumably in other) plat-
forms an additional difficulty arises: the measurements affect
the many-body state not only according to the von Neumann
rule for projective measurements, but cause a lot more harm to
the system. In fact, these disturbances can significantly alter
the many-body spin state in the vicinity of the measured site,
or even be so strong that atoms are lost after their measurement.
One might think that such a strong disturbance—which we will
subsequently refer to as measurement noise—should have the
potential to break the above described protocol entirely.
The purpose of the present paper is to show that this is
not true in general. By making use of Lieb-Robinson bounds
[13–15], we estimate the error induced by the abovementioned
disturbances in the two-time correlation functions measured by
means of the AFMPs. Denoting by ρ the distance between the
lattice sites at which O1 and O2 have nonvanishing support,
and by ∆t = t2 − t1 the time between the two correlated
events, we identify regions in the (ρ,∆t)-plane in which the
effect of the measurement noise on the outcome of the two-
time correlation function C(t1, t2) is negligible and the AFMP
remains valid. Such a disturbance due to measurement noise
at t1 is relevant only for the measurement protocol of the real
part of the two-time correlation function.
When measuring the imaginary part according to the AFMP,
a local rotation is performed at t1 instead of a projective mea-
surement, and measurement noise therefore does not play a
role. Other sources of noise may however still be present;
imprecisions of the rotation angle, for instance, may affect
the accuracy of this protocol. Using similar, Lieb-Robinson-
based tools, we show that the error induced by fluctuations
in the rotation angle is negligible in similarly shaped regions
in the (ρ,∆t)-plane in which the effect of the measurement
noise was found to be negligible. Taken together, these results
demonstrate that measurement imprecisions can be dealt with
successfully in experimental implementations of the AFMPs,
and both real and imaginary parts of two-time correlations (1)
are accessible at least in certain regions of the (ρ,∆t)-plane.
While all these results are rather general and of relevance for a
number of quantum simulation platforms, we use the setting
of a quantum gas microscope or microtrap array, and in partic-
ular the example of a long-range interacting spin lattice model
emulated by means of Rydberg-dressed atoms, to illustrate our
findings in Sec. V C.
In Sec. II we briefly summarize the ancilla-free measure-
ment protocols (AFMP) for spin-1/2 lattices and single-site
observables proposed in [11, 12]. In Sec. III the potential im-
plementation of the protocols with a neutral atom setup, and
in particular the sources of imperfections (measurement noise
and fluctuations in the rotation angle), are discussed. Secs. IV
and V contain the main theoretical results of this paper, namely
bounds on the error that is introduced in the estimator of the
two-time correlation function. The physical content of these
bounds is illustrated in Sec. V C for a model Hamiltonian that
captures essential features of the long-range interacting spin
model emulated by means of Rydberg-dressed atoms in the
quantum gas microscope experiment of Ref. [16]. A summary
and a discussion of our main results is given in Sec. VI.
II. MEASURING DYNAMIC CORRELATIONS OF
SINGLE-SITE SPIN-1/2 OBSERVABLES
In this section we briefly summarize the “ideal versions”
(without taking into account imperfections and measurement
noise) of the ancilla-free measurement protocols put forward in
[11, 12]. The protocols are applicable to arbitrary Hamiltonians
H of interacting spin-1/2 degrees of freedom (qubits), on
arbitrary lattices, and for arbitrary initial states. The aim of
the protocols is to extract real as well as imaginary parts of the
two-time correlation function
C(t1, t2) := 〈ψ|σai (t1)O2(t2) |ψ〉 , (3)
where
σai (t) = U
†(t)σai U(t) (4)
with
U(t) = exp(−iHt). (5)
O2 is an arbitrary observable, which can be single-site or multi-
site.
A. Rotation protocol for measuring ImC
The rotation protocol is based on the observation that the
expectation value of O2 with respect to the locally rotated state
|ψ(t1, t2, θ)〉 = U(t2 − t1)e−iθσai /2U(t1) |ψ〉 (6)
is
Eθ := 〈ψ(t1, t2, θ)|O2 |ψ(t1, t2, θ)〉
= sin2(θ/2) 〈σai (t1)O2(t2)σai (t1)〉ψ
+ cos2(θ/2) 〈O2(t2)〉ψ − sin(θ) ImC(t1, t2),
(7)
where 〈·〉ψ denotes an expectation value with respect to the
initial state |ψ〉. The function C in the last line of (7) is the de-
sired two-time correlation function (3). ImC can be extracted
from (7) by taking the difference
∆E = E−θ − Eθ = 2 sin θ ImC(t1, t2) (8)
and dividing it by 2 sin θ. The procedure for generating
|ψ(t1, t2, θ)〉 from an initial state |ψ〉 can be read off from
the right-hand side of (6) and is summarised as the first step in
the rotation protocol:
(a) Initialise the system in the state |ψ〉, time-evolve it uni-
tarily to t1, apply the local rotation e−iθσ
a
i /2 at site i,
and then time-evolve until t2. This yields |ψ(t1, t2, θ)〉
as defined in (6).
3(b) Projectively measure O2 and record the measured eigen-
value.
(c) Repeat steps (a) and (b) many times and use the rela-
tive frequencies with which each eigenvalue of O2 is
measured to estimate Eθ.
(d) Repeat the above steps with rotation angle −θ in or-
der to approximate E−θ. Use Eθ and E−θ to calculate
ImC(t1, t2) from (8).
As discussed in more detail in Refs. [11, 12], the statistical
error in ImC caused by the finite number of repetitions of the
measurement is minimised for the choice of θ = ±pi/2.
The rotation protocol resembles a linear response-type mea-
surement scheme, but with the important difference that, for
the class of systems and observables considered, it is valid not
only in the linear regime of small θ, but for arbitrary rotation
angles.
B. Projective protocol for measuring ReC
Surprisingly, for spin-1/2 Hamiltonians and single-site ob-
servables, the naive approach of projectively measuring at time
t1 without worrying about measurement backaction, gives ac-
cess to the real part of the desired correlation function (3). This
result should not be interpreted as arising from an absence of
measurement backaction at t1; wavefunction collapse does oc-
cur, but, as (9) affirms, the effect of this collapse cancels out in
the real part of correlations of single-site spin-1/2 observables.
The projective protocol, originally put forward in [11, 12],
can be summarised as follows:
(a) Initialise the system in the state |ψ〉 and time-evolve it
unitarily to t1.
(b) Projectively measure O1 = σai and record the measured
eigenvalue ±1.
(c) Time evolve to t2, measure O2, and record the measured
eigenvalue ω.
(d) Repeat steps (a)–(c) many times so that the joint prob-
abilities P Proj(±, ω) for obtaining the various combina-
tions of outputs of the two measurements can be esti-
mated.
(e) Then, as shown in [11, 12], the real part of the two-time
correlation function can be obtained from the equality
Re〈ψ|σai (t1)O2(t2) |ψ〉
=
∑
ω
ω
(
P Proj(+, ω)− P Proj(−, ω)) , (9)
where the sum is over all eigenvalues ω of O2.
This projective protocol can be used to measure
Re 〈ψ|O1(t1)O2(t2) |ψ〉 when O1 is not a single-site
spin-1/2 operator as in (3), but some other dichotomic
observable
O = e(Π+ −Π−), (10)
where ±e are the two (possibly degenerate) eigenvalues of O,
and Π± are the projections onto the corresponding eigenspaces.
Examples of dichotomic observables are single-site spin-1/2
observables σai , or multi-site tensor products of these. Di-
chotomic observables exist also beyond spin-1/2 models, but
are usually not of the form of experimentally accessible, local
observables that are of physical relevance. For details on this
see Sec. 4.1 of [12]. Results similar to those summarised in
the present section have recently been published independently
in Ref. [17].
III. IMPLEMENTATION IN NEUTRAL ATOM QUANTUM
SIMULATORS
An implementation of the AFMPs of Secs. II A and II B
seems feasible in several of the experimental platforms that
are currently being used as quantum simulators. Due the ex-
traordinarily high level of control, trapped ions, quantum gas
microscopes, or arrays of microtraps appear to be the most
promising candidates. Here we discuss in detail strategies for
the experimental implementation of AFMPs in the latter two,
and the challenges that one has to expect. In these systems,
ultra-cold atoms are trapped in a periodic light intensity distri-
bution formed by an optical lattice or a microtrap array with
atoms residing in the potential minima. This allows for high
flexibility in the lattice geometries to be generated, and indi-
vidual atoms can be addressed and manipulated. Making use
of strongly interacting Rydberg atoms, light-induced interac-
tions can be realised between the atoms, which allows for the
emulation of a variety of spin-1/2 (and other) Hamiltonians in
one- and two-dimensional lattices (for a review of these plat-
forms see Refs. [3, 4] and references therein). The technique
of Rydberg dressing used in Refs. [16, 18] allows one to tune
the range and anisotropy of the simulated Ising interactions
by off-resonantly coupling hyperfine ground states—used to
simulate spin-1/2 particles—of the atoms to Rydberg states.
Importantly, Rydberg-dressing does neither compromise the
optical trapping of the involved pseudo spin states, nor the pos-
sibility to perform local spin rotations. Furthermore, various
initial states can be created with high fidelity, giving access to
equilibrium as well as nonequilibrium physics in such lattices.
Proving the feasibility of our AFMPs on the neutral atom plat-
form would thus allow dynamic correlations to be studied in
various magnetic phases for a large class of magnetic Hamilto-
nians with various interaction ranges, such as the (an)isotropic
Heisenberg spin models discussed in [19, 20].
Implementation of the two AFMPs with neutral atoms, how-
ever, pose several severe challenges. Particularly, the rotation
and projective measurement of site i at t1, required by the rota-
tion protocol and projective protocol, respectively, are difficult
to perform. This is true for existing Rydberg based platforms in
optical lattices [16, 21] or arrays of optical microtraps [22, 23].
In the remainder of this section we will motivate how these
challenges can be circumvented through modifications of the
AFMPs.
We have seen in Sec. II that both AFMPs (for real and
imaginary parts, respectively) require site- and spin-resolved
projective measurements. These are readily available and have
been used to observe site-resolved equal-time spin and den-
sity correlations [24–28]. However, current implementations
4of site- and spin-resolved detection in these experiments are
always global, and in most cases also destructive, in the sense
that spin resolution is achieved by mapping one of the involved
states to a lost atom after detection [24, 26–28]. Even assum-
ing that a projective detection at time t1 could be performed in
a local version of the routinely used global detection scheme,
the detection would induce an unacceptably strong disturbance
(beyond wave function collapse) of the spin lattice. Measur-
ing only a single-site i at t1, as in the projective protocol,
is thus extremely challenging on the commonly used alkali
atom-based platform. The recently reported progress with
alkaline-earth atoms in optical tweezers [29, 30] may allow
one to use electron shelving techniques [31–33] to implement
a local measurement in the future, which, however, we will not
discuss here. Instead, we discuss a general detection scheme
based on controlled relocation of the atoms to be measured.
More straightforward is the realisation of a controlled local
rotation, as required at t1 by the rotation protocol. In what
follows we first discuss implementation of this rotation, before
proceeding to the main part of this section where we propose a
modified protocol that circumvents the difficulties, as outlined
above, associated with local projective measurements at early
times t1. This modification is in principle applicable to quan-
tum gas microscopes as well as microtrap arrays, but likely
simpler to implement in the microtrap setting due to larger
spatial separation of the traps.
A. Implementing a local rotation at t1.
The rotation protocol requires a site-resolved, controlled ro-
tation of the ith qubit at t1. This could be realized by a focused
co-propagating Raman beam pair that is tuned in between the
P1/2 and P3/2 states, such that the differential Stark shift (and
thus any effective local magnetic field in the σz direction) van-
ishes. To address only a single lattice site, the wavelength
of these lasers should be on the order of the lattice spacing.
Consequently, the pair of P states chosen to simulate the qubits
must have an energy gap whose associated photon frequency
is large enough to achieve the required spatial resolution. For
example, in microtraps the lattice spacing (in the order of mi-
crometers [34, 35]) allows one to choose wavelengths—and
thus transitions—which belong to the typically visible or near-
infrared transitions nS – nP. To cleanly select a single site in
shorter-spaced optical lattices (with lattice constant of about
500 nm) one might need to consider to use the nS – (n+1)P
lines, which typically lie in the ultraviolet range for alkali
atoms.
One must further ensure that the remaining system experi-
ences no dynamics while the ith qubit is rotated. In practice
this means that the above rotation must be completed over a
time τ which is much smaller than the shortest time-scale of the
system Hamiltonian H . Fortunately, the Raman-coupling will
allow for a fast spin rotation with duration τ  1/J , where J
is the largest pair-interaction energy in H , such that the evolu-
tion of the many-body system during the rotation is negligible.
Alternatively, the laser induced interaction between the spins
can be switched off during the rotation, simply by switching off
the Rydberg dressing laser. Having implemented this localised,
effectively instantaneous rotation of the ith qubit, the system
can be let to evolve to t2, at which point the final measurement
can be performed with established global detection techniques,
which provide the single-site resolution required to deduce the
outcome of the measurement for the local observable O2. An
important consideration for the accuracy of the current AFMP
is the effect of imperfect rotations of the ith qubit, which may
be due to fluctuations in the Rabi frequency or due to mag-
netic field noise. For typical experimental conditions there
is an uncertainty in the rotation angle on the order of a few
percent. In Sec. IV we analyse the impact of such noise on our
measurement protocol.
B. Implementing a local projection at t1.
The in-vivo measurement of ReC in the projective protocol
requires a local projective spin measurement at time t1. Such a
measurement is substantially more challenging than the local
rotation described above, since the detection requires to scatter
several hundreds to thousands of photons from a single atom
and additionally involves several laser beams from different
directions [36, 37]. Under these conditions, it seems unfeasible
to isolate the nearby lattice sites from the detection light. As a
possible solution, we propose to use a movable optical tweezer
to transfer the spin of interest to a spatially well separated detec-
tion region displaced in the z direction (see Fig. 1), i.e. below
or above the atomic plane [34, 38]. An important assumption
is that transferral of the ith atom to the detection region does
not affect the many-body state |ψ(t1))〉 of the lattice other than
switching off all Hamiltonian terms involving the ith atom.
This is assured by a tightly focussed tweezer, possibly with
a wavelength near the UV/blue lines of the alkali atoms (the
nS − (n+ 1)P transitions), and the switching-off of the spin
interactions during the measurement sequence as discussed in
Sec. III A. After arrival in the detection region, the ith spin
can be projectively measured in isolation (i.e. the remaining
lattice is neither projected nor otherwise disturbed), thereby
achieving the single-site projective measurement required by
step (b) of the projective protocol. The measurement of the
in-plane spin components requires an additional rotation as in
Sec. III A, which should be implemented before moving the
atom with the tweezer. In this way the spin direction of interest
is rotated to the longitudinal readout direction, such that the
protocol is immune to decoherence during the transport.
Spin resolution can be achieved by a Stern-Gerlach sequence
similar to the technique demonstrated in Ref. [25], where a
magnetic field gradient normal to the atomic plane (parallel
to the weak direction of the transport tweezer) is switched on.
This gradient leads to a differential spatial displacement of
the up (|+〉) and down (|−〉) spins when the internal states
encoding the spin are chosen to have different magnetic mo-
ments. Importantly, the gradient is normal to the atomic plane,
such that it induces only a trivial global phase evolution in the
remaining spin system. If necessary, a spin echo can be used to
cancel spurious differential phase shifts. This spatial encoding
of the spin state is required, since detection of the spin, e.g.
5FIG. 1. Schematic of the proposed projective measurement protocol.
In the first step (1) a tightly focused optical tweezer selects the atom
to be measured out of the lattice. The atom is then transported out
of the atomic plane (2) and spin selectively measured from the side
using a combination of magnetic field gradient B′ and repulsive light
sheet (see text).
by Raman sideband cooling-based imaging [37] mixes the hy-
perfine ground states. Furthermore, Raman sideband cooling
often requires low magnetic fields. This can be achieved by
focusing a blue-detuned light sheet in between the trap position
for the up and down spins while the magnetic field is still on.
Once the light sheet is placed, it defines two distinct traps for
the different spins, even when the magnetic field is ramped
down. Finally, fluorescence is induced and the photons are ob-
served from the side, such that the spatial position of the atom
encoding the spin state can be resolved along the z direction.
Assuming that, at the end of the above described experimen-
tal implementation of a single-site projective measurement, the
ith atom is lost, the system consists of one particle less, and
evolves from time t1 onwards under a modified Hamiltonian
H ′, which differs from the original Hamiltonian H in that all
terms involving atom i have been removed. The projective
correlation obtained under this modified Hamiltonian will, in
general, differ from the correlation (9) obtained with the origi-
nal projective protocol, i.e. an error is introduced which will
affect the measurement of O2 at t2. The modified projective
protocol is only useful if this error can be guaranteed to be
small. In Sec. V we provide a result that identifies rigorously
the parameter regime for which this error is suppressed and the
modified projective protocol can give a faithful estimate of the
real part of the two-time correlation function.
IV. ERROR PROPAGATION IN THE ROTATION
PROTOCOL
We have seen at the end of Sec. III A that, when implement-
ing the rotation protocol of Sec. II A in a quantum simulator, a
possible, and presumably important, error source comes from
imprecisions in the rotation angle θ. The aim of the present
section is to derive a bound on the final error that is induced by
these fluctuations of θ in the measurements of the imaginary
part of the two-time correlation C defined in (3). From Eq. (8)
we have that
∆E = Eθ2 − Eθ1 = 2 sin θ ImC (11)
for θ1 = −θ2 = θ. To model an inaccuracy in the rotation
angles, we parametrize their average deviation from the desired
angle θ as
θ1 = θ + δ1 θ2 = −θ + δ2. (12)
The average deviations δ1, δ2 could be the result of a system-
atic inaccuracy of the experimental equipment, in which case
δ1, δ2 would have the same value in every repetition of rotation
protocol, i.e. δ1, δ2 = δ. A more likely source of error could be
noise in the optical fields used to generate qubit rotations. This
noise would vary in each run of the experiment, and follow
a statistical distribution. Assuming this distribution to have
zero mean and standard deviation σ > 0, the resulting rotation
angles will follow the same distribution, only with the mean
shifted to±θ. In this case δ1, δ2 = σ. The following derivation
is valid in either case, and we will continue to distinguish δ1
and δ2, to keep track of the errors incurred in the forward (θ1)
and backward (θ2) rotations.
We rewrite (7) as
Eθm = (〈1〉 − 〈2〉) cos2(θm/2) + 〈2〉 − ImC sin(θm), (13)
where we have introduced the shorthand 〈1〉=〈O2(t2)〉ψ and
〈2〉= 〈σai (t1)O2(t2)σai (t1)〉ψ. Inserting the modified angles
(12) into (13) we obtain
∆E = (〈1〉 − 〈2〉)
[
cos2
(
θ − δ2
2
)
− cos2
(
θ + δ1
2
)]
+ ImC (sin(θ−δ2) + sin(θ+δ1)) . (14)
Assuming the average deviation from the optimal rotation an-
gles to be small, we Taylor-expand (14) with respect to δ1, δ2.
For the optimal choice of rotation angle θ = pi/2, we obtain
∆E = 2 ImC + , (15)
with
 =
δ1 + δ2
2
(〈2〉 − 〈1〉) +O(δ21) +O(δ22). (16)
If the errors in the rotation angles are systematic, δ1 + δ2 = 2δ.
If they are statistical, δ1 + δ2 = 2σ > 0. In either case the
prefactor δ1 + δ2 in (16) cannot vanish. To determine the size
of the error (16), one must therefore calculate the size of the
scaling term
〈2〉 − 〈1〉 = 〈ψ| (σai (t1)O2(t2)σai (t1)−O2(t2)) |ψ〉 . (17)
In principle one could measure the two expectation values
in (17) in additional experimental runs at an additional cost
of time, money, and/or manpower. However, in order to be
6able to quantify the error  in (16), knowledge of the average
deviations δ1 and δ2 would also be required. Here we avoid
these difficulties by resorting to a theoretical analysis of (17)
and identify conditions under which 〈2〉 − 〈1〉, and hence , is
small. Our strategy is to upper bound |〈2〉−〈1〉| by the operator
norm of a suitable commutator, and then use a Lieb-Robinson
bound to estimate that commutator. The advantage of such
a bound is that it is independent of the (in general unknown)
initial state |ψ〉 used in the rotation protocol of Sec. II A.
The absolute value of (17) can be bounded by its operator
norm,
|〈2〉 − 〈1〉| ≤ ‖σai (t1)O2(t2)σai (t1)−O2(t2)‖
= ‖σai (t1) (O2(t2)σai (t1)− σai (t1)O2(t2))‖.
(18)
Making use of ‖AB‖ ≤ ‖A‖‖B‖ and ‖σai (t1)‖ = 1 =
‖U(t1)‖, we obtain
|〈2〉 − 〈1〉| ≤‖U†(t1)
(
U(t1)O2(t2)U
†(t1)σai
− σai U(t1)O2(t2)U†(t1)
)
U(t1)‖
≤‖[O2(∆t), σai ]‖ ,
(19)
where ∆t = t2 − t1 is the time between the rotation at t1 and
the measurement at t2, during which errors in the rotation angle
can propagate through the spin lattice. By these manipulations
we have written the upper bound on |〈2〉 − 〈1〉| in a form that
can be further estimated by means of Lieb-Robinson bounds.
Lieb and Robinson’s original theorem [13], as well as sub-
sequent extensions to different settings [39–48], give upper
bounds on the operator norm of commutators of the form
[A(t), B],
‖[A(t), B]‖ ≤ b(t, x), (20)
where A and B are observables and x = dist(A,B) denotes
the spatial separation1 of A = A(0) and B. In their original
work [13], which is valid for systems on regular lattices with
finite-range interactions, Lieb and Robinson calculated a bound
of the form
bLR(t, x) = c exp
(
vt− x
ξ
)
, (21)
where the constants c, v, and ξ depend on general features like
lattice dimension and the interaction strength, but not on the
details of the model. This bound tells us that there is a region
in the (t, x)-plane, outside the cone defined by vt ≥ x, where
the norm of [A(t), B] decays exponentially with the distance x.
Other Lieb-Robinson-type bounds, like those for systems with
long-range interactions [40, 41, 44–46], may have a functional
form different from (21), but they all have in common that they
specify a certain (not necessarily cone-shaped) causal region,
outside of which ‖[A(t), B]‖ decays (although not necessarily
exponentially).
1 With respect to the 1-norm and in units of the lattice constant.
It is this causal behaviour which makes Lieb-Robinson
bounds a useful tool for our error analysis: Substituting (19)
and the Lieb-Robinson bound
‖[O2(∆t), σai ]‖ ≤ b(∆t, ρ) with ρ = d(σai , O2) (22)
into (16), we obtain the upper bound
|| ≤ |δ1 + δ2|
2
b(∆t, ρ) +O(δ21) +O(δ22) (23)
on the error of ∆E in (15). This bound can be interpreted
as follows: The average deviations δ1, δ2 of the angles in the
rotation protocol can be thought of as unwanted perturbations
of the system’s state at time t1. The bound (23) specifies a
region in the (∆t, ρ) parameter space, outside of which the
deviation of the measured value of the imaginary part (15)
of the correlation from its true value ImC is strongly sup-
pressed. How strongly it is suppressed will depend on the
specific Lieb-Robinson bound b(t, x) applicable to the system
under investigation. In many cases b will be decaying expo-
nentially with x outside the causal region, in other cases the
decay will be algebraic, depending on the type of interaction
present in the Hamiltonian. The shape of the causal region will
be illustrated in Sec. V for the example of an Ising chain with
long-range interactions, as it can be emulated in a quantum
gas microscope by means of Rydberg dressing. For a given
Hamiltonian H we are thus able to determine a region in the
(∆t, ρ) plane for which the rotation protocol, despite inaccura-
cies δ1 and δ2 in the rotation angles, approximates ImC within
a desired level of accuracy.
V. ERROR PROPAGATION IN A MODIFIED PROJECTIVE
PROTOCOL
In the ancilla-free measurement protocol for the real part
of the two-time correlation function described in Sec. II B, a
projective measurement of a single-site observable2 is required
at the early time t1. While experiments with quantum gas
microscopes allow for measurements with single site resolu-
tion, these measurements (as discussed in Sec. III) disturb the
system by more than just a local collapse of the wave function
at the single site i that is to be measured, which is detrimen-
tal to the correct performance of the proposed measurement
protocol. A solution to this problem was outlined in Sec. III,
and it consists in removing the atom at site i from the lattice
and performing the measurement on the relocated atom. In this
case, for times t > t1, i.e. after removing the atom from the lat-
tice, the remainder of the system is described by a Hamiltonian
H ′ that differs locally from the original Hamiltonian H . For a
general N -spin Hamiltonian with on-site and pair interactions,
H =
N∑
m=1
Hm +
N∑
m,n=1
m6=n
Hmn, (24)
2 Or of a multi-site observable satisfying (10).
7such a locally modified Hamiltonian is given by
H ′ = H −
N∑
n 6=i
Hin =
∑
m
Hm +
∑
m,n6=i
m 6=n
Hmn, (25)
where all pair interactions terms involving lattice site i have
been eliminated.3
In Sec. V A we introduce a measurement protocol, similar
to that of Sec. II B, that accounts for the situation of a modified
time-evolution, governed by H at times t < t1, and by H ′,
at times t > t1. The correlation function obtained in this
way differs from the correlation of Sec. II B, and does not
contain the desired real part of the unitarily evolved correlation
function C. However, under suitable conditions, the two may
be very close to each other, and we derive in Sec. V B a bound
on their difference. This bound allows us to identify a region
in parameter space in which the difference is small and the
modified protocol can be used to faithfully measure the desired
correlations. In Sec. V C we apply the bound to the example
of a long-range Hamiltonian as it can be emulated by means of
Rydberg-dressed states in a neutral atom array.
A. Modified projective protocol
We choose the correlated observables O1 and O2 in (1) to
have disjoint4 supports at t = 0, i.e. X1 ∩ X2 = ∅ with
X1 = supp(O1) and X2 = supp(O2), and we denote the spec-
tral representations of the two observables as
O1 =
∑
ν=±1
νΠνX1 , O2 =
∑
ω
ωΠωX2 . (26)
Here ΠνX1 is the projection operator of lattice region X1 cor-
responding to eigenvalue ν of O1, and ΠωX2 is defined anal-
ogously for O2. O1 is chosen as a single-site observable σai ,
where a ∈ {x, y, z} denotes an arbitrary spin component, and
we have X1 = {i}. The modified correlation function C ProjH,H′
is defined as the outcome of the following protocol:
a. Initial state preparation and time evolution to t1. The
initial state |ψ〉 is time-evolved until time t1 under the dynam-
ics generated by Hamiltonian H , leading to
|ψ(t1)〉 = e−iHt1 |ψ〉 . (27)
b. Determining the post measurement state at t1. We as-
sume that the removal of the ith atom from the lattice does not
alter the many-body state of the system, but only its Hamil-
tonian, so |ψ(t1)〉 given in (27) persists to be the state of the
3 Whether the on-site term Hi is present or not in the decoupled Hamiltonian
depends on the details of the experimental implementation, but the presence
of this term is strictly irrelevant for what follows.
4 The choice of initially disjoint supports ensures that none of the atoms in
X2, which will be probed at t2, are removed from the system during the
decoupling at t1.
system by the time the removed atom i is being measured, as
assured by the procedure described in Sec. III B. Under this
assumption, and conditional on finding eigenvalue ν when
measuring O1 = σai at t1, we obtain
|ψν(t1)〉 = Πνi e−iHt1 |ψ〉 /
√
P ProjH (ν), (28)
where
P ProjH (ν) = 〈ψ|U†(t1) |ν〉〈ν|U(t1) |ψ〉 (29)
is the probability of measuring eigenvalue ν. The subscript
H indicates that this probability depends only on the original
system Hamiltonian H , but not on H ′. The post-measurement
state |ψν(t1)〉 is identical to the state obtained at the end of
step (b) of the original protocol of Sec. II B.
c. Time-evolving to t2 and measuring O2. With atom i
removed, the system evolves from t1 to t2 under the dynamics
generated by the modified Hamiltonian H ′. Then, as in the
projective protocol of Sec. II B, observableO2 is measured pro-
jectively at t2. Using (28) and (25) we find that the probability
with which this measurement yields eigenvalue ω, conditional
on the outcome of the earlier measurement being ν, is
P ProjH,H′(ω|ν) = 〈ψ| eiHt1Πνi eiH
′(t2−t1)ΠωX2e
−iH′(t2−t1)
×Πνi e−iHt1 |ψ〉 /P ProjH (ν). (30)
Here we use the subscript H,H ′ to indicate that (30) differs
from the conditional probability of the original projective pro-
tocol due to the modified dynamics in the time interval [t1, t2].
d. Calculating correlations. As in Sec. II B, we use the
joint probabilities of obtaining the various pairs of outcomes
(ν, ω) to calculate the modified projective correlation as
C ProjH,H′ =
∑
ν=±1,ω
νωP ProjH (ν)P
Proj
H,H′(ω|ν)
=
∑
ν=±1
ν 〈ψ|Πνi (t1, H)eiHt1O2(∆t,H ′)e−iHt1
×Πνi (t1, H) |ψ〉 , (31)
where ∆t = t2 − t1 and we have used the spectral represen-
tations (26) to obtain the second line of (31). To distinguish
the Heisenberg time evolution of an operator O under H or
H ′ we have introduced the notation O(t,H) = eiHtOe−iHt
and O(t,H ′) = eiH
′tOe−iH
′t. Making use of spectral repre-
sentation (26) and the identity Π±i = 1 − Π∓i , the modified
projective correlation can be rewritten as
C ProjH,H′ = 〈ψ|σai (t1, H)eiHt1O2(∆t,H ′)e−iHt1 |ψ〉
+2i Im〈ψ|Π−i (t1, H)eiHt1O2(∆t,H ′)e−iHt1Π+i (t1, H)|ψ〉.
(32)
Since C ProjH,H′ is real by definition, it follows that
C ProjH,H′ = Re 〈ψ|σai (t1, H)eiHt1O2(∆t,H ′)e−iHt1 |ψ〉 .
(33)
8B. Error of the modified protocol
The correlation function obtained by means of the original
protocol of Sec. II B, where H remains unchanged after the
measurement at time t1, is given by C
Proj
H ≡ C ProjH,H . We want
to assess the accuracy of the modified projective protocol of
Sec. V A by comparing it to its original counterpart. The
difference between the two is given by
 :=
∣∣∣C ProjH −C ProjH,H′ ∣∣∣ . (34)
Inserting (33) and making use of the fact that |Rex| ≤ |x| for
all x ∈ C, we can bound the error as
 ≤ ∣∣〈ψ∣∣σai (t1, H)
× eiHt1 [O2(∆t,H)−O2(∆t,H ′)] e−iHt1
∣∣ψ〉∣∣. (35)
We want to control the error for arbitrary (and in general un-
known) initial states |ψ〉 and generic many-body Hamiltonians
H , for which an exact evaluation of (34) is in general out of
reach. To eliminate the initial state dependence, we bound the
expectation value in (35) by an operator norm,
 ≤ ‖O2(∆t,H)−O2(∆t,H ′)‖ , (36)
where we have used that | 〈ψ|O |ψ〉 | ≤ ‖O‖ for any bounded
operator O, the unitarity of time-evolution, and ‖σai ‖ = 1.
a. A trivial bound on  Making use of the triangle in-
equality as well as the unitarity of time evolution, (36) can be
further simplified, resulting in the trivial bound
 ≤ ‖O2(∆t,H)‖+ ‖O2(∆t,H ′)‖ = 2‖O2‖, (37)
which is constant in time and distance. This bound is never
smaller than the desired two-time correlation function, so it
will never give rise to a small relative error, and we have to
work harder to come up with a stronger bound.
Using Eq. (11) of Ref. [49], we can bound (36) by a tempo-
ral integral over norms of commutators. The error bound then
becomes
 ≤
∫ ∆t
0
dτ ‖[H −H ′, O2(τ,H ′)]‖
≤
∫ ∆t
0
dτ
∑
n 6=i
‖[Hin, O2(τ,H ′)]‖ ,
(38)
where we have used H − H ′ = ∑n 6=iHin.5 We will now
further bound the norm of the commutator in (38) in two dif-
ferent ways, and take the minimum of those two bounds and
the trivial bound (37) as our final estimate of the error.
5 Had we removed Hi from H in (25), we would have H − H′ =
Hi +
∑
n6=iHin, which yields the same result (38) because then
[Hi, O2(τ,H
′)] = 0. This confirms our earlier statement that  does
not depend on the on-site Hamiltonian of the removed atom.
b. A slightly less trivial bound on . From a naive simpli-
fication of the norm of the commutator
‖[Hin, O2(τ,H ′)]‖ ≤ 2 ‖Hin‖ ‖O2‖ (39)
in (38) one obtains the error bound
 ≤ Enaive(∆t) := 2∆t ‖O2‖
∑
n 6=i
‖Hin‖ . (40)
However, by using this naive bound one loses all of the tempo-
ral physics captured by the commutators in (38).
c. Bounding  with Lieb-Robinson bounds. To retain the
nontrivial time-dependence of (38), we proceed by using Lieb-
Robinson bounds b(τ, x) as defined in (20) to approximate
the size of the commutator norms as ‖[Hin, O2(τ,H ′)]‖ ≤
bin(τ, x) where x = dist(Hin, O2). Inserting this bound into
(38), the error can be estimated as
 ≤ E(∆t, ρ) :=
∑
n 6=i
∫ ∆t
0
dτ bin(τ, x), (41)
where ρ is the shortest distance between lattice site i and the
support of O2. The functional form of Lieb and Robinson’s
original bound (21) and its generalisations [39–48], and in
particular the bounds’ time dependence, is rather simple so
that the temporal integral in (41) can be easily performed.
Lieb-Robinson bounds are usually optimised to capture the
large-distance (large-x) behaviour, whereas they may grossly
overshoot at short distance and late times [as in the original
bound (21) which grows exponentially with t]. As a result,
the naive bound (40), and even the trivial one in (37), may be
smaller than the Lieb-Robinson bound (41) for some range of
∆t and ρ, and we can optimise the final error bound on  by
combining all three of them,
 ≤ min {2‖O2‖, Enaive(∆t), E(∆t, ρ)} . (42)
The bounds in Eqs. (40)–(42) are the main result of Sec. V, and
they are general in that they apply to any spin-1/2 lattice Hamil-
tonian H , arbitrary initial states |ψ〉, and arbitrary observables
O2 whose support does not intersect that of O1 = σai .
As in other applications of Lieb-Robinson bounds, the
integrated bound of Eq. (41) defines a domain of (∆t, ρ)
coordinates—whose boundary depends on the type of inter-
actions present in H ′ (25)—outside of which E(∆t, ρ), and
hence , is strongly suppressed [see the discussion below (21)].
Hence, based on the bound (42), we can identify a region
in the (ρ,∆t) parameter space for which the error  of the
modified projective protocol of Sec. V A is smaller than a cho-
sen accuracy level. In this region, one can faithfully measure
unitarily-evolved two-time correlation functions according to
the proposed protocol. In the next section we will illustrate the
size and shape of that region in parameter space for a concrete
example.
C. Modified projective protocol implemented in a
Rydberg-dressing based quantum simulator
As an example we consider a spin-1/2 Ising Hamiltonian
with long-range interactions that can be emulated by means of
9FIG. 2. Contour plot of the combined bound (42) on the error  for
the long-range Ising Hamiltonian (43) on a one-dimensional lattice.
The quantity was evaluated numerically on the basis of (A21). The
parameters U0 and Rc in the Hamiltonian (43) were set to one. For
the exponents occurring in that bound, the long-range interactions
∝ dist−6 imply κ = 1/3 and η = 2/3. Horizontal contours in the
plot are a hallmark of regions where the ρ-independent naive bound
Enaive is tighter.
Rydberg dressing [16],
H =
∑
m<n
Umnσ
z
mσ
z
n +
∑
m
hm · σm, (43)
where
Umn =
U0
1 + (d(m,n)/Rc)6
(44)
is the strength of the pair interactions in units where ~ = 1.
These interactions have a soft-core shape, saturating to U0
when the distance between lattice sites m and n is smaller
than the length scale Rc. For d > Rc, Umn decays rapidly,
following an algebraic decay proportional to d(m,n)−6 for
large distances. The on-site terms in the second sum of (43)
arise from interactions between atoms and a site-dependent
effective external field hm pointing (at least in principle) in an
arbitrary spatial direction.
For the long-range interactions of (43), the appropriate
choice for bin(τ, x) in (41) is the Lieb-Robinson bound (A1) of
Matsuta et al. [47], which is a generalisation of the bound de-
rived by Foss-Feig et al. [45]. Using this bound we determine
an explicit form for E(∆t, ρ) which can then be evaluated
numerically. We choose a single-site spin component O2 = sbj
and consider the Hamiltonian (43) on a one-dimensional chain.
The resulting error bound E(∆t, ρ) is given by (A21) in Ap-
pendix A, where also its functional dependence on ∆t = t2−t1
and ρ = d(O1, O2) = |i − j| is discussed. In Fig. 2 we plot
the contours of (42) in the (∆t, ρ) parameter space, obtained
by numerically evaluating (40) and (A21). For this calcula-
tion, the parameters U0 and Rc in the Hamiltonian (43) have
been set to 1, and hence the plot should be seen as a merely
qualitative illustration of the features of the bound.
The horizontal sections of the contours in both plots in
Fig. 2 are due to the ρ-independent naive bound Enaive in (42).
This confirms that indeed this bound is tighter than the Lieb-
Robinson bound (41) at short distances. The region below
a chosen contour specifies the range of time differences ∆t
and distances ρ for which the modified projective protocol
of Sec. V A is guaranteed to faithfully reproduce the desired
two-time correlation function C up to a chosen accuracy level.
VI. CONCLUSIONS
Using as a starting point two recently proposed ancilla-free
protocols for measuring unitarily-evolved two-time correla-
tions C(t1, t2) in spin-1/2 lattice systems [11], we have dis-
cussed strategies for the implementation of such protocols in
quantum gas microscopes or microtrap arrays. For an exper-
imental implementation of the rotation protocol of Sec. II A
for measuring the imaginary part of C, the main challenge is
the level of accuracy with which a specific rotation angle can
be realised. We were able to rigorously estimate, by means of
Lieb-Robinson bounds, the size of the error that fluctuations
of the rotation angle induce in the measured two-time correla-
tions. The resulting bound (23) is the first main result of the
paper. On the basis of this bound, we can identify a region
in the parameter space of time differences ∆t = t2 − t1 and
distances ρ = dist(i, j) between lattice sites i and j, such that
the error induced by fluctuations of the rotation angle is smaller
than some desired accuracy level .
For the projective protocol of Sec. II B that serves for mea-
suring the real part of C, the main obstacle for an experimental
implementation are the additional disturbances (beyond wave
function collapse) that occur as a side effect of the fluores-
cence imaging that is employed for measuring the spin state at
time t1. We have proposed a modified projective protocol to
mitigate these disturbances. The key idea here is to spatially
separate the detection region from the physical system under
study. Albeit challenging to implement, such a protocol is
feasible with the state-of-the-art experimental techniques in
quantum gas microscope and microtrap setups. This modified
projective protocol is the second main result of the paper.
The modifications made to the original projective protocol
are unwanted from a theoretical perspective as, unlike in the
original protocol, the resulting correlation function C ProjH,H′ of
the modified protocol defined in Sec. V A does not contain
the correlation function C which we are interested in. How-
ever, by resorting once more to Lieb-Robinson bounds, we
are able to rigorously quantify the difference  between ReC
and the correlation function obtained from the modified pro-
jective protocol. This third main result of the paper is stated
in Eqs. (40)–(42). These bounds allow us to identify a region
in the parameter space (ρ,∆t) where the modified projective
protocol faithfully reproduces the desired real part of C up to a
chosen level of accuracy . The thus obtained region of validity
of the modified protocol will in general not exactly agree with
that of the rotation protocol with angle fluctuations, but on a
qualitative level the regions can be expected to be similar and
have a significant overlap. In both cases, the region of valid-
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ity will favour larger distances ρ and shorter time differences
∆t. In particular, if the number of trapped particles does not
allow for large separations ρ (as is often case in quantum gas
microscopes or ion trap experiments), our error bounds can be
used to determine the allowed time interval ∆t for which the
incurred error remains below a desired threshold.
At this point it is worth noting that, although for the mod-
ified protocol to work the measurement at site j and time t2
has to be outside the “causal region” of the earlier measure-
ment at site i and time t1, this does not imply that the resulting
two-time correlation C(t1, t2) is in any way trivial. This can
be understood by noting that, after the removal and projective
measurement of the atom at site i, the remainder of the system
is in an, in general unknown and possibly strongly correlated,
many-body state. Via these correlations the system’s state, and
also the outcome of the measurement at site j, at a later time
t2 will be affected in a nontrivial way by the entire lattice,
including sites close to and beyond site i. In view of those,
possibly strong and long-ranged, correlations it may be consid-
ered remarkable that the removal of the atom at site i does not
affect the accuracy of the modified projective protocol more
strongly.
Having understood the effect of the modification of the
projective protocol on its accuracy, one may actually wonder
whether other types of modifications might lead to better ac-
curacy, i.e., to smaller errors  than those we quantified in
Eqs. (40)–(42). In Appendix B we present a variation of our
modified protocol in which the ith atom is decoupled from
the dynamics of the remaining lattice at t1 as in the protocol
of Sec. V, but is only probed projectively at a later time t2,
simultaneous to the measurement of O2. The idea behind this
variation is that the decoupling preserves information about
the ith atom’s state at t1, whilst the deferred measurement
postpones any destructive effects of the measurement to the
end of the experimental run. However, as shown by (B6) in
Appendix B, the error incurred in this way is, at least on the
level of our bounds, as large or even larger than the error with-
out deferral in (42), making the variation with deferral inferior
to the modified projective protocol of Sec. V.
The errors discussed here and throughout the paper are ab-
solute errors as defined in (16) and (34). It would be desirable
to also have bounds on relative errors, but, except for specific
cases, this is unfortunately not a realistic goal. The problem
is that, in order to derive an upper bound on the relative error,
a lower bound on the modulus of the actual value of the mea-
sured quantity is needed (in addition to the upper bound on the
absolute error that we have). For a general initial state |ψ〉, the
modulus of the two-time correlation C(t1, t2) can be large or
small (and even zero), irrespectively of the values of ∆t and ρ.
Accordingly, an upper bound on the relative error is unrealistic
for general initial states. What remains as a viable solution is
to calculate relative errors on the basis of the actual measured
values, combined with the bounds on absolute errors provided
in this paper.
As an outlook we would like to mention a potential strategy
to further improve the accuracy of the experimental imple-
mentation of the projective protocol. The key idea here is to
altogether avoid time-evolution by a locally modified Hamilto-
nian H ′ [as defined in Eq. (25)] by reinserting the projectively
measured atom back into the lattice before proceeding with the
time evolution up to time t2. This approach requires, after the
measurement, to transport the atom back precisely into its orig-
inal position and that, after the complex measurement protocol,
the temperature of the atom has not significantly increased.
Both of these requirements can be realistically achieved with
existing techniques: Precise relocation of atoms by moving
tweezers has been demonstrated [34] and optimized Raman
sideband cooling allows to prepare the atom in a tweezer with
high fidelity in its motional ground state [50].
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Appendix A: Details of the Lieb-Robinson bounds used for
Sec. V C
Let Λ denote the set of all lattice points in the spin-1/2
system. We make the following assumptions to simplify the
subsequent derivation:
(a) Λ is a cubic lattice ZD,
(b) The lattice dimension is D = 1 i.e. we consider a chain
of qubits
For the long range interactions of (43) we then have from
Ref. [47] that ‖[Hin, O2(τ,H ′)]‖ is bounded from above by
bin(τ, x) = 2‖O2‖‖Hin‖|X2|
(
evτ−x/R + 2τg(x)f(R)
+ C2|X2|Rf(R)τevτ−x/R
)
, (A1)
with x given by
x =d(Hin, O2) = d({i, n}, {j}) = min{d(j, i), d(j, n)}
= min{ρ, d(j, n)} (A2)
and X2 = supp(O2) = j. Bound (A1) is only valid for long-
range systems in which the exponent α of the algebraically
decaying interactions satisfies α > 2D. In Hamiltonian (43),
the interactions decay like 1/d(m,n)6 so that we have α = 6.
Our derivation could therefore also be extended to lattices
of dimension D = 2 which are routinely implemented in
quantum gas microscopes and microtrap arrays. In (A1) R ≥ 1
is a length scale whose functional dependence on x can be
chosen so as to minimise the size of (A1) for specific regions
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of the (τ, x) parameter space [see (A15)]. Parameters v and
C2 are positive constants independent of Λ, τ,X1, X2, O2 and
Hin. Function g(x) increases monotonically on x ∈ [0,∞)
and is defined in Eq. (2.1) of [47] as
|{m ∈ Λ|d(m,n) ≤ x}| ≤ g(x) ≤ C(1 + x)D (A3)
for some C > 0, where n ∈ Λ is some reference point. For
Λ = Z we have
|{m ∈ Λ|d(m,n) ≤ x}| ≤ 2x < 2(1 + x) (A4)
and we thus use
g(x) = 2(1 + x) for x ≥ 0 (A5)
in (A21) for our one-dimensional chain. The function f(R) in
(A1) is a decreasing function on R ∈ [0,∞) and is defined in
Assumption A of [47] via
sup
m∈Λ
∑
Z3m:
diam(Z)≥R
‖HZ‖ ≤ f(R). (A6)
Here HZ is the interaction term of the Hamiltonian H ′ which
has support Z ⊂ Λ, and diam(Z) := max{d(m,n)|m,n ∈
Z}. From (43) we have
H ′ =
N∑
m=1
hm · σm +
∑
m,n 6=i:
m<n
Umnσ
z
mσ
z
n (A7)
from which follows that
HZ =
{
Umnσ
z
mσ
z
n for |Z| = 2,
0 otherwise.
(A8)
Substituting this into the left-hand side of (A6) we have
sup
m∈Λ
∑
n∈Λ:
d(m,n)≥R
‖Umnσzmσzn‖
≤ sup
m∈Λ
∑
n∈Λ:
d(m,n)≥R
U0(1 + (d(m,n)/Rc)
6)−1
≤2U0
∑
d≥R
(1 + (d/Rc)
6)−1
≤2U0
∫ ∞
R
dx
[
1 +
(
x− 1
Rc
)6]−1
.
(A9)
In the third line we assume that the system is large, and the
resulting translational invariance allows us to drop the supre-
mum. The factor 2 arises because in D = 1 dimensions there
are always two lattice sites n which are a distance d away from
a given site m. Bounding the sum in line three by the integral
in the final line allows us to calculate a closed form of f which
depends only on R,
f(R) =
2U0Rc
6
[
2pi + arctan(
√
3− 2R− 1
Rc
)
− 2 arctan(R− 1
Rc
)− arctan(
√
3 + 2
R− 1
Rc
)
−
√
3 arctanh
 √3R−1Rc
1 +
(
R−1
Rc
)2
].
(A10)
The parameter v appearing in the exponentials of (A1) is de-
fined in [47] as
v = 2eC0, (A11)
with the positive constant C0 defined as
C0 = sup
x∈Λ
∑
y∈Λ
∑
Z3x,y
‖HZ‖ <∞. (A12)
For a one-dimensional chain with Hamiltonian H ′ (A7) one
can show6 that C0 = f(1), which implies
v = 2ef(1), (A13)
and this is the value we used when evaluating the bound (A21)
to produce the plots of Fig. 2. The value of constant C2 in (A1)
can be inferred from Appendix B of [47] to be
C2 = 8e
2. (A14)
Reference [47] shows that (A1) can be minimised by letting
the length parameter R scale with the distance x defined in
(A2) as
R = xκ with κ = (1 +D)/(1 + α−D). (A15)
Since α > 2D, κ < 1 so that R scales sub-linearly with x.
Substituting (A15) into (A1) we calculate the time integral of
(A1), ∫ ∆t
0
dτ bin(τ, x) = Uinβ(∆t, x) (A16)
with
β(∆t, x) = 2
(
1
v
(
ev∆t − 1) e−xη + 2g(x)f(xκ)∆t
+ C2x
κf(xκ)
1
v2
(
ev∆t (v∆t− 1) + 1) e−xη). (A17)
Here η = 1− κ, and we have used |X2| = |{j}| = 1, ‖O2‖ =
‖σbj‖ = 1 and ‖Hin‖ = Uin‖σzi σzn‖ = Uin. The reason for
6 Using the same logic as for the derivation of (A10).
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factoring the integrated bound in the above manner is that the
spin-1/2 chain can be split into two disjoint domains according
to the value taken on by x as a function of n,
x = ρ for n ∈ D1 = {n ∈ Λ |n 6= i and d(j, n) ≥ ρ}
x = d(j, n) for n ∈ D2 = {n ∈ Λ | d(j, n) < ρ},
(A18)
with ρ = d(j, i). In D1, β(∆t, x) = β(∆t, ρ) is constant and
we can split the summation of E(∆t, ρ) (41) as
E(∆t, ρ) = U0
(
β(∆t, ρ)
∑
n∈D1
1
1 + (d(i, n)/Rc)6
+
∑
n∈D2
β(∆t, x)
1 + (d(i, n)/Rc)6
)
. (A19)
Since D = 1, we have ρ = |i − j| and d(i, n) = |i − n| in
units of the lattice constant. We further assume, without loss
of generality, that i < j. Under this assumption domain D1
lies to the left and right of D2, and (A19) can be written as
E(∆t, ρ) = U0
(
β(∆t, ρ)(
∞∑
m=1
+
∞∑
m=2ρ
)
1
1 + (m/Rc)6
+
2ρ−1∑
m=1
β(∆t, |ρ−m|)
1 + (m/Rc)6
)
, (A20)
where we have rewritten all distances occurring in the summa-
tions7 in terms of m = |i− n|.
Using (A17), (A20) becomes
E(∆t, ρ)
2U0
=
ev∆t − 1
v
[
e−ρ
η
(s(1) + s(2ρ)) +
ρ∑
m=1
e−(ρ−m)
η
1 + (m/Rc)6
+
2ρ−1∑
m=ρ+1
e−(m−ρ)
η
1 + (m/Rc)6
]
+ 2∆t
[
g(ρ)f(ρκ) (s(1) + s(2ρ))
+
ρ∑
m=1
g(ρ−m)f((ρ−m)κ)
1 + (m/Rc)6
+
2ρ−1∑
m=ρ+1
g(m− ρ)f((m− ρ)κ)
1 + (m/Rc)6
]
+
C2
v2
(
ev∆t(v∆t− 1) + 1) [ρκf(ρκ)e−ρη
× (s(1) + s(2ρ)) +
ρ∑
m=1
(ρ−m)κf((ρ−m)κ)e−(ρ−m)η
1 + (m/Rc)6
+
2ρ−1∑
m=ρ+1
(m− ρ)κf((m− ρ)κ)e−(m−ρ)η
1 + (m/Rc)6
]
.
(A21)
The physics of (A21) is to be understood as follows: The three
square brackets correspond to the three terms of the tempo-
rally integrated Lieb-Robinson bound (A16). The temporal
dependence is captured by the prefactors of the bracketed ex-
pressions. In the limit of large time intervals ∆t = t2 − t1,
these prefactors show that, for a fixed ρ, the overall error bound
grows exponentially. The rate of this exponential growth is
determined by the constant v (A13). The spatial dependence of
(A21) is more intricate and is captured by the terms within the
square brackets. These terms stem from the spatial dependence
of β (A16) and from the long-range interactions Uin of Hin.
The spatial contribution from β is constant within domain D1,
and the corresponding summation, summarised in (A21) by
s(1) + s(2ρ) with
s(a) =
∞∑
m=a
1
1 + (m/Rc)6
, (A22)
depends only on the algebraic decay of the long-range inter-
actions Uin. In (A21), the explicitly shown sums are those
which run over domain D2 and they have been split into two
7 The first two summations in (A20) stem from the sum over D1 in (A19)
and the third summation is over D2.
physically distinct parts
D2 = d1 ∪ d2 (A23)
with
d1 = {n ∈ D2 : i < n ≤ j}, d2 = {n ∈ D2 : j < n}
(A24)
satisfying d1∩d2 = ∅. Within d1, wherem = |i−n| ∈ [1, ρ],
the spatial contributions of the long-range interactions Uin
and of β compete: For lattice sites close to i (i.e. summation
index m close to 1) the algebraic terms Uin are large and the
exponential contribution from β is small. As one moves further
from i and towards j, the algebraic interaction terms decay, but
the exponential terms of β grow. This exponential contribution
is large for lattice sites close to j (m close to ρ). Sub-domain
d2 contains all lattice sites in D2 which lie to the right of j,
so that the summation runs over m ∈ [ρ+ 1, 2ρ− 1]. Within
d2, both the algebraic and the exponential terms decay as m
increases. This reflects the fact that one moves further from
both lattice sites i and j.
The essential feature of (A21) is that at large times ∆t and
distances ρ, E(∆t, ρ) grows exponentially with ∆t, but decays
exponentially with ρ. This competing exponential behaviour
between these two spatial and temporal variables shows that
the size of E(∆t, ρ) can be minimised via optimal choices of
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measurement times t1, t2 and the separation ρ of the supports
of the correlated observables (see Fig. 2).
Appendix B: Alternative modification of projective protocol
with decoupling and deferral of measurements
Our second adaptation of the projective protocol seeks to
delay any destructive effects arising from the projective mea-
surement of atoms in supp(O1) at t1, to the final time t2. For
consistency we again choose O1 = σai , but we remind the
reader that any observable of the form (10) is permissible. The
idea is similar to the deferred measurement approach of Ap-
pendix C of Ref. [11]: At t1 lattice site i = supp(O1) is not
immediately measured (in contrast to the original projective
protocol and the original adaptation of Sec. V). Instead, the
ith atom is decoupled from the remaining lattice at t1 and its
measurement is deferred to t2, at which time X2 = supp(O2)
is probed simultaneously. Both projective measurements are
thus performed at the final time, and any detrimental effects
arising from these measurements are of no concern.
To model the decoupling of site i at t1 we again let the lattice
evolve from t1 to t2 under a decoupled Hamiltonian H ′, the
form of which is discussed after (32). Since no measurement is
performed at the early times, the many-body state will in gen-
eral not be a product state at t1 [in contrast to (28)]. Therefore,
although site i and the remaining lattice undergo decoupled
dynamics under H ′ for t > t1 (τ > 0), there is no guarantee
that the ith spin evolves independently from the remaining
system: Time evolution generated by H during 0 ≤ t ≤ t1
will in general entangle the state of the ith atom with the state
of other atoms in the lattice. Dynamics of spins in Λ \ {i}
(where, as before, Λ is the set of all lattice sites of the system),
generated by H ′ during [t1, t2], will thus influence the ith spin,
and vice versa. We therefore expect that the deviation  of
C ProjH,H′ from C
Proj
H = ReC will in general be larger than in the
first adaptation of the projective protocol.
The goal is again to bound  = |C ProjH −C ProjH,H′ | with Lieb-
Robinson bounds, and much of the following error analysis is
similar to that of Sec. V so that we discuss only the pertinent
differences to the derivation of (42). Since site i and region
X2 are now probed simultaneously at t2, we deal with joint
probabilities instead of conditional ones, and the probability of
measuring eigenvalues ν and ω, of σai and O2 respectively, is
P ProjH,H′(ν, ω) = 〈ψ| eiHt1eiH
′(t2−t1) (Πνi ⊗ΠωX2)
× e−iH′(t2−t1)e−iHt1 |ψ〉 . (B1)
Using (B1), the measured correlation is now
C ProjH,H′ :=
∑
ν=±1,ω
νωP ProjH,H′(ν, ω)
=
∑
ν=±1
ν 〈ψ| eiHt1eiH′(t2−t1) (Πνi ⊗O2)
× e−iH′(t2−t1)e−iHt1 |ψ〉 .
(B2)
At this point the form of H ′ must be considered: Our only
requirement is that H ′ does not contain any interactions Hmn
between spin i and the remaining spins n 6= i. If one further
removes the on-site energy term Hi, one obtains
H ′ = 1i ⊗HΛ\{i}. (B3)
In this case [H ′,Πνi ] = 0, and (B2) is identical to the modified
correlation (31) of Sec. V. The deviation from ReC is thus
also bounded by (40)–(42) and we may conclude that when
H ′ is of the form (B3), the deferred measurement approach
presented here is as accurate as the modification of Sec. V.
In practice however, isolating the ith atom from the dynam-
ics of the remaining system is achieved by locally increasing
the trapping potential via a strong external magnetic field act-
ing only on site i, and hence decoupling comes at the expense
of a nonzero on-site Hamiltonian Hi 6= 0, such that
H ′ = H −
∑
n 6=i
Hin = Hi ⊗ 1Λ\{i} + 1i ⊗HΛ\{i} (B4)
holds instead of (B3). This modified Hamiltonian will
in general yield a non-trivial commutator cˆ(ν,∆t) :=[
ei∆tH
′
,Πνi
]
=
[
ei∆tHi ,Πνi
] 6= 0, so that (B2) is not equal
to (31), but rather given by (by the same logic which gave us
(33))
C ProjH,H′ = Re 〈ψ|σai (t1, H)eiHt1O2(∆t,H ′)e−iHt1 |ψ〉
+
∑
ν=±1
ν 〈ψ| eiHt1(cˆO2cˆ†+(cˆO2e−iH′∆tΠνi + h.c.))
× e−iHt1 |ψ〉 . (B5)
It follows that  [obtained by substituting (9) and (B5) into
(34)] can be bounded by
 ≤‖O2(∆t,H)−O2(∆t,H ′)‖
+
∑
ν=±1
(
‖cˆO2cˆ†‖+ ‖Πνi eiH
′∆tO2cˆ
† + h.c.‖
)
≤E′(∆t, ρ)
(B6)
with
E′(∆t, ρ) := E(∆t, ρ)+∑
ν=±1
(
‖cˆO2cˆ†‖+ ‖Πνi eiH
′∆tO2cˆ
† + h.c.‖
)
. (B7)
The first line of (B6) follows from the triangle inequality. The
first term matches that of (36) and can therefore be approxi-
mated by E(∆t, ρ) (41). The terms in the second line of (B7)
imply that E′(∆t, ρ) > E(∆t, ρ). Hence, at least on the level
of our bounds, the protocol of Sec. V approximates the desired
two-time correlations ReC more accurately than the protocol
with deferral. A possible reason why removal plus immedi-
ate measurement leads to a smaller error is that the projective
measurement at the early time t1 destroys any entanglement
between the supports of the observables to be correlated, i.e. at
t1 the sites i and Λ\{i} ⊃ X2 are decoupled. This also occurs
in the original projective protocol, for which C ProjH = ReC
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exactly. In the adaptation of this section however, the system’s
dynamics deviate more strongly from those of the original
projective protocol, possibly because, in the absence of any
measurement, lattice site i and region Λ\{i} in general remain
entangled for t > t1.
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