Abstract-The computational efficiency of existing genetic programming (GP) software is improved through the addition of parallelization and hybridization with a low-level optimizer. The low-level optimizer is implemented using genetic algorithm, and two different versions of the developed hybrid GP program are presented. Timing and efficiency performance are discussed, which includes a method of making the original optimizer more than eight times faster. Efficiency results indicate that through the use of the optimizer, with sufficient variables included, significantly fewer (about ¼ to ½) GP generations are required to achieve working metamaterial designs. Two low-frequency broadband (225-450 MHz) ground plane design examples, which are 25.3% thinner than a previously published design covering the same frequency band, are included.
I. INTRODUCTION

M
ETAMATERIALS are commonly used to implement artificial magnetic conductors (AMCs) for antenna ground plane applications [1] . To help fill the need for lower-frequency (high VHF to low UHF) AMC ground plane designs that are ultrawideband and compact, genetic programming (GP) software was developed and used [2] , [3] to automate the synthesis of three-dimensional (3-D) metamaterial structures. The use of a true 3-D space is expected to enable compact designs as more space is available to contain the longer resonant structures necessary for a lower-frequency response, and GP is being used to explore the complex 3-D design space [2] . GP is an evolutionary computation method that is capable of both synthesizing new topologies and optimizing design variables, while only requiring design specifications [4] . In GP, the solution is represented as a computer program, and running the program generates the structure, which in this case is a metamaterial unit cell. Although GP is capable of both topology synthesis and optimization, the overall design process can be accelerated through use of a low- level optimizer [5] . For this hybrid approach, GP creates and modifies topologies at the upper level, while at the lower level each design is optimized separate from GP. The goal is to create computationally efficient GP code that achieves working designs in fewer GP generations than GP alone. This letter presents the improvement of the computational efficiency of existing GP software [2] , [3] through the significant addition of parallelization and hybridization with a low-level optimizer. Section II describes the parallelization and hybridization of the existing GP software, while Section III includes two implementations of the low-level optimizer. Section IV presents the results, and Section V includes concluding remarks.
II. PARALLELIZATION AND HYBRIDIZATION OF GP SOFTWARE
The existing GP software presented in [2] and [3] is modified to achieve enhanced performance, through parallelization and including a low-level optimizer, as illustrated in Fig. 1 . For each topology synthesized by GP, low-level optimization is performed using a subset of the GP variables (all red subtrees, which evaluate to a numeric value, can be considered GP variables-see [2] ).
In order for the GP software to automate the process of generating and manipulating GP solution programs, the program architecture and method by which programs can be created need to be defined. In [2] , the methodology is thoroughly described, and changes are briefly described here. The new program architecture consists of three main branches: global variables (newly included for some optimizer variables), substrate generating, and pattern generating. An example GP solution program tree can be seen later in Fig. 3 . The flowchart in Fig. 1 illustrates the design of metamaterials using GP, starting from the design specifications. The new additions since [2] are simulation in parallel on a cluster of computers, where each computer has multiple processors, the addition of the optional low-level optimizer (with several new variables which can modify patterning), and modification of the fitness function. Note that the evaluation of each population member uses a single CPU. The implementation of the lowlevel optimizer block of Fig. 1 for a single GP program tree is presented next.
III. LOW-LEVEL OPTIMIZER IMPLEMENTATIONS
A genetic algorithm is used for the initial implementation of the low-level optimizer. Fig. 2 shows the implementation of the optimizer for a single GP program tree, where the fitness is evaluated in parallel. The initial genetic algorithm (GA) implementation was too slow for practical purposes despite being fully parallelized, primarily because of the time required to simulate the large population (size of 50). A significantly faster low-level optimizer was achieved using ideas from evolutionary strategy [7] , another evolutionary computation method that typically uses only a self-adaptable mutation genetic operation but with a different process than GA. The crossover and mutation operations from version 1 of the optimizer were replaced in version 2 by an adaptable Gaussian mutation operation, and the population size was significantly reduced (size of 10). Fig. 3 illustrates the extraction of select variables from a sample GP program tree to form the GA chromosome. Initially, fewer variables were included in the optimizer [6] , but consistently better results are achieved by including the most number of variables. The variables included in the optimizer are as follows: unit cell size (x and y), substrate thickness and dielectric, pattern scale (x and y), pattern rotation (xy-plane), turning the pattern ON/OFF, pattern starting location (x, y, z), and slope (u x , u y , u z ), pattern diameter, and all of the red subtrees within the blue subtrees (as described in [2] , the blue subtrees are responsible for drawing patterns). The total number of variables included in the optimizer varies depending upon the number of substrate layers, number of patterns, and sizes of the blue subtrees. Since the current focus in developing 3-D metamaterials structures is on metallic patterning in low-loss dielectric materials, only the substrate dielectric component of the substrate material is optimized and the pattern material is not included at all since it is PEC. Version 1 of the optimizer (preliminarily presented in [6] ) uses crossover and mutation genetic operations. For this version, the GA population size is 50, the maximum allowed number of generations is five, and it will terminate early if improvement is minimal. The first generation includes the design from GP and 49 randomly generated ones. Subsequent generations include parents, with a 25% natural selection rate, and children generated using heuristic crossover: C = β (P 1 − P 2 ) + P 1 , where P 1 and P 2 are the parents and C is the child. A 15% point mutation rate affects the entire next generation (including parents).
Version 2 of the optimizer uses Gaussian mutation only. For this version, the GA population size is 10, the maximum allowed number of generations is 15, and it will also terminate early if improvement is minimal. Again the initial population includes the design from GP and nine randomly generated ones. For future populations, the natural selection rate for parents is much higher at 50%, and children are generated using Gaussian mutation: x new = x old + x GRV (for each variable in P 1 ), where X GRV = Gaussian random variable with μ = 0 and σ 2 = 2.5/g, where g = generation. This decreasing value for the variance is important since it helps to enable fine-tuning and helps with convergence. Since this version relies upon mutation only of all variables simultaneously, the initial population for the low-level optimizer is important. Thus, if early convergence is detected without significant improvement, a new starting population will be generated and the process repeated once.
IV. RESULTS
The results illustrating both improvement in performance of the GP software and new low-frequency AMC ground plane designs are presented next.
A. Timing and Efficiency Performance
Timing results comparing single versus parallel simulation without the optimizer are now presented. On a single processor, the average time per generation, with a population size of 300, averages about 4.1 h. With 25 processors and a batch limit of 15 min, where the batch is the number of processors per computer, the average time reduces to 39.6 min, which is more than six times faster. For the single simulation, as the generations increase, the amount of time per generation also increases, but this same trend is not seen in the parallel simulation, as individual simulations that take more time are only holding up one of the computers.
The addition of the optimizer significantly increases the time required for completion of a GP simulation, as each design is optimized in a GA simulation. Using optimizer version 1, the average time required for each GP generation when 25 processors are used is 4.7 days, and this is because the average GA run time for a single design is 22.6 min. In this version, it was discovered that it is not efficient to run the optimizer every generation, as the percentage of designs being improved significantly decreases after the first few generations: 100% in generation 1, 72% in generation 2, 63% in generation 3, 56% in generation 4, etc.
Version 2 of the optimizer was implemented to help decrease time requirements, while achieving comparable results. The average GP simulation time for optimized generations is now 13.3 h [see Fig. 4(a) ], which is more than eight times faster, despite not being fully parallelized as only one optimizer is running at a time. Also, due to reducing the time limit for a batch to 7.5 min, which was determined to be sufficient, the average time to simulate without the optimizer is now 30.3 min. Fig. 4(b) shows the range of typical GA simulation times (for the entire GA simulation) for one GP generation (population size of 300), and the average GA simulation time is now 2.7 min. The optimizer is run on the first GP generation and every 10th, which helps reduce total time requirements while keeping the percentage of designs improved each generation high: 90.3% in generation 1, 47.8% in generation 10, 49.6% in generation 20, 41.5% in generation 30, 51.5% in generation 40, 64.1% in generation 50, etc.
The efficiency of the optimizer was determined by using the same initial population for multiple runs with and without the optimizer (version 2). Initially, only the reflection phase considered in the fitness function (see [2] ). In this case, the best result optimizer version 2 (with all of the variables includedversion 2c) was able to achieve in getting a working design (phase within ±90
• ) was GP generation 20, whereas the best result without the optimizer took until GP generation 74. When version 2 of the optimizer was used with the version 1 variables (least number of variables included-version 2a), it took until generation 55, which indicates sufficient variables need to be included in the optimizer for the GP software to be consistently more efficient when using it. It takes GP longer to get a working design (phase within ±90
• ) when both the reflection phase and magnitude are included in the fitness function. In this case, optimizer version 2 achieved a working design by GP generation 117, whereas it took until generation 182 without the optimizer. These two final designs are presented next.
B. New AMC Ground Plane Designs
For both of the AMC ground plane designs, the target frequency range is 225-450 MHz. The overall goal is to achieve a reflection phase within ±90
• over the target frequency band, while using only low-loss dielectric substrate materials with metallic 3-D patterning. The target phase given to the GP software is ±60
• , and this is the range over which the fitness function (see [2] ) will not penalize phase performance. A new addition to the fitness function is a significant improvement in performance when the GP software detects a design that meets the desired reflection phase requirements (within ±90
• in this case). Specifically, P = P/10, where P is the performance score assigned by the fitness function in [2] . In [2] it was determined that, when achieving broadband performance, the reflection phase and magnitude were conflicting requirements, as the resonances that caused the reflection phase to change slope and remain within the desired ±90
• range also caused the reflection magnitude to significantly decrease. This made it hard for GP to select designs that were approaching the desired phase range and caused problems with convergence when both phase and magnitude were included in the fitness function. The modification of the fitness function to favor designs that meet the desired phase range (P = P/10 when the phase is within ±90
• ) ensures these designs are not lost and helps significantly with convergence. For the designs in this section, both reflection phase and magnitude are considered in the fitness function (W p = 1, W c = 0, W m = 0.75). The magnitude target is set to ࣙ − 3 dB or 0.71 magnitude to help increase the reflection magnitude, although the GP run is still considered to be complete once the phase is within ±90
• . The GP population size for both designs is 300, and the GA population size for design 2 is 10. For both of the designs, the allowed substrate dielectric range is 1 to 15 (realizable dielectric values) and the maximum allowed substrate thickness is 9 cm.
AMC ground plane design 1, shown in Fig. 5(a) , was achieved without the optimizer. It has two planar metallic "wire" 3-D patterns, one with branching, and three substrate layers (9 cm total thickness). The parameters of the substrate layers are as follows: t 1 = 17.9 mm, t 2 = 51.8 mm, t 3 = 20.3 mm, ε r 1 = 5.68, ε r 2 = 2.08, and ε r 3 = 8.21. This design covers the desired 225-450 MHz frequency band (224.96-455.11 MHz or 67.7% BW), is compact at λ o /15, and is 25.3% thinner than the design covering 225-450 MHz in [2] . Fig. 5(b) shows the reflection response to an x-polarized plane wave, where the minimum reflection magnitude is 0.45. Design 1 was from GP generation 182, so using the average timing results from Section IV-A, this design took about 3.8 days to achieve. The second AMC ground plane design, shown in Fig. 6(a) , was achieved with the optimizer. It has a single planar metallic "wire" 3-D pattern with branching and five substrate layers (9 cm total thickness). The parameters of the substrate layers are as follows: t 1 = 29.4 mm, t 2 = 13.3 mm, t 3 = 15.4 mm, t 4 = 21.4 mm, t 5 = 10.5 mm, ε r 1 = 3.75, ε r 2 = 11.05, ε r 3 = 6.30, ε r 4 = 2.46 and ε r 5 = 11.68. This design also covers the desired 225-450 MHz frequency band (224.77-456.07 MHz or 68.0% BW) with the same thickness as the first design. The reflection response to an x-polarized plane wave is shown in Fig. 6(b) , and in this case the minimum reflection magnitude is 0.39. Design 2 was from GP generation 117, so again using the average timing results, this design took about 8.6 days.
V. CONCLUSION
The addition of new variables that give the hybrid GP/GA further control over the pattern (e.g., pattern scaling, rotation, and turning the pattern ON/OFF), the new parallel implementation (simulation on a cluster of computers, with multiple processors per computer), the modified fitness function (P = P/10 when the phase is within ±90
• ), and version 2 of the optimizer increased the computational efficiency of existing GP software and enabled significant improvement to the designs created by the hybrid GP/GA. Specifically, the total thickness for both designs is 25.3% thinner than the one in [2] covering the same frequency band. One tradeoff in achieving a thinner design while covering the desired 225-450 MHz frequency band is reduced reflection magnitude. As these ground planes are being developed as a replacement for ones that utilize magnetic and lossy materials, such as ferrite that has a reflection magnitude of 0.18 (−15 dB) or less, the minimum magnitudes achieved in both designs (0.45 and 0.39) are significant improvements.
Version 1 of the optimizer (uses crossover and mutation) turned out to be too slow for practical purposes, so version 2 (uses Gaussian mutation only) was implemented and is already significantly faster (more than 8×) despite being only partially parallelized (only one optimizer running at a time). Version 2 of the optimizer can be made exponentially faster (more than 40× with current equipment-five computers) if fully parallelized, and future work will involve implementing the fully parallelized version. In order to achieve full parallelization, the optimizer needs to be programmed separate from MATLAB (e.g. C++), such that MATLAB can call multiple optimizers simultaneously (one per computer), and this is currently being implemented.
