Abstract. We compute the Morse index of 1-spike solutions of the semilinear elliptic problem
Introduction
We consider the Lane-Emden Dirichlet problem where p > 1 and Ω ⊂ R 2 is a smooth bounded domain. This work focuses on the following issues: the problem of computing the Morse index and studying the nondegeneracy of solutions of (1.1) in any general domain Ω and the question of the uniqueness of the solution of (1.1) when the domain Ω is convex. As we will see the two topics are strictly related.
We recall that in any smooth bounded domain Ω ⊂ R N , N ≥ 2, problem (1.1) admits at least one solution for any p > 1 (and p < and Nirenberg [29] it follows that any solution of (1.1) is radial, and then one immediately gets the uniqueness of the solution by ODE techniques.
In [29] it has been conjectured that (1.1) admits a unique solution in any convex domain, in any dimension N ≥ 2, as long as p is such that a solution exists. A complete answer to this conjecture has not been given so far, while partial results are available as we describe below.
Notice that there are non-convex domains for which multiple solutions to (1.1) exist. The typical case is the annulus or more general annular domains (see for example [12, 32, 40] and [6] where a new type of positive solution is constructed). We also quote [27] for not simply connected planar domains and [15] for dumb-bell shaped domains.
On the other side convexity is not necessary for uniqueness, for example for p close to 1 as we have already recalled. Another case is considered in [54] where uniqueness has been proved (in dimension N ≥ 3) when the domain Ω is a suitable perturbation of the ball, not necessarily convex. Moreover uniqueness and nondegeneracy of the solution to (1.1) hold in any domain Ω ⊂ R N which is symmetric and convex with respect to N orthogonal directions, for every p > 1 if N = 2 ( [14, 15] ) and for p slightly subcritical if N ≥ 3 ( [34] ). Note that these domains do not need to be convex.
We also recall that in dimension N = 2, when the domain is Ω = (0, 1) 2 and p = 2, 3 the uniqueness and nondegeneracy are obtained in [42, 43] via a computer assisted proof, even in the case when a linear term is added, giving a precise description of the solution.
Observe that nondegeneracy is a sufficient condition for uniqueness in any dimension N ≥ 2. Indeed, as pointed out in [14, 41] , uniqueness easily follows by extending each possible branch of nondegenerate solutions up to p close to 1 and then exploiting the uniqueness result already known for p in that range.
This approach was pursued by Lin ([41] ), who proved the uniqueness of the least energy solution to (1.1) for any p > 1 in any convex domain when the dimension is N = 2. The proof consists in observing that any least energy solution has Morse index equal to 1 (this is always true in any Ω ⊂ R N , N ≥ 2) and then in showing that, when the domain is convex and N = 2, any Morse index 1-solution to (1.1) is nondegenerate. This gives the uniqueness of the branch of Morse index 1-solutions. When λ = 1 the space of solutions v to (1.2) is the kernel of the linearized operator at u p , hence a solution u p is degenerate iff λ k,p = 1 for some k; in this case it is useful to define also the augmented Morse index of u p : m 0 (u p ) := #{k ∈ N : λ k,p ≤ 1}, clearly m(u p ) = m 0 (u p ) for a nondegenerate solution u p .
Let us recall that the
We point out that the Morse index gives a strong qualitative information on the solutions. It enters in detecting symmetries, singularities, nodal sets as well as classifying solutions (see e.g. [2, 3, 17, 18, 28, 44, 46, 53] ).
Let us observe that, since p > 1, the first eigenvalue of (1.2), which for any solution u p to (1.1) is λ 1,p = 1 p , is always less than 1, hence m(u p ) ≥ 1. In general to get an exact computation of the Morse index is not an easy task since it involves precise information on the spectrum of a linear Schrödinger type operator.
In dimension N ≥ 3 some results are available when p is slightly subcritical, namely p = p ε = N +2 N −2 − ε, with ε > 0 a small parameter. In this case it is well known ( [4, 38, 49, 50, 52] ) that any bounded sequence in H 1 0 (Ω) of solutions to (1.1) (up to a subsequence) either converges as ε → 0 to a positive solution of the critical problem (if any), or it blows-up at k points x 1,∞ , x 2,∞ , . . . , x k,∞ ∈ Ω. In this second case the sequences of solutions which blow-up are usually called multi-bubbles solutions since they can be approximated in H 1 0 (Ω) as the In [4] and [49] Bahri-Li-Rey for N ≥ 4 and Rey for N = 3 (see also [13] ) proved that the Morse index of a k-bubble solution u pε is determined, for ε small, by the number ℓ of the negative eigenvalues (or the number ℓ 0 of the non-positive eigenvalues) of a certain symmetric matrix whose entries are a combination of Green function, Robin function, and their first and second derivatives at the blow-up points x j,∞ , according to the following chain of inequalities:
Hence when ℓ = ℓ 0 the solution u pε is nondegenerate and m(u pε ) = k + ℓ for ε sufficiently small.
In dimension N = 2 there are not many results about the computation of the Morse index for the solutions to (1.1), the main reason being the lack of a complete understanding of the properties of the solutions to (1.1), in dependence on the exponent p. The 2-dimensional case is indeed different, in particular there is no Sobolev critical exponent and the study of the asymptotic behavior of solutions as p → +∞, which could be seen as the counterpart of the asymptotic analysis for N ≥ 3, was not carried out until recently with the exception of the special case of least energy solutions (see [1, 47] and [48] ). In [20, 22, 25] a fairly complete characterization of the asymptotic behavior as p → +∞ of the solutions to (1.1), even in the case of sign-changing solutions, has been obtained. The authors consider families of solutions u p to (1.1) in a general smooth bounded domain Ω ⊂ R 2 which satisfy the uniform bound
and show that in the limit as p → +∞ these u p are necessarily multi-spike solutions.
More precisely, differently from the higher dimensional case, they do not blow-up and there exists a finite number k of distinct points x j,∞ ∈ Ω, j = 1, . . . , k and a sequence p n → +∞ as n → +∞ such that u pn concentrate at the set
where G is the Green function of −∆ in Ω under Dirichlet boundary conditions. Furthermore the location of the concentration points depends on G and its regular part H according to the following system
In [25] it is also proved that the total energy is quantized to integer multiple of 8πe:
and for the whole family u p it holds:
(1.5)
We refer to Section 2 for all the details about the asymptotic results, in particular see Theorem 2.4. When u pn is a sequence of solutions satisfying all the properties in Theorem 2.4 with k = 1, we will call it simply a 1-spike sequence of solutions.
In this paper, by exploiting this asymptotic analysis, we compute the Morse index of the 1-spike solutions to (1.1) for large values p n , getting so a result analogous to that obtained by Bahri-Li-Rey [4] and Rey [49] for the case of 1-bubble solutions in dimension N ≥ 3.
Observe that in this case the system (1.4) reduces to the single equation
where
The function R is C 2 and we denote by m(x ∞ ) and m 0 (x ∞ ) the Morse and augmented Morse index of x ∞ , as a critical point of R, that is:
where µ 1 ≤ µ 2 are the eigenvalues of the hessian matrix D 2 R(x ∞ ) of the Robin function R at the point x ∞ .
Our first result is the following: Theorem 1.1. Let (u pn ) n be a 1-spike sequence of solutions to (1.1). Then there exists n * ∈ N such that
Moreover if x ∞ is nondegenerate then u pn is nondegenerate for n ≥ n * and
Observe that by (1.6) m(u pn ) can be either 1 or 2. This is due to the estimate m 0 (x ∞ ) ≤ 1, which is a consequence of the properties of the Robin function in planar domains (see Section 2). In higher dimension N one has instead the weaker estimate m 0 (x ∞ ) ≤ N . The proof of Theorem 1.1 is quite long and consists in analyzing the asymptotic behavior of the eigenvalues and eigenfunctions of the linearized operator at the 1-spike solutions u pn by exploiting all the information collected in Theorem 2.4. A similar approach can be found in [35] for the almost critical problem in dimension N ≥ 3 (see also [31] where the Gelfand problem is studied). However the analysis of the planar Lane-Emden problem for large exponent is more delicate and several additional estimates are required. In the case of sign-changing radial solutions in the ball the Morse index has been computed in [23, 24] following a different approach which combines the information on the asymptotic behavior of the solutions with a spectral decomposition. This methods cannot be used for general non-symmetric solutions. The precise asymptotic behavior, as n → +∞, of the eigenvalues λ i,pn and eigenfunctions v i,pn for i = 2, 3, 4, of the linearized operator L pn = −∆ − p n u pn−1 pn at the 1-spike sequence of solution u pn is described in the following theorem Theorem 1.2. Under the same assumptions of Theorem 1.1 one has, as n → +∞,
2 is the counterpart in dimension N = 2 of the results in [35] . As clear from the proof of Theorem 1.1, to get (1.6) it is sufficient to know the precise asymptotic behavior of λ i,n for i = 2, 3. However we believe that it is interesting to see that also the eigenvalue λ 4,n converges to 1 and know exactly its rate of convergence, as well as the asymptotic limit of the corresponding eigenfunction which is essentially the Green function.
Finally we focus on the case when the domain Ω is convex. In this situation using Theorem 2.4 and a result of [36, Theorem 2.4] we have that the solutions to (1.1) cannot concentrate at more than one point, essentially because the Robin function has only one critical point, hence necessarily k = 1 in Theorem 2.4 and so Theorem 1.1 applies. In particular, combining Theorem 1.1 with the results in [9] about the critical points of the Robin function in convex planar domains, we get:
Let Ω ⊂ R 2 be a smooth bounded and convex domain. Let (u p ) be a family of solutions which satisfies (1.3). Then there exists p ⋆ = p ⋆ (Ω, C) > 1 (where C is the constant in (1.3)) such that
Observe that once m(u p ) = 1 is proved, then the nondegeneracy follows by the results in [41] for Ω ⊂ R 2 convex. Anyway here we get the nondegeneracy independently. Note also that this result holds for any family of solutions u p , without passing to a subsequence, differently from Theorem 1.1.
In view of the uniqueness result of [41] for solutions of Morse index 1, from Corollary 1.3 it immediately derives that, in any convex domain, (1.1) admits only one solution for p large, as long as (1.3) holds. In order to get rid of the condition (1.3) and get the full uniqueness result for large p, we observe that in star-shaped domains it is possible to see (applying Pohozaev identity) that the energy bound (1.3) is equivalent to an uniform
The important bound (1.12) has been indeed proved very recently in [39] , therefore the result (1.11) holds without assuming (1.3). This together with the results in [41] shows that the Gidas-Ni-Nirenberg uniqueness conjecture in planar convex domains is true for large values of the exponent p. Note that we do not make any assumption on the solution (as in [41] ) or on the geometry of the convex domain Ω (as in [14, 15, 34, 42, 43, 54] ). On the other side our result applies only in dimension N = 2 and for large values of the exponent p.
The paper is organized as follows: in Section 2 we collect some notations and preliminary results. Sections 3 and 4 are devoted to the asymptotic analysis of the eigenvalues and eigenfunctions of the linearized operator which leads to the proof of Theorem 
where H(x, y) is the regular part of the Green function. Let R(x) = H(x, x) be the Robin function of Ω.
Lemma 2.1. Let Ω ⊂ R 2 be a bounded domain, then the Robin function satisfies
Proof.
If Ω is a simply connected domain one has (see e.g. [37] )
in Ω, so (2.2) immediately follows. More in general in [5] it is proved that in any bounded domain
where K(x, y) is the Bergman kernel function. Then (2.2) follows immediately from the following characterization (see [8] ):
Lemma 2.2 ([9]).
If Ω is any bounded convex domain, then R is strictly convex and so it has a unique critical point which is a strict minimum. Moreover the corresponding Hessian matrix D 2 R in the point is positive definite.
Furthermore we list some computations derived in [30] and [31] , see in particular [31, Lemma 3.4] . Lemma 2.3. For any y ∈ Ω:
Asymptotic behavior of multi-spike solutions. The complete analysis of the asymptotic behavior as p → +∞ of the solutions to (1.1) has been done in [22] and refined in [25] . The results can be summarized in the following:
Theorem 2.4 ( [22, 25] ). Let (u p ) be a family of solutions to (1.1) and assume that (1.3) holds. Then there exist a finite number k of distinct points x j,∞ ∈ Ω, j = 1, . . . , k and a sequence p n → +∞ as n → +∞ such that setting
the energy satisfies
and the concentration points x j,∞ , j = 1, . . . , k fulfill the system
and setting
is a solution of the Liouville equation
Moreover there exists C > 0 such that: |x − x j,n ||∇u pn (x)| ≤ C for any x ∈ Ω and for any n. (2.20)
for some uniform constant C > 0. Besides from (2.7) and (2.13) we have that for the whole family
Next we collect other useful properties from [22] . Throughout the section (u p ) is a family of solutions to (1.1) which satisfies the uniform bound (1.3) and we keep the notations of Theorem 2.4. Lemma 2.6. For any α ∈ R and any compact set ω ⊂ Ω \ S
Moreover there exists C > 0 such that
Finally we give pointwise decay estimates for w j,n which will be crucial to pass to the limit in various integral identities (see Remark 2.8 below).
Proof. Next we derive (2.27). Observe that by (2.12) B r (x j,n ) ⊂ B 2r (x j,∞ ) for n sufficiently large. As a consequence, by (2.11), w j,n ≤ 0 in B r ε j,n (0) ⊂ Ω j,n for n large, which implies
Moreover, since for n sufficiently large
, by (2.26) we get
and for some C γ > 0. Combining (2.29) with (2.28) we get the thesis.
Remark 2.8. By (2.16) and Lemma 2.7 we can use the dominated convergence theorem and pass to limit proving that
for any sequence of sets D n ⊂ R 2 , D n → R 2 and any sequence of functions g n such that
, where the function h is such that
Notation in the case k = 1. In this paper we focus on solutions to (1.1) for which k = 1. In order to simplify the notation let us set:
• x ∞ := x 1,∞ , which, by (2.10), is a critical point of the Robin function R(x) := H(x, x); • x n := x 1,n the local maximum point in (2.11), which coincides now with the global maximum, namely u pn (x n ) = u pn L ∞ (Ω) ; (2.30) • ε n := ε 1,n the parameter in (2.14), namely
• w n := w 1,n the rescaled function in (2.15);
• Ω n := Ω 1,n the rescaled domain in (2.15).
We will also use the following notation for this rescaling of u pn :
Observe that Let (u p ) be a family of solutions to (1.1), satisfying the uniform bound (1.3), let p n be the sequence in Theorem 2.4 and assume that Theorem 2.4 holds with k = 1. Let us denote respectively by λ i,n and v i,n , i ∈ N, the eigenvalues (counted with multiplicity) and the associated eigenfunctions of the linearized problem
We may assume that the eigenfunctions are orthogonal in the space H 1 0 (Ω), i.e.
is a corresponding eigenfunction and hence 1 pn = λ 1,n is the first eigenvalue.
The following result holds: Lemma 2.9. For any eigenfunction v i,n , i ∈ N and for any y ∈ R 2 we have the following integral identities: Our aim is to study the asymptotic behavior of the eigenfunctions and eigenvalues v i,n and λ i,n , i ∈ N, as n → +∞. It is convenient to rescale the eigenfunctions v i,n as follows:
where x n and ε n are as in (2.30) and (2.31) respectively. Then, it is easy to see that (λ i,n , v i,n ) are the eigenpairs for the following eigenvalue problem 43) and w n = w 1,n is the rescaled function defined in (2.15).
In the rest of the section we prove some crucial intermediate asymptotic results for eigenvalues and eigenfunctions which will be used throughout the paper.
Let us first consider the eigenfunction v i,n , which solves (2.37) with λ = λ i,n . Observe that, by (2.23), λ i,n p n u pn−1 pn v i,n → 0 locally uniformly in Ω \ {x ∞ } as n → +∞. Hence from (2.37), by standard elliptic regularity estimates, we deduce that
Let now v i,n be the rescaled eigenfunction. Let us assume without loss of generality that max Ωn v i,n = 1 and let us denote by s n ∈ Ω n a point such that
Observe that B r εn (0) ⊂ Ω n (by the choice of r in Theorem 2.4) and that
indeed v i,n (x n + ε n s n ) = 1 by (2.41) and (2.45), so that by (2.44) and (2.12) we can easily deduce that x n + ε n s n ∈ B r (x n ) for n large, namely (2.46). Assume by contradiction that v ≡ 0, namely that
Then necessarily s n → +∞ and so in particular
Let z n be the Kelvin transform of v i,n , namely
Observe that z n is well defined in R 2 \ B εn r (0) (since B r εn (0) ⊂ Ω n and v i,n is defined in Ω n ) and by (2.42), it satisfies
Moreover, by (2.47),
Let us define
By (2.50), the definition of V n in (2.43) and using (2.16) we have that f n → 0 pointwise in B 1 (0), as n → +∞. Moreover by the estimate (2.27) one has
Thus by the dominated convergence theorem
As a consequence, considering
by (2.51) and the elliptic regularity we have that
Now we consider the difference z n −g n . This function is harmonic on B 1 (0)\B εn r (0) by the equations (2.49) and (2.52) and the maximum principle for harmonic functions guarantees
In conclusion, recalling again (2.53), we get
which contradicts the fact that by (2.46) and (2.48)
Next, let us recall a well known characterization of the kernel of the linearized operator at U of the Liouville equation obtained in [26] .
Lemma 2.11. Let v ∈ C 2 (R 2 ) be a solution of the following problem
where U is defined in (2.17). Then
Lemma 2.12. Let i ∈ N. If λ i,n → 1, as n → +∞, then there exists
where v i,n is the rescaled eigenfunction defined in (2.41).
Proof. The rescaled eigenfunction v i,n satisfies the eigenvalue problem (2.42). By the assumption λ i,n → 1, (2.16) and standard elliptic estimates we have that v i,n converges in C 1 loc (R 2 ) to a solution v i of (2.54). By Lemma 2.11 we have that
and
Step 1. We prove (2.56).
Multiplying equations (1.1) (with p = p n ) and (2.37) (with p = p n and v = v i,n ) by v i,n and u pn respectively, integrating by parts and subtracting, we get
where in (⋆) we have used that B r 2 (x ∞ ) ⊆ B r (x n ) for n large, which is a consequence of (2.12). So by (2.58) and (2.59) we have
Next, rescaling and recalling the definitions of v i,n (see (2.41)) and w n (see (2.15)), we have
where the passage to the limit in the last equality can be done arguing as in Remark 2.8. Indeed, setting g n := w n v i,n , by (2.16) and (2.55) one has g(y) := U (y)
and finally choosing γ = 2, Remark 2.8 applies. Substituting (2.61) into (2.60), we get
As a consequence, using the Green's representation formula, for x = x ∞ , we can write
To get (2.56) it is enough to show that
For any x ∈ Ω \ {x ∞ } we can chose δ ∈ (0, r) (where r is as in the statement of Theorem 2.4) such that x / ∈ B 2δ (x ∞ ) ⊂ Ω and we can split Ω in three pieces:
Integrating separately in the three regions we obtain:
Next, by scaling and applying (2.27) with γ = 1, we get:
where the last convergence is due to (2.22). At last, recalling that x ∈ B 2δ (x ∞ ):
(2.65) Combining (2.63), (2.64) and (2.65) we get that I i,n (x) = o(1). It is not difficult to see that the convergence is C 0 loc (Ω \ {x ∞ }), the uniform convergence of the derivatives p n ∂v i,n ∂x j may be done in a similar way, so we omit it.
Step 2. We derive (2.57). By the integral identity (2.39) with y = x n , we have 
On the other hand recalling the definition of the rescaled functions w n := w 1,n (see (2.15)) and u pn (see (2.32)) we have
where r is as in the statement of Theorem 2.4 and in (⋆) we have used that B r 2 (x ∞ ) ⊆ B r (x n ) for n large by (2.12), so that
Arguing as in Remark 2.8, we can pass to the limit into (2.68). Indeed, setting now g n (y) := p n v i,n (y) y · ∇ u pn (y) + 
Since by assumption b i = 0, we find (2.57).
3. Proof of (1.7) and (1.8) of Theorem 1.2
This section is devoted to the proof of (1.7) and (1.8) of Theorem 1.2.
First we show that both the eigenvalues λ 2,n and λ 3,n of (2.37) converge to 1, as n → +∞, and we also obtain a first estimate on their asymptotic behavior (Proposition 3.1 below). Then we prove a convergence result for the corresponding rescaled eigenfunctions v 2,n and v 3,n (Proposition 3.2). Finally at the end of the section we prove (1.7) and (1.8) of Theorem 1.2.
Proposition 3.1. We have
Proof. By the variational characterization of the eigenvalues we have 
where φ n (x) := φ(x − x n ) and x n is as in (2.30), and let us denote by
It is easy to see (similarly as in [35, Lemma 3.1] ) that the functions u pn , ψ 1,n , ψ 2,n are linearly independent for n sufficiently large, then dimW i = i. As a consequence, by (3.3), it follows that and a 0 , a 1 , . . . a i−1 ∈ R. We have
Multiplying (1.1) by φ n z n and integrating we have
Moreover z n satisfies the equation
pn z n in Ω, multiplying it by φ 2 n z n and integrating we have
and then
Substituting (3.10) and (3.8) into (3.7) we then have
(3.11) By (3.11) and (3.6) we get
Step 1. We estimate the terms A n,i , B n,i and C n,i .
Integrating by part, since ∇φ n vanishes in B r
so, since x n → x ∞ and using the convergence in (2.8)
Similarly, using again that x n → x ∞ and the convergence in (2.8)
Finally, by changing variable and recalling the definition of w n
with C := e . Moreover, recalling the definition of u pn (see (2.32)), one has
as a consequence we can take
for R < |y| ≤ r εn , for a suitable constant C > 0, and apply Remark 2.8.
Step 2. We prove that there exists C 0 > 0 such that
Choosing (a 0 , . . . , a i−1 ) = (0, 1, . . . , 1) we deduce by (3.12)
where B n,i and C n,i are defined in (3.14) and (3.15) respectively. Hence using the estimates (3.17) and (3.18) we get
Step 3. Proof of (3.1). Let us denote by a 0,n , a 1,n , . . . , a i−1,n the point of R i where the quotient in (3.12) achieves its maximum. By (3.12), the limit of the energy in (2.9) and the estimates in (3.16), (3.17) and (3.18) we derive
otherwise from (3.20) one gets a contradiction with (3.19) . From (3.4), (3.20) with (3.21) we get the conclusion
Step 4. Proof of (3.2). By (3.1) it is enough to prove λ 2,n → 1 as n → +∞.
Observe that 1 p n = λ 1,n ≤ λ 2,n (3.1)
Hence, up to a subsequence, λ 2,n → Λ ∈ [0, 1]. Assume by contradiction that
Let us consider an eigenfunction v 2,n related to λ 2,n , which solves (2.37), and let v 2,n be its rescaling defined as in (2.41) and which solves (2.42).
It is easy to show that ∇ v 2,n is uniformly bounded in L 2 (R 2 ), indeed:
So by the standard elliptic regularity theory v 2,n → v in C 1 loc (R 2 ) where v = 0 by Lemma 2.10 and it is a solution of the limit eigenvalue problem
Taking the stereographic projection on the S 1 sphere, problem (3.23) is reduced to the eigenvalue problem for the Laplace-Beltrami operator −∆ S 1 with the same eigenvalue Λ, by (3.22) it then follows, that Λ = 0 and so
Observe also that 25) where in (⋆) we have used that B r 2 (x ∞ ) ⊆ B r (x n ) for n large, which is a consequence of (2.12). By (3.24), using (3.25) and the dominated convergence theorem (similarly as in Remark 2.8, being v 2,n L ∞ (Ωn) = 1), one has:
but this is in contradiction with the orthogonality in
and v 2,n (see (2.38)). Proposition 3.2. Let v i,n be the rescaled eigenfunction defined in (2.41), we have:
for i = 2, 3, for some vectors a i = (a i 1 , a i 2 ) = 0 in R 2 , a 2 and a 3 orthogonal in R 2 . Proof. Applying Proposition 3.1 and Lemma 2.12 we get the existence of
Assume by contradiction that b i = 0, then by (2.57) in Proposition 2.13 we have that for n sufficiently large
but this is in contradiction with the estimate (3.1) in Proposition 3.1, hence necessarily b i = 0 and (3.26) holds. Next we show the orthogonality of the vectors a 2 and a 3 . By assumption Ω ∇v 2,n ∇v 3,n dx = 0. Using equation (2.37) we get
where r is as in the statement of Theorem 2.4. Rescaling and recalling the definition of w n := w 1,n (see (2.15) ) and of v i,n (see (2.41)) we obtain
Using (2.16) and the convergence in (3.26), arguing as in Remark 2.8 with g n := v 2,n v 3,n ,
and h = 1 (since v i,n L ∞ (Ωn) = 1), we can pass to the limit and get
namely that the vectors a 2 and a 3 are orthogonal in R 2 .
3.1. Proof of (1.7) in Theorem 1.2.
Proof. Let us chose
Step.1 We show that
For any x = x ∞ there exists δ ∈ (0, r) (where r is as in the statement of Theorem 2.4) such that x ∈ B 2δ (x ∞ ) ⊂ Ω.
Using the Green's representation formula we have
(3.32)
Let us estimate the three terms separately. 33) where in the second inequality we have used that for p sufficiently large u pn
For the term B n we rescale, use the definition of w n := w 1,n (see (2.15)), the estimate (2.27) in Lemma 2.7 and get (choosing γ = 
|G(x, x n + ε n z)|dz
n Ω |G(x, y)|dy
For any y ∈ B τn (x n ) and x / ∈ B 2δ (x ∞ ) the function G is regular and we can expand it in Taylor series:
35) where η n is a point on the line between y and x n , so η n ∈ B τn (x n ). As a consequence 36) where E n and F n are defined in (3.30) and (3.31) respectively and
We now prove that
so we get
= o(ε n ), (3.37) where the convergence in (⋆) is due to (2.16) and the passage to the limit is possible by virtue of Remark 2.8, observing that (3.28) holds. The proof of (3.29) follows substituting (3.37), (3.36), (3.34) and (3.33) into (3.32) .
Observe that we have proved the C 0 loc (Ω \ {x ∞ }) convergence, the uniform convergence of the derivatives ∂v i,n ∂x j , j = 1, 2 may be done in a similar way, so we omit it.
Step 2. We show that
where the convergence in (⋆) is due to (2.16), (3.26) and (3.28 ) and the passage to the limit is allowed by Remark 2.8, taking g n (z) :
8+|z| 2 z j (by (3.26)) and h(z) = |z| (since v i,n L ∞ (Ωn) = 1). While the equality in (⋆⋆) is a consequence of the definition of U (see (2.17)), computing explicitely the integral. It is not difficult to see that the convergence is C 0 loc (Ω \ {x ∞ }), moreover in a similar way one can prove the
Step 3. We prove that
By a change of variable and using (2.12) we get
where the passage to the limit in (⋆) is due to (2.16), (3.26) and (3.28) and follows by Remark 2.8, taking g n (z) :
and h(z) = 1. Let us define
We prove that
Finally (3.41), combined with (3.40), implies that E n (x) = o(ε n ), moreover it is not difficult to see that this convergence is C 0 loc (Ω \ {x ∞ }); then, in a similar way, one can also prove the C 1 loc (Ω \ {x ∞ }) convergence, getting (3.39), we omit the details. Proof of (3.41): let us suppose by contradiction that lim n→+∞ εn γ i,n = c < +∞. Then by (3.29) and (3.38)
and finally 46) for j such that a i j = 0. Now we consider the Pohozaev identity (2.39) computed at the point x n :
(3.47) Passing into the limit in the l.h.s. of (3.47) and using (3.42) and (2.8), we find
Concerning the r.h.s. of (3.47), the same computations performed in (2.68) and (2.69), with b i = 0, give
By (3.48) and (3.49) we deduce
and in turn by (3.46)
which is impossible. This proves that γ i,n = o(ε n ).
Step 4. Conclusion of the proof of (1.7) in Theorem 1.2
From (3.29), (3.38) and (3.39) we get (1.7).
3.2. Proof of (1.8) in Theorem 1.2.
Proof. We estimate the behavior of (λ i,n − 1) using (3.43) . Arguing as in the proof of (1.7) in Theorem 1.2, where the l.h.s. of (3.43) is estimated, but using (1.7) itself instead of (3.42), we obtain
both if a i j = 0 and if a i j = 0 by the analogous of (3.45) once (3.42) is substituted by (3.43). From (3.50) we have that η i is an eigenvalue of D 2 R(x ∞ ), the hessian matrix of the Robin function R at the point x ∞ with a i as corresponding eigenvector. By Proposition 3.2 the eigenvectors a i are orthogonal, thus the numbers η i are the eigenvalues µ 1 ≤ µ 2 of D 2 R(x ∞ ). In particular, since λ 2,n ≤ λ 3,n , then η 2 = µ 1 and η 3 = µ 2 .
4. Proof of (1.9) and (1.10) of Theorem 1.2 and proof of Theorem 1.1
In this section we study the asymptotic behavior as n → +∞ of the fourth eigenvalue λ 4,n and fourth eigenfunction v 4,n of the linearized problem (2.37), proving (1.9) and (1.10) of Theorem 1.2. A the end of the section, using the results in Theorem 1.2, we then prove Theorem 1.1. 4.1. Proof of (1.9) and (1.10) of Theorem 1.2.
Proof. By the variational characterization of the eigenvalues λ 4,n = inf
and let us define the function v := φ n ψ 4,n + a 1,n v 1,n + a 2,n v 2,n + a 3,n v 3,n ,
(for r > 0 as in the statement of Theorem 2.4) and
Observe that by definition v ⊥ {v 1,n , v 2,n , v 3,n } in H 1 0 (Ω).
Step = o(1).
Next we estimate D i,n , for i = 1, 2, 3.
Being v 1,n = u pn , which by assumption is a 1-spike-sequence of solutions: where in order to pass to the limit into (⋆) we have used Proposition 3.2 and Remark 2.8 (with g n =ṽ 2 i,n , |g n | ≤ 1).
Step 2. Using that v i,n satisfies the eigenvalue problem (2.37) and that v i,n and v j,n are orthogonal in H 1 0 (Ω) if i = j, we have
Step 1
= Ω |∇( φ n ψ 4,n )| 2 dx + o(1).
Finally, since ψ 4,n solves the linearized equation (2.37), we have where in order to pass to the limit into (⋆) we have used Remark 2.8, setting g n (y) := p 2 n y · ∇ u pn (y) + 2 pn−1 u pn (y) 2 φ 2 n (x n +ε n y). Indeed, by (2.34) and (2.35) one has g(y) := e(y · ∇U (y) + 2) 2 and, by (2.36) and (2.33), one can take h to be a constant function.
We have shown so far that λ 4,n ≤ 1 + o(1) and hence λ 4,n → 1 as n → +∞. By Lemma 2.12: Proof. By (1.8) in Theorem 1.2 it follows that, for i = 2, 3: if µ i−1 < 0 then λ i,n < 1 for n large, and conversely if λ i,n < 1 for n large then µ i−1 ≤ 0. As a consequence, recalling also that λ i,n = 1 pn < 1, we get: 1 + m(x ∞ ) ≤ m(u pn ) ≤ m 0 (u pn ) ≤ 1 + m 0 (x ∞ ), for n large, where m(u pn ) ≤ m 0 (u pn ) by definition. The thesis follows observing that µ 1 + µ 2 = ∆R(x ∞ ) and using the strict subharmonicity of the Robin function (see (2.2) in Lemma 2.1), which implies that m 0 (x ∞ ) ≤ 1.
The case Ω convex
Along this section we assume that Ω is convex and prove Corollary 1.3.
Proof of Corollary 1.3. We argue by contradiction assuming that there exist C > 0 and a sequence u pn , p n → +∞, of solutions to (1.1) such that sup n p n ∇u pn Since Ω is convex, we can apply Theorem 2.4 in [36] to deduce that u pn j is a 1-spikesequence of solutions, i.e. k = 1, so that the concentration set S reduces to a single point that we denote by x ∞ . By (2.10), x ∞ ∈ Ω is a critical point of the Robin function R.
Since Ω is a convex bounded domain, by Lemma 2.2 it follows that x ∞ is nondegenerate and that m(x ∞ ) = 0. So, by Theorem 1.1, there exists j * ∈ N such that m(u pn j ) = 1 and u pn j is nondegenerate, ∀j ≥ j * .
