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Abstract 
Gain scheduling controllers are considered in this 
paper. The gain scheduling problem where the 
scheduling parameter vector 6 cannot be measured 
directly, but needs to be estimated is considered. An 
estimation of the scheduling vector 6 has been de- 
rived by using the Youla parameterization. The use 
of the Youla parameterization in connection with 
estimation of 0 directly gives a validation method 
for the estimate of 6. The validation part is an in- 
tegrated part of the estimation method. This will 
make it possible to estimate the parameter vector 6 
very precisely. This is important in connection with 
%, gain scheduling controllers. 
Keywords: Gain scheduling, Youla parameteriza- 
tion, parameter estimation. 
1 Introduction 
Gain scheduling control has been an attractive ap- 
proach to increase performance/robustness for sys- 
tems with nonlinearity, parameter variations, uncer- 
t,ainties etc. The gain scheduling approach is a quite 
good alternative to using a single robust controller 
designed based on the small gain theorem. In the 
cases where it is possible to detect a number of op- 
erating points, a reduction of the conservatism can 
be obtained by designing robust controllers around 
each operating point and then switch between the 
controllers according to some gain scheduling rules. 
This approach has been described in e.g. [2]. 
Gain scheduling techniques are motivated by the 
large number of control applications that have sig- 
nificant nonlinearities which can not always be han- 
dled well by linear control design techniques. Quite 
a number of papers dealing with gain scheduling 
control for non-linear systems has emerged in recent 
years, see e.g. [4, 93 to mention a few important con- 
tributions. 
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However, also for important classes of linear param- 
eter varying (LPV) systems, gain-scheduling tech- 
niques offer a good approach to get a global con- 
troller structure which is the subject of this paper. 
This can be achieved either by discretizing the op- 
erating range or by continuously updating the con- 
troller parameters, in which case the funct.ionality is 
similar to adaptive'controller schemes. 
2 Gain Scheduling Controllers 
A short introduction t.0 gain Scheduling controllers 
is given in the following. Let us consider a linear 
parameter-varying (LPV) system of the form: 
= A ( W ) x ( t )  + B(O(t))u(t)  (1) 
Y( t )  = c(e(t))4t) + WW)Mt) 
where 6 ( t )  is a vector of time-varying system param- 
eters with a bounded derivative and A ( . ) ,  R( . ) .  C( . )  
and D(. )  are fixed continuous functions of 6'. 
It is assumed that a control design method 
for linear time invariant systems is chosen such 
that for each fixed value of e ( . ) ,  i.e. @ ( t i ) .  a 
fixed controller can be comput.ed as 1<(6'(tj)) = 
Now, assuming that i ( t )  is sufficiently small, from 
continuity of the matrix variables, it. follows that. 
a performance close to that, designed for t,he sys- 
tem (1) can be obtained by the cont,rollers K ( O ( f i ) ) ,  
provided the pa.rameters @ ( t i )  a.re uprlat,ecl suffi- 
ciently often. In the limiting case. i.e. by tront,in- 
uously updating 8 ,  an adaptive control scheme is 
obtained which is also known to have guaranteed 
stability a.nd performance propehes, provided the 
parameter change is sufficiently slow. 
One issue that is not always einphasized sufficiently 
in literature in view of its prahcal  importance is 
concerned with the implementation of gain sched- 
uled controllers. A popular approach to implement 
gain scheduled controllers is shown in Figure 1. 
( . 4 C ( W i ) ) ,  B C ( O ( t i ) ) ,  CC(O(ti ) I ,  D,(H(ti))) 
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Figure 1: Gain scheduling by switching between two 
controllers 
The basic. idea in the architecture in Figure 1 is that 
the state of each controller is continuously updated 
by t,he mensurenient signal y to  ensure a smooth 
t,ra.nsition from controller KO to li'l and back. (This 
approach can be extended to the socalled bumpless 
1. ro n sfe 17 approach . ) 
However. the above scheme only works in the case 
where each of the two controllers and K1 are 
(open loop) sta.ble which is usually the case in clas- 
sical control systems. However, several modern con- 
t,rol design techniques such as e.g. 31, theory, of- 
ten produce unstable controllers. Such controllers 
can not be implemented in classical gain scheduling 
schemes. 
This problem is one of the motivations for deriv- 
ing a more general scheme than switching for gain 
scheduling such as the one given below. 
3 Youla Parameterization of Controllers and 
Systems 
The Youla parameterization of controllers and sys- 
tems will shortly be considered in this section. Let 
us consider a system in (1) for fixed 8,  Q( t )  = Bo 
given by the following state space representation: 
Now, let a coprime factorization of the system 
G,,,(s) = C,(sl - A)-'B, + D,, from (2) and a 
stabilizing controller K ( s )  be given by: 
Gyu = N M - l  = M-li? 
(3)  K = UV-1 = v-10 
where the eight matrices N, M ,  #, M, U ,  V ,  b and 
E KXW must satisfy the double Bezout equation 
given by, see [lo, 121: 
Based on the above coprime factorization of the sys- 
tem Gyu(s) and the controller I<(s), we can give a 
parameterization of all controllers that stabilize the 
system in terms of a stable parameter Q ( s ) ,  i.e. all 
stabilizing controllers are given by [IO]: 
K ( Q )  = U ( Q ) V ( Q ) - '  (5) 
where 
U ( Q )  = c' + M Q ,  V ( Q )  = V + N Q ,  Q E 723-1, 
or by using a. left factored form: 
where 
U ( Q )  = $ +&A?, ? ( Q )  = + Q N .  Q E 'E?& 
Using the Bezout equation, the controller given ei- 
ther by (5) or by (6) can be realized as an LFT 
(Linear Fractional Transformation) in the parame- 
t,er Q ,  
where J K  is given by 
In the same way, it is possible to derivc a param- 
eterization in terms of a stable parameter S of all 
systems that are stabilized by one controller. The 
parameterization is given by [lo]: 
G(S)  = N ( S ) M ( S ) - '  (9) 
where 
N ( S )  = N + V S ,  M(S) = A4 + [JS ,  E 'E%!, 
or by using a left factored form: 
G ( S )  = M(s)-~i?(s) (10) 
where 
N ( S )  = N + sv, M ( S )  = M + SC, ,s E ax, 
An LFT representation of (9) or (10) is given by: 
G ( S )  = F L ( J G , S )  (11) 
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where JG is given by 
It is possible to  give an interpretation of both the Q 
parameter as well as the S parameter in the above 
parameterization. In the following, we need the in- 
terpretation of the S parameter. Let the real system 
from (1) be given by Gyu(O(t)). 
(Here, and below with some abuse of notation, we 
shall not distinguish between transfer functions and 
their equivalent time-domain operators. The depen- 
dence of O(t )  is taken to  be understood in the sense 
Gyzr(O(t)) = c-' {GYu(e(7))}(s(r)=e(t).) 
The connection between the real system described 
by Gyu(B(t)) and the S parameter is given by: 
It. is quite clear from (13) that S(O0) = 0, since 
Gyzr(0o) = NM-'  = f i - l f i .  Further, if it is possi- 
ble to describe Gyu(O(t)) as an LFT ofthe parameter 
vector e ( t ) ,  it is possible to give a more explicit con- 
nection between the parameter vector O(t) and S .  
Let the system GYu(e(t)) be described by an LFT 
of a nominal system and the parameter vector, O(t) ,  
that describe the system variation, 
G g u ( e ( t ) )  = Fu(G'par, e ( t ) )  (14) 
Assume that the O(t)  vector is known, which makes 
it possible to ca,lculate S as function of O ( t ) .  The 
relation between S and O(t)  is then given by: [7]:  
, S ( O ( t ) )  = TSO(t)(I - TlO(t))-'T2 (15) 
where T, E R31, are given by = Gzw + 
Let us close this section by considering the calcula- 
tion of S(O(t)) .  For the calculation of S(Q( t ) ) ,  let us 
consider the closed loop system consisting of G,, ( S )  
and Ii(Q),  shown in Figure 2. 
The open loop transfer function Tol,rs from 5 to 1' is 
given by. [IO]: 
G ~ J I ~ I G ~ ~ " ,  xz = G, ,M and T~ = MG,,. 
T,I,,., = -V-'N + V-lGy,(S(B(t))) 
x ( I  - P-lOGyu(S(O(t))))-l v-' 
Figure 2: Closed loop transfer function of Gyu(S) and 
#(Q). 
where Gyu(S(e(t))) = NM-'  + f i - 'S (O( t ) ) ( I  + 
&-lS(O( t ) ) ) (M + US(O( t ) ) ) - l .  Hence, simply: 
M - l u s ( e ( t ) ) ) - l M - l  = ( N  + N M - l u s ( e ( t ) )  + 
The closed loop transfer function Tcl,rJ is given by: 
%,rs = s(Q(t)) ( I -QS(e ( t ) ) ) - '  = S( e ( t ) )  (17) 
From (16) it is seen that S(B(t)) is the open loop 
transfer function between the controller variables s 
and T .  It is therefore possible to calculate or esti- 
mate S(B(t)) directly from accessible variables. 
Based on (16) and (17), it is now possible to  esti- 
mate S(Q( t ) )  or S(O(t))  by using the input/output 
variables (s, T ) .  
4 Gain Scheduling with unknown B 
Using a gain scheduling controller based 011 a, para.m- 
eter vector O(t) that cannot be measured directly, 
requires an estimation of the paraneter vector. If 
t,he switch in the gain scheduling controller should 
be based on an estimated pa.ramet,er vect,or O ( t )  in- 
stead of the real para.meter vect,or O ( t ) .  it. will re- 
quire a very good estima.te of B(t) to prevent lose of 
performance in t,he closed loop syst.eln. 'J'oday, there 
exists a large nuniber of methods for parain 
tification in both open loop as well a.? in closed 
loop systems, see e.g. [3, 5, 6, 111 and the refer- 
ences herein. The identification problem i n  coiinec- 
tion with ga.in scheduling controllers is a. closecl-loop 
identification problem. This closccl-loop idenlifica- 
tion problem can be transformed into an  open-loop 
problem by using the dual Youla parameterization 
of all systems stabilized by a given tont.roller, as de- 
scribed in the section above. There exist. il. number 
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of tnc:lliotls for est,iiiiation of t5he dual Youla param- 
e.g. [ lo ,  11). i.e. the socalled Hansen 
scheiiie. Tliese methods estimate the transfer func- 
t,ioii S. An estima.te of S will not in general be useful 
in thc calculating of the equivalent parameter vector 
0 ,  Ixcaiise t,he connection between S and 0 is not a 
simple connection, see Section 4. Instead, we need 
t,o loolc at soiiie other methods for the identification 
of t,he pa.ra.met.er vector B ( t ) .  
is a.ssumed that it is possible to describe 
em completely by the nominal syst.em and 
the pa.rainet,er vector B ( t ) .  This means that the di- 
niension of the pa.rarneter vector that is going to be 
identified is fixed. It is normal that the model struc- 
ture/dimension of the parameter vectors are fixed by 
t,lie designer. This means that it will not in general 
be possible to identify the systems exactly. However, 
in o w  case: an exact identification of the system will 
he possible in principle, because the dimension of 
t8he para.meter vector is fixed and known. 
In [3], a parameter identification method based on 
the Hansen scheme has been presented. Here, the 
system is parameterized in terms of a parameter 
vector and this parameter vector is then identified 
in closed-loop using a. modified Hansen scheme. A 
complete algorithm for the identification of the pa- 
rameter vector that minimize a quadratsic index is 
given in [3]. 
Using t,he identification method given in [3], we will 
get an estimate e ( t )  of the parameter vector e ( t ) ,  
that. will minimize a quadratic index. Further, in 
our case, it is also possible to  validate the identified 
pa,raiiieter vector 8( t ) ,  because the parameter vector 
consist of real parameters. The validation of e( t )  can 
be clone as follows. 
Based on the identified parameter vector e@), the 
real pa.rameter is given by: 
@) = 6 0  + 6 ( t )  
where 00 is the parameter vector for the nominal 
system. The model of the system can now be up- 
dated. Based on this updated model, a new dual 
Youla parameter S(8( t ) )  can be calculated by using 
(13). S(g( t ) )  is given by: 
As a direct consequence of this equation, the identi- 
fied parameter vector 8(t)  is the optimal vector, i.e. 
i ( t )  = ~ ( t ) ,  if and only if 
S ( i ( t ) )  = 0 
If the identified model given by G,,,(8(t)) does not 
describe the real sysjem well enough, i.e. the dual 
Youla parameter S(B(t)) is t,oo la.rge is some sense! 
a new identifica.tion of B can be derived haLsed on the 
new model of the system given by Gyu(B(t)). The 
closed-loop system given in Figure 2 is then modified 
by making J K  adaptive. 
It is then quite clear that the identification of d( t )  
(i.e. S) will depend on the previously identified pa- 
raneter vect-or e( t ) .  
For t,he identification of B(t), let, us consider the fol- 
lowing simplified feedback s?;st,em described by: 
y = +G,,,(@(t))u 
e = to + y (18) 
U = Ii'e 
where w is a reference input signal and U is distur- 
bance signal that can be considered as filtered zero 
mean white noise. 
Using the parameterization of Gljt1(B(t)) in  terms of 
the dual Youla parameter S, given by (Y ) ,  in the 
feedback system described by (181 it can be rewrit- 
ten into Figure 3. 
Y 
-t 
Figure 3: An alternative representation of (18). 
The signals s ( t )  and ?(t)  indicated at  Figure 3 are 
given by: 
s ( t )  = - c y +  v u  
F ( t )  = - a y +  Nu 
= f i l w  (19) 
and further F ( t )  is also given by 
F ( t )  = s s  + (A2  + S0)w = 1.t (A2 + ,YO)w 
Based on (19) we get directly that the block diagram 
for the transfer function from w and w to i is given 
by Figure 4. 
The identification problem of 5' is now an open-loop 
identification problem which can be handled using 
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Figure 4: Open loop system for S .  
standard methods. For doing this, let S in Figure 4 
be replaced by (13). The open loop system for the 
transfer function from w to  1' is the given by 
r = (V - G y u ( 8 ( t ) ) l i ) - 1  ( G y u ( 8 ( t ) ) M  - N ) o w  
= (V - Gyu(8( t ) )U) - '  (G,,(O(t))M - N ) s  
= (h;rGytE(8(t)) - fi) (V - OGYu(8(t ) ) ) - 's  
= ( h ; r ~ , , ( ~ ( t ) )  - fi) (V - 6c,u(e(t)))-1 i~ 
The above equation is shown in Figure 5. 
Figure 5: Open loop system for ,S. 
The gradient of r with respect to  8 can now be 
found. Let the output r (8 )  be given as, [3]: 
r (8 )  = M P l ( 8 )  - f i T 2 ( s y  
T I ( @ )  = GYU(@)G-'(s + U ~ l ( 0 ) )  
rZ(8) = V - l ( s  + 6Gy,(6)~,(8)) 
The gradient of r ( 8 )  with respect to  8, satisfies for 
j = l,...,ne 
T;, ( e )  = M7-; , ,p)  - fir;,,, (8) 
where 
where G'&,,,, ( e )  is the derivative of Gyu(0) with re- 
spect to  8j. 728 is the number of parameters in the 
0 vector. 
It is now possible to derive an estimate of 8 based 
on e.g. a minimization of a quadratic index. 
The derivation of the gradient of r ( 8 )  with respect 
to 8 has been based on the equation for S given 
by (13). However, it is possible to  rewritme the (13) 
which might in some cases simplifies the calculation 
of the gradient of ~(6') .  We have that S(0)  can also 
he described by: 
S(J(t)) = R ( O ( t ) ) M ( J ( t ) )  - II;I(B(t))N(J(t))  
From this equation, we get directly that gradient of 
r (8 )  with respect to  8j for j = 1, , ,  ' ,  n,  is given by 
rLj(Q) = S k ( J ( t ) ) s  
= (W)WJ(t)) -Gij (Q(t))N(J(t)))s 
where fiij (O( t ) )  and Gij ( 8 ( t ) )  are the derivatives of 
# ( B ( t ) )  and & ( B ( t ) ) ,  respectively, w.r.t. S j .  
The above equation can be very useful when it is 
possible to  give explicit equations for the coprime 
factors of G,, as function of 6.  
Finally, let us give the gain scheduling controller 
based on an estimation of the parameter vector 8. 
Let the gain scheduling controller for each fixed 
value of the estimated parameter vector e(.) ,  i.e. 
(?(ti) ,  a fixed controller is given by I<((?(ti)) = 
(&( Q ( t i ) ) ,  &( e ( t i ) ) ,  Cc( 8 ( t i ) ) ,  Dc ($(ti))). 
The continuous-time gain scheduling controller 
K ( J ( t i ) )  is based on an estimation of the parameter 
vector 8. Again, if it is assumed that b ( t )  is suf- 
ficiently small, it follows t1ia.t a performance close 
to that designed for the system (1) can 1x2 obtained 
by the controllers K ( J ( t i ) ) ,  provided tlhe parame- 
t,ers e ( t i )  are updated sufficiently often! and e ( t , )  is 
close to the real parameter vect,or 0 ( t ) .  This gain 
scheduling controller based on an estima.t.ion of the 
parameter vector 8 can also be considered as a coil- 
troller including an adaptive t.uning of the pa.rame- 
ter vector 8. Note that the structure of t,he problem 
makes it possible to evaluate e  ^ directly by using S, 
because 8 is a real parameter vector. This is in con- 
trast to  standard identification met#hods. where it is 
not known if there exists a n  exact, ~~a.ra.iiiet,erizat,ioii 
of the system. 
As pointed out above, it is possible direc-t,ly to va.1- 
idate the estimate of 8 by considering S ( e ( t ) ) .  If 
,S(B( t ) )  is sinall ill some sense, the estiiiiat,e of B ( t )  
is close to t,he real parameter vector. However. it is 
not possible in general to  use the iiifornration from 
S ( e ( t ) )  directly in connectioii with evaluat,ion of the 
perforinaiice of the closed loop syst,ein. The reason 
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is that. the dual Youla. parameter S can only be con- 
sidered from the control input/output signals and 
not froin t,he esternal input/output signals, see [7]. 
Inst,rad, we need to consider the t,raiisfer function 
for t,he closed loop directly. Let, us consider an ex- 
tended systeii-i description of ( 1) given by: 
C Z d ( Q ( t ) ) d  + Gzu(Q( t ) )u  
?/ = C , a ( B ( t ) ) d  + Gyu(Q(t))u.  
- -  
I -  
where d and z are the external input and output, re- 
spe(ctively, specifying the performance of the system. 
Closing the loop by using the feedbacli controller 
/<(B( t ) )  = l J (O( i ) )V- ’ (Q( t ) )  results in the following 
closed loop transfer function from d to  z ,  [7, 121 
Tzd(qt))  = G , d ( B ( t ) )  
+GZ tL ( 0 ( t  ) ) U ( 6 ( t )  h? (8 (t ) ) G y d  (8 (t ) ) 
The closed-loop transfer function T z d ( 8 ( t ) )  is opti- 
mal when we use the real parameter vector #( t )  in 
the controller. Using the gain scheduling controller 
Ii’(e(ti)) based on the estimated parameter vector 
8 ( t ) ) ,  the closed-loop transfer function will then be 
given by: 
Tzd(fj(ti)) = Gzd(6(t))  
+ G Z U ( W ) U ( @ i  ) )G(Q(t))G,d(W) 
How close the closed-loop transfer function Tzd(8( t ) )  
is to the optimal/ideal closed loop transfer function 
T Z d ( 6 ( t ) )  depends on how close the estimate e(t)  is 
to the real parameter vector 6 ( t ) .  The difference be- 
tween the two closed-loop transfer function is then: 
Te(B(ti)) = Ttd(o(t))  - Tzd(g(ti)) 
= G z u  (p)) ( U ( d ( t ) )  
-v(e(ti)))~(e(t))cyd(B(t)) 
5 Conclusion 
A scheme for gain scheduling control based on an 
unknown parameter vector has been derived in this 
paper. It is shown how it is possible to estimate a 
real parameter vector by using a dual Youla param- 
eterization of all systems stabilized by a given con- 
troller. The important issue in connection with this 
concept of parameter estimation is that it is possible 
to  validate the estimate directly by the calculation 
of the dual Youla parameter. 
The derived scheme for gain scheduling controllers 
can also be considered as a step towards including 
adaption in robust controllers. If we use a, continu- 
ous updating of the parameter vector 8, we will have 
a cont,rol scheme including an adaptive part. This 
controller scheme can therefore be a useful concept 
for introducing adaption in robust controllers and 
in that way increase the working range for the con- 
troller comparecl with standard robust controllers. 
For doing this, we need to have some bounds on the 
estimation error of t8he estimate for 6 ,  such that it is 
possible to guarantee robust stabilit,y/performance 
of the closed-loop system. In the papers by Apkar- 
ian and Gahinet [l] and by Packard [8], an X, gain 
scheduling method is given based on an exact knowl- 
edge of the parameter vector 8. If it is not possible 
to get, a direct measure of 0 ,  the parameter vector 
needs to be estimated and the presented controller 
scheme in this paper can be applied. However, to 
guarantee that, t,he performance for the closed-loop 
is always satisfied, we need to have an upper bound 
on the estimation error for the parameter vector. 
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