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INTRODUCTION AND RESULTS
The density u = u(x, t ) of an ideal gas flowing isentropically through a one-dimensional porous medium obeys the equation where m > 1 is a constant. It is known, [BC1 ] , that the solutions u to (0.1) depend continuously in the C(f~+ : on both the initial datum u(., 0)
= uo E and on m. In particular if uo is kept fixed and m ! 1, then u = u(x, t ; m) converges to a solution of the heat conduction equation with initial datum uo . Thus, for m near 1, the porous medium equation can be regarded as a perturbation of the heat equation.
Despite the convergence of solutions of the nonlinear equation (0.1) to solutions of the linear equation (0.2), there is a marked difference in the behaviour of solutions of these equations stemming from the fact that (0.1) is of degenerate parabolic type. Perhaps the most striking consequence of that degeneracy is the finite speed of propagation of disturbances from rest for the porous medium equation as opposed to the infinite speed associated with the heat equation. Specifically, suppose that uo is a continuous, nonnegative and bounded real function such that uo = 0 on f~ + and 0. Then there exists a unique continuous, nonnegative and bounded function u(x, t) in Q which solves (0 .1) in a generalized sense and is such that u( . , 0) = uo, cf. [OKC] , [AB] . Moreover the support of u( . , t ) is bounded away from x = oo for every t > 0 and the finite function is continuous and nondecreasing in fF8 + . The curve x = ~(t ) is called the (right-hand) [AC] , [BCP] , [DK] . The finite speed of propagation associated with the porous medium equation is, of course, reminiscent of hyperbolic equations. Our purpose in this paper is to investigate the precise nature of the relationship between (0.1) and the Hamilton-Jacobi equation sometimes called the nonstationary eikonal equation. To obtain (0.4) as the limit of (0.1) we proceed as follows. In view of the application in mind it is natural to restrict attention to nonnegative solutions of (0.1). We can then replace the variable u by the corresponding scaled pressure Formally v satisfies the equation
The local velocity of the flow at any point (x, t ) E Q is given by the function -vx (Darcy's law) and the interface is characterized by the relationship where vx(~(t ), t ) means lim vx(x, t ) as x i ~(t ) with t > 0, cf. [A2 ] , [Kn ] ( 1 ).
Equations (0.4) and (0.6) share the property of finite propagation speed. Thus we can view (0.6) as a finite-speed viscous approximation to (0.4). In fact (0.4) and (0.6) formally agree on the interfaces. This agreement has been rigorously established in [CF ] where it is shown that vr -(vx)2 -0 as (x, t ) - (((to), to) with to > 0 and v(x, t ) > 0 (2).
On the other hand, equations (0.4) and (0.6) formally agree everywhere when m -~ 1 and it is this limit which is our main concern here. Set (~) If the time t* at which the interface starts to move (waiting time) is positive then ( may not be differentiable. In that case formula (0.7) holds at t = t* with ~'(t) replaced by the right-hand derivative D + ~(t*), cf. [CF ] , [ACK ] , [ACV ] .
(~) At to = t* we also need t ~ to. [AC ] , [BCP ] . Theorem 1 (B) [Li ] .
It should also be noted that since our estimates break down at t = 0 the current uniqueness proofs for viscosity solutions do not apply. In fact our uniqueness result, Theorem 1 (B) , is an improvement of Lemma 2.1 of [B ] to cover the case in which the bounds for the derivatives are not uniform in x, t. As explicit examples show, the estimates which we derive i. e. vx = 0(t -1 ~2), 0( 1 /t ), are actually attained for general initial data. The idea that solutions of vt = (vx)2 must approximate to leading order solutions of vt = ~vvxx + (vx)2 for very small s > 0 is used by Kath and Cohen in [KC ] where they study shock formation at the waiting-time on the interfaces of solutions of (0.6) for B small using singular perturbation methods.
Since the equation vt = (vx)2 is invariant under translations, in particular in v, the restriction to positive bounded solutions is equivalent to working with just bounded solutions. However, setting the lower bound at u = v = 0 plays an important role in the convergence discussed above because of the degeneracy of the diffusion term Evvxx when v vanishes.
We also prove convergence of the interfaces which appear when v£o and vo vanish in some interval. To make things simple suppose that vEo = vo and vo vanishes in f~ +, but 0. Let ~E(t ) denote the (right-hand) interface for the solution Ve of(Pg) and let '(t) The convergence results of Theorems 1 and 2 cannot be substantially improved because of the lack of regularity of the solution v to (0.4). In fact vx is in general discontinuous and so is ~'(t ), cf. [D ] or [La ] If in addition vox exists in a suitable sense then w is the unique distributional solution of (0.12) satisfying (0.13) and taking the initial value w(x, 0) = -vo(x), cf.
[0], [LP] .
It is also of some interest to consider what happens if we take the limit m -1 for m 1 in (0.6). For m E (0,1) the initial value problem for (0.1) has a unique solution provided that u(x, 0) is nonnegative and locally integrable ( [AB ] , [HP ] ). Moreover and is positive everywhere in Q so that, in particular, there are no interfaces. The analog of Theorem 1 with m ~ 1 is proved in Section 5. Note that in this case v, which is still defined by (0.5), is negative.
Before we turn to the proofs of our results we pause to describe an important conection between equations (0.1) (cf. [K] and also [VI] , [V2] ] for further details). The self-similar solutions (~) We say that v is a viscosity supersolution of (0.10) if the condition (0.11 b) is satisfied.
For the proof that v satisfying (0.18) is a viscosity supersolution see [Li ] (B) of Theorem 1 follows from the following result which extends a result of Benton [B ] . Since 0) ~ vo(x) in R it follows from the maximum principle that v v~ in Q and this implies (3. 5).
Since the solutions are not smooth at the interfaces the maximum principle cannot be applied directly and an auxiliary argument is necessary.
Fix s > 0 and let w(x, t ) = V(x -~, t ) with 6 > 0. We shall prove that for every t ~E(t) ~(t) + ~ and v w in Q. Let tl = inf ~ t > 0: ~£(t) > (t)+ a ~.
Clearly 0 ~. We consider now the region S = {(x, t)~03A9~: 0 t t1 }. , ii ), iii ) it follows that vE( . , tl) > w(., tl) for 0 x xl, in contradiction to the above result. Therefore t1 = ~ and w in Q. Finally, let 03B4 ~ 0 to obtain v~ v.
In view of (3. 5), (0. [GJ ] and [BV ] for every p E [1, oo). Note also that (5.4) implies in the limit the following estimate for negative solutions of (Po) ..
Together with (5.7) this implies that solutions of vr = (vx)2 approach the maximum value (here v = 0) as t -oo and x is fixed with a rate at most 0(1/t). This is exactly the rate for the self-similar solutions (0.20). As in the case m > 1, these particular solutions represent the asymptotic behaviour of a large class of solutions, cf. [V2] .
For m = 1 the transformations (0.5), (0.17) should be replaced by v(x, t ) = log (u(x, t )), i = t, and V(x, i) = log (u (x, t )t 1 ~2) . (5 .10) 
