We propose a new method for proving lower bounds on quantum query algorithms. Instead of a classical adversary that runs the algorithm with one input and then modifies the input we use a quantum adversary that runs the input with a superposition of inputs. Using this method, we prove two new ~2(x/-N) lower bounds on AND of ORs and inverting a permutation and also provide more uniform proofs for some known lower bounds which have been previously proven via variety of different techniques.
INTRODUCTION
In the query model, algorithms access the input only by querying input items and the complexity of the algorithm is measured by the number of queries that it makes. Many quantum algorithms can be naturally expressed in this model. The most famous examples are Grover's algorithm [9] for searching an N-element list with O(x/~) quantum queries and period-finding which is the basis of Shor's factoring algorithm [ll; 17] . In the query setting, one can not only construct efficient quantum algorithms but also prove lower bounds on the number of queries that any quantum algorithm needs. For example, it can be shown that any algorithm solving the unordered search problem needs f~(x/N) queries [4] . (This implies that Grover's algorithm is optimal.) The lower bounds in quantum query model provide insights into the limitations of quantum computing. For example, the unordered search problem provides an abstract model for NP-complete problems and the f~(v/-N) lower bound of [4] provided evidence of the difficulty of solving these problems on a quantum computer. For two related problems -inverting a permutation (often used to model one-way permutation) and AND of ORs only *Supported by Berkeley Fellowship for Graduate Studies and, in part, by NSF grant CCR-9800024. This research was done while visiting Microsoft Research.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed [br profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. STOC 2000 Portland Oregon USA Copyright ACM 2000 1-58113-184-4/00/5...$5.00 weaker lower bounds have been known. Both of these problems can be solved using Grover's algorithm with O(v/-N) queries for inverting a permutation and O(v/-/V log N) queries for AND of ORs [7] . However, the best lower bounds have been f~(~rN) [4] and f2(C/-N), respectively. We present a new method for proving lower bounds on quantum query algorithms and use it to prove f~(x/-N) lower bounds for inverting a permutation and AND of ORs. It also provides a unified proof for several other results that have been previously proven via variety of different techniques. In contrast to [4; 18] that use a classical adversary argument (an adversary runs the algorithm with one input and, after that, changes the input slightly so that the correct answer changes but the algorithm does not notice that), we use a quantum adversary. In other words, instead of running the algorithm with one input, we run it with a superposition of inputs. This gives stronger bounds and can also simplify the proofs. More formally, we consider a bipartite quantum system consisting of the algorithm and an oracle answering algorithm's queries. At the beginning, the algorithm part is in its starting state (normally 10)), the oracle part is in a uniform superposition over some set of inputs and the two parts are not entangled. In the query model, the algorithm can either perform a unitary transformation that does not depend on the input or a query transformation that accesses the input. The unitary transformations of the first type become unitary transformations over the algorithm part of the superposition. The queries become transformations entangling the algorithm part with the oracle part. If the algorithm works correctly, the algorithm part becomes entangled with the oracle part because the algorithm part must contain different answers for different inputs. We obtain lower bounds on quantum algorithms by bounding the number of query transformations needed to achieve such entanglement. Previously, two main lower bound methods were classical adversary [4] (called 'hybrid argument' in [18] ) and polynomials methods. The classical adversary/hybrid method of [4; 18] starts with running the algorithm on one input. Then the input is modified so that the behavior of algorithm does not change much but the correct answer does change. That implies that the problem cannot be solved with a small number of queries. Polynomials method [3] uses the fact that any function computable with a small number of queries can be approximated by a polynomial of a small degree and then applies results about inapproximability by polynomials. Our "quantum adversary" method can be used to give more unified proofs for many (but not all) results that were previously shown using different variants of hybrid and/or polynomials method. There is also a new proof of the f~(x/N) lower bound on unordered search by Grover [10] . This proof is based on considering the sum of distances between superpositions on different inputs. While the motivation for Grover's proof (sum of distances) is fairly different from ours (quantum adversary), these two methods are, in fact, closely related. We discuss this relation in section 7.
THE MODEL
We consider computing a Boolean function f(xl,... , xN) : {0, 1} N --~ {0, 1} in the quantum query model [3] . In this model, the input bits can be accessed by queries to an oracle X and the complexity of f is the number of queries needed to compute f. A quantum computation with T queries is just a sequence of unitary transformations 
. , x~).
Also, we can define that O maps li, b,z) to (--1)b~ili, b,z ) (i.e., instead of XORing xi on an extra qubit we change phase depending on x~). It is well known that both definitions are equivalent up to a constant factor: one query of the I st type can be simulated with a one query of the 2 "a type and one query of the 2 ~d type can be simulated with 2 queries of the i st type. For technical convenience, we use the 2 na definition in most of this paper. The computation starts with a state 10). Then, we apply Uo, O, ..., O, UT and measure the final state. The result of the computation is the rightmost bit of the state obtained by the measurement. The quantum computation computes f with bounded error if, for every x = (xl,... , xN), the probability that the right-
at least 1 -c for some fixed e < 1/2. This model can be easily extended to functions defined on a larger set (for example, {1,... ,N}) or functions having more than 2 values. In the first case, we replace one bit b with several bits ([log N] bits in the case of {1,... , N}). In the second case, we measure several rightmost bits to obtain the answer.
THE MAIN IDEA
Let S be a subset of the set of possible inputs {0, 1} g. We run the algorithm on a superposition of inputs in S. More formally, let 7/A be the workspace of the algorithm. We consider a bipartite system 7-/ : 7/A ® 7/1 where 7/i is an "input subspace" spanned by basis vectors Ix) corresponding to inputs x • S. In the starting state, the 7/A and 7/I parts of the superposition are unentangled. In the final state, however, they must be entangled (if the algorithm works correctly). To see that, consider a simple example where the algorithm has to recover the whole input.
Let c~ = 1/x/-~ (where m = ISl) for all x • S. In the exact model (the algorithm is not allowed to give the wrong answer even with a small probability), ICz) must be Ix)lqo~) where Ix) is the answer of the algorithm and Iqo~) are algorithm's workbits. This means that the final state is i.e., it is fully entangled state. In the bounded error model (the algorithm can give a wrong answer with a probability at most e), I¢~) must be (1 -~)lx)l~) + I¢') and the final state must be
~-'taxES
which is also quite highly entangled. In the general case (we have to compute some function f instead of learning the whole input x), the parts of 7/i corresponding to inputs with f(x) = z must become entangled with parts of HA corresponding to the answer z. Thus, we can show a lower bound on quantum query algorithms by showing that, given an unentangled start state, we cannot achieve a highly entangled end state with less than a certain number of query transformations. Next, we describe more formally how we bound this entanglement. If we trace out 7/A from the states I¢~t~rt) and ICing), we obtain mixed states over 7/i. Let Pst,~t and P~,~d be the density matrices describing these states. 
This expression is maximized by el = e2 = e, giving us 2V/~1 -e). Therefore,
In particular, if I¢,t~-t) is the uniform 1 ~=eS ix}' we have (p~,~d)=y <_ 2~/e(1 --e)/m. Note that, for any e < 1/2, 2X/~ -e) < 1. Thus, if the algorithm A works correctly, the absolute value of every entry of Penal that corresponds to inputs x,y with f(x) ¢ f(y) must be smaller than the corresponding entry of p~t~t by a constant fraction.
To prove a lower bound on the number of queries, we bound the change in P=u caused by one query. Together with Lemma 1, this implies a lower bound on the number of queries. Next, we apply this technique to several problems.
LOWER BOUND ON SEARCH
First, we show how our method gives a lower bound on Grover's search problem.
Problem:
We are given xl,... ,XN C {0,1} and we have to find i such that x~ = 1.
THEOREM 1. [~] Any quantum algorithm that finds i with probability 1 -e uses ~(x/-N) queries.
PROOF. Let S be the set of inputs with one x~ equal to 1 and the rest 0. Then, ISI = N and 7/1 is an N-dimensional space. To simplify the notation, we use li) to denote the basis state of 7-is corresponding to the input (xl,..., Xg) with xi = 1. Let pk be the density matrix of 7/1 after k queries. Note that po = psta~t and pT = pend. We consider the sum of absolute values of all its off-diagonal entries Sk = ~=,u,=~v I(Pk)=u I' We will show that 
ST <_ 2VI-~ --e)(N -
1
THE GENERAL LOWER BOUND

The result
Next, we obtain a general lower bound theorem. 
Relation to block sensitivity bound
Our Theorem 2 generalizes the block sensitivity bound of [3; 18] . Let f be a Boolean function and x = (x:,... ,x~) an input to f. For a set S C {1,... ,n}, x (s) denotes the input obtained from x by flipping all variables xi, i 6 S. f is sensitive to S on input
x if f(x) ~ f(x(S)).
The block sensitivity of f on input x is the maximal number t such that there exist t palrwise disjoint sets $1, $2, ..., St such that, for all i E {1,... ,t}, f is sensitive to Si on x. We denote it by bs~(f). The block sensitivity of f, bs(f) is just the maximum of bs~(f) over all inputs x [14] .
THEOREM 3. [3; 18] Let f be any Boolean function. Then, any quantum query algorithm computing f uses f~( ~) queries.
To see that this is a particular case of Theorem 2, let x be the input on which f achieves be(f) block sensitivity. Then, we can take X : {x} and Y = {x(S:),... ,x(Sb'(s))}. Let R = {(x, x(S~)), (x, x(S2)),... , (x, x(Sb'(s)))}. Then, m = bs(f), m' = 1. Also, l = 1 (because, by the definition of the block sensitivity, m blocks of input variables have to be dismm I joint) and l ~ = 1. Therefore, we get qV-= bs(f) and Theorem 2 gives the f/(~) lower bound for any Boolean function f. In the next subsection we show some problems for which our method gives a better bound than the block-sensitivity method. where x:,... ,xN 6 {0, 1}. f can be computed with O(x/NlogN) queries by a twolevel version of Grover's algorithm (see [7] ). However, a straightforward application of lower bound methods from [4; 3] only gives an 12(¢/-N) bound because the block sensitivity of f is O(x/N) and the lower bound on the number of queries given by hybrid or polynomials method is the square root of block sensitivity [3; 18] . Our method gives Then, m = m' = v ~ because, given x E X, there are ls that can be replaced by 0 and replacing any one of them gives some y 6 Y. Conversely, if y 6 Y, there are ~ ways to add one more 1 so that we get x 6 X. On the other hand, l = l' = 1 because, given x C X (or y 6 Y) and i E {1,... ,n}, there is only one input that differs from x only in the i TM position. Therefore, mm' = ~ and the result follows from Theorem 2. [] Our theorem can be also used to give another proof for the following theorem of Nayak and Wu [13] . THEOREM 5. [13] Let f : {0,1,... ,n-1} --+ {0, 1} be a Boolean function that is equal to 1 either at exactly n/2 points of the domain or at exactly (1 q-e)n/2 points. Then, any quantum algorithm that determines whether the number of points where f(x) : 1 is n/2 or (1 + e)n/2 uses f~(~) queries.
Applications
This result implies lower bounds on the number of quantum queries needed to compute (or to approximate) the median of n numbers [13] . It was shown in [13] using polynomials method. No proof that uses adversary arguments similar to [4; 18] is known. With, our "quantum adversary" method, Theorem 5 can be proven in similarly to other theorems in this paper.
PROOF. Let X be the set of all f that are 1 at exactly n/2 points, Y be the set of all f that are 1 at (1 + e)n/2 points and R be the set of all (f,f') such that f E X, f' E Y and they differ in exactly en/2 points. [] There are several other known lower bounds that also follow from Theorem 2. In particular, Theorem 2 implies f~(N) lower bounds for MAJORITY and PARITY of [3] .
INVERTING A PERMUTATION
Extension of Theorem 2
For some lower bounds (like inverting a permutation), we need a following extension of Theorem 2. 
For every y E Y, there exist at least m t different x E X such that (x, y) E R. Let l,,i be the number of y E Y such that (x,y) E R and x~ ¢ y~ and lu,i be the number of x G X such that
computing f ~( V i-A-~ ) queries.
The parameters l and l' of Theorem 2 are just max~ex,i l~,i and maxuey, i Iv,i. It is easy to see that
Therefore, the lower bound given by Theorem 6 is always greater than or equal to the lower bound of Theorem 2. However, Theorem 6 gives a better bound if, for every (x, y) R and i, at least one of l~,~ or ly,i is less than its maximal value (which happens for inverting a permutation). Also, Theorem 6 allows {1, ... , N}-valued variables instead of only {0, 1}-valued in Theorem 2.
PROOF. Similarly to Theorem 6, we consider the set of inputs S = X U Y and the superposition 
Application
We use Theorem 6 to prove a lower bound for inverting a permutation [4] .
Problem: We are given xl,... ,XN E {1,... ,N} such that (xl,... ,XN) is a permutation of {1,... ,N}. We have to find the i such that x~ ---1.
This problem was used in [4] to show NP A n co -NP A ~= BQP A for an oracle A. It is easy to see that it can be solved by Grover's algorithm (search for i with x~ --1). This takes O (vfN) queries. However, the ~(x/~) lower bound proof for search problem from [4] does not work for this problem. [4] showed a weaker ~(~/-N) bound with a more complicated proof. 
RELATION TO GROVER'S PROOF
Grover [10] presents a proof of the ~(x/-n) lower bound on the search problem based on considering the sum of distances Grover shows that, after t queries, A(t) _< 4t 2. If the algorithm outputs the correct answer with probability 1, the final vectors ¢~, ..., ¢~ have to be orthogonal, implying that A(t) > 2N -2x/-N (cf. [10] ). This implies that the number of queries must be ~(x/tN). A similar idea (bounding a certain sum of distances) has been also used by Shi [16] to prove lower bounds on the number of quantum queries in terms of average sensitivity. These "distance-based" ideas can be generalized to obtain another proof of our Theorems 2 and 6. Namely, for Theorem 2, one can take This shows that the two quantities (the sum of entries in the density matrix and the sum of distances) are quite similar. Indeed, we can give proofs for Theorems 2 and 6 in terms of distances and their sums A(t). (Namely, A(0) = 0 before the first query, A(T) should be large if the algorithm solves the problem with T queries and we can bound the difference A(t) -A(t -1). This gives the same bounds as bounding the entries of density matrices.) Thus, Theorems 2 and 6 have two proofs that are quite similar algebraically but come from two completely different sources: running a quantum algorithm with a superposition of inputs (our "quantum adversary") and looking at it from a geometric viewpoint (sum of distances). The "quantum adversary" approach may be more general because one could bound other quantities (besides the sum of entries in the density matrix) which have no simple geometric interpretation.
CONCLUSION AND OPEN PROBLEMS
We introduced a new method for proving lower bounds on quantum algorithms and used it to prove tight (up to a multiplicative or logarithmic factor) lower bounds on Grover's search and 3 other related problems. Two of these bounds (Grover's search and distinguishing between an input with 1/2 of values equal to 1 and 1/2 + e values equal to 1) were known before. For two other problems (inverting a permutation and AND of ORs), only weaker bounds were known. One advantage of our method is that it allows to prove all 4 bounds in a similar way. (Previous methods were quite different for different problems.) Some open problems:
1. Collision problem [5] .
We axe given a function f: {1,... , n} --+ (1,... , n/2} and have to find i, j such that f(i) = f(j). Classically, this can be done by querying f(x) for O(x/~) random values of x and it is easy to see that this is optimal.
There is a quantum algorithm that solves this problem with O(~/-n) queries [5] . However, there is no quantum lower bound at all for this problem (except the trivial bound of Q(1)).
The collision problem is an abstraction for collisionresistant hash functions. Kit-can be solved with O(log 7 queries, there no hash function is collision-resistant against quantum algorithms.
The exact argument that we gave in this paper (with bounding a subset of the entries in the density matrix) does not carry over to the collision problem. However, it may be possible to use our idea of running the algorithm with a superposition of oracles together with some other way of measuring the entanglement between the algorithm and the oracle, 2. Simpler/better lower bound for binary search.
It may be possible to simplify other lower bounds prove~ previously by different methods. In some cases, it is quite easy to reprove the result by our method (like Theorem 5) but there are two cases in which we could not do that. The first is the bound of [6] on the number of queries needed to achieve very small probability of error in database search problem. The second is the lower bound on the ordered search [I] . It seems unlikely that our technique can be useful in the first case but there is a chance that some variant of our idea may work for ordered search (achieving both simpler proof and better constant under big-~).
3. Communication complexity of disjointness.
Quantum communication complexity is often related to query complexity [7] . Can one use our method (either "quantum adversary" or distance-based formulation) to prove lower bounds on quantum communication complexity. 7
A particularly interesting open problem in quantum communication complexity is set disjointness. The classical (both deterministic and probabilistic) communication complexity of set disjointness is ~(n) [12; 15] . There is a quantum protocol (based on Grover's search algorithm) that computes set disjointness with an O(x/~logn) communication [7] but the best lower bound is only ~(logn) [8; 2] .
