In this paper an efficient numerical scheme is proposed for the numerical computation of the Cauchy type oscillatory integral ∫ 
PUBLIC INTEREST STATEMENT
Integrals frequently appeared in sciences and engineering. In practice, we are confronted with different kinds of difficulties in evaluating integrals analytically. Thus, an alternating technique becomes absolutely necessary in order to evaluate, which has given birth to the technique of numerical integration or mechanical quadrature.
In adopting this technique the exact value of the integral needs to be sacrificed and we have to be content with its approximate value. For this reason numerical integration is widely known as "Approximate integration".
Introduction
Singular integral of these two kinds: and where, f(x) is analytic on [−1, 1] though look as similar but, the second differs from the former by its high oscillatory characteristics for large w ∈ R−{0}. Further, this difference is very much noticed when both the integrals are numerically approximated. It is observed that classical quadrature rules meant for the numerical approximation of the CPV integral (1.1) diverge significantly and finally lead to uncontrolled instabilities when these rules are employed for the numerical integration of the second integral (1.2) with increasing values of |w|. It is well-known that these two improper integrals exist, if f satisfies the Holder's condition in [−1, 1] . Again, since these two integrals frequently appear in physical and applied sciences: image analysis, quantum physics, fluid dynamics, aerodynamics and engineering, etc. Thus they have attracted the attention of many researchers to devise quadrature rules for their numerical approximations. Some notable work Capobianco and Criscuolo (2003) , Chung, Evans, and Webster (2000) , Huybrechs and Vandewalle (2006) , Keller (2012) , Milovanović (1998) , Okecha (1987) , Wang and Xiang (2010) i.e. interpolating the function f by Lagrange's interpolation with nodes as zeros of Legendre polynomial and/(or not) the singular point; or using a special case of Hermite interpolation; or method based on interpolation at the zeros of orthogonal polynomial with Jacobi weight function; or interpolating at Clenshaw-Curtis points and expressing in terms of Chebyshev polynomial of first and second kind; or transforming the integral to an indefinite integral of oscillatory and singular function, etc. are recently seen in this field. However, to apply over an unknown integral, all these methods are not so simple and straight like standard quadrature rules (trapezoidal rule, Simpson's (1 = 3)rd rule or Gauss-Legendre n-point rules etc.) meant for the numerical integration of real definite integrals without having any kind of singularities. Thus, in this paper we have proposed a rapidly convergent simple numerical scheme consisting of a non-classical rule to approximate Filon-type integrals (Davis & Rabinowitz, 1984) which later incorporated with the standard classical quadrature rules meant for the numerical integration of integral (1.1) to approximate the integral (1.2). Further, we have compared the results of our numerical computation with the approximate results obtain by integrating the same integral by the scheme already proposed by Okecha (2006) . The detailed comparison has been given in Table 1 with their absolute error for different values of w. Again, we have also determined the error bound of our proposed scheme which may be an extra advantage over (Okecha, 2006) .
Generalized classical rule for the numerical integration of
Price (1960) has given a four-point degree eight Gauss-type quadrature rule.
with nodes and weights as depicted in Table 2 for n = 2 to approximate the CPV integral (1.1) numerically. Latter, Chawla and Jayarajan (1975) , Elliot and Paget (1979) , Hunter (1972) , Lebedev and Baburin (1965) , Monegato (1982) , Piessens (1970) have framed 2n-point rule.
(2.1) where,
for i = 1(1)n; of precision ≤4n by interpolating the function f(x) by Lagrange's interpolation at the zeros 0 < x k < 1 of orthogonal polynomial P n (x) as the nodes of interpolant. Though, analytically it looks simple and straight to determine the weights with the evaluated nodes but, numerically the computational complexity increases with increasing n. Therefore, in this section we suggest an algebraic method to determine the nodes and weights of the generalized quadrature rule Q n (x) meant for the numerical approximation of the CPV integral (1.1). Here, we assume that the proposed 2n-point rule Q n (f) meant for the numerical integration of the CPV integral (1.1) is based on the roots ±x i ; x i ∈ (0, 1); ∀i = 1(1)n of the monic polynomial Since, the rule Q n (f) is a fully symmetric quadrature rule and exactly integrates all monomials of even degree thus, in order to determine the weights w i and the nodes x i ; for i = 1(1)n; it is assumed here that Now with this assumption the following system of linear equations where
; ∀i, j = 1(1)n with 2n unknowns is obtained. Since for all j = 1(1)n; thus, solving the above system of Equation (2.4) for the n-unknowns c 2i−2 ; ∀i = 1(1)n, we get as the coefficients of the monic polynomial P 2n (x); where ij = m i+j−1 ;∀ i, j = 1(1)n: It is to be noted here that the system [θ ij ] is non-singular since its determinant is the Gram determinant, i.e. of the linearly independent functions 1; x 2 ; … ; x 2n−2 (Davis, 1963) . As a result, the system may be solved uniquely for the coefficients c 2i−2 ; ∀i = 1(1)n and hence the nodes x i ∈ (0; 1); ∀i = 1(1)n; of the quadrature rule Q n (f) may be obtained from the equation P 2n (x) = 0; all of which will be real and simple. Now having these nodes, the weights w i ; ∀i = 1(1)n; of the quadrature rule Q n (f) for different n ≥ 1 may be obtained from the system (2.3). The nodes and weights of the family of rules Q n (f); for different n = 1, 2, 3, …, 12 are given in Tables 2-9 with their respective Algebraic Degree of Precession (ADP). It is to be noted here that the rule due to Price (1960) is obtained from the rule Q n (x) for n = 2: 
Scheme for the approximate evaluation of Cauchy type oscillatory integral
For the constriction of the scheme, the integral J(f; w)is rewritten as follows:
where is a Filon-type oscillatory, but truly non-singular integral and is the singular integral as given in Equation (1.1) which can be numerically approximated by the proposed quadrature rule Q n (f) for suitable n. Further, since large value of |w| causes high oscillations of the integrand function of the first integral J O (f) and due to its very fast oscillation characteristic the result of its numerical approximation very often adversely affects to the result of approximation of the second singular integral I(f) thus, a desirable accuracy for the integral J(f, w) may not be achieved. Therefore, in order to circumvent this difficulty that appears in this section, we propose a rapidly converging quasi-exact method which almost exactly integrates the integral J O (f).
The proposed quasi-exact method
To construct the method, we assume here that the function f(x) is continuous up to its maximum derivatives in [−1, 1] . Now with this assumption expanding f(x) by using Taylor's expansion about the singular point x = 0, we get
, ∀k = 0, 1, 2 … are the Taylor's coefficients. Truncating the above series after the first (n + 1) terms, the interpolating polynomial g n (x) with the interpolating conditions is obtained as:
Using standard method (Atkinson, 1989) it can be proved that the truncation error Ẽ n (f ) associated with the polynomial g n (x) is Proof The proof of Theorem 3.1 is very straight and can be established by following the method of integration by parts.
As a result, the integral J O (f) can be numerically evaluated as with for all k as positive odd integers. However, the recurrence relation given in Equation (3.4) can be rewritten as:
where On solving by following standard method of solution of recurrence relation, we obtain its particular solution as:
Here, with the values of a k for different k, we denote the right side of the Equation (3.5) as the quadrature rule meant for the approximate evaluation of the integral J O (f): Therefore, from Equations (2.2), (3.1) and (3.7); the integral J(f) can be numerically evaluated as:
Error analysis
Here we assume that the function f(x) is infinitely differentiable in the interval of integration [−1, 1]. Now with this assumption denoting E J (f) as the error associated with the scheme S(f) meant for the numerical integration of the Cauchy type oscillatory integral J(f) (Equation (3.1)) is obtained as:
where, and are the error terms associated with the quadrature rules R O (f) and Q n (f) meant for the approximate evaluation of the Fylon type oscillatory integral J O (f) (Equation (3.2)) and the CPV integral I(f) (Equation (1.1)), respectively. However, where Further, As a result, Again, since the quadrature rule Q n (x) exactly integrates all polynomial of degree ≤4n thus, by the help of the Taylor's series it can be shown that the corresponding error (4n + 1) × (4n + 1)!
