Abstract
to the worst case long position. The differential operator L Q is defined as
σ 1,min ≤ σ 1 ≤ σ 1,max , σ 2,min ≤ σ 2 ≤ σ 2,max . Proof. From equation (3.2), the choice of the optimal correlation ρ is either ρ max or ρ min , depending on the 137 sign of the cross derivative term. Thus, the optimal correlation is always either end of its range [ρ min , ρ max ].
138
The quadratic form in equation ( Z, then the optimal value is attained at ∂Z. If this line does not intersect Z, then the optimal value is 142 also on ∂Z. Hence, in all cases, the optimal value can be attained by examining the objective function on 143 ∂Z.
144
Remark 3.1. Proposition 3.1 will prove useful when we design a numerical scheme. In the case when the 145 discretization stencil depends on the control, no closed form expression is available for the optimal value. We 146 can then discretize the control set and search over the boundary ∂Z, instead of the entire three dimensional set 147 Z. Consistency in the viscosity sense is defined in terms of smooth test functions, hence our assumption that
148
Γ ik exist is not restrictive and we can then use Proposition 3.1 to prove that this is a consistent discretization
149
(in the viscosity sense).
150
4 Discretization
151
In this paper, we develop an unconditionally monotone finite difference numerical scheme for the two factor 152 uncertain volatility model. However, a standard finite difference scheme cannot ensure monotonicity due 153 to the cross derivative term. For example, the fixed point stencil method in Øksendal and Sulem (2005) 154 requires a restrictive grid spacing, which cannot always be satisfied, to preserve monotonicity. In our problem,
155
the tensor diffusion is non-constant and non-diagonally dominant. We will focus mainly on a wide stencil 156 method based on a local coordinate rotation, but we include some comparisons with the factoring technique 157 in Debrabant and Jakobsen (2013) . Furthermore, we propose a hybrid algorithm which combines use of a but still keeping the numerical scheme monotone.
161
We discretize equation (2.2) over a finite grid N = N 1 × N 2 in the plane (S 1 , S 2 ). Define a set of nodes 162 {(S 1 ) 1 , (S 1 ) 2 , . . . , (S 1 ) N1 } in S 1 direction and {(S 2 ) 1 , (S 2 ) 2 , . . . , (S 2 ) N2 } in S 2 direction. Denote the n th time at ((S 1 ) i , (S 2 ) j , τ n ).
165
It will be convenient to define
We assume that there is a mesh discretization parameter h such that 167 ∆(S 1 ) max = C 1 h, ∆(S 2 ) max = C 2 h, ∆(S 1 ) min = C 1 h, ∆(S 2 ) min = C 2 h, ∆τ = C 3 h, (4.2)
where C 1 , C 2 , C 1 , C 2 , C 3 are constants independent of h. 
The fixed point stencil

169
We use a seven-point stencil (Clift and Forsyth, 2008; Øksendal and Sulem, 2005 ) to discretize the cross-170 partial derivative
We approximate the cross-partial derivative at ((S 1 ) i , (S 2 ) j , τ n ) using one of the following stencils, as illus-trated in Figure 4 .1, depending on the sign of ρ. For ρ ≥ 0, we use (4.7) condition (4.7) is satisfied even if our choice of the seven-point operator ensures that γ i,j ≥ 0. However, our algorithm makes the positive coefficient condition hold on as many grid nodes as possible with a fixed 185 stencil. Only when the cross derivative term disappears in the HJB equation (2.2) can we guarantee that 186 the positive coefficient condition always holds for a fixed point stencil.
187
Remark 4.1. It is possible to carry out a logarithmic transformation on equation (2.2). In the new coordinate 188 system (log S 1 , log S 2 ), the diffusion tensor becomes constant for a fixed control. If we discretize the PDE 189 on the space (log S 1 , log S 2 ), a positive coefficient discretization can be constructed for a very restrictive grid 190 spacing condition (Clift and Forsyth, 2008) , but this approach is not very general, and the diffusion tensor
191
is not constant if local volatility surfaces are used, which is common in practice. Consequently, we prefer to 192 use the more meaningful discretization in (S 1 , S 2 ) coordinates. We now consider the wide stencil discretization method. Suppose we discretize equation (2.2) at grid node 195 (i, j) for a fixed control. Consider a virtual rotation of the local coordinate system clockwise by
(4.8)
That is, (y 1 , y 2 ) in the transformed coordinate system is obtained by using the following matrix multiplication
We denote the rotation matrix in (4.9) as R i,j . This rotation operation will result in a zero correlation in 198 the diffusion tensor of the rotated system. That is, the cross derivative term will be eliminated. Under this 199 grid rotation, the second order terms in equation (2.2) are, in the transformed coordinate system (y 1 , y 2 ),
where V is the value function V(y 1 , y 2 , τ ) in the transformed coordinate system, and
(4.11)
The diffusion tensor in (4.10) is diagonally dominant with no off-diagonal terms, and consequently a 202 standard finite difference discretization for the second partial derivatives is a positive coefficient scheme.
203
The rotation angle θ i,j depends on the grid node and the control, therefore it is impossible to rotate the 204 global coordinate system by a constant angle and build a grid over the space (y 1 , y 2 ). The local coordinate 205 system rotation is only used to construct a virtual grid which overlays the original mesh. We have to
206
approximate the values of U on our virtual local grid using an interpolant J h U on the original mesh. To 207 keep the numerical scheme monotone, linear interpolation is the most accurate interpolation we can use.
208
Thus, J h is a linear interpolation operator. Moreover, to keep the numerical scheme consistent, we need 209 to use the points on our virtual grid whose Euclidean distances are O( √ h) from the central node, where h 210 is the mesh discretization parameter (4.2). This results in a wide stencil method since the relative stencil 211 length increases as the grid is refined ( √ h h → ∞ as h → 0). The wide stencil method is illustrated in Figure   212 4.2. With a slight abuse of notation, we define the following
Then, the second order terms in equation (2.2) at ((S 1 ) i , (S 2 ) j , τ n ) are approximated as
where
k is k-th column of the rotation matrix R i,j (4.9), and
To satisfy the positive coefficient condition, we then use an upstream finite differencing to discretize the first 215 order derivatives. 
Boundary conditions
217
We shall assume that the discretization is posed on a bounded domain for computational purposes. The 218 discretization is applied to the localized finite region (
219
No boundary condition is needed on the lower boundaries S 1 = 0 or S 2 = 0. The equation (2.2) reduces
(4.14)
The cross derivative term vanishes on the lower boundaries. Thus, we can use a standard finite difference 222 stencil to construct a monotone scheme on the lower boundaries.
223
In order to preserve monotonicity of the discretization, a Dirichlet boundary condition is imposed on the 224 upper boundaries S 1 = S 1,max or S 2 = S 2,max . 
4.4 Avoid using points below the lower boundaries
230
To make the numerical scheme consistent in a wide stencil method, the stencil length needs to be increased 231 to use the points beyond the nearest neighbors of the original grid. As shown in Section 4.2, we use the four we may use a point below the lower boundaries S 1 = 0 or S 2 = 0. The possibility of using points below the 238 lower boundaries only occurs when the node (i, j) falls in the region
239
[h,
We propose a simple method to avoid this problem, which retains consistency. That is, when one of the four Algorithm 4.1 Avoid using the points below the lower boundaries when approximating the
if S k,lef t below the lower boundaries then 3: h right = h 8: end if 9: The second derivative term In Debrabant and Jakobsen (2013), the wide stencil method based on factoring the diffusion tensor is surveyed. For the convenience of the reader, we briefly summarize this method here. For more details we refer readers to Debrabant and Jakobsen (2013) . Let the diffusion tensor in (2.2) be
where C k is k-th column of C. From the stochastic processes of the two asset prices (2.1), it is natural to choose
That is, C is the lower triangular matrix associated with the Cholesky decomposition of the diffusion tensor.
247
This consistent approximation is also a first order approximation and compatible with a monotone numer- We will derive a hybrid scheme which combines use of the fixed point stencil (Section 4.1) with the wide stencil 264 based on a local coordinate rotation (Section 4.2). The fixed point stencil is a second-order approximation 265 of the diffusion terms, but this discretization cannot ensure a positive coefficient method at every node in 266 general. The computational cost is also highly increased when we use a wide stencil. This is due to the fact 267 that we have an analytical solution for the local optimization problem for the fixed point stencil case. On 268 the other hand, when using a wide stencil, we need to discretize the control set and then perform a linear 269 search to find the optimal value for the control. We propose an algorithm which uses the fixed point stencil term.
277
(2) The following sufficient conditions are satisfied,
Proof. We select equation (4.4) if ρ ≥ 0 and equation (4.5) if ρ < 0 to approximate the cross derivative term, this choice then ensures γ i,j ≥ 0. The condition (2) makes the following inequities hold
For more details see Øksendal and Sulem (2005, Chapter 9.4).
280
Theorem 4.1. Assume that
281
(1) We must select equation term.
283
(2) The grid spacings satisfy the following conditions in terms of extreme values of the control Q = (σ 1 , σ 2 , ρ).
and (4.21b) for (σ 1,max , σ 2,min , ρ min ),
With these conditions, we can select a differencing scheme (see Appendix A) so that the positive coefficient 285 condition (4.7) is satisfied for ∀Q ∈ Z. We denote the domain where the conditions (4.22) are satisfied by 286 Ω f .
287
Proof. For the case ρ min ≥ 0, if the constraint (4.20) holds for all Q ∈ Z, we have
(4.23)
The proof is similar for the other two cases. of a grid is not always such that these conditions are met everywhere. We shall not enforce these conditions,
296
but indeed check whether they are satisfied at a given grid node.
297
Our algorithm is summarized as follows. The domains are defined in the first order derivatives. We avoid using points below the lower boundaries for (
We use the asymptotic solution (4.15) of the HJB equation at a point outside the computational region at 303 the upper boundaries. From the discretization (4.13), we can see that the measure of Ω out converges to zero 304 as h → 0 (4.2). Lastly, fully implicit time-stepping is used to ensure the unconditional monotonicity of our 305 numerical scheme.
The region in Ω in where conditions (4.22) in Theorem 4.1 hold. Table 4 .1: The domain definitions. 
Discretization form
307
We will give details of the discretization for the HJB equation (2.2) in Ω in in this section. For the case
∈ Ω f where the fixed point stencil is used, the HJB equation (2.2) has the following terms, and we assume that Γ kl , k, l = 1, 2 are constant and independent of the control. Therefore, the 317 optimal value of the discrete equations is not necessarily attained at the boundary ∂Z. However, Proposition is a consistent approximation in the viscosity sense. Note that we also have an analytic expression for the
when restricting Q ∈ ∂Z. See details in Section E.
321
For the case (S 1 ) i , (S 2 ) j , τ n+1 ∈ Ω w where the wide stencil is used, the discretized form of the linear
where a i,j and b i,j are given in (4.11), and the presence of
, 2 is due to the 324 discretization of the second derivative terms (4.13). As defined in (4.12),
and 
329
Since the numerical approximations of the diffusion terms depend on the control in the discrete equations
, there is no simple analytic expression which can be used to maximize the discrete equations (4.25).
331
We also do not have any known convexity properties of (4.25). For a compact set of the controls, we must find 332 the global maximum of (4.25) to ensure that our policy iteration algorithm converges. Hence, we discretize 333 the control set Z (2.5), and maximize by linear search.
334
As explained in Remark 4.3, we will maximize the discrete equations L ∂Z. This significantly reduces the computational cost. We denote ∂Z h as the discrete approximation of ∂Z
where (σ 1 ) 1 = σ 1,min , (σ 1 ) lmax = σ 1,max , (σ 2 ) 1 = σ 2,min , and (σ 2 ) kmax = σ 2,max . Let
where h (4.2) is the mesh discretization parameter.
338
Finally, using fully implicit timestepping, the HJB equation (2.2) has the following discretized form for 339 this case
For the case (S 1 ) i , (S 2 ) j , τ n+1 ∈ Ω w * , we need to adapt the discretized linear operator L Q w to avoid 341 using points below the lower boundaries as described in Algorithm 4.1. 
1 ≤ j ≤ N 2 and 0 ≤ τ n ≤ N τ , and form the solution vector
(4.29)
It will sometimes be convenient to use a single index when referring to an entry of the solution vector
Let N = N 1 × N 2 , and we define the N × N matrix L n+1 (Q), where
is an indexed set of N controls, and each Q is in the set of admissible controls. L and define the vector F n+1 with entries
For the case (S 1 ) i , (S 2 ) j , τ n+1 ∈ Ω w , we need to use the values at the following four off-grid points we use a point in the domain Ω out . 
,k (Q) are constructed similarly to the previous case where
so that the discretized equations are written in the compact form
where we defineẐ as To make the statement of the problem more precise in the context of viscosity solutions, we now write the localized problem in a compact form, which includes the terminal and boundary equations in a single equation. Let us define
The HJB equation for the value function (2.2) on the localized domain Ω ∪ Ω out is given by
where the operator F U is defined by
Here, where B(x, r) = {y ∈ R n | |x − y| <r}. We also have the obvious definition for a lower semi-continuous 388 envelope f * (x).
389
We also define 
and all x, such that U − φ has a strict global maximum (resp. minimum) with φ(x) = U * (x) (resp. U * (x)),
394
we have 
Finally, we have
(5.10)
The domains Ω f , . . . , Ω out are defined in Table 4 .1, and U A is defined in equation (4.15).
, the following holds 
, and for h, ψ sufficiently small, ψ a constant, we have that
(5.13)
Proof. To be precise, define the following
(5.14)
For the case
that is,
which is easily proved by Taylor series, and note that
(5.16)
Since φ is a smooth test function, and
and from equation (5.7) and (5.17), we then have the result
For the case where
and note that
(5.20)
From equation (5.8), we then have
(5.21)
We discretize the set ∂Z and maximize the discrete equations by linear search. If the discretization step 
(5.23) For the case x n+1 i,j ∈ Ω w * , the proof is similar to the case x n+1 i,j ∈ Ω w , but the consistency of the discrete linear operator L Q w * is perhaps not obvious. A possible inconsistency may arise when we shrink the stencil length from O( √ h) to O(h) to avoid using points below the lower boundaries. However, consistency still holds for L Q w * (see the proof in Appendix C).
Following the same steps as the case x n+1 i,j ∈ Ω w , we finally have
The remaining results in (5.13) can be proven using similar arguments. Proof. This follows in straightforward fashion from Lemma 5.1, using the same steps as in, for example,
437
Huang and Forsyth (2012). 
442
Remark 5.1. We remind the reader that a sufficient condition for a matrix A to be an M -matrix is that
443
A has positive diagonals, non-positive offdiagonals, and is diagonally dominant (Varga, 2009 • We only use the discrete linear operator L Q f (4.6) in the domain Ω f ,
446
• A linear interpolation operator J h is used in (4.25) and (B.1).
Proof. From the formation of matrix L in (4.31), (4.33) and (4.36), it is easily seen that [I − ∆τ L n+1 (Q)]
449
has positive diagonals, non-positive offdiagonals, and the -th row sums for the matrix is (5.7-5.10), is unconditionally l ∞ stable, as mesh discretization parameter (4.2) h → 0, satisfying A(Q)
≤ 1 (5.28) 
Monotonicity
( 
483
(ii) The matrices and vectors have the property that A ,k (Q) and C (Q) depend only on Q . That is,
484
A ,k (Q) = A ,k (Q ) and C (Q) = C (Q ). satisfied.
495
Fix a vector W. From Properties 6.1, there exists a sequence Q k , such that
Since A(Q), C(Q) are bounded, then there is a convergent subsequence
We also have the following result sequence of C(Q kj ), which are bounded independent of Q kj , then C(W) is bounded independent of W.
506
Policy iteration is a well known iterative method for solution of problems of type (6.1) (Howard, 1960) .
507
The policy iteration approach for solution of equation (6.1) is given in Algorithm 6.1.
508
The term scale in Algorithm 6.1 is used to ensure that unrealistic levels of accuracy are not required 509 when the value is very small (typically scale for an option priced in dollars is unity). There are several 510 possibilities for solving the linear system in the policy iteration method. In this paper, we use a precondi-
511
tioned Bi-CGSTAB iterative method for solving the sparse matrix (Saad, 2004 
Solve the linear system A W
break from the iteration 7:
end if 8: end for 9: U n+1 = W where (·) * refers to the upper semi-continuous envelope of the argument (as a function of Q for fixed W).
528
We give the details of the method used to determineQ in Appendix E. Note that in our case, we have only 529 a finite number of possible discontinuities in A(Q), C(Q). (Saad, 2004) . Assuming that the number of policy iterations is bounded, as the mesh size tends to zero, which is in fact observed in our experiments, the complexity of the time advance is thus dominated by the solutions of the local optimization problems. Finally, the total complexity is O( undoubtedly have a larger constant in the order relation compared to an explicit method. Hence the overall 554 efficiency will be purely dependent on the total number of timesteps. Since the number of timesteps for an 555 implicit method is completely decoupled from the mesh size parameter h, we can certainly envision cases
556
(e.g. barrier options) where a small spatial mesh parameter is required for accuracy. In this case, an explicit 557 method would require that timesteps be directly tied to this mesh size, which may be very small, while the 558 implicit method may use only the timestep required to minimize time truncation error. Of course, these 559 effects will be highly problem dependent. Finally, we note that an implicit method, which is unconditionally 560 stable, may be preferred in a production environment with inexperienced users.
561
8 Numerical results
562
Our first test case is for a European call option on the maximum of two assets with a payoff
All model parameters are given in Table 8 .1. We consider the worst-case option value for a short position. In 564 this case, since the payoff is convex, and convexity is preserved (Janson and Tysk, 2004) , the worst case price 565 can be analytically obtained for the value with the fixed parameters σ 1 = σ 1,max , σ 2 = σ 2,max , ρ = ρ 2,min .
566
The closed-form solution (Stulz, 1982) with these volatility and correlation values is U(S 1 = 40, S 2 = 40, K = 567 40, t = 0) = 6.8477. Thus, it is the solution to the HJB equation (2.2).
568
The numerical solutions were computed on a sequence of uniformly refined grids, starting with 91 × 91 569 grid nodes. The initial discretization parameter h (4.2) is 0.4, and the initial timestep size is 0.01. At each 570 grid refinement, the timestep is halved. The relative convergence tolerance for nonlinear policy iteration is 571 10 −6 (see Algorithm 6.1). We use (S 1 ) max = (S 2 ) max = 400 (i.e. about ten times the asset values of interest).
572
We carried out some tests using (S 1 ) max = (S 2 ) max = 2000. The solutions at (S 1 , S 2 ) = (40, 40) were the 573 same to six digits.
574
Convergence results using a pure wide stencil method based on a local coordinate system and the hybrid 575 scheme which uses the fixed point stencil as much as possible are given in Table 8 .2. Both the numerical 576 results seem to be convergent to the benchmark. However, the hybrid scheme results are more accurate than 577 those results obtained by the pure wide stencil method. We also carried out numerical experiments for the 578 wide stencil based on factoring the diffusion tensor as shown in Table 8 .3. The numerical results in Table 8.3   579 have larger errors than those in Table 8 .2. Especially at the first two refinements, the pure wide stencil based 580 on the factoring diffusion tensor performs poorly. Furthermore, the hybrid scheme significantly improves the 581 accuracy of this pure wide stencil method. Table 8.2 and Table 8 .3 also list computing time. The computer 582 used is a standard desktop PC with a Intel Xeon E5440 CPU at 2.83GHz. The hybrid scheme requires less
583
CPU time compared to the pure wide stencil method, at each refinement level.
584 Table 8 .4 gives the average number of the policy iterations per time step in both the pure wide and the 585 hybrid scheme method, which is about three. This result verifies our assumption that the number of the 586 policy iterations is bounded as h → 0, and hence the fully implicit method has the same complexity per step as an explicit method (for the pure wide stencil methods). Table 8 .4 gives the ratio of the grid nodes where 588 the fixed point stencil are used to the total number of nodes in the hybrid scheme. The ratio shows that the 589 fixed point stencil method cannot ensure monotonicity in general.
590
Note that the analytical result for the worst-case value is not immediately obvious, since even though Table 8 .2: Convergence results for an at-the-money European call option with the payoff (8.1) and parameters as given in Table 8 .1. S 1 = 40, S 2 = 40, K = 40. Pure Wide stencil shows the numerical solutions given by a wide stencil method based on a local coordinate rotation, and Hybrid Scheme shows results obtained using the fixed point stencil as much as possible. Diff is the value of the change in the solution as the grid refined. Ratio is the ratio of successive differences. Analytic solution in this case is 6.8477. Worst case short.
Our next test uses the same parameters as in Table 8 .1. The payoff has been changed to a butterfly on 601 the maximum of two assets. In particular, the payoff is
This test is more challenging, since the payoff of the butterfly option is no longer convex, and thus the signs Table 8 .4: The test case of a European call option on the maximum of two assets. Average Iterations is the average number of the policy iterations per time step. Pure Wide stands for the wide stencil method based on a local coordinate rotation, while Hybrid Scheme stands for the hybrid scheme using the fixed point stencil as much as possible. Fraction Fixed gives the ratio of the grid nodes where the fixed point stencil is used to the total number of nodes in the hybrid scheme. 
609
Compared to the results in Table 8 .6 and 8.8, which are given by the wide stencil method based on 610 factoring the diffusion tensor, the performance of the wide stencil based on a local rotation seems to be 611 superior. Both in the worst case and the best case scenarios, the errors of the pure wide stencil based on the 612 factoring diffusion tensor are very large, especially at the first two refinements. Again, the hybrid scheme 613 significantly improves the performance of the factoring method.
614
The average number of the policy iterations per time step is shown in Table 8 .9 for the butterfly test 615 case. The trends are the same as in Table 8 .4, although both pure wide and hybrid stencil method tend to 616 require more iterations on average. This is a direct result of this problem being truly nonlinear.
617
For comparison, Table 8 .6: Convergence results for a worst-case (short) butterfly option with parameters as given in Table  8 .1 and payoff specified by equation (8.2). S 1 = 40, S 2 = 40, K 1 = 34, K 2 = 46. Pure Wide Stencil shows the numerical solutions given by a wide stencil method based on factoring the diffusion tensor, and Hybrid Scheme shows results obtained using of the fixed point stencil as much as possible. Diff is the value of the change in the solution as the grid refined. Ratio is the ratio of successive differences.
Conclusions
621
We have developed a fully implicit, unconditionally monotone finite difference numerical scheme for the two Table 8 .9: The test case for a worst-case (short) butterfly option on maximal of two assets. Average Iterations is the average number of the policy iterations per time step. Pure Wide stands for the wide stencil based on a local coordinate rotation, while Hybrid Scheme stands for the hybrid scheme using the fixed point stencil as much as possible. Fraction Fixed gives the ratio of the grid nodes where the fixed point stencil are used to the total number of nodes in the hybrid scheme. wide stencil scheme based on a local grid rotation seems to be superior to a scheme based on factoring the 632 diffusion tensor.
633
We used fully implicit timestepping to build an unconditionally monotone numerical scheme. Implicit 634 timestepping then requires solution of highly nonlinear algebraic equations at each time step, which are 635 solved using the policy iteration algorithm. Our numerical discretization depends on the control, and thus 636 results in a locally discontinuous function of the control. However, we can prove that policy iteration is still 637 guaranteed to converge.
638
In our numerical scheme, the cost of constructing the data structure and solving the matrix at each 639 timestep is dominated by the cost of solving the local optimization problems at each grid node. Therefore,
640
the total complexity is the same as for an explicit method at each timestep using a wide stencil discretization,
641
but there are no time step restrictions due to stability considerations. Unconditional stability also permits 642 efficient use of the hybrid scheme (fixed point stencil as much as possible).
643
A Discrete equation coefficients in the fixed point stencil
644
The coefficients in the linear operator (4.6) are given in the following. We use three point operators for the 645 first and second derivatives. Central Differencing in S 1 and S 2 direction:
For the case (S 1 ) i , (S 2 ) j , τ n+1 ∈ Ω w * , using Algorithm 4.1 to avoid using points below the lower boundaries, 
where h k,lef t , h k,right , k = 1, 2 are determined by Algorithm 4.1. Then, using fully implicit timestepping, 651 the HJB equation (2.2) has the following discretized equation for this case
Proof. We use the discrete linear operator L Q w * (B.1) in the region x n+1 i,j
∈ Ω w * . Ω w * is the region in Ω b 654 where the conditions (4.22) are not satisfied and then the wide stencil is used. As defined in Table 4 .
where h (4.2) is a mesh discretization parameter.
656
We divide this region Ω b into two parts. The first part Ω b1 is defined as
and we may shrink h k,lef t and h k,right to h simultaneously. given a policy iterate W.
693
In our case, we have only simple discontinuities in A(Q), C(Q) which occur when the discretization 694 changes from central to forward/backward or vice versa. Consequently, we can determine A and C by first 695 determining the optimal pointQ, and, if this corresponds to a point of discontinuity, we take the appropriate 696 limiting value of A(Q), C(Q).
697
For (S 1 ) i , (S 2 ) j , τ n+1 ∈ Ω w ∪ Ω w * , we have to discretize the set ∂Z (2.5), and determine the optimal 698 value forQ by using linear search over the discrete set ∂Z h (4.26).
699
For (S 1 ) i , (S 2 ) j , τ n+1 ∈ Ω f , we firstly determine the optimalρ . The discretized cross derivative term 
(E.2)
Given an arbitrary pair of the volatility values (σ 1 , σ 2 ), this choice maximizes the objective function.
703
Then, suppose that we only preselect a forward or backward difference depending on the sign of drift 704 term terms (2.1) in order to discretize first order derivative terms. Then, the form of the discretized linear We then can obtain an analytical solution to a quadratic optimization problem. 
