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Abstract
In this thesis we will investigate some of the properties of the circle com-
position (or adjoint) operation in rings, where the operation ◦ is defined by
a◦ b = a+ b+ab. In arbitrary rings, R, the properties of addition and multipli-
cation imply that (R, ◦) is a semigroup; in certain classes of rings this semigroup
has additional properties and we shall examine a few of these.
Our main concern will be commutative quasiregular (Jacobson radical) rings.
In such rings (R, ◦) is an abelian group, giving R a second such structure besides
(R,+). It seems a natural question to ask if these group structures can ever
be isomorphic. The zero rings, in which multiplication is trivial, obviously
have this property since the additive and circle composition groups coincide;
thus the class, K, of rings having isomorphic additive and circle composition
groups is non-empty. There are also non-trivial examples and we illustrate the
construction of some, including the so-called quasifields which are constructed
on partially ordered sets, and examples which use finite groups for addition. It
might be suspected that for these less trivial examples the isomorphism between
addition and circle composition will still force multiplication to behave in a
nearly trivial way, so that perhaps such rings are nil or nilpotent. This need
not be the case as there is a ring in K which has no zero divisors. In fact, we
show that there exist rings in K which are nilpotent but not zero rings, nil but
not nilpotent, and quasiregular without being nil.
We will also consider the algebraic properties of the class K, including the
question of its inheritance under ring theoretic constructions. In particular, we
show that K is not a radical class, that it is closed under direct products, but
that it is not hereditary and that it is not closed under homomorphisms nor
taking quasiregular subrings. There are, however, certain subclasses of K which
are better behaved, including, for example, rings which are algebras over Zp or
iii
Q and the rings constructed on certain finite groups.
For commutative nilpotent rings we prove the existence of a polynomial
homomorphism between the additive and circle composition groups, which in
certain circumstances will be an isomorphism. We show, too, that all finitely
generated nilpotent Q-algebras and Z-algebras are in K. The former result
allows us to demonstrate that all commutative nil Q-algebras are in K.
We conclude by considering a family of ring examples in which the circle
composition semigroup is regular. Our construction is developed from the idea
behind the quasifield construction and also generalised power series rings. We
investigate the existence of nilpotence in such rings, and show that, like K, the
class of rings in which (R, ◦) is a regular semigroup is not a radical class. This
result also holds for the stronger property that (R, ◦) is a union of groups.
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Chapter 1
Introduction
1.1 Introduction
In the study of rings it is of interest to investigate the group of units and the
Jacobson radical. The Jacobson radical is the largest ideal in which the circle
composition operation defined by a ◦ b = a + b + ab — which is a semigroup
in arbitrary rings — gives rise to a group. In rings with identity, if x is in the
Jacobson radical then 1 + x is in the group of units of the ring. Quasiregular
rings, in which the whole ring is Jacobson radical, include the nil (and hence
also nilpotent) rings. Such rings have two group structures, addition and circle
composition, and it is a natural question to ask how the group properties of the
two are related. Certain aspects of this issue have been investigated by Amberg
and Dickenschied [1] who showed, for example, that if one of the groups in a nil
ring is a p-group (or is torsion-free) then so is the other.
If a ring’s multiplication is commutative the circle composition commutes;
the ring then has two abelian group structures associated with it. The main
purpose of this thesis is to investigate whether or not the two groups can be
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isomorphic and, if so, what implications this has for the ring. That there are
such rings having isomorphic additive and circle composition groups is obvious:
zero rings (where multiplication is trivial) clearly have the desired property,
since the additive and circle composition groups coincide. We will also consider
conditions on the ring which force an isomorphism between the groups.
Throughout this thesis K will denote the class of all rings in which (R, ◦) is
isomorphic to (R,+).
We begin in Chapter 2 by illustrating the construction of some non-trivial
examples of rings in K, initially based on the work of Kesava Menon [22] and
Haukkanen [18]. These rings comprise a set of functions defined on a certain
type of partially ordered set and which take their value in some underlying ring
with identity. Circle composition is defined via a convolution-type operation.
The properties of the poset and the underlying ring ensure that the resulting
ring — which we call a quasifield in the case that multiplication is commutative
— is quasiregular. In certain circumstances we demonstrate the existence of
an isomorphism between the additive and circle composition groups, either by
giving an explicit isomorphism function or by considering the ranks of the two
groups.
In the third chapter we will investigate what, if any, implications there are
for a ring if it has isomorphic additive and circle composition groups. Given
the relationship between + and ◦ it might be expected that for a ring in K the
multiplication is trivial or close to it. Consequently, we will consider examples
which show the extent to which nilness and nilpotence can be expected. In
particular we shall present instances of rings in K which are nilpotent, nil but
not nilpotent, and quasiregular without being nil, including one with no zero-
divisors.
The ring properties of K-rings are further investigated in Chapter 4, where
we show that this class is not a radical class by showing that it is not closed under
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extensions. We also investigate the inheritance or otherwise of K under various
ring-theoretic actions, such as direct products and sums and the taking of ideals
and homomorphic images. For the former pair of structures we will show that
K is closed under their construction, while for the latter we will obtain partial
results initially, before showing later in the thesis that homomorphic images and
ideals of rings in K need not be in K.
We return to constructing rings in Chapter 5, this time taking finite abelian
groups and determining whether or not they can form the additive group of a
non-trivial ring in K. If p is a prime we can show that there is only the trivial
K-ring with Zp as the additive group; we also show that Z4 and Z2 ⊕ Z2 do
not support non-trivial rings in K. Of the remaining finite groups, for those
of the form Zpn we show exactly how to obtain non-trivial examples of rings
in K and indicate the number of non-isomorphic classes that arise for a given
group; while for other finite abelian groups we indicate how to obtain at least
one non-trivial example of a K-ring using direct sums. In the final section we
look at two examples of rings constructed on infinite abelian groups. The first
shows that any non-divisible infinite abelian p-group will support a non-trivial
ring in K, and we can use it to show that K is not hereditary. The second gives
an example of a mixed group on which there is a non-trivial K-ring.
Chapter 6 concentrates on nilpotent rings; here we are able to obtain an
explicit polynomial homomorphism between the additive and circle composi-
tion groups. If the ring has no p-torsion for values of p less than the index of
nilpotence then the homomorphism is injective and with extra conditions it is
an isomorphism. Free commutative nilpotent Q-algebras and, as a consequence,
finitely generated nilpotent Q-algebras are shown to be in K using this homo-
morphism, while for free commutative nilpotent Z-algebras we determine the
ranks of the two groups to achieve the same result. From this result we can
demonstrate that K is not homomorphically closed.
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Rational algebras continue to receive attention in Chapter 7. We investigate
the torsion and divisibility properties of the circle group, leading to a proof
that all commutative nil Q-algebras are in K. We also obtain a similar result
for commutative Q-algebras which are complete in their ring-adic metrics. By
considering a particular subring of the Jacobson radical of the p-adic integers we
can show that K is not closed under taking quasiregular subrings. We conclude
the chapter with an example of a ring which is a torsion ring with respect to
addition, but its circle composition group is torsion-free.
The final chapter is, in part, Section 2.2 revisited. We begin by constructing
some more quasiregular rings, but using a particular class of monoids instead of
a poset. This serves as an introduction to the second section, where by using a
slightly different class of monoids we can construct examples of rings in which
the circle composition semigroup is regular rather than a group. It is well-known
that the class of rings for which (R, ◦) is a group is a radical class (the Jacobson
radical class), and we conclude the thesis by showing that when this constraint
on the semigroup (R, ◦) is relaxed we do not necessarily obtain a radical class.
In particular, we show that the class of rings for which the circle composition
semigroup is a union of groups (or an inverse semigroup or a regular semigroup)
is not a radical class.
As will be seen, more complete results have been obtained for rings in K
which have the additional property that they are algebras over Zp for some
prime p, or are algebras over a field of characteristic zero. The behaviour of the
former class of rings is characterized by Theorem 3.1.1, and the latter by results
in Chapters 6 and 7.
We note that many of the results of Section 2.2 and Chapters 3 and 4 have
appeared in [4], [5] and [6].
Some of the more important results and their locations are highlighted below.
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• K is closed under direct sums and products and filtered products — Sec-
tion 4.3;
• K is not closed under extensions — Example 4.1.1;
• K is not hereditary — Corollary 5.3.2;
• K is not homomorphically closed — Theorem 6.3.3;
• K is not closed under taking quasiregular subrings — Theorem 7.1.10;
• The class of rings for which (R, ◦) is a union of groups (or is an inverse or
a regular semigroup) is not a radical class — Section 8.3.
1.2 Preliminaries
Most of this section may be skipped with impunity by those with a strong
background in algebra; it is included mainly for reference. However, the section
on the circle composition operation will be used extensively throughout the
thesis.
Additional information on group theory can be found in Rotman [34] and
Fuchs [16]; ring theory in Hungerford [20]; radical theory (including nil, nilpo-
tent and quasiregular rings) in Divinsky [11] and Wiegandt [41]; semigroup
theory in [30]; and filters in Chang and Keisler [3].
GROUP THEORY
In what follows the groups are abelian and, hence, written additively.
An element x 6= 0 of a group has n-torsion, where n ∈ N, if nx = 0. A group
is torsion if each element has n-torsion for some n ∈ N. A p-group is a torsion
group, the orders of whose elements are powers of a fixed prime p. A group is
torsion-free if no element has n-torsion for any n ∈ N, i.e. nx = 0 implies x = 0.
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A mixed group contains both elements of finite order (i.e. torsion elements) and
elements of infinite order. A group, G, is divisible if for every x ∈ G, n ∈ N
there exists y ∈ G such that ny = x (i.e. we can “divide” elements by any n).
A group is reduced if it has only the trivial divisible subgroup.
The following results concerning such groups are important for our work; for
proofs see, for example, [34] and [16].
Theorem 1.2.1 Every torsion-free divisible group is the direct sum of copies
of Q. ✷
Theorem 1.2.2 Every group is the direct sum of a divisible group and a re-
duced group, where the divisible group is uniquely determined and the reduced
group is unique up to isomorphism. ✷
The group Z(p∞) for a prime p is the set, under multiplication, of all
pnth complex roots of unity where n runs over all non-negative integers. Al-
ternatively, we can write it additively as the set generated by the elements
{y0, y1, y2, . . .} satisfying py0 = 0, py1 = y0 and, in general, pyn = yn−1. It is a
p-group.
THE CIRCLE COMPOSITION OPERATION
On any associative ring, R, the operation of circle composition (also known
as the adjoint operation) is defined via
a ◦ b = a + b+ ab
for all a, b ∈ R. This operation is associative, so that (R, ◦) is a semigroup, and
commutative in the case that multiplication in R is commutative.
We define a◦n inductively via a◦2 = a ◦ a = a + a + a2 = 2a + a2, and
a◦(n+1) = (a◦n)◦a. It is straightforward to use induction (see, for example, [42])
to show that
a◦n = (1 + a)n − 1 =
n∑
r=1
(nr ) a
r
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where, if necessary, we have adjoined a formal 1. These results will be used
frequently.
In a quasiregular ring it is well-known that (R, ◦) is a group (in fact, the
two conditions are equivalent). In this case we shall use a◦(−1) to denote the
◦-inverse or quasi-inverse of a with respect to circle composition; more generally
we use a◦(−n) to denote the quasi-inverse of a◦n for n ∈ N. Finally, the identity
for the circle composition group is 0, which we may also write as a◦0.
RING THEORY
All rings considered herein are associative but need not have an identity
unless specifically stated; frequently we will focus on commutative rings. A ring
in which the multiplication is trivial (i.e. all products vanish) is called a zero
ring.
The primary decomposition theorem, which deals with rings whose additive
groups are torsion, will be used in Chapter 5 and is stated below. A discussion
of it is found in Kruse and Price [26]. A p-ring is a ring in which every element
has order a power of p; it is the ring analogue of a p-group.
Theorem 1.2.3 If R is a ring with a torsion additive group, then R is uniquely
expressible as a direct sum of p-rings Rp for different primes p. ✷
An element r of a ring R is nilpotent if there exists n ∈ N such that rn = 0,
and the ring R is said to be nil if every element is nilpotent (where the index
of nilpotence of an element depends on the element). A ring R is nilpotent if
there exists n ∈ N such that Rn = {
∑
r1r2 · · · rn} = 0. We call n the index
of nilpotence of the ring R. A ring is said to be left [resp. right] T -nilpotent if
for every sequence r1, r2, r3, . . . there exists an n such that r1r2 · · · rn = 0 [resp.
rnrn−1 · · · r1 = 0]. A ring is quasiregular if for every r ∈ R there exists a ∈ R
such that r+ a+ ra = 0. (See also additional comments in the previous section
on the circle composition operation.)
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We have the following hierarchy of classes of rings:
Nilpotent ⊂ T -nilpotent ⊂ Nil ⊂ Quasiregular.
There are a number of equivalent ways of characterizing a radical class; the
following best suits our purposes. Note that if a ring R is a member of a class
of rings, R, we sometimes say that R is an R-ring. A radical class is a class, R,
of rings which satisfy (a) and (b) and either (c) or (d):
(a). Every homomorphic image of an R-ring is an R-ring (i.e. R is homomor-
phically closed).
(b). In every ring R there is an R-ideal R(R) which contains every other R-
ideal of R.
(c). R(R/R(R)) = 0
(d). If I is an ideal of R and both I, R/I ∈ R, then R ∈ R (i.e. R is closed
under extensions).
A class R is said to be hereditary if, for R ∈ R and I < R we have I ∈ R.
The classes of nil and quasiregular rings are (hereditary) radical classes; the
class of quasiregular rings is also called the Jacobson radical class, denoted by
J .
A ring R is a subdirect product of the rings {Rλ | λ ∈ Λ} if for each λ there
is an ideal Iλ of R with R/Iλ ∼= Rλ and ∩λ∈ΛIλ = 0. A commutative ring R
is said to be artinian if it has the descending chain condition on ideals, i.e. for
every chain of ideals R >I1 >I2 > . . . there exists m ∈ N such that Im = Im+1.
SEMIGROUPS AND SEMIGROUP RINGS
A semigroup is a set with an associative binary operation, usually called mul-
tiplication (although in Chapter 8 we will also use addition at times). A monoid
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is a semigroup with identity, while a semilattice is a commutative semigroup,
S, in which every element is idempotent, i.e. s2 = s for all s ∈ S.
Of particular interest in Chapter 8 are the following classes. An element s of
a semigroup, S, is regular if there exists a ∈ S such that s = sas. A semigroup
is regular if every element is regular. We say a is an inverse of s ∈ S if s = sas
and a = asa. Every regular element has an inverse and conversely. An inverse
semigroup is a regular semigroup in which every element has a unique inverse.
A group is a semigroup with identity, e, such that for each s ∈ S there exists
s−1 such that ss−1 = s−1s = e. A semigroup S may be a union of groups, in
which case each idempotent will be the identity of one of the groups.
We have the following hierarchy of classes of semigroups:
Groups ⊂ Union of groups ⊂ Inverse semigroups ⊂ Regular semigroups.
Let R be a ring and S a semigroup. Then the semigroup ring R[S] consists
of all formal sums
∑
s∈S rss such that rs ∈ R and rs = 0 for all but finitely many
s ∈ S. Addition is defined component-wise, that is,
∑
s∈S
rss+
∑
s∈S
ass =
∑
s∈S
(rs + as)s
and multiplication via
(
∑
s∈S
rss)(
∑
s∈S
ass) =
∑
s∈S
(
∑
sisj=s
rsiasj)s.
NUMBER THEORY
The following number-theoretic lemma is used on various occasions in Chap-
ters 5 and 7.1.
Lemma 1.2.4 (i) The binomial coefficient (p
n
k ) is divisible by p
n if and only if
p is not a factor of k. If p divides k with k 6= pn then (p
n
k ) has at least one factor
of p.
(ii) If ps does not divide k then (
psr
k ) has at least one factor of p.
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Proof: First observe that if m is a natural number then we can write
(
mp
k ) =
mp(mp− 1)(mp− 2) . . . (mp− (k − 1))
k × 1× 2 . . .× (k − 1)
.
If we ignore the first term in the numerator and the denominator, so that we are
considering (mp−1)(mp−2) . . . (mp−(k−1)) and 1×2 . . .×(k−1) respectively,
we find that the positions of the occurrences of the factor p coincide. For
example, there are factors of p in the terms (mp− p), (mp− 2p), (mp− 3p) and
so on in the numerator, and in the terms p, 2p, 3p and so on in the denominator.
So, every pth term of both expressions has a factor of p; the rest of the proof will
concern itself with determining where and how many extra factors of p arise.
(i) If, in fact, we have m = pn−1, so that we are considering the binomial
coefficient (
pn
k ) we see that not only do the factors of p occur in the same positions
but with the same multiplicity. For example, the pth terms are (pn − p) and
p, which both have a single factor of p, as do the 2pth terms (pn − 2p) and
2p, and so on; the p2 terms are (pn − p2) and p2 which both have factors of
p2, and so on. Thus there are exactly the same number of factors of p in both
(pn−1)(pn−2) . . . (pn− (k−1)) and 1×2 . . .× (k−1) and hence the number of
factors of p in (p
n
k ) is solely determined by p
n/k. If p does not divide k then (p
n
k )
has a factor of pn. On the other hand, even if p does divide k, the requirement
that k 6= pn ensures that (p
n
k ) will still have at least one factor of p.
(ii) If we now consider (
psr
k ) and look at each of the terms 1× 2 . . .× (k− 1)
and (psr − 1)(psr − 2) . . . (psr − (k − 1)) from the denominator and numerator
respectively we note that every pth term — starting with p in the case of the
denominator and psr − p in the numerator — has a factor of p. We will show
that there cannot be more factors of p in the denominator than there are in
the numerator. We assert that the product 1× 2 . . .× (k − 1) has the minimal
number of factors of p of any product of k − 1 consecutive numbers. This
is because the first factor of p does not appear until the pth term, the first
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single p2 factor (as opposed to a product of two factors of p arising in different
locations) will not appear until p2 itself, and so on. This is the sparsest possible
distribution of factors of the prime p among k − 1 consecutive numbers; other
sets of consecutive numbers could have their first factor of p or p2 or even p6
much earlier in the list. If we consider the expression from the numerator, we
note that although it will not have its first factor of p until the pth term (which
is (psr − p) ), it is conceivable that p2 or p3 factors could arise earlier than the
p2th or p3th terms. To give a specific example, suppose that r = p + 1 and
that s = 1. Then the pth term of the numerator, namely (psr − p), is equal
to p(p + 1) − p = p2, and so it actually has two factors of p and not just the
guaranteed one. It follows that there are at least as many factors of p present
in (psr − 1)(psr − 2) . . . (psr − (k − 1)) as there are in 1 × 2 . . .× (k − 1). If k
has no factor of ps then there are also additional factors of p in the numerator
from the psr term which we have not included until now. It follows that p is a
factor of (
psr
k ) provided p
s does not divide k. ✷
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Chapter 2
Some quasiregular ring
constructions
2.1 Introduction
In this chapter we will illustrate the construction of various quasiregular rings.
In some cases the example will just illustrate the fact that a quasiregular ring
has been constructed; in other cases we will be able to show that, in addition,
the ring actually has isomorphic circle composition and additive groups, i.e. is
in K. These examples provide us not only with a demonstration that such rings
exist, but are also useful for results concerning the ring properties of such rings
as we shall see in Chapters 3 and 4.
We begin by defining quasi-division rings, adapting a definition given by
Kesava Menon in [22].
Definition 2.1.1 A quasi-division ring is a set Q, together with operations +
and ◦ such that
(i) (Q,+) is an abelian group;
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(ii) (Q, ◦) is a group; and
(iii) the left and right quasi-distributive laws hold, viz.:
a ◦ (b+ c) + a = (a ◦ b) + (a ◦ c) and
(b+ c) ◦ a+ a = (b ◦ a) + (c ◦ a) for all a, b and c ∈ Q.
Structures like quasifields have arisen in other contexts independently of
the 1963 work of Kesava Menon [22]. In 1961 Climescu, in [8] (and later [9]),
investigated weak rings (Q,+, ◦) where (Q,+) is an abelian group, (Q, ◦) is a
semigroup and there is a weakened form of distributivity of ◦ over addition.
It was pointed out that any ring (R,+, ·) could be turned into a weak ring
(R,+, ◦) by defining the circle operation in the expected way, viz.: a ◦ b =
a + b + ab. He also considered more general quasi-distributive laws. Cˇupona
([10] in 1969) considered quasirings where addition need not be abelian and
quasi-distributivity is as above, and S¸tefa˘nescu’s 1979 paper [37] synthesized
and further developed these concepts in a study of infra-near rings in which
addition can be non-commutative and the more general quasi-distributive laws
of [8] hold, namely:
(i) x ◦ (y + z) + x ◦ 0 = x ◦ y + x ◦ z
(ii) (x+ y) ◦ z + 0 ◦ z = x ◦ z + y ◦ z.
Left and right infra-near rings are considered by taking only one or other of the
above so-called infra-distributive laws. In the case of the eastern Europeans,
the possibility of having (Q, ◦) as a group was not considered; however, as early
as 1948, Andrunakievich [2] was aware of the direct relationship between the
operation ◦ in a quasi-division ring and the property of quasiregularity in rings,
where circle composition and multiplication are related via a · b = a◦ b− (a+ b).
Lemma 2.1.2 (See [2].) (Q,+, ◦) is a quasi-division ring if and only if (Q,+, ·)
is a quasiregular ring.
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Proof: Note that (Q, ◦) is a group if and only if elements of (Q,+, ·) have
quasi-inverses with respect to circle composition a ◦ b = a · b+ a+ b, i.e. if and
only if (Q,+, ·) is quasiregular. It is easily shown that the quasi-distributivity
of circle composition over addition implies the distributivity of multiplication
over addition and vice versa. In (Q,+, ◦) the element 0 is the identity for both
addition and circle composition. ✷
If we insist that (Q, ◦) forms an abelian group (leaving us with one quasi-
distributive law), then we have a quasifield (Q,+, ◦), which is a commutative
quasiregular ring when considered as (Q,+, ·).
In the paper [22] where Kesava Menon introduced quasifields per se the con-
nection with quasiregularity is not made explicit. The main thrust of his work
was to produce an example of a quasifield whose additive and circle composi-
tion groups were isomorphic; further examples of such quasifields have also been
constructed by Haukkanen [18] who also misses the link with quasiregularity. In
many of these examples the quasifield consisted of particular functions defined
on some partially ordered set, with circle composition being an appropriate
convolution operation.
In the next section we will generalise the results of Kesava Menon and
Haukkanen, which will enable us to obtain further examples of quasiregular
rings. As we now know that quasi-division rings and quasifields exactly coin-
cide with quasiregular and commutative quasiregular rings respectively we shall
reserve the former terms specifically for those rings constructed using the ap-
proach of Section 2.2. Some of the examples which we consider will, in fact,
be quasifields with isomorphic additive and circle composition groups. Later
in the thesis we will adapt this construction to certain types of monoids rather
than the posets used here. This will enable us to obtain additional examples in
Chapter 8.
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In addition to the papers of Kesava Menon and Haukkanen, some of the
results presented were developed from a number of sources. Incidence algebras,
with their convolution, gave rise to one of the examples presented herein and
actually provided the inspiration for the main generalisation presented in Section
2.2. McCarthy [28] presents some proofs concerning incidence algebras (such
as showing the existence of an inverse with respect to convolution) and these
results have been generalised.
In this chapter our interest will focus on the method of construction of the
ring and the circle composition operation itself, and so at first our primary
emphasis will be on the structures as quasi-division rings. In Chapters 3 and
4 our attention will shift to multiplication, and we will examine some of the
properties of the quasi-division rings as quasiregular rings.
2.2 Quasifields and quasi-division rings
To construct our quasi-division rings we need a particular type of partially
ordered set. Some of the conditions imposed on this set may initially seem
strange or restrictive, but, as can be seen from the examples presented later
in this section, there are many quite natural posets satisfying the necessary
requirements.
Let (P,≤) be a locally finite partially ordered set such that for any x ∈ P
there exists exactly one minimal element e ∈ P satisfying e ≤ x, and let #(x)
denote the number of elements of P less than or equal to x. (By locally finite we
mean that between any two comparable members of P there are only finitely
many elements of P .) Let Min(P ) denote the set of minimal elements in P
and, for each x ∈ P , let ex denote the element of P such that ex ∈ Min(P )
and ex ≤ x. We observe that such a poset is equivalent to a number of disjoint
posets, each of whose least elements is one of the above minimal elements.
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In addition, suppose that there exists a function w(x, y) — in some sense
“what’s left over when you ‘take’ y from x” — defined for all x, y ∈ P , y ≤ x,
satisfying
(w1): w(x, y) ∈ P ;
(w2): w(x, y) = x if and only if y ∈ Min(P ) (i.e. if and only if y = ex);
(w3): w(x, y) ∈ Min(P ) if and only if y = x; and
(w4): #(w(x, y)) ≤ #(x), with equality only when y ∈ Min(P ).
[We note that our function w generalises the idea of a factor function, intro-
duced by Wiegandt in [40]. A factor function satisfies
(i) w(x, y) ≤ x;
(ii) w(x, y) < w(z, y) when y ≤ x < z;
(iii) w(x, w(x, y)) = y
(iv) w(w(x, y), w(z, y)) = w(x, z) when y ≤ z ≤ x.]
Furthermore, let S be the subset of P × P with (y, z) ∈ S if and only if
there exists x ∈ P such that y ≤ x and z ≤ w(x, y). Then, suppose there exists
a function c : S → P which satisfies the following for any given x :
(c1): c(y, z) = x if and only if y ≤ x and z = w(x, y); and
(c2): if c is regarded as a partial binary operation on P then it is associative;
that is, y, u, v satisfy c(y, c(u, v)) = x if and only if y, u, v satisfy c(c(y, u), v) = x.
We have already defined #(x) as the number of elements less than or equal to
x in the poset P ; later it will be useful to consider the height of an element and,
where appropriate, a poset. We define the “height”, h(x), of a poset element x
by
h(x) = maximum length of the chains betweenexand x.
If the set of all h(x) values (x ∈ P ) has a maximum, n, then we define this to
be the height of the poset and denote it by h(P ). We observe that it is possible
for infinite posets to have finite height.
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We will now show how to construct a quasi-division ring on this partially
ordered set. Let K be a ring with identity 1 — we shall call this the underlying
ring— and let f : P → K be a function satisfying f(x) = 1 for x ∈ Min(P ). Let
F denote the set of all such functions; if necessary we could use F ((P,≤), K) to
more completely characterize F by being specific about the poset and underlying
ring involved. However, we will not usually do this. We may now define f + g
and f ◦ g for f, g ∈ F as follows:
(f + g)(x) =


1, if x ∈ Min(P );
f(x) + g(x), otherwise.
(f ◦ g)(x) =


1, if x ∈ Min(P );∑
y≤x
f(y)g(w(x, y)), otherwise.
Property (c1) means that we can rewrite the circle composition operation
as (f ◦ g)(x) =
∑
c(y,z)=x f(y)g(z), where x /∈ Min(P ).
[It is possible to recast this definition using the more natural value of 0 on
the minimal elements. In order to do this and still obtain a quasiregular ring
the convolution operation must be used for multiplication rather than circle
composition. We have left the notation as above because of the historical devel-
opment of this material — this was the approach used in [22] and [18] — and
also because it is more tractable when we are focussing on the circle operation.
See page 137 for additional discussion about this issue.]
We now show that (F,+, ◦) is a quasi-division ring. In what follows we
denote by δ the function in F satisfying
δ(x) =


1, if x ∈ Min(P );
0, otherwise.
Lemma 2.2.1 (F,+) is an abelian group.
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Proof: Addition is obviously associative and commutative. (f+δ)(e) = 1 =
f(e) when e ∈ Min(P ), and for x /∈ Min(P ) we have (f + δ)(x) = f(x)+ δ(x) =
f(x), so that δ is the additive identity. Furthermore, f has an additive inverse
denoted by (−f) and defined by
(−f)(x) =


1, if x ∈ Min(P );
−(f(x)), otherwise. ✷
Lemma 2.2.2 (F, ◦) is a group.
Proof: If x ∈ Min(P ) then (f ◦ (g ◦ h))(x) = 1 = ((f ◦ g) ◦ h)(x). If
x /∈ Min(P ) then we have
(f ◦ (g ◦ h))(x) =
∑
y≤x
f(y)(g ◦ h)(w(x, y))
=
∑
c(y,z)=x
f(y)(g ◦ h)(z)
=
∑
c(y,z)=x
f(y)

 ∑
c(u,v)=z
g(u)h(v)


=
∑
c(y,c(u,v))=x
f(y)g(u)h(v)
=
∑
c(c(y,u),v)=x
f(y)g(u)h(v)
=
∑
c(t,v)=x

 ∑
c(y,u)=t
f(y)g(u)

h(v)
=
∑
c(t,v)=x
(f ◦ g)(t)h(v)
= ((f ◦ g) ◦ h)(x),
by applying first (c1) and then (c2), where the sums are over the appropriate
variables from P . Hence circle composition is associative.
The element δ acts as an identity for ◦, since when x /∈ Min(P ) (the x ∈
Min(P ) case being trivial) we have (f ◦ δ)(x) =
∑
y≤x f(y)δ(w(x, y)), however
δ(w(x, y)) = 0 except when w(x, y) ∈ Min(P ). This only occurs when y = x
by (w3), so that (f ◦ δ)(x) = f(x). Similarly, we have (δ ◦ f)(x) = f(x), since
δ(y) = 1 only when y ∈ Min(P ), and w(x, y) = x in this case, by (w2).
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We now establish that each f has a ◦-inverse, f ◦(−1). If x ∈ Min(P ) define
f−1(x) = 1; then for x /∈ Min(P ) we define f ◦(−1)(x) by induction on #(x), the
number of elements of P less than or equal to x. Suppose f ◦(−1)(y) is defined
for all y such that #(y) < #(x). Since x /∈ Min(P ) we require
0 = δ(x) = (f ◦ f ◦(−1))(x) =
∑
y≤x
f(y)f ◦(−1)(w(x, y))
=
∑
y≤x,y 6=ex
f(y)f ◦(−1)(w(x, y)) + f(ex)f
◦(−1)(w(x, ex))
=
∑
y≤x,y 6=ex
f(y)f ◦(−1)(w(x, y)) + f ◦(−1)(x),
by (w2) and the properties of f . Thus we have
f ◦(−1)(x) = −
∑
y≤x,y 6=ex f(y)f
◦(−1)(w(x, y)),
where the values of f ◦(−1) on the right-hand side exist by (w4) and the inductive
hypothesis. It is straightforward to verify that the f ◦(−1) so obtained is the ◦-
inverse for f . We observe that Theorem 4 of [40] proves that (F, ◦) is also
abelian if and only if w is a factor function. ✷
Lemma 2.2.3 Circle composition is left and right quasi-distributive over ad-
dition.
Proof: The case x ∈ Min(P ) is trivial, so consider x /∈ Min(P ).
(f ◦ (g + h) + f)(x)
= (f ◦ (g + h))(x) + f(x)
=
∑
y≤x
f(y)(g + h)(w(x, y)) + f(x)
=
∑
y<x
f(y)(g + h)(w(x, y)) + f(x)(g + h)(w(x, x)) + f(x)
=
∑
y<x
f(y)g(w(x, y)) +
∑
y<x
f(y)h(w(x, y)) + f(x) + f(x)
=
∑
y<x
f(y)g(w(x, y)) + f(x)g(w(x, x)) +
∑
y<x
f(y)h(w(x, y)) + f(x)h(w(x, x))
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=
∑
y≤x
f(y)(g)(w(x, y)) +
∑
y≤x
f(y)(h)(w(x, y))
= (f ◦ g)(x) + (f ◦ h)(x)
= ((f ◦ g) + (f ◦ h))(x)
as required, by applying (w3) and the fact that f(e) = 1 for e ∈ Min(P ). The
proof of right quasi-distributivity is similar, but instead of separating x and
y < x and applying (w3), we separate ex ∈ Min(P ) and y 6= ex and then apply
(w2). ✷
Theorem 2.2.4 F is a quasi-division ring.
Proof: This follows immediately from Lemmas 2.2.1 to 2.2.3. This means
that (F,+, ·) (where multiplication is defined by f · g = f ◦ g − (f + g)) is a
quasiregular ring, and is, furthermore, commutative if F is a quasifield (i.e. if
◦ is commutative). ✷
If we have a collection of partially ordered sets each having a least element
(rather than a number of minimal elements), then we can form a quasi-division
ring on each of them, and take the direct sum to form a quasi-division ring.
Let P =
⋃
i∈Λ Pi be the union of a collection of disjoint locally finite posets,
each having a least element ei(i ∈ Λ) and possessing the required structure for
the formation of a quasi-division ring, Fi. Then, the direct sum F =
⊕
i∈Λ Fi
comprises elements of the form f = (fi)Λ, made up of components fi ∈ Fi,
i ∈ Λ. For any i ∈ Λ, xi ∈ Pi (so that xi ∈ P ) we define f(xi) = fi(xi), and
addition and circle composition are defined via (f + g)(xi) = (fi + gi)(xi) and
(f ◦ g)(xi) = (fi ◦ gi)(xi) respectively, while the identity, δ, is determined by
δ(xi) = δi(xi). It is trivial to show that F forms a quasi-division ring under
these operations.
If we have a locally finite partially ordered set with a number of minimal
elements, but still satisfying the requirement that a given element is comparable
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with only one of these minimal elements, then it can be broken up into a number
of disjoint posets having a least element. However, we note that it may be
possible to form a quasi-division ring on the poset as a whole which is not the
direct sum of the disjoint posets. This is seen in Example 2.2.13.
In the case that ◦ commutes we can consider whether or not the additive
and circle composition groups of the quasi-division ring are isomorphic. Recall,
first, that for f ∈ F , f maps P to the ring K. Now suppose there exists a
function λ defined on P such that either λ maps P to N ∪ {0} and K is an
algebra over the rationals, or λ maps P to K where K is a field. Furthermore,
suppose that for any y ≤ x in P , the function λ satisfies λ(y) + λ(w(x, y)) =
λ(x)[= λ(c(y, w(x, y)))] and also that λ(x) 6= 0 when x /∈ Min(P ). The former
property implies that λ(ex) = 0 and that λ can be thought of as a logarithm-like
function. If such a λ exists then we can show that (F,+) is isomorphic to (F, ◦).
The following proofs are similar to those of [18] and [31].
Define the operator L on F as follows:
(Lf)(x) =


1, if x ∈ Min(P );∑
y≤x
f(y)f ◦(−1)(w(x, y))λ(y) otherwise,
so that Lf ∈ F . Denote f(y)λ(y) by f ′(y), so that (Lf )(x) = (f ′ ◦ f ◦(−1))(x).
We note that f ′ need not be in F since f ′(e) = f(e)λ(e) may not equal 1 when
e ∈ Min(P ). In what follows we will use a slightly more natural addition for
functions in F , defined by (f+ˆg)(x) = f(x) + g(x), for all x ∈ P.
Now for all x ∈ P ,
(f ◦ g)′(x) = (f ◦ g)(x)λ(x) =
∑
y≤x
f(y)g(w(x, y))λ(x).
Further,
((f ′ ◦ g)+ˆ(f ◦ g′))(x)
= (f ′ ◦ g)(x) + (f ◦ g′)(x)
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=
∑
y≤x
f ′(y)g(w(x, y)) +
∑
y≤x
f(y)g′(w(x, y))
=
∑
y≤x
f(y)λ(y)g(w(x, y)) +
∑
y≤x
f(y)g(w(x, y))λ(w(x, y))
=
∑
y≤x
f(y)g(w(x, y))[λ(y) + λ(w(x, y))]
=
∑
y≤x
f(y)g(w(x, y))λ(x),
by the conditions on λ. Hence (f ◦ g)′ = (f ′ ◦ g)+ˆ(f ◦ g′).
Finally, note that ◦ is distributive (as opposed to quasi-distributive) over +ˆ:
((f+ˆg) ◦ h)(x) =
∑
y≤x
(f+ˆg)(y)h(w(x, y))
=
∑
y≤x
(f(y) + g(y))h(w(x, y))
=
∑
y≤x
f(y)h(w(x, y)) +
∑
y≤x
g(y)h(w(x, y))
= (f ◦ h)(x)+ˆ(g ◦ h)(x).
Lemma 2.2.5 If ◦ is commutative then L is a logarithm operator between
(F, ◦) and (F,+).
Proof: [L(f ◦ g)](e) = 1 = [(Lf) + (Lg)](e) for e ∈ Min(P ). If x /∈ Min(P )
then
[L(f ◦ g)](x)
= [(f ◦ g)′ ◦ (f ◦ g)◦(−1)](x)
= [{(f ′ ◦ g)+ˆ(f ◦ g′)} ◦ (f ◦ g)◦(−1)](x)
= [{(f ′ ◦ g)+ˆ(f ◦ g′)} ◦ g◦(−1) ◦ f ◦(−1)](x)
= [{(f ′ ◦ g) ◦ g◦(−1) ◦ f ◦(−1)}+ˆ{(f ◦ g′) ◦ g◦(−1) ◦ f ◦(−1)}](x)
= [(f ′ ◦ f ◦(−1))+ˆ(g′ ◦ g◦(−1))](x)
= (Lf)(x) + (Lg)(x) = (Lf + Lg)(x),
noting that many of the above operations took place outside F where ◦ dis-
tributes over +ˆ. Consequently L(f ◦ g) = Lf + Lg so we conclude that L is a
group homomorphism. ✷
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Theorem 2.2.6 When ◦ is commutative and a suitable function λ exists, (F, ◦)
is isomorphic to (F,+).
Proof: We need only show that L is a bijection. Given g ∈ F , we obtain
f ∈ F such that Lf = g by induction on #(x). Define f(e) = 1 for e ∈ Min(P ),
and suppose that f(u) and f ◦(−1)(u) are defined for all u such that #(u) < #(x).
Now
g(x) = (Lf)(x) =
∑
y≤x
f ′(y)f ◦(−1)(w(x, y))
=
∑
y<x
f ′(y)f ◦(−1)(w(x, y)) + f ′(x)f ◦(−1)(w(x, x))
=
∑
y<x
f ′(y)f ◦(−1)(w(x, y)) + f ′(x)λ(x)
=
∑
y<x
f(y)f ◦(−1)(w(x, y))λ(y) + f(x)λ(x),
as w(x, x) ∈ Min(P ) (by (w3)) and so f ◦(−1)(w(x, x)) = 1. Therefore
f(x) = [λ(x)]−1

g(x)−
∑
y<x
f(y)f ◦(−1)(w(x, y))λ(y)

 ,
where the right-hand side exists by the inductive hypothesis, (w4) and the fact
that λ(ex) = 0. Note that [λ(x)]−1
{
g(x)−
∑
y<x f(y)f
◦(−1)(w(x, y))λ(y)
}
exists
since λ(x) 6= 0 when x /∈ Min(P ), and because either λ(x) ∈ N and K is an
algebra over the rationals, or λ(x) ∈ K and K is a field. It is routine to verify
that f satisfies Lf = g as required. Thus L is surjective; it is also injective since
this value of f(x) is uniquely determined. Hence L is an isomorphism and so
(F, ◦) ∼= (F,+). ✷
We will now present some examples which show how this construction can
be applied to specific posets. Some of these examples subsume or supplement
the results of [22] and [18], while others are new. In the case of Examples 2.2.7
to 2.2.11 we can demonstrate that in certain circumstances such rings will be in
K. The later examples, on the other hand, are not commutative with respect to
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the circle operation, so the question of the existence of an isomorphism between
the additive and circle groups does not arise.
Example 2.2.7 Uniquely Complemented Locally Finite Lattices
Let P be a lattice such that for any x ∈ P there exists a unique minimal
element ex such that ex ≤ x and which satisfies the condition that the set
[ex, x] = {y ∈ P | ex ≤ y ≤ x} is a uniquely complemented locally finite lattice.
(By uniquely complemented lattice we mean a lattice which has greatest and least
elements 1 and 0 respectively, such that for any element y in the lattice there
exists a unique lattice element y′ — called the complement of y — satisfying
y ∧ y′ = 0 and y ∨ y′ = 1; this contrasts with complemented lattices in which an
element may have a number of complements.) Then we can form a quasifield on
P , as we can show that it satisfies the required conditions. Given x and y ≤ x,
let y′x denote the (unique) complement of y with respect to x, so that within
the lattice [ex, x] we have y ∨ y
′
x = x and y ∧ y
′
x = ex. (Note that for y ≤ x we
have y ∨ x = x and y ∧ x = y.)
(w1): For y ≤ x define w(x, y) = y′x ∈ P , and so w is a function.
(w2): w(x, y) = y′x = x⇔ y∨y
′
x = y∨x = x and y∧y
′
x = y∧x = ex ⇔ y = ex.
(w3): w(x, y) = y′x = ex ⇔ y ∨ y
′
x = y ∨ ex = x and y ∧ y
′
x = y ∧ ex = ex ⇔
y = x.
(w4): #(x) is finite (= |[ex, x]|), and as y
′
x ≤ x then #(w(x, y)) ≤ #(x).
Now S is the subset of P ×P such that (y, z) ∈ S if and only if there exists
x ∈ P such that y ≤ x and z ≤ w(x, y) = y′x. For such (y, z) ∈ S define
c(y, z) = y∨z. This is defined, since y ≤ x and z ≤ y′x ≤ x (i.e. y, z ∈ [ex, x] for
some x; [ex, x] is a lattice and so the join exists). Now consider a given x ∈ P.
(c1): Given (y, z) ∈ S there exists k ∈ P such that y ≤ k and z ≤ w(k, y) =
y′k. Now suppose c(y, z) = y ∨ z = x . Then y ≤ x and z ≤ x ; whence
y ∧ z ≤ y ∧ y′k = ex (since z ≤ y
′
k). Thus y ∧ z = ex and y ∨ z = x, so
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that z = y′x as required. Conversely, if y ≤ x and z = w(x, y) = y
′
x then
c(y, z) = y ∨ z = y ∨ y′x = x as required.
(c2): For a given x we have that y, u, v satisfies the condition c(y, c(u, v)) =
x⇔ y∨(u∨v) = x if and only if y, u, v satisfies (y∨u)∨v = x⇔ c(c(y, u), v) = x.
Consequently we have a quasi-division ring on P ; if K is commutative then
the commutativity of ◦ follows since circle composition involves each element
of [ex, x] and its complement. However, the complements are also elements of
[ex, x], and the complement of the complement of a given element must be the
original element (since we have a uniquely complemented lattice). Therefore,
(f ◦ g)(x) will involve terms of the form f(y)g(y′x) and also f(y
′
x)g(y), as will
(g ◦ f)(x). ✷
We will now give a specific instance of such a lattice.
Example 2.2.8 Sets (see also [22])
The classic example of a partially ordered set satisfying the above require-
ments is the set, S, of finite subsets of some set S, ordered by inclusion, which
has the empty set as its least element. Given a particular finite subset A ∈ S
and B ⊆ A then the complement of B within the lattice of subsets of A is just
the usual set complement C = A\B. This satisfies B ∩ C = ∅ and B ∪ C = A,
and is clearly unique. Consequently a quasi-division ring can be formed on S,
by Example 2.2.7.
In the case that K is commutative we have a quasifield, and it can then
be shown (provided K is further required to be an algebra over the rationals)
that the additive and circle composition groups are isomorphic. For B ⊆ A
define λ(B) = |B|. Then for C ⊆ B ⊆ A we have λ(C) + λ(w(B,C)) =
λ(C)+λ(B\C) = |C|+ |B\C| = |B| = λ(B) as required, and the result follows
by Theorem 2.2.6. K is required to be a commutative algebra over the rationals
because λ maps to N ∪ {0}. Furthermore, this isomorphism differs from that
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constructed in [22]. There, the underlying ring with identity need have no
additional constraints, and the logarithm function L : (F, ◦) → (F,+) is given
by (L(f))(0) = 1 and (L(f))(A) =
∑|A|
r=1
(−1)r−1
r
f r(A). ✷
Example 2.2.9 Cauchy Convolution (see also H-convolution in [18])
Let P be the set of whole numbers with the usual ordering; this set has least
element 0.
(w1): If m ≤ n then we define w(n,m) = n−m and this is clearly in P.
(w2): w(n,m) = n−m = n⇔ m = 0.
(w3): w(n,m) = n−m = 0⇔ m = n.
(w4): #(w(n,m)) = n −m + 1 ≤ n + 1 = #(n), and equality only occurs
when m = 0.
Consider n1, n2 ∈ P . Then n = n1+n2 is such that n1 ≤ n and n2 ≤ w(n, n1)
(in fact, n2 = w(n, n1)), so S = P × P . Define c(n1, n2) = n1 + n2; this is in P.
(c1): c(n1, n2) = n1 + n2 = n⇔ n1 ≤ n and n2 = n− n1 = w(n, n1).
(c2): This is guaranteed by the associativity of addition.
Again the Cauchy convolution, ◦, is commutative whenK is, and Haukkanen
[18] shows that the additive and convolution groups are isomorphic via λ(n) = n,
a function which satisfies the desired conditions for the application of Theorem
2.2.6. We note that since λ(n) ∈ N ∪ {0} we also require K to be an algebra
over the rationals.
[Note the equivalence of the Cauchy Convolution as presented here and the
power series ring XK[[X ]] consisting of those power series having zero constant
term. ] ✷
Example 2.2.10 Divisibility: The Dirichlet Convolution (see also [18])
The familiar Dirichlet convolution from the theory of arithmetical functions
gives rise to another example of a quasifield with isomorphic groups. Let P = N
26
be the set of natural numbers ordered by divisibility, with the least element being
1, and for d, n ∈ P where d|n we define w(n, d) = n
d
, which is clearly in N, i.e.
(w1) holds.
(w2): w(n, d) = n
d
= n⇔ d = 1.
(w3): w(n, d) = n
d
= 1⇔ d = n.
(w4): #(w(n, d)) = #(n
d
) = the number of divisors of n
d
. Any divisor of n
d
divides n so that #(n
d
) ≤ #(n). Equality only occurs when d = 1.
Consider n1, n2 ∈ N. Then n = n1n2 is such that n1|n and n2|w(n, n1)
(again, n2 = w(n, n1)). Thus S = N×N so we can define c for all elements of
N×N. In particular, define c(n1, n2) = n1n2; this is clearly in N.
(c1): c(n1, n2) = n⇔ n1n2 = n⇔ n1|n and n2 =
n
n1
= w(n, n1).
(c2): Given n ∈ N, suppose r, s, t satisfy c(r, c(s, t)) = n. Then r(st) = n,
and, by associativity, (rs)t = n so that c(c(r, s), t) = n as required; the converse
is similar.
Provided K is commutative, the commutativity of ◦ follows from the fact
that as d runs through all the divisors of n then so does n
d
. Haukkanen [18]
shows that the isomorphism of the additive and circle composition groups fol-
lows via the logarithm function λ(n) = log(n), by restricting K to R. If K is
a commutative algebra over the rationals we can still obtain an isomorphism.
Suppose that n = pα11 p
α2
2 · · · p
αk
k (pi prime, αi ∈ N) is n’s complete prime fac-
torization. Define λ(1) = 0 and λ(n) = α1 + α2 + · · ·+ αk. Then, if d|n, d will
have some of these prime factors while n
d
will have those that remain, so that
λ(d) + λ(n
d
) = λ(n) as required. Hence, by Theorem 2.2.6, (F,+) ∼= (F, ◦). ✷
Example 2.2.11 Polynomials Over the Integers
Let P be the set of all polynomials having integer coefficients and ordered
by divisibility. The least element of this set is the polynomial 1.
(w1): If q(x)|p(x) then we define w(p(x), q(x)) = p(x)/q(x) which is in P.
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(w2): w(p(x), q(x)) = p(x)/q(x) = p(x)⇔ q(x) = 1.
(w3): w(p(x), q(x)) = p(x)/q(x) = 1⇔ q(x) = p(x).
(w4): #(w(p(x), q(x))) = #(p(x)/q(x)) and this is the number of divisors
of p(x)/q(x). Any polynomial divisor of p(x)/q(x) will divide p(x) so that
#(p(x)/q(x)) ≤ #(p(x)), with equality occurring if and only if q(x) = 1.
Consider p1(x), p2(x) ∈ P . Then p(x) = p1(x)p2(x) is such that p1(x)|p(x)
and p2(x)|w(p(x), p1(x)) (with p2(x) = w(p(x), p1(x)), in fact), so S = P × P .
For p1(x), p2(x) ∈ P we define c(p1(x), p2(x)) = p1(x)p2(x); this is in P.
(c1): c(p1(x), p2(x)) = p1(x)p2(x) = p(x) if and only if p1(x)|p(x) and
p2(x) = p(x)/p1(x).
(c2): This follows from the associativity of polynomial multiplication.
Circle composition is commutative when the underlying ring is (for the same
reasons as for the Dirichlet convolution), so now we can consider the existence
or otherwise of an isomorphism between (F,+) and (F, ◦). In the following
discussion we shall denote the greatest (positive) integer factor of a polynomial
p(x) by “gif(p(x))” and the degree of the polynomial by the usual “ deg(p(x))”.
Let K = R and define λ via
λ(p(x)) = deg(p(x)) + log(gif(p(x))).
If q(x)|p(x) we have
λ(q(x)) + λ(p(x)/q(x))
= deg(q(x)) + log(gif(q(x))) + deg(p(x)/q(x)) + log(gif(p(x)/q(x)))
= deg(p(x)) + log(gif(p(x))),
by the properties of degrees of polynomials and since
log(gif(q(x))) + log(gif(p(x)/q(x)))
= log(gif(q(x)) · gif(p(x)/q(x))) = log(gif(p(x))).
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Now λ(p(x)) = 0 if and only if deg(p(x)) = 0 and log(gif(p(x))) = 0, whence
we have first that p(x) is a constant polynomial, and then that gif(p(x)) = 1.
Therefore p(x) = 1; so that λ satisfies the requirements for the existence of an
isomorphism between (F,+) and (F, ◦), provided K = R. ✷
Our final examples are included in order to show the generality of the con-
struction. They are not, however, commutative, and so they are of limited
interest because they will not have an isomorphism between the additive and
circle composition groups.
Example 2.2.12 Words
Let P be the set of words formed by an alphabet A and ordered by left
inclusion (for example, if A = {a, b, c} then caba ∈ P and c, ca, cab,caba ≤ caba,
while a, b, aba, cba 6≤ caba). The empty word is the least element of P.
(w1): If α, β are words and β ≤ α then define w(α, β) to be the word
remaining when β is removed from the beginning of α. This is clearly in P.
(w2): If β ≤ α then w(α, β) = α⇔ β is the empty word.
(w3): If β ≤ α then w(α, β) is the empty word ⇔ α = β.
(w4): Since, for β ≤ α, w(α, β) is a shorter word than α (or possibly equal)
then #(w(α, β)) ≤ #(α), with equality occurring if and only if β is the empty
word.
Consider α, β ∈ P . Then γ = αβ (where, by αβ we mean α and β concate-
nated) is such that α ≤ γ and β ≤ w(γ, α); in fact, equality is clear, so that
S = P × P . For any α, β ∈ P define c(α, β) to be the concatenation of α and
β as αβ. This is obviously in P.
(c1): c(α, β) = γ ⇔ αβ = γ ⇔ α ≤ γ and β = w(α, γ) as required.
(c2): Given θ ∈ P , suppose α, β, γ satisfy c(α, c(β, γ)) = θ. Then θ =
c(α, βγ) = α(βγ) = (αβ)γ = c(c(α, β), γ) as required.
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Consequently there is a quasi-division ring defined on this poset of words.
We note that ◦ is not commutative because of the left-biassed ordering. ✷
Example 2.2.13 Intervals/Incidence Algebras
In this example the underlying poset may have numerous minimal elements.
However, although it may thus be the union of a corresponding number of
disjoint posets each having a least element, the quasi-division ring we construct
is not a direct sum of quasi-division rings formed on the disjoint posets (see
under (w1) below for the reason).
Let P be the poset formed by considering a locally finite poset (P,), with
[x, y] ∈ P if x, y ∈ P and x  y. The ordering, ≤, on P is given by [x, y] ≤ [z, w]
if and only if x = z and y  w (i.e. [x, y] ≤ [x, z] when y  z). Min(P ) =
{[x, x]|x ∈ P}, so that every x ∈ P gives rise to a minimal element in P , and
thus we can think of P as the union of a collection of disjoint locally finite
posets Px, where Px consists of elements of the form [x, y], x  y, and has least
element [x, x].
(w1): For [x, y] ≤ [x, z] define w([x, z], [x, y]) = [y, z] which is in P as re-
quired, since y  z. (We note, however, that while [x, y] and [x, z] are in Px,
[y, z] is in Py, so although w is defined on Px × Px its images don’t necessarily
lie in Px. Thus, we are not forming a quasi-division ring on Px alone and so we
do not have the quasi-division ring arising as a direct sum.)
(w2): If [x, y] ≤ [x, z] then w([x, z], [x, y]) = [y, z] = [x, z] ⇔ y = x, i.e.
[x, y] = [x, x] ∈ Min(P ) as required.
(w3): If [x, y] ≤ [x, z] then w([x, z], [x, y]) = [y, z] ∈ Min(P ) ⇔ y = z, i.e.
[x, y] = [x, z] as required.
(w4): #([x, y]) = the number of elements of P between x and y inclusive. For
[x, y] ≤ [x, z] we have #(w([x, z], [x, y])) = #([y, z]) = the number of elements
of P between y and z inclusive. However, x  y so that #([y, z]) ≤ #([x, z]),
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as required. Equality occurs when y = x, i.e. when [x, y] = [x, x] ∈ Min(P ).
To determine S ⊆ P × P we note that ([x, y], [v, z]) ∈ S if and only if there
exists [a, b] ∈ P such that [x, y] ≤ [a, b] and [v, z] ≤ w([a, b], [x, y]). This means
that x = a and y  b, from which we have w([a, b], [x, y]) = w([x, b], [x, y]) =
[y, b], and so for [v, z] ≤ [y, b] we have v = y and z  b, whence S comprises
elements of the form ([x, y], [y, z]) with x  y  z. We define c on S via
c([x, y], [y, z]) = [x, z] ∈ P.
(c1): c([x, y], [y, z]) = [x, z]⇔ [x, y] ≤ [x, z] and [y, z] = w([x, z], [x, y]).
(c2): Suppose [x, z] ∈ P and that [a, b], [d, e] and [e, f ] are elements in P
satisfy c([a, b], c([d, e], [e, f ])) = [x, z]. Then we must have c([a, b], [d, f ]) = [x, z],
whence b = d and a = x, f = z. Then
c(c([a, b], [d, e]), [e, f ]) = c(c([x, b], [b, e]), [e, z]) = c([x, e], [e, z]) = [x, z]
The converse is similar.
Thus we can construct a quasi-division ring on the poset of intervals P . Note
that in this case ◦ is not commutative, because the intervals are ordered by
keeping the “lower” end fixed and comparing the “upper” ends of the intervals,
using P’s ordering  . ✷
Before concluding this section, we observe that if we have a poset which is
suitable for the construction of a quasi-division ring then it may be possible to
consider some restriction of the poset and still be able to construct a (different)
quasi-division ring. For example, we can consider a restricted version of the
Cauchy convolution quasifield of Example 2.2.9 by taking, for example, all the
whole numbers less than or equal to some n; or with the Dirichlet convolution
quasifield of Example 2.2.10 by taking either the same restriction as for the
restricted Cauchy convolution or by taking some n ∈ N together with all its
factors. Consequently there exist quasifields which are constructed on posets of
finite height. Results concerning such structures will be considered in the next
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section as well as Chapter 3 and Section 4.5. Whether or not such rings are in
K depends on the underlying ring.
[Note: Haukkanen [18] and Wyss [42] show that for some posets — in
particular, those leading to the Cauchy and Dirichlet convolution quasifields
— an extra term can be incorporated in the definition of circle composition.
Haukkanen defines circle composition for non-minimal x ∈ P as (f ◦ g)(x) =∑
y≤x f(y)g(w(x, y))H(x, y), where H is a function from a subset of P × P to
K which satisfies
(i) H(x, x) = H(x, ex) = 1 for all x ∈ P ;
(ii) H(x, y)H(y, z) = H(x, z)H(w(x, z), w(y, z)) for all z ≤ y ≤ x; and
(iii) H(x, y) = H(x, w(x, y)) for all y ≤ x.
These conditions ensure the existence of an identity, and associativity and com-
mutativity respectively. Wyss’s example of a quasiregular ring is the Cauchy
convolution withH(n, i) = (ni ) which meets Haukkanen’s requirements. Haukka-
nen is able to obtain an isomorphism in these cases. We have not attempted to
generalise this part of Haukkanen’s results.]
2.3 Finite quasifields over Z
In the previous section we constructed quasifields using a poset and an un-
derlying ring with identity. However, in order to obtain examples which had
isomorphic additive and circle composition groups we had to place additional
constraints on the underlying ring, such as being a field or an algebra over the
rationals. The integers are neither, and yet it is possible to obtain quasifields
which are in K when the underlying ring is Z. We do this by showing that
the groups (F,+) and (F, ◦) have the same rank and are free, but in order to
achieve this we need to place constraints on the poset.
In what follows P is a finite poset which, in addition, satisfies the conditions
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for the construction of a quasifield (see Section 2.2; examples include the finite
restrictions of the partially ordered sets discussed later on page 76). Let P ′ =
P\Min(P ) and then for each x ∈ P ′ let εx denote the element of the quasifield
F which satisfies the following conditions:
εx(x) = 1
εx(y) = 1 for y ∈ Min(P ), and
εx(y) = 0 for all y ∈ P
′, y 6= x.
We will eventually prove that the set B = {εx | x ∈ P
′} is a basis for (F, ◦)
(and, more obviously, for (F,+)). There will be obvious similarities between
these proofs and those of Section 2.4.
Our first lemma is merely a useful observation about our partially ordered
sets.
Lemma 2.3.1 If x, y, t ∈ P with t ≤ y and where y and x are incomparable,
then either (i) t and x are incomparable, or (ii) t < x.
Proof: The third alternative, namely t ≥ x is not possible because then we
would have x ≤ t ≤ y contradicting the incomparability of x and y. ✷
Our next lemma examines the behaviour of elements of B under repeated
circle composition. As usual we shall denote “powers” of an element f ∈ F by
f ◦k. It will be important to recall that the functions in F are taking their values
in Z in this case.
Lemma 2.3.2 If n ∈ Z then ε◦nx (x) = n, while ε
◦n
x (y) = 0 when y satisfies
ex < y < x or when y is not related to x.
Proof: [Note that in this proof we are not concerning ourselves with the
values of ε◦nx (y) when y > x, because it will turn out that these values — which
are computationally non-trivial — have no bearing on whether or not B forms
a basis.]
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First, let us observe that by the definition of εx the result holds for n = 1.
Second, suppose that the result holds for n = k − 1. Then for any y ∈ P we
have, by the definition of the circle composition operation in F , that ε◦kx (y) =
(εx ◦ ε
◦(k−1)
x )(y) =
∑
t≤y εx(t)ε
◦(k−1)
x (w(y, t)). There are three cases to consider:
y < x, y is not comparable with x, and y = x. We will consider the first two
situations together.
We are concerned with what happens to the values of εx(t) for t ≤ y. In
the case that y < x we have t < x, while in the case that y is not related to
x then by Lemma 2.3.1 either t < x or t is not related to x. From this and
the definition of εx it follows that εx(t) = 0 for all non-minimal t ≤ y. Thus
ε◦kx (y) = εx(ey)ε
◦(k−1)
x (w(y, ey)) = ε
◦(k−1)
x (y) = 0 by the inductive hypothesis
and since we always have f(z) = 1 for z ∈ Min(P ) and w(y, ey) = y by property
(w2) of Section 2.2. Note that, as in that section, ey is the unique minimal
element less than or equal to y.
On the other hand, when y = x we have
ε◦kx (x) = (εx ◦ ε
◦(k−1)
x )(x)
=
∑
t≤x
εx(t)ε
◦(k−1)
x (w(x, t))
= εx(ex)ε
◦(k−1)
x (w(x, ex)) + εx(x)ε
◦(k−1)
x (w(x, x))
= ε◦(k−1)x (x) + εx(x)
because, in addition to the properties used at the end of the previous paragraph,
we also have εx(t) = 0 for all ex < t < x and w(x, x) ∈ Min(P ) by property
(w3) of Section 2.2. Using the inductive hypothesis and the definition of εx we
thus have ε◦kx (x) = (k − 1) + 1 = k, as required.
This gives the required result for all positive integers n; if in addition we
define f ◦0(z) = 0 for all f ∈ F, z /∈ Min(P ), all that remains is to look at
the negative integers, which we shall do by considering the circle composition
inverse of ε◦nx . We have ε
◦n
x ◦ ε
◦(−n)
x = δ and hence 0 = (ε
◦n
x ◦ ε
◦(−n)
x )(y) =
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∑
t≤y ε
◦n
x (t)ε
◦(−n)
x (w(y, t)) for all y /∈ Min(P ), y 6= x.
Now for all y not related to x and all y < x if t ≤ y then we know that either
t < x or t is not related to x and so, by the earlier part of this proof, ε◦nx (t) = 0,
except for t = ey. Thus, in this situation, 0 = ε
◦n
x (ey)ε
◦(−n)
x (w(y, ey)) = ε
◦(−n)
x (y)
as required.
Finally, if y = x we have
0 = (ε◦nx ◦ ε
◦(−n)
x )(x)
=
∑
t≤x
ε◦nx (t)ε
◦(−n)
x (w(x, t))
= ε◦nx (ex)ε
◦(−n)
x (w(x, ex)) + ε
◦n
x (x)ε
◦(−n)
x (w(x, x))
since we have proved that ε◦nx (t) = 0 for all t < x, ex 6= t. Thus
0 = ε◦(−n)x (x) + ε
◦n
x (x) = ε
◦(−n)
x (x) + n
from which it follows that ε◦(−n)x (x) = −n, completing the proof. ✷
We next examine how a basis element interacts with an arbitrary element
of F under circle composition.
Lemma 2.3.3 If εx ∈ B and f is an arbitrary element of F then the following
relationships hold:
(i) (ε◦nx ◦ f)(x) = f(x) + n
(ii) (ε◦nx ◦ f)(y) = f(y) for all y < x and for all y not related to x.
Proof: (i) From Lemma 2.3.2 we know that ε◦nx (t) = 0 for ex 6= t < x. It fol-
lows that (ε◦nx ◦f)(x) =
∑
t≤x ε
◦n
x (t)f(w(x, t)) = ε
◦n
x (ex)f(x)+ε
◦n
x (x)f(w(x, x)) =
f(x) + n by Lemma 2.3.2 since w(x, x) ∈ Min(P ).
(ii) If y < x then any t < y is also less than x. On the other hand if y is
not related to x then Lemma 2.3.1 tells us that either t is not related to x or
t < x. Thus for y and x satisfying the conditions stated for the second part of
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the current Lemma we know, by Lemma 2.3.2, that ε◦nx (t) = 0 for ey 6= t ≤ y.
Consequently (ε◦nx ◦ f)(y) =
∑
t≤y ε
◦n
x (t)f(w(y, t)) = ε
◦n
x (ey)f(y) = f(y) as
required.
Again, as intimated in the proof of the previous lemma, the interaction of
the basis element εx with an arbitrary element of F on poset elements larger
than x, while non-trivial, has no bearing on our results. ✷
In what follows — and later in the thesis — we shall use the symbol
∐
for circle composition in the same way as
∑
and Π are used for addition and
multiplication respectively. Recall (see page 16) the definition of the height
function defined on posets.
Theorem 2.3.4 If F is a quasifield constructed on a poset of finite height with
Z as underlying ring then (F,+) ∼= (F, ◦)
Proof: We shall prove this result by showing that the set B = {εx | x ∈ P
′}
is a basis for (F, ◦), where P ′ = P\Min(P ). It is obvious that B is a basis for
(F,+) since (F,+) is a direct sum of |P\Min(P )| copies of Z.
First of all we shall show that B generates (F, ◦). Given f ∈ F , consider
the circle composition product
∐
x∈P ′ ε
◦nx
x , where the values of nx are defined
inductively via nx = f(x) for x ∈ P
′ such that h(x) = 1 and nx = f(x) −
(
∐
0<h(y)<k ε
◦ny
y )(x) where h(x) = k. We will use induction to show that, in fact,∐
x∈P ′ ε
◦nx
x = f .
Suppose that y ∈ P ′ is an element of height 1. Then we have
(
∐
x∈P ′
ε◦nxx )(y) = (ε
◦ny
y ◦
∐
x∈P ′\y
ε◦nxx )(y)
= ε◦nyy (y) + (
∐
x∈P ′\y
ε◦nxx )(y)
(as (f ◦ g)(y) = f(y) + g(y) for elements y of height 1)
= ε◦nyy (y)
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(since y, being of height 1, is either smaller than or
incomparable with any of the remaining x ∈ P ′)
= ny (by Lemma 2.3.2)
= f(y) (by definition).
Suppose that (
∐
x∈P ′ ε
◦nx
x )(y) = f(y) for all y ∈ P
′ such that h(y) < k and
now consider y ∈ P ′ having height k. Then
(
∐
x∈P ′
ε◦nxx )(y) = (
∐
h(x)>k
ε◦nxx ◦
∐
0<h(x)≤k
ε◦nxx )(y)
=
∑
t≤y
(
∐
h(x)>k
ε◦nxx )(t)(0 <
∐
h(x)≤k
ε◦nxx )(w(y, t)).
Consider (
∐
h(x)>k ε
◦nx
x )(t). The expansion of this will involve sums of products
of terms, each product comprising at least one term of the form ε◦nxx (s) for some
x and where s ≤ t. If ey 6= s ≤ t ≤ y then h(s) ≤ k and as h(x) > k we cannot
have s ≥ x. Thus we must have s < x or s not related to x. In either case,
by Lemma 2.3.2, we have ε◦nxx (s) = 0 and hence (
∐
h(x)>k ε
◦nx
x )(t) = 0 for all t,
except for t = ey, in which case it equals 1.
Returning to our expansion we have
(
∐
x∈P ′
ε◦nxx )(y) = (
∐
0<h(x)≤k
ε◦nxx )(y)
= (ε◦nyy ◦
∐
x 6=y,0<h(x)≤k
ε◦nxx )(y)
= ny + (
∐
x 6=y,0<h(x)≤k
ε◦nxx )(y) (using Lemma 2.3.3)
= f(y)− (
∐
0<h(x)<k
ε◦nxx )(y) + (
∐
x 6=y,0<h(x)≤k
ε◦nxx )(y)
by the definition of ny.
By the inductive hypothesis the values of nx are known for h(x) < k so
the only terms causing difficulties in
∐
x 6=y,0<h(x)≤k ε
◦nx
x are those having values
of x for which h(x) = k. However, in this case such an element x will be
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incomparable with y since y also has height k. It follows that if z is one of the
elements of height k then
(
∐
x 6=y,0<h(x)≤k
ε◦nxx )(y) = (ε
◦nz
z ◦
∐
x 6=y,z; 0<h(x)≤k
ε◦nxx )(y) =
∐
x 6=y,z; 0<h(x)≤k
ε◦nxx (y)
by Lemma 2.3.3. Repeating this process of extracting the functions εx when x is
an element of height k and applying Lemma 2.3.3 yields (
∐
x 6=y; 0<h(x)≤k ε
◦nx
x )(y) =
(
∐
0<h(x)<k ε
◦nx
x )(y). Consequently, on returning to the previous calculations, we
have
(
∐
x∈P ′
ε◦nxx )(y) = f(y)− (
∐
0<h(x)<k
ε◦nxx )(y) + (
∐
0<h(x)<k
ε◦nxx )(y) = f(y)
as required.
Thus we see that the set B of proposed basis elements generates F .
We can now turn our attention to proving that B is a linearly independent
set. The inductive approach and the calculations will be similar to those used
in proving that B is a generating set and so we will omit those fine details which
are essentially the same. Suppose that
∐
x∈P ′ ε
◦nx
x = δ (recalling that δ is the
zero element for F ). Then for any y ∈ P ′ such that h(y) = 1 we must have
(
∐
x∈P ′ ε
◦nx
x )(y) = δ(y) = 0. As before, (
∐
x∈P ′ ε
◦nx
x )(y) = ny for elements y of
height 1, whence ny = 0.
Now assume that ny = 0 for all elements y ∈ P
′ such that h(y) < k, and
then consider y ∈ P ′ such that h(y) = k. Using our previous calculations we
have
0 = δ(y) = (
∐
x∈P ′
ε◦nxx )(y) = ny + (
∐
x∈P ′;h(x)<k
ε◦nxx )(y) = ny
by the inductive hypothesis. Thus ny = 0 as required for all elements y of height
k. Consequently B is a linearly independent set and hence a basis for (F, ◦).
Thus rank((F,+)) = rank((F, ◦)), whence (F,+) ∼= (F, ◦). ✷
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This result, and a later result concerning quasifields whose underlying ring is
Zp (Corollary 3.2.5), imply that some quasifield constructions result in K-rings
even though the sufficient condition on the underlying ring is not fulfilled, i.e.
we do not always have to have K being an algebra over the rationals.
Further results concerning nilpotent (and, hence, quasiregular) Z-algebras
are discussed in Section 6.3.
2.4 The Zassenhaus algebra
The construction of this example is similar to Cauchy convolution example of
Section 2.2, but here the poset used is not locally finite. The approach taken
here could be generalised by identifying the key features of the real interval
which we use as the poset; however, this specific example suffices to exhibit
this kind of ring. Although presented here slightly differently, this ring is the
Zassenhaus algebra of Divinsky ([11], Example 3, page 19). Divinsky shows
that the ring is nil (and hence quasiregular) but not nilpotent; however, we
shall present the same results here and in Section 3.4 using notation and termi-
nology which highlights the similarities between this example and the quasifield
construction and which will enable us to prove that in certain circumstances a
ring so constructed is in K, a result which is not included in [11]. In the two
cases where we prove that some of the Zassenhaus algebras can have isomorphic
groups — Lemma 2.4.2 to Theorem 2.4.5, and Theorem 2.4.6 — our approaches
are similar to those of Section 2.3 in using a basis and those of Theorem 2.2.6
and Example 2.2.9 in the use of a logarithm operator, respectively.
For a positive real number c let P denote the real interval [0, c] with the usual
ordering ≤, and let K be a ring with identity. Consider the set of functions
F = {f : P → K | supp(f) is finite and f(0) = 1}
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where, as is almost usual, supp(f) = {x | x > 0, f(x) 6= 0}. For f, g ∈ F and
x ∈ P define addition and circle composition in F as follows:
(f + g)(x) = f(x) + g(x)
(f ◦ g)(x) =
∑
0≤y≤x
f(y)g(x− y) =
∑
y+z=x
f(y)g(z)
when x 6= 0 and (f + g)(0) = 1 = (f ◦ g)(0). We note that since f and g have
finite support then the set
X = {x | y + z = x, y ∈ supp(f) ∪ {0} and z ∈ supp(g) ∪ {0}}
is finite, so that F is closed under circle composition. Finite support is also
maintained under addition as required.
By analogy with Section 2.2, we use δ to denote the function δ(x) = 0 for
all non-zero x ∈ P and δ(0) = 1.
Theorem 2.4.1 The Zassenhaus algebra (F,+, ◦) over a ring with identity, K,
is a quasidivision ring (or, equivalently, (F,+, ·) is a quasiregular ring).
Proof: (F,+) is clearly an abelian group. Circle composition (and, hence,
multiplication) is associative and it is also easy to see that δ is the identity for
◦ and the zero for multiplication. We now show that each f ∈ F has a ◦-inverse
f ◦(−1)(x) ∈ F , noting that after setting f ◦(−1)(0) = 1 we require the following
to hold for non-zero x:
0 = δ(x) = (f ◦ f ◦(−1))(x) = f(x) + f ◦(−1)(x) +
∑
0<y<x
f(y)f ◦(−1)(x− y).
For each f ∈ F define
Sf = {
∑
±ai | ai 6= 0, ai ∈ supp(f), 0 <
∑
±ai ≤ c},
where [0, c] is the interval on which the functions in F are defined. This is the
set of all sums of elements of supp(f) with elements allowed to be repeated
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in the summations; furthermore, supp(f) ⊆ Sf . As supp(f) is finite and [0, c]
is a finite interval then Sf must be finite, and so we can list its elements in
increasing order, viz.:
Sf = {x1, x2, . . . , xm | 0 < x1 < x2 < . . . < xm}.
We note that it may be possible for an element xi ∈ Sf to arise from two or more
different summations (for example, on the interval [0, 1] if supp(f) = {0.25, 0.5}
then 0.5 ∈ Sf arises from 0.25 + 0.25 as well as 0.5 itself). We also point out
that Sf is closed under addition, provided, of course, that the sum stays within
P = [0, c].
Given f ∈ F define f ◦(−1) as follows:
f ◦(−1)(x) =


1 if x = 0
0 if x /∈ Sf
−f(x)−
∑
0<y<x f(y)f
◦(−1)(x− y) if x ∈ Sf
where we note that the inductive definition for x ∈ Sf can be determined. We
show that f ◦(−1) is entitled to the notation, i.e. that it is the quasi-inverse for
f . For x /∈ Sf we have
(f ◦ f ◦(−1))(x) =
∑
0≤y≤x
f(y)f ◦(−1)(x− y)
= f ◦(−1)(x) +
∑
0<y≤x,y∈Sf
f(y)f ◦(−1)(x− y)
= 0 + 0 = 0
because if y ∈ Sf and x /∈ Sf then if z = x−y ∈ Sf we would have x = z+y ∈ Sf
which is a contradiction, and so f ◦(−1)(x− y) = 0. Finally, for x ∈ Sf we have
(f ◦ f ◦(−1))(x)
=
∑
0≤y≤x
f(y)f ◦(−1)(x− y)
= f(x) + f ◦(−1)(x) +
∑
0<y<x
f(y)f ◦(−1)(x− y)
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= f(x)− f(x)−
∑
0<y<x
f(y)f ◦(−1)(x− y) +
∑
0<y<x
f(y)f ◦(−1)(x− y)
= 0
as required. Thus f ◦(−1) can be determined and its support is finite since Sf is
finite, whence f ◦(−1) ∈ F exists as required.
Finally, we observe that if K is commutative then so is F . ✷
By choosing the underlying ring K to be the set, Z, of integers we show that
F can have isomorphic additive and circle composition groups. To do this we
shall show that the groups are free. For each real number r in the interval (0, c]
let εr be that element of F which satisfies the following conditions:
εr(r) = 1
εr(0) = 1
εr(x) = 0 for all x 6= r.
We will show that the set of all such functions forms a basis for the circle
composition group, it being obvious that it does for the additive group. The
next three lemmas investigate the way that these basis elements interact with
other elements of F and operate on elements of [0, c]. We will omit the details
concerning the f(0) = 1 case.
Lemma 2.4.2 For n ∈ Z we have ε◦nr (r) = n and ε
◦n
r (x) = 0 if x is not an
integer multiple of r. Finally, ε◦nr (kr) may be non-zero for k ∈ Z
+.
Proof: Note that ε◦0r (x) = 0 for all x ∈ (0, c] as required. Now let us
consider n > 0; we shall use induction to prove that ε◦nr (kr) = (
n
k) for n ≥ k,
and ε◦nr (x) = 0 for x not a positive integer multiple of r. Setting n = 2 we find
ε◦2r (x) = (εr ◦ εr)(x) =
∑
y+z=x
εr(y)εr(z) = 0
unless x = r or y = z = r. In the first case we have ε◦2r (r) = εr(r)εr(0) +
εr(0)εr(r) = 2 = (
2
1); while in the second we have ε
◦2
r (2r) = εr(r)εr(r) = 1 = (
2
2).
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Assume that the results hold for the n − 1 case and suppose x is not an
integer multiple of r. Then
ε◦nr (x) = (εr ◦ ε
◦(n−1)
r )(x)
=
∑
y+z=x
εr(y)ε
◦(n−1)
r (z)
=


ε◦(n−1)r (x) if x < r
ε◦(n−1)r (x) + εr(r)ε
◦(n−1)
r (x− r) if x ≥ r
= 0
by the inductive hypothesis. On the other hand, if x = kr for some k ∈ Z+ we
find
ε◦nr (kr) =
∑
y+z=kr
εr(y)ε
◦(n−1)
r (z)
= ε◦(n−1)r (kr) + εr(r)ε
◦(n−1)
r ((k − 1)r)
=


ε◦(n−1)r ((k − 1)r) if k > n− 1
(n−1k ) + 1 · (
n−1
k−1) if k ≤ n− 1
=


0 if k − 1 > n− 1
(n−1n−1) = (nn) if k − 1 = n− 1
(nk) if k ≤ n− 1
using the inductive hypothesis on several occasions and also the properties of
binomial coefficients. We have proved our assertions for positive values of n.
We will not be quite so specific for −n if n > 0. From the fact that 0 =
δ(x) = (ε◦nr ◦ ε
◦(−n)
r )(x) we deduce that for x = r we have 0 = (ε
◦n
r ◦ ε
◦(−n)
r )(r) =
ε◦nr (r) + ε
◦(−n)
r (r) = (
n
1) + ε
◦(−n)
r (r); therefore ε
◦(−n)
r (r) = −(
n
1) = −n. Finally,
we know that for n > 0 the non-zero values of ε◦nr arise on the integer multiples
of r. By the proof of the previous theorem, the inverse, ε◦(−n)r , will take its
non-zero values on those as well. ✷
Lemma 2.4.3 In evaluating f ◦ε◦nr the function ε
◦n
r only influences those values
of x ∈ (0, c] satisfying x ≥ r.
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Proof: (i) (ε◦nr ◦ f)(r) =
∑
y+z=r ε
◦n
r (y)f(z) = ε
◦n
r (r) + f(r) = n + f(r) as
all other terms vanish by Lemma 2.4.2.
(ii) If x < r then (ε◦nr ◦ f)(x) =
∑
y+z=x ε
◦n
r (y)f(z) = f(x), again by the
previous lemma.
(iii) If x > r then
(ε◦nr ◦ f)(x) =
∑
y≤x
ε◦nr (y)f(x− y) = f(x) +
k∑
i=1
ε◦nr (ir)f(x− ir)
where k is such that kr ≤ x and (k+1)r > x. Observe that if (x−ir) /∈ supp(f)
for all i ∈ {0, 1, . . . , k} then (ε◦nr ◦ f)(x) = 0. ✷
Consider a set {εr1, εr2, . . . , εrm} of basis elements. In analogous fashion to
the definition of Sf , define S{r1,r2,...,rm} to be the set of all possible sums of the
±ri with repetitions allowed; that is,
S{r1,r2,...,rm} = {
∑
±ri | 0 <
∑
±ri ≤ c, ri ∈ {r1, . . . , rm}}.
As on page 36 we shall use the symbol
∐
for repeated circle composition.
Lemma 2.4.4 If x /∈ S{r1,...,rm} then for any {n1, . . . , nm} ⊂ N we have
(
∐
ri∈{r1,...,rm}
ε◦niri )(x) = 0.
Proof: We proceed by induction on the size of {r1, . . . , rm}.
For {r1} we note that S{r1} = {r1, 2r1, 3r1, . . .} and so Lemma 2.4.2 implies
ε◦n1r1 (x) = 0.
Suppose now that the result holds for sets of size (m− 1). Then
(
∐
ri∈{r1,...,rm}
ε◦niri )(x) = (ε
◦n1
r1
◦
∐
ri∈{r2,...,rm}
ε◦niri )(x)
=
∑
y≤x
ε◦n1r1 (y)(
∐
ri∈{r2,...,rm}
ε◦niri )(x− y)
=
k∑
i=0
ε◦n1r1 (ir1)(
∐
ri∈{r2,...,rm}
ε◦niri )(x− ir1)
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where k is such that kr < x and (k + 1)r > x. Now (x − ir1) cannot be in
S{r2,...,rm} since if there was such a y = x − ir1 ∈ S{r2,...,rm} then x = y + ir1
would be an element of S{r1,r2,...,rm} which is a contradiction. By the inductive
hypothesis (
∐
ri∈{r2,...,rm} ε
◦ni
ri
)(x− ir1) = 0 and so
(∐
ri∈{r1,...,rm} ε
◦ni
ri
)
(x) = 0 as
required. ✷
Theorem 2.4.5 The ring, F , constructed as described above with underlying
ring K = Z is in K.
Proof: We will prove that the set B = {εr | r ∈ R} is a basis for (F, ◦); it
is clearly a basis for (F,+). Given f ∈ F recall the definition of
Sf = {
∑
±ai | ai ∈ supp(f), 0 <
∑
±ai ≤ c}
= {0 < x1, . . . , xm|x1 < x2 < . . . < xm}.
We wish to show that we can determine a finite set of basis elements and a
linear combination (with respect to ◦) which produce f .
First, we observe that such a set cannot contain εx for x /∈ Sf , since f(x) = 0
for such an x, while

ε◦nxx ◦ ∐
xi∈Sf
ε◦nixi

 (x) = nx +

 ∐
xi∈Sf
ε◦nixi

 (x) = nx
where we have used Lemmas 2.4.2 and 2.4.4 together with the fact that Sf =
S{x1,...,xm}. Consequently, if f is produced by a set of elements from B then the
set is finite and the elements are determined by the elements of Sf .
Secondly, and following on from this, Lemma 2.4.4 above implies that we
have
(∐
ε◦nixi
)
(x) = 0 for all values of x /∈ S{x1,...,xm} which means that f and(∐
ε◦nixi
)
coincide on those elements x which are not in Sf .
Thirdly, we will show that the values of ni can be calculated by considering
what happens for the elements xi ∈ Sf , so that f =
(∐
ε◦nixi
)
. We shall proceed
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by induction on the subscripts of the xi. Consider x1 = min(Sf). If we choose
n1 = f(x1) we will have
 ∐
xi∈Sf
ε◦nixi

 (x)
=

ε◦f(x1)x1 ◦ ∐
xi∈Sf\{x1}
ε◦nixi

 (x)
=


f(x1) +
(∐
xi∈Sf\{x1} ε
◦ni
xi
)
(x1) if x = x1, by Lemma 2.4.2 above(∐
xi∈Sf\{x1} ε
◦ni
xi
)
(x) if x < x1(∐
xi∈Sf\{x1} ε
◦ni
xi
)
(x) +
∑j
i=1 ε
◦(fx1 )
x1 (ix1)
(∐
xi∈Sf\{x1} ε
◦ni
xi
)
(x− ixi)
for x > x1
=


f(x1) if x = x1, by Lemma 2.4.4
0 if x < x1, by Lemma 2.4.3(∐
xi∈Sf\{x1} ε
◦ni
xi
)
(x) +
∑j
i=1 ε
◦(fx1 )
x1 (ix1)
(∐
xi∈Sf\{x1} ε
◦ni
xi
)
(x− ixi)
for x > x1
where the third option will be non-zero only when x ∈ Sf .
Suppose that the values of ni are known for all i < k. Lemma 2.4.2 implies
that for x < xk we have
ε◦f(xk)xk ◦ ∐
xi∈Sf\{xk}
ε◦nixi

 (x) =

 ∐
xi∈Sf\{xk}
ε◦nixi

 (x),
which is to say that εxk has no influence on the function values of elements of
(0, c] smaller than xk. By the same lemma
ε◦f(xk)xk ◦ ∐
xi∈Sf\{xk}
ε◦nixi

 (xk)
= nk +

 ∐
xi∈Sf\{xk}
ε◦nixi

 (xk)
= nk +

 ∐
xi∈{x1,...,xk−1}
ε◦nixi ◦
∐
xi∈{xk+1,...,xm}
ε◦nixi

 (xk)
= nk +

 ∐
xi∈{x1,...,xk−1}
ε◦nixi

 (xk)
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by repeated applications of Lemma 2.4.3, since xk < xk+1 < . . . < xm. The value
of
(∐
xi∈{x1,...,xk−1} ε
◦ni
xi
)
(xk) can be determined by the inductive hypothesis, from
which we can deduce that by setting nk = f(xk)−
(∐
xi∈{x1,...,xk−1} ε
◦ni
xi
)
(xk) we
will have f(xk) = (
∐
xi∈Sf ε
◦ni
xi
)(xk) and the desired result follows. It is clear
that the values of ni are uniquely determined.
Finally, it is also obvious that the basis elements form a linearly independent
set, because if we take any non-trivial finite linear combination
∐
{r1,...,rm} ε
◦ni
ri
with r1 < r2 < . . . < rk then (
∐
ε◦niri )(r1) = n1+(
∐
{r2,...,rm} ε
◦ni
ri
)(r1), by Lemma
2.4.3, which lemma also implies that the last term vanishes, leaving us with
(
∐
ε◦niri )(r1) = n1 6= 0. It is with no small sigh of relief that we place a box at
the end of this proof. ✷
We now consider what happens in the case where the underlying ring is R.
Theorem 2.4.6 If F is the ring constructed as described in this section with
K = R then (F,+) ∼= (F, ◦).
Proof: Define L : (F, ◦) → (F,+) so that for f ∈ F we have (Lf)(0) =
1 and (Lf)(x) =
∑
0≤y≤x f(y)f
◦(−1)(x − y)y, for x 6= 0. Note that Lf has
finite support and so is in F . This function is similar to that applied around
page 22, with λ(x) = x and w(x, y) = x − y for y ≤ x. This function λ
satisfies λ(y) + λ(w(x, y)) = y+ (x− y) = x = λ(x) as required on those pages.
Furthermore, the arguments put forward about L being a logarithm operator
apply in this case as well (with 0 being the sole minimal element). All that
remains is to prove the analogue of Theorem 2.2.6.
Suppose we have g ∈ F ; we wish to find f ∈ F such that Lf = g. Recall
the ordered listing of elements of Sg as Sg = {x1 < . . . < xm}. As usual, define
f(0) = 1. We must have f(x) = 0 for all x /∈ Sg. To see this, suppose that
it is not the case. Then, as supp(f) is finite, there exists a minimal x′ /∈ Sg
such that f(x′) 6= 0. Then (Lf)(x′) =
∑
0<y≤x′ f(y)f
◦(−1)(x′ − y)y = f(x′)x′ +
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∑
0<y<x′ f(y)f
◦(−1)(x′ − y)y = f(x′)x′ +
∑
0<y<x′,y∈Sg f(y)f
◦(−1)(x′ − y)y since
f(y) = 0 for all y < x′ whenever y /∈ Sg. Suppose that there exists y
′ ∈ Sg such
that x′−y′ is minimal among all the values of x′−y satisfying f ◦(−1)(x′−y) 6= 0,
and note that such an x′ − y′ is not in Sg. Then we must have
0 = δ(x′ − y′) = (f ◦ f ◦(−1))(x′ − y′)
=
∑
0≤k≤x′−y′
f(k)f ◦(−1)(x′ − y′ − k)
=
∑
0≤k≤x′−y′,k∈Sg
f(k)f ◦(−1)(x′ − y′ − k)
= f ◦(−1)(x′ − y′) + f(x′ − y′)
+
∑
0<k<x′−y′,k∈Sg
f(k)f ◦(−1)(x′ − y′ − k)
but, with y′ and k both in Sg and x
′ not, it follows that x′ − y′ − k /∈ Sg and
x′−y′−k < x′−y′, whence f ◦(−1)(x′−y′−k) = 0 by the minimality assumption
on x′ − y′. Thus
∑
0<k<x′−y′,k∈Sg f(k)f
◦(−1)(x′ − y′ − k) = 0, and therefore
0 = f ◦(−1)(x′ − y′) + f(x′ − y′) = f ◦(−1)(x′ − y′) by the minimality assumption
on x′ (as y′ ∈ Sg implies x
′ − y′ is not in Sg). From this contradiction we see
that (Lf)(x′) = f(x′)x′ but then we can never have Lf = g since g(x′) = 0 (as
x′ /∈ Sg). We conclude that we require f to satisfy f(x) = 0 for all x /∈ Sg. Note
that, as a result, Sf ⊆ Sg.
Let x1 = min{x | x ∈ Sg}. Then (Lf)(x1) =
∑
0<y≤x1 f(y)f
◦(−1)(x1 − y)y =
f(x1)x1 since f
◦(−1)(x1 − y) = 0 for all y < x1 because y /∈ Sg ⊇ Sf ⊇ Sf◦(−1) .
Thus we have (Lf)(x1) = g(x1) if and only if f(x1) =
1
x1
g(x1).
Suppose the values of (Lf)(xi) are known for all xi ∈ {x1 < . . . < xk−1} ⊆ Sg
and consider xk ∈ Sg. Then
(Lf)(xk) =
∑
0<y≤xk
f(y)f ◦(−1)(xk − y)y
= f(xk)xk +
∑
0<y<xk
f(y)f ◦(−1)(xk − y)y
= g(xk)
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when f(xk) =
1
xk
[g(xk) −
∑
0<y<xk f(y)f
◦(−1)(xk − y)y] where the terms on the
right hand side are known by the inductive hypothesis (noting that once we have
values for f(y) for all y ≤ x we can determine f ◦(−1)(x); see Theorem 2.4.1).
We now confirm that this function f satisfies Lf = g. If x /∈ Sg then
(Lf)(x) =
∑
0<y≤x f(y)f
◦(−1)(x − y)y =
∑
0<y<x,y∈Sg f(y)f
◦(−1)(x − y)y. Now
x−y /∈ Sg (otherwise x ∈ Sg) and so, since Sf◦(−1) ⊆ Sf ⊆ Sg, f
◦(−1)(x−y) = 0.
Therefore (Lf)(x) = 0 = g(x) as required. Furthermore,
(Lf)(xk)
=
∑
0<y≤xk
f(y)f ◦(−1)(xk − y)y
= f(xk)xk +
∑
0<y<xk
f(y)f ◦(−1)(xk − y)y
= {
1
xk
[g(xk)−
∑
0<y<xk
f(y)f ◦(−1)(xk − y)y]}xk
+
∑
0<y<xk
f(y)f ◦(−1)(xk − y)y
= [g(xk)−
∑
0<y<xk
f(y)f ◦(−1)(xk − y)y] +
∑
0<y<xk
f(y)f ◦(−1)(xk − y)y
= g(xk).
Thus L is a bijection, and so F ∈ K. ✷
Later in the thesis Theorem 7.1.8 will show that all commutative nil alge-
bras are in K, which will subsume the above result: the Zassenhaus algebra
is commutative and we will show that it is nil in Section 3.4. However, here
we have been able to obtain an explicit isomorphism between the additive and
circle composition groups.
The ring properties of the Zassenhaus algebra are discussed further in Section
3.4.
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Chapter 3
Nil and nilpotent rings in K
As has been mentioned earlier in this thesis, zero rings are trivially in K because
their additive and isomorphic groups correspond. The nature of the relationship
between the three operations of addition, circle composition and multiplication
— namely, a ◦ b = a + b + ab — would seem to suggest that should a ring
have isomorphic additive and circle composition groups then the multiplication
on the ring is, perhaps, not far removed from being trivial, so that perhaps
the ring is nilpotent or nil at worst. This need not be the case. The purpose
of this chapter is to consider examples of rings which are in K to show that
they can be nilpotent (without merely being a zero ring), nil but not nilpotent,
or quasiregular but not nil (including an example which has no zero divisors
whatsoever). Thus, having isomorphic additive and circle composition groups
does not necessarily give any additional information about the ring besides
quasiregularity. Some of our examples arise from the quasifield constructions of
[22], [18] and Section 2.2.
Before we look at these examples, we establish an important result con-
cerning rings which are algebras over Zp, and then consider the behaviour of
multiplication in quasi-division rings.
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3.1 Algebras over Zp
The result of this section gives a characterization of those algebras over Zp (p
prime) which are in K. This will be used extensively in this chapter. Later, in
Chapter 7, we will obtain results about algebras over the rationals and circum-
stances in which they are in K.
Theorem 3.1.1 If R is a commutative ring which is an algebra over Zp where
p is prime then (R,+) ∼= (R, ◦) if and only if rp = 0 for all r in (R,+, ·).
Proof: “Only if”: Suppose (R,+) ∼= (R, ◦). Then there exists an isomor-
phism L such that L(r ◦ s) = L(r) + L(s) for r, s ∈ R. In particular, we have
L(r◦p) = pL(r). Now since R is a Zp-algebra then pL(r) = 0, so that r
◦p = 0.
But r◦p =
∑p
i=1 (
p
i ) r
i =
∑p−1
i=1 (
p
i ) r
i + rp, and therefore 0 =
∑p−1
i=1 (
p
i ) r
i + rp. But
p| (pi ) for all i 6= 0, p since p is a prime, so that
∑p−1
i=1 (
p
i ) r
i = 0 (again since the
underlying ring has characteristic p). Consequently rp = 0.
“If”: Conversely, suppose that (R,+, ·) is commutative and satisfies rp = 0
for all r ∈ R. Then R is nil and hence quasiregular, so (R, ◦) is an abelian
group. Furthermore, as R is an algebra over Zp, r
◦p =
∑p−1
i=1 (
p
i ) r
i+ rp = rp = 0,
so that either r has order p or r◦k = 0 for some k|p. However, the only value
of k satisfying this is k = 1 and r◦1 = 0 if and only if r = 0, whence r 6= 0
has order p in the group (R, ◦). Then (R, ◦) is a Zp-vector space, and is thus
the direct sum of n copies of Zp, where n is the dimension of the vector space.
Further, (R,+) is also a Zp-vector space, and, as |(R, ◦)| = |(R,+)|, it must
have the same dimension. Hence there exists an isomorphism (a vector space
isomorphism) between (R, ◦) and (R,+). ✷
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3.2 Products in quasifields
In order to develop some of the results in the later sections of this chapter we
need to consider what happens under repeated multiplication of elements in a
quasi-division ring. In what follows F denotes a quasi-division ring defined on a
poset P with underlying ring K, constructed as described in Section 2.2. Since
multiplication can be obtained from the operations + and ◦ on a quasi-division
ring via f ·g = f ◦g− (f +g) then for the particular class of quasi-division rings
already discussed, the multiplication is given by (f · g)(e) = 1 for e ∈ Min(P )
and (f · g)(x) = (f ◦ g)(x)− f(x)− g(x) =
∑
y≤x f(y)g(w(x, y))− f(x)− g(x) =∑
ex<y<x f(y)g(w(x, y)) otherwise.
Lemma 3.2.1 If f1, f2, . . . , fn+1 ∈ F for F a quasi-division ring then
(f1f2 · · · fn+1)(x) = 0
for all x ∈ P such that 0 < h(x) ≤ n.
Proof: We will prove this result by induction on n. First, suppose that
n = 1 so that x ∈ P must satisfy h(x) = 1 (which means x covers ex; i.e. x is
an atom). Then
(f1f2)(x) = (f1 ◦ f2)(x)− f1(x)− f2(x)
=
∑
y≤x
f1(y)f2(w(x, y))− f1(x)− f2(x)
= f1(ex)f2(w(x, ex)) + f1(x)f2(w(x, x))− f1(x)− f2(x)
= f2(x) + f1(x)− f1(x)− f2(x) = 0.
Now suppose the result is true for n ≤ k, that x is such that h(x) ≤ k+1, with
f1, f2, . . . fk+2 ∈ F . We have
(f1f2 · · · fk+1fk+2)(x) = ((f1f2 · · · fk+1)fk+2)(x)
=
∑
ex<y<x
(f1f2 · · · fk+1)(y)fk+2(w(x, y)).
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Now since y < x we have h(y) < h(x) ≤ k + 1, so that by the inductive
hypothesis (f1f2 · · · fk+1)(y) = 0, and hence (f1f2 · · · fk+1fk+2)(x) = 0 as
required. ✷
Corollary 3.2.2 If F is a quasi-division ring and f ∈ F then fn(x) = 0 for all
x satisfying h(x) < n. ✷
Corollary 3.2.3 If x covers ex then (fg)(x) = 0 for all f, g ∈ F. ✷
Theorem 3.2.4 If P is a poset with h(P ) = n then the ring associated with
the quasi-division ring on P is nilpotent of index n+ 1.
Proof: If h(P ) = n then by Lemma 3.2.1 we have (f1 · · · fn+1)(x) = 0
for any x ∈ P (x /∈ Min(P )) and any f1, . . . , fn+1 ∈ F . Furthermore,
(f1 · · · fn+1)(e) = 1 for any e ∈ Min(P ), so that f1 · · · fn+1 = δ for any
f1, . . . , fn+1 ∈ F . Thus F
n+1 = {δ}, whence F is nilpotent. ✷
Corollary 3.2.5 If p is a prime and F is a quasifield over Zp with h(P ) < p
then (F,+) ∼= (F, ◦).
Proof: As h(P ) < p then by the above Theorem F p = {δ} and the result
follows by Theorem 3.1.1. ✷
We will now consider various examples of rings to determine what, if any-
thing, being in K can tell us about the multiplication of a ring. Recall that we
denote the height of the poset by h(P ) in the case that it is finite.
3.3 Non-trivial nilpotent rings in K
We begin our selection of examples by repeating the observation that zero rings
— which satisfy R2 = {0} and have identical additive and circle composition
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groups — are nilpotent and in K. Less trivial nilpotent examples come by con-
sidering suitable quasifields, F , constructed on posets having finite height in
such a way that they are in K. If the height of the poset is n then Theorem
3.2.4 states that F n+1 = {0}. Such examples exist: for instance, choose the
underlying ring to be an algebra over Zp and take a suitable poset, P , whose
height is less than p. The resulting quasifield is nilpotent because of the afore-
mentioned theorem and hence satisfies ap = 0 for all a ∈ F . It is thus a ring in
K by Theorem 3.1.1.
Moreover, we can have rings in K which are algebras over Zp and thus have
ap = 0 for all a, but which have an arbitrarily large index of nilpotence. To see
this, consider the quasifield constructed on the set of subsets of a finite set with
underlying ring Zp. As we shall see in Theorem 3.4.3 this ring is in K because
we have f p = 0; however the arguments in the proof of Theorem 3.4.4 guarantee
that if the poset is of height n then we will need k = n + 1 in order to obtain
F k = {0}.
We also have the family of rings described in Section 2.3, which are con-
structed on finite posets (whose finite height implies they are nilpotent by The-
orem 3.2.4) but whose underlying ring is the integers, Z. That these rings have
isomorphic additive and circle composition groups was shown in Theorem 2.3.4.
Here the index of nilpotence for a given element will vary up to the value of the
height of the poset. To see this, consider an appropriate variation of Lemma
3.5.2.
3.4 Examples of rings in K which are nil but
not nilpotent
Theorem 3.4.1 There exist rings of prime characteristic in K which are nil
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but not nilpotent.
Proof: Let R be a ring satisfying x2 = 0 and 2x = 0. It is a well-known
exercise to show that R is commutative; while x2 = 0 implies R is nil and hence
quasiregular. Such a ring is an algebra over Z2, and so, by Theorem 3.1.1 we
have R ∈ K. Now R is nil, but Duncan and Macdonald in [12] have constructed
examples of such rings in which each element is factorable: that is, given x ∈ R
there exist y, z ∈ R such that x = yz so that any element of R can be written
as a product of arbitrary length. Thus R is not nilpotent. ✷
To obtain another representative of a class of examples we will construct a
quasifield on the set, S, of finite subsets of an infinite set, S, using Zp as the
underlying ring. For results 3.4.2 to 3.4.4 below let F denote the quasifield
constructed in such a manner. For a given set A, by partition we mean a set
of disjoint subsets whose union is A. We need the following result, which is
Theorem 3.3 of [22].
Lemma 3.4.2 If f ∈ F then fn(A) = n!
∑
f(S1)f(S2) . . . f(Sn), where the
sum is over all partitions of A into n non-empty disjoint subsets, S1, . . . , Sn. ✷
Theorem 3.4.3 If F is the quasifield constructed on the poset of subsets of a
set S, with underlying ring Zp, then F is in K (and hence nil).
Proof: From Lemma 3.4.2 we have f p(A) = p!
∑
f(S1)f(S2) . . . f(Sp) and
since the underlying ring is Zp we must have f
p(A) = 0 for all non-empty A in
the poset. Thus f p = δ. By Theorem 3.1.1 we have F ∈ K. ✷
In fact the above theorem applies to the poset of subsets of any set, not just
an infinite one. In the following result, however, we need an infinite set, since
using a finite set causes the resulting poset to have finite height, forcing the
constructed quasifield to be nilpotent by Theorem 3.2.4.
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Theorem 3.4.4 There exist quasifields in K which are nil but not nilpotent.
Proof: As seen in Theorem 3.4.3, the quasifield F on the poset of subsets
with underlying ring Zp is nil and in K. We now show that F is not nilpotent.
To do this we will use induction to show that for any n ∈ N we can find
f1, f2, . . . , fn such that f1f2 . . . fn 6= δ. In particular, our approach will be to
show that we can always ensure that (f1f2 . . . fn)(A) 6= 0 for some A ∈ S such
that |A| = n.
Since F 6= {δ} we must have the existence of f 6= δ so that the n = 1 case
is true. Suppose there exists A ∈ S with |A| = k such that (f1f2 . . . fk)(A) 6= 0.
Write A = {a1, a2, . . . , ak}. Now consider A
′ = {a1, a2, . . . , ak, ak+1}. We wish
to prove that we can find fk+1 ∈ F such that (f1f2 . . . fkfk+1)(A
′) 6= 0. Recalling
that for the poset of subsets we have h(A) = |A| = k and, by Lemma 3.2.1,
that (f1f2 . . . fk)(B) = 0 for all ∅ 6= B ⊂ A. Consequently
(f1f2 . . . fkfk+1)(A
′)
=
∑
∅6=B⊂A
(f1f2 . . . fk)(B)fk+1(A
′\B)
=
k+1∑
i=1
(f1f2 . . . fk)(A
′\{ai})fk+1({ai})
= (f1f2 . . . fk)(A)fk+1({ak+1}) +
k∑
i=1
(f1f2 . . . fk)(A
′\{ai})fk+1({ai}).
Since, by the inductive hypothesis, we have (f1f2 . . . fk)(A) 6= 0 we can choose
fk+1 from functions in F having, say, fk+1({ak+1}) = 1 and fk+1({ai}) = 0
for all i 6= k + 1. Clearly such a function exists and it will ensure that
(f1f2 . . . fkfk+1)(A
′) 6= 0 whence f1f2 . . . fkfk+1 6= δ. The non-nilpotence of F
follows. In fact, we can see that F is not even T -nilpotent since for the sequence
〈f1, f2, . . . , fn, . . .〉 just constructed there is no k such that f1f2 . . . fk = δ. ✷
In the above example the elements have index of nilpotence p. We conclude
this section by considering two examples of rings which are nil but not nilpotent,
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where the elements have unbounded index of nilpotence. One of the examples
is T -nilpotent and the other is not.
Recall the ring — the Zassenhaus algebra over K — constructed in Section
2.4, in which, for a positive real number c, P denotes the real interval [0, c] with
the usual ordering ≤, K is a ring with identity and and our ring is the set of
functions
F = {f : P → K | supp(f) is finite and f(0) = 1}
where addition is defined point-wise and circle composition is defined by the
usual convolution. For each f ∈ F define
Sf = {
∑
±ai | ai 6= 0, ai ∈ supp(f),
∑
±ai ≤ c}
= {x1, x2, . . . , xm | 0 < x1 < x2 < . . . < xm}.
For f, g ∈ F observe that for non-zero x ∈ [0, c] we have
(fg)(x) = (f ◦ g − f − g)(x) =
∑
0<y<x
f(y)g(x− y).
Note that Divinsky ([11], Example 3, page 19) has proved the result we
require — that the ring is nil but not nilpotent — but we present the proofs for
completeness and use the notation which shows the connection with quasifields.
Lemma 3.4.5 If x /∈ Sf ∪ {0} then f
n(x) = 0 for all n ∈ N.
Proof: Once again induction comes to the fore, the n = 1 case being trivial.
Suppose the result holds for k = n− 1; then
fn(x) = (ffn−1)(x) =
∑
0<y<x
f(y)fn−1(x− y) =
∑
0<y<x,y∈supp(f)
f(y)fn−1(x− y)
since all other values of f(y) are zero. Now x − y /∈ Sf since y is and x isn’t,
and the inductive hypothesis then implies fn−1(x − y) = 0 whence fn(x) = 0
as required. ✷
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Lemma 3.4.6 If k ∈ N then fk(xi) = 0 for all i < k, xi ∈ Sf .
Proof: We shall proceed by induction on k. With k = 2 we have f 2(x1) =∑
0<y<x1 f(y)f(x1 − y) = 0 since there are no values of y ∈ supp(f) satisfying
y < x1. Now suppose that f
k−1(xi) = 0 for all i < k − 1 and consider f
k.
For i < k we have fk(xi) =
∑
0<y<xi f(y)f
k−1(xi − y) where, as in the previous
lemma, we can assume that y ∈ supp(x). This in turn implies that xi − y ∈ Sf
and, moreover, if xi − y = xj then xj < xi so j < i < k and thus j < k − 1.
We can apply the inductive hypothesis to conclude that fk−1(xi− y) = 0 for all
i < k, and the result follows. ✷
Corollary 3.4.7 The Zassenhaus algebra, F , over a ring with identity is nil.
Proof: If Sf = {x1, . . . , xm} then by the previous lemmas f
m+1(x) = 0 for
all x ∈ (0, c], so fm+1 = δ. ✷
Theorem 3.4.8 The Zassenhaus algebra, F , over a ring with identity is nil but
not nilpotent. Furthermore, elements have unbounded index of nilpotence and
the ring is not T -nilpotent.
Proof: We show that for any n ∈ N we can find f ∈ F such that fn 6= δ.
Remembering that the interval on which our functions are defined is [0, c], and
using notation similar to that employed in Section 2.3 consider the function
f = ε c
n
∈ F satisfying
ε c
n
(x) =


1 for x = 0
1 for x = c
n
0 otherwise.
We will show that εnc
n
(c) = 1 and hence εnc
n
6= δ, by showing that εkc
n
(kc
n
) = 1 for
all k ∈ N. Not surprisingly we use induction, with the k = 1 case being trivial.
Now εkc
n
(kc
n
) =
∑
0<y< kc
n
ε c
n
(y)εk−1c
n
(kc
n
− y) = ε c
n
( c
n
)εk−1c
n
( (k−1)c
n
) = 1× 1 = 1 if we
assume that the k − 1 case holds. The desired result follows, and we conclude
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that there exists no n ∈ N such that F n = {0} even though, by the previous
corollary, F is nil. Moreover, F is not T -nilpotent (consider, for example, the
sequence 〈ε 1
2
, ε 1
4
, . . . , ε 1
2n
, . . .〉). ✷
If we take the underlying ring to be K = Z or R (using the results of Section
2.4) then we know that F ∈ K and so we have another example of a ring in K
which is nil but not nilpotent. In this case, however, the elements of F have
unbounded index of nilpotence. This contrasts with the example of Theorem
3.4.4 in which all the elements are nilpotent of index p. Using the results of
Theorem 7.1.8 we can also allow K to be an algebra over the rationals.
For our final example in this section we need a couple of results which will
not be proved until later in the thesis.
Example 3.4.9 There is a nil ring in K whose elements have unbounded index
of nilpotence, and which is T -nilpotent.
Proof: For each prime p let Rp denote a finite ring in K which is an algebra
over Zp. There exists a non-trivial example of such a ring for each p as a
consequence of our results in Section 5.2. Recall that if Rp ∈ K then Theorem
3.1.1 implies that xp = 0 for x ∈ Rp. In addition, each ring is nilpotent because
it is finite and quasiregular.
Suppose x ∈
⊕
p primeRp and that q = max{p | p ∈ supp(x)}. Then x
q = 0
since (x)pp = 0 for each component, (x)p, of x by Theorem 3.1.1. Since K is
closed under direct sums (which will be proved in Theorem 4.3.1) we know that⊕
p primeRp ∈ K; however this ring is clearly not nilpotent because the value
of q required in order to obtain xq = 0 can be arbitrarily large. This gives
us another example of a ring which is nil but not nilpotent, with the elements
having unbounded index of nilpotence.
To prove that the ring is T -nilpotent, consider a sequence of elements of⊕
p primeRp; say, 〈x1, x2, x3, . . .〉. Now since supp(xi) is finite for all xi it follows
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that
⋂
i∈N supp(xi) is finite. If
⋂
i∈N supp(xi) = ∅ then choose the minimum
value of k such that
⋂
i≤k supp(xi) = ∅; it is then obvious that x1x2 · · ·xk = 0
since no p-component is everywhere non-zero on {x1, x2, . . . , xk}. On the other
hand, if
⋂
i∈N supp(xi) 6= ∅ then let
N = max
p∈
⋂
i∈N
supp(xi)
{np |R
np
p = 0}
so that N is the largest index of nilpotence for rings contributing to the support
of the sequence. Then x1x2 · · ·xN = 0. ✷
3.5 Examples of rings in K which are not nil
In this section we will present two examples of quasifields which demonstrate
that rings in K may not be nil, and may, in fact, have no zero divisors.
In what follows let F denote the quasifield constructed as a Cauchy convo-
lution on the set of whole numbers ordered by ≤ (we shall call this the complete
Cauchy convolution; it is possible to obtain variants by restricting the poset).
For the Cauchy convolution if y ≤ x then w(x, y) = x − y. We first prove the
following lemma and corollary; the corollary will be important here, while the
lemma will be required in a later section to prove Theorem 7.1.12.
Lemma 3.5.1 In the complete Cauchy convolution quasifield, F , given f ∈ F
let k be the smallest natural number such that f(k) 6= 0. Then for k, r ∈ N we
have fn(nk) = (f(k))n, and fn(r) = 0 for 0 < r < nk.
Proof: We shall prove this by induction on n, with the n = 1 case being
trivial. Assume that fn(nk) = (f(k))n and that fn(r) = 0 for 0 < r < nk;
then fn+1((n+1)k) = (ffn)((n+1)k) =
∑
1≤m<(n+1)k f(m)f
n((n+1)k−m) =∑
1≤m≤k f(m)f
n((n + 1)k −m) because if m > k then (n + 1)k −m < nk and
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so, by the inductive hypothesis fn((n + 1)k −m) = 0. Thus
fn+1((n+ 1)k) = f(k)fn((n+ 1)k − k) +
∑
1≤m<k
f(m)fn((n+ 1)k −m)
= f(k)fn(nk) = (f(k))n+1
since f(m) = 0 for m < k and from the inductive assumption. Furthermore, if
s < (n+ 1)k we have
fn+1(s) = (ffn)(s) =
∑
1≤m<s
f(m)fn(s−m)
=
∑
k≤m<s
f(m)fn(s−m) = 0
since f(m) = 0 for m < k and when m ≥ k we have s−m < (n+1)k−m < nk
and so the inductive assumption can be applied. ✷
Corollary 3.5.2 If f ∈ F and f(1) 6= 0 then fn(n) = (f(1))n. ✷
Theorem 3.5.3 If F is the complete Cauchy convolution quasifield then F is
not nil.
Proof: Choose f ∈ F such that f(1) = 1 (since our construction requires
that the underlying ring has an identity). Then, by Corollary 3.5.2 we have
fn(n) = (f(1))n = 1 whence fn 6= δ. The result follows. ✷
For suitable choices of the underlying ring (for example, an algebra over the
rationals; see Section 2.2) it can be shown that there exist complete Cauchy
convolution rings which are in K, giving our first example of a ring in K which
is not nil. In fact, this ring has no zero divisors.
Example 3.5.4 The quasifield formed using the Cauchy convolution on the set
of whole numbers has no zero divisors when the underlying ring is an integral
domain.
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Proof: Suppose fg = δ and that, without loss of generality, g 6= δ. We
prove f = δ inductively, by proving f(n) = 0 for all n ∈ N. Since g 6= δ, let
N = min{n ∈ N|g(n) 6= 0}. Then, since fg = δ we have
0 = (fg)(N + 1)
= f(1)g(N) + f(2)g(N − 1) + ... + f(N − 1)g(2) + f(N)g(1)
= f(1)g(N),
as g(i) = 0 for all i < N , and thus f(1) = 0 (since g(N) 6= 0, and the underlying
ring has no zero divisors). Now suppose f(n) = 0 for all n ≤ k, and consider
0 = (fg)(N + k + 1)
= f(1)g(N + k) + ...+ f(k)g(N + 1) + f(k + 1)g(N) +
f(k + 2)g(N − 1) + ...+ f(N + k)g(1)
= f(k + 1)g(N)
by the inductive hypothesis and the nature of g. Therefore f(k + 1) = 0, and
hence f = δ by induction. ✷
The Cauchy convolution quasifield is not the only example of a ring in K
which is not nil. Let F now denote the quasifield formed using the Dirichlet
convolution: here the poset P is the set of natural numbers ordered by divis-
ibility. Bearing in mind that we will sometimes restrict this poset for further
investigation we shall call this F the complete Dirichlet convolution. If x ∈ P
with x = pα11 p
α2
2 . . . p
αk
k being the prime factorization of x, then the height of x
is given by h(x) = α1 + α2 + . . . + αk. Further, if y|x then w(x, y) = x/y.
First we give a result concerning powers of f ∈ F .
Lemma 3.5.5 Suppose F is a Dirichlet convolution quasifield over a com-
mutative ring with identity. If the prime factorization of x is given by x =
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pα11 p
α2
2 . . . p
αk
k and we write n = h(x) = α1 + α2 + . . . + αk then
fn(x) =
n!
α1!α2! . . .αk!
(f(p1))
α1(f(p2))
α2 . . . (f(pk))
αk .
Proof: We prove this by induction on n, the height of elements of P . If
n = 1 then x must be a prime, so that x = p for some p, and the result holds.
Suppose the result holds for all x ∈ P such that h(x) = n and consider x
such that h(x) = n + 1. Such an x has an extra prime factor compared with
those elements of height n. Now suppose y|x with y = pα11 p
α2
2 . . . p
αk
k so that
h(y) = n. Then there are two possibilities for this extra factor: either it is a
repeat of a factor which already appears, so that, without loss of generality,
x = pα1+11 p
α2
2 . . . p
αk
k ; or it is different from those already present, giving x =
pα11 p
α2
2 . . . p
αk
k pk+1. In what follows, by y|
∗x we mean that y is a proper divisor
of x.
Case 1: If x = pα1+11 p
α2
2 . . . p
αk
k we have
fn+1(x) = fn+1(pα1+11 p
α2
2 . . . p
αk
k )
= (ffn)(pα1+11 p
α2
2 . . . p
αk
k ) =
∑
y|∗x
f(y)fn(x/y)
= f(p1)f
n(pα11 p
α2
2 . . . p
αk
k ) + f(p2)f
n(pα1+11 p
α2−1
2 . . . p
αk
k )
+ . . . + f(pk)f
n(pα1+11 p
α2
2 . . . p
αk−1
k )
since all the other fn terms will vanish because the height of the elements on
which they act are less than n. Then, by the inductive hypothesis we have
fn+1(x)
= f(p1)(
n!
α1!α2! . . .αk!
(f(p1))
α1(f(p2))
α2 . . . (f(pk))
αk)
+f(p2)(
n!
(α1 + 1)!(α2 − 1)! . . .αk!
(f(p1))
α1+1(f(p2))
α2−1 . . . (f(pk))
αk)
+ . . .
+f(pk)(
n!
(α1 + 1)!α2! . . . (αk − 1)!
(f(p1))
α1+1(f(p2))
α2 . . . (f(pk))
αk−1)
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= (f(p1))
α1+1(f(p2))
α2 . . . (f(pk))
αk
×(
n!
α1!α2! . . .αk!
+
n!
(α1 + 1)!(α2 − 1)! . . .αk!
+ . . . +
n!
(α1 + 1)!α2! . . . (αk − 1)!
)
= (f(p1))
α1+1(f(p2))
α2 . . . (f(pk))
αk
n!
α1!(α2 − 1)! . . . (αk − 1)!
×(
1
α2α3 . . .αk
+
1
(α1 + 1)α3 . . .αk
+ . . . +
1
(α1 + 1)α2 . . .αk−1
)
= (f(p1))
α1+1(f(p2))
α2 . . . (f(pk))
αk
n!
α1!(α2 − 1)! . . . (αk − 1)!
×
(α1 + 1) + α2 + . . . + αk
(α1 + 1)α2 . . .αk
= (f(p1))
α1+1(f(p2))
α2 . . . (f(pk))
αk
(n+ 1)!
(α1 + 1)!α2! . . .αk!
as required, since (α1 + 1) + α2 + . . . + αk = n+ 1.
Case 2: If x = pα11 p
α2
2 . . . p
αk
k pk+1 then using arguments similar to those
applied in Case 1 we have
fn+1(x)
= f(p1)f
n(pα1−11 p
α2
2 . . . p
αk
k pk+1) + f(p2)f
n(pα11 p
α2−1
2 . . . p
αk
k pk+1)
+ . . . + f(pk)f
n(pα11 p
α2
2 . . . p
αk−1
k pk+1) + f(pk+1)f
n(pα11 p
α2
2 . . . p
αk
k )
= (f(p1))
α1(f(p2))
α2 . . . (f(pk))
αkf(pk+1)
×(
n!
(α1 − 1)!α2! . . .αk!
+
n!
α1!(α2 − 1)! . . .αk!
+ . . .
+
n!
α1!α2! . . . (αk − 1)!
+
n!
α1!α2! . . .αk!
)
= (f(p1))
α1(f(p2))
α2 . . . (f(pk))
αkf(pk+1)
n!
(α1 − 1)!(α2 − 1)! . . . (αk − 1)!
×(
1
α2α3 . . .αk
+
1
α1α3 . . .αk
+ . . . +
1
α1α2 . . .αk−1
+
1
α1α2 . . .αk
)
= (f(p1))
α1(f(p2))
α2 . . . (f(pk))
αkf(pk+1)
n!
(α1 − 1)!(α2 − 1)! . . . (αk − 1)!
×
α1 + α2 + . . . + αk + 1
α1α2 . . .αk
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= (f(p1))
α1(f(p2))
α2 . . . (f(pk))
αkf(pk+1)
(n+ 1)!
α1!α2! . . .αk!1!
since α1 + α2 + . . . + αk + 1 = n+ 1. This gives the desired result. ✷
Theorem 3.5.6 If F is the complete Dirichlet convolution quasifield over a
commutative ring with identity then F is not nil.
Proof: Choose f ∈ F such that f(p) = 1 for some prime p. Then, by the
above lemma, we have fn(pn) = n!/n!(f(p))n = 1 and so fn 6= δ. ✷
Again, as for the Cauchy convolution presented earlier in this section, a
suitable choice of underlying ring will yield a complete Dirichlet convolution
quasifield which is in K.
Note that as a consequence of Theorem 3.1.1 it follows that there are no
complete Cauchy convolution or Dirichlet convolution quasifields over Zp which
are in K. In fact, in Theorem 7.1.12, we will show that the Cauchy convolution
ring over Zp is additively torsion (obviously) while its circle group is torsion-free.
3.6 Further results on nilness and nilpotence
In the final section of this chapter we show that if a ring is in K and its additive
group is a p-group then the ring is nil.
Theorem 3.6.1 If R ∈ K and (R,+) is a p-group then R is nil.
Proof: Since (R,+) is a p-group and (R,+) ∼= (R, ◦) then (R, ◦) is also
a p-group. Suppose that a ∈ R has additive order pm and ◦-order pn so that
a◦p
n
= 0. But a◦p
n
=
∑pn
k=1(
pn
k )a
k = ap
n
+
∑pn−1
k=1 (
pn
k )a
k. From the proof of
Lemma 1.2.4 we know p is a factor of (p
n
k ), from which it follows that we can
write ap
n
= −
∑pn−1
k=1 (
pn
k )a
k = −p
∑pn−1
k=1 rka
k for suitable values of rk. By raising
both sides to the power of m the nilpotence of a is apparent because R is an
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additive p-group. ✷
There is no converse to this theorem. Rings in K can be nil without the
additive group being a p-group, as is seen by the Zassenhaus algebra over Z
discussed in Sections 2.4 and 3.4. On the other hand, if F is the Zassenhaus
algebra over Zp, then F is nil and its additive group is a p-group. However
since, for example, εpc
p
6= δ (see the proof of Theorem 3.4.8) F is not in K by
Theorem 3.1.1.
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Chapter 4
Ring properties of K-rings
This chapter contains results about the ring properties of rings with isomorphic
additive and circle composition groups. In particular we look at closure proper-
ties such as whether or not K is hereditary, closed under homomorphisms and
closed under direct sums. Some of the questions will be answered only partially
at this stage, for certain special cases.
4.1 K is not a radical class
As the following example shows, K is not closed under extensions and, as a
result, cannot be a radical class.
Example 4.1.1 K is not closed under extensions.
Proof: Our example arises from the Cauchy convolution quasifield con-
structed on the set {0, 1, 2} with underlying ring Z2. It comprises four elements,
the functions δ, a, b, c where δ is the additive and circle composition identity. We
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shall call this quasifield F . The binary operation tables are given below:
Circle composition Addition Multiplication
δ a b c
δ δ a b c
a a b c δ
b b c δ a
c c δ a b
δ a b c
δ δ a b c
a a δ c b
b b c δ a
c c b a δ
δ a b c
δ δ δ δ δ
a δ b δ b
b δ δ δ δ
c δ b δ b
Now, inspection of the tables shows that this ring is a quasifield with I = {δ, b}
as an ideal; moreover, this ideal is a zero ring and hence in K. The factor ring
F/I has the following tables and is also a zero ring.
Circle composition Addition Multiplication
I a+ I
I I a+ I
a+ I a+ I I
I a+ I
I I a+ I
a + I a+ I I
I a + I
I I I
a+ I I I
Thus I, F/I ∈ K, but, since (F, ◦) has an element of order 4 while (F,+)
does not, we have F /∈ K. In fact, (F, ◦) ∼= Z4 while (F,+) ∼= Z2 ⊕ Z2. Thus K
is not closed under extensions and so is not a radical class. ✷
4.2 Ideals and homomorphic images
This section contains a collection of partial results concerning whether K is
hereditary and closed under homomorphisms. For certain classes of rings in K
both properties hold (including a class which we will not consider until Chapter
5; we shall prove the relevant results there, in Theorem 5.1.10). However,
neither holds in general as we shall see later in the thesis: Corollary 5.3.2 shows
that K is not hereditary, while Theorem 6.3.3 shows that K is not closed under
homomorphisms. In Theorem 7.1.10 we also show that a quasiregular subring
(not necessarily an ideal) of a ring in K need not be in K. For the moment,
however, we prove some results for a couple of cases which are tractable with
the tools currently at our disposal.
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Proposition 4.2.1 If R ∈ K is an algebra over Zp (p prime) and I is an ideal
of R then both I and R/I are in K. Subrings of R are also in K.
Proof: By Theorem 3.1.1 we have rp = 0 for all r ∈ R and thus, in
particular, for all r ∈ I or in any subring of R. For g+ I ∈ R/I this also means
that (g + I)p = gp + I = I. In both cases the result follows from the converse
of Theorem 3.1.1. ✷
Suppose R ∈ K with isomorphism f and I is an ideal of R with f(I) = I. It
is thus true, trivially, that I ∈ K. We mention this because many of the ideals
which will be identified and studied in Section 4.5 satisfy this property. As the
next result shows, if I is invariant under the isomorphism then the factor ring
R/I is in K, too.
Theorem 4.2.2 Suppose R ∈ K, I is an ideal of R and f is an isomorphism
f : (R, ◦)→ (R,+) such that f(I) = I. Then R/I ∈ K.
Proof: Define f ∗ : (R/I, ◦) → (R/I,+) via f ∗(a ◦ I) = f(a) + I. Now
f ∗ is well-defined since if a ◦ I = b ◦ I then a = b ◦ i for some i ∈ I. Since
f is an isomorphism from (R, ◦) to (R,+) then f(a) = f(b ◦ i) = f(b) + f(i).
Since we know f(i) is in I it follows that f(a) + I = f(b) + I as required.
Now f ∗((a ◦ I) ◦ (b ◦ I)) = f ∗((a ◦ b) ◦ I) = f(a ◦ b) + I = (f(a) + f(b)) + I =
(f(a)+I)+(f(b)+I) = f ∗(a◦I)+f ∗(b◦I), so that f ∗ is a group homomorphism.
Hence (R/I,+) = Im(f ∗) ∼= (R, ◦)/Ker(f ∗) = (R, ◦)/{a ◦ I|f ∗(a ◦ I) = I} =
(R, ◦)/{a ◦ I|f(a) + I = I} = (R, ◦)/(I, ◦) ∼= (R/I, ◦) and thus R/I ∈ K. ✷
Theorem 4.2.3 If R ∈ K and p is a prime then R/pR ∈ K if and only if
f(pR) ⊆ pR, where f is the group isomorphism from (R,+) to (R, ◦).
Proof: First we observe that R/pR is an algebra over Zp. Secondly, given
that f : (R,+)→ (R, ◦) is an isomorphism, then for all r ∈ R we have
f(pr) = (f(r))◦p =
p∑
k=1
(pk)(f(r))
k = (f(r))p +
p−1∑
k=1
(pk)(f(r))
k
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where
∑p−1
k=1(
p
k)(f(r))
k ∈ pR. The following statements are then equivalent, the
equivalence of (iii) and (iv) hinging on f being a bijection and the equivalence
of (v) and (vi) on Theorem 3.1.1.
(i) f(pR) ⊆ pR.
(ii) f(pr) ∈ pR for all r ∈ R.
(iii) (f(r))p ∈ pR for all r ∈ R.
(iv) xp ∈ pR for all x ∈ R.
(v) (x+ pR)p = 0 for all x ∈ R.
(vi) R/pR ∈ K. ✷
We conclude this section by examining the connection between ideals of
quasiregular rings and normal subgroups of the corresponding circle composition
group. The following result is well-known (see, for example, [26] page 12).
Proposition 4.2.4 If I is an ideal of a quasiregular ring R then (I, ◦) is a
normal subgroup of the group (R, ◦). ✷
The converse does not hold in general, nor for rings in K. Consider the
operation tables of the following ring in K.
Circle composition table:
0 a b c d e f g h
0 0 a b c d e f g h
a a g d e f h b 0 c
b b d e g h 0 c f a
c c e g d 0 f a h b
d d f h 0 c a e b g
e e h 0 f a b g c d
f f b c a e g h d 0
g g 0 f h b c d a e
h h c a b g d 0 e f
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Addition table:
0 a b c d e f g h
0 0 a b c d e f g h
a a b 0 e f g h c d
b b 0 a g h c d e f
c c e g d 0 f a h b
d d f h 0 c a e b g
e e g c f a h b d 0
f f h d a e b g 0 c
g g c e h b d 0 f a
h h d f b g 0 c a e
Multiplication table:
0 a b c d e f g h
0 0 0 0 0 0 0 0 0 0
a 0 c d 0 0 c c d d
b 0 d c 0 0 d d c c
c 0 0 0 0 0 0 0 0 0
d 0 0 0 0 0 0 0 0 0
e 0 c d 0 0 c c d d
f 0 c d 0 0 c c d d
g 0 d c 0 0 d d c c
h 0 d c 0 0 d d c c
This is a ring in K: it is an algebra over Z3 in which x
3 = 0 for all x from
which Theorem 3.1.1 implies that the additive and circle composition groups are
isomorphic. The only proper non-trivial ideal is {0, c, d}, while the non-trivial
proper subgroups with respect to circle composition are {0, a, g}, {0, b, e}, {0, c, d}
and {0, f, h}.
4.3 Direct products, subdirect products and
filtered products
Theorem 4.3.1 K is closed under direct products and direct sums.
Proof: If {Aλ|λ ∈ Λ} ⊆ K then for each λ ∈ Λ let fλ denote an isomorphism
fλ : (Aλ, ◦)→ (Aλ,+). Define the function f : (
∏
λ∈ΛAλ, ◦)→ (
∏
λ∈ΛAλ,+) so
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that for a ∈
∏
λ∈ΛAλ we have (f(a))(λ) = fλ(a(λ)). It is routine to show that
f is an isomorphism. The proof for direct sums is similar, and again hinges on
the component isomorphisms, fλ. ✷
For our next result we need the concept of a filter and a filtered product.
Let I be a non-empty set. A set D of subsets of I is a filter over I if
(i) ∅ /∈ D, I ∈ D;
(ii) If A ∈ D and A ⊆ B then B ∈ D (D is closed under supersets); and
(iii) If A,B ∈ D then A ∩B ∈ D (D is closed under intersections).
Suppose that D is a filter on the index set Λ. Let
MD = {a ∈
∏
Aλ |Da = {λ | a(λ) = 0} ∈ D};
it is straightforward to show that MD is an ideal of
∏
Aλ. The filtered product
(also called the reduced product) is
∏
Aλ/MD.
Theorem 4.3.2 The class K is closed under filtered products.
Proof: Suppose D is a filter on Λ and {Aλ|λ ∈ Λ} ⊆ K. By Theorem
4.3.1 we have
∏
λ∈ΛAλ ∈ K; let f be the isomorphism defined in that proof.
If a ∈ MD we have (f(a))(λ) = 0 if and only if fλ(a(λ)) = 0 if and only if
a(λ) = 0 as each fλ is an isomorphism. We thus have Df(a) = Da ∈ D and
hence f(MD) = {f(a) |Da ∈ D} = {f(a) |Df(a) ∈ D} = MD. Theorem 4.2.2
implies
∏
λ∈ΛAλ/MD ∈ K as required. ✷
Corollary 4.3.3 If {Aλ|λ ∈ Λ} ⊆ K then
∏
λ∈ΛAλ/
⊕
λ∈ΛAλ ∈ K.
Proof: Let D be the set of subsets of Λ with finite complements. This is a
filter, and MD =
⊕
λ∈ΛAλ. ✷
Proposition 4.3.4 Suppose {Rλ|λ ∈ Λ} is a family of rings with Rλ ∈ K and
Rλ is an algebra over Zp for all λ ∈ Λ, where p is a fixed prime. Then any
subdirect product of the Rλ is in K.
72
Proof: If Rλ is in K and is an algebra over Zp then by Theorem 3.1.1
f p = 0 for all f ∈ Rλ. Thus x
p = 0 for all x in any subdirect product of the Rλ.
Furthermore, any such subdirect product will also be an algebra over Zp and so
by the converse of Theorem 3.1.1 it follows that it must be in K. ✷
The question of the closure of K under finite subdirect products is still open.
4.4 Semigroup rings
Theorem 4.4.1 If S is a commutative semigroup and R is an algebra over Zp
with R ∈ K then R[S] ∈ K.
Proof: We note that since S and R are commutative then R[S] is commu-
tative. Furthermore, since R is both in K and an algebra over Zp we have r
p = 0
for all r ∈ R by Theorem 3.1.1. In typical semigroup ring fashion we define the
support of an element a =
∑
α∈S rαα ∈ R[S] by supp(a) = {α | α ∈ S, rα 6= 0}.
We wish to show that ap = 0 for all a ∈ R[S]. We shall proceed by induction
on |supp(a)|. If |supp(a)| = 1 then there exists some non-zero rα such that
a = rαα. Then a
p = rpαα
p = 0αp = 0 as required.
Now suppose that ap = 0 for all a ∈ R[S] such that |supp(a)| = n. Consider
a ∈ R[S] with |supp(a)| = n + 1. Writing A = supp(a) we have
ap = (
∑
α∈A
rαα)
p = (rα′α
′ +
∑
α∈A\{α′}
rαα)
p
= (rα′α
′)p +
p−1∑
k=1
(pk)(rα′α
′)p−k(
∑
α∈A\{α′}
rαα)
k + (
∑
α∈A\{α′}
rαα)
p
where α′ ∈ A. Now (pk) is divisible by p for all 1 ≤ k ≤ p− 1 and so the double
summation term in the final expression vanishes. Furthermore, (rα′α
′)p vanishes
because (rα′)
p does, and, finally, (
∑
α∈A\{α′} rαα)
p vanishes by the inductive
hypothesis. Thus ap = 0 for all a ∈ R[S], and since R[S] is also an algebra over
Zp we have R[S] ∈ K by Theorem 3.1.1. ✷
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4.5 Some ideals of quasifields
In what follows, unless stated otherwise, F represents a quasi-division ring
(sometimes a quasifield) formed on a poset P using the construction described
in Section 2.2, where K is the underlying ring.
There are a number of ideals of quasi-division rings which are easily iden-
tified and whose properties can be determined to varying degrees. Here we
will consider three classes of ideals, while observing that not all the ideals of
a quasifield are included in these classes (for example, the quasifield over Z3
determined by subsets of the set {1, 2} (as in Example 2.2.8) has a number of
ideals in addition to those discussed in this section; however, the nature of all
its ideals is determined by Proposition 4.2.1). In some cases these ideals will be
zero rings.
In order to obtain our first class of ideals we require that P satisfies
(w5): h(x) ≥ h(y) + h(w(x, y)) for x ∈ P , y ≤ x.
This condition is satisfied by all the examples considered in Section 2.2. If
this condition is not satisfied by a poset but the poset is still suitable for the
construction of a quasi-division ring then the sets defined below will be right
ideals.
Given n ∈ N, let
In = {f ∈ F | f(x) = 0for all x /∈ Min(P )such that h(x) ≤ n}.
Then, for f ∈ In, g ∈ F and x /∈ Min(P ) such that h(x) ≤ n, we have
(fg)(x) =
∑
ex<y<x
f(y)g(w(x, y)),
and since y < x we have h(y) < h(x) ≤ n so that f(y) = 0, whence (fg)(x) = 0.
Similarly, since h(w(x, y)) ≤ h(x) ≤ n by (w5), we have
(gf)(x) =
∑
ex<y<x
g(y)f(w(x, y)) = 0.
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Thus fg, gf ∈ In; and clearly f1 − f2 ∈ In for f1, f2 ∈ In, so that In is an ideal
of F.
[We note that, in fact, a similar proof yields f ∈ In, g ∈ F implies fg,
gf ∈ In+1. This gives us a descending chain of ideals I1 ⊲ I2 ⊲ I3 ⊲ . . ., where
the chain terminates at Im = {δ} in the case of posets of finite height m. This
series of ideals is, in fact, an annihilator series since FIn, InF ⊆ In+1, so that
In/In+1 annihilates F/In+1 (see [26], p.4). By Theorem 3.2.4 and Theorem 1.3.1
of [26] we expect F to have an annihilator series as it is nilpotent; indeed, the
inductive products in Theorem 3.2.4 work their way through these ideals.]
Corollary 3.2.3 then yields the following result.
Proposition 4.5.1 F/I1 is a zero ring.
Proof: Consider f + I1 and g+ I1 in F/I1. Then (f + I1)(g+ I1) = fg+ I1
and the result follows since, by Corollary 3.2.3, fg ∈ I1 for any f, g ∈ F. ✷
In what follows, let P satisfy the following additional condition:
(w6): If h(P ) = n then for x ∈ P , y ≤ x we have h(y) ≤
[
n
2
]
or h(w(x, y)) ≤[
n
2
]
or both.
Note that (w5) implies (w6).
Proposition 4.5.2 If P satisfies (w6) with h(P ) = n and k ≥
[
n
2
]
then Ik is a
zero ring.
Proof: Take f, g ∈ Ik and consider any x ∈ P , x /∈ Min(P ) (the x ∈ Min(P )
case being trivial). As h(x) ≤ k implies (f g)(x) = 0, suppose that h(x) ≥ k
and consider (fg)(x) =
∑
ex<y<x f(y)g(w(x, y)). Then, by (w6), h(w(x, y)) ≤[
n
2
]
≤ k and so g(w(x, y)) = 0 (because g ∈ Ik), or h(y) ≤
[
n
2
]
≤ k so f(y) = 0
(as f ∈ Ik). In either case f(y)g(w(x, y)) = 0 for all ex < y < x where h(x) ≥ k,
so that fg = δ. ✷
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As we will show, many of the partially ordered sets considered in Section 3
or their finite restrictions satisfy condition (w6).
Sets (See Example 2.2.8): If P is the set of subsets of a finite set S where
|S| = n then we have h(P ) = n. We note that A ∈ P (i.e. A ⊆ S) satisfies
h(A) = |A|, and if B ⊆ A we have w(A,B) = A\B. Since for such sets
|B|+ |A\B| = |A| (which is to say h(B)+h(w(A,B)) = h(A)), and as |A| ≤ n,
then |B| ≤
[
n
2
]
or |A\B| ≤
[
n
2
]
or both, so that (w6) is satisfied.
Cauchy Convolution (See Example 2.2.9): Restrict P to the set of whole
numbers less than or equal to some n ∈ N so that h(P ) = n; furthermore,
for x ∈ P we have h(x) = x as P is a chain anchored by 0. For x ∈ P ,
y ≤ x we have w(x, y) = x − y so that x = y + w(x, y). This is equivalent to
h(y) + h(w(x, y)) = h(x), so clearly (w6) is satisfied.
Divisibility/Dirichlet Convolution (See Example 2.2.10): In this case let P
be the set of natural numbers less than or equal to some m (we can restrict
the Dirichlet convolution to this finite poset instead of the usual N and still
obtain a quasifield). If x = pα11 p
α2
2 · · · p
αk
k is the prime factorization of x ∈ P
then h(x) = α1 + α2 + ... +αk. Suppose h(P ) = n, noting that the height of P
is determined by those elements of P having the greatest multiplicity of factors.
For x ∈ P , if y|x it is clear that h(y) + h(w(x, y)) = h(x) (see the argument for
λ(x) in Example 2.2.10), and, as h(x) ≤ n, (w6) must be satisfied.
Words (See Example 2.2.12): Restrict P to the set of words of length less
than or equal to n (observing that the alphabet — and hence the poset — may
still be infinite). Then h(P ) = n, and the height of a word is given by its
length. If α ∈ P and β ≤ α then, since w(α, β) is the word remaining when β
is removed from the beginning of α, we have h(α) = h(β) + h(w(α, β)), so that
(w6) is satisfied.
Intervals (See Example 2.2.13): In the previous examples the posets actually
satisfied h(x) = h(y) + h(w(x, y)), whenever y ≤ x ∈ P . This is not necessarily
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true in the case of intervals. Let (P,) be a locally finite poset having height n.
Then the height of P , the corresponding poset of intervals, will also be n, and,
moreover, the height of an interval [x, y] ∈ P is determined by the maximum
length of all chains in P between the element determining the “bottom” of
the interval, x, and that determining the “top”, y. Now, for [x, u] ≤ [x, y]
in P (which is to say u  y in P) we have w([x, y], [x, u]) = [u, y]. Then
h([x, y]) ≥ h([x, u]) + h([u, y]), as the height of an interval is given by the
maximum chain length between its end-points, and the chains between x and u
and between u and y give rise to at least one chain between x and y (although
not necessarily the maximal one). Since h([x, y]) ≤ n then it is obvious that
h([x, u]) ≤
[
n
2
]
or h([u, y]) ≤
[
n
2
]
or both, as required by (w6).
Thus far we have examined those ideals determined by all the elements of a
poset having a given height. We will now look at ideals determined by a given
element. We can do this when the poset satisfies the condition
(w7): If y ≤ x then w(x, y) ≤ x ;
a condition which is fulfilled by all the partially ordered sets of Section 2.2
except the poset of words and the poset of intervals. For a given x ∈ P let
Ix = {f ∈ F |f(y) = 0for all y ≤ x, y /∈ Min(P )}.
[We note that in some cases the elements of P may be natural numbers, but
the context should eliminate possible confusion between the ideals Ix and the
previously discussed In.] The fact that Ix is an ideal of F for a given x follows
in similar fashion to the proof that In is an ideal, provided (w7) is satisfied —
if (w7) is not satisfied then we have right ideals. If y ≤ x then Iy ⊳ Ix so that
we have a partially ordered set of these ideals which is the dual of P.
In the case of P having finite height the situation can arise whereby none of
the Ix are zero rings. For example, consideration of the multiplication operation
from the quasi-division ring determined by the poset of intervals arising from
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one of the five element posets (the one having least and greatest elements and
with two chains, of length four and three, joining them) leads to the conclusion
that none of the Ix are necessarily zero rings. However, in at least one class of
quasi-division rings zero rings are obtained from some members of this class of
ideals, as the following result reveals.
Proposition 4.5.3 Let F be the quasi-division ring formed on the set of sub-
sets of a finite set S, where |S| = n. Then IA is a zero ring for any A ⊆ S such
that |A| = n− 1.
Proof: Let A ⊆ S satisfy the conditions of the proposition, and consider
f, g ∈ IA. If X ⊆ A ⊆ S we have (fg)(X) =
∑
∅6=Y⊂X f(Y )g(X\Y ) = 0
since f(Y ) = 0 for Y ⊂ X ⊆ A. Now suppose X is not a subset of A. Then,
as |A| = n − 1 and |S| = n, there must be one element x ∈ S such that
x /∈ A. Denote by Y ′ those subsets of X that contain x; thus (fg)(X) =∑
∅6=Y⊂X f(Y )g(X\Y ) =
∑
Y ′⊂X f(Y
′)g(X\Y ′), since those subsets, Y , which
do not contain x will be subsets of A (as A contains all the elements of S
except x), and f(Y ) = 0 for such Y . However X\Y ′ will not contain x so that
X\Y ′ ⊆ A and thus g(X\Y ′) = 0, whence (fg)(X) = 0. Thus, (fg)(X) = 0 for
all X ⊂ S (X 6= ∅) and so fg = δ. ✷
We note that none of the other IA need be zero rings.
Another ideal is given by
IK = {f ∈ F | ∃ k ∈ K such that f(x) = k for all atoms x ∈ P}.
This is clearly closed under subtraction, and Corollary 3.2.3 takes care of mul-
tiplication.
Now, zero rings trivially have isomorphic additive and circle composition
groups as the two correspond. The question then arises as to whether or not
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any of the above classes of ideals — in particular, those ideals of rings/quasi-
division rings having the isomorphism property — also have isomorphic groups
even when not guaranteed to be zero rings.
Theorem 4.5.4 If F is a quasifield with isomorphic additive and circle com-
position groups (with isomorphism as given by L in Section 2.2) then the ideals
determined by In and Ix have the same isomorphic property, as do F/In and
F/Ix.
Proof: Suppose f ∈ In and that h(x) ≤ n, with x /∈ Min(P ). Then, from
Section 2.2, we have
(Lf)(x) =
∑
y≤x
f(y)f ◦(−1)(w(x, y))λ(y)
=
∑
ex 6=y≤x
f(y)f ◦(−1)(w(x, y))λ(y) + f(ex)f
◦(−1)(w(x, ex))λ(ex)
= 0,
as f ◦(−1)(w(x, ex)) = f
◦(−1)(x) =
∑
ex 6=y≤x f(y)f
◦(−1)(w(x, y)) from Lemma 2.2.2
(determination of the ◦-inverse) and f(y) = 0 for all y ≤ x (since f ∈ In and
h(y) ≤ h(x) ≤ n). Thus (Lf ) ∈ In, and so L(In) ⊆ In. Using the arguments of
Theorem 2.2.6 (in proving that L is surjective) we see that L−1 can be defined
inductively on f by (L−1(f))(x) = 1 for x ∈ Min(P ) and
(L−1(f))(x) =
1
λ(x)

f(x)−
∑
y<x
(L−1(f))(y)(L−1(f))◦(−1)(w(x, y))λ(y)

 .
We can then use induction to show that if f is in In then so is L
−1(f). If
f(x) = 0 for all x such that h(x) ≤ n, then for atomic x we have (L−1(f))(x) =
1
λ(x)
{f(x)− (L−1(f))(ex)(L
−1(f))◦(−1)(w(x, ex))λ(ex)} = 0 since λ(ex) = 0 (see
page 21) and f(x) = 0. Assuming (L−1(f))(y) = 0 for all y such that h(y) < k
then for x satisfying h(x) = k ≤ n we deduce that
(L−1(f))(x) =
1
λ(x)
{f(x)−
∑
y<x
(L−1(f))(y)(L−1(f))◦(−1)(w(x, y))λ(y)} = 0
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by the inductive hypothesis and the fact that f ∈ In. Thus L
−1(In) ⊆ In and
hence L(In) = In. It follows that In ∈ K and, by Theorem 4.2.2, that F/In ∈ K
too. Similar arguments yield the same result for the ideals of the form Ix. ✷
The situation is not quite so straightforward for the ideal IK . The extra
condition in the statement of the following proposition — that λ(x) is constant
for all atomic x ∈ P — is satisfied by all the quasifields of Section 2.2 having
isomorphic additive and circle composition groups, with the exception of the
quasifield formed on the set of polynomials. In this case λ(p(x)) = deg(p(x)) +
log(gif(p(x))), while the atomic polynomials are the primes and the irreducibles.
Clearly λ(p(x)) can vary for different atomic polynomials.
Proposition 4.5.5 If F is a quasifield in K and the logarithm function λ sat-
isfies the condition that λ(x) is a constant for all atomic x ∈ P , then IK and
F/IK also have isomorphic additive and circle composition groups.
Proof: If f ∈ IK and x is an atom of P , then
(Lf)(x) =
∑
y≤x
f(y)f ◦(−1)(w(x, y))λ(y)
= f(ex)f
◦(−1)(w(x, ex))λ(ex) + f(x)f
◦(−1)(w(x, x))λ(x)
= f ◦(−1)(x)λ(ex) + f(x)λ(x) = f(x)λ(x).
as λ(ex) = 0 (see page 21). This will be a constant by the requirements of
the Proposition and because f(x) is a constant for all atomic x since f ∈ IK .
Furthermore, applying the arguments used in the previous theorem about L−1,
we see that (L−1(f)) = 1
λ(x)
{f(x)− (L−1(f))(ex)(L
−1(f))◦(−1)(w(x, ex))λ(ex) =
f(x)
λ(x)
and this is constant for all atomic x as both f(x) and λ(x) are. Thus
L(IK) = IK , whence the restriction of L to IK is as required, and, once again,
Theorem 4.2.2 implies that F/IK ∈ K. ✷
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Chapter 5
Rings constructed on torsion
groups
Our aim in this chapter is to determine some of the circumstances in which a
torsion group can be the additive group of a ring in K. We shall be interested
only in non-trivial examples; obviously we can construct a zero ring on any
(additive) group. We will talk about rings which are supported by an abelian
group, so that if (R,+, ·) is a ring then (R,+) is the group which supports the
ring, and observe that a group may support of number of different rings.
Haimo [17] has considered which groups are the additive groups of Jacob-
son radical rings and these results will form, to some extent, a prelude to our
endeavours of further determining which such rings are also in K. Fischer and
Eldridge, in [15], obtained some partial results for finite cyclic groups, which we
will clarify and extend. We will also consider all other finite abelian groups, as
well as an infinite p-group and a mixed group.
81
5.1 Finite rings on Zpn
In this section we study finite rings, including those in which the additive group
is isomorphic to the finite group Zn. Finite rings are, of course, torsion rings
and the primary decomposition theorem (see Theorem 1.2.3) states that every
torsion ring can be expressed uniquely as a direct sum of p-rings. Here a p-ring
is one in which, for each element a, there exists k ∈ N such that pka = 0.
In the case of a ring, R, whose additive group is isomorphic to Zn, where
n = pi11 p
i2
2 . . . p
ik
k , then R
∼=
⊕
1≤j≤k Rpj where Rpj is a ring whose additive
group is isomorphic to Z
p
ij
j
. Furthermore, it is known that when R =
⊕
ΛRλ
then R is quasiregular if and only if each Rλ is quasiregular, and so we can
establish quasiregularity in a ring by establishing it in the components of the
direct sum.
For the most part we will consider rings whose additive group is isomorphic
to Zpn and ascertain when the ring is quasiregular and then whether or not the
additive group is isomorphic to the circle composition group, or, in other words,
if the ring is in K. We will be particularly interested in rings which are not
zero rings, since rings which have the trivial multiplication are obviously in K
as the additive and circle composition groups coincide. By non-trivial ring we
will mean a ring which is not a zero ring.
Lemma 5.1.1 Let (A,+, ·) be a ring with (A,+) ∼= Zpn where p is prime. We
will write A = {0, 1, 2, 3, . . . , pn − 1}. If 1 · 1 = a ∈ A then k ·m = kma = kma
for all k,m ∈ A.
Proof: This result follows from distributivity and the fact that additively
we are in Zpn . ✷
It is also clear that k ·m = m · k for all k,m ∈ A.
Now circle composition is defined from addition and multiplication via a◦b =
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a+ b+a · b and so for k,m ∈ A we must have k ◦m = k+m+kma. In order to
verify that (A, ◦) is an abelian group we need only check that for all x ∈ A there
exists x′ ∈ A such that x ◦x′ = 0, since it is already clear that ◦ is well-defined,
associative, commutative and has 0 as its identity. In the case that A is finite
this is equivalent to showing that x ◦ y = x ◦ z implies that y = z. We will
often think of the action of the circle composition operation in terms of a Cayley
table, showing the action of ◦ on pairs of elements. So, showing that (A, ◦) is
a group is equivalent to showing that there is no repetition of elements in any
row or column of the circle composition Cayley table.
If (A, ◦) has been established to be a group, then the question of whether or
not it is isomorphic to Zpn can be answered by determining if (A, ◦) is cyclic of
order pn. Alternatively, in showing that the groups are not isomorphic, we can
consider the values of x◦x. In the Cayley table of Zpn the diagonal, where values
of x + x appear, has 2n−1 different entries each appearing twice if p = 2, and
pn entries, all different, if p is odd. Consequently, if we consider the diagonals
of the Cayley table of (A, ◦) and find that too many different values of x give
rise to the same result x ◦ x then we know that we cannot have a group which
is isomorphic to Zpn .
We will consider rings (A,+, ·) and first determine whether or not they are
quasiregular. As in our previous Lemma we write A = {0, 1, 2, 3, . . . , pn − 1}
and we use the notation a = 1 · 1. We frequently will use equality instead of the
full congruence mod pn notation.
The following result was first proved by Haimo in [17]; we give a slightly
more elementary proof.
Theorem 5.1.2 If (A,+, ·) is the ring constructed on Zpn by setting 1 · 1 = a
then A is quasiregular if and only if a is a multiple of p.
Proof: Since A is finite it is artinian, and the radical of an artinian ring
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is known to be nilpotent. However, A is quasiregular so its radical is itself and
therefore A is quasiregular if and only if it is nilpotent (if and only if it is nil).
Lemma 5.1.1 implies that for x, y ∈ A we have x·y = xya, and hence, in general,
x1 ·x2 · · ·xk = x1x2 · · ·xka
k−1. If p is a factor of a then it is clear that An+1 = 0
as we are working in Zpn . On the other hand, if p is not a factor of a, then
1
m
= am−1 6= 0 for all m, as am has no factor of p. Thus A is not nil and hence
not quasiregular. ✷
Corollary 5.1.3 There is no non-trivial quasiregular ring with (A,+) ∼= Zp.✷
Haimo asserts that the pn−1 quasiregular rings which can be constructed on
the additive group Zpn , fall into n isomorphic classes, one of which is the zero
ring. (See [17], Theorem 8). He omits the proof and so we give one here.
Lemma 5.1.4 If A is a quasiregular ring whose additive group is isomorphic
to Zpn then A lies in one of n classes of isomorphic rings.
Proof: Since (A,+) is isomorphic to Zpn it follows from Theorem 5.1.2 that
a has a factor of p in order for A to be quasiregular, where a = 1 · 1.
Let (A1,+, ·) and (A2,+, ∗) be two rings defined on Zpn by 1 · 1 = r1pk1
and 1 ∗ 1 = r2pk2 respectively, where p does not divide r1 nor r2 and k1 6= k2.
Now in the multiplication table of one of our quasiregular rings on Zpn the
row associated with the element 1 will be one of those with the most non-zero
entries, since the product of m and k is given by mka and 1 is relatively prime
to pn. Then in A1 we have 1 · s1pn−k1 = 1 × s1p
n−k1r1pk1 = s1r1pn = 0, while
in A2 we have 1 ∗ s2pn−k2 = 1× s2p
n−k2r2pk2 = s2r2pn = 0. Since there are p
k1
multiples of pn−k1 in Zpn then there are p
k1 occurrences of 0 in row 1, compared
with pk2 occurrences in row 1 of A2. It follows that A1 is not isomorphic to A2.
Now suppose that we have rings (A1,+, ·) and (A2,+, ∗) with multiplication
given by 1 · 1 = pk and 1 ∗ 1 = rpk respectively, where p does not divide r. We
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will prove that A1 ∼= A2. Since p and r are relatively prime we have that the
order of r is pn so that, additively, A2 is generated by r; that is, A2 = 〈r〉. Define
f : A2 → A1 via f(mr) = m. Clearly f is a bijection; furthermore addition is
preserved. Finally f(m ∗ j) = f(mjrpk) = f(mjpkr) = mjpk = mjpk = m · j.
Thus A1 ∼= A2 and hence the isomorphic classes are determined by the number
of factors of p in the square of 1. ✷
We shall use Zp
k
pn to denote the quasiregular ring Zpn by setting 1 · 1 = rp
k
where p does not divide r. The proof of Theorem 5.1.2 implies that the index of
nilpotence of such a ring is m, where m is the smallest integer greater than or
equal to n+k
k
, i.e. m = ⌈n+k
k
⌉. This is because in order to have x1 · x2 · · ·xm =
x1x2 · · ·xma
m−1 = 0 when a = rpk we must have (pk)m−1 ≥ pn and hence
mk − k ≥ n.
Recalling that torsion rings can be written as a direct sum of p-rings, we
have the following result concerning the inheritance of K between a certain type
of torsion ring and its direct sum components.
Theorem 5.1.5 Let A be a torsion nil ring. Then A ∈ K if and only if Ap ∈ K
for all primes p where A =
⊕
pAp.
Proof: Since A is a torsion ring then by the primary decomposition theorem
we can write A =
⊕
pAp where each Ap is a p-ring for all primes p. Then by
Theorem 4.3.1 we know that K is closed under direct sums and so we have half
of the proof.
Now suppose that A is in K, implying A is quasiregular. Let f denote an
isomorphism f : (A,+) → (A, ◦). Since A is nil so is each p-ring Ap; Lemma
2.4 of [1] then implies that (Ap, ◦) is also a p-group. If we express a ∈ A in
terms of its direct sum components as a = a1 + a2 + . . . + an where ai ∈ Api,
then a1 ◦ a2 ◦ . . . ◦ an = a1 + a2 + . . . + an = a as all product terms involving
aiaj , i 6= j vanish because ai and aj are from different components of the direct
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sum (i.e. Api < A for all i, and Api ∩ Apj = {0} for i 6= j). It follows that
(A, ◦) =
∑
(Ap, ◦) =
⊕
(Ap, ◦) because each (Ap, ◦) is a p-group. Returning to
the isomorphism f , we now view it as f :
⊕
(Ap,+) →
⊕
(Ap, ◦) and, again
because we are dealing with p-groups, we must have f(Ap,+) = (Ap, ◦) for all
p. Thus f induces an isomorphism on each Ap, whence Ap ∈ K. ✷
We know that a ring whose additive group is isomorphic to Zn can be ex-
pressed as a direct sum of rings whose additive groups are isomorphic to Zpn for
various primes p. The above theorem implies that in order to ascertain if such
a ring has its circle composition group isomorphic to Zn (and hence whether
or not the ring is in K) it suffices to examine rings whose additive groups are
isomorphic to Zpn . In order to answer the question of which rings constructed
on Zpn are in K we need the following observations.
Observation (i): Since repeated circle composition yields x◦m =
∑m
t=1(
m
t )x
t
we have 1
◦m
=
∑m
t=1(
m
t )a
t−1 where 1 · 1 = a.
Observation (ii): Suppose we have constructed a quasiregular ring, A, whose
additive group is isomorphic to Zpn . Then (A, ◦) is an abelian group of order
pn and so the order of any element in A with respect to ◦ must be a power of
p. In order to determine if (A, ◦) is isomorphic to Zpn, and hence to (A,+), we
shall investigate the values of m for which 1
◦m
= 0. We know m will be a power
of p; where appropriate we will show that, in fact, m must be greater than or
equal to pn so that (A, ◦) is cyclic. Since any two cyclic groups of order pn are
isomorphic then achieving this proves that (A, ◦) ∼= Zpn as desired.
Observation (iii): From Lemma 1.2.4 we note that if m = pi, the number
of factors of p appearing in (mt ) exactly depends on the difference between the
number of factors of p in m and the number of factors of p in t.
The following lemmas will also be used.
Lemma 5.1.6 In the ring constructed on Z2n where n ≥ 3 by setting 1 · 1 = a
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we have x ◦ x = (x+ 2n−1) ◦ (x+ 2n−1).
Proof: Noting that x ◦ x = 2x + x · x = 2x+ x2a where 1 · 1 = a we have
(x+ 2n−1) ◦ (x+ 2n−1) = 2(x+ 2n−1) + (x+ 2n−1)2a = 2x+ 2n + x2a+ 2nxa+
22n−2a = 2x+ x2a = x ◦ x. ✷
Lemma 5.1.7 If x◦x = 0 in the ring constructed on Z2n by setting 1·1 = a then
(2n − x) ◦ (2n − x) = 0 in the ring constructed on Z2n by setting 1 ∗ 1 = 2n − a.
Proof: In (Z2n ,+, ∗) we have (2n − x) ◦ (2n − x) = 2(2n − x) + (2
n −
x)2(2n − a) = (2n+1 − 2x) + (22n − 2n+1x + x2)(2n − a) = −(2x + x2a) =
−(x ◦ x) = 0 as required. Note that at the final step x was in (Z2n ,+, ·)
✷
We will now determine when a quasiregular ring Zp
k
pn is in K. Part of the
following result was known to Fischer and Eldridge in [15]. They observed, while
omitting the verification, that the circle group on a quasiregular ring supported
by Zpn is cyclic for p odd, but they only noted that in the p = 2 case the circle
group may or may not be cyclic. We clarify the situation here, ascertaining
what happens in that case, as well as giving a complete proof of their assertions
for odd p.
Theorem 5.1.8 Consider rings, A, constructed with their additive groups iso-
morphic to Zpn.
(i) If n = 1 then there is no non-trivial A ∈ K.
(ii) If p is odd and n ≥ 2 then there exists at least one non-trivial A ∈ K.
(iii) If p = 2 and n = 2 then there is no non-trivial A ∈ K.
(iv) If p = 2 with n ≥ 3 then there exists at least one non-trivial A ∈ K.
Proof: By Theorem 5.1.2 we know when we can obtain quasiregular rings
based on Zpn as the additive group, and so we need only check the diagonals of
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(A, ◦) or determine if the order of one its elements is pn to ascertain whether or
not (A, ◦) is isomorphic to Zpn and hence if A is in K.
Case (i): We know from Corollary 5.1.3 that the only quasiregular ring on
Zp is the zero ring.
Case (ii): Suppose that p is odd with n ≥ 2. From Theorem 5.1.2 we
know that choosing a = rp (r ∈ N) gives the only quasiregular rings; we also
know, from Observation (ii), that m must be a power of p in order to have
1
◦m
= 0. Choose m = pi with i < n; we will consider whether or not 1
◦m
= 0.
Now 1
◦m
=
∑m
t=1(
m
t )a
t−1 = m + (m2 )a + (
m
3 )a
2 + . . . + ( mm−1)a
m−2 + (mm)a
m−1.
Now, in considering (mt )a
t−1 for t ≥ 2, suppose that t has j < i factors of
p. Then, by Observation (iii), (mt ) will have j fewer factors of p than does m,
so that the number of factors of p in (mt ) is i − j ≥ 1. However, a
t−1 has at
least t − 1 factors of p because a = rp, and, since t − 1 ≥ pj − 1 > j (as
p is an odd prime), it follows that (mt )a
t−1 has at least i + 1 factors of p (as
(i− j) + (t− 1) > i− j + j = i). Thus pi+1|(mt )a
t−1. Writing αt−1 = (
m
t )a
t−1/pi
we have 1◦m = pi(1+α1+α2+ . . .+αm−1). Then α1+α2+ . . .+αm−1 has p as
a factor but 1+α1+α2+ . . . +αm−1 does not. As a consequence 1
◦m lacks this
extra factor of p and so pn does not divide 1◦m. Hence 1
◦m
6= 0 for all m < pn,
and as a result 1 has order pn in (A, ◦). Thus (A, ◦) ∼= Zpn , yielding A ∈ K.
Case (iii): If p = 2 and n = 2 then we are working in a ring whose additive
group is isomorphic to Z4. We know that choosing a = 2 gives the only non-
trivial quasiregular ring. From the identity x ◦ x = 2x + x2a in this ring we
have 1 ◦ 1 = 2 × 1 + 1 × 2 = 2 + 2 = 0 and 3 ◦ 3 = 2 × 3 + 9 × 2 = 2 + 2 = 0
in addition to 0 ◦ 0 = 0 and 2 ◦ 2 = 0. A group which is isomorphic to Z2k will
have only two zero entries on the diagonal. Here we have four and so this circle
composition group is not isomorphic to Z4 nor, obviously, to the ring’s additive
group, and so the ring is not in K. Thus the only ring in K whose additive
group is isomorphic to Z4 is the trivial ring.
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Case (iv): If p = 2 and n ≥ 3 we know that choosing a = 2r gives a
quasiregular ring.
Suppose that r is odd. We will show that there is no non-trivial ring in K by
using the results of our previous two lemmas to show that there are too many
occurrences of 0 on the diagonal of the circle composition table. Note that in
any quasiregular ring constructed on Z2n we have 0 ◦ 0 = 0 and 2n−1 ◦ 2n−1 =
22n−1+(2n−1)2a = 0; so we shall be seeking other elements x such that x◦x = 0.
If we find such an x, then the first our little lemmas guarantees the existence of
a second such element. We will call such elements “zero ◦-square” . We shall
proceed by induction on n.
If n = 3 then there are quasiregular rings on Z8 obtained by choosing a = 2, 4
or 6; however the choice of 4 does not satisfy the requirement that r be odd. If
a = 2 then we have 3◦3 = 2×3+9×2 = 6+2 = 0 and so 0, 3, 4 and 7 (by Lemma
5.1.6) are zero ◦-square. Similarly, if a = 6 then 1◦1 = 2×1+1×6 = 2+6 = 0,
whence 0, 1, 4 and 5 are zero ◦-square. Thus these values of a do not give rise
to non-trivial rings in K.
For the inductive hypothesis, suppose that the choice of a = 2r, where r is
odd, always gives rise to two extra zero ◦-square elements in the quasiregular
ring constructed on Z2n . Consider, now, quasiregular rings constructed on Z2n+1 .
To begin with, take r < 2n+1/4 so that a is less than 2n. This value of a
is one which generates extra zero ◦-square elements in the quasiregular ring
constructed on Z2n . By the inductive hypothesis and Lemma 5.1.6 suppose
that these two elements are x and x+ 2n−1. These are zero ◦-square in Z2n
which means that when ◦-squared they have a factor of 2n; let us consider what
happens to these elements in the ring on Z2n+1 constructed with the same choice
of a. Now x ◦ x = 2x+ x2a while (x+ 2n−1) ◦ (x+ 2n−1) = 2(x+ 2n−1) + (x+
2n−1)2a = 2x+2n+x2a+2nxa+22n−2a = 2x+2n+x2a+2n+1xr+2(n+1)+(n−3)a =
2x+2n+x2a = x ◦x+2n. Now we know that x ◦x has a factor of 2n; if it does
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not have an extra factor of 2 then it must be the case that x◦x+2n does, or vice
versa. Thus either x ◦ x or (x+ 2n−1) ◦ (x+ 2n−1) has a factor of 2n+1 and so
there is a zero ◦-square element in the ring on Z2n+1 which is not 0 or 2n. Hence
the ring is not in K. For values of a such that 2n < a < 2n+1 we can apply the
second of our lemmas. We have just proved that, since 2n+1 − a < 2n, we can
find an additional zero ◦-square element, x, in the ring with 1 · 1 = (2n+1 − a);
Lemma 5.1.7 implies that (2n+1 − x) is an additional zero ◦-square element in
the ring with 1 · 1 = a. This gives the required result: if a = 2r is chosen with
r odd then the resulting ring is not in K.
On the other hand, suppose that we construct a ring on Z2n by choosing
a = 4r. We know this is quasiregular; we will show that it is also in K.
Setting m = 2i with i < n, consider
1
◦m
=
m∑
t=1
(mt )a
t−1 = m+ (m2 )a + (
m
3 )a
2 + . . . + ( mm−1)a
m−2 + (mm)a
m−1.
Since a has a factor of 4 then for t ≥ 2 we have that at−1 has 2t − 2 factors
of 2, and if t has j < i factors of 2 — so that we can write t = 2js for some
i > j ≥ 0, s ≥ 1 — then Observation (iii) implies that (mt ) has i − j factors
of 2. Thus the total number of factors of 2 in (mt )a
t−1 is i − j + 2t − 2. Now
i− j+2t−2 ≥ i+1 provided 2t− j = 2j+1s− j ≥ 3. For j ≥ 1 this is obviously
true since then 2j+1−j ≥ 3 and s is greater than or equal to 1. If j = 0 then the
result still holds because t ≥ 2. Hence every term (mt )a
t−1 for t ≥ 2 has a factor
of 2i+1. Writing αt−1 = (
m
t )a
t−1/2i we have 1◦m = 2i(1 + α1 + α2 + . . . + αn−1).
Now α1+α2+. . .+αn−1 has an additional factor of 2 but 1+α1+α2+. . .+αz−1
does not. As a consequence 1◦m lacks this extra factor of 2 and so 2n does not
divide 1◦m. It follows that 1
◦m
6= 0 for all m < 2n, and as a result 1 has order
2n in (A, ◦). Thus (A, ◦) ∼= Z2n , yielding A ∈ K. ✷
These results are summarized in the following table.
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Values of p and n Does a non-trivial Does a non-trivial
for rings on Zpn quasiregular ring exist? ring in K exist?
p prime, n = 1 No No
p = 2, n = 2 Yes (a = 2), Z24 No
p odd prime, n ≥ 2 Yes (a = rp), Zrppn Yes (a = rp), Z
rp
pn
p = 2, n ≥ 3 Yes (a = 2r), Z2r2n Yes (a = 4r), Z
4r
2n
where r is a natural number chosen to ensure that a < pn.
We can use this classification to highlight the fact that the quasifield con-
struction is not the only way to obtain rings in K. This will be illustrated
further by other examples later in the thesis, but for now we have
Proposition 5.1.9 There exist rings in K which do not arise from the poset
quasifield construction method of Section 2.2.
Proof: By Theorem 5.1.8 we know that there is a non-trivial ring in K whose
additive group is Z8. Now if there is a poset construction which produces this
ring then the poset must have at least three elements: it must have at least
one minimal element and it must have at least one element of height two since
if all the elements are of height one we have a zero ring (this will be proved
in Corollary 3.2.3). Observe that the size of a poset constructed quasifield is
given by |K|m where K is the underlying ring on which the functions/elements
in the quasifield take their values, and m = |P\Min(P )|. Now in our case we
have m ≥ 2 so that the only solution for |K|m = 8 is m = 3 and |K| = 2.
However, since addition is defined pointwise and K has only two elements then
the elements of the resulting poset constructed quasifield must have order 2.
However, the ring in K on Z8 has four elements of order 8 and thus cannot be
constructed from a poset. ✷
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In fact, similar arguments show that none of the rings in K which we have
considered here — namely those whose additive and circle composition groups
are isomorphic to Zpn but which are not zero rings — arise from a poset con-
struction.
We conclude this section by considering the status of ideals and homomor-
phic images of rings like Zp
k
pn which are in K.
Theorem 5.1.10 Suppose Zp
k
pn is a ring in K as constructed in Section 5.1. If
I is an ideal of Zp
k
pn then I ∈ K and Z
pk
pn/I ∈ K.
Proof: [Note: for p = 2 we must have n ≥ 3 and k ≥ 2 in order for Zp
k
pn
to be in K non-trivially, by Theorem 5.1.8.] Suppose that I < Zp
k
pn and that
there exists b ∈ I such that gcd(b, p) = 1. Then b has additive order pn in
Zpn and so I = Z
pk
pn . If I is not all of Z
pk
pn then there exists a minimal value
of m < n such that pm|b for all b ∈ I. Then, as I is an ideal, we must have
I ⊇ {spm | 0 ≤ s < pn−m}, so that I contains all multiples of pm and, hence,
all multiples of pm+1, . . . , pn−1. But then, in fact, we must have I = (pm), the
principal ideal generated by pm, and all ideals of Zp
k
pn have this form.
Let Im = (p
m). Now if 2m+ k ≥ n we can show that Im is a zero ring, since
if spm, rpm ∈ Im it follows that spm · rpm = spmrpmpk = srp2m+k = 0.
On the other hand, if 2m + k < n we have n − m > m + k and in this
case we can show that Im is isomorphic to Z
pk+m
pn−m . Define f : Im → Z
pk+m
pn−m by
f(spm) = s; clearly f is a bijection. In addition, we have f(s1pm + s2pm) =
f((s1 + s2)pm) = s1 + s2 = s1 + s2 = f(s1pm) + f(s2pm) and f(s1pm · s2pm) =
f((s1pms2pmpk) = f(s1s2pm+kpm) = s1s2pm+k = s1 · s2 = f(s1pm) · f(s2pm), so
that f is an isomorphism. We conclude that Im ∈ K.
We will now consider the homomorphic images of Zp
k
pn . Ifm ≤ k then Z
pk
pn/Im
is a zero ring as (a + Im)(b + Im) = abpk + Im = Im. In this case Z
pk
pn/Im ∈ K
as required. Finally we shall show that Zp
k
pn/Im ∼= Z
pk
pm when m > k. Define
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f : Zp
k
pn/Im → Z
pk
pm via f(a + Im) = a. It is obvious that this is a bijection
which preserves addition; all that remains is to consider multiplication. From
f((a + Im) · (a + Im)) = f(a · b + Im) = f(abpk + Im) = abpk = a · b =
f(a + Im) · f(b + Im) we deduce that f is an isomorphism and that all factor
rings of Zp
k
pn are thus in K. ✷
5.2 Rings on other finite abelian groups
Having determined which of the finite cyclic groups support non-trivial rings in
K and how, we now turn our attention to more general finite abelian groups.
By the end of this section we will have completely categorized all such groups
according to whether they can or cannot support a non-trivial K-ring.
From Theorem 5.1.8 we have seen that there are no non-trivial rings in K
constructed on the groups Zp for p prime, nor on Z4.
Furthermore, there is no non-trivial ring in K with Z2 ⊕ Z2 as its additive
group. To see this, consider (1, 0) and (0, 1) as basis elements for the addi-
tive group then define a multiplication by defining the products (1, 0)(1, 0),
(0, 1)(0, 1) and (1, 0)(0, 1) = (0, 1)(1, 0) and extending to the rest of the ring
via distributivity. Now if the ring is to be in K it must have its squares equal
to zero, since it is an algebra over Z2 (Theorem 3.1.1), from which we con-
clude that (1, 0)(1, 0) = (0, 0) = (0, 1)(0, 1). By associativity we must have
[(0, 1)(0, 1)](1, 0) = (0, 1)[(0, 1)(1, 0)] so if (1, 0)(0, 1) = (a, b) we have
(0, 1)[(0, 1)(1, 0)] = (0, 1)(a, b) = (0, 1)[a(1, 0) + b(0, 1)]
= a(0, 1)(1, 0) + b(0, 1)(0, 1) = a(a, b) = (a2, ab),
while [(0, 1)(0, 1)](1, 0) = (0, 0)(1, 0) = (0, 0). Similarly
(0, 0) = [(1, 0)(1, 0)](0, 1) = (1, 0)[(1, 0)(0, 1)] = (1, 0)(a, b)
= (1, 0)[a(1, 0) + b(0, 1)] = b(1, 0)(0, 1) = b(a, b) = (ba, b2).
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We conclude that a = b = 0 and so the K-ring on Z2 ⊕ Z2 is trivial.
For primes bigger than 2, we can construct non-trivial rings on Zp⊕Zp which
are in K. To do this, consider, for example, the Cauchy Convolution quasifield
(see Example 2.2.9) constructed on the poset ({0, 1, 2},≤) with underlying ring
Zp. We will use Fp to denote such a ring. Additively, this is just Zp ⊕ Zp
because addition is defined pointwise on the non-minimal elements. The poset
is of height 2, and since p > 2 we can invoke Corollary 3.2.5 to conclude that
Fp is in K. However, multiplication is non-trivial since, for example, if f ∈ Fp
is such that f(1) 6= 0, then f 2(2) = (f(1))2 6= 0 since the underlying ring is Zp.
Thus Fp is not a zero ring.
There exists a non-trivial ring in K having Z2⊕Z2⊕Z2 as its additive group.
This is the subsets quasifield (see Example 2.2.8) constructed on the poset of
subsets of {1, 2} ordered with respect to ⊆, having Z2 as its underlying ring.
It is known (Corollary 3.2.3) that f 2({1}) = f 2({2}) = 0, and we can see that
f 2({1, 2}) = 2f({1})f({2}) = 0 since the ring is of characteristic 2. Thus we
have f 2 = 0 (= δ) and so Theorem 3.1.1 implies that the ring is in K. However,
it is non-trivial because (fg)({1, 2}) = f({1})g({2}) + f({2})g({1}) need not
be zero.
Finally, we also have a non-trivial ring in K having Z2 ⊕ Z4 as the additive
group, and a 16 element non-trivial K-ring on Z4⊕Z4. The tables for these are
shown below; the first set shows the ring constructed on Z2 ⊕ Z4.
Addition table:
0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 2 3 0 5 6 7 4
2 2 3 0 1 6 7 4 5
3 3 0 1 2 7 4 5 6
4 4 5 6 7 0 1 2 3
5 5 6 7 4 1 2 3 0
6 6 7 4 5 2 3 0 1
7 7 4 5 6 3 0 1 2
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Circle composition table:
0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 6 3 4 5 2 7 0
2 2 3 0 1 6 7 4 5
3 3 4 1 6 7 0 5 2
4 4 5 6 7 0 1 2 3
5 5 2 7 0 1 6 3 4
6 6 7 4 5 2 3 0 1
7 7 0 5 2 3 4 1 6
Multiplication table:
0 1 2 3 4 5 6 7
0 0 0 0 0 0 0 0 0
1 0 4 0 4 0 4 0 4
2 0 0 0 0 0 0 0 0
3 0 4 0 4 0 4 0 4
4 0 0 0 0 0 0 0 0
5 0 4 0 4 0 4 0 4
6 0 0 0 0 0 0 0 0
7 0 4 0 4 0 4 0 4
Ring constructed on Z4 ⊕ Z4.
Addition table:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 2 3 0 5 6 7 4 9 10 11 8 13 14 15 12
2 2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13
3 3 0 1 2 7 4 5 6 11 8 9 10 15 12 13 14
4 4 5 6 7 8 9 10 11 12 13 14 15 0 1 2 3
5 5 6 7 4 9 10 11 8 13 14 15 12 1 2 3 0
6 6 7 4 5 10 11 8 9 14 15 12 13 2 3 0 1
7 7 4 5 6 11 8 9 10 15 12 13 14 3 0 1 2
8 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7
9 9 10 11 8 13 14 15 12 1 2 3 0 5 6 7 4
10 10 11 8 9 14 15 12 13 2 3 0 1 6 7 4 5
11 11 8 9 10 15 12 13 14 3 0 1 2 7 4 5 6
12 12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11
13 13 14 15 12 1 2 3 0 5 6 7 4 9 10 11 8
14 14 15 12 13 2 3 0 1 6 7 4 5 10 11 8 9
15 15 12 13 14 3 0 1 2 7 4 5 6 11 8 9 10
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Circle composition table:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 1 8 3 10 5 12 7 14 9 0 11 2 13 4 15 6
2 2 3 0 1 6 7 4 5 10 11 8 9 14 15 12 13
3 3 10 1 8 7 14 5 12 11 2 9 0 15 6 13 4
4 4 5 6 7 10 11 8 9 12 13 14 15 2 3 0 1
5 5 12 7 14 11 2 9 0 13 4 15 6 3 10 1 8
6 6 7 4 5 8 9 10 11 14 15 12 13 0 1 2 3
7 7 14 5 12 9 0 11 2 15 6 13 4 1 8 3 10
8 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7
9 9 0 11 2 13 4 15 6 1 8 3 10 5 12 7 14
10 10 11 8 9 14 15 12 13 2 3 0 1 6 7 4 5
11 11 2 9 0 15 6 13 4 3 10 1 8 7 14 5 12
12 12 13 14 15 2 3 0 1 4 5 6 7 10 11 8 9
13 13 4 15 6 3 10 1 8 5 12 7 14 11 2 9 0
14 14 15 12 13 0 1 2 3 6 7 4 5 8 9 10 11
15 15 6 13 4 1 8 3 10 7 14 5 12 9 0 11 2
Multiplication table:
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 10 0 10 0 10 0 10 0 10 0 10 0 10 0 10
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
3 0 10 0 10 0 10 0 10 0 10 0 10 0 10 0 10
4 0 0 0 0 2 2 2 2 0 0 0 0 2 2 2 2
5 0 10 0 10 2 8 2 8 0 10 0 10 2 8 2 8
6 0 0 0 0 2 2 2 2 0 0 0 0 2 2 2 2
7 0 10 0 10 2 8 2 8 0 10 0 10 2 8 2 8
8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
9 0 10 0 10 0 10 0 10 0 10 0 10 0 10 0 10
10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
11 0 10 0 10 0 10 0 10 0 10 0 10 0 10 0 10
12 0 0 0 0 2 2 2 2 0 0 0 0 2 2 2 2
13 0 10 0 10 2 8 2 8 0 10 0 10 2 8 2 8
14 0 0 0 0 2 2 2 2 0 0 0 0 2 2 2 2
15 0 10 0 10 2 8 2 8 0 10 0 10 2 8 2 8
It should be noted that there are at least two other non-isomorphic examples
of rings in K which have Z4 ⊕ Z4 as their additive groups.
We can now conclude that when constructing rings whose additive groups
are finite abelian groups, the only ones which do not produce non-trivial rings in
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K are Zp for p prime,
⊕
pi∈P Zpi for a set P of distinct primes, Z4, and Z2⊕Z2.
For any other finite abelian group we can either obtain a non-trivial ring in K
directly (such as for Zpn by Theorem 5.1.8 and Zp ⊕ Zp by the remarks above)
or by taking the ring direct sum of a non-trivial ring in K and a trivial ring
(for instance, we can construct a non-trivial K-ring on Z3 ⊕ Z3 ⊕ Z2 by taking
a non-trivial K-ring on Z3 ⊕ Z3 as indicated above and combining it as a ring
direct sum with the zero-ring on Z2). We summarize these results in
Theorem 5.2.1 The only finite abelian groups which do not support a non-
trivial ring in K are Zp (p prime), Z4 and Z2 ⊕ Z2. ✷
5.3 Rings on other groups
Here we present a couple of interesting examples of infinite groups which support
rings in K. The first uses torsion groups, and we will use the result to show
that K is not hereditary.
Theorem 5.3.1 Every non-divisible infinite abelian p-group is the additive
group of a non-trivial ring in K.
Proof: Let G be a non-divisible infinite abelian p-group. We can write
G = D ⊕H , where D is a divisible p-group and thus a direct sum of copies of
Z(p∞) (see, for example, [34] Theorem 9.14), and H is reduced.
In the case that H is infinite, then because it is a reduced p-group it has a
cyclic p-group as a direct summand (see [16], Corollary 27.2), say 〈x1〉 6= 0, and
so we have H = 〈x1〉 ⊕H1. However, H1 has the same properties as H and so
H1 = 〈x2〉 ⊕ H2 and, similarly, H2 = 〈x3〉 ⊕ H3, etc. In general we can write
H = 〈x1〉⊕〈x2〉⊕. . .⊕〈xn〉⊕Hn, where 〈x1〉, 〈x2〉, . . . , 〈xn〉 are non-zero p-groups
and Hn is reduced and infinite. If p is odd then by Theorems 5.1.8 and 5.2.1 we
only require at most two cyclic groups in order to form the additive group of a
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non-trivial ring in K (as we can construct a non-trivial ring on Zp⊕Zp or on Zpn
for n ≥ 2). On the other hand, for p = 2 we need at most three cyclic groups
(Z2 ⊕Z2 ⊕Z2 at the worst, but we may only need two — for example, Z2 ⊕Z4
— or even just one — as in Z32, for instance) in order to construct a non-trivial
ring. In either case there is some n so that 〈x1〉⊕ 〈x2〉⊕ . . .⊕ 〈xn〉 = R
+ where
R is a non-trivial ring in K. Let the remaining summands, D ⊕Hn, support a
zero ring, denoted by (D ⊕Hn)
o. Then, as a ring direct sum R⊕ (D +Hn)
o is
a non-trivial ring in K, while G = (R⊕ (D +Hn)
o,+).
Now consider the case where H is finite. Then, as H 6= 0 (since G is not
divisible), H must have a finite abelian group as a direct summand, while D
must be infinite (as G is) and hence, as a p-group, contains a copy of Z(p∞)
as a direct summand. We conclude that G = Zpn ⊕ Z(p
∞) ⊕ F for some F .
Let x denote a generator for Zpn so that 〈x〉 ∼= Zpn ; and for Z(p
∞) we have
〈y0, y1, y2, . . .〉 ∼= Z(p
∞) where py0 = 0 and pyi = yi−1 for all i ∈ N.
Let A denote the ring supported by 〈x〉 ⊕ 〈y0, y1, y2, . . .〉 with multiplication
defined as follows:
(mx+
∑
i
kiyi)(rx+
∑
j
tjyj) = mryn−1
noting that, as far as order is concerned, we have o(yn−1) = p
n = o(x). Clearly
A is a nilpotent ring of index three.
Now it is easy to see that 〈y0, y1, y2, . . .〉 is an ideal of A (in fact, the maxi-
mal divisible ideal), while multiplication in 〈y0, y1, y2, . . .〉 is trivial so that ad-
dition and circle composition coincide. Thus (〈y0, y1, y2, . . .〉, ◦), as a subgroup
of (A, ◦), is divisible too.
On the other hand, as a ring, A/〈y0, y1, y2, . . .〉 is isomorphic to the zero ring
on Zpn, so again addition and circle composition coincide. It follows that since
A/〈y0, y1, y2, . . .〉 is reduced with respect to addition then it is also reduced with
respect to ◦. Since for an abelian group, G, it is known that G/H is reduced
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if and only if H contains the maximal divisible subgroup (see Theorem 9.12 of
[34]) we deduce that 〈y0, y1, y2, . . .〉 is the maximal divisible subgroup of (A, ◦).
Moreover, for such groups G ∼= H ⊕G/H and hence
(A, ◦) ∼= 〈y0, y1, y2, . . .〉 ⊕ A/〈y0, y1, y2, . . .〉
∼= Z(p∞)⊕ Zpn
∼= (A,+).
Consequently, A ∈ K but A is not a zero ring. If we now let F o be the zero ring
on F , then G = (A⊕ F o,+) where A⊕ F o is a non-trivial ring in K. ✷
Corollary 5.3.2 The class K is not hereditary.
Proof: Using the notation of the second half of the proof of Theorem 5.3.1,
where the reduced summand of the group is finite, we constructed a ring on
Zpn ⊕ Z(p
∞) = 〈x〉 ⊕ 〈y0, y1, y2, . . .〉. Now we can see clearly that the ring on
〈x〉⊕〈yn−1〉 is an ideal of the ring A = 〈x〉⊕〈y0, y1, y2, . . .〉. We know from that
proof that A is in K, regardless of the values of p or n. Furthermore, the ring
on 〈x〉 ⊕ 〈yn−1〉 is certainly not a zero ring. In the specific case of the group
Z2 ⊕ Z(2
∞) we have p = 2 and n = 1 and so the additive group of the ideal
〈x〉⊕〈yn−1〉 = 〈x〉⊕〈y0〉 is isomorphic to Z2⊕Z2. We know, by Theorem 5.2.1,
that for this group there is no non-trivial ring in K. Thus the ideal 〈x〉⊕ 〈yn−1〉
is not in K. The result follows. ✷
We conclude this chapter with an example of a mixed group which supports
a ring in K. This ring was first studied by Szele in [39].
Given a prime p, consider the groupQ⊕Z(p∞). This is a mixed group as the
rationals are torsion-free while Z(p∞) is a p-group. Observe that any element
of Q can be written in the form αp−k, where α = r
s
and p is not a factor of s.
The set { r
s
| r, s ∈ Z, gcd(p, s) = 1} is sometimes denoted Z(p). Secondly, as in
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Theorem 5.3.1, note that Z(p∞) ∼= 〈y0, y1, y2, . . .〉 where py0 = 0 and pyi = yi−1
for all i ∈ N. Finally, it is possible to show that Z(p∞) is a Z(p)-module: Z(p
∞)
is q-torsion-free for all primes q 6= p, whence division by q in Z(p∞) is uniquely
defined, so that Z(p∞) has a natural Z(p)-module structure. Consequently it
makes sense to talk about r
s
a for r
s
∈ Z(p) and a ∈ Z(p
∞).
Construct a ring on Q⊕ Z(p∞) by defining multiplication via
(αp−k, a)(βp−m, b) = (0, αβy1+k+m).
It is routine to confirm that this is a ring with a well-defined multiplication.
Let RST,p denote the ring so constructed.
Theorem 5.3.3 The ring RST,p is in K.
Proof: First of all, RST,p is nilpotent of index 3. If a ring, A, satisfies
A3 = 0 then A2 < A, (A2)2 = 0 and A/A2 = 0. We then have the following
series of ideals
0 ⊆ A2 ⊆ A;
but this is also a normal series for both (A,+) and (A, ◦) as groups (by Propo-
sition 4.2.4). Consequently (A,+) is an extension of (A2,+) by (A/A2,+), and
similarly (A, ◦) is an extension of (A2, ◦) by (A/A2, ◦). Furthermore (A2,+) ∼=
(A2, ◦) and (A/A2,+) ∼= (A/A2, ◦) as both A2 and A/A2 are zero rings and thus
in K. We conclude that both (A,+) and (A, ◦) are both extensions of one group
by another, noting that it is well-known that, in general, extensions in such a
situation are not necessarily uniquely determined.
If we take the ring, A = RST,p, we note that R
2
ST,p is the zero ring on Z(p
∞),
while RST,p/R
2
ST,p is the zero ring on Q, and so both (RST,p,+) and (RST,p, ◦)
are extensions of Z(p∞) by Q, and the only such extension is Q⊕ Z(p∞). This
is because Z(p∞) is divisible; the splitting extension is the only such extension
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in this case. Thus (RST,p,+) ∼= (RST,p, ◦) and hence RST,p ∈ K. ✷
As mentioned above, RST,p is nilpotent with index of nilpotence equal to 3;
in addition, it has n-torsion only for n = p. In the next chapter we will consider
nilpotent rings and the role of torsion in determining whether or not they are
in K. In particular, the results obtained there will show that RST,p is in K for
p > 2 by giving a specific isomorphism. Nevertheless, Theorem 5.3.3 is still
needed in order to take care of the p = 2 case.
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Chapter 6
More on nilpotent rings in K
We will focus our attention on nilpotent rings in this chapter, showing in the
first section that there exists a homomorphism between the additive and circle
groups of any commutative nilpotent ring. In certain circumstances this ho-
momorphism will be an isomorphism, enabling us to prove that every finitely
generated Q-algebra is in K. In a similar vein, but by using a different proof
technique, we will also prove that every free commutative nilpotent Z-algebra
of rank n is in K. This leads to an example which shows that K is not homo-
morphically closed.
6.1 A homomorphism from (R,+) to (R, ◦)
Lemma 6.1.1 Let R be a commutative ring satisfying Rn+1 = 0. Then the
function p : (R,+)→ (R, ◦) defined by
p(x) =
(n!)n
n!
xn +
(n!)n−1
(n− 1)!
xn−1 + . . . +
(n!)3
3!
x3 +
(n!)2
2!
x2 + n!x
is a (group) homomorphism.
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Proof: In the third step of the following computation we make use of the
fact that Rn+1 = {0}.
p(x) ◦ p(y)
=
n∑
i=1
(n!)i
i!
xi +
n∑
i=1
(n!)i
i!
yi +
(
n∑
i=1
(n!)i
i!
xi
)(
n∑
i=1
(n!)i
i!
yi
)
=
n∑
i=1
(n!)i
i!
xi +
n∑
i=1
(n!)i
i!
yi +
[
(n!)n
n!
xn +
(n!)n−1
(n− 1)!
xn−1 + . . . +
(n!)2
2!
x2 + n!x
]
×
[
(n!)n
n!
yn +
(n!)n−1
(n− 1)!
yn−1 + . . . + +
(n!)2
2!
y2 + n!y
]
=
n∑
i=1
(n!)i
i!
xi +
n∑
i=1
(n!)i
i!
yi +
(n!)n−1
(n− 1)!
xn−1n!y +
(n!)n−2
(n− 2)!
xn−2
[
(n!)2
2!
y2 + n!y
]
+
(n!)n−3
(n− 3)!
xn−3
[
(n!)3
3!
y3 +
(n!)2
2!
y2 + n!y
]
+ . . . +
n!x
[
(n!)n−1
(n− 1)!
yn−1 +
(n!)n−2
(n− 2)!
yn−2 + . . . +
(n!)2
2!
y2 + n!y
]
(expanding the product)
=
n∑
i=1
(n!)i
i!
xi +
n∑
i=1
(n!)i
i!
yi +
[
(n!)n
(n− 1)!
xn−1y+
(n!)n
(n− 2)!2!
xn−2y2 +
(n!)n
(n− 3)!3!
xn−3y3 + . . . +
(n!)n
(n− 1)!
xyn−1
]
+
[
(n!)(n−1)
(n− 2)!
xn−2y +
(n!)(n−1)
(n− 3)!2!
xn−3y2 + . . . +
(n!)(n−1)
(n− 2)!
xyn−2
]
+ . . . +
[
(n!)3
2!
x2y +
(n!)3
2!
xy2
]
+ (n!)2xy
(after gathering terms of the same total degree
from the expanded product)
=
n∑
i=1
(n!)i
i!
xi +
n∑
i=1
(n!)i
i!
yi +
(n!)n
n!
[
(n1)x
n−1y + (n2)x
n−2y2 + . . . + ( nn−1)xy
n−1
]
+
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(n!)(n−1)
(n− 1)!
[
(n−11 )x
n−2y + (n−12 )x
n−3y2 + . . . + (n−1n−2)xy
n−2
]
+ . . . +
(n!)3
3!
[
(31)x
2y + (32)xy
2
]
+
(n!)2
2!
(21)xy
(since (mr ) =
m!
(m− r)!r!
)
=
(n!)n
n!
[
xn + (n1)x
n−1y + . . . + ( nn−1)xy
n−1 + yn
]
+
(n!)(n−1)
(n− 1)!
[
xn−1 + (n−11 )x
n−2y + . . . + (n−1n−2)xy
n−2 + yn−1
]
+ . . . +
(n!)3
3!
[
x3 + (31)x
2y + (32)xy
2 + y3
]
+
(n!)2
2!
[
x2 + (21)xy + y
2
]
(after incorporating the terms from the first two
summation expressions)
=
(n!)n
n!
(x+ y)n + . . . +
(n!)k
k!
(x+ y)k + . . . + n!(x+ y)
= p(x+ y)
and thus p is a homomorphism. ✷
Because of the number and nature of the terms involved, and because it will
be used extensively in what follows, we shall refer to this particular homomor-
phism as the superhomomorphism. It is essentially the only possible polynomial
homomorphism between the additive and circle composition groups of an arbi-
trary commutative nilpotent ring. To see this, consider the free commutative
nilpotent ring of rank 2, R, which satisfies Rn+1 = 0 6= Rn. We can write R as
R = Z[X, Y ]−/I, where Z[X, Y ]− is the set of all polynomials in 2 indetermi-
nates X and Y having no term of degree zero, and I is the ideal generated by
all products of length n + 1. Let x = X + I and y = Y + I so that R is free
with basis
{x, y, x2, xy, y2, x3, x2y, xy2, y3, . . . , xn, . . . , yn}.
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Consider the polynomial function p(z) = anz
n + an−1z
n−1 + . . . + a1z. Then
for x, y ∈ R we have
p(x) ◦ p(y)
= anx
n + an−1x
n−1 + . . . + a1x+ any
n + an−1y
n−1 + . . . + a1y
+(anx
n + an−1x
n−1 + . . . + a1x) · (any
n + an−1y
n−1 + . . . + a1y)
=
n∑
i=1
ai(x
i + yi) +
n∑
i=1
n∑
j=1
aiajx
iyj
while
p(x+ y)
= an(x+ y)
n + an−1(x+ y)
n−1 + . . . + a1(x+ y)
= an(x
n + yn) + an−1(x
n−1 + yn−1) + . . . + a1(x+ y)
+an
n−1∑
i=1
(ni)x
iyn−i + an−1
n−2∑
i=1
(n−1i )x
iyn−1−i + . . . + 2a2xy
=
n∑
i=1
ai(x
i + yi) +
n∑
k=2
∑
i+j=k
ai+j(
i+j
i )x
iyj
where i, j > 0. In the free nilpotent ring equality of expressions is determined
by the degrees of the indeterminates and the associated coefficients. By consid-
ering the degrees of x and y we see that both expressions have the same terms
involving just the one indeterminate x or y. For mixed terms, we find that in
the former expression the coefficient of xiyj is aiaj and in the latter we have
(
i+j
i )ai+j . Consequently the two expressions p(x) ◦ p(y) and p(x + y) can only
be equal — and p be a homomorphism — if
aiaj = (
i+j
i )ai+j .
An inductive proof then yields n!an = a
n
1 for all n ∈ N. For the coefficients
ai to take integer values they must generally be of the form given in the su-
perhomomorphism, give or take a negative sign, though occasionally smaller
values for the coefficients than are given may work. For example, for a ring
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satisfying R5 = 0, the polynomial p(x) = 864x4 + 288x3 + 72x2 + 12x is
an alternative homomorphism in addition to the superhomomorphism p(x) =
13824x4 + 2304x3 + 288x2 + 24x; whereas if R4 = 0 the polynomial p(x) =
−36x3 + 18x2 − 6x is the only other homomorphism in addition to the super-
homomorphism p(x) = 36x3 + 18x2 + 6x.
Lemma 6.1.2 If R is a commutative ring satisfying Rn+1 = {0} and having
no a1-torsion then any homomorphism p : (R,+)→ (R, ◦) of the form
p(x) = anx
n + an−1x
n−1 + . . . + a2x
2 + a1x, ai ∈ Z
is injective.
Proof: If p(x) = 0 then a2x
2 = −anx
n− an−1x
n−1− . . .− a3x
3− a1x. Since
Rn+1 = 0 we have
0 = xn+1 = a2x
n+1 = (a2x
2)xn−1
= (−anx
n − an−1x
n−1 − . . .− a3x
3 − a1x)x
n−1 = −a1x
n.
Consequently xn = 0 because R has no a1-torsion. Having x
n = 0 implies that
p(x) = an−1x
n−1 + . . . + a2x
2 + a1x and using both these facts and repeating
the procedure just applied we will obtain xn−1 = 0. Continuing in this manner
we will eventually obtain x = 0. Thus p(x) = 0 implies that x = 0, whence p is
injective. ✷
In order to relate this result to the superhomomorphism we need to talk
about rings which are n!-torsion-free. However, a ring is k-torsion-free if and
only if it is p-torsion-free for all primes p such that p|k, and for k = n! we thus
have p|n! if and only if p ≤ n. We conclude that a ring is n!-torsion-free if and
only if it is p-torsion-free for all primes p ≤ n.
The following result is immediate as a consequence of the previous comments
and the preceding pair of lemmas.
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Corollary 6.1.3 If R is a commutative ring satisfying Rn+1 = {0} and having
no p-torsion for all primes p ≤ n then
p(x) =
(n!)n
n!
xn +
(n!)n−1
(n− 1)!
xn−1 + . . . +
(n!)3
3!
x3 +
(n!)2
2!
x2 + n!x
is an injective homomorphism from (R,+) to (R, ◦). ✷
Corollary 6.1.4 If R is a finite commutative ring satisfying Rn+1 = {0} and
having no p-torsion for primes p ≤ n then R ∈ K.
Proof: An injective homomorphism from (R,+) to (R, ◦) where R is finite
is an isomorphism. ✷
A natural question to ask concerns the status of finite nilpotent rings satis-
fying Rn+1 = 0 which do have p-torsion for p ≤ n. As the following examples
show we cannot tell whether they are in K or not from these conditions alone.
For instance, if R = Z48 (see page 85 in Section 5.1) then R is a finite
commutative ring satisfying R3 = {0} and which is in K by Theorem 5.1.8.
However, it has 2-torsion, and so the conditions of the corollary are sufficient,
but not necessary.
On the other hand, consider the Cauchy convolution quasifield, F , con-
structed on P = ({0, 1, 2},≤) with Z2 as the underlying ring. This, too, has
2-torsion and satisfies F 3 = 0 by Theorem 3.2.4. However, by Corollary 3.5.2
f 2(1) = (f(1))2 6= 0 for some f ∈ F , and so Theorem 3.1.1 reveals that F /∈ K.
If the ring R is infinite, then the homomorphism may not be surjective.
To see this, consider (as a specific instance of a more general situation) the
quasifield F , constructed on the poset P = ({0, 1, 2},≤) with underlying ring
K = Z. This is torsion-free and because of the poset’s finite height satisfies
F 3 = 0 by Theorem 3.2.4. However, the polynomial p(x) = 2x2 + 2x, which is
the corresponding homomorphism for this index of nilpotence, is not surjective.
This is because all functions in F which are images of p will take only even
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values in Z. As it turns out, this particular example is in K by the results of
Section 2.3.
Before we apply the superhomomorphism to quasifields, let us briefly con-
sider the ring of Szele constructed on Q⊕Z(p∞) as discussed in Theorem 5.3.3,
which is an example of an infinite ring. Recall that this ring is nilpotent of
index 3. For odd primes the ring RST,p has no 2-torsion and so the superhomo-
morphism p(x) = 2x2 + 2x is injective by Corollary 6.1.3. However, it is also
surjective since
2(αp−k, a)2 + 2(αp−k, a) = (2αp−k, 2a+ 2α2y1+2k)
and given (βp−m, b) we can determine α, k and a so that (2αp−k, 2a+2α2y1+2k) =
(βp−m, b). Consequently RST,p ∈ K, although we knew this already from The-
orem 5.3.3. On the other hand, RST,2 has 2-torsion, and so we cannot use the
results of this section. Nevertheless, we also know that this ring is in K as well.
We conclude this section by examining the role of the superhomomorphism
for certain quasifields.
Lemma 6.1.5 Suppose F is a quasifield constructed on a poset satisfying (w5)
in addition to the usual poset conditions and in which the underlying ring is
a1-divisible. Then the function
p(x) = anx
n + an−1x
n−1 + . . . + a2x
2 + a1x, ai ∈ Z
is surjective.
Proof: [In this proof recall the notation of Section 2.2: ey, y and z denote
poset elements, f and g denote elements of the quasifield, and h denotes the
height function which acts on poset elements; (w5) is defined on page 74.]
Lemma 3.2.1 states that when taking the product of n + 1 elements of
the poset constructed quasifields we obtain (f1f2 · · · fn+1)(y) = 0 for all non-
minimal y of height less than or equal to n. We wish to prove that for any g ∈ F
there exists f ∈ F such that p(f) = anf
n + an−1f
n−1 + . . . + a2f
2 + a1f = g.
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For g ∈ F we define f inductively: f(y) = g(y)/a1 if y has height one, and
if y is of height k then
f(y) =
1
a1

g(y)− k∑
i=1

ai+1 ∑
ey<z<y
f(z)f i(w(y, z))



 ,
where ak+1 = 0 for all k ≥ n. Since the poset satisfies (w5) — a property
satisfied by all the posets described in the examples of Section 2.2 — we have
that h(w(y, z)) < h(y) for ey < z < y. The computation of terms like f
i(w(y, z))
will involve the evaluation of f(t) for various values of t which are smaller in
height than w(y, z) and hence y, and so the expression on the right hand side
is well-defined.
Suppose that y ∈ P has height one. Then
(p(f))(y) = (anf
n + an−1f
n−1 + . . . + a2f
2 + a1f)(y)
= an(f
n(y)) + an−1(f
n−1(y)) + . . . + a2(f
2(y)) + a1f(y)
= a1f(y) = g(y)
since (fk)(y) vanishes for k > h(y) = 1 by the aforementioned Lemma 3.2.1.
If y ∈ P has height k then f i(y) =
∑
ey<z<y f(z)f
i−1(w(y, z)), and note that
fm(y) vanishes for m > h(y) = k + 1. We then have
(p(f))(y) = (ak+1f
k+1 + akf
k + . . . + a2f
2 + a1f)(y)
= ak+1
∑
ey<z<y
f(z)fk(w(y, z)) + ak
∑
ey<z<y
f(z)fk−1(w(y, z))
+ . . . + a2
∑
ey<z<y
f(z)f(w(y, z)) +
a1 ×
1
a1

g(y)− k∑
i=1

ai+1 ∑
ey<z<y
f(z)f i(w(y, z))




= g(y) +
k∑
i=1

ai+1 ∑
ey<z<y
f(z)f i(w(y, z))

−
k∑
i=1

ai+1 ∑
ey<z<y
f(z)f i(w(y, z))


which is g(y) as required. Thus p is surjective. ✷
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Corollary 6.1.6 If F is a quasifield constructed on a poset of height n which
satisfies (w5) and if the underlying ring K is p-divisible and has no p-torsion for
all primes p ≤ n then F ∈ K.
Proof: Since the poset is of height n we have F n+1 = {0} by Theorem 3.2.4.
The fact that the underlying ring has no p-torsion guarantees that F itself has
no p-torsion because addition is defined pointwise. Then by the lemmas and
corollary of this section we have that
p(f) =
(n!)n
n!
fn +
(n!)n−1
(n− 1)!
fn−1 + . . . +
(n!)3
3!
f 3 +
(n!)2
2!
f 2 + n!f for f ∈ F
is an isomorphism from (F,+) to (F, ◦), whence F ∈ K as required. ✷
Note that we already knew this in the case of K being an algebra over the
rationals for the quasifields constructed using sets, Dirichlet convolution and
Cauchy convolution where the height of the poset is finite. (The results here do
not help us for the complete (infinite) posets, but we already know from Section
2.2 that those quasifields are in K.) The only specific gains are for the finite
height version of the polynomials over the integers example, where K no longer
has to be restricted to R in order to have an isomorphism, and, in the other
examples, we can relax the condition that K be an algebra over the rationals.
6.2 Free nilpotent Q-algebras
The results of this section deal with commutative nilpotent Q-algebras, and, in
the next chapter, allow us to take care of all commutative nil Q-algebras. We
note that Kruse, in [25], has shown that every finitely generated commutative
quasiregular ring, in fact, is nilpotent.
Theorem 6.2.1 Every free commutative nilpotent Q-algebra of rank n is in
K.
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Proof: The free (commutative) Q-algebra of rank n in the variety of nilpo-
tent rings of index k + 1 — denoted by VAR(y1y2 . . . yk+1 = 0) — is
Fn = Q[X1, X2, . . . , Xn]
−/I
where Q[X1, X2, . . . , Xn]
− is the set of all polynomials over the rationals in the
indeterminates X1, X2, . . . , Xn having no term of degree zero, and
I = ({Xi1Xi2 . . .Xik+1 | 1 ≤ ij ≤ n})
is the ideal generated by all products of length k + 1.
Let ui = Xi + I for all i. Then Fn is a Q-algebra with basis
{ui1, ui1ui2, . . . , ui1ui2 . . .uik | ij ∈ {1, 2, . . . , n} ∀j and i1 ≤ i2 ≤ . . . ≤ ij}.
An element x ∈ Fn can be written in the form
x =
∑
ai1ui1 +
∑
ai1i2ui1ui2 + . . . +
∑
ai1i2...ikui1ui2 . . .uik
= A1 + A2 + . . . + Ak
where Am =
∑
ai1i2...imui1ui2 . . .uim. Note that all terms in Am have degree
m. Now by the multinomial theorem, which is a generalisation of the binomial
theorem (see, for example, [36], pp. 16–17), we have
xj = (A1 + A2 + . . . + Ak)
j =
∑ j!
t1! . . . tk!
At11 A
t2
2 . . .A
tk
k
where the sum extends over all non-negative integers ti such that
∑
ti = j.
Bearing in mind that all products of length greater than or equal to k + 1
vanish we have the additional requirement that
∑
iti ≤ k, since this ensures
that the degree of At11 A
t2
2 . . .A
tk
k is no more than k.
Since Fn is a torsion-free ring which is nilpotent of index k+1, by Corollary
6.1.3 the following is an injective homomorphism from (Fn,+) to (Fn, ◦).
p(x) =
(k!)k
k!
xk +
(k!)k−1
(k − 1)!
xk−1 + . . . +
(k!)3
3!
x3 +
(k!)2
2!
x2 + k!x
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=
(k!)k
k!
∑ k!
t1! . . . tk!
At11 A
t2
2 . . .A
tk
k [line (*k)]
+
(k!)k−1
(k − 1)!
∑ (k − 1)!
t1! . . . tk!
At11 A
t2
2 . . .A
tk
k [line (*(k − 1))]
+ . . . +
(k!)2
2!
∑ 2!
t1! . . . tk!
At11 A
t2
2 . . .A
tk
k [line (*2)]
+k!
∑ 1!
t1! . . . tk!
At11 A
t2
2 . . .A
tk
k [line (*1)]
where for the summand indicated in line (*j) of the above expression we have
the following constraints:
∑
ti = j and
∑
iti ≤ k. We note that
∑
iti gives the
degree of the basis elements involved in any particular expression.
We will take an arbitrary element, y, of Fn and show that there exists x ∈ Fn
such that p(x) = y, thus demonstrating that the function p is an isomorphism.
Suppose that
y =
∑
bi1ui1 +
∑
bi1i2ui1ui2 + . . . +
∑
bi1i2...ikui1ui2 . . . uik
= B1 +B2 + . . . +Bk
where Bj =
∑
bi1i2...ikui1ui2 . . .uik , again noting that Bj contains all the terms
of degree j.
Define
x =
∑
ai1ui1 +
∑
ai1i2ui1ui2 + . . . +
∑
ai1i2...ikui1ui2 . . .uik
= A1 + A2 + . . . + Ak
inductively via ai1 =
1
k!
bi1 for all i1 ∈ {1, 2, . . . , n} and
ai1...im =
1
k!

bi1...im −
m∑
j=2
cj,i1...im


where cj,i1...im is the coefficient of ui1ui2 . . .uim in
(k!)j
j!
∑ j!
t1!t2! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
and the terms in this summation satisfy
∑
iti = m. Note that all the terms in
said summation involve coefficients of the form ai1...is where s < m, so that it is
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a satisfactory inductive definition. We shall prove that p(x) = y by considering
the terms of degree m in both p(x) and y. In y the terms of degree m are in
Bm =
∑
bi1i2...imui1ui2 . . .uim, while in p(x) the situation is more complicated!
We shall consider which lines of the expansion of p(x) contain such terms.
In line (*1) of the expansion of p(x) above there is only one occurrence
of a degree m term, namely when tm = 1 and all other ti = 0. (Note that
this choice of values for the ti yields
∑
iti = mtm = m ≤ k as required by
the second of the constraints.) Thus line (*1) gives us the term k!1!
1!
Am =
k!
∑
ai1i2...imui1ui2 . . .uim and the ai1i2...im terms are given by the inductive def-
inition of x.
In considering now line (*j) we note that we cannot have j > m. This
is because the constraints require that
∑
ti = j, but since the degree of any
expression for some choice of the ti is given by
∑
iti and we are interested in those
terms satisfying
∑
iti = m we would have a contradiction since
∑
iti ≥
∑
ti for
non-negative ti. Consequently we turn our attention only to those lines (*j)
where j ≤ m. In these lines terms of degree m can arise in possibly more than
one way; all that we require is a choice of values for the ti such that
∑
ti = j and∑
iti = m. [So, for example, with m = 5 and j = 3 we can have {t1 = 1, t2 = 2,
and ti = 0 for i = 3, . . . , k} and {t1 = 2, t3 = 1 and ti = 0 for i = 2, 4, 5, . . . , k}.
This gives rise to two sets of degree five terms on line (*3), namely 3!
1!2!
A1A
2
2 and
3!
2!1!
A21A3.]
Now, we observe that given various choices of ti on line (*j) we have terms
like
∑ j!
t1!...tk !
At11 A
t2
2 . . .A
tk
k ; however, we cannot have a factor of Al for any l > m
since otherwise (if tl > 0) we would have
∑
iti ≥ ltl ≥ l > m and so the degree
of the term would be larger than the requisite m. Moreover, the factor Am can
only be involved on line (*1). This follows because if tm 6= 0 then to satisfy∑
iti = m we must have tm = 1 and all other ti = 0 from which we have
∑
ti = 1
and hence we must be on line (*1). Thus on line (*j), where 1 < j ≤ m, terms
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of degree m involve expressions like j!
t1!...tm−1!
At11 A
t2
2 . . .A
tm−1
m−1 , and each of the As
will involve the coefficients ai1 , ai1i2 , . . . , ai1i2...im−1 , all of which are given by the
definition of x. Consequently all the terms of degree m in p(x) are given by
k!Am +
m∑
j=2
(
(k!)j
j!
[∑ j!
t1! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
])
where the sum is over all choices of ti such that
∑
iti = m. Now
k!Am +
m∑
j=2
(
(k!)j
j!
[∑ j!
t1! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
])
= k!
∑
ai1i2...imui1ui2 . . .uim
+
m∑
j=2
(
(k!)j
j!
[∑ j!
t1! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
])
= k!
∑ 1
k!

bi1...im −
m∑
j=2
cj,i1...im

 ui1ui2 . . .uim
+
m∑
j=2
(
(k!)j
j!
[∑ j!
t1! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
])
=
∑
bi1...imui1ui2 . . .uim −
∑ m∑
j=2
cj,i1...imui1ui2 . . .uim
+
m∑
j=2
(
(k!)j
j!
[∑ j!
t1! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
])
=
∑
bi1...imui1ui2 . . .uim
because of the definition of cj,i1...im and its relationship to
m∑
j=2
(
(k!)j
j!
[∑ j!
t1! . . . tm−1!
At11 A
t2
2 . . .A
tm−1
m−1
])
.
We conclude that p is surjective, and therefore the algebra Fn is in K. ✷
Corollary 6.2.2 Every finitely generated nilpotent Q-algebra is in K.
Proof: Every finitely generated Q-algebra satisfying y1y2 . . . yk+1 = 0 is a
homomorphic image of some Fn (Fn as in Theorem 6.2.1). Suppose A is such a
finitely generated Q-algebra with φ : Fn → A a surjective ring homomorphism
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for some appropriate Fn. Now A satisfies the requirements for the superhomo-
morphism of Corollary 6.1.3 to be injective; all we need to do is show that it
is surjective. For a ∈ A there exists x ∈ Fn such that a = φ(x). Also, since
the superhomomorphism is known to be surjective in Fn by Theorem 6.2.1 then
there exists a y ∈ Fn such that x =
(k!)k
k!
yk + (k!)
k−1
(k−1)!
yk−1 + (k!)
3
3!
y3 + (k!)
2
2!
y2 + k!y.
It follows that
(k!)k
k!
(φ(y))k +
(k!)k−1
(k − 1)!
(φ(y))k−1 +
(k!)3
3!
(φ(y))3 +
(k!)2
2!
(φ(y))2 + k!φ(y)
=
(k!)k
k!
φ(yk) +
(k!)k−1
(k − 1)!
φ(yk−1) +
(k!)3
3!
φ(y3) +
(k!)2
2!
φ(y2) + k!φ(y)
= φ(
(k!)k
k!
yk +
(k!)k−1
(k − 1)!
yk−1 +
(k!)3
3!
y3 +
(k!)2
2!
y2 + k!y)
= φ(x) = a
and so the superhomomorphism in A is surjective. Thus there exists an iso-
morphism from (A,+) to (A, ◦) and hence every finitely generated nilpotent
Q-algebra is in K. ✷
6.3 Free nilpotent Z-algebras
In this section we will obtain the analogue of Theorem 6.2.1 for free nilpotent
Z-algebras. However our approach is necessarily different: the superhomomor-
phism need not be surjective. As an example, consider a free Z-algebra which
is nilpotent of index three. The homomorphism p(x) = 2x2 + 2x is injective by
Corollary 6.1.3, but produces only elements with even coefficients and so cannot
be surjective.
The other main outcome will be a proof that K is not homomorphically
closed.
We begin with a lemma which indicates what quasi-inverses look like in a
nilpotent ring.
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Lemma 6.3.1 If R is a ring satisfying Rk+1 = 0 then
u◦m = (1 + u)m − 1 = mu+
m(m− 1)
2!
u2 + . . . +
m(m− 1) . . . (m− k + 1)
k!
uk
for all m ∈ Z.
Proof: For m ∈ N the result has already been discussed in Section 1.2; for
m = 0 the result is obvious. For m ∈ N observe that in a nilpotent ring
u◦(−1) = −u+ u2 − u3 + . . . + (−1)kuk
and that u◦(−m) = (u◦(−1))◦m. Then we have
(u◦(−1))◦m =
m∑
r=1
(mr )(−u+ u
2 − u3 + . . . + (−1)kuk)r.
Let us consider where the coefficients of uj arise. In expanding the expression
(−u + u2 − u3 + . . . + (−1)kuk)r before worrying about gathering terms or
multiplying together the powers of u, we will obtain expressions like
(−1)i1ui1(−1)i2ui2 · · · (−1)iruir .
So, to obtain a uj term we require i1+ i2+. . .+ ir = j. Now the number of ways
of partitioning j into r natural numbers i1, i2, . . . , ir to satisfy this condition is
(
j−1
r−1). (To see this, imagine j dots and r − 1 dividers placed among the j − 1
spaces between the dots to partition j as required.) Thus the coefficient of uj
arising from (−u+u2−u3+. . .+ (−1)kuk)r is (−1)j(j−1r−1), and so the coefficient
of uj in the whole expression is
(−1)j
[
m+ (m2 )(
j−1
1 ) + (
m
3 )(
j−1
2 ) + . . . + (
m
j−1)(
j−1
j−2) + (
m
j )(
j−1
j−1)
]
= (−1)j
j∑
i=1
(
j−1
i−1)(
m
i ).
By [36] (pages 209 and 15) and using the notation there we have
j∑
i=1
(
j−1
i−1)(
m
i ) = ((
m
j )) = (
m+j−1
j ).
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Now
(−1)j(
m+j−1
j ) = (−1)
j (m+ j − 1)(m+ j − 2) . . . (m+ 1)m
j!
=
(−m− j + 1)(−m− j + 2) . . . (−m− 1)(−m)
j!
=
(−m)(−m − 1) . . . (−m− j + 2)(−m− j + 1)
j!
and so, for m ∈ N we have
u◦(−m) = −mu +
−m(−m − 1)
2!
u2 + . . . +
−m(−m− 1) . . . (−m− k + 1)
k!
uk
as required. ✷
Alternatively, we could have proved this result using the work of Niven [29]
on formal power series rings, using techniques similar to those employed in
Lemma 7.1.3.
Theorem 6.3.2 Every free commutative nilpotent Z-algebra of rank n is in K.
Proof: We will now consider the free (commutative) Z-algebra of rank n in
VAR(y1y2 . . . yk+1 = 0), the variety of nilpotent rings of index k + 1. In similar
fashion to the previous section, we will denote this by
Fn = Z[X1, X2, . . . , Xn]
−/I
where Z[X1, X2, . . . , Xn]
− is the set of all polynomials in the n indeterminates
X1, X2, . . . , Xn having no term of degree zero, and
I = ({Xi1Xi2 . . .Xik+1 | 1 ≤ ij ≤ n})
is the ideal generated by all products of length k + 1.
Let ui = Xi + I for all i. Then (Fn,+) is free abelian with basis
B = {ui1, ui1ui2, . . . , ui1ui2 . . .uik | ij ∈ {1, 2, . . . , n} ∀j and i1 ≤ i2 ≤ . . . ≤ ij}.
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We will show that this set is also a basis for (Fn, ◦).
We will use Lemma 6.3.1 in what follows; in addition, we need to establish
the result of circle composing a number of elements. Recall (see page 36) that
we use
∐
for circle composition in the same way that
∑
and Π are used for
addition and multiplication respectively. It can be shown, using induction, that
n∐
i=1
ai =
n∑
i=1
ai +
∑
i1<i2
ai1ai2 +
∑
i1<i2<i3
ai1ai2ai3 + . . . + a1a2 . . . an (*)
where the ij values are taken from the set {1, 2, . . . , n}.
To show that B is a basis for (Fn, ◦) we shall demonstrate that we can find
values for mi1i2...ij such that
∐
i1
u
◦mi1
i1 ◦
∐
i1≤i2
(ui1ui2)
◦mi1i2 ◦ . . . ◦
∐
i1≤i2≤...≤ik
(ui1ui2 . . .uik)
◦mi1i2...ik
=
∑
ai1ui1 +
∑
ai1i2ui1ui2 + . . . +
∑
ai1i2...ikui1ui2 . . . uik (†)
where, as before, the ij values are taken from the set {1, 2, . . . , n} and where
the expression on the right hand side is an arbitrary element of Fn. We will
proceed by induction on the degree of the basis elements, and we shall denote
the left and right sides of equation (†) by LHS(†) and RHS(†) respectively.
The degree one terms of RHS(†) come from the
∑
ai1ui1 term, while the
only term on LHS(†) contributing such terms when that side is expanded is∐
i1 u
◦mi1
i1 . Now by (*) we have
∐
i1
u
◦mi1
i1 =
∑
u
◦mi1
i1 +
∑
u
◦mi1
i1 u
◦mi2
i2 + terms of higher degree
and in this the degree one terms come from
∑
u
◦mi1
i1 which equals
∑
(mi1ui1 +
mi1(mi1 − 1)
2!
u2i1 + . . . +
mi1(mi1 − 1) . . . (mi1 − k + 1)
k!
uki1)
from which it can be seen that the degree one terms are simply
∑
mi1ui1. It
follows that we must have mi1 = ai1 for all i1 ∈ {1, 2, . . . , n}.
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Now assume that we have all the values mi1 , mi1i2, . . . , mi1i2...ij−1 ; we will
prove that we can determine mi1i2...ij by considering the terms of degree j. In
RHS(†) such terms arise from
∑
ai1i2...ijui1ui2 . . .uij . To ascertain what happens
in LHS(†) we will expand it using (*) while ignoring nilpotence for the moment.
LHS(†)
= (
∑
u
◦mi1
i1 +
∑
u
◦mi1
i1 u
◦mi2
i2 + . . . + u
◦mi1
i1 u
◦mi2
i2 . . .u
◦min
in ) (†1)
◦(
∑
(ui1ui2)
◦mi1i2 +
∑
(ui1ui2)
◦mi1i2 (ui3ui4)
◦mi3i4 + . . .) (†2)
◦(
∑
(ui1ui2ui3)
◦mi1i2i3 +
∑
(ui1ui2ui3)
◦mi1i2i3 (ui4ui5ui6)
◦mi4i5i6 + . . .) (†3)
◦ . . . ◦ (
∑
(ui1 . . . uij)
◦mi1...ij +
∑
(ui1 . . .uij)
◦mi1...ij (uij+1 . . .ui2j )
◦mij+1...i2j + . . .) (†j)
◦ . . . ◦ (
∑
(ui1 . . . uik)
◦mi1...ik +
∑
(ui1 . . .uik)
◦mi1...ik (uik+1 . . .ui2k)
◦mik+1...i2k + . . .) (†k)
where there are various restrictions on the values of the is being used, arising
from (*) and the types of basis elements in B. After further expansion, LHS(†)
will comprise sums and products of the given terms, and so we can seek out
those terms of degree j.
For rows (†(j+1)) to (†k) there will be no such terms, as the degrees of all the
terms here are greater than j. In row (†j), the only jth degree terms will arise
from
∑
(ui1ui2 . . .uij)
mi1i2...ij ; in particular, after expanding (ui1ui2 . . .uij)
mi1i2...ij
using the binomial result, the only terms will be
∑
mi1i2...ij(ui1ui2 . . . uij). Note
that this expression contains the sought after mi1i2...ij coefficients.
The remaining (very large quantity of) jth degree terms will come from
sums and products of terms within and between the rows (†1) to (†(j−1)). For
example, in row (†1) the expansion of each u
◦mi1
i1 could have a degree j term
(depending on the value of mi1) as could the expansion of u
◦mi1
i1 u
◦mi2
i2 , and so on.
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Furthermore, terms from row (†1) will multiply with terms from higher rows too,
to give jth degree terms when all the remaining circle composition operations
are carried out; and the same applies to other rows as well. However, all these
additional terms of degree j involve the coefficients mi1 , mi1i2 , . . . , mi1i2...ij−1
which are assumed to be known by the inductive hypothesis. Thus on equating
the jth degree terms on LHS(†) with those from RHS(†) the mi1i2...ij coefficients
can be determined.
We conclude that B generates (Fn, ◦). Moreover, it is clear from the above
arguments that if
0 =
∐
i1
u
◦mi1
i1 ◦
∐
i1≤i2
(ui1ui2)
◦mi1i2 ◦ . . . ◦
∐
i1≤i2≤...≤ik
(ui1ui2 . . .uik)
◦mi1i2...ik
then all the coefficients mi1i2...ij must be zero. Thus B is, in fact, a basis for
(Fn, ◦) whence (Fn, ◦) is free abelian with the same rank as (Fn,+). We then
have (Fn,+) ∼= (Fn, ◦), so that Fn ∈ K. ✷
Theorem 6.3.3 K is not homomorphically closed.
Proof: As in the previous theorem, let Fn denote the free commutative
Z-algebra of rank n which has index of nilpotence k + 1. Choose a prime p
such that p ≤ k. Then Fn/pFn = Zp[v1, v2, . . . , vn] where vi = ui + pFn (where
the ui are as defined in Theorem 6.3.2). Now Fn/pFn is obviously a Zp-algebra;
however, since p ≤ k, we do not have vpi = 0 and so by Theorem 3.1.1 we
conclude that Fn/pFn /∈ K and the result follows. ✷
Note that the results of Section 2.3 are still required. The quasifields therein
are constructed on finite posets with Z as the underlying ring, and are finitely
generated nilpotent Z-algebras. However, even though such a ring is a homo-
morphic image of one of the free nilpotent Z-algebras of Theorem 6.3.2, Theorem
6.3.3 implies that there is no guarantee that this quasifield is in K. We should
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note, too, that while the approaches used in Theorem 6.3.2 and the section con-
sidering the quasifields is similar, there may be multiplicative identities relating
basis elements in the quasifield case. As a particular example, in the quasifield
F over Z constructed on the poset P = ({0, 1, 2},≤) and using the notation of
Section 2.3, the identity (ε1)
2 = ε2 holds.
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Chapter 7
More on rational algebras
7.1 Nil and complete rational algebras
We have already considered numerous examples in which the groups (R,+) and
(R, ◦) are essentially the same; in this chapter we will investigate further the
question of how similar or different these groups can be for different kinds of
quasiregular rings. Torsion properties will be of particular interest.
In discussing the group properties of (R, ◦) we may occasionally use the
prefix quasi, so that, for example, we shall say that R is quasitorsion-free if
(R, ◦) is torsion-free.
We shall be begin by considering an example to see how different the additive
and circle composition groups can be in a commutative Jacobson radical ring.
The definitive example of a commutative quasiregular ring is
R = {
2m
2n+ 1
| m,n ∈ Z},
colloquially referred to as the ring of evens over odds. It is a quasiregular subring
of the rationals. In [1] Amberg and Dickenschied point out that the additive
group of this ring has Pru¨fer rank 1 (which means that every finitely generated
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subgroup of (R,+) can be generated by one element), while the circle group
has infinite torsion-free rank. In addition, we observe that there is no torsion
in the additive group (being a subgroup of the rationals), while the element −2
has 2-torsion in the circle group. We will clarify and prove these claims for a
family of quasiregular subrings of Q which are generalisations of the evens over
the odds.
Example 7.1.1 In generalisations of the ring of evens over odds, the additive
and circle composition groups have different ranks.
Proof: Let p be a prime, and consider
Hp = {
m
n
| m,n ∈ Z, m ≡ n 6≡ 0(mod p); gcd(m,n) = 1},
Gp = {
m
n
| m,n ∈ Z, and p 6 | n 6= 0 and p | m}.
It is easy to show that Gp is a quasiregular subring of Q, with G2 being the
familiar “evens over odds” example; while Hp is a subgroup of (Q\{0}, ·). If
m
n
∈ Gp then it follows that 1 +
m
n
∈ Hp, since 1 +
m
n
= n+m
n
and because
p | m implies that n +m ≡ n(mod p). On the other hand, given m
n
∈ Hp then
m
n
= n+m−n
n
= 1 + m−n
n
, where, firstly, p cannot divide n as n 6≡ 0(mod p) and,
secondly, having m ≡ n(mod p) causes p to be a factor of m− n. We conclude
that m−n
n
∈ Gp and, hence, Hp = {1 + x | x ∈ Gp}.
Define the function f : Gp → Hp by f(x) = 1+x. This function is a bijection
and, furthermore, f(x)f(y) = (1+x)(1+y) = 1+x+y+xy = 1+x◦y = f(x◦y)
for all x, y ∈ Gp. Therefore (Gp, ◦) ∼= (Hp, ·), and so we can study (Gp, ◦) by
considering (Hp, ·).
To determine the elements of finite order in Hp we find those values of x for
which xk = 1, and since we are dealing with rational (and, hence, real) numbers
we must have x = ±1. If x = 1+m
n
= ±1 then m
n
= 0 or −2, with the conditions
p|m and p 6 | n implying that p = 2 for non-triviality. Thus Gp is torsion-free if
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p is odd. For p = 2 the torsion subgroup of G2 is 〈−2〉 = {−2, 0}, which is a
direct summand, for example because 〈−1〉 = 〈1 + (−2)〉 is a direct summand
of (Q\{0}, ·) and hence of (Hp, ·).
Now (Q\{0}, ·) is 〈−1〉 ⊕ 〈p | p prime〉 with the primes generating a free
group. Since Hp ∩ 〈−1〉 = {1} in the case that p is odd, we have, by one of the
group isomorphism theorems,
Hp ∼= Hp/(Hp ∩ 〈−1〉) ∼= (Hp + 〈−1〉)/〈−1〉
⊆ 〈−1〉 ⊕ 〈p | p prime〉/〈−1〉 ∼= 〈p | p prime〉.
It follows that Hp, and hence (Gp, ◦), is free of rank ℵo. This contrasts with
(Gp,+) which, as a subset of (Q,+), has rank 1. For p = 2, (G2,+) also has
rank 1, while (G2, ◦) is the direct sum of Z2 and an abelian group which is free
of rank ℵo. This means that the additive group of Gp is a homomorphic image
of the circle composition group but not vice versa. ✷
In [1] (Theorem B) Amberg and Dickenschied showed that for a Jacobson
radical ring, R, if (R, ◦) has finite torsion-free rank (i.e. has finite rank when the
torsion subgroup has been factored out) then so does (R,+) and, in fact, R is
nil and the ranks are equal. In addition, they have shown ([1], Lemma 2.4) that
if R is a nil ring then (R,+) is torsion-free if and only if (R, ◦) is torsion-free,
and if p is a prime then (R,+) is a p-group if and only if (R, ◦) is a p-group.
In the case of a quasiregular ring which is a Q-algebra we do not need the
assumption of nilness in order for the ring’s circle group to inherit the property
of being torsion-free as the next result shows.
Theorem 7.1.2 If R is a quasiregular Q-algebra then (R, ◦) is torsion-free.
Proof: Suppose a◦n = 0 for some n ∈ Z+. Then
0 = an + nan−1 + (n2)a
n−2 + . . . + (n2)a
2 + na
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and hence na = −an − nan−1 − (n2)a
n−2 − . . . − (n2)a
2. If we now write c =
1
n
(−an−1 − nan−2 − (n2)a
n−3 − . . . − (n2)a) we have a = ca = ac. Since R is
quasiregular there exists d ∈ R such that 0 = (−c) ◦ d = −c + d − cd, and so,
on multiplying by a, we obtain 0 = −ac+ad−acd = −a+ad−ad = −a. Thus
(R, ◦) is torsion-free. ✷
Divisibility plays a critical role in the above proof. If we have only that R is
(additively) torsion-free then it is possible for the circle group to have torsion
as is shown by −2 in the example of the evens over odds.
In order to return to nil rings which are also Q-algebras we need to consider
algebras on which a metric can be defined. Suppose that A is a Q-algebra
satisfying ∩n∈Z+A
n = 0. We can define the A-adic metric, d, on A as follows:
d(x, y) =


2−max{m | x−y∈A
m}, if this exists;
0, if x− y ∈ Am for all m, i.e. x = y.
Since ∩n∈Z+A
n = 0, it follows that d is a metric; in more general rings and
algebras it is a pseudometric.
We note that if a ring R is complete in the R-adic metric then it is, in fact,
quasiregular (see Lam [27], Remark 21.30, page 330).
Lemma 7.1.3 If R is a commutative Q-algebra which is complete in the R-adic
metric, then (R, ◦) is divisible.
Proof: Consider the ring, Q[[X ]], of formal power series over the rationals,
and in this ring let σ = 1+ 1
n
X +
1
n
( 1
n
−1)
2
X2+
1
n
( 1
n
−1)( 1
n
−2)
3
X3+ . . . be a rational
series for n ∈ Z+. Then, by Theorem 11 of [29], we have σ = (1 + X)
1
n and
hence σn = 1 + X . If we set τ = σ − 1 then 1 + X = σn = (τ + 1)n and so
X = (τ + 1)n − 1 = τ ◦n in Q[[X ]] and also XQ[[X ]], the latter being the ring
of power series over the rationals having zero constant term.
Note that XQ[X ], the ring of polynomials with zero constant term, is a
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free algebra on X . It follows that for any a ∈ R there exists a homomorphism
f : XQ[X ]→ R with f(r1X + r2X
2 + . . . rtX
t) = r1a + r2a
2 + . . . rta
t.
Let τm denote the m
th partial sum of τ for all m ∈ Z+. Then each τm is in
XQ[X ], so we can consider f(τm). If m1 > m2 then X
m2+1|(τm1 − τm2), so in R
we have am2+1|(f(τm1)−f(τm2)) = f(τm1−τm2). It follows that f(τm1)−f(τm2) ∈
Rm2+1 and, hence, for every l ∈ Z+ we obtain f(τm1) − f(τm2) ∈ R
m2+1 ⊆ Rl
whenever m1 > m2 > l. Since we now have d(f(τm1), f(τm2)) ≤ 2
−l for all
m1 > m2 > l, we deduce that 〈f(τm)〉 is a Cauchy sequence in R. Finally, since
R is complete, there exists c ∈ R such that limm→∞ f(τm) = c.
Returning to XQ[X ], consider the XQ[X ]-adic metric, which we shall de-
note by d as well (this is also known as the X-adic or (X)-adic metric). For
l ∈ Z+, if t ∈ XQ[X ] and d(t, X) < 2−l, then t−X ∈ (XQ[X ])l+1. We then have
f(t)− a = f(t)− f(X) = f(t−X) ∈ Rl+1 and thus d(f(t), a) ≤ 2−(l+1) < 2−l.
Hence f is continuous at X . However, since f is a group homomorphism and d
is invariant in both algebras (which is to say that d(x, y) = d(x+z, y+z) for all
x, y, z), we see that f is actually uniformly continuous everywhere in XQ[X ].
Since XQ[X ] is dense in XQ[[X ]], and XQ[[X ]] is closed in Q[[X ]], we
deduce that XQ[[X ]] is a completion of XQ[X ] for the X-adic metric. Hence
there is a homomorphism fˆ : XQ[[X ]]→ R which extends f and, furthermore,
fˆ is continuous. In XQ[[X ]] we have limm→∞ τm = τ for some τ in XQ[[X ]],
and then, by continuity, we have
fˆ(τ) = fˆ( lim
m→∞
τm) = lim
m→∞
fˆ(τm) = c.
However, upon recalling that τ ◦n = X , we obtain c◦n = (fˆ(τ))◦n = fˆ(τ ◦n) =
fˆ(X) = f(X) = a. Thus, for all a ∈ R and n ∈ Z+ there exists c ∈ R such that
a = c◦n, and so (R, ◦) is divisible. ✷
Corollary 7.1.4 If R is a nilpotent Q-algebra then (R, ◦) is divisible.
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Proof: Nilpotence implies that the R-adic metric is discrete (as there exists
some n such that Rm = 0 for all m ≥ n), and discrete metrics are complete. ✷
Corollary 7.1.5 If R is a commutative nil Q-algebra then (R, ◦) is divisible.
Proof: For any b ∈ R let 〈b〉 denote the Q-subalgebra generated by b.
Then, as R is nil, 〈b〉 is nilpotent and so (〈b〉, ◦) is divisible by Corollary 7.1.4.
Therefore, for all n ∈ Z+ there exists a c ∈ 〈b〉 ⊆ R such that b = c◦n. ✷
As a consequence of this result and Theorem 7.1.2 we see that any ring
which is a nil Q-algebra has a torsion-free divisible circle composition group.
It is well-known that such a group is a Q-vector space and, with the additive
group having the same property, the question of whether or not the two groups
are isomorphic again arises. The question is settled by considering the size
and dimensions of the groups; this will be the outcome of Theorem 7.1.8. The
difficult case is when the dimension of the additive group is countably infinite,
and so some important lemmas will precede the final conclusion.
Lemma 7.1.6 Let R be a commutative nilpotent Q-algebra of dimension ℵ0.
Then R is in K.
Proof: Since R is a nilpotent Q-algebra it is nil and so, by [1], Lemma
2.4 (or Theorem 7.1.2) and Corollary 7.1.5, (R, ◦) is torsion-free and divisible.
Furthermore, R (being torsion-free) satisfies the conditions of Corollary 6.1.3,
so there exists an injective homomorphism, f , from (R,+) to (R, ◦) such that
f(x) is a polynomial in x for all x ∈ R. It follows that (R,+) ∼= Im(f) ⊆ (R, ◦),
and thus ℵ0 = dim(R,+) ≤ dim(R, ◦) ≤ ℵ0. We cannot have dim(R, ◦) > ℵ0
because then |R| would be uncountably infinite, which is impossible since it is
a Q-algebra with a countably infinite basis (for addition). We conclude that
(R,+) ∼= (R, ◦), as required. ✷
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Lemma 7.1.7 Suppose that R is a commutative nil Q-algebra of dimension
ℵ0. Then R ∈ K.
Proof: Note that once again [1], Lemma 2.4 (or Theorem 7.1.2) and Corol-
lary 7.1.5 reveal that (R, ◦) is torsion-free and divisible, and so, like the ad-
ditive group, is a Q-vector space. We need to show that the dimension of
(R, ◦) is ℵ0, which we do by showing it cannot be finite. (A dimension larger
than ℵ0 is impossible for the same reasons as explicated at the end of the
previous proof.) If R is nilpotent the result follows from Lemma 7.1.6. Sup-
pose, then, that R is not nilpotent and that {u1, u2, . . .} is a basis. Since R is
nil it is locally nilpotent, and so all finitely generated subrings are nilpotent,
whence R cannot be generated as an algebra by {u1, . . .un} for any n. Let
Rn denote the algebra generated by {u1, . . .un} for all n. Then we must have
R1 ⊆ R2 ⊆ . . . and R = R1 ∪ R2 ∪ . . .. Thus there must exist infinitely many
indices n1 < n2 < . . . such that dim(Rn1) < dim(Rn2) < . . . < dim(Rni) < . . ..
Now Rni is nilpotent for all i and so by Corollary 6.1.3 there is an injective
homomorphism fi : (Rni ,+) → (Rni , ◦) and (Rni , ◦) ⊆ (R, ◦) for all i. Hence
dim(R, ◦) ≥ dim(Rni, ◦) ≥ dim(Rni,+), again for all i, which implies that
dim(R, ◦) is infinite. Thus (R,+) and (R, ◦) are both Q-vector spaces of di-
mension ℵ0 and so (R,+) ∼= (R, ◦). ✷
Theorem 7.1.8 All commutative nil Q-algebras are in K.
Proof: Let R be a commutative nil Q-algebra. If dim(R) is finite then R is
nilpotent and, because it is finite dimensional, it is in K by Corollary 6.2.2. If
dim(R) = ℵ0 then Lemma 7.1.7 yields the desired result. Finally, if dim(R) > ℵ0
then dim(R) = |R| and so dim(R,+) = |(R,+)| = |(R, ◦)| = dim(R, ◦) and we
again have (R,+) ∼= (R, ◦). ✷
Let us return to rings which are complete in their ring-adic metrics. By the
Baire category theorem (see, for example, [24], if R is complete in the R-adic
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metric then either R is uncountable or the R-adic metric is discrete. For, if R is
countable then for some a ∈ R {a} has non-empty interior, so is open, whence
by continuity of addition, all singletons are open.
Proposition 7.1.9 If a commutative ring R is a Q-algebra which is complete
in the R-adic metric then R is in K.
Proof: By Theorems 7.1.2 and 7.1.3 (R, ◦) is torsion-free and divisible. Now
if R is uncountable then, since Q is countable it follows that (R,+) and (R, ◦)
have uncountable dimension and are thus isomorphic. On the other hand, if R
is not uncountable then the R-adic metric must be discrete. This implies that
the ring is nilpotent. In the case that R has countably infinite dimension as a
Q-algebra we can invoke Lemma 7.1.6 to conclude that R ∈ K. Finally, if R has
finite dimension as a Q-algebra, then Corollary 6.2.2 is applicable, and R ∈ K
in this case, too. ✷
For the following example — from which we will deduce that quasiregular
subrings of rings in K need not be in K — we will consider the ring of p-adic
integers for some prime p. This can be thought of as the set of formal sums of
the form a0+a1p+a2p
2+a3p
3+. . . where ai ∈ {0, 1, 2, . . . , p−1}, with addition
and multiplication carried out term-wise modulo the appropriate powers of p.
We shall denote this ring by Ip. The p-adic integers are a subset of the p-adic
numbers; this set is the completion of the rationals with respect to the p-adic
metric which on Ip is defined by
d(x, y) =


p−max{m | p
m divides x−y}, if this exists;
0, if x = y.
The p-adic integers, like their rational integer counterparts, are torsion-free. For
additional information on p-adic numbers and their topological properties see
[35] or [23].
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It is straightforward to show that the Jacobson radical of the p-adic integers
is J (Ip) = pIp. Denote this by J . We note that (Ip,+) ∼= (pIp,+) using x 7→ px
(cf. Example 7.1.1). Then
(J, ◦) ∼= ({1 + x | x ∈ J}, ·) ⊆ U(Ip)
where U(Ip) is the group of units of Ip and the isomorphism is via x 7→ 1 + x.
Denote by Vp the set {1+x | x ∈ J} so that, on rewriting, we have (J, ◦) ∼= (Vp, ·).
Since J = pIp we see that Vp is the set of units of Ip which are congruent to
1 (mod p). Karpilovsky ([21], pages 473–4) shows that in the case where p is
odd, (Vp, ·) ∼= (Ip,+) and so
(J,+) = (pIp,+) ∼= (Ip,+) ∼= (Vp, ·) ∼= (J, ◦).
On the other hand, if p = 2 then [21] proves (V2, ·) ∼= I2×Z2 so (J, ◦) ∼= I2×Z2.
Consequently (J, ◦) (or, equivalently, (Vp, ·)) is torsion-free if and only if p 6= 2;
furthermore, J = J (Ip) ∈ K if and only if p 6= 2.
We now examine whether or not J is complete in the p-adic topology. First,
observe that since J = pIp everything in J has the form px for x ∈ Ip. Then,
Jn = pn−1J = pnIp for all n ∈ N. Thus in J the p-adic and the J-adic (see
page 125) topologies coincide. Second, J is a closed set in Ip. To see this we
point out that J is an open ball with radius 1 and centre 0 since d(x, 0) =
p−max{m | p
m divides x−y} ≤ p−1 < 1 for x ∈ J = pIp. However, J is also a subgroup
of Ip, and if a subgroup is open then so are its cosets. What is more, any union of
open sets is open (this is true in any topological space). Now, Ip\J = ∪x/∈J(x+J)
which is a union of cosets of J . Thus Ip\J is open, whence J is closed in Ip.
So, since J is a closed set in a complete metric space, we see that J itself
is complete in the p-adic — and hence the J-adic — metric (see [24], Theorem
1.4-7).
In the case that p = 2 we can now see that J is torsion-free, J-adically
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complete but not in K since we showed that (J, ◦) ∼= I2 × Z2 which has 2-
torsion. This contrasts with Proposition 7.1.9, where we showed that any ring
R which is torsion-free, R-adically complete and divisible is in K.
On the other hand, if p is odd we have a ring J which is complete in the
J-adic metric and is also in K but which has a quasiregular subring which is
not in K, as the following result shows.
Theorem 7.1.10 There exists a ring in K with a quasiregular subring not in
K.
Proof: In the previous example we showed that if p is an odd prime then
J = J (Ip) = pIp is in K. The set {
m
n
| p does not divide n} is a subring of
Ip. This is because it is possible to find values of a0, a1, a2, a3, . . . to solve
m = n(a0 + a1p+ a2p
2 + a3p
3 + . . .). The set {pm
n
| p does not divide n} is then
a quasiregular subring of J . However, this ring is not in K by the results of
Example 7.1.1. ✷
Let us return to the torsion properties of the additive and circle composition
groups of nil rings. Note that the quasifield construction can yield rings which
are not nil (see, for example, Theorems 3.5.3 and 3.5.6). However, we have the
following.
Proposition 7.1.11 Suppose F is a quasifield, with underlying ring K. If K
is torsion-free [divisible] then F is quasitorsion-free [quasidivisible].
Proof: In what follows, f ∈ F , x, y ∈ P , where P is the partially ordered
set on which the quasifield is constructed, and ex is the minimal element of P
which is less than x. Recall, too, that #(x) is the number of elements of P less
than or equal to x.
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We shall deal with the torsion-free property first, proving that if f ◦n = δ
then f = δ, i.e. f(x) = 0 for all x /∈ Min(P ). Now,
f ◦n = fn + (n1)f
n−1 + (n2)f
n−2 + . . . + nf,
while Corollary 3.2.2 shows that fn(x) = 0 for all elements x with height less
than n. If x is such that #(x) = 1 ( = h(x)) then from f ◦n = δ we have
0 = f ◦n(x) = nf(x) whence f(x) = 0 as K is torsion-free. Now suppose that
f(x) = 0 for all x such that #(x) ≤ k − 1, and consider x with #(x) = k.
Since fm(x) =
∑
ex<y<x f
m−1(y)f(w(x, y)) (for m ≥ 2) and the properties of
P together with (w4) imply that #(y),#(w(x, y)) < #(x) we conclude that
fm(x) is a function of values of f(y) where #(y) < #(x) = k. The inductive
hypothesis then implies fm(x) = 0 for m ≥ 2, and so f ◦n(x) = nf(x). This
can only equal 0 when f(x) = 0; hence we see that f = δ and so (F, ◦) is
torsion-free.
To prove the inheritance of divisibility, we need to show that for any n ∈ N
and g ∈ F we can find f ∈ F such that f ◦n = g. It is easy to verify that for
height one elements we must have f(x) = g(x)
n
, with the remaining values defined
inductively on #(x) via f(x) = 1
n
(g(x)− fn(x) − (n1)f
n−1(x)− . . .− (n2)f
2(x)).
The terms on the right hand side exist since, as before, fm(x) depends only on
values of f(y) where #(y) < #(x). ✷
So for quasifields we see that (R,+) torsion-free and divisible implies that
(R, ◦) is torsion-free and divisible.
We will now show that it is possible for a commutative quasiregular ring to
have torsion, but to be quasitorsion-free.
Theorem 7.1.12 The complete Cauchy convolution ring over Zp (p prime) is
a torsion ring which is quasitorsion-free.
132
Proof: Given f ∈ F suppose k is the least natural number such that
f(k) 6= 0. Now for m ≥ 2 we have fm(k) =
∑
1≤r<k f(r)f
m−1(k− r) = 0, and so
f ◦n(k) = fn(k) + (n1)f
n−1(k) + . . . + nf(k) = nf(k). It follows that in order to
have f ◦n = δ we must have p|n. Let n = psr where s ∈ N and p does not divide
r. Then, by Lemma 1.2.4, where we showed that (
psr
j ) always has at least one
factor of p except when ps divides j, we see that
f ◦p
sr(psk)
= f p
sr(psk) + (
psr
1 )f
psr−1(psk) + . . . + (
psr
2 )f
2(psk) + psrf(psk)
= f p
sr(psk) + (p
sr
ps )f
(r−1)ps(psk) + (
psr
2ps)f
(r−2)ps(psk) + . . .
+(
psr
jps)f
(r−j)ps(psk) + . . . + (
psr
ps(r−1))f
ps(psk)
= (
psr
ps(r−1))f
ps(psk)
since, by Lemma 3.5.1, fm(t) = 0 for t < mk, and we have psk < (r− i)psk for
0 ≤ i ≤ r − 2. Applying the first part of Lemma 3.5.1 to the remaining term
yields f ◦p
sr(psk) = (
psr
ps(r−1))f
ps(psk) = (
psr
ps(r−1))(f(p
sk))p
s
6= 0, from which we
conclude that (F, ◦) is torsion-free. ✷
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Chapter 8
Semigroup properties of (R, ◦)
Throughout most of this thesis we have been studying Jacobson radical rings;
we reiterate that such a ring, R, is characterized by the fact that its circle
composition semigroup (R, ◦) is a group, and, moreover, that group is abelian
in the case that the multiplication in the ring is commutative.
In [7], Clark introduced the idea of a generalised radical ring in which (R, ◦) is
a union of groups. Among other things he showed that rings which are strongly
regular (with respect to multiplication) are generalised radical rings. Du Xi-
ankun, in [13], investigated these rings further, and, in [14], considered adjoint
regular rings in which (R, ◦) is a regular semigroup, showing, for example, that
regular rings are adjoint regular.
In this chapter we will use an approach similar to that of Section 2.2 to
construct an additional class of examples of quasiregular rings, and also indicate
that in certain circumstances it is possible to obtain rings in which (R, ◦) is
regular. We will conclude by showing that neither the class of adjoint regular
rings nor the class of generalised radical rings is a radical class.
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8.1 Collapsing monoids
In Section 2.2 our aim was to construct rings in such a way that the circle
composition operation gave rise to a group. The construction relied, in part, on
the properties of the underlying partially ordered set. In this Section we will
construct some more quasiregular rings by considering rings constructed on a
class of commutative monoids — these monoids will play a role analogous to
that of the posets in the quasifield construction. The construction is developed
from the idea of generalized power series rings as outlined by Ribenboim in, for
example, [32] and [33], and is also related to the results of Chapter 2. Following
this, in the next section we will adapt these ideas to show the construction of
rings in which the circle composition semigroup is regular, i.e. for each a ∈ R
there exists b ∈ R such that a = a ◦ b ◦ a.
Let S be a commutative monoid which we shall write additively, so the
identity is 0. For every s ∈ S define the set Xs = {(t, u) ∈ S × S | t + u = s}.
Furthermore let S satisfy the following conditions:
(CM1): X0 = {(0, 0)};
(CM2): Xs is finite for all s ∈ S; and
(CM3): |Xu| < |Xs| whenever u 6= s is such that there exists t ∈ S with
(t, u) ∈ Xs.
(CM4): (u, s), (s, u) ∈ Xs if and only if u = 0.
[Note that (CM1) is equivalent to the assertion that X0 is the only subgroup of
S.]
We shall give the name collapsing monoid to any commutative monoid satis-
fying (CM1) to (CM4). Later we shall show that there are a number of naturally
occurring examples of such monoids.
Theorem 8.1.1 Let S be a collapsing monoid, K a ring. Let F be the set
of all functions f : S → K, such that f(0) = 0. Then, under the usual
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pointwise addition and with multiplication defined by the convolution operation
(fg)(s) =
∑
(t,u)∈Xs f(t)g(u), F is a commutative quasiregular ring.
Proof: It is trivial to show that under pointwise addition F is an abelian
group, where δ ∈ F defined by δ(s) = 0 for all s ∈ S is the additive identity
for F . Turning our attention to multiplication, (CM2) guarantees that the
sum can be evaluated and so the operation is well-defined. Furthermore, F
is closed under multiplication since (fg)(0) =
∑
(t,u)∈X0 f(t)g(u) = f(0)g(0) =
0 by (CM1). The properties of S and K ensure that multiplication in F is
associative and commutative and distributes over addition. We will now show
that for each f ∈ F there exists an element f ◦(−1) such that f ◦ f ◦(−1) = δ,
where δ ∈ F is the function satisfying δ(x) = 0 for all x.
Define f ◦(−1) as follows: f ◦(−1)(0) = 0 and, for s 6= 0,
f ◦(−1)(s) = −f(s)−
∑
(t,u)∈Xs ,u 6=s
f(t)f ◦(−1)(u).
This is an inductive definition and the values of f ◦(−1) are known because if
u 6= s and (t, u) ∈ Xs then |Xu| < |Xs| by (CM3).
It is clear that (f ◦ f ◦(−1))(0) = 0. For non-zero s ∈ S we have
(f ◦ f ◦(−1))(s) = (f + f ◦(−1) + ff ◦(−1))(s)
= f(s) + f ◦(−1)(s) +
∑
(t,u)∈Xs
f(t)f ◦(−1)(u)
= f(s)− f(s)−
∑
(t,u)∈Xs ,u 6=s
f(t)f ◦(−1)(u) +
∑
(t,u)∈Xs
f(t)f ◦(−1)(u)
= −
∑
(t,u)∈Xs,u 6=s
f(t)f ◦(−1)(u) +
∑
(t,u)∈Xs,u 6=s
f(t)f ◦(−1)(u)
+
∑
(t,s)∈Xs
f(t)f ◦(−1)(s)
and this is 0 since (CM4) implies that if we have (t, s) ∈ Xs then t = 0 and
f(0) = 0. Thus for each f ∈ F there exists f ◦(−1) so that f ◦ f ◦(−1) = δ. Hence
F is a commutative quasiregular ring. ✷
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[Note: At first glance there appears to be a difference in the way that we
construct quasifields as in Section 2.2 and the construction we have introduced
here. For quasifields, the functions which comprise the elements of the ring take
the value of 1 on the minimal elements of the poset, and the circle operation
is defined via a convolution; here, the elements of the ring take the value 0 on
the zero of the monoid and it is multiplication which is defined in terms of a
convolution. It turns out that the two approaches are equivalent if we regard
the zero of the monoid as being the only minimal element and the monoid
operation as analogous to the behaviour of the w and c functions. For example,
suppose f and g are elements of a ring, F , constructed on a monoid, S. Then,
for non-minimal (i.e. non-zero) s ∈ S we have (f ◦ g)(s) = (f + g + fg)(s) =
f(s) + g(s) +
∑
(y,z)∈Xs f(y)g(z) =
∑
(y,z)∈Xs f
∗(y)g∗(z) = (f ∗ ◦ g∗)(s) in the
quasifield constructed where, for h ∈ F the function h∗ in the quasifield is given
by h∗(s) = h(s) for non-zero s, and h∗(0) = 1. We have retained the two
operations for purely historical reasons: the quasifields of Kesava Menon and
Haukkanen, in [22] and [18] respectively, use convolution for the circle operation
and define their ring elements with a value of 1 on minimal poset elements; while
Ribenboim, in [32] and [33], uses the approach we have applied in this section.]
As mentioned earlier there are a number of naturally occurring examples of
collapsing monoids; we shall present some of them here.
Example 8.1.2 Any cancellative commutative semigroup S having |Xs| finite
for all s ∈ S and with only the trivial subgroup is a collapsing monoid.
Proof: We need only check condition (CM3). Suppose that we are given
u 6= s such that there exists at least one value of t ∈ S satisfying (t, u) ∈ Xs.
Choose one such t and define the function pt : Xu → Xs via pt((a, b)) = (a, b+t)
for (a, b) ∈ Xu. Suppose now that (a, b) and (c, d) are elements of Xu with
(a, b) 6= (c, d). Then if a 6= c we have pt((a, b)) = (a, b+t) 6= (c, d+t) = pt((c, d)).
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On the other hand, if a = c then we can only have pt((a, b)) = (a, b + t) =
(c, d + t) = pt((c, d)) if b + t = d + t. However, cancellativity would then
imply that b = d which contradicts (a, b) 6= (c, d). Thus pt is injective and so
|Xu| ≤ |Xs|. Now (s, 0) ∈ Xs and in order to have pt((a, b)) = (a, b+ t) = (s, 0)
we must have a = s and b = t = 0 (since the monoid has only the trivial
subgroup). However, this would imply that (s, 0) ∈ Xu which leads to the
contradictory conclusion that u = s+0 = s. Consequently, pt is not a bijection
and so |Xu| < |Xs| as required. Finally, it is obvious that S satisfies (CM4). ✷
It turns out, however, that any cancellative collapsing monoid can be turned
into a poset suitable for the quasifield constructions of Section 2.2. Let S be
such a monoid and define an order operation on S via u ≤ s if there exists t ∈ S
such that u + t = s. It is straightforward to show that this is a partial order,
with (CM1) used in proving that a ≤ b and b ≤ a imply a = b. Furthermore,
0 is the least element in this ordering. Cancellativity implies that if (t, u) and
(t, v) are elements of Xs then u = v and so |Xs| — which is finite by (CM2)
— gives the number of elements less than or equal to s so that the poset is
locally finite. If u ≤ s then define the function w on S via w(s, u) = t where
u + t = s, cancellativity implying that such a t is unique. It is then routine
to verify that the four conditions (w1) to (w4) are satisfied (with (w4) using
(CM3)), and that the function c(x, y) = x+ y defined from S × S to S satisfies
the conditions (c1) and (c2) described in Section 2.2. Thus there should be no
surprise that the set of whole numbers under the operation of addition — which
is a cancellative collapsing monoid — produces a quasiregular ring under the
construction described in Theorem 8.1.1 which corresponds to the Cauchy con-
volution quasifield (or, equivalently, to the power series ring with zero constant
term), while the set of natural numbers under the operation of multiplication
will yield a ring isomorphic to the Dirichlet convolution quasifield.
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However, there are also non-cancellative collapsing monoids to which Theo-
rem 8.1.1 above can be applied, as is shown in the next example.
Example 8.1.3 There is a collapsing monoid which is not cancellative.
Proof: Consider the natural numbers under the following operation, ⋆.
1 ⋆ x = x = x ⋆ 1 for all x ∈ N
a ⋆ b = ⌈a⌉2 × ⌈b⌉2 otherwise,
where by ⌈x⌉2 we mean the smallest power of 2 greater than or equal to x. Since
⌈⌈a⌉2×⌈b⌉2⌉2 = ⌈a⌉2×⌈b⌉2 (as both ⌈a⌉2 and ⌈b⌉2 are already powers of 2 and
the same applies to their product) it is straightforward to show that (N, ⋆) is
a commutative monoid with identity 1. We have X1 = {(1, 1)} and so (CM1)
holds. Furthermore,
Xs =


{(1, s), (s, 1)} if s is not a power of 2;
{(1, s), (s, 1)} ∪
⋃
i,2i|s{(a, b) | 2
i−1 < a ≤ 2i, 2n−i−1 < b ≤ 2n−i} if s = 2n
from which it follows that both (CM2) and (CM3) are satisfied. Finally, it is
clear that if a ⋆ b = b then a = 1 and so (CM4) also applies. However, this is
not a cancellative collapsing monoid because, for instance, 5 ⋆ 6 = 64 = 5 ⋆ 7. ✷
Thus the collapsing monoid construction subsumes some of the examples
given in the quasifield construction of Section 2.2. On the other hand, there are
non-cancellative collapsing monoids as indicated by Example 8.1.3. In such a
monoid there is no analogue of the w and c functions, since there is no uniqueness
associated with finding z such that y+ z = x (where z would be the value given
to w(x, y)). Consequently we have examples in addition to those obtained as
quasifields. Furthermore, the quasifield construction allows the partially ordered
set (the analogue of the monoid) to have many minimal elements, in contrast
to the single identity element of the monoid. Consequently, there is overlap in
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the examples obtained by the two methods, but there are also examples which
can only be obtained in one of the contexts.
Given a collapsing monoid it may be possible to take a finite restriction to
obtain a smaller collapsing monoid. For instance, in Example 8.1.3, we can take
the set of natural numbers between 1 and 2n for some n. All four collapsing
monoid properties will still hold; in particular, the main requirement of such a
restriction is that the restricted monoid is still closed under the operation. This
has implications for the results on nilpotence which will be considered shortly.
[We should point out here that the generalised power series rings of [32] and
[33] cannot be used directly to produce examples. This is because the functions
which are the elements of such rings are defined to have artinian and narrow
support. In producing quasi-inverses there is no guarantee that this condition
is maintained.]
The rings formed on collapsing monoids behave similarly to quasifields in
certain respects as the next lemma shows.
Lemma 8.1.4 Let F be the ring constructed as above on a collapsing monoid
S which satisfies (CM4). If f1, f2, . . . fn ∈ F then (f1f2 · · · fn)(s) = 0 for all
s ∈ S such that |Xs| ≤ n.
Proof: As in Lemma 3.2.1 (to which this lemma is similar) we shall proceed
by induction on n. The only element S ∈ S with |Xs| ≤ 1 is 0, and f(0) = 0
for all f ∈ F . Assume that (f1f2 · · ·fk)(s) = 0 for all s ∈ S such that |Xs| ≤ k
and for all f1, f2, . . . fk ∈ F .
Now consider f1, f2, . . . fk+1 ∈ F and suppose s ∈ S satisfies |Xs| ≤ k + 1.
Then
(f1f2 · · · fk+1)(s)
=
∑
(t,u)∈Xs
f1(t)(f2 · · · fk+1)(u)
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=
∑
(t,u)∈Xs,t,u 6=s
f1(t)(f2 · · · fk+1)(u) +
∑
(s,u)∈Xs
f1(s)(f2 · · · fk+1)(u) +
∑
(t,s)∈Xs
f1(t)(f2 · · · fk+1)(s)
=
∑
(t,u)∈Xs,t,u 6=s
f1(t)(f2 · · · fk+1)(u) + f1(s)(f2 · · · fk+1)(0) +
f1(0)(f2 · · · fk+1)(s) (by (CM4))
=
∑
(t,u)∈Xs,t,u 6=s
f1(t)(f2 · · · fk+1)(u)
since f(0) = 0 for all f ∈ F . For any u 6= s satisfying (t, u) ∈ Xs we have
|Xu| < |Xs| ≤ k + 1. Thus |Xu| ≤ k and so by the inductive hypothesis
(f2 · · · fk+1)(u) = 0 and so it follows that (f1f2 · · · fk+1)(s) = 0. The principle
of mathematical induction yields the desired conclusion. ✷
Corollary 8.1.5 If there exists a natural number n such that |Xs| ≤ n for all
s ∈ S then F is nilpotent.
Proof: From the previous Lemma we have F n = {0}. ✷
Finite collapsing monoids certainly satisfy the requirements of this corollary.
Note that (CM3) implies something roughly equivalent to (w5) to the ex-
tent that Corollary 6.1.6), with some modifications, can probably be applied to
collapsing monoids.
It should be pointed out that there are examples of commutative monoids
which satisfy (CM1) and (CM2) but not (CM3). The following is a modification
of [38].
Example 8.1.6 There are commutative monoids which satisfy conditions (CM1)
and (CM2) but not (CM3).
Proof: Let S be the semigroup constructed as follows. Let N be an n
element null semigroup with null element u (that is, a+ b = u for all a, b ∈ N).
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On S = {0, s, f} ∪N define the rest of the addition operation, commutatively,
via
0 + a = a for all a ∈ S
f + a = f for all a ∈ S
s+ s = f
s + x = s for all x ∈ N
It can be verified that S is associative. Clearly X0 = {(0, 0)}, and since S is
finite it is obvious that Xs is finite for all s ∈ S, and thus (CM1) and (CM2)
hold. From the definition of addition |Xs| = 2n, while |Xu| = n
2, and yet
s + u = s. Thus provided n ≥ 3 we have |Xu| > |Xs| even though (s, u) ∈ Xs
with u 6= s, and hence (CM3) does not hold. ✷
In the next section will show that there are commutative monoids which
satisfy (CM1) to (CM3) but not (CM4).
8.2 Rings in which (R, ◦) is a regular semi-
group
In this section we will demonstrate the construction of some rings which have
regular circle composition semigroups and are thus, in the terminology of [14],
adjoint regular. Our approach will be similar to the previous section, but instead
of using collapsing monoids we will consider commutative monoids which satisfy
(CM1), (CM2) and (CM3) (but not (CM4)) and which, in addition, satisfy
(CM5).
(CM5): (s, s) ∈ Xs.
Of course, (CM5) is equivalent to saying that S is a band (every element is
an idempotent), so we shall call such commutative monoids almost collapsing
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semilattices. Before we consider the construction of the rings we shall show that
there are a number of naturally occurring examples of such monoids.
[Note that the lemmas before Examples 8.2.3 and 8.2.5 are combinatorical
in nature. It may be that they are corollaries of more general results and/or are
known to the cognoscenti; but, if so, their origins could not be determined and
so we include the proofs for completeness.]
Example 8.2.1 The set of natural numbers with the operation max(a, b) is an
almost collapsing semilattice.
Proof: The operation max is clearly associative and commutative, and 1
is the identity element since max(1, n) = n for all n ∈ N. The only pair (a, b)
such that max(a, b) = 1 is (1, 1) so that X1 = {(1, 1)} as required. Given
s ∈ N we have Xs = {(t, u) | max(t, u) = s} = {(t, s), (s, u) | t, u ≤ s}. Thus
|Xs| = 2s− 1, since there are s natural numbers less than or equal to s but we
do not want to count (s, s) twice. Hence |Xs| is finite; moreover, if (t, u) ∈ Xs
and u 6= s then (t = s and) u < s whence |Xu| = 2u − 1 < 2s − 1 = |Xs|.
Finally, max(s, s) = s and so (CM5) holds. Consequently the natural numbers
form an almost collapsing semilattice with the operation max(a, b). ✷
Lemma 8.2.2 If S is finite set with |S| = k then the cardinality of the set
XS = {(U, T ) |U, T ⊆ S, U ∪ T = S} is 3
k.
Proof: Let S = {a1, a2, . . . , ak}. Suppose that U is a subset of S of
cardinality m, and without loss of generality assume U = {a1, a2, . . . , am}.
In order to have U ∪ T = S we must have T = {am+1, am+2, . . . , ak} ∪ U
′
where U ′ is any subset of U . The number of such subsets of U is given by
(m0 ) + (
m
1 ) + (
m
2 ) + . . . + (mm) = 2
m (by adding the number of empty sets, single-
tons, sets of size 2 and so on). So, for a given U with |U | = m there are 2m
possibilities for T . Given that there are ( km) ways of choosing U it follows that
|XS| = 1 + k × 2
1 + (k2)× 2
2 + . . . + ( km)× 2
m + . . . + (kk)2
k = (1 + 2)k = 3k. ✷
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Example 8.2.3 The set of all (finite) subsets of a (possibly infinite) set under
the operation of set union is an almost collapsing semilattice. (This is a free
semilattice.)
Proof: Set union is commutative and associative, and the empty set is the
identity element for this operation. Furthermore, s ∪ s = s, so (s, s) ∈ Xs. It
is also clear that X∅ = {(∅, ∅)}. If s is a set having k elements then by the
previous lemma |Xs| = 3
k and so the finiteness condition is satisfied. If u is
a proper subset of s then u will have fewer elements than s (since all the sets
involved are finite) and so |Xu| < |Xs| as required. ✷
Lemma 8.2.4 If s ∈ N has prime factorization s = pk11 p
k2
2 . . . p
kn
n then the set
Xs = {(u, t) | lcm(u, t) = s} has cardinality (2k1 + 1)(2k2 + 1) · · · (2kn + 1).
Proof: In what follows we will say that u is deficient in the prime pi if,
in comparison with s = pk11 p
k2
2 . . . p
kn
n , we have u = p
j1
1 p
j2
2 . . . p
jn
n with ji < ki.
Suppose that u divides s. Then u is deficient some of the primes that are present
in the factorization of s (unless, of course, u = s). Suppose that there are m
different primes which are deficient. Then, in order to have lcm(u, t) = s the
choice of t cannot be deficient in those primes (in comparison to s), while it can
be deficient in any of the others. Now there are (nm) ways of choosing u so that
it is deficient in m primes; moreover, if pr is one of those primes then it can
be deficient in kr ways (not present in the factorization at all, only one factor
present, and so on, up to pkr−1r being a factor). Thus if pi1, pi2 , . . . , pim are the
deficient primes then there are ki1ki2 · · · kim ways of choosing u. Furthermore,
given such a u we have observed that t must have the u’s deficient primes
completely present (so there is no choice here), but we can include any of the
remaining primes from s’s factorization in t, either deficiently or completely.
Thus there are (kim+1 + 1)(kim+2 + 1) · · · (kin + 1) ways of choosing t given u.
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Thus the number of ordered pairs (u, t) in Xs is given by
|Xs| = (k1 + 1)(k2 + 1) · · · (kn + 1) Term 0
+
∑
ki1(ki2 + 1)(ki3 + 1) · · · (kin + 1) Term 1
+
∑
ki1ki2(ki3 + 1) · · · (kin + 1) Term 2
+ . . . + ki1ki2ki3 · · · kin Term n
where there are (nm) terms in the expression associated with the m
th term.
We will show that this expression equals (2k1 + 1)(2k2 + 1) · · · (2kn + 1).
Now, we have
(a1 + 1)(a2 + 1) · · · (an + 1)
= 1 +
∑
aj +
∑
j1<j2
aj1aj2 +
∑
j1<j2<j3
aj1aj2aj3 + . . . + a1a2 · · · an
from which it follows that
(2k1 + 1)(2k2 + 1) · · · (2kn + 1)
= 1 + 2
∑
kj + 2
2
∑
j1<j2
kj1kj2 + 2
3
∑
j1<j2<j3
kj1kj2kj3 + . . . + 2
nk1k2 · · · kn.
Returning to our expansion, we note that the only constant term comes from
Term 0 and is 1 as required. Singletons come from Term 0, where we have
∑
kj
from the expansion there, and also from Term 1, where expanding gives ki1 × 1
for each ki1, yielding the requisite 2
∑
kj. Products of pairs come from Term
0 (where we have
∑
j1<j2 kj1kj2), from Term 1 (where each pair ki1ki2 appears
twice: once in the expansion of ki1
∏
b6=i1(kb + 1) and once in the expansion of
ki2
∏
b6=i2(kb + 1)) and finally in Term 2 (where a given ki1ki2 appears once in
the expansion of ki1ki2
∏
b6=i1,i2(kb + 1)). We thus have
[(20) + (
2
1) + (
2
2)]
∑
j1<j2
kj1kj2 = 2
2
∑
j1<j2
kj1kj2.
For triples, Term 0 has (30)
∑
kj1kj2kj3; Term 1 has (
3
1)
∑
kj1kj2kj3 (as a
given ki1ki2ki3 appears once in each of ki1
∏
b6=i1(kb + 1), ki2
∏
b6=i2(kb + 1) and
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ki3
∏
b6=i3(kb + 1)); Term 2 has (
3
2)
∑
kj1kj2kj3 (since ki1ki2ki3 arises in each of
ki1ki2
∏
b6=i1,i2(kb + 1), ki1ki3
∏
b6=i1,i3(kb + 1) and ki2ki3
∏
b6=i2,i3(kb + 1)); and fi-
nally Term 3 has (33)
∑
kj1kj2kj3 (because any ki1ki2ki3 occurs just once, in
ki1ki2ki3
∏
b6=i1,i2,i3(kb + 1)). Adding these gives 2
3∑ kj1kj2kj3. Continuing to
argue combinatorially (with implicit induction) produces the required result. ✷
Example 8.2.5 The natural numbers with the operation lcm(a, b) (that is, the
least common multiple of a and b) is an almost collapsing semilattice.
Proof: Determining the least common multiple of two numbers is a commu-
tative and associative operation. The natural number 1 is the identity element
since lcm(1, n) = n for all n ∈ N, and X1 = {(1, 1)}. Clearly (CM5) holds.
Finally, the previous lemma shows that if s ∈ N has the prime factorization
s = pk11 p
k2
2 · · · p
kn
n then |Xs| = (2k1 + 1)(2k2 + 1) · · · (2kn + 1) and so |Xs| is
finite. (This conclusion was probably obvious from the start, but the lemma
proves it explicitly.) If u 6= s is such that lcm(t, u) = s then u must divide
s. It follows that u must have the prime factorization u = pi11 p
i2
2 · · · p
in
n with
at least one im < km (and all the others no greater than km). Thus we have
|Xu| = (2i1 + 1)(2i2 + 1) · · · (2in + 1) < |Xs| from which we can conclude that
the natural numbers with lcm(a, b) as the binary operation form an almost col-
lapsing semilattice. ✷
As was the case for the posets used in the quasifield construction and the
collapsing monoids used in the previous Section, it is possible to have finite
restrictions of these monoids. By this we mean we choose a finite subset of the
almost collapsing band which is still closed under the operation, and for which
Xs contains exactly the same elements as would be the case for the unrestricted
semilattice. For instance, we can take the first five powers of 2 (including 1) with
binary operation of least common multiple as in Example 8.2.5. This satisfies
(CM1)–(CM3) and (CM5) as required.
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Let us return to the ring construction. Let F denote the set of all mappings
f : S → K, where K is a field (which contrasts with the previous Section, where
K was a ring), with the added condition that f(0) = 0.
We are going to try to obtain an analogue of Theorem 8.1.1; certainly, the
conclusion that F is a ring carries over directly. The main issue is what happens
with respect to circle inverses. In fact, in order to show that (F, ◦) is regular
(rather than showing F is quasiregular), what we want is to show that for each
f ∈ F there exists an element f ′ such that f ◦ f ′ ◦ f = f .
Define f ′ as follows: f ′(0) = 0 and, for s 6= 0,
f ′(s) =
−f(s)− f 2(s)−
∑
(t,u)∈Xs,u 6=s(2f(t) + f
2(t))f ′(u)
1 +
∑
(t,s)∈Xs(2f(t) + f
2(t))
.
Now it is conceivable that the denominator of this expression could be zero,
which is problematic. However, for the moment, let us suppose that f is such
that 1 +
∑
(t,s)∈Xs(2f(t) + f
2(t)) 6= 0 for all s ∈ S. As in Theorem 8.1.1 f ′ is
defined via an inductive definition; this is possible since the values of f ′(u) in
the numerator are known by (CM3).
It is clear from the definitions of addition and multiplication and the fact
that f(0) = f 2(0) = 0 that (f ◦ f ′ ◦ f)(0) = 0. For non-zero s ∈ S we have
(f ◦ f ′ ◦ f)(s)
= (2f + f 2 + f ′ + 2ff ′ + f 2f ′)(s)
= 2f(s) + f 2(s) + f ′(s) + 2
∑
(t,u)∈Xs
f(t)f ′(u) +
∑
(t,u)∈Xs
f 2(t)f ′(u)
= 2f(s) + f 2(s) + f ′(s) + 2
∑
(t,u)∈Xs,u 6=s
f(t)f ′(u) +
2
∑
(t,s)∈Xs
f(t)f ′(s) +
∑
(t,u)∈Xs,u 6=s
f 2(t)f ′(u) +
∑
(t,s)∈Xs
f 2(t)f ′(s)
= 2f(s) + f 2(s) + 2
∑
(t,u)∈Xs,u 6=s
f(t)f ′(u) +
∑
(t,u)∈Xs,u 6=s
f 2(t)f ′(u)
f ′(s)(1 + 2
∑
(t,s)∈Xs
f(t) +
∑
(t,s)∈Xs
f 2(t))
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= 2f(s) + f 2(s) + 2
∑
(t,u)∈Xs,u 6=s
f(t)f ′(u) +
∑
(t,u)∈Xs,u 6=s
f 2(t)f ′(u)
+
−f(s)− f 2(s)−
∑
(t,u)∈Xs,u 6=s(2f(t) + f
2(t))f ′(u)
1 +
∑
(t,s)∈Xs(2f(t) + f
2(t))
×
(1 +
∑
(t,s)∈Xs
(2f(t) + f 2(t)))
= 2f(s) + f 2(s) + 2
∑
(t,u)∈Xs,u 6=s
f(t)f ′(u) +
∑
(t,u)∈Xs,u 6=s
f 2(t)f ′(u)
−f(s)− f 2(s)−
∑
(t,u)∈Xs ,u 6=s
(2f(t) + f 2(t))f ′(u)
= f(s)
so that f ◦ f ′ ◦ f = f as required, provided that 1 +
∑
(t,s)∈Xs(2f(t) + f
2(t)) 6= 0
for all s ∈ S. Observe that up until this point we have not invoked (CM5).
The question remains, what happens if there is a function, f ∈ F , for which
there exists some s ∈ S where 1 +
∑
(t,s)∈Xs(2f(t) + f
2(t)) = 0? The answer is
not (yet) entirely clear, but we do have the following result.
Theorem 8.2.6 Let F be the ring constructed on an almost collapsing semi-
lattice, S, with underlying field K = Zp where p is a prime. Then (F, ◦) is
regular.
Proof: Since p is a prime, we know that p| (pi ) for all i 6= 0, p, and as f
◦p =∑p
i=1 (
p
i ) f
i =
∑p−1
i=1 (
p
i ) f
i+f p it follows that f ◦p = f p for all f ∈ F . Given s ∈ S
the definition of multiplication in F implies that f p(s) =
∑
f(t1)f(t2) · · · f(tp)
where t1 + t2 + . . . + tp = s. Now consider such a list of semilattice elements,
S ′ = {t1, t2, . . . , tp} (it is not a set as ti may equal tj for some i and j). We
want to determine how many different arrangements of these can contribute to
the sum — for example, if f(t1)f(t2)f(t3) · · · f(tp) is present in the sum then
so is f(t2)f(t1)f(t3) · · ·f(tp) provided t1 and t2 are not equal. Partition S
′ into
separate lists of equal elements:
S ′ = {t1, . . . , ts1} ∪ {tn1+1, . . . , tn1+n2} ∪
{tn1+n2+1, . . . , tn1+n2+n3} ∪ . . . ∪ {t
∑
ni+1
, . . . , tp},
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where t1 = t2 = . . . = tn1, tn1+1 = . . . = tn2 and so on, and we have relabelled
the elements if necessary. There are then ( pn1) ways of arranging the first set of
n1 elements into the p spaces available in the product; (
p−n1
n2 ) ways of arranging
the next n2 elements into the remaining p − n1 spaces; etc. Thus the number
of different ways of arranging the elements of S ′ into the product is
( pn1)(
p−n1
n2 )(
p−n1−n2
n3 ) · · · (
p−
∑
ni
p−
∑
ni
)
and, as p is prime and all the values of ni are less than p it follows that p is
a factor of this. There is one exception to this, because f(s)f(s) · · ·f(s) is a
term of the big summation (by CM5), and it only appears once. For all other
sets, S ′, the above arguments lead us to conclude that given the existence of
one set {t1, . . . tp} which satisfies t1 + . . . + tp = s and thus contributes a term
to the sum, then the number of rearrangements of it (including itself) which
will also contribute to the summation is a multiple of p. However, because the
underlying ring is commutative the terms that appear in the summation from
these rearrangements are all equal, and so vanish because the underlying rings
is Zp. There is only one term that remains and so f
p(s) = (f(s))p. Fermat’s
little theorem implies that ap = a in Zp and hence f
◦p(s) = f p(s) = f(s).
Consequently, f ◦p = f . If p = 2 we have f ◦ f ◦ f = f ◦ f = f ; while for p > 2
we have f ◦ f ◦(p−2) ◦ f = f . In either case, F is regular. ✷
Since the ring satisfies the condition f ◦p = f = f p the ring is also regular.
We note that (F, ◦) is not a group. If it were, f ◦p = f would imply f ◦(p−1) = 0
for all f ∈ F . Suppose s ∈ S has the property that Xs = {(s, 0), (0, s), (s, s)}
(such an s exists by (CM2), (CM3) and (CM5)). Then
f ◦(p−1)(s) = (
p−1∑
i=1
(
p−1
i )f
i)(s) =
p−1∑
i=1
(
p−1
i )(f(s))
i = (1 + f(s))p−1 − 1
by (CM5) and the fact that f(0) = 0. If we choose f ∈ F such that f(s) = p−1
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then we would have
f ◦(p−1)(s) =
p−1∑
i=1
(
p−1
i )(f(s))
i = (1 + (p− 1))p−1 − 1 = pp−1 − 1 6= 0
and so f ◦(p−1) 6= 0. Thus (F, ◦) is not a group and hence not a quasiregular
ring.
Note that in the first part of the proof of the previous theorem we showed
that if the characteristic of a ring is p then x◦p = xp for all x in the ring.
Thus if (R, ◦) is “p-periodic” then so is (R, ·), and vice versa. However, without
requiring a ring to have characteristic 2 we have the following result.
Proposition 8.2.7 If R is a ring then x◦2 = x for all x ∈ R if and only if
x2 = x for all x ∈ R.
Proof: Suppose x◦2 = x for all x ∈ R. Then we have −x = (−x) ◦ (−x) =
−x − x + x2, so 0 = −x + x2, whence x = x2. On the other hand, if x2 = x
for all x ∈ R then R is Boolean, and, as is well known, the ring is commutative
and of characteristic 2. Here x ◦ x = x+ x+ x2 = 3x = x. ✷
So, in fact, having x◦2 = x for all x ∈ R implies that the ring is Boolean and
thus has characteristic 2.
8.3 The classes of generalized radical and ad-
joint regular rings are not radical classes
We conclude this thesis by considering classes of rings in which the circle com-
position semigroup has particular semigroup properties. In arbitrary rings of
course, (R, ◦) is a semigroup. It is well known that the class of rings having the
property that (R, ◦) is a group is a radical class: the Jacobson radical class. If
(R, ◦) has some semigroup property approaching being a group then we can ask
does the class of rings with that property form a radical class?
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Generalized radical rings — in which the circle composition semigroup is a
union of groups — have been investigated in [7] and [13], while adjoint regular
rings — where the circle semigroup is regular — were studied in [14] and ex-
amples were presented in the previous section. As the following example shows,
neither of these classes of rings, nor the class of rings having an inverse circle
semigroup, is a radical class.
Consider, for example, the ring R with operation tables as below.
Addition Circle Composition Multiplication
0 a b c
0 0 a b c
a a 0 c b
b b c 0 a
c c b a 0
0 a b c
0 0 a b c
a a b b a
b b b b b
c c a b 0
0 a b c
0 0 0 0 0
a 0 b a c
b 0 a b c
c 0 c c 0
Then I = {0, c} is an ideal of R which is a zero ring whose circle composition
group is isomorphic to Z2 and is thus a group, and hence also a union of groups,
an inverse semigroup and a regular semigroup. The factor ring R/I has I ◦I = I
and (a + I) ◦ I = I ◦ (a+ I) = (a+ I) ◦ (a + I) = a + I so that ((R/I), ◦) is a
union of groups (and similarly an inverse and regular semigroup). However, R is
not even regular (let alone inverse or a union of groups), because, for example,
there exists no x ∈ R such that a ◦ x ◦ a = a.
Thus the property of having (R, ◦) a union of groups is not closed under
extensions and so rings having that property do not form a radical class. The
same example yields the same conclusion for rings having (R, ◦) inverse and
those having (R, ◦) regular.
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Dirichlet convolution quasifield, 62
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logarithm operator, L, 21
metric (on a ring), 125
minimal elements, 15
minimal elements, set of, 15
Min(P ), 15
mixed group, 6
monoid, 8
nil ring, 7
nilpotent element, 7
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semigroup, 8
semigroup ring, 9, 73
semilattice, 9
subdirect product, 8, 72
superhomomorphism, 104
supp(f), 40
Szele, ring of, 100
T -nilpotent, 7, 56, 59
torsion (for an element), 5
torsion group, 5
torsion-free group, 5
underlying ring, 17
union of groups, 9
uniquely complemented lattice, 24
uniquely complemented locally finite
lattice, 24
Vogon poetry, v
(w1), 16
(w2), 16
(w3), 16
(w4), 16
(w5), 74
(w6), 75
(w7), 77
weak ring, 13
words, 76
words (as a poset), 29
Xs, 135
Zassenhaus algebra, 39
zero ◦-square, 89
zero ring, 7
Z(p∞), 6, 99
Zp
k
pn , 85
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