Evapotranspiration ET is a critical water, energy, and climate variable, and recent work has been published comparing different global products. These comparisons have been difficult to interpret, however, because in most studies the evapotranspiration products were derived from models forced by different input data. Some studies have analyzed the uncertainty in regional evapotranspiration estimates from choice of forcings. Still others have analyzed how multiple models vary with choice of net radiation forcing data. However, no analysis has been conducted to determine the uncertainty in global evapotranspiration estimates attributable to each class of input forcing datasets. , depending on choice of forcings. The analysis shows that the greatest disagreement between input forcings arises from choice of net radiation dataset. In particular, ISCCP data, which are frequently used in global studies, differed widely from the other radiation products examined and resulted in dramatically different estimates of global terrestrial ET.
Introduction
Evapotranspiration ET is a key variable of the global water budget and is central to agriculture and water management, the spatial distribution of ecosystems, and atmospheric-terrestrial carbon exchanges (Brubaker and Entekhabi 1996; Prentice et al. 1992; Sellers et al. 1996) . ET has historically been the most difficult aspect * Supplemental information related to this paper is available at the Journals Online website: http://dx.doi.org/10.1175/JHM-D-14-0040.s1.
of the water balance to measure (Lettenmaier and Famiglietti 2006) . Studies of trends in ET at continental and watershed scales show little agreement, which has spurred vigorous debate over long-term patterns in global ET (Teuling et al. 2009) , with some arguing the trend in global ET is declining (Peterson et al. 1995; Jung et al. 2010 ) and others finding the opposite (Brutsaert 2006; Wetherald and Manabe 2002) . Resolving this issue, however, has been hampered by shortcomings in long-term hydrological datasets (e.g., Peel and McMahon 2006) .
Part of this uncertainty stems from the diversity of models and inputs that go into those models used for estimating ET at the global scale. Global, remote sensingdriven, physically derived ET retrieval algorithms require three broad categories of inputs: net radiation, meteorology (e.g., water vapor pressure, air temperature, and wind), and vegetation [e.g., land cover, vegetation greenness indices, and leaf area index (LAI)] (e.g., Fisher et al. 2008; Mu et al. 2007 Mu et al. , 2011 . As the number and diversity of these input datasets increase, the question emerges as to how differences in input datasets contribute to variability in global ET estimates (Wang and Dickinson 2012) .
Two recent studies examined global estimates of ET generated from 41 models of varying complexity, each forced with nonuniform input datasets (Jiménez et al. 2011; Mueller et al. 2011) . To advance these efforts, Vinukollu et al. (2011) forced three ET models with the same driving datasets to isolate uncertainty arising from ET models, independent of input data. While they found some major discrepancies in net radiation forcing data, their work suggested that internal model uncertainty surpasses the uncertainty due to the choice of net radiation data. Ferguson et al. (2010) employed a full-ensemble approach to test the sensitivity of evapotranspiration estimates based on choice of emissivity, albedo, vegetation [e.g., normalized difference vegetation index (NDVI) and LAI], and meteorological input data over the continental United States, demonstrating that varying air temperature and vegetation indices forcings introduced the greatest uncertainty, though net radiation data also contributed to the uncertainty of ET estimates. More recently, Mueller and Seneviratne (2014) reported a wide range of ET estimates when comparing output from an array of climate models participating in phase 5 of the Coupled Model Intercomparison Project (CMIP5). These studies have laid the foundation for better quantifying the variability in current estimates of global ET over land.
Here, we build on that foundation by forcing the Priestly-Taylor Jet Propulsion Laboratory (PT-JPL) global ET model (Fisher et al. 2008 ) with a matrix of input datasets made up of three meteorological datasets, three vegetation index datasets, and three net radiation datasets, resulting in 19 different ET estimates, spanning 1984 ET estimates, spanning -2006 , though no single product covers the entire period. To our knowledge, no study has comprehensively explored the global uncertainty attributable to these three classes of forcings in unison. From this experiment, we hope to accomplish three objectives. The first is to quantify the annual variability in global ET estimates over land that results from choice of input dataset. The second is to quantify the variability in ET estimates attributable to each category of input dataset. Finally, we hope to highlight the importance of accounting for differences in forcing datasets when comparing between models, as products can differ in ways that easily mask the real differences in how models function. The performance of ISCCP-based ET estimates within our evaluation framework will serve to illustrate this point.
Data and methods
Our results are derived from a 23-yr record of globally gridded 18 ET estimates, calculated using the PT-JPL ET model and driven with monthly input datasets of monthly average net radiation, monthly average daily maximum air temperature, monthly average water vapor pressure, and monthly average NDVI. PT-JPL explicitly partitions ET into soil evaporation, canopy transpiration, and interception evaporation. The model reduces PriestlyTaylor (Priestley and Taylor 1972) potential ET to actual ET through a series of ecophysiological constraint functions. For example, surface wetness is determined without the need of precipitation data and instead relies on a transformation of relative humidity RH 4 , which captures temporal changes in surface wetness (Fisher et al. 2008) . The model can be driven entirely with remote sensing and does not include or require calibration, spinup, or initialization.
1
For one class of products, those based on AIRS meteorological data, we substitute daily mean air temperature for daily maximum air temperature (see Armanios and Fisher 2014) . We calculated terrestrial ET globally for ice-free land, as defined by Friedl et al. (2010) .
For each radiation dataset, we calculated total-sky net radiation. We used a fully satellite-based radiation product from NASA's Clouds and the Earth's Radiant Energy System (CERES) monthly average AVG of the Synoptic Radiative Fluxes and Cloud dataset, using data derived from the tuned total-sky algorithm, calculated using Flight Models 1 and 2 (FM1 and FM2; version 2C) data from the Terra sensor. From the International Satellite Cloud Climatology Project (ISCCP), we used the climatological summary product [flux data from surface radiative flux (FD-SRF); available online at see http:// isccp.giss.nasa.gov/projects/flux.html] dataset regridded to 18 (Zhang et al. 2004 ). The final net radiation dataset came from the NASA/Global Energy and Water Cycle Experiment (GEWEX) Surface Radiation Budget (SRB) quality check, release 3.0, globally gridded 18 dataset (Stackhouse et al. 2000) .
For meteorological data, we used globally gridded station monthly average daily maximum air temperature and monthly average water vapor pressure data from the Climatic Research Unit (CRU) time series, version 3.0 (Mitchell and Jones 2005) . We regridded the CRU data from its native resolution of 0.58 to 18 to correspond to the other input datasets. We also used meteorological data from the Modern-Era Retrospective Analysis for Research and Applications (MERRA) product from NASA's Global Modeling and Assimilation Office (GMAO). We extracted minimum, maximum, and mean air temperature from the ''temperature at two meters above displacement height'' T2M variable within the diurnal Incremental Analysis Update (IAU) 2D atmospheric single-level diagnostics dataset. We then calculated saturated vapor pressure according to Shuttleworth (1992) and relative humidity using minimum daily air temperature (Lawrence 2005) , the same filling technique used in the CRU record (New et al. 2000) . We calculated RH from MERRA 2D data to ensure consistency with 2D temperature data. We regridded the data to 18 from MERRA's native resolution of 0.58 3 0.668. Finally, we calculated mean monthly air temperature and monthly average relative humidity data from the Atmospheric Infrared Sounder (AIRS) Aqua Level 3 Monthly Gridded Retrieval Product (AIRX3STM), version 5. We linearly interpolated between the two layers straddling surface pressure to calculate surface temperature and relative humidity (see Armanios and Fisher 2014) .
Of the three NDVI products, two derived from the Advanced Very High Resolution Radiometer (AVHRR) record and one, spanning a shorter period, derived from the Moderate Resolution Imaging Spectroradiometer (MODIS) instrument. From the AVHRR record, we used the Fourier-Adjusted Sensor and Solar Zenith Angle Corrected, Interpolated, Reconstructed (FASIR) adjusted NDVI product at 18 (Los et al. 2000) and the Global Inventory Modeling and Mapping Studies (GIMMS) dataset Tucker et al. 2005) . From MODIS, we used the MOD13C2, version 5, NDVI product, regridded from 0.058 to 18.
Results
We constructed a time series of global average ET for ice-free land spanning 1984-2006 for the possible ensemble   FIG. 1 . Monthly, globally averaged terrestrial ET estimates for the 19 possible combinations of driving datasets, given data availability constraints. Each record is colored according to the net radiation product used to calculate ET. The horizontal lines represent the datacombination availability within the long-term record (at the time of writing), denoting the temporal coverage of each ET product.
members of input datasets at the monthly time step (Fig. 1) . Note that the number of products available for comparison changes from year to year ( , which represents 23% of the monthly mean. Differences were greatest during the 3-month period of June-August.
Differences between the ET estimates were primarily driven by choice of net radiation. ISCCP-based ET estimates were on average 6.4 W m 22 greater than SRB-based estimates and 6.8 W m 22 greater than CERES-based estimates. Estimates driven by MERRA meteorological data had, on average, higher ET than CRU-and AIRSbased estimates by 3.2 and 1.7 W m 22 , respectively. Estimates of ET using MODIS were higher than those derived from AVHRR GIMMS and FASIR. The combination that resulted in the highest ET estimates was ISCCP-MODIS-MERRA, and the combination that resulted in the lowest ET estimates was SRB-FASIR-CRU. All comparisons between estimates only consider data over the same time period. In general, the ordering of products in terms of magnitude of ET is preserved from month to month. To attribute variation in ET estimates to each category of input dataset (radiation, temperature, and NDVI), we calculated the difference between pairs of ET estimates that shared two input datasets (e.g., radiation and vegetation) but differed in the third (to continue the example, meteorology) for the years 2001 and 2002. Using the absolute value of the maximum difference observed, we calculated the maximum variation caused by each category of input dataset (Fig. 2) . As suggested in Fig. 1, net For example, ISCCP data produce relatively high net radiation values during the summer months, especially in the tropics. As a result, the largest differences between estimates occur during tropical wet-season months over humid tropical forests (e.g., the Amazon; not shown). Vegetation and meteorological products have their greatest differences across northern latitudes. The global annual average ET across all products spans a considerable range (Fig. 3) (Fig. 1) .
Discussion
The variability in ET estimates is related to differences between input datasets and the unique sensitivities of ET models. In this study, we isolate the uncertainty resulting from inputs to the PT-JPL model. It comes as no surprise that PT-JPL, which derives from Priestly-Taylor, is most sensitive to net radiation inputs (Fisher et al. 2008) . Rather than confirming this wellestablished point, our results underscore how the variation across global net radiation products constitutes an appreciable source of uncertainty in estimating global ET on land. For all years in which ISCCP data were available, 60.4% of the monthly average range in estimates of global average ET was attributable to the ISCCP dataset. This large difference must be kept in mind when performing intercomparisons where various net radiation products are used. Vinukollu et al. (2011) identified step changes in the long-term record of ISCCP data and chose to exclude it from their analysis. If we exclude ISCCP from our results, the uncertainty attributable to net radiation inputs falls below the uncertainty associated with choice of vegetation index and comparable to the uncertainty attributable to atmospheric inputs. This is despite the sensitivity of PT-JPL to net radiation inputs, highlighting the ongoing need to resolve the disagreement between forcing datasets that are often used and compared across in the literature (see also Fig. 1 in the supplemental materials). Our initial work here suggests that ISCCP might not be well suited for use with PT-JPL when estimating terrestrial ET at the global scale. The high degree of variability of estimates of global terrestrial ET within a single month underscores the difficulty of determining if global average ET has increased or decreased over the past decades (Fig. 3) . Our results suggest that determining which forcing datasets are valid for this type of global analysis is a key part of the challenge. Picking among the monthly estimates of global terrestrial ET across all products available in a single month varied by an average of 10.6 W m
22
, roughly 20% of global mean ET (Fig. 1) . Differences in both the sign and magnitude of changes in global annual ET when forced with varying input datasets highlights the uncertainty surrounding the ongoing debate over conflicting long-term trends in global ET (Teuling et al. 2009 ). Changes in algorithms, the underlying quality of data, and the time periods covered by the ET products we generated for this study prevent us from weighing in on this debate. Instead, our work provides a quantitative example of the appreciable disagreements, especially in estimates of net radiation between commonly used forcing datasets, yet to be overcome.
The meteorological and vegetation input datasets contributed less to the overall uncertainty of ET estimates, accounting for variations of less than 2.5 W m
. This close agreement is especially encouraging given that the input datasets come from a variety of sources, such as remote sensing, model outputs, reanalysis products, and ground-station data. It hints at the possibility of creating a long-term, calibrated ET dataset from 
heterogeneous sources, though this work would require finer-resolution analysis of both regional and seasonal trends in evapotranspiration. But as our results demonstrate, remotely sensed estimates of surface net radiation are still fraught with uncertainties (Kandel 2012) , a limitation that must be overcome if we hope to have reliable estimates of global terrestrial evapotranspiration. Recent work by Pan et al. (2012) shows the promise of fusing data from multiple sources to produce highquality, long-term records of ET over land. Keeping these possibilities in mind, it is important to stress that the results of this study rely on a single dedicated ET model, when other ET models exist. Recent ET model intercomparisons have shown a considerable range, up to ;25 W m
, in ET estimates across ET models (Jiménez et al. 2011; Mueller et al. 2011) , even when those models are forced with identical driving datasets (Vinukollu et al. 2011) . Our work here demonstrates the importance of also considering uncertainty in input datasets, advancing similar efforts previously performed at the regional scale (Ferguson et al. 2010 ). This previous work, combined with the findings presented here, illustrates the need for a full-ensemble approach for evaluating global ET estimates, where multiple global ET models are forced with a unified matrix of input datasets. While our work revealed interesting characteristics about the PT-JPL model, this approach should prove even more useful when applied to multiple models, in an attempt to untangle individual model eccentricities from variations introduced from input datasets. When combined with ground truth observations, this line of inquiry promises to improve our ability to model ET at the global scale through further refinement of existing models by isolating, and then minimizing, sources of uncertainty in ET estimates. and Assimilation Office (GMAO) and the GES DISC for the dissemination of MERRA. MODIS data were distributed by the Land Processes Distributed Active Archive Center (LP DAAC), located at the U.S. 
