In this paper we consider the following problem: Given a set P of n (possibly intersecting) line segments in the plane, preprocess them so that, given a query ray p emanating from a point p, we can quickly compute the intersection point O(P,p) of p with a segment of C that lies nearest to p. We present an algorithm that preprocesses 0, in time O(n 3/2 1ogW n), into a data structure of size 0(na(n) log4 n), so that for a query ray p, O(F, p) can becomputed in O(filog3 n), where w is a constant < 4.3 and cl(n) is a functional inverse of Acke rmann's function. If the given segments are non-intersecting, the storage goes down to O(nloga n) and the query time is only O(filog' n). The main tool that we use is spanning trees with low stabbing number, i.e. with the property that no line intersects more than O(G) edges of the tree. Using such trees we obtain faster algorithms for several other problems, including implicit point location, polygon containment and implicit hidden surface removal.
Introduction
In the last few years many efficient randomized algorithms, based on the random sampling techniques of [Cl] or on the related c-net theory [HW] , have been developed to solve efficiently a variety of geometric problems. One such recent developmeit is due to Welzl ( [We] ; see also [CW] ), who showed that, for a given set S of n points in the plane, there exists a spanning tree T of S; such that no line intersects more than O(JiTlogn) edges of T. Such a tree T is called a spanning tree with low stabbing number (a formal definition is given in Section 2). Welzl used spanning trees with low stabbing number to obtain an almost-optimal algorithm for simpler Work on this paper has been supported by Office of Naval
Research Grant N00014-87-K-0129, by National Science Foundation Grant No. NSF-DCR-83-20085, by grants from the Digital Equipment Corporation, and the IBM Corporation. Permission to copy w-ithout fee all or part of this material is granted provided that the copies are not made or distributed for direct commercial advantage, the ACM copyright notice and the title of the publication and its date appear, and notice is given that copying is by permission of the Association for Computing Machinery. To copy otherwise, or to republish, requires a fee and/or specific permission. 0 1989 ACM 0-89791-318-3/89/0006/031.5 $1.50 range searching, namely given a set S of n points, preprocess it into a data structure of linear size so that, for a query triangle A, one can quickly count (or more generally report) all points of S lying inside A. His algorithm counts (resp. reports) the points lying inside a query triangle A in time O(filog' n) (resp. O(J;ilog2 n + K), where I( is the number of points inside A). Soon after this paper, Edelsbrunner et al. [EGH*] used these trees to preprocess a given set L of n lines in the plane into a data structure of size O(n log n) so that, for a query point p, the face of d(t) containing p can be computed quickly.
The main challenge in both of these papers was to use only roughly linear space (i.e. O(n log'(') n)), because if we allow quadratic space, then a query can be easily answered in O(logn) time [Ed] , [EOS] , WI.
In this paper we present several new applications of spanning trees with low stabbing number. The algorithms presented in this paper are faster than the previously best known algorithms for these problems. One of the main goals of this paper is to demonstrate that such spanning trees are a versatile tool that can applied to obtain efficient algorithms for a large class of problems, much beyond the simplex range searching problem, for which they were originally introduced. We also show that by combining the spanning tree data structure with the recent partitioning algorithm of [Aga] , we can reduce the query time if we allow more space. Similar tradeoffs between space and query time have been obtained earlier [EGH*], [Agb] , [Chb] .
The first and perhaps the most interesting application that we consider is ray-shooting in arrangements of segments. There are two versions of this problem, one for segments that are non-intersecting, and the other for an arbitrary collection of segments. Formally, these problems can be stated as follows:
(a) Given a collection g = {el, . . . , e,} of n nonintersecting line segments in the plane, preprocess them so that, given a query rayp -mating from a point p in direction d, we can quickly compute the intersection point @(Q,p) of p with the segments of 0 that lies nearest to p (see Figure 1 ).
(b) Same problem, except that the segments can intersect arbitrarily
If the segments in B form the boundary of a simply con-netted region, then the algorithm of Chazelle and Guibas [CGa] preprocesses Q into a data structure of linear size so that, for any ray p, @(g,p) can be computed in O(log n) time. The preprocessing time of their algorithm has been reduced to O(nloglog n) by Guibas et al. [GHLST] . For the general case, however, the ray shooting and other visibility problems are much harder even for non-intersecting segments. For example, a result of Suri and O'Rourke [SO] shows that the portion of a non-simple polygon visible from a fixed edge can have n(n') edges on its boundary, while for simple polygons such a region is bounded by only O(n) edges.
We are not aware of any ray-shooting algorithm for nonsimple polygons (or for an arrangement of segments), which answers a query in O(log'(') n) time, using roughly linear space. If we allow quadratic space, then a query is easy to answer in time O(logn) (see Section 4). Our goal in this paper is to obtain efficient solutions that use roughly linear space, and to establish a trade-off between space and query time.
For a special case, where 0 is a set of lines, a result of Edelsbrunner et al. [EGH*] implies that one can construct, in randomized expected time O(n3j2 log' n), a data structure of size O(n log n), so that a ray shooting query in d(C) can be answered in O(filog5 n) time. (The preprocessing has been' made deterministic and the query time has been reduced to O(filog3 ta) in [Agb] .) Unfortunately, this algorithm does not apply to segments. An algorithm with a sublinear query time for the case of segments can be developed using the "recursive space-cutting tree" of Dobkin and Edelsbrunner [DE] (see also [EWI) . The best known algo rithm for computing @(f,I, p) is by Guibss et al. [GOS] , which constructs a data structure of size O(n), so that a query can be answered in O(n2/3+6) time, for any b > 0. Their algorithm is based on the random sampling technique of [Cl] , [HW] , and constructs a multi-level partition tree. The preprocessing of their algorithm is randomized with O(nlogn) expected running time. However, the preprocessing can be made deterministic without any additional overhead using the recent algorithms of MatouEiek [Maa] or Agarwal [Aga] .
In this paper, we show that ray shooting can be performed in roughly (that is, up to poly-log factors) fi time, while still using only roughly linear space and employing deterministic, rather than randomized preprocessing techniques. We first give an algorithm for the case of non-intersecting segments. This algorithm constructs, in time O(n3j2 logw n), a data structure of size O(nlog3 n) so that, for a given ray p, Q(P, p) can be computed in O(filog' n) time, where w is a constant < 4.3. Our algorithm is simpler than that of [GOS] because it maintains only a two-level data structure.
We then extend the above algorithm to general arrangements of segments. Although the basic idea remains the same, we need several new techniques, and the algorithm is more complex. In this case a query can be answered in O(J;ilog3 n) time, using O(ncu(n)log' n) space, after O(n312 logw n) preprocessing. Another major difference between the two cases is that in the first case we can report all K intersections between a query ray p and Q in O(filog' n + A'log n) time, while we still do not know how to report these intersections in a comparably efficient manner in the general case. One disadvantage of our algorithms over those of [GOS] , [DE] is that our preprocessing time is roughly n312 instead of roughly linear. This is the price that we have to pay to achieve deterministic preprocessing and to reduce the query time.
The second problem for which we give an efficient algorithm using the spanning tree data structure is implicit point location. The implicit point location problem is an extension of the widely studied planar point location problem (see [Ki] , [EGS] , [ST] ). In the latter problem, a planar map M consisting of n faces is given, and the goal is to preprocess M into a data structure that supports fast point location queries, i.e. queries that seek the face of M containing a query point p . The above algorithms construct, in time O(nlogn) (or sometimes linear), a data structure of linear size, so that a query point can be located in M in O(log n) time. In the implicit point location problem the map is defined implicitly. In particular, we assume that it is defined as the arrangement (i.e. overlay) of a given set of n geometric polygonal (possibly intersecting) objects of some simple shape (or as a collection of arbitrary line segments), and the goal is to obtain certain information related to the arrangement of the objects; for example, to determine whether a query point lies in the union of the objects. A more formal description is given in Section 6. Guibas et al. [GOS] have presented an algorithm with O(n""+" ) query time, for any 6 > 0, using the random sampling technique. We improve the query time to O(filog'n) and use deterministic preprocessing. The algorithm of [GOS] uses O(n) space, while ours requires O(n log n) space.
Guibas et al. [GOS] have described several applications of the implicit point location problem, such as polygon containment, implicit hidden surface removal, polygon placement, etc. We show that our implicit point location algorithm improves the query time of these algorithms as well.
This paper is organized as follows. In Section 2 we discuss spanning trees of low stabbing numbers. Section 3 describes our ray shooting algorithm for arrangements of nonintersecting segments. In Section 4 we show that ray shooting queries can be performed faster, if we are allowed to use more space. In Section 5 we extend our algorithms to general arrangements of (possibly intersecting) segments. Section 6 describes the algorithm for implicit point location and Section 7 discusses other applications of the spanning tree data structure. For lack of space we omit most of the proofs and technical details from this version; they can be found in the full version [Age] .
2 Spanning trees of low stabbing number Let S be a set of n points in IRd, and let 7 be a spanning tree of S whose edges are line segments. The stabbing number a(7) of I is the maximum number of edges of 7 that can be intersected by a hyperplane h. Chazelle and Welzl [CW] (see also [We] ) have proved that, for any set of n points in lHd, there exists a spanning tree on S with stabbing number O(n '-'Id), and that this bound is tight in the worst case. For a family T of trees, the stabbing number a(T) is a if for each hyperplane h there is a tree I E T such that h intersects at most a edges of 7.
Chazelle and Welzl [CW] also proved that a spanning tree of n points in lRd with stabbing number O(nl-"d) can be constructed in polynomial time.
In the plane, a spanning tree with stabbing number O(fi can be constructed in O(n3 log n) time. A recent algorithm of MatouSek [Mab] improves the running time to O(n512 log2 n) at the cost of increasing a(7) to O(filogn).
As for constructing a family of spanning trees, Edelsbrunner et al. [EGH*] have presented a randomized algorithm, with expected running time O(n3i2 log2 n), to compute a family T = {II, . . . ,I,} of O(logn) spanning trees, with a(T) = O(filog' n). The running time of their algorithm has been improved to O(tz 'I3 log' n) in another randomized algorithm by Matousek [Mab] . (The stabbing number can actually be improved to O(filogn) [Agb].) An additional property of the algorithms of [EGH*] and [Mab] is that the trees they produce are actually spanning paths.
The best known deterministic algorithm for the latter task is due to Agarwal [Agb] , who has shown that The paths constructed by [Mab] and [Agb] can generally be self-intersecting.
However, Edelsbrunner et al. [EGH*] have shown that a spanning tree T can be converted into a non self-intersecting polygonal path C in O(n log n) time, so that if a line &? intersects a edges of 7, then it intersects at most 2a edges of C. Therefore, if desired, we can assume that the spanning paths produced by the techniques of [Mab] , [Agb] are non self-intersecting.
Let C be a spanning path on S. For our applications we need to convert C into a balanced binary tree f? = B(C) whose leaves store the points of S in their order along C. Each node tl of B is associated with the subpath C, of C connecting the points stored at the leaves of the subtree rooted at v; let us denote by Sv the subset of S consisting of these points.
A line f! stabs a node 2, of f3 if t? intersects C,. Let Va(t!) denote the set of nodes 21 of B such that D is not stabbed by e but its parent (if one exists) is stabbed. It is eaily seen that {Sv : ZJ E I&(e)} is a disjoint partitioning of S. Moreover, one easily verifies Lemma 2.2 1f a line .! intersects s edges of C, then IVa(!)l 5 2slogn. 0
Another simple but key observation is that Lemma 2.3 A line L intersects a polygonal path C if and only if .t? intersects the convex hull of the vertices of C. 0 Lemma 2.3 implies that e stabs a node v if and only if e intersects the convex hull of Sv. Since an intersection between a line and a convex n-gon can be detected in O(log n) time, it follows that Vs(k?) can be computed in O(]Va(L)]log n) time if we store the convex hull of the subpath C, at each node v of 8. Moreover, using fractional cascading (cf. [CGbJ), this computation can actually be done in time O(lVu(e)(+log n).
3 Ray shooting in arrangements of non-intersecting segments
In this section we present an algorithm that preprocesses a given set &r of n non-intersecting segments so that, given a query ray p emanating from a point p in direction d, a(&?, p) can be computed quickly. We will also use O(O, p) to denote the distance of that point from p; if no such intersection exists, we put cP(f7, p) = +oo. Without loss of generality, we restrict our attention to rightward-directed rays; leftwarddirected rays can be handled in a symmetric way. Denote the set of endpoints of the segments of 8 as S = {pl, . . . ,p,}, where m 5 2n. For simplicity of exposition, we assume that no segment is vertical. Let C = {Cl, . . . , Ck} denote a family of k = O(logn) spanning paths on S, with u(C) = O(fi.
We show how to preprocess a single path C E C. First, construct the binary tree B = B(C). A segment e is associated with a node v of S if one of its endpoints is in S,. Let &, (resp. 8;) denote the set of those segments of 0 whose left (resp. right) endpoint is in Sv (see Figure 2) ; note that these two sets are not necessarily disjoint). Let e denote the line containing the query ray p. Since U( B1, u SC) = 0, VE"de we have Note that C, is a connected path, therefore either all points in Sv, for a node v E VB(e), lie above 4! or all of them lie below l, say above. We will show below that Q (&,, p) and @(FG,p), for v E G(e), can be computed in O(logn) time. First, a few notations: Let e-(resp. It) denote the half plane lying below (resp. above) the line e. We distinguish between the two sides of a segment e, the top (resp. bottom) side of e is denoted by e+ (resp. e-). We say that a ray p hits e from above (resp. below) if slightly to the left of their intersection, p lies above (resp. below) e. If we think of e as expanded into a very thin rectangle and of e+, e-as denoting the top and bottom sides of that rectangle, respectively, then p hits e from above if, when traversed from left to right, p first intersects eS and then e', and symmetrically for the rays that hit e from below (see Figure 3 ). If p hits e from above (resp. below), then we also say that it hits e+ (resp. e-).
Since the segments of &,, for v E V,(e), have the property that their left endpoints lie in the half plane .@, it can be shown that Lemma 3.1 Let v be a node of Vs(e). For any segment e E &,, p either does not hit e, or hits e from below. 0 .
Before proceeding, we introduce a linear ordering among the segments of &lt, as defined in [GOS] (see also [GYI) . This ordering sorts the segments in a manner that is consistent with any order in which they can be crossed by a rightwarddirected ray.
Definition

[GOS]:
For a given set 0 = {el,.... ,e,) of segments, (i) ci < ej if there exists a (non-vertical) line e hitting both e;'and eT such that its intersection with ei lies to the left of its'intersection with ej, and such that e does not hit any et, for k # i, j, at a point between ei and ej.
(ii) ei < ej if there exists a vertical line intersecting both ei ani ej such that its intersection with ei lies below its intersection with ej.
(iii) ei < ei if ei and ej have non-overlapping z-projections an: the projection of ei lies to the left of that of ej.
(iv) ci "&ej (also denoted simply as ei < ej) if either e; precedes ej in the transitive closure 5 of <, or e; and Y ej are not related by 5 and ei < ej. I Theorem 3.3 ( [GOS] ) < is a partial order, and < is a linear order which eztends >. Moreover ,<, can be czgputed , in time O(n log n). Cl Remark 3.4: It is possible, for a pair of segments er, es that er < e2 within some set 8, but es < el relative to a d/r 8.+/r subset 8' C 8. Therefore it is important to mention the set relative to which we are ordering the segments.
Using Lemma 3.1 and a result of [GOS] we can show Given a sequence & of m segments sorted according to .t</*, preprocess them so that, for any (rightward-directed) query ray p emanating from a point p that lies below the left endpoints of all segments in E, we can quickly determine the first segment e,(P) of E hit by the ray p.
A possible approach to solving this problem is to do a binary search on E, where each step of the search tests whether p intersects a segment in some contiguous subsequence of E. However, while an intersection between a line and a set of t segments. (as above) can be easily detected in O(log t) time after O(tlogt) preprocessing, no equally fast procedure is known to detect an intersection between a ray and such a set of segments. To overcome this problem, we next show how to reduce the intersection detection problem to one involving the line containing p rather than p itself.
For-any point q in the plane, let er = et(,) denote the first segment of E whose left endpoint lies to the right of (or above) q (see Figure 4) , and let e, = e,(,) denote the segment in & lying immediately above q, that is the vertical ray emanating from q in the upward direction hits e, before any other segment of & (see Figure 4) . If er (resp. e,) is not defined, we put 1= m + 1 (resp. u = m + 1). Finally, put 4s = min{J, u}. , To compute el, construct a balanced binary tree L whose leaves store the segments of & in their order along t. For each interior node z of L, we store the rightmost left endpoint of the segments stored at leaves of the subtree rooted at v. L can be constructed in O(m log m) time, and it is easily seen that et can be determined by searching with q through L, in O(log m) time. As for e,, we can easily calculate it in time O(log m) after O(m log m) preprocessing, ss in [ST] .
Lemma 3.7 The query ray p emanatingfrom a pointp cannot intersect any segment ei f E, for i < q$,. Moreover, for i 2 &,, p intersects ei E & if and only if its right endpoint lies below the line containing p.
Proof:
If the first part of the lemma were not true, then there would exist a segment e;, for i < tip, intersecting the ray p. In this case the left endpoint of ei lies to the left of p, so the vertical ray r~ from p in the upward direction must intersect ei, But then the first segment e, hit by 7~ must satisfy i 1 u 2 &, (because e, >ei and by definition of &,), a contradiction that proves the first half of the lemma. The "only if" part of the second half of the lemma follows from the fact that if both the left and the right endpoints of a segment e lie above I? (the line containing p), then e cannot intersect !. For the "if" part let ei be a segment of E, for i 2 &,, whose right endpoint lies below L. If the left endpoint of ei lies to the right of p, then obviously ei intersects p, so assume that the left endpoint of ei is to the left of p. If ei does not intersect p, then the intersection point [ of ei and C also lies to the left of p, and therefore ei lies below f at z = zP. By definition ei <e,(,).
Since the segments in P are non-intersecting and tie left endpoint of el(,) lies above 4, we also have ei "6, et(,). Hence i < min{u(p), l(p)], contradicting the assumption that i 2 &,.
Cl
Lemma 3.7 implies that the binary search technique proposed above will work, provided we can detect quickly whether the right endpoint of a segment in some subsequence of E lies below .t'. In other words, the problem now has been reduced to that of detecting an intersection between a set of points and a query half plane. Clearly, this is equivalent to detecting an intersection between the convex hull of these points and the half plane. Now we are ready to describe how to preprocess & so that ef(p) can be computed quickly, for any ray p. Let ti denote the right endpoint of ei E E, and let R = (71, . . . , rm}. We construct a binary tree 7 on R in the same way as we constructed B, i.e. the points ri are stored in the leaves of T in order, and each node w of I is associated with the subset R, of R containing all points stored at the leaves of the subtree rooted at w.
At every node w of 7, we store the convex hull of R,. Using 7 we can easily determine e,(P) in time O(log2 m) : We first find & in O(logm) time, as described above. Then we treat the suffix {r+P, . . . ,r,,,} of R as the union of at most peg ml subsets R,, w E 7, which we can compute in O(log m) time. We test each Rw in increasing order, leftto-right to find the first w for which the line L containing p intersects the convex hull of Rw. Then we do a binary search within R, until we find et(P). All this takes O(log' m) time.
However, using fractional cascading technique of [CGc], the total cost of the repeated convex hull testing can be easily reduced to O(log m) while the space remains O(m log m); see [CGc] and the full version of this paper for more details. Therefore we have Returning to the original problem, Lemma 3.8 and the preceding discussion imply that we can compute a(&, p) (and symmetrically Q(Qc,p)), for each v E I&(e), in time O(log n). Equation (1) and Lemma 2.2 then imply Theorem 3.9 Given a set 8 of n non-intersecting line aegments, we can preprocess it, in time O(n3f210gw n) using O(n3i2) working storage, into a data structure of size O(n log3 n) 80 that, given a query MY p, its first intersection @(G, p) with G can be computed in time O(filog' n), 0 Remark 3.10:
(i) The space used can be reduced to O(n log' n), without affecting the query time, if we use a single tree structure instead of a family of O(log n) trees. But then the preprocessing time increases to O(n3 log n).
(ii) If we allow randomization, then the (expected) preprocessing time can be reduced to O(n'f3 log' n) using Matou&k's algorithm [Mab] , but then the query time bound increases by a factor of log n.
4 Tradeoff between space and query time
In this section we show that the query time for the ray shooting problem in arrangements of non-intersecting segments can be improved if we allow ourselves more storage. Similar tradeoffs have been obtained for several related problems, such as computing a face in an arrangement of lines [EGH*] and simplex range searching [Agb] , [Chc] . The main result of this section is an algorithm for computing @(G,p) with 0( % log 'I* n) query time, using O(m) space, where nlog3 n < m 5 n2. First, we show that if we allow O(n') space, the query time can be reduced to O(logn).
LetB={el,... , e,} be a collection of n non-intersecting segments. The dual of a segment e = a is a double wedge e* formed between the dual lines a*, b' of a, b respectively, and not containing any vertical line. Dualize all segments e E g to double wedges e', obtaining a set 8' of n double wedges. Let C denote the lines bounding the double wedges of g* (i.e. the duals of the endpoints of segments in G). Let d(L) denote the arrangement of L, and let wf be the set of double wedges of Q' containing the face f E d(L). Standard duality arguments yield:
Lemma 4.1 Let p be a point lying in the interior of a face of d(L). Then p* intersects each segment e E wf transversally at an interior point. 0
Lemma 4.2 If the segments of 9 are non-intersecting, then for all points p E f, the line p* intersects the segments of wf in the same order. 0
For two segments ei, ej, we say that ei < ej, if there exists a rightward directed line L such that e inteisects ei before ej. In view of Lemma 4.2, the segments of wf can be linearly ordered using the relation <, SO assume that they are sorted in increasing order with reipect to <.
For a ray p, let the image of p be ihe point L', dual to the line e containing p. If the image of a ray p lies in the face f E d(C), then cP(O, p) can be easily computed in O(log n) time by a binary search on wf. Therefore, it suffices to show how to store all the lists wf using only O(n') space, so that binary search in each of them can still be done in O(logn) time.
Let 'D denote the dual graph of d(t), i.e. the graph whose nodes represent faces of A( .C) and whose edges connect pairs of nodes representing adjacent faces. Let I denote a spanning tree of D. We can convert 7 into a path II by tracing an Eulerian tour around the tree. Let ~1, vz be two vertices in II representing the adjacent faces fi, f2 sharing an edge 7. If y is a portion of a line L E L, then wfl @ wfl is the set of segments having the dual of! as an endpoint. Let 6, denote this set of segments. The set wf3 can be obtained from wfl by deleting the segments of 6, n wli and inserting the segments of 6, -wfl. Therefore we can maintain all wf using a persistent data structure T(B) (see [Co] , [ST] , [DSST] ). It is easily checked that T(P) requires O(n2) space, and can be constructed in O(n2 log n) time. Hence, we have Theorem 4.3 Given a collection 0 of n non-intersecting segments, we can preprocess them, in O(n2 log n) time, into a data structure of size O(n'), so that for any query ray p, cP(G, p) can be computed in O(log n) time. 0 Theorem 3.9 and Theorem 4.3 represent roughly two extremes of the spectrum, because we need at least O(n) space, and we cannot hope to answer a query in less than O(logn) time. The general case where the allowed storage m assumes an intermediate value between n log3 n and n2 is handled as follows.
Partition the dual plane into M = O(T') triangles 01, . . . , AM, using the algorithm of [Aga] , so that each triangle meets at most 9 lines dual to the endpoints of the given segments, where I is a parameter to be chosen later. The time spent in partitioning the plane is O(nr log n logw-' r). Let ti denote the set of dual lines that intersect the triangle Ai, for i = 1, . . . , M. For each Ai, define' the subset 0; of &J to consist of all segments e having at least one endpoint whose dual is in Ci. Obviously ]Si] 2 $. We also define WiCGaS Wi = {ele EPAAi Ce*}.
It is easily checked that 
where Ai is the triangle containing the image of p. Using the same argument as in Lemma 4.2, we can prove Again, we construct a path H on a spanning tree of D, and obtain a persistent data structure T(g) to store Wi for all triangles. Arguing as above, it can be shown that T(o) requires O(nt) space, and can be constructed in O(nr log n) time. Now, for any ray p, whose image lies in Ai, Q(Wi, p) can be computed in O(log n) time. Next, we preprocess each Bi, in time 0( g log" n), into a data structure of size 0( 3 log3 n) using the algorithm described in Section 3 so that, for any ray having its image in Ai, @(Bi, p) can be computed in O(filog' P) time. As for computing @(9, p), given a ray p, we first find the triangle Ai that contains its image; this can be done in O(logt) time, using an efficient point location algorithm [EGS] , [ST] . It follows from (2) that @(P, p) can be computed by calculating each of @( Wi, p) and @(Bi, p), as described above. Therefore the above discussion implies that the total query time Q(n) = 0 (filog" u). As for the space complexity S(n), we need O(r") space to store the triangles A,, . . . , AM, O(w) space to store T'l, and 0( Flog3 n) to store each 9; (cf. Theorem 3.9), which implies that S(n) = 0 (nr log3 P). Hence, if we choose P = m -, then S(n) = n log3 n O(m) and Q(n) = 0 (% log712 n) .
It-follows from [Aga] that the partitioning requires O(nr log n logw-' t) time.
Since Tr can be constructed in O(nr logn) time and each Fi can be preprocessed in O((F)"j2 log" n) time, it can be shown that the total preprocessing time is O(n&ilog"-3/2 n). (i) If we allow randomization, then using MatouSek's algorithm Bi can be preprocessed in 0( $ log' n) time, but the query time increases by a factor of O(logn).
(ii) On the other hand if we maintain a single tree data structure for each Oi, the query time can be reduced to 0( * log3 n), but then the preprocessing time increases.
5
Ray shooting in general arrangements of segments In this section we extend our algorithm of computing @(B, p) to arbitrary arrangements of intersecting segments. In Section 5.1 we describe how to preprocess B for ray shooting queries, and in Section 5.2 we show how to answer a query. We analyze the time and space complexity of our algorithm in Section 5.3 and finally derive tradeoff between space and query time in Section 5.4.
Preprocessing the segments
In this section 9 denotes an arbitrary collection of n segments in the plane. To simplify the exposition, we assume that the segments of 0 are bounded. The preprocessing of B consists of constructing a partition tree I on 0 and preprocessing each of its nodes. Each node v E 'T is associated with a collection & C &r of nv segments, and a triangle A,. We also associate with each node v an auxiliary set 8: of segments, to be defined shortly.
If n, < c, for some constant c specified below, then v is a leaf of 7, otherwise it is an internal node of I and we proceed as follows. For some fixed constant r 1 2, partition A, into M = O(?) triangles A,, . . . , AM, using the algorithm of [Aga] (or of [Maa] ), SO that each triangle Ai meets at most F lines containing the segments of 9". Create M children WI, , . . , WM of V, and associate with each child wi the corresponding triangle A,; = Ai. We put a segment e of S, in 0,; if at least one of the endpoints of e lies in Ai. We also associate with wi an auxiliary set &, of all segments of g, that cross Ai but do not have an endpoint inside Ai. Let M, be the planar map formed by the triangles Ar , . . . , AM. The root u of 7 is associated with fJ itself, and A, is a triangle that contains all the segments of g. Moreover, $, = 0, by definition.
We preprocess each node v E I az follows. Preprocess the planar map M, for point location queries (see [EGS] , [ST] ) and store the resulting data structure at V. Let JZ~ denote the set of lines containing the segments of $,. Preprocess L: into a data structure 'Yl(LL) for computing (P (LL, p) Observe that every segment of A, intersects aA,, therefore H, U dA, is a collection of k<S simple polygons P = {PI, . . . , Pk} each of which touches aAv (see Figure 5) . In other words, each P has at least one edge that is a portion of aA,. Moreover, a point P E aA, -A, lies in exactly one polygon P E P. Sort the intersection points of A, n aA, so that, for a point p E aA" -A,, the polygon in P containing p can be computed quickly. Preprocess each simple polygon P E P into a data structure for computing @(P, p), using Chazelle and Guibas' algorithm [CGa] (see also [GHLST] ). If @(P,p) E aA, for a ray p, then @(P, p) is reset to +oo. Let Tz(A,) be the union of all these structures.
Finally, let Fv denote the boundary of the unbounded face of 4Ujgf Bwj), where ~1, . . . , WM are all the children of u. By the result of Pollack et al. [PSS] (see also [GSS] ), Fv has O(nvo(nv)) segments, as 1 UjcM BwjI < lBv[ 5 n,. Since the segments of F, are non-intersecting, we preprocess them into a data structure Tz(Bv) for computing @(F,, p), using the algorithm described in Section 3.
Answering a query
Let p be a query ray emanating from a point p in direction d. The query is answered by traversing a path II,, of I and computing bv = @(O,,p) at each node v E HP in a bottom-UP fashion. At the end of this process we obtain at the root u, uu = qcu, P) = @(G, P).
The path HP is defined so that for each node v along HP the ray origin p lies in A,. The processing of a node 2, of HP is done a..~ follows. If v is a leaf, then we compute 8, directly using a brute-force method, otherwise we locate the triangle A, E M, containing the ray origin p and obtain the corresponding child t of v along p.. Then we compute recursively cr. Clearly if ut # +OO then uv = ut and we are done; otherwise more processing is needed to obtain QV outside A,.
We compute ut by calculating each of a(&,~) and @(&, p). The former of the two is computed recursively and the latter is computed using Tl(Ll).
If @(S:,p) E At, then a(~[, p) is the same as @(t:, p), because the segments of c: do not have an endpoint inside A,. Therefore, @(Li, p) $! At implies @($,p) g A, and it is also easily checked that @(L:, p) E A, implies @(B:, p) = @(c:, P); thus @(B& P) can be determined by computing @(.Ci, p) using Tl (L:). If ut # +oo, then we have already found @(gv,p), SO we stop. If ut = +oo, then uv lies outside A,. Let W, = {Wily .-a 9 w;,} denote the set of children of v, other than wt, that intersect p. W,, can be computed by traversing the ray in M,. Since uv e A,, it is easily seen that W",P) = w$$p {WL u 66, P,)
For w E W,, p e Aw, therefore either p does not intersect A,,, or if it does, then a(&,,~) lies on an edge of H,. Let [ be the first intersection point of p and aA,, and let P be the polygon of 3c, containing <. If p' is the ray emanating from t in the same direction as p, then obviously (P(&,P) = @+L,P') = @(P,P').
Therefore @(A,, p) can be computed using Tz(A,).
Observe that the segments of B, are contained in Awj, and p does not intersect B,,, therefore it is not difficult to see that source point p of p lies in the unbounded face of d(Uj_<MBuj) (where WI, . . . , WM are all the children of v). Therefore,
The desired @(B,,p) is now obtained using (3) and T-3@',,).
Analysis of the algorithm
The correctness of the algorithm follows from the above discussion, so we only have to analyze its time and space complexity. First consider the query time Q(n). Let II, be the path followed by the algorithm as it computes S(S, p). We bound the time spent at each node u E II,. We spend O(log r) time to find the triangle A, containing the ray origin p. It follows from [EGH*] (see also [Agb] ) that a (&, , p) (logn) time to compute @(A,, p) [CGa] , and finally we spend 0( dm log2 n,) time to compute O(F,, p) (cf. Theorem 3.9). Therefore, the time spent at a node u is at most O(J~log2 n, + &log3 n, -l-slogn,). Since 9 5 r2 = O(l), the total time spent at node u is O(dmlog2 n + alog n). Summing over all nodes of HP, we obtain Q(n) = C O(~~log2 n + &log3 n) (4) "ai, It is easily checked that, for a node u at level i of 7, we have Thus Q(n) = O(filog3 n). Next, let us analyze the space complexity S(n) and the preprocessing time of the algorithm.
At each node e E 7, we store the following data structures:
(i) Mv: The node w is partitioned into O(r2) triangles in O(n,t log n, logw-' r) time [Aga] , therefore by [EGS] , M, can be preprocessed, in time O(rlog s), into a data structure of size O(r2) for point location queries. Since r is chosen to be constant, the time bound is just O(n, log n,) and the space required is O(n,).
(ii) Ti(l:):
It f 11 o ows from the result of Edelsbrunner et al. [EGH*] (see also [Agb] ) that Tr(L:) requires O(n: log n,) space, and can be constructed in O(n'fj2 log" n:) time.
(iii) 'Y,(A,):
Since 7-1, has at most O((n: + n,)a(n, + nk)) edges, T&i,)
requires O((n, + ni,)a(n, + d))) space (cf.
[CGa]), and can be constructed in O((n, + n:)cr(n, + n:) log(n, + n:)) time.
(iv) Ts(F,):
F, has O(nvcr(n,)) edges, therefore by Theorem 3.9, Ta(Fv) requires O(nvcr(n,) log3 n,) space, and can be constructed in O(TZ~'~ logW n,) time (which sub sumes the time O(nva(n,)log2 n,) needed to compute F,, as in [EGSh] ).
Thus, the space used at u is O(n,a(n,)log3 nv + nia(n:) log n,). S umming over all nodes of 7, we get S(n) = ~(tw(nv) log3 n, + n:a(n:) log n,). "aObserve that no triangle of M, meets more than O(y) segments of G,, therefore if WV is the set of children of v, then (6) WEW" Moreover each endpoint of a segment e E F falls inside one triangle A, for each level of 7. Thus e is associated with at most two nodes of each level. Let I(v) denote the level of the node v in 7, then for each i 5 log n, c 78, 5 2n.
(7) l(v)=i Since r = O(l), (6) and (7) imply that
Similarly, we can show that the total preprocessing time is O(n 3/2 log" n). Hence, we can conclude Theorem 5.2 Given a collection D of n (possibly intersecting) segments, we can preprocess them, in time O(n312 log" n), into a data structure of size O(ncY(n) log' n) so that, for any query my p, @(g,p) can be computed in O(filog3 n) time. 0 5.4 Tradeoff between space and query time
In this subsection we study a tradeoff between space and query time for ray shooting in general arrangements of segments.
To preprocess the given collection B into a data structure of size O(m), we proceed in the same way as in Section 5.1 except that at each node u we are allowed more space, so we construct larger-sized data structures that facilitate faster shooting in CL, F,, etc.
Edelsbrunner et al.
[EGH*] (see also [Agb] ) have shown that, given a set L of t lines and a parameter 1 5 /3i < 2, L can be preprocessed, in time O(t3/2fllogw t), into a data structure Tl(C) of size O(t& logt) so that, for any query ray p, @(C, p) can be computed in 0( J-& log3 t) time. At each node u of 7 at level i, we store such a structure TI(C:) with an appropriate value of /3i = /3i (to be specified later). Similarly we have shown in Section 4 that, given a set E of t non-intersecting segments and a parameter 1 5 /3z < t, we can preprocess E, in time O(t3/'filogw t), into a data structure T,(e) of size O(tpzlog3 t) so that, for a query ray p, @(E, p) can be computed in time 0( dk log' t). At each node v at level i, we store such a structure Ts(Fv) with an appropriate value of flz = /3;. Besides these two types of data structures, we also store T2(Av) of Section 5.1 at each node u of 7. For answering a query, we use the same procedure ae in Section 5.2. m To obtain a total of O(m) space, we choose /Yf = -, nP log n p;= m nri log3 n * Using an analysis, similar to that of Section 5.4, we can indeed show that (see full version for more details) Theorem 5.3 Given a set of n (possibly intersecting) segments in the plane, O(nJmlogW-3/2 we can preprocess them, in n) time, into a data structure of size o(m) so that, for any query my p, @(g,p) can be computed in O(* log'12 n) time. 0 6 Implicit point location
The planar point location problem is a well studied problem in computational geometry [Ki] , [EGS] , [ST] . In this problem one is to preprocess a given planar subdivision so that, for a query point, we can quickly determine the face of the subdivision containing it. Guibas et al. [GOS] have considered a generalization of this problem, in which the map is defined as the arrangement of n polygonal objects of some simple shape, and the goal is to compute certain information related to the arrangement of the objects; for example to determine whether a query point lies in the union of the objects. For simplicity we assume that the objects are segments. Formally, the problem can be stated as follows:
We are given a collection F = {el, . . . , e,} of n segments, and with each segment e we associate a function & defined on the entire plane, which assumes values in some associative and commutative semigroup S (denote its operation by +), and Jet *1(z) = &O$)e(z).
We want to preprocess B so that, for any query point p, we can quickly compute e(p).
We assume that (/I, and \E satisfy the following conditions:
(i) For any given point Z, l/l=(z) can be computed in O(I) time.
(ii) Any two values in S can be added in O(1) time.
(iii) Given a set $.3 of n segments in the plane, we can preprocess them in time O(nlogk n), for some constant k 2 0, into a linear-size data structure Y(B) so that, given a point 2 lying either above all the lines containing the segments of 8, or below all these lines, q(z) can be calculated in O(log n) time.
Th e goal is to come up with an algorithm that uses O( n logo(') n) space and computes q(p), for a given query point, in sublinear time. Guibas et al. [GOS] gave a randomized algorithm, with O(n logk+' n) expected running time, to construct a data structure of O(n) size so that, for a query point p, e(p) can be computed in O(n2'3t6) time, for any b > 0. In this section, we present an algorithm that improves the query time to O(filog' n), and makes the preprocessing deterministic (albeit no longer close to linear), Let L denote the set of lines containing the segments of B. Dualize the lines of L to obtain a set L' of n points. Let C = {Cl, . . . , Ck} denote a family of k = O(log n) spanning paths on L', with u(C) = 0(&i).
We show how to preprocess a single path C E C.
First, construct a binary tree B = B(C) as above. With each node v of B we associate a set g, of segments e E B such that the dual of the line containing e belongs to S, (as defined in Section 2). At each node v, we store T(&) so that, for any query point p lying either above all the lines containing the segments of 9, or below all of them, q"(p) = xeEEv &(p) can be computed in O(log n) time, For a given query point p, we compute Q?(p) as follows.
Let p* denote the dual of p. Obviously &,(P) = c @"(P'). irl ~w3(P*)
Therefore, it suffices to show how to compute C'"(p), for a node v E Vn(p'). Ob serve that for any v E Vn(p'), p* lies either above all the points of S,, or below all of them, say below. Since duality preserves the above-below relationship, p lie below all the lines containing the segments of Q,. Therefore, alu(p) can be easily computed in O(logn) time using W"). Next, let us analyze the complexity of our algorithm. First consider the time spent in answering a query. By Theorem 2.1, we can determine, in O(log n) time, a path C E C that intersects p* in at most O(J;I) edges, and it follows from the discussion in Section 2 that Vo(c)(p*), for a given line p*, can be computed in O(filog n) time. By the property (iii), for each v E %(p*), eU(p) can be calculated in O(logn) time. Thus the total time spent is at most O(filog' n), As for the space complexity, T(B,) requires O(l& I) space. Since the segments associated with the nodes of f3 at the same level are pairwise disjoint, the total space required to store B is O(nlog n). Finally, the preprocessing time is bounded by the time spent in computing C plus the time spent in preprocessing Q, for all v E 8. Hence, the total preprocessing time is O(n312 log" n + n logk+2 n) = O(n312 log" n).
Therefore, we can conclude Theorem 6.1 Given a collection &I of n segments, and an associatedfunction 4 with each segments satisfying the properties (i)-(iii), one can preprocess 0 in O(n3j2 logw n) time into a data structure of size O(n log n) so that, for any query point p, @(p) can be computed in O(filog' n) time. 0 Remark 6.2:
(i) As in Section 3, we can reduce the space complexity to O(n log n) by maintaining a single tree structure instead of a family of O(log n) trees.
(ii) In some applications, where calculation of i@(z) in (iii) above is accomplished by a binary search, it is possible to reduce the query time to O(Jilog n), using fractional cascading.
0 t her Applications
In this section we consider a few other applications of our technique. All these problems were studied in [GOS] , who obtained algorithms with O(n2/3t6) query time, for any 6 > 0 and with randomized preprocessing.
We show that the spanning tree data structure improves the query time to roughly 6.
Polygon containment problem
Given a set of n triangles (possibly intersecting), we want to preprocess them so that, given a query point p, we can quickly count the number of triangles containing the point P. [GOS] have given an algorithm with O(~Z~/~+~) query time, for any 6 > 0, by reducing it to an instance of the implicit point location problem. They define a function 4 that satisfies properties (i)-(iii) (with t = 1) such that Q(p) gives the number of triangles containing the point p. Using our implicit point location algorithm instead of theirs, we can show that Theorem 7.1 Given a set of n triangles, we can preprocess them, in O(n3j2 log" n) time, into a data structure of size O(n log n) so that, given a query point p, we can determine the number of triangles containing it in time O(filog' n) time. Cl Consider-the following special case of the hidden surface removal problem: Let A = {Al, . . . , A,} be a collection of n horizontal triangles in J-space such that Ai lies in the plane z = ci, where cl 5 c2 < * ** 5 c,,. We want to preprocess them so that, given a query point p in the xv-plane, we can quickly compute the lowest triangle Aj hit by the vertical ray from p in the upward direction. [GOS] have given an algorithm for this problem with qn2/3+6
) query time, for any 6 > 0. Their algorithm first projects, all triangles on the zy-plane, and then performs a binary search through the sequence (A;, . . . , AZ) of projected triangles to find the first index j such that AT contains the query point p. Each step of the binary search tests whether p lies in the union of some contiguous block of projected triangles, using the implicit point ldcation technique. Again, using implicit point location algorithm, we show that Theorem 7.3 The hidden surface removal problem for an ordered collection of n triangles in three-dimensional space can be solved in O(J;ilog3 n) query time, O(nlog2 n) space and O(n 3/2 log" n) preprocessing. 0 7.3 Polygon placement problem
Let P = {PI, . . . , P,,,} be m polygonal obstacles with pairwise disjoint interiors, and let n denote the total number of their edges. Let B be an arbitrary polygonal region, defined aa the union oft simply-shaped polygons (thus, the complexity of B may be as high as R(k')).
We want to preprocess P and B so that, given a query point p, we can determine whether B collides with any obstacle while placed with some reference point lying at p.
Again using Theorem 6.1, we show that Theorem 7. 4 We can preprocess the polygonal obstacles and B in O((kn)3/2 log"' n) t. ame into a data structum of size O(kn log kn) ao that, giuen a placement p, we can determine in time O(&log' kn), whether B is free of collision with the obstacles at that placement. 0 -- 
