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V magistrskem delu denirajte Schurov komplement kvadratne matrike glede na
njeno glavno podmatriko. Izra£unajte inverz matrike in njeno determinanto s po-
mo£jo Schurovega komplementa. Predstavite uporabo ter rezultate uporabite tudi
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Na realnih blo£nih matrikah deniramo Schurov komplement. Motivacija za deni-
cijo izvira iz sistema linearnih ena£b, ki se ga s pomo£jo Schurovega komplementa
lahko zreducira na re²evanje manj²ega sistema linearnih ena£b. Na ve£ na£inov zapi-
²emo inverz matrike, izraºen s Schurovim komplementom, ki ga je ºe leta 1939 zapisal
matematik Aitken. Dokaºemo kvocientno formulo in izra£unamo Schurov komple-
ment vgnezdene matrike. Ogledamo si tudi nekaj lastnosti determinante matrik s
pomo£jo Schurovega komplementa. Na simetri£nih blo£nih matrikah dokaºemo iz-
rek o pozitivni denitnosti blo£ne podmatrike in njegovih Schurovih komplementov.




We dene the Schur complement on a block matrix over real numbers. Moti-
vation for the denition comes from the system of linear equations which can be
reduced to a smaller system of linear equations by using the Schur complement. We
write the inverse matrix which blocks are expressed by Schur complement. Those
equalities were established already in 1939 by mathematician Aitken. We prove the
quotient property of nested Schur complement. We also investigate the properties
of determinants using Schur complement. We develop some properties of positive
semideniteness of Schur complement of a symmetric matrix. We use Schur com-
plement to construct the Cholesky decomposition of a symmetric positive denite
matrix.
Math. Subj. Class. (2010): 15A09, 15A15, 15A18
Klju£ne besede: Schurov komplement, inverz, determinanta, simetri£na matrika.





Pri re²evanju linearnega sistema lahko naletimo na matriko, ki jo imenujemo Sc-
hurov komplement. Na² cilj je pokazati, kako pomemben in uporaben je Schurov
komplement. S Schurovim komplementom in njegovimi lastnostmi si pomagamo pri
ra£unanju inverza blo£ne matrike, ra£unanju determinante blo£ne matrike, re²eva-
nju nehomogenega sistema, razcepu Choleskega in dokazovanju pozitivne denitno-
sti matrike. Schurov komplement lahko uporabimo tudi v numeri£ni matematiki
pri ra£unanju LU razcepa [3, 7], v statistiki v kovarian£nih matrikah pri normalni
porazdelitvi [8, 12] in denimo pri primerjanju lastnih vrednosti matrik [11].







kjer so A ∈ Rm×m, D ∈ Rk×k, B ∈ Rm×k, C ∈ Rk×m ter n = m+ k.
Re²ujemo homogen linearen sistem



















kjer sta x ∈ Rm in y ∈ Rk, oziroma na
Ax+By = 0 (1.2)
Cx+Dy = 0. (1.3)
e je matrika A obrnljiva, pomnoºimo enakost (1.2) z −CA−1 z leve in jo pri²tejemo
k enakosti (1.3). Vektor x se izni£i, za y pa velja zveza
(D − CA−1B)y = 0.
e je matrika D obrnljiva, na podoben na£in kot zgoraj eliminiramo vektor y, za x
pa velja zveza
(A−BD−1C)x = 0.
Denicija 1.1. e je matrika A obrnljiva, tedaj matriko D − CA−1B imenujemo
Schurov komplement A v M in jo ozna£imo z
M/A = D − CA−1B.
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e je matrika D obrnljiva, tedaj matriko A−BD−1C imenujemo Schurov kom-
plement D v M in jo ozna£imo z
M/D = A−BD−1C.
Opomba 1.2. Kadar bomo omenjali Schurova komplementa M/A in M/D, bomo
vedno predpostavili, da sta matriki A oziroma D obrnljivi.
Poglejmo si primer, kjer se Schurov komplement M/A izraºa z matriko D, Sc-
hurov komplement M/D pa z matriko A.







Ker je matrika C = 0, je tedaj Schurov komplement A v M enak
M/A = D − 0A−1B = D. (1.4)
Schurov komplement D v M pa je enak
M/D = A−BD−10 = A.
Tedaj veljata tudi naslednji enakosti
det(M/A) = detD, det(M/D) = detA.
Oglejmo si, kako se re²itev nehomogenega sistema izraºa s Schurovim komple-
mentom. Naj bo matrika M kot v (1.1). Poglejmo si nehomogen sistem


























kjer so x ∈ Rm, y ∈ Rk, z ∈ Rm, w ∈ Rk, oziroma na
Ax+By = z (1.6)
Cx+Dy = w. (1.7)
Pomnoºimo enakost (1.6) z −CA−1 z leve in jo pri²tejemo k enakosti (1.7). Dobimo
zvezo za y, ki je
y = (D − CA−1B)−1(w − CA−1z)
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oziroma
y = (M/A)−1(w − CA−1z). (1.8)
Vstavimo (1.8) v ena£bo (1.6) in dobimo
Ax+B(M/A)−1(w − CA−1z) = z.
Iz slednje enakosti lahko izrazimo x, saj je A obrnljiva matrika, in dobimo
x = A−1(z −B(M/A)−1(w − CA−1z)). (1.9)
Po drugi strani lahko enakost (1.7) pomnoºimo z −BD−1 z leve in jo pri²tejemo k
enakosti (1.6). Za x tedaj velja zveza
x = (A−BD−1C)−1(z −BD−1w)
oziroma
x = (M/D)−1(z −BD−1w). (1.10)
Dobili smo re²itev nehomogenega sistema (1.5):
x = (M/D)−1(z −BD−1w)
y = (M/A)−1(w − CA−1z).
Po podobnem postopku kot smo dobili Schurova komplementa M/A in M/D
pri re²evanju homogenega linearnega sistema, lahko dobimo preostala dva Schurova
komplementa M/B in M/C, £e sta matriki B in C obrnljivi. Njiju ne bomo veliko
omenjali, bosta pa pomembna, ko bomo izpeljali formulo za inverz matrike M , kjer
bodo nastopali vsi ²tirje Schurovi komplementi.
Denicija 1.4. e je matrika B obrnljiva, tedaj matriko C −DB−1A imenujemo
Schurov komplement B v M in jo ozna£imo z
M/B = C −DB−1A.
e je matrika C obrnljiva, tedaj matriko B −AC−1D imenujemo Schurov kom-
plement C v M in jo ozna£imo z
M/C = B − AC−1D.
1.2 Zgodovina in pregled poglavij magisterija
Prvi zapisi o Schurovem komplementu izvirajo iz 20. stoletja. Uporabljali so ga
veliko v ra£unanju z matrikami, v sistemih ena£b, v ra£unanju inverza matrike in
v mnogih drugih teorijah. Leta 1968 je matemati£arka Emilie Virginia Haynsworth
uvedla ime in oznako za Schurov komplement kvadratne nesingularne podmatrike v
blo£ni matriki oblike ( A BC D ) [5]. Idejo za ime Schurov komplement je dobila v dokazu
leme Issaija Schura, kjer je uporabljen izraz D − CA−1B in ga zapisala z (M/A)
[10]. Poglejmo si to lemo, kjer v dokazu najdemo izraz D − CA−1B.
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Lema 1.5. Naj bodo A, B, C in D kvadratne matrike velikosti n × n in naj velja






enaka determinanti matrike AD − CB.

















0 D − CA−1B
)
.
e v slednji enakosti uporabimo determinanto, dobimo
det(A−1) det(M) = det(D − CA−1B),
kar je enako
det(M) = det(A) det(D − CA−1B). (1.11)
Pri upo²tevanju, da je determinanta produkta enaka produktu determinant in da
velja AC = CA, se enakost (1.11) prevede na
det(M) = det(AD − ACA−1B) = det(AD − CAA−1B) = det(AD − CB). (1.12)







kjer je x ∈ R. I²£emo tak vektor x, da bo matrika A+ xIn obrnljiva matrika, torej
det(A+xIn) ̸= 0. Ker po predpostavki matriki A in C komutirata, komutirata tudi
matriki C in A + xIn. Za vsako majhno vrednost |x|, ki je manj²a od najmanj²e
lastne vrednosti matrike A, je determinanta matrike A + xIn neni£elna. Zato po
(1.12) velja
detM1 = det((A+ xIn)D − CB).
e po²ljemo x proti 0, dobimo ºeljeno enakost, kjer upo²tevamo, da je determinanta
zvezna funkcija.
Issai Schur, rojen 10. januarja 1875, je bil vsestranski matematik. Leta 1894
je v Berlinu ²tudiral matematiko in ziko in tam tudi doktoriral. Veliko Schurovih
prispevkov je s podro£ja linearne algebre. Pred njegovo smrtjo, leta 1941, je bilo
objavljenih 81 njegovih publikacij. Kasneje so Schurov komplement v svoja dela
vklju£evali ²e drugi matematiki.
Leta 1937 je astronom in matematik Tadeusz Banachiewicz zapisal inverz blo£ne
matrikeM , kjer se v posameznih blokih pojavi Schurov komplementM/A [2]. Inverz













ki ga bomo tudi izpeljali v razdelku 2.1.
V knjigi Elementary Matrices and Some Applications to Dynamics and Dife-
rential Equations [4] leta 1938 piscev Roberta Frazerja, Williama Jolly Duncana in
Arthurja Collarja najdemo inverz matrike zapisan s Schurovim komplementomM/D
druga£e, kot je inverz izra£unal Banachiewicz. Pri predpostavki, da sta matriki D







kjer matrika A ni nujno obrnljiva. Inverz (1.14) bomo izpeljali v razdelku 2.2.
Formulo za inverz matrike M , ki bo vsebovala ²tiri Schurove komplemente M/A,
M/B,M/C,M/D bomo izpeljali v razdelku 2.4. Inverz matrike M obstaja, £e so
matrike A,B,C in D obrnljive in velikosti n × n. Matematik Aitken je leta 1939








V drugem razdelku bomo pogledali, kako lahko na druga£en na£in izra£unamo
determinanto blo£ne matrike M , £e vodilna podmatrika ni obrnljiva. S pomo£jo
permutacij matriko M preoblikujemo v novo blo£no matriko, kjer je nova vodilna
podmatrika obrnljiva in determinanto matrike M lahko izra£unamo s pomo£jo de-
terminante nove vodilne podmatrike.
V tretjem razdelku bomo dokazali kvocientno formulo, oziroma kako se Schurov
komplement izraºa na vgnezdenih matrikah. Kvocientna formula nam pove, da je
Schurov komplement A v M , kjer je A blo£na in obrnljiva vodilna podmatrika ma-
trike M , enak Schurovem komplementu A/E v M/E, kjer je E vodilna podmatrika
v matriki A.
V zadnjem poglavju matriki M privzamemo ²e dodatno lastnost, da mora biti





, kjer sta matriki A in D simetri£ni.
Zanima nas tudi, v kak²ni zvezi sta pozitivna denitnost matrike M in pozitivna
denitnost njenih Schurovih komplementov. Izpeljali bomo tudi pomembno neena-
kost med determinantami podmatrik, ki nastopajo v dveh blo£nih matrikah. Kot
zanimivost bomo pogledali tudi, kak²no vlogo ima Schurov komplement pri razcepu
Choleskega. Razcep Choleskega simetri£ne pozitivno denitne matrike je faktoriza-
cija matrike na produkt spodnje trikotne matrike s pozitivnimi elementi na diagonali
in njene transponiranke. Matrika je simetri£na in pozitivno denitna natanko takrat,
ko zanjo obstaja razcep Choleskega.
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2 Inverz in determinanta matrike







kjer so A ∈ Rm×m, D ∈ Rk×k, B ∈ Rm×k in C ∈ Rk×m ter n = m + k. V tem
poglavju bomo uporabljali te oznake za M,A,B,C,D razen, £e ne bomo druga£e
dolo£ili. Na² cilj je poiskati inverz matrike M , £e obstaja, ki vsebuje Schurove kom-
plemente. Najprej bomo izra£unali inverz matrike M , ki bo v posameznih blokih
vseboval Schurov komplement M/A kot v (1.13). Podobno bomo izra£unali inverz
matrike M , ki bo vseboval Schurov komplement M/D kot v (1.14). Tretji in £etrti
na£in inverza matrike M pa bo vseboval Schurov komplement M/C oziroma M/B.
Nazadnje bomo inverz matrike M zapisali z vsemi ²tirimi Schurovimi komplementi
kot v (1.15). Privzemimo, da kadarkoli govorimo o Schurovih komplementih naj
bodo matrike A,B,C oziroma D obrnljive. V tem poglavju bomo poleg inverza ma-
trike M obravnavali ²e njeno determinanto. V primeru, ko je vodilna podmatrika
A obrnljiva, je determinanta matrike M enaka produktu determinante Schurovega
komplementa M/A in determinante matrike A. V zadnjem podrazdelku bomo ugo-
tovili, da lahko determinanto matrike M izra£unamo tudi, £e vodilna podmatrika A
ni obrnljiva.
2.1 Inverz matrike z uporabo Schurovega komplementa vo-
dilne podmatrike













kjer so x ∈ Rm, y ∈ Rk, z ∈ Rm, w ∈ Rk, izrazili x in y ((1.8) in (1.9)) s pomo£jo
Schurovega komplementa. Napi²imo ju ²e v malo druga£ni obliki. Iz enakosti (1.9)
sledi
x = A−1(z −B(M/A)−1(w − CA−1z))
= A−1z − A−1B(M/A)−1(w − CA−1z)
= A−1z − A−1B(M/A)−1w + A−1B(M/A)−1CA−1z
= (A−1 + A−1B(M/A)−1CA−1)z − A−1B(M/A)−1w,
(2.2)
iz enakosti (1.8) pa
y = (M/A)−1(w − CA−1z)
= −(M/A)−1CA−1z + (M/A)−1w. (2.3)
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Iz enakosti (2.2) in (2.3), kjer sta x in y linearni preslikavi, dobimo formulo za inverz










S tem smo izpeljali naslednji izrek.










Opomba 2.2. Ozna£imo spodnji desni blok v matriki M−1 z (M−1)22. Velja
(M−1)22 = (M/A)
−1.
e v izrek 2.1 vstavimo C = 0, dobimo formulo za izra£un inverza zgornje
trikotne matrike.
Posledica 2.3. e sta matriki A in D obrnljivi in C = 0, potem je matrika M

















A−1 + 0 −A−1B(D − 0)−1








Na podoben na£in dokaºemo naslednjo posledico za izra£un inverza spodnje tri-
kotne matrike.
Posledica 2.4. e sta matriki A in D obrnljivi in B = 0, potem je matrika M










Matriko M bi lahko zapisali ²e druga£e, kjer bi uporabili blo£no Gaussovo eli-
minacijo. Najprej bi eliminirali matriko C, nato pa matriko B.














































Opomba 2.6. Dokaºimo izrek 2.5 na druga£en na£in, kjer uporabimo izrek 2.1.






























Inverze matrik na desni strani v enakosti 2.5 ni teºko izra£unati po posledicah 2.3
















Dve pomembni posledici izreka 2.5 sta o determinantah ter o obrnljivostih matrik
A, M in M/A.





detM = detA · det(M/A).










0 D − CA−1B
)
.
Izra£unamo determinanto obeh strani in dobimo
detM = det I · detA · det(D − CA−1B).
e upo²tevamo, da je M/A = D − CA−1B in det(I) = 1, lahko zapi²emo slednjo
enakost tudi kot
detM = detA det(M/A).
Od tod dobimo
det(M/A) = detM/ detA,
saj je detA ̸= 0.
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Posledica 2.8. e je matrika A obrnljiva, potem je matrika M obrnljiva natanko
takrat, ko je matrika M/A obrnljiva.
Dokaz. Naj bo matrika M obrnljiva. Vemo, da je poljubna matrika obrnljiva na-
tanko takrat, ko je determinanta te matrike razli£na od ni£. Iz posledice 2.7 sledi, da
£e sta determinanti matrike M in A razli£ni od ni£, je tudi determinantna matrike
M/A razli£na od ni£. Od tod sledi, da je matrika M/A obrnljiva.
Dokaºimo obrat. Naj bo matrika M/A obrnljiva. Iz posledice 2.7 sledi, da £e sta
determinanti matrike M/A in A razli£ni od ni£, je tudi determinantna matrike M
razli£na od ni£. Od tod sledi, da je matrika M obrnljiva.
Primer 2.9. Naj bo M blo£na matrika oblike
M =
⎛⎜⎜⎝




2 2 6 2
1 0 3 2
⎞⎟⎟⎠ ,







⎛⎝12 3 22 6 2
0 3 2
⎞⎠ . Izra£unajmo inverz matrike
M s pomo£jo izreka 2.1. Tedaj je inverz matrike M oblike
M−1 =
(




Najprej izra£unajmo matriko M/a:
M/a = D − ca−1bT =
=





⎞⎠(0 0 2) =
=
⎛⎝12 3 22 6 2
0 3 2
⎞⎠−




⎛⎝12 3 22 6 −2
0 3 0
⎞⎠ .
Za izra£un inverza matrike M/a bomo rekurzivno ponovno uporabili izrek 2.1, kjer



























Izra£un za Schurov komplement a1 v M1 je
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Njegov inverz enostavno izra£unamo po znani formuli za ra£unanje inverza 2 × 2

































































































Od tod dobimo inverz Schurovega komplementa a v M , ki je
(M/a)−1 =









Sedaj zapi²imo ²e ostale izra£une za inverz matrike M , ki so
−a−1bT (M/a)−1 = −
(
0 0 2




















a−1 + a−1bT (M/a)−1ca−1 = 1 +
(
0 0 2













































































2 −8 2 4





4 4 −1 −2
⎞⎟⎟⎠ .
2.2 Inverz matrike z uporabo Schurovega komplementa
glavne podmatrike
V prej²njem razdelku smo po eni strani imeli matriko M zapisano kot v (2.6), kjer je
v ozadju blo£na Gaussova eliminacija. Inverza le-te matrike ni teºko izra£unati. Po
drugi strani smo iz enakosti (2.2) in (2.3), ki sta izhajali iz re²evanja nehomogenega
sistema, dobili izraºavo inverza matrike M . Postopek z blo£no Gaussovo eliminacijo
je hitrej²i, saj imamo manj mnoºenj in invertiranj, zato se lotimo naslednje izraºave
inverza matrike M ravno z uporabo le-te. Poglejmo si postopek Gaussove elimi-
nacije. Sprva ºelimo eliminirati matriko B. Najprej matriko M z leve pomnoºimo
z matriko, ki ohrani drugo vrstico matrike M , v prvi vrstici pa na mestu, kjer je




































eliminiramo matriko C. To naredimo
tako, da omenjeno matriko z desne pomnoºimo z matriko, ki v drugi vrstici na mestu,
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kjer smo matriko A−BD−1C nadomestili z M/D. Inverze matrik na desni strani v
enakosti 2.10 ni teºko izra£unati po posledicah 2.3 in 2.4. Enakost 2.10 invertiramo



















S tem smo izpeljali naslednji izrek.







Na podoben na£in kot v posledici 2.7 dokaºemo naslednjo posledico.






detM = detD · det(M/D).
Opomba 2.12. e v matriki M vodilna podmatrika A ni obrnljiva, glavna pod-
matrika D pa je obrnljiva, lahko izra£unamo inverz matrike M posredno s pomo£jo
izreka 2.1 ali 2.10. Matriko M lahko s pomo£jo permutacij vrstic in stolpcev preve-
demo na tako matriko, kjer bo vodilna podmatrika obrnljiva in bomo lahko uporabili
izrek 2.1. Poglejmo si postopek.
Najprej matriko M z leve pomnoºimo z matriko, ki permutira blo£no vrstico s














kjer je Ik identi£na matrika velikosti k×k, Im pa identi£na matrika velikosti m×m.
Novonastalo matriko z desne pomnoºimo z blo£no matriko, ki bo permutirala blo£ni


































je sedaj vodilna matrika D obrnljiva, zato lahko uporabimo











































































kar je natanko ista formula kot v izreku 2.10.
Primer 2.13. Naj bo M blo£na matrika oblike
M =
⎛⎜⎜⎝
1 1 1 0
0 1 0 0
1 0 2 0
1 0 0 3
⎞⎟⎟⎠ ,







⎛⎝1 0 00 2 0
0 0 3
⎞⎠.








V naslednjem izra£unu bomo uporabili, da je inverz kvadratne diagonalne matrike⎛⎜⎝
d1 0 ... 0
0 d2
... ...
... ... ... 0
0 ... 0 dk
⎞⎟⎠ enak
⎛⎜⎝
1/d1 0 ... 0
0 1/d2
... ...
... ... ... 0
0 ... 0 1/dk
⎞⎟⎠ . Izra£un za Schurov komplement M/D je




































⎞⎠ = (−2 −1 0) ,
−D−1c(M/D)−1 = −





















⎞⎠ 2 (1 1 0)











































































Od tod sledi, da je inverz matrike M enak
M−1 =
⎛⎜⎜⎝
2 −2 −1 0
0 1 0 0










2.3 Inverz matrike s pomo£jo Schurovega inverza izvendiago-
nalnih blokov







kjer so A,B,C,D ∈ Rm×m ter n = 2m.
Poglejmo si inverz matrike M , ki vsebuje Schurov komplement C v M .
Izrek 2.14. e je matrika C obrnljiva, potem velja:
M−1 =
(




Dokaz. Najprej v matriki M z blo£no Gaussovo eliminacijo eliminirajmo matriko A
in nato ²e matriko D. S podobnim postopkom, kot v razdelkih 2.1 in 2.2, dobimo
















V naslednjem koraku bi radi izra£unali inverz matrike M , kar pomeni da potre-
bujemo inverze posameznih matri£nih faktorizacij. Vemo, da je inverzna matrika
A−1 neke kvadratne matrike A tak²na matrika, za katero pri mnoºenju le-te z A


















































Na podoben na£in kot v posledici 2.7 dokaºemo naslednjo posledico.
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detM = detC · det(M/C).
Preostane nam ²e izra£unati inverz matrike M , ki vsebuje Schurov komplement
B v M .







Dokaz. V matrikiM z Gaussovo eliminacijo najprej eliminiramo matriko D, nato pa
matriko A. S podobnim postopkom kot v razdelkih 2.1 in 2.2 dobimo novo izraºavo



































Na podoben na£in, kot v posledici 2.7 dokaºemo naslednjo posledico.






detM = detB · det(M/B).
2.4 Posledica in primeri







kjer so A,B,C,D ∈ Rm×m ter n = 2m. e so A,B,C in D obrnljive matrike, iz
izrekov 2.1, 2.10, 2.14 in 2.16 sledi naslednja posledica.
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kjer so a, b, c, d neni£elna ²tevila. Izra£unajmo inverz matrike M po posledici 2.18.
V inverzu nastopajo vsi ²tirje Schurovi komplementi, zato jih izra£unajmo. Izra£un
za Schurov komplement d v M je













Podobno je Schurov komplement a v M













Podobno dobimo ²e preostala dva inverza Schurovih komplementov:
(M/b)−1 = − b
ad− bc
,
(M/a)−1 = − c
ad− bc
.









Opazimo, da smo dobili splo²no formulo za izra£un inverza 2× 2 matrike, ki smo jo
ºe uporabili v (2.7). Formulo (2.14) bi lahko pri istih predpostavkah dobili tudi, £e
ne bi bili vsi elementi obrnljivi. Takrat bi morali uporabiti izreke 2.1, 2.10, 2.14 ali
















Z malo truda pri re²evanju dvojnih ulomkov dobimo ravno formulo (2.14).
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Primer 2.20. Izra£unajmo inverz matrike
M =
⎛⎜⎜⎝
1 0 0 6
0 2 3 0
2 2 6 2
1 0 3 2
⎞⎟⎟⎠ .
Inverz 4× 4 matrike bomo v tem primeru ra£unali le z inverzi 2× 2 matrik. Inverz
matrike M izra£unajmo po posledici 2.18. Razdelimo matriko M na ²tiri podma-






























































































































































Od tod sledi, da je inverz matrike M oblike
M−1 =
⎛⎜⎜⎝




























V podrazdelku 2.1 smo izra£unali determinanto matrike M in dobili, da je enaka
produktu determinante matrike A in determinante matrike M/A, kjer je A obrn-
ljiva matrika. V podrazdelkih 2.2, 2.3, 2.4 smo izra£unali determinanto matrike M s
pomo£jo determinante matrike M/B,M/C oziroma M/D. V teh primerih matrike
B,C in D niso bile vodilne podmatrike. Poglejmo si, kako lahko izra£unamo deter-
minanto matrike M s pomo£jo podmatrik, ki niso nujno glavne podmatrike, ampak
morajo biti obrnljive.
V opombi 2.12 smo pokazali, da £e v matriki M vodilna podmatrika A ni obrn-
ljiva, glavna podmatrikaD pa je, smo s pomo£jo permutacij matrikoM preoblikovali
v novo blo£no matriko M ′, kjer D postane vodilna podmatrika in tako poiskali Sc-
hurov komplement D v M ′.
Sedaj bomo v matriki M izbrali podmatriko, ki bo vsebovala elemente iz M iz
nekaterih vrstic in nekaterih stolpcev in bo obrnljiva.
Naj α predstavlja nabor vrstic izbranih iz M , β pa nabor stolpcev. To zapi-
²emo kot α = {i1, i2, ..., ik} in β = {j1, j2, ..., jk}, kjer sta obe podmnoºici mnoºice
{1, 2, ..., n}, ter i1 < i2 < ... < ik in j1 < j2 < ... < jk. Vrstice in stolpce, ki jih
nismo izbrali, pa zapi²emo kot αc = {1, 2, ..., n}−α in βc = {1, 2, ..., n}−β. Izbrano
obrnljivo podmatriko zapi²emo kot M [α, β] oziroma M [α] = M [α, α], £e je α = β.
Poglejmo si prikaz s pomo£jo permutacij:
M = P
(
M [α, β] M [α, βc]
M [αc, β] M [αc, βc]
)
Q−1,
kjer sta P in Q−1 permutacijski matriki in Q obrnljiva matrika. Matrika P ima
v t-tem 1 ≤ t ≤ k stolpcu enico na mestu π(i) drugod pa ni£le, kjer je π neka
permutacija matrike P . V stolpcih od k+ 1 do n so enice na mestih iz vrstic, ki jih
nismo izbrali. Podobno konstruiramo matriko Q−1, kjer izbiramo stolpce.
e je α = β, dobimo
M = P
(
M [α] M [α, αc]
M [αc, α] M [αc]
)
P−1. (2.15)
Enakost (2.15) invertiramo in dobimo
M ′ = P−1MP =
(
M [α] M [α, αc]
M [αc, α] M [αc]
)
.




M [αc, α]M [α]−1 In−k
)(
M [α] 0








Ker sta matriki M in M ′ podobni, imata enako determinanto. Od tod, kjer v
enakosti (2.16) uporabimo determinanto, sledi
detM = detM ′ = detM [α] det(M [αc]−M [αc, α]M [α]−1M [α, αc]). (2.17)
S tem smo izpeljali naslednji izrek.
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Izrek 2.21. Naj bo matrika M velikosti n×n, kjer je matrika M [α] obrnljiva. Tedaj
je determinanta matrike M enaka
detM = det(M [α]) det(M [αc]−M [αc, α]M [α]−1M [α, αc]).
Posledica 2.22. e je matrika M [α] obrnljiva, potem je matrika M obrnljiva na-
tanko takrat, ko je Schurov komplement M [αc]−M [αc, α]M [α]−1M [α, αc] obrnljiv.
Dokaz. e je matrika M obrnljiva, je njena determinanta neni£elna. Matriki M
in M ′ sta podobni zato je matrika M ′ tudi obrnljiva. Od tod po enakosti (2.17)
sledi, da je izraz det(M [α]) det(M [αc] −M [αc, α]M [α]−1M [α, αc]) neni£eln. Ker je
matrika M [α] obrnljiva, je potem determinanta Schurovega komplementa
M [αc]−M [αc, α]M [α]−1M [α, αc] neni£elna, kar pomeni, da je Schurov komplement
obrnljiv. Dokaz v obratno smer je podoben.
Posledica 2.23. e je matrika M [α] obrnljiva, potem je rang matrike M enak rangu
matrike M [α] natanko takrat, ko je M [αc] = M [αc, α]M [α]−1M [α, αc].
Opomba 2.24. Izberimo poljubno podmatrikoM1 matrikeM ′, ki naj vsebujeM [α]
kot vodilno podmatriko, kjer je α = {1, ..., k}. Naj vsebuje ²e vrstice iz matrike M ′,
ki so v mnoºici β = {i1, i2, ..., im}, kjer so i1 < i2 < ... < im. Prav tako naj vsebuje ²e
stolpce iz matrike M ′, ki so v mnoºici γ = {j1, j2, ..., jm}, kjer so j1 < j2 < ... < jm.
Mnoºici β in γ sta podmnoºici mnoºice {k + 1, ..., n}.
Tako izbrano podmatriko zapi²imo kot
M1 = M [α ∪ β, α ∪ γ]
oziroma
M1 = M [α ∪ β, α ∪ γ] =
(
M [α] M [α, αc ∩ γ]
M [αc ∩ β, α] M [αc ∩ β, αc ∩ γ]
)
.
Zapi²imo matriko M [α ∪ β, α ∪ γ] kot v izreku 2.5. Dobimo
M [α ∪ β, α ∪ γ] =
(
I 0
M [αc ∩ β, α]M [α]−1 I
)(
M [α] 0
0 (M1/M [α])[β, γ]
)
(





kjer smoM [αc∩β, αc∩γ]−M [αc∩β, α]M [α]−1M [α, αc∩γ] ozna£ili z (M/M [α])[β, γ].
Matrika M1 vsebuje le vodilno podmatriko in nekatere vrstice iz matrike M , ki so
v mnoºici β ter nekatere stolpce iz matrike M , ki so v mnoºici γ, zato smo Schurov
komplement ozna£ili z (M/M [α])[β, γ]. V enakosti (2.18) uporabimo determinanto
in dobimo
det(M [α ∪ β, α ∪ γ]) = det(M [α]) det((M1/M [α])[β, γ]). (2.19)
To pomeni, da £e vzamemo poljubno podmatriko matrike M ', ki vsebuje M [α]
kot vodilno podmatriko in uporabimo Gaussovo eliminacijo, da dobimo blo£no dia-
gonalno matriko kot v enakosti (2.18), se determinanta ne spremeni.
Kot primer vzemimo β = {i} in γ = {j}, kjer je i poljubna vrstica in k+1 ≤ i ≤ n
ter j poljuben stolpec in k + 1 ≤ j ≤ n. Tedaj velja
det(M [α ∪ {i}, α ∪ {j}]) = det(M [α]) det((M1/M [α])[i, j]).
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Oglejmo si, kako se (2.17) poenostavi v primeru, ko je |α| = n − 1. Spomnimo
se denicije adjungirane matrike.
Denicija 2.25. Naj bo matrika A ∈ Rn×n. Elemente
Cij = (−1)i+j detAij
imenujemo kofaktorji matrike A, kjer Ai,j ozna£uje podmatriko matrike A, dobljeno
z eliminacijo i-te vrstice in j-tega stolpca.





Spomnimo se, da za obrnljivo matriko A ∈ Rn×n velja
adj(A) = (detA)A−1. (2.20)
Primer 2.26. Naj bo
|α| = n− 1
in naj bosta matriki M ′ in M [α] obrnljivi. Ker αc vsebuje en element, je Schurov
komplement M [α] v M ′ skalar in zato velja
det(M ′/M [α]) = M ′/M [α].
Od tod sledi, da se enakost (2.17) poenostavi v
detM = M [αc] det(M [α])−M [αc, α] det(M [α])M [α]−1M [α, αc].
Po enakosti (2.20) velja adj(M) = (detM)M−1 in zato
detM = M [αc] det(M [α])−M [αc, α](adj(M [α]))M [α, αc]. (2.21)







kjer so a ∈ R, z, w ∈ Rn−1, A ∈ R(n−1)×(n−1) in a neni£eln.







kjer so a ∈ R, z, w ∈ Rn−1 in A ∈ R(n−1)×(n−1) imenujemo mejna matrika.
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Determinanta mejne matrike je po enakosti (2.21) enaka
detM = a det(A)− wT (adj(A))z. (2.22)
Enakost (2.22) imenujemo Cauchyjeva raz²iritev za mejne matrike.
Determinanto mejne matrike lahko izra£unamo tudi s pomo£jo posledice 2.11.
Tedaj je determinanta mejne matrike M enaka
detM = a det(A− za−1wT ) = a det(A− 1
a
zwT ). (2.23)
Izena£imo enakosti (2.22) ter (2.23), kjer predpostavimo, da je a = −1. Dobimo
det(A+ zwT ) = det(A) + wT (adj(A))z. (2.24)
Enakost (2.24) velja za poljubne A ∈ R(n−1)×(n−1), z ∈ Rn−1, w ∈ Rn−1 in jo imenu-




V tem poglavju si bomo pogledali kvocientno formulo, oziroma kako se Schurov








kjer so A ∈ Rk×k, D ∈ Rm×m, B ∈ Rk×m, C ∈ Rm×k, n = m+ k. Matrika A naj bo







kjer je E ∈ Re×e obrnljiva matrika ter F ∈ Re×h, G ∈ Rh×e in H ∈ Rh×h. Pomoºna
lema, ki jo uporabimo v kvocientni formuli, pove kako se izraºa Schurov komplement












Velikosti posameznih blokov v matrikah P in R bomo denirali v izreku.
Kako izra£unamo Schurov komplement A v M s pomo£jo Schurovega komple-
menta E v A, nam pove izrek 3.7 o kvocientni formuli.
3.1 Pomoºna lema in posledice







kjer je A ∈ Rk×k obrnljiva matrika, ter D ∈ Rm×m, B ∈ Rk×m, C ∈ Rm×k, n=m+k.












kjer sta S in V ∈ Rk×k obrnljivi matriki, ter T ∈ Rm×k, Z ∈ Rk×m, U,W ∈ Rm×m.
Tedaj velja
(PMR)/(SAV ) = U(M/A)W. (3.1)
























SAV SAZ + SBW






(PMR)/(SAV ) = TAZ + TBW + UCZ + UDW−
− (TAV + UCV )(SAV )−1(SAZ + SBW ) =
= TAZ + TBW + UCZ + UDW−
− (TA+ UC)V V −1A−1S−1S(AZ +BW ) =
= TAZ + TBW + UCZ + UDW − (T + UCA−1)(AZ +BW ) =
= TAZ + TBW + UCZ + UDW−
− TAZ − TBW − UCZ − UCA−1BW =
= UDW − UCA−1BW =
= U(D − CA−1B)W =
= U(M/A)W.
Opomba 3.2. Opazimo, da je v enakosti (3.1) (PMR)/(SAV ) neodvisen od pod-
matrik T in Z.
Poglejmo si nekaj zanimivih posledic leme 3.1.
Posledica 3.3. e velja W = U−1, kjer je U obrnljiva, potem dobimo
(PMR)/(SAV ) = U(M/A)U−1.
To pomeni, da sta si matriki (PMR)/(SAV ) in M/A podobni.
Posledica 3.4. e velja U = W = Im, potem dobimo enakost
(PMR)/(SAV ) = M/A
Posledica 3.5. e velja T = Z = 0, V = S−1 in W = U−1, iz £esar sledi R = P−1,
kjer so S, U in P obrnljivi, potem velja enakost
(PMP−1)/(SAS−1) = U(M/A)U−1.
To pomeni, da je Schurov komplement podobne matrike matriki A v podobni matriki
matrike M enak podobni matriki matrike M/A.
Posledica 3.6. e sta P in R obrnljivi, ter S = V = Ik, U = W = Im, potem
dobimo enakost
(PMR)/A = (M/A). (3.3)
To pomeni, da imata ekvivalentni matriki PMR in M isti Schurov komplement po
A. e dodatno velja ²e Z = 0, kar pomeni, da je R = In, potem je PMR = PM in
SAV = A. V tem primeru je
(PM)/A = M/A, (3.4)





. Enakost (3.4) pove, da se Schurov komplement po A ne
spremeni, £e uporabimo Gaussovo eliminacijo na matriki M .
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3.2 Kvocientna formula in primeri
Poglejmo si, kako se Schurov komplement izraºa na vgnezdenih matrikah. Kvo-
cientna formula nam pove, da je Schurov komplement A v M , kjer je A blo£na
in obrnljiva vodilna podmatrika matrike M , enak Schurovem komplementu A/E v
M/E, kjer je E vodilna podmatrika v matriki A.







kjer so D ∈ Rm×m, B ∈ Rk×m, C ∈ Rm×k, ter naj bo matrika A obrnljiva velikosti







kjer je E ∈ Re×e obrnljiva matrika ter F ∈ Re×h, G ∈ Rh×e in H ∈ Rh×h. Potem
velja
M/A = (M/E)/(A/E).
Dokaz. Najprej pokaºimo, da je matrika A/E glavna podmatrika matrike M/E.





, C = ( C1 C2 ), kjer so B1 ∈ Re×m, B2 ∈ Rh×m, C1 ∈ Rm×e in







⎛⎝E F B1G H B2
C1 C2 D
⎞⎠ .
Izra£unati Schurov komplement E v M v zgornji matriki je dolgotrajno. Pomagali
si bomo z enakostjo (3.4), ki pove, da se Schurov komplement po E ne spremeni, £e
v matriki M uporabimo Gaussovo eliminacijo. Denirajmo spodnje blo£no trikotno











0 D − CA−1B
)
=
⎛⎝E F B1G H B2
0 0 D − CA−1B
⎞⎠ =
⎛⎝E F B1G H B2
0 0 M/A
⎞⎠ .
Enakost (3.4) zagotavlja, da je M/E = PM/E. Izra£unajmo Schurov komplement
E v PM . Dobimo





































Matrika A/E je glavna vodilna podmatrika v (PM)/E in zato po enakosti (3.4)
sledi, da je tudi vodilna podmatrika v M/E. Po enakosti (1.4) sledi, da je Schurov
komplement A/E v zgornje trikotni matriki (PM)/E enak matriki M/A. Dobimo
(M/E)/(A/E) = (PM/E)/(A/E) = M/A.
Pokazali smo, da je matrika A/E glavna podmatrika matrike M/E. Da bo matrika
(M/E)/(A/E) dobro denirana, moramo preveriti ²e obrnljivost matrike A/E. Po
posledici 2.8 sledi, da obrnljivost matrik A in E implicira obrnljivost matrike A/E.
Zato je matrika (M/E)/(A/E) dobro denirana.

















, U = W = Im,
ter
P = ( S 0T U ) , R = (
V Z
















































































































































−1B1 − C1E−1B1 − C1E−1B1 +D =
= D − C1E−1B1,
(3.6)
je po (3.2) matrika PMR oblike
PMR =
⎛⎝E 0 00 A/E −GE−1B1 +B2
0 −C1E−1F + C2 D − C1E−1B1




kjer je (PMR)/E =
(
A/E −GE−1B1 +B2
−C1E−1F + C2 D − C1E−1B1
)
.
Enakost 3.3 nam pri predpostavki, da je U = W = Im zagotavlja, da velja
(PMR)/E = M/E.





















Dobili smo (PMR)/(SAV ) = (M/E)/(A/E). Po drugi strani iz leme 3.1 sledi
(PMR)/(SAV ) = U(M/A)W = I(M/A)I = M/A.
Dobili smo ºeljeno enakost M/A = (M/E)/(A/E).
Ker je determinanta multiplikativna funkcija, velja naslednja posledica.
Posledica 3.8. e je matrika M kvadratna in obrnljiva ter matriki A in E obrnljivi,





Poglejmo si primer, kjer uporabimo kvocientni izrek.
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Primer 3.9. Naj bo matrika A oblike
A =
⎛⎝ 1 2 −1−1 3 4
2 −1 −2
⎞⎠ ,



















. Ostale matrike naj


























1 2 −1 3
−1 3 4 2
2 −1 −2 3
2 1 1 −3
⎞⎟⎟⎠ .
Izra£unajmo Schurov komplement A v M . Izhajali bomo iz izreka 3.7. V do-
kazu izreka 3.7 smo denirali spodnje blo£no matriko P , ki je pomnoºena z ma-




. Izra£unajmo najprej matriko A−1, ki obstaja, saj je determinanta ma-
trike A neni£elna, s pomo£jo izreka 2.1. Matriko A blo£no razdelimo na matrike
a′ = ( 1 ) , b′T = ( 2−1 ) , c
′ = ( −12 ) in D








Matrika M/a je velikosti 2× 2, zato jo lahko izra£unamo po splo²no znani formuli.
Ni teºko izra£unati, da je inverz matrike A pri na²ih podatkih enak
A−1 =































Od tod sledi, da je spodnje blo£na matrika P oblike
P =
⎛⎜⎜⎝
1 0 0 0
0 1 0 0







V matriki PM je potrebno izra£unati D − CA−1B, kar je enako
D − CA−1B = −3−
(
2 1 1
















Matrika PM je tedaj oblike
PM =




1 2 −1 3
−1 3 4 2
2 −1 −2 3
0 0 0 −46
5
⎞⎟⎟⎠ .




















kjer soA ∈ Rm×m,D ∈ Rk×k, B ∈ Rm×k, C ∈ Rk×m in n = m+k, privzeli ²e dodatno
lastnost, da mora biti simetri£na. Matrika M je simetri£na, £e sta podmatriki A in







kjer AT = A in DT = D. Zanima nas, ali sta tedaj tudi Schurova komplementa
M/A in M/D simetri£na. Pri predpostavki, da je matrika M simetri£na, bomo do-
kazali izrek, ki pove, da je matrika M pozitivno denitna natanko takrat, ko sta D
in Schurov komplement M/D pozitivno denitni matriki. Podoben izrek velja tudi
za semidenitnost matrike M . e je matrika D pozitivno denitna, potem je ma-
trika M pozitivno semidenitna natanko takrat, ko je M/D pozitivno semidenitna
matrika. Kot zanimivost si bomo pogledali ²e konstrukcijo razcepa Choleskega s po-
mo£jo Schurovega komplementa. Razcep Choleskega simetri£ne pozitivno denitne
matrike A je razcep oblike A = LLT , kjer je matrika L spodnje trikotna s pozitiv-
nimi elementi na diagonali in LT transponirana matrika matrike L, ki je enoli£en.
Pokazali bomo, da za vsako simetri£no pozitivno denitno matriko obstaja razcep
Choleskega.
4.1 Denicije in lastnosti
V tem razdelku bomo povedali nekaj denicij in lastnosti simetri£ne matrike, pozi-
tivne denitnosti matrik in pozitivne semidenitnosti matrik. Na vse te izreke in
denicije se bomo kasneje sklicevali v drugih podrazdelkih. Matrike bodo ²e vedno
nad obsegom realnih ²tevil.
Denicija 4.1. Naj bo matrika A velikosti n × n. Matrika A je simetri£na, £e je
enaka svoji transponiranki, oziroma A = AT .
Opomba 4.2. Opazimo, da je vsota dveh simetri£nih matrik zopet simetri£na ter
produkt simetri£ne matrike s skalarjem zopet simetri£na matrika. Produkt dveh
simetri£nih matrik ni vedno simetri£na matrika. Kot primer, produkt simetri£nih





, ki je ( 2 15 1 ) , ni simetri£na matrika. Produkt AB bo sime-
tri£na matrika, £e dodatno velja AB = BA.
Denirajmo pozitivno denitnost in pozitivno semidenitnost matrike.
Denicija 4.3. Naj bo matrika A velikosti n× n. Matrika A je pozitivno semide-
nitna, £e velja xTAx ≥ 0 za vsak x ∈ Rn. Matrika A je pozitivno denitna, £e velja
xTAx > 0 za vsak neni£eln x ∈ Rn.
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Izrek 4.4. Naj bo matrika A simetri£na velikosti n × n. Matrika A je pozitivno
semidenitna natanko takrat, ko so vse njene lastne vrednosti nenegativne. Matrika
A je pozitivno denitna natanko takrat, ko so vse njene lastne vrednosti pozitivne.
Dokaz. Naj bo matrika A pozitivno denitna. elimo pokazati, da so vse lastne
vrednosti matrike A pozitivne. Naj bo λ lastna vrednost matrike A in x pripadajo£i
neni£elni lastni vektor. Vemo, da tedaj velja Ax = λx. Od tod sledi
0 < xTAx = xTλx = λxTx = λ||x||2.
Ker je vektor x neni£eln, je ||x||2 > 0 in zato je lastna vredost λ pozitivna.
Dokaºimo ²e v drugo smer. Naj ima matrika A vse lastne vrednosti pozitivne.
elimo pokazati, da je tedaj matrika A pozitivno denitna. Vemo, da se vsaka realna
simetri£na matrika A da diagonalizirati. Torej lahko matriko A zapi²emo kot
A = QDQT ,
kjer je matrikaQ ortogonalna matrika in matrikaD diagonalna matrika s pozitivnimi
diagonalnimi elementi λ1, λ2, ..., λn, ki so lastne vrednosti matrike A. Vzemimo
poljuben vektor x ∈ Rn. Tedaj velja










. Ker so lastne vrednosti pozitivne in ||ui||2 > 0, je enakost
(4.1) pozitivna. Od tod sledi, da je matrika A pozitivno denitna.
Dokaz, da je matrika A pozitivno semidenitna natanko takrat, ko so vse njene
lastne vrednosti nenegativne je podoben kot zgoraj, le stroge neenakosti nadome-
stimo z ≥.
Naslednji izrek je posplo²itev prej²njega.
Izrek 4.5. e velja xTAx ≥ 0 za vse x ∈ Rn iz k-dimenzionalnega podprostora
prostora Rn, tedaj ima matrika A vsaj k nenegativnih lastnih vrednosti. e velja
xTAx > 0 za vse neni£elne x ∈ Rn iz k-dimenzionalnega podprostora prostora Rn,
tedaj ima matrika A vsaj k pozitivnih lastnih vrednosti.
Napi²imo deniciji in izrek, ki jih bomo potrebovali v razdelku 4.2.
Denicija 4.6. Naj bosta A, B ∈ Rn. e obstaja obrnljiva matrika S, da velja
B = SAST ,
tedaj re£emo, da je matrika B kongruentna matriki A, kjer imata matriki A in B
enak rang.
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Denicija 4.7. Inercija matrike M je urejena trojica
I(M) = (i+(M), i−(M), i0(M)),
kjer je i+(M) ²tevilo pozitivnih lastnih vrednosti, i−(M) ²tevilo negativnih lastnih
vrednosti in i0(M) ²tevilo ni£elnih lastnih vrednosti matrike M .
Izrek 4.8 (Sylvestrov zakon o inerciji). Naj bosta matriki A in B simetri£ni. Matriki
A in B sta kongruentni natanko takrat, ko imata enako inercijo oziroma, ko imata
enako ²tevilo pozitivnih in enako ²tevilo negativnih lastnih vrednosti.
Dokaz. (⇐) Naj imata matriki A in B enako inercijo. Vemo, da se vsaka simetri£na
realna matrika C ∈ Rn×n da diagonalizirati. Torej lahko matriko C zapi²emo kot
C = UΛUT ,
kjer je matrika U ortogonalna matrika in Λ diagonalna matrika z diagonalnimi ele-
menti λ1, λ2, . . . λn, ki so lastne vrednosti matrike C. Matriko U lahko brez ²kode
za splo²nost pomnoºimo s permutacijsko matriko, ki na glavni diagonali matrike
Λ lastne vrednosti uredi po vrsti tako, da so najprej pozitivne lastne vrednosti
λ1, . . . , λi+ , nato negativne lastne vrednosti λi++1, . . . λi++i− in nato ni£le. Od tod,
kjer je matrika D diagonalna z elementi
√
|λ1|, . . . ,
√















kjer so vsi izvendiagonalni elementi v Ic enaki 0. Matriko Ic poimenujmo inercijska
matrika matrike C. e zapi²emo S = UD, dobimo
C = UΛUT = UDIcDU
T = SIcS
T .
Po podobnem postopku lahko matriki A in B zapi²emo kot
A = S1IAS
T
1 , B = S2IBS
T
2 ,
kjer sta matriki S1 in S2 lahko razli£ni in matrika S2 obrnljiva. Matrika IA je
inercijska matrika matrike A ter IB inercijska matrika matrike B. Po predpostavki
imata matriki A in B enako inercijo, zato velja IA = IB in velja
A = S1IAS
T




Iz enakosti (4.2) sledi, da sta matriki A in IA kongruentni in matriki B in IA kon-
gruentni. Izrazimo matriko IA iz druge enakosti v (4.2) in dobimo IA = S−12 BS
−T
2 .















Od tod sledi, da sta matriki A in B kongruentni.
(⇒) Naj bosta matriki A in B kongruentni. Tedaj obstaja obrnljiva matrika
S ∈ Rn×n, da velja
A = SBST .
Ker je matrika S obrnljiva, je rangA = rang(SBST ) = rangB. Vemo, da se vsaka
simetri£na matrika da diagonalizirati. Ker je matrika A simetri£na, jo lahko zapi-
²emo kot A = QADAQ−1A , kjer je matrika QA ortogonalna matrika in DA diagonalna
matrika z diagonalnimi elementi, ki so lastne vrednosti matrike A. Ker je matrika B
simetri£na, jo lahko zapi²emo kot B = QBDBQ−1B , kjer je matrika QB ortogonalna
matrika in DB diagonalna matrika z diagonalnimi elementi, ki so lastne vrednosti
matrike B. Od tod sledi, kjer upo²tevamo ²e, da imata matriki A in B enak rang,
da velja i0(A) = i0(B). Ker je na²a naloga pokazati, da imata matriki enako ²tevilo
pozitivnih in enako ²tevilo negativnih lastnih vrednosti, je dovolj pokazati, da velja
i+(A) = i+(B), kar pomeni, da imata enako ²tevilo pozitivnih lastnih vrednosti.
Naj bodo v1, v2, ..., vi+(A) ortonormirani lastni vektorji matrike A, katerim pripa-
dajo pozitivne lastne vrednosti λ1(A), λ2(A), ..., λi+(A)(A). Naj bo
L+(A) = Lin{v1, v2, .., vi+(A)}
linearna ogrinja£a vektorjev v1, v2, .., vi+(A), katere dimenzija je enaka i+(A). Naj bo
vektor x = α1v1 + α2v2 + ...+ αi+(A)vi+(A) razli£en od 0. Po izreku 4.5 velja
xTAx > 0.
To pomeni, da neenakost xTAx > 0 velja za vse neni£elne vektorje x v podprostoru
L+(A), ki ima dimenzijo enako i+(A). Ker je matrika S obrnljiva, ima podprostor
STL+(A) = {y : y = STx, x ∈ L+(A)}
tudi dimenzijo i+(A). e je y = STx ̸= 0 in x ∈ L+(A), tedaj velja
yTBy = (STx)TB(STx) = xT (SBST )x = xTAx > 0.
Od tod po izreku 4.5 sledi
i+(B) ≥ i+(A),
kar pomeni, da je ²tevilo pozitivnih lastnih vrednosti matrike B ve£ ali enako ²tevilu
pozitivnih lastnih vrednosti matrike A. e v dokazu zamenjamo vlogi matrik A in
B, dobimo neenakost
i+(A) ≥ i+(B),
kar pomeni, da je ²tevilo pozitivnih lastnih vrednosti matrike A ve£ ali enako ²tevilu
pozitivnih lastnih vrednosti matrike B. Dobimo
i+(A) = i+(B).
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Naslednje trditve o pozitivni semidenitnosti in denitnosti matrik bomo upo-
rabili v razdelkih 4.3 in 4.4.
Trditev 4.9. Naj bo matrika A velikosti n × n. Matrika ATA je simetri£na in
pozitivno semidenitna.
Dokaz. Pokaºimo najprej, da je matrika ATA simetri£na. Po deniciji 4.1 je ATA
simetri£na matrika, £e velja (ATA)T = ATA. Iz lastnosti transponiranja velja
(ATA)T = (A)T (AT )T = ATA.
Dobili smo ºeljeno enakost. MatrikaATA je pozitivno semidenitna, £e velja xTATAx ≥
0 za vsak vektor x ∈ Rn. Poenostavimo izraz xTATAx in dobimo
xTATAx = (Ax)TAx = ||Ax||22.
Izraz ||Ax||22 je ve£ji ali enak 0, zato je ATA pozitivna semidenitna matrika.
Trditev 4.10. Vsaka simetri£na pozitivno denitna matrika A ∈ Rn je obrnljiva.
Dokaz. Vemo, da se vsaka simetri£na matrika A da diagonalizirati. Torej lahko
matriko A zapi²emo kot A = QDQT , kjer je Q ortogonalna matrika in D diagonalna
matrika z diagonalnimi elementi λ1, λ2, ..., λn, ki so lastne vrednosti matrike A. Ker
je A pozitivno denitna matrika, so po izreku 4.4 vse njene lastne vrednosti pozitivne
in s tem tudi produkt lastnih vrednosti
∏n
i=1
λi pozitiven. Od tod sledi




Dobili smo detA > 0, kar pomeni, da je matrika A obrnljiva.
Trditev 4.11. Naj bo matrika A obrnljiva velikosti n × n. Matrika AAT je sime-
tri£na in pozitivno denitna.
Dokaz. Pokaºimo najprej, da je matrika AAT simetri£na. Po deniciji 4.1 je AAT
simetri£na matrika, £e velja (AAT )T = AAT . Iz lastnosti transponiranja velja
(AAT )T = (AT )T (A)T = AAT .
Dobili smo ºeljeno enakost.
Matrika AAT je pozitivno denitna, £e velja xTAATx > 0 za vsak neni£eln vektor
x ∈ Rn. Poenostavimo izraz xTAATx in dobimo
xTAATx = (ATx)TATx = ||ATx||22. (4.3)
Vemo, da velja rangA = rangAT . Ker je matrika A obrnljiva, je njen rang poln in
zato je tudi rang matrik AT in ATA poln. Od tod sledi, da je enakost (4.3) ve£ja
od 0 za vsak neni£eln vektor x ∈ Rn in zato je AAT pozitivno denitna matrika.
Posledica 4.12. Matrika (In + ATA)−1 je pozitivno denitna.
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Dokaz. Po trditvi 4.9 je matrika ATA pozitivno semidenitna, zato so po izreku 4.4
vse lastne vrednosti nenegativne. Ozna£imo jih z λ1, λ2, ..., λn. Tedaj so lastne
vrednosti In + ATA enake 1 + λ1, 1 + λ2, ..., 1 + λn, ki so vse pozitivne. Lastne





, ki so tudi vse pozitivne.
Od tod, po izreku 4.4, sledi, da je matrika (In + ATA)−1 pozitivno denitna.
Trditev 4.13. Naj bosta matriki A in P velikosti n × n. Matrika A je pozitivno
semidenitna natanko takrat, ko je PAP T pozitivno semidenitna matrika.
Dokaz. Naj bo matrika A pozitivno semidenitna. Tedaj velja xTAx ≥ 0 za vsak
x ∈ Rn. elimo pokazati, da velja yTPAP Ty ≥ 0 za vsak y ∈ Rn. Preoblikujmo
izraz yTPAP Ty kot
yTPAP Ty = (P Ty)TA(P Ty). (4.4)
Ker velja xTAx ≥ 0 za vsak x ∈ Rn, velja tudi za x = P Ty. Ta x vstavimo v enakost
(4.4) in dobimo
yTPAP Ty = (P Ty)TA(P Ty) = xTAx ≥ 0.
Od tod sledi, da je yTPAP Ty ≥ 0 za vsak y ∈ Rn, torej je PAP T pozitivno semi-
denitna matrika.
Pokaºimo obrat izreka. Naj bo matrika PAP T pozitivno semidenitna. Tedaj je
yTPAP Ty ≥ 0 za vsak y ∈ Rn. Naj bo x = P Ty. Sledi xTAx ≥ 0, zato je matrika
A pozitivno semidenitna.
Trditev 4.14. Naj bo razlika matrik C in D pozitivno semidenitna, kjer sta matriki
velikosti n× n in D pozitivno semidenitna. Potem velja detC ≥ detD.
Dokaz. Naj bodo lastne vrednosti razlike matrik C in D enake λ1, λ2, ..., λn. Ker
je razlika matrik C in D pozitivno semidenitna, so vse lastne vrednosti razlike
nenegativne. Naj bodo lastne vrednosti matrike C enake µ1, µ2, ..., µn in lastne
vrednosti matrike D enake ν1, ν2, ..., νn. Ker je matrika D pozitivno semidenitna,
so vse njene lastne vrednosti nenegativne in zato lahko lastne vrednosti uredimo







Od tod sledi, da je detC ≥ detD.
4.2 Simetri£nost Schurovega komplementa







kjer so A ∈ Rm×m, D ∈ Rk×k, B ∈ Rm×k in C ∈ Rk×m, n = m+ k. V tem poglavju
govorimo o simetri£nih matrikah, zato ºelimo, da je matrika M simetri£na. To bo








Tedaj so Schurovi komplementi enaki
M/A = D −BTA−1B,
M/D = A−BD−1BT ,
M/BT = B − A(BT )−1D,
M/B = BT −DB−1A
v primeru, £e inverzi posameznih podmatrik obstajajo. Schurova komplementaM/B
in M/BT obstajata le v primeru, £e je B kvadratna in obrnljiva matrika. Poglejmo
si primer.





Izra£unajmo Schurove komplemente. Ti so enaki
M/In = −BT (In)−1B = BTB,
M/BT = B − In(BT )−10 = B,
M/B = BT − 0B−1In = BT .
Schurova komplementa M/B in M/BT obstajata le v primeru, £e je B kvadratna
in obrnljiva matrika. Schurovega komplementa M/D ne moremo izra£unati, saj ne
obstaja inverz ni£elne matrike.
Poglejmo si, da se simetri£nost deduje tudi na Schurova komplementa.
Izrek 4.16. Naj bo matrika M simetri£na. Tedaj sta Schurova komplementa M/A
in M/D simetri£na.
Dokaz. Najprej pokaºimo, da je Schurov komplement M/A simetri£en. Pri predpo-
stavki, da sta matriki A in D simetri£ni, je matrika (M/A)T enaka
(M/A)T = (D −BTA−1B)T = DT −BT (A−1)TB = D −BTA−1B = M/A.
Dobili smo ºeljeno enakost. Podobno pokaºemo tudi simetri£nost Schurovega kom-
plementa M/D. Pri predpostavki, da sta matriki A in D simetri£ni je (M/D)T enak
M/D.
Poglejmo si ²e poseben primer o ²tevilu lastnih vrednosti v simetri£ni matriki v
povezavi s Schurovim komplementom.







kjer je matrika A obrnljiva. Naj bo inercija matrike M urejena trojica
I(M) = (i+(M), i−(M), i0(M)),
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kjer je i+(M) ²tevilo pozitivnih lastnih vrednosti, i−(M) ²tevilo negativnih lastnih
vrednosti in i0(M) ²tevilo ni£elnih lastnih vrednosti matrikeM . Pokaºimo naslednje
enakosti:
i+(M) = i+(A) + i+(M/A),
i−(M) = i−(A) + i−(M/A),
i0(M) = i0(M/A).
Te tri enakosti so ekivalentne pogoju I(M) = I(A) + I(M/A), kjer + pomeni se²te-
vanje po komponentah. Uporabimo enakost (2.6), kjer upo²tevamo, da je matrika













































Ker je matrika PMP T blo£no diagonalna, so njene lastne vrednosti enake uniji
lastnih vrednosti matrike A in M/A. Zato velja
I(PMP T ) = I(A) + I(M/A).
Po izreku 4.8 velja
I(M) = I(PMP T )
za vsako obrnljivo matriko P . Od tod sledi
I(M) = I(PMP T ) = I(A) + I(M/A).
4.3 Pozitivna denitnost Schurovega komplementa
Poleg simetri£nosti matrike M bomo ²e pogledali, v kak²ni zvezi sta pozitivna de-
nitnost matrike M in pozitivna denitnost njenih Schurovih komplementov.







kjer je matrika D obrnljiva. Tedaj veljata naslednji lastnosti:
a) Matrika M je pozitivno denitna natanko takrat, ko sta D in Schurov komple-
ment M/D pozitivno denitni matriki.
b) e je matrika D pozitivno denitna, potem je matrika M pozitivno semide-
nitna natanko takrat, ko je M/D pozitivno semidenitna matrika.
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Dokaz. Naj bosta D in A− BD−1BT pozitivno denitni matriki. elimo pokazati,




























tod sledi, da je M oblike
M = PQP T ,










blo£no diagonalna matrika z
diagonalnima blokoma M/D in D. Po trditvi 4.13 sledi, da je matrika M zapisana v
taki obliki pozitivno denitna, £e je matrika Q pozitivno denitna. Pri predpostavki,
da sta D in M/D pozitivno denitni matriki, velja po izreku 4.4, da so njune lastne
vrednosti pozitivne. Ker sta matriki D inM/D diagonalna bloka matrike Q, je unija
vseh njunih lastnih vrednosti ravno lastne vrednosti matrike Q. Od tod sledi, da so
lastne vrednosti matrike Q pozitivne in s tem je Q pozitivno denitna matrika.
Dokaºimo sedaj ²e v obratno smer. Naj bo matrika M pozitivno denitna.
elimo pokazati, da sta D in M/D pozitivno denitni matriki. Najprej dokaºimo,
da je matrika D pozitivno denitna oziroma yTk Dyk > 0, za vsak yk ∈ Rk. Zapi²imo
vektor x kot x = (xTm, y
T
k ) ∈ Rn, kjer sta xm ∈ Rm in yk ∈ Rk. Ker je M pozitivno






















Od tod sledi yTk Dyk > 0 za vsak yk ∈ Rk, torej je matrika D pozitivno denitna.
Dokaºimo sedaj ²e pozitivno denitnost Schurovega komplementa M/D. Ker je M
pozitivno denitna, potem za vsak neni£elen vektor x ∈ Rn velja xTMx > 0. Vektor
x zapi²imo kot zgoraj, torej x = (xTm, y
T
k ), kjer xm ∈ Rm in yk ∈ Rk. Ker je M
pozitivno denitna matrika, velja (4.6). Poenostavimo desno stran neenakosti, kjer





































Ker velja xTMx > 0 za vsak neni£eln vektor x, vzamemo poljuben neni£eln xm in
yk = −D−1BTxm.
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Ta yk vstavimo v enakost (4.7) in dobimo
xTMx = (−D−1BTxm +D−1BTxm)TD(−D−1BTxm +D−1BTxm) + xTm(A−BD−1BT )xm =
= 0 + xTm(A−BD−1BT )xm =
= xTm(M/D)xm.
Ker jeM pozitivno denitna matrika, je xTMx > 0. Od tod sledi, da je xTm(M/D)xm >
0 za vsak xm ∈ Rm, torej je M/D pozitivno denitna matrika.
Podobno kot v a) bi dokazali tudi b), kjer stroge neenakosti zamenjamo z ≥ in
brez ²kode za splo²nost naj bo matrika M neni£elna.
Na podoben na£in bi dokazali tudi naslednji izrek, kjer bi matriko M razpisali
kot v enakosti (2.6).






in matrika A obrnljiva. Tedaj veljata naslednji lastnosti:
a) Matrika M je pozitivno denitna natanko takrat, ko sta A in Schurov komple-
ment M/A pozitivno denitni matriki.
b) e je matrika A pozitivno denitna, potem je M pozitivno semidenitna na-
tano takrat, ko je M/A pozitivno semidenitna matrika.







kjer je B ∈ Rl×l. Poglejmo si, kdaj je matrika M pozitivno denitna. Uporabimo
izrek 4.18 a) na matriki M . Sledi, da je matrika M pozitivno denitna, £e sta Il in
Il −BI−1l B pozitivno denitni matriki. Ker velja
Il −BI−1l B = Il −B
2 = (Il −B)(Il +B),
sledi, da je matrika M pozitivno denitna, £e je razlika Il − B pozitivno denitna
in vsota Il +B pozitivno denitna. To je le eden od primerov.
Primer 4.21. Naj bo A simetri£na matrika velikosti n × n in vektor a ∈ Rn.











. tevilo 1 je pozitivno. Sledi, da je mejna matrika pozitivno
denitna, £e je Schurov komplement A− aaT pozitivno deniten.
Pri naslednji deniciji in izreku predpostavimo, da je matrika M simetri£na in






e matrika A ni obrnljiva, ne moremo izra£unati Schurovega komplementa M/A,
zato denirajmo posplo²en Schurov komplement. Denimo, da obstaja matrika X ∈
Rm×k, za katero velja B = AX. Vemo, da je sistem AX = B re²ljiv natanko takrat,
ko je rang matrike A enak rangu raz²irjene matrike [A|B].





Denimo, da obstaja matrika X ∈ Rm×k, za katero velja B = AX. Matriko
S = D −XTAX
imenujemo posplo²en Schurov komplement A v M .





kjer je matrika S = D−XTAX posplo²en Schurov komplement A v M . Denimo, da
obstaja matrika X ∈ Rm×k za katero velja B = AX. Tedaj veljajo naslednje izjave:
a) Matrika S je neodvisna od izbire matrike X.
b) e je matrika A obrnljiva, velja S = M/A = D −BTA−1B.
c) Matrika S je pozitivno semidenitna.
d) Velja rang(M) = rang(A) + rang(S).
Dokaz. a) MatrikaX ni enoli£no dolo£ena. To pomeni, da £e obstajata Y ∈ Rm×k
in X ∈ Rm×k, da velja B = AY in B = AX, potem je
XTAX = XTB = XTAY = (AX)TY = (AY )TY = Y TAY.
Od tod sledi, da je matrika S = D − XTAX dobro denirana, neodvisna od
izbire X tako, da velja B = AX.
b) e je matrika A obrnljiva, lahko iz enakosti B = AX izrazimo X = A−1B. Pri
upo²tevanju, da je matrika M simetri£na, in s tem tudi matrika A simetri£na,
velja
S = D −XTAX
= D − (A−1B)TA(A−1B)






c) Ker je matrikaM pozitivno semidenitna, potem za vsak x ∈ Rn velja xTMx ≥
0. Zapi²imo vektor x kot x = (xTm, y
T
k ) ∈ Rn, kjer sta xm ∈ Rm in yk ∈ Rk.













za vsak xm ∈ Rm in yk ∈ Rk, kjer smo matriko B nadomestili z AX. Poeno-



































kjer smo upo²tevali, da je matrika A simetri£na. Ker velja xTMx ≥ 0 za vsak
vektor x, velja tudi za
xm = −Xyk.
Ta xm vstavimo v enakost (4.9) in dobimo
xTMx = (−Xyk +Xyk)TA(−Xyk +Xyk) + yTk (D −XTAX)yk =
= 0 + yTk (D −XTAX)yk =
= yTk Syk.
Ker je M pozitivno semidenitna matrika, je xTMx ≥ 0. Od tod sledi, da je
yTk Syk ≥ 0 za vsak yk ∈ Rk, torej je S pozitivno semidenitna matrika.
d) Po predpostavki obstaja matrika X ∈ Rm×k, za katero velja B = AX. Pri





























A −AX + AX
































Vemo, ker je matrika PMP T kongruentna matriki M , imata enak rang. Od
tod sledi
rang(M) = rang(PMP T ) = rang(A) + rang(S).
Poglejmo si naslednja dva izreka, iz katerih bo sledila pomembna zveza o deter-
minantah. Schurov komplement bomo uporabili v obeh dokazih.
Izrek 4.24. Naj bosta matriki A in B velikosti n×n pozitivno denitni, ter matriki
R in S velikosti n×m. Tedaj je razlika matrik














Najprej preverimo ali sta matriki P in Q pozitivno denitni. Matriki A in B sta
po predpostavki pozitivno denitni. Schurova komplementa P/A = RTA−1R −
RTA−1R = 0 in R/B = STB−1S−STB−1S = 0 sta pozitivno semidenitna, saj sta
za vsak x ∈ Rn izraza xT (P/A)x in xT (R/B)x enaka 0. Po izreku 4.19 b) sta tedaj
matriki P in Q pozitivno semidenitni. Vemo, da je tedaj vsota P in Q pozitivno






izreku 4.19 b) je matrika
(P +Q)/(A+B) = RTA−1R + STB−1S − (RT + ST )(A+B)−1(R + S)
pozitivno semidenitna, saj je vsota A+B pozitivno denitna.
Naslednji izrek nam bo dal pomembno zvezo o determinantah matrik.
Izrek 4.25. Naj bodo A,B in R matrike velikosti n× n. Tedaj velja
AAT +BBT = (B + AR)(I +RTR)−1(B + AR)T
+ (A−BRT )(I +RRT )−1(A−BRT )T ,
(4.10)
£e je matrika A−BRT obrnljiva.











I +RTR BT +RTAT
B + AR AAT +BBT
)
. (4.11)
Schurov komplement I +RTR v U je enak
U/(I +RTR) = AAT +BBT − (B + AR)(I +RTR)−1(B + AR), (4.12)
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kjer je matrika I + RTR obrnljiva po posledici 4.12. Schurov komplement U/(I +
RTR) bomo izpeljali ²e na drug na£in, kjer uporabimo matriko U .
Pri predpostavki, da je A−BRT obrnljiva, bo tudi U obrnljiva, kar bomo sedaj
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−(AT −BRT )−1B (AT −BRT )−1
)
,













I +BT (AT −RBT )−1R −BT (AT −RBT )−1




I +RT (AT −BRT )−1B −RT (AT −BRT )−1




Po opombi 2.2 nam ni potrebno pomnoºiti matriki v enakosti (4.13) v celoti, saj
potrebujemo le spodnji desni blok v matriki U−1, ki je po mnoºenju enak (AT −
RBT )−1RRT (AT −BRT )−1 + (AT −RBT )−1(AT −BRT )−1. Po opombi 2.2 dobimo
(U/(I +RTR))−1 = (AT −RBT )−1RRT (AT −BRT )−1
+ (AT −RBT )−1(AT −BRT )−1
= (AT −RBT )−1(I +RRT )(AT −BRT )−1.
Invertiramo slednjo enakost in dobimo
U/(I +RTR) = (AT −BRT )(I +RRT )(AT −RBT ). (4.14)
Enakosti (4.12) in (4.14) ena£imo in dobimo
AAT+BBT = (B+AR)(I+RTR)−1(B+AR)T+(A−BRT )(I+RRT )−1(A−BRT )T .
Oba sumanda na desni strani v enakosti (4.10) sta pozitivno semidenitna po
posledici 4.12 in trditvi 4.13. Od tod sledi, da je razlika
AAT +BBT − (B + AR)(I +RTR)−1(B + AR)T (4.15)
pozitivno semidenitna. Po trditvi 4.14 in enakosti (4.15) dobimo neenakost
det(AAT +BBT ) det(I +RTR) ≥ det(B + AR)2.
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4.4 Razcep Choleskega s pomo£jo Schurovega komplementa
V tem razdelku si bomo pogledali, kak²no vlogo ima Schurov komplement pri razcepu
Choleskega simetri£ne pozitivno denitne matrike. Razcep Choleskega simetri£ne
pozitivno denitne matrike je faktorizacija matrike na produkt spodnje trikotne
matrike s pozitivnimi elementi na diagonali in njene transponiranke, ki je enoli£en.
Dokazali bomo, da za matriko obstaja razcep Choleskega natanko takrat, ko je le-ta
simetri£na in pozitivno denitna. V dokazu si pomagamo s Schurovim komplemen-
tom. Najprej si poglejmo denicijo razcepa Choleskega.
Denicija 4.26. Razcep Choleskega simetri£ne pozitivno denitne matrike A je
razcep oblike
A = LLT ,
kjer je matrika L spodnje trikotna s pozitivnimi elementi na diagonali in LT tran-
sponirana matrika matrike L.
Trditev 4.27. Obstaja enoli£en razcep M = LLT , kjer je L spodnje trikotna matrika
s pozitivnimi elementi na diagonali.
Dokaz. Recimo, da ima matrika M dva razcepa Choleskega:
M = LLT = KKT ,
kjer sta L in K spodnje trikotni matriki s pozitivnimi elementi na diagonali. Tedaj
velja
I = L−1KKTL−T = (L−1K)(L−1K)T (4.16)
in
LTK−T = L−1K. (4.17)
Ker je matrika L−1K je spodnje trikotna, matrika LTK−T pa zgornje trikotna,
potem po enakosti (4.17) sledi, da sta obe matriki enaki diagonalni matriki. Pi²imo
L−1K = D = LTK−T .
Iz enakosti (4.16) tedaj sledi
I = D2,
kar pomeni, da so diagonalni elementi v matriki D enaki ±1. Po drugi strani, ker je
sta L in K spodnje trikotni matriki s pozitivnimi elementi na diagonali, je enakost
K = LD izpolnjena le, £e je D diagonalna matrika z enicami na diagonali. Torej
velja K = L.
Opomba 4.28. Lahko zapi²emo L spodnje trikotna matrika s pozitivnimi elementi
na diagonali tudi kot L spodnje trikotna in pozitivno denitna matrika.
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kjer so A ∈ Rm×m, D ∈ Rk×k in B ∈ Rm×k, n = m + k. Naj za matriko M obstaja
razcep Choleskega, torej jo lahko zapi²emo kot produkt LLT , kjer je L spodnje
trikotna matrika s pozitivnimi elementi na diagonali. Tedaj bo M oblike
M = LLT ,








kjer sta matriki L11 ∈ Rm×m in L22 ∈ Rk×k spodnje trikotni, ter L21 ∈ Rk×m,
n = m+ k. Tedaj bo matrika M oblike









Poglejmo si izrek, kjer bo Schurov komplement M/A enak produkt matrike L22 ter
njene transponiranke.













ter A ∈ Rm×m, D ∈ Rk×k, B ∈ Rm×k, L11 ∈ Rm×m, L22 ∈ Rk×k, L21 ∈ Rk×m,




Dokaz. Po predpostavki za matriko M obstaja razcep Choleskega, zato jo lahko



























Od tod sledi, da je Schurov komplement A v M enak




















Naslednji izrek pove, da za matriko obstaja razcep Choleskega natanko takrat,
ko je matrika simetri£na pozitivno denitna.
Izrek 4.30. Naj bo matrika M obrnljiva velikosti n × n. Matrika M ima razcep
Choleskega M = LLT za obrnljivo spodnje trikotno matriko L natanko takrat, ko je
M simetri£na in pozitivno denitna matrika.
Dokaz. Dokaºimo najprej v desno stran. Naj ima matrika M razcep Choleskega
M = LLT . Ker je po trditvi 4.11 matrika LLT simetri£na in pozitivno denitna, je
matrika M simetri£na in pozitivno denitna.
Dokaºimo ²e v obratno smer. Naj bo matrika M simetri£na in pozitivno deni-
tna. Pokazati moramo, da ima matrika M razcep Choleskega. Dokaz naredimo z
indukcijo.
Preverimo, ali velja za n = 1. Tedaj je matrika M velikosti 1 × 1 pozitivno




, kjer je m > 0. Denirajmo l =
√















= M. Od tod sledi, da v primeru n = 1 ima
matrika M razcep Choleskega.
V naslednjem koraku dokaºimo indukcijski korak, da £e obstaja razcep Chole-
skega za matrike velikosti n× n, potem obstaja tudi za matrike velikosti (n+ 1)×







kjer so m11 ∈ R,M12 ∈ R1×n,M21 = MT12 in M22 in Rn×n. Schurov komplement
m11 v M je enak M/m11 = M22 −M21m−111 M12. Po izrekih 4.16 in 4.19a) je M/m11
simetri£na in pozitivno denitna matrika in m11 > 0. Po indukcijski predpostavki
ima matrika M/m11 razcep Choleskega oblike M/m11 = LCLTC , kjer je matrika LC








velikosti (n+1)×(n+1), kjer je ²tevilo √m11 dobro deniranano, saj jeM pozitivno





























































Dobili smo M = LLT , kjer je L spodnje trikotna, kar pomeni, da ima matrika M
razcep Choleskega.
Primer 4.31. Pokaºimo konstrukcijo razcepa Choleskega v dokazu s pomo£jo pri-










0 −1 −1 5
⎞⎟⎟⎠ .
Matriko M razdelimo blo£no, tako, da so




⎞⎠ in M22 =
⎛⎝ 3 −1 −1−1 4 −1
−1 −1 5
⎞⎠ .
elimo najti razcep Choleskega matrike M . Najprej izra£unajmo Schurov komple-
ment m11 v M , ki je oblike
M1 = M/m11 = M22 −M21m−111 M12
=
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. Izra£unajmo sedaj Schurov komplement n11 v M1, ki je oblike






























































. Schurov komplement p11 v M2 je enak



















. Tedaj je razcep






























































































Na koncu pa lahko zapi²emo razcep Choleskega za matriko M po (4.21) kot
M = LLT =
⎛⎜⎜⎜⎝






















































V numeriki je ra£unanje razcepa Choleskega najhitrej²a metoda za ugotavljanje
pozitivne denitnosti simetri£ne matrike. Porabimo polovico manj operacij kot pri
LU razcepu. Ve£ si lahko preberemo v [9]. S Schurovim komplementom si lahko
pomagamo tudi pri LU razcepu, kjer matriko A zapi²emo v obliki LU , kjer je L
spodnje trikotna matrika z enicami na diagonali, U pa zgornje trikotna [6, 7, 9].
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