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率モデルとして,有名なものはvon Mises 分布とwrapped Cauchy 分布である.これらは
いずれも対称な分布であるが,実際のデータは非対称であることや,複数のモードを持つ
こともしばしばある.非対称な分布を得る手法としては,基準となる対称分布の正弦摂動
によって非対称性を表現する手法(Azzalini and Captianio (2003) やAbe and Pewsey
(2011)) と,基準となる対称分布の尺度変換を利用した手法(Jones and Pewsey (2012))
がある.一方で非対称性もしくは多峰性に対応するため Fraser et al. (1981), Holzmann







 f が円周分布の確率密度関数 (pdf) であるとは次の3つが成立することをいう.
(a)  f(\theta)\geq 0 a.e.  \theta\in(-\infty, \infty) ,
(b)  f(\theta+2\pi)=f(\theta) a.e.  \theta\in(-\infty, \infty) ,
(  c)   \int_{-\pi}^{\pi}f(\theta)d\theta=1.
角度の確率変数  \Theta の  p次三角モーメント (trigonometric moment) は
 \phi_{p}=E(e^{\dot{i}}p\Theta) , i^{2}=-1, p=1,2,3, 
で定義され,  \phi_{1}=E(e^{i\Theta})=\rho e^{i\mu} のときの  \mu を平均方向 (mean direction),  \rho を平均合成
ベクトル長 (mean resultant length) という.また,  \phi_{p} の実部と虚部はそれぞれ,  p 次の
cosine モーメントと  p 次の sine モーメントといい,




角度データ  \theta_{1},  \theta_{n} に対して,
  \overline{C}=\frac{1}{n}\sum_{j=1}^{n}\cos\theta_{j}, \overline{S}=\frac{1}{n}
\sum_{j={\imath}}^{n}\sin\theta_{j}
とおくと,標本平均合成ベクトル長(sample mean resultant length) は
 \overline{R}=\sqrt{\overline{C}^{2}+\overline{S}^{2}}
で与えられる.標本平均方向(sample mean direction) は万  >0 ならば,
 \overline{e}=\arg(\overline{C}+i\overline{S})
として定義される.  R=0 のとき,  \overline{\theta} は定義されない.
標本平均合成ベクトル長  R は  0\leq R\leq 1 を満たす.もし,  \theta_{1},  \theta_{n} が同じような方向
に集まっているならば,  R は1に近づき,  \theta_{1} , ,  \theta_{n} が広く散らばっているならば,  R は  0
に近づく.この意味で,  R はデータの 「集中度 (concentration)」 を測っていることがわか
る.注意点として,  R が  0 に近くても,  \theta_{1} , ,  \theta_{n} が広く散らばっていない場合がある: 集
中度がある一方で,散らばり具合を測るものとして,「円周分散(circular variance)」 は
 V=1-\overline{R}
により定義される.これも  0\leq V\leq 1 を満たす.
 \overline{C} と  \overline{S} を拡張したものとして,  0 周りの  p 次の標本三角モーメントが定義される:
 a_{p}= \frac{1}{n}\sum_{j=1}^{n}\cos p\theta_{j}, b_{p}=\frac{1}{n}\sum_{j=
{\imath}}^{n}\sin p\theta_{j}.
平均方向  \overline{\theta} 周りでは








  f( \theta)=\frac{1}{2\pi}, -\pi\leq\theta<\pi
である.一様分布の  p次三角モーメントは
 \phi_{p}=\{\begin{array}{ll}
1,   p=0,
0,   p\neq 0
\end{array}
により与えられる.
3.2 Von  M_{1}ses 分布
円周分布でおそらく一番良く知られている分布は von Mises 分布 (von Mises (1918))
である.この分布は (a) 二変量正規分布を極座標変換し,長さ一定の下での条件付分布と
して得られること,(b) 位置パラメータの最尤推定量が標本平均方向であるという特徴付
けから導けることや (c) 一次の cosine モーメントと一次の sine モーメントが一定とい
う仮定の下でエントロピーを最大化することにより得られること等から,円周上の正規
分布 (circular normal distribution) と呼ばれている (Jammalamadaka and SenGupta
(2001)). しかし,von Mises 分布は和に関する再生性を持たないこと等もあり,この呼び
方は研究者によって意見が分かれている.
von Mises 分布  VM(\mu, \kappa) の確率密度関数は
  f( \theta)=\frac{1}{2\pi I_{0}(\kappa)}\exp[\kappa\cos(\theta-\mu)], -
\pi\leq\theta<\pi
で与えられる.ここで,  \mu\in[-\pi, \pi ) は位置パラメータ,  \kappa\in[0, \infty ) は集中パラメータであ
る.  I_{p} は  p次の第1種変形 Bessel 関数であり,
 I_{p}( \kappa)=\frac{1}{2\pi}\int_{0}^{2\pi}\cos p\theta e^{\kappa\cos\theta}
d\theta=\sum_{r=0}^{\infty}\frac{1}{\Gamma(p+r+1)r!}(\frac{\kappa}{2})^{2r+p}
で与えられる.集中パラメータ  \kappa の範囲は負にしても確率密度関数になっているが,
 VM(\mu, -\kappa)=VM(\mu+\pi, \kappa) であることとパラメータの解釈から通常は  \kappa\geq 0 で定義さ
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れる.このようなことから von Mises 分布に限らず,他の多くの分布でも集中パラメータ
は通常,非負である.
von Mises 分布の  p 次三角モーメントが
  \phi_{p}=\frac{I_{p}(\kappa)}{I_{0}(\kappa)}e^{ip\mu}, p=\pm 1, \pm 2, 
であることから,平均合成ベクトル長は  A( \kappa)=\frac{I_{1}(\kappa)}{I_{0}(\kappa)} である.また,  \theta_{1},  \theta_{n} に対して,
尤度関数  \ell(\mu, \kappa) は,
  \ell(\mu, \kappa)=\cdot\kappa\sum_{i=1}^{n}\cos(e_{i}-\mu)-n\log(2\pi I_{0}
(\kappa))
で与えられ,最尤推定量は  \hat{\mu}=\arg(\overline{C}+i\overline{S}),\hat{\kappa}=A^{-1}(\overline{R}) となる.一方で,von Mises 分
布以外で最尤推定量を単純な形で与えられる分布は知られていない.
3.3 Wrapped Cauchy 分布
von Mises 分布の他に,よく知られている分布としては,wrapped Cauchy 分布
 WC(\mu, \rho) がある.wrapped Cauchy 分布は (実軸上の)Cauchy 分布に巻き込み法 (wrap‐
ping) を適用することにより得られることから,このような名前がつけられている.
wrapped Cauchy 分布の確率密度関数は
  f( \theta)=\frac{1}{2\pi}\frac{1-\rho^{2}}{1+\rho^{2}-2\rho\cos(\theta-\mu)}, 
-\pi\leq\theta<\pi
により与えられる.ここで,  \mu\in[-\pi, \pi ) は位置パラメータ,  p\in[0,1 ) は集中パラメータで
ある.wrapped Cauchy 分布の  p 次三角モーメントは
 \phi_{p}=\rho^{|p|}e^{ip\mu}, p=\pm 1, \pm 2, 
であり,平均合成ベクトル長は  \rho である.
von Mises 分布は再生性を持たないが,wrapped Cauchy 分布は  WC(\mu_{1}, \rho_{1}) と
WC  (\mu_{2}, \rho_{2}) に従う確率変数の和の分布が  WC(\mu_{1}+\mu_{2}, \rho_{1}\rho_{2}) となり,再生性を持って
いる.
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3 。4 Cardioid 分布
一様分布を cosine 関数を用いて摂動すると cardioid 分布  C(\mu, \rho) が得られ,その確率
密度関数は
  f( \theta)=\frac{1}{2\pi}(1+2\rho\cos(\theta-\mu)) , -\pi\leq\theta<\pi
により与えられる (例えば,Jefffreys (1948) を見よ).ここで,  \mu\in[-\pi, \pi ) は位置パラメー





\rho e^{i\mu}, p=\pm 1,
0, p=\pm 2, \pm 3, . . ,
\end{array}
となる.この分布も  C(\mu_{1}, \rho_{1}) と  C(\mu_{2}, \rho_{2}) に従う確率変数の和の分布が  C(\mu_{1}+\mu_{2}, \rho_{1}\rho_{2})
となり,再生性を持っている.
3.5 Jones‐Pewsey 分布
Jones and Pewsey (2005) は既存の対称分布を含むような柔軟な対称分布族を提案し
た.その確率密度関数は
  f( \theta)=\frac{(\cosh(\kappa\psi)+\sinh(\kappa\psi)\cos(\theta-\mu))
^{1/\psi}}{2\pi P_{1/\psi}(\cosh(\kappa\psi))}, -\pi\leq\theta<\pi (1)
である.ここで,  \mu\in[-\pi, \pi ) は位置パラメータ,  \kappa\in[0, \infty ) は集中パラメータ,  \psi\in \mathbb{R} は
形状パラメータ,  P_{1/\psi} はLegendre の陪関数であり,
 P_{\nu}(z)= \frac{1}{\pi}\int_{0}^{\pi}(z+\sqrt{z^{2}-1}\cos x)^{\nu}dx
を満たす.この分布は3つのパラメータだけで前に述べた分布や他の対称分布を特別な場
合として含んでいる: (1) で,  \psiarrow 0 としたとき,von Mises 分布,  \psi=1 のとき,cardioid
分布,  \psi=-1 のとき,wrapped Cauchy 分布,  \psi>0 で  \kappaarrow\infty としたとき,Cartwright’s
power‐of‐cosine 分布 (Cartwright (1963)) に帰着する.Jones‐Pewsey 分布は Shimizu
and Iida (2002) の円周  t 分布においてパラメータの範囲を広げたものと解釈することも






する.一つ目として,基準となる対称分布の密度関数をん(  \theta ) とすると,次のような確率分
布を考えることで非対称性を表現することができる.
 f(\theta-\mu)=(1+\lambda\sin(\theta-\mu))f_{0}(\theta-\mu)
パラメータ  \lambda\in[-1,1] が非対称性を表す指標であり,  \lambda>0(<0) なら右 (左) に歪んだ
分布を表す.  \lambda=0 の場合は,基準となる対称分布となる.位置パラメータ  \mu は  \theta\mapsto\theta-\mu
として導入される.この分布の  p 次の三角モーメントは
  \phi_{p}=\alpha_{0,p}+i\frac{\lambda(\alpha_{0,p-1}-\alpha_{0,p+1})}{2}, p=\pm
1, \pm 2, 
となる.ここで,  \alpha_{0,p} は確率密度関数がんである参照する対称分布の  p 次の cosine モー
メントである.
基準となる分布を von Mises 分布とした場合,von‐Mises 分布の正弦摂動による確率分
布を Sine‐skewed von Mises  (SSvM) 分布といい,その密度関数は次のようになる.
 f_{SSvM}( \theta|\mu, \kappa, \lambda)=\frac{1}{2\pi I_{0}(\kappa)}\exp\{\kappa
\cos(\theta-\mu)\}\{1+\lambda\sin(\theta-\mu)\},
ここで,   0\leq\mu<2\pi は平均方向のパラメータで,  \kappa\geq 0 は集中度を表すパラメータであ
る.式中の関数  I_{\nu}(\kappa)  := \frac{1}{2\pi}\int_{0}^{2\pi}\cos(\nu\theta)\exp\{\kappa\cos\theta\}d\theta は,次数  \nu\in \mathbb{Z} の第一種修正ベッ
セル関数である.図1には,von Mises 分布の正弦摂動の密度関数を異なる  \lambda に対してプ
ロットしたものである.図より,集中度が高いと非対称性の影響は顕著に確認することは
できないが,  \kappa=1 の場合は,  \lambda の値を  -1 に近づけることで左に歪んだ分布が表現できる
ことがわかる.







 \mu=\pi ,  \kappa= ı.  \mu=\pi,  \kappa=10.
図1 von Mises 分布の正弦摂動の密度関数のプロット
これより,平均合成ベクトル長は  \rho=I_{1}(\kappa)\sqrt{\kappa^{2}+\lambda^{2}}/(\kappa I_{0}(\kappa)) となる.また,Abe and
Pewsey (2011) より,SSvM 分布の単峰性は保証されない.
基準となる対称分布を巻き込みコーシー分布にすると,巻き込みコーシー分布の正弦摂
動の密度関数が得られる (Sine‐skewed Wrapped Cauchy (SSWC) 分布).確率変数  \Theta が
パラメータ  \mu,  \rho,  \lambda のSSWC 分布に従うとき,  \Theta の密度関数は次のようになる.
 f_{SSWC}( \theta|\mu, \rho, \lambda)=\frac{1-\rho^{2}}{2\pi(1+\rho^{2}-
2\rho\cos(\theta-\mu))}\{1+\lambda\sin(\theta-\mu)\} , (2)
ここで  \lambda\in[-1,1] は非対称性のパラメータで  \lambda=0 のときに,巻き込みコーシー分布に
なる.図2には,巻き込みコーシー分布の正弦摂動の密度関数をプロットした.巻き込み







\frac{\lambda}{2}(\rho^{|p-1|}-\rho^{|p+1|}) , (p\in \mathbb{Z}) .
これよ り,平均方向は  \mu  =  \arg\{\alpha_{1}^{*}+i\beta_{1}^{*}\} であり,平均合成ベク トル長は




Abe and Pewsey (2011) は特別な場合として,参照となる対称分布  f_{0}(\theta) を Jones‐
Pewsey 分布の確率密度関数とした sine skewed Jones‐Pewsey(SSJP) 分布族を提案して
いる.この分布族は,  4-3\sqrt{3}\leq\psi\leq-0.5 ならば常に単峰となる.SSJP の確率密度関数
は  4-3\sqrt{3}\leq\psi\leq-0.5 よりも広い範囲で単峰になっているようであるが,これに関する
必要十分条件は得られていない.SSJP で特に,  \psi=-1 のときのsine skewed wrapped











である.ここで,  a=2\rho/(1+\rho^{2})(\in[0,1)) である.上の例のように,  f_{0}(\theta) がwrapped
Cauchy 分布の確率密度関数ならば,摂動後もパラメータの値によらず単峰となるが,
SSJP 分布族のように,一般には,  f_{0}(\theta) が単峰であっても摂動後の分布はパラメータの選
び方によっては単峰とは限らない.
非対称分布を表現する二つ目の手法は,Jones and Pewsey (2012) で紹介された基準と
なる対称分布の尺度変換を利用した手法であり,単峰性を持つ非対称分布を得ることが
できる.基準となる対称分布の密度関数をん(  \theta ) とし,一般性を失うことなく平均方向を
 \mu=0 とすれば,次の尺度変換  \tau によって非対称分布を得ることができる.
  f_{0}(\theta)\Rightarrow f(\tau(\theta))\tau
ただし,関数  \tau は単調増加関数である.この方法は Batschelet (1981) によって提案され
た手法に基づいているため,逆Batschelet 分布と呼ばれている.
105
例えば  \tau(\theta)=s_{\lambda}^{-1}(\theta),   s_{\lambda}(\theta)=\theta-\lambda-\lambda\cos\theta ととり,基準となる対称分布を von
Mises 分布にすれば,次の von Mises 分布の尺度変換の密度関数が得られる.
 f_{IB}( \theta|\mu, \kappa, \lambda)=\frac{1}{2\pi I_{0}(\kappa)}
\exp[K\cos\{\mathcal{S}_{\lambda}^{-1}(\theta-\mu)\}] . (3)
図3には,様々な  \lambda と異なる集中度  \kappa\in\{1,5\} に対する von Mises 分布の尺度変換の
密度関数をプロットした.
M●い  lh\cdot a
図3 von Mises 分布の尺度変換による密度関数のプロット.  \mu=0,  \kappa=1,  \lambda\in
 \{0,0.5,1\} とした場合 (左),  \mu=0,  \kappa=5,  \lambda\in\{0,0.5,1\} とした場合 (右)
この分布は次のようにして密度関数であることが確認できる.
  1= \int_{-\pi}^{\pi}\frac{1}{2\pi I_{0}(\kappa)}\exp\{K\cos\theta\}\{1+\lambda
\sin\theta\}d\theta
 = \int_{-\pi}^{\pi}\frac{1}{2\pi I_{0}(\kappa)}\frac{d(\theta-\lambda-
\lambda\cos\theta)}{d\theta}\exp\{\kappa\cos\theta\}d\theta
 = \int_{-\pi}^{\pi}\frac{1}{2\pi I_{0}(\kappa)}\exp\{\kappa\cos s_{\lambda}^{-
1}(t)\}dt.
ここで,変数変換  s_{\lambda}(x)=x-\lambda-\lambda\cos x による置換積分を用いた.Jones and Pewsey
(2012) の2.2節では “Moments of the new distributions are not especially tractable,
being at essentially the same level of tractability as those of direct Batschelet distri‐
butions. ” と述べているが,上の逆 Batschelet 分布に関して言えば,  p 次の三角モーメン
トは陽に表すことができ,さらに,この分布以外にもモーメントを求めることができる例
がある.このことから,このクラスの分布族のモーメントは,前節の Batschelet 分布族の
モーメントと同程度に扱いにくい,と言うほど困難なものではない (例えばAbe (2015) を
見よ).
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角度分布の歪度の指標には,一般に平均方向  \mu_{1} 周りの2次正弦モーメント  \overline{\beta}_{2}\equiv
 E\{\sin 2(\Theta-\mu_{1})\} と平均合成ベクトル長  \rho を使って,  \gamma_{1}=\overline{\beta}_{2}/(1-\rho)^{3/2} で与えられる.










である.大きさ  n の角度データの標本  \theta_{1},  \theta_{2},  \theta_{n} が与えられたときに,標本データの対




ここで  \overline{\theta} は平均方向  \mu の推定値で,  \overline{Var}[\sin(2(\theta_{i}-\overline{\theta}))] は  Var[\sin(2(\theta_{i}-\overline{\theta}))] の一致推定
量である.検定統計量は対称性の帰無仮説の下で,漸近的に正規分布に従う.
5 非対称分布の有限混合モデル
この章では Miyata et al. (2018) に従って,以下の有限混合モデルにおける最尤推定量
を求めるためのアルゴリズムを紹介する:
 f_{msc}( \theta|\gamma)=\sum_{j=1}^{g}\alpha_{j}f_{sc}(\theta|\gamma_{j}) , (4)
ただし  g を混合数,  \alpha_{1},  \alpha_{g} を   \sum g_{=1}\alpha_{j}=1 を満たす混合比率,  \gamma j=(\mu j, \rho_{\dot{j}}^{T}, \lambda_{j})^{T}
とし,  j 番目の円周分布の密度関数は sine‐skewed タイプの  f_{sc}(\theta|\gamma j)=f_{0}(\theta|\mu j, \rho j)\{1+
 \lambda_{j}\sin(\theta-\mu j)\} とする.今後,  j 番目の円周分布のことを,  j 番目のコンポーネントという.
尚,  f_{0}(\theta|\mu j, \rho_{j}) は任意の対称な円周分布の密度関数とし,  \rho j\in K\subseteq \mathbb{R}^{k},   0\leq\mu j<2\pi を
位置パラメータ,  -1\leq\lambda_{j}\leq 1 を非対称パラメータとする.
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以降,ベクトル  a の転置を  a^{T} と表記する.  Z_{i}=(Z_{i1}, \ldots, Z_{ig})^{T} は次のことを満たす潜
在的な確率ベクトルとする:
 \Theta_{i}|(Z_{i}=e_{j})\sim j 番目のコンポーネントの密度関数  f_{\bullet c}(\theta|\gamma j) ,
 P(Z_{\dot{i}}=e_{j})=\alpha_{j}, (j=1,2, \ldots, g) ,
ただし ej  =(0, \ldots, 0,1,0, \ldots, 0)^{T}j とし,  \Theta_{i}|(Z_{i}= ej  ) は,  (Z_{i}= ej  ) が与えられた
下での条件付き確率変数とする.この定義から,もし  \Theta_{i} が  j 番目のコンポーネン
トを表す母集団から生成されたのであれば,  Z_{\dot{\iota}j}=1 となり,それ以外の場合には,
 Z_{ij}=0 となることがわかる.次に完全尤度 (complete  \log‐likelihood) を  \ell_{c}(\gamma):=
  \sum_{i=1}^{n}\sum_{j=1}^{g}Z_{ij}\{\log\alpha_{j}+\log f_{sc}(\theta_{i}
|\gamma_{j})\} と定義する.このとき,EM アルゴリズムは以
下の形で与えられる.
初期値.球面上の  k‐平均法 (Dhillon and Modha (2001)) を用いた後で,適切な方法で初
期値を表すベクトル  \gamma^{(0)} を求める.
 E ステップ.  \theta=(\theta_{1}, \ldots, \theta_{n})^{T} および  (k-1) 回目の推定値  \gamma^{(k-1)} が与えれたもとでの完
全尤度  \ell_{c}(\gamma) の条件付き期待値を求める.これは以下の形で表される:
 Q(\gamma, \gamma^{(k-1)})=E[\ell_{c}(\gamma)|\theta, \gamma^{(k-1)}]
 = \sum_{j=1}^{g}\sum_{\dot{i}=1}^{n}z_{ij}^{(k)}\{\log\alpha_{j}+\log f_{sc}
(\theta_{i}|\gamma_{j})\},
 Q_{J}(\gamma_{J},\gamma^{(k-1)})
ただし  \gamma_{j}^{(k-1)} は  \gamma j に対する  (k-1) 回目の推定値とする.また
 z_{ij}^{(k)}:=P(Z_{ij}=1| \theta_{i}, \gamma^{(k-1)})=\frac{\alpha_{j}^{(k-1)}
f_{sc}(\theta_{i}|\gamma_{j}^{(k-1)})}{\sum_{j=1}^{g}\alpha_{j}^{(k-1)}f_{sc}
(\theta_{i}|\gamma_{j}^{(k-1)})}, (j=1, .., g) .
とする.
 M ステップ.   \alpha_{j}^{(k)}=(1/n)\sum_{i=1^{Z_{l}}j}^{n(k)} とおく.されに関数  Q_{j} を  \lambda_{j}\leq 0 の領域および
 \lambda_{j}\geq 0 の領域で最大化する値  \gamma_{j}^{+},  \gamma_{j}^{-} を求める.すなわち
 \gamma_{j}^{+}:=\mu_{J},\rho_{2},\lambda_{j}\geq 0{\rm argmax}\{Q_{j}
(\gamma_{j}, \gamma^{(k-1)})\} , and
 \gamma_{j}^{-}:={\rm argmax}\mu_{J},\rho_{\mathcal{J}},\lambda_{J}\leq 0\{Q_{j}
(\gamma_{j}, \gamma^{(k-1)})\} (j=1, \ldots, g) .
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となる.このとき,  \gamma_{j}^{(k)} と  \gamma^{(k)} を以下のように更新する:
 \gamma_{j}^{(k)}:=\{\begin{array}{l}




また  \gamma^{(k)}  :=(\alpha_{1}, \ldots, \alpha_{g}, \gamma_{1}^{(k)T}, \ldots, \gamma_{g}^{(k)T}
)^{T}T^{\backslash }ある.
繰り返し.  E ステップおよび  M ステップは収束条件 (例えば,  \epsilon>0 をある小さな数とし,
 |\{\ell(\gamma^{(k+1)})/\ell(\gamma)^{(k)}\}-1|<\epsilon ならばア)レゴリズムを終了する ) を満たす,もしく
は繰り返し数の上限に達するまで,  E ステップと  M ステップを繰り返す.
EM アルゴリズムにおける通常の  M ステップとここで紹介した修正した  M ステップ
は,いずれも関数  Q(\bullet, \gamma^{(k-1)}) を最大化することを目標にしている.しかしながら,真の
混合数が推定に用いる混合モデルの混合数よりも小さいときには,通常の  M ステップを




布の有限混合モデルに基づく最尤推定量が強一致性  k\backslash 持つための条件を与える.ここで,
より一般的な有限混合モデルの確率密度関数を考える:
 f( \theta|\gamma)=\sum_{j=1}^{g}\alpha_{j}f(\theta|\mu_{j}, \beta_{j}) , \theta
\in[0,2\pi) , (5)
ただし  g を混合数,  \alpha_{1},  \alpha_{g} を混合比率,  j 番目のコンポーネントに対応する確率
密度関数を  f(\theta|\mu j, \beta_{j}) とする.密度関数  f(\theta|\mu j, \beta_{j}) は位置パラメータ  \mu j\in[0,2\pi)
を持ち,そのほかに形状パラメータもしくはスケールパラメータに相当するベクト
ル  \beta_{j} も含めてよいことにする.さらに  B を  \mathbb{R}^{b}\ovalbox{\tt\small REJECT}_{\sim}' おけるある部分集合とし,  \gamma=
 (\alpha_{1}, \ldots, \alpha_{g}, \mu_{1}, \beta_{1}^{T}, \ldots, \mu_{g}, 
\beta_{g}^{T})^{T} をパラメータ空間
  r=\{\gamma 0\leq\alpha_{j}\leq 1, \sum_{\dot{i}={\imath}}^{g}\alpha_{i}=1,




間  \Gamma は非コンパクトであるため,写像  \mu j  :=\psi(\mu_{j})=(\cos\mu j, \sin\mu j)^{T} を用いて,位置パ
ラメータ  \mu j\in[0,2\pi ) を持つ確率モデルを以下の形に変換する:
 f^{\psi}( \theta|\eta)=\sum_{j=1}^{g}\alpha_{j}f^{\psi}(\theta|\mu_{j}, 
\beta_{j}) , \theta\in[0,2\pi) ,
ただし  \eta=  (\alpha_{1}, \ldots, \alpha_{g}, \mu_{1}^{T}, \beta_{1}^{T}, ..., \mu_{g}^{T}, 
\beta_{g}^{T})^{T} とし,パラメータ空間を
  r^{\psi_{:=}}\{\eta\sum_{i=1}^{g}\alpha_{i}=1, \alpha_{j}\geq 0, ||\mu_{j}||=
1, \beta_{j}\in B\subseteq \mathbb{R}^{b} (j=1, \ldots, g)\}
とする.尚,  r^{\psi} の次元は  g(b+3) であるが,実際のパラメータの個数は  g+gb+g-1=
 g(2+b)-1 であることに注意されたい.
例えば,SSWC 分布の密度関数については,以下のように変形される:
 f_{SSWC}( \theta|\mu, \rho, \lambda)=\frac{1-\rho^{2}}{2\pi(1+\rho^{2}-
2\rho\psi(\theta)^{T}\psi(\mu))}\{1+\lambda\psi(\mu)^{T} (\begin{array}{ll}
0   1
-1   0
\end{array}) \psi(\theta)\} . (6)
このとき,  f^{\psi}(\theta|\mu j, \beta_{j}) に相当する密度関数は以下の形で与えられる:
 f_{SSWC}^{\psi}( \theta|\mu, \rho, \lambda)=\frac{1-\rho^{2}}{2\pi(1+\rho^{2}-2
\rho\psi(\theta)^{T}\mu)}\{1+\lambda\mu^{T} (\begin{array}{ll}
0   1
-1   0
\end{array}) \psi(\theta)\}.
また  r から  \Gamma^{\psi} への全単射である写像
 \Psi\{ (\mu_{1}, \beta_{1}^{T}, \cdot\cdot \cdot \mu_{g}, \beta_{g}^{T}, 
\alpha^{T})^{T}\}=(\psi(\mu_{1})^{T}, \beta_{1}^{T}, \cdot \cdot \cdot \psi(\mu_
{g})^{T}, \beta_{g}^{T}, \alpha^{T})^{T}
を定義する.これを用いると,  \eta^{0}  :=\Psi(\gamma^{0}) は  \Gamma^{\psi} において,  \gamma^{0} に対応する真のパラメー
タとなる.
一致性を示す前に,有限混合モデルは識別不可能なモデルであることに注意されたい.
例えば,真のモデルをん  (\theta)=fsswc(\theta|0,0.5,0) (SSWC 分布において  \mu=0,  \rho=0.5,
 \lambda=0 とおいた) とし,推定するために用いるモデルを   f(\theta|\gamma)=\alphafsswc  (\theta|\mu_{1}, 0.5, 0)+
 (1-\alpha)fsswc(\theta|0,0.5,0) とすると,真のパラメータに対応する集合  r_{0}=\{(\alpha, \mu_{1})|\alpha=




 \Omega_{1} および  \Omega_{2} を  \mathbb{R}^{k} における任意の集合とする.ここで2つの集合に対する距離を以下の
ように定める:
  dis(\Omega_{1}, \Omega_{2})=dis(\Omega_{2}, \Omega_{1})=\inf_{x\in\Omega_{1}}
\inf_{y\in\Omega_{2}}||x-y||,
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ただし  ||\cdot|| をユークリッドノルムとする.もし  \Omega_{1} および  \Omega_{2} が1点からなる集合とする
ときには,この距離は通常のユークリッド距離になる.加えて,任意の点  \omega_{1}\in\Omega_{1} におい
て,  dis(\Omega_{1}, \Omega_{2})\leq dis(\{\omega_{1}\}, \Omega_{2}) が成り立つ.
 r^{\psi} における  \eta^{*} の近傍を  U_{\delta}(\eta^{*})  :=\{\eta\in r^{\psi}|||\eta-\eta^{*}||<\delta\} とするが,記号を簡略化
するために今後は  \delta を省略する.また  \gamma_{j}^{0}:=  (\mu_{\dot{2}}^{0\prime}\beta_{2}^{9^{T}})^{T},  \eta_{j}^{0}:=(\psi(\mu_{j}^{0})^{T}, \beta_{j}^{0T})^{T} とする.
ここで以下の条件を仮定する:
[A1] (コンパクト性)  B は  \mathbb{R}^{b} におけるコンパクト部分集合とする.また  \eta^{0}\in r^{\psi} と
する.
[A2] (有界性) 任意の  \eta j\in S^{1}\cross B に対して,   E_{\eta_{J}^{0}}[ log.\{\max(f^{\psi}(\Theta|\eta j), 1)\}]<\infty とす
る,ただし  \mathcal{S}^{1}  :=\{\mu\in \mathbb{R}^{2}|||\mu||=1\} , および  E_{\eta_{J}^{0}}[g(\Theta)]  := \int_{0}^{2\pi}g(\Theta)f^{\psi}(\theta|\eta_{j}^{0})d\theta
とする.任意の  \eta_{j}^{*}  \in \mathcal{S}^{1}\cross B に対して,  \eta_{j}^{*} の近傍  U(\eta_{j}^{*}) が存在して,
  E_{\eta_{j}^{0}}[ \log\sup_{\eta_{J}\in U(\eta_{J}^{*})}\{\max(f^{\psi}
(\Theta|\eta_{j}), 1)\}]<\infty となる.
[A3] (下に有界) 任意の  \eta_{j}\in \mathcal{S}^{1}\cross B に対して,   E_{\eta_{j}^{0}}\{\log f^{\psi}(\Theta|\eta j)\}>-\infty が成り立つ.
[A4] (連続性) 任意の  \theta に対して,  f^{\psi}(\theta|\eta j) は連続である,即ち   \lim_{\eta_{J}arrow\eta_{J}^{*}}f^{\psi}(\theta|\eta j)=
 f^{\psi}(\theta|\eta_{j}^{*}) .
定理1 観測値  \Theta_{1},  \Theta_{n} は互いに独立に確率密度関数  f^{\psi}(\theta|\eta^{0}) に従う確率変数とす
る.また  \hat{\eta}_{n} は最尤推定量を表す集合   \arg\max_{\eta\in\Gamma^{\psi}}\sum_{i={\imath}}^{n}\log f^{\psi}(\theta_{i}
|\eta) の任意の要素とす
る.このとき,仮定  [A1]-[A4] の下で,以下のことが成り立つ:
 P_{\gamma^{0}} [   \lim_{narrow\infty} dis  \{\hat{\eta}_{n},  \Gamma^{\psi}(\eta^{0})\}=0]  =1 . (7)
ただし式 (7) が成り立つならば,自動的に dis  \{r^{\psi}(\hat{\eta}_{n}), \Gamma^{\psi}(\eta^{0})\}arrow 0 a.s.  P_{\gamma^{0}} が成り立
つことに注意されたい.尚,定理1, 系2, 命題3の証明については,Miyata et al. (2018)
で与えられている.
系2 観測値  \Theta_{1},  \Theta_{n} は互いに独立に確率密度関数  f(\theta|\gamma^{0}) に従う確率変数とする.ま
た  \hat{\gamma}_{ML} は最尤推定量を表す集合   \arg\max_{\gamma\in\Gamma}\sum_{i=1}^{n}\log f(\theta_{i}|\gamma) の任意の要素とする.こ
のとき,仮定  [A1]-[A4] の下で,以下のことが成り立つ:
 P_{\gamma^{0}} [  1\dot{{\imath}}m dis  \{\Psi(\hat{\gamma}_{ML}),  \Psi(\Gamma(\gamma^{0}))\}=0]  =1 , (8)







 f_{MSSWC}( \theta|\gamma)=\sum_{j=1}^{g}\alpha_{j} fsswc  (\theta|\mu_{j}, \rho_{j}, \lambda_{j}) , (9)
ただし  g は混合数を表し,fsswc  (\theta|\mu j, \rho j, \lambda_{j}) は式 (2) で定義された密度関数とし,
 \gamma=(\alpha_{1}, \ldots, \alpha_{g}, \mu_{1}, \ldots, \mu_{g}, \rho_{1}, 
\ldots, \rho_{g}, \lambda_{1}, \ldots, \lambda_{g})^{T} はパラメータとする.
命題3 観測される確率変数  \Theta_{1},  \Theta_{2},  \Theta_{n} は互いに独立にモデル (9) に従うとし,真値
 \gamma_{0} は制約付きパラメータ空間
 r_{c}= \{\gamma\sum_{i=1}^{g}\alpha_{i}=1, \alpha_{j}\geq 0,0\leq\mu_{j}<2\pi, 
c\leq\rho_{j}\leq 1-c, -1\leq\lambda_{j}\leq 1 (j=1, \ldots, g)\}
に属するものとする.ただし  c>0 はある定数とする.  \hat{\gamma}_{ML} を系2において,  f を
 f_{MSSWC} に置き換えることでえられる最尤推定量とするとき,以下の式が成り立つ:
 P_{\gamma^{0}}[ \lim_{narrow\infty}dis\{\Psi(\hat{\gamma}_{ML}), \Psi(r_{c}
(\gamma_{0}))\}=0]=1,




ルから大きさ150の乱数を生成した  * 1.
 \gamma^{0}=(\alpha_{{\imath}}^{0}, \alpha_{2}^{0}, \mu_{1}^{0}, \rho_{1}^{0}, 
\lambda_{1}^{0}, \mu_{2}^{0}, \rho_{2}^{0}, \lambda_{2}^{0})^{T}
 =(0.4,0.6, \pi/2,0.7,0.5,3\pi/2,0.6,0.95)^{T},
 *1 生成したデータは筆者のホームページ http://wwwl.tcue.ac.jp/homel/ymiyatagbt/kenkyu html
から見ることができる
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ただし,SSWC 分布からの乱数生成は Ley and Verdebout (2017b) のp.25に書いてあ
る方法に従っている.その生成した乱数に対して,以下の2 コンポーネントの有限混合モ
デルを用いて最尤推定量を求める.
(1) 2つの WC 分布
(2) 1つは WC 分布,1つは SSWC 分布
(3) 2つの SSWC 分布
図4は,上記の (1)  \sim(3) を用いて推定した密度関数を描いたものである.尚,破線‐‐‐‐
がモデル (1), 実線—がモデル (2), 点線 . がモデル (3) に対応している.特に横
軸が2.5から4付近,および5.5から0.5付近の裾の振る舞いは大きく異なっていること
がわかる.またモデルを評価するために赤池情報量規準 (AIC) を計算したところ,(1) の
AIC  =507.882, (2) のAIC  =504.973, (3) のAIC  =506.400 をえた.これよりモデル選





Miyata et al. (2018) に従って紹介した.尚,ここで紹介した EM アルゴリズムは安定し
 *2 コンポーネントが1つ,および3つの有限混合モデルにおいても AIC を求めたが,その中でもモデル
(2) が最も良いモデルとなった.
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ているが,  M ステップの最適化に多くの計算時間を必要とするため,クロスバリデーショ
ンのようなモデル評価を行うためには,不向きである.これを改善するためには,並列計
算(例えば,Iida et al. (2017)),EM アルゴリスムにおける加速法 (例えば,Louis (1982)),
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