Leslie matrix models are discrete models for the development of age-structured populations. It is known that eigenvalues of a Leslie matrix are important in describing the asymptotic behavior of the corresponding population model. It is also known that the ratio of the spectral radius and the second largest (subdominant) eigenvalue in modulus of a non-periodic Leslie matrix determines the rate of convergence of the corresponding population distributions to a stable age distribution. In this paper, we further study the spectral properties of a row-stochastic Leslie matrix A with a near-periodic fecundity pattern of type (k, d, s) 
Introduction
A Leslie matrix arises in a discrete, age-dependent model for population growth [1, 3, 7] . It is a matrix of the form (ii) When A is not periodic, λ 2 , the subdominant eigenvalue of A, determines the rate of convergence of population distributions to a stable population distribution vector x * .
Since λ 1 = 1, we are interested in eigenvalues λ j for j 2, especially, λ 2 .
In this paper, we will study the spectral properties of a class of row-stochastic Leslie matrices with a near-periodic fecundity pattern which is first introduced for some population models by Kirkland in [4, 5] . Consider a class of row-stochastic Leslie matrices A whose top rows [a 1 a 2 · · · a n ] where n = kd has the following property: for some k 1, d 1 and 0 s d − 1, a q > 0 only if q = jd − i for some 1 j k and 0 i s. (1) That is, the top row can have positive entries only in positions
When s = 0, the top row of A is of the form 
A row-stochastic Leslie matrix A satisfying (   is a near-periodic row-stochastic Leslie matrix of type (2, 10, 1) . Throughout this paper, A is a near-periodic rowstochastic Leslie matrix of type (k, d, s). Note that some periodic row-stochastic Leslie matrices with a small perturbation will not be considered in this paper, e.g., the  with a small perturbation. However, it will be interesting to investigate the spectral properties of such a class of matrices with the matrix perturbation theory. For a near-periodic row-stochastic Leslie matrix of type (k, d, s), one also wants to know in what period it is near to. In [5] , Kirkland presented an example of a nearperiodic row-stochastic Leslie matrix A of type (1, 11, 2) to illustrate its near-periodic pattern of convergence reflected in the age distributions. Here, we further explain this phenomenon and give an estimate of the near-period. Let (λ j , u j )
be a set of n eigenpairs of A and assume that the set {u 1 , u 2 , . . . , u n } is linearly independent. We write an initial population vector as x 0 = n j =1 c j u j with assuming c 1 / = 0. Then the population vector x τ at the time τ is given by
For simplicity, let λ 2 and λ 3 = λ 2 be a pair of simple conjugate subdominant eigenvalues of A. If the argument θ 2 of λ 2 is close to 2π t for some positive integer t, then for a sufficiently large integer p, Thus,
for any vector norm · . It means that for a sufficiently large positive integer P , the subsequence x P , x P +t , x P +2t , . . . , x P +pt , . . . of {x τ } has nearly the same asymptotically convergent behavior. Hence, {x τ } behaves asymptotically very much like a sequence with a period t. The following example illustrates this phenomenon. The data suggest that A 1 has a near-period 10, A 2 has a near-period 11 and A 3 has a near-period 9.
We conclude that the rate of convergence of a near-periodic row-stochastic Leslie matrix is determined by the modulus of λ 2 while the period of the near-periodic convergence is determined by θ 2 , the argument of λ 2 . So, it is also important to find θ 2 or an estimate of θ 2 for studying the convergence behavior of a near-periodic row-stochastic Leslie matrix.
For any k, d and s satisfying (2), define
It means that l is the largest integer less than The following results give l disjoint intervals containing arguments of l eigenvalues of A on the upper-half plane, and a lower bound on the modulus of the eigenvalue in each interval.
. , l}, A has exactly one eigenvalue
Clearly, for each m ∈ {1, 2, . . . , l}, the solutionr m (θ ) of the equation (3) for θ ∈ In the cases where the actual values of the nonzero top-row elements a j are known, can we obtain a better estimate ofr m (θ ) and a better estimate of |λ 2 |? With these questions in mind, we further study the spectral properties of A. In this paper, we first describe intervals containing arguments of kl + 1 eigenvalues of A on the upper-half plane in Section 2. We then consider the special case k = 1. In Section 3, properties ofr m (θ ) are investigated and based on the findings a computational scheme using Newton's method is developed to efficiently find the eigenvalue r + e iθ + for θ + ∈ 
Intervals for arguments of kl + 1 eigenvalues
As given in Theorem 1, A has exactly one eigenvalue re iθ such that θ ∈ and thus these disjoint l intervals are subsets of 0, π ks . As an extension of this result, the intervals containing arguments of a total of kl + 1 eigenvalues of A are given in the following theorem.
Theorem 2. A has exactly k eigenvalues whose arguments lie on each of the disjoint intervals
Proof. For a fixed m ∈ {1, 2, . . . , l}, let > 0 be sufficiently small and let 
Since the integrand is uniformly continuous on 
Properties ofr m (θ )
As stated in Theorem 1, for each m ∈ {1, 2, . . . , l}, A has exactly one eigenvalue λ + = r + e iθ + where θ + ∈ 
For each m ∈ {1, 2, . . . , l}, as shown in [5] , the solution function r(θ) is continuous in θ on 
We have
, and
Since sin((d − s)θ) 0, sin(dθ ) 0 and both sin((d − s)θ) = 0 and sin(dθ ) = 0 do not hold simultaneously,
It follows from implicit differentiation that r(θ) is differentiable on (α, β) and
When θ = α, we have that cos(dα) = cos(2mπ ) = 1 and cos((d − s)α) = cos(2mπ − sα) = cos(sα).
It follows from r(α) = 1 that
When θ = β, we have that cos((d − s)β) = cos(2mπ) = 1 and cos(dβ) = cos(2mπ + sβ) = cos(sβ).
It follows from r(β) = 1 that
Hence, lim θ→α + r (θ ) < 0 and lim
Since r (θ ) is continuous on (α, β), there is at least one θ * ∈ (α, β) such that r (θ * ) = 0. Now we show r (θ * ) > 0. From (6),
Since r (θ * ) = 0 and G r (r(θ * ), θ * ) / = 0, G θ (r(θ * ), θ * ) = 0. Hence,
Observe that
From (4),
Substituting this expression into G θθ , we have
and sin(dθ ) > 0 for θ ∈ (α, β). Combining this inequality with (5), we have r (θ * ) > 0.
Because r(θ) is differentiable, the fact that r (θ * ) > 0 whenever r (θ * ) = 0 implies that θ * is unique in (α, β). This completes the proof. solve (r + , θ + ) with an initial estimate in R m . We list the steps to approximate (r + , θ + ) in R m as follows. 
and go to (ii);
Otherwise, the algorithm is terminated and The return time T of r + , i.e., the number of time units it takes to reduce a small perturbation from equilibrium by the factor 1 e , is given by T = − 1 log(0.990024) = 99.74. It means that the convergence of population distribution to a stable population distribution vector is very slow.
Subdominant eigenvalue
The eigenvalue λ 2 = r 2 e iθ 2 , also called the subdominant eigenvalue of A, determines the rate of convergence of population distributions to a stable population distribution vector. The properties of the solution function r(θ) on We have It is natural to ask when θ 2 is in
d−s for a given near-periodic row-stochastic Leslie matrix A of type (1, d, s) . Several sufficient conditions are discussed in the following two theorems and one corollary.
Theorem 3. Let A be a near-periodic row-stochastic Leslie matrix of type (1, d, s).
The eigenvalue whose argument lies on 
The expression of the right hand side of the above equation will be used many times later. For convenience, it is denoted by f (r, θ) as
For any θ ∈ 0, 
where g m (θ,θ) satisfies the recurrence relationship in
Proof. We first denote f (r, θ) in (7) by h(θ ) for simplicity, and rewrite the terms in the order of 1, cos θ, . . . , cos sθ as follows: 
It is easy to see that h(θ ) is monotonically decreasing for θ ∈ 0, π s . It is known from Theorem 2 that there is no eigenvalue whose argument is in 0, 
The inequality (11) follows by adding both sides of all inequalities in (13) and the inequality a d a d−1 r 0. This completes the proof.
Note that the left side of each inequality in (9) contains r ∈ [r * , 1). To check the sufficient conditions in (9), we may need an estimate of r * . Observe that the equation in (4) can be written as is a lower boundof r * and will be used later in derivations of inequalities.
For the case (1, d, 2) , an alternative sufficient condition can be derived as follows.
