Abstract-A large part of operational and configuration information in networks and clouds has graph structure, e.g., virtual network topologies, IP flows, communication links of distributed cloud applications. The final objective of this work is to develop a scalable management system that allows realtime management applications, such as network analytics and anomaly detection applications, to search for graph-structured operational information. The paper contains a step towards this objective. The key challenge is to devise an efficient and scalable search process on data that is volatile and distributed across the network infrastructure. Approaches that are currently pursued for distributed graph databases are not applicable in this context. This paper presents design options and possible solutions for engineering a scalable graph search system that supports management applications. It includes a simple information model based on property graphs and a search query language based on keyword search. The architecture of the system centers around a distributed search plane that performs query processing using a network of search nodes. Finally, the paper outlines the design of a search node, which contains a local database that maintains graph partitions.
INTRODUCTION
A large part of operational and configuration information of networked systems, including computing and telecom clouds, has graph structure. Management applications read and modify such information, for instance, network topologies, paths of IP flows, broadcast trees, and communication patterns between virtual machines in a cloud application. For many management tasks, it is convenient to think in terms of searching and extracting graph information from the underlying infrastructure: for example, a quality assurance application which requires operational statistics from devices along a path of an IP flow, or a performance management application which traces a specific cloud service and retrieves location and identity of physical and logical infrastructure entities that run this application, together with resource usage and utilization data.
In order to make available graph-structured configuration and operational information to management applications, a traditional approach consists of maintaining this data in databases of the management infrastructure and refreshing the data using monitoring protocols and interfaces, such as SNMP or NetFlow. The drawback of such an approach is twofold. First, it does not scale to large-scale cloud infrastructures with hundreds of thousands of elements, which become increasingly common. Second, the volatility of the operational information requires an often infeasible amount of computational and networking resources to support management applications that can react rapidly on current state information. To prevent this drawback, one option is maintaining a distributed graphstructured database inside the network infrastructure. In this case, network information is accessed through a graph query language. We realized such an approach in the RDStore prototype [8] . RDStore is based on a commercial graph database system, which supports the Gremlin graph query language [1] .
The issue with graph database systems available today, whether commercial products or research prototypes, is that they do not scale. The fundamental problem is captured by the CAP theorem, which states that no system can simultaneously posses the properties of consistency, availability and partition tolerance [5] . In fact, many research efforts in distributed graph databases are directed towards relaxing consistency to some degree, in order to make the system scalable, e.g., in terms of response times to queries.
For many management applications, transactional consistency in terms of ACID properties [6] is not required. The information base we are interested in includes monitoring data, device states and statistics, etc., which relate to graphstructured objects. For the management applications we envision, the freshness of this data is more important than the consistency of information across devices. In fact, we consider a very weak notion of consistency in our design. Our model includes operational information in the form of graphs, which are partitioned across a set of socalled search nodes. The partitions of a graph are updated locally through sensors and measurement probes and are not synchronized across nodes. Queries from management applications are global and are processed against local databases without synchronization across these databases. Consider the path of an IP flow whose graph representation is partitioned across a set of search nodes in network elements. On each node, sensors update the node statistics of this IP flow. A global query requesting the maximum load of any node along this path will be processed in a parallel fashion using subqueries against each local database.
In this paper, we present the design of a scalable graph search system for management of cloud networks. Fig. 1 . An architecture for a graph search system [15] Our design includes a simple information model that is based on property graphs [10] to represent operational and configuration data. Further, it includes a search query language that is based on keyword search and extended with boolean, projection and aggregation operators. The key component of the architecture is a distributed search plane that performs query processing using a network of search nodes. The query processing is performed using an echo protocol, which allows for scalable operation. Finally, we outline the design of a search node, which contains a local database that maintains graph partitions.
This work can be seen as an extension of our earlier work in designing a system for network search. The key extension is that network information is be structured in graph form, which impacts the query language, query processing, and node design [13] [14] . It allows to search for and search in large graph objects that represents important operational and configuration information in networked systems. Figure 1 shows the architecture for a graph search system that we developed for in-network processing of management information and applied to network search [15] . Its key element is the search plane, which conceptualizes the graph search functionality. This plane contains a network of search nodes, which have processing and storage capacities. A search node can communicate with a set of neighbors, which are identified through links of the network graph. The design of this plane supports searching in a distributed and parallel fashion. A search node can be realized in various ways: it can be part of the management infrastructure outside the managed system, it can be run as a standalone network appliance, or it can be integrated into a network element using a variety of technologies.
ARCHITECTURE OF A GRAPH SEARCH SYSTEM
The bottom plane in Figure 1 represents the physical network that is subject to search. Each network element is associated with a search node, which maintains (or has access to) configuration and operational data from that network element. This data is modeled as a set of objects, whose structure is described in Section 3. Note that the figure shows the simplest form of association between a network element and a search node; it is possible that a search node maintains data from several physical devices, or, alternatively, a device updates data on several search nodes. The top of Figure 1 shows the management plane, which includes the systems and servers running processes for network supervision and management.
There are three important interfaces in this architecture. The first is the search interface, which supports the query language discussed in Section 4. We envision that every search node is an access point for search queries. The second interface defines the interaction between a search node and a network element, which can be realized through polling or can be push based. This interface is technologydependent and possibly proprietary. The third interface is the peer interface between the neighbouring search nodes. It enables nodes to interact for distributed processing of search queries.
Each search node runs a process that communicates with the associated network element(s) from which it retrieves network data. A database function dynamically maps that data into the information model for graph search and updates the local search database.
Search functions, invoked from the management plane through query invocation, are executed as distributed algorithms on the graph of search nodes. During the execution of a query on a search node, the local search database is accessed, the matching of the local query against stored indices is performed, and the local search result is possibly aggregated with results from other nodes.
AN INFORMATION MODEL FOR GRAPH SEARCH
We model configuration and operational data in a networked system using the model of property graphs, which has been widely adopted for graph databases [10] . A property graph is composed of labeled vertices and edges. An edge is directed and, thus, has a start and end vertex. Both vertices and edges have properties, which are usually expressed as attribute-value pairs. Property graphs are often used to represent graph structures, for instance, the semantic web, social networks, etc.
We model the search space for a networked system as a set of property graphs. Each of these graphs represents an entity that is of interest to network management tasks. Examples of such entities are IP flows, virtual networks of various types, and virtual topologies. Many of them consist of only a single vertex, such as virtual machines, servers, and firewalls. We model a vertex as a set of attribute-value pairs that capture configuration parameters and operational states and statistics of an entity. Similarly, we model an edge as a set of attribute-value pairs that express, for instance, a communication channel, a link, or a hosting relationship. Each property graph, as well as each vertex and each edge, has a unique name and has a type. In our model, we encode names as uniform resource identifiers [3] . An alternative to property graphs, popular in the web and database communities, is the resource description framework (RDF) [2] . Graphs are encoded in RDF as a set of triples of the form (subject, predicate, object). Each triple represents a labeled edge between a start node and an edge node. Compared to the property graph model, RDF has a simpler structure, but requires a larger graph to express a network entity. We chose property graphs for our information model, because the abstraction level that RDF graphs provide is too low for expressing network entities.
A QUERY LANGUAGE FOR GRAPH SEARCH
In this section, we describe the syntax and semantics of a query language that can be used by management processes to query the search space for graphs. The syntax of the query language is given in BNF notation [4] :
Our query language can be seen as an extension of a language for keyword search. The simplest query contains an attribute name, for example, 'IP address', or a value, for example, '172.31.2.11'. We allow also attribute-value pairs as queries, for instance, 'IP address = 172.31.2.11' (rule (2)). Whenever one of these queries matches an attributevalue pair of a vertex or an edge in a graph, the entire graph is included in the query result.
Queries can be constructed using terms (like attribute name, attribute value, attribute-value pair) and boolean operators (rule (1)). Two examples of such queries are '172.31.2.11 ∨ 172.31.3.23' and 'virtual network ∧ IP address = 172.31.2.11'. While the former query returns the union of the subquery results, the latter returns the intersection of the subquery results. The graph in Figure  2 , for example, would match both of the above queries.
Our query language includes two specific operators for projection and aggregation (rules (4), (5)). We explain their syntax and semantics through examples. The projection query π vertex type = VM load (vnet-129) retrieves all graphs that match 'vnet-129', selects from these graphs the vertices of type VM, and retrieves from those vertices the values of the attributes named 'load'. In other words, the query would retrieve the loads of the virtual machines for the specified virtual network (if there is a single graph matching the term 'vnet-129'). Similarly, the aggregation query α vertex type = VM max, load (vnet-129) would retrieve all graphs that match 'vnet-129', would select from these graphs the vertices of type VM, and would compute the maximum value of the attributes named 'load' across the vertices. In other words, the operation would return the maximum load of the virtual machines in a specified virtual network (if there is a single graph matching the term 'vnet-129').
The above given semantics of the query language uses so-called exact matching, which is common for databasetype applications. For management applications that explores the search space, for instance, approximate matching is more appropriate. In our earlier work, we have developed a scheme for approximate matching and ranking in the context of network search [14] . This scheme is also applicable to graph search.
DISTRIBUTED QUERY PROCESSING
The search space for graph search is distributed among the local databases contained in the search nodes (see Figure 1 ). We anticipate that most graphs in the search space will be partitioned among search nodes, whereby each search node contains the subgraph whose information relates to its associated device(s). Consider a graph representing an IP flow, which contains vertices and edges that capture its properties. The vertices are maintained on the search nodes associated with the routers along the flow's path. Each edge is maintained on the search node that contains the start vertex as well as the node that contains the end vertex. This means that the graph is edge-partitioned [9] .
Queries expressed in our language are processed in the search plane in a distributed way. There are (at least) two approaches for distributed processing of search queries. The first centers around maintaining an index that maps search terms to search nodes. For each term, the index contains those nodes that maintain partitions of matching graphs.
A scalable way of maintaining such an index is using a distributed key-value store, e.g., Cassandra [7] . When processing a search query, first, the index is used to identify the search nodes that store relevant information. Then, graph information is retrieved from the local databases of those nodes. Lastly, the query result is computed using a distributed aggregation protocol. The challenge in this approach comes from the fact that most graphs contain operational data that is very volatile. As a consequence, maintaining such an index is very costly, if not infeasible. For this reason, this approach will not be pursued further here.
A second way of processing search queries is based on distributed search and involves all search nodes. In this context, an echo protocol can contribute to an efficient and scalable solution [12] . Echo, which implements an algorithm first described by Segall [11] , is a tree-based protocol suitable for distributed polling. It executes on the network graph of the search plane (see Figure 1 ). It can be initiated on any search node. Once a node receives a search query from the management plane, echo disseminates the query to all nodes, creating an ad-hoc spanning tree in the process with the initiating node as root. Each node, upon receiving the query, executes it against its local database. The results of all local database queries are incrementally aggregated along the spanning tree, and the result of the search query becomes available at the root node. The code for the local operations for query processing, together with the state of the operation, are captured in an object called the aggregator object of the echo protocol [12] .
Processing a search query q involves two consecutive executions of the echo protocol. The first execution returns the names of the graph objects that match the query, and the second execution computes the actual result of the search query. Consider a query q with terms t i , i = 1, · · · , n. Figure 3 shows the pseudocode of the aggregator for the first execution. The aggregator for the second execution is very similar and is omitted due to lack of space.
The state of the aggregator for the first execution is captured in the variable s, a vector whose components s[i] contain names of graph objets that match the terms t i . The procedure local() executes the terms t i against the local database D and stores the names of the matched objects in s. The procedure aggregate() aggregates the local state s with the state child-s of a child node. The procedure global() is perfumed on the root node and merges the set of names in the components of s, by performing set union or set intersection, depending on the type of boolean operator that combines the terms t i in query q.
The performance characteristics of distributed query processing are based on the performance properties of the echo protocol [12] .
A GRAPH SEARCH SYSTEM FOR A CLOUD NETWORK
A cloud network typically includes data centers that host cloud services and an IP core network that provides con-1: aggregator object process-query( ) 2:
var: s: vector of names; 3: procedure local( ) 4: s := null; 5: for each t i ∈ q do: 6:
procedure aggregate(child-s: vector of names) 8: for each t i ∈ q do: 9:
procedure global( ) 11: r := merge s[i], i = 1, .., n; 12: return(r); Fig. 3 . Aggregator for the first execution of the echo protocol, for a search query q with terms t i , i = 1, · · · , n. nectivity between them. Figure 4 outlines the architecture of a graph search system for a cloud network.
We envision that a search node will execute on servers in data centers, as well as on network elements in the IP core network (for instance, on server blades). We have developed a database and sensing technology for graph management, which runs on a server blade of a large IP router [8] and which is suitable as a database component for a search node. We believe that search nodes in data centers do not require dedicated servers, as they can run efficiently using only a few percentage of the server resources [14] .
DISCUSSION
In this paper, we presented design options and solutions towards engineering a graph search system for network management. The key challenge in engineering such a system is devising an efficient search process that (a) supports expressive search queries like those expressed in our language, (b) provides fast response times to support real-time management applications, and (c) scales to the size of modern cloud infrastructures, which have in excess of a hundred thousands of nodes. In future work, we plan to complement the design outlined in this paper and build a prototype system for graph search based on our current implementations for in-network search [14] and in-network data stores [8] .
