Abstract. -Let G = G ad (Z/(p n Z)) be the adjoint Chevalley group and let m f (G) denote the smallest possible dimension of a faithful representation of G. Using the Stone-von Neumann theorem, we determine a lower bound for m f (G) which is asymptotically the same as the results of Landazuri, Seitz and Zalesskii for split Chevalley groups over Fp. Our result yields a concrete explanation of the exponents that appear in the aforementioned results in terms of Heisenberg parabolic subgroups of Chevalley groups.
Introduction
For a finite group G, let Rep f (G) denote the set of all finite dimensional faithful representations of G over complex vector spaces, and set m f (G) := min{d ρ : ρ ∈ Rep f (G)}, where d ρ denotes the dimension (also called the degree) of ρ. Lower bounds on m f (G) can be found in group theory literature as old as the work of Frobenius [7] . Indeed, by constructing the character table of PSL 2 (F p ), Frobenius showed that m f (PSL 2 (F p )) ≥ p − 1 2 for every prime p ≥ 5.
Apart from its intrinsic interest, the Frobenius bound has applications in many questions in number theory and additive combinatorics. To name a few, Sarnak and Xue [20] were the first to use this bound to obtain a lower bound for the smallest non-trivial eigenvalue of the Laplace-Beltrami operator on the hyperbolic space. This idea was subsequently used by Bourgain and Gamburd [4] to answer the 1-2-3 question of Lubotzky on the uniform expansion bounds for the Cayley graphs of SL 2 (F p ). Groups with no small-dimensional representations are called quasirandom groups. Using the Frobenius bound, Gowers [8] was able to give a negative answer to a question due to Babai and Sòs about the size of product-free sets in finite groups. Gowers' result plays an essential role in the theory of expander graphs and approximated groups [14] .
The Frobenius bound has been generalized by Landazuri, Seitz and Zalesskii [13, 21] to other families of finite simple groups of Lie type. However, despite interesting applications (see below), little work has been done to extend their results to non-simple groups. Bourgain and Gamburd [3] considered this problem for SL 2 (Z/(p n Z)) in order to show that, for any sufficiently large prime p and any symmetric set S generating
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a Zariski-dense subgroup of SL 2 (Z), the family of Cayley graphs {Cay (SL 2 (Z/(p n Z)) , π p n (S))} n≥1 is an expander family (here π p n is the reduction map modulo p n ). Indeed, they proved
Motivated by the works of Gowers, Bourgain and Gamburd mentioned above, the first and third authors of this paper studied m f (SL k (Z/(p n Z))) and m f (Sp 2k (Z/(p n Z))) [1] . The same problem for m f (SL k (Z/(p n Z))) has been considered by de Saxcé [6] . We also refer the reader to [24] , for an application of this bound. Our aim in this paper is to obtain a bound for the minimal dimension of all faithful representations of Chevalley groups over the ring Z/(p n Z). Indeed, we will give a uniform way to treat different Chevalley groups instead of considering them case by case. The idea is to restrict a faithful representation ρ to a parabolic subgroup whose unipotent radical is a Heisenberg group. The representations of Heisenberg groups can be classified by the Stone-von Neumann theorem (Theorem 2). Our main theorem is the following: Theorem 1. -Let p be a prime number and n ≥ 1 an integer. Let g be a finite dimensional complex simple Lie algebra with root system Φ. Let
be the adjoint Chevalley group associated to g. Then
where h f (Φ, p, n) is given in the following table
Remark 1. -For simplicity of presentation we just consider the adjoint Chevalley groups. However, the result can also be extended to the simply connected Chevalley groups. Chevalley proved that the group G ad (F q ) is simple except for A 1 (2), A 1 (3), B 2 (2) and G 2 (2) (see [5] , Theorem 11.1.2). Therefore, Theorem 1 for n = 1 yields lower bounds which are asymptotically the same as the results of Landazuri, Seitz and Zalesskii [13, 21] 
Stone-von Neumann theorem
In this section, we state and prove a version of Stone-von Neumann theorem that suits our purposes in this paper. The Stone-von Neumann theorem holds in a broader setting [10, 15, 16] . However, we only present it in the finite group case, which is needed in this paper.
We say that a finite group H is a Heisenberg group if it is two-step nilpotent. In other words, the group H is Heisenberg if and only if Z(H) contains the commutator subgroup of H. Let A be a maximal abelian subgroup of H and let χ : A → C be a one-dimensional representation of A. Consider the representation σ of H induced from χ, realized on the vector space Proof. -Let H and χ be as in the statement of the theorem. Let z ∈ Z(H), and f ∈ Ind
follows that A is a normal subgroup of H. In order to show that Ind H A χ is irreducible, by a standard corollary of Mackey's irreducibility criterion (see [22] , Section 7.4, Corollary) it suffices to prove that χ is not equal to any of its conjugates χ s for s ∈ H \ A. Assume, on the contrary, that χ s = χ for some s ∈ H\A. Then χ([s, a]) = 1 for all a ∈ A. Notice that [H, H] ⊆ Z(H) and ker(χ • ) intersects [H, H] trivially. Therefore [s, a] = 1 for all a ∈ A, which implies that s commutes with A and hence s ∈ A because of maximality of A. This is a contradiction.
Assume that π is an irreducible representation of H with central character χ • . Let χ 1 be one of the one-dimensional representations in the decomposition of π| A into its irreducible factors. Hence χ 1 is an extension of χ • , so Ind To show uniqueness, let χ 1 and χ 2 be two distinct extensions of χ • to A. Then
is a onedimensional representation of A/Z(H). Extend this representation to a one-dimensional representation of the abelian group H/Z(H). Forx ∈ H/Z(H), the representations of the form
, by assumption on χ • , are distinct and exhaust the one-dimensional representations of H/Z(H). Hence, there exists anx ∈ H/Z(H) such that χ 1 χ −1 Proposition 1. -Let G be a finite group with a faithful representation (ρ, V ). Let H be a Heisenberg subgroup of G, and A be a maximal abelian subgroup of H. Moreover, assume that [H, H] is a cyclic group of order p n . Then there exists a subrepresentation occurring in ρ| H whose central character is faithful over [H, H] . Moreover this subrepresentation has dimension [H : A].
Proof. -The faithful representation (ρ, V ) of G restricted to H, decomposes completely into irreducible representations V i , 1 ≤ i ≤ l. By Schur's lemma, for any z ∈ Z(H) and any v ∈ V i we have ρ| H (z)(v) = χ i (z)v, where χ i is a one-dimensional representation of Z(H). Let h be the generator of [H, H]. We claim that there exists an i such that χ i (h) is the primitive p n -th root of unity in C. Assume the contrary. Then for all i, we have χ i h p n−1 = 1, which implies that ρ h p n−1 = I V . This contradicts the fact that ρ is a faithful representation. Hence there exists an i such that ker χ i ∩ [H, H] = {1}. By the Stonevon Neumann theorem, we should have
The Heisenberg parabolic subgroups of Chevalley groups
This section is devoted to a rapid review of some basic facts in the theory of simple Lie algebras and Chevalley groups. For the Lie algebra part, we closely follow Gross and Wallach's paper [9] , Sections 1 and 2 (see also [19] , Section 3). Moreover, we verify that the construction of Chevalley groups over fields given in [5] can be extended to elementary Chevalley groups defined over Z/(p n Z). One way to approach this is to use the language of group schemes [2] . However, in this paper we consider the explicit construction of Chevalley groups using Chevalley bases. The theory of elementary Chevalley groups over rings has also been presented in detail in [17] .
Set R = Z/(p n Z), where p ≥ 3 is a prime number. Let g be a complex finite dimensional simple Lie algebra. Fix a Cartan subalgebra h of g. Let Φ ⊆ h * be the root system of g with respect to h. Then, we have the Cartan decomposition
Note that E is equipped with a symmetric positive definite inner product ( , ) obtained from the Killing form of g via the isomorphism between h and h * . For α, β ∈ Φ, set α, β = 2(α, β)/(β, β). Let ∆ be a base of Φ. Let Φ + ⊆ Φ the set of positive roots with respect to ∆, and letβ be the highest root. It is known thatβ is a long root and m α ≥ n α , whereβ = α∈∆ m α α and γ = α∈∆ n α α is any γ ∈ Φ. Given the above notation, we define the Heisenberg parabolic subalgebra p = l ⊕ u. The Levi subalgebra and the unipotent radical of p are:
In the following lemma, we point out a few elementary properties of roots, whose utility will soon be apparent.
Lemma 1. -The inequality α,β > 0 implies that α ∈ Φ + , and either α =β or α,β = 1. Moreover, if α,β = 1, then β − α,β = 1.
Proof. -If α,β > 0 thenβ − α ∈ Φ (see [11] , Lemma of Section 9.4). This implication, along with the fact thatβ is the highest root, implies α ∈ Φ + . Note that for any α ∈ Φ + , | α,β | ≤ | β , α |. Assume α =β. Then a standard calculation (see [11] , Section 9.4, Table 1) shows that α,β β , α ∈ {1, 2, 3}. Hence, α,β > 0 implies α,β = 1. The last claim in the statement follows from linearity of , in the first component.
Let Σ + := {α ∈ Φ + : α,β = 1}. Lemma 1 allows us to define a fixed-point free involution of Σ + defined by α →β − α. We pick one element from each equivalence class. Therefore, we have the following disjoint decomposition:
Hence, |Σ + | = 2d, where the value of the integer d is explicitly calculated in Proposition 1.3 of [9] . In particular, Table 1 is given in [9] : Lemma 2. -The subalgebra u is a two-step nilpotent Lie algebra with the center gβ.
Proof. -It follows from Lemma 1 that [u, u] ⊆ gβ ⊆ Z(u), which implies u is a two-step nilpotent Lie algebra. For α 1 , α 2 ∈ Σ + , notice that [g α 1 , g α 2 ] = 0 unless α 2 =β − α 1 , and in this case we have [g α 1 , gβ −α 1 ] = gβ. Using these equalities, one can see that gβ = Z(u).
Notice that u = gβ ⊕ α∈Σ + g α is of dimension 2d + 1. Let us choose a (d + 1)-dimensional maximal abelian subalgebra a of u, defined to be
The maximality can be seen with the help of Lemma 1, specifically the fact that gβ = [gβ −α i , g α i ]. Let us define F (Φ) := min β , α > 0 : α ∈ Φ . By explicit computation over all root systems of different types (see [12] , Section 2.10), one can see that
Next, we review the construction of elementary adjoint Chevalley groups. We will use the standard notation, which can be found in [5, 23] . Let {H α : α ∈ ∆} ∪ {e α : α ∈ Φ} be a Chevalley basis, with respect to our choice of base ∆. Let g Z ⊆ g be the free Z-module generated by the Chevalley basis. One can show that g Z is indeed a Lie algebra over Z. For any α ∈ Φ and ξ ∈ C, ad ξe α = ξad eα is a nilpotent derivation of g. Hence, the exponential map
is a Lie algebra automorphism of g. Moreover, the entries of the matrix of x α (ξ), with respect to the Chevalley basis, are aξ i , where a ∈ Z and i is a non-negative integer. Let us denote this matrix by A α (ξ). Consider the R-Lie algebra g R := g Z ⊗ Z R with the Chevalley basis
For every t ∈ R, we obtain a new matrixĀ α (t) from A α (ξ), by replacing the entries aξ i byāt i , whereā is a reduced modulo p n . The linear transformationx α (t) associated with the matrixĀ α (t) is a Lie algebra automorphism of g R . The subgroup of the automorphism group of g R , generated by transformations x α (t) for each α ∈ Φ and t ∈ R, is called the elementary adjoint Chevalley group. We denote it by G ad (R) := G ad (R, Φ). Let α ∈ Φ be an arbitrary root. The one-parameter subgroup X α of G ad (R) is defined by
Lemma 3. -The subgroup X α is isomorphic to the additive group of R.
Proof. -The map t →x α (t) gives the desired group isomorphism. Note that the injectivity can be seen through the action ofx α (t) on the Chevalley basis for the Lie algebra g R . More precisely, for γ ∈ ∆ we havex α (t)H γ = H γ − α, γ te α (see [5] , Section 4.4), which implies that ifx α (t) = 1, then t = 0.
Let us define the Heisenberg subgroup U of G ad (R) and the maximal abelian subgroup A of U by (5) U = x α (t) : α,β ≥ 1, t ∈ R , and A = xβ(t),
where α i are chosen with respect to the decomposition (2) . Here the right hand sides of equalities in Equation (5) are the subgroups of G ad (R) that are generated by the given elements. These subgroups are analogues of the unipotent radical of the Heisenberg parabolic subalgebra and its maximal subalgebra in the Chevalley group. This analogy will be apparent in Proposition 2. From now on, we fix a total ordering ≺ of Φ which is compatible with the height function ht, i.e. α ≺ β implies ht(α) ≤ ht(β). We recall a theorem due to Chevalley (the proof over R is similar to [5] , Theorem 5.2.2) that expresses the commutator of two generators of G ad (R) as a product of generators. Let α, β ∈ Φ such that α = ±β, and let t 1 , t 2 be elements of R. Let us define the commutator [
. The Chevalley commutator formula states that (6) [
where the product is taken over all pairs of positive integers i, j for which iβ + jα is a root, and the terms of the product are in increasing order of i + j. The constants C i,j,β,α are in the set {±1, ±2, ±3}. Next, we point out that every element of U can be expressed uniquely in the form (7) α,β ≥1x
where the product is taken over positive roots α, increasing in the chosen total ordering. Indeed, given an element of U in the form of a product ofx α (t)'s, the desired order can be achieved by performing a rearrangement as follows: if there is a pair of consecutive termsx α (t 2 )x β (t 1 ) with β ≺ α, we swap them by use of Equation (6):
In this fashion,x β (t 2 )x α (t 1 ) is in the increasing order, and all the extra terms introduced by use of the commutator formula are in the desired order because the total ordering ≺ is compatible with the height function. This rearrangement terminates after finitely many iterations. The uniqueness of such an expression of elements in U is deduced from a similar uniqueness statement for elements of the unipotent subgroup of G ad (R) containing U (the proof is similar to [5] , Theorem 5.3.3).
Lemma 4. -Let d be as in Table 1 .
Proof. -Recall that |Σ + | = 2d. From Equation (5) and uniqueness of the product in Equation (7) we deduce that |U | = p (2d+1)n and |A| = p (d+1)n . Therefore, [U : A] = p nd .
The following lemma can be proved easily.
Lemma 5. -Let G be a finitely generated group generated by g i , 1 ≤ i ≤ n. Let A G and assume that
The following lemma will be used in the proof of Proposition 2.
Lemma 6. -Let Φ be a root system different from G 2 . Then for any α i , chosen from the decomposition (2) and t ∈ R, we havex
Proof. -From Equation (8) we havē
But (see [5] , Theorem 5.2.2) C 1,1,β−α i ,α i = ±(r + 1), where
is the α i -chain through (β − α i ). Sinceβ is the highest root, (β − α i ) + sα i is not a root for s > 1, and therefore s = 1. Also, it is known that β − α i , α i = r − s. It follows that r + 1 = β , α i .
Notice that β , α i ∈ {1, 2}, since otherwise β / α i = 3, which is impossible when the root system is different from G 2 .
Proposition 2. -Let p ≥ 3 when Φ = G 2 and p ≥ 5 when Φ = G 2 . Then the subgroup U of G ad (R) is a two-step nilpotent group whose commutator subgroup is Xβ, and A is a maximal abelian subgroup of U containing Xβ.
Proof. -With the help of Equation (6) and Lemma 1, one can see that the commutators of the generators of U are in Xβ. Hence by applying Lemma 5 we conclude that the commutator subgroup of U is contained in Xβ. Conversely, any element in Xβ can be obtained from commuting suitable elements of X α i and
On the other hand, the fact thatβ is the highest root implies that for every α satisfying α,β > 0, we have iβ + jα ∈ Φ for all i, j > 0. Hence, by Equation (6) we have [X α , Xβ] = 1 which implies that Xβ ⊆ Z(U ) and hence U is a two-step nilpotent subgroup. Now, let us show that A is a maximal abelian subgroup of U . Notice that for any α i , 1 ≤ i ≤ d, chosen from the first disjoint component of the decomposition (2), neither α i + α j nor α i +β is a root. Hence, the right hand side of (6) is always zero for elements in A, and therefore A is an abelian subgroup of U containing Xβ. Assume A is not a maximal abelian subgroup and let u ∈ C U (A) \ A be an element with the shortest length. Then u can be uniquely written as
where the product is taken over positive roots α with increasing total ordering ≺. We claim that the leftmost term in the product in (9) cannot belong to either of Xβ and
That is because otherwise, one can eliminate this term and obtain another element in C U (A) \ A with shorter length. We remark that for α, β ∈ Σ + we have [X α , X β ] = 1 unless β =β − α. Without loss of generality we can write
where α 1 is taken from the decomposition (2) and t 1 = 0. Notice that none of the elements of Xβ −α 1 appears in the factorization of u . Therefore we have
where C ∈ {±1, ±2, ±3} and 1 is the unit element of R. Therefore by Lemma 3 we should have Ct 1 = 0. By Lemma 6, for all root systems other than G 2 , the contradiction t 1 = 0 is obtained when p ≥ 3. However, for the root system G 2 the further assumption p ≥ 5 is required in order to obtain a contradiction.
We now recall the following theorem of Chevalley (the proof over R is similar to [5] , Theorem 6.3.1). For any positive root α there exists a surjective homomorphism
For any invertible λ in R, we denote
Notice that h α (λ) is an automorphism of g R . Let α, β ∈ Φ be any root, then one can show that (see [5] , Chapter 7)
Proof of Theorem 1
Let (ρ, V ) be a faithful representation of G ad (R):
Let σ := ρ| U , be the restriction of ρ to the Heisenberg subgroup U , and let (σ i , V i ), 1 ≤ i ≤ l, be the irreducible factors in the decomposition of the U -representation (σ, V ). Then by Schur's lemma for any z ∈ Z(U ) and v ∈ V i we have σ i (z)v = χ i (z)v, where χ i is a one-dimensional representation of Z(U ). Proposition 1 guaranties the existence of a 1 ≤ j ≤ l, so that χ j is a faithful one-dimensional representation of Xβ = [U, U ]. By possible reordering, without loss of generality, we assume that j = 1. Then, applying Propositions 1, 2 and Lemma 4 gives
For any λ ∈ R * , and any root α ∈ Φ, consider the element h α (λ) introduced in (11) . It follows form (12) that h α (λ) normalizes any one parameter subgroup. Therefore, h α (λ) normalizes U . Define the Urepresentation σ λ,α to be the conjugation of σ by h α (λ):
Notice that the U -intertwining operator ρ(h α (λ)) gives a U -isomorphism between (σ, V ) and (σ λ,α , V ). Therefore, (σ λ,α 1 , V 1 ) is also an irreducible subrepresentation of (σ, V ). Hence for any z ∈ Xβ ⊆ Z(U ) and v ∈ V 1 we have Next, we count the number of mutually distinct one-dimensional representations of χ λ,α 1 . We consider two cases:
1. The root system Φ is not A 1 or C for ≥ 2: Equation (4) implies that there exist a root α ∈ Φ such that β , α = 1. Hence, for this particular root α we have and therefore, there is at least p n − p n−1 non-isomorphic irreducible subrepresentation of V , each of dimension p dn . Hence, dim(V ) ≥ (p n − p n−1 )p dn , where d is given in Table 1 . 2. The root system Φ is either C or A 1 : Equation (4) implies that for no root in Φ, β , α = 1; but a root α can be chosen so that β , α = 2. Then for x ∈ R ∼ = Xβ we have 
