Abstract. We establish unique existence of p-barycenter of any probability measure for p ≥ 2 on CAT(1)-spaces of small radii. In our proof, we employ Kendall's convex function on a ball of CAT(1)-spaces instead of the convexity of distance function. Various properties of p-barycenter on those spaces are also presented. They extend the author's previous work [Yo].
Introduction
In this paper, we extend our previous work [Yo] on barycenter of probability measures on CAT(1)-spaces and study p-barycenter of them for some real number p ≥ 1. CAT(κ)-spaces are metric spaces with κ ∈ R as an upper bound for the curvature in the sense of Alexandrov which is defined in terms of the convexity of distance function. The precise definition is given in Definition 3 below.
Definition 1 (p-barycenter). For a metric space (X, d) and p ∈ [1, ∞), we let P(X) be the set of all Borel probability measures on X and P p (X) be the set of all µ ∈ P(X) with ∫ X d p (x 0 , ·) dµ < ∞ for some (hence all) x 0 ∈ X. For a probability measure µ ∈ P p (X), we call a point of X where the function p (x, ·) dµ attains its global (resp. local) minimum a p-barycenter (resp. a p-Karcher mean) of µ.
In [Yo] we studied 2-barycenter, usually called barycenter, center of mass or Fréchet mean in the literature, of probability measures on CAT(1)-spaces. We remark that 1-barycenter, also called median, e.g. Yang [Ya] , is a generalization of Fermat(-Torricelli) points of plane triangles and Steiner points in Sakai [Sa] . For example, p-barycenter appears in the works of Afsari [Af] , Naor-Silberman [NS] and Kuwae [Ku2, Ku3] .
The theory of barycenter of probability measures on CAT(0)-spaces has been developed by many authors; See e.g. Sturm [St] . It is well-known that the distance function d : Y × Y → [0, ∞) of a CAT(0)-space (Y, d) is convex in the sense of Definition 2 below. The following theorem is the main tool that we use in our approach, which states that any small ball in a CAT(κ)-space with κ > 0 also admits such a convex function. Here and hereafter, B(o, · ) and B(o, · ) denote open and closed metric balls centered at o ∈ Y respectively. We also use R κ := π/ √ κ and cos κ r := cos( √ κ · r) for κ > 0 and r > 0.
Theorem A (Kendall [Ke2] , Jost [Jo2] and [Yo] ). Let (Y, 
is convex provided 2(2ν + 1)h 2 (h 2 −h 2 ) ≥ 1.
Kendall [Ke2] proved Theorem A for the unit sphere of the Euclidean space and remarked that it also holds for Riemannian manifolds. Jost [Jo2] gave an application of Theorem A. A detailed proof of Theorem A can be found in the appendix of [Yo] .
We now state the main theorem of this paper. We say that a measure µ on a space X is concentrated on a subset S ⊂ X if µ(X \ S) = 0. We notice that µ ∈ P p (X) for any p ∈ [1, ∞) if µ ∈ P(X) is concentrated on a bounded subset of a metric space X. The radius of a metric space (X, d) is defined as rad(X) := inf x∈X sup y∈X d (x, y) . This generalizes the main result of [Yo] . The upper bound R κ /2 for the radius is almost sharp, cf. Remark 66 below. The combination of our result, i.e., Theorem B, Corollary 42 and Theorem 57 below, extends the result [Af, Theorem 2 .1] of Afsari to general CAT(κ)-spaces.
In addition to Theorem B above, we also establish an analogue of the Banach-Saks-Kakutani type theorem for p-barycenter on CAT(κ)-spaces as Theorems C and D below. They extend the theorems of Jost [Jo, Theorem 2.2] and the author [Yo, Theorem C] .
The structure of this paper is as follows: Section 2 consists of several definitions and properties of CAT-spaces. In Section 3, we prove propositions pertaining to the local convexity of CAT(1)-spaces, which might be of independent interest. We prove Theorem B in Section 4. Then Sections 5 and 6 are devoted to a collection of several properties of p-barycenter of probability measures on CAT(κ)-spaces, some of which might also be new on CAT(0)-spaces.
In this paper, we reuse almost all of the materials from our previous work [Yo] . For this reason, there must be substantial text overlap between them.
Preliminaries
In this section, we recall some rudimentary definitions and facts on the geometry of CAT-spaces. The textbook [BBI] by Burago-Burago-Ivanov is one of the standard references of the Alexandrov geometry. A reader who is familiar with them can safely skip this section.
Definition 2 (Convex function). Let (X, d) be a metric space. A geodesic is a curve γ : I → X defined on an interval I ⊂ R for which there is a constant |γ
is convex on I for any geodesic γ : I → X. When X is a product of two metric spaces Y 1 and Y 2 equipped with a natural product metric, this amounts to that f (γ 1 ( · ), γ 2 ( · )) is convex on I for any pair of geodesics
For a real number κ ∈ R, we let (M κ , d κ ) be the model surface, i.e., the simply-connected surface with the distance induced by the complete Riemannian metric of constant curvature κ. We will also use (
Definition 3 (CAT(κ)-space). We call a metric space (Y, d) a CAT(κ)-space
if it is an R κ -geodesic space, i.e., any two points x, y ∈ Y with d(x, y) < R κ are connected by a geodesic, and
holds for any three points
is an isometric copy of the three-point subset {x, y, z}
We persist in using the letter Y to denote a CAT-space. Unit spheres of Hilbert spaces and complete Riemannian manifolds with sectional curvature at most κ and injectivity radius at least R κ are typical examples of CAT(κ)-spaces. CAT(κ)-spaces are also CAT(κ ′ )-spaces for κ ′ > κ and the upper curvature bound κ ∈ R of a CAT(κ)-space changes accordingly as its distance is rescaled by a positive number.
In this paper, we stick to the same notations as in [Yo] , which we here recollect without giving precise definitions. In the rest of this section, (X, d) and (Y, d) denote a metric space and a CAT(κ)-space for some κ ∈ R respectively.
•
• γ xy : [0, 1] → Y denotes the unique geodesic with γ xy (0) = x and γ xy (1) = y for two points x, y ∈ Y with d(x, y) < R κ .
•∠ κ (x; y, z) ∈ [0, π] denotes the comparison angle for three points x, y, z ∈ Y . For example, it is defined for κ > 0 by
denotes the equivalence class of a geodesic from x to y and
We list some basic facts on CAT(κ)-spaces which we will make use of later.
Fact 4 (Angle monotonicity/ comparison). For any three points x, y, z ∈ Y with x ̸ ∈ {y, z} and d(x, y)+d(y, z)+d(z, x) < 2R κ and a point y
Fact 5 (Local uniform convexity). For any κ, r, ε > 0 with r < R κ /2, there is δ κ (ε; r) > 0 with
for any x ∈ Y and y, z ∈ B(x, r) with d(y, z) ≥ εr. Here m(y, z) := γ yz (1/2) ∈ Y is the midpoint of y and z.
It is known that δ 1 (ε; r) = r − arccos (cos r/ cos(εr/2)) for any ε > 0 and r < π/2, e.g. Espínola-Fernández-León [EF] . Propositions 9 and 21 below also give estimates for δ κ (ε; r).
The following fact is used along with Theorem A in our argument. 
For κ ∈ R, we say that a subset C ⊂ X of a metric space (X, d) is R κ -convex if any geodesic connecting points x, y ∈ C with d(x, y) < R κ does not leave C. 
Fact 8 (e.g. Lytchak [Ly, Lemma 7.3] 
Local convexity of CAT(1)-spaces
In this section, we make a detour and discuss local p-uniform convexity of the distance function of CAT(1)-spaces. Propositions 9 and 21 below are the main result of this section. They are not used in our proof of Theorem B but might be of independent interest. A reader in a hurry can safely skip this section.
Proposition 9 (p-uniform convexity of CAT(κ)-spaces, cf. Ohta [Oh] ). For any κ > 0, r < R κ /2 and p ∈ (1, ∞), there exists a constant k p > 0 with the following property:
Definition 11 (p-uniformly convex space, [NS] , [Ku3, Ku2] 
holds for any x ∈ X, a geodesic γ : [0, 1] → X with y := γ(0) and z := γ(1) and t ∈ [0, 1].
Ohta [Oh] proved Inequality (10) with p = 2 and the sharp constant k 2 = 2r/ tan r. We refer to Naor-Silberman [NS] and Kuwae [Ku2, Ku3] for puniformly convex spaces. It is not possible to improve the power max{p, 2} to p in Inequality (10), e.g. [NS] , [Ku3] . Inequality (10) might be a candidate for a definition of p-uniformly convex spaces when p < 2, but it forces the space to have finite diameter.
Our proof of Proposition 9 is naturally divided into two cases. We only deal with the case p ≤ 2 here. The other case p > 2 follows from an argument in the proof of a more general result (Proposition 67), which we defer to the appendix.
We start with the following observation.
Lemma 13. For any p ∈ [1, 2] and r < π/2, we have
where the infimum is taken over all {x, y, z}
Proof. We mimic the argument of Ohta [Oh] . For {x, y, z} ⊂ (S 2 , d S 2 ) with y ̸ = z, we put
The equality holds only if p = 1 and {x, y, z} lies on a great circle. 
we use the following p-uniform convexity:
We now deal with the remaining case. We may assume
2 be the great circle passing through w and perpendicular to [x, w] .
With the triangle inequality, the assumptions yields
while the choice of y ′ and z ′ yields
We combine them with Lemma 13 to conclude
This completes the proof of Proposition 9 for p ≤ 2. □ Corollary 16 (p-variance inequality, cf. [NS, Ku2] ).
holds for any y ∈ C.
Proof. We choose z := b p (µ) in Inequality (10). Then we divide it by 1 − t and let t → 1 to obtain the desired inequality.
□
holds for any x ∈ Y and y ∈ C with d(x, y) < r.
Proof. The proof is essentially the same as that of Corollary 16. □
There is another notion of convexity of metric spaces.
any ε > 0 with Inequality (19) with p = 1 holds for any x, y, z ∈ X with
Foertsch [Fo] investigated the above uniform 1-and ∞-convexity under the names uniform distance and ball convexity. Subsequently Kell [Kel] introduced the above uniform p-convexity for p ∈ (1, ∞). He proved that uniformly pconvex spaces for some p ≥ 1 are uniformly q-convex for all q ∈ [p, ∞] and that CAT(0)-spaces are uniformly p-convex for all p ∈ [1, ∞]. He also remarked that p-uniformly convex spaces in the sense of Definition 11 are uniformly p-convex spaces in the sense of Definition 18 for any p ∈ [2, ∞).
As for CAT(κ)-spaces, we can prove Proof. Our proof is similar to that of Proposition 9 for p ≤ 2 presented above. It suffices to prove in the case (Y, d) is isometric to the unit sphere (S 2 , d S 2 ) and p = 1. For any three points x, y, z ∈ (S 2 , d) satisfying Inequality (20), we suppose d(x, y) ≥ d(x, z) and put w := m(y, z) ∈ S 2 . We reuse the notations y ′ , z ′ ∈ S 2 used in our proof of Proposition 9 for p ≤ 2.
We may assume
Then the CAT(1)-inequality for (S 2 , 2d) implies 2d(x, w) ≤ d(x,ŵ) withŵ := m(ŷ,ẑ) and Inequality (19) for x, y, z follows from that for x,ŷ,ẑ.
We may also assume d(x, w) > (1 − (ε/4)) M , because otherwise we have nothing to prove. Inequality (20) yields
and hence by the triangle inequality we obtain
Combining with Lemma 13 and Inequality (22), we conclude
The last statement of the proposition follows from [Kel, Lemma 1.4] or Proposition 9 and Fact 5. This completes the proof. □
Proof of Theorem B
In this section, we present a proof of Theorem B stated in Introduction after making some comment.
Theorem B is known for CAT(0)-spaces and other spaces, cf. Sturm [St] , Naor-Silberman [NS] , Kuwae [Ku2, Ku3] . In those cases, the proof relies on the convexity of the distance function of those spaces. We instead exploit Theorem A to prove Theorem B for CAT(κ)-spaces. Theorem B with p = 2 was proved in [Yo] .
The following examples explain the subtlety of the uniqueness of p-barycenter when p is equal or close to 1.
Example 23. Let x ̸ = y ∈ X be two points of a metric space (X, d). Suppose a probability measure µ ∈ P 1 (X) is concentrated on
If x and y are 1-barycenters of µ, then so is any point w ∈ [x, y] ⊂ X. This happens for example when µ = (1/2)(δ x + δ y ) ∈ P(X).
Example 24 (e.g. Afsari [Af, Remark 2.4 
]). For four points
. If p and r are close to 1 and π/2 respectively, we have F p µ (x i ) < F p µ (x 0 ) for i ̸ = 0 and µ has at least three p-barycenters. Now we begin our proof of Theorem B. Our proof is naturally divided into two parts. 4.1. Existence. We start with the existence of p-barycenter. For this, we prove the following more general theorem. Our proof was inspired by that of Kendall [Ke, Theorem 7.3] and is similar to that of [Yo, Theorem B] .
as n → ∞ has a subsequence which converges to a p-barycenter of µ. We first prove the following lemma. Inequality (27) is similar to the definition of the weak convergence of Jost [Jo] , cf. Lemma 29 below.
Then there exist an infinite subset N ⊂ N and a point
Proof. We let Λ 0 := N and take a decreasing sequence {Λ n } n∈N of infinite subsets of N as follows: Suppose we have chosen Λ n−1 ⊂ N. We put
where Λ runs over all infinite subsets of Λ n−1 \ {min Λ n−1 }, and choose an infinite subset Λ n ⊂ Λ n−1 \ {min Λ n−1 } for which
Then φ n is nondecreasing in n ∈ N and hence the limit value
where the infimum is taken over all such sequences (y n ) n∈N in C.
Then there exists a sequence (y n ) n∈N with
It follows from Fact 5 that (y n ) n∈N is a Cauchy sequence in C ⊂ Y and hence converges in Y . The infinite subset N := {min Λ n : n ∈ N} and the limit point x ∞ := lim n→∞ y n ∈ C fulfill Inequality (27). This finishes the proof. □ Definition 28 (Weak convergence [Jo] ). Let (x n ) n∈N be a sequence of points
The following is a Banach-Alaoglu type result for CAT(κ)-spaces. A proof of this lemma can be found in e.g. [Yo] . As hinted above, Lemma 29 follows from Lemma 26. For reader's convenience, we give a proof here.
Proof of Lemma 29.
We apply Lemma 26 with
to obtain a subsequence, still denoted (x n ) n∈N , and a point x ∞ ∈ C for which lim inf
We now suppose that there is a geodesic γ :
Then by Inequality (30) and Fact 5 the midpoint
for some large n ≫ 1 and this is a contradiction. □
We will later use the following fact, which follows from Fact 7.
Fact 31. For any sequence (x n ) n∈N which converges weakly to
We also invoke the following lemma.
Lemma 32 (Ekeland principle, e.g. Ekeland [Ek] ). Let f : X → R be a lowersemicontinuous function on a complete metric space (X, d) with inf X f > −∞. For any point x 0 ∈ X and ε > 0, we can find a point
Proof of Theorem 25. We recall that µ ∈ P(Y ) is concentrated on B(o, r) ⊂ Y for some o ∈ Y and r < R κ /2 and we would like to find a point where the function F := F We start with the following observations. Similar claims are verified in [Yo] when p = 2 and their proofs can be easily adapted to our case p ≥ 1.
Claim 33 ( [Yo, Claim 12] , cf. Afsari [Af] , Claim 59 below). For any ε > 0, there exists δ = δ(ε) > 0 with
Claim 34 ([Yo, Claim 13]). There exist r
′ ∈ (0, r) and δ ′ > 0 with
We appeal to Lemma 32 to find a sequence (z n ) n∈N ⊂ Y for which d(x n , z n ) → 0 as n → ∞ and
By the choice of z n , we have
for any ξ ∈ C zn . Then Claims 33 and 34 imply lim sup n→∞ d(o, z n ) ≤ r ′ < r. Lemma 26 states that there is a subsequence, still denoted (z n ) n∈N , and a point z ∞ ∈ B(o, r ′ ) for which Inequality (27) holds. We intend to prove that a subsequence of (z n ) n∈N converges to z ∞ and thus assume that this is not the case. Inequality (27) allows us to take a further subsequence with
and hence inf m̸ =n∈N d(z m , z n ) > 2δ for some small δ > 0. Then the collection {B(z n , δ)} n∈N of the balls is mutually disjoint and µ(B(z n , δ)) → 0 as n → ∞. 
(o, r). The map y −→ y ε is continuous on B(o, r).
We then use the convexity of Φ and Fact 6 to derive for any y ∈ B(o, r) ∞) ) with δ s ∈ P(R) being the Dirac measure centered at s ∈ R. We shall estimate the integrals of the above two terms multiplied by d
with which the dominated convergence theorem yields
In the following, C < ∞ denotes a fixed large constant depending only on κ, r and p. For example, we have
Second we have ∫
Therefore we conclude
Since ε > 0 is arbitrarily and ∫
we conclude that (z n ) n∈N and hence (x n ) n∈N converge to z ∞ ∈ B(o, r) and thus
which means that z ∞ is a p-barycenter of µ. Now the proof of Theorem 25 is complete. □ 4.2. Uniqueness. We now proceed to the uniqueness part of Theorem B. For this, we prove the following more general theorem.
Theorem 36. Suppose Y , r < R κ /2 and µ ∈ P(Y ) are as in Theorem B in Introduction and p ≥ 2. Then a point z ∈ B(o, r) with
is the unique p-barycenter of µ. In particular, the p-barycenter b
To prove this, we need the following result from [Yo] for barycenter of probability measures on CAT(κ)-spaces.
Proposition 38 (Variance inequality [Yo, Proposition 19]). Suppose (Y, d) and µ ∈ P(Y ) are as in Theorem 36. Let b(µ) := b 2 (µ) ∈ B(o, r) be the barycenter of µ. For any x ∈ B(o, r), we have
with some constants c > 0 and α > 2 depending only on κ and r.
Proposition 39. Suppose (Y, d) and µ ∈ P(Y ) are as in Theorem 36. If a point z ∈ B(o, r) satisfies Inequality (37) and E
, then z is the barycenter of the weighted probability measureμ :
Proof. By assumption, we have
for any ξ ∈ C z . It follows from the characterization of the barycenter established in [Yo, Corollary 15] that z is the barycenter ofμ. □ Proof of Theorem 36. We may assume that µ is not a Dirac measure. Hölder's inequality yields
for any x ∈ B(o, r), whereμ is the probability measure defined in Proposition 39. Then, Propositions 38 and 39 yield
for any x ∈ B(o, r). Combined with Claims 33 and 34, this implies that z ∈ B(o, r) is the unique p-barycenter of µ. □ 4.3. The other cases. As for p-barycenter of probability measures on CAT(1)-spaces with p ∈ [1, 2), we can prove the following, cf. Afsari [Af] .
Theorem 41. Let (Y, d) be a complete CAT(κ)-space with κ > 0. Suppose µ ∈ P(Y ) is concentrated on a subset S ⊂ B(o, r) of diam(S) ≤ R κ /2 with o ∈ Y and r < R κ /2. For an increasing convex function
U : [0, ∞) → [0, ∞), consider the function F (x) := ∫ Y U (d(x, · )) dµ for x ∈ Y . If U is
not strictly convex, assume also that µ is not concentrated on the union of images of geodesics passing through two points (cf. Example 23). Then F admits a unique minimizer in Y , which is also a unique local minimizer of F in B(o, r).

Corollary 42. Let (Y, d) be as in Theorem 41 and p ∈ [1, 2). Suppose µ ∈ P(Y ) is concentrated on B(o, r) with o ∈ Y and r < R κ /4 and also assume that µ is not concentrated on the union of geodesics passing through two points if p = 1. Then µ admits a unique p-barycenter b p (µ) in Y , which is also a unique p-Karcher mean of µ in B(o, r).
Proof of Theorem 41. We first notice that C := conv(S ∪ {o}) ⊂ Y is a closed R κ -convex subset with
Then it follows that F |
for any x ∈ Y and y ̸ = z ∈ B(x, R κ /2) with w := m(y, z) ∈ B(x, R κ /2) being a midpoint of y, z with equalities only if either
or U is not strictly convex and {x, y, z} is on a geodesic. This yields F (w) < (1/2)(F (y)+F (z)) for any y ̸ = z ∈ C by assumption and hence the uniqueness of a minimizer of F | C . It is easy to check that
. Now the existence of a minimizer of F | C and hence of F follows from e.g. [Yo, Theorem E] . The following proposition characterizes 1-barycenter.
and only if H(z) ≤ µ({z}).
In
particular, if (Y, d) and µ ∈ P(Y ) are as in Theorem 41, then z ∈ B(o, r) is a 1-barycenter of µ if and only if H(z) ≤ µ({z}).
Proof. We set F := F 
where o(ε)/ε → 0 as ε → 0. This proves the proposition. □ Definition 45. We define an ∞-barycenter of a probability measure µ ∈ P(X) on a metric space (X, d) as a point where the function
The definition and proof of the unique existence of ∞-barycenter is essentially the same as those of circumcenter of subsets of CAT(κ)-spaces.
For a subset A ⊂ X of a metric space (X, d), we define its circumradius as rad X (A) := inf x∈X rad x (A), where rad x (A) :
The radius of (X, d) is defined as rad(X) := rad X (X).
It is easy to see by using Fact 5 that any subset A ⊂ Y of a complete CAT(κ)-space (Y, d) with κ ∈ R and rad Y (A) < R κ /2 has a unique circumcenter contained in the closed convex hull conv(A) ⊂ Y of A, cf. Balser-Lytchak [BL] .
Proposition 46. Let (Y, d) be a complete CAT(κ)-space with
We omit the proof of this proposition.
Properties of p-barycenter
In this section, we establish several properties of p-barycenter of probability measures on CAT(κ)-spaces with κ > 0, which we proved to exist in Theorem B. We exploit Theorem A in our argument here as well.
A number of properties of barycenter of probability measures on CAT(0)-spaces are known, e.g. Sturm [St] . We also add that Ohta [Oh2] investigated barycenter of probability measures on proper Alexandrov spaces of curvature ≥ κ. A couple of properties of barycenter on CAT(κ)-spaces are established in [Yo] . Our results in this section extend some of them to the context of p-barycenter on CAT(κ)-spaces. We do not attempt to exhaust such possible extensions. Some of them might be new on CAT(0)-space as well.
Throughout this section, we usually assume the following unless otherwise stated.
Assumption 47. • (Y, d) stands for a complete CAT(κ)-space with κ > 0.
• µ ∈ P(Y ) is a probability measure concentrated on B(o, r) with o ∈ Y and r < R κ /2 and hence it admits a p-barycenter b We remark that a simple estimate says
for any x, y ∈ B(o, r), where β := 2(ν + 1) > 1,
and
.
Variance inequality. Proposition 49 (p-variance inequality). Suppose (Y, d) and µ
holds for any y ∈ B(o, r), where c > 0 is a constant depending only on κ, r and p and α > 2 is from Proposition 38.
For the proof, we need
Lemma 50 (cf. Ohta-Palfia [OP] ). For any κ > 0, r < R κ /2 and p > 1, there exists a constant K p ≤ 0 with
for any x, y, z ∈ B(o, r) with o ∈ Y and t ∈ [0, 1].
Proof. It suffices to prove this when (Y, d) is isometric to (S
2 , d S 2 ). The propo- sition follows from the C 2 property of d p S 2 (x, ·) on B(x, π) ⊂ S 2 if p ≥ 2
and from Proposition 9 and the
Proof of Proposition 49. We fix p ≥ 2 and put z := b p (µ). We choose small ε > 0 with
where k p > 0 and K p ≤ 0 are the constants from Proposition 9 and Lemma 50 respectively.
Since
, we derive the desired inequality from this one. Otherwise, Chebyshev's inequality yields µ (B(z, ε) 
). The combination of Proposition 9, Lemma 50 and Inequality (51) yields
for any y ∈ B(o, r) ∩ B(z, 2ε). We then divide this inequality by 1 − t and let
Now the proof is complete. □ Remark 52. In the situation of Proposition 49, Hölder's inequality yields ∫
and hence Inequality (40) yields a useful inequality
for any y ∈ B(o, r), where c > 0 and α > 2 are the constants in Proposition 38 and hence independent of p.
Continuity of p-barycenter.
We here investigate the behaviour of pbarycenter when the probability measure and p vary. For probability measures µ, ν ∈ P p (X) on a metric space (X, d), 
Proof. Our proof is similar to that of Theorem 25. We set
Proof. The triangle inequality yields 
We fix ε i > 0 with ε i → 0 and D i /ε i → 0 as i → ∞. By appealing to Lemma 32, we find z
Lemma 26 states that for any i ∈ N there exist an infinite subset
We fix small ε > 0 and δ > 0. For any x, y ∈ B(o, r) , the convexity of Φ and Fact 6 yield
where y ε ∈ [y, z In what follows, C < ∞ is a constant depending on κ, r and p similar to the one in our proof of Theorem 25. For example we have ∫
We put M i n := max{δ
with which the dominated convergence theorem yields lim inf
As ε > 0 is taken arbitrarily, we obtain lim sup
Then, since δ > 0 is taken arbitrarily and ∫
for any m, n ∈ N i and i ∈ N, we conclude that (z min N i ) i∈N is a Cauchy sequence and hence the limit z ∞ := lim i→∞ z min N i exists. It follows that z ∞ is a p-barycenter of µ. Now the proof is complete. □ Proposition 56 (cf. Al-Salman-Hajja [AH] ).
holds for any x ∈ Y \ C. In particular, any p-barycenter of µ lies in C.
We first prove a weaker inequality. For possible future application, we state and prove it in general form.
Claim 59 (cf. Claim 33). [Af, Yo] . This verifies the claim. □
We fix small δ > 0 and define a sequence (C n δ ) ∞ n=0 of closed R κ -convex subsets of Y as follows:
where C 1 and C 2 are the constants in Inequality (48). We then define a sequence (x 
, where ε = ε(δ; r) > 0 is a constant with ε → 0 as δ → 0, and hence
Now the dominated convergence theorem yields
Combined with Claim 59, this finishes the proof. Theorem 25 states that a subsequence of (x n ) n∈N converges to a point
We use the convexity of Φ in Theorem A and Fact 6 to derive for any y ∈ C
We integrate this inequality with the measure In particular, Theorem D holds for any bounded sequence in complete CAT(0)-spaces. It might be interesting if Theorems C and D could be generalized as a theorem. Namely it is not clear now whether we can take h 0 = 1/2 in Theorem D. Our proof of Theorems C and D uses only a few properties of CAT(κ)-spaces and it also works for more general convex spaces, cf. Kell [Kel] . Now we begin our proof of Theorems C and D. They share several initial steps in the proof.
Proof of Theorems C and D.
We may assume that κ > 0 because the proof of the theorems for nonpositive κ ≤ 0 is reduced to that for positive κ > 0.
Lemma 29 states that (x n ) n∈N has a subsequence, still denoted (x n ) n∈N , which converges weakly to a point x ∞ ∈ B (o, r) . By Fact 31, we may further assume that the limit ρ := lim n→∞ d(x n , x ∞ ) ≤ r exists and We put r := r if r < R κ /4 and r := ((1/2) − h 0 )R κ if R κ /4 ≤ r < h 0 R κ . Then r + r < R κ /2. We notice
for any x ∈ B(x ∞ , r) and Fact 31 implies that we may assume that the set {B(x n , ρ/2)} n∈N of balls is mutually disjoint.
For any probability measure ν ∈ P(Y ) which is finitely and uniformly supported on {x n : n ∈ N} ⊂ B (o, r), if #(supp[ν] ) ∈ N is large enough, we have To prove Theorem D, we find a subsequence (x n ) n∈N for which 
