Abstract. In this short note we prove that for any sequence on non-zero complex numbers (λ n ) there exists a sequence of locally univalent entire functions (F n ) satisfying F n (z) = λ n+1 exp(F n+1 (z)) for all n ≥ 0. As a consequence we provide a new elementary proof of an old result by Heins which states that for every closed set U ⊂ C there exists a locally univalent entire function whose set of singular values coincides with U .
Let f : C → C be an entire function. A critical value is a point w = f (z) where z is a critical point of f , i.e. f ′ (z) = 0. A point w ∈ C is an asymptotic value if there exists a path γ : [0, ∞) → C satisfying γ(t) → ∞ and f (γ(t)) → w as t → ∞. By CV (f ) and AV (f ) we denote respectively the sets of critical values and asymptotic values of f . The set of singular values is defined as the closed set
S(f ) := AV (f ) ∪ CV (f ).
A point z ∈ C which is not a singular value is called a regular value. Another way to characterize the set of regular values is to say that a point z is a regular value if and only if z has a neighbourhood U so that f : f −1 (U) → U is an unbranched covering. A dynamical system given by the iterates of a function f is to a large extent determined by its singular values. Since the space of entire functions is large and it accommodates a great amount of dynamical variety, it is useful to restrict to smaller classes of functions in order to obtain strong results. The class S (Speiser class) consists of entire functions with finitely many singular values. Note that polynomials and exponential function belong to this class. The class B (Eremenko-Lyubich class of functions of bounded type [2] ) consists of those entire functions for which the set of singular values is bounded in C. Above classes are closed under composition which follows from the following observation. For f = g • h we have
Let us just mention that the class B exhibits a rich variety of dynamical behaviour and we refer the reader to [6] for a nice survey on the dynamics of functions in this class. Even though there are many different techniques that can be used to construct transcendental entire functions, not many of them give sufficient control on the set of singular values which is crucial for producing examples in class B. Therefore it is of importance to find new ways to construct entire functions with a control over their set of singular values. Let us define E λ (z) := λe z . Given a sequence non-zero complex numbers (λ n ) n≥1 and integers 0 ≤ k ≤ n we further define E k,n := E λ k+1 • . . . • E λn where E k,k (z) := z.
Next we define a class of entire functions.
Definition 0.
1. An entire function F 0 belongs to the class E if and only if there exist sequences of entire functions (F n ) and non-zero complex numbers (λ n ) satisfying
Clearly the class E contains all non-zero constant functions and it is closed under composition. Moreover it is closed under composition with functions E λ (z) (from both sides). One possible approach to prove that this new class also contains non-constant functions would be to try to solve a generalized Poincaré functional equation
for some µ, λ ∈ C. Clearly such Poincaré functions, if non-constant, would be a nontrivial representatives of the class E. The weakness of this approach is that the solutions of (2) would always satisfy AV (E λ (z)) ⊂ AV (f ) which clearly poses some restriction on the sets of singular values that can obtained in this way. It would be interesting to know if there exist a solution of (2) satisfying S(f ) = S(E λ (z)). If the answer is positive then this would imply that such a solution belongs to a class B if and only if E λ (z) belongs to a class B.
In what follows we take a slightly different approach, which allows us to control the set of singular values, and prove the existence of great variety of non-trivial functions in the class E. The following is our main result. Theorem 1. For every sequence of non-zero complex numbers (λ n ) n≥1 ⊂ C * there exist a sequence (F n ) n≥0 of locally univalent entire functions satisfying
Moreover we can assure that the set of singular values of
As a consequence of this result we see that the class E has non-trivial intersections with classes S and B.
Given a sequence (λ n ) of non-zero complex numbers the above theorem provides us with a sequence of locally univalent entire functions (F n ) satisfying (3). We denote F (λn) := F 0 to emphasize that we are taking function F 0 associated to the sequence (λ n ). Notice that
for all n ≥ 0. The function F (λn) is locally univalent therefore its set of critical values is empty and hence S(F (λn) ) = AV (F (λn) ). From properties (1) and (4) we can deduce
In the proof of Theorem 1 we will first obtain a sequence satisfying (3) and then show that with some extra effort we can assure that the set {E 0,k (0)} k≥0 is dense in AV (F (λn) ).
There are several constructions of entire functions with control on their asymptotic values. In [3] Gross constructed an entire function for which every point in C is an asymptotic value. In [5] Heins proved that every Suslin analytic set in C is the set of asymptotic values of some entire function. Since all of these examples are locally univalent, this actually means that we obtain a control over entire set of singular values. Our approach is to some extent more related to another construction by Heins [4] where he proves that given any countable set of complex numbers A, there exists an entire function whose set of locally omitted values (asymptotic values) is equal to A. These functions are also locally univalent, as they are obtained as associated mapping functions of a surface spread over the sphere which is parabolic and has only logarithmic ramification points. Hence complete control over the set of singular values is obtained. Recently Bishop [1] introduced a new technique that gives good control over the set of singular values, and more importantly allows us to construct maps with a rich variety of dynamical behaviour. Using this technique he proved that for every bounded, countable sets A, B ⊂ C where A contains at least two points, there is an entire function f ∈ B such that CV (f ) = A and AV (f ) = B.
Theorem 1 provides yet another technique for constructing entire functions having a prescribed set of singular values.
Corollary 2. Let U ⊂ C be a closed set. There exist a locally univalent entire function F whose set of singular values is equal to U.
Proof. Let {a n } n≥0 be a countable and dense subset of U and let us define c n = a n − a 0 for all n ≥ 0. There exist a sequence (λ n ) n>0 ⊂ C * such that for every n ≥ 0 we have c n := E 0,n (0). If the initial set {a n } is finite then we can simply take F (z) = E 0,N −1 (z) + a 0 , where N is the cardinality of the set. Now let us assume that {a n } is infinite. By Theorem 1 there exist a locally univalent function F (λn) associated to the sequence (λ n ) for which {c n } n≥0 = S(F (λn) ), hence the function F (z) = F (λn) (z) + a 0 is locally univalent entire function of infinite order whose set of singular values is equal to {a n } n≥0 = U.
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Proof of Theorem 1
Let (λ n ) n≥1 be a sequence of non-zero complex numbers. For every k ≥ 0 we define a sequence of locally univalent entire functions
where b 0 := 1 and b n := 2πm n i + log b n−1 − log λ n with m n ∈ N. Notice that the functions f k,n are only well defined for integers n ≥ k.
In the first step of the proof we will prove that for every sufficiently fast increasing sequence (m n ) ⊂ N and any given k ≥ 0, the functions f k,n converge uniformly on compacts to a locally univalent entire function F k (z). Now the desired relation F k (z) = λ k+1 e F k+1 (z) follows immediately from f k,n = E λ k+1 (f k+1,n ), which is a consequence of (5).
In the second step of the proof we will see that if the sequence (m n ) is chosen to increase sufficiently, fast then S(F 0 ) = {E 0,k (0) | k ≥ 0}.
Step 1. Let D n denote an open disk of radius n centered at the origin. Observe that for all n ≥ k we have
where M n is a maximal Lipschitz constant on D n of the functions f 0,n , . . . , f n,n . Notice that the value of M n does not depend on the integer m n , hence by choosing m n sufficiently large we obtain
for every n ≥ k. Clearly this implies uniform convergence on compact subsets of C.
Recall that the uniform limit of locally univalent functions is either constant or locally univalent. Observe that f 0,n (z) = 1 + z + O(z 2 ) for all n > 0 hence the same holds for its limit, i.e. F 0 (z) = 1 + z + O(z 2 ) and therefore F 0 is non-constant locally univalent function. Since for every k ≥ 0 we have the equality F k (z) = λ k+1 e F k+1 (z) , it also follow that the functions F k are non-constant and locally univalent. This completes the proof of the first step.
Step 2. In order to prove the second statement let us first introduce some additional notation. Let L k λ (z) := log z − log λ + 2kπi and
, where the complex numbers b n are defined as above. The functions g In are locally (in C\{E 0,k (0)} k<n ) well defined inverse branches of a function f 0,n (when k 1 = . . . = k n = 0 the function g In is not defined in points E 0,k (0) for k < n).
Since the sequence of locally univalent functions f 0,n converges uniformly to a nonconstant locally univalent function F 0 , it follows that for a proper choice of a sequence (I n ) n with I n ∈ Z n , the inverse branches g In converge locally uniformly to the inverse branch g of F 0 . The following lemma tells us for which sequences (I n ) this actually happens.
Lemma 3. Let (I n ) n be a sequence with I n ∈ Z n . If there exist an open set U on which the sequence of univalent functions (g In ) converges uniformly to a holomorphic function g, then there exists j ≥ 0 such that
for all n > j and fixed integers k 1 , . . . , k j .
Proof. Let us assume that there is an open set U on which g In converges uniformly to a holomorphic function g. Clearly g is also univalent, since
Since |b n | → ∞ it follows that the convergence of the sequence (g In ) implies that there exists n 0 ≥ 0 such that k n = m n for all n > n 0 .
Next observe that
This equation implies that
Therefore if the sequence (g In ) converges uniformly on U to g, then the same holds for a sequence (g I ′ n ). Let (I n ) and (J n ) be two sequences for which both g In and g Jn converge uniformly on U to the same univalent function g. We claim that I n = J n for all sufficiently large n. To see this, recall that g In and g Jn are inverse branches of f 0,n over U for every n, hence we have
Since both sequences converge to the same univalent function g, it follows that g In (U)∩ g Jn (U) = ∅ for all sufficiently large n.
Let us summarize what we have just proven. If g In converges to g then I n = (k 1 (n), . . . , k n−1 (n), m n ) for all sufficiently large n. Next we have seen that also g I ′ n converges to g where I ′ n = (k 1 (n), . . . , k n−1 (n)). Finally we have proven that the sequences (g In ) and (g I ′ n ) converge to the same limit map g if and only if I ′ n = I n−1 for all sufficiently large n, hence we obtain (7).
In what follows we will prove that there exists an increasing sequence of positive integers (m n ) such that every point ζ ∈ Ω := C\{E 0,k (0) | k ≥ 0} has an open neighbourhood U ζ on which (g In ) converges uniformly to a univalent holomorphic function for every sequence (I n ) of the form (7).
Since k n = m n and I ′ n+1 = I n for all n > j it follows from (8) that
In (z) b 0 · · · b n for all n > j. Let K 1 ⊂ K 2 ⊂ . . . ⊂ n≥1 K n = Ω be an exhaustion by compacts. Observe that every point in Ω has an open neighbourhood on which g In is well defined for all n > 0 and all sequences (I n ) of the form (7) (clearly this does not hold for points in {E 0,k (0) | k ≥ 0}; take a sequence (7) where k 1 . . . = k j = 0 ). Since every compact set can be covered by finitely many such open sets, it follows that there exists a constant C n > 0 such that ||g In || Kn < C n for all I n = (k 1 , . . . , k n−1 , m n ) ∈ Z n with |k j | ≤ m n−1 . Using (10) we can inductively choose an increasing sequence (m n ) so that for any sequence (I n ) of the form (7) there exists n 0 ≥ 0 so that
for all n > n 0 . This proves the local convergence of inverse branches on Ω.
The conclusions of the theorem follow from above provided that in every inductive step (with respect to n) we chose the maximal m n from Step 1 and Step 2.
