We define a generalized finite element method for the discretization of elliptic partial differential equations in heterogeneous media. In [12] a method has been introduced to set up an adaptive local finite element basis (AL basis) on a coarse mesh with mesh size H which, typically, does not resolve the matrix of the media while the textbook finite element convergence rates are preserved. This method requires O(log( 1 H ) d+1 ) basis functions per mesh point where d denotes the spatial dimension of the computational domain. Since the continuous differential operator is involved in the construction, the method presented in [12] is only semidiscrete. In this paper we present a fully discrete version of the method, where the AL basis is constructed by solving finite-dimensional localized problems.
Introduction
We consider second order elliptic partial differential equations with heterogeneous and highly varying (non-periodic) coefficients. Our emphasis is on the efficient numerical solution of problems whose coefficients contain a large number of different scales which we allow to be highly non-uniformly distributed over the domain. It is well-known that for such problems standard single scale numerical methods such as conventional finite element methods perform arbitrarily badly (see e.g. [5] ). Essentially there are two approaches to overcome this difficulty. One is to design (non-polynomial) generalized finite element methods where the characteristic behaviour of the solution is incorporated in the shape of the basis functions. Early papers on this topic are [4, 1] which have been further developed e.g. in [13, 14] . The second approach tries to simplify the coefficient by some approximation and then employs standard finite elements. Standard methods for simplifying the coefficients are based, e.g., on homogenization methods for periodic structures (see e.g., [15, 11, 7] ), or on different upscaling techniques e.g. [24, 22] . In this paper we follow the first approach. Many of the existing numerical methods belonging to the first approach show promising results in practice. However, their convergence analysis usually relies on certain structural assumptions on the coefficient (e.g. periodicity or scale separation). In [2] a generalized finite element method for general L ∞ -coefficient is presented where the local finite element spaces are constructed via the solution of local eigenvalue problems. This approach is based on a partition of unity method (PUM, see e.g. [3, 18, 19] ) and is closely related to our approach. Further approaches for the construction and analysis of a multiscale basis for problems with high contrast without structural assumptions on the coefficient include [16, 21, 17, 12] . In [12] a generalized finite element space has been set up as the span of the adaptive local (AL) basis. It has been proved that on a regular finite element mesh with, possibly coarse, mesh size H the number p of basis functions per nodal point satisfies p = O((log 1 H ) d+1 ). Moreover all basis functions have local support and the accuracy of the arising Galerkin finite element method with respect to the energy norm is of order O(H) without any structural assumptions on the coefficient. However, the method introduced in [12] is only semidiscrete since the inverse of the continuous solution operator L is involved in the construction of the basis functions. In [25] this operator is replaced by a discrete operator L h which is obtained by a Galerkin discretization with a conforming finite-dimensional space V h on a sufficiently fine mesh. It is shown that the error estimates are preserved if the space V h satisfies the approximation property
where H denotes the coarse mesh width and the constant C apx is independent of H and f . The operator L
−1
h is a non-local fine-scale operator and the evaluation of its inverse is prohibitively expensive from the numerical point of view. In this paper we want to develop a localized version of the fully discrete method presented in [25] . The paper is structured as follows. In Section 2 we formulate the model problem as well as the conditions on the coefficient. Section 3 is devoted to define the localized AL basis. In Section 4 we derive some W 1,p -regularity results for our model problem. These results are used in the error analysis. Finally in Section 5 the error analysis is presented.
Model Problem
Let
, be a bounded domain with ∂Ω ∈ C 1 . Let ·, · denote the usual Euclidean scalar product on R d . The Sobolev space of real-valued functions in L 2 (Ω) with gradients in L 2 (Ω) and vanishing boundary trace is denoted by H 1 0 (Ω) and its norm by · H 1 (Ω) .
We consider the following problem in variational form: Given f ∈ L 2 (Ω), we are
The diffusion matrix A ∈ L ∞ Ω, R d×d sym is assumed to be uniformly elliptic, i.e.
Since the bilinear form a is symmetric, bounded and coercive, problem (1) has a unique solution.
We will discretize equation (1) with a conforming finite element method. For this let G be a conforming finite element mesh in the sense of Ciarlet [10] consisting of closed simplices τ which are the images of the reference elementτ , i.e. the reference triangle (in 2d) or the reference tetrahedron (in 3d), under the element map F τ :τ → τ . We assume -as is standard -that the element maps of elements sharing an edge or a face induce the same parametrization on that edge or face. Additionally, the element maps F τ :τ → τ satisfy the following assumption.
Assumption 2.1. Each element map F τ can be written as F τ = R τ • A τ , where A τ is an affine map (corresponding to the scaling diam τ of the simplex τ ) and R τ is an analytic map which corresponds to the metric distortion at the possibly curved boundary and is independent of diam τ . Letτ := A τ (τ ). The maps R τ and A τ satisfy for shape regularity constants C af f ine , C metric , γ > 0 independent of diam τ :
The space of continuous, piecewise linear finite elements for the mesh G is given by
where P 1 is the space of polynomials of degree
denote the usual local nodal basis of S ("hat functions"), i.e. b i (x j ) = δ ij . We denote their support by
(Ω) is a finite-dimensional subspace, the abstract conforming Galerkin method to problem (1) can be formulated as: Find u S ∈ S such that
with a(·, ·) and F (·) as in (1) .
If the diffusion coefficient A, the right-hand side f as well as the domain Ω of (1) are sufficiently smooth such that the problem is H 2 -regular, then the unique solution u S of (3) satisfies the error estimate
(see e.g. [10] ). This estimate states linear convergence of the P 1 -finite element method as the mesh width H tends to zero. However, the regularity assumption is not realistic for the problem class under consideration. It is well known that as long as the mesh G does not resolve the discontinuities and oscillations of A, the convergence rates of linear finite element methods are substantially reduced.
The Adaptive Local (AL) Basis
In this section we introduce a new generalized finite element method for the discretization of heterogeneous problems.
Notation
We assume that G is a conforming finite element mesh which is shape-regular and satisfies Assumption 2.1. Moreover we suppose that the simplices τ ∈ G are closed sets.
1) Simplex layers around ω i and corresponding meshes:
We define recursively
Finally, we set
2) Local neighbourhoods around the triangle patch ω i,1 :
3) (Local) mesh width:
We set
Since the mesh is assumed to be shape-regular and the number of layers is bounded by 2, we can conclude that there exist positive constants c, C and C # such that
holds. ρ τ denotes the diameter of the maximal inscribed ball in τ .
4) Refinement operator:
Let T macro be a fixed triangulation (with possibly curved elements at the boundary) with element maps satisfying Assumption 2.1. We introduce a refinement operator R 1 (·). The input is a conforming finite element mesh T where every element is marked for refinement and the output is a new conforming finite element mesh R 1 (T ). Recursively we define for t ≥ 2 the iterated refinement operator
5) Solution operator:
Remark 3.1. Note that the patches ω i,j , 0 ≤ j ≤ 2, have finite overlap. For every τ ∈ G there exists m τ,j ∈ N such that
The local approximation spaces are constructed by solving conventional finite element problems. For the nearfield part, i.e. τ ∈ G i,1 , we want to findB and finally our local approximation space for the nearfield part can be defined as
The construction of the local approximation space for the farfield part can be done analogously, but the error analysis shows that for preserving the linear convergence rate of the method we have to refine the mesh G f ar
The error analysis will show that the refinement parameter t has to be chosen as t = lb
a) In order to get a linear convergence rate in the H 1 -norm the space S f ine in (12) has to be chosen such that
holds, where the constant C apx is independent of H i and f .
Approximation of X f ar i
Our goal is to approximate the space X f ar i by a low-dimensional space V f ar i
. The construction of this approximation is based on results in [6, 9, 12] . (4) and assume that ω i ∩ ∂Ω = ∅. We introduce intermediate layers between ω i and ω i,1 . Therefore we set r i,1 := dist(ω i , ∂ω i,1 ) and
where will be fixed later. It holds r i,1 > r i,2 > · · · > r i, = 0. The intermediate layers are given by
and
Note that if ω i and ω i,1 are convex, then also the domains D i,j are convex for all 0 ≤ j ≤ . In [6] it is shown that for any κ j ∈ N there exists a subspace
is satisfied. 1 In order to construct these subspaces
, which consists of d-dimensional elements with side length ρ. Then definẽ
where
and finally,
If ω i ∩ ∂Ω = ∅ we have to make the following small modifications. We set r i,1 := dist(ω i , ∂ω i,1 \∂Ω) and r i,j is defined as in (14) . The intermediate layers are given by
The remaining part of the construction is exactly the same as above.
1 X(D i,j ) denotes the space of locally harmonic functions on D i,j . Note that the constant C in (15) depends on Poincaré's constant and hence on the shape of
Definition of the AL Basis
. Thus we can identify b i v by its extension by zero to a function (again denoted by b i v) in H 1 0 (Ω). In this sense we have is the solution of problem (13) and of
). The corresponding generalized finite element space V AL is given by
The Galerkin discretization for the generalized finite element space V AL is given by seeking u
Problem (18) has a unique solution and is equivalent to a system of linear equations of the form
or Bc = F where B is the stiffness matrix, whose elements are
and F is the load vector which is defined as
If c := {c i,j } is a solution of (19) , then u GAL AL can be written as
Let u be the solution of (1). Our goal is to derive L p (Ω)-regularity estimates for the gradient of u for some p > 2. We start from a Laplace problem, i.e. the coefficient A is equal to the identity matrix and employ then a perturbation argument in order to get the desired estimates for a uniformly elliptic diffusion matrix A ∈ L ∞ (Ω, R d×d sym ). We will see that our estimates only depend on the size of the jumps in the coefficient. We consider the following problem:
(20)
with the Laplace W 1,p -regularity constant K p and
≤1 Ω ∇w, ∇v .
Remark 4.2. The constant K p is independent of F (and w) but depends on Ω, d and p. We have K 2 = 1 and, for p > 2, K p is non-decreasing and continuous in p (cf. [20] ). Let 2 < P < ∞ be fixed. We define
It can be seen in Figure 1 that η(p) increases from the value zero at p = 2 to the value one at p = P . Furthermore for any t ∈ [0, 1], we set
The function K −η(p) P decreases from the value 1 at p = 2 to the value 1/K P at p = P . The function p * (t) takes the value 2 at t = 0, increases then to the value P at t = 1 − 1/K P and remains constant for t ∈ [1 − 1/K P , 1] (see Figure 1) .
and F ∈ W −1,P (Ω) for some P > 2, then for the
holds provided 2 ≤ p < p * (α/β) with p * as in (21) and C :=
.
For a proof we refer to [20, 8, 26] .
Remark 4.4. Let P ∈ (2, ∞) be fixed and K P as in Theorem 4.1. If the coefficient
, then the solution of (1) satisfies the estimate
for 2 ≤ p < P = p * (α/β) with p * as in (21) . This is due to the fact that the function p * takes the value P at 1 − 1/K P and remains constant in the interval [1 − 1/K P , 1] (cf. Figure 1) .
Note that for a given coefficient A ∈ L
∞ Ω, R d×d sym one can always determine a P > 2 such that α/β ∈ [1 − 1/K P , 1]. The P depends only on the size of the jumps in the coefficient. For constant coefficients P can be chosen arbitrarily close to infinity, whereas for coefficients with large jumps P is close to 2.
Error Analysis
This section analyzes the generalized finite element method which has been introduced in Section 3. It is based on results in [6, 9, 12] .
The norm in L p (Ω) will be denoted by · L p (Ω) . We always use the notation that, for p ∈ [1, ∞], the number p ∈ [1, ∞] is defined via (Ω)) endowed with the standard dual norm · W −1,p (Ω) . For vector and matrix valued functions, we use the same notation for the Lebesgue and Sobolev spaces as well as for the corresponding norms. For functions in
For the error analysis it is supposed that the following assumption holds.
Assumption 5.1.
where S i,2 is as defined in (12), H i is the mesh width of G i,2 (cf. (5) and (6)) and the constant C apx is independent of H i and f .
Corollary 5.3. Céa's lemma and Assumption 5.1 imply
where α, β are the constants from (2). C depends on C apx and on Friedrichs' constant.
Proof. By Céa's lemma we get
with a constant C depending on Friedrichs' constant and C apx . , the assumption (2) on the coefficient A, and the conformity of the finite element space S i,2 imply that the approximationL
is elliptic and L −1
where α is defined in (2).
Lemma 5.5. Let G be a conforming finite element mesh which satisfies Assumption 2.
where H denotes the mesh width of G.
Proof. Using Hölder's inequality and Friedrichs' inequality we get for
By the definition of the H −1 -norm and (24) we obtain
We fix some Q ∈ (2, ∞). For 1 ≤ i ≤ N let χ i : Ω → R be a cutoff function satisfying χ i | ω i,1 = 1 and χ i | Ω\ω i,2 = 0. Morover the following properties are fulfilled for
Remark 5.6. For the explicit construction of χ i we refer to [26] . The cutoff functions are constructed by solving homogeneous Dirichlet problems. It would be desirable to have
We observe that
with
and g f ar i
This allows us to introduce
Defineũ
which is the space of piecewise constant functions on the t-times refined mesh (t will be fixed later).
The following lemma is a slight modification of a result presented in [9, 12] . 
Similarly, choosing p ← , ← k, and c ← c 0 in the second last estimate of [9, p. 172] we get
According to the definition of we have to distinguish the following two cases:
• Case 1:
By definition of we know that = 2 and after some simple calculations we see that
. Therefore we obtain by the definition of k
• Case 2:
. Then = −α log H i ≥ −α log H i and furthermore we have
The assertion follows by combining (32), (33) Then the estimates ∇v near 2
hold with M 0 as in (10) and H i as in (6).
Proof. Applying Cauchy-Schwarz inequality, using the Leibniz rule for products, a triangle inequality and an inverse inequality for b i we obtain the estimate
Hence, by (36) and a triangle inequality we get
This shows the first estimate. The proof of the second estimate is verbatim the same. 
with H i as in (6) and constants C which depend on α, β (cf. (2)).
Proof. (30), (31) and a triangle inequality yield
. In order to estimate the second term of (37) we use (23) and Lemma 5.5. This leads to
By (37), (22), (38) and the definition of g
Since ω i ⊂ ω i,2 we also have
By (30), (31), a triangle inequality and Friedrichs' inequality we get
The combination of (39), (22) and (38) leads to
In the last step we used the definition of g 
with H i as in (6) and h i := max τ ∈R t (G 
is as in (31). For the first term of (40) we can use that ω i ⊂ ω i,2 and (22). This leads to
In order to get an estimate for the second term of (40) we use ω i ⊂ ω i,2 , (23) and Lemma 5.5. This yields
The third term of (40) can be estimated by Lemma 5.7, (31), using that
and Friedrichs' inequality. Thus we have
Hence, the combination of (40), (41), (42), (43) and recalling that g
The estimate for the L 2 -norm of d 
) .
be a bounded domain with ∂Ω ∈ C 1 and let Assumption 5.1 be satisfied. Let u denote the solution of (1) and u GAL AL its approximation given by (18) . Let the parameters and k in the definition of the farfield part of V AL be chosen according to := max 2, 2 log 2 log 1
for some c 0 = O(1). Moreover let Q ∈ (6, ∞) and P ∈ (2Q/(Q − 6), ∞) be fixed. Assume that A satisfies (2) as well as α/β ∈ [max{1 − 1/K Q , 1 − 1/K P }, 1] with K Q and K P as in Theorem 4.1. Further let f ∈ L P (Ω) and assume that there exists a constant C > 0 such that N ≤ CH −d holds. If the refinement parameter t is chosen according to
then the error estimate
holds for any p ∈ (2Q/(Q − 6), P ] with p = 2q/(q − 2) for some 2 < q < Q 3
. The constant C depends on α, β and p. For the dimension we have
∈ V AL be the Galerkin approximation of u given by (18) . By the Galerkin orthogonality we obtain for any
Hence,
Further let u Using this notation we have
First we consider the nearfield part. Let d .
By Lemma 5.8 we know that
Moreover, by Lemma 5.9 and since every simplex τ is contained in at most M 1 domains ω i,1 (cf. (10)) we obtain
Since the embedding
for any p ≥ 2.
Next we consider the farfield part. Let d 
Due to Lemma 5.10 we finally get with a constant C depending on the mesh regularity
By the definition of g
Applying general Hölder's inequality on the first term of (49) and by (25) we obtain for any 2 < q < Q/3 and any p ∈ (2Q/(Q − 6), P ] such that 2/q + 2/p = 1 the estimate
To get an estimate of the second term of (49) we use general Hölder's inequality, (2) and (26). For 2 < q < Q/3 and any p ∈ (2Q/(Q − 6), P ] such that 2/q + 2/p = 1 it holds
For the third term of (49) we obtain by general Hölder's inequality, using (27) and by Poincaré's inequality for 2 < q < Q/3 and any p ∈ (2Q/(Q − 6), P ] such that 2/q + 2/p = 1
Next, we want to estimate the square root of
. For this we set γ i := (H
. By (50) we get
Applying a discrete Hölder's inequality with r := p/2 and r = p/(p − 2) yields
Since ω f ar i ⊂ ω i,2 and every simplex τ is contained in at most M 2 domains ω i,2 (cf. (10)) we obtain
The last inequality follows due to the assumption that N ≤ CH −d . Now, we want to estimate the square root of
in a similar way. By (51) and using a discrete Hölder's inequality with r, r , γ i as before and
By Theorem 4.3 we obtain
2 Note that (Ω)
Estimate (52) and the same arguments as above yield
The combination of (48), (49), (53), (54) and (55) yields ∇v f ar
for any p ∈ (2Q/(Q − 6), P ] such that 2/q + 2/p = 1 for some 2 < q < Q/3. The constant C depends on α, β and p. The small mesh size h arises by t-fold refinement of the local coarse grid so that h ≤ CH2 −t .
By choosing
Thus it holds ∇v f ar
The combination of (46), (47) and (57) leads to In the last inequality we used that ≥ 2. Remark 3.4 and the above computation show that
Obviously we have dim V near i
= O(1). Hence,
The last inequality follows by the assumption that there exists a constant C > 0 such that N ≤ CH −d and the choice of .
