It was believed that modular data are enough to distinguish different modular categories (and topological orders in 2+1-dimensions). Then counterexamples to this conjecture were found by Mignard and Schauenburg in 2017. In this work, we show that the simplest counterexamples can be distinguished by studying the representations of mapping class groups of a punctured torus or a genus-2 closed manifold.
Landau pointed out the reason that two states of matter belong to different phases is that they have different symmetries. 1 In last 30 years, we started to realize that two quantum states of matter with identical symmetry can still belong to different phases. 2 Those quantum states are complicated many-body states. Beside characterize them as messy and complex, it is hard to describe their internal structure, not to mention to distinguish them as different phases of matter. In 1989, a method to probe the internal structures of those messy complex many-body states was discovered: we put the many-body system on closed spatial manifold M d with different topologies, and then measure the ground state degeneracy GSD(M d ). 2, 3 Such topology dependent ground state degeneracy GSD(M d ) reveal the universal internal structures of the many-body state. A concept of topological order was introduced to describe such an internal structure which is beyond the Landau symmetry breaking order.
If one accepts such topological order as a new kind of order, one may ask if the ground state degeneracy GSD(M d ) for different spatial topologies fully characterize topological order or not? It turns what that the answer is no. So finding physical quantities that can fully characterize topological order is a key central question in developing a comprehensive theory of topological order. In early days, it was proposed to use non-Abelian geometric phases 4 of the degenerate ground states induced by deforming the space, to further characterize topological order. 5, 6 Since the non-Abelian geometric phases lead to a representations of mapping-class-group (MCG) of the space M d : R(g), g ∈ MCG(M d ), it was proposed 5 to use those representations R(g) of MCG(M d ) to fully characterize topological order, and to develop a comprehensive theory of topological order.
For 2+1D topological order, the MCG for a torus is MCG(S 1 × S 1 ) ∼ = SL(2, Z). Also there is natural way to choose a canonical basis for the degenerate ground states on torus. 7, 8 The representation of SL(2, Z) in the canonical basis is generated by S and T matrices, which are called the modular data. It turns out that S and T matrices in the canonical basis contain a lot of information about the 2+1D topological order. For a long time people speculate that modular data (i.e. representations of MCG(T 2 )), plus the central charge of the edge states, 9 can fully characterize 2+1D topological order. [10] [11] [12] However, recently in Ref. 13 , Mignard and Schauenburg (MS) found some topological orders that have the same modular data and central charge. Thus, modular data and central charge are not enough to fully characterize topological order. In this paper, we will show that representations of genus-2 mapping class group MCG(Σ 2 ) can distinguish those topological orders discovered in Ref. 13 .
To understand why some topological orders cannot be distinguished by modular data, let us introduce another way to characterize topological orders. Instead of using the general ground states on closed spatial manifold M d with various topologies, we may also consider the ground states on punctured sphere S d punc with various punctures to characterize 2+1D topological orders. This leads to the unitary modular tensor category (MTC) theory for 2+1D topological orders, where the punctures correspond to the objects in the MTC. MTC are algebraic models of anyons (i.e. the punctures) in 2+1D topological phases of matter. 10, 11 It is suggested that the data of a modular category should be supported on the punctured sphere up to 4 punctures, the torus, and the once-punctured torus, with consistency relations supported on the 5-punctured sphere and twice-punctured torus 14, 15 (See also the related discussions in the content of conformal field theory [16] [17] [18] [19] [20] ).
The modular data of a modular tensor category C, also named S and T matrices, are square matrices indexed by the simple objects or anyons. They can be viewed as the representation of the modular group of a genus-one closed surface T 2 , realized by the modular action on the quasi-particle basis. In fact, this is how the name of 'modular data' comes. Alternatively, these two matrices can be considered as topological invariants in the framework of topological quantum field theory (TQFT): S matrix is related to the Hopf-link invariants colored by two simple objects, and T matrix can be viewed as a single loop with a twist. Practically, S matrix determines the fusion rules of anyons through Verlinde formula. With a properly chosen basis, the modular T matrix is a diagonal matrix with entries θ a , where θ a is the topological spin for anyon a. The modular T matrix is of finite order due to Vafa's theorem. 19 Physicists proposed to use S and T matrices as order parameters for the classification of topological phases of matter. 21 It was believed/conjectured that a modular category is fully determined by the modular data. 5, 6, 22 In a computerbased work, 23 it is found that the modular data are a complete invariant for D ω (G), which are twisted Drinfeld doubles of finite groups G, when the group order |G| is smaller than 32. Later in 2017, in the work by Mignard and Schauenburg, 13 a family of counterexamples were discovered showing that arbitrarily many inequivalent modular categories can share the same modular data. These counterexamples are found among the quite accessible class of MTCs, i.e., twisted quantum doubles of finite groups. These counterexamples are defined over the same non-abelian finite group but twisted with different cocycles. Then one question arises naturally: How to distinguish these counterexamples? In the original paper by MS, 13 the authors found these categories to be distinct by proving the inexistence of suitable equivalences, but not by finding extra topological invariants to distinguish them. It is desirable to find certain physical quantities to distinguish these different categories.
There may be two ways to study this problem. One way is based on the fact that modular S and T matrices are associated with the Hopf-link and a twsted unknot invariants, respectively. We know there are infinite types of links (with two components or multi components) and knots. It is natural to search for other link or knot invariants beyond the Hopf-link and the twisted unknot. This is the method used in Refs. 15, 24 , and 25. In Ref. 15 , it is found that all the knots that are two-braid closures colored by a ∈ Π C and all the links that are two-braid closures with the two components colored by a, b ∈ Π c are determined by the modular data, where Π C represents the collection of anyons in the modular tensor category C. Therefore, the next candidates to distinguish the MS MTCs may be found among the links and knots which are at least three-braid closures.
Then in Ref. 15 , it is found that the whitehead link invariant together with the T matrix can be used to distinguish the simplest counterexamples in MS MTCs. Later in Ref. 24 , based on a computer search, it is found that many link and knot invariants together with T matrix can fulfill the same aim. Remarkably, in Ref. 25 , it is proved that the Borromean ring together with T matrix are enough to distinguish all the counterexamples in MS MTCs. One common feature of these nontrivial link/knot invariants that go beyond modular data is that they are the closure of braids with more than two strands. In fact, all the nontrivial link/knot invariants mentioned above are the closure of three-strand braids. Note that the inverse is not true, i.e., a closure of braids with more than two strands may not be able to distinguish the counterexamples in MS MTCs.
The other way is based on the fact that modular S and T matrices correspond to the representations of mapping class group of a torus. Since the modular data on a torus is not enough, it is natural to study the MCG representations of higher-genus surface 5 with or without punctures. With the representations of the MCG of higher genus manifold, one may define topological invariants to distinguish the counterexamples in MS-MTCs. This is the main aim of this work.
One may wonder if we can distinguish different counterexamples in MS MTCs by using the full algebraic data {N that one needs to solve the pentagon and hexagon equations, which is a hard problem even for MTCs with a small number of simple objects. As will be seen shortly, the simplest counterexamples in MS MTCs are non-abelian theories with 49 anyons, and it is a formidable task to solve for the corresponding F and R matrices. In addition, there is too much information in F and R matrices including the gauge redundancy. It is desirable for us to find a minimal set of gauge invariant data to fully determine different MS MTCs.
A. Main results
We have seen that the modular data from a torus is not enough to characterize 2+1D topological orders. To find more data, it is natural to consider MCG representations for a genus-2 surface. We find that MCG representations for a genus-2 surface indeed add extra data, beyond that of representations for the genus-1 surface. This points to a direction to build a quantitative theory of topological order in any dimensions based on MCG representations.
In this paper, we concentrate on 2+1D topological orders. We study the representations of the MCG of a punctured torus Σ 1,1 and a closed manifold of genus two Σ 2,0 for a MTC. This is used to distinguish the simplest counterexamples in MS MTCs with G = Z 11 ⋊ Z 5 twisted by the 3-cocycles ω ∈ H 3 (G, U (1)). There are in total 5 different categories C u with u = 0, 1, 2, 3, 4, but only 3 inequivalent modular data. In particular, the categories C u=1 and C u=4 share the same modular data, C u=2 and C u=3 share the same modular data, and u = 5 has another set of modular data.
For a closed genus-2 surface Σ 2,0 , the five generators of MCG(Σ 2,0 ) may be considered as the Dehn twists along the five closed curves a 1 , a 2 , b 1 , b 2 , and c as follows: where a, b, and z denote anyon types, and µ and ν denote the fusion channels. By studying how the modular transformations act on the basis vectors, one can define the representations of MCG(Σ 2,0 ) for the five generators (Dehn twists) as T a1 , T b1 , T a2 , T b2 , and T c . Alternatively, we can define the S matrix as S i = T bi · T −1
ai . Then by rewriting T i := T ai (i = 1, 2), the representations of the five generators of MCG(Σ 2,0 ) are denoted as T 1 , S 1 , T 2 , S 2 , and T c . It is found that T i and S i (i = 1, 2) are also the representations of the generators of MCG(Σ 1,1 ), where Σ 1,1 is a punctured torus. For this reason, we may call S i the punctured S matrix, in comparison to the modular S matrix for a torus without puncture.
In this work, we solve the punctured matrices S i and T i (i = 1, 2) explicitly. With these data, we can distinguish the 5 different categories in MS MTCs in the following different ways:
(i) Punctured S matrix together with modular T matrix.
There are gauge freedoms in the punctured S matrix. However, the diagonal parts of a punctured S-matrix are gauge invariant, and can be used to distinguish the counterexamples in MS MTCs. More explicitly, by relabeling anyons, the modular T matrix for C u=1 (2) is sent to T for C u=4 (3) . Then one can find that with the same way of relabeling anyons, one can not send the diagonal parts of punctured S matrix for C u=1 (2) to those for C u=4 (3) . That is, the diagonal parts of punctured S matrix together with the modular T matrix can be used to distinguish the 5 different categories.
(ii) Topological invariants.
We propose an efficient and simple way to distinguish the MS MTCs. We construct the topological invariants based on the trace of words as follows:
where the letters D i can be arbitrarily chosen among the representations of the five generators in MCG(Σ 2,0 ), and n i is an arbitrary integer. Here the trace is taken over the Hilbert space of degenerate ground states on genus-2 surface Σ 2,0 .
There are infinite number of words that can be used to distinguish the MS MTCs. As a simple example, we can choose W Σ2,0 = Tr (T 1 ) 7 (S 1 ) −7 , and the result of topological invariants for the 5 different MS MTCs is: where a i and b are certain constants (see Table XII ). It is found a single topological invariant can be used to distinguish different categories. This is in contrast to Refs. 15, 24 , and 25 where one needs to track how the link/knot invariant changes by permuting anyons. The topological invariant defined above is independent of the permutation or relabeling of anyons. Furthermore, we show that each topological invariant in (1.3) is related to a specific link invariant.
As an alternative approach, we study the representation of MCG(Σ 2,0 ) for a general Dijkgraaf-Witten theory with a finite group G and three-cocyle ω ∈ H 3 (G, U (1)) on the lattice. We consider the minimal triangulation of a genus-2 sur-face as follows: where we identify the edges [24] with [35] , [45] with [13] , [27] with [68] , and [78] with [16] . This triangulation has six triangle faces and only one vertex. By defining the ground state wavefunction on the above triangulated lattice, we can perform Dehn twists on this lattice, and study how the basis vectors transform into each other. Then we can obtain the representations of these generators. The only input are the finite group G and the 3-cocycle ω.
We apply this lattice gauge theory approach to MS MTCs with G = Z 11 ⋊ Z 5 . Since the ground state bases we choose are different from the quasi-particle bases, the matrices S i and T i (which are basis dependent) look totally different from those obtained in the quasi-particle bases. But the topological invariants obtained from these two different approaches are the same, as expressed in (1.4). More topological invariants are presented in Sec.IV.
The methods discussed above also apply to the punctured torus (see more detail in the main text) and a higher-genus surface.
In short, by considering the MS MTCs on the genus-2 surface and a punctured torus, we use both the quasi-particle basis calculation and the lattice gauge theory approach to obtain the representations S i and T i in MCG(Σ 2,0 ) and MCG(Σ 1,1 ). With these representations S i and T i , we construct the topological invariants to distinguish the simplest counterexamples in MS MTCs that cannot be distinguished by the modular data.
The rest of this work is organized as follows. We introduce the basic properties of mapping class group (MCG) of a surface of genus g with n punctures, and then introduce how to construct the topological invariants based on the representations of MCG in the rest of the introduction. In Sec.II, we give a brief review of the MS modular categories, including the types of anyons and the modular data. Then in Sec.III, by focusing on the simplest counterexamples in MS MTCs, we study the representations of the mapping class group of a punctured torus and a genus-two surface. With these representations, we construct topological invariants to distinguish different MS MTCs. In Sec.IV, with an independent method on the topological lattice gauge theory, we study the representations of MCG on a genus-2 manifold and a punctured torus for a general Dijkgraaf-Witten theory. We apply the general results to the MS MTCs, and obtain the same results of topological invariants as those in Sec.III. We give some discussions and conclude in Sec.V. We also give several appendices on the properties of MS MTCs, algebraic theory of anyons and its application in the MCG representations, and further details on the lattice gauge theory approach and so on.
B. Mapping class group
In this subsection, we give a brief introduction to the mapping class group (MCG) of a connected and orientable twodimensional surface with and without punctures.
We denote the connected and orientable surface of genus g with n punctures as Σ g,n , where the genus g is the number of handles as shown in Fig.1 , and the n punctures are obtained by removing n individual points from the surface. It is usually convenient to think of the punctures as marked points on the surface.
For simplicity, we start from a closed oriented manifold Σ g,0 of genus g without punctures. Its topology is completely classified by the Euler number χ(Σ g,0 ) = 2−2g. The first homology group H 1 (Σ g,0 ) has the dimension dim H 1 (Σ g,0 ) = 2g, and we can choose a canonical homology basis {a i , b i } (i = 1, · · · , g) as shown in Fig.1 . That is, the first homology group H 1 (Σ g,0 ) is generated by the 2g loops a i and b i in Fig.1 . 
Once the homology basis {a
) is chosen, it is useful to represent the manifold Σ g,0 in terms of a 4g-side polygon in the following way. We choose a basepoint x 0 on Σ g,0 , and cut the surface along the 2g curves that are homologous to the canonical basis. Then the Riemann surface unfolds into a 4g polygon (see Fig.2 for the example of Σ 2,0 ). Note that that all the 4g vertices of the polygon are identified to a single point (which is the basepoint x 0 here) on the Riemann surface. Equivalently, a Riemann surface Σ g,0 can be considered as the quotient space of a polygon with the edges identified in pairs. To indicate which paired edges are to be identified, we start at a definite vertex, proceed around the boundary of the polygon, and record the letters assigned to the different sides in succession. If the arrow on the side points in the same (opposite) direction that we go around the boundary, then we write the letter for that side with exponent 1 (−1). For the case of g = 2 in Fig.2 , the identifications of edges are indicated by the symbols b
where the symbols are read from right to left. Similarly, for Σ g,0 in Fig.1 , the symbols representing the identification of edges for a 4g-sided polygon is b
Representing a Riemann surface Σ by a polygon will be useful in studying a topological lattice gauge theory in Sec.IV. Now let us introduce the mapping class group of a two dimensional manifold. Let Diff(Σ) be the group of orientationpreserving diffeomorphisms of Σ, and let Diff 0 (Σ) be the normal subgroup of diffeomorphisms homotopic to the identity. Then the mapping class group, sometimes called the modular group, is defined by
(1.6) A manifold Σ2,0 of genus g = 2 (left). We cut the Riemann surface along the canonical curves (ai and bi cycles) to obtain a connected 4g-gon, which is an octagon here (right).
For a closed manifold of genus g (with g > 1), the mapping class group can be generated by (2g + 1) Dehn twists along the (2g + 1) simple closed curves as depicted in Fig.3 . 27 In general, a Dehn twist along a closed curve means that we cut out an annulus around the curve and rotate the two boundaries of the annulus relative to each other by 2π, and then glue it back. It is noted that if one is not limited to Dehn twists, the number of generators needs not to grow with the complexity of the surface. For an orientable surface of genus g, either closed or with one puncture, its mapping class group can be generated by only two elements. The relations of the (2g + 1) Dehn twists that generate MCG(Σ g,0 ) have been well studied, and one may refer to Ref. 29 for more details. It is useful to consider how a nontrivial diffeomorphism acts on the homology basis in Fig.1 . For example, the Dehn twist around a 1 induces the transformation on the homology basis b 1 → b 1 + a 1 , with other homology bases unaffected. The Dehn twist along c 1 induces the transformation a 1 → a 1 − b 1 + b 2 and a 2 → a 2 + b 1 − b 2 , with other bases unaffected.
One basic example of MCG(Σ g,0 ) is for g = 1, i.e., a torus without any puncture/boundary. One can find that MCG(Σ 1,0 ) ∼ = SL(2, Z), with the explicit expression:
where t can be considered as the Dehn twist t a1 around a 1 in Fig.1 , and s, the so-called S transformation, is a proper combination of the two Dehn twists around a 1 and
a1 . Apparently, MCG(Σ 1,0 ) can be alternatively generated by the two Dehn twists t a1 and t b1 . Now we consider adding punctures on the manifold. For the surface Σ g,n as introduced at the beginning of the introduction, it can be viewed as removing n distinct points from the compact manifold Σ g,0 . MCG(Σ g,n ) is generated by Denh twists along the curves as in the closed manifold, except that now we have more curves. For example, we consider a closed curve that includes a puncture in its interior, then doing a Dehn twist along this curve is nontrivial now. For later use, let us consider the punctured torus Σ 1,1 , as depicted in Fig.4 . One can find that MCG(Σ 1,1 ) is a central extension of SL(2, Z), with the explicit expression: 8) where r represents the 2π rotation around the puncture or equivalently the Dehn twist around the closed curve c in Fig.4 . That is, MCG(Σ 1,1 ) is still generated by s and t, or equivalently the Dehn twists t a1 and t a2 around the closed curves a 1 and a 2 in Fig.4 . But the modular relation is modified because of the introduction of the puncture. For a manifold Σ g,n with n > 1, MCG(Σ g,n ) is allowed to permute punctures, and one needs to introduce the operation of 'half twist' which exchanges two punctures. It can be proved that for any g, n ≥ 0, the group MCG(Σ g,n ) is generated by a finite number of Dehn twists and half-twists. One may refer to, e.g., Ref. 30 , for more details on MCG(Σ g,n ).
C. Representation of mapping class group
Now given a unitary modular category, we introduce the construction of Hilbert space of states and the representations of mapping class group. Let us give a general picture first. It is known that a modular category gives rise to a (2+1) dimensional topological field theories (TQFTs). For a (2+1) dimensional TQFT, the two dimensional surface Σ bounds a three dimensional open manifold. The path integral on this 3-manifold can be viewed as a wavefunction in the Hilbert space H(Σ) associated with Σ. 31 Considering a diffeomorphism f : Σ → Σ, then there is a corresponding automorphism f * : H(Σ) → H(Σ), so that composition of diffeomorphisms of Σ corresponds to composition of vector-space isomorphisms. That is, the mapping class group of Σ acts as automorphisms of H(Σ). It therefore provides a (possibly ) representation of MCG. Now we give a more precise description. Let us start from a two dimensional closed oriented surfaces Σ g,0 , which can be considered as the boundaries of three dimensional manifold H g in R 3 . For example, the two dimensional surface
Following 32 (see also Refs.33-35), we assign a trivalent graph at the core of the 3-manifold H g (More rigorously, the trivalent graph here is called a ribbon graph in literature 32 ). That is, the neighborhood of this trivalent graph is H g . Then, we color this trivalent graph by different anyons a ∈ Π C in the modular category C. Here Π C represents the collection of anyons in the modular category. One canonical choice of the colored trivalent graph for Σ g,0 is:
where a i , b i , and c i denote the anyon types. Note that at the vertices we need to specify the fusion channel u i where a i and b i+1 fuse into c i+1 , and ν i whereb i and c i fuse into a i . Then the Hilbert space H(Σ g,0 ) is spanned by the basis |a i , b i , c i ; µ i , ν i with i = 1, · · · , g, corresponding to different ways of coloring of the trivalent graph in (1.9). For an Abelian theory, it can be found that a 1 , · · · , a g−1 all become identity anyons, and the configuration in (1.9) decomposes into g isolated circles. The dimension of the Hilbert space H(Σ g,0 ), or the ground state degeneracy (GSD) on a closed manifold Σ g,0 , can be expressed in terms of the modular S matrix as
.
(1.10)
Now if we consider an oriented manifold Σ g,n of genus g with n punctures, then the basis in (1.9) is modified as
which span the Hilbert space H(Σ g,n ). Here i 1 , · · · , i n in (1.11) denote the anyon types at the punctures. The dimension of Hilbert space with fixed anyon types i 1 , · · · , i n at the punctures is expressed in terms of the modular S matrix as 12) which reduces to the result in Eq.(1.10) when i 1 , · · · , i n at the punctures are all identity anyons. It is remarked that by gluing the punctured-torus bases (see the left plot in (3.3)) to the punctures i m (m = 1, · · · , n) in (1.11), one can obtain the basis in a closed manifold of higher genus. Now we construct the representations of mapping class groups with the basis vectors |v α ∈ H(Σ g,n ), where α = 1, · · · , dim H(Σ g,n ). The general procedures are as follows. For an orientation preserving diffeomorphism f : Σ g,n → Σ g,n , we consider a mapping cylinder Σ g,n × [0, 1], with Σ g,n × {0} parametrized by identity, and Σ g,n × {1} parametrized by f . Now we glue the 3-manifold H g with a specified coloring α in (1.11) to the surface Σ g,n × {0} with the identity operation, and glue another 3-manifold H g with coloring β to the surface Σ g,n × {1} with f . Then we obtain a 3 dimensional manifold M with a certain ribbon graph denoted by Ω. The path integral on the manifold M with coloring Ω corresponds to the amplitude v β |f * |v α , which defines the action of the mapping class group on the Hilbert space, f * : H(Σ g,n ) → H(Σ g,n ). Then we obtain the representation of MCG(Σ g,n ).
Note that the manifold M and the coloring Ω depend on both f and the choice of α (β). As an illustration, we consider the example of Σ 1,0 . 31 The basis |v α(β) in H(Σ 1,0 ) can be viewed as an anyon loop carrying anyon charge α (β) threading through a solid torus. Repeating the gluing procedure above, one can find that if f = s, then we obtain a three manifold M = S 3 , with Ω being a Hopf link of two anyon loops carrying anyon charges α and β, respectively. On the other hand, if f = t, we have M = S 2 × S 1 , and Ω corresponds to two parallel anyon loops carrying anyon charge α and β threading along S 1 direction, with the loop β twisted by 2π. Evaluating the path integral on the closed manifold M , one can obtain the modular data S and T matrices, corresponding to the representation of s and t, respectively. 31 For a unitary modular category, the modular data (S, T ) satisfy the following conditions:
where d a is the quantum dimension of anyon a, and D is the total quantum dimension, and C = (δ ab ) a,b∈ΠC is called the charge conjugation matrix of C. With the quasi-particle basis chosen in (1.9) and g = 1, T is a diagonal matrix with the diagonal elements related to the topological spin θ a of anyon a as follows
where c is the chiral central charge, which is 0 in the MS MTCs. Moreover, S is a unitary matrix and has the following symmetries S ab = S ba = S * ab = S * ab = Sāb = Sbā. For a punctured torus Σ 1,1 , recall that MCG(Σ 1,1 ) in Eq.(1.8) is still generated by s and t. We denote the corresponding representations as S (z) and T (z) , where z denotes the anyon type at the puncture. Then S (z) and T (z) satisfy the following modular relations 15) where C (z) may be viewed as the punctured charge conjugation, and θ z is the topological spin of anyon z at the puncture. More details on the modular relations in (1.15) will be discussed in Sec.III B.
For Σ g,0 , a general computation of the representations of the (2g + 1) generators in Fig.3 is performed in Ref. 35 . Therein, the representations are expressed in terms of F and R matrices. The challenging problem is that, as we mentioned in the introduction, it is hard to calculate the F and R matrices even for a modular category with a small number of anyons.
D. Topological invariants
Based on the representations of mapping class groups on a two dimensional manifold Σ g,n of genus g with n punctures, one may construct different words:
, where the letters D im denote the representations of MCG(Σ g,n ), and the power n m in D nm im is an arbitrary (positive or negative) integer. Then the topological invariants we construct are of the form
(1.16) Here the trace is over H(Σ g,n ) as introduced in the previous subsection. The physical meaning of the topological invariant in Eq.(1.16) can be understood as the partition function on a closed 3 dimensional manifold of certain (possibly complicate) topology. A well known example is that for the torus Σ 1,0 , Tr (T ST ) n can be understood as the partition function on the special Lens space L n,1 = S 3 /Z n , where S and T are the modular matrices.
We want to emphasize that it is possible to choose a specific basis |v a in H(Σ g,n ), and define the topological invariant as
For example, for the torus Σ 1,0 , v a |S|v a corresponds to a Hopf link invariants of two loops labeled by anyons a in S 3 . This kind of topological invariant, however, depends on the choice of anyon charge a. In MS MTCs, by permuting the anyons, the modular data can be mapped to each other among different categories. To distinguish the MS MTCs, we want to design a topological invariant which is independent of the permutation of anyons. This is one of the underlying reasons why we use "Tr" over the whole Hilbert space H(Σ g,n ) in the definition in Eq.(1.16).
II. MS MODULAR CATEGORIES
In this section we give a brief review of the basic properties of MS modular categories. 13 The modular data of MS MTCs will be used in constructing the representations of modular groups of higher-genus manifolds in Sec.III.
The MS modular categories (MS-MCs) are modular categories that go beyond the modular data. They are representation categories of quantum doubles
). In the following we will always consider the normalized cocycles, i.e., the value of cocycle is 1 when one of arguments equals to identity. Here ω satisfy the 3-cocyle condition
For the finite nonabelian gauge group G = Z q ⋊ n Z p , p and q are primes with p|(q −1). Z p acts on Z q as multiplication by an element n of multiplicative order p in Z q . To be concrete, the group G has the presentation
with l ∈ {0, 1, · · · , q−1}, m ∈ {0, 1, · · · , p−1}, n p = 1 mod q, and n = 1.
37 All such choices of n give rise to isomorphic groups, i.e., the group does not depend on the choice of n. The multiplication of two group elements are (a
For the cohomology group of G, one can consider the following short exact sequence: 13, 38 
as the generator of the cohomology group H 3 (Z p , U (1)) ∼ = Z p . We can take κ as the p-th roots of unity. Then ω ∈ H 3 (G, U (1)) can be considered as the inflation of κ to G, i.e., ω = Inf G Zp κ. Then we can define p modular categories of twisted quantum double of G by
with u = 0, 1, · · · , p−1, and ω ∈ H 3 (Z q ⋊ n Z p , U (1)) ∼ = Z p . To be concrete, the 3-cocyles for MS MTCs are
with u = 0, · · · , p − 1 characterizing inequivalent cocycles. where we have denoted the group elements as To distinguish with the character χ of a linear representation,χ is denoted as the character of α g -irreducible representation of the centralizer C G (g) := {x|gx = xg}. Here α g is a two cocycle on C G (g) obtained from the three cocycle ω as follows
Each α g determines a class of representations called
The two-cocycle condition for α g corresponds to the associativityρ
. Physically, for the pairs in (2.6), we may call g or [g] the flux (magnetic charge), andχ the charge (electric charge). Moreover, the (charge) conjugation of g,χ is isomorphic to g −1 ,χ * .
One can check there are q−1 p + p conjugacy classes of G. Depending on the conjugacy classes, we divide the anyons into three types (See Appendix A for more details):
(i) type-I anyons:
The conjugacy class is {1}, where 1 = (a 0 , b 0 ) is the identity element of G. Since the two-cocyle α g is trivial for g = 1, here χ in Eq.(2.6) is the irreducible character of G. The number of irreducible representations of G are also q−1 p + p, equal to the number of conjugacy classes in G. This is the number of type-I anyons. In particular, p of them are one dimensional, and q−1 p of them are p dimensional. Denoting the dimension of irreducible representation ρ µ as d µ , then one can check that
Here we denote a l := (a l , b 0 ), where the integer l has the value
where Z × q is the multiplicative group of integers coprime to q. The conjugacy class that contains the group element (a
One can find the 3-cocycle in Eq.(2.4) is trivial for the centralizer subgroup Z q . Therefore,χ reduce to χ, the linear irreducible representations in Z q , which are all one dimensional. The quantum dimensions of a type-A anyons are p × 1 = p.
(iii) type-B anyons:
Here we denote
Then the size of conjugacy class is q. The number of conjugacy classes is p − 1. 10) where k 1 , k 2 ∈ {0, 1, · · · , p − 1}. It can be found that the two cocycle α b k is actually a two coboundary. This kind of twisting is sometimes called "cohomology trivial" (CT). 39 For the two-coboundary α b k , one can find a one-cochain ǫ b k such that
Based on the definition of α g -representations in Eq.(2.8), one can find that the representation and the linear representation are related by a phase:
(2.12)
Here n labels the n-th representation. That is, the representation is obtained from a usual representation by adding a twist ǫ b k , which is a U (1) phase. Both the number and dimensions of the irreducible presentations stay the same by adding this twist, i.e., a CT twisted theory has the same number and quantum dimensions of anyons as the untwisted theory. Since the irreducible presentations of the centralizer subgroup Z p are all one dimensional, the quantum dimensions of type-B anyons are q × 1 = q. A short summary for the three types of anyons: for type-I and type-A anyons, the 3-cocyle ω ∈ H 3 (G, U (1)) does not enter the definition of anyons, and only the group data of G plays a role. For type-B anyons, however, the 3-cocyle ω will twist the irreducible presentation of the centralizer subgroup. Strictly speaking, the irreducible presentation is twisted by the two-cocyle obtained from ω. This will affect the modular data as will be discussed below. In total, there are One can check explicitly that the total quantum dimension is
B. Modular data
Having defined the types of anyons, now we discuss the modular data of MS MTCs, which will be used in constructing the representations of MCG of higher-genus manifold in Sec.III. In addition, we will check explicitly there are only three sets of S and T matrices in MS MTCs, up to anyon permutation.
A general construction of modular data for a twisted quantum double of a finite group G can be found in Ref. 39 . Let us consider the T matrix first. The topological spin of anyon g,χ is
For type-I and type-A anyons, the irreducible representations are all linear. Then one simply has θ (g,χ) = trχ(g) trχ (1) . In particular, for type-I anyons (1, χ i ), the topological spin is trivial, i.e., 
Based on Eq.(2.12), the m-th α b k -character is related with the linear character as follows: 18) where m ∈ {0, 1, 2, · · · , p − 1}, and χ is the generator of linear characters, with the expression
Then the topological spin of a type-B anyons
As a short summary of the moduar T matrix, or the topological spins, we have (i) type-I anyons: θ (1,χ) = 1;
That is, only the topological spins of type-B anyons depend on the equivalence class of 3-cocycle ω u , where u = 0, · · · , p − 1. Now let us check the modular S matrix, which are indexed by two simples (g,χ µ ) and (h,χ ν ), as follows:
(2.21) One can find that S a,b depends on the 3-cocyle ω only when there is at least one type-B anyon in the indices. In fact, by further looking into the details of S-matrix as shown in Appendix A 2, one can find that S a,b depends on the 3-cocycle only when both a and b are type-B anyons. In this case, the modular S matrix has a simple expression (see Appendix A 2) 22) where u = 0, · · · , p − 1 denotes inequivalent classes of 3-cocycle ω.
One remark here: If we focus on the modular data that depend on the 3-cocycle ω u , they are topological spins
as expressed in Eq. (2.22) . One can find they are the same as the modular data for a twisted quantum double of G = Z p (see appendix C 3). For the later case, however, there are only three inequivalent categories for p > 3, 40 while for MS MTCs there are p inequivalent categories. 13 This difference may be intuitively understood by considering that the twisted quantum double of G = Z p is an abelian theory, and there is no more new information in the representations of MCG of higher genus manifold (Recall that for an abelian theory, the basis vector in (1.9) decomposes into disconnected loops with a 1 = · · · = a g−1 = 1, where 1 denotes the identity anyon). But MS MTCs are non-abelian, and there are new structures in the ground states on higher-genus manifolds, which introduces extra information compared to the genus-1 case.
Equivalence of modular data
Now we are ready to see how the modular data of different categories can be mapped to each other. 13 Mathematically, this is based on the application of Galois group actions. There are two steps.
Step 1 is to check how the modular data transform as we change the 3-cocyle from ω ν to ω u .
Step 2 is to consider how the modular data transform as we permute anyons within the same category. One can refer to Appendix D for an introduction of the Galois symmetry in the modular data.
Step 1: For the modular category of D as follows
(2.23) Hereafter, in some cases we may call the bijection p r of anyons in two categories as 'permutation' of anyons in two categories. This bijection can be understood in the following way. The 3-cocyle ω u affects the definition/property of anyons through its representation of the centralizer C G (g) in (2.8). By replacing ω with
is replaced by σ r α g . Then to obtain a σ r α g -representation, every matrix element in the representationρ of C G (g) should be acted by σ r , which results in the replacement ofχ by σ rχ . Then from the definition of modular S and T matrices in Eqs.(2.21) and (2.13), one can find that the modular data of D
where, without loss of generality, we have assumed that r > s with ω u = σ r ω and ω v = σ s ω (so that u = m r mod p, and v = m s mod p), and p r,s denotes the corresponding bijection between the simple objects in D
Step 2: Now let us check how the modular data transform by permuting anyons within the category. It is known that for the twisted quantum double D ω u (G), for each σ ∈ Γ (see
Step 1) there exists a unique permutationσ of simple objects in
. 39, [41] [42] [43] Comparing the two steps above, one can find that if (r − s) is an even number, then the modular categories D 
III. REPRESENTATIONS OF MAPPING CLASS GROUP: QUASI-PARTICLE BASIS
In this section, we study the representations of mapping class group for the MS MTCs on a genus-2 manifold. All the calculation is based on the simplest examples of MS MTCs with G = Z 11 ⋊ Z 5 . We will use the quasi-particle basis, i.e., the basis colored by anyons. One merit of the quasiparticle basis is that we can relate the topological invariants constructed from the MCG representations to various link invariants. The two different bases in (3.1) and (3.1) can be transformed into each other based on a F transformation (see Sec.B 2). As the number of genus g increases, there are more choices of canonical basis. See, e.g., the case of g = 3 in (B31).
If there are punctures on the manifold, the quasiparticle basis will have have open ends corresponding to the anyons at the punctures. For example, the quasi-particle basis for a torus with one puncture and two punctures can be expressed as follows:
It is noted that by gluing punctured-torus bases, one may obtain the basis for a higher-genus manifold. For example, by gluing two copies of bases for the once-punctured torus (the left in (3.3)) along the puncture, one can obtain the genus-2 basis in (3.1). Hereafter we will mainly focus on genus-2 manifold and use basis I in (3.1). It is noted that the basic structure in basis I is the vertex structure:
which is actually the basis in the so-called splitting space V az a (whose dual space is the fusion vector space V a az ) in algebraic anyon theory (see Appendix B). In the following, we will first specify the fusion rules of a ×ā in (3.4), and then study how the modular transformations act on this vertex basis.
A. MS modular categories with
The twisted quantum double D ω (G) of G = Z 11 ⋊ Z 5 are the simplest examples of MS MTCs, with group order 55, and 49 simple objects. Throughout this work, all the concrete calculation is based on these examples. In the following, we will review the basic data that are necessary for our later study on the MCG representations.
Recall that the simple objects of a twisted quantum double of a finite group are labeled by the 'flux' (conjugacy class) and 'charge' (the irreducible representation of the centralizer of conjugacy class). There are p +
, and [b 4 ], as described in Table I . As discussed in the previous section, depending on the conjugacy classes, there are three types of anyons. Here we denote them as type-I, type-A, and type-B anyons:
where χ i , ω m 11 , and ω n 5 are the corresponding character of centralizer subgroup (see the following).
-type-I anyons (pure charge): In this case, the flux is trivial, i.e., the conjugacy class is {1}, with 1 representing the identity group element in G, and therefore type-I anyons are all pure charges. The centralizer of 1 is the total group G = Z 11 ⋊ Z 5 . The character table of G is
where ξ m = e . One can find there are in total 7 irreducible representations for G, with five of them 1 dimensional, i.e., χ i (1) = 1 and two of them 5 dimensional, i.e., χ i (1) = 5. One can check that 1 2 · 5 + 5 2 · 2 = 55 = |G|. Corresponding to the characters χ i in (3.6), we denote these pure charges as
The topological spins of all type-I anyons are trivial, i.e., Table I , the size of the conjugacy class is 5, and the centralizer is Z 11 . From Eq.(2.4), one can find the 3-cocycle in this case is trivial, and the irreducible presentations are all linear, and one dimensional. The generator of characters for Z 11 is ω 11 (a) = e ) is e 2πi 11 lm , which is independent of the 3-cocycle.
-type-B anyons:
The corresponding conjugacy classes are
As seen from Table I , the size of conjugacy class is 11. The centralizer subgroup is Z 5 . The irreducible representations of Z 5 are all one dimensional (see Eq.(2.18)). There are in total 4 × 5 = 20 type-B anyons, with quantum dimensions 
In short, there are in total 49 anyons. The quantum dimensions and topological spins of these anyons are summarized in Table II , where u = 0, 1, 2, 3, 4 denote different categories.
For the modular S matrix, the explicit expression has been given in Appendix A 2. The elements that depend on the 3-cocycle ω u are
According to the previous section, m = 2 is the primitive root of the prime number p = 5. Then the five categories D ω u (G) are divided into three sets with u = 0, u = m 2n , and u = m 2n+1 mod p. That is, one can find there are three distinct sets of modular data for (1) u = 0, (2) u = 1 and u = 4, and (3) u = 2 and u = 3, respectively.
As mentioned at the beginning of this section, to specify the fusion/splitting basis in Eq.(3.1), we need to know the fusion rules of a ×ā. With the modular S matrix in Eq.(2.21), this can be obtained via Verlinde's formula
The explicit results are listed as follows:
Note that the above fusion results in (3.10) and (3.11) are independent of u. This can be understood based on the fact that S Ii,x and S A l,m ,x are independent of u for arbitrary anyon type x. Or more essentially, the definitions of type-I and type-A anyons are independent of u.
aā c, with a = B k,n Now the fusion rules depend on u as follows. For different choices of u, the fusion results are the same, but the dual anyons of B k,n are different.
-u = 0:
The quantum dimensions on the two sides of fusion rules satisfy the relation 11 × 11 = 1 + 5 × 24. Interestingly, one can find that the fusion results for the other 9 pairs (anyons and their dual anyons) are the same as B 1,0 × B 4,0 , i.e., It is emphasized that the "=" here means the fusion results (but not the fusion rules) are the same.
-u = 1:
One can find the fusion results of the following anyons and their dual anyons are the same as that in Eq.(3.12).
(3.14)
Similarly, for u = 2, 3, and 4, we have -u = 2: One can find that for different 3-cocycle ω u , the dual anyons of B k,n are different. This is also straightforwardly seen by looking at the topological spins in Table II , noting that θ a = θā. Based on these fusion rules, we can fix the basis in Eq.(3.4). For example, if we fix z = A 1,1 , it is found that a can only be chosen as A 1,2 , A 2,1 , A 1,10 , A 2,5 , and all the 20 type-B anyons. In addition, there is only one fusion channel for these choices of a, i.e., N 
Simple currents
There are some fine structures in the modular data due to those anyons with quantum dimension 1, which are called 'simple currents' in literature. [44] [45] [46] Understanding such fine structures will help us in analyzing the patterns of a punctured S matrix in the next subsection.
The simple currents, which will be denoted as j here, can be defined as any j ∈ Π C , with quantum dimension d j = S 0j /S 00 = 1. The fusion rules of j with any other simple objects a ∈ Π C are simply j × a = a ′ , where a ′ ∈ Π C . That is, there is only one anyon appearing in the fusion results. The effect of simple currents on modular S and T matrices have been studied in, e.g., Refs.39, 44-46. Here we focus on the simplest counterexamples in MS MTCs with G = Z 11 ⋊ Z 5 . From Table II , one can find there are in total five simple currents I i , with i = 0, · · · , 4. Since I 0 is the identity anyon, its fusion rules with other anyons are trivial, and we will not write them down. Note that there are five different categories with u = 0, 1, 2, 3, 4, 5, but interestingly, the fusion rules of the simple currents with other simple objects are independent of u as follows: 19) and 20) where i = 1, 2, 3, 4 and j = j mod 5. It is noted that in the above fusion rules B i,j ′ = B i,j ×I k , the index 'i' which labels the flux keeps the same, but only the index 'j' which labels the charge changes. This is because the simple currents I k are pure charges, and fusing I k with any other anyon a ∈ Π C can at most change the charge of anyon a. Diagrammatically, Eq.(3.20) can be expressed as
where the dashed line represents the world line of I k anyons. We are interested in the effect of simple currents I k (k = 1, 2, 3, 4) on S Bi,j ,B i ′ ,j ′ and T Bi,j ,Bi,j . From the fusion rules (3.20) and the modular data in Appendix (A 2), it is found that
where e 2πiQ k (Bm,n) is a pure U (1) phase with the expression
This phase can be viewed as the AharonovBohm phase introduced by dragging an I k anyon (k = 0, 1, 2, 3, 4) around anyon B m,n . Diagrammatically, the relations in Eq.(3.22) can be depicted as follows:
where B ij ′ = B ij × I k , and
where B m,n ′ = B m,n × I k . Then by considering the local operation 10x a = Sax S0xx (3.26) one can remove the I k anyon in (3.24) and (3.25) by introducing extra phases
in S-matrix, and
in T matrix, as expressed in Eq.(3.22).
B. Punctured S and T matrices
In this subsection, we study the properties of punctured S and T matrices, and in particular present the results for the MS MTCs with G = Z 11 ⋊ Z 5 .
First, we give an intuitive picture on how to obtain the punctured S and T matrices based on the modular transformation of a punctured torus. As introduced in Sec.I C, the canonical basis on a punctured torus can be considered as the path integral over a solid torus D 2 × S 1 as follows:
where • denotes the puncture on the two dimensional surface ∂(D 2 × S 1 ) = S 1 × S 1 , z denotes the anyon at the puncture, and µ denotes the channel that a andā fuse into z. Note that when z = 1, |ψ (z) aā,µ reduces to the canonical basis on a torus T 2 without any puncture. Then we can define the matrix element of the punctured Smatrix as
where we have
and similarly for ψ
. They can be evaluated based on the surgery approach 31 , and the result is
The numerator in (3.27) is
That is, after the S transformation, two solid torus are glued together as a S 3 , with the two punctures identified. Hereafter, without specific explanation, all the link/knot invariants can be considered as embedded in the three manifold S 3 , and for convenience we will remove which represents S 3 in Eq.(3.29). Based on the above analysis, one can find that the punctured S-matrix can be presented as (note that an extra normalization factor 1/D is introduced):
One can see clearly that for the case of z = 1, the presentation above reduces to the conventional modular S matrix. It is noted that S (z) a,µ;b,ν can also be expressed in terms of F and R symbols (also called F and R matrices) 10, 16 . Similarly, one can define the punctured T matrix as
where the numerator ψ
corresponds to a path integral over S 2 × S 1 . With the straightforward surgery approach 31 , one can find that 32) with N z aā > 0. For the twisted quantum double D ω (G) of G = Z q ⋊ n Z p , the topological spin θ a can be straightforwardly obtained based on Eq.(2.13). That is, based on the modular data and the fusion rules (which are also determined by the modular data due to Verlinde formula), we can obtain the punctured T -matrix in (3.32) .
To obtain the punctured S matrix, our strategy is to solve the modular relations for punctured S and T as follows:
C (z) can be understood as the 'punctured' charge conjugation, which will reduce to the conventional charge conjugation C when z = 1. In addition, S (z) and T (z) are unitary matrices. This is apparent for T (z) based on the expression in (3.32). The unitarity property of S (z) is related to the braiding non-degeneracy of modular categories. 10 Intuitively, it means that a nontrivial anyon (which is not an identity) can be detected by Aharonov-Bohm measurement by dragging a test particle around it. With the unitary property of S (z) and T (z) , the last equation in Eq.(3.33) is equivalent to We will give further details on the modular relations in (3.33) in the rest of this subsection. It is convenient to study the modular relations in (3.33) by acting the operators on the basis vectors in the Hilbert space H(Σ 1,1 ). We denote the Hilbert space on a punctured torus as H(Σ 1,1 ) = ⊕ b V bz b , with z representing the anyonic charge at the puncture. Then one has 10, 16 
and
In this basis, T (z) is a diagonal matrix with entries θ b , which is the topological spin of anyon b that satisfies the fusion rule
Based on the definitions in Eqs. (3.34) , (3.35) , and(3.36), one can prove the modular relations in Eq.(3.33). For example, the first relation S (z) 2 = C (z) in Eq.(3.33) can be proved as follows: 37) where we have considered the fact θ b = θb in the last step. By comparing Eq.(3.37) with the definition of C (z) in Eq.(3.36), one can find that S (z) 2 = C (z) . Some further details in (3.37) and the proof of the other two relations in Eq.(3.33) can be found in the appendix B.
Before solving Eqs.(3.33) for S (z) , it is helpful to understand the property of matrix elements of C (z) , which are expressed as follows:
where we have used the definition of R matrix:
One can check that for the specific case of z = 1, C (z) a,µ;b,ν reduces to the conventional charge conjugation:
In addition, from the result in Eq.(3.38), one can prove the relation 41) where in the last step we have used the ribbon property , where the sign ± is determined by the modular data. 15 One can find that Rb are not gauge invariant. We give more discussions on the gauge freedom in S (z) and C (z) in the following subsection.
Gauge freedom and patterns in the solutions
The solutions to the modular relation in Eq.(3.33) are not unique, because they have a gauge freedom associated with each distinct vertex that amounts to the choice of basis vectors. More explicitly, we can consider the basis transformation in the splitting space V ab c as follows
′ . If one requires that the F and R matrices in the anyon theory are presented by unitary matrices, the basis transformation above should also be unitary. 26 For the multiplicity-free case, such that u = u ′ denotes the unique fusion channel, then u a,µ;b,ν will change accordingly. More explicitly, with the basis transformation in (3.42), one can find that different quantities transform as:
where we have considered the expressions of C (z) and T (z) in Eqs.(3.38) and (3.32), respectively. Interestingly, from Eq.(3.43), one can find that
a,µ;b,ν is not gauge invariant with respect to the basis transformation in (3.42), µ S (z) a,µ;a,µ is a gauge invariant quantity. The result in Eq.(3.44) is also studied in the diagrammatical representation of anyons in Ref. 15 .
For simplicity, we will focus on the multiplicity-free case in the following discussions. This is the case we are interested in for the MS MTCs (See, e.g., the fusion rules in (3.12)). Generalization to the case that is not multiplicity-free is straightforward. In the multiplicity-free case, Eq.(3.43) can be simplified as
where u ab c is simply a phase factor. We give several remarks on Eq.(3.45) as follows:
-One can find that
which is a simplified version of Eq.
(3.44). That is, S (z)
a,a is a gauge invariant quantity in the multiplicity-free case. As will be discussed in Sec.(III C), we will use this quantity to distinguish different MS MTCs.
-The punctured S matrix is in general not symmetric, i.e., S
b,a . This can be understood based on the first equation in (3.45) . One can find that
which is in gen-
eral not equal to 1, and therefore
a,b is asymmetric. This is in contrast to the modular S matrix, which is symmetric, i.e.,
a,ā is gauge invariant ifā = a, but not gauge invariant if a = a. This is straightforward based on the second equation in (3.45) . It is also related to the fact that Rb b z in (3.38) is not gauge invariant forb = b. Note that for the counterexamples in MS MTCs, for all anyons but I 0 , we haveā = a.
-
a,b is gauge invariant, with the explicit expression in Eq.(3.32).
In the above we have discussed the gauge freedom in S (z) , C (z) , and T (z) in Eq.(3.33). Now we need to fix a simple gauge choice to solve Eq.(3.33). We will consider the simple currents I k (k = 1, 2, 3, 4) as introduced in Sec.III A 1. The gauge choice we make is
where B i,j ′ = B i,j × I k . This can be viewed as a generalization of (3.21) to the vertex structure. We emphasize that there is no gauge freedom in (3.21). For (3.48), however, there can be a phase-factor difference on the two sides. For example, under the basis transformation in (3.42), a phase factor u
will be introduced in Eq.(3.48). Here we make the simple gauge choice such that Eq.(3.48) holds. Once we find the solutions to the modular relations in Eq.(3.33), we can obtain a family of gauge-equivalent solutions by considering the basis transformations in (3.42) .
With the gauge choice in (3.48), one can find the following patterns in S (z) :
where B i,j ′ = B i,j × I k , as seen in Eq. (3.20) . By shrinking the I k anyon, and using the relation in Eq.(3.26), one can obtain the following results: 50) where the phase factors
are expressed in Eq. (3.23) . This pattern holds for all the five categories with u = 0, · · · , 4 in the simplest counterexamples in MS MTCs with G = Z 11 ⋊ Z 5 .
The concrete solutions of punctured S matrix for MS MTCs with G = Z 11 ⋊ Z 5 can be found in online materials [47] . Recall that in MS MTCs, only type-B anyons contain the information of the 3-cocycle ω u , with u = 0, 1, 2, 3, 4. This indicates the nontrivial S (z) that are candidates to distinguish different MS MTCs are those containing type-B anyons. Based on the fusion rules in Eqs.(3.10), (3.11), and (3.12), the nontrivial S (z) correspond to those with z = I 5 , I 6 , and all type-A anyons.
On the other hand, for z = I k (k = 1, 2, 3, 4), only type-A anyons participate in the fusion a ×ā = I 0 + N z aā z + · · · , i.e., we have N z aā > 0 only if a are type-A anyons, as seen from (3.11) . In this case, since both I k and type-A anyons are defined independent of the 3-cocyle ω u , it is expected that S (z) with z = I k (k = 1, 2, 3, 4) are independent of the 3-cocyle ω u , and therefore are trivial for our motivations. This is verified in the lattice calculation in Sec.IV. We did not solve for these trivial S (z) which are independent of u. It is emphasized that the solutions in [47] are not unique, and one can obtain a family of gauge-equivalent solutions by performing the basis transformation in Eq.(3.42). For the multiplicity-free case, this corresponds to the gauge transformation in Eq.(3.45).
C. Distinguish MS MTCs with S (z) and T As discussed in the previous subsections, in general the punctured S matrix depends on the gauge freedom in the choice of basis vectors in the fusion/splitting space. To distinguish different MS MTCs, we hope to find some topological invariants, which is our main aim in the next subsections. But before that, it is noted that certain matrix elements in the punctured S matrix are topological invariants themselves, such as In this subsection, we show that the simplest counterexamples in MS MTCs can be distinguished based on the diagonal parts of punctured S-matrix together with the modular T matrix. For example, one can find that the permutations of anyons taking
simultaneously, indicating that the punctured S matrix together with T matrix can distinguish the two categories with u = 1(2) and u = 4(3). This method is similar to those used in Ref. 15, 24 , and 25 in spirit, where one needs to track whether two sets of topological invariants transform in a consistent way.
More explicitly, let us consider the categories C u with u = 1 and u = 4. From the modular T -matrix in Table  II , one can find that, for example, A 1,1 in C u=1 can only be sent to A 1,1 or A 2,6 in C u=4 to keep the topological spin unchanged (Note that A 1,1 and A 2,6 are dual anyons in both C u=1 and C u=4 as seen from the fusion rules in (3.11) with θ a = θā). Here the meaning of "sending A 1,1 in C u=1 to A 1,1 or A 2,6 in C u=1 " is the bijection of anyons as introduced in Sec.II B 1. That is, we consider a bijection of anyons between two categories that share the same modular data, such that T 
of the punctured S matrix with z = A1,1 and A2,6 (A1,1 and A2,6 are dual anyons) for Cu=1 and Cu=4, respectively. The complete data for S (z) a,µ;b,ν can be found in materials online. 47 After fixing how z are sent from C u=1 to C u=4 to keep the modular T matrix unchanged, now let us consider the anyons
. From Table II where s is listed with the order in 
is mapped in a consistent way. In Table III, 
can be found in appendix B 1 a. 
of the punctured S matrix with z = A1,9 and A2,10 (A1,9 and A2,10 are dual anyons) for u = 1 and u = 4, respectively. The complete data for S (z) a,µ;b,ν can be found in materials online.
In short, by permuting anyons, the topological invariants S (z) B k,n B k,n and T matrix are mapped from C u=1 to C u=4 categories in different ways. Therefore, we conclude that the punctured S matrix together with the modular T matrix can distinguish C u=1 and C u=4 categories. One can check that C u=2 and C u=3 categories can be distinguished in the same way.
Several remarks before we leave this subsection: -Not all the punctured S matrices can be used to distinguish different categories. This is true even if z are type-A anyons. For example, when z = A 1,0 or A 2,0 , which has trivial topological spin, the punctured S matrix S (z) together with T matrix cannot distinguish different categories. This is explicitly shown in Appendix.B 1 a. We observed that only for z = A 1,i and A 2,i with i = 1, · · · , 10, which have nontrivial topological spins, i.e., θ z = 1, the corresponding punctured S matrix S (z) together with T can distinguish different categories.
-As discussed in Sec.II B, because of Galois symmetry in the modular data, it is well understood about the transformation property of modular S and T matrices by permuting anyons in the same category as well as among different categories. It is interesting to study how the punctured S matrix transforms under the permutation of anyons.
-Although the method above can be used to distinguish MS MTCs, but the procedure is complicate. We need to track how the bijections/permutations of anyons map the data of T and S (z) a,a between two different categories. It will be nice if we can distinguish the MS MTCs with a single number. In addition, if we work on a lattice gauge theory (see Sec.IV), since it is not clear to us how to write down the quasi-particle basis, it is difficult to do anyon permutation as what we have done in this subsection. For these reasons, it is desired to define topological invariants which are independent of anyon types, as studied in the following subsection.
-In Ref. 15 , the link invariant of Whitehead link was proposed to distinguish the most simplest counterexamples in MS MTCs. It is proved that the Whitehead link invariant is determined by the diagonal elements of punctured S matrix together with the modular data. Here we obtain the punctured S matrix with both the diagonal and off-diagonal elements, which provide more information than the Whitehead link invariant.
D. Topological invariants: Trace of words and link invariants
Based on the punctured S and T matrices obtained in the previous subsections, we can construct topological invariants on a punctured torus or a genus-two closed manifold. More precisely, we calculate these topological invariants in the Hilbert space H(Σ 1,1 ) or H(Σ 2,0 ).
The merit of topological invariants constructed in this subsection is that we only need a single number to distinguish those different MS MTCs.
We illustrate this idea in the cases of (i) a punctured torus and (ii) a genus-two manifold, respectively.
Punctured torus
With the punctured S and T matrices, we can construct an arbitrary 'word' of the following form:
where n i are arbitrary integers. The topological invariant can be expressed as a trace of words as 54) where the trace is over the Hilbert space H(Σ 1,1 ; z) with a fixed anyon charge z (see the basis of H(Σ 1,1 ; z) in the left plot of (3.3) ).
There are infinite number of nontrivial words which may be used to distinguish the MS MTCs. Here we list a few of them:
where we have θ (z) = S (z) −4 . The reason why the trace of words in Eqs.(3.54) are topological invariants is that they are related to the link invariants. In the following, we give two examples on Tr(w 2 ), and then give some general remarks. Let us present some preliminaries first, by looking at the expression of Tr(T (z) ) and Tr(S (z) ). For Tr(T (z) ), it is straightforward to check that Tr(
By using the following relation (see also Eq.(B16) in the appendix):
Eq.(3.56) can be rewritten as
which is related to the whitehead link as studied in Ref. 15 . Then for Tr(w (z) 1 ), since both θ (z) and T (z) are diagonal matrices, it is straightforward to check that acts on the basis as follows: Including the normalization of basis vectors, one can obtain
which, based on Eq.(3.57), can be further simplified as
2 ) can be expressed in terms of link invariants, and therefore it is a topological invariant. Similarly, one can check that the trace of other words are all topological invariants. One basic reason is that the only possible gauge-dependent term comes from the tri-junction structure in (3.4). By performing trace over the words with the rule in Eq.(3.57), it is found that this tri-junction structure is removed.
In the following, we present results of trace of the words for those in Eq. with w6(z) in (3.55). The data in gray indicate they are not obtained in the quasiparticle basis calculation, but are obtained by comparing with the lattice theory calculation in Sec.IV. One can find that they are independent of u. The reason is that for z = I 1 , I 2 , I 3 , I 4 , only type-I and type-A anyons participate in the definition of punctured S matrix, and therefore the results are independent of the 3-cocyles ω u and u. (Recall that only type-B anyons carry the information of the 3-cocycle ω. See also the discussion at the end of Sec.III B). For this reason, we did not solve for S z with z = I 1 , I 2 , I 3 , I 4 explicitly in the quasiparticle basis. Nevertheless, they are calculated in the lattice gauge theory approach in Sec.IV.
From the results in tables (V) ∼ (XI), one can find that for each choice of word, there are at most three sets of W I0 Σ1,1 for (i) C u=0 , (ii) C u=1 and C u=4 , and (iii) C u=2 and C u=3 , respecively. Recall that W I0 Σ1,1 are actually obtained from the modular S and T matrices, this agrees with the conclusion that there are only three sets of modular data.
The pieces that can distinguish those five different categories are W A1 Σ1,1 and W A2 Σ1,1 . Remarkably, the difference for the five inequivalent categories lies simply in the phase factor e 2iπ 5 n , with n = 0, 1, 2, 3, 4. There are some detailed feature on the phase factor e 2iπ 5 n for different categories. For u = 0 where the 3-cocycle is trivial, i.e., ω = 1, the phase factor is always 1. The phase factor for u = 1 (u = 2) are always conjugate to that for u = 4 (u = 3). An interesting observation is that by replacing e A detailed comparison of the topological invariants with the lattice gauge theory approach can be found in Appendix C 1.
Genus two
Now we study the topological invariants defined in the Hilbert space H(Σ 2,0 ) of degenerate ground states on genustwo surface. A genus-2 manifold can be obtained by gluing two punctured tori along their punctures, and so does the genus-2 groundstate basis. As shown in the following, we glue two punctured-torus basis vectors by identifying the anyon charge at the puncture, i.e., z ′ =z (Note that for an anyon z, there is a unique z ′ such that z ′ =z):
Then we obtain the genus-2 basis in (3.1). Now we define the words
where
L is the identity matrix acting on the basis of the left punctured torus in (3.63) with fixed z ′ =z, and w
(z)
R has the same expression as (3.53) and acts on the basis of the right punctured torus. Then we define the following topological invariants
where the 'Tr' is over the Hilbert space of the degenerate ground states, i.e., H(Σ 2,0 ). Eq.(3.65) can be further rewritten as For the simplest counterexamples with G = Z 11 ⋊ Z 5 in MS MTCs, it is found that dim H(Σ 1,1 ,z) is 49 for z = I 0 , and 24 for z = I i with i = 1 ∼ 6 and all type-A anyons. To track the fine structures in W Σ2,0 , it is helpful to split W Σ2,0 into three pieces as follows Σ1,1 , the phase factor for u = 1 (u = 2) is conjugate to that for u = 4 (u = 3).
A comparison of the topological invariants with the lattice gauge theory approach can be found in Sec.IV C. 
IV. TOPOLOGICAL LATTICE GAUGE THEORY
In this section, we will use the lattice gauge theory approach to study the representations of MCG(Σ g,0 ) or MCG(Σ g,n ) for an arbitrary twisted quantum double of finite groups G with 3-cocycle ω ∈ H 3 (G, U (1)), which is also called DijkgraafWitten (DW) theory. 48 Compared to the method in Sec.III, the lattice gauge theory approach is a bottom-up approach by simply inputing the data of G and ω.
In general, one may consider the string-net model, which is a generalization of the quantum double model for unitary tensor categories, 49 and provides us with a general approach to translate mathematical objects to physical concepts and vice versa. Here, for our interest of distinguishing the MS MTCs, which are twisted quantum double of finite groups, we will focus on the DW theory.
The general idea is as follows. DW theory in (2+1)-d is defined on a triangulation of the spacetime 3-manifold together with a G-coloring, i.e., we assign group elements in G to every 1-simplex of the triangulation, and a 3-cocycle ω to each tetrahedron. Within this approach, there is no need to solve the modular equations in Eqs.(3.33) which are nonlinear. We simply need to choose the bases of the degenerate ground states, and do modular transformations. The representations of MCG can be obtained by studying the overlap between the bases before and after the transformations. The MCG representations will look different from those obtained in the quasiparticle basis, since we are now using a different set of bases. But the topological invariants, which are basis independent, constructed from these MCG representations will be the same.
For the introduction of the group cohomology on a lattice theory, one can refer to, e.g., Refs.50 and 51 for further details.
A. Exactly solvable model
We may work either in the path-integral version or in the hamiltonian version of Dijkgraaf-Witten theory. [51] [52] [53] [54] Here we will consider the hamiltonian version. Previous works on the mapping class group of T 2 and T 3 for a DW theory can be found, e.g., in Refs.51, 53-56. Now we generalize the method to the mapping class group of higher-genus manifolds. In particular, we will focus on the genus-2 manifold.
Our convention on the group-element action in the lattice gague theory is that elements of a group are applied from right to left. For example, g · h means g acts on h.
The hamiltonian version of Dijkgraaf-Witten theory is an exactly solvable lattice model with the following hamiltonian 51, 53, 55 
is the vertex operator defined on each vertex, and it plays the role of implementing gauge transformation on the group elements living on the links that meet at the vertex v. B f is the face operator defined on each triangulated face f , and its effect is to impose zero flux (or flat connection constrain) through the face f . The reason we impose flat connection is that we are interested in a TQFT, which has no local observables. Then with flat connection one can find that the holonomy along a closed curve only depends on its homotopy group.
Next, let us consider the Hilbert space of the (possibly) degenerate ground states. First, the moduli space of G bundles on a closed oriented surface Σ g,0 of genus g can be identified with V g := Hom(π 1 (Σ g,0 , x) , G)/G, where x ∈ Σ g,0 is a basepoint, π 1 denotes the fundamental group of the surface, and G acts by conjugation. A representation of the fundamental group of Σ g,0 consists of elements (g i , h i ) (i = 1, · · · , g) that satisfy:
where the commutation is defined as
Then the gauge equivalent classes of G bundles are determined by this representation up to conjugation. If the 3-cocycle ω is trivial, one can find that the dimension of Hilbert space of degenerate ground states is dimH(Σ g,0 ) = |V g |. For a general ω, one has dimH(Σ g,0 ) ≤ |V g |. This is because a generic 3-cocyle ω will introduce phase factors in the basis vectors, and therefore some basis vectors may be canceled and 'disappear' in the Hilbert space 48, 53 . Now if we consider a manifold with punctures, the case becomes more subtle. First, the representation of the fundamental group of Σ g,n now reads
where c s denote the homotopy class of the non-contractable loops around the punctures. In terms of G-bundle, c s correspond to the holonomy around the punctures. Furthermore, in contrast to the closed manifold where the equivalent classes of gauge bundles are determined by the holonomy up to conjugacy, now we have to rigid the holonomy at the puncture without conjugacy, which will affect the dimension of the Hilbert space.
58,59
Since we are considering a (2 + 1)-d theory, we will focus on the two-dimensional (spatial) triangulated lattice, and assign a group element g ij to each oriented link i → j. An arbitrary quantum state in the Hilbert space H is then labeled by |{g ij } . By performing a modular transformation, we evolve the wavefunction along the 'time' direction. Then the path integral associated to the modular transformation is defined on a three dimensional 'spacetime' manifold. It is known that tetrahedra can be viewed as the building block of a 3-manifold. To evaluate the path integral over a generic 3-manifold, let us start by assigning a complex number to a tetrahedra, given a three-cocycle ω(g, h, k) ∈ H 3 (G, U (1)). There are mainly two steps: ordering and coloring. For a tetrahedron depicted as follows, we label the four vertices by 1, 2, 3, and 4 with a chosen ordering, say, 1 < 2 < 3 < 4. For each link, the direction of the link points from i to j with i < j. That is, we use the convention that lower vertex labels point towards the higher vertex labels. Then we color the tetrahedron by assigning a group element g ij ∈ G to each link pointing from i to j, and automatically we have g ji = g −1 ij . These group elements are subjected to the flat-connection constraints. For a triangle with link variables [ij], [jk] , and [ki], we have g ij · g jk · g ki = 1, where 1 is the identity group element of G. This ensures that the holonomy along a curve only depends on the homotopy class of this curve. With the ordering and coloring introduced above, now we can assign a U (1) phase ω ǫ (g ij , g jk , g kl ) to each tetrahedron, with ǫ = ±1. The sign ǫ is determined by the 'chirality'. For example, for the tetrahedron in (4.5), looking from the lowest labeled vertex 1, a (counter-) clockwise 2 → 3 → 4 loop means ǫ = −1 (+1). Then one can find the phase assigned to the tetrahedron in (4.5) is ω(g 12 , g 23 , g 34 ) .
For convenience, we may use the definition [ij] := g ij interchangeably.
As a remark, in the topological lattice gauge theory, the 3-cocycle condition in (2.1) has a intuitive geometric meaning. For example, for the tetrahedron in (4.5), one can add one more vertex inside the tetrahedron. Then the original tetrahedron can be triangulated into four pieces of smaller tetrahedra, each of which is associated with a 3-cocycle. Then one can find that the product of the four new phases is the same as the original U (1) phase. 51 This process will result in the 3-cocycle condition in (2.1).
The action of A 
These new generated vertex and links will introduce extra tetrahedra, and result in certain U (1) phases, as will be discussed in the following examples on manifold of genus g = 1 and g = 2.
For later convenience, we also introduce a useful manifold Y × I, where Y represents a 2-sphere with three punctures and I is an interval, as follows:
where we take the ordering 1 ′ < 2 ′ < 3 ′ < 1 < 2 < 3. One can find the weight associated to this triangular prism can be obtained by dividing it into three tetrahedra. Then one has ω([3 
B. Modular transformation
Before we study the modular transformation on a genus-2 manifold, it is helpful to briefly review how to perform the modular transformation for the case of a genus-1 torus. 53 Then one can generalize the procedure to a punctured torus, and then study the genus-2 case by gluing two punctured tori by identifying the punctures.
Genus one
Let us first check the Hilbert space of ground state on the torus Σ 1,0 . The simplest triangulation of a torus is as follows .7) where we identity the edges [13] with [24] , and [12] with [34] . We take the ordering 1 < 2 < 3 < 4, and the coloring as |g x , g y with g x , g y ∈ G, then the action of A t in (4.1) on |g x , g y can be written as (here we simplify A t v as A t since there is only one vertex now):
where the U (1) phase is associated with the path integral defined on the following 3-manifold:
The group elements on the links along the 'time' direction are
are given by h x = tg x t −1 and h y = tg y t −1 due to the flat connection constraint. Then one can evaluate η t (g x , g y ) explicitly by dividing the cube into two triangular prisms, with each prism containing three tetrahedra as shown in (4.6) . From the convention of defining A t in the previous section, we have the ordering 1
is then expressed as: 
Now let us consider the mapping class group for the torus Σ 1,0 . There are two generators for MCG(Σ 1,0 ), which can be chosen as the two Dehn twists t x and t y along x and y directions, or alternatively their combination such as s and t transformations (See introduction). They are related by
(4.12)
One can check that the modular relation t y · t −1
x is equivalent to (st) 3 = s 2 . For a lattice gauge theory, it is more convenient to perform Dehn twists directly, based on which we can get the representations T x and T y for t x and t y , respectively. Then S and T matrices can be defined as
(4.13)
In the following, let us check how the representations of Dehn twists T x and T y act on the basis |g x , g y in (4.7). For the effect of T x on the basis vector |g x , g y , we have (4.14)
The basis |g x , g y is transformed to |h x , h y :
x · g y )t −1 , where t ∈ G, up to a U (1) phase u with the ordering: 
is automatically satisfied. The phase in (4.15) can be decomposed into the product of three pieces. The first two pieces correspond to the two triangular prisms as follows with each prism containing three tetrahedra and expressed in terms of the product of three 3-cocycles. The third piece is
which contributes a single 3-cocycle
. Combining all the contributions above, the phase in (4.15) is the product of seven 3-cocycles as follows
Then the effect of T t x on the basis |g x , g y is
with the phase u t x (Σ 1,0 ) expressed in Eq.(4.18).
Next we consider the effect of T y on the basis |g x , g y as follows:
Similar to the T x transformation, here the basis vector |g x , g y is transformed to |h x , h y : with the ordering: 
Then the effect of T t y on the basis |g x , g y is
Having known how T t x,y act on the basis |g x , g y , now we can define T x,y :=
x,y . The moduar S and T matrices are defined as
. Then one can calculate the modular S and T matrices with the groundstate bases in (4.11). 53 Before we end this part, we remark that for the genus-1 torus Σ 1,0 , one can construct the quasi-particle basis |g, χ corresponding to (2.6) in terms of the group-element basis |g x , g y , so that the T matrix is diagonal with the diagonal elements being topological spins of anyons (see appendix C 3 for an illustration). With the quasi-particle basis |g, χ , one can obtain the modular S and T matrices exactly of the form in Eqs.(2.13) and (2.21). 53 
Punctured torus
Now we generalize the previous procedure to the punctured torus Σ 1,1 . Here we are interested in Σ 1,1 because the genus-2 manifold Σ 2,0 can be obtained by gluing two copies of Σ 1,1 by identifying their punctures.
The simplest configuration for a punctured torus is as follows: where the left and right configurations are equivalent to each other. For the configuration on the right, we identify the edges [13] with [24] , [12] with [34] , and therefore there is essentially only one vertex. The triangulation of the punctured torus is:
where we take the ordering:1 < 1 < 2 < 3 < 4, and the coloring i.e., k · g
x g y g x = 1, where 1 is the identity group element. Here the holonomy k measures the 'flux' of anyon z in the single-puncture torus basis in (3.27) .
Denoting the punctured-tours basis in (4.25) as | [13] , [34] ; [11] = |g x , g y ; k , we will study how modular transformations act on this basis vector. It is known that MCG(Σ 1,1 ) is generated by the same s and t (or equivalently the two Dehn twists t x and t y ) as those for MCG(Σ 1,0 ). The difference is that for a punctured torus one has s 4 = r −1 , where r represents the Dehn twist along the closed curve that encloses the puncture, and for the torus without puncture one simply has s 4 = 1. Following the procedure in the previous section, we denote T x,y := 1 |G| t∈G T t x,y as the representation of Dehn twists t x,y . Then one can find the effect of T t x on |g x , g y ; k as 
The ordering is taken as: 1 ) in (4.28) is composed of 3 × 3 + 2 = 11 3-cocycles as follows: 
Similarly, the Dehn twist along y direction acts on the basis |g x , g y ; k in the following way 1 ) is associated to the 3-manifold (It is 
The ordering is taken as:
Again, the group elements living on the vertical links are
With the flat connection condition, one can find the old basis is transformed to |h x , h y ;
32) is composed of 3 × 3 + 2 = 11 three-cocycles: 33) where each
corresponding to a triangular prism is the product of three 3-cocycles. An explicit expression of u t y (Σ 1,1 ) can be found in Eqs.(C21)-(C24) in Appendix C 4. The last two terms in Eq.(4.33) are contributed by the following two tetrahedra:
and the concrete expression can be found in Eq.(C24). Till now, we have studied how to perform Denh twists on the basis |g x , g y ; k in (4.24) for a punctured torus. In the next section, we will use these basic operations to study the modular transformations of the degenerate ground states on a genus-2 manifold.
Genus two
The simplest triangulation of a genus-2 manifold is an octagon as follows:1 where we identify the edges [13] with [24] , [34] with [12] , [16] with [57] , and [67] with [15] , and take the ordering1 < 1 < 2 < 3 < 4 < 5 < 6 < 7. This triangulation has six triangle faces and only one vertex.
To compare with the configuration of a punctured torus, it is convenient to replot the octagon in (4.35) with the holonomy around the puncture identified, i.e., k = k ′ .
For the ground state of the Hamiltonian in Eq.(4.1), the terms B f enforce the flat connection condition for each face (triangle), and then we have
where the commutation relation
, g 2,y ] = 1. For the basis |g 1,x , g 1,y ; g 2,x , g 2,y in (4.36), one can find that A t in Eq.(4.1) acts on it as A t |g1,x, g1,y; g2,x, g2,y =η t (g1,x, g1,y; g2,x, g2,y) |tg1,xt −1 , tg1,yt
The U (1) phase η t (g 1,x , g 1,y ; g 2,x , g 2,y ), also written as η t (Σ 2,0 ) for brevity, corresponds to the path integral over the following 3-manifold:
with the ordering i ′ < i < (i + 1) ′ , and1 < 1. The group elements on all the vertical links are
, tg 2,y t −1 automatically satisfies the flat connection condition. One can find that η t (Σ 2,0 ) in (4.41) is the product of 6 × 3 = 18 three-cocyles: 43) where g 1,x , g 1,y , g 2,x , and g 2,y satisfy the flat connection constraint in Eq.(4.39). One remark here: The expression in (4.43) may suggest that the ground state degeneracy (GSD) on Σ 2,0 is counted by Hom(π 1 (Σ 2,0 ) , G)/G, where G acts by conjugation. As emphasized in Ref.48, this is true for the case with trivial threecocyle ω = 1. For general ω ∈ H 3 (G, U (1)), we have GSD ≤ |Hom(π 1 (Σ 2,0 ), G)/G|. This is because for certain g i,x and g i,y , the summation in (4.43) may vanish because of the phase factor η t (Σ 2,0 ). 53 Therefore, one may overcount the states with Hom(π 1 (Σ 2,0 ) , G)/G. For the MS MTCs as studied in this work, it is found that GSD = |Hom(π 1 (Σ 2,0 ), G)/G|. Now let us look at how the modular transformations act on the basis |g 1,x , g 1,y ; g 2,x , g 2,y . In particular, we will focus on the Dehn twists along the closed curves a 1 , b 1 , a 2 , and b 2 in (1.1). Considering that the genus-2 manifold is obtained by gluing two punctured tori along the punctures, we can act the Denh twists on the two punctured tori separately, and then the results on the punctured torus in the previous section can be applied here. Let us denote the punctured torus spanned by [11567] in (4.36) as the left punctured torus, and that spanned by [11234] as the right punctured torus. Now we consider how the Dehn twists act on, without loss of generality, the right punctured torus of the basis in (4.36) . That is, we will
Here the U (1) phase u t R,x (Σ 2,0 ) is associated with the path integral defined on the following 3-manifold:
The ordering is taken as1
All the group elements assigned on the directed vertical links are t −1 . The new basis after Dehn twist is
where the second term, which is the same as that in (4.29) , is contributed by the Dehn twist on the right punctured torus. The first term I t L (Σ 1,1 ) is contributed by the left punctured torus, with the expression given in Eq.(C28).
For the Dehn twist T R,y acting on the right punctured torus, we have
where the U (1) phase u t R,y (Σ 2,0 ) is associated with the path integral defined on the following 3-manifold:
with the ordering1
, tg 2,y t −1 satisfies the flat connection condition. The U (1) phase u t R,y (Σ 2,0 ) in (4.48) can be written as:
where the first term I t L (Σ 1,1 ) is the same as that in Eq.(4.46), with the expression given in Eq.(C28). The second term u t y (Σ 1,1 ) , which is the same as (4.32), is contributed by the Denh twist acting on the right punctured torus.
Similar to the case of
, with A t defined in Eq.(4.40). We can define the following quantities
R,y ). It is noted that here we act the modular transformations only on the right punctured torus in the basis (4.36). One can certainly consider the same procedure by performing modular transformations on the left punctured torus.
Given T R and S R in Eq.(4.50), we can calculate the matrix representations (T R ) ij = Φ i |T R |Φ j and(S R ) ij = Φ i |S R |Φ j , with the ground state bases |Φ i in (4.43).
C. Topological invariants
The lattice gauge theory approach discussed in the previous subsections work for general Dijkgraaf-Witten theories, and here we apply it to the MS MTCs. In particular, we focus on the simplest counterexamples in MS MTCs with G = Z 11 ⋊ Z 5 , twisted by 3-cocyles ω ∈ H 3 (G, U (1)) ∼ = Z 5 . One can find that even for these simplest examples the GSD on a genus-2 manifold is 18529.
As introduced in Sec.III, we construct the topological invariants based on the 'words' composed of S R and T R in Eq.(4.50) as:
where the trace is over the Hilbert space of degenerate ground states on a genus-2 manifold in Eq.(4.43).
To compare with the results in Sec.III in more details, let us first point out some fine structures in the degenerate ground states in Eq.(4.43). For each ground state
one can find that the conjugacy class of 'k' in (4.36) is well defined, with Table I ). Considering that [k] measures the 'magnetic flux' of anyon z in (3.1), this means the anyon type for z can only be type-I or type-A, which agrees with the fusion rules as studied in Sec.III.
According ] (This agrees with the fact that the GSD on a genus-2 surface is 18529). Then the topological invariant defined in Eq.(4.51) can be written as
Σ2,0 is defined in (4.51), except that now the trace is taken over the degenerate ground states with a fixed [k] .
In the following, we study the trace of word samples in (3.55). More explicitly, the word w Tables XIX -XXV. For convenience, we compare the results of quasi-particle basis calculation and the lattice gauge theory calculation for the trace of word w Table XIX . The comparisons for other words are similar and straightforward. It is remarkable that although we work with two independent methods and the ground state bases are chosen in different ways, the topological invariants we obtained are the same.
It is reminded that for the quasi-particle basis result in Table XIX, the data in gray are contributed by W (i = 1, · · · , 4) are independent of the three-cocycle ω u and u.
The invariants that can distinguish different categories are W A1 Σ2,0 and W A2 Σ2,0 , with the difference in the phase factor e 2iπ 5 n , where n = 0, 1, 2, 3, 4. In addition, the phase factor for u = 1 (u = 2) is conjugate to that for u = 4 (u = 3).
It is emphasized that the topological invariants W Σ2,0 we defined is independent of the permutation of anyons. This is different from the method we used in Sec.III C, where we need to track how the topological invariants (diagonal elements of S (z) and T matrix) transform with the bijection of anyons between two categories. Here, a single number is enough to distinguish different categories. This agrees with the fact that there are only three distinct sets of modular data in MS MTCs. From this point of view, the reason that the modular data is not enough to distinguish different categories is because the information becomes degenerate. With the MCG representations of higher genus manifold, we can split this information degeneracy and distinguish different categories.
Quasi-particle basis result 
×4
Lattice gauge theory result in Eq.(3.55), based on the lattice gauge theory calculation.
V. DISCUSSION AND CONCLUSION
In this work, we study in detail the representations of mapping class group of a closed genus-2 manifold Σ 2,0 and a punctured torus Σ 1,1 . These data provide more information than the modular data obtained on a torus Σ 1,0 . We use these data to construct topological invariants, which are used to distinguish the simplest counterexamples in MS MTCs that are indistinguishable by the modular data.
The mapping class group representation itself can be used to distinguish the counterexamples as well. For example, for the punctured S matrix, although containing gauge redundancy in the entries, the diagonal elements µ (S (z) a,µ;a,µ ) are gauge invariant. It is found that the diagonal elements of S (z) together with the modular T matrix can be used to distinguish different categories, in the sense that µ (S (z) a,µ;a,µ ) and T matrix do not transform in a consistent way as we consider the bijection of anyons between two different categories.
Furthermore, we propose a more convenient and efficient way to distinguish different MS MTCs by constructing topological invariants. These topological invariants are obtained by tracing over the 'words' where the 'letters' are representations of MCG(Σ 2,0 ) or MCG(Σ 1,1 ). With these topological invariants, there is no need to permute anyons among different categories. That is, a single number is enough to distinguish different MS MTCs.
In addition, we use the lattice gauge theory approach to study the mapping class group representations of Σ 2,0 and Σ 1,1 for a general Dijkgraaf-Witten theory. This approach is practical since one only needs to input the group data and the 3-cocyle ω. This approach can in principle be used to study any counterexamples in the MS MTCs with G = Z q ⋊Z p , and the only constraint is the large size of Hilbert space for large q and p. In this work, we apply this approach to the simplest counterexamples in MS MTCs with q = 11 and p = 5. The topological invariants obtained from the lattice gauge theory approach agree with those obtained from the quasi-particle basis calculation.
Comparing the two different approaches, the MCG representations may look totally different, since two different sets of basis vectors are considered, one with quasi-particle basis colored by anyons, and the other with group-element basis. However, the topological invariants (which are basis independent) constructed from these MCG representations are the same.
There are some open questions to be studied in the future. We mention a few as follows.
-There are five generators for the representations of MCG(Σ 2,0 ) in (1.1), and we only study four of them, i.e., S i and T i (i = 1, 2). The fifth generator T c corresponds to the Dehn twist along the closed curve c in (1.1). By choosing the basis vectors in (1.2), it can be found that to obtain T c one needs to evaluate the twice-punctured S matrix as:
It is straightforward to check the twice-punctured S matrix is different from the punctured S matrix in (3.30) by two F transformations. From this point of view, the twice-punctured S matrix S (z,z ′ ) may contain more information than the punctured S matrix S (z) . Practically, once the fifth generator T c is introduced, the modular relations for the five generators of MCG(Σ 2,0 ) become quite complicate. 16, 29 Solving the modular relations in the quasi-particle basis would become challenging. Nevertheless, it is still possible to calculate T c with the lattice gauge theory approach as introduced in Sec.IV.
-We only focus on the simplest counterexamples in MS MTCs with G = Z 11 ⋊ Z 5 . It is noted there are a family of counterexamples with G = Z q ⋊ n Z p (p and q are primes with p|(q − 1)) that are indistinguishable by the modular data. 13 It is interesting to check those counterexamples with our methods. In particular, the application of the lattice gauge theory approach to other counterexamples is straightforward, at least for the next few examples with small p and q. 60 On the other hand, based on a computer search, it is found that the figure-eight knot invariant together with the modular T matrix can be used to distinguish the simplest counterexamples in MS MTCs. Therefore, based on the connection of the figure-eight knot and MCG(Σ 2,0 ), one can immediately conclude that the representations of MCG(Σ 2,0 ) can be used to distinguish the simplest counterexamples in MS MTCs. Now, to distinguish all the MS MTCs, it is interesting to generalize this construction to the Borromean ring.
-We mainly focus on the representations of MCG(Σ g,0 ) with g = 2 in this work. It is interesting to ask if there is more information contained in the representations of MCG(Σ g,0 ) with g > 2. By choosing the canonical basis in the quantum Hilbert space H(Σ g,0 ) in (1.9), one can find that as g grows, there is no new structure beyond the following building block:
Considering the generators of MCG(Σ g,0 )in (3), this indicates that there will be no more information beyond the representations of MCG(Σ 3,0 ). As a remark, it is noted that the representations of MCG(Σ g,0 ) has been studied in terms of F and R symbols in Ref. 35 . One can check explicitly there is no more new information for the cases of g > 3. In the lattice gauge theory approach, the structure in (5.2) can be studied by considering the following triangulation (with appropriate ordering of vertices)
where we take a genus-3 manifold for example. The action of Dehn twists on this basis vectors can be performed straightforwardly following the procedure in Sec.IV B, as briefly described in appendix C 2. It will be interesting to work out the details of the MCG(Σ g,0 ) representations for MS MTCs.
-For a (twisted) quantum double of a finite group G with ω ∈ H 3 (G, U (1)), the modular S and T matrices can be constructed in terms of the group data and 3-cocyle ω (see Eqs.(2.21) and (2.13)). 39 It is interesting to find an explicit expression for the punctured S matrix in terms of the group data and ω, at least for the diagonal elements µ (S (z) a,µ;a,µ ) which are gauge invariant. This question is also related to how to make a direct connection of the quasi-particle basis approach in Sec.III and the lattice gauge theory approach in Sec.IV. More explicitly, in the lattice gauge theory, it is known how to express the quasi-particle basis of the ground state on a torus Σ 1,0 in terms of the group-element basis. 53 Then one can obtain the modular S and T matrices in terms of group data and 3-cocyle ω. For the punctured torus Σ 1,1 or a genus-2 manifold Σ 2,0 , it is open to us how to write the quasi-particle basis (see, e.g., 1.2) in terms of the group-element basis (see 4.36) . Understanding this correspondence will help to express the MCG(Σ g,n ) representations in terms of the group data and 3-cocycle ω for a general twisted quantum double of a finite group G.
(A2)
Then one can find the conjugate of (a l0 , b m0 ) by (a l , b m ) as:
For the simplest case of l 0 = m 0 = 0, one has x = 0 mod q. That is, the conjugacy class of 1 := (a 0 , b 0 ) is 1 itself. Now let us look at the case of l 0 = 0 and m 0 = 0, which correspond to the conjugacy classes for type-A anyons in the main text. One has
Since n p = 1 mod q, then x can be simplified as
Then it is convenient to choose (a l , b 0 ) as the presentative in the corresponding conjugacy class, with l ∈ Z × q / n , which is Eq.(2.9). Then the conjugacy class . This corresponds to the conjugacy class for the type-B anyon. Let us check l 0 = 0 for simplicity. Then x in Eq.(A3) can be further simplified as x := l(1 − n m0 ) mod q. It is found that by choosing all possible l with l ∈ {0, 1, · · · , q − 1}, x can be any value in {0, 1, · · · , q − 1}. That is, the conjugacy class Next, let us check the centralizer subgroup of (a l0 , b m0 ). First, it is straightforward to see that for l 0 = m 0 = 0, the corresponding centralizer subgroup is G. Then for l 0 = 0 and m 0 = 0, the group elements in the centralizer subgroup
Note that n p = 1 mod q, then one has l 0 = l 0 · n m mod q for arbitrary l. Here m can only be chosen as m = 0. Therefore, the centralizer subgroup of (a
. Then let us check the centralizer subgroup of (a l0 , b m0 ) with m 0 = 0. The group elements (a l , b m ) in the centralizer subgroup satisfy Eq.(A3) with x = l 0 , i.e., l 0 = l + (q − l) · n p+m0 + l 0 · n m mod q. This can be further simplified as l 0 (1 − n m ) = l(1 − n m0 ). Note that for the case of l 0 = 0, one has l = 0. That is, the centralizer of (a
, and thus the two group elements commute with each other.
More on modular S matrix
In this part, we discuss more properties of the modular Smatrix. We show that for MS MTCs with
). In addition, we give explicit expressions for the modular S matrix of MS MTCs with G = Z 11 ⋊ Z 5 .
In Sec.II A, we show there are three types of anyons in MS MTCs, i.e., type-I anyons (1, χ i ), type-A anyons (a l , χ m ), and type-B anyons (b k ,χ n ). Only the charactersχ in type-B anyons are . For the modular S matrix in Eq.(2.21), it is expressed as a combination of different characters corresponding to the types of anyons. One can find that if we require S ab depends on the 3-cocycle ω ∈ H 3 (G, U (1)), at least one of a and b should be type-B anyons. With this observation, now let us check the following three cases: (1) a = I i and b = B k,n , or a = B k,n and b = I i ; (2) a = A l,m and b = B k,n , or a = B k,n and b = A l,m ; (3) a = B k,m and b = B k ′ ,n .
For case (1), since S ab = S ba , we just need to consider a = I i and b = B k,n . Based on Eq.(2.21), one can find that
From Eq.(2.18), the irreducible representation is related to the linear one asχ
. Here χ n is the linear representation of Z p , and ǫ g (x) is expressed in Eq.(2.17). One can find thatχ
* , which is independent of the 3-cocycle ω.
Simlarly, for case (2), let us consider a = A l,m and b = B k,n . One can check that for arbitrary g ∈ [a l ] and h ∈ [b k ], g and h will not commute with each other. This can be straightforwardly seen as follows.
commutes with h, then one has r(1 − n 0 ) = l ′ (1 − n k ). Since n k = 1 mod q, and l ′ = 0 mod q, the above equation cannot hold. Therefore, g and h cannot commute with each other. Then from Eq.(2.21), one can find that S A l,m ,B k,n = 0. For case (3), when both indexes a and b belong to type-B anyons, S ab has a very concise expression. We denote the two anyons as (b k ,χ m ) and (b
Then, the modular Smatrix in Eq.(2.21) can be expressed as
where we have considered |G| = pq. Then we obtain Eq.(2.22) in the main text.
In the following, we will focus on the simplest exmples of MS MTCs with G = Z 11 ⋊ Z 5 , and give the expression of S matrix explicitly. The simple objects are labeled as [see Eq.(3.5)]:
, and
n 5 represent the () irreducible representations of G, Z 11 , and Z 5 , respectively. We will check S ab for different cases explicitly:
(
(4) a ∈ {I i } and b ∈ {A l,m }, or a ∈ {A l,m } and b ∈ {I i }.
(5) a ∈ {I i } and b ∈ {B k,n }, or a ∈ {B k,n } and b ∈ {I i } (6) a ∈ {A l,m } and b ∈ {B k,n }, or a ∈ {B k,n } and b ∈ {A l,m } The details are as follows.
(1) a, b ∈ {I i }. That is, we check S Ii,Ij first. Based on Eq.(2.21), one can obtain
where 1 is the identity group element in G. For G = Z 11 ⋊Z 5 , the characters are shown in Eq.(3.6). One can find that for Table I , and the centralizer of a l is Z 11 = {a 0 , a 1 , · · · , a 10 }. Then, based on Eq.(2.21), we have
where ω m 11 (a l ) = e 2πi 11 ml . Then S A l 1 ,m 1 ,A l 2 ,m 2 can be further written as
(A12) There are in total 25 terms in the summation. This can be simplified in certain cases. In particular, for m 1 = m 2 = 0, the above formula can be simplified as S 
where u = 0, 1, 2, 3, 4.
We consider the case of a ∈ {I i } and b ∈ {A l,m }, and the later case can be obtained based on the symmetric property of modular S matrix, i.e., S ab = S ba . One can find
where we have considered ω (5) a ∈ {I i } and b ∈ {B k,n }, or a ∈ {B k,n } and b ∈ {I i }. Let us consider a ∈ {I i } and b ∈ {B k,n }. Then based on Eq.(2.21), one can find that
where we have considered the fact thatω 5 (1) = 1. In particular, for I i = I 5 , I 6 , from the character table in Eq. (6) a ∈ {A l,m } and b ∈ {B k,n }, or a ∈ {B k,n } and b ∈ {A l,m }. Let us consider the case of a ∈ {A l,m } and b ∈ {B k,n }. One can find that for arbitrary g ∈ [a l ] and h ∈ [b k ] in Eq.(2.21), they do not communicate with each other. Then we have S A l,m ,B k,n = 0. In fact, this result applies to an arbitrary G = Z q ⋊ Z p in MS MTCs.
As a short summary, only S (b k ,χm),(b k ′ ,χn) depend on the equivalent cohomology class u. Other components of the modular S matrix are determined by the finite group G itself.
Appendix B: On algebraic theory of anyons and others
In this appendix, we introduce some notions and conventions on algebraic theory of anyons that are necessary for studying the punctured S and T matrices, as well as the topological invariants in the main text. A more complete description of the algebraic theory of anyons can be found, e.g., in Refs.10, 16, and 26. We also introduce other choices of quasiparticle basis in H (Σ g,0 ) , and express the representation of MCG(Σ g,0 ) in terms of F and R matrices.
We assign a fusion vector space V 
where the normalization factor
is introduced so that diagrams are in the isotopy invariant convention. 10, 26 In Eq.(3.38) in the main text, we use the operation of R move, which describes the braiding of two anyons. The braiding operations of pairs of anyons can be expressed as: 10, 16, 26 
By acting on the basis vectors in Eq.(B1), we have 
which are represented diagrammatically as The R matrices satisfy the so-called ribbon property:
Another useful quantity is the so-called F matrix, or Fsymbol, defined as
where α, β, µ and ν denote the fusion channels. As will be seen later, F -symbol will be used in expressing the representation for MCG(Σ g,0 ) in Sec.B 2. We may use F , R symbols and F , R matrices interchangeably. The F and R symbols satisfy consistency conditions called Pentagon and Hexagon equations. 10 In certain cases, it is useful to consider the following F transformation:
In the following are some relations we will use in Sec.III in the main text. 
where the dashed line indicates the world line of the identity anyon 1. One may not be confused with the simple currents I k in Eq.(3.21) in the main text.
It is also useful to introduce the ω loop, which is defined as
For a modular tensor category, in which the modular S matrix is unitary, one can find that the ω loop acts as a projector on the total charge of anyons that go through the ω loop. For example, we have One useful formula in proving the modular relations is
x , where we used the fact that S ab = 
Properties of punctured S matrix
Based on the fusion and braiding of anyons introduced above, now we are ready to discuss the properties of punctured S matrix. The punctured S matrix is defined through
Now we sum over x by using Eq.(B18). Then the above equation can be simplified as
where in the last second step we have summed over a by using Eq.(B13). By comparing with Eq.(B23), one can find that
Similar to S (z) , which corresponds to the S transformation of a punctured torus, one can generalize to the case of a torus with more than one punctures. For example, for a torus with two punctures, the corresponding twice-punctured S matrix and the indices i, j ∈ {0, · · · , 4} can be found in online materials. 47 More explicitly, in the first row of Table XXVI, the mapping between diagonal elements S A1,1 B1,i,B1,i in C u=1 and S A1,9 B2,j ,B2,j in C u=4 means by considering the bijection of anyons A
in C u=1 can be sent to S A1,9 B2,j ,B2,j in C u=4 , and vice versa. The mappings are similar for other diagonal elements in Table  XXVI . The concrete values of S (z) Bi,j ,Bi,j and the indices i(j) can be found in online materials. 47 (ii) S (z) that cannot distinguish different categories.
It is noted that not all punctured S matrices (together with the modular T matrix) can be used to distinguish different categories. This is as expected for z = I i with i = 1, · · · , 4. In this case, based on the fusion rules in Sec.III A, one can find that only type-I and type-A anyons are involved in S (z) . Recalling that only type-B anyons carry the information of 3-cocycle ω u , then S (z) with z = I i will be independent of u.
Here we want to emphasize that even for certain z which are type-A anyons, S (z) and T matrices may still not be enough to distinguish different categories. For example, let us consider z = A 1,0 (A 2,0 ) in C u=1 and C u=4 categories.
For convenience, we write down the topological spins de-fined through Eq.(3.51) as follows: It can be found that the punctured S matrix in Table XXVII together with the modular data cannot distinguish different categories. More precisely, under a certain anyon bijection/permutation, the modular T matrix in C u=1 category is mapped to that in C u=4 category. With the same anyon permutation, S z=A1,0 B k,n ,B k,n in C u=1 is mapped to S z=A1,0 B k ′ ,n ′ ,B k ′ ,n ′ in C u=4 . For example, an anyon permutation that sends θ . Similarly, one can check the permutations for other elements of T and S z=A1,0(A2,0) . One may ask that we only focus on the diagonal elements of S z=A1,0(A2,0) in the discussions above, but it is possible that by considering the off-diagonal elements of S z=A1,0(A2,0) together with the T matrix we may be able to distinguish different categories. To check this, we also study the topological invariants in (3.54) which contain the information of both diagonal and off-diagonal elements of S z=A1,0(A2,0) . It is found that these topological invariants cannot distinguish different categories. Therefore, S (z) with z = A 1,0 (A 2,0 ) cannot be used to distinguish different categories.
Our observation is that the punctured S matrix S (z) that can be used to distinguish different categories must have nontrivial topological spins θ z = 1 for the anyon z.
More on representations of mapping class group
In the main text, we choose the canonical basis in (1.9) to represent the quasi-particle basis in H(Σ g,0 ). In fact, there are many other ways to choose the bases, which correspond to the ways of decomposing the surface into pairs of pants. This is related to trivalent graphs with g loops in mathematics. Up to homemorphism, there are finitely many trivalent graphs with g loops. 62 See g = 2 and g = 3 for example:
In the quasi-particle basis, each line above may be colored with an anyon type, and the tri-junctions are characterized by the fusion channels [see the discussions under (1.9)]. , corresponding to the (2g + 1) Dehn twists in Fig.3 . These representations are expressed in terms of F and R matrices.
It can be found there is another convenient choice of basis vectors for H(Σ g,0 ) as follows:
With the basis above, one can find that by performing Dehn twists along the simple curves b i (i = 1, 2) and c j (j = 1, · · · , g − 1) in Fig.3 , the corresponding representations are simply diagonal matrices with the diagonal elements being the topological spins. Then we only need to study the Dehn twists along the simple curves a i (i = 1, · · · , g) in Fig.3 . This can be done as follows. Considering the local structure around the i-th genus in the basis (B32), we perform two F transformations as
With the new basis, one can perform the Dehn twist along the closed curve a i (see Fig.3 ) which has been studied in Ref. 35 .
After the Denh twist, we do the inverse of F transformations in (B33). Then we can obtain the representation of the Dehn twist along a i in basis (B32).
As an application, we apply the idea above to the Dehn twist representation T c in (1.1) with the basis in (1.2). Denoting the two bases in (3.1) and (3.2) as |ψ (4.31) are used as building blocks for the genus-2 case, and therefore a gauge transformation is introduced. For Σ 1,1 itself, to have a definite holonomy around the puncture, we should not perform gauge transformation, and therefore the group elements t are fixed as t = 1. Denoting T x(y) := T t=1 x(y) , the punctured S and T matrices are obtained with the definition T := T x , and S := T y · T −1 x · T y . Then we can construct the topological invariants with the words in (3.55) .
Depending on the holonomy k around the puncture [see (4.25)], the topological invariants for the MS MTCs with G = Z 11 ⋊ Z 5 are grouped into three pieces: 
where 'q.p' means the results are obtained from the quasiparticle basis calculation. Let us take u = 1 in Table. in Eq.(3.55), based on lattice gauge theory calculation.
More punctures
Now we give a brief sketch on how to generalize to the case of a torus with multiple punctures. This will be useful if we study the representations of MCG(Σ g,0 ). For example, in the following is the triangulation for a torus with two punctures: Here we embed this twice-punctured torus in a closed manifold Σ 3,0 of genus g = 3 for simplicity. In fact, it is straightforward to check it is the building block for Σ g,0 with g > 2.
The generalization of the two Dehn twists T x and T y [see Eqs.(4.14) and (4.20) ] to this case is straightforward, except that now g x and g y satisfy the following flat-connection condition (note the group elements are applied from right to left):
where k 1 and k 2 denote the holonomy around the two punctures in (C8). In addition, the U (1) phase associated to T x(y) transformation in (4.28) and (4.32) will be modified accordingly. There are now four triangular prisms Y × I as compared to three Y × I in (4.28) and (4.32). Once T x and T y are obtained, one can get the twice-punctured S matrix following the procedure in Sec.IV B.
Twisted quantum double of G = Zp
To illustrate the lattice gauge theory approach in the main text, we consider the example of a twisted quantum double of G = Z p , with ω ∈ H 3 (Z p , U (1)) ∼ = Z p . There are two motivations for studying this simple example: one is that it mimics the the calculation of modular data for MS MTCs with G = Z q ⋊ Z p (as we mentioned in the main text, the modular data of MS MTCs that depend on the 3-cocyle ω u are the same as those for G = Z p ); the other is that one can see clearly how the modular transformations act on the genus-1 basis |g x , g y as well as the wavefunction. It is noted that the modular transformation acts on the basis and the wavefunction in an 'opposite' way.
On the manifold Σ 1,0 , one can write down the quasi-particle basis in terms of group-element basis. Corresponding to the anyon-type in (2.6), the quasi-particle basis has the form 
here [x] p means x mod p. Now we consider the effect of Dehn twist T x,y := 
Comparing the above equations, it is noted that T x acts on the basis as |g, h → |g, g −1 h , but acts on the wavefunction as (g, h) → (g, gh). It is similar for T y . Eq.(C13) can be rewritten as 
where one can check explicitly that W (g, h) = 1. Therefore, we can obtain
where [g, g ′ ] = 1 and |G| = p. One can find the modular data are the same as those for MS MTCs in (2.20) and (2.22) . But as pointed out in the main text, for a prime number p > 3, there are only 3 inequivalent categories for G = Z p , while p inequivalent MS MTCs.
Some path integrals on 3-simplices
In this part, we present the expressions of some path integrals on 3-simplices for the cases of a punctured torus and a closed genus-2 manifold, which are used in Sec.IV.
The phase associated to (4.28) is: 
The first three terms can be expressed in terms of 3 × 3 = 9 3-cocycles as follows 
The last two terms in Eq.(C17) come from the transformation as follows:
and has the concrete expression 
The first three terms can be expressed in terms of 3 × 3 = 9
where N i is the fusion matrix N i = N b ia . This indicates the extension of Q is normal. Second, we consider the group element in the Galois group σ ∈ Gal(L/Q). Since the fusion rules λ ai λ bi = N c ab λ ci are invariant under the Galois action, then one must have
In other words, there is a group morphism from Gal(L/Q) to permutations of anyons j with j ∈ Π C . This sends a Galois automorphism σ to a bijection j →σ(j) of Π C . Next, we need to generalize Eq.(D2) a little bit. Considering the modular S matrix is unitary and symmetric, and S 0j = S 0j , one has (
). Applying the automorphism σ to this equation, one can obtain
based on which we haveσ(j) =σ(j), and σ(S 
with ǫ σ (i), ǫ σ (j) = ±1. The symmetric property of S matrix is used in Eq.(D4). One can find the extenston of Q generated by S ij is finite and normal. In addition, considering σ a , σ b ∈ Gal(L/Q), it can be checked that σ a σ b (S ij ) = σ b σ a (S ij ). That is, Gal(L/Q) is abelian. Till now, we have seen that the extension of Q generated by S ij is finite and Gal(L/Q) is abelian. Then based on Kronecker-Weber theorem we arrive at the conclusion S ij ∈ Q(ζ n ).
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The Galois group Gal(Q(ζ n )/Q) is defined to be the automorphisms of the field Q(ζ n ) which fix Q, and is isomorphic to the multiplicative group Z
