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NORMAL FORMS FOR THE ENDPOINT MAP NEAR NICE SINGULAR
CURVES
ANDREI A. AGRACHEV AND FRANCESCO BOAROTTO
Abstract. Given a rank-two sub-Riemannian structure (M,∆) and a point x0 ∈ M , a sin-
gular curve is a critical point of the endpoint map F : γ 7→ γ(1) defined on the space of
horizontal curves starting at x0. The typical least degenerate singular curves of these struc-
tures are called regular singular curves; they are nice if their endpoint is not conjugate along
γ. The main goal of this paper is to show that locally around a nice singular curve γ, once we
choose a suitable topology on the control space we can find a normal form for the endpoint
map, in which F writes as a sum of a linear map and a quadratic form. We also study the
restriction of F to the level sets of the action functional and give a Morse-like formula for the
inertia index of its Hessian at γ. This is a preparation for a forthcoming generalization of the
Morse theory to rank-two sub-Riemannian structures.
1. Introduction
1.1. Horizontal path spaces and singular curves. LetM be a smooth manifold of dimension
m > 2 and consider a smooth (i.e. C∞-smooth), totally nonholonomic distribution ∆ ⊂ TM of
rank 2. Define I := [0, 1]. Given a point x0 ∈ M (which we will assume fixed once and for all)
the horizontal path space Ω of admissible (also called horizontal) curves starting at x0 is defined
by:
(1.1)
Ω = {γ : I →M | γ(0) = x0, γ is absolutely continuous, γ˙ ∈ ∆ a.e. and is L2-integrable}.
The W 1,2-topology endows Ω with a Hilbert manifold structure, locally modeled on L2(I,R2).
The endpoint map F : Ω → M is the smooth map assigning to each curve its final point
F (γ) = γ(1). Given y ∈M we call Ω(y) := F−1(y) the set of all horizontal curves joining x0 and
y. If y is a regular value of F , then Ω(y) is a smooth Hilbert submanifold. In general, however,
y is not regular and Ω(y) is a submanifold with singularities.
A curve γ is singular (or abnormal) if dγF : TγΩ→ TF (γ)M is not surjective. The corank of
γ is the codimension of Im (dγF ) in TF (γ)M . Singular curves are central objects in the theory
of nonholonomic distributions, but their study is a difficult problem and many fundamental
questions related to their structure are still open [15, 1]. Most of the difficulties come from the
fact that the Hessian of F is always degenerate, and even in the simplest case of a singular curve
γ of corank one, it is difficult to obtain local informations on F from the Hessian: for example
it is known [5] that the endpoint map is always locally open in the W 1,2-topology even if the
Hessian has a sign.
Nevertheless, singular curves are interesting for the following reason. Fix on ∆ a Riemannian
metric, and denote by ‖ · ‖L2(I,R2) the associated L2 norm. Define then the energy functional
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J : Ω → R by the formula J(γ) = 12‖γ˙‖L2(I,R2). The sub-Riemannian minimizing problem
between x0 and y ∈M consists into finding the admissible curves realizing min{J(γ) | γ ∈ Ω(y)},
and Montgomery proved for the first time in [14] that singular curves may be solutions to the
problem (in fact, even independently on the choice of the metric).
1.2. Rank-two-nice singular curves. Let F : Ω→M×R denote the extended endpoint map,
that is F is the pair (F, J). Candidate solutions γ to the sub-Riemannian minimizing problem,
called extremals, are constrained extremal points for F and in particular a singular curve is an
extremal. An extremal is called strictly singular (or strictly abnormal) if, for every nonzero
ξ ∈ T ∗
F(γ)(M × R) = T ∗F (γ)M × R such that ξdγF = 0, the projection of ξ onto its R-factor is
zero.
Let us define ∆2 := [∆,∆] and ∆3 := [∆,∆2], where [·, ·] are the usual Lie brackets. Borrowing
the terminology from [13], we say that a singular curve γ is regular if the Pontryagin Maximum
Principle provides a nowhere zero curve η(t) (sometimes called biextremal in the literature), dual
to γ(t), such that η(t) ∈ (∆2γ(t))⊥ \ (∆3γ(t))⊥ for every t ∈ [0, 1]. Regular singular curves are
the least degenerate singular curves for sub-Riemannian structures of rank 2. On the contrary,
for the generic (with respect to the C∞-Whitney topology on the set of distributions ∆) sub-
Riemannian structure of rank greater than or equal to 3 there are no regular singular curves [7,
Corollary 2.5]. A regular singular curve γ is smooth [4, Theorem 4.4].
Definition 1. An admissible singular curve γ is a rank-two-nice singular curve if
(i) γ is a corank-one regular strictly singular curve.
(ii) y = F (γ) is not a conjugate point along γ.
Having already explained the meaning of (i), we briefly discuss (ii). Consider the subspace
ker(dγF ) ⊂ TγΩ, equipped with the W 1,2-topology. In particular, if γ has corank one, ker(dγF )
is of codimension m−1 in TγΩ and the Hessian of F at γ is a T ∗F (γ)M/Im (dγF )-valued quadratic
form on ker(d0F ). Notice that T
∗
F (γ)M/Im (dγF ) ≃ R.
It turns out that we may consider on Ω a topology which is weaker than the W 1,2-topology,
for which the endpoint map F is still well-defined. We denote by Ω˚ the closure of Ω with respect
to this topology, and by F˚ the continuous extension of F to Ω˚. We say that y = F (γ) is
not a conjugate point along γ if, essentially, ker(Heγ F˚ ) ⊂ ker(dγ F˚ ) is “minimal”. The precise
definitions, which are rather technical, are given with all the details in Section 3 and specifically
in Definition 17. We only remark that, once a regular strictly singular curve γ is chosen, the
set of s such that y = γ(s) is not conjugate along γ, i.e. the set of times s such that γ|[0,s] is
rank-two-nice, is dense in I by [19, Lemma 7].
1.3. Local coordinates and the main theorem. Let γ ∈ Ω(y) be a rank-two-nice singular
curve. Our study of the endpoint map F being local around γ, we assume without loss of
generality that γ does not have self-intersections, lifting if necessary both ∆ and γ to a covering
space of a neighborhood Osupp(γ) ⊂M of supp(γ) := {γ(t) | t ∈ I}.
If γ does not have self-intersections, there exists a pair of smooth vector fields X1 and X2
such that
(1.2) ∆x = span {X1(x), X2(x)}
for every x ∈ Osupp(γ), and such that γ is an integral curve of the field X1.
We parametrize admissible curves ξ ∈ Ω contained in Osupp(γ) as integral curves on M of the
differential system:
(1.3) ˙ξ(t) = (1 + v1(t))X1(ξ(t)) + v2(t)X2(ξ(t)), ξ(0) = x0, a.e. t ∈ I,
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with v = (v1, v2) ∈ L2(I,R2). Identifying an admissible curve ξ with its control v via (1.3), by
a slight abuse of notation we set
F (v) = F (v1, v2) = F (ξ).
In particular F (0) = F (γ).
The main theorem of our paper gives a local normal form of F . Local in this setting does not
just mean: “in a neighborhood of zero in L2(I,R2)”, but is a bit more delicate. Given a subspace
E ⊂ L2(I,R2), the intersection of E with a neighborhood of the origin in L∞(I,R)⊕L2(I,R) will
be called an (∞, 2)-neighborhood of the origin in E. For every d ∈ N, an (∞, 2)-neighborhood of
the origin in E⊕Rd is the sum of an (∞, 2)-neighborhood of the origin in E and a neighborhood
of the origin in Rd.
Theorem 2. Let γ ∈ Ω(y) be a rank-two-nice singular curve. Then there exist an origin-
preserving homeomorphism µ : V → V′, of (∞, 2)-neighborhoods of the origin V ⊂ ker(d0F ) ⊕
Im (d0F ) and V
′ ⊂ L2(I,R2), and a diffeomorphism ψ : Oy → O0 of neighborhoods Oy ⊂M and
O0 ⊂ R⊕ Im (d0F ), respectively of y and 0, such that
ψ ◦ F ◦ µ(v, w) = (He0F (v), w)
for every (v, w) ∈ V.
Remark 3. The class of available (∞, 2)-neighborhoods does not depend on a particular choice
of the frame as long as γ is an integral curve of X1, since a change of the frame would result in
a smooth change of local coordinates in the space of horizontal curves.
The restriction to (∞, 2)-neighborhoods is not by chance, and in fact Theorem 2 cannot be
true if we put the L2(I,R2)-topology on the space of controls. If γ is a rank-two-nice curve,
the negative eigenspace N ⊂ L2(I,R2) of the Hessian He0F is finite dimensional, and possibly
empty (see Proposition 18). Moreover, the restriction of F to any subspace of finite codimension
is an open map [5, Proposition 2]. Assuming Theorem 2 to hold in L2(I,R2), on the finite
codimensional space N⊥ := {x ∈ L2(I,R2) | (x, y)L2(I,R2) = 0, for every y ∈ N} the projection
of F along the “abnormal” direction would instead have the sign of He0F , yielding an absurd.
We close the paragraph recalling that, if there are no conjugate points along γ between x0
and y = γ(1), it is known [4] that γ is a local minimizer in the L2-topology on the space of
controls. This result, however, is proved by showing that the perturbation provided by He0F
along the abnormal direction is not compensated by higher order terms, and does not require
any normal form for F (which does not exist!).
1.4. Connections with Morse Theory. Theorem 2 is a “nonstandard” infinite dimensional
Morse Lemma. It is nonstandard because the first map µ is just an homeomorphism, and not
a diffeomorphism as in the classical setting. This difference is intrinsic to the geometry of the
problem and is due to the fact that He0F is highly degenerate.
To give a flavour of the results that descend from Theorem 2, we state the following result,
whose proof is given in Section 5.3.
Theorem 4. There exists a neighborhood of the origin U ⊂ L∞(I,R) ⊕ L2(I,R) such that, if
u ⊂ U is a control associated with an extremal curve in Ω(y), then u = (u1, 0) a.e. on I, and∫ 1
0 u(t)dt = 0.
The topology we require in Theorem 4 is stronger than the W 1,2-topology, hence our result
does not allow to conclude about the local minimality of γ in Ω. Morover, denoting by ind(q)
the inertia index of a given quadratic form q, we know that γ is not a local minimum for J as
soon as ind(He0F ) ≥ 1.
4 ANDREI A. AGRACHEV AND FRANCESCO BOAROTTO
He0(F )J He0(F )
J
He0(F)
Figure 1. The relative positions between J := πker(d0F )∇0J and the quadratic
cone {He0F = 0}. In the first case He0F and He0F have different indexes, in
the second the indexes are the same.
At any rate, with respect to the L∞(I,R)⊕ L2(I,R) topology, Theorem 2 reduces the study
of Ω(y) to the study of the infinite-dimensional quadratic cone {He0F = 0}. If ind(He0F ) = 0,
in this topology γ is isolated in Ω(y) and we recover the rigidity results of [4], which generalize
those in [6]. This is true independently on the functional we are trying to minimize.
To bring also the energy J into the picture, and to study the sub-Riemannian minimizing
problem more closely, we need to consider the extended endpoint map F. In fact, since γ is a
corank-one strictly abnormal curve, He0F and He0F have the same expression, but their domains
are different because ker(d0F) = ker(d0F ) ∩ ker(d0J) has codimension one in ker(d0F ).
If y = γ(1) is not conjugate along γ neither for F, then F has a normal form as well, and
Theorem 2 makes evident that the topological information provided by a rank-two-nice curve γ
is contained:
• in the pair (ind(He0F ), ind(He0F)) (by construction we have ind(He0F) ≤ ind(He0F ) ≤
ind(He0F) + 1),
• in the relative position of J := πker(d0F )∇0J with respect to the cone {He0F = 0}, as
shown in Figure 1.
For example, if (ind(He0F ), ind(He0F)) = (1, 0), it is no longer true that γ is isolated on the
whole Ω(y), but only on the intersection of Ω(y) with the level set {J = J(γ)}. More generally,
the knowledge of (ind(He0F ), ind(He0F)) allows to classify the singularity of Ω(y) around γ.
We expect that rank-two-nice curves influence the homotopy type of the Lebesgue sets of J ,
i.e. of the sets {J ≤ c} for c ∈ R, and we plan to study how the “homotopical (in)visibility” (in
the W 1,2-topology) of a rank-two-nice curve γ is affected by the interplay between ind(He0F )
and ind(He0F) in a forthcoming paper, completing the Morse-like results contained in [2] to the
case of sub-Riemannian structures of rank two.
1.5. An explicit computation of conjugate times. Let M = SO(3)×R and m = so(3)⊕R
be its Lie algebra. Let
X1 :=
(T1 + T2)⊕ 2√
2
, X2 :=
T1 ⊕ 1√
2
,
where T1, T2, T3 are the standard generators for so(3), that is [T1, T2] = T3, [T2, T3] = T1,
[T3, T1] = T2.
We define a distribution ∆ ⊂ TM extending these vectors to vector fields on M by left-
translation and we consider on ∆ the metric that makes X1 and X2 orthonormal. The energy
of a horizontal curve is the squared L2-norm of its velocity.
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Figure 2. Plot of the functions aF (s) and aF(s)
We consider γ to be an integral curve of X1. This curve satisfies point (i) in Definition 1 by
the results in [21, Section 8]. We denote by γs := γ
∣∣
[0,s]
the restriction of γ to the interval [0, s].
The set of times s ∈ I for which γ(s) is a conjugate point along γ for the map F (resp. for the
map F) is given by the sets {aF = 0} (resp. {aF = 0}), where:
aF (s) = sin(s),
aF(s) = s sin(s) + 2(cos(s)− 1).
We will explain later at the end of Section 6.4 how to derive such equations. If we pick a point
s0 such that aF (s0) 6= 0 6= aF(s0), then there exists a normal form for both F and F.
The mapping s 7→ (ind(HeγsF ), ind(HeγsF)) is piecewise constant on I: the value of ind(HeγsF )
(resp. of ind(HeγsF)) changes when s is a zero of aF (resp. a zero of aF). In particular, there
exist time intervals arbitrarily far from zero on which either HeγsF and HeγsF have the same
index, or where these indexes differ by one. Looking at Figure 2, we see that the initial values
of (ind(HeγsF ), ind(HeγsF)) are given by:
(0, 0), (1, 0), (2, 1), (2, 2), (3, 2), (4, 3), (4, 4), (5, 4), (6, 5), . . .
1.6. Structure of the paper. We give in Section 2 all the technical preliminaries, and we study
the endpoint map F at the first and at the second order. We discuss conjugate points along
a rank-two-nice singular curve γ in Section 3, where we also establish some useful analytical
properties of the Hessian map. In Section 4 we construct the reparametrization map which is
needed to bypass the kernel of the Hessian map, even though this requires the passage to the
space L∞(I,R) ⊕ L2(I,R). Section 5 is the core of the paper, where we prove the existence of
a normal form for the endpoint map F locally around γ and we give the proofs of Theorems 2
and 4. Finally, in Section 6 we characterize conjugate points along γ on the cotangent space
T ∗M in terms of an appropriate Jacobi equation, and we study in details the class of Engel
structures, completing the explanation of our previous example.
2. Rank-two sub-Riemannian structures
2.1. Technical preliminaries. Let Ω be defined as in (1.1). For t ∈ I, the map Ft is the map
that returns the point γ(t) of a horizontal curve γ ∈ Ω:
Ft : Ω→M, Ft(γ) = γ(t).
Then F = F1 is the endpoint map. We recall in the following proposition some useful properties
of Ft (see [22, 5]).
Proposition 5. For every t ∈ I, the map Ft : Ω → M is smooth with respect to the Hilbert
manifold structure on Ω. Moreover, if γn ⇀ γ weakly, then Ft(γn) → Ft(γ) and dγnFt → dγFt
in the operator norm, uniformly with respect to t.
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Definition 6. We say that γ ∈ Ω is a singular (or abnormal) curve if γ is a critical point of F ,
or equivalently if dγF : Ω → TF (γ)M is not surjective. The corank of γ is the codimension of
the image Im (dγF ) of dγF in TF (γ)M .
We fix a Riemannian metric g on ∆, and we introduce the energy functional J : Ω → R by
the formula
(2.1) J(γ) =
1
2
∫ 1
0
g(γ˙(t), γ˙(t))dt.
J is evidently smooth on Ω, but only lower semicontinuous with respect to the weak W 1,2-
topology.
Definition 7. We define the extended endpoint map F : Ω→M × R by
F(γ) = (F (γ), J(γ)).
Given a point y ∈ M different from x0, we consider the problem of finding the admissible
curves γ connecting x0 and y that minimize the energy J . This problem can be reformulated
as a constrained minimum problem on F: a curve γ is a candidate minimizer if there exists a
nonzero covector ξ = (λ, λ0) ∈ T ∗F (γ)M × R, defined up to scalar multiples, such that
(2.2) ξdγF = λdγF + λ0dγJ = 0.
Candidate minimizing curves are called extremals, and the PontryaginMaximum Principle [17]
(PMP, in short) characterizes extremals in terms of nowhere zero, absolutely continuous curves
η : [0, 1]→ T ∗M , called biextremals or extremal lifts : an admissible curve γ is an extremal only
if it is the projection on M of a biextremal.
Notice that the initial datum λ ∈ T ∗
F (γ)M of every biextremal curve η is the first component
of a Lagrange multiplier ξ = (λ, λ0) in (2.2). If ξ is such that λ0 = −1, we say that η is a normal
biextremal and γ is a normal extremal curve. In this case small pieces of γ are geodesics in the
classical sense, i.e. sufficiently short pieces of γ are minimizing curves between their endpoints.
If instead λ0 = 0, γ is a singular curve and it is the projection of an abnormal biextremal starting
at λ, as we will now explain.
The cotangent bundle T ∗M is canonically endowed with a symplectic form ω, that is a closed
non-degenerate smooth section of Λ2(T ∗M), and a bundle projection π : T ∗M → M . Consider
the subspace
∆⊥ := {λ ∈ T ∗M | 〈λ, v〉 = 0, for every v ∈ ∆} ⊂ T ∗M,
where the notation 〈·, ·〉 stands for the duality product between vectors and covectors. The
restriction ω of ω to ∆⊥ no longer needs to be non-degenerate and may admit characteristic
lines [15].
Definition 8. A nowhere zero, absolutely continuous curve η : I → ∆⊥ is an abnormal biex-
tremal if, for a.e. t ∈ I, η˙(t) belongs to ker(ωη(t)), that is if for a.e. t ∈ I,
ωη(t)(η˙(t), ν) = 0
for every ν ∈ Tη(t)∆⊥.
Proposition 9 ([11, Theorem 10]). An admissible curve γ ∈ Ω is singular if and only if γ is
the projection of an abnormal biextremal η : [0, 1] → ∆⊥. As a matter of terminology, we say
that η is an abnormal lift of γ.
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An admissible curve γ may be at the same time both normal and singular, and we say that
an admissible curve γ is strictly singular (or strictly abnormal) if, for every ξ = (λ, λ0) ∈
(T ∗
F (γ)M × R) such that (2.2) holds, λ0 = 0. For a further discussion on these points, we refer
e.g. to [3, 17, 18].
Let γ ∈ Ω be a singular curve. It is well-known [4, 7] that for every abnormal lift η : I → ∆⊥
the Goh condition,
〈η(t), [X,Y ](γ(t))〉 = 0,
holds for every t ∈ I and every pair X,Y of local smooth sections of ∆, that is η(t) ∈ (∆2
γ(t))
⊥
for every t ∈ I.
Definition 10. We say that γ ∈ Ω is a regular singular curve if γ has an abnormal lift η : I → ∆⊥
satisfying
η(t) ∈ (∆2γ(t))⊥ \ (∆3γ(t))⊥
for every t ∈ I.
Regular singular curves are smooth [4, Theorem 4.4]. Moreover, for every regular singular
curve γ, there exists 0 < s ≤ 1 such that γs := γ
∣∣
[0,s]
is a strict local minimizer for the W 1,2-
topology on the space of admissible curves joining x0 and γ(s). This property depends just on
the sub-Riemannian structure (M,∆), and not on the metric chosen on it.
2.1.1. Adapted coordinates. We briefly explain how to put coordinates on Ω, locally around a
regular singular curve γ. We assume as in (1.2) that there exist a neighborhood Osupp(γ) ⊂ M
of γ and X1, X2 smooth vector fields on M such that:
• γ is an integral curve of X1 associated with the control (1, 0), satisfying γ˙(t) = X1(γ(t))
for every t ∈ I.
• ∆x = span{X1(x), X2(x)}, for every x ∈ Osupp(γ).
Horizontal curves γ′ contained in Osupp(γ) are described a.e. on I by the solutions of the differ-
ential system
(2.3) γ˙′(t) = u1(t)X1(γ
′(t)) + u2(t)X2(γ
′(t)), γ′(0) = x0,
where u ∈ U1 ⊂ L2(I,R2) and the open set U1 ⊂ L2(I,R2) is a neighborhood of (1, 0) that
consists of all the pairs (u1, u2) such that the solution to (2.3) exists for every t ∈ I.
Additionally, for every x ∈ Osupp(γ) we endow ∆x with the Riemannian metric gx that makes
X1(x) and X2(x) orthonormal. Then we see from (2.1) that
J(γ′) =
1
2
∫ 1
0
|u1(t)|2 + |u2(t)|2dt.
Definition 11. A local chart on U1 is the choice of a neighborhood V1 ⊂ L2(I,R2) of zero and
a system of coordinates
(u1, u2) 7→ (1 + v1, v2)
on U1 and centered at (1, 0).
With the choice of a local chart, admissible curves are in one-to-one correspondence with
integral curves of
(2.4) x˙(t) = (1 + v1(t))X1(x(t)) + v2(t)X2(x(t)), x(0) = x0,
for a.e. t ∈ I and v = (v1, v2) ∈ V1.
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Let A : V1 → Ω be the map that associates to the pair (v1, v2) ∈ V1 the only solution, up to
zero-measure sets, to (2.4). Then A is a submersion and, slightly abusing of the notation, we
define on V1 F (v) := F (A(v)) and J(v) := J(A(v)), where F (v) and J(v) are given respectively
by:
(2.5)
F (v1, v2) = x0 ◦ −→exp
∫ 1
0
(1 + v1(t))X1 + v2(t)X2dt,
J(v1, v2) =
1
2
∫ 1
0
(1 + v1(t))
2 + v2(t)
2dt.
Definition 12. We say that a control v ∈ V1 is singular if
dvF = dA(v)F ◦ dvA
is not surjective. The corank of v is the codimension of Im (dvF ) in TF (v)M .
2.2. The endpoint map near regular strictly singular curves. Let γ ∈ Ω(y) be a reference
regular strictly singular curve, and let us choose local coordinates centered at (1, 0), so that γ
becomes an integral curve of x˙(t) = X1(x(t)), with γ(0) = x0.
By the variation of the constants’ formula [3, Formula (2.28)] we describe, locally around γ,
the endpoint map F (v1, v2) as a perturbation of y = F (0). Setting
(2.6) gt := e
(1−t)X1
∗ X2, t ∈ I,
we write:
(2.7)
F (v1, v2) = x0 ◦ −→exp
∫ 1
0
(1 + v1(t))X1 + v2(t)X2dt
= x0 ◦ eX1 ◦ −→exp
∫ 1
0
v1(t)X1 + v2(t)gtdt
= y ◦ −→exp
∫ 1
0
v1(t)X1 + v2(t)gtdt.
2.2.1. First-order conditions. We see from (2.7) that the differential d0F is given by (see [3,
Section 4]):
(2.8) d0F (v) =
∫ 1
0
v1(t)dtX1(y) +
∫ 1
0
v2(t)gt(y)dt
for every v ∈ L2(I,R2).
We split the space of controls L2(I,R2) as the orthogonal sum L2(I,R2) = ker(d0F )⊕E, where
E is a finite-dimensional complement of ker(d0F ), isomorphic to Im (d0F ) via the differential
d0F .
Given a linear functional L : L2(I,R2) → R, its gradient ∇0L ∈ L2(I,R2) is defined by the
equality
(∇0L, v)L2(I,R2) = d0L(v)
for every v ∈ L2(I,R2), where (·, ·)L2(I,R2) is the standard scalar product on L2(I,R2).
Lemma 13. Let γ be a regular strictly singular curve. Then J := πker(d0F )∇0J is not zero.
Proof. Consider the orthogonal decomposition
L2(I,R2) =
(
C1 ⊕ Z1
)⊕ (V2 ⊕W2),
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where V2 := π{0}⊕L2(I,R) ker(d0F ) is the projection of ker(d0F ) onto {0} ⊕ L2(I,R), W2 is its
complement in {0}⊕L2(I,R), i.e. {0}⊕L2(I,R) = V2⊕W2 and C1⊕Z1 = L2(I,R)⊕{0}, with
C1 the constants and Z1 the controls of mean zero.
We claim that
(2.9) Im (d0F ) = {d0F (0, w2) | (0, w2) ∈W2} ,
and we first show how to use this claim to conclude the argument.
By (2.9), there exists (0, w02) ∈ W2 such that:
d0F (0, w
0
2) =
∫ 1
0
w02(t)gt(y)dt = X1(y) ∈ Im (d0F ).
Calling ŵ := (1,−w02) ∈ L2(I,R2), we have
ker(d0F ) = Z1 ⊕ Rŵ ⊕ V2.
Then, since ∇0J = (1, 0) (compare with (2.5)), we deduce that
J = πker(d0F )∇0J = ŵ 6= 0,
and the lemma follows.
Now we prove the claim, and we reason by contradiction assuming that
S := {d0F (0, w2) | (0, w2) ∈W2}
is a proper subspace of Im (d0F ). In particular, (2.8) implies that X1(y) is the only vector in
Im (d0F ) which is not covered by elements in S.
Let λ ∈ T ∗F (0)M be such that
〈λ, d0F (0, w2)〉 = 0 for every (0, w2) ∈ W2,
〈λ,X1(y)〉 6= 0.
Trivially, λ 6∈ Im (d0F )⊥.
From (2.8) we see that {d0F (v1, 0) | v1 ∈ L2(I,R)} = span{d0F (1, 0)} = span{X1(y)}, and
that
〈λ, d0F (v1, 0)〉 = v1〈λ,X1(y)〉 for every (v1, 0) ∈ C1,
〈λ, d0F (v1, 0)〉 = 0 for every (v1, 0) ∈ Z1.
From (2.5), instead, we have the identity:
d0J(v) = (∇0J, v)L2(I,R2) = (1, v1)L2(I,R) =
∫ 1
0
v1(t)dt.
Choosing λ0 ∈ R \ {0} that satisfies:
〈λ,X1(y)〉 = 〈λ, d0F (1, 0)〉 = 〈λ0, d0J(1, 0)〉 = λ0,
we see that ξ = (λ,−λ0) ∈ T ∗F (0)M × R is a normal covector, in the sense that
ξd0F(v) = λd0F (v)− λ0d0J(v)
for every v ∈ L2(I,R2). The absurd follows since we assumed γ strictly singular. 
Corollary 14. Let γ be a regular strictly singular curve. Then the following orthogonal decom-
position holds:
(2.10) L2(I,R2) = ker(d0F )⊕ E = Z1 ⊕ RJ⊕ V2 ⊕ E,
where:
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• Z1 ⊂ L2(I,R)⊕ {0} is the set of controls with zero mean,
• J = πker(d0F )∇0J , and
• V2 = π{0}⊕L2(I,R) ker(d0F ).
In particular, for the extended endpoint map F = (F, J) we have:
ker(d0F) = ker(d0F ) ∩ ker(d0J) = Z1 ⊕ V2,
and ker(d0F) is of codimension one in ker(d0F ).
2.2.2. Second-order conditions. We introduce in this section the Hessian map
He0F : ker(d0F )→ TF (0)M/Im (d0F )
or, to be more precise, its scalar projections {λHe0F | λ ∈ Im (d0F )⊥}.
Given λ ∈ Im (d0F )⊥, we have
λHe0F : ker(d0F )→ R,
v 7→
〈
λ,
(∫ 1
0
∫ t
0
(v1(τ)X1 + v2(τ)gτ ) ◦ (v1(t)X1 + v2(t)gt)dτdt
)
(y)
〉
.
Moreover, (2.8) plus the fact that λ ∈ Im (d0F )⊥ imply that
(2.11)
{ 〈λ,X1(y)〉 = 0,
〈λ, gt(y)〉 ≡ 0 for every t ∈ I,
and then we deduce by (2.6) that
(2.12)
d
dt
〈λ, gt(y)〉 = −〈λ, [X1, gt](y)〉 ≡ 0
for every t ∈ I, i.e. 〈λ, [X1, gt](y)〉 ≡ 0 for every t ∈ I.
Combining (2.11) and (2.12), the Hessian takes the form [3, Exercise 20.4]:
(2.13)
λHe0F (v) =
∫ 1
0
〈
λ,
[∫ t
0
v1(τ)X1 + v2(τ)gτdτ, v1(t)X1 + v2(t)gt
]
(y)
〉
dt
=
∫ 1
0
〈
λ,
[∫ t
0
v2(τ)gτdτ, v2(t)gt
]
(y)
〉
dt
for every v ∈ ker(d0F ).
Notice that the Hessian leads to a second orthogonal decomposition of the control space
(compare with (2.10)):
(2.14) L2(I,R2) = ker(d0F )⊕ E = P (λ)⊕N(λ)⊕ Z(λ)⊕ E,
where
• P (λ) is the positive eigenspace of λHe0F ,
• N(λ) is the negative eigenspace of λHe0F ,
• Z(λ) := ker(λHe0F ).
Remark 15. By [9, Theorem 7.1], we assume this decomposition to be also orthogonal with
respect to λHe0F . Notice moreover that λHe0F does not depend on v1: this implies that, for
every λ ∈ Im (d0F )⊥ the subspace Z1 ⊂ ker(d0F ), consisting of the controls with zero mean, is
contained in Z(λ).
Remark 16. Since γ is strictly singular, we have that Im (d0F)
⊥ = {(λ, 0) | λ ∈ Im (d0F )⊥} ⊂
T ∗F (0)M×R. This implies that, given λ ∈ Im (d0F )⊥, (2.13) holds also for λHe0F : ker(d0F)→ R,
the only difference being the domain ker(d0F) strictly smaller than ker(d0F ).
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3. Conjugate points along corank-one regular strictly singular curves
3.1. Completion space and conjugate points. Fix a corank-one regular strictly singular
curve γ(t) := x0 ◦ etX1 , t ∈ I. Then Im (d0F )⊥ has dimension one in T ∗F (0)M , and is generated
by a norm-one covector λ. In particular, the subspace of covectors ξ ∈ T ∗
F (0)M × R that satisfy
(2.2) coincides with span{(λ, 0)}, and thus γ admits a unique extremal lift η up to real multiples,
which is necessarily abnormal.
We return to the expression of F (v), this time interpreting it as a perturbation of the flow
x0 ◦ −→exp
∫ 1
0
v2(t)X2dt = x0 ◦ e
∫
1
0
v2(t)dtX2 .
By the variation of the constants’ formula [3, Formula (2.27)], setting w2(t) :=
∫ t
0
v2(τ)dτ for
every t ∈ I, we have:
(3.1)
F (v) = x0 ◦ −→exp
∫ 1
0
(1 + v1(t))X1 + v2(t)X2dt
= x0 ◦ −→exp
∫ 1
0
(1 + v1(t))e
−w2(t)X2
∗ X1dt ◦ ew2(1)X2 .
In particular, F = F (v1, w2) can be thought as a map on the space L
2(I,R) ⊕H1(I,R). One
last application of [3, Formula (2.28)] leads to
(3.2)
F (v1, w2) = x0 ◦ −→exp
∫ 1
0
(1 + v1(t))e
−w2(t)X2
∗ X1 −X1 +X1dt ◦ ew2(1)X2
= y ◦ −→exp
∫ 1
0
(1 + v1(t))e
−w2(t)gt
∗ X1 −X1dt ◦ ew2(1)X2 ,
where now the flow −→exp ∫ 1
0
(1 + v1(t))e
−w2(t)gt
∗ X1 −X1dt is seen as a perturbation of
x0 ◦ −→exp
∫ 1
0
X1dt ◦ ew2(1)X2 = x0 ◦ eX1 ◦ ew2(1)X2 = y ◦ ew2(1)X2 .
The first order term in the expansion of F , i.e. d0F (v1, w2) is given by:
(3.3)
d0F (v1, w2) =
∫ 1
0
v1(t)dtX1(y) + w2(1)X2(y)−
∫ 1
0
w2(t)[gt, X1](y)dt
=
∫ 1
0
v1(t)dtX1(y) + w2(1)X2(y)−
∫ 1
0
w2(t)g˙t(y)dt,
implying the existence of a constant C > 0 such that, for every (v1, w2) ∈ ker(d0F ), one has:∣∣∣∣∫ 1
0
v1(t)dt
∣∣∣∣ ≤ C‖w2‖L2(I,R), |w2(1)| ≤ C‖w2‖L2(I,R).
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Integrating by parts in (2.13), we obtain the expression of λHe0F on L
2(I,R)⊕H1(I,R):
(3.4)
λHe0F (v1, w2) =
∫ 1
0
〈
λ,
[
w2(t)gt −
∫ t
0
w2(τ)g˙τdτ, v2(t)gt
]
(y)
〉
dt
= −
∫ 1
0
〈
λ,
[
w2(t)g˙t,
∫ 1
t
v2(τ)gτdτ
]
(y)
〉
dt
= −
∫ 1
0
〈
λ,
[
w2(t)g˙t, w2(1)X2 − w2(t)gt −
∫ 1
t
w2(τ)g˙τdτ
]
(y)
〉
dt
=
∫ 1
0
〈λ, [g˙t, gt](y)〉w2(t)2dt+
∫ 1
0
〈
λ,
[
w2(1)X2 +
∫ t
0
w2(τ)g˙τdτ, w2(t)g˙t
]
(y)
〉
dt.
We claim that, up to considering the covector −λ instead of λ, there exists a constant κ > 0
such that the Legendre condition
(3.5) 〈λ, [g˙t, gt](y)〉 ≥ κ
holds for every t ∈ I.
In fact, assume (3.5) to be zero for some t ∈ I. Recalling that for the abnormal lift η : I → ∆⊥
of γ there holds the identity
(3.6) η(s) =
(
e(1−s)X1
)∗
λ ∈ ∆⊥γ(s) ⊂ T ∗γ(s)M,
for every s ∈ I, we deduce:
0 = 〈λ, [gt, g˙t](y)〉
= 〈λ, [e(1−t)X1∗ [X1, X2], e(1−t)X1∗ X2](y)〉
= 〈η(t), [[X1, X2], X2](γ(t))〉.
Combining this with (2.12), we conclude that η(t) ∈ ∆3γ(t), contradicting Definition 10 and the
fact that γ is regular.
We endow H1(I,R) with the norm ‖ · ‖2 defined by:
‖w‖2 = |w(1)|R + ‖w‖L2(I,R),
and we recall that the completion of H1(I,R) with respect to ‖ · ‖2 is isomorphic R⊕ L2(I,R).
By (3.2), F admits a continuous extension F˚ to L2(I,R)⊕ R⊕ L2(I,R):
F˚ (v, c, w) := y ◦ −→exp
∫ 1
0
(1 + v(t))e
−w(t)gt
∗ X1 −X1dt ◦ ecX2 ,
for every (v, c, w) ∈ V˚1, where V˚1 ⊂ L2(I,R)⊕R⊕ L2(I,R) is a suitable local chart around the
origin, in the sense of Definition 11.
Formulas (3.3) and (3.4) immediately extend to d0F˚ and λHe0F˚ . For every (v, c, w) ∈
ker(d0F˚ ) the following holds:
(3.7)
∣∣∣∣∫ 1
0
v(t)dt
∣∣∣∣ ≤ C‖w‖L2(I,R), |c| ≤ C‖w‖L2(I,R).
According to formula (2.14), we call P˚ (resp. N˚) the positive (resp. the negative) eigenspace
of λHe0F˚ , and Z˚ := ker(λHe0F˚ ) its kernel.
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We deduce from (3.4) that λHe0F˚ does not depend on the v-coordinate, implying that the
subspace
Z1 :=
{
(v, 0, 0) | v ∈ L2(I,R),
∫ 1
0
v(t)dt = 0
}
⊂ ker(d0F˚ )
is contained in Z˚. Observe that this notation is consistent with that of Corollary 14.
Definition 17 (Conjugate points). Let γ be a corank-one regular strictly singular curve. We say
that y = γ(1) is a conjugate point along γ if Z1 is a proper subspace of Z˚. We call k := dim(Z
′
1)
the multiplicity of y as a conjugate point, where Z ′1 is the (L
2(I,R)⊕ R⊕ L2(I,R))-orthogonal
complement of Z1 in Z˚, i.e. Z
′
1 satisfies:
Z˚ = Z1 ⊕ Z ′1.
The following proposition collects some useful results from [19, Theorem 1].
Proposition 18. Let γ be a corank-one regular strictly singular curve. Defining, for s ∈ I,
γs := γ
∣∣
[0,s]
and η(s) as in (3.6), we have:
(i) There exists s0 ∈ I such that the Hessian map η(s)Heγs F˚ is positive definite for every
s ≤ s0.
(ii) Conjugate points along γ are isolated, and every conjugate point has a finite multiplicity.
(iii) The negative index of λHe0F˚ equals the sum of the multiplicities of all conjugate points
along γ. In particular, it is finite.
From now on, we assume y to be not conjugate along γ, i.e. following Definition 1, we suppose
γ to be rank-two-nice, and thus
(3.8) Z˚ = ker(λHe0F˚ ) =
{
(v, 0, 0) | v ∈ L2(I,R),
∫ 1
0
v(t)dt = 0
}
= Z1.
3.2. Analytical properties of the Hessian map. We study in this section how λHe0F˚ be-
haves on the subspace P˚ ⊕ N˚ ⊂ L2(I,R)⊕ R⊕ L2(I,R), equipped with the product norm and
a scalar product (·, ·) induced by the norm.
Proposition 19. Let T be the linear operator on P˚ ⊕ N˚ defined by the equality
(T (v, c, w), (v, c, w)) :=
∫ 1
0
〈
λ,
[
cX2 +
∫ t
0
w(τ)g˙τdτ, w(t)g˙t
]
(y)
〉
dt.
for every (v, c, w) ∈ P˚ ⊕ N˚ . Then T is a compact and self-adjoint operator.
Proof. To polarize T , we recall the identity∫ 1
0
〈
λ,
[∫ t
0
a(τ)Xτdτ, b(t)Yt
]
(y)
〉
dt =
∫ 1
0
〈
λ,
[
a(t)Xt,
∫ 1
t
b(τ)Yτdτ
]
(y)
〉
dt,
which is valid for every t ∈ I, a, b ∈ L2(I,R) and vector fields Xt, Yt ∈ Vec(M).
We deduce that T = π
P˚⊕N˚T
′, where:
T ′ : P˚ ⊕ N˚ → L2(I,R)⊕ R⊕ L2(I,R),
(v, c, w) 7→
 0∫ 10 〈λ, [X2, g˙t](y)〉w(t)dt
c〈λ, [X2, g˙t](y)〉+
〈
λ,
[∫ t
0 w(τ)g˙τdτ, g˙t
]
(y)
〉
−
〈
λ,
[∫ 1
t
w(τ)g˙τdτ, g˙t
]
(y)
〉

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for every (v, c, w) ∈ P˚ ⊕ N˚ , and π
P˚⊕N˚ stands for the projection of L
2(I,R)⊕R⊕L2(I,R) onto
P˚ ⊕ N˚ .
The self-adjointness of T is clear, after all it is a linear operator associated with a bilinear
form.
Let
K(t, τ) := 〈λ, [g˙τ , g˙t](y)〉χ[0,t](τ)− 〈λ, [g˙τ , g˙t](y)〉χ[t,1](τ), K(t, τ) ∈ L2(I2,R).
To prove the compactness of T , it suffices to show that the mapping in the last component of
T ′,
T ′3 : P˚ ⊕ N˚ → L2(I,R),
(v, c, w) 7→ c〈λ, [X2, gt](y)〉+
∫ 1
0
K(t, τ)w(τ)dτ,
is compact. In fact, (v, c, w) 7→ c〈λ, [X2, g˙t](y)〉 is a rank-one operator, while the compactness of
(v, c, w) 7→
∫ 1
0
K(t, τ)w(τ)dτ
is classical, and proved e.g. in [10, Chapter 6]. The thesis follows. 
For our next result we define (λHe0F˚ )P˚ to be the restriction of λHe0F˚ to its positive eigenspace
P˚ , and recall that if (v, c, w) ∈ P˚ , then v ∈ L2(I,R) is constant by (3.8).
Proposition 20. There exists a constant K > 0 such that,
(λHe0F˚ )P˚ (v, c, w) ≥ K‖(v, c, w)‖2
for every (v, c, w) ∈ P˚ .
Proof. Let T
P˚
denote the restriction of T to P˚ . Define
α : = inf
{
(λHe0F˚ )P˚ (v, c, w) | (v, c, w) ∈ P˚ , ‖(v, c, w)‖2 = 1
}
= 1 + inf
{(
T
P˚
(v, c, w), (v, c, w)
) | (v, c, w) ∈ P˚ , ‖(v, c, w)‖2 = 1} .
Clearly α ≥ 0. We claim that, in fact, α > 0. If this is true, by (3.5), (3.7) and the fact that
v is constant, denoting ℓ := maxt∈I 〈λ, [g˙t, gt](y)〉 > 0 we have:
(λHe0F˚ )P˚ (v, c, w) ≥
α
ℓ
∫ 1
0
〈λ, [g˙t, gt](y)〉w(t)2dt
≥ κα
ℓ
‖w‖2L2(I,R) ≥
κα
ℓ
‖w‖2L2(I,R)
3
+
|c|2
3C2
+
∣∣∣∫ 10 v(t)dt∣∣∣2
3C2

≥ κα
ℓ
min
{
1
3
,
1
3C2
}
‖(v, c, w)‖2,
and we conclude with K := κα
ℓ
min
{
1
3 ,
1
3C2
}
.
Now we prove the claim, assuming by contradiction that α = 0. Notice that T
P˚
is compact and
self-adjoint by Proposition 19. Its eigenvalues are bounded, countable, and can only accumulate
at zero (see e.g., [12]).
Clearly,
−1 = inf
{(
T
P˚
(v, c, w), (v, c, w)
) | (v, c, w) ∈ P˚ , ‖(v, c, w)‖2 = 1} ,
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and therefore −1 coincides with the lowest bound of the spectrum σ(T
P˚
), which is actually an
eigenvalue by the Fredholm alternative. Then, we deduce the existence of (v, c, w) ∈ P˚ such that
‖(v, c, w)‖2 = 1 and such that
(λHe0F˚ )P˚ (v, c, w) = 0.
Since (λHe0F˚ )P˚ is positive on P˚ , by [9, Lemma 6.2] the linear application
1
(λHe0F )P˚ ((v, c, w), ·) : P˚ → R
is the zero map. Since P˚ , N˚ and Z˚ are orthogonal with respect to λHe0F (compare with
Remark 15), we conclude that (v, c, w) ∈ Z˚, whence the absurd. 
Proposition 20 implies that the eigenvalues of (λHe0F˚ )P˚ do not accumulate towards zero
on P˚ . Since this is trivially true on the finite dimensional negative eigenspace N˚ (see (iii) of
Proposition 18), we deduce the following result.
Proposition 21. Let (λHe0F˚ )P˚⊕N˚ denote the restriction of λHe0F˚ to P˚ ⊕ N˚ , and let L :
P˚ ⊕ N˚ → P˚ ⊕ N˚ be the linear operator satisfying
〈L(v, c, w), (v, c, w)〉 = (λHe0F˚ )P˚⊕N˚ (c, w)
for every (v, c, w) ∈ P˚ ⊕ N˚ . Then L is bounded from below, hence invertible, on P˚ ⊕ N˚ .
4. A preliminary change of coordinates
We turn in this section to the Banach space L∞(I,R)⊕ L2(I,R).
4.1. Cutting the kernel of the Hessian map. Let us define the subspace
(4.1) L∞Z (I,R) :=
{
v ∈ L∞(I,R) |
∫ 1
0
v(t)dt = 0
}
⊂ L∞(I,R).
Every element v ∈ L∞(I,R) decomposes as v = vC + vZ , where
• vZ ∈ L∞Z (I,R),
• vC = ∫ 10 v(t)dt ∈ R,
and vC and vZ are orthogonal with respect to the L2(I,R)-product. Accordingly, we fix coordi-
nates (vC1 , v
Z
1 , v2) on L
∞(I,R)⊕ L2(I,R) throughout this section.
Given α > 0, we consider the open sets V2,V3 ⊂ L∞(I,R)⊕ L2(I,R) given by:
V2 =
{
v ∈ L∞(I,R)⊕ L2(I,R) | 1 + vZ1 > α, a.e. on I
}
,
V3 =
{
w ∈ L∞(I,R)⊕ L2(I,R) | 1 + w
Z
1
1 + wC1
> α, a.e. on I
}
.
Definition 22. Let us set, for every v ∈ L∞(I,R)⊕ L2(I,R) and every t ∈ I,
φv(t) :=
∫ t
0
1 + vZ1 (τ)dτ.
Then we define the origin-preserving map
ρ : V2 → V3(
vC1 , v
Z
1 , v2
) 7→ (vC1 , (1 + vC1 )vZ1 , φ˙v (v2 ◦ φv)) .
1By a slight abuse of the notation, we identify (λHe0F˚ )P˚ and its associated bilinear map.
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Observe that for every v ∈ V2, the time-reparametrization φv : I → I is well-defined on the
set Sv := {s ∈ I | s = φv(t) and φ˙v(t) exists different from zero}, which is of full measure by
the Sard lemma for real-valued absolutely continuous functions (see, e.g. [23, Theorem 16]).
Moreover, it is not difficult to compute the inverse map
ρ−1 : ρ(V2)→ V2
(wC1 , w
Z
1 , w2) 7→
(
wC1 ,
wZ1
1 + wC1
,
w2 ◦ φ−1w
φ˙w ◦ φ−1w
)
,
where this time we have
φw : I → I
φw(t) =
∫ t
0
1 +
wZ! (τ)
1 + wC1
dτ,
and for every w ∈ ρ(V2), the time-reparametrization φw : I → I is well-defined on the full-
measured set Sw = {s ∈ I | s = φw(t) and φ˙w(t) exists different from zero}.
Let us finally remark that, if V2 is chosen to be contained in the local chart V1 of Definition 11,
then:
(4.2)
F (ρ(v1, v2)) = x0 ◦ −→exp
∫ 1
0
(1 + vZ1 (s))(1 + v
C
1 )X1 + φ˙v(s)v2(φv(s))X2ds
= x0 ◦ −→exp
∫ 1
0
(1 + vC1 )X1 + v2(t)X2dt
= y ◦ −→exp
∫ 1
0
vC1 X1 + v2(t)gtdt.
where the passage from the first to the second line follows by the change of variable t = φv(s),
noticing that 1 + vZ1 (s) = φ˙v(s).
In particular, F ◦ ρ has no explicit dependence on the zero-mean part of the control vZ1 .
4.2. Regularity properties of ρ. We prove in this section that ρ is an homeomorphism onto
its image.
Lemma 23. Let w ∈ ρ(V2), and (wn)n∈N be a sequence converging to w in L∞(I,R)⊕L2(I,R).
Then:
(i) φwn → φw uniformly on I;
(ii) φ−1wn → φ−1w pointwise on Sw.
Proof. The proof of (i) is trivial and left as an exercise. We pass to (ii). Observe that for every
s ∈ I we have φ−1w (s) := inf{t ∈ I | φw(t) = s and similarly for φ−1wn(s), for n ∈ N.
Let s ∈ Sw, t := φ−1w (s), tn := φ−1wn(s) and assume that limn→∞ tn = t > t. By the triangular
inequality, for every ε > 0 there exists nε ∈ N such that for every n ≥ nε one has:
s = φw(t) ≤ φw(t) ≤ φwn(tn) + 3ε = s+ 3ε.
Notice that this implies φw(t) = s, yielding that s ∈ I \ Sw i.e. either φw(t) does not exists, or
it exists and it is equal to zero, as φw would be constant on [t, t]. Hence the absurd.
By similar arguments we rule out also the case limn→∞ tn = t < t. Indeed we find that for
every ε > 0, there exists nε ∈ N such that for every n ≥ nε
s = φw(t) ≥ φw(t) ≥ φwn(tn)− 3ε = s− 3ε,
and we conclude. 
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Proposition 24. The map ρ : V2 → ρ(V2) is an homeomorphism.
Proof. We only prove the continuity of ρ−1, since the continuity of ρ follows by similar arguments.
Let w ∈ ρ(V2) and let (wn)n∈N be a sequence converging to w in L∞(I,R)⊕L2(I,R). Define
zn := φ˙wn = 1 +
wZn,1
1+wCn,1
for every n ∈ N and, similarly, z := φ˙w = 1 + w
Z
1
1+wC
1
. Notice that, by
construction, zn > α and z > α. Moreover, (zn)n∈N converges to z in L
∞(I,R).
It is then sufficient to establish that:
(4.3) lim
n→∞
∫
Σ
∣∣∣∣wn,2(φ−1wn(s))zn(φ−1wn(s)) − w2(φ
−1
w (s))
z(φ−1w (s))
∣∣∣∣2 ds = 0,
where Σ ⊂ I is the full-measured set:
Σ :=
{
s ∈ I | s = φw(t) and ∃φ˙w(t) 6= 0
}
∩
⋂
n∈N
{
s ∈ I | s = φwn(t) and ∃φ˙wn(t) 6= 0
}
.
By the triangular inequality, (4.3) can be bounded in two steps. We begin with:
(4.4)
∫
Σ
∣∣∣∣wn,2(φ−1wn(s))zn(φ−1wn(s)) − w2(φ
−1
w (s))
z(φ−1w (s))
∣∣∣∣2 ds ≤ 2(∫
Σ
∣∣∣∣wn,2(φ−1wn(s))zn(φ−1wn(s)) − w2(φ
−1
wn
(s))
z(φ−1wn(s))
∣∣∣∣2 ds+∫
Σ
∣∣∣∣w2(φ−1wn(s))z(φ−1wn(s)) − w2(φ
−1
w (s))
z(φ−1w (s))
∣∣∣∣2 ds).
By the change of variables t := φ−1wn(s), we bound the first term by∫
φ
−1
wn (Σ)
|z(t)wn,2(t)− zn(t)w2(t)|2
zn(t)z(t)2
dt ≤ 2
α3
∫ 1
0
z(t)2|wn,2(t)− w2(t)|2 + |z(t)− zn(t)|2|w2(t)2dt,
and we conclude that it converges to zero as n → ∞. The convergence to zero of the second
term in (4.4) is instead a consequence of Lemma 23 and the Lebesgue’s dominated convergence
theorem. The result follows. 
5. Normal forms around rank-two-nice singular curves
We study in this section the endpoint map F on the set ρ(V2) ⊂ L∞(I,R)⊕ L2(I,R), which
is an open neighborhood of the origin by Proposition 24.
By (4.2) we see that, on ρ(V2), F depends only on
∫ 1
0
v1(t)dt ∈ R and v2. To find a normal
form it is then sufficient to restrict F onto R⊕H1(I,R) ⊂ L∞(I,R)⊕H1(I,R), possibly after
an integration by parts as in (3.1).
5.1. A generalized Morse Lemma. Let F := F
∣∣
R⊕H1(I,R)
. Then we have:
F(c1, w2) : = x0 ◦ −→exp
∫ 1
0
(1 + c1)X1 + w˙2(t)X2dt
= y ◦ −→exp
∫ 1
0
c1X1 + w˙2(t)gtdt
on R⊕H1(I,R), and
F˚(c1, c, w) := x0 ◦ −→exp
∫ 1
0
(1 + c1)e
−w(t)X2
∗ X1dt ◦ ecX2
on the completion space R2 ⊕ L2(I,R) (compare with (3.1) and (3.2)).
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W˚
W˚
Oy
Oy
F˚(0) + d0˚F+ d
2
0
F˚+ tR
F˚(0) + d0˚F+ d
2
0
F˚
Pt Qt
Figure 3.
Notice that λHe0(˚F) is non-degenerate: in fact, since γ is rank-two-nice, the intersection of
ker(d0F˚ ) with R
2 ⊕L2(I,R) is nothing but the subspace P˚ ⊕ N˚ introduced in Section 3.2. This
allows to establish a “generalized Morse Lemma” much in the spirit of [20, Lemma 1.2].
We fix coordinates z := (c1, c, w2) ∈ R2 ⊕ L2(I,R), and we write F˚(z) = F˚(0) + d0˚F(z) +
d20˚F(z) + R(z), where R denotes a remainder term whose first and second derivatives at zero
vanish.
Proposition 25. There exist a neighborhood W˚ ⊂ R2 ⊕ L2(I,R) and an origin-preserving
diffeomorphism σ˚ : W˚ → W˚, and a diffeomorphism ν˚ : Oy → O0 of neighborhoods Oy ⊂ M and
O0 ⊂ R⊕ Im (d0F), respectively of y and 0, such that for every z ∈ W˚ there holds the identity:(˚
ν ◦ F˚ ◦ σ˚) (z) = (λHe0(˚F)(z′), d0˚F(z′′)) ,
where z = (z′z′′) is a coordinate system subordinated to the splitting ker(d0˚F)⊕ E.
Proof. We prove in fact a slightly stronger statement: there exist neighborhoods W˚ ⊂ R2 ⊕
L2(I,R) and Oy ⊂ M , respectively of the origin and of y, such that for every t ∈ I there exist
an origin-preserving diffeomorphism Pt : W˚ → W˚ and a diffeomorphism Qt : Oy → Oy that
preserves y, for which the diagram in Figure 3 commutes.
It is then sufficient to set σ˚ := P1 and ν˚ to be the composition of Q1 with a diffeomorphism
from Oy to O0 to prove the proposition.
More specifically, as for the classical Moser’s trick [16], we look for families (Pt)t∈I , (Qt)t∈I
of diffeomorphisms, of the form Pt =
−→exp ∫ t
0
Xτdτ and Qt =
←−exp ∫ t
0
Yτdτ , for suitable locally
Lipschitz time-dependent vector fields Xτ and Yτ on W˚ and Oy. For the definition of the right
and left chronological exponentials we refer to [3, Chapter 2]. For us, it is only important to
recall that d
dt
Pt = Pt ◦Xt and ddtQt = Yt ◦Qt.
Without loss of generality, we assume F˚(0) = 0, and we fix local coordinates on a neighborhood
Oy ⊂M of y, subordinated to the splitting T0M = coker(d0˚F)⊕Im (d0˚F). We also write mappings
f : R2 ⊕ L2(I,R) → T0M as sums of the form f = fλ + fE , where fλ = 〈λ, f〉 denotes the
projection of f along the abnormal direction.
The commutativity condition expressed by the diagram reads:
Pt ◦
(
d0˚F+ d
2
0F˚+ tR
) ◦Qt = d0F˚+ d20˚F.
Notice that for t = 0 the identity holds. Differentiating this equation we obtain:
(5.1) Pt ◦
(
Xt ·
(
d0˚F+ d
2
0˚F+ tR
)
+ R +
(
d0˚F+ d
2
0˚F+ tR
) ◦ Yt) ◦Qt = 0.
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We look for solutions to (5.1) of the form Xt = X
ker
t + X
E
t and Yt = Y
λ
t , where X
ker
t :=
πker(d0˚F)Xt.
Since Pt andQt are diffeomorphisms, solving (5.1) is equivalent to solving the following system
of equations:
(5.2)
{
d0˚FXt(z) + 2d
2
0˚F
E (z,Xt(z)) + tdzR
EXt(z) = −RE(z),
2d20˚F
λ (z,Xt(z)) + tdzR
λXt(z) + Y
λ
t
(
d0˚F(z) + d0˚F
2(z) + tR(z)
)
= −Rλ(z).
Let (d0˚F)
−1 : Im (d0˚F)→ E denote the right pseudo-inverse to d0˚F. We solve the first equation
of (5.2) with respect to XEt . Given z ∈ R2 ⊕ L2(I,R), let
JEt (z) : E → E,
z′ 7→ z′ + 2(d0˚F)−1d20˚FE(z, z′) + t(d0F˚)−1dzRE(z′).
Observe that JEt (0) = IdE for every t ∈ I. Then there exists a neighborhood of the origin
W˚1 ⊂ R2 ⊕ L2(I,R) such that JEt (z) is invertible for every z ∈ W˚1, and we have
(5.3) XEt (z) = −JEt (z)−1(d0˚F)−1
(
R
E(z) + 2d20˚F
E
(
z,Xkert (z)
)
+ tdzR
EXkert (z)
)
.
We substitute XEt in the second equation of (5.2). To find X
ker
t we solve to the scalar equation:
(5.4)
(
At(z), X
ker
t (z)
)
R2⊕L2(I,R)
+ Y λt
(
d0˚F(z) + d
2
0˚F(z) + tR(z)
)
= −Sλt (z),
where (·, ·)R2⊕L2(I,R) denotes the Hilbert product on R2⊕L2(I,R), and for every t ∈ I we defined
the maps
Sλt : W˚1 → R,
z 7→ λR(z) + 2λd20˚F
(
z, JEt (z)
−1(d0˚F)
−1
R
E(z)
)
+ tλdzR
(
JEt (z)
−1(d0˚F)
−1
R
E(z)
)
,
and At : W˚1 → R2 ⊕ L2(I,R) by requiring that:
(At(z), z
′)
R2⊕L2(I,R) := 2λd
2
0˚F(z, z
′)− 2λd20˚F
(
z, JEt (z)
−1(d0˚F)
−1
(
2d20˚F
E (z, z′) + tdzR
E(z′)
))
+ tλdzR(z
′)− tλdzR
(
JEt (z)
−1(d0˚F)
−1
(
2d20˚F
E (z, z′) + tdzR
E(z′)
))
for every z′ ∈ R2 ⊕ L2(I,R).
Notice that, for every t ∈ I, the first and the second derivatives of Sλt at zero vanish. Moreover,
d0At is a linear map from R
2 ⊕ L2(I,R) with the property that
(d0At(z), z
′)
R2⊕L2(I,R) = 2λd
2
0˚F(z, z
′).
for every z, z′ ∈ R2 ⊕ L2(I,R).
This implies that the linear operator
πker(d0˚F) ◦ d0At
∣∣
ker(d0˚F)
: ker(d0˚F)→ ker(d0F˚)
is in fact the invertible linear operator L associated with the restriction to P˚ ⊕ N˚ of λHe0F˚ of
Proposition 21.
Consider, for t ∈ I,
(5.5)
Ft : W˚1 → R2 ⊕ L2(I,R),
z 7→
(
πker(d0˚F) ◦At(z), d0˚F∗
(
d0˚F+ d
2
0˚F(z) + tR(z)
))
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where d0F˚
∗ : Im (d0˚F)→ E denotes an adjoint operator to d0F˚. An easy computation shows that
d0Ft has the upper triangular form
d0Ft =
(
L ∗
0 d0˚F
∗d0˚F.
)
If we introduce coordinates (v, w) on R2 ⊕ L2(I,R), adapted to the splitting ker(d0F˚) ⊕ E,
this means that Ft(z) = (v(z, t), w(z, t)) defines a local diffeomorphism on some neighborhood
W˚ ⊂ W˚1 for every t ∈ I.
By the Hadamard Lemma there exists a smooth function St : W˚→ ker(d0˚F) such that
(5.6)
Sλt (z) =
(
Sλt ◦ F−1t
)
(v(z, t), w(z, t))
=
(
Sλt ◦ F−1t
)
(0, w(z, t)) + (v(z, t),St(z))R2⊕L2(I,R) .
To conclude the proof it suffices to compare (5.4), (5.5) and (5.6), and to define:
Xkert := St, Y
λ
t := S
λ
t ◦ F−1t ◦ d0˚F∗
and XEt by plugging X
ker
t back in (5.3). It is not difficult to see that X
ker
t is Lipschitz with
vanishing first derivative at the origin, and that also Y λt and X
E
t are Lipschitz with respect to
their arguments, with vanishing first and second order derivatives at the origin. 
5.2. Proof of the main Theorem.
Proof of Theorem 2. We divide the proof into several steps. Let us define
W := W˚ ∩ (R⊕H1(I,R)) .
We begin by claiming that the diffeomorphism σ˚, provided by Proposition 25, restricts to a
diffeomorphism σ := σ˚
∣∣
W
of W.
Indeed, it is shown in [20, Theorem 3.2] that σ˚ has the form of a system of nonlinear Urysohn
integral equations of the second kind with small kernels, i.e.
σ˚(v)(t) = v(t)−
∫ 1
0
K(v, τ, t)dτ,
where K is differentiable with respect to the t-variable. It follows that σ˚(v) ∈ R ⊕H1(I,R) if
and only if v ∈ R⊕H1(I,R). The claim follows.
Next, let L∞Z (I,R) be defined as in (4.1), and consider the projection
πR⊕H1(I,R) : R⊕ L∞Z (I,R)⊕H1(I,R)→ R⊕H1(I,R),
where the decompositions are orthogonal with respect to the L2(I,R)-product.
If we now define
(5.7)
Wρ := π
−1
R⊕H1(I,R)(W) ∩ ρ(V2),
V := ρ−1(Wρ),
we conclude by Proposition 24 that V is an open neighborhood of the origin in L∞(I,R) ⊕
H1(I,R) contained in V2 (and an (∞, 2)-neighborhood, in fact).
Lastly, let us observe that
ϕ :=
(
σ
∣∣
R⊕{0}
, IdL∞
Z
(I,R), σ
∣∣
{0}⊕H1(I,R)
)
provides the desired change of coordinates on ρ(V) = Wρ. Then the theorem follows with V as
in (5.7), µ := ϕ ◦ ρ, V′ := µ(V) and ψ := ν˚, Oy, O0 as in Proposition 25. 
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5.3. Isolation of rank-two-nice singular curves. We prove in this section some isolation
properties of rank-two-nice singular curves in Ω(y) among the class of extremal curves, i.e.
among critical points of the extended endpoint map F (see (2.2)).
Let γ be a reference rank-two-nice singular curve, and fix a local chart around γ.
Proof of Theorem 4. Theorem 2 yields local coordinate systems on an (∞, 2)-neighborhood of
the origin V ⊂ ker(d0F )⊕ Im (d0F ) and on a neighborhood O0 ⊂M of the origin such that
F (v, w) =
(
λHe0F (v)
w
)
for every (v, w) ∈ V. In particular, if (v, w) ∈ Ω(y) then it must be the case that w = 0. This
proves the inclusion
Ω(y) ∩ V ⊂ {(v, 0) | v ∈ ker(d0F )} .
Let us write every v ∈ ker(d0F ) as a pair v = (v1, v2), in subordination to the splitting L∞(I,R)⊕
L2(I,R).
Now we claim the following: there exists a neighborhood of the origin U ⊂ V such that, if
(v, w) ∈ U is associated with an extremal curve, then v2 ≡ 0 a.e. on I.
Indeed, it is sufficient to consider any neighborhood U ⊂ V with the following property: for
every element (v, w) ∈ U, d(v,w)J : L2(I,R2) → R is not the zero map. Notice that this is
certainly possible since ∇0J = (1, 0).
Fix an extremal control (v, w) ∈ U, and let a ∈ C∞(M) be such that a(0) = 0 and d0a = λ.
We consider the composition a ◦ F : V→ R. In coordinates, we have (a ◦ F )(v, w) = λHe0F (v),
whence
d(v,w)(a ◦ F )(x, y) = 2λHe0F (v, x)
for every (x, y) ∈ L∞(I,R)⊕ L2(I,R).
Assuming by contradiction v2 different from zero, we conclude that there exists x ∈ ker(d0F )
such that λHe0F (v, x) 6= 0, in fact λHe0F (v, ·) is not the zero operator since γ is rank-two-nice.
However, this implies that d(v,w)F has maximal rank, and a covector ξ satisfying (2.2) cannot
exist, providing the absurd.
So far, we have shown the following: there exists a neighborhood of the origin U ⊂ L∞(I,R)⊕
L2(I,R), such that if u = (v, w) is a control associated with an extremal curve in Ω(y), then
w ≡ v2 ≡ 0 a.e. on I, implying that u2 ≡ 0 a.e. on I and, in turn, u = (u1, 0). On the other
hand, from the formula
y = F (u1, 0) = x0 ◦ e(1+
∫
1
0
u1(t)dt)X1 = y ◦ e
∫
1
0
u1(t)dtX1
we see that (u1, 0) ∈ Ω(y) if and only if u1 is of zero mean.
Finally, if we choose U so that 1 +
∫ t
0 u1(t)dt is of constant sign for every u ∈ U, we conclude
that the curve
t 7→ Ft(u1, 0) = x0 ◦ e(1+
∫
t
0
u1(τ)dτ)X1
is just a reparametrization of γ, and the theorem follows. 
Corollary 26. There exists a weak neighborhood of the origin V4 ⊂ L2(I,R2), such that the
only singular controls contained in V4 are of the form v = (v1, 0), with v1 of zero mean.
Proof. Let (vn)n∈N ⊂ Ω(y) be a sequence of singular controls weakly converging to zero in
L2(I,R2). By Proposition 5, Ft(γvn)→ Ft(γ) and dvnFt → d0Ft uniformly on t ∈ I.
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Since the conditions in Definition 1 describing a rank-two-nice curve are open conditions
among singular curves, we assume that γvn is rank-two-nice for every n ∈ N. In particular the
controls (vn)n∈N are smooth (hence contained in L
∞(I,R)⊕ L2(I,R)).
For every n ∈ N, pick λvn ∈ Im (dvnF )⊥ (resp. λv ∈ Im (dvF )⊥), and define
λ0vn :=
(dvnF )
∗ λvn
‖ (dvnF )∗ λvn‖
∈ T ∗x0M, λ0v :=
(dvF )
∗ λv
‖ (dvF )∗ λv‖
∈ T ∗x0M,
where ‖ ·‖ denotes some given norm on T ∗x0M . Clearly, λ0vn → λ0v, and a similar argument shows
that
λvn(t) := (dvnF
−1
t )
∗λ0vn → (dvF−1t )∗λ0v =: λv(t)
uniformly on I, as n→ +∞ (recall that (dwF−1t )∗ : T ∗x0M → T ∗Ft(w)M for every w ∈ L2(I,R2)).
From the uniform convergence of the associated biextremals, we conclude that the convergence
of vn to v takes place in L
∞(I,R)⊕L2(I,R). Then Theorem 4 applies, and allows to conclude. 
6. Jacobi fields and computations of conjugate points
We explain in this last chapter how to characterize conjugate points along a rank-two-nice
singular curve γ. We suppose for simplicity that ∆x = span{X1(x), X2(x)} in the domain under
consideration and we consider, as in Definition 11, a local chart V1 ∈ L2(I,R2) centered at zero.
For every s ∈ I we define Vs1 ⊂ L2([0, s],R2) to be the restriction of V1 to the subinterval
[0, s] ⊂ I, and if γ is an admissible curve, γs := γ
∣∣
[0,s]
denotes the restriction of γ to [0, s].
The endpoint map, the energy and the extended endpoint map have natural restrictions to Vs1,
which we denote by Fs, Js and Fs, respectively. In particular Fs(γ) = F (γs), Js(γ) = J(γs) and
Fs(γ) = F(γs).
Fix a rank-two-nice curve γ. To detect conjugate times it is convenient to work on the
cotangent space T ∗M . We call t 7→ λ(t) the extremal lift of γ, normalized so that λ0 := λ(0) ∈
T ∗x0M has norm one. Then λ(t) = (e
−tX1)∗λ0 = (e
(s−t)X1)∗λ(s) on [0, s].
Recall that, by (3.3) and Corollary 14, we have
(6.1)
ker(d0F˚s) =
{
(v, c, w) |
∫ s
0
w(t)g˙st (γ(s))dt =
∫ s
0
v(t)dtX1(γ(s)) + cX2(γ(s))
}
,
⊂ L2([0, s],R)⊕ R⊕ L2([0, s],R)
ker(d0F˚s) =
{
(v, c, w) ∈ ker(d0F˚s) |
∫ s
0
v(t)dt = 0
}
,
and that on L2(I,R)⊕ R⊕ L2(I,R) the Hessian map is given by
(6.2)
∫ s
0
〈λ(s), [g˙st , gst ](γ(s))〉w(t)2dt+
∫ s
0
〈
λ(s),
[
cX2 +
∫ t
0
w(τ)g˙sτdτ, w(t)g˙
s
t
]
(γ(s))
〉
dt,
both for Fs and Fs.
6.1. The symplectic framework. Let σ ∈ Λ1(T ∗M) be the standard Liouville one-form and
ω := dσ ∈ Λ2(T ∗M) denote the canonical symplectic form on T ∗M . We introduce the following
notations:
• For every µ ∈ T ∗M and x ∈ Tµ(T ∗M), we denote the skew-orthogonal complement to
x in Tµ(T
∗M) by x∠ := {y ∈ Tµ(T ∗M) | ωµ(x, y) = 0}.
• For every subspace N ⊂ TT ∗M , we denote the skew-orthogonal complement to N by
N∠ := {y ∈ TT ∗M | ω(x, y) = 0, for every x ∈ N}.
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• For every Hamiltonian function a ∈ C∞(T ∗M), we denote by ~a ∈ Vec(T ∗M) its Hamil-
tonian lift, given by the formula
ωµ(·,~a) = dµa(·), for every µ ∈ T ∗M.
Fix s ∈ I, and let π : T ∗M → M be the canonical bundle projection. We introduce the
fiberwise linear Hamiltonians
(6.3)
ξ1 : T
∗M → R,
µ 7→ 〈µ,X1(π(µ))〉 ,
ηst : T
∗M → R,
µ 7→ 〈µ, gst (π(µ))〉 ,
where we set gst := e
(s−t)X1
∗ X2 for every t ∈ [0, s]. Accordingly, we define the Hamiltonian lifts
~ξ1 and ~η
s
t , and we observe that ~η
s
s =
~ξ2 for every s ∈ I, where ξ2 is the Hamiltonian function
associated with X2 as in (6.3).
We identify T ∗
γ(s)M with Tλ(s)(T
∗
γ(s)M): in terms of local bases we identify ν =
∑m
i=1 νidxi
and ν =
∑m
i=1 νi∂λi(s). Then λ(s) is associated with the value at λ(s) of the Euler vector field
e ∈ Vec(T ∗M):
e(λ(s)) = λ1(s)∂λ1(s) + · · ·+ λm(s)∂λm(s).
We define
• Σ := {ν ∈ Tλ(s)(T ∗M) | ωλ(s)(λ(s), ν) = 0}/Rλ(s) to be the skew-orthogonal comple-
ment of λ(s) in the symplectic space Tλ(s)(T
∗M), factorized by span{λ(s)}. Notice that
Σ is a symplectic subspace of Tλ(s)(T
∗M), of dimension 2(m− 1).
• Π := T ∗
γ(s)M/Rλ(s).
Our identifications allow to identify Π with a Lagrangian (i.e. of dimension m− 1) subspace of
Σ, and for every µ ∈ T ∗
γ(s)M we have:
ωλ(s)(µ, ~ξ1) := 〈µ,X1(γ(s))〉 , ωλ(s)(µ, ~ηst ) := 〈µ, gst (γ(s))〉
where 〈·, ·〉 denotes the dual product. In particular ωλ(s)(λ(s), ~ξ1) = ωλ(s)(λ(s), ~ηst ) = 0 for every
t ∈ [0, s], and thus both ~ξ1 and ~ηst can be identified with elements of Σ.
Moreover, by the equality ωλ(s)(~ξ1, ~η
s
t ) = 〈λ(s), [X1, gst ](γ(s))〉, we deduce from (2.12) that
ωλ(s)(~ξ1, ~η
s
t ) ≡ 0 for every t ∈ [0, s], obtaining as well
(6.4) ωλ(s)(~ξ1, ~˙η
s
t ) ≡ 0, for every t ∈ [0, s].
Let l0t,s := ωλ(s)(~˙η
s
t , ~η
s
t ) = 〈λ(s), [g˙st , gst ](γ(s))〉. The quadratic form (6.2) becomes
(6.5)
∫ s
0
l0t,sw(t)
2dt+
∫ s
0
ωλ(s)
(
c~ηss +
∫ s
0
w(τ)~˙ηsτ dτ, w(t)~˙η
s
t
)
dt,
while the kernel conditions (6.1) read
(6.6)
ker(d0F˚s) =
{
(v, c, w) |
∫ s
0
w(t)~˙ηst (λ(s))dt =
∫ s
0
v(t)dt~ξ1(λ(s)) + c~ξ2(λ(s))
}
,
ker(d0F˚s) =
{
(v, c, w) |
∫ s
0
w(t)~˙ηst (λ(s))dt = c
~ξ2(λ(s)),
∫ s
0
v(t)dt~ξ1(λ(s)) = 0
}
.
These conditions are equivalent to the following:
(a) w ∈ L2([0, s],R) belongs to ker(d0F˚s) if, for every ν ∈ Π ∩ span{~ξ1(λ(s)), ~ξ2(λ(s))}∠ +
R~ξ1(λ(s)), we have
∫ s
0 ωλ(s)(ν, ~˙η
s
t )w(t)dt = 0. Notice that ν can be defined modulo
~ξ1(λ(s)) because of (6.4).
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(b) w ∈ L2([0, s],R) belongs to ker(d0F˚s) if, for every ν ∈ Π ∩ span{~ξ2(λ(s))}∠, we have∫ s
0
ωλ(s)(ν, ~˙η
s
t )w(t)dt = 0.
6.2. Conjugate points. Let s ∈ I. We recall that γ(s) is a conjugate point along γ if the kernel
of the quadratic form in (6.5), whose domain is determined by either one of the two conditions
in (6.6), admits a nontrivial orthogonal decomposition of the form{
(v, 0, 0) |
∫ 1
0
v(t)dt = 0
}
⊕ Z ′1.
The multiplicity of γ(s) as a conjugate point equals the dimension of Z ′1 (compare with Defini-
tion 17).
Thus γ(s) is a conjugate point along γ if and only if there exists (v0, c0, w0) ∈ ker(d0F˚s) (resp.
(v0, c0, w0) ∈ ker(d0F˚s)) such that
(i) (c0, w0) 6= (0, 0),
(ii)
∫ s
0
(
l0t,sw0(t) + ωλ(s)
(
c0~ξ2 +
∫ t
0
w0(τ)~˙η
s
τdτ, ~˙η
s
t
))
w(t)dt = 0
for every (v, c, w) ∈ ker(d0F˚s) (resp. for every (v, c, w) ∈ ker(d0F˚s)).
By (6.6), this implies that for all t ∈ [0, s]
(6.7) l0t,sw0(t) + ωλ(s)(c0
~ξ2 +
∫ t
0
w0(τ)~˙η
s
τdτ, ~˙η
s
t ) = ωλ(s)(−ν, ~˙ηst ),
for some ν ∈ Π ∩ span{~ξ1(λ(s)), ~ξ2(λ(s))}∠ + R~ξ1(λ(s)) (resp. ν ∈ Π ∩ span{~ξ2(λ(s))}∠).
Let
k(t) :=
∫ t
0
w0(τ)~˙η
s
τ (λ(s))dτ + c0
~ξ2(λ(s)) + ν.
Multiplying both its sides by ~˙ηst (λ(s)), we rewrite (6.7) as the Jacobi equation on Σ:
(6.8) l0t,sk˙(t) = ωλ(s)(~˙η
s
t , k(t))~˙η
s
t (λ(s)),
where the corresponding boundary conditions become, respectively,
(6.9)
(a)
{
k(0) ∈ Π ∩ span{~ξ1(λ(s)), ~ξ2(λ(s))}∠ + span{~ξ1(λ(s)), ~ξ2(λ(s))},
k(s) ∈ Π
(b)
{
k(0) ∈ Π ∩ span{~ξ2(λ(s))}∠ + span{~ξ2(λ(s))},
k(s) ∈ Π
Proposition 27. Let s ∈ I. The point γ(s) is a conjugate point along γ for the map Fs (resp.
for Fs) if and only if there exists a solution k(·) to (6.8), that satisfies an appropriate boundary
condition in (6.9).
Remark 28. Observe that in both cases k(0) belongs to a Lagrangian subspace of Σ, of the form
Π ∩ Γ∠ + Γ with Γ isotropic.
6.3. Regular distributions. We specify now the Jacobi equations for a particular class of rank-
two sub-Riemannian structures, the so-called regular structures, that have been investigated e.g.
in [21, 13]. Assume M is an (m+ 2)-dimensional manifold, and that ∆ = span{X1, X2} in the
domain under consideration. Moreover, we assume that:
• X1, X2, . . . , (adX1)m−1X2 are linearly independent.
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• There exist smooth functions β, {αi, i = 0, . . . ,m− 1} on M , such that
(6.10) (adX1)
mX2 = βX1 +
m−1∑
i=0
αi(adX1)
iX2.
• [[X1, X2], X2] is linearly independent from V = span{X1, X2, . . . , (adX1)m−1X2}.
Under these hypotheses it turns out [21, Section 8] that integral curves of the vector field X1 are
indeed corank-one abnormal geodesics for ∆. Moreover, these curves are also strictly abnormal
as soon as β 6= 0 along the trajectory.
With gst as in (6.3) and i ∈ N, we define
(6.11)
g
s,(i)
t := ∂
(i)
t g
s
t = (−1)ie(s−t)X1∗ (adX1)iX2,
l
(i)
t,s := 〈λ(s), [gs,(1)t , gs,(i)t ](γ(s))〉 = ωλ(s)(~ηs,(1)t , ~ηs,(i)t ).
Calling βt := β(γ(t)) and α
i
t := α
i(γ(t)), it is immediate to deduce from (6.10) its symplectic
version along γ, that is
(6.12) ~η
s,(m)
t (λ(s)) = βt
~ξ1(λ(s)) +
m−1∑
i=0
αit~η
s,(i)
t (λ(s)).
Let Z := {~ξ1(λ(s)), ~ηst (λ(s)), t ∈ [0, s]}, and notice that we have the decomposition Σ = Π⊕ Z.
For every τ ∈ [0, s], (6.12), yields:
Z = span
{
~ξ1(λ(s)), ~η
s
τ (λ(s)), . . . , ~η
s,(m−1)
τ (λ(s))
}
.
Notice that Z is not a Lagrangian subspace, nonetheless the symplectic form ωλ(s) defines a
non-degenerate splitting between Π and Z.
Let us write k(t) = zt + θt, with zt ∈ Z and θt ∈ Π. Then (6.8) splits as the differential
system of equations:
(6.13)
{
l0t,sz˙t = ωλ(s)(~η
s,(1)
t , zt + θt)~η
s,(1)
t (λ(s)),
θ˙t = 0,
whose boundary conditions are given respectively by (compare with (6.9)):
(6.14)
(a) zs = 0, z0 ∈ span{~ξ1(λ(s)), ~ξ2(λ(s))}, ωλ(s)(~ξ2, θ0) = ωλ(s)(~ξ1, θ0) = 0,
(b) zs = 0, z0 ∈ span{~ξ2(λ(s))}, ωλ(s)(~ξ2, θ0) = 0.
If we write zt = z
f
t
~ξ1(λ(s)) +
∑m−1
i=0 z
i
t~η
s,(i)
t (λ(s)) and we define ζt := ωλ(s)(~η
s
t , θ0) and l
(i)
t,s as
in (6.11), we see that (6.13) is equivalent to the following system of equations:
(6.15)

z˙ft = −βtzm−1t , zfs = 0,
z˙0t = −α0t zm−1t , z0s = 0,
l0t,s(z˙
1
t + α
1
t z
m−1
t ) =
m−1∑
j=2
l
(j)
t,s z
j
t + ζ˙t, z
1
s = 0,
z˙jt + α
j
tz
m−1
t = −zj−1t , for every j = 2, . . . ,m− 1, zjs = 0,
ζ
(m)
t = βtωλ(s)(
~ξ1, θ0) +
m−1∑
i=0
αitζ
(i)
t , ζs = 0,
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and γ(s) is a conjugate point along γ for Fs (resp. for Fs) if and only if (6.15) admits a nontrivial
solution that further satisfies the boundary conditions (6.14)
(a) zi0 = 0 for all i = 1, . . . ,m− 1,
(b) zi0 = 0 for all i = 1, . . . ,m− 1 and also zf0 = 0.
6.4. The Engel case. We study conjugate points along rank-two-nice singular curves on Engel
structures, that is regular rank-two sub-Riemannian structures (M,∆) with M of dimension 4.
In this case, the vector field X1 satisfies all the conditions on the Lie brackets required in the
previous part by the results in [8].
We begin with the endpoint map Fs. Taking into account that ωλ(s)(~ξ1, θ0) = 0, the relevant
equations to solve (6.15) are:{
l0t,s(z˙
1
t + α
1
t z
1
t ) = ζ˙t, z
1
s = 0,
ζ¨t = α
0
t ζt + α
1
t ζ˙t, ζs = 0.
We see from (6.12) that
(6.16) l˙0t,s =
d
dt
ωλ(s)(~˙η
s
t , ~η
s
t ) = ωλ(s)(~¨η
s
t , ~η
s
t ) = α
1
t l
0
t,s,
yielding that l0s,t = l
0
0,se
∫
t
0
α1τdτ , and therefore
(6.17) ls0,s
d
dt
(
z1t e
−
∫
t
0
α1τdτ
)
= ζ˙t.
Because γ is rank-two-nice, l00,s 6= 0 and then the further requirement z10 = 0 is met if and only
if ζ0 = ωλ(s)(~η
s
0, θ0) = 0. So far, we have thus established the relations
ωλ(s)(~η
s
s , θ0) = ωλ(s)(~η
s
0, θ0) = ωλ(s)(
~ξ1, θ0) = 0.
On the other hand θ0 ∈ Π belongs to a three dimensional space, and then the linear map
ωλ(s)(·, θ0) cannot have a three dimensional kernel, for otherwise θ0 would be zero. This implies
that γ(s) ∈ I is a conjugate point along γ if and only if
X1(γ(s)) ∧X2(γ(s)) ∧ gs0(γ(s)) = 0.
Similar computations hold for the extended endpoint map Fs. Here, the relevant equations
are 
z˙ft = −βtz1t , zfs = 0,
l0t,s(z˙
1
t + α
1
t z
1
t ) = ζ˙t, z
1
s = 0,
ζ¨t = α
0
t ζt + α
1
t ζ˙t + βtωλ(s)(
~ξ1, θ0), ζs = 0.
In addition to the equations found before, we require zf0 = 0. Since z
1
0 = ζ0, we obtain from
(6.17) that z1t =
1
l0
0,s
ζte
−
∫
t
0
α1τdτ , which readily yields
∫ s
0 βtζte
−
∫
t
0
α1rdrdt = 0.
In terms of vector fields we conclude that γ(s) is a conjugate time along γ if and only if
X2(γ(s)) ∧ gs0(γ(s)) ∧
∫ s
0
βte
−
∫
t
0
α1τdτgst (γ(s))dt = 0.
We are ready to complete the discussion of the example of Section 1.5. From the structural
equations we see that
[X1, [X1, X2]] =
X1
2
−X2,
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whence α0t ≡ −1, α1t ≡ 0 and βt ≡ 1/2. Moreover it is not restrictive to assume by (6.16) that
l0t,s ≡ 1, and we suppose as well ζ˙0 = 1.
In the case of the endpoint map Fs it is immediate to solve for ζ, and we find ζt = sin(t). A
time s ∈ I yields a conjugate point γ(s) along γ if and only if ζs = 0, whence the computation
of aF readily follows.
We pass to Fs, and we denote for simplicity ℓ := ωλ(s)(~ξ1, θ0) 6= 0. Solving for ζt and zft
(imposing zf0 = 0) yields:
ζt =
1
2
(ℓ− ℓ cos(t) + 2 sin(t)) ,
zft =
∫ t
0
1
2
ζτdτ =
1
4
(2 + ℓt− 2 cos(t)− ℓ sin(t)) .
We look for solutions to ζt = z
f
t = 0. Clearing out ℓ, we see that γ(s) is a conjugate point if and
only if s solves
2 cos(s)− 2 + s sin(s)
2 cos(s)− 2 = 0.
Now, notice that if cos(s) = 1, zfs = 0 if and only if s = 0 or ℓ = 0, which is not possible by
assumption. Then we may forget about the denominator and arrive to the claimed expression
for aF.
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