Recent results have lead to substantial progress in understanding the role of disorder in the (de)localization transition of polymer pinning models. Notably, there is an understanding of the crucial issue of disorder relevance and irrelevance that is now rigorous. In this work, we exploit interpolation and replica coupling methods to obtain sharper results on the irrelevant disorder regime of pinning models. In particular, in this regime, we compute the first order term in the expansion of the free energy close to criticality and this term coincides with the first order of the formal expansion obtained by field theory methods. We also show that the quenched and quenched averaged correlation length exponents coincide, while, in general, they are expected to be different. Interpolation and replica coupling methods in this class of models naturally lead to studying the behavior of the intersection of certain renewal sequences and one of the main tools in this work is precisely renewal theory and the study of these intersection renewals.
1. Introduction. The role played by quenched disorder in statistical mechanics models is still little understood, not only from the mathematical standpoint, but also at less rigorous levels of analysis. Still, some physical approaches, in spite of being nonrigorous, provide predictions that are very intriguing for mathematicians, for at least two reasons. First, disordered systems are doubly probabilistic, with two sources of randomness that enter at the same time, but in very distinct ways, and this interplay has clearly demanded wholly new ideas that have then played a role well beyond the realm of statistical mechanics (we cite here the particularly remarkable example of all the mathematical tools that have been developed around spin glasses [7, 8, 25, 28] ). Second, solutions or conjectures, set forth mostly in 4 G. GIACOMIN AND F. L. TONINELLI i.i.d. sequence. Note that the law of η n coincides with the law of τ 1 . We assume that τ 1 takes values in N ∪ {∞} = {1, 2, . . .} ∪ {∞} and we set K(n) := P(τ 1 = n). We call K(·) an inter-arrival law and, in general, we are going to refer to a renewal sequence with inter-arrival law F (·) as F (·)-renewal. Throughout the paper, we assume that
where α > 0 and L(·) is a slowly varying function. We recall that L : (0, ∞) → (0, ∞) is slowly varying if it is measurable and if lim x→∞ L(cx)/L(x) = 1 for every c > 0, where the notation a(x) x→l ∼ b(x) means that lim x→l a(x)/b(x) = 1. We refer to [6] for the full theory of slow variation. For the sake of generality, we are not going to assume that n∈N K(n) = 1, but rather that n∈N K(n) ≤ 1, and we set K(∞) := 1 − n∈N K(n) (see, however, Remark 2.1 below). This means that, in general, τ 1 takes on finite values only with probability 1 − K(∞). When K(∞) > 0, we say that the renewal is terminating or transient, while if K(∞) = 0, we say that it is persistent or recurrent.
For notational convenience, we are also going to look at τ as a subset of N ∪ {0, ∞}. Note that in the terminating case, almost surely τ is a finite set (containing ∞) and in the persistent case, τ contains infinitely many points (but ∞ / ∈ τ ). As is customary, the function n → P(n ∈ τ ), τ a general renewal sequence, is called the renewal function of τ . The renewal function is related to the inter-arrival law by the recurrence scheme P(n ∈ τ ) = 1 {0} (n) + n j=1 P(τ 1 = j)P(n − j ∈ τ ). (2.2) We cite here the following important consequence of the sharp renewal estimates proven in [13, 17] : if τ is a persistent K(·)-renewal, then, for every α ∈ (0, 1),
2.2. The general model. The disordered pinning model of finite size N ∈ N and parameters β ≥ 0 and h ∈ R is defined by introducing the new probability measure P N,ω (= P N,ω,β,h ) and the (realization of the) sequence of independent standard normal random variables ω := {ω n } n∈N via the formula dP N,ω dP (τ ) := 1 Z N,ω exp N n=1 (βω n + h)1 n∈τ 1 N ∈τ , (2.4) ON THE IRRELEVANT DISORDER REGIME 5 where Z N,ω is the normalization (or partition) function. All major results on this model are stated assuming that K(∞) = 0, without loss of generality (see Remark 2.1 below), but terminating renewals play a central role in the technical arguments.
Informally, P N,ω describes a point process that favors trajectories, that is, random subsets of the integer numbers, which maximize the energy, that is, the sum over the subset of the (inhomogeneous) quantity βω n + h. Due to the fact that values of the energy close to the maximal one are typically reached only by few configurations, a nontrivial energy-entropy competition arises. This model presents a localization/delocalization transition, in the sense that if overall the energy contributions are negative, for example, if h is negative and large in absolute value, then, in the limit as N → ∞, the process trajectories concentrate on sets containing only a few points and these points are close to the boundary of the system (this is what we call a delocalization phenomenon). The complementary situation is observed when the energy contributions are overall positive and the size of the random sets that are typically observed for N large is a positive fraction of N (localization). We are being very imprecise about what we mean by overall positive or overall negative; in a sense, making this concept precise is the central issue in comprehending the (de)localization transition. We refer, for example, to [18] , Chapter 1, for a substantially more detailed discussion of the model, an overview of the literature and a survey of the very many contexts in which this model has been proposed and studied.
The law of ω is denoted by P. The model has to be understood as a quenched model, but, in this work, we will also focus on the quenched averaged measure EP N,ω (not to be confused with the annealed measure that we discuss below). Quenched and quenched averaged quantities may coincide in the limit as N → ∞ (this is the phenomenon known as selfaveraging). The first and (possibly) most important of the self-averaging quantities is the free energy
The limit is to be understood in the P(dω)-almost sure or in the L 1 (P(dω)) sense. The existence of such a limit follows by standard arguments (see, e.g. [18] , Chapter 4). It is also standard to show that F(β, h) ≥ 0 and to split the parameter space into a delocalized region D : = {(β, h) : f(β, h) = 0} and a localized one L : = {(β, h) : F(β, h) > 0} = {(β, h) : h > h c (β)} with h c (β) := inf{h : F(β, h) > 0} [18] , Chapter 1.
We quickly recall that this splitting of the phase space into localized and delocalized regions corresponds to sharply different path properties in the limit of large values of N (see [18] , Chapter 7, and references therein). In particular, in [21] , it is shown that the weak limit P ∞,ω of {P N,ω } N exists P(dω)-a.s. for h > h c (β). Moreover, in [21] , it is shown that F(·, ·) is C ∞ for h > h c (β). We will also occasionally need the definition
2.3. The homogeneous model. With abuse of notation, we let P N,h = P N,ω,0,h . This case is, of course, much easier to handle since inhomogeneous potentials are no longer present. As a matter of fact, the model is completely solvable. Understanding the homogeneous model in some detail is quite central for this work and we therefore give a detailed sketch of what is known about the model. More details can be found in [18] , Chapters 1 and 2.
With further abuse of notation, given h, we denote by
if such a solution exists, and F := 0 otherwise. Note that if F < 0, by (2.1), the left-hand side of (2.7) is equal to ∞ and from this, one easily infers that a solution F to (2.7) can be found only if n∈N K(n) ≤ exp(−h), that is, if h ≥ h c := − log n∈N K(n). Elaborating slightly further, one also easily sees that h → F(h) is nondecreasing and is increasing if h > h c . Moreover, it is a continuous function; in fact, it is real analytic, except at h = h c . It is not difficult to show that the following identity holds for every N : (2.8) where, under P h , the sequence τ is a renewal sequence with inter-arrival law n → P h (τ 1 = n) = exp(h)K(n) exp(−F(h)n). By the very definition of F(h), such a renewal sequence is terminating if h < h c and is persistent if h ≥ h c . From (2.8), it directly follows that
so F(h) is the free energy of the model and, going back to (2.5), we note that
Remark 2.1. The explicit solution we have outlined shows, in particular, that there is no loss of generality in assuming that n∈N K(n) = 1 since this simply leads to a change in the value of h c . The same is also true for the disordered case introduced in Section 2.2 (for a detailed discussion of this point, we refer to [18] , Chapter 1). We are therefore going to make this assumption throughout the remainder of the paper, so h c = h c (0) = 0. Remark 2.2. Note that F(h) ≥ 0 is a consequence of the subexponential character of K(·): from (2.7), one sees that F(·) ≥ 0 if and only if n∈N K(n) × exp(δn) = ∞ for every δ > 0. If this latter condition fails, then there exists some h such that F(h) < 0, but (2.8) still holds. The technical arguments in this work at times rely on pinning problems for homogeneous exponentially decaying inter-arrival laws [i.e., such that n∈N K(n) exp(δn) < ∞ for some δ > 0] and, even if we are not interested in the negative free energy regime, we wish to point out that the solution scheme for these models is the same as that for the subexponentially decaying inter-arrivals.
2.4.
Quenched and annealed models. Important bounds for quenched systems come from the annealing procedure. This simply involves exchanging the order of the disorder average and the logarithm in the definition of the quenched averaged model, namely, at the partition function level: E log Z N,ω ≤ log EZ N,ω . The latter expression is nothing but the logarithm of the partition function of an homogeneous model with potential equal to h + (β 2 /2). Such a model is referred to as annealed and its free energy is therefore simply F(0, h + (β 2 /2)), which coincides with F(h + (β 2 /2)) in the shorthand notation of Section 2.3. Of course, the critical point for the annealed model is just h a c (β) := −(β 2 /2) [here, we use the fact that h c = h c (0) = 0 with the assumption that K(∞) = 0]. Therefore, for every ∆ ∈ R, we have
and h c (β) ≥ h a c (β) for every β. Quenched-to-annealed comparisons are generally strict, but it has been recently proven (in [3] ) that if either α ∈ (0, 1/2) or α = 1/2 and
then there exists some β 0 > 0 such that
as a consequence of the fact that for every ε > 0, there exists some ∆ 0 > 0 such that
for ∆ ≤ ∆ 0 and β ≤ β 0 . The proof in [3] is based on a modified second moment method. The alternative proof in [30] is instead based on the interpolation method and it is precisely by exploiting this second method further that we are able to sharpen (2.13). In order to better understand the results that we have just mentioned, as well as the role of (2.11), we now make a brief detour that is also going to allow us to state a first new result. 2.5. Harris criterion and renewal intersections. A key question in several instances is understanding whether or not introducing the disorder substantially changes the behavior of a model. This question is particularly intriguing close to criticality and, as mentioned in Section 1, a somewhat general argument to determine whether the disorder is relevant or irrelevant has been proposed by A. B. Harris. In particular, arguingà la Harris for disordered pinning models, one obtains that for α < 1/2, quenched and annealed criticality points, as well as quenched and annealed critical properties, should coincide for small values of β. Note that (2.12) and (2.13) prove the correctness of the physical claims for α < 1/2, that is, when disorder is irrelevant. Actually, the small disorder expansion arguments in [16] suggest that when disorder is irrelevant, one should be able to write
for β small and ∆ ց 0. For such an expansion, it is of course crucial that (∂ ∆ F(0, ∆)) 2 = o(F(0, ∆)) as ∆ ց 0 and this will, in fact, be shown to hold under assumption (2.11). In fact, (2.14) itself can actually be made rigorous and an upper bound corresponding to (2.14) has already been proven in [30] . Here, we are going to prove the opposite bound. More precisely, we establish the following:
What we are going to prove goes beyond the content of Theorem 2.3, in the sense that estimates for β and ∆ small but finite are also established. In particular, it is natural to ask for which values of β the small-∆ expansion in (2.14) can be performed. Alternatively, one can ask what the value of β 0 is in (2.12) . This is what we are going to explain next and this is also going to clarify the role of the hypothesis (2.11) in probabilistic terms.
A crucial mathematical object that comes up in [3, 30] and (more implicitly) in [12, 16] is the intersection renewal τ ∩ τ ′ , where τ ′ is an independent copy of τ . It is well known and straightforward to show that if τ and τ ′ are two independent (general) renewals, then the sequence (or random set) τ ∩ τ ′ is also a renewal and P(n ∈ τ ∩ τ ′ ) = P(n ∈ τ )P(n ∈ τ ′ ), so the renewal function is explicit and, by using (2.2), one can then extract the inter-arrival law of τ ∩ τ ′ . We point out that the implicit character of (2.2) means that this procedure is of nonimmediate applicability. There are, however, some properties of τ ∩ τ ′ that one can easily address, in particular, whether τ ∩ τ ′ is terminating or persistent. Restricting to the case in which both τ and τ ′ are K(·)-renewals, by using the identity E[|τ ∩ τ ′ |] = n P(n ∈ τ ) 2 and (2.3), one sees that τ ∩ τ ′ is almost surely a finite set and therefore the renewal is terminating (in spite of the fact that τ and τ ′ are persistent) if (2.11) holds. Actually, since, in full generality, the expected size of a renewal set coincides with the reciprocal of the probability that the inter-arrival variable takes the value +∞ (e.g., [6] , Section 8.7), (2.11) is necessary and sufficient for the intersection of two independent K(·)-renewals to be terminating.
If one now considers the 2-replica homogeneous pinning model with free energy equal to
the computation of such a limit falls in the realm of the general theory recalled in Section 2.3. In particular, since τ ∩ τ ′ is terminating and the inter-
, by applying (2.7)-(2.9), one sees that the expression in (2.16) is zero for λ ≤ λ 0 , with λ 0 := − log(1−P ⊗2 ((τ ∩τ ′ ) = {0})) > 0. The quantity β 0 mentioned above [see (2.12)] may be chosen to be equal to λ 0 /2.
Besides the quantitative estimate, the aim of what we have just explained is to emphasize that the irrelevant disorder regime holds when the renewal intersection built from the K(·)-renewals is terminating (delocalized) and the coupling parameter is so small that it does not make them persistent (localized).
2.6.
On the irrelevant disorder regime. We are now going to state more results in the spirit of Theorem 2.3. In order to do this, we need to recall a quantity introduced in [2, 21] :
We let µ(β, h) := lim N →∞ µ N (β, h) (the limit exists by superadditivity).
A certain number of facts are known about µ. First of all, we have, in general, that 0 ≤ µ ≤ F, the lower bound being a consequence of the subexponential character of K(·) and the upper one of Jensen's inequality. However, a stronger statement was proven in [21] 
In particular, µ(β, h) > 0 if and only if (β, h) ∈ L. We will see in a moment that a question of great interest is whether or not µ and F have the same critical behavior close to h c (β). For the moment, let us mention that in [31] , it was proven that
for some positive c(β) if, say, 0 < h − h c (β) ≤ 1. This can be expressed in a less precise, but more intuitive, way: assume that for h ց h c (β),
Then, (2.19) and the upper bound in (2.18) imply that ν F ≤ ν µ ≤ ν F + 1. Our Theorem 2.4 below says, in particular, that in the irrelevant disorder regime, ν F = ν µ . Before we formulate Theorem 2.4, it is useful to discuss why µ is an interesting quantity to look at and why we wish to compare the critical behavior of F and µ.
We demonstrate the relevance of µ by giving three instances in which it appears:
1. Let ∆ N be the largest gap in the renewal up to N , that is,
Then, for h > h c (β), one has, for every ε > 0,
This was proven in [2] in a related model (the copolymer at a selective interface) and, in the present context, in [21] , Theorem 2.5. 2. Let ∆ x := τ ι(x)+1 − τ ι(x) with ι(x) equal to the value of j for which x ∈ {τ j , τ j + 1, . . . , τ j+1 − 1}. For every ε > 0, there exists c = c(ε, β, h) > 0 such that for every x < N ,
where the lower bound holds for n ≤ N/2 and the upper one for n ∈ N. This can be proven in analogy with [21] , Proposition 2.4 and it is detailed in [18] , Chapter 7. 3. For the system in the localized phase, two distinct correlation lengths are naturally defined. One starts from the two-point function defined as
where P ∞,ω is the bi-infinite volume measure built in a natural way in the localized regime, with ω an i.i.d. bi-infinite sequence (see [21] for details). In [21] , it is shown that ω (k) vanishes exponentially for k → ∞ and the same holds [P(dω)-almost surely] without taking the disorder average. It is then natural to call the inverse of the rate of exponential decay of EC ω (k) [resp. of C ω (k)] the average correlation length ξ av (resp., typical correlation length ξ typ ).
From general principles, one expects that close to criticality, ξ av and ξ typ diverge like 1/µ and 1/F, respectively, and in some specific examples, this can be proven. This is, in particular, true when K(n) = P(inf{k : S k = 0} = 2n) and {S n } n≥0 is the one-dimensional simple random walk started from 0. In this case, it was proven in [31] that for every h > h c (β),
Note that, for this choice of K(·), one has α = 1/2 and L(·) asymptotically constant in (2.1), so (2.11) is not satisfied.
For a general inter-arrival law K(·) satisfying (2.1), (2.25) does not hold since this is already the case in the nondisordered setup [19] . However, in the nondisordered setup, (2.25) does hold for h − h c sufficiently small and a (possibly weaker) form of (2.25) is expected for the whole class of disordered models sufficiently close to criticality (see [32] for some results in this direction).
In general, there is no reason to believe that ξ typ and ξ av have the same critical behavior (see, e.g., [14] ).
As we have already mentioned, in the irrelevant disorder regime, we can prove that µ and F behave in essentially the same way close to criticality (in particular, the critical exponents coincide) and for both, we have a control over the first-order term in the small-disorder expansion near criticality [cf. (2.14)].
Theorem 2.4. If (2.11) holds, then there exist positive constants β 0 , C and ∆ 0 such that, for β ≤ β 0 and 0 ≤ ∆ ≤ ∆ 0 ,
The formulation of this theorem has been chosen in order to give a global vision on the µ versus F bounds, but the novel statement is just the first inequality. The two inequalities in the second line of (2.26) have, in fact, been proven, in [21] , Appendix B and [30] , Theorem 2.6, respectively. Remark 2.5. In the proof of Theorem 2.3, we actually prove the following, more explicit, bound: for every ε ∈ (0, 1), there exist positive constants β 0 (ε) and ∆ 0 (ε) (we refer to Corollary 5.4 for explicit expressions of these constants) such that
. This estimate must, of course, be matched with the rightmost inequality in (2.26).
We now give two further results that can be considered corollaries of Theorem 2.4 and that show how far the method we are using can be pushed.
The first result gives sharp estimates on the finite-volume free energy at the critical point. First, note that for the annealed system, 1
where we have used (2.3) in the last step. A heuristic weak-disorder expansion established in [12] suggests that for β small, (1/N )E log Z N,ω (β, h c (β)) has the same behavior for large N . Indeed, we can prove the following: Proposition 2.6. If (2.11) holds, then, for β sufficiently small,
The second and final result is as follows:
As we are going to explain in a moment, the latter result establishes the absence of multifractality of the order parameter. First, the conditions on n(N ) simply guarantee that we are looking at a site in the bulk, that is, a site whose distance from the boundaries of the system diverges in the thermodynamic limit. To make this clear, think of the case n(N ) = ⌊N/2⌋ (⌊·⌋ is the integer part of ·). Since
(see Section 4), it is clear that both numerator and denominator in (2.30) vanish in the limit N → ∞ followed by h ց h c (β) and the random variable P N,ω (⌊N/2⌋ ∈ τ ) tends to zero in probability. This is, however, not enough to guarantee that the ratio in (2.30) remains finite. For instance, in cases where (2.11) does not hold [in particular, when α = 1/2 and L(·) is asymptotically constant or α = 3/4] recent numerical simulations [26] seem to indicate that the numerator and denominator of (2.30) behave, respectively, like (h − h c (β)) y 2 and (h − h c (β)) y 1 with y 1 > y 2 > 0. This fact, which is referred to as multifractality of the order parameter at criticality [26] , would imply, in particular, that the limsup in (2.30) is infinite when disorder is relevant.
2.7.
Interpolation method and the 2-replica homogeneous model. The basic idea developed in [30] is to introduce the modified free energy (2.32) where
Moreover, via Gaussian integration by parts, it is proven in [30] 
Since the second line does not involve the disorder ω, (2.37) is a powerful tool to obtain explicit free energy lower bounds (it is through (2.37) that (2.13) is proved in [30] ). At the heart of the technical arguments in this work is, therefore, a homogeneous 2-replica pinning model which may be of interest in its own right and which we discuss in the remainder of this section. It is indexed by a nonnegative parameter b and by a real coupling parameter λ, and it is built as follows: recall that we are assuming n∈N K(n) = 1 and set
so that c(0) = 1 and the K b (·)-renewal is persistent. Now, take two independent copies τ and τ ′ of a K b (·)-renewal. As we have already seen,
and through (2.2), the inter-arrival law of τ ∩ τ ′ that we denote by K b (·) can therefore be computed. The 2-replica homogeneous model is defined in strict analogy with the 1-replica homogeneous model (i.e., the annealed model) of Section 2.3, with the notational change of λ in place of h and the more substantial change of considering K b (·)-renewals instead of K(·)-renewals. We will actually be interested in the free energy of the model, namely, in
In [30] , the term on the right-hand side of (2.41) has been bounded above by using the Hölder inequality, thereby obtaining (2.13). One of the purposes of our work is to sharply evaluate B(b, λ).
Note that, setting b = 0 in (2.41), one gets precisely (2.16) and that, thanks to (2.7) and (2.38) (see also Remark 3.1 below),
The existence of the limit in (2.41) falls in the realm of the theory of the standard homogeneous pinning model outlined above, with the important difference that if b > 0, then K b (·) decays exponentially and B(b, λ) can then be negative; see Remark 2.8. In fact, once again, the crucial point is to decide whether or not the equation
has a solution. For the sake of conciseness, we will not consider this problem in full generality. The relevant case for us is the one in which (2.11) holds ON THE IRRELEVANT DISORDER REGIME 15 and λ > 0 [which immediately implies that B(b, λ) > 0]. In particular, we will be interested in the asymptotic behavior of B(b, λ) for both λ and b small and we will show that in this regime,
which, incidentally, is just what one would obtain by naively expanding to first order the exponential in (2.41) for λ small and then applying the renewal theorem to take the N → ∞ limit (thus performing an a priori unjustified exchange of limits). For a more precise and refined statement of (2.44), see Corollary 5.4 below. The 2-replica model is treated in detail in Section 5.
3. Interpolation procedure and proof of the main results.
3.1. Proof of Theorem 2.4. From now on, for ease of notation, we set δ n := 1 n∈τ . As pointed out immediately after the statement, we just need to prove the first inequality in (2.26) and we start from the identity
where · N,∆ is the measure
that is, the Boltzmann-Gibbs measure for the homogeneous system with pinning parameter ∆ > 0.
Remark 3.1. It is well known (see, for instance, [18] , Section 2.2) that · N,∆ can be equivalently described as follows. Let τ , with law P F(0,∆) (·), be the positive recurrent renewal with inter-arrival law [maintaining consistency with the notation (2.38)]
The fact that K F(0,∆) (·) thus defined is actually normalized to one follows from (2.7). Then,
Going back to (3.1), one finds
This leads us to introduce, for t ∈ [0, 1],
Note that φ N,0 = 0, while φ N,1 coincides, by (3.5), with µ N (β, h a c (β) + ∆) − F N (0, ∆). Using integration by parts with respect to the Gaussian density, we obtain
where we have used the notation
and
As a convenient notational shortcut, we set Q t := Z 
By combining the lemma with (3.6) and (3.7), we directly obtain
In view of Remark 3.1 and of the positive recurrence of τ under P F(0,∆) (·), the limit in the right-hand side can be written as
From Corollary 5.4 and the observations of Remark 5.2, one concludes that, for β and ∆ sufficiently small, the limit (3.12) is smaller than 9β 2 (∂ ∆ F(0, ∆)) 2 . This establishes the first inequality in (2.26) and therefore Theorem 2.4 is proven.
Proof of Lemma 3.2. The proof has much in common with that of Theorem 3.1 in [29] , which is attributed by the author of that article to R. Latala. Let us set, for λ ∈ R,
where, of course, δ · δ ′ := N n=1 δ n δ ′ n . We will make use of the identity
that holds for every λ (see below for the steps leading to this identity). Using the fact that E(X exp(aX)) ≥ E(X)E(exp(aX)) for any random variable X [which follows from the monotonicity of E(X exp(aX))/E(exp(aX)) with respect to a], one finds that
. We readily see that the previous inequality implies We conclude the proof by giving some details on the computation leading to (3.10). We write
where we have use the shorthand notation η(t) = (η 1 (t), . . . , η N (t)) with η n (t) := β √ tω n − t(β 2 /2). We have, from (3.7),
and, by (Gaussian) integration by parts, we see that the right-hand side is equal to
. Inserting the last expressions into the definition of A [see (3.20) ] and, in turn, into (3.19) one obtains (3.14).
3.2.
Proof of Theorem 2.3. By the last inequality in (2.26), we already know that, for ∆ and β small enough,
To obtain the complementary bound, we recall the bound (2.37) proven in [30] , Section 3. In such a bound, the multiplicative factor e − 1 appears because we have chosen to let λ run from 1 to 2 [and this yields the constant 2 appearing in the term F N (0, 2)]. Letting instead λ run up to M + 1 (M is going to be chosen to be large) in that proof allows us to replace, in the N → ∞ limit, the last term in the right-hand side of (2.37) by
for every M > 0 so that [see (2.42)]
By applying Corollary 5.4 and recalling Remark 5.2, we see that for every β > 0 and every M for λ and ∆ sufficiently small, the denominator in the left-hand side of (3.26) is bounded above by
The proof of (2.15) is thus complete because we can choose ε > 0 and 1/M arbitrarily small.
Proof of the corollaries to the main results.
In this section, we are going to prove Propositions 2.6 and 2.7.
Proof of Proposition 2.6. We only need to prove that
since the complementary bound (without any error term) is simply Jensen's inequality. On the other hand, (2.37) for ∆ = 0 gives
From (2.3) and Proposition 5.7, we know that τ 1 ∩ τ 2 is a terminating renewal whose inter-arrival law K 0 (·) satisfies
for some positive constant C which depends on α and L(·). Therefore, for λ smaller than − log( n∈N K 0 (n)) (and, in particular, for λ = 0), we have
This result follows by observing that we are pinning a terminating renewal with regularly varying inter-arrival distribution: the condition on λ is precisely given to ensure that such a pinning is not sufficient to localize the model. As shown in, for example, [18] , Theorem 2.2, in such a regime, the partition function behaves, to leading order, like the inter-arrival law K 0 (N ), up to an explicit (in this case λ-dependent) multiplicative constant. Equation (2.29) therefore follows, provided that β is small enough.
Proof of Proposition 2.7. As usual, we set ∆ = h − h c (β) = h − h a c (β) and we begin by observing that
The first equality and the existence of the limit follows from the exponential decay of correlations in the localized phase [21] , while the asymptotic equality for ∆ → 0 follows from Theorem 2.4 together with the convexity of F(0, ·).
The claim of the theorem follows once we show that for every β (sufficiently small), there exists a constant C > 0 such that, say for 0 < ∆ < 1,
To prove this, we first observe that, again thanks to the exponential decay of correlations,
Using Jensen's inequality, the right-hand side is bounded above, for every λ > 0, by
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Using (2.42) and (2.36), one therefore finds that
Now choose, for example, λ = β 2 and apply Theorem 2.4, Corollary 5.4 and (5.13) to obtain (4.6). This concludes the proof of Proposition 2.7.
5. On intersection two independent renewals. In this section, we study some properties of renewals that are obtained as intersections of two independent copies of a given K b (·)-renewal. The results we obtain may have be of independent interest and, for this reason, this section is somewhat independent of the rest of the work.
We are going to consider renewal processes τ = {τ j } j=0,1,... with interarrival law supported by N = {1, 2, . . .}. The renewal function of τ computed in n ∈ N ∪ {0} is, by definition, P(n ∈ τ ) and the renewal function is related to the inter-arrival distribution [i.e., to the function n → P(τ 1 = n)] by the recurrence scheme (2.2) for n = 0, 1, . . . . In what follows, a renewal process such that P(τ 1 = n) = F (n) for every n is called F (·)-renewal and n → P(n ∈ τ ) is the corresponding F (·)-renewal function.
For b ≥ 0 and n ∈ N, let K b (·) be defined as in (2.38), where K(·) = K 0 (·) satisfies (2.1) and we assume (2.11). We define
the return distribution of the intersection of two independent K b (·)-renewals, and
the renewal function of a single K b (·)-renewal. If b > 0, since the two renewals are positive recurrent, the intersection is positive recurrent too. If b = 0, the two renewals are null-recurrent, but the intersection is terminating, as was discussed just before (2.16).
Remark 5.1. Note that
where the equality is a consequence of the renewal theorem. So, in particular,
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The latter statement is also true if α = 1/2 and L(·) diverges at infinity and we remark that (2.11) does indeed imply that lim n L(n) = ∞. Let us also observe that for the normalization constant c(b) in (2.38), we have
In most situations, one has a good grip on the renewal process if the interarrival law is known in detail. In our case, K b (·) has been introduced only indirectly and it is natural to try to characterize it as precisely as possible. What is instead characterized in a straightforward way is the K b (·)-renewal function, which we denote by U b (·) since, as we have already mentioned, U b (n) = u 2 b (n). Let us take this opportunity to point out the following identity, which is a direct consequence of (2.2):
where we have used the notation f (z) := ∞ n=0 f (n)z n , with z in a centered ball of C. Equation (5.5) holds for |z| within the radius of convergence of the two series appearing in the expression (and in any case for |z| < 1).
Of course, in (5.5), we can replace u b with U b and K b with K b . Looking at the problem this way, retrieving K b (·) from U b (·) is an inverse z-transform problem. We will attack this question in some detail in Section 5.1; the main problem we want to tackle here is computing, for both λ and b positive, the limit as N tends to infinity of
where τ and τ ′ are independent copies of a K b (·)-renewal. One can show the existence of this limit and give an expression for its value by applying the procedure detailed in, for example, [18] , Chapter 1: note that we are, in fact, just computing the free energy of the homogeneous pinning model, based on the K b (·)-renewal, with pinning interaction λ. What we obtain by applying such a procedure is that the limit as N → ∞ of the expression in (5.6) is the unique solution B :
Note that existence of the solution is an immediate consequence of the recurrent character of the K b (·)-renewal (b > 0) and monotonicity. Our aim is to find sharp estimates on B(b, λ) as b ց 0. Note, also, that if b = 0, one can solve the problem in (5.7) only if λ ≥ − log(1
In order to achieve our goals, we make some preliminary observations. Note that if we set
, by exploiting the basic renewal equation (5.5) applied to the K b (·)-renewal, we find that
In view of the asymptotic limit b ց 0, we make the change of variable
so that, from (5.9), we obtain
Remark 5.2. An observation that is very relevant to our applications, but not to this section in itself, is that since F(h) := F(0, h) is a solution to (2.7) for h > 0, it follows that
which, recalling (5.3) and the fact that c(F(0, h)) = e h [see (2.39)], gives, for every h > 0,
For our purposes, the main result of this section is the following: For completeness. we point out that it is immediate to obtain the lower bound
that holds in full generality. This is easily obtained by applying Jensen's inequality to (5.6).
We now turn to Proposition 5.3, but. before starting the proof, we point out that a byproduct of the proof is, in particular, the sharper estimate Let us take this opportunity to recall a result that follows directly from the main result (in the discrete setting) of [27] : for every b > 0, there exist two positive constants C 1 and C 2 such that
The dependence of C 1 and C 2 on b is rather explicit and one readily sees that one can choose these constants to depend continuously on b so that (5.23) holds also uniformly in b ∈ [b 0 , b 1 ], for 0 < b 0 < b 1 < ∞, with C 1 and C 2 replaced, respectively, by the maximum and the minimum of the same quantities for b ranging in the allowed interval. On the other hand, by using, for instance, the examples in [19] , Section 4, one directly sees that there is no choice of C 1 and C 2 (two constants, not depending on b) such that (5.23) holds uniformly in b ∈ [b 0 , ∞). While the estimate (5.23) is relevant for our proof, neither the coupling techniques in [27] nor the precise tail estimates that one obtains by, for example, exploiting [11] (see [19] Proof of Proposition 5.3. Let us start by writing the equality
We now claim that it is sufficient to show that |T 2 (b, B)| < ∞, (5.26) to complete the proof of the proposition [we will actually directly identify the limit in (5.25) and show that the limit in (5.26) is zero]. This is because, from (5.24), we obtain that, for B > 0,
Therefore, by using (5.25), we see that 
For T 2 , we first observe that (5.28) and that, by (5.3 
We use the expression
where F (1) (z) is the z-transform of the proper (that is, not taking the value ∞) random variable τ (1) with law given by P(τ (1) = m) ∝ n>m K b (n), m = 0, 1, . . . , and F (2) (z) is the z-transform of the proper random variable τ (2) built by integrating the tail of τ (1) .
A (relatively) straightforward estimate shows that
and the rest of the argument which will bound T 2 is devoted to showing that, in the same limit and uniformly in B ≤ B 0 (b), F (2) (exp(−B))/F (1) (exp(−B)) = O(1). Notice that both F (1) (·) and F (2) (·) have a (nonexplicit) dependence on b: were they independent of b, the result would be immediate (some of the formulae here are given for later use).
Let us start by writing, for i = 1, 2,
Moreover,
L(j) j α exp(−bj) and (5.34)
We first note that |F (2) (z)| ≤ 1 for |z| ≤ 1. As for F (1) (z), a Taylor expansion of 1 − exp(−Bj) with the bound
from which we readily see that there exists some q 1 > 0 such that, for b sufficiently small, We are now going to bound T 1 (b) by giving a slightly more general argument that, with very little extra effort, is also going to yield (5.21) . In what follows, the bound on T 1 (b) follows by simply setting B = 0.
We start by observing that
where we have used Plancherel's formula; for B = 0, this expression is, of course, just T 1 (b). We now go back to formulae (5.29)-(5.34) and compute. For any fixed θ ∈ (0, 1), for b ց 0 and B = o(b), we have
Properties of G(·) are given in Lemma 5.5. Notice, moreover, that G(t) = G(1 − t) so that the singular behavior at 0 is analogous to the singular behavior at 1. Recalling (5.37), we have
On the other hand, again for every θ ∈ (0, 1), we have
The last two estimates yield 
we need a domination argument: the bound is detailed in Lemma 5.6. Note that the expression in (5.47) is D 0 (1), which is defined immediately before Proposition 5.3. This is a simple consequence of Plancherel's formula
and of (5.5).
Lemma 5.5. We consider the function (0, 1) ∋ θ → G(θ) ∈ C defined in (5.41). G(·) is continuous and |G(·)| > 0. Moreover, for every α ∈ (0, 1), there exists some c α > 0 such that
Proof. The series defining G(·) is absolutely convergent, so continuity follows by dominated convergence. The positivity of the absolute value follows from the positivity of the real part. The proof of (5.49) follows from a Riemann sum approximation: the asymptotic behavior of the ℑ(G(·)) is given in [6] , 4.3.1a and the real part is treated similarly. In detail, 
Proof. We begin by observing that, going back to (5.33),
where, in the first equality, we assume that z = 1, as well as requiring that |z| ≤ 1, and, in the second one, we assume b to be sufficiently small. Going back to (5.44), we see that, for |z| ≤ 1 and b sufficiently small,
Note that this estimate becomes useless when z is very close to 1.
On the other hand, with z = exp(−(B/2) + 2πθi) and z := exp(2πθi), we write
Note that the absolute value of the last two terms is bounded above, C 1 b) ]. In fact, it suffices to look at θ ∈ (0, C 1 b). For F (2) (·), we will simply use the bound |F (2) (z)| ≤ 1, which holds if |z| ≤ 1. So, we will just focus on finding a lower bound on |F ( and we now see that we can choose ε 0 so that |Q 1 (z)| ≥ We are therefore left with the case of θ ∈ [ε 0 b, C 1 b). We are looking for a lower bound on the absolute value of Q 1 (exp(−B/2) + 2πiθ)) and it is therefore sufficient to find a lower bound on the imaginary part of the same quantity. We use the elementary formula 
5.1.
On the inter-arrival law of the intersection of renewals. In this subsection, we study the asymptotic behavior of K b (·) itself. The case b = 0 can be treated by using Banach space techniques (see [11] and references therein) and, while we could not find a precise reference in the literature to the specific estimate we needed (i.e., Proposition 5.7), we believe it is a classical result. When, instead, b > 0, the outcome is somewhat surprising.
The transient case. We deal with the b = 0 case and we are assuming (as usual) (2.11). Proof. Let us set P (n) := U 0 (n)/ U 0 (1). Note that U 0 (1)(= n u 0 (n) 2 ) < ∞ by (2.3) and (2.11). P (·) is therefore a probability distribution and we can write K 0 (z) = φ( P (z)) (5.68) with φ(ζ) = 1 − ( U 0 (1)ζ) −1 and where z is a complex number with |z| ≤ 1. In fact, 1 is the radius of convergence of the power series P (·). Notice that φ : C \ {0} −→ C is analytic and that there is no z such that P (z) = 0 for |z| ≤ 1. This follows from (5.68) itself since | K 0 (z)| ≤ K 0 (1) ≤ 1 and a solution to P (z) = 0 in the unit ball would imply that | K 0 (z)| = ∞. Therefore, φ(·) is analytic in a region (open connected set) containing the range of the power series P (·), that is, containing { P (z) : |z| ≤ 1}. In this framework, one can apply Theorem 1 of [11] if some regularity properties on P (·) are verified. The regularity properties follow directly from the sufficient conditions in [11] , page 259. The net outcome is that K 0 (n) n→∞ ∼ φ ′ ( P (1))P (n) and, since P (1) = 1, the result follows.
