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Abstract
We consider the optimal control of a semilinear parabolic equation with pointwise bounds
constraints on the control and finitely many integral constraints on the final state. Using the
standard Robinson’s constraint qualification [37], we provide a second order necessary condition
over a set of strictly critical directions. The main feature of this result is that the qualification
condition needed for the second order analysis is the same as for classical finite-dimensional
problems and does not imply the uniqueness of the Lagrange multiplier. We establish also a second
order sufficient optimality condition which implies, for problems with a quadratic Hamiltonian,
the equivalence between solutions satisfying the quadratic growth property in the L1 and L∞
topologies.
Keywords. Optimal control, parabolic equations, box constraints for the control, finitely many con-
straints for the state, Robinson constraint qualification, second order optimality conditions, quadratic
Hamiltonian.
MSC. 49J20, 49K20, 35Q93.
1 Introduction
The study of second order optimality conditions for optimal control problems governed by semilinear
elliptic or parabolic equations has received a considerable attention over the last two decades (see
[26, 21, 6, 22, 13, 5, 17, 15, 18, 39, 19, 9, 20, 3] and the references therein). The main reason is that
under the absence of convexity, this theory plays a crucial role for the analysis of stability properties
of the problem at hand. As a consequence, second order analysis is fundamental for establishing the
local convergence of the solutions of some finite dimensional discretizations as well as the convergence
of some optimization methods in function spaces. We refer the reader to the recent monograph [41]
for a rather complete account of the theory and to [27, 31], and the references therein, for the analysis
of some associated Newton-based methods.
The study of optimality conditions for optimal control problems has several difficulties depending
on the type of constraints considered. A common feature is that, in contrast to finite-dimensional
optimization problems where the norms are equivalent, a two-norm approach for second order opti-
mality conditions is necessary (see [29, 36]). In fact, the expansion of the cost function in terms of
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control perturbations shows that if a second order sufficient condition has to be supposed, the natural
norm for the coercitivity condition of the associated quadratic form is the L2-norm. On the other
hand, since the cost function is in general C2 with respect to the L∞-norm (and not with respect to
the L2-norm), the neighborhood on which local optimality can be expected is a L∞-neighborhood of
the nominal point.
In this article we consider the optimal control problem of a semilinear parabolic equation, where
bounds constraints are imposed on the control for almost all (a.a.) (t, x) and a finite number of
equality and inequality constraints in integral form are imposed on the final state. Since the bounds
constraints on the control are polyhedric, our framework for the constraints is a particular case of
the one introduced in [13] and in [18]. The main difference with respect to [13] is that in our case
the cost function and the finite dimensional constraints are not C2 in the L2 topology. We could
have considered other types of finitely many constraints for the state, but we have decided to focus
in the case of final state constraints because of its analogy with the classical setting in the optimal
control of ODEs.
For a weak local solution u¯, i.e. when the cost is minimized at u¯ locally on a neighborhood in
L∞ relative to the feasible set (see Definition 2.4(i)), we prove two types of second order necessary
conditions. The first one is stated in Theorem 5.2, which is our main result. It shows that, under the
classical Robinson constraint qualification, for every direction v which belongs to the strict critical
cone at u¯, there exists a Lagrange multiplier associated to the finitely-many integral constraints,
such that the associated quadratic form, which depends on λ, is non-negative at v. The strength of
this result is that only the standard Robinson condition is assumed (see [37]), in analogy to finite
dimensional optimization problems. The drawback is that the strict critical cone is in general smaller
than the usual critical cone. However, under a strict complementary assumption associated to the
finite dimensional problem appearing in Pontryagin’s principle, both cones coincide. We remark
that, at least in the case of pure control constraints, the strict complementary assumption plays
an important role in the asymptotic expansion of solutions under data perturbation (see [35, 12]).
The proof of Theorem 5.2 is essentially based on the ideas exposed in [10, 8], a precise second order
expansion of the Lagrangian with respect to bounded perturbations of the local solution (see Section
3), some density arguments and Dmitruk’s lemma (see [23]).
The second type of second order necessary optimality condition is proved in Theorem 5.7. The
main assumption of this result is a strong regularity property introduced in [40] and revisited in [13],
which implies Robinson constraint qualification and also the uniqueness of the Lagrange multiplier
associated to the final state constraints. The key point is that this assumption allows to approximate
the critical cone by its intersection with the radial cone of the polyhedric constraints. This regularity
condition has been applied in [13] in order to develop a second order theory for optimization problems
with partially polyhedric constraints and C2 data. The main advantage of the result in Theorem 5.7 is
that the associated quadratic form is non-negative for all critical directions, but has the disadvantage
that requires stronger assumptions than those expected from classical optimization theory. We point
out that the same type of result can also be obtained by using the techniques in [15, 18], but under
a stronger surjectivity assumption (see Remark 5.3(ii)). The problem of finding a second order
necessary condition over the classical critical cone, without requiring additional assumptions besides
Robinson condition, remains still open in the field of optimization of PDE systems.
Using classical results about the dependence of solutions of linear parabolic equations on the
right hand side (which are recalled in Section 2) and the asymptotic expansions studied in Section
3, the proof of the second order sufficient condition for the weak quadratic growth property, under
the assumption that the associated quadratic form is a Legendre form, does not present particular
difficulties. We have chosen this approach since in the case of a quadratic Hamiltonian, the Legendre
form assumption is automatically verified. As a consequence, under the assumption that the strict
critical cone coincides with the usual critical cone, or alternatively that the stronger form of Robinson
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condition is verified, we have the equivalence of the quadratic growth property with respect to the
L∞ and L1 topologies (see Section 6). Apparently, this characterization is new in the literature.
The paper is organized as follows. In Section 2 we fix some notations, we recall some basic facts
about linear and semilinear parabolic equations and we state the optimal control problem under
consideration together with the standard assumptions. Using the asymptotic expansions for the
Lagrangian studied in Section 3, we provide in Sections 5 and 6 our main results. Namely, we prove
the two types of second order necessary condition described above and also a sufficient second order
optimality condition. The latter is crucial in the analysis of optimal control problems with quadratic
Hamiltonians for which the equivalence between weak and L1,1 solutions satisfying the quadratic
growth condition is established. We end our paper by explaining how our assumptions have to be
modified in the case of unbounded controls.
2 Preliminaries
Let us fix T > 0 and recall that given a Banach space (X, ‖·‖X) and s ∈ [1,∞[, the space L
s([0, T ];X)
(respectively, L∞([0, T ];X)) consists in all measurable functions f : [0, T ]→ X satisfying that
‖f‖Ls([0,T ];X) :=
(∫ T
0
‖f(t)‖sXdt
) 1
s
<∞
(
respectively ‖f‖L∞([0,T ];X) := ess supt∈[0,T ]‖f(t)‖X <∞
)
.
We have that (Ls([0, T ];X), ‖ · ‖Ls([0,T ];X)) is a Banach space (see e.g. [34]). Let us also recall that
W 1,s([0, T ];X) is the space of all X-valued distributions f ∈ Ls([0, T ];X) such that the vector valued
distributional derivative ∂tf can be identified with an element in L
s([0, T ];X). Endowed with the
norm ‖f‖W 1,s([0,T ];X) := ‖f‖Ls([0,T ];X) + ‖∂tf‖Ls([0,T ];X), we have that W
1,s([0, T ];X) is a Banach
space.
In this article, Ω ⊆ Rd denotes a non-empty bounded open set with a smooth boundary. Set
Q =]0, T [×Ω and Σ =]0, T [×∂Ω. For notational convenience, for s1, s2 ∈ [1,∞], we set L
s1,s2(Q) :=
Ls1([0, T ];Ls2(Ω)) and ‖f‖s1,s2 := ‖f‖Ls1 ([0,T ];Ls2 (Ω)). We also write ‖ · ‖s1 := ‖ · ‖Ls1 (Ω). Given
α, β > 0 we recall that Cα(Ω) is the space of α- Ho¨lder continuous functions in Ω and Cα,β(Q) is
the space of functions defined on Q which are α-Ho¨lder continuous with respect to t and β-Ho¨lder
continuous with respect to x.
We will also need the following notations: for any two Banach spaces X, Y paired in duality,
〈·, ·〉X,Y denotes the associated bilinear form. We denote R+ := {r ∈ R ; r ≥ 0} and R− := {r ∈
R ; r ≤ 0}. Given a Banach space (X, ‖·‖X) and a set A ⊆ X, we let dX(z,A) := inf{‖z−x‖X ; x ∈
A}. For a distribution T in Ω we set ∂xiT (i = 1, . . . , d) for the weak first order derivatives, with
similar notations for higher order derivatives.
Given z0 ∈ L
2(Ω), a ∈ L∞,∞(Q), v ∈ L2([0, T ];H−1(Ω)) it is well known (see e.g. [34]) that the
linear parabolic equation
∂tz −∆z + a(t, x)z = v, in Q,
z = 0, in Σ,
z(0) = z0 in Ω,
(2.1)
admits a unique solution z ∈ W (0, T ) := L2([0, T ];H10 (Ω)) ∩W
1,2([0, T ];H−1(Ω)) in the following
weak sense: for a.a. t ∈ [0, T ] and q ∈ H10 (Ω) we have that
〈∂tz(t), q〉H−1(Ω),H10 (Ω) + 〈∇z(t),∇q〉L2(Ω),L2(Ω) + 〈a(t)z(t), q〉L2(Ω),L2(Ω) = 〈v(t), q〉H−1(Ω),L2(Ω),
z(0) = z0.
(2.2)
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Note that the second line in (2.2) is meaningful in view of the embeddingW (0, T ) →֒ C([0, T ];L2(Ω))
(see e.g. [34]). Moreover, there exists a constant c > 0 such that
‖z‖L2([0,T ];H1(Ω)) + ‖∂tz‖L2([0,T ];H−1(Ω)) ≤ c
(
‖z0‖L2(Ω) + ‖v‖L2([0,T ];H−1(Ω))
)
, (2.3)
and, in view of the integration by parts formula, for all q ∈W (0, T ) we have that
∫ T
0
[
−〈∂tq(t), z(t)〉H−1(Ω),H10 (Ω) + 〈∇z(t),∇q(t)〉L2(Ω),L2(Ω) + 〈a(t)z(t), q(t)〉L2(Ω),L2(Ω)
]
dt
= 〈z(0), q(0)〉L2(Ω),L2(Ω) − 〈z(T ), q(T )〉L2(Ω),L2(Ω) +
∫ T
0 〈v(t), q(t)〉H−1(Ω),H10 (Ω)dt.
(2.4)
Now, for s ∈]1,∞[ consider the space
Vs := Ls([0, T ];W 2,s(Ω) ∩W 1,s0 (Ω)) ∩W
1,s([0, T ];Ls(Ω)). (2.5)
Endowed with the natural norm
‖z‖Vs := ‖z‖s,s + ‖∂tz‖s,s +
d∑
i=1
‖∂xiz‖s,s +
d∑
i,j=1
‖∂xixjz‖s,s
Vs is a Banach space. It is well known that if the data z0, v are more regular than L
2(Ω) and
L2([0, T ];H−1(Ω)), respectively, then more regularity can be obtained for the solution z. We collect
in the following proposition some useful results of this type. For simplicity we will assume that
z0 ≡ 0, but similar results can be established for the more general case z0 ∈ W
2− 2
s
,s
0 (Ω) (see [32,
Chapter 4]).
Proposition 2.1. Let s ∈]1,∞[. Assume that z0 ≡ 0 and v ∈ L
s,s(Q). Then, problem (2.1) admits
a unique strong solution z[v] ∈ Vs (i.e. the equation is satisfied almost everywhere and z[v](0) = 0).
Moreover, the following assertion hold true:
(i) There exists a constant cs > 0 such that
‖z[v]‖Vs ≤ cs‖v‖s,s. (2.6)
(ii) There exists a constant c1 > 0 such that
‖z[v](·, T )‖1 + ‖z[v]‖1,1 ≤ c1‖v‖1,1. (2.7)
(iii) The linear application v ∈ L2,2(Q) → z[v] ∈ L2,2(Q) ∩ C([0, T ];L2(Ω)) is continuous when
L2,2(Q) and L2,2(Q) ∩ C([0, T ];L2(Ω)) are respectively endowed with the weak and the strong (e.g.
with the norm ‖ · ‖2,2 + ‖ · ‖C([0,T ];L2(Ω)) for the latter) topologies.
Proof. The existence and uniqueness of a strong solution and the estimates in assertion (i) are proved
e.g. in [32, Chapter 4, Theorem 9.1]. Now, writing z = z[v] for notational convenience, consider the
equation
−∂tq −∆q + αq = sgn(z) in Q,
q = 0 in Σ,
q(T, ·) = sgn(z(T, ·)) in Ω.
(2.8)
This equation has a unique weak solution q ∈ W (0, T ). Moreover, since the terminal condition
(which can be seen as an initial condition after the change of variable t′ = T − t) and the right hand
side are bounded uniformly by 1, by the maximum principle for weak solutions (see [32, Chapter 3,
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Theorem 7.1]) we get that ‖q‖∞,∞ is bounded by a constant c independent of z. Therefore, by (2.4),
we obtain ∫
Q
|z(t, x)|dtdx+
∫
Ω
|z(T, x)|dx =
∫
Q
v(t, x)q(t, x)dtdx
which together with ‖q‖∞,∞ ≤ c imply (ii). Finally, if v
n → v weakly in L2,2(Q) by (i) we have that
zn := z[vn] is bounded in V2. Therefore, there exists zˆ ∈ V2 such that, except for some subsequence,
zn → zˆ weakly in L2([0, T ];H2(Ω)) and ∂tz
n → ∂tzˆ weakly in L
2,2(Q). Therefore, passing to the
limit in the first equation of (2.2) we get that zˆ satisfies it and so zˆ = z[v] by the uniqueness of weak
solutions. On the other hand, since H2(Ω) is compactly embedded in L2(Ω), by Aubin’s Theorem
(see [2] and [33, Chapter 1, The´ore`me 5.1]), we have that zn → z[v] strongly in L2,2(Q) and in
C([0, T ];L2(Ω)). The result follows.
Remark 2.2. Note that by the embeddings Vs →֒ Ls,s(Q) and Vs →֒ C([0, T ];Ls(Ω)) (for s ∈]1,∞[),
and the proof of Proposition 2.1(ii) (for s = 1) imply that
‖z‖s,s ≤ cs‖v‖s,s, max
t∈[0,T ]
‖z(t, ·)‖s ≤ cs‖v‖s,s, ∀ s ∈ [1,∞[. (2.9)
Given u ∈ L∞,∞(Q) and ϕ : Q× R× R→ R, we consider the Cauchy problem
∂ty −∆y + ϕ(t, x, y, u) = 0 in Q,
y = 0 in Σ, y(0, ·) = y0(·) in Ω.
(2.10)
(H1) We assume that
(i) The initial condition y0 belongs to W
2− 2
s
,s
0 (Ω), with s > (d+ 2)/2.
(ii) The function ϕ is measurable and the following monotonicity-type property holds true: for all
R > 0 there exists c = c(R) > 0 such that
−c
(
1 + |y|2
)
≤ ϕ(t, x, y, u)y for a.a. (t, x, y) ∈ Q× R, |u| ≤ R.
(iii) For a.a. (t, x) ∈ Q the function ϕ(t, x, ·, ·) is C1 and for all R > 0 there exists c = c(R) such
that for a.a (t, x) ∈ Q
|ϕ(t, x, y, u)|+ |ϕy(t, x, y, u)|+ |ϕu(t, x, y, u)| ≤ c if |(y, u)| ≤ R.
We recall that y ∈ W (0, T ) is a weak solution of (2.10) if for a.a. t ∈]0, T [ and q ∈ H10 (Ω) we
have that
〈∂ty(t), q〉H−1(Ω),H10 (Ω) + 〈∇y(t),∇q〉L2(Ω),L2(Ω) + 〈ϕ(t, ·, y(t), u(t)), q〉L2(Ω),L2(Ω) = 0,
y(0) = y0.
(2.11)
We say that y is a strong solution if there exists s ∈]1,∞[ such that y ∈ Vs(Q). The following
well-posedness result for (2.10) holds true:
Proposition 2.3. Under assumption (H1) for any u ∈ L∞,∞(Q), equation (2.10) admits a unique
strong solution y[u]. Moreover, there exists β > 0 such that y[u] ∈ V s(Q)∩Cβ/2,β(Q) for all s ∈]1,∞[.
Proof. The existence and uniqueness of a weak solution y[u] ∈ W (0, T ) is based on standard argu-
ments using the Garlekin’s approximation, for the existence, and Gronwall Lemma, for the uniqueness
(see [28, Proposition 2.1], in our framework, and [14, Theorem 5.1] for the case of homogeneous Neu-
mann boundary conditions). On the other hand, by (H1)(i) and the Sobolev embeddings (see e.g.
[1, 24, 25]) we have the existence of α > 0 such that y0 ∈ C
α(Ω), which, by the results in [4],
implies the existence of β > 0 such that y[u] ∈ Cβ/2,β(Q). Therefore, by (H1)(iii) we have that
φ(·, ·, y[u](·, ·), u(·, ·)) ∈ L∞,∞(Q) and so the Vs(Q) regularity is a direct consequence of (H1)(i) and
Proposition 2.1(i).
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Now, for nE , nI ∈ N let ℓ : Q × R × R → R, Φ : Ω × R → R, ΦE : Ω × R → R
nE and
ΦI : Ω× R→ R
nI be such that:
(H2) The function ℓ is measurable and satisfies the same assumption stated for ϕ in (H1)(iii). We
suppose that ψ = Φ, ΦE , ΦI is measurable and for a.a. x ∈ Ω we have that ψ(x, ·) is C
1 and there
exists a constant c = c(R) such that if |y| ≤ R then |ψ(x, y)| ≤ c and |ψy(x, y)| ≤ c.
In order to perform a second order analysis we will also need the following assumption
(H3) For a.a. (t, x) ∈ Q the functions ϕ(t, x, ·, ·) and ℓ(t, x, ·, ·) are C2. Moreover, there exists
c = c(R) such that for all (y, u), (y′, u′), satisfying that |(y, u)| ≤ R and |(y′, u′)| ≤ R, we have that
|ϕ(y,u)2(t, x, 0, 0)|+ |ℓ(y,u)2(t, x, 0, 0)| ≤ c,
|ϕ(y,u)2(t, x, y, u)− ϕ(y,u)2(t, x, y
′, u′)| ≤ c (|y − y′|+ |u− u′|) ,
|ℓ(y,u)2(t, x, y, u)− ℓ(y,u)2(t, x, y
′, u′)| ≤ c (|y − y′|+ |u− u′|) .
Analogously, for ψ = Φ, ΦiE , Φ
j
I (i = 1, . . . , nE , j = 1, . . . , nI), we suppose that for all y, y
′ with
|y| ≤ R and |y′| ≤ R,
|ψyy(t, x, 0)| ≤ c, |ψyy(t, x, y)− ψyy(t, x, y
′)| ≤ c|y − y′|.
Let us define GE : L
∞,∞(Q)→ RnE , GI : L
∞,∞(Q)→ RnI as
GiE(u) :=
∫
Ω
ΦiE(x, y[u](T, x))dx ∀ i = 1, . . . , nE , G
j
I(u) :=
∫
Ω
ΦjI(x, y[u](T, x))dx ∀ j = 1, . . . , nI ,
and let J : L∞,∞(Q)→ R and G : L∞,∞(Q)→ RnE × RnI be defined as
J(u) :=
∫
Q
ℓ(t, x, y[u](t, x), u(t, x))dxdt+
∫
Ω
Φ(x, y[u](T, x))dx, G(u) := (GE(u), GI(u)).
Note that under (H2) the above functions are well defined. Now, given a, b ∈ L∞,∞(Q) satisfying
that a ≤ b a.e. in Q and essinf(b(t, x)− a(t, x)) > 0, let us define the sets
K1 = {u ∈ L
∞,∞(Q) | a(t, x) ≤ u(t, x) ≤ b(t, x), for a.a. (t, x) ∈ Q} ,
K2 = {0}
nE × RnI− , K = K1 ∩G
−1(K2).
(2.12)
We consider the problem
inf
u∈L∞,∞(Q)
J(u) subject to u ∈ K. (P )
Definition 2.4. (i) We say that u¯ ∈ K is a weak local solution of (P ) if there exists ε > 0 such that
J(u) ≥ J(u¯) for all u ∈ K such that ‖u− u¯‖∞,∞ ≤ ε.
(ii) We say that J satisfies a local quadratic growth condition in the weak sense at u¯ ∈ K if there
exists α, ε > 0 such that
J(u) ≥ J(u¯) +
α
2
‖u− u¯‖22,2 for all u ∈ K such that ‖u− u¯‖∞,∞ ≤ ε. (2.13)
(iii) We say that J satisfies a local quadratic growth condition in the Ls-weak sense (s ∈ [1,∞[) at
u¯ ∈ K if there exists α, ε > 0 such that
J(u) ≥ J(u¯) +
α
2
‖u− u¯‖22,2 for all u ∈ K such that ‖u− u¯‖s,s ≤ ε. (2.14)
Remark 2.5. Since K is bounded in L∞,∞(Q), for any s ∈ [1,∞[ the topology of Ls,s(Q) restricted
to K is equivalent to the topology of L1,1(Q) restricted to K (see [3, Remark 2.7]). This implies that u¯
satisfies the Ls,s-weak quadratic growth condition (2.14) iff u¯ satisfies the L1,1-weak quadratic growth
condition.
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3 Second order expansions for the Lagrangian associated to (P )
We first prove some Taylor type expansion for the function u ∈ L∞,∞(Q) → y[u] ∈ Vs ∩ C(Q)
(s ∈]1,∞[). Let us fix u¯ ∈ L∞,∞(Q) and set y¯ := y[u¯], ϕ¯(t, x) := ϕ(t, x, y¯(t, x), u¯(t, x)). For
notational convenience we also write
ϕ¯y(t, x) := ϕy(t, x, y¯(t, x), u¯(t, x)), ϕ¯u(t, x) := ϕu(t, x, y¯(t, x), u¯(t, x)),
ϕ¯(y,u)(t, x)(z, v) = ϕ¯y(t, x)z + ϕ¯u(t, x)v ∀ (z, v) ∈ R
2,
(3.1)
with a similar notation for the second order derivatives evaluated at (t, x, y¯(t, x), u¯(t, x)). Given
v ∈ L∞,∞(Q) define z1[v] ∈ V
s(Q) as the unique solution of
∂tz −∆z + ϕ¯(y,u)(t, x)(z, v) = 0 in Q,
z = 0 in Σ,
z(0, ·) = 0 in Ω.
(3.2)
Note that under (H1)(iii), z1[v] is well-defined. We now prove some technical results:
Lemma 3.1. Let us set δy = y[u¯+ v]− y[u¯]. Then,
‖z1[v]‖Vs + ‖δy‖Vs = O(‖v‖s,s), for all s ∈ [1,∞[,
‖δy − z1[v]‖s,s = O(‖(δy)
2‖s,s + ‖v
2‖s,s), for all s ∈ [1,∞[,
‖δy(T, ·)− z1[v](T, ·)‖s = O(‖(δy)
2‖s,s + ‖v
2‖s,s) for all s ∈ [1,∞[.
(3.3)
Proof. The estimate for ‖z1[v]‖Vs is an immediate consequence of (3.2), Proposition 2.1(i) and (2.9).
Let us set δϕ(t, x) := ϕ(t, x, y[u¯ + v](t, x), u¯(t, x) + v(t, x)) − ϕ¯(t, x). By definition and Proposition
2.3 we have that δy satisfies the following equation in the strong sense
∂tδy −∆δy + δϕ(t, x) = 0 in Q,
δy = 0 in Σ,
δy(0, ·) = 0 in Ω.
(3.4)
Expanding δϕ(t, x), the first equation in (3.4) becomes
∂tδy −∆δy +
∫ 1
0
ϕ(y,u)(t, x, y¯ + τδy, u¯+ τv)(δy, v)dτ = 0, for a.a. (t, x) ∈ Q.
Therefore, by Proposition 2.1(i) and (H1)(iii), we obtain the estimates for ‖δy‖Vs in the first equation
of (3.3). Now, set d1 := y[u¯+ v]− y[u¯]− z1[v]. Then, d1 satisfies the equation
∂td1 −∆d1 + ϕ¯y(t, x)d1 + δϕ(t, x)− ϕ¯(y,u)(t, x)(δy, v) = 0 in Q,
d1 = 0 in Σ
d1(0, ·) = 0 in Ω.
(3.5)
Expanding δϕ(t, x), as before, the first equation in (3.5) becomes
∂td1 −∆d1 + ϕ¯y(t, x)d1 +
∫ 1
0
[
ϕ(y,u)(t, x, y¯ + τδy, u¯+ τv)− ϕ¯(y,u)(t, x)
]
(δy, v)dτ = 0. (3.6)
and the second and third equation (3.5) follow from (H1)(iii), Proposition 2.1(i) and (2.9).
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Now, we study second order expansions. Let us set z2[v] ∈ V
s for the unique solution of
∂tz −∆z + ϕ¯y(t, x)z +
1
2 ϕ¯(y,u)2(t, x)(z1[v], v)
2 = 0 in Q,
z = 0 in Σ,
z(0, ·) = 0 in Ω.
(3.7)
Note that under (H3), the estimates for z1[v] in Lemma 3.1 imply that z2[v] is well defined.
Lemma 3.2. For all s ∈]1,∞[, we have the following estimates:
‖z2[v]‖s,s = O(‖|z1(v)|
2‖s,s + ‖|v|
2‖s,s),
‖y[u¯+ v]− y[u¯]− z1[v]− z2[v]]‖1,1 = O(‖v‖∞,∞‖v‖
2
2,2),
‖y[u¯+ v](T, ·)− y[u¯](T, ·)− z1[v](T, ·)− z2[v]](T, ·)‖1 = O(‖v‖∞,∞‖v‖
2
2,2).
(3.8)
Proof. As before, we set δy = y[u¯ + v] − y[u¯]. The first estimate follows directly from Proposition
2.1(i) and (H3). For notational convenience we set d2 := δy − z1[v] − z2[v] = d1 − z2[v]. By (3.5)
and (3.7), d2 satisfies
∂td2 −∆d2 + ϕ¯y(t, x)d2 + δϕ(t, x)− ϕ¯(y,u)(t, x)(δy, v)−
1
2 ϕ¯(y,u)2(t, x)(z1[v], v)
2 = 0 in Q, (3.9)
with zero boundary conditions. By a Taylor expansion we easily check, omitting the (t, x) argument,
δϕ− ϕ¯(y,u)(δy, v)−
1
2 ϕ¯(y,u)2(z1[v], v)
2 =
∫ 1
0
(1− τ)
[
ϕ(y,u)2(t, x, y¯ + τδy, u¯+ τv)− ϕ¯(y,u)2
]
(δy, v)2dτ
+O (|d1||δy|+ |d1||z1[v]|+ |d1||v|) ,
the result follows from (H3), Proposition 2.1(ii), the estimates for δy and the L1-estimates for d1 in
Lemma 3.1 (take s = 1 in the second and third equations of (3.1) and use that ‖δy‖∞,∞ ≤ c‖v‖∞,∞,
‖z1[v]‖∞,∞ ≤ c‖v‖∞,∞, for some c > 0 by the maximum principle).
Let us define the Lagrangian L : L∞,∞(Q)× RnE × RnI → R associated to (P ) as
L(u, λ) := J(u) + λ⊤G(u) where λ = (λE , λI) ∈ R
nE × RnI . (3.10)
Using the estimates in Lemma 3.1 and Lemma 3.2 we study now a second order expansion for L(·, λ).
As for ϕ, for notational convenience we set ℓ¯(t, x) := ℓ(t, x, y¯(t, x), u¯(t, x)) and
ℓ¯y(t, x) := ℓy(t, x, y¯(t, x), u¯(t, x)), ℓ¯u(t, x) := ℓu(t, x, y¯(t, x), u¯(t, x)),
with a similar notation for the second order derivatives. Given λ = (λE , λI) ∈ R
nE × RnI we set
Φ[λ](x, y) := Φ(x, y) + λ⊤EΦE(x, y) + λ
⊤
I ΦI(x, y) for all y ∈ R, x ∈ Ω
As before, we denote Φ¯[λ](x) := Φ[λ](x, y¯(T, x)), with analogous notations for the derivatives. We
have the following second order expansion of the Lagrangian.
Proposition 3.3. Let C ⊆ RnE×RnI be a nonempty compact set. Then, for every λ = (λE , λI) ∈ C
and v ∈ L∞,∞(Q) we have that
L(u¯+ v, λ) = L(u¯, λ) +
∫
Q
[
ℓ¯y(t, x)[z1[v] + z2[v]] + ℓ¯u(t, x)v +
1
2 ℓ¯(y,u)2(t, x)(z1[v], v)
2
]
dtdx
+
∫
Ω
{
Φ¯y[λ](x) [z1[v](T, x) + z2[v](T, x)] +
1
2 Φ¯yy[λ](x) (z1[v](T, x)])
2
}
dx
+O
(
‖v‖∞,∞‖v‖
2
2,2
)
,
(3.11)
where O
(
‖v‖∞,∞‖v‖
2
2,2
)
is uniform for λ ∈ C.
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Proof. Denoting δy = y[u¯+ v]− y¯, by (H2)− (H3) and the fact that λ ∈ C, we have that
L(u+ v, λ) = L(u¯, λ) +
∫
Q
[
ℓ¯y(t, x)δy + ℓ¯u(t, x)v +
1
2 ℓ¯(y,u)2(t, x)(δy, v)
2
]
dtdx
+
∫
Ω
[
Φ¯y[λ](x)δy(T, x) +
1
2 Φ¯yy[λ](x)(δy(T, x))
2
]
dx
+O
(∫
Q
(
|δy|3 + |δy|2|v|+ |δy||v|2 + |v|3
)
dtdx+
∫
Ω |δy(T, x)|
3dx
)
,
(3.12)
where the O(·) term is uniform in λ ∈ C. Using the estimates in Lemma 3.1 and Proposition 2.1(i),
we have that the expression inside the O term is a O(‖v‖∞,∞‖v‖
2
2,2). Denoting by d1 := δy − z1[v]
and d2 := δy − z1[v]− z2[v], we get from (3.12)
L(u¯+ v, λ) = L(u¯, λ) +
∫
Q
[
ℓ¯y(t, x)[z1[v] + z2[v]] + ℓ¯u(t, x)v +
1
2 ℓ¯(y,u)2(t, x)(z1[v], v)
2
]
dtdx
+
∫
Ω
{
Φ¯y[λ](x) [z1[v](T, x) + z2[v](T, x)] +
1
2 Φ¯yy[λ](x) (z1[v](T, x)])
2
}
dx
+O
(
‖v‖∞,∞‖v‖
2
2,2
)
+O
(∫
Q
[
|d2|+ |d1|
2 + |z1[v]||d1|+ |d1||v|
]
dtdx
)
+O
(∫
Ω
[
|d2(x, T )|+ |d1(x, T )|
2 + |d1(x, T )||z1(x, T )|
]
dx
)
.
(3.13)
By Lemma 3.1 and Lemma 3.2 we obtain
∫
Q
[
|d2|+ |d1|
2 + |z1[v]||d1|+ |d1||v|
]
dtdx+
∫
Ω
[
|d2(x, T )|+ |d1(x, T )|
2 + |d1(x, T )||z1(x, T )|
]
dx = O
(
‖v‖∞,∞‖v‖
2
2,2
)
,
which implies the result.
Remark 3.4. In particular, since the O(‖v‖∞,∞‖v‖
2
2,2) is also a O(‖v‖
3
∞,∞), it is easy to see that
restricted to L∞,∞(Q) the function L(·, λ) is C2 with
DuL(u¯, λ)v =
∫
Q
[
ℓ¯y(t, x)z1[v] + ℓ¯u(t, x)v
]
dtdx+
∫
ΩΦy[λ](x, y¯(T, x))z1[v](T, x)dx,
1
2D
2
uuL(u¯, λ)v
2 =
∫
Q
[
ℓ¯y(t, x)z2[v] +
1
2 ℓ¯(y,u)2(t, x)(z1[v], v)
2
]
dtdx
+
∫
Ω
[
Φy[λ](x, y¯(T, x))z2[v](T, x) +
1
2Φyy[λ](x, y¯(T, x)) (z1[v](T, x)])
2
}
dx.
(3.14)
Moreover, by assumption (H2) and the estimates in Lemma 3.3 and Lemma 3.2, we have that
DuL(u¯, λ)v = O(‖v‖1,1), D
2
uuL(u¯, λ)v
2 = O(‖v‖22,2).
This implies that DuL(u¯, λ) and the quadratic form D
2
uuL(u¯, λ)v
2 admit unique extensions to L1,1(Q)
and L2,2(Q), respectively. By taking λ = 0, the same extensions apply for DJ(u¯)v and D2J(u¯)v2.
The Hamiltonian H : Q× R× R× R→ R associated to problem (P ) is defined as
H(t, x, y, p, u) := ℓ(t, x, y, u)− pϕ(t, x, y, u). (3.15)
Let us define the adjoint state p¯λ ∈W (0, T ) associated to u¯ as the unique solution of
−∂tp−∆p−Hy(t, x, y¯, p, u¯) = 0 in Q,
p = 0 in Σ,
p(T, ·) = Φ¯y[λ](·).
(3.16)
Since u ∈ K1, by (H1)-(H2), we have that ϕ(·, ·, y¯, u¯), ℓy(·, ·, y¯, u¯) ∈ L
∞,∞(Q) and Φy[λ](·, y¯(T, ·)) ∈
L∞(Ω). Thus, by maximum principle we get that p¯λ ∈ L
∞,∞(Q). Let us set
H¯[λ](t, x) := Hy(t, x, y¯(t, x), p¯λ(t, x), u¯(t, x)),
H¯y[λ](t, x) := Hy(t, x, y¯(t, x), p¯λ(t, x), u¯(t, x)), H¯u[λ](t, x) := Hu(t, x, y¯(t, x), p¯λ(t, x), u¯(t, x)),
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with similar notations for the second order derivatives. We define the linear form Q1 : L
1,1(Q)→ R
and the quadratic form Q2 : L
2,2(Q)→ R as
Q1[u¯, λ]v :=
∫
Q H¯u[λ](t, x)v(t, x)dtdx,
Q2[u¯, λ](v) :=
∫
Q H¯(y,u)2 [λ](t, x)(z1[v], v)
2dtdx+
∫
Ω Φ¯yy[λ](x)(z1[v](T, x))
2 dx.
(3.17)
Since p¯λ ∈ L
∞,∞(Q), we have that Q1[u¯, λ](v) and Q2[u¯, λ](v) are well defined. The following result
is a consequence of Proposition 3.3 and the integration by parts formula (2.4).
Proposition 3.5. Let (λ,C, v) be as in Proposition 3.3. Then
DuL(u¯, λ)v = Q1[u¯, λ]v and DuuL(u¯, λ)v
2 = Q2[u¯, λ](v). (3.18)
As a consequence,
L(u¯+ v, λ) = L(u¯, λ) +Q1[u¯, λ]v +
1
2Q2[u¯, λ](v) +O
(
‖v‖∞,∞‖v‖
2
2,2
)
,
where the O
(
‖v‖∞,∞‖v‖
2
2,2
)
term is uniform for λ ∈ C.
Proof. We have that ∫
Ω
Φ¯y[λ](x)z1[v](T, x)dx =
∫
Ω
p¯λ(T, x)z1[v](T, x)dx. (3.19)
Letting z = z1[v] and q = p¯λ in (2.4), and setting 〈·, ·〉∗ = 〈·, ·〉H−1(Ω),H10 (Ω) and 〈·, ·〉0 := 〈·, ·〉L2(Ω),L2(Ω),
we obtain that
〈p¯λ(T, ·)z1[v](T, ·)〉0 =
∫ T
0
[〈∂tp¯λ, z1[v]〉∗ − 〈∇z1[v],∇p¯λ〉0 − 〈ϕ¯y(t, ·)z1[v], p¯λ〉0 − 〈ϕ¯u(t, ·)v, p¯λ〉0] dt.
By (3.16), for a.a. t ∈]0, T [ we have that
〈∂tp¯λ(t, ·), z1[v](t, ·)〉∗ = 〈∇p¯λ(t, ·),∇z1[v](t, ·)〉0 + 〈p¯λ(t, ·)ϕ¯y(t, ·)− ℓ¯y(t, ·), z1[v](t, ·)〉0,
which implies that
〈p¯λ(T, ·)z1[v](T, ·)〉0 = −
∫ T
0
[
〈ℓ¯y(t, ·), z1[v](t, ·)〉0 + 〈ϕ¯u(t, ·)v, p¯λ〉0
]
dt.
Using the expression above, (3.19) and the first equation in (3.14), we obtain the first identity in
(3.18). The second identity in (3.18) is proved by an analogous argument using the equation for z2[v]
and the equation for p¯λ.
4 First order optimality conditions
In this section we recall some classical results on first optimality conditions for problem (P ). We
recall that for any Banach space (X, ‖ · ‖X) and K ⊆ X the radial and tangent cone to K at point
u are defined respectively as
RK(u) := {v ∈ X ; ∃τˆ > 0 such that u+ τv ∈ K, for τ ∈ [0, τˆ ] ≥ 0} ,
TK(u) := {v ∈ X | ∃ u(σ) = u+ τv + o(τ) ∈ K, τ > 0, ||o(τ)/τ ||X → 0, as σ ↓ 0}.
(4.1)
We recall also that if K is convex, then TK(u) = closX(RK(u)), where closX(A) denotes the closure
in X of A ⊆ X. Let us fix u¯ ∈ K and set y¯ = y[u¯].
We will need the following assumption ([37]):
(H3) The following Robinson constraint qualification condition holds true
0 ∈ int {G(u¯) +DG(u¯) (K1 − u¯)−K2} . (RCQ)
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Remark 4.1. Note that (RCQ) implies in particular that
R
nE × RnI = DG(u¯)RK1(u¯)−RK2(G(u¯)). (4.2)
We define the following active sets
Aa(u¯) := {(t, x) ∈ Q ; u¯(t, x) = a(t, x)}, Ab(u¯) := {(t, x) ∈ Q ; u¯(t, x) = b(t, x)},
I1(u¯) := {j ∈ {1, . . . , nI} ; G
j
I(u¯) = 0}.
(4.3)
Note that T[a(t,x),b(t,x)](u¯(t, x)) is equal to R+ in Aa(u¯), is equal to R− in Ab(u¯) and is equal to R
otherwise.
Lemma 4.2. Under (H3), we have that
TK(u¯) :=
{
v ∈ L2,2(Q) ; v(t, x) ∈ T[a(t,x),b(t,x)](u¯(t, x)), DGE(u¯)v = 0, DG
i
I(u¯)v ≤ 0 ∀i ∈ I
1(u¯)
}
, (4.4)
when K is considered as a subset of X = L2,2(Q).
Proof. Let us call TˆK(u¯) the r.h.s. of (4.4). If v ∈ TK(u¯) then there exists r : R+ → L
2,2(Q),
satisfying that, ‖r(τ)/τ‖2,2 → 0 as τ ↓ 0, such that u(τ) := u¯+ τv + r(τ) ∈ K. Thus, a.e. in Q,
a(t, x) ≤ u¯(t, x) + τv(t, x) + r(τ)(t, x) ≤ b(t, x), GE(u(τ)) = τDGE(u¯)v + o(τ) = 0,
GjI(u(τ)) = τDG
j
I(u¯)v + o(τ) ≤ 0, for all j ∈ I(u¯).
The expansions for GE(u(τ)) and G
i
I(u(τ)) are justified by the results in the previous section and
the fact that τv + r(τ) ∈ K − u¯ ⊆ L∞,∞(Q). In fact, setting vˆτ = τv + r(τ) we have that ‖vˆτ‖∞,∞
is uniformly bounded and so O(‖vˆτ‖∞,∞‖vˆτ‖
2
2,2) = o(τ). The terms D
2GE(u¯)vˆ
2
τ and D
2GI(u¯)vˆ
2
τ
are clearly a O(τ2), which justifies the expansion. Now, considering first (t, x) ∈ Aa(u¯) and then
(t, x) ∈ Ab(u¯), dividing by τ , letting τ ↓ 0 in the above expressions and using that up to some
subsequence, r(τ)(t, x)/τ → 0 a.e. we get that v ∈ TˆK(u¯). Conversely, let v ∈ TˆK(u¯) and for σ > 0
set
vσ :=
PK1(u¯+ σv)− u¯
σ
,
where PK1 is the projection operator in L
2,2(Q) onto the closed and convex set K1. By the results
in [38] we have that vσ is measurable. Moreover, a.e. in Q
vσ(t, x) :=
P[a(t,x),b(t,x)](u¯(t, x) + σv(t, x))− u¯(t, x)
σ
, (4.5)
where for a, b ∈ R, such that a ≤ b, and c ∈ R, P[a,b](c) is equal to c if c ∈ [a, b], is equal to a if
c < a and is equal to b otherwise. By definition, vσ ∈ RK1(u¯) and by Lebesgue Theorem, using that
(4.5) implies that |vσ(t, x)| ≤ |v(t, x)|, we get that ‖vσ − v‖2,2 → 0, as σ → 0. In particular, setting
uσ = u¯+ σvσ, the expansions in the previous section and the fact that σvσ is uniformly bounded in
L∞,∞(Q) imply again that
GE(u
σ) = GE(u¯) + σDGE(u¯)v
σ + o(σ), GI(u
σ) = GI(u¯) + σDGI(u¯)v
σ + o(σ).
Since ‖vσ− v‖1,1 → 0 we have that DGE(u¯)v
σ = DGE(u¯)v+ o(1) and DGI(u¯)v
σ = DGI(u¯)v+ o(1).
Therefore, GE(u
σ) = o(σ) and GI(u
σ) ≤ o(σ), which implies that dL2,2×RnE+nI ((u
σ, G(uσ)),K1 ×
K2) = o(σ). By (RCQ) and classical metric regularity results (see [37]) we have the existence of
u˜σ ∈ K and o2,2(σ) ∈ L
2,2(Q) such that ‖o2,2(σ)‖2,2/σ → 0 and u˜
σ = uσ + o2,2(σ), which implies
that h ∈ TK(u¯).
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Definition 4.3. We say that λ = (λE , λI) ∈ R
nE×RnI is a Lagrange multiplier at u¯ if (recall (3.10))
DuL(u¯, λ)(v − u¯) ≥ 0 for all v ∈ K1, λ
j
I ≥ 0, λ
j
IG
j
I(u¯) = 0, for all j = 1, . . . , nI . (4.6)
The set of Lagrange multipliers at u¯ is denoted as ΛL(u¯).
Remark 4.4. Equivalently, by Remark 3.16 and defining p¯λ as the solution of (3.16),
Q1[u¯, λ]v ≥ 0 for all v ∈ TK1(u¯), λ
j
I ≥ 0, λ
j
IG
j
I(u¯, λ) = 0, for all j = 1, . . . , nI . (4.7)
Note that (4.7) implies that for a.a. (t, x) we have that H¯u[λ](t, x)v ≥ 0 for all v ∈ T[a(t,x),b(t,x)](u¯(t, x)).
Under (RCQ) and classical techniques for optimization problems in Banach spaces (see e.g. [11])
we have that ΛL(u¯) is a nonempty compact set at any weak local solution u¯ of (P ). However, we point
out that the result is not an immediate consequence of the abstract results in [11], because under our
assumptions is not clear that the data is differentiable in L2,2(Q) since the perturbed states can be
discontinuous. This issue can be solved by using perturbations in the ‖ · ‖∞,∞ norm for the control,
where the data is differentiable, and density arguments. We do not provide the details, because first
order conditions are classic (see e.g. the result below) and this strategy will be followed in the next
section to establish second order optimality conditions.
As shown in [16], a more precise information is provided by the following local Pontryagin mini-
mum principle.
Theorem 4.5. Let u¯ be a weak local solution of (P ). Then, there exists ε > 0 and λ ∈ ΛL(u¯) such
that a.e. in Q
u¯(t, x) ∈ argmin {H(t, x, y¯(t, x), p¯λ(t, x), v) ; v ∈ [a(t, x), b(t, x)], |v − u¯(t, x)| ≤ ε} . (4.8)
Proof. A non-qualified local Pontryagin principle for problems involving semilinear parabolic equa-
tions with Neumann boundary conditions and mixed control-state constrains is proved in [16, Corol-
lary 2.2]. With the obvious modifications in the proof, since we deal with Dirichlet boundary condi-
tions and final state constraints, the non-qualified Pontryagin principle for our problem follows. The
qualified result is a consequence of (RCQ).
5 Second order necessary and sufficient conditions
Let us recall that critical cone CK(u¯) to the set K at u¯ is defined as
CK(u¯) := {v ∈ TK(u¯) ; DJ(u¯)v = 0} . (5.1)
In this section we establish second order necessary optimality conditions for problem (P ). We
prove two types of results: the first one is the positivity of maxλ∈ΛL(u¯)Q2[u¯, λ] on a subset of
the classical critical cone, which coincides with it under a strict complementarity assumption for
the finite dimensional problem (4.8). This is our main result since the assumption on the data is
the same one than the main assumption for first order optimality conditions, namely the (RCQ)
constraint qualification condition. Under a stronger assumption, following the ideas in [13], we prove
in subsection 5.2 that for a weak solution the set of Lagrange multiplier is a singleton {λ} and
positivity of Q2[u¯, λ] is satisfied on the classical critical cone CK(u¯).
In the remaining of this section u¯ is a weak local solution, y¯ = y[u¯] and for λ ∈ ΛL(u¯), the adjoint
state p¯λ is defined by (3.16).
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5.1 Second order necessary condition on the strict critical cone
The strict critical cone CSK(u¯) to the set K at u¯ is defined as (recall (4.3))
CSK(u¯) := {v ∈ CK(u¯) ; v = 0 a.e. in Aa(u¯) ∪Ab(u¯)} . (5.2)
Remark 5.1. Note that for every λ ∈ ΛL(u¯) and v ∈ CK(u¯) we have that H¯u[λ](t, x)v(t, x) = 0
a.e. in Q (see Remark 4.4 and Lemma 5.4 below). Therefore, if there exists λ ∈ ΛL(u¯) such that
H¯u[λ](t, x) 6= 0 a.e. in Aa(u¯) ∪ Ab(u¯), we have that C
S
K(u¯) = CK(u¯). Note that this last assumption
corresponds to the fact that there exists λ ∈ ΛL(u¯) such that a.e in Q strict complementarity holds
at the solution u¯(t, x) of (4.8).
We now prove the following second order necessary optimality condition:
Theorem 5.2. Suppose that (H1)-(H3) are in force. Then, for every v ∈ CSK(u¯)
max
λ∈ΛL(u¯)
Q2[u¯, λ](v) ≥ 0. (5.3)
If in addition, u¯ is a local solution satisfying the quadratic growth property (2.13), then there exists
α > 0 such that for every v ∈ CSK(u¯)
max
λ∈ΛL(u¯)
Q2[u¯, λ](v) ≥ α‖v‖
2
2,2. (5.4)
Proof. First note that the subspace of L2,2(Q)
V 1 := {v ∈ L∞,∞(Q) ; ∃ ε > 0 such that v(t, x) = 0 in Aεa(u¯) ∪A
ε
b(u¯)} ,
where
Aεa(u¯) := {(t, x) ∈ Q ; a(t, x) ≤ u¯(t, x) ≤ a(t, x) + ε} ,
Aεb(u¯) := {(t, x) ∈ Q ; b(t, x)− ε ≤ u¯(t, x) ≤ b(t, x)} ,
(5.5)
is dense in V 2 := {v ∈ L2,2(Q) ; v = 0 in Aa(u¯) ∪Ab(u¯)}. Thus, noticing that
CSK(u¯) = V
2 ∩
{
v ∈ L2,2(Q) ; DJ(u¯)v = 0, DGE(u¯)v = 0, DG
j
I(u¯)v ≤ 0 ∀j ∈ I
1(u¯)
}
,
by Dmitruk’s lemma (see [23, Lemma 1]) and using that ΛL(u¯) is compact, it is enough to prove
that (5.3) holds for every
v ∈ CˆSK(u¯) := V
1 ∩
{
v ∈ L2,2(Q) ; DJ(u¯)v = 0, DGE(u¯)v = 0, DG
j
I(u¯)v ≤ 0 ∀j ∈ I
1(u¯)
}
.
Given v ∈ CˆSK(u¯) let us define I
2(u¯, v) := {j ∈ I1(u¯) ; DGjI(u¯)v = 0}, and consider the conic problem
infw∈L∞,∞(Q)D
2J(u¯)v2 +DJ(u¯)w
subjet to
D2GE(u¯)v
2 +DGE(u¯)w = 0,
D2GjI(u¯)v
2 +DGjI(u¯)w ≤ 0, for all j ∈ I
2(u¯, v),
w ≥ 0 if Aa(u¯), w ≤ 0 in Ab(u¯).
(CPv)
First step: We prove that the value of (CPv) is non-negative. First, noting that
RK1(u¯) ⊆ {w ∈ L
∞,∞(Q) ; w ≥ 0 if Aa(u¯), w ≤ 0 in Ab(u¯)},
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we have that (RCQ) and (4.2) imply that the feasible set of (CPv) is non-empty. Now, let w be
feasible for (CPv) and for σ > 0 set u
σ := u¯+ σv + 12σ
2w. Since v ∈ CˆSK(u¯) we easily check that for
σ small enough dL1,1(Q)(u
σ,K1) = o(σ
2). On the other hand, we have that
GE(u
σ) = GE(u¯) + σDGE(u¯)v +
σ2
2
[
D2GE(u¯)v
2 +DGE(u¯)w
]
+ σ3O(‖v‖∞,∞‖v‖
2
2,2) = o(σ
2),
GjI(u
σ) = GjI(u¯) + σDG
j
I(u¯)v +
σ2
2
[
D2GjI(u¯)v
2 +DGjI(u¯)w
]
+ σ3O(‖v‖∞,∞‖v‖
2
2,2),
(5.6)
for all j = 1, . . . , nI . Thus, if j /∈ I
2(u¯, h) we get that GjI(u
σ) < 0 for σ small enough. Otherwise,
if j ∈ I2(u¯, v), then by the inequality constraints in (CPv) we obtain that G
j
I(u
σ) ≤ o
(
σ2
)
. Now,
let us define wˆσ := wIAσ , where A
σ := {(t, x) ∈ Q ; a − σ
2
2 w ≤ u¯ ≤ b −
σ2
2 w}, and set uˆ
σ :=
u¯ + σv + 12σ
2wˆσ. Clearly, for σ small enough, uˆσ ∈ K1 and ‖u
σ − uˆσ‖1,1 = o(σ
2), which implies
with (5.6) that GE(uˆ
σ) = GE(u
σ) + o(σ2) = o(σ2) and GjI(uˆ
σ) = GjI(u
σ) + o(σ2) ≤ o(σ2) for all
j = 1, . . . , nI . Therefore, dL∞,∞×RnE+nI ((uˆ
σ, (GE(u
σ), GI(u
σ)));K1 × K2) = o(σ
2). By Robinson
constraint qualification (RCQ) and classic metric regularity results (see [37] and [11, Theorem 2.87]),
there exists u˜σ ∈ K with ‖u˜σ − uˆσ‖∞,∞ = o(σ
2). In particular, ‖u˜σ − uσ‖1,1 = o(σ
2) and so
J(u˜σ) = J(uσ) + o(σ2) = J(u¯) + σDJ(u¯)v +
σ2
2
[
D2J(u¯)v2 +DJ(u¯)w
]
+ o(σ2). (5.7)
Since DJ(u¯)v = 0, ‖u˜σ − u¯‖∞,∞ = O(σ
2) = o(1) and u˜σ is feasible, dividing by σ2 and using the
local weak optimality of u¯, we get
0 ≤ D2J(u¯)v2 +DJ(u¯)w + o(1),
and the claim follows by letting σ ↓ 0.
Second step: We calculate the dual problem of (CPv). The Lagrangian Lˆ : L
∞,∞(Q)×RnE ×RI
2(u¯,v)
associated to problem (CPv) is defined as
Lˆ(w, λE , λˆI) := D
2J(u¯)v2 +DJ(u¯)w + λ⊤E
[
D2GE(u¯)v
2 +DGE(u¯)w
]
+
∑
j∈I2(u¯,v) λˆ
j
I
[
D2GjI(u¯)v
2 +DGjI(u¯)w
]
,
= D2uuL(u¯, λE , λI)v
2 +DuL(u¯, λE , λI)w,
where λI ∈ R
nI
+ is defined as λ
j
I = λˆ
j
I if j ∈ I
2(u¯, v) and 0, otherwise. Therefore, the dual problem
of (CPv) is
max
(λE ,λˆI)∈R
nE×R
I2(u¯,v)
+
{
D2uuL(u¯, λE , λI)v
2 + inf
w∈TK1 (u¯)∩L
∞,∞(Q)
DuL(u¯, λE , λI)w
}
.
Now, noting that v ∈ CK(u¯) implies that for every (λE , λI) ∈ ΛL(u¯) we have that λ
i
I = 0 if
i ∈ {1, . . . , nI} \ I
2(u¯, v), we get that the dual problem can be written as
max
(λE ,λI)∈ΛL(u¯)
{
D2uuL(u¯, λE , λI)v
2 + inf
w∈TK1 (u¯)∩L
∞,∞(Q)
DuL(u¯, λE , λI)w
}
.
But since
inf
w∈TK1 (u¯)∩L
∞,∞(Q)
DuL(u¯, λE , λI)w =
{
0 if (λE , λI) ∈ ΛL(u¯),
−∞ if not,
we obtain that the dual problem is given by
max
(λE ,λI)∈ΛL(u¯)
D2uuL(u¯, λE , λI)v
2 = max
λ∈ΛL(u¯)
Q2[u¯, λ](v),
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by Proposition 3.5.
Third step: We prove that (CPv) and its dual have the same value. Let Kˆ1 := TK1(u¯) ∩ L
∞,∞(Q),
Kˆ2 := {0}
nE ×R
I2(u¯,v)
− and Gˆ := (GE , (G
i
I)i∈I2(u¯,v)). Then, the constraints for (CPv) can be written
in compact form
DGˆ(u¯)w +D2Gˆ(u¯)v2 ∈ Kˆ2, w ∈ Kˆ1.
Since RK1(u¯) ⊆ Kˆ1 and Kˆ2 is the projection of RK2(G(u¯)) on {0}
nE ×R
I2(u¯,v)
− , by (RCQ) and (4.2)
we have that
0 ∈ int
{
DGˆ(u¯)Kˆ1 +D
2Gˆ(u¯)v2 − Kˆ2
}
.
Therefore, by [11, Theorem 2.187] we have that the value of (CPv) is equal to the value of its dual
and so (5.3) follows.
Fourth step: We prove (5.4). Defining Jα(u) := J(u)−
1
2α‖u− u¯‖
2
2,2, (2.13) implies that u¯ is a weak
local solution of the problem (Pα) defined as inf{Jα(u) ; u ∈ K}. Since DJα(u) = DJ(u)−α(u− u¯),
the strict critical cone at u¯ associated to (Pα) coincides with C
S
K(u¯). Moreover, the Lagrangian
Lα(u, λ) := L(u, λ) −
1
2α‖u − u¯‖
2
2,2, associated to (Pα), satisfies D
2
uuLα(u, λ)v
2 = D2uuL(u, λ)v
2 −
α‖v‖22,2. Condition (5.4) follows from (5.3) applied to the problem (Pα).
5.2 Second order necessary conditions using polyhedricity theory
Given λ := (λE , λI) ∈ ΛL(u¯) define q¯λ(t, x) := −H¯u[λ](t, x) for a.a. (t, x) ∈ Q. Note that q¯λ ∈
L∞,∞(Q). Let us set (q¯λ)
⊥ := {v ∈ L2,2(Q) ; 〈q¯λ, v〉L2 = 0}. In this section, we will assume the
following hypothesis
(H4) There exists λ ∈ ΛL(u¯) such that
0 ∈ int
(
DG(u¯)
[
(K1 − u¯) ∩ (q¯λ)
⊥
]
− TK2(G(u¯)) ∩ λ
⊥
)
, (5.8)
where λ⊥ denotes the subspace of RnE × RnI which is orthogonal to λ.
Remark 5.3. (i) Clearly, (5.8) implies (RCQ).
(ii) On the other hand, recalling the definition of Aεa(u¯) and A
ε
b(u¯) in (5.5), condition (5.8) is im-
plied by the existence of ε > 0 and viE,ε (i = 1, . . . , nE), v
j
I,ε (j ∈ I
1(u¯)) such that supp(viE,ε) ⊆
(Aεa(u¯) ∪A
ε
b)
c, supp(vjI,ε) ⊆ (A
ε
a(u¯) ∪A
ε
b)
c and
DGiE(u¯)v
k
E,ε = δik DG
j
I(u¯)v
k
I,ε = δjk,
where δik is the Kronecker symbol. This type of surjectivity condition is the usual assumption in the
existing literature [7, 15, 17, 18].
The following Lemma will be useful.
Lemma 5.4. Let λ ∈ ΛL(u¯). Then, the following assertions hold true:
(i) The critical cone can be expressed as
CK(u¯) := {v ∈ TK1(u¯) ∩ (q¯λ)
⊥ ; DG(u¯)v ∈ TK2(G(u¯)) ∩ λ
⊥}.
(ii) If (H4) holds and λ1 ∈ ΛL(u¯), then λ1 = λ.
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Proof. Since λ ∈ ΛL(u¯), for any v ∈ CK(u¯), we have
DuL(u¯, λ)v = DJ(u¯)v + 〈λ,DG(u¯)v〉 = Q1[u¯, λ]v = −
∫
Q
q¯λ(t, x)v(t, x)dtdx ≥ 0. (5.9)
Since for all j ∈ I1(u¯), DGjI(u¯)v ≤ 0, λ
j
I ≥ 0 and λ
j
I = 0 for j ∈ {1, . . . , nI} \ I
1(u¯), we get
0 ≥
∑
j∈I1(u¯)
λjDGjI(u¯)v = −
∫
Q
q¯λ(t, x)v(t, x)dtdx ≥ 0,
which implies that v ∈ (q¯λ)
⊥ and DG(u¯)v ∈ λ⊥. Conversely, if v ∈ (q¯λ)
⊥ and DG(u¯)v ∈ λ⊥, the
fact that
DJ(u¯)v + 〈λ,DG(u¯)v〉 = −
∫
Q
q¯λ(t, x)v(t, x)dtdx for all v ∈ L
2,2(Q),
implies that DJ(u¯)v = 0. Assertion (i) follows. Now, given δ ∈ RnE+nI , with |δ| small enough, (5.8)
implies the existence of vδ ∈ K1 − u¯ and z ∈ TK2(G(u¯)) such that
DG(u¯)vδ = δ + z, 〈q¯λ, vδ〉L2 = 0, 〈λ, z〉 = 0.
If λ1 ∈ ΛL(u¯), then
DJ(u¯) + q¯λ1 +DG(u¯)
∗λ1 = 0, λ1 ∈ NK2(G(u¯)), q¯λ1 ∈ NK1(u¯).
Thus, since λ ∈ ΛL(u¯), we obtain that
〈q¯λ1 , vδ〉L2 + 〈λ1, δ + z〉 = 〈q¯λ, vδ〉L2 + 〈λ, δ + z〉 = 〈λ, δ〉,
from which
〈λ− λ1, δ〉 = 〈q¯λ1 , vδ〉L2 + 〈λ1, z〉 ≤ 0.
Since δ is arbitrary but small, the above relation implies that λ = λ1. The result follows.
Definition 5.5. Let (X, ‖ ·‖X) be a Banach space and let K ⊆ X be a non-empty, closed and convex
set. We say that K is polyhedric at x ∈ K if for every q ∈ NK(x) we have that closX(RK(x) ∩
Ker(q)) = TK(x) ∩Ker(q). If K is polyhedric at every x ∈ K we will say that K is polyhedric.
We have the following density results regarding the critical cone.
Lemma 5.6. The following assertions hold true:
(i) The set K1 is polyhedric.
(ii) If (5.8) holds at u¯, then closL2,2 (RK1(u¯) ∩ CK(u¯)) = CK(u¯).
Proof. Let q ∈ NK1(u¯) and v ∈ TK1(u¯) ∩ q
⊥. For k ∈ N \ {0} set
vk(t, x) :=
{
v(t, x) if u¯(t, x) + 1kv(t, x) ∈ [a(t, x), b(t, x)],
0 otherwise.
Clearly, vk ∈ RK1(u) ∩ q
⊥. Moreover, since v ∈ TK1(u¯), as k ↑ ∞ we have that vk → v in L
2,2(Q) by
dominated convergence. Assertion (i) follows. Now, suppose that (5.8) holds at u¯ and let v ∈ CK(u¯).
By Lemma 5.4 and (i) we have the existence of λ ∈ RnE+nI and v1ε ∈ RK1(u¯) ∩ (q¯λ)
⊥ such that
ΛL(u¯) = {λ} and v
1
ε = v + o(1) in L
2,2(Q), as ε ↓ 0. Therefore, for ε > 0 small enough εv1ε ∈
(K1 − u¯) ∩ (q¯λ)
⊥. Moreover,
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λ⊤DG(u¯)(εv1ε) = o(ε), DGE(u¯)(εv
1
ε) = o(ε), DG
j
I(u¯)(εv
1
ε) ≤ o(ε),
for all j ∈ I1(u¯). Thus,
dL∞,∞(Q)×RnE+nI
(
(εv1ε , DG(u¯)(εv
1
ε)),
[
(K1 − u¯) ∩ (q¯λ)
⊥
]
×
[
TK2(G(u¯)) ∩ λ
⊥
])
= o(ε),
which implies, by the regularity condition (5.8), the existence of v2ε ∈ (K1 − u¯) ∩ (qλ)
⊥ such that
DG(u¯)v2ε ∈ TK2(G(u¯)) ∩ λ
⊥ and v2ε = εv
1
ε + o(ε) in L
∞,∞(Q). Therefore, 1εv
2
ε ∈ RK1(u¯) ∩CK(u¯) and
1
εv
2
ε = v + o(1) in L
2,2(Q). The result follows.
Now we can prove second order optimality conditions in the critical cone CK(u¯) assuming the
stronger assumption (5.8).
Theorem 5.7. Let u¯ be a local solution of (P ) and suppose that (H4) holds at u¯. Then, the set
of Lagrange multipliers ΛL(u¯) is a singleton λL(u¯) = {λ} and the following second order necessary
condition holds true:
Q2[u¯, λ](v) ≥ 0 for all v ∈ CK(u¯). (5.10)
If in addition, u¯ is a local solution satisfying the quadratic growth property (2.13), then there exists
α > 0 such that for every v ∈ CK(u¯)
Q2[u¯, λ](v) ≥ α‖v‖
2
2,2. (5.11)
Proof. We follow the same strategy used in the proof of Theorem 5.2. By Lemma 5.6 (ii) and the
continuity in L2,2(Q) of D2L(u¯, λ)(·, ·), it suffices to prove (5.10) for critical directions in RK1(u¯) ∩
CK(u¯). Let us fix v ∈ RK1(u¯) ∩ CK(u¯). If we prove that the value of (CPv), defined in the first step
in the proof of Theorem 5.2, is non-negative, we are done because the proofs of the second, third
and fourth steps remain unchanged and the Lagrange multiplier λ is unique by Lemma 5.4(ii). Let
w be feasible for (CPv) and for σ > 0 set u
σ := u¯+ σv+ 12σ
2w. Using that v ∈ RK1(u¯) we have that
u¯+σv ∈ K1, for σ small enough. This implies that dL1,1(Q)(u
σ,K1) = o(σ
2), as σ ↓ 0. As in the proof
in Theorem 5.2, defining wˆσ := wIAσ , where A
σ := {(t, x) ∈ Q ; a− σ
2
2 w ≤ u¯ ≤ b−
σ2
2 w}, and setting
uˆσ := u¯ + σv + 12σ
2wˆσ, we obtain that dL∞,∞(Q)×RnE+nI ((uˆ
σ, (GE(u
σ), GI(u
σ)));K1 × K2) = o(σ
2).
By Remark 5.3, we can mimic the proof in Theorem 5.2 in order to construct u˜σ, feasible for problem
(P ), such that ‖u˜σ−u¯‖∞,∞ = o(1) and ‖u˜
σ−uσ‖1,1 = o(σ
2), from which the result easily follows.
5.3 Second order sufficient condition
Let us first recall the notion of Legendre form (see e.g. [30]). Given a Hilbert space H, a quadratic
form Q : H → R is a Legendre form if it satisfies:
(i) Q is weakly lower semicontinuous.
(ii) If vk ∈ H converges weakly to v¯ and Q(vk) converges to Q(v¯), then vk converges strongly to v¯.
We have the following second order sufficient condition:
Theorem 5.8. Let u¯ ∈ K. Suppose that
(i) ΛL(u¯) 6= ∅.
(ii) For all λ ∈ ΛL(u¯) we have that Q2[u¯, λ] is a Legendre form in L
2,2(Q).
(iii) There exists α > 0 such that for every v ∈ CK(u¯)
max
λ∈Λ(u¯)
Q2[u¯, λ]v ≥ α‖v‖
2
2,2. (5.12)
Then u¯ is a weak local solution of (P ) satisfying the quadratic growth property (2.13).
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Proof. The proof is by contradiction. If (2.13) does not holds, then there exists a sequence uk ∈ K
with ‖uk − u¯‖∞,∞ → 0 and such that for all λ ∈ ΛL(u¯) we have
L(uk, λ)− L(u¯, λ) ≤ J(uk)− J(u¯) ≤ o(‖uk − u¯‖
2
2,2). (5.13)
Setting δku := uk − u¯ and using Proposition 3.5 we obtain that
Q1[u¯, λ]δku+
1
2Q2[u¯, λ](δku) ≤ o(‖δku‖
2
2,2). (5.14)
Defining τk := ‖δku‖2,2 and hk := δku/τk we get that ‖hk‖2,2 = 1. Therefore, by weak compactness,
there exists h ∈ L2,2(Q) such that, except for some subsequence, hk → h weakly in L
2,2(Q). Let us
prove that h ∈ CK(u¯). Since hk ∈ RK1(u¯) and TK1(u¯) is weakly closed, we get that h ∈ TK1(u¯). On
the other hand, using the expansion in Proposition 3.3, we get
0 = GiE(uk) = G
i
E(u¯) + τkDG
i
E(u¯)hk +O(τ
2
k ) = τk
∫
Ω(Φ
i
E)y(x, y¯(T, x))z[hk](T, x)dx+O(τ
2
k ),
0 ≥ GjI(uk) = G
j
I(u¯) + τkDG
j
I(u¯)hk +O(τ
2
k ) = τk
∫
Ω(Φ
j
I)y(x, y¯(T, x))z[hk](T, x)dx+O(τ
2
k ),
for all i = 1, . . . , nE , j ∈ I
1(u¯). Dividing by τk and letting k ↑ ∞, Proposition 2.1(iii) implies that
DGiE(u¯)h = 0 ∀ i = 1, . . . , nE and DG
j
I(u¯)h ≤ 0, ∀ j ∈ I
1(u¯).
Analogously, by Proposition 3.5 and (5.13) we have that
τkDJ(u¯)hk +O(τ
2
k ) = J(uk)− J(u¯) ≤ o(τ
2
k ).
Dividing by τk and letting k ↑ ∞, the first identity in (3.14) with λ = 0 and Proposition 2.1(iii)
imply that DJ(u¯)h ≤ 0. Since h ∈ TK1(u¯),
DuL(u¯, λ)h = DJ(u¯)h+
nE∑
i=1
λiEDG
i
E(u¯)h+
∑
j∈I(u¯)
λjIDG
j
I(u¯)h ≥ 0.
Since DGiE(u¯)h = 0 for all i = 1, . . . , nE and DG
j
I(u¯)h ≤ 0 for all j = 1, . . . , nI , we have that
DJ(u¯)h ≥ 0 and so DJ(u¯)h = 0, which implies that h ∈ CK(u¯). On the other hand, since δku ∈
TK1(u¯) we have that Q1[u¯, λ](δku) ≥ 0. Thus, dividing by τk in (5.14) and using that Q2[u¯, λ] is
weakly lower semicontinuous, we obtain that
Q2[u¯, λ](h) ≤ lim inf
k→∞
Q2[u¯, λ](hk) ≤ lim sup
k→∞
Q2[u¯, λ](hk) ≤ 0. (5.15)
Since h ∈ CK(u¯) and the above identity holds for every λ ∈ ΛL(u¯), by (5.12) we can choose λh ∈ ΛL(u¯)
such that
Q2[u¯, λh](h) ≥ α‖h‖
2
2,2.
Therefore, (5.15) implies that h = 0 and Q2[u¯, λ](hk) converges to 0 = Q2[u¯, λ](h). Since Q2[u¯, λ] is
a Legendre form, we obtain that hk → 0 strongly in L
2,2(Q), which contradicts ‖hk‖2,2 = 1.
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6 The case of a quadratic Hamiltonian
In this final section we sketch some particular features in the case when ℓ is quadratic w.r.t. (y, u)
and ϕ is linear w.r.t. u. We consider as model problem the following
inf J(u) :=
∫
Q
[
1
2u(t, x)
2 + ℓ(t, x, y(t, x))
]
dtdx+
∫
ΩΦ(x, y(T, x))dx,
subject to
∂ty −∆y + ϕ(y) = u in Q,
y = 0 in Σ,
y(0, ·) = y0 in Ω,
a(t, x) ≤ u(t, x) ≤ b(t, x) in Q,∫
ΩΦ
i
E(x, y(T, x))dx = 0 for i = 1, . . . , nE ,∫
ΩΦ
j
I(x, y(T, x))dx ≤ 0 for j = 1, . . . , nI ,
(P1)
where a, b and y0 are as in the previous sections and ℓ, ϕ, Φ, Φ
i
E , Φ
j
I satisfy the assumptions in
Section 2. Let u¯ be a weak local solution of (P1) and suppose that (RCQ) is verified at u¯. Then,
the set of Lagrange multipliers is non-empty and by Theorem 5.2 the second order condition (5.3)
holds true.
On the other hand, by the proof of Proposition 3.3, the Sobolev embeddings and the particular
forms of the cost and the dynamics, for s large enough the residual term in the expansion of the
Lagrangian can be improved to o(‖v‖22,2) as ‖v‖s,s → 0 (see [5, Lemma 4.1] for detailed computations).
Moreover, using Proposition 2.1(iii), it is easy to see that for all λ we have that Q2[u¯, λ] is a Legendre
form. Thus, by the proof of the sufficient condition in Theorem 5.8, if (5.12) is verified then the
quadratic growth property (2.13) is satisfied for all u ∈ K such that ‖u − u¯‖s,s is small. Therefore,
Remark 2.5 implies the following result
Theorem 6.1. Consider problem (P1) and let u¯ ∈ K be such that ΛL(u¯) 6= ∅ and (5.12) are verified.
Then, u¯ satisfies the L1,1-weak quadratic growth condition (2.14).
As a consequence we have the following corollary
Corollary 6.2. Suppose that at u¯ either (i) (RCQ) and CK(u¯) = C
S
K(u¯) or (ii) the regularity
condition (5.8) are satisfied. Then, if u¯ is a weak local solution of (P1) satisfying the weak quadratic
growth condition (2.13), we have that u¯ satisfies the L1,1-weak quadratic growth condition (2.14).
Proof. If u¯ is a weak local solution of (P1) satisfying the weak quadratic growth condition (2.13)
then ΛL(u¯) 6= ∅. Moreover, if (i) or (ii) are verified, Theorem 5.2 or Theorem 5.7 implies that (5.12)
is satisfied. The result follows from Theorem 6.1.
Remark 6.3. If one of the conditions in the above Corollary is satisfied then the notions of weak
quadratic growth and L1,1-weak quadratic growth coincide. Of course, when no final state constraints
are imposed none of these conditions are required.
We end this section sketching how our assumptions have to be modified if K is not bounded in
L∞,∞(Q) (the model example is when K1 = {u ∈ L
2,2(Q) ; u(t, x) ≥ 0 for a.a. (t, x) ∈ Q}). Let us
assume that u ∈ L∞,∞(Q). In some particular cases, for example under additional restrictions over
ϕ such as a uniform Lipschitz property, the existence of such a solution can be ensured by proving
first the existence in L2,2(Q) and then using a bootstrapping argument and the first order optimality
conditions. Since in order to obtain second order optimality conditions the strategy is based on
considering expansions of the Lagrangian when L∞,∞ perturbations are performed and then some
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density arguments using the continuity of Q2[u¯, λ], the only modification needed for the proof of
Theorem 5.2 is that (RCQ) has to be strengthened to
0 ∈ int {G(u¯) +DG(u¯) (K1 ∩ L
∞,∞(Q)− u¯)−K2} . (RCQ
′)
Similarly, the corresponding modification to (5.8), which is needed to prove Theorem 5.7, is
0 ∈ int
(
DG(u¯)
[
(K1 ∩ L
∞,∞(Q)− u¯) ∩ (q¯λ)
⊥
]
− TK2(G(u¯)) ∩ λ
⊥
)
. (6.1)
Indeed, under (6.1) it is possible to show that closL2,2 (RK1(u¯) ∩ L
∞,∞(Q) ∩ CK(u¯)) = CK(u¯) and
the proof of Theorem 5.7 remains unchanged. Thus, if either (i’) (RCQ′) and CK(u¯) = C
S
K(u¯) or (ii’)
the regularity condition (6.1) is satisfied, we have that any weak solution u¯ ∈ L∞,∞(Q) that satisfies
the weak quadratic growth condition also satisfies the Ls,s-weak quadratic growth condition if s is
large enough. The latter condition implies of course that if we fix R > 0, the L1,1-weak quadratic
growth condition (2.14) holds true for every u such that ‖u− u¯‖1,1 ≤ ε and ‖u‖∞,∞ ≤ R.
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