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ABSTRACT
ENERGY MANAGEMENT SYSTEM CONSIDERING BATTERY LIFETIME
PRAJINA TANDUKAR
2017
The contribution of renewable energy resources in the global energy generation has
been increasing at a fast pace. Variability and uncertainty are the two main issues related
to renewable energy integration. Thus, energy storage systems (ESSs) are used in such
systems to smooth the power generated by the renewable energy sources. In order to
ensure reliable and economic operation of the system, energy management system (EMS)
is implemented to control the dispatch of the available resources. ESS such as a battery
requires significant capital investment and frequent replacement. A battery has a
maximum lifetime called float life, regardless of energy throughput. Furthermore, the
useful lifetime of these batteries varies considerably based on the operating conditions.
Generally, the batteries are used excessively without considering the impact on the useful
lifetime when used in systems that are isolated from the utility. On the contrary, the
batteries are rarely used in the systems that are connected to the utility such that the
available output is wasted at the end of the float life of the batteries. Thus, the
consideration of the battery lifetime characteristics in EMS can maximize the battery
utilization during its useful life. In this work, implementation of EMS including the
battery lifetime for the operation of hybrid power systems– a remote microgrid, and a data
center are investigated.
Implementation of EMS for the annual operation of a remote microgrid considering
xi
the battery lifetime is performed. A heuristic search technique– genetic
implementor (genitor) algorithm has been implemented as the inclusion of fuel
consumption of diesel generator and battery degradation models in objective function
yields in high nonlinearity. The fuel consumption and battery output minimization are
achieved.
Similar to a remote microgrid, EMS can also be implemented in large scale systems
like data centers. Data centers consume a large amount of energy and have backup
resources allocated for emergency conditions. These resources can be utilized to
participate in demand response (DR) to reduce the peak load demand. Real-time dispatch
module of a data center is developed to consume daily allocated budget for battery usage
to ensure utilization of the battery. The real-time operational cost of a data center is
reduced for participation in DR as compared to the operational cost without DR.
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CHAPTER 1 INTRODUCTION
1.1 Background
Renewable energy sources such as photovoltaic (PV), wind are the fastest-growing
source of energy. The trend in global PV and wind power installations over the last decade
is depicted in Fig. 1.1 [1]. It can be clearly seen that the global renewable energy capacity
has been increasing at an exponential rate. Furthermore, the annual growth rate of the use
of renewable resources for electricity generation average is expected to be 2.9% from
2012 to 2040 [2]. The decreasing cost of distributed energy resources (DERs) is one of the
main reasons for the increasing use of renewable energy sources. Many countries like
Germany, Denmark, Spain have enforced policies and incentive schemes that have led to
wider acceptance and growth of renewable energy technologies in the last decade.
Another important aspect that has influenced this change is the fact that the PV and wind
power plants do not require a lot of maintenance and have zero fuel cost. Hence,
electricity can be generated close to the point of use, and at a cheaper price. Electricity
generation close to the point of consumption reduces system peak load and network
congestion, hence increasing system reliability [3]. Moreover, it can postpone the
requirement for expensive upgrade and extension of existing transmission lines [4].
Unlike many conventional sources of energy, the electricity generated from the
renewable energy sources change with time and the amount of energy that can be
extracted cannot be known with perfect accuracy [5]. Variability and uncertainty are the
two main issues related to renewable energy integration. Due to the intermittent nature of
renewable energy sources such as PV and wind, the full potential of these resources
2
Figure 1.1. Global PV and wind power capacity [1].
cannot be utilized. In order to overcome these issues, energy storage systems (ESSs) are
used. An ESS can act as a load to store excess energy generated by the renewable energy
source such that this energy can be used to support the demand at the time of lower
renewable energy generation. Hence, ESS is an important component in a system with
renewable integrated systems. Batteries are the commonly used ESS for this purpose due
ease of availability in the market and simpler implementation.
A battery has a maximum lifetime called float life, regardless of energy throughput.
Under optimum conditions, the float life of a lead-acid battery is estimated to be about 10
years [6]. But, in practice, this is usually not achieved [7] as the batteries have a limited
energy throughput during its lifetime which is greatly affected by its operating conditions.
In most of the applications, batteries are used to smooth the power generated by renewable
energy sources without considering the factors that affect its useful life. The capacity of
battery degrades over time and when it reaches 80% of the initial capacity, it is termed
dead [8]. The energy throughput that can be obtained from a battery during its useful life
depends on several factors such as the state of charge (SOC), temperature, charging and
discharging currents, charging intervals, etc. Excessive use of the battery, draining it to a
very low SOC, and few full charges can significantly reduce its useful life [9]. Hence,
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battery operating conditions need to be considered to ensure that the degradation does not
reduce the lifetime considerably.
Along with batteries, conventional energy sources such as generators are also used
to increase system reliability. These generators serve for on-site electricity generation
during the absence of renewable energy sources for a long period of time. The main
challenge in any power system operation is to keep the system in balance such that the
energy supplied meets the electricity demand at all times. In order to ensure optimal
dispatch of all the DERs available in a system, an energy management system (EMS) is
required. An EMS schedules the DERs for optimal dispatch such that the system operation
constraints are met along with the economic operation of the system. Appropriate
scheduling can help keep the system balanced as it can manage storage devices to store
the energy when the renewable production is higher or electricity price is low, and supply
the load demand when electricity price is high [10]. Proper implementation of EMS can
utilize the available DERs in the best possible way. Renewable sources of energy do not
have significant lifetime reduction based on the operational profile. However, the lifetime
of a battery is very sensitive to the operating conditions. In order to ensure that the
batteries are fully utilized during its useful life, it is important that EMS accurately models
the battery such that the factors that cause degradation and results in reduced lifetime can
be accurately modeled. The EMS is responsible for considering all the system operating
conditions to achieve economical and reliable operation.
The EMS plays a significant role in any system that involves the use of DERs.
Energy management systems have become essential for the power sharing due to
increasing generation and demand fluctuations. For a system without connection with the
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utility, it is important that the EMS dispatches DERs to balance the load demand with
on-site generation in the most economical way possible. A remote microgrid is one
example. These are small self-sufficient power systems with power demands, usually in
the range of kilowatts. As these systems are not connected to the utility, the batteries and
the backup generators are used to a great extent to fulfill the load demand. The EMS is
responsible for the reliable and economic dispatch of the energy resources. DERs might
also be implemented in larger scales for a system that is connected to the utility. One of
such example is data centers with power demand in the range of gigawatts. For systems
like data centers, reliability is the biggest issue. Hence, though these data centers are
connected to the utility, these have access to a backup generation source that can fully
supply the load. These also have access to backup batteries that can supply the load
demand for some hours. In these systems, batteries are usually included for backup
purposes and are used less frequently. An EMS plays a key role to utilize the renewable
energy resources and the batteries to the full and to decrease the operational costs. Remote
microgrids and data centers differ significantly in terms of the available resources,
redundancy in energy sources and the use of batteries. However, the main goal of EMS in
both the system is the same– to reduce the operational cost. The EMS is implemented in
two stages. The first stage is day-ahead planning stage where the DERs are scheduled
based on the forecast values of load data and PV output. The next phase is real-time
dispatch stage where the DERs are dispatched to meet the load demand at the present time.
Batteries are key components in systems that involve DERs. The battery usage
pattern varies significantly on the basis of the system requirements. As mentioned before,
in power systems that are isolated from the utility, batteries are used heavily to
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compensate for variations in the power output from renewable resources. In such systems,
the batteries are over-utilized such that they degrade prematurely and require frequent
replacement (4-5 years). Generally, the operational cost of a diesel generator is considered
as the only operational cost in such systems. Neglecting the battery operating conditions
in EMS implies that the cost of replacement of batteries is excluded while minimizing the
operational cost. As batteries require significant investment for replacement, its operating
cost and lifetime should be included in the EMS. The inclusion of battery lifetime in
EMS requires proper analysis of available battery lifetime models. This inclusion of
battery lifetime models and the operational cost of diesel generators result in high
nonlinearity in the optimization problem. Traditional optimization techniques are not able
to generate an optimal solution for such highly nonlinear problems.
In power systems that are connected to the utility, batteries are used only in cases
when power is not available from the grid. In such systems, batteries tend to be
under-utilized throughout its useful life and are replaced when the float life is reached.
This means that the available battery output has not been fully used in spite of heavy
investment on batteries. In order to ensure that the batteries are utilized during its useful
life, battery lifetime consideration is required in the EMS of these systems as well.
1.2 Objective
The objective of this thesis was to include battery lifetime models in the EMS of
hybrid power systems such that the optimal dispatch was achieved, and the variation in the
forecast and real-time values were considered. The specific tasks of this research were to:
(a) Include battery lifetime model in the EMS of a remote microgrid to obtain optimal
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dispatch schedule that avoids over utilization of batteries,
(b) Study of available battery models for implementation in EMS, and
(c) Analyze the impact of battery budget allocation in real-time operational cost of data
centers considering differences in forecast and actual values.
1.3 Contributions
The main contributions of this thesis are stated below:
(a) proposed day-ahead scheduling of DERs in a benchmark for an isolated remote
microgrid using genitor algorithm, and
(b) developed real-time dispatch module considering the variation in forecasted and
actual PV and load profile for a data center benchmark.
1.4 Thesis outline
This thesis is organized as follows: Detailed study of various battery models that
can be implemented in EMS has been discussed in Chapter 2. The main research interest
here is to analyze how the available battery degradation models fit in EMS of a remote
microgrid and a data center. In this chapter, the models for lead-acid battery have been
focused as it is used more frequently compared to other battery technologies. Chapter 3
presents day-ahead scheduling of a remote microgrid based on forecasted PV and load
profile while considering the operating conditions of the battery. Traditional optimization
techniques such as linear, quadratic, gradient search are not suitable for highly nonlinear
optimization problems. Hence, genitor algorithm, which is a heuristic search technique is
used to schedule the DERs in an optimal way. Chapter 4 includes the detailed discussion
on implementation of day-ahead schedule in real-time. Here, a data center benchmark and
7
the previous work have been discussed, followed by the real-time implementation to
account for the mismatch between forecast and actual values for PV and load demand.
Battery lifetime has been considered in this work by allocating daily budget for battery
usage. Finally, the conclusions of this thesis and possible future works are presented in
Chapter 5.
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CHAPTER 2 STUDY OF BATTERY LIFETIME MODELS FOR ENERGY
MANAGEMENT SYSTEM
2.1 Background
With increasing global concerns for clean energy, the integration of renewable
energy sources to fulfill load demand is increasing. However, renewable resources are
intermittent in nature and cannot be predicted with 100% accuracy. Furthermore, as load
demand fluctuates with respect to time reliable and stable operation of the system and
utilizing the full potential of renewables becomes a challenge. In order to maximize the
utilization of renewable energy sources, the system requires an ability to rapidly
accommodate sudden and extreme fluctuations [11]. An ESS can be used to smooth out
power fluctuations due to intermittent and unpredictable renewable generation. These can
be charged store excess energy when energy production is higher than consumption, and
then discharged to fulfill load demand in the absence of sufficient power from renewable
energy sources. Hence, an ESS plays an important role in such systems for the efficient
and stable operation. Global installation of ESS for renewable energy integration is
expected to grow from 196.2 MW in 2015 to 12.7 GW in 2025 [12]. ESS technologies
such as hydrogen-based storage, batteries like lead-acid, lithium-ion, nickel-cadmium,
nickel-metal hydride, etc. can be used for the above mentioned purpose. Among these, the
utilization of renewable energy sources using lead-acid batteries is a mature solution [13].
For this reason, lead-acid batteries are focused more as compared to other technologies in
this chapter.
A battery has a maximum lifetime, called float life (also referred as the calendar
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life), regardless of energy throughput utilized. A battery has to be replaced at the end of
this time period even if it been under-utilized. A lead-acid battery’s float life is typically
10 years [14]. In actual operation, batteries degrade progressively over the course of use
resulting in reduced capacity and cycle life. According to the United States Advanced
Battery Consortium (USABC), a battery has reached the end of its life when capacity has
degraded to 80% of its rated value [8]. Accordingly, a battery has a limited amount of
energy throughput available during its lifetime [15]. Thus, ESSs are also identified as the
weakest link in the system with renewable integration [16]. For the full value of the
battery to be realized, the maximum energy throughput should be consumed before the
float life has been met.
The batteries used in hybrid power system experience irregular charge and discharge
cycles along with varying depth of discharge (DOD) and the rate of discharge [15]. The
operating conditions of the battery determine the amount of degradation that occurs in it.
Complex interactions between various operating conditions and the aging phenomenon
make it very difficult to develop laboratory tests to analyze lifetime of a battery in relation
to each of the individual factors that cause degradation [17]. Hence, including all battery
degradation factors in a model is difficult. SOC of a battery is one of the most important
measures [18]. Maintaining a battery at higher SOC can assist longer battery life and
reduced maintenance requirements. Generally, in a microgrid, the batteries are used in
absence of renewable resources. In many of these cases, the battery may be used to supply
the load demand until the entire capacity is drained. This practice can considerably reduce
the battery performance [18]. Regular full charges enhance battery performance. Another
important consideration is the charge and discharge cycles. The charge and discharge rates
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should be maintained within the manufacturer specification at all times. The temperature
of operation of a lead-acid battery also has great influence on the lifetime characteristics.
It is found that the lifetime of a lead-acid battery decreases by 50% for every 3.3◦ rise in
temperature [18]. Furthermore, the battery efficiency is not a constant value at all SOC
conditions. Generally, the useful lifetime of a battery is assumed to be equal to the float
life of battery mentioned in the datasheet. The study of the effect of the battery age on the
charge and discharge efficiency of the battery has not been directly included in lifetime
prediction models in existing literature. In this chapter, various battery lifetime models
and their possibility for implementation for an EMS for a remote microgrid and a data
center is discussed.
2.1.1 Remote microgrid
Remote microgrids are self-sufficient power systems that are used to supply
electricity in locations that are isolated from the main utility. Though photovoltaic (PV)
system utilization is increasing rapidly in remote microgrids, diesel generators are still the
primary source of energy [19]. The addition of PV to the microgrid reduces the load on
the generator. Conventional generators are designed to operate near its full rating.
Operating these generators under low loading conditions result in a poor efficiency of the
generators. Hence, the use of renewable energy sources reduces fuel efficiency. Moreover,
the PV power does not correlate with load demand, and the full potential of PV cannot be
utilized. To overcome this issue with the integration of PV, ESSs are used [20]. An ESS
enables dispatch of the generators to meet load requirements [19], acting as a source to
assist the generator or a load for ensuring the efficient operation of the generator.
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In order to deal with the intermittent nature of power generated from renewable
energy resources without using the generators in low loading conditions, the batteries in
these systems are used as needed. As this technique does not account for the long-term
effect on the lifetime of the batteries, the batteries are consumed quickly. Hence, frequent
replacements are required. To avoid this scenario, oversized batteries can be used.
However, the use of larger capacity batteries increases the investment in the system.
Another promising technique is the implementation of battery degradation models.
Battery degradation models can be used to maintain the operating conditions to avoid fast
degradation of batteries. It also ensures battery utilization to a greater extent.
2.1.2 Data center
Data centers are large groups of computer servers and support infrastructure used
for storage, processing, and distribution of data. Reliability is a very important factor for
the operation of data centers. Every minute of an unplanned power outage in a data center
bears a significant cost, on an average of $8851 [21]. Data centers therefore use redundant
sources of power, such as PV panels, backup generators, and batteries to minimize the
instances of outages. These redundant resources are sized such that they can completely
handle the peak load of the data center in the case of a total loss of power from the utility
grid. Such grid outages are rare. For example, an average customer in the U.S.
experiences only 198 minutes of electric power unavailability per year [22]. Thus, the
backup energy resources in data centers remain largely unused most of the time.
The battery capacity for a data center is sized for the worst case scenario– a
contingency for the situation where all of the generators fail to start during an emergency
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period. The battery is typically sized to totally cover the outage for a period of time
ranging from 5 minutes to an hour. Given that power outages are rare occurrences in data
centers, these batteries remain unused for long periods. Therefore, the battery capacity
will be wasted as the battery will have to be replaced by a new one at the end of its float
life. The inclusion of a battery model in EMS of a data center can be a possible solution to
use batteries regularly to avoid underutilization prior to replacement.
2.2 Motivation
The inclusion of the operating characteristics of the battery in an EMS impacts the
way that the battery operates on a daily basis. This means that the battery degradation and
the premature failure can be avoided to a great extent and that the battery can be used in
the best possible way. A remote microgrid is generally located in geographically
challenging locations where resources such as the internet, skilled manpower, accurate
forecasting techniques may not be readily available. On the contrary, data centers have
access to advanced communication infrastructures, forecasting models, real-time
monitoring systems, and skilled manpower. In order to include the battery characteristics,
it is important to analyze the available battery lifetime models and its feasibility for
implementation in the EMS for the system under consideration.
2.3 Models for battery lifetime
In this section, various battery lifetime prediction models are presented. The
batteries that are commonly used in microgrid and data centers are lead-acid batteries and
lithium-ion batteries. Among these technologies, lead-acid batteries are used in the
majority of the cases because of its availability and low capital cost as compared to
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lithium-ion counterparts.
2.3.1 Physical-chemical models
Understanding the effects of aging sources on various aspects of cell performance is
important to analyze the lifetime of the battery. Physical-chemical models of battery is
based on this concept. These models are developed using the fundamental equations of
chemical reactions, Ohm’s law and diffusion processes. The extent of degradation of the
battery depends not only on the operating conditions, but also on the choice of material for
anode, cathode, and electrolyte. Detailed understanding of the aging phenomenon in
anode and cathode, electrolyte concentration, SOC, etc. is modeled on this approach.
Since the chemical reactions that occur in the battery cell are also affected by the
operating conditions such as temperature and current, these factors should also be
accounted [23]. All the processes that occur during the charge and discharge cycles of the
battery are considered to predict the useful life. These are the most sophisticated approach
to battery modeling as it does not require any interpolation. A methodology for lifetime
prediction of battery cells using physics-based models for specific usage has been
developed in [23] for a lithium-ion battery used for an electric vehicle. These models
require online measurements to adapt parameters, which is computationally expensive.
The main drawbacks of these models are high complexity in implementation, especially in
a remote microgrid with limited access to sophisticated devices and data.
2.3.2 Empirical models
The high computational complexity of physical-chemical models is one of the
reasons for it not being implemented in EMS. Empirical models are developed after
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simplification of physical-chemical models. The physical-chemical models are simplified
by reducing the parameters by the use of a large number of experimental data obtained
after performing aging tests. One of such empirical models developed for a battery
management system is proposed in [24]. In this paper, a MATLAB/Simulink model of a
battery is developed to predict the SOC using neural network controller, fuzzy logic
controller, and statistical model. The battery parameters such as consumption time,
current, terminal voltage, temperature and internal resistance have been extracted using
experimental results. In [25], mechanical analogy-based battery model was developed for
SOC estimation considering only voltage and current profiles of the battery. Extended
Kalman filter was adopted as a nonlinear state estimator in this paper. A mathematical
aging model for a lead-acid battery based on temperature, nominal capacity and depth of
discharge to predict the lifetime of a battery used in the hybrid power application was
presented in [26]. In these models, complexity is reduced by neglecting some parameters.
The implementation of these models in EMS requires experimental validation.
2.3.3 Equivalent circuit models
Batteries can be represented by a combination of voltage sources along with a
number of resistors and capacitors to represent charging and discharging characteristics.
After the representation in terms of an electric circuit, Kirchhoff’s laws are used to get a
full set of linear equations. These models are simulated in terms of electrical analogy.
Aging effects are taken into account by adapting resistance and capacitance values. These
adaptations require regular and accurate online measurement of parameters such as battery
resistances and SOC to correctly model the battery. Hence, it is also one of the complex
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approaches. Performance characterization of the lead-acid battery using the equivalent
circuit model is proposed in [27]. The effect of temperature, current, and SOC on the
impedance of the lead acid battery is studied here. The results have been validated with
experimental results. The electrical equivalent model of a battery is proposed in [28] by
incorporating a capacitance to account for the usable capacity of the battery and a
resistance to account for self-discharge. The dynamic characteristics of the battery were
compared with those for experimental data to validate the model. These models can
accurately define battery characteristics for a short duration of time, but the long-term
analysis of battery lifetime is not very accurate with these models.
2.3.4 Weighted ampere-hour models
The operating conditions of the battery are not identical to the conditions for which
the standard battery tests are performed. Mostly, the actual operating conditions are worse
than the conditions for the standard test. To account for these differences, the actual
battery output is continuously multiplied by a weight factor to represent actual operating
conditions in weighted ampere-hour output method. This weight factor introduced
accounts for acid stratification, current density, voltage, temperatures, SOC, quality and
time interval between full charges. The battery reaches the end of its lifetime when
weighted ampere-hour output exceeds unweighted battery ampere-hour output measured
under nominal operating conditions. These models are specially developed for lead-acid
batteries. A model for battery lifetime prediction was presented in [15]. The model was
based on the assumption that every cell of the battery can provide a certain amount of
effective ampere-hours during its useful life. This effective ampere-hour is a function of
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DOD and the charge and discharge rates. This model relies greatly on the data available
from the datasheet for various charge and discharge cycles. This model in [15] has not
been verified due to limited data on battery life cycle. Weighted ampere-hour lifetime
model of the battery lifetime prediction was also implemented in [29] for optimal sizing
the battery. It was found that the battery lifetime would increase on increasing the size of
the battery to a certain point, after which increasing the battery size does not increase the
lifetime. This model is based on the assumptions made in [15]. A lifetime prediction
model that allows analysis of lifetime under various operating conditions is proposed
in [9]. In this paper, the effect of aging or corrosion factor in the lifetime and the nominal
capacity of a battery is included. This model can be adapted for other battery types based
on the data provided in the manufacturer datasheet. In [13], many battery lifetime
prediction models were compared to predict the battery lifetime. The battery model
developed in [9] was found to yield results similar to real lifetimes as compared to the
equivalent full cycle model or the rain flow cycle counting model. The main advantages of
weighted ampere-hour models are low mathematical complexity and flexibility on the
level of details of parameters influence to be incorporated in the model.
2.3.5 Daily budget allocation model
The lifetime throughput of the battery is the total amount of energy a battery can
process during its lifetime. This is the fixed amount of energy that can be cycled before the
battery requires replacement. Lifetime throughput can be expressed in ampere-hour (Ah)
or in kilowatt-hour (kWh), which can be calculated based on the life-cycle, SOC, and the
battery capacity. All of these parameters can be estimated from the battery manufacturer’s
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specification sheet. This model allocates a certain portion of battery output for its use on a
daily basis [30]. The calculation of the daily budget for battery use is based on the float
life and the lifetime throughput of the battery. Thus, the use of the allocated amount of
battery output does not impact the battery lifetime negatively. However, the operation
beyond the allocated limit causes battery degradation. A penalty cost is added to the
operational cost in such cases to account for degradation. Furthermore, this model
requires the batteries to be charged at the end of every day to ensure that the batteries can
supply load if needed for the next day. This also ensures that the batteries do not remain at
a very low SOC for a very long time. Also, the charging cycles of the batteries are
maintained. The simplicity and ease of use of this model are its greatest advantages. It is
specifically suitable for systems where the batteries are used occasionally.
2.3.6 Other battery models
Some other lead-acid battery models are also developed. One of these is cycle and
calendar aging models developed in [31] which is based on a large number of aging tests.
In this model, battery aging is classified as cycle aging for the time when the battery is
either being charged or discharged. Calendar aging of the battery occurs when the battery
remains idle. In this model, the stress factors included are temperature and the SOC.
In [32], another model to predict the lifetime of the battery, Dakin’s degradation model is
presented. This model is based on the experimental data. Several experiments have been
conducted to understand how battery capacity fades with the aging. It was found that the
battery capacity decreases over time as the resistance increases. This process could be
either a linear or nonlinear. Also, it concludes that aging rate increases exponentially with
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the increase in temperature, SOC, and current magnitude. A neural network based model
for prediction of cycle life and SOC of a lithium-ion battery is presented in [33]. The
simulation and experimental results have been compared to verify the accuracy and
robustness of the model for varying aging cycles, temperature, and load profile. All these
models require experimental calibration and validation prior implemented in the
simulation.
2.4 Discussion
The pattern of battery usage depends greatly on the battery modeling techniques
used. It is therefore important to consider the specific requirements of the system for
which the battery model is being used. Furthermore, the choice of battery model depends
on the available infrastructure and manpower for the system being considered.
The remoteness of the location of an isolated microgrid limits the infrastructure and
technological advancements. Also, batteries contain toxic materials that require proper
disposal or recycling. Thus, frequent replacement of the batteries in remote locations is
not practical. In such a scenario, the main objective of the battery modeling is to utilize
the battery in a manner such that minimum replacement is required. Another important
factor for the battery utilization in remote microgrids is the fact that the batteries come
into operation most of the time. In order to accurately predict the lifetime of the batteries
and to ensure proper utilization, the operating conditions must be included in the model.
Physical-chemical, empirical and equivalent circuit models of a battery require
sophisticated devices to collect the real-time data for its implementation. With respect to
the implementation in a remote microgrid, physical-chemical models are computationally
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expensive to implement. The limited access to resources hinders the parameter estimation
and interpolation for the implementation of empirical models in EMS. The electrical
equivalent models of batteries are generally suitable for the estimation of short-term SOC
and operating conditions. However, these models have not been validated for the use in
lifetime prediction. The weighted ampere-hour model of battery lifetime prediction has
been experimentally validated for lifetime prediction. Due to the lack of these in a remote
microgrid, the above-mentioned models are not suitable for implementation in a remote
microgrid. The fact that the weighted ampere-hour model has been experimentally
validated and requires only a few parameters that can be obtained from the manufacturer
data sheet of the batteries make these models superior choice among the others. Also, this
model can be modified for other battery types. Thus, the flexibility of implementation of
these models serves as an advantage over other battery lifetime models for EMS in a
remote microgrid.
The battery operation profile of data centers varies significantly from that of a
remote microgrid, as discussed above. These have redundant paths for the supply of
electricity to improve system reliability. As a result, the batteries are used only on a few
occasions and even when used, they are only used for a few hours of the day. This means
that the battery does not undergo significant degradation given that the SOC and the
charging and discharging currents are maintained within acceptable limits. Though these
systems have highly advanced data monitoring systems and communication
infrastructures, detailed study of the battery topology and ongoing degradation process is
not the main concern here. The battery models such as physical-chemical, empirical,
equivalent circuit models, weighted ampere-hour models focus more on the degradation of
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the battery based on the operational profile than on the calendar aging of the battery.
Hence, these models are suitable for systems where the batteries are used to a great extent.
However, in cases when battery use is rare, calendar aging should be considered as well.
The cycle and calendar aging model described in [31] can be used to predict the lifetime
of batteries based on these two aging phenomena. But, it does not provide information on
how can the battery be used at present to utilize the available output throughout the
lifetime. Daily budget allocation model of battery is specifically developed for a similar
scenario such that the batteries can be utilized throughout its float life. Hence, this model
is more appropriate for a system such as data centers where the batteries are only used for
backup purposes.
2.5 Conclusion and future work
Several approaches implemented for predicting the useful life of electrochemical
ESSs have been discussed. Among the available models, the choice for implementation
depends on parameters such as accuracy in prediction, complexity, availability of
manpower and infrastructures, and its suitability for the system. Long-term future works
in this can be to implement these models in EMS of a remote microgrid and a data center
and analyze the lifetime predicted by the model with the actual lifetime of battery
achieved. This can provide a better estimate for the comparison of these models for each
of the application areas mentioned.
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CHAPTER 3 GENITOR BASED ENERGY MANAGEMENT SYSTEM FOR
REMOTE MICROGRIDS CONSIDERING BATTERY LIFETIME
3.1 Background
Approximately 1.2 billion people did not have access to electricity in 2016 [34].
More than 95% of the global population without any access to electricity live in remote
locations of sub-Saharan Africa and developing countries of Asia. These locations are
geographically challenged and are often far away from the main utility. Extending the
utility grid is expensive and inefficient due to construction challenges, reduced grid
reliability and low electricity demand [35]. Also, expansion of electric grid is
time-consuming and resource intensive; it might take decades to reach the remote
population. One solution to provide power to remote locations is microgrids with
conventional energy sources, renewable energy sources, and ESSs. The U.S. Department
of Energy defines microgrid as “a group of interconnected loads and distributed energy
resources within clearly defined electrical boundaries that acts as a single controllable
entity with respect to the grid. A microgrid can connect and disconnect from the grid to
enable it to operate in both grid-connected or island-mode.” A microgrid can be
considered as a small self-sufficient power system. The global remote microgrid market
is expected to reach $35.1 billion (US Dollars) by 2020 [36].
With the increase in the use of DER in microgrids, it becomes increasingly
challenging to coordinate the available energy resources for operation and control of the
system. An EMS can be implemented to decrease the operational cost of the microgrids
by obtaining an appropriate schedule for using the available DERs [37]. In a diesel
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generator based remote microgrid, a traditional approach to reducing the operational cost
is by reducing the fuel consumption. Since the fuel consumption of a diesel generator is a
quadratic function of its power output, it cannot be optimized by using linear techniques.
If adequate battery modeling is not incorporated, implementing an EMS to minimize the
fuel consumption only results in over utilization of batteries. As the frequent replacement
of batteries in such remote systems is inconvenient, a balance between fuel consumption
and battery output is required to minimize the cost of microgrid operation. The battery
lifetime is dependent on various operating conditions and is also nonlinear. Thus, the
inclusion of battery characteristics results in high nonlinearity [38]. Traditional
optimization approaches such as linear, quadratic, gradient search may not generate a
possible solution for such highly nonlinear problems. This work proposes the use of the
genitor algorithm for the scheduling of the energy resources to achieve minimum
operational cost. Genitor is a heuristic search technique, a steady state genetic algorithm
(GA) and is found to achieve more accurate optimization, especially on large
problems [39]. The day-ahead scheduling module of EMS is discussed in this work. Here,
deterministic programming approach is used for day-ahead scheduling of DERs. In
deterministic programming, it is assumed that all parameters are known with certainty, i.e.
the real values of PV and load are assumed to be equal to the forecasted values.
3.2 Related works
Various approaches have been proposed for scheduling energy resources in a
microgrid EMS. An optimization algorithm to minimize the cost of buying power from
power stations was developed in [40]. A solar PV dominated hybrid DC microgrid has
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been proposed which uses diesel generators only when both PV and battery power is
unavailable [41]. An installation of a combination of wind, battery storage, and
dispatchable heaters in a diesel-powered microgrid was found to achieve 75% fuel
reduction in an Alaskan village [42]. A matrix coded genetic algorithm has been
implemented in [43] to minimize the operational cost of a microgrid such that the ESS is
scheduled to charge during periods of low energy prices and discharge during peak load.
The design and operation of a remote microgrid consisting of DERs and ESSs are
proposed in [44] assuming linear fuel consumption curve of a diesel generator. The EMS
in [40]–[44] does not include the lifetime of the batteries. In any case that the ESS was
involved, the batteries used as and when needed. Battery management by using a
pseudo-SOC approach to limit battery operation within specified limits of SOC was
presented in [45]. This paper includes SOC as the only factor that influences the lifetime.
Though SOC is an important parameter for battery lifetime consideration, it is not the
sufficient one. This work ignores all other parameters that influence battery lifetime in the
long run.
Intelligent dynamic EMS was developed for grid-connected and islanded operation
of microgrids in [46] using adaptive dynamic programming and reinforcement learning
techniques. This technique was found to be better than the decision tree approach.
Batteries and thermal generation were used to overcome uncertainty challenges of wind
and PV. Maintaining SOC and charge/discharge current limits of the battery was
performed to improve battery lifetime. An optimization strategy, including lifetime and
economic consideration for battery ESSs to manage the cost of microgrid while reducing
fuel consumption is presented in [47]. In this paper, the objective function has been
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modified as a piecewise linear model. This might not yield an optimal solution. The
operation of stand-alone microgrid by utilization of renewable resources and consideration
of lifetime characteristics of the battery was performed in [48]. It used a nondominated
sorting genetic algorithm (NSGA-II) to find a tradeoff solution for two conflicting
objectives: minimizing generation cost and minimizing life loss cost of the battery. Here,
both of these objectives were treated to be equally important. Furthermore, SOC was
considered as the main factor influencing the effective battery output during its lifetime.
The work was designed for the operational strategy of Dongfusan island, China. The
charge-discharge limits of the battery along with SOC is included to address lifetime cost
of batteries in [46]–[48]. These factors are not sufficient to fully address battery lifetime.
Also, not all of the models used are validated experimentally.
A goal programming approach with mixed integer quadratic programming (MIQP)
was implemented in the scheduling stage of the EMS for remote microgrid in [49]
considering experimentally validated weighted ampere-hour model of battery lifetime.
However, The solution obtained by using MIQP in [49] might limit the solution space and
not yield an optimal solution as the optimization problem is not linear.
3.3 Motivation
There are numerous studies in various optimization techniques that can be used to
properly schedule energy sources in a microgrid. However, most of the techniques may
not guarantee a feasible solution for optimization problem, especially when the problem is
highly nonlinear. Further, the battery lifetime characteristics have not been considered
fully in many studies. This work proposes scheduling of energy resources in a remote
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microgrid to achieve minimum operational cost using the genitor which is steady state
GA. GA is a heuristic search technique which is suitable especially when traditional
optimization techniques cannot generate a possible solution [50].
3.4 Proposed work
The genitor algorithm is implemented to generate a schedule for the operation of
DERs in a remote microgrid consisting of two different diesel generators, a PV system,
and a lead acid battery. This approach minimizes the fuel consumption while considering
the charging and discharging cycles, the effect of incomplete or rare full charges and SOC
of the battery. Further, the battery degradation has been included using weighted
ampere-hour model [9] which accounts for the differences in actual operating conditions
and those used for standard tests. The minimization of generator fuel consumption and
battery degradation was included in an objective function with specific weights assigned
to each of these objectives. These weights can be adjusted to set priorities for fuel
consumption minimization and battery degradation minimization.
3.5 Genitor algorithm
Deterministic search techniques such as exhaustive search and differential calculus
assume that there exists a unique solution to the optimization problem. In practical
applications there are many possibilities of having local solutions which are far away from
the best possible solution, but close to the starting value chosen. These solutions are a
relatively better solution in a neighborhood in the search space, but not necessarily the
best solution for the problem is termed as local minima. However, a global optimum
refers to the solution that yields the minimum value among all feasible solutions. In the
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case of the presence of a local optima, repeated runs will always report same local
solution. Heuristic search techniques are well-suited for these applications. These search
techniques drive the search towards a global optimum and are less likely to end up in local
minima [51]. GA is a technique inspired by natural evolution that is appropriate to find the
optimal solution in complex search spaces [52]. It exploits historical information to direct
search to the region of better performance.
The genitor algorithm works with a population of possible candidate solutions
known as chromosomes (also known as individuals), which in turn is made up of a fixed
number of genes. The objective function value of each of the chromosomes in the
population pool is termed as a fitness value. The main difference between genitor and GA
is the explicit use of ranking. Ranking acts as a function transformation and assigns a new
fitness value to each chromosome based on its performance related to other individuals in
the population. Another major difference is that it abandons the generational approach and
reproduces new chromosomes in an individual basis. This results in faster feedback and
avoids premature convergence to local minima. The algorithm can be biased in order to
select better fit individuals for the exchange of genes between the two selected parent
chromosomes for continuing the search process. Thus, genitor algorithm provides greater
control over selective pressure for the selection of parents using ranking function and bias.
The steps involved in the algorithm are presented in Fig. 3.1. Problem parameters
are encoded in terms of genes. The algorithm starts with a set of randomly initialized
chromosomes, which is made up of randomly initialized genes. In real world problems,
this set of the randomly generated initial population may not always be a feasible solution
because of various constraints imposed on the system. Repairing procedure is one of the
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constraint handling techniques implemented in GAs to overcome this issue [53]. Among
the initial pool of the population, all the unfeasible candidates are mapped into feasible
candidates using a repair function. But the original chromosome remains unchanged to
ensure that the search space is not limited by the repair function. The use of the repair
function guarantees that the solution obtained by this algorithm would always be a
feasible solution. After repair mechanism, a fitness value for all the individuals in the
population is evaluated. The population is then ranked based on the fitness value of each
of the chromosomes [39]. Two chromosomes are selected as parents by comparing the
fitness of individuals with that of the population. A bias function is used for the selection
of parent chromosomes to emphasize the selection of high-performance individuals [39].
Then, the crossover is performed at any randomly selected point. The point where the
crossover occurs is termed as the crossover point. The mutation operator is then used to
maintain diversity by a random change in some of the genes in the new chromosomes
created after crossover. This operator prevents premature convergence and helps to
explore new regions of the search space [50]. A certain percentage of genes are selected at
random for mutation. After mutation, the best solutions obtained are preserved for the
next generation. This process is called elitism. Elitism ensures that the best solutions in
present generation are retained in the population pool unless a better solution is obtained.
Genitor algorithm uses explicit elitism, meaning that only two new individuals are added
in each generation [39]. A new population is thus created after crossover and mutation
operations followed by elitism. This process is repeated until the stopping criterion is met.
Stopping criterion is met when the best solution remains unchanged for a specified
number of generations, or a maximum number of generations is reached. The best
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solution found before stopping criterion is the final solution obtained by the algorithm.
Figure 3.1. A flowchart for genetic algorithm.
3.6 System description
The microgrid benchmark for this study is adapted from [19], [49], [54] as shown in
Fig 3.2. Two diesel generators rated 75 kW and 30 kW and a 27 kW PV system are used.
The generators are constrained to operate within 30% to 100% of rated capacity to avoid
wet stacking and carbon build-up in the internal combustion engine [55]. In addition to the
generators and PV system, a 170 kWh lead acid battery is included to improve the energy
efficiency. The battery was sized to supply average microgrid load for four hours. The
battery voltage is taken as 48 V and the charge and discharge efficiencies are taken as
90%. The SOC of the battery bank is to be maintained within 50% to 90% to ensure that it
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does not operate at very low SOC conditions and degrade prematurely. The maximum
charge and discharge limits for the battery are set to -45 kW and +45 kW respectively.
Figure 3.2. Microgrid configuration.
The annual load profile and the PV output considered in this study were taken from
a similar remote microgrid currently operating in North America [49]. The load demand
was taken as the sum of a residential and commercial load of the microgrid. The annual
average microgrid load was 25 kW and the annual peak demand was 64 kW. As in most
microgrids, the peak demand is considerably higher than the average demand. The annual
PV irradiance of the remote microgrid in North America was used to obtain the PV power
output, assuming 0.77 as the derating factor of the system. The net load is taken as the
difference between the load profile and the PV power profile, adapted from [49]. The
annual net load profile showing the maximum, minimum and the median value of load
demand for every month is presented in Fig. 3.3. This net load is to be supplied by using
the available generators and the battery in the microgrid. As the microgrid is located in
North America, the solar irradiance available in winter months is quite low. Hence, the PV
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power output that can be obtained is less than that during the summer months (March to
September). Also, the heating needs of the consumers are higher during winter months
(October to February), increasing the net demand.
Figure 3.3. Annual net load.
3.6.1 Diesel generator
The diesel generators in a microgrid are sized so as to meet the peak load demand.
In a microgrid, the load demand is low for most of the time with occasional high
demands [55]. Sizing the generators for peak load leads to frequent operation at low
loading. The operation of generators under light load conditions result in poor efficiency,
high maintenance cost and even reduced lifetime [56]. To avoid the operation of the
generator at low loading, the output power of the generator, Pg,t , at any time t is limited
between minimum value Pg,min and maximum value, Pg,max as shown in Eq. 3.1.
Ui×Pg,min ≤ Pg,t ≤Ui×Pg,max∀t ∈ T (3.1)
where Ui is the binary indicator for generator ON/OFF status.
The cost of fuel consumption of the diesel generator constitutes the main
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operational cost in a microgrid. The fuel consumption fg,t for power output Pg,t is
approximated as a quadratic equation as given in Eq. 3.2.
fg,t =Ug,t× (ag×P2g,t +bg×Pg,t + cg) (3.2)
where ag and bg are fuel curve coefficients of P2g,t and Pg,t respectively, cg is
constant, Ug,t is 1 when the generator is ON and 0 when it is OFF.
Fuel consumption curves for Kohler 30 kW (model 30REOZJC) and 75 kW (model
KT75) diesel generators that are used in this work, were derived using product
specification sheets provided by the manufacturer, as shown in Fig. 3.4, which is adapted
from [49].
Figure 3.4. Generator fuel consumption curves.
3.6.2 Energy storage system
ESSs are a core component in a remote microgrid. The operation of an ESS needs to
be modeled accurately to ensure proper utilization. Batteries are considered as an ESS in
this work. The SOC of the battery is the available capacity of the battery expressed as the
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percentage of its rated capacity. The operation of battery at very low SOC degrades the
battery and causes premature failure. Hence, the SOC of the battery at any given time t,
SOCb,t is limited within SOCb,min and SOCb,max, as shown in Eq. 3.3.
SOCb,min ≤ SOCb,t ≤ SOCb,max∀t ∈ T (3.3)
The sign conventions for the power output of the battery is considered positive
during discharging and negative during charging instances. Charging and discharging the
battery at a high rate also reduces battery lifetime. Hence, maximum values for charging
and discharging the batteries are specified. The SOC of the battery at any time depends on
its power output in the previous time step. The SOC of the battery for charging and
discharging instances are given by Eq. 3.4 and Eq. 3.5 respectively.
SOCb,t+1 = SOCb,t−
Pb,t×η
CkWh
(3.4)
SOCb,t+1 = SOCb,t−
Pb,t
CkWh×η
(3.5)
where CkWh represents battery capacity in kWh, and η is the efficiency of charging
and discharging cycles.
ESSs such as batteries constitute a significant investment in a microgrid. As
compared to other sources, these require replacement faster than other microgrid
components. The replacement cost of battery accounts for significant contribution to the
annual operation of the microgrid. Hence, the operational cost for the use of the battery
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needs to be included in EMS model. To consider the effect of the operation of the battery
in real situations, weighted ampere-hour output model of a battery presented in [9] is
implemented and the SOC weight factor is adopted. Lower values of minimum SOC since
last full charge, SOCmin causes increased mechanical stress on active masses of the battery
and hence reduced lifetime. Furthermore, irregular full charging of batteries also have
negative impacts on the lifetime. SOC weight factor, wSOC,t in Eq. 3.6 represents the
relation of discharge current, bad charges, minimum SOC since last full charge, and time
since the last full charge. The SOC weight factor is set to 1 every time the battery is fully
charged and increases with the time since last full charge.
wSOC,t = 1+(cSOC,0 + cSOC,min(1−SOCmin))× fi,n×∆tSOC (3.6)
where cSOC,0 represents the increase in wSOC,t with time at SOC equal to 0, cSOC,min
is the influence of minimum SOC since last full charge, ∆tSOC represents the time elapsed
since last full charge, fi,n represents the effect of the discharge current and the number of
bad charges.
Eq. 3.7 represents the influence of current on the SOC weight factor. Charging a
battery to high SOC below full charging increases the size of sulfate crystals resulting in
less surface area in comparison to the same volume of smaller crystals. This makes the
charging and discharging processes difficult. Hence, charging the battery to SOC greater
than 90% and less than 100% is considered as a bad charge.
fi,n =
√
Ire f
I
× 3
√
exp(
nb
3.6
) (3.7)
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where Ire f is the 10-hour current and I is the first discharge current after fully
charging the battery, nb is the total number of bad charges.
According to the weighted ampere-hour model, a battery bank can provide a fixed
output during its lifetime [9]. Thus, to achieve a maximum lifetime output from a battery,
it is desirable to consume the minimum possible power output from it. The actual output
of the battery is multiplied by the SOC weight factor for each hour of discharge to
consider the effect of actual operating conditions. The weighted output obtained from the
battery, fb,t is given by:
fb,t = Pb,t×Ub,t×wSOC,t (3.8)
where Ub,t is 1 when the battery is discharged and 0 for other battery conditions.
3.6.3 Objective function
The objective of this study is to minimize the remote microgrid cost of operation, by
co-optimizing the fuel consumption of the diesel generator given by Eq. 3.2 and battery
output given by Eq. 3.8. These two objectives have been combined into a single objective
function described in Eq. 3.9 for a single day of microgrid operation, where the two terms
represent the objective of generator fuel consumption minimization and the battery output
minimization. Since the values of the generator fuel consumption and battery output differ
significantly from one another, these quantities are normalized. This makes both the
terms dimensionless quantities that range from 0 to 1 for consistency to include in a single
objective function. Normalization is achieved by dividing the actual fuel consumption and
the battery output by fg,max and fb,max respectively as shown in Eq. 3.9. The term fg,max
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represents total fuel consumption when only generators are used to supply the load for the
day and fb,max represents the total power output when only the battery is used to supply
load while maintaining its SOC within limits, for the same day. Thus, the first term in
Eq. 3.9 represents the normalized value of fuel consumption and the second term
represents the normalized battery power output throughout. Here, the simulation time step
of 1 hour is considered. In Eq. 3.9, w1 is the weight assigned to fuel consumption by
generators such that the sum of w1 and w2 is 1. These weights can be varied to bias the
effect of normalized fuel consumption and normalized battery output.
min
Pgi,t ,Pb,t
∑
24
t=1 ∑
2
i=1 fgi,t
fg,max
×w1 +
∑
24
t=1 fb,t
fb,max
×w2 (3.9)
3.7 Genitor implementation
The genitor algorithm was implemented in the EMS to obtain the optimal schedule
of the DERs so as to satisfy the net load, Pl,t for all hours (t) in a single day of operation.
This net load was the difference between the actual microgrid load and the PV power
output. The DERs in the microgrids, i.e. the battery and the generators were used to
generate power so as to supply this net load. The first step in genitor implementation is
population initialization. For this, every individual in the population was encoded as a
48-term vector. The first 24 terms indicate the power output from the battery at each hour
of the day. These were randomly initialized values that ranged between -45 kW to the net
load at the time t (Pl,t). The last 24 terms represented the choice of generators, either 1 or
2. Generator rated 75 kW and 30 kW are referred to as generator 1 and 2, respectively. To
ensure the operation of the generators in high-efficiency regions, only one of the two was
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operating at any time. For each hour of the day, the battery power output was taken as the
value that was corresponding to that hour. The deficit power was supplied by either
generator 1 or 2 according to the choice made in that hour using the power balance
equation as shown in Eq. 3.10.
Pb,t +
2
∑
i=1
Pgi,t = Pl,t∀t ∈ T (3.10)
The population size was initialized to 100 randomly generated individuals. Each of
these individuals was then checked for feasibility using Eq. 3.1, Eq. 3.3 and Eq. 3.10. For
every hour of operation, the repair algorithm as shown in Fig. 3.5 was used to map the
unfeasible solutions to their feasible counterparts.
The generator outputs and SOC of the battery for the population pool were obtained
and then checked if it satisfied the minimum SOC constraint of the microgrid. If this
constraint was violated, the repair mechanism presented in Fig. 3.6 was implemented.
Since the available battery capacity was insufficient to discharge at the specified rate, the
selected generator was used to supply the net load. While doing so, if the net load was less
than the minimum power limits of the generator, it would result in poor fuel efficiency.
Thus, the generator was operated at the minimum limits and excess power was used to
charge the battery.
The population pool is then checked if the SOC of the battery reached higher than
the maximum possible value. In this case, the repair algorithm presented in Fig. 3.7 was
used. For instances when the SOC of the battery reaches higher than pre-defined
maximum value as a result of higher PV power output than the load requirement (net load
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Figure 3.5. Repair function to map unfeasible solution to feasible solution.
is negative in this case), the battery was fully charged and the excess PV power was
curtailed. On the other hand, if the maximum SOC has reached in spite of the net load
being positive, the net load is further compared with the minimum power limit of the
generator. In case the net load is higher than the minimum power limit of the generator,
the generator is used to supply the net load. But, if the net load is less than the minimum
power limit of the generator, the operation of generator leads to inefficient operation.
Hence, the battery is discharged to supply net load such that the power balance in the
microgrid is maintained.
After the battery constraints were satisfied, the generator operation constraints were
analyzed. For the operational profile of the generator in each of the chromosomes in the
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Figure 3.6. Repair function when minimum SOC limit is violated.
population pool, when the minimum operating limit of the generator was violated, the
repair mechanism shown in Fig. 3.8 was implemented. For the cases when the net load is
positive, the generator was operated at the minimum operating limit such that the excess
power was used to charge the battery. If this would yield higher SOC of the battery than
the pre-defined maximum, it means that the battery has sufficient power available to
supply the load demand. Hence, the battery was discharged in such scenario. However, if
the net load was negative, the PV power output is higher than the load requirement. So,
there is no need to operate the generator. The excess power is used to charge the battery.
Curtailment of extra PV power was performed if the battery SOC limit was violated while
charging the battery.
Finally, the maximum power limit of the generators was verified. In case of
operation of the 30 kW generator above its maximum limit, it was replaced by the 75 kW
generator. But, if 75 kW generator was operated higher than its maximum limit, then it
was set to operate at its maximum capacity and the battery power and SOC was updated.
This algorithm is presented in Fig. 3.9. After the repair mechanism, all the individuals in
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Figure 3.7. Repair function when maximum SOC limit is violated.
the population were converted into feasible solutions.
After repair mechanism, the objective function values of all the individuals in the
population was calculated. The repaired population pool was ranked according to their
respective objective function values. In genitor, only two individuals from the population
pool were selected for crossover. Hence, only two new individuals were added in every
iteration. In this work, the mutation rate of 10% is chosen. This means that 10% of the
genes of the new individuals created are randomly selected to be changed to maintain
diversity. These new individuals replaced the worst two individuals in the present
population pool. All the other individuals were passed on to the next generation. Hence,
the population size remained the same from one generation to the other. The process was
repeated until one of the stopping criteria was met. The stopping criteria were set to be
either having no change in the objective function for 5000 iterations or having the number
of iterations reach 100000. The best solution found when any of the stopping criteria was
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Figure 3.8. Repair function when minimum generator limit is violated.
met was chosen as the solution for the selected day.
The final set points thus obtained was the operation schedule for one day of
operation. In order to analyze the operation of the microgrid on a yearly basis, the
algorithm was repeated for the net load for every day of the year. The operating schedule
of a day was affected by the operation on the previous day. This was specifically true for
battery operating conditions. The SOC in the beginning of the day was the SOC at the end
of the last hour of the previous day. The time of recent full charge, initial discharge after a
full charge and the minimum state of charge since the last full charge was required to
obtain the weighted output of the battery. Hence, these parameters were updated prior to
genitor implementation. This process was repeated for every day of the year to analyze the
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Figure 3.9. Repair function when maximum generator limit is violated.
effect of including battery lifetime in the objective.
3.8 Results and analysis
The results obtained by the implementation of genitor algorithm described in
section 3.5 and its implementation described in section 3.7 for microgrid EMS have been
presented in this section. The comparison of the annual operating cost of the EMS model
developed in [49] using IBM ILOG CPLEX solver and genitor algorithm is discussed to
highlight the need for heuristic search technique in this study. The results presented
further in this section represent the schedules obtained for day-ahead scheduling of the
DERs assuming that the forecast of load and PV power matches the real-time values
exactly. A day-ahead schedule of a sunny day and a cloudy day has been included as
examples of schedules obtained. The effect of inclusion of battery degradation in the
annual operational cost of the microgrid has been discussed further.
The operational cost of the microgrid was calculated by using the rates that were
used in [49]. The cost of fuel consumption of the diesel generator was taken as
42
9 $/gallons. Similarly, the hourly replacement cost of 75 kW and 30 kW generators were
taken as 0.5 $/hour and 0.35 $/hour respectively. The battery wear and hourly replacement
cost were taken as 0.5 $/kWh. This was based on initial investment on batteries and total
kWh that can be obtained during the lifetime. The battery was assumed to be fully
charged before the first hour of the year. The voltage levels were assumed to be the same
in different parts of the system. Also, the power losses are ignored and the reactive power
flow is not considered. All the results included in this thesis were obtained by setting the
weight w1 as 0.7. This means that 70% of generator fuel consumption and 30% of
weighted battery output constitutes the objective function. As reduction of fuel
consumption in a remote microgrid is the primary purpose of EMS, the choice of w1
higher than 0.5 was used. Analysis of the effect of w1 and w2 in [49] was found to yield
lowest operational cost for w1 value set at 0.7. Thus, w1 of 0.7 was chosen to maintain
consistency in comparison with [49].
The yearly simulation results obtained by using IBM ILOG CPLEX solver in [49]
are compared with the results obtained using genitor and GA for same benchmark and
objective function formulation in Table 3.1. The annual operational cost was found to be
$5107 less than the operational cost obtained using CPLEX solver. CPLEX solver is
designed for linear programming (LP), mixed integer programming (MIP) and quadratic
programming (QP) problems. Here, the objective function is highly nonlinear. As a result,
CPLEX does not guarantee global optimality. Genitor algorithm is thus better suited for
applications in highly nonlinear optimization problems as it is proved here to find a
solution with better cost minimization than that obtained with CPLEX solver. GA is also
a heuristic search technique and was found to yield better results than both the cases.
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Table 3.1. Comparison of results obtained from CPLEX solver, genitor algorithm and GA
Solver IBM ILOG CPLEX Genitor GA
Fuel (gallons) 13089 12312 12596
Weighted battery output (kWh) 17125 21494 13587
Float life cost ($) 0 0 0
Maximum battery life (years) 5.28 4.20 6.65
Total cost of operation ($) 129550 124443 123210
The approach of objective function minimization using genitor algorithm described
in section 3.7 is presented in the remaining parts of this section. Fig. 3.10 shows the
objective values for different generations for January 12. Here, the objective value in
present generation was always less than or equal to the values obtained with previous
generations. Since the objective function is not the actual operational cost, but a
normalized value, thus lower than 1 throughout the search process. The algorithm was
considered to have converged here when there was no change in objective value for 5000
generations. A similar monotonically decreasing curve of objective function was obtained
for all other days of the year as well. This implies that the best solution found in the
present population pool was retained unless a better solution is found. Thus, minimization
of the objective function described in Eq. 3.9 was achieved.
The operating schedule obtained for January 12 and June 20 are presented in
Fig. 3.11 and Fig. 3.12 respectively. The days were chosen as these had maximum and
minimum average net load respectively. For the winter months, the net load was quite
high. The net load for January 12 was generally higher than 30 kW, shown by the red line
in Fig. 3.11. As a result, 30 kW generator would not be sufficient to meet load demand.
As shown in Fig. 3.11, 75 kW generator was mostly used to supply the load demand. The
battery was rarely used along with the 30 kW generator. It can be clearly seen that the net
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Figure 3.10. Monotonically decreasing objective value for genitor implementation for Jan-
uary 12.
load was exactly equal to the power being generated. Furthermore, neither of the
generators were operating lower than 30% of their rated capacity as marked by dashed
lines. However, for summer months, the load demand was low and the PV power
generated was higher than the load requirement during the day. Due to this reason, the net
load profile was mostly negative during the day time as shown by the red line in Fig. 3.12.
In this case, since load demand was quite low, 75 kW generator was never operated.
However, 30 kW generator and the battery were used as shown in Fig. 3.12 such that load
demand was satisfied.
The battery can only be charged until its SOC reaches its maximum value. In this
study, the maximum value of SOC of the battery was taken as 90% to avoid the cases of
bad charging, as mentioned in section 3.6.2. Since this maximum value was reached in the
10th hour of the day on June 20, the battery could no longer be charged. Hence, the excess
PV power was curtailed. The SOC of the battery in different times of the day for
January 12 and June 20 are shown in Fig. 3.13. It can be observed that on January 12, the
SOC of the battery was closer to the lower bound, but still within limits, whereas, on
45
Figure 3.11. Schedule for the operation of January 12.
June 20, the SOC of the battery reached its maximum bound. In both of these cases, the
SOC was found to be within the defined limits of 50% to 90%. Hence, all the operational
constraints imposed were satisfied while obtaining the operation schedule.
The comparison for the annual operation of the microgrid using genitor algorithm in
EMS is performed by comparing the average values obtained for simulating the annual
operation 10 times. Fig. 3.14 depicts the box plot with the annual fuel consumption. Here,
the annual fuel consumption for several runs ranged from 12368 gallons to 12383 gallons.
Similarly, box plot for comparison of battery output for 10 simulations is presented
in Fig. 3.15. Here, the unweighted battery output ranged from 6215 kWh to 6635 kWh
and the weighted battery output ranged from 6785 kWh to 7221 kWh. The weighted
battery output includes the effect of the operating conditions on battery lifetime. Hence, it
is higher than the unweighted battery output.
Table 3.2 shows the comparison of the annual fuel consumption, battery output,
battery lifetime and annual operating cost when the battery degradation factor was
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Figure 3.12. Schedule for the operation of June 20.
Figure 3.13. State of charge for January 12 and June 20.
considered. It can be seen can that the fuel consumption has increased by inclusion of the
battery degradation factor in the objective. As a result, the weighted battery output has
decreased. An important thing to note here is the difference between weighted and
unweighted battery output. When the battery degradation factor was not included, the
weighted battery output was almost two times more than the actual battery output. This
implies that consumption of 10017 kWh was equivalent to drawing 21887 kWh. However,
when the battery degradation factor was considered, drawing 6424 kWh from the battery
was equivalent to the weighted output of 7007 kWh. Hence, the battery could be utilized
better on consideration of degradation factor. The maximum float life of a battery is
47
Figure 3.14. Annual fuel consumption for 10 runs.
Figure 3.15. Annual battery output for 10 runs.
10 years. If the total battery output is not consumed within that time, the remaining
battery output is wasted. To account for the battery output being utilized within the float
life, float life cost has been calculated and included in the annual operating cost. This is
the cost that occurs due to the 2.91 years that the battery output could not be used. Since
the battery could still be used for 10 years in a similar manner, this cost has been equally
divided for each of the years in 10-year period and added to the annual operational cost.
The value of SOC weight factor for all the hours in a year was plotted for the cases
when the SOC weight factor was included and excluded in the objective function in
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Table 3.2. Effect of weight factor in annual operation
With SOC
weight factor
Without SOC
weight factor
Fuel (gallons) 12376 12358
Actual battery output (kWh) 6424 10017
Weighted battery output (kWh) 7007 21887
Float life cost ($) 5534 0
Maximum battery life (years) 12.91 4.20
Total cost of operation ($) 123404 125135
Fig. 3.16. The battery was observed to be charged frequently when the SOC weight factor
was considered. When this factor was not considered, the battery was fully charged only
in cases when the PV power is greater than load demand. It can be seen that the battery
was charged fully in rare cases generally in the summer months when the SOC weight
factor was not considered. Hence, we can conclude that inclusion of SOC weight factor
considers charging the battery often hence improving the battery utilization.
Figure 3.16. SOC weight factor throughout the year.
3.9 Discussion
The inclusion of battery lifetime in the EMS was found to extend the useful life of
the battery. This means that the need for additional frequent and impractical replacements
is eliminated. However, the float life cost was not included in the objective function. From
Table 3.2, the inclusion of battery degradation factor resulted in the annual cost of
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operation to be operation to be lowered by $1731. But, battery output was observed to
minimize to an extent that the available output from the battery was not consumed within
the useful life. To compensate this, the EMS model needs to be updated such that the float
life is also included.
In this chapter, the battery was limited to be operated within the SOC of 50% to
90%. This was done so as to eliminate the bad charges that would occur as a result of the
battery being charged at SOC greater than 90% and less than 100%. The battery model
can be modified such that it can be charged to these SOC levels as well. This can be
implemented using the number of bad charges counting technique mentioned in [9].
Along with the fuel consumption, the operation of the generators also incurs hourly
replacement costs. The two objectives that were considered for minimization in this thesis
are fuel consumption by the diesel generator and the weighted battery output. Here, the
hourly replacement cost of the generator operation has not been included in the
minimization objective. The objective function can be modified such that the fuel
consumption, as well as the weighted output, can both be represented in terms of cost. The
addition of hourly replacement cost can also be included in the objective function such that
the objective function reflects the actual operational cost rather than a normalized value.
3.10 Conclusion and future work
The genitor algorithm, as described in section 3.5 was implemented to generate a
schedule for the dispatch of DERs in a remote microgrid consisting of two different diesel
generators, a PV system, and a lead acid battery. This approach minimizes the fuel
consumption and considers the battery lifetime in the objective function. Furthermore, the
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battery degradation has been included using weighted ampere-hour output model of a
battery which accounts for the differences in actual operating conditions and those used
for standard tests. The minimization objective was achieved by the assigning specific
weights for fuel consumption minimization and battery lifetime consideration.
Analysis of the effect of different weights assigned to the objectives fuel
consumption and weighted battery output can be performed to compare the effect of these
weights on the operational cost. The hourly replacement cost of the diesel generator can be
included in the objective function as a future work. Also, the float life cost of the battery
needs to be accounted so that the available battery output is not wasted at the end of life of
the battery. The real-time dispatch module can be developed to compare the operational
cost differences in the day-ahead planning stage and the real-time operation stage for a
remote microgrid EMS. A similar system can be realized in the SDSU microgrid lab and a
real-time simulator can be used to study the actual operation of the system.
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CHAPTER 4 REAL-TIME OPERATION OF DATA CENTER AS A VIRTUAL
POWER PLANT CONSIDERING BATTERY LIFETIME
4.1 Background
Data centers have emerged as an important infrastructure owing to recent increases
in cloud-computing based services. Large groups of servers and support infrastructures
are used in a data center for storage, processing, and distribution of data. In 2014, data
centers consumed 70 billion kWh of energy representing 1.8% of the total U.S. electricity
consumption resulting in an electricity bill of $13 billion [57]. Furthermore, it is expected
that the data centers in the U.S. will consume 73 billion kWh annually by 2020 [57].
Reducing electricity cost is, therefore, one of the major challenges of operating data
centers. Moreover, data centers present a significant load to the power grid. This makes
the power grid susceptible to the risk of network congestion and ultimately grid failure.
The transmission capacity of existing lines could be increased to mitigate these effects, but
upgrade and extension of transmission lines are an expensive process which historically
has occurred at a slower pace when compared to the increase in the energy demand.
Studies show that small and targeted reductions in peak demand through demand
response (DR) can have a large impact on wholesale electricity prices [58]. DR can play a
significant role in reducing electricity usage during peak periods and can reduce the retail
price of electricity. The participation of data centers in DR could have mutual benefits to
both data centers and power grids through reductions in energy cost and improvement in
grid reliability without expensive upgrades.
These unused resources can be utilized to allow data centers to participate as a
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virtual power plant (VPP) (a network of decentralized power generating units) for DR. In
this chapter, the real-time dispatch module developed for data center operating as VPP is
explained in detail.
4.2 Related works
Data center load shifting from a high energy price time to a low energy price time
has been studied in [59]–[61]. In a similar context, a decentralized load balancing scheme
has been proposed in [59] to reduce energy cost for a data center. The workload was
distributed among the physical machines to balance the workload of the data center.
Capacity allocation along with load shifting to minimize the total data center cost under
the outage probability constraint has been studied in [60]. DR based on load shifting does
not typically utilize the available energy resources in the data center. In [61], workload
shifting and/or local generation was used in the time interval when a high price was
predicted. It considered uncertainty in the prediction of high price time with an
assumption of perfect PV and load forecast. Incorporating local generation with load
shifting was found to provide significant cost savings over load shifting alone. However,
the analysis of the effect of differences in the forecast and actual real-time data has not
been included.
Another DR technique that has been widely studied is geographical load balancing
in which load sharing is performed between data centers in different geographical
locations [62], [63]. In [62], the feasibility of minimizing energy prices and
accommodating increased generation from renewable sources were studied. This included
linking two or more data centers through electrical inter-connectors and shifting
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computational load between them in an optimal manner. A Lagrange dual based
distributed solver was developed to yield optimal solutions considering variable workload,
renewables and the electricity market in [63]. Geographical load balancing, without
considering dynamic energy pricing, and the form of pricing was found to increase total
energy usage in some cases [64]. Again, this technique does not utilize the energy
resources that are available in the data center for DR purposes.
In [65], a VPP scheme was developed for a data center which scheduled back-up
generators for day-ahead DR. This benchmark was extended for economic analysis and
feasibility study considering network congestion conditions in [66]. An improved battery
cost model was developed and implemented as a soft constraint in the EMS model in [30].
This ensures that the batteries’ use in DR does not affect their float life. This work could
be used to obtain day-ahead scheduling of resources in a data center for the minimal
operational cost.
4.3 Motivation
The economic analysis of data center operational cost was performed based on
day-ahead scheduling in [66]. In the above literature, it was assumed that the PV power
was forecasted with perfect accuracy and the load was constant throughout the day. In
reality, the forecast values cannot be predicted with perfect accuracy and the data center
load varies throughout the day. Economic analysis through the day-ahead forecasting is
therefore not sufficient to adequately study data center operational cost as it might vary
due to the differences between the forecast and real-time values.
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4.4 Proposed work
For the reliable and stable operation of the data center as VPP, day-ahead scheduling
of resources is not enough. To account for the differences in the forecast, a real-time
dispatch module is developed and implemented in the same system benchmark. In this
work, the PV forecast is generated by a Markov switching based model developed in [67]
and the data center load forecast is obtained through a dependent mixture based model
developed in [68]. We propose using these forecast data for scheduling of energy
resources available in a data center to operate it as a VPP. A real-time dispatch module
then accounts for the variations between the forecasted and actual values.
4.5 Previous work
In this section, the EMS model developed in [30] for the operation of a data center
as a VPP is described. The generator cost model is first presented here, followed by an
improved model of the battery cost developed in [30]. The improved battery cost model
accounts for the cost associated with excessive battery usage in the optimization model.
Finally, the optimization model developed for day-ahead scheduling is discussed.
4.5.1 Generator cost model
In this work, the operational cost of a generator is considered to be the sum of the
fuel consumption cost, hourly maintenance cost, and the generator start-up cost. Since
data centers typically already have considerable capital tied up in backup power systems,
the hourly replacement cost of the generator unit is not considered. Daily generator fuel
cost for a set of Ng generators at any time t is represented by the quadratic cost function as
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given by Ci in Eq. 4.1.
Ci =C f × (ai×P2Gi,t +bi×PGi,t + ci×Ui,t) (4.1)
where i is the generator unit number, Ci is the fuel consumption of the generator set in
$/hr, C f is the price of natural gas in $/cu.ft., PGi,t is the power output of unit i in kW,
ai, bi and ci are the fuel cost coefficients of unit i whose units are cu.ft./kW2hr, cu.ft./kWh
and cu.ft./hr respectively, and Ui,t is the binary indicator for generator ON/OFF status.
Generator maintenance cost also needs to be accounted in order to properly model
the generator operational cost. The maintenance cost is taken as a constant rate for every
hour of operation. The start-up cost is the cost associated with preheating the generator
until it can run at full capacity. This start-up cost is also represented by a constant cost
every time the generator unit is started. The total generator fuel consumption at any time t
is given by Eq. 4.2.
TCi =Ci +MC×Ui,t +SUP×Yi,t (4.2)
where MC and SUP are the maintenance and start-up cost of the generator unit
respectively, and Yi,t is the binary indicator for generator start-up instance.
4.5.2 Battery cost model
Batteries have limited lifetime during which they can be utilized. Therefore, in
addition to the primary purpose of the battery to act as a power backup, it can also be
utilized for DR purpose. For this, a daily battery budget has been allocated in this work for
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DR purposes. The allocated battery energy will not cause the battery degradation as it
takes into account the float life of the battery, and will not affect the performance during
the case of power outage.
4.5.2.1 Calculation of lifetime throughput of battery
There is a fixed amount of energy that can be cycled through the battery before it
requires replacement. Fig. 4.1 shows the life-cycle corresponding to various DOD (%) for
a lead-acid battery from C&D technology. It can be seen from the graph that the DOD of
operation has a significant effect on the number of cycles that can be obtained from the
battery. The lifetime Ah of a battery unit, T P, can be computed using Eq. 4.3 [15].
T P = Lcycle,DODR×DODR×Cbat,Ah (4.3)
where DODR is the rated DOD of the battery, Lcycle,DODR is the life-cycle at a given DOD
of DODR, and Cbat,Ah is the rated battery capacity in Ah. A battery will not operate at a
single DOD in its entire life, so it is hard to determine T P. Instead, the average lifetime
throughput, T Pavg, of the battery can be used based on the average DOD and the average
capacity of the battery as given by Eq. 4.4.
T Pavg = Lcycle,DODavg×DODavg×Cbat,avg (4.4)
where DODavg is the average DOD of the battery, Lcycle,DODavg is the life-cycle at a given
DOD of DODavg, and Cbat, is the average battery capacity in Ah. Lcycle,DODavg for a
particular DOD can be found by knowing the equation of the cycles vs. DOD curve as
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shown in Fig. 4.1. The average lifetime throughput is allocated between DR and the
Figure 4.1. Number of cycles during useful life vs DOD of a lead-acid battery (based on
discharges at 1-hour rate to a minimum voltage of 1.67V).
power outage scenario. The average DOD is based upon the DOD during DR and also
during power outages. Power outages are more demanding in terms of power and DOD as
the battery backup system has to handle the entire data center load until the backup
generator starts. In this situation, worst case scenario is realized and the battery backup is
expected to discharge to its full DOD. Such utilization is relatively rare since there are
only occasional power outages. On the other hand, DR needs to handle only a partial load,
but may need to run for hours based on a day-ahead DR signal. Hence, while allocating
the battery budget for DR, it is essential to avoid draining the battery completely. Due to
this reason, we will utilize only a small fraction of the battery energy for DR purpose.
The average DOD can be calculated using Eq. 4.5. It can be solved iteratively using
Gauss-Seidel method.
DOD(i)avg = DOD
(i)
DR×
T P(i)DR
T P(i)
+DODOut×
T POut
T P(i)
(4.5)
where DODDR is the allowable DOD for the case of DR, DODDR is the allowable DOD
for the case of power outage, T P is the lifetime throughput of battery, T PDR is the battery
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throughput allocated for DR, and T POut is the battery throughput allocated for power
outage.
T POut = YO× Ib×FLhr (4.6)
where YO is yearly outage in hours, Ib is the battery current, and FLhr is the battery float
life in years.
T P(i)DR = T P
(i)−T POut (4.7)
T P(i)DR,daily =
T P(i)DR
FLdays
(4.8)
DOD(i)DR =
T P(i)DR,daily
Cbat,avg
(4.9)
Likewise, Cbat,avg is the average of the initial rated battery capacity and the final
battery capacity, which is 80% of the initial rated capacity. The battery energy allocation
for the power outage is based upon the average duration of the grid outage per year and is
given by the system average interruption duration index (SAIDI). SAIDI represents the
total duration of an interruption for the average customer during a given time period.
Using a higher value of the float life will assure that a much greater portion of the battery
energy will be allocated to the outage case as shown by Eq. 4.6. This will also result in
less energy allocation for the DR, which will reflect in terms of having low DOD. Eq. 4.7
represents the throughput energy of the battery to be used for DR purpose. The daily
throughput energy of the battery is calculated from Eq. 4.8. Similarly, Eq. 4.9 finds the
average DOD due to DR.
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4.5.2.2 Battery wear cost calculation
Data centers make a huge initial investment in backup power systems, regardless of
participation in DR. The capital cost of batteries has therefore not been included in battery
modeling in this work. Using the battery energy beyond the allocated limit on a regular
basis will lead to degradation of the battery. Therefore, an additional cost must be
included to indicate the use of extra energy from the battery, which is denoted by CbWear.
The battery wear cost will determine the overall operational cost of the data center as a
result of its use. Eq. 4.10 gives the battery’s average lifetime throughput in terms of
average kWh throughput.
T PkWh =
T PAh×VbNom
1000
(4.10)
where VbNom is the nominal battery voltage. Therefore, the battery wear cost in $/kWh can
be calculated as given in Eq. 4.11.
CbWear =
Capital Investment($)
T PkWh×ηdisch
(4.11)
where ηdisch is the discharge efficiency of the battery.
4.5.3 VPP optimization model
The operational cost of the generators and the grid energy cost are considered as
direct costs of the data center operation. The battery daily limit is included as a soft
constraint in the EMS model to address the excessive use of the battery over the allocated
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daily budget. The objective function for this problem is as shown in Eq. 4.12.
min
PGi,Ui,Pb
(
T
∑
t=1
(
Ng
∑
i=1
CGi(PGi,t)+MC×Ui,t +SUP×Yi,t)
+LMPgrid,t×Pdc,t)+CbWear×PbEx
(4.12)
where t is the time of the day in hours, CGi(PGi,t) is the cost of power generated by the
generator i in t, LMPgrid is the locational marginal price (LMP) of the bus connected to the
data center, Pdc is the net power from the grid in t, and PbEx is the amount of battery
energy discharged above the daily budget limit.
LMP increases on increasing the power drawn from the power grid by the data
center. LMPs can vary due to congestion in the line. Relieving congestion in the
transmission network can be accomplished by reducing the bus load through a DR
mechanism. To this end, the amount of power drawn from the power grid is limited by
Eq. 4.13.
Psc,t−
Ng
∑
i=1
PGi,t−PPV,t−Pb,t ≤ Pdcmax,t ∀t ∈ T (4.13)
where Psc,t and data center load at t (kW); PPV,t is the PV power production in t (kW), Pb,t
is the battery power production at t (kW) such that its positive value indicates discharging
and the negative value indicates charging; Pdcmax,t is the maximum power that can be
obtained from the grid without causing network congestion.
The generators are constrained to operate within a defined range as given by
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Eq. 4.14.
Ui×PGi,min ≤ PGi,t ≤Ui×PGi,max ∀t ∈ T,∀i ∈ Ng (4.14)
where PGi,min is the minimum power generation limit of the generator unit i (kW), PGi,max
is the maximum power generation limit of the generator unit i (kW), Ui,t is the binary
indicator for generator ON/OFF status.
The operation of the battery bank at low SOC for a long period of time causes
premature battery degradation. The battery bank is therefore constrained to operate such
that the SOC of the battery bank is within the range of SOCmin and SOCmax as shown in
Eq. 4.15. Eq. 4.16 is used to ensure that the SOC at the end of the scheduling window is at
least equal to a predefined high value of SOCend .
SOCmin ≤ SOCt ≤ SOCmax∀t ∈ T (4.15)
SOCt=T ≥ SOCend (4.16)
Eq. 4.17 is defined to determine the amount of battery discharge above the daily
limit.
T
∑
t=1
PbDchrg−PbEx ≤ Pdaily (4.17)
where PbDchrg is the amount of power discharged from the battery at time t, Pdaily is the
daily battery allocation, PbEx is the battery usage above the daily limit. PbEx is always a
positive number as shown by Eq. 4.18.
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−PbEx ≤ 0 (4.18)
The charge and discharge rates for operating the battery was limited within PmaxChrg
and PmaxDchrg respectively as shown in Eq. 4.19.
PmaxChrg ≤ Pb,t ≤ PmaxDchrg ∀t ∈ T (4.19)
4.6 Dispatch module
The VPP optimization model developed in [30] was used to obtain the day-ahead
schedule and real-time dispatch schedule as shown in Fig. 4.2. The forecast values of PV
irradiance obtained using Markov switching model and load profile obtained from the
dependent mixture model is fed as input to the VPP optimization model. The day-ahead
schedule and the real-time operation of the data center are obtained from this module.
For day-ahead scheduling, deterministic programming is used, assuming that all the
parameters of the system are known with perfect accuracy. The dispatch module described
previously is used to obtain the operation schedule for the generator units and the
batteries. Here, instead of using the forecast values, actual values of the data center load
and PV power is used assuming a situation of the perfect forecast. This was done to
maintain consistency while obtaining operating conditions for batteries and generators.
Consideration of the actual values as forecast for an entire day ensures that the obtained
schedule represents optimal operation.
In the real-world, there is always a mismatch between the forecasted power and the
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actual power for each time step considered. In order to balance this mismatch, a real-time
operation module is presented. In this case, we assume that we know the demand and PV
power for the present hour and the forecast for the remaining hours of scheduling window.
The operation set points obtained by doing so represents the actual cost of operation of the
data center.
The flowchart for real-time update of the operation schedule of data center as a VPP
is presented in Fig. 4.3. For every hour of operation in real-time, the forecast value for PV
irradiance and data center load was replaced with the actual irradiance and load data at
that time. And the irradiance and load forecast for the remaining hours of the scheduling
window was replaced by the forecast values. The optimization model described
previously was used to obtain the generator and battery set points for the present hour is
given by Eq. 4.20.
min
PGi,Ui,Pb
(
T
∑
t=x
(
Ng
∑
i=1
CGi(PGi)+MC×Ui,t +SUP×Yi,t)
+LMPgrid,t×Pdc,t)+CbWear×PbEx
(4.20)
where x is the present time.
When scheduling the resources for every time instant x, the SOC of the battery is
updated according to its usage in the previous time instant. The SOC update for charging
instant is given Eq. 4.21 and for discharging is given by Eq. 4.22 [69] where the positive
and the negative value of battery output indicates the battery being discharged and charged
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Figure 4.2. Block diagram showing input and output of real-time dispatch module.
respectively.
SOCx = SOCx−1−
ηcrg×Pb×∆t
Cbat,Ah×VbNom
(4.21)
SOCx = SOCx−1−
Pb×∆t
ηdcrg×Cbat,Ah×VbNom
(4.22)
where ηcrg and ηdcrg are battery charging and discharging efficiencies respectively.
4.7 System description
The data center considered in this work is based on the benchmark developed
in [65] as shown in Fig. 4.4. It is a Tier IV topology as defined by the Uptime
Institute [70]. The Tier IV topology provides a completely redundant system with two
active power delivery paths. The power capacity of the data center was taken as 28 MW
peak. It includes a 10 MW PV plant and seven 4 MW backup natural gas generators
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Figure 4.3. A flowchart explaining the update of operation schedule for generators and
battery.
installed to handle the peak power during outages. The data center also includes 22 MWh
of flooded lead-acid batteries for backup purposes for scenarios of power failure. The
batteries are designed to backup power for one-hour duration. In cases of power outages,
the batteries are used only until the natural gas generators are operated to supply load
demand. This data center is assumed to be located on bus 8 of the modified IEEE 30-bus
system, taken from MATPOWER, as shown in Fig. 4.5.
Along with the data center, a time-varying lumped load having peak power of
8.7 MW is also assumed to be connected to the same bus to create the congestion scenario
in the power grid. The lumped load profile is shown in Fig. 4.6 and is adapted from [30].
This load represents the power usage of other customers connected to the same grid and
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Figure 4.4. Data center load, generation, and lumped load connected to bus 8 of IEEE
30-bus system.
the time-varying size of this lumped load is beyond the control of the data center. The
lumped load is assumed to be forecasted with perfect accuracy in this study. LMP for the
bus locations computed through AC optimal power flow (OPF) using MATPOWER [71] is
shown in Fig. 4.7, obtained from [30].
4.7.1 PV forecast model
The Markov switching model developed in [67] was used to forecast the solar
irradiance. The model makes use of past solar irradiance data for day-ahead forecasting of
solar irradiance. The model considers the clear sky irradiance (CSI) and utilizes the
Fourier basis functions to create linear models for three states: high, medium, and low
energy regimes for the forecast period. These correspond to sunny, mildly cloudy, and
extremely cloudy days, respectively. The historical irradiance data is required only for
training the model. Once the model is trained, it can be used to forecast the irradiance for
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Figure 4.5. IEEE 30-bus system with data center and the load on bus 8.
the following day. The model was implemented to obtain the day-ahead irradiance
forecast for Brookings, South Dakota. Irradiance data for the past 10 years were collected
to identify the trends in the PV irradiance pattern. Daily irradiance peaks were higher in
summer seasons as compared to winter. The irradiance forecast data as obtained from this
technique were scaled up to match the PV installation in the data center. The scaled value
represented the PV power profile. PV power profile for Brookings, SD for January 16,
2012, is shown in Fig. 4.8.
4.7.2 Load forecast model
A stochastic method based on the dependent mixture and Bayesian-inference
developed in [68] was used to forecast the data center load. Dynamic Bayesian based
hidden Markov model was used to train the model based on available historical data, and
forecast the load. The model includes an hourly Fourier term and the weekend
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Figure 4.6. Variation of data center load and lumped load.
Figure 4.7. LMP at bus 8 with a variation on bus power obtained using AC OPF in MAT-
POWER.
index– both being incorporated as a linear covariate. This model can be modified to
update the forecast for the next day in various time intervals throughout the day. For a
month of data from a Microsoft data center, the first 15 days were used to train the model.
The remaining 15 days of data center load profile were available for analysis. The forecast
and the actual load of the 16th day of the month are obtained from dependent mixture
model and is shown in Fig. 4.9. The forecasted and the actual values have been scaled up
to match the data center peak load of 28 MW. The forecasted values of data center load
were obtained at an interval of every 6 hours.
4.7.3 Simulation setup
Equation 4.1 has been linearized into Eq. 4.23 before being used in the optimization
model. The average fuel cost of natural gas is taken as $4.47 per thousand cubic feet.
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Figure 4.8. PV power profile for Brookings, January 16, 2012. Forecasts obtained using
Markov switching model.
Figure 4.9. Data center load profile for the 16th day of a month. Forecasts obtained using
dependent mixture model.
Each generator’s maximum and minimum output are set to 4 MW and 1 MW, respectively
in order to operate in the high-efficiency region. In this work, the generator maintenance
cost has been taken as $45 per hour of operation. Also, the start-up cost of the generator is
taken as $25 per start-up.
CGi(PGi) =
Ng
∑
i=1
(0.0321×PGi(t)+12.788×Ui,t) (4.23)
The value of SAIDI was taken to be 244 minutes per year based on a study
from [72]. The float life of the battery was considered to be 20 years based on the
manufacturer’s specifications for the battery being considered. The total battery
investment was assumed as $5,650,000. Based on this data and the developed battery cost
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model, daily battery throughput allocation was calculated to be 1780 kWh. Using the
battery to discharge this amount of energy does not cause faster degradation as compared
to the case when the battery remains idle. However, the use of battery above this limit
results in battery degradation. Hence, 0.397 $/kWh is imposed as a cost for excessive
battery use. The SOC of the battery was maintained between 50% to 90%. At the end of
the day, SOC of the battery bank was maintained at 90%. Charging and discharging
efficiencies of the battery were taken as 90%. Charging and discharging rate of the battery
was limited to 2 MW and 10 MW respectively.
4.8 Results and analysis
The system benchmark was solved using IBM ILOG CPLEX optimization studio
for the day-ahead as well as real-time dispatch using the developed dispatch module. The
PV power in January 16th, 2012 shown in Fig. 4.8 and load profile as shown in Fig. 4.9
were used for further analysis. Day-ahead schedule and the real-time schedule using the
VPP optimization model developed in [30] was used to compare the operational cost for
day-ahead schedule, real-time operation and operation without DR. Analysis for some
other days is also presented in this section.
4.8.1 Day-ahead schedule
The simulation results obtained for 16th day are presented in Fig. 4.10. The sum of
the lumped load and the power consumed by the data center was limited to the maximum
limit of 32 MW. Above this limit, as shown in Fig. 4.7, the LMP of the bus becomes very
high. Without DR, the power to be obtained from the grid, PdcNet(be f oreDR), is the
difference between the data center load and PV power. In the 19th hour, the net data center
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load is higher than the maximum limit. For this day, using DR, we aim to reduce the net
power so as to decrease the data center operating cost. The VPP optimization model uses
the available battery capacity and backup generators to minimize the grid cost at this
point. The net grid power after DR, PdcNet(a f terDR) was maintained such as the bus load
did not exceed the limits. As a result, the LMP of the grid does not increase even at times
of high load demand in the data center. The power obtained using the generators and
battery is shown as Pgen and Pbat respectively. Here, positive and negative values of Pbat
indicates the battery is discharged and charged respectively. The energy resources in the
data center are only used in those instances where the load demand is high, from 16th to
19th hour of the day in this case. The power obtained from the grid after DR is shown as
PdcNet(A f terDR). As a result, the LMP does not rise significantly, shown as
GridPrice($/MWh). Pbus8(A f terDR) represents the load in bus 8 after DR. The cost for
operation of this system was found to be $12582 and the battery was discharged by
1780 kWh by the end of the day.
4.8.2 Real-time dispatch
In a real scenario, perfect information on the PV power and data center load are not
available. However, to ensure optimal use of available resources for the time frame of the
entire scheduling window, the dispatch module is implemented. Instead of the day-ahead
scheduling with perfect information throughout the day, the forecasted values for future
hours were used to obtain the scheduling operations at present. This allows to anticipate
the future load demand and available renewable energy and adjust the operation profile
beforehand. The results obtained are shown in Fig. 4.11. Similar to the day-ahead
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Figure 4.10. Day-ahead scheduling result of the data center, generator and battery energy
sources assuming perfect forecasts.
scheduling with the perfect forecast, the energy sources available in the data center were
used only during instances of high load demand. Some variations were observed in the
operating points of the resources. The net power drawn from the grid was within
maximum bounds and the total operational cost was found to be $12854, slightly higher
than the one for day-ahead scheduling. The sum of battery discharge energy throughout
the day was found as 1600 kWh indicating that the battery budget available was not fully
utilized.
4.8.3 Operation without DR
The operation of the data center without DR required the power difference between
load demand and PV power to be fulfilled by the grid. In this case, the grid needed to
supply the power demand during the 19th hour of the day when the power required is
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Figure 4.11. Real-time scheduling result of the data center generator and battery energy
sources.
higher than the maximum bound. At this time, LMP was significantly higher resulting in
an overall operational cost of $29196, which is very high as compared to the operational
cost for day-ahead schedule and real-time dispatch. Hence, data center as VPP can yield
in significant cost savings in daily operation at times of network congestion.
4.8.4 Operational cost comparison
The operational costs obtained for four days of analysis are shown in Table 4.1. For
day 20, the PV irradiance for January 20, 2012, and the load profile for the 20th day in the
data center was used. Similarly, for day 24, the PV irradiance for January 24, 2012, and
the load profile for the 24th day in the data center was used. Finally, for day 28, the PV
irradiance for January 28, 2012, and the load profile for the 28th day in the data center was
used. Total generator output, the costs associated with the use of generators is presented
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Table 4.1. Summary of 4 days of operation in day ahead forecast and real-time operation
showing the operational cost of data center and daily battery usage
Day 16 Day 20 Day 24 Day 28
Day
ahead
Real
time
Day
ahead
Real
time
Day
ahead
Real
time
Day
ahead
Real
time
Total generator
power (MWh) 14.44 15.66 6.60 6.60 5.26 5.02 1.95 1.95
Through
charge (MWh) 1.97 1.78 1.97 1.97 1.51 1.81 1.97 1.88
Battery
output (MWh) 1.60 1.44 1.60 1.60 1.22 1.47 1.60 1.52
Battery
discharge
energy (MWh)
1.78 1.60 1.78 1.78 1.36 1.64 1.78 1.69
Total generator
operational
cost ($)
744 841 410 410 367 359 145 145
Battery wear
cost ($) 0 0 0 0 0 0 0 0
Data center to
grid cost ($) 11837 11742 12201 12201 11712 11712 11693 11696
Total data
center cost ($) 12582 12584 12612 12612 12079 12081 11839 11841
for all 4 days considered for analysis. Here, through charge and battery output indicates
the amount by which the battery was charged and discharged during that day. Battery
discharge energy considers the effect of discharging efficiency on battery output. Battery
wear cost indicates the cost due to excessive use of the battery.
The operational cost of real-time operation of data center using the VPP
optimization model was found to decrease by $16648, $206, $116 and $84 for operation
in days 16, 20, 24 and 28 respectively as compared to the operation without operating it as
a VPP. The operational cost was found to be significantly lower for day 16 as compared to
other days by considering DR. This is due to the fact that the load demand experienced a
high peak causing LMP to be very high for an hour on that day. This can also be seen in
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Fig. 4.9. It can be observed that the operational cost for real-time was slightly higher than
the cost of operation for day-ahead schedule as day-ahead schedule assumes perfect
information on future conditions opposed to the use of forecasted values in real-time
dispatch. Also, as the battery discharge energy was modeled as a soft constraint, the
battery was never discharged above the daily limit of 1780 kWh in any of the cases
considered. Thus, the battery wear cost had always been $0 for all the cases.
4.9 Conclusion and future work
The real-time operation of a data center as a VPP to dispatch the underutilized
energy resources such as battery banks and generators were studied in this work. A
battery cost model developed in [30] was used to utilize the battery within its useful life.
Allocation of a daily battery limit ensured that some portion of the battery energy was
used in all the cases considered. The available data for the forecast and actual power of
PV power plant and data center load were used to compare the operation in day-ahead and
real-time scenario. For 4 days of analysis considered, the operating cost for real-time
dispatch was found close to the operational cost assuming perfect forecast. Also, the
real-time dispatch cost was found to be significantly lower than that without considering
DR during high LMP. Participation of the data center in DR for real-time dispatch
contributed in significant cost savings, especially for network congestion conditions.
As a future work, the results obtained can be compared with other optimization
techniques to verify global optimality of the solutions found. Due to the limited
information on data center load profile, seasonal trends could not be identified in this
study. Additional data can be obtained to analyze the operation of the data center as a VPP
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for a year of operation. This can provide valuable insight to the long term operation of the
data center as a VPP.
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CHAPTER 5 CONCLUSIONS
The inclusion of battery lifetime in EMS of hybrid power system has been studied.
Several battery lifetime models were investigated for suitability of application in EMS and
the rationale for selection of weighted ampere-hour model for microgrid EMS and daily
budget allocation model for data center EMS was presented. In the case study of a remote
microgrid, battery lifetime has been included such that the severity of operating conditions
are considered. EMS has been developed using genitor algorithm and successfully
implemented for a year of operation for data obtained for a similar microgrid. The results
obtained using genitor algorithm proved to operate the microgrid efficiently while
satisfying the operational constraints of the system. The annual operating cost of the
microgrid by the implementation of genitor was found to be $5107 lower than that by
implementing CPLEX solver for the same purpose. Minimization of battery output to
avoid over utilization resulted in increased battery lifetime from 4.20 years to 12.91 years.
Since the batteries have to be replaced every 10 years, remaining 2.91 years could not be
utilized due to the end of useful calendar life of the battery. Consideration of the useful
calendar lifetime of battery could be implemented in the future as a possible solution to
avoid this scenario. As another case study, the inclusion of battery lifetime for an EMS of
a data center operation as a VPP was investigated for its operation in a real-time scenario.
In this case, under utilization of the battery was eliminated by using the backup generators
and the batteries for DR. The batteries were used such that a penalty cost would incur in
case of battery usage over the estimated daily budget. Real-time dispatch of such system
was used to verify the battery usage. The results reveal that the batteries were used close
78
to the allocated budget limit of 1780 kWh. Hence, the use of batteries in DR ensures that
it would be utilized effectively during its useful calendar life. Furthermore, the use of data
center as a VPP resulted in a cost saving of $16648 for a single day of operation in cases
when the load demand was high enough to cause network congestion. Thus, the
implementation of EMS considering the battery operation is performed for the economical
and reliable operation.
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