Abstract. Let S = k[x 1 , . . . , x n ] be a polynomial ring over a field k and let M be a graded S-module with minimal free resolution F • . Its linear part lin(F • ) is obtained by deleting all non-linear entries from the differential of F • .
Introduction
Let k be a field and S = k[x 1 , . . . , x n ] be a polynomial ring over it, endowed with the standard Z-grading. Consider a finitely generated graded S-module M, and its minimal free resolution F • .
The linear part [EFS03] to use Hochster's formula, which states that
where U ⊆ [n] is a squarefree multidgree and ∆ U := {F ∈ ∆ : F ⊆ U} is the restriction of ∆ to U. To simplify the notation, we set U \ u := U \ {u} and H j (∆ U ) := H j (∆ U ; k) for u ∈ U ⊆ [n] and j ∈ N. By Hochster's formula, lin(F i ) is isomorphic to the direct sum of modules of the form H #U −i−1 (∆ U ) ⊗ k S(−U) for U ⊂ [n]. The differential d lin turns out to be simply a compilation of all the restriction maps H i (∆ U ) → H i (∆ U \u ), ω → ω| U \u , induced by the inclusions ∆ U \u ⊂ ∆ U . In the following theorem, we use the notation α(u, U) = #{k ∈ U, k < u}, where u ∈ [n]. 
and the components of differential are given by
This extends the result of Reiner and Welker [RW01] , which describes the maps in the linear strand of The linear entries are marked in boldface. We indicate the relevant induced subcomplexes of ∆ in Figure 1 . There, the arrows indicate non-zero linear entries in the matrices of F • . They correspond to non-zero restriction maps in the zero-or one-dimensional cohomology.
As a special case of Theorem 1.1, we obtain a very simple and explicit description of the 1-linear strand of F • (this is the strand containing the quadratic generators of I ∆ , cf. Definition 3.3). In particular, we show that the maps in the 1-linear strand can always be written using only ±1 coefficients, see Corollary 4.2. This extends and simplifies the results of Horwitz [Hor07] and Chen [Che10] , who constructed the minimal free resolution of I ∆ under the assumption that I ∆ is generated by quadrics and has a linear resolution.
We now consider a more general situation. Let J ⊆ S be a homogeneous ideal (with respect to the Z-grading) and let R := S/J. Let M be a finitely generated Z-graded R-module with minimal free resolution
This invariant was introduced in Herzog and Iyengar [HI05] and studied recently by a number of authors [Röm01; IR09; Yan09; Şeg13; Ngu15; NV16]. In particular, Okazaki and Yanagawa [OY07] showed that the linearity defect of a Stanley-Reisner ideal I ∆ depends only on the homeomorphism type of the Alexander dual ∆ ∨ . In contrast to that, we are going to express it in terms of ∆ itself, using Theorem 1.1. For this, we first give a convenient reformulation of the linearity defect. Şega [Şeg13] considered the maps 
In this article, we apply the preceding theorem only in the case R = S, but we consider the extra generality to be of independent interest. By combining Theorem 1. Here, C • (∆) denotes the simplical chains of ∆ with coefficients in k. Further, a cycle z ∈ C • (∆) is complete if it is the boundary of a simplex, and its support is the set of all vertices of all faces appearing in it.
This article is structured as follows. In Section 2 we set up several notational conventions. Then, in Section 3 we study the linearity defect and prove Theorem 1.3. In the subsequent Section 4 we specialize our consideration to Stanley-Reisner rings. In particular, we prove Theorem 1.1 and Corollary 1.4. In the last section of this article, we ask several open questions and pose a conjecture.
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Notation
For n ∈ N we write [n] := {1, . . . , n}. For U ⊆ [n] and u ∈ [n] we define U \ u := U \ {u} and U ∪ u := U ∪ {u}.
Throughout the paper let k denote a fixed field and S = k[x 1 , . . . , x n ] be a polynomial ring over it. We will consider both the standard Z-grading and the fine Z n -grading on S. Squarefree multidegrees are identified with subsets of [n] . In particular, for U ⊆ [n], we write S(−U) for the free cyclic S-module whose generator is in degree U.
Linearity defect and componentwise linearity
Let J ⊆ S be a homogeneous ideal, let R := S/J and let M be a finitely generated Z-graded R-module. The goal of this section is to prove Theorem 1.3, which describes the linearity defect of M, as well as a criterion for M to be componentwise linear.
We start by recalling the definitions. Every finitely generated Z-graded R-module M has a (possibly infinite) minimal free resolution
where the differential d i is homogeneous and each F i is a free R-module. Moreover, F • is unique up to graded isomorphism. There is a natural filtration on F • , which is given by It turns out to be more convenient to work with a filtration on F • which is different from the one used to define lin(F • ). For this, consider a non-zero homogeneous element a ∈ F i . We write deg(a) for the degree of a with respect to the standard Z-grading on R and we set ||a|| := deg(a) − i. Let F ≤k • ⊆ F • be the submodule generated by all elements a ∈ F • with ||a|| ≤ k. This is a subcomplex of F • , and we call the filtration 
The following lemma collects some properties of these notions.
Lemma 3.2. Let a ∈ F i , a = 0 be homogeneous for some i. Then the following holds:
Proof. Parts (1) and (2) are immediate from the definitions, so we only need to prove (3). First, assume that a / ∈ mF • , so we need to show that ||a|| = |a|
and thus k ≥ |a| F . Assume for the contrary that k > |a| F . Then a can be written as a sum j f j a j where f j ∈ R and a j ∈ F
But this implies that a ∈ mF i , contradicting our assumption.
Now we turn to the general case. Choose an R-basis B of F i consisting of homogeneous elements and expand a in this basis:
Then |a| m is the minimum of the degrees of the f b and |a| F is the maximum of |b| 
The next step is to show that the strand filtration gives an alternative description of the linear part. By the construction of lin(F • ) as an associated graded complex, there is a canonical isomorphism lin(
where R is actually its associated graded ring, but the latter is isomorphic to R.
The linear strands are indeed subcomplexes of lin(F • ) because the differential on lin(F • ) is linear, and its holds that
Proof. We work with a fixed homogeneous R-basis B of F • . On the one hand, lin(F • ) k is spanned by the elements b ∈ B with ||b|| = k and deleting all non-linear entries from the matrices representing the differential (see [Yan00, Section 4]).
On the other hand, F 
is obtained by deleting the matrix entries in m 2 , and thus this complex is isomorphic to lin(F • ).
Recall that ν
The following is almost obvious, but we include it for ease of reference.
Lemma 3.5 ([Şeg13, §2.3]). It holds that ν
The next lemma is the key step in our proof of Theorem 1.3. ∈ mF i and dg ∈ m 2 F i−1 . By Lemma 3.2 we compute that
and also ||g ′ || = ||dg ′ || + 1 = ||dg|| + 1 = ||g||. For the other inequality, choose an i ∈ N such that H i−1 (F ≤k • ) = 0 for some k. As F • is exact and only finitely many strands contribute to F i , we may assume that k is the maximal number with this property. Consider the following part of the long exact sequence mentioned above:
It follows that |g
The module on the right vanishes because our choice of k and the one in the middle is nonzero by assumption. Hence H i (F 
Here, we consider the empty set as the unique face of dimension −1. Note that we use the natural order on [n] in the definition of α(i, F ). The (reduced) simplicial homology of ∆ is H * (∆) := H * (∆;
for the basis element dual to a d-face F ∈ ∆. In this basis, the differential on C
• (∆) can be written as
Here, we adopt the convention that (F ∪i)
is a cochain and U ⊆ [n], then we write ω| U for the restriction of ω to ∆ U .
The linear part of the resolution of a Stanley-Reisner ring.
Our next goal is to prove Theorem 1.1. We are going to need an explicit version of Hochster's formula. This is of course well-known, but we give the details for the convenience of the reader. Let V = span k {e 1 , . . . , e n } be an n-dimensional k-vector space and let Λ
• V denote the exterior algebra over it. For F = {i 1 , . . . , i r } ⊆ [n] with i 1 , . . . , i r , we set e F := e i 1 ∧ · · · ∧ e ir . Then
Proposition 4.1 ([Hoc77]). For each squarefree multidegree U ⊆ [n], there is an isomorphism of complexes
Proof. It suffices to show that the following diagram commutes:
We only need to show that α(
This follows from the following computation:
Now we turn to the proof or Theorem 1.1, which we restate for convenience. 
Proof. We follow the arguments of the proof of [Yan00, 
It is not difficult to see that the homology of (L •,• , ∂) is isomorphic to Tor 
Consider the sub-double complex
, where ∂ ′ translates to the map 
For each other connected component C U,i of it, let e U,i : U → k the function which is 1 in the vertices of C U,i and 0 on the others. It is clear that the set {e U,i : i > 0} forms a basis of H 0 (∆ U ). We claim that in this basis, the differential has coefficients ±1. For i > 0 there are the following cases:
(
. . , j r > 0, (4) same as (3), with j 1 = 0, (5) C U,i is the isolated vertex u. In each case, it is not difficult to see that e U,i is mapped to a linear combination of the e U \u,j with coefficients in {−1, 0, 1}.
Linearity defect and componentwise linearity of Stanley-Reisner ideals.
We now apply the result of the previous section together with Theorem 1.3 to describe the linearity defect of Stanley-Reisner ideals. Proof. Let F • denote the minimal free resolution of I ∆ . It follows from Theorem 1.3 and Lemma 3.5 that the linearity defect of I ∆ is the maximal i such that there exists an element g ∈ F i with g / ∈ mF i and dg ∈ m 2 F i−1 . In other words, it is the maximal i, such that there exists an element g ∈ lin(F i ) with g / ∈ m lin(F i ) and dg = 0. Since lin(F • ) is generated in squarefree multidegrees as S-module, we only need to consider squarefree multidegrees. It follows from Theorem 1.1 that in a squarefree degree U ⊆ [n], d is given by (1)
where j = #U − i − 2. The claim describes exactly the maximal i where this is not injective.
We illustrate the last proposition in the case of a one-dimensional simplicial complex.
Example 4.4. Let ∆ be a one-dimensional simplicial complex, i.e. a graph. For simplicity we assume that every element of [n] is indeed a vertex of ∆, so its StanleyReisner ideal contains no variables. We only need to consider H 0 (∆ U ) and H 1 (∆ U ) for U ⊆ [n]. However, zero-dimensional cohomology classes ω ∈ H 0 (∆ U ) always admit a vertex u ∈ U such that ω| U \u = 0, unless #U = 2. This amounts to the fact that the differential of F
≤2
• is linear except in homological degree 1. Further, the subsets U ⊆ [n] such that there is a class ω ∈ H 1 (∆ U ) all of whose restrictions vanish are exactly the induced chordless cycles of ∆. For such a U, note that 1 = #U − i − 2 and so i = #U − 3. In conclusion, we obtain that ld(I ∆ ) = (maximal length of an induced chordless cycle) − 3.
In particular, we recover Fröbergs theorem [Frö90] that (I ∆ ) 2 has a linear resolution if and only if ∆ is chordal, i.e. every induced cycle has a chord. Recall that a cycle z ∈ C • (∆) is complete if it is the boundary of a simplex, and its support is the set of all vertices of all faces appearing in z.
Proof. (1) ⇔ (2) This is immediate from Corollary 4.3.
(2) ⇔ (3) Since we are working over a field, the map in Eq. (1) is injective if and only if the dual map
is surjective. Using induction on the size of the support of the cycle, one easily sees that the latter is equivalent to condition (3).
(3) ⇒ (4) Consider a cycle z ∈ C • (∆) and let U ⊆ [n] be the set of vertices present in it. By (3), the class [z] ∈ H * (∆ U ) of z can be written as a sum of complete cycles, using only vertices in U. In other words, there exist a z ′ ∈ C • (∆ U ) which is a sum of complete cycles and homologous to z. Then z − z ′ is a boundary in C • (∆ U ), and thus a sum of boundaries of simplices.
(4) ⇒ (3) Let U ⊆ [n] and [z] ∈ H * (∆ U ). Then z can be written as a sum of complete cycles, using only vertices in the support of z, and thus in H * (∆ U ).
Remark 4.5. The equivalence of (1) and (4) can also be proven using the results of [ANS16] . In fact, [ANS16, Theorem 5.1] implicitly gives a characterization of componentwise linearity in terms of resolution chordality. By [ANS16, Fact 3.1], this can be translated into a condition in terms of decomposition chordality, which is essentially equivalent to part (4) of Corollary 1.4.
Questions and open problems
In this section we give several questions and open problems related to the topics of this article.
5.1. Affine monoid algebras. Recall that a (positive) affine monoid Q ⊆ N n is a finitely generated submonoid of N n . The monoid algebras k[Q] of affine monoids form a well-studied class of algebras. We refer the reader to [MS05] This seems to be substantially more difficult than describing F • /m 2 F • . One reason for this is the following. Even though a minimal free resolution is unique up to isomorphism, if one wants to write it down explicitly one needs to choose an S-basis for F • . This choice can be done in two steps. First choose a k-basis for F • /mF • = Tor * (S/I ∆ , k), and then choose a lifting of these elements to F • (any such lifting works due to Nakayama's lemma). Hochster's formula is a convenient tool for the first choice. In Theorem 1.1, it turned out that the differential of F • /m 2 F • does not depend on the second choice, but this is no longer true for F • /m 3 F • .
5.3. Homology of the linear part and products in the Tor-algebra. Let M be a finitely generated Z-graded R-module with minimal free resolution F • . Consider the short exact sequence
and the corresponding long exact sequence Consider the case that M = I ⊂ S is a homogeneous ideal containing no linear forms. It is known that if I is componentwise linear, then S/I is a Golod ring [HRW99] . Recall that a ring is called Golod if the algebra structure on its Koszul homology is trivial, and all higher Massey products vanish. We refer the reader to [Avr98] for more information about these notions. In view of Theorem 1.3, the following seems natural to ask: • cannot be written using only coefficients ±1. We believe that their example is optimal in that sense, and hence offer the following conjecture.
Conjecture 5.6. Let I ⊆ S be a monomial ideal. Then it is possible to choose a basis for its minimal free resolution F • , such that the differential on F ≤3 • can be written using only coefficients ±1.
Note that the first map in F • , d : F 1 → F 0 , can always be written using coefficients from {−1, 0, 1}. This is easily seen by considering the Taylor resolution. Further, it is not difficult to explicitly give a basis for F 2 such that the differential d : F 2 → F 1 has coefficients ±1.
