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a b s t r a c t
A general algorithm is provided for determining the compatibility among full conditionals
of discrete random variables with structural zeros. The algorithm is scalable and it can be
implemented in a fairly straightforward manner. A MATLAB program is included in the
Appendix and therefore, it is now feasible to check the compatibility of multi-dimensional
conditional distributionswith constrained supports. Rather than the linear equations in the
restricted domain of Arnold et al. (2002) [11] Tian et al. (2009) [16], the approach is odds-
oriented and it is a discrete adaptation of the compatibility check of Besag (1994) [17].
The method naturally leads to the calculation of a compatible joint distribution or, in the
absence of compatibility, a nearly compatible joint distribution. Besag’s [5] factorization of
a joint density in terms of conditional densities is used to justify the algorithm.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
In the process of modeling complicated real-life problems, one task is to capture the dependence being observed. With
this objective in mind, conditional specification is a worthy alternative to the joint-distribution models. Thus, modeling
of joint distributions by means of conditional densities has received considerable attention in the past two decades (see
[1–3]). Arnold et al. [4] provide a review of the more recent developments. Applications include classical construction of
joint distributions and elicitation of a prior distribution. For spatial data, conditional modeling has long been the standard
approach since Besag [5], while data disclosure [6] is another application area. The first issue of defining a joint density by
conditional densities is compatibility: does a joint density exist with them as its conditional densities? Such a compatibility
concern also arises in multiple imputations [7,8].
Several approaches have been proposed. For example, Arnold and Press [9] and Arnold and Gokhale [10] consider mainly
the compatibility of bivariate densities. Arnold et al. [11,12] propose criteria for checking compatibility and determining
nearly compatible discrete distributions. It has been known that compatibility checking is further complicated when
the random variables are not variation independent [13, p. 26], or, equivalently, when the support has structural zeros
[14, p. 178].
The current paper is focused on determining whether or not a given set of discrete conditional distributions are
compatible given that their supports have structural zeros.We believe that anyworthymethod should be scalable and easily
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implemented, and given the current trend toward massive data sets with a large number of variables, this requirement
has a timely merit. Moreover, an ideal method should also be able to calculate a joint distribution or, in the absence of
compatibility, a nearly compatible joint distribution with computational ease. Therefore, we provide a MATLAB program
that allows the readers to check compatibility and calculate a joint distribution.
Before we formally introduce the approach, there is a need to review the most recent results. Arnold et al. [11] check
compatibility via constrained solutions to linear equations, and they suggest three fashions for eliciting the linear equations.
Each of them involves constructing the polyhedral convex cone and finding the generators for the dual cone. Then linear
programming is used to find a nearly compatible joint distribution. Because the number of equations increases exponentially
with the number of variables, themethods aremostly applicable to bivariate distributions ‘‘in which the coordinate random
variables have fewpossible values’’ [11, p. 251]. In a separate attempt, Arnold et al. [12] proposed ‘‘rank one extension’’ of the
ratio of two discrete distributions. In this case, ‘‘extension’’ means imputing values for structural zeros, but the imputations
are not unique and can be difficult to find. The three-dimensional example of Arnold et al. [12] is a 3 × 3 × 3 distribution
without structural zeros. The applications of this approach to deal with a trivariate distribution with structural zeros can be
problematic (see discussions in Section 4).
More recent efforts to check compatibility with structural zeros include [15,16]. Slavkovic and Sullivant [15] show that
the set of compatible full conditional distributions forms an algebraic set in which the defining ideal is a unimodular
toric ideal. The compatibility checks are performed by a set of closed walks on a bipartite graph. However, techniques
such as formulating all induced circuit binomials are beyond the grasp of most statisticians. Tian et al. [16] formulate the
compatibility check into quadratic optimization with unit cube constraints. The ratio of the number of equations to the
number of unknowns is of order O(n), where n is the number of values of one variable. The limitation of Arnold et al. [11]
also applies to Tian et al. [16].
If each conditional density is viewed as a linear constraint on the probabilities of the joint distribution, then the linear-
algebra approaches of Arnold et al. [11] and Tian et al. [16] are the natural routes to follow. In this paper, however, the
statistical approach of Besag [5,17] is adopted. We maintain that each conditional distribution shares certain invariant
information with the unobserved joint distribution and that the invariant information should be the exclusive building
blocks to the construction of the joint distribution. If two conditional distributions are derived from the same joint
distribution and thus are said to be compatible, then the invariant information from either conditional should produce
consistent results. Otherwise, they are incompatible. Therefore, the first step is to identify the maximal invariant between
a joint and its conditional distributions. Besag’s [5] factorization captures such invariance in a single equation.
In Section 2, bivariate conditional distributions are used to illustrate the invariant and the method. In Section 3, a
general algorithm is proposed, and its applications are illustrated with three examples. We then show that the results of
the compatibility check can be normalized to form a compatible or nearly compatible joint distribution. The procedures do
not require any linear equation. In Section 4, we discuss the justifications of the algorithm using Besag’s [5] factorization of
a joint density in terms of conditional densities. In Section 5, a brief description of our program is given. The Appendix A
contains the MATLAB program.
2. The bivariate case
Let X1 and X2 be discrete random variables such that X1 = i, i ∈ S1 = {1, . . . , K1}, and X2 = j, j ∈ S2 = {1, . . . , K2}. Let
the K1 × K2 matrices A = (ai,j) and B = (bi,j) represent the conditional distributions of (X1|X2) and (X2|X1), respectively.
Therefore, ai,+ = 1 and b+,j = 1, where the subscript+ represents the sumover the replaced subscript. MatricesA andB are
said to be compatible if there exists a joint distribution, P = (pii,j), such that ai,j = pii|j = pii,j/pi+j and bi,j = pij|i = pii,j/pii+.
Matrix P is called a compatible joint distribution of A and B. We use the following definition to define structural zeros.
Definition 2.1 (Incidence Set). The incidence setNC of a J-dimensionalmatrix C = (ci1,...,iJ ) isNC = {(i1, . . . , iJ), ci1,...,iJ > 0}.
We call (i1, . . . , iJ) a site in NC.
When NC is a Cartesian product set, the distribution represented by C—that is, C+,...,+ = 1—is called complete, and
otherwise the distribution is incomplete [14, p. 177]. For bivariateA andB,NA = NB is a necessary condition for compatibility.
When NA is a proper subset of S1 × S2, A is said to have structural zeros—that is, NA = (S1 × S2) \ {structural zeros}. In case
NA = S1×S2, A and B are compatible iff the cross-product ratios of A are equal to those of B—that is, ai,jai+1,j+1/ai,j+1ai+1,j =
bi,jbi+1,j+1/bi,j+1bi+1,j for every i, j. However, when there are structural zeros, some cross-product ratios cannot be defined,
but the odds between consecutive positive entries, in the sense described in the next lemma, can still be calculated. The
following invariance is obvious.
Lemma 2.2. For a bivariate joint distribution P = (pii,j), let (pii|j) and (pij|i) be its conditional distributions. We have
pimj(i),j/pii,j = pimj(i)|j/pii|j, and
pii,ni(j)/pii,j = pini(j)|i/pij|i,
where mj(i) = l and ni(j) = k are, respectively, the largest l < i such that (l, j) ∈ NP and the largest k < j such that (i, k) ∈ NP.
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In short, pimj(i),j(pii,ni(j)) is the closest positive probability to pii,j in the jth column (ith row). The two sites, (i, j) and
(mj(i), j), ((i, j) and (i, ni(j)),) are called x1-consecutive (x2-consecutive). When NP = S1×S2,mj(i) = i−1 and ni(j) = j−1.
Assuming NA = NB, the following steps are used for checking compatibility between A and B:
Step 1: Assume aK1,K2 6= 0; otherwise, exchange rows or columns to achieve this.
Step 2: For A = (ai,j = Pr(X1 = i|X2 = j)), compute the x1-odds: αi,j = amj(i),j/ai,j. Similarly, compute the x2-odds:
βi,j = bi,ni(j)/bi,j from B = (bi,j = Pr(X2 = j|X1 = i)).
Step 3: For every (i, j) ∈ NA, determine the number of paths from (K1, K2) leading to (i, j). A path from site (k, l) to
site (i, j) is formed by connecting either an x1-consecutive site or an x2-consecutive site between (k, l) and (i, j).
Let A = {(i, j) ∈ NA such that there are at least two paths from (K1, K2) leading to (i, j)}. For example, let
NA = ({1, 2, 3} × {1, 2, 3, 4}) \ {(2, 1), (1, 3), (2, 3)}. There are three paths from (3, 4) to (1, 2). They are Path1:
(3, 4) → (2, 4) → (2, 2) → (1, 2); Path2: (3, 4) → (3, 3) → (3, 2) → (2, 2) → (1, 2); and Path3:
(3, 4) → (2, 4) → (1, 4) → (1, 2). In addition, both (2, 2) and (1, 1) also have multiple paths leading to them.
Hence,A = {(1, 1), (1, 2), (2, 2)}.
Step 4: Let matrix E = (ei,j), (i, j) ∈ NA, and set eK1,K2 = 1. Compute the value of ei,j from eK1,K2 sequentially along a path
from (K1, K2) leading to (i, j). Let (k, l) be a site of the path. The move from (k, l) to its x1-consecutive site changes
the e value from ek,l to ek,lαk,l, and the move from (k, l) to its x2-consecutive site changes the e value from ek,l to
ek,lβk,l. For example, in Path1, the value of e1,2 is computed via e3,4α3,4β3,3α2,2, while in Path2, the value of e1,2 is
computed via e3,4β3,4β3,3α3,2α2,2. For Path3, e1,2 = e3,4α3,4α2,4β1,4.
Step 5: Conditional distributions A and B are compatible iff different paths from (K1, K2) leading to every (i, j) ∈ A result
in the same value for ei,j.
For complete A and B, there are always two different paths from (i+ 1, j+ 1) leading to (i, j). For path (i+ 1, j+ 1)→
(i + 1, j) → (i, j), we have ei,j = e1+1,j+1βi+1,j+1αi+1,j, and for path (i + 1, j + 1) → (i, j + 1) → (i, j), we have
e∗i,j = e1+1,j+1αi+1,j+1βi,j+1. Therefore, ei,j = e∗i,j iff ai,jai+1,j+1/ai,j+1ai+1,j = bi,jbi+1,j+1/bi,j+1bi+1,j. The above check is
equivalent to equal values of cross-product ratios when there is no structural zero.
Example 2.3. The conditional distributions are as follows:
A =
(1/2 1/2 0
0 1/2 1/2
1/2 0 1/2
)
, B =
(1/3 2/3 0
0 1/3 2/3
2/3 0 1/3
)
.
Here, K1 = 3 and K2 = 3 and site (1, 1) is the only site having two paths from (3, 3). For path (3, 3)→ (2, 3)→ (2, 2)→
(1, 2) → (1, 1), e1,1 = e3,3α3,3β2,3α2,2β1,2 = 1 × 1 × 1/2 × 1 × 1/2 = 1/4, and for path (3, 3) → (3, 1) → (1, 1),
e1,1 = e3,3β3,3α3,1 = 1× 2× 1 = 2. The different values for e1,1 imply that A and B are not compatible.
Example 2.4. The conditional distributions are as follows:
A =

0 0 1/10 0 0
0 1/3 3/10 4/7 0
0 1/3 3/10 1/7 0
0 0 1/10 0 0
1 1/3 2/10 2/7 1
 , B =

0 0 1 0 0
0 1/5 1/5 3/5 0
0 2/5 1/5 2/5 0
0 0 1 0 0
1/9 2/9 3/9 2/9 1/9
 .
The sites with multiple paths from (5, 5) are {(3, 3), (2, 3), (1, 3), (3, 2), (2, 2)} = A. Because every path leading to (1, 3)
must go through (2, 3) and there exists only one path from (2, 3) leading to (1, 3), checking (1, 3) is redundant. For path
(5, 5) → (5, 4) → (3, 4) → (3, 3), e3,3 = e5,5 × 2 × 1/2 × 1/2 = 1/2, and for path (5, 5) → (5, 4) → (5, 3) →
(4, 3)→ (3, 3), e3,3 = e5,5 × 2 × 3/2 × 1/2 × 3 = 9/2. Because the two paths result in different values, A and B are not
compatible. Using Step 4 above, the different values for e2,3 are 1/2, 9/2, and 4/3; the different values for e3,2 are 2, 1, and
9; the different values for e2,2 are 4/3, 1, 9, 1/2, 2, and 9/2; and the different values for e1,3 are 1/6, 9/6, and 4/9, which are
calculated via e1,3 = e2,3×α2,3 = e2,3×1/3.Matrix Ewill be later normalized to form a nearly compatible joint distribution,
see Example 3.4 later.
3. A general algorithm for checking compatibility
For the general case, assume that there are J discrete random variables Xi = ki, ki ∈ Si = {1, . . . , Ki}, 1 ≤ i ≤ J . Let the
random vector X be (X1, . . . , XJ), and let X−l be X \ {Xl}. Also, let the conditional distribution of (Xl|X−l) be represented by
a J-dimensional matrix A(l) = (a(l)k1,...,kJ ). First, we assume that all J distributions A(l) are given and that they share the same
incidence set, N , with some structural zeros. The collection of J conditional distributions of (Xl|X−l) is called full conditionals
[17].
Algorithm 1 (Compatibility Check).
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Step 1: Assume (K1, . . . , KJ) ∈ N , otherwise exchange columns to achieve this.
Step 2: Compute xl-odds from each A(l): α
(l)
k1,...,kJ
= a(l)k1,...,kl−1,m,kl+1,...,kJ /a(l)k1,...,kJ , where m < kl is the largest subscript such
that (k1, . . . , kl−1,m, kl+1, . . . , kJ) ∈ N .We call (k1, . . . , kl−1,m, kl+1, . . . , kJ) the xl-consecutive site of (k1, . . . , kJ).
We compute α(l)k1,...,kJ because it is the invariant odds shared with the joint pdf.
Step 3: For every (k1, . . . , kJ) ∈ N , a path from (K1, . . . , KJ) leading to (k1, . . . , kJ) is constructed as follows:
(a) The path is inside N .
(b) Consecutive sites in the path differ fromone another in exactly one index—that is, the pathmoves one coordinate
at a time.
(c) The site with the larger value in the changing coordinate is closer to (K1, . . . , KJ).
(d) If (k1, . . . , n, . . . , kJ) and (k1, . . . ,m, . . . , kJ) are two consecutive sites in the path, then there does not exist any
(k1, . . . , j, . . . , kJ) satisfyingm < j < n.
Step 4: For every (k1, . . . , kJ) ∈ N , determine the number of paths from (K1, . . . , KJ) leading to (k1, . . . , kJ). Let A =
{(k1, . . . , kJ) ∈ N having more than one path from (K1, . . . , KJ) leading to it}.
Step 5: Let E = (ek1,...,kJ ), (k1, . . . , kJ) ∈ N with eK1,...,KJ = 1. Use the odds of Step 2 above to update the
value of ek1,...,kJ sequentially along the path in the fashion that a move from (k1, . . . , kJ) to an xl-consecutive
(k1, . . . , kl−1,m, kl+1, . . . , kj) changes ek1,...,kJ to ek1,...,kJ × α(l)k1,...,kJ = ek1,...,kl−1,m,kl+1,...,kJ .
Step 6: Conditional distributions A1, . . . ,AJ are compatible if different paths result in the same value for every ek1,...,kJ ,
(k1, . . . , kJ) ∈ A.
Example 3.1. Let X1 be the 3 initial-stroke states, X2 be the 3 final-stroke states, and X3 be the two-lesion types. The data
are taken from [14, p. 222]. Consider the three distributions with A for (X1|X2, X3), B for (X2|X1, X3), and C for (X3|X2, X1),
where
A(X3 = 1) =
(0 0 6/30
0 3/13 7/30
1 10/13 17/30
)
, A(X3 = 2) =
(0 0 8/47
0 1/6 3/47
1 5/6 36/47
)
,
B(X3 = 1) =
(0 0 13/40
0 3/10 10/40
1 7/10 17/40
)
, B(X3 = 2) =
(0 0 10/51
0 1/4 5/51
1 3/4 36/51
)
,
C(X2 = 1) =
(
0 0 13/23
0 0 10/23
)
, C(X2 = 2) =
(
0 3/4 10/15
0 1/4 5/15
)
,
C(X2 = 3) =
(
6/14 7/10 17/53
8/14 3/10 36/53
)
.
The sites withmultiple paths areA = {(3, 2, 1), (3, 1, 1), (2, 3, 1), (2, 2, 2), (2, 2, 1), (1, 3, 1)}, with the corresponding
numbers of paths being {2, 3, 2, 2, 6, 3}. For every site of A, different paths result in the same ei,j,k value, and hence the
conditional distributions are compatible. For example, path (3, 3, 2) → (3, 2, 2) → (3, 2, 1) → (2, 2, 1) results in
1 × 5/36 × 10/5 × 3/10 = 3/36, so do the other five paths. The ei,j,k values of A are 10/36, 13/36, 7/36, 1/36, 3/36
and 6/36, respectively.
Not every conditional model is specified by full conditionals; there are other configurations. We use three-dimensional
distributions to illustrate the applications of Algorithm 1. Given pi(X1, X2|X3) and pi(X2, X3|X1), compute the x1-odds and
x2-odds from pi(X1, X2|X3) as α(1)k1,k2,k3 = pi(n(k1), k2|k3)/pi(k1, k2|k3) and α(2)k1,k2,k3 = pi(k1,m(k2)|k3)/pi(k1, k2|k3), where
n(k1) andm(k2) represent the x1-consecutive and x2-consecutive sites, respectively. Compute the x2-odds, α
(2∗)
k1,k2,k3
, and x3-
odds, α(3∗)k1,k2,k3 from pi(X2, X3|X1) similarly. Equalities α(2)k1,k2,k3 = α(2∗)k1,k2,k3 are necessary conditions for compatibility. After
α
(2)
k1,k2,k3
= α(2∗)k1,k2,k3 are confirmed, then Algorithm 1 uses the three odds, α(1), α(2), and α(3∗) to check compatibility. Given
pi(X1, X2|X3), pi(X1, X3|X2), and pi(X2, X3|X1), there will be two copies of odds for each variable, and the consistency of the
two copies must be checked first. If they are consistent, then there is one copy of each odds and Algorithm 1 can apply.
In Algorithm 1, we need the assumption that there is a site, say (K1, . . . , KJ), such that there exists at least one path
from (K1, . . . , KJ) leading to every other site of N . Thus, the value of every ek1,...,kJ can be computed sequentially from the
value of eK1,...,KJ . This assumption is reasonable because it is equivalent to connected support in Euclidian space [14, p. 182].
Otherwise, the disconnected support may be broken off into several connected incidence sets, and Algorithm 1 can apply to
each of them separately.
Algorithm 2 (Computation of a Compatible Joint Distribution).
Step 1: When A(l), 1 ≤ l ≤ J are compatible, then every ek1,...,kJ , (k1, . . . , kJ) ∈ A is unique.
Step 2: For (k1, . . . , kJ) ∈ N \A, compute ek1,...,kJ , from eK1,...,KJ = 1 along the unique path leading to (k1, . . . , kJ).
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Step 3: Normalize matrix E = (ek1,...,kJ ) to a joint probability P = (pik1,...,kJ ), where pik1,...,kJ = ek1,...,kJ /e+,...,+.
Example 3.2 (Example 3.1 Continued). The Ematrix has the following values:
E(X3 = 1) =
( 0 0 6/36
0 3/36 7/36
13/36 10/36 17/36
)
, E(X3 = 2) =
( 0 0 8/36
0 1/36 3/36
10/36 5/36 1
)
.
Normalizing E gives the correct joint P:
P(X3 = 1) = (1/119)
( 0 0 6
0 3 7
13 10 17
)
, P(X3 = 2) = (1/119)
( 0 0 8
0 1 3
10 5 36
)
.
Algorithm 3 (Computation of a Nearly Compatible Joint Distribution).
Step 1: When different paths result in different values of ek1,...,kJ , (k1, . . . , kJ) ∈ A, compute their geometric average, and
use the average as the final value of ek1,...,kJ .
Steps 2 and 3 are the same as in Algorithm 2.
Example 3.3 (Example 2.3 Continued). Compute e11 via (1/4 × 2)1/2 = 0.707. We have the following E and the joint
distribution, represented by the Pmatrix:
E =
(0.707 1/2 0
0 1/2 1
2 0 1
)
, P =
(
.1239 .0876 0
0 .0876 .1752
.3504 0 .1752
)
.
Example 3.4 (Example 2.4 Continued). The geometric averages for the five sites in A are: e3,3 = (1/2 × 9/2)1/2 = 1.5,
e2,3 = (1/2 × 9/2 × /3)1/3 = 1.4422, e3,2 = (2 × 1 × 9)1/3 = 2.6207, e1,3 = e2,3α2,3 = 1.4422 × 1/3 = .4807, and
e2,2 = (2× 1× 9× 1/2× 9/2× 4/3)1/6 = 1.9442. The Ematrix and the joint distributions P are as follows:
E =

0 0 .4807 0 0
0 1.9442 1.4422 4 0
0 2.6207 1.5 1 0
0 0 3/2 0 0
1 2 3 2 1
 , P =

0 0 .0205 0 0
0 .0828 .0614 .1703 0
0 .1116 .0639 .0426 0
0 0 .0639 0 0
.0426 .0852 .1277 .0852 .0426
 .
Example 3.5 (Example 3.1 Continued). The conditional distributions of X2 given (X1 = 2, X3 = 1) and (X1 = 2, X3 = 2) are
changed to create incompatibility. The probabilities of (X2|X1 = 2, X3 = 1) are changed from (3/10, 7/10) to (4/10, 6/10),
and for (X2|X1 = 2, X3 = 2) the probabilities are changed from (1/4, 3/4) to (1/2, 1/2). The changes move probabilities
from the category of (X1 = 3) to the category of (X1 = 2). Due to the changes, the two paths leading to e2,2,2 now have
the different values 1/36 and 3/36, and the six paths leading to e2,2,1 have the values 3/36, 3/36, 3/36, 9/36, 14/108,
and 28/216. The remaining ek1,k2,k3 are not affected by the changes, and their values are the same as in Example 3.2. The
geometric average for e2,2,2 is .0418, and for e2,2,1 the geometric average is .1160. After normalizing the new Ematrix, we
have the following nearly compatible joint distribution:
P∗(X3 = 1) =
( 0 0 .0496
0 .0345 .0579
.1075 .0827 .1406
)
, P∗(X3 = 2) =
( 0 0 .0662
0 .0143 .0248
.0827 .0414 .2978
)
.
The P∗ is fairly close to the compatible P (Example 3.2) before the changes. The P∗-marginal distribution of X1 and X2 added
more probabilities to the categories of X1 = 2 and X2 = 2 than the corresponding P-marginal distributions.
4. Justifications of the algorithms and discussions
The theoretical justifications of Algorithm 1 can be found in [5, Eq. 2.2], who specifies the following connection between
the full conditionals pi (i)(xi|x1, . . . , xi−1, xi+1, . . . , xJ), 1 ≤ i ≤ J , and the joint distribution pi(X) = pi(x1, . . . , xJ).
1
e(Y)
= pi(X)
pi(Y)
=
J∏
i=1
pi (i)(xi|x1, . . . , xi−1, yi+1, . . . , yJ)
pi (i)(yi|x1, . . . , xi−1, yi+1, . . . , yJ) , (1)
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where Y = (y1, . . . , yJ) is another point in the support of pi . Besag [17] called (1) a factorization of odds in terms of
conditional odds. If X is a fixed site in N , then the odds – only odds, not probability – relative to X can be computed from
J conditional distributions. Normalizing all of the odds, e(Y) gives the probabilities pi(Y). The site in the numerator of (1),
(x1, . . . , xi, yi+1, . . . , yJ), and the site in the denominator, (x1, . . . , xi−1, yi, yi+1, . . . , yJ), differ only in the ith coordinate.
If we connect all J such pairs, they form a path from X to Y. However, this is just one of the J! possible paths from X to Y.
When all J! paths, representing J! different factorizations of odds e(Y), result in the same numerical value, the conditional
distributions are compatible [17]. Algorithm 1 adopts (1) for incomplete pi (i) and arranges the procedure in steps that are
easy to implement. In Algorithm 1, (K1, . . . , KJ) corresponds to X of (1), and the Ematrix is the collection of all the odds of
the joint distribution pik1,...,kJ relative to piK1,...,KJ . Thus, normalizing E results in the correct joint distribution.
Heuristically, the odds, α(l) of Step 2 in Algorithm 1, represent the information pi (l) shares with any joint distribution pi
that is capable of having pi (l) as its Xl-conditional distribution given X−l. When all of the pi (l) are derived from a single pi∗,
then the same pi∗i1,...,iJ /pi
∗
K1,...,KJ
should be obtained regardless of which α(l)’s are used to compute it. Conversely, if different
paths return the same odds value, it indicates that there is no conflict among the pi (l) and that they are compatible. Here, we
have two kinds of odds. The odds with a superscript, α(l), are derived from the given conditional probabilities—they are the
building blocks that appeared in the right-hand side of (1). The one without a superscript, ek1,...,kJ , is the computed odds for
the unknown joint distribution that appeared in the left-hand side of (1).
Besag’s [17] check requires the calculation of J! odds, and it is more suitable for continuous densities than for discrete
distributions because for complete discrete distributions Besag’s check would involve a huge number of paths, often too
numerous to check. However, when there are structural zeros in the support, the number of paths can decrease significantly.
In Example 3.1, there are 2 sites inAwith 8 paths on which to perform checks. Had Example 3.1 been a complete 3× 3× 2
distribution, it would have had 8 sites with 48 paths to check. In the case in which there are an equal number of paths from
(K1, . . . , KJ) leading to (i1, . . . , iJ) and leading to (m1, . . . ,mJ), satisfying il ≤ ml, 1 ≤ l ≤ J . If, in addition, there is a unique
path from (m1, . . . ,mJ) to (i1, . . . , iJ), then site (i1, . . . , iJ) can be removed from checking because unique em1,...,mJ implies
unique ei1,...,iJ . Depending upon the configuration of structural zeros, such pruning of superfluous sites can significantly
reduce the total number of sites requiring checking.
We consider the joint distribution generatedbyAlgorithm3nearly compatible because all of the odds for sites not inA are
correctly derived frompi (l), 1 ≤ l ≤ J . For sites inA, the geometric averages are compromises of conflicting values produced
by different combinations of α(l). It is a reasonable, but perhaps not optimal, solution. Arnold et al. [11] solve constrained
linear inequalities bounded by an unknown parameter to get to an optimal joint distribution. Those inequalities are difficult
to elicit and even harder to solve; that is, the additive approach of Arnold et al. [11] turns the compatibility check into a
mathematically difficult problem. In contrast, the multiplicative approach of Algorithms 1 and 3 is fairly straightforward
to use. In addition, this scalable algorithm can be easily implemented, and it has taken into account all of the invariant
information contained in the conditional distributions.
It is known that geometric average is better than arithmetic mean in preserving odds, and there is empirical evidence
supporting the geometric averages. If we go back to Section 2, the Gibbs sampler using the incompatible two-dimensional A
and Bwill have two stationary distributions: the Gibbs distribution with B→ A→ B→ · · · has odds ratios close to those
of A, while the Gibbs distribution with A→ B→ A→ · · · has odds ratios close to those of B [18]. However, if we pool the
two Gibbs samples into one joint distribution, its odds ratios will be quite close to the geometric averages of the two Gibbs
distributions.
The rank one extension [12]will requiremodification to be applicable to three- and higher-dimensionalpi (l). For example,
using rank one extension to check compatibility between pi(x1|x2, x3) and pi(x2|x1, x3) will require that both marginal
distributions pi(x2, x3) and pi(x1, x3) are without structural zeros. However, only complete one-dimensional marginal
distributions pi(xi), 1 ≤ i ≤ 3 are assumed by Arnold et al. [12]. Given this, it is comforting to know that factorization
(1) is the genesis of all the compatibility checks [19], [20, p. 284]. When there is no structural zero, the support S1× · · ·× SJ
has a lattice structure, which enables a decomposition of the right-hand side of (1). Such a decomposition can replace (1)
and simplifies the compatibility check [21,22]. When the support has structural zeros, it loses the lattice structure, and no
replacement of (1) is possible. This heuristic seems to indicate that, aside from the linear-equation approach, Algorithm 1
might well be the only practical method to check compatibility in the presence of structural zeros.
5. MATLAB program
AMATLAB program combining Algorithms 1–3 is listed in the Appendix A. The format for inputting the site’s conditional
probabilities is ‘‘x1, . . . , xJ , pi(x1|X−1), . . . , pi(xJ |X−J);’’. The semicolon separates different sites. The program first counts the
number of entries per site, and the number of variables will be half of the number of entries. Next, the program determines
the numbers of paths for all of the sites of the support. If one site with multiple paths has more than one value of odds,
then the conditional distributions are declared incompatible and a nearly compatible joint distribution is listed. When the
conditional distributions are deemed compatible, the unique joint distribution will be listed.
The programmanifests the advantage of Algorithm 1 over the linear algebra approach. The number of equations for both
[16,11] increases exponentially with the number of variables. In search of marginal distributions to match with the given
conditional distributions, the elicitation of equations is problem specific, and so is the program to solve the equations. By
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‘‘problem specific’’, we mean that different problems will have different equations and the programs to solve the equations
must be custom-made. In contrast, our program is one-size-fits-all problems. Our MATLAB program uses a site-adjacency
matrix to find paths and to calculate the number of paths for each site. Therefore, it is site dependent but dimension
independent. The two-dimensional matrix grows with the number of sites but it evades the dimension curse, which enable
us to use one program to check compatibility of various dimensions, with or without structural zeros. Such flexibility is not
readily available to most other compatibility checks.
Appendix A
function odd3
display(’This program checks the compatibility among discrete conditional’)
display(’distributions. Please input the conditional probabilities in the’)
display(’format of [x1,...,xJ,Pr(x1|rest),...,Pr(xJ|rest);...]. For example,’)
display(’[x1,x2,Pr(x1|x2),Pr(x2|x1);...] and’)
display(’[x1,x2,x3,Pr(x1|x2,x3),Pr(x2|x1,x3),Pr(x3|x1,x2);...]. In addition,’)
display(’you shall make sure that every site is reachable from the site’)
display(’with the largest indices.’)
condi=input(’Now, please input the conditional distributions:\n’);
title=input(’Please input a title for this analysis: ’,’s’);
J=size(condi,2)/2; S=sortrows(condi(:,1:J)); SS=sortrows(condi,1:J);
I=size(condi,1); E=zeros(I,I); E=sym(E);
for t1=2:I
t2=1:t1-1;
test=S(t1*ones(1,t1-1),:)-S(t2,:); test=abs(test)./(sum(abs(test),2)*ones(1,J));
for t3=1:J
del=zeros(1,J); del(t3)=1; k=find(ismember(test,del,’rows’),1,’last’);
if(k>0)
E(t1,k)=sym(condi(ismember(condi(:,1:J),S(k,:),’rows’),J+t3))...
/sym(condi(ismember(condi(:,1:J),S(t1,:),’rows’),J+t3));
end
end
end
if (sum(sum(double(E))==0)>1)
display(’The program stops because there is a site which is not reachable’)
display(’from the site with the largest indices.’)
else
F=double(E); F(find(F>0))=1; q=find(sum(F)>1); n=sum(sum(F(:,q)));
if (n>0)
str=num2str([1:n],’t%d,’);str(end) =’]’;str=[’[’,str];str=sym(str);
s=0;
for k=q
for kk=(find(F(:,k)>0))’
s=s+1; E(kk,k)=E(kk,k)*str(s);
end
end
end
pro=[zeros(1,I-1),1]; pro2=pro; power=pro; power2=pro;
while (sum(pro2==0)<I)
pro2=pro2*E; power2=power2*F; pro=[pro;pro2]; power=[power;power2];
end
pro=expand(pro(1:size(pro,1)-1,:)); power=power(1:size(power,1)-1,:);
s=size(power,1); str=num2str([1:J],’x%d,’);str(end) =’]’;str=[’[’,str];
str=sym(str); str1=[str,sym(’Number_of_paths’)];
str5=num2str([1:J],’Pr(x%d|rest),’);str5(end) =’]’;str5=[’[’,str5];
str5=sym(str5);
disp(’ ’); disp(’ ’); disp(’ ’); display(’*****************************’)
display([’Title: ’,title])
display(’Data:’)
disp([[str;S],[str5;sym(SS(:,J+1:2*J))]])
display(’The numbers of paths for all sites in the support are: ’)
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disp([str1;S,sum(power)’])
comp=0; [d1,d2]=size(power);
for d=1:d1*d2
B{d}=[];
end
for k=(find(power>0))’
if (size(findsym(pro(k)),2)==0)
pro(k)=pro(k); B{k}=pro(k);
elseif (power(k)==1)
pro(k)=coeffs(pro(k)); B{k}=pro(k);
else
w=coeffs(pro(k));
if (size(find(double(w-w(1))),2)==0)
pro(k)=w(1); B{k}=pro(k); power(k)=1;
else
comp=1; ii=ceil(k/s); B{k}=w; pro(k)=prod(w);
end
end
end
for i=1:I
w=pro(double(pro(:,i))>0,i);
if (size(find(double(w-w(1))),2)~=0)
comp=1; ii=i;
end
end
pro(pro==0)=1; pro=prod(pro); power=sum(power); sol=nthroot(double(pro),power);
str2=[str,sym(’Joint’)];
if (comp==1)
value=[];
for j=1:s
value=[value,B{j+s*(ii-1)}];
end
display(’The specified conditionals are incompatible because’)
display([’the values of odds at the site, (’ num2str(S(ii,:)) ’), are’])
disp(value)
display(’A nearly compatible joint distribution is as follows’)
disp([str2;S,vpa(sol’/sum(sol),6)])
else
display(’The given conditionals are compatible and the unique joint’)
display(’distribution is as follows:’)
disp([str2;S,sym(sol’/sum(sol))])
end
end
display(’*****************************’)
Appendix B. Supplementary data
Supplementary data associated with this article can be found, in the online version, at doi:10.1016/j.jmva.2009.07.007.
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