Having insight into the causal associations in a complex system facilitates decision making, e.g., for medical treatments, urban infrastructure improvements or financial investments. The amount of observational data grows, which enables the discovery of causal relationships between variables from observation of their behaviour in time. Existing methods for causal discovery from time series data do not yet exploit the representational power of deep learning. We therefore present the Temporal Causal Discovery Framework (TCDF), a deep learning framework that learns a causal graph structure by discovering causal relationships in observational time series data. TCDF uses attention-based convolutional neural networks combined with a causal validation step. By interpreting the internal parameters of the convolutional networks, TCDF can also discover the time delay between a cause and the occurrence of its effect. Our framework learns temporal causal graphs, which can include confounders and instantaneous effects. Experiments on financial and neuroscientific benchmarks show state-of-the-art performance of TCDF on discovering causal relationships in continuous time series data. Furthermore, we show that TCDF can circumstantially discover the presence of hidden confounders. Our broadly applicable framework can be used to gain novel insights into the causal dependencies in a complex system, which is important for reliable predictions, knowledge discovery and data-driven decision making.
Introduction
What makes a stock's price increase? What influences the water level of a river? Although machine learning has been successfully applied to predict these variables, most predictive models (such as decision trees and neural networks) cannot answer those causal questions: they make predictions on the basis of correlations alone, but correlation does not imply causation [1] . Measures of correlation are symmetrical, since correlation only tells us that there exists a relation between variables. In contrast, causation is usually asymmetrical and therefore gives the directionality of a relation. Correlation which is not causation often arises if two variables have a common cause, or if there is a spurious correlation such that the values of two unrelated variables are coincidentally statistically correlated.
Most machine learning methods, including Neural Networks, aim for a high prediction accuracy encoding only correlations. A predictive model based on correlations alone cannot guarantee robust relationships, making it impossible to foresee when a predictive model will stop working [2] , unless the correlation function is carefully modelled to ensure stability (e.g., [3] ). If a model would learn causal relationships, we can make more robust predictions. In addition to making forecasts, the goal in many sciences is often to understand the mechanisms by which variables come to take on their values, and to predict what the values would be if the naturally occurring mechanisms were subject to outside manipulations [4] . Those mechanisms can be understood by discovering causal associations between events. Knowledge of the underlying causes allows us to develop effective policies to prevent or produce a particular outcome [2] .
The traditional way to discover causal relations is to manipulate the value of a variable by using interventions or real-life experiments. All other influencing factors of the target variable can be held fixed, to test whether a manipulation of a potential cause changes the target variable. However, such experiments and interventions are often costly, time-consuming, unethical or even impossible to carry out. With the current advances in digital sensing, the amount of observational data grows, allowing us to do causal discovery [5] , i.e., reveal (hypothetical) causal information by analysing this data. Causal discovery helps to interpret data, formulate and test hypotheses, prioritize experiments, and build or improve theories or models. Since humans use causal beliefs and reasoning to generate explanations [6] , causal discovery is also an important topic in the rapidly evolving field of Explainable Artificial Intelligence (XAI) that aims to construct interpretable and transparent algorithms that can explain how they arrive at their decisions [7] .
The notion of time aids the discovery of the directionality of a causal relationship, since a cause generally happens before the effect. Most algorithms that have been developed to discover causal relationships from multivariate temporal observational data are statistical measures, which rely on idealized assumptions that rarely hold in practice, e.g., assumptions that the time series data is linear, stationary or without noise [8, 9] , that the underlying causal structure has no (hidden) common causes nor instantaneous effects [10, 11] . Furthermore, existing methods are usually only designed to discover causal associations, and they cannot be used for prediction.
We exploit the representational power of deep learning by using Attention-based Deep Neural Networks (DNNs) for both time series prediction and temporal causal discovery. DNNs are able to discover complex underlying phenomena by learning and generalizing from examples without knowledge of generalization rules, and have a high degree of error resistivity which makes them less sensitive to noise in the data [12] .
Our framework, called Temporal Causal Discovery Framework (TCDF), consists of multiple convolutional neural networks (CNNs), where each network receives all observed time series as input. One network is trained to predict one time series, based on the past values of all time series in a dataset. While a CNN performs supervised prediction, it trains its internal parameters using backpropagation. We suggest using these internal parameters for unsupervised causal discovery and delay discovery. More specifically, TCDF applies attention mechanisms that allow us to learn to which time series a CNN attends to when predicting a time series. After training the attention-based CNNs, TCDF validates whether a potential cause (found by the attention mechanism) is an actual cause of the predicted time series by applying a causal validation step. In this validation step, we intervene on a time series to test if it is causally related with a predicted time series. All validated causal relationships are included in a temporal causal graph. TCDF also includes a novel method to learn the time delay between cause and effect from a CNN, by interpreting the network's internal parameters. In summary:
• We present a new temporal causal discovery method (TCDF) that uses attention-based CNNs to discover causal relationships in time series data, to discover the time delay between each cause and effect, and to construct a temporal causal graph of causal relationships with delays.
•
We evaluate TCDF and several other temporal causal discovery methods on two benchmarks: financial data describing stock returns, and FMRI data measuring brain blood flow.
The remainder of the paper is organized as follows. Section 2 presents a formal problem statement. Section 3 surveys the existing temporal causal discovery methods, the recent advances in non-temporal causal discovery with deep learning, time series prediction methods based on CNNs, and describes various causal validation methods. Section 4 presents our Temporal Causal Discovery Framework. The evaluation is detailed in Section 5. Section 6 discusses hyperparameter tuning and experiment limitations. The conclusions, including future work, are in Section 7.
Problem Statement
Temporal causal discovery from observational data can be defined as follows. Given a dataset X containing N observed continuous time series of the same length T (i.e., X = {X 1 , X 2 , ..., X N } ∈ R N×T ), the goal is to discover the causal relationships between all N time series in X and the time delay between cause and effect, and to model both in a temporal causal graph. In the directed causal graph G = (V, E), vertex v i ∈ V represents an observed time series X i and each directed edge e i,j ∈ E from vertex v i to v j denotes a causal relationship where time series X i causes an effect in X j . Furthermore, we denote by p = v i , ..., v j a path in G from v i to v j . In a temporal causal graph, every edge e i,j is annotated with a weight d(e i,j ), that denotes the time delay between the occurrence of cause X i and the occurrence of effect X j . An example is shown in Figure 1 .
. . . Causal discovery methods have major challenges if the underlying causal model is complex:
• The method should distinguish direct from indirect causes. Vertex v i is seen as an indirect cause of v j if e i,j ∈ G and if there is a two-edge path p = v i , v k , v j ∈ G (Figure 2a) . Pairwise methods, i.e., methods that only find causal relationships between two variables, are often unable to make this distinction [10] . In contrast, multivariate methods take all variables into account to distinguish between direct and indirect causality [11] .
•
The method should learn instantaneous causal effects, where the delay between cause and effect is 0 time steps. Neglecting instantaneous influences can lead to misleading interpretations [13] . In practice, instantaneous effects mostly occur when cause and effect refer to the same time step that cannot be causally ordered a priori, because of a too coarse time scale.
The presence of a confounder, a common cause of at least two variables, is a well-known challenge for causal discovery methods (Figure 2b ). Although confounders are quite common in real-world situations, they complicate causal discovery since the confounder's effects (X 2 and X 3 in Figure 2b ) are correlated, but are not causally related. Especially when the delays between the confounder and its effects are not equal, one should be careful to not incorrectly include a causal relationship between the confounder's effects (the grey edge in Figure 2b ). • A particular challenge occurs when a confounder is not observed (a hidden (or latent) confounder). Although it might not even be known how many hidden confounders exist, it is important that a causal discovery method can hypothesise the existence of a hidden confounder to prevent learning an incorrect causal relation between its effects.
(a) X 1 directly causes X 2 with a delay of 1 time step, and indirectly causes X 3 with a total delay of 1 + 3 = 4 time steps. 
Related Work
Section 3.1 discusses existing approaches for temporal causal discovery and classifies a selection of recent temporal causal discovery algorithms along various dimensions. From this overview, we can conclude that there are no other temporal causal discovery methods based on deep learning. Therefore, Section 3.2 describes deep learning approaches for non-temporal causal discovery. Since TCDF discovers causal relationships by predicting time series using CNNs, Section 3.3 discusses related network architectures for time series prediction. Section 3.4 shortly discusses the attention mechanism.
Temporal Causal Discovery
Causal discovery algorithms are used to discover hypothetical causal relations between variables. Whereas most causal discovery methods are designed for independent and identically distributed (i.i.d.) data, temporal data present a number of distinctive challenges and can require different causal discovery algorithms [14] . Since there is no sense of time in the usual i.i.d. setting, causality as defined by the i.i.d. approaches is not philosophically consistent with causality for time series, as temporal data should also comply with the 'temporal precedence' assumption [15] . The problem of discovering causal relationships from temporal observational data is not only studied in computer science and statistics, but also in the systems and control domain, where networks of dynamical systems, connected by causal transfer functions, are identified from observational data [16] . In addition, application areas such as neurobiology use dynamic causal modeling to estimate the connectivity of neuronal networks [17] . Table 1 shows recent temporal causal discovery models, categorized by approach and assessed along various dimensions. The table only reflects some of the most recent approaches for each type of model, since the amount of literature is very large (surveyed for instance in [18] ). The 'Features' columns in Table 1 show whether the algorithm can deal with (hidden) confounders, and if it can discover instantaneous effects and the time delay between cause and effect. The 'Data' columns in Table 1 show whether the algorithm can deal with specific types of data, namely multivariate (more than two time series), continuous, non-stationary, non-linear and noisy data. Stationarity means that the joint probability distribution of the stochastic process does not change when shifted in time [19] . Furthermore, some methods require discrete data and cannot handle continuous values. Continuous variables can be discretized, but different discretizations can yield different causal structures and discretization can make non-linear causal dependencies difficult to detect [14] . Granger Causality (GC) [24] is one of the earliest methods developed to quantify the causal effects between two time series. Time series X i Granger causes time series X j if the future value of X j (at time t + 1) can be better predicted by using both the values of X i and X j up to time t than by using only the past values of X j itself. Since pairwise methods cannot correctly handle indirect causal relationships, conditional Granger causality takes a third time series into account [25] . However, in practice not all relevant variables may be observed and GC cannot correctly deal with unmeasured time series, including hidden confounders [4] . In the system identification domain, this limitation is overcome with sparse plus low-rank (S + L) networks that include an extra layer in a causal graph to explicitly model hidden variables (called factors) [26] . Furthermore, GC only captures the linear interdependencies between time series. Various extensions have been made to nonlinear and higher-order causality, e.g., [27, 28] . A recent extension that outperforms other GC methods is based on conditional copula, that allows to dissociate the marginal distributions from their joint density distribution to focus only on statistical dependence between variables [10] .
Constraint-based Time Series approaches are often adapted versions of non-temporal causal graph discovery algorithms. The temporal precedence constraint reduces the search space of the causal structure [29] . The well-known algorithms PC and FCI both have a time series version: PCMCI [8] and tsFCI [21] . PC [30] makes use of a series of tests to efficiently explore the whole space of Directed Acyclic Graphs (DAGs). FCI [30] can, contrary to PC, deal with hidden confounders by using independence tests. Both temporal algorithms require stationary data. Additive Non-linear Time Series Model (ANLTSM) [20] does causal discovery in both linear and non-linear time series data, and can also deal with hidden confounders. It uses statistical tests based on additive model regression.
Structural Equation Model approaches assume that a causal system can be represented by a Structural Equation Model (SEM) that describes a variable X j as a function of other variables X −j , and an error term X to account for additive noise such that X := f (X −j , X ) [29] . It assumes that the set X −j is jointly independent. TiMINo [22] discovers a causal relationship if the coefficient of X t i for any t is nonzero for X t j =i . Self-causation is not discovered. TiMINo remains undecided if the direct causes of X i are not independent, instead of drawing possibly wrong conclusions. TiMINo is not suitable for large datasets, since small differences between the data and the fitted model may lead to failed independence tests. VAR-LiNGAM [13] is a restricted SEM. It makes additional assumptions on the data distribution and combines a non-Gaussian instantaneous model with autoregressive models.
Information-theoretic approaches for temporal causal discovery exist, such as (mutual) shifted directed information [23] and transfer entropy [11] . Their main advantage is that they are model free and are able to detect both linear and non-linear dependencies [19] . The universal idea is that X i is likely a cause of X j , i = j, if X j can be better sequentially compressed given the past of both X i and X j than given the past of X j alone. Transfer entropy cannot, contrary to directed information [31] , deal with non-stationary time series. Partial Symbolic Transfer Entropy (PSTE) [11] overcomes this limitation, but is not effective when only linear causal relationships are present.
Causal Significance is a causal discovery framework that calculates a causal significance measure α(c, e) for a specific cause-effect pair by isolating the impact of cause c on effect e. [9] . It also discovers time delay and impact of a causal relationship. The method assumes that causal relationships are linear and additive, and that all causes are observed. However, the authors experimentally demonstrate that low false discovery and negative rates are achieved if some assumptions are violated. Our Deep Learning approach uses neural networks to learn a function for time series prediction. Although learning such a function is comparable to SEM, the interpretation of coefficients is different (Section 4.2). Furthermore, we apply a validation step that is to some extent comparable to conditional Granger causality. Instead of removing a variable, we randomly permute its values (Section 4.3).
Deep Learning for Non-Temporal Causal Discovery
Deep Neural Networks (DNNs) are usually complex, black-box models. DNNs are therefore not yet applied for the purpose of causal discovery from time series, since only recently the rapidly emerging field of explainable machine learning enables DNN interpretation [7] . Feature importance proposed by an interpretable LSTM already showed to be highly in line with results from the Granger causality test [32] . Multiple deep learning models exist for non-temporal causal discovery: Variational Autoencoders [33] to estimate causal effects, Causal Generative Neural Networks to learn functional causal models [34] and the Structural Agnostic Model (SAM) [35] for causal graph reconstruction. Although called 'causal filters' by the authors, SAM uses an attention mechanism by multiplying each observed input variable by a trainable score, comparable to the TCDF approach. Contrary to TCDF, SAM does not perform a causal validation step. Non-temporal methods however cannot be applied to time series data, since they do not check the temporal precedence assumption (cause precedes effect).
Time Series Prediction
TCDF uses Convolutional Neural Networks (CNNs) for time series prediction. A CNN is a type of feed-forward neural network, consisting of a sequence of convolutional layers, which makes them rather easy to interpret. A convolutional layer of a CNN limits the number of connections to only some of the input neurons by sliding a kernel (a weight matrix) over the input and at each time step it computes the dot product between the input and the kernel. The kernel will then learn specific repeating patterns in the input series to forecast future values of the target time series.
Usually, Recurrent Neural Networks (RNNs) are regarded as the default starting point to solve sequence learning, since RNNs are theoretically capable of having infinite memory [36] . However, long-term information has to sequentially travel through all cells before getting to the present processing cell, causing the well-known vanishing gradients problem [37] . Other issues with RNNs are the high memory usage to store partial results, their complex architecture making them hard to interpret and the impossibility of parallelism which hinders scaling [36] . RNNs are therefore slowly falling out of favor for modern convolutional architectures for sequence data. CNNs are already successfully applied for sequence to sequence problems, including machine translation [38] and image generation from text [39] . However, although sequence to sequence modeling is related to our time series problem, such methods use the entire input sequence (including "future" states) to predict each output which does not satisfy the causal constraint that there can be no information 'leakage' from future to past. Convolutional architectures for time series are still scarce, but deep convolutional architectures were recently used for noisy financial time series forecasting [40] and for multivariate asynchronous time series prediction [41] .
Attention Mechanism in Neural Networks
An attention mechanism ('attention' in short) equips a neural network with the ability to focus on a subset of its inputs. The concept of 'attention' has a long history in classical computer vision, where an attention mechanism selects relevant parts of the image for object recognition in cluttered scenes [42] . Only recently attention has made its way into deep learning. The idea of today's attention mechanism is to let the model learn what to attend to based on the input data and what it has learnt so far. Prior work on attention in deep learning mostly addresses recurrent networks, but Facebook's FairSeq [38] for neural machine translation and the Attention Based Convolutional Neural Network [43] for modeling sentence pairs have shown that attention is very effective in CNNs. Besides the increased accuracy, attention allows us to interpret where the network attends to, which allows TCDF to identify which input variables are possibly causally associated with the predicted variable.
TCDF-Temporal Causal Discovery Framework
This section details our Temporal Causal Discovery Framework (TCDF). TCDF is implemented in Python and PyTorch and available at https://github.com/M-Nauta/TCDF. More specifically, TCDF consists of N independent attention-based CNNs, all with the same architecture but a different target time series. An overview of TCDF containing multiple networks is shown in Figure 4 . This shows that the goal of the jth network N j is to predict its target time series X j by minimizing the loss L between the actual values of X j and the predictedX j . The input to network N j consists of a N × T dataset X consisting of N equal-sized time series of length T. Row X j from the dataset corresponds to the target time series, while all other rows in the dataset, X −j , are the so-called exogenous time series. . TCDF with N independent CNNs N 1 ...N n , all having time series X 1 ...X n of length T as input (N is equal to the number of time series in the input data set). N j predicts X j and also outputs, besideŝ X j , the kernel weights W j and attention scores a j . After attention interpretation, causal validation and delay discovery, TCDF constructs a temporal causal graph.
When network N j is trained to predict X j , the attention scores a j of the attention mechanism explain where network N j attends to when predicting X j . Since the network uses the attended time series for prediction, this time series must contain information that is useful for prediction, implying that this time series is potentially causally associated with the target time series X j . By including the target time series in the input as well, the attention mechanism can also learn self-causation. We designed a specific architecture for these attention-based CNNs that allows TCDF to discover these potential causes. We call our networks Attention-based Dilated Depthwise Separable Temporal Convolutional Networks (AD-DSTCNs).
The rest of this section is structured as follows: Section 4.1 describes the architecture of AD-DSTCNs. Section 4.2 presents our algorithm to detect potential causes of a predicted time series. Section 4.3 describes our Permutation Importance Validation Method (PIVM) to validate potential causes. For delay discovery, TCDF uses the kernel weights W j of each AD-DSTCN N j , which will be discussed in more detail in Section 4.4. TCDF merges the results of all networks to construct a Temporal Causal Graph that shows the discovered causal relationships and their delays.
The Architecture for Time Series Prediction
We base our work on the generic Temporal Convolutional Network (TCN) architecture of [36] , a model for univariate time-series modelling. A TCN consists of a CNN architecture with a 1D kernel in which each layer has length T, where T is the number of time steps in both the input and the target time series. It does supervised learning by minimizing the loss L between the actual values of target X 2 and the predictedX 2 . A TCN predicts time step t of the target time series based on the past and current values of the input time series, i.e., from time step 1 up to and including time step t. Including the current value of the input time series enables the detection of instantaneous effects. No future values are used for this prediction: a TCN does a so-called causal convolution in which there is no information 'leakage' from the future to the past.
A TCN predicts each time step of the target time series X 2 by sliding a kernel over input
When predicting the value of X 2 at time step t, denoted X t 2 , the 1D kernel with a user-specified size K calculates the dot product between the learnt kernel weights W, and the current input value plus its K − 1 previous values, i.e.,
. However, when the first value of X 2 , X 1 2 , has to be predicted, the input data only consists of X 1 1 and past values are not available. This means that the kernel cannot fill its kernel size if K > 1. Therefore, TCN applies left zero padding such that the kernel can access K − 1 values of zero. For example, if K = 4, the sliding kernel first sees [0, 0, 0,
. While a TCN uses ReLU, we use PReLU as a non-linear activation function, since PReLu has shown to improve model fitting with nearly zero extra computational cost and little overfitting risk compared to the traditional ReLU [44] .
Dilations
In a TCN with only one layer (i.e., no hidden layers), the receptive field (the number of time steps seen by the sliding kernel) is equal to the user-specified kernel size K. To successfully discover a causal relationship, the receptive field should be as least as large as the delay between cause and effect. To increase the receptive field, one can increase the kernel size or add hidden layers to the network. A convolutional network with a 1D kernel has a receptive field that grows linearly in the number of layers, which is computationally expensive when a large receptive field is needed. More formally, the receptive field R of a CNN is
with K the user-specified kernel size and L the number of hidden layers. L = 0 gives a network without hidden layers, where one convolution in a channel maps an input time series to the output. TCN, inspired by the well-known WaveNet architecture [45] , employs dilated convolutions instead. A dilated convolution applies a kernel over an area larger than its size by skipping input values with a certain step size f . This step size f , called dilation factor, increases exponentially depending on the chosen dilation coefficient c, such that f = c l for layer l. An example of dilated convolutions is shown in Figure 5 .X With an exponentially increasing dilation factor f , a network with stacked dilated convolutions can operate on a coarser scale without loss of resolution or coverage. The receptive field R of a kernel in a 1D Dilated TCN (D-TCN) is
This shows that dilated convolutions support an exponential increase of the receptive field while the number of parameters grows only linearly, which is especially useful when there is a large delay between cause and effect.
Adaption for Discovering Self-Causation
We allow the input and predicted time series to be the same in order to discover self-causation, which can model the concept of repeated behavior. For this purpose, we adapt the TCN architecture of [36] slightly, since we should not include the current value of the target time series in the input. With an exogenous time series as input, the sliding kernel with size K can access [X
i ] with i = j to predict X t j for time step t. However, the kernel should only access the past values of the target time series X j , thus excluding the current value X t j , since that is the value to be predicted. TCDF solves this by shifting the target input data one time step forward with left zero padding, such that the input target time series in the dataset equals [0,
] and the kernel therefore can access
Adaption for Multivariate Causal Discovery
A restriction of the TCN architecture is that it is designed for univariate time series modeling, meaning that there is only one input time series. Multivariate time series modeling in CNNs is usually achieved by merging multiple time series into a 2D-input. A 2D-kernel slides over the 2D-input such that the kernel weights are element-wise multiplied with the input. This creates a 1D-output in the first hidden layer. For a deep TCN, 1D-convolutional layers can be added to the architecture.
However, the disadvantage of this approach is that the output from each convolutional layer is always one-dimensional, meaning that the input time series are mixed. This mixing of inputs hinders causal discovery when a deep network architecture is desired.
To allow for multivariate causal discovery, we extend the univariate TCN architecture to a one-dimensional depthwise separable architecture in which the input time series stay separated. The depthwise separable convolution is introduced in [46] and became popular with Google's Xception architecture for image classification [47] . It consists of depthwise convolutions, where channels are kept separate by applying a different kernel to each input channel, followed by a 1 × 1 pointwise convolution that merges together the resulting output channels [47] . This is different from normal convolutional architectures that have only one kernel per layer. A depthwise separable architecture improves accuracy and convergence speed [47] , and the separate channels allow us to correctly interpret the relation between an input time series and the target time series, without mixing the inputs.
Our TCDF architecture consists of N channels, one for each input time series. In network N j , channel j corresponds to the target time series
] and all other channels correspond to the exogenous time series
]. An overview of this architecture is shown in Figure 6 , including the attention mechanism that is discussed next. 2  2X  3  2X  4  2X  5  2X  6  2X  7  2X  8  2X  9  2X  10  2X  11  2X  12  2X  13  2 a2,1 Figure 6 . Attention-based Dilated Depthwise Separable Temporal Convolutional Network N 2 to predict target time series X 2 . The N channels have T = 13 time steps, L = 1 hidden layer in the depthwise convolution and N × 2 kernels with kernel size K = 2 (denoted by colored blocks). The attention scores a are multiplied element-wise with the input time series, followed by an element-wise multiplication with the kernel. In the pointwise convolution, all channel outputs are combined to construct the predictionX 2 .
The Attention Mechanism
To find out where a network focuses on when predicting a time series, we extend the network architecture with an attention mechanism. We call these attention-based networks 'Attention-based Dilated Depthwise Separable Temporal Convolutional Networks' (AD-DSTCNs).
We implement attention as a trainable 1 × N-dimensional vector a that is element-wise multiplied with the N input time series. Each value a ∈ a is called an attention score. In our framework, each network N j has its own attention vector a j = [a 1,j , a 2,j , ..., a j,j , ..., a N,j ]. Attention score a i,j is multiplied with input time series X i in network N j . This is indicated with at the top of Figure 6 . Thus, attention score a i,j ∈ a j shows how much N j attends to input time series X i for predicting target X j . A high value for a i,j ∈ a j means that X i might cause X j . A low value for a i,j means that X i is probably not a cause of X j . Note that i = j is possible since we allow self-causation. The attention scores will be used after training of the networks to determine which time series are potential causes of a target time series.
Residual Connections
An increasing number of hidden layers in a network usually results in a higher training error. This accuracy degradation problem is not caused by overfitting, but by the standard backpropagation being unable to find optimal weights in a deep network [48] . The proven solution is to use residual connections. A convolution layer transforms its input x to F (x), after which an activation function is applied. With a residual connection, the input x of the convolutional layer is added to F (x) such that the output o is o = PReLU(x + F (x)) .
We add a residual connection in each channel after each convolution from the input of the convolution to the output (first layer excluded), as shown in Figure 6 .
Attention Interpretation
When the training of the network starts, all attention scores are initialized as 1, a j = [1, 1, ..., 1]. While the networks use backpropagation to predict their target time series, the network also changes its attention scores: each score is either increased or decreased in every training epoch. After some training epochs, a j ∈ [−∞, ∞] N . The bounds depend on the number of training epochs and the specified learning rate.
The literature distinguishes between soft attention, where a j ∈ [0, 1] N , and hard attention, where a j ∈ {0, 1} N . Soft attention is usually realized by applying the Softmax function σ to the attention scores such that ∑ N i=1 a i,j = 1. A limitation of the Softmax transformation is that the resulting probability distribution always has full support, σ(a i,j ) = 0 [49] . Intuitively, one would prefer hard attention for causal discovery, since the network should make a binary decision: a time series is either causal or non-causal. However, hard attention is non-differentiable due to its discrete nature, and therefore cannot be optimized through backpropagation [50] . We therefore first use the soft attention approach by applying the Softmax function σ to each a ∈ a j in each training epoch. After training network N j , we apply our straightforward semi-binarization function HardSoftmax that truncates all attention scores that fall below a threshold τ j to zero:
We denote by h j the set of attention scores in a j to which the HardSoftmax function is applied. TCDF creates a set of potential causes P j for each time series X j ∈ X. Time series X i is considered a potential cause of the target time series X j if h i,j ∈ h j > 0.
We created an algorithm that determines τ j by finding the largest gap between the attention scores in a j . The algorithm ranks the attention scores from high to low and searches for the largest gap g between two adjacent attention scores a i,j and a k =i,j . The threshold τ j is then equal to the attention score on the left side of the gap. This approach is graphically shown in Figure 7 . We denote by . Threshold τ j is set equal to the attention score at the left side of the largest gap g k where k = 0 and k < |G|/2. In this example, τ j is set equal to the third largest attention score.
We have set three requirements for determining τ j (in priority order):
• We require that τ j ≥ 1, since all scores are initialized at 1 and a score will only be increased through backpropagation if the network attends to that time series.
• Since a temporal causal graph is usually sparse, we require that the gap selected for τ j lies in the first half of G (if N > 5) to ensure that the algorithm does not include low attention scores in the selection. At most 50% of the input time series can be a potential cause of target X j . By this requirement, we limit the number of time series labeled as potential causes. Although this number can be configured, we experimentally estimated that 50% gives good results.
•
We require that the gap for τ j cannot be in first position (i.e., between the highest and second-highest attention score). This ensures that the algorithm does not truncate to zero the scores for time series which were actually a cause of the target time series, but were weaker than the top scorer. Thus, the potential causes P j for target X j will include at least two time series.
With τ j determined, the HardSoftmax function is applied. Time series X i is added to P j if a i,j ∈ a j > τ j , so if h i,j ∈ h j > 0. We have the following cases between HardSoftmax scores h i,j and h j,i :
1.
h i,j = 0 and h j,i = 0: X i is not correlated with X j and vice versa.
2.
h i,j = 0 and h j,i > 0: X j is added to P i since X j is a potential cause of X i because of:
(a) (In)direct causal relation from X j to X i , or (b) Presence of a (hidden) confounder between X j and X i where the delay from the confounder to X j is smaller than the delay to X i .
3.
h i,j > 0 and h j,i = 0: X i is added to P j since X i is a potential cause of X j because of:
(a) (In)direct causal relation from X i to X j , or (b) Presence of a (hidden) confounder between X i and X j where the delay from the confounder to X i is smaller than the delay to X j .
4.
h i,j > 0 and h j,i > 0: X i is added to P j and X j is added to P i because of:
(a) Presence of a 2-cycle where X i causes X j and X j causes X i , or (b) Presence of a (hidden) confounder with equal delays to its effects X i and X j .
Note that a HardSoftmax score > 0 could also be the result of a spurious correlation. However, since it is impossible to judge whether a correlation is spurious purely on the analysis of observational data, TCDF does not take the possibility of a spurious correlation into account. After causal discovery from observational data, it is up to a domain expert to judge or test whether a discovered causal relationship is correct. Section 6 presents a more extensive discussion on this topic.
By comparing all attention scores, we create a set of potential causes for each time series. Then, we will use our Permutation Importance Validation Method (PIVM) to validate if a potential cause is a true cause. More specifically, TCDF will apply PIVM to distinguish between case 2a and 2b, between case 3a and 3b and between case 4a and 4b.
Causal Validation
After interpreting the HardSoftmax scores h j to find potential causes, TCDF validates if a potential cause in P j is an actual cause of time series X j . Potential causes that are validated will be called true causes, as described in Section 4.3.1. The existence of hidden confounders can complicate the correct discovery of true causes. Section 4.3.2 describes how TCDF handles a dataset in which not all confounders are measured.
A causal relationship is generally said to comply with two aspects [51]:
1. Temporal precedence: the cause precedes its effect, 2. Physical influence: manipulation of the cause changes its effect.
Since we use a temporal convolutional network architecture, there is no information leakage from future to past. Therefore, we comply with the temporal precedence assumption. The second aspect is usually defined in terms of interventions. More specifically, an observed time series X i is a cause of another observed time series X j if there exists an intervention on X i such that if all other time series X −i ∈ X are held fixed, X i and X j are associated [52] . However, such controlled experiments in which other time series are held fixed may not be feasible in many time series applications (e.g., stock markets). In those cases, a data-driven causal validation measure can act as intervention method. A causal validation measure models the difference in evaluation score between the real input data and an intervened dataset in which a potential cause is manipulated to evaluate whether this changes the effect.
TCDF uses Permutation Importance (PI) [53] as causal validation method. This feature importance method measures how much an error score increases when the values of a variable are randomly permuted [53] . According to van der Laan [54] , the importance of a variable can be interpreted as causal effect if the observed data structure is chronologically ordered, consistent and contains no hidden confounding or randomization. (If the last assumption is violated, the variable importance measures can still be applied, and subsequent experiments can determine until what degree the variable importance is causal [54] .) Permuting a time series' values removes chronologicity and therefore breaks a potential causal relationship between cause and effect. Only if the loss of a network increases significantly when a variable is permuted, the variable is a cause of the predicted variable.
A closely related measure is the Causal Quantitative Input Influence measure of [55] . They construct an intervened distribution by retaining the marginal distribution over all other inputs from the dataset and randomly sampling the input of interest from its prior distribution. Instead of intervening on variables, the "destruction of edges" [56] (intervening on the edges) in a Bayesian network can be used to validate and quantify causal strength by calculating the relative entropy between the old and intervened distribution. The method excludes instantaneous effects.
Note that the Permutation Importance method is a more adequate causal validation method than simply removing a potential cause from the dataset. Removing a correlated variable may lead to worse predictions, but this does not necessarily mean that the correlated variable is a cause of the predicted variable. For example, suppose that a dataset contains one variable with values in [0, 1] , and all other variables in the dataset have values in [5000, 15, 000] . If the predicted variable lies within [0, 1], a neural network might base its prediction on the variable having the same range of values. Removing it from the dataset then leads to a higher loss, even if the variable was not a cause of the predicted variable.
Permutation Importance Validation Method
To find potential causes, TCDF trains a network N j based on the original input dataset and measures its ground loss L G . To validate a potential cause, TCDF creates an intervened dataset for each potential cause X i ∈ P j . This equals the original input dataset, except that the values of a potential cause X i ∈ P j are randomly permuted. Since random permutations does not change the distribution of the dataset, network N j needs no retraining. TCDF simply runs the trained network N j on the intervened dataset to predict X j and measures the intervention loss L I .
If potential cause X i would be a real cause of X j , predictions based on the intervened dataset should be worse, since the chronology of X i was removed. Therefore, the intervention loss L I of the network should be significantly higher than the ground loss L G where the original dataset is used. If L I is not significantly higher than L G , then X i is not a cause of X j , since X j can be predicted without the chronological order of X i . Only the time series in P j that are validated are considered true causes of the target time series X j . We denote by C j the set of all true causes of X j .
As an example, we consider the case depicted in Figure 2b . Suppose that both X 1 and X 2 are potential causes for X 3 based on the attention score interpretation. The validation checks if these causes are true causes of X 3 . When the values of X 1 are randomly permuted to predict X 3 , the intervention loss L I will probably be higher than L G , since the network has no access to the chronological order of the values of confounder X 1 . On the other hand, if the validation is applied to X 2 , the loss will probably not change significantly, since the network still has access to the chronological order of the values of confounder X 1 to predict X 3 . TCDF will then conclude that only X 1 is a true cause of X 3 .
To determine whether an increase in loss between the original dataset and the intervened dataset is 'significant', one could require a certain percentage of increase. However, the required increase in loss is dependent on the dataset. A network applied to a dataset with clear patterns will, during training, decrease its loss more compared to one trained on a dataset without clear patterns. TCDF includes a small algorithm, called the Permutation Importance Validation Method (PIVM), to determine when an increase in loss between the original dataset and the intervened dataset is relatively significant. This is based on the initial loss at the first epoch, and uses a user-specified parameter s ∈ [0, 1] denoting a significance measure. We experimentally found that a significance of s = 0.8 gives good results, but the user can specify any other value in [0, 1] .
TCDF trains a network N j for E epochs on the original dataset and measures the decrease in ground loss between epoch 1 and epoch E :
This denotes the improvement in loss that N j can achieve by training on the input data. Subsequently, TCDF applies the trained network N j to an intervened dataset where the values of X i ∈ P j are randomly permuted, and measures the loss
. This denotes the difference between the initial loss at the first epoch and the loss when the trained network is applied to the permuted dataset.
If this difference ∆ L I is greater than ∆ L G · s, then ∆ L I is significantly large, so the loss L I has not increased significantly compared to L G . TCDF then concludes that the permuted variable X i ∈ P j is not a true cause of X j . On the other hand, if ∆ L I is small (≤ ∆ L G · s), then the permuted dataset leads to loss L I that is larger than L G and relatively close to (or greater than) the initial loss at the first epoch. TCDF can therefore conclude that X i ∈ P j is a true cause of X j .
Dealing with Hidden Confounders
If we assume that all genuine causes are measured, the causal validation step of TCDF consisting of attention interpretation and PIVM should in theory only discover correct causal relationships (according to the data). Cases 2b, 3b and 4b from Section 4.2 then all arise because of a measured confounder. A time series X i that was correlated with time series X j because of a confounder would not be labeled as true cause by PIVM, since only the presence of the confounder would be needed to predict X j .
However, our PIVM approach might discover incorrect causal relationships if there exist hidden confounders, i.e., confounders that are not included in the dataset. This section describes how TCDF can successfully discover the presence of a hidden confounder with equal delays to its effects X i and X j (case 4b from Section 4.2). We also state that TCDF will probably not detect the presence of a hidden confounder when this has unequal delays to its effects (case 2b and 3b).
As shown in Table 1 , not all temporal causal discovery methods can deal with unmeasured confounders. ANLTSM can only deal with hidden confounders that are linear and instantaneous. The authors of TiMINo claim to handle hidden confounders by staying undecided instead of inferring any (possibly incorrect) causal relationship. Lastly, tsFCI handles hidden confounders by including a special edge type (X i ↔ X j ) that shows that X i is not a cause of X j and that X j is not a cause of X i , from which one can conclude that there should be a hidden confounder that causes both X i and X j . TCDF can discover this X i ↔ X j relation in specific cases by applying PIVM. Based on cases 2-4, we distinguish three reasons why two time series are correlated: a causal relationship, a measured confounder, or a hidden confounder. (We exclude the possibility of a spurious correlation). If there is a measured confounder, PIVM should discover that the confounder's effects X i and X j are just correlated and not causally related. If there is a 2-cycle, PIVM should discover that X i causes X j with a certain delay and that X j causes X i with a certain delay. If there is a hidden confounder of X i and X j , PIVM will find that X i is a true cause of X j and vice versa.
When the delay from the confounder to X i is smaller than the delay to X j (case 3b), TCDF will, based on the temporal precedence assumption, discover an incorrect causal relationship from X i to X j . More specifically, TCDF will discover that the delay of this causal relationship will be equal to the delay from the confounder to X i minus the delay from the confounder to X j . Figure 8a shows an example of this situation. The same reasoning applies when the delay from the confounder to X i is greater than the delay to X j (case 2b).
(a) TCDF will incorrectly discover a causal relationship from X 2 to X 3 when the delay from X 1 to X 2 is smaller than the delay from X 1 to X 3 . (b) TCDF will discover a 2-cycle between X 2 and X 3 where both delays equal 0, such that there should exist a hidden confounder between X 2 and X 3 . Figure 8 . How TCDF deals, in theory, with hidden confounders (denoted by squares). A black square indicates that the hidden confounder is discovered by TCDF; a grey square indicates that it is not discovered. Black edges indicate causal relationships that will be included in the learnt temporal causal graph G L ; grey edges will not be included in G L .
However, TCDF will not discover a causal relationship when the hidden confounder has equal delays to its effects X i and X j (case 4b), and can even conclude that there should be a hidden confounder that causes both X i and X j . Because the confounder has equal delays to X i and X j , the delays from X i to X j and from X j to X i will both be 0. The zero delays give away the presence of a hidden confounder, since there cannot exist a 2-cycle where both time series have an instantaneous effect on each other. Recall that an instantaneous effect means that there is an effect within 1 measured time step. If both time series cause each other instantaneously, there will be an infinite causal influence between the time series within 1 time step, which is impossible. Therefore, TCDF will conclude that X i and X j are not causally related, and that there exists a hidden confounder between X i and X j . Figure 8b shows an example of this situation.
The advantage of our approach is that TCDF not only concludes that two variables are not causally related, but can also detect the presence of a hidden confounder.
Delay Discovery
Besides discovering the existence of a causal relationship, TCDF discovers the number of time steps between a true cause and its effect. This is done by interpreting the kernel weights W i for a causal input time series X i from a network N j predicting target time series X j . Since we have a depthwise separable architecture where input time series are not mixed, the relation between the kernel weights of one input time series and the target time series can be correctly interpreted.
The kernel that slides over the N input channels is a weight matrix with N rows and K columns (where K is the kernel size), and outputs the dot product between the input channel and the weight matrix. Contrary to regular neural networks, all output values of a channel share the same weights and therefore detect exactly the same pattern, as indicated by the identical colors in Figure 5 . These shared weights not only reduce the total number of learnable parameters, but also allow delay interpretation.
Since a convolution is a linear operation, we can measure the influence of a specific delay between cause X i and target X j , by analyzing the weights of X i in the kernel. The K weights of each channel output show the 'importance' of each time delay.
An example is shown in Figure 9 . The position of the highest kernel weight equals the discovered delay d(e i,j ). Since we also use the current values in the input data, the smallest delay can be 0 time steps, which indicates an instantaneous effect. The maximum delay that can be found equals the receptive field. To successfully discover a causal relationship, the receptive field should therefore be at least as large as the (estimated) delay between cause and effect. Figure 9 . Discovering the delay between cause X 1 and target X 2 , both having T = 16. Starting from the top convolutional layer, the algorithm traverses through the path with the highest kernel weights. Eventually, the algorithm ends in input value X 10 1 , indicating a delay of 16 − 10 = 6 time steps.
Experiments
To evaluate our framework, we apply TCDF to two benchmarks, each consisting of multiple simulated datasets for which the true underlying causal structures are known. The benchmarks are discussed in Section 5.1. The ground truth allows us to evaluate the accuracy of TCDF. We compare the performance of TCDF with that of three existing temporal causal discovery methods described in Section 5.2. Besides causal discovery accuracy, we evaluate prediction performance, delay discovery accuracy and effectiveness of the causal validation step PIVM. We also evaluate how the architecture of AD-DSTCNs influences the discovery of correct causal relationships. However, since it would be impractical to test all parameter settings, we only vary the number of hidden layers L. As a side experiment, we evaluate how TCDF handles hidden confounders. The evaluation measures for these evaluations are described in Section 5.3. Results of all experiments are presented in Section 5.4.
Data Sets
We apply our framework to two benchmarks consisting of multiple data sets: simulated financial market data and simulated functional magnetic resonance imaging (FMRI) data. Figure 10 shows a plot of a dataset from each benchmark and a graph of the corresponding ground truth causal structure. Benchmark statistics are provided in Table 2 . The first benchmark, called FINANCE, contains datasets for 10 different causal structures of financial markets [2] . For our experiments, we exclude the dataset without any causal relationships (since this would result in an F1-score of 0). The datasets are created using the Fama-French Three-Factor Model [57] that can be used to describe stock returns based on the three factors 'volatility', 'size' and 'value'. A portfolio's return X t i depends on these three factors at time t plus a portfolio-specific error term [2] . We use one of the two 4000-day observation periods for each financial portfolio.
To evaluate the ability to detect hidden confounders, we created the benchmark FINANCE HIDDEN containing four datasets. Each dataset corresponds to either dataset '20-1A' or '40-1-3' from FINANCE except that one time series is hidden by replacing all its values by 0. Figure 11 shows the underlying causal structures, in which a grey node denotes a hidden confounder. As can be seen, we test TCDF on hidden confounders with both equal delays and unequal delays to its effects. To evaluate the predictive ability of TCDF, we created training data sets corresponding to the first 80% of the data sets and utilized the remaining 20% for testing. These data sets are referred to as FINANCE TRAIN/TEST. The second benchmark, called FMRI, contains realistic, simulated BOLD (Blood-oxygen-level dependent) datasets for 28 different underlying brain networks [58] . BOLD FMRI measures the neural activity of different regions of interest in the brain based on the change of blood flow. Each region (i.e., node in the brain network) has its own associated time series. Since not all existing methods can handle 50 time series, we excluded one dataset with 50 nodes. For each of the remaining 27 brain networks, we selected one dataset (scanning session) out of multiple available. All time series have a hidden external input, white noise, and are fed through a non-linear balloon model [59] .
Since FMRI contains only six (out of 27) datasets with 'long' time series, we create an extra benchmark that is a subset of FMRI. This subset contains only datasets in which the time series have at least 1000 time steps, therefore denoted as FMRI T > 1000, and coincidentally are all stationary. To evaluate the predictive ability of TCDF, we created a training and test set corresponding to the resp. first 80% and last 20% of the datasets, referred to as FMRI TRAIN/TEST and FMRI T > 1000 TRAIN/TEST.
Experimental Setup
In the experiments, we compared four methods: the proposed framework TCDF, the constraintbased methods PCMCI [8] and tsFCI [21] , and the Structural Equation Model TiMINo [22] .
TCDF: All AD-DSTCNs use the Mean Squared Error as loss function and the Adam optimization algorithm which is an extension to stochastic gradient descent [60] . This optimizer computes individual adaptive learning rates for each parameter which allows the gradient descent to find the minimum more accurately. Furthermore, in all experiments, we train our AD-DSTCNs for 5000 training epochs, with learning rate λ = 0.01, dilation coefficient c = 4 and kernel size K = 4. We chose K such that the delays in the ground truth fall within the receptive field R. We vary the number of hidden layers in the depthwise convolution between L = 0, L = 1 and L = 2 to evaluate how the number of hidden layers influences to framework's accuracy. Note that increasing the number of hidden layers leads to an increased receptive field (according to Equation (2)), and therefore an increasing maximum delay.
PCMCI: We used the authors' implementation from the Python Tigramite module [8] . We set the maximum delay to three time steps and the minimum delay to 0, equivalent to the minimum and maximum delay that can be found by TCDF in our AD-DSTCNs with K = 4 and L = 0. We use the ParCorr independence test for linear partial correlation. (Besides the linear ParCorr independence test, the authors present the non-linear GPACE test to discover non-linear causal relationships [8] . However, since GPACE scales ∼ T 3 , we apply for computational reasons the linear ParCorr test.) We let PCMCI optimize the significance level by the Akaike Information criterion.
tsFCI: We set the maximum delay to three time steps, equivalent to the maximum delay that can be found by TCDF in our AD-DSTCNs with K = 4 and L = 0. We experimented with cutoff value for p-values ∈ {0.001, 0.01, 0.1} and chose 0.01 because it gave the best results (and is also the default setting). Since tsFCI is in theory conservative [21] , we applied the majority rule to make tsFCI slightly less conservative. We only take the discovered direct causes into account and disregard other edge types which denote uncertainty or the presence of a hidden confounder. Only in the experiment to discover hidden confounders, we look at all edge types.
TiMINo: We set the maximum delay to 3, equivalent to the maximum delay that can be found by TCDF in our AD-DSTCNs with K = 4 and L = 0. We assumed a linear time series model, including instantaneous effects and shifted time series. (The authors present two other variants besides the linear model, of which 'TiMINo-GP' was shown to be more suitable for time series with more than 300 time steps [22] , but only the linear model was fully implemented by the authors.) We experimented with significance level ∈ {0.05, 0.01, 0.001}. However, TiMINo did not give any result for all of the significance levels. Therefore, we set it to 0 such that TiMINo always obtains a DAG.
Evaluation Measures
In this section we describe how we evaluated the prediction performance of the time series, the discovered causal relationships, the discovered delays, the influence of the causal validation step with PIVM and the ability to detect hidden confounders.
For measuring the prediction performance for times series, we report the mean absolute scaled error (MASE), since it is invariant to the scale of the time series values and is stable for values close to zero (as opposed to the mean percentage error) [61] .
We evaluate the discovered causal relationships in the learnt graph G L by looking at the presence and absence of directed edges compared to the ground truth graph G G . Since causality is asymmetric, all edges are directed. We used the standard evaluation measures precision and recall defined in terms of True Positives (TP), False Positives (FP) and False Negatives (FN). We apply the usual definitions from graph comparison, such that:
where E(G) is the set of all edges in graph G. These TP and FP measures evaluate G L only based on the direct causes in G G . However, also an indirect cause has, although indirectly, a causal influence on the effect. Counting an indirect cause as a False Positive would not be objective (see Figure 12a ,c for an example). We therefore construct the full ground-truth graph G F from the ground truth graph G G by adding edges that correspond to indirect causal relationships. This means that the full ground truth graph G F contains a directed edge e i,j for each directed path v i , v k , v j in ground truth graph G G . An example is given in Figure 12 . Note that we do not adapt the False Negatives calculation, since methods should not be punished for excluding indirect causal relationships in their graph. Comparing the full ground-truth graph with the learnt graph we obtain the following measures: We evaluate the discovered delay d(e i,j ∈ G L ) between cause X i and effect X j by comparing it to the full ground truth delay d(e i,j ∈ G F ). By comparing it to the full ground truth, we not only evaluate the delay of direct causal relationships, but can also evaluate if the discovered delay of indirect causal relationships is correct. The ground truth delay of an indirect causal relationship is the sum of the delays of its direct relationships. We only evaluate the delay of True Positive edges since the other edges do not exist in both the full ground truth graph G F and the learnt graph G L . We measure the percentage of delays on correctly discovered edges w.r.t. the full ground-truth graph.
We summarize the PIVM effectiveness by calculating the relative increase (or decrease) of the F1-score and F1'-score when PIVM is applied compared to when it is not. The goal of the Permutation Importance Validation Method (PIVM) is to label a subset of the potential causes as true causes.
We evaluate whether a causal discovery method discovers the existence of a hidden confounder between two time series by applying it to the FINANCE HIDDEN benchmark and counting how many hidden confounders were discovered. As discussed in Section 4.3.2, TCDF should be able to discover the existence of a hidden confounder between two time series X i and X j when the confounder has equal delays to its effects X i and X j . If the confounder has unequal delays to its effects, we expect that TCDF will discover an incorrect causal relationship between X i and X j . We therefore not only evaluate how many hidden confounders were discovered, but also how many incorrect causal relationships were learnt between the confounder and its effects.
Results
In this section we present the results obtained by the four compared methods for causal discovery and delay discovery. Additionally we show the impact of applying PIVM. The section ends with a small case study showing that TCDF can circumstantially detect hidden confounders.
Overall Performance
We first assessed the general performance of TCDF for predicting time series. The prediction results of TCDF when trained on FINANCE TRAIN, FMRI TRAIN and FMRI T > 1000 TRAIN are shown in Table 3 . TCDF (L = 0) predicts time series well, since MASE < 1 so TCDF gives, on average, smaller errors than a naïve method. The good results from FMRI T > 1000 show that (too) short time series in FMRI combined with a complex architecture in TCDF (L = 1, L = 2) are probably the reason that prediction accuracy of TCDF decreases. Table 4 shows F1 and F1'-scores obtained by the four compared methods for causal discovery. Recall that the F1-score evaluates only direct causal relationships (i.e., an edge from vertex v i to vertex v j in the ground truth graph). The F1'-score also evaluates the indirect causal relationships, such that a learnt edge from v i to v j can correspond with a path p = v i , v k , v j in the ground truth graph. When comparing the overall performance on the FINANCE benchmark, TCDF outperforms the other methods. Especially the F1'-score of TCDF is much higher, indicating that a substantial part of the False Positives of TCDF are correct indirect causes. Since Deep Learning models have many parameters that need to be fit during training and therefore usually need more data than models with a less complex hypothesis space [62] , TCDF performs slightly worse on the FMRI benchmark compared to FINANCE because of some short time series in FMRI. Whereas all datasets in FINANCE contain 4000 time steps, FMRI contains only six (out of 27) datasets with more than 1000 time steps. The results for TCDF when applied only to datasets with T > 1000 are therefore better than the overall average from all datasets. For FMRI T > 1000, our results are slightly better than the performance of PCMCI, and TCDF clearly outperforms tsFCI and TiMINo. PCMCI is not affected by time series length and performs comparably for both FMRI benchmarks. TiMINo performs very poorly when applied to FINANCE and only slightly better on FMRI, which is mainly due to a large number of False Positives. TiMINo's poor results are in line with results from the authors, who already stated that TiMINo is not suitable for high-dimensional data [22] . In contrast, where TiMINo discovers many incorrect causal relationships, tsFCI seems to be too conservative, missing many causal relationships in all benchmarks. Our poor results of tsFCI correspond with poor results of tsFCI in experiments done by the authors on continuous data [21] . In terms of computation time, PCMCI and tsFCI are faster than TCDF for both benchmarks, as shown in Table 5 . Table 6 shows the evaluation results for discovering the time delay between cause and effect. Since FMRI does not explicitly include delays and therefore does not have a delay ground truth, we only evaluate FINANCE. PCMCI discovered all delays correctly, closely followed by tsFCI and TCDF. Note that TiMINo only outputs causal relationships without delays. This experiment suggests that our delay discovery algorithm performs well not only without hidden layers (which makes the delay discovery relatively easy), but still keeps the percentage of correctly discovered delays relatively high when the number of hidden layers L (and therefore the number of kernels, the receptive field and maximum delay) is increased. Thus, the number of hidden layers seems of almost no influence for the accuracy of the delay discovery. Table 6 . Delay discovery overview for all data sets of the FINANCE benchmark (nine datasets). Showing macro-averaged percentage of delays that are correctly discovered w.r.t. the full ground truth, and standard deviation. TiMINo does not discover delays.
PCMCI tsFCI TiMINo FINANCE 97.79% ± 2.56 96.42% ± 3.68 95.49% ± 4.15 100.00% ± 0.00 98.77% ± 3.49 n.a. Table 7 shows the impact of the causal validation method PIVM by comparing the F1-scores and F1'-scores of TCDF with and without PIVM. The results for FINANCE show that performance decreases drastically when PIVM is removed. For FMRI and FMRI T > 1000, the F1-scores are exactly the same when TCDF is applied with or without PIVM.
Impact of the Causal Validation
PIVM is probably very effective when applied to the FINANCE benchmark because of the many confounders in FINANCE. The attention mechanism can select one of the effects of a confounder as potential cause of another confounder's effect, but the potential cause will not be labeled as true cause by PIVM. In contrast, there are very few confounders in the datasets of FMRI, which might explain the same scores of TCDF with and without PIVM. This experiment therefore suggests that the impact of causal validation depends on the number of confounders (shared causes) in the data, but will usually not have a negative impact on the causal discovery accuracy. The results of TCDF applied to FINANCE HIDDEN are shown in Table 8 . We apply TCDF with L = 1 since this architecture was most accurate for FINANCE. We denote by → a causal relationship that is discovered by TCDF using the method for hidden confounders described in Section 4.3.2. Table 9 shows a comparison between TCDF, PCMCI, tsFCI and TiMINo. 
It can be seen in Table 8 that TCDF discovered all hidden confounders with equal delays to the confounder's effects, which corresponds with our expectations. In two out of six cases, TCDF incorrectly learnt a causal relationship between the effects of a hidden confounder with unequal delays. TCDF (correctly) did not detect a causal relationship between some effects of the hidden confounder X 8 , because the attention mechanism did not discover the potential causal relationships. We think that a non-causal correlation that arises because of the hidden confounder with unequal delays was too weak to be selected as potential cause by the attention mechanism, which indicates that our attention interpretation method to select potential causes is effective and strict enough. Table 9 . Results of TCDF compared with PCMCI, tsFCI and TiMINo when applied to datasets with hidden confounders. The first row denotes the number of incorrect causal relationships that were discovered between the effects of the hidden confounders. The second row denotes the number of hidden confounders that were located. Whereas TCDF discovered two incorrect causal relationships because of a hidden confounder, PCMCI did not discover any incorrect causal relationship. However, in contrast to TCDF, PCMCI does not give any indication that two particular time series are correlated, or that there might be a hidden confounder between these time series. tsFCI should handle hidden confounders by including a special edge type (X i ↔ X j ) that shows that X i is not a cause of X j and that X j is not a cause of X i . However, the results of tsFCI in our experiment are not in accordance with the theoretical claims, since tsFCI did not discover any hidden confounder. In three cases, it even discovered incorrect causal relationships. TiMINo discovered in all cases except one an indirect causal relationship.
This case study suggests that TCDF performs as expected by successfully discovering the presence of a hidden confounder when the delays to the confounder's effects are equal and, in some cases, incorrectly discovering a causal relationship between the confounder's effects when the delays to the effects are unequal. Compared to other approaches, PCMCI performs better in terms of not discovering any incorrect causal relationships between the confounder's effects, but TCDF is the only method capable of locating the presence of a hidden confounder.
Summary
Besides being accurate in predicting time series, TCDF correctly discovers most causal relationships. TCDF outperforms the compared methods (PCMCI, tsFCI and TiMINo) in terms of causal discovery accuracy when applied to FINANCE and FMRI T > 1000. Since a Deep Learning method has many parameters to fit, TCDF performs slightly worse on short time series in FMRI. In contrast, the accuracy of PCMCI is not affected by time series length. Although computation time is not so relevant in the domain of knowledge extraction, PCMCI is faster than TCDF. TCDF discovers roughly 95%-97% of delays correctly, which is only slightly worse than PCMCI and tsFCI. TCDF is the only method to locate the presence of a hidden confounder but, contrary to PCMCI, discovers in some cases an incorrect causal relationship between a confounder's effects.
Discussion
Since a causal discovery method based on observational data cannot physically intervene in a system to check if manipulating the cause changes the effect, causal discovery methods are principally used to discover and investigate hypotheses. Therefore, a constructed temporal causal graph by TCDF (and any other causal discovery method) should be interpreted as a hypothetical graph, learnt from observational time series data, which can subsequently be confirmed by a domain expert or experimentation. This is especially relevant in the case of spurious correlations, where the values of two unrelated variables are coincidentally statistically correlated. A causal discovery method will probably label a spurious correlation as a causal relationship if there are no counterexamples available. Only based on domain knowledge or experiments, one can conclude that the discovered causal relationship is incorrect. However, whereas most researchers are aware that real-life experiments are considered the "gold standard" for causal inference, manipulation of the independent variable of interest will often be unfeasible, unethical, or simply impossible [63] . Thus, causal discovery from observational data is often the better (or only) option.
As shown in the previous section, our Temporal Causal Discovery Framework can discover causal relationships from time series data, including a correctly discovered time delay. In the following sections, we will discuss the limitations of our approach as well as the sensitivity of TCDF to hyperparameters.
Hyperparameters
In the experiments, we applied TCDF with different values for L, the number of hidden layers in the depthwise convolutions. From Table 4 , we can conclude that the F1-scores of the FINANCE benchmark barely differ across different values for L. TCDF L = 2 performs worst on FMRI because the architecture is probably too complex for the dataset (there are too many parameters to fit) and the receptive field (and therefore the maximum delay) is unnecessary large. The results for TCDF with L = 2 improve substantially when applied to time series having more than 1000 time steps. Thus, the best number of hidden layers depends on the dataset and mainly on the length of the time series.
The number of hidden layers also influences the receptive field: TCDF with L = 2 and kernel size K = 4 has a receptive field of 64 time steps. Since the maximum delay in the FINANCE benchmark is three time steps, it might be more challenging for TCDF to discover the correct patterns. Interestingly, increasing the number of hidden layers barely influences the number of correctly discovered delays. The experiments show that despite the more complex delay discovery and the increased receptive field, our delay discovery algorithm correctly discovers almost all delays.
The underlying causal structure is not known when TCDF is applied to actual data, so the number of hidden layers is a hyperparameter that is difficult to choose. Since the receptive field should be as least as large as the expected maximum delay in the dataset, our first rule of thumb would be that when a large time delay is expected, more dilated hidden layers can be included, such that the receptive field increases exponentially. Secondly, the length of the time series can give an indication of the number of hidden layers. Short time series seem to require fewer hidden layers.
In our experiments, TCDF performs reasonably well on all benchmarks with L = 0. For future work, it is interesting to study whether this also holds for datasets with a much larger time delay between cause and effect, since a larger receptive field is required there. We also note that TCDF with L = 0 (i.e., no hidden layers in the depthwise convolution) is conceptually equivalent to a 2D convolution with one channel and a 2D kernel with a height equal to the number of time series. It is interesting to study whether such a simple 2D convolutional architecture with an attention mechanism would give significantly different results than our AD-DSTCN architecture with L = 0.
Besides the varying number of hidden layers, there are a few other hyperparameters than can be optimized: number of epochs, learning rate, loss function and learning rate. We leave this for future work.
Limitations of Experiments
A limitation of our experiments is that TCDF is only applied to two benchmarks (although containing multiple datasets). Especially our conclusions with respect to the detection of hidden confounders should be carefully considered, since the case study is only based on two datasets of one benchmark. The datasets in the benchmarks have some specific properties: the time series are stationary and there is only a small time delay between cause and effect. Furthermore, both benchmarks do not contain feedback loops (except self-causation). TCDF should be evaluated to more datasets with varying properties to evaluate the performance TCDF in more detail. Generating datasets will allow us to specifically control desired properties, such as noise level, (non-)linearity, (non-)stationarity, feedback loops, length of time series and time delays.
Summary and Future Work
In this paper, we introduced the Temporal Causal Discovery Framework (TCDF), a deep learning approach for causal discovery from time series data. TCDF consists of multiple attention-based convolutional neural networks which we call Attention-based Dilated Depthwise Separable Temporal Convolutional Networks (AD-DSTCNs). These networks have an architecture that is tailored towards predicting a time series based on a multivariate temporal dataset. Our experiments indicate that the implemented attention mechanism is accurate in discovering time series that are a potential cause of the predicted time series. TCDF interprets the attention scores and subsequently applies a causal validation step that randomly permutes the values of a potential cause to effectively distinguish causality from correlation. Our framework also interprets the internal parameters of each AD-DSTCN to discover the time delay between cause and effect. TCDF summarizes its findings by constructing a temporal causal graph that shows the discovered causal relationships between time series and their corresponding time delays. This temporal causal graph can be used for data interpretation and knowledge discovery, and might serve as a useful graphical explanation in the field of Explainable Artificial Intelligence.
We evaluated TCDF on two benchmarks with multiple datasets, both having a ground truth containing the underlying causal graph. TCDF discovered most of the causal relationships in the benchmark containing simulated financial data, and outperformed the existing methods we compared with. TCDF performed slightly worse on the benchmark containing neuroscientific FMRI data, which was mainly due to some short time series in the benchmark. When evaluating TCDF only on time series with at least 1000 time steps, TCDF outperforms the other compared methods. By interpreting the networks' internal parameters, TCDF discovered roughly 95-97% of the time delays correctly, which is only slightly worse than the delay discovery accuracy of other methods. In a small case study, we showed that TCDF can circumstantially locate the existence of hidden confounders.
Future work includes hyperparameter optimization, and applying TCDF to more datasets with different noise-levels, (non-)stationarity and various time delays. We might be able to increase performance by improving the attention interpretation or studying other causal validation methods.
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