Numerical models of mantle convection are starting to reproduce many of the essential features of continental drift and plate tectonics. The authors show how such methods can integrate a wide variety of geophysical and geological observations.
E A R T H S Y S T E M S C I E N C E
P late tectonics is a kinematic description of Earth that treats the outer shell of its mantle as a number of plates or rigid spherical caps that move with respect to each other (see the "Plate tectonics" sidebar). The mantle is the outer, solid 3,000-km-thick shell that overlies Earth's fluid outer core. An enormous amount of geological and geophysical data has gone into determining the motion of the plates, 1 and within the last few years direct GPS measurements have corroborated the geological constraints on the motions of plates.
A fundamental question in geology has been, what drives the plates? This question has largely been solved-the plates are part of a system of large-scale thermal convection-and geodynamicists have moved on to more difficult questions, such as what are the details of the coupling between surface motions and deeper mantle flow? and why do we have plate tectonics as opposed to some other mode of tectonics or thermal convection?
Answering these more subtle questions is complicated by the fact that the primary effect of plate motion is to consume the old ocean floor and recycle it into the mantle. The primary evidence of plate history is therefore limited to the past 100 to 200 million years or so (less than 10% of the overall history of plate tectonics). We therefore rely heavily on evidence drawn from theoretical and computational models and from the continents that are not consumed wholesale by plate motions. Ideally these two sources of evidence go hand in hand to reinforce each other.
Model formulation
The equations we solve are the standard ones for thermal convection in a fluid where viscosity is high enough for inertia to be ignored:
Equation 1 is the equation of motion relating the fluid velocity, u, to the gravitational acceleration multiplied by the fluid density variation because of temperature, ρ 0 αT, and the pressure gradients. The coefficient α is the coefficient of thermal expansion. The reference density, ρ 0 , can change if the rocks undergo a phase change from one crystal form to another in response to increasing pressure and temperature within the planet. The dynamic viscosity, η, for rocks at around 1,300 degrees centigrade is enormous and similar to that of window glass at room temperature. For simplicity's sake, these equations assume that the viscosity is constant. In practice, however, viscosity is a very strong function of temperature, pressure, composition, crystal grain size, and stress, and this cannot be ignored in computer simulations. The stress dependence is particularly important from the computational point of view
Plate tectonics
Geodynamically, oceanic plates represent the top thermal boundary layer of a system of thermal convection called mantle convection, and this boundary layer sinks, or subducts, into the mantle at converging margins. The motion of platestheir speed and direction-is a balance between the buoyancy of cooling and thickening oceanic lithosphere and subducted slabs on the one hand and viscous flow on the other. Plate motion and the associated mantle flow appear to be a simple mode of thermal convection and have been described as a fluid-dynamical process since the seminal paper by Don Turcotte and Ron Oxburgh. 1 The process, however, is not solely fluid dynamical. Oceanic plates are mostly rigid, with little deformation within their interior, and an appreciable amount of plate motion occurs by strike-slip. Normally, in buoyancy-driven fluid flow, there would only be diverging and converging surface motions (poloidal flow), but the motions on the Earth's surface have nearly an equal amount of toroidal motion-the most significant part of the toroidal flow being strike-slip movement at plate boundaries. A substantial fraction of the total dissipation associated with plate motion could occur in the bending of the oceanic lithosphere as it subducts.
2 Why Earth has plate tectonics is a significant unanswered question. Ultimately, why a planet has a particular brand of tectonics resides not only in obvious factors such as total mass and surface temperature, but in its rheology as well. Silicates are the principal building blocks of the solid Earth, which has nonlinear and temperature-, pressure-, grain-size-, and volatility-dependent rheologies. Perhaps the greatest challenge facing the development of realistic computer models of mantle convection-realistic enough to test against the rich array of geological and geophysical observations-is the incorporation of these complex rheologies.
Qualitatively, one solution to the existence of plate tectonics lies in a balance between thermal convection, the thermally activated rheology of silicates, and brittle failure of rocks at low pressures and temperatures. Stresses in the plates are largest at converging margins above downwelling mantle (subducting slabs) so that an otherwise cold and strong lithosphere fails and gives rise to weak plate margins. With this model, the lithosphere rapidly fails on geological time scales under the action of tectonic stress. Because the rheology used in this conceptual model does not consider the material's deformational history, we refer to this as the instantaneous rheology model.
Clearly this is one fundamental component generating plate tectonics, but the mechanical memory of the crust and lithosphere also plays a fundamental role. An important piece of geological evidence pointing toward this alternative hypothesis is that preexisting faults and long-lived zones of preexisting weakness control the location of plate margins. The convecting system reuses old, weak structures because less energy is expended in reactivating a preexisting structure than in creating an entirely new plate margin from pristine, intact lithosphere.
An important goal of geophysics is the formulation of dynamically self-consistent, time-dependent models of mantle convection in which plate tectonics naturally arises. This is an important long-term objective. Resolving this problem will help explain why Earth has plate tectonics, while other planets, particularly Venus, do not. It will also lead to the development of dynamic models that integrate a wide variety of geological, geophysical, and geochemical observations.
Little serious debate remains concerning the dynamics controlling first-order features of instantaneous plate kinematics. The field has now moved on to equally important but unsolved problems in mantle dynamics:
• Why do we have plate tectonics, as opposed to some other tectonic mode that would remove planetary heat?
• What controls the time dependence of mantle convection?
• What is the connection between mantle dynamics and the wide range of observations against which convection models have not traditionally been compared?
The development and use of computational models are fundamental components of this endeavor.
because the equations then become nonlinear. The effect is that the viscosity becomes a function of itself and we must treat the problem quite differently. The continuity equation, Equation 2, ensures conservation of mass. In this case, the constraint is stronger; it also enforces incompressibility on the flow. This equation is tightly coupled to the equation of motion, and the two must be solved as part of the same procedure.
A third equation describes the evolution through time of the temperature patterns in the fluid:
Here t is time, κ is a thermal diffusivity, and Q is a heat source term, which in Earth is largely associated with the energy radioactive decay liberated. This energy equation is coupled to the equation of motion through the fact that the density of rocks changes with their temperature, and it is this density variation that drives the motion. The moving fluid carries heat with it (advection, which is accomplished by the u·∇T term), but heat also diffuses independently of the fluid motion (the ∇ 2 T term). Much of the interesting physics occurs when the advection and diffusion of heat compete in different directions and strike a dynamic balance. The energy equation contains time derivatives that the equation of motion lacks, so it is not surprising that these equations require entirely different computational methods.
Computational approach
We use a finite-element method to solve the mathematical model outlined earlier. The FEM is, in general, robust and accurate when dealing with strong variations of material properties from place to place, such as we expect to find in our situation. In part, this comes about because the equations are first integrated to an equivalent weak-or variational-form before being discretized using the mesh.
Flat Earth?
The essence of good modeling is to incorporate the essential features of the system in question while remaining as simple as possible-to make the models easier to interpret and faster to calculate. One of the traditional simplifications in mantle dynamics has been to work in a "flatEarth" model and then to limit the computation to two dimensions (one horizontal and one vertical). This can prove very limiting when trying to draw observed behaviors of the real Earth together with the modeled internal dynamics.
Fortunately, the FEM is also well-suited to problems in which the geometry might be complicated-for example, if we need an irregular or complex mesh-this can be handled quite naturally within the standard formulation of the FEM. Using a reasonably structured mesh, the curvature of Earth can be included into models with very little additional computational overhead. Three-dimensional finite-element models remain time-consuming, and finding optimal solution algorithms requires considerable effort.
Computing the fluid velocity
In most dynamic systems, we can formulate the FEM in a time-explicit manner that is robust and simple to implement. The alternative is to use implicit methods that are more elaborate and often more temperamental but that cover much larger time increments at each step. In our case, however, the fact that inertia is negligible leaves the equation of motion independent of time. It can only be solved implicitly.
The traditional implicit approach in FEM has been to build the matrix equation and solve it directly using a method such as Crout elimination. Exploiting the fact that the finite-element matrices are quite tightly banded, we can do this relatively efficiently. Unfortunately, direct-solution methods are limited to "small" problems because the solution time scales vary rapidly with the number of unknowns (in the worst case as N 3 , where N is the number of unknowns, and even in the best case as N 2 ). Iterative methods can achieve much better performance than this once the problems start to become larger. For example, preconditioned conjugate-gradient methods can obtain a solution to a given accuracy in a time proportional to N log N. In theory, the optimal method for our problem is multigrid, which when properly formulated can find a solution in a time proportional to N. The multigrid method works by formulating the finite-element problem on several different scales 2 -usually a set of grids that are nested one within the other, sharing common nodes. The solution progresses on all of the grids at the same time, with each grid eliminating errors at a different scale. The effect is to propagate information very rapidly between different nodes in the grid that the local support of the element shape functions would otherwise prevent . In fact, a single traverse from fine to coarse grid and back can directly connect all nodes in the mesh to every other-allowing nodes that are physically
coupled but remote in the mesh to communicate directly during each iteration cycle. The multigrid effect relies on using an iterative solver on each of the grid resolutions, which acts like a smoother on the residual error at the characteristic scale of that particular grid (see Figure 1a ). We use Gauss-Seidel iteration because it has exactly this property. On the coarsest grid, we can use a direct solver because the number of elements is usually very small.
Incompressibility
The multigrid method leads us very quickly to a fluid velocity, but this might not, in general, be incompressible. Constraining the multigrid method to finding only incompressible solutions is a major difficulty. When using variational methods, the usual way to apply a constraint is to penalize the weak form of the equations. If there is some property we wish to make vanish (here, any compressible component of the velocity field), we multiply it by a large number and find a way to add it back into the equation we want to solve. By scaling the small constraint term, we can make it as important as the other terms.
The easiest way to see how this works for our problem is first to write equations for a compressible flow. If the continuity equation (Equation 2) is written as
then in the limit that λ → ∞, the fluid becomes incompressible. Equation 4 can be substituted into the equation of motion to give
In this way, we can make the otherwise small ∇ . u term become dominant when λ becomes large. We have also succeeded in eliminating p as an independent variable. This can be very effective if direct-solution methods are used, but for iterative methods it generally spells disaster. In our experience, λ of 100 or 1,000 is the maximum that can be used before the penalty terms ruin the convergence of the iteration method. This is far from the value of 10 7 to 10 9 required to suppress compressibility to the level of machine precision.
A better alternative when using an iterative solver is not to eliminate the pressure parame- ter, p, but to solve it as an unknown on the mesh. When velocity and pressure variables are combined in the same system of equations, the approach is known as a mixed method. Numerous strategies exist for solving the mixed formulation, but we have found only one approach that is robust enough to use with strongly varying material properties while still letting us retain the speed of the multigrid velocity solver. This is the Uzawa scheme, in which an outer iteration for pressure corrects a nested set of velocity iterations that build up to an incompressible flow solution. We use a conjugate-gradient scheme for this outer iteration. The nature of the Uzawa iteration does not let us develop a reliable multigrid version of the outer iteration, but by using multigrid for the inner (velocity) iteration, the computation time still scales linearly with the number of node points in the mesh.
Nonlinear rheology
Stress-dependent viscosity makes the equation of motion nonlinear. Suddenly, it becomes necessary to introduce yet another layer of iteration to determine the viscosity at each node as a function of the changing velocity field. A triply nested iteration loop poses the danger of unmanageably long solution times. However, we have found that using multigrid concepts can again help us avoid wasting CPU time.
The viscosity is a function of the stress-field that is distributed across the mesh and is, in turn, a function of the viscosity pattern. At the start of the solution, we don't know what the ultimate viscosity field will look like. For this reason, there seems little point in using the finest grid resolution available. Instead, we operate on one of the coarser grids, using a suitably smoothed density field as the driving term. At this resolution, even the triply nested loop is not very time-consuming, and we quickly home in on the magnitude of the viscosity and stresses everywhere. We can then interpolate this information to a finer grid where we need far fewer iterations to adjust the viscosity and stresses.
This method is very close to what is known as the full multigrid algorithm, although the multiple nesting of iterative loops is slightly unusual.
Time and temperature
We almost always want to see the solution evolve through time in our simulations, so we generally solve this equation explicitly in time.
Essentially this involves integrating Equation 3
forward through time from a given initial condition. This is generally straightforward except for the advection term u·∇T.
Pure advection is a translation of the local temperature field from one part of the mesh to another: In a Lagrangian reference frame (one moving with the fluid), there is no change in temperature at any given point of reference, although the coordinate system rapidly becomes tangled. In an Eulerian reference frame (one fixed in space), the temperature at a given node point must be updated as fluid moves past it. The fluid element that is now on a particular node was, in the previous time step, at some general point in the mesh that was almost certainly not associated with a node point. The advection operation therefore requires the equivalent of an interpolation operation to determine this earlier off-node temperature. After several time steps, repeated interpolation operations start to smooth the temperature field as information is lost. The smoothing is akin to a diffusion term, so provided there is a genuine physical diffusion that operates more rapidly than the erroneous diffusion of the advection operator, it is possible to solve the problem on an Eulerian mesh.
If no diffusion occurs, or the physical diffusion coefficient is smaller than the numerical one, then we need special measures. An example might be tracking a dye (or other chemically distinct entity such as continental crust embedded in the lithosphere). We often handle this issue by dealing not with mesh-based variables but with a set of Lagrangian points that we usually refer to as tracer particles. These particles are passively moved with the flow using a Runge-Kutta integration scheme that operates over the course of a time step. An interpolation step occurs in obtaining nodal values from the particles, but the smoothing is not cumulative because this procedure simply samples-rather than disturbs-the particles.
Another problem arises from the fluid's motion relative to the grid. Although a particular discretization might be very accurate based on the temperature and velocity distribution at the beginning of a time step, the point at which the new value is computed has moved slightly with the fluid by the end of the time step. Upwinding is the standard cure for this problem-which is using a discretization scheme that is weighted more strongly in the upstream direction than in the downstream direction to compensate for the motion during a finite time step.
Convection models and plate tectonics
The earliest computational solutions to the Stokes convection equations made the simplifying assumption that the viscosity was constant. Despite the experimental evidence that suggests viscosity variations should dominate in the mantle, agreement with some important observations was remarkably good. The simulations could not produce platelike motions at the surface (instead producing smoothly distributed deformation), but the average velocity, the heat flow, and the observed pattern of subsidence of the ocean floor were well matched.
More sophisticated models included the effect of temperature-dependent viscosity as a step toward more realistic simulations. In fact, Uli Christensen observed the opposite: Convection with temperature-dependent viscosity is a much worse description of the oceanic lithosphere than constant viscosity convection. 3 Theoretical studies of the asymptotic limit of convection in which the viscosity variation becomes very large (comparable to values determined for mantle rocks in laboratory experiments) find that the upper surface becomes entirely stagnant, with little or no observable motion. Vigorous convection continues underneath the stagnant layer with very little surface manifestation. This theoretical work demonstrates that the numerical simulations are producing correct results and suggests that we should look for physics beyond pure viscous flow in explaining plate motions.
The obvious association of plate boundaries with earthquake activity suggests that we'll find relevant effects in the brittle nature of the cold plates. Brittle materials have a finite strength, and if they are stressed beyond that point, they break. This is a familiar enough property of everyday materials, but rocks in the lithosphere are nonuniform, subject to great confining pressures and high temperatures, and they deform over extremely long periods. This makes it difficult to know how to apply laboratory results for rock breakage experiments to plate simulations.
An ideal, very general, rheological model for the brittle lithosphere would incorporate the effects that result from small-scale cracks, faults,
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The simplest possible continuum formulation includes a yield stress, τ yield , expressed as a nonlinear effective viscosity, (6) where ε . is the strain rate. This formulation can be incorporated very easily into the mantledynamics modeling approach that we outlined because it involves making modifications only to the viscosity law. There might be some numerical difficulties, however, because the strongly nonlinear rheology can lead to dramatic variations in the viscosity across relatively narrow zones. Figure 2 compares two convecting layers with strongly temperature-dependent viscosity, one having a yield stress specified for cold material. Both simulations were started from the same slightly perturbed conductive temperature gradient, and we embedded two blocks of passive tracers in the fluids to show the deformation's evolution.
If it cannot yield, the cold boundary layer develops a stagnant lid. This is shown by the lightgreen block of tracers, which barely deform during the entire simulation (whereas the black block of tracers is unrecognizably distorted). The surface velocity is both small and smoothly varying. There is a slight wobble in the pattern of upwellings and downwellings as time progresses, but the basic pattern persists uninterrupted throughout.
By contrast, when the cold boundary layer can yield, no stagnant lid forms and the upper surface is highly mobile. 4 This confines the deformation at the surface to relatively narrow zones of divergence and convergence. The convection pattern is very dynamic, and, although the same number of downwellings and upwellings persists through the entire lifetime of the simulation, the shapes and locations of upwellings and downwellings are constantly shifting.
An obvious limitation of this formulation is that it does not track the history of deformation with the fluid as it moves: Each parcel of fluid is considered pristine at the beginning of each time step. This means that the damage that occurs at To directly incorporate such effects requires the advection of the strain history through the mesh. Even the simplest formulations therefore encounter the advection-interpolation difficulty, which rapidly degrades the stored information. One alternative is to parameterize the rheological weakening associated with the strain history while ignoring the advection of the history-producing an effective rheology with strain-rate weakening. 5 However, this only partially solves the need for a damage model. The simplest complete solution would be to introduce a Lagrangian framework for the strain variables.
One approach we recently tried is using the tracer-particle scheme to track the strain history. The tracer particles can carry any amount of information, including tensor quantities. Their values are updated from the mesh-based variables by standard finite-element interpolation from the shape functions. The Lagrangian reference frame ties back into the mesh by using the particle locations in place of the usual quadrature points for computing element integrals. The method comes from recent work to extend the particle-in-cell schemes used in the 1950s and 1960s. 6 Some subtleties are required for modeling convecting fluids associated with the enormous strains, but the method is essentially as simple as outlined earlier. Figure 3 shows the result of such a calculation. The grid resolution is similar to that in Figure  2 , but now there are also approximately 8 to 12 particles in every element that store the material's deformation and yielding history.
The rheological law is, once again, about as simple as can be. The yield stress in the material decreases as a function of the amount of strain the material accumulates while yielding takes place (to a total of about half the initial strength). This produces a feedback effect in which strain and strain rate localize very strongly and dominate the system's subsequent evolution. The localized zone close to the downwelling is light blue; it forms a linear feature that becomes approximately locked in place. Despite the relatively high resolution and the restriction to 2D, the localization is still far too indistinct to possess the properties of a genuine fault.
The time evolution of the simulations shown in Figures 2 and 3 shows very clearly how subtle changes in the material properties of the lithosphere can produce dramatically different behavior.
The spherical Earth
The spherical shell geometry for Earth's mantle has an important influence on the convection pattern in map view and must be treated realistically for global problems. We also must abandon flat-Earth models when modeling anything other than regional-scale observable data, including plate motions, the gravitational field, Earth's rotation and polar wander, and mantle seismic structure-all global features.
Several recent studies have focused on going beyond the flat-Earth approximation. 7 Model- ing mantle dynamics in a spherical shell geometry ultimately has two important goals. The first goal is to investigate the planform of mantle convection with realistic rheology and geometry and to understand the nature of seismically observed mantle structure. The second is to explain surface observables such as plate motion. Of necessity, whole Earth simulations are enormously demanding computationally and require the most efficient computational grids, numerical algorithms, and parallel computing. The simulations we present here are the product of a computational tool that Shijie Zhong and his colleagues developed. 8 One benefit of choosing an FEM is that the bones of the spherical code are essentially identical to those of the flat-Earth code, and the same efficient solution algorithms (full multigrid, Figure 1c3 ) can be applied. The mesh comprises 12 logically rectangular submeshes that are used to tile the sphere uniformly. The rectangular meshes are fully subdividable to allow an efficient implementation of the multigrid algorithm.
Parallel computation is implemented using a message-passing algorithm on the structurally enforced communication (between the 12 subgrids) and, if enough processors are available, within each of the subgrids. The full multigrid algorithm resembles the one described earlier but with special features that result from the requirement of the grid and parallel computing.
As an example, we present a time-dependent thermal convection calculation with tectonic plates, temperature-dependent rheology and layered viscosity, and predominantly internal heating.
8 Combining temperature-dependent and reduced viscosity at plate margins results in mobile surface plates. The reduced viscosity at plate margins simulates the effects of enhanced deformation associated with interplate seismicity. The model starts with a small amount of negatively buoyant (cold) material in subduction zones. The model is then integrated for about two turnover times so that the heat transfer and flow field are statistically time-invariant. Figure 4 shows a snapshot of the characteristic thermal structure from this calculation. Figure 4a shows how the cold downwellings originate at plate margins and sink into the mantle as sheet structures. The downwellings impinge the core-mantle boundary and spread over the boundary. The sheet structure resembles the morphology of Benioff zones of deep seismicity as well as tomographic images of seismic velocity below the termination of seismicity at the 660-km depth. 9 As shown in Figure 4b , throughout most of the mantle, the upwellings have plume-like morphologies. Near the surface, upwellings are long and linear and are closely associated with diverging plate boundaries. The hot plumes com- mence at the core-mantle boundary and are preferentially located below either spreading centers or plate interiors, including those in the Pacific. The hot plumes, when impinging the surface, might produce extensive volcanic activity and might be responsible for volcanic chains such as Hawaii and Iceland.
By controlling the locations of downwelling structures, surface plates determine the scale of thermal structure within the mantle. The downwelling sheet and upwelling plume structures and their spatial scales are consistent with the observations of seismic structures from seismic tomography. Global models such as this can also relate interior dynamics to surface plate motion and the geoid, and therefore impose important constraints on how mantle rheology depends on temperature.
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Australian case study
A fundamental but poorly constrained aspect of mantle convection is its time dependence. This is especially unfortunate, because we know that plate kinematics change substantially through time on a variety of space and time scales. Moreover, nearly all models of mantle convection, including those shown in Figures 2  and 4 , are time dependent, at least for part of their history.
Because convection is a buoyancy-driven phenomenon, it would be beneficial to find other observations that are also sensitive to mantle flow. Topography and gravity, which are sensitive to internal mass anomalies, provide a powerful constraint on mantle dynamics, as do tomographic images of the mantle constructed from seismic waves. Unfortunately, such observations only provide us with present-day, instantaneous snapshots of convection. However, buoyancy-driven flows cause deflections of density interfaces, a contribution to surface topography called dynamic topography. Such deflections of Earth's surface cause relative sea-level fluctuations that leave a decipherable record in the geological history of the continents.
To understand the vertical motion of mass within the mantle as a function of time, we integrated a variety of geological observations in the Australian region with the aid of time-dependent 3D mantle convection models. 11 We have focused on the Australian region because large-scale features exist there that have never been adequately explained by the application of the kinematic rules of plate tectonics but that might be associated with the radial motion of buoyancy within the mantle. We focused on the subsidence and then emergence of the Australian continent out of the sea during the Cretaceous Period, which was a period of extensive marine flooding of the other continents worldwide by a sea-level rise. We also focused on the existence of a present-day cold spot, often interpreted as a convective downwelling, in the mantle below the spreading center between Australia and Antarctica (a region known as the Australian-Antarctic discordance, or AAD). We have shown that the two features are related to the overriding of a downwelling (a long-lived subduction zone) by the Australian plate.
We built a 3D model of the mantle around Australia using the numerical techniques that we have just described. Figure 5 shows the results. One of our most important geological constraints is the observed kinematic history of the plates (referred to as paleogeography) over the last 100 million years or so. In principle, we could develop a dynamic model with the aim of reproducing observed plate motions. However, this problem is highly nonlinear; our understanding of the feedback between plate margin rheology and plate motions is still in its infancy, and the computational cost is too formidable for us to realistically pursue this approach at present. Instead, we imposed observed plate motions with velocity boundary conditions onto a 3D domain while making the flat-Earth assumption described earlier.
Starting with Figure 5a , the models show a slab-a convective downwelling-about 1,400 km from the restored eastern margin. The models suggest that above cold fluid, the viscous stresses pulled the surface downward so that a deep trough developed off the coast of Australia. Figures 5a  through 5c show that, as Australia moved east in a fixed reference frame and over the cold fluid from 130 to 190 million years ago, a broad dynamic topography depression of decreasing amplitude migrated west across the continent. This caused the continent to subside and then uplift, as shown in Figures 5c through 5e. During this period, most of the slab or cold fluid descended into the deeper mantle, but the models show that part of the cooler mantle became trapped within the so-called transition zone (a region between 410 and 660 km deep, bounded by two phase transitions).
From 40 million years ago to the present, wisps of this cool mantle were drawn up by the northwardly migrating diverging plate boundary between Australia and Antarctica (as show in Figures  5e through 5f ). This caused a circular dynamic topography depression to develop at the present position of the AAD. Using the observations to constrain how topography changes as a function of time, we can follow the fall and rise of mass within the mantle over a period of about 100 million years. The implication of this regionally focused study is that disparate data types can be understood within the context of time-dependent mantle convection when convection models are explicitly tailored to observed paleogeography. As convection models begin to incorporate multiphysics, there seems to be no limit to the manner in which geological observations, which constrain the time domain, can be integrated with present-day geophysical observations. O ur goal has been to combine the Stokes and energy equations with a realistic rheology, thereby letting us understand the complex dynamic coupling that occurs in the mantle and that gives rise to plate tectonics and other surface features. This approach holds great promise because it makes a tremendous amount of data relevant to understanding Earth's dynamics. The challenge is that the computational models must be inherently realistic, particularly when predicting observed geography or plate history, so that the models can be connected with observations. We view this as one of the most exciting future directions of computational geodynamics.
This raises an important philosophical issue that many areas of computational science face: Should a model attempt an explicit match with observations, or is a match in a statistical sense sufficient? In the case of geophysics, we must ask whether we wish to produce a model of Earth as it really is today or of an Earth that might have been if the chaotic processes of formation and evolution happened to work out differently.
Clearly, one important goal is to determine whether a fully dynamic model can predict the kinematic rules of plate tectonics . That is, can we create a generic model of Earth that looks correct-a model in which plates have about the correct size distribution, have the same degree of sharpness around their edges, and move at about the same velocity as observed? Obviously, the acid test regarding whether such generic models really do look correct is whether they can predict the spe-cific information that we do have about the evolution of our particular "possible Earth." Hence, our conviction that integrated observation and modeling-driven research is of fundamental importance.
Important developments must occur if we are to achieve still more realistic matches with observations: First, in the realm of plate-margin and shear-zone physics, for example, we must incorporate explicit, history-dependent rheologies driven by changes in the grain size or incorporation of volatiles (if indeed this is the relevant controlling physics) to better simulate plate tectonics. Initially this can be achieved through a flat-Earth approximation in two dimensions. Eventually this will have to be extended into a full 3D spherical geometry, although some of the fine-scale physics will inevitably need to be parameterized, just as it is in general circulation models of Earth's atmosphere and ocean system. Second, because it is not yet clear which observations best constrain the dynamics of plate boundaries, predictions from geodynamic models should guide the acquisition of the most relevant observations on plate boundaries.
Third, in a problem that areas of computational science face as more complex physics is coupled into codes, the software will have to undergo greater levels of benchmarking to prove its veracity. Indeed, computational geodynamics has been placed on a much firmer footing since the first benchmark comparisons of codes a decade ago.
Finally, it is not yet possible to fully compute mantle convection in a sphere with the coupled physics that gives rise to plate tectonics. However, given the newly developed finite-element codes, such models will achieve sufficient resolution with an order-of-magnitude increase in CPU speeds and memory over the largest massively parallel supercomputers at national and international centers.
