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Abstract
We study the effectiveness of consensus formation
in multi-agent systems where there is both belief
updating based on direct evidence and also belief
combination between agents. In particular, we con-
sider the scenario in which a population of agents
collaborate on the best-of-n problem where the aim
is to reach a consensus about which is the best (al-
ternatively, true) state from amongst a set of states,
each with a different quality value (or level of ev-
idence). Agents’ beliefs are represented within
Dempster-Shafer theory by mass functions and we
invegate the macro-level properties of four well-
known belief combination operators for this multi-
agent consensus formation problem: Dempster’s
rule, Yager’s rule, Dubois & Prade’s operator and
the averaging operator. The convergence proper-
ties of the operators are considered and simulation
experiments are conducted for different evidence
rates and noise levels. Results show that a com-
bination of updating from direct evidence and be-
lief combination between agents results in better
consensus to the best state than does evidence up-
dating alone. We also find that in this framework
the operators are robust to noise. Broadly, Dubois
& Prade’s operator results in better convergence to
the best state. Finally, we consider how well the
Dempster-Shafer approach to the best-of-n prob-
lem scales to large numbers of states.
1 Introduction and background
Agents operating in noisy and complex environments will re-
ceive evidence from a variety of different sources, many of
which will be at least partially inconsistent. In this paper we
investigate the interaction between two broad categories of
evidence; direct evidence from the environment and evidence
received from other agents with whom an agent is interact-
ing or collaborating to perform a task. For example, robots
engaged in a search and rescue mission will receive data di-
rectly from sensors as well as information from other robots
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in the team. Alternatively, software agents can have access to
online data as well as sharing data with other agents.
The efficacy of combining these two types of evidence in
multi-agent systems has been studied from a number of differ-
ent perspectives. In social epistemology [Douven and Kelp,
2011] has argued that agent-to-agent communications has an
important role to play in propagating locally held informa-
tion widely across a population. For example, interaction be-
tween scientists facilitates the sharing of experimental evi-
dence. Simulation results are then presented which show that
a combination of direct evidence and agent interaction, within
the Hegselmann-Krause opinion dynamics model [Hegsel-
mann and Krause, 2002], results in faster convergence to the
true state than updating based solely on direct evidence. A
probabilistic model combining Bayesian updating and prob-
ability pooling of beliefs in an agent-based system has been
proposed in [Lee et al., 2018a]. In this context it is shown that
combining updating and pooling leads to faster convergence
and better consensus than Bayesian updating alone. An alter-
native methodology exploits three-valued logic to combine
both types of evidence [Crosscombe and Lawry, 2016] and
has been effectively applied to distributed decision-making
in swarm robotics [Crosscombe et al., 2017].
In this current study we exploit the capacity of Dempster-
Shafer theory (DST) to fuse conflicting evidence, in order to
investigate how direct evidence can be combined with a pro-
cess of iterative belief aggregation in the context of the best-
of-n problem. The latter refers to a general class of prob-
lems in distributed decision-making [Parker and Zhang, 2009;
Valentini et al., 2017] in which a population of agents must
collectively identify which of n alternatives is the correct, or
best, choice. These alternatives could correspond to physi-
cal locations as, for example, in a search and rescue scenario,
different possible states of the world, or different decision-
making or control strategies. Agents receive direct but lim-
ited feedback in the form of quality values associated with
each choice, which then influence their beliefs when com-
bined with those of other agents with whom they interact.
It is not our intention to develop new operators in DST nor
to study the axiomatic properties of particular operators at
the local level (see [Dubois et al., 2016] for an overview of
such properties). Instead, our main contribution is a study of
the macro-level convergence properties of several established
operators when applied iteratively by a population of agents
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over long timescales and in conjunction with a process of ev-
idential updating.
An outline of the remainder of the paper is as follows: In
Section 2 we give a brief introduction to the relevant concepts
from DST and summarise its previous application to dynamic
belief revision in agent-based systems. Section 3 introduces
a version of the best-of-n problem exploiting DST measures
and combination operators. In Section 4 we then give the
fixed point analysis of a dynamical system employing DST
operators so as to provide insight into the convergence prop-
erties of such systems. In Section 5 we present the results
from a number of agent-based simulation experiments, car-
ried out to investigate consensus formation in the best-of-n
problem under varying rates of evidence and levels of noise.
Finally, Section 6 concludes with some discussion.
2 An Overview of Dempster-Shafer Theory
In this section we introduce relevant concepts from Dempster-
Shafer theory (DST) [Dempster, 1967; Shafer, 1976], includ-
ing four well-known belief combination operators. Given a
set of states or frame of discernment S = {s1, ..., sn}, let
2S denote the power set of S. An agent’s belief is then de-
fined by a basic probability assignment, or mass function
m : 2S → [0, 1], where m(∅) = 0 and ∑A⊆Sm(A) = 1.
The mass function then characterises a belief and a plausibil-
ity measure defined on 2S such that for A ⊆ S;
Bel(A) =
∑
B⊆A
m(B) and Pl(A) =
∑
B:B∩A 6=∅
m(B)
and hence where Pl(A) = 1−Bel(Ac).
A number of operators have been proposed in DST for
combining or fusing mass functions [Smets, 2007]. In this
paper we will compare in a dynamic multi-agent setting the
following operators; Dempster’s rule of combination [Shafer,
1976], Dubois & Prade’s operator [Dubois and Prade, 2008],
Yager’s operator [Yager, 1992], and a simple averaging op-
erator. The first three operators all make the assumption of
independence between the sources of the evidence to be com-
bined but then employ different techniques for dealing with
the resulting inconsistency. Dempster’s rule uniformly real-
locates the mass associated with non-intersecting pairs of sets
to the overlapping pairs, Dubois & Prade’s operator does not
re-normalise in such cases but instead takes the union of the
two sets, while Yager’s operator reallocates all inconsistent
mass values to the universal set S. The four operators were
chosen based on several factors: the operators are well es-
tablished and have been well studied, they require no addi-
tional information about individual agents, and they are com-
putationally efficient at scale (within the limits of DST). In
the following we will see that these different ways of dealing
with inconsistency result in significant differences in the con-
vergence properties of the operators when used iteratively in
an agent-based system.
Definition 2.1. Combination Operators
Let m1 and m2 be mass functions on 2S. Then the combined
mass function m1 m2 is a function m1 m2 : 2S → [0, 1]
such that for ∅ 6= A,B,C ⊆ S;
• Dempster’s Rule:
m1  m2(C) = 11−K
∑
A∩B=C 6=∅m1(A) · m2(B),
where K =
∑
A∩B=∅m1(A) ·m2(B).
• Dubois & Prade’s Operator
m1 m2(C) =
∑
A∩B=C 6=∅m1(A) ·m2(B)
+
∑
A∩B=∅,A∪B=C m1(A) ·m2(B)
• Yager’s Operator
m1 m2(C) =
∑
A∩B=C 6=∅m1(A) ·m2(B)
if C 6= S and m1 m2(S) = 1−
∑
C 6=Sm1 m2(C)
• Averaging Operator
m1 m2(C) = 12 (m1(C) +m2(C))
In the agent-based model of the best-of-n problem pro-
posed in the following section, agents are required to make
a choice as to which state they should investigate at any par-
ticular time. To this end we utilise the notion of pignistic
distribution proposed by Smets and Kennes [1994]. For a
given mass function, the associated pignistic distribution is
a probability distribution on S obtained by reallocating the
mass associated with each set to the elements of that set as
follows.
Definition 2.2. Pignistic Distribution
Given a mass function m, the corresponding pignistic dis-
tribution on S is given by;
P (si|m) =
∑
A:si∈A
m(A)
|A| .
DST has been applied to multi-agent dynamic belief revi-
sion in a number of ways. For example, [Wickramarathne et
al., 2014] and [Dabarera et al., 2014] investigate belief revi-
sion where agents update their beliefs by taking a weighted
combination of conditional belief values of other agents us-
ing Fagin-Halpern conditional belief measures. The latter
are motivated by the probabilistic interpretation of Dempster-
Shafer theory according to which a belief and plausibility
measure are characterised by a set of probability distributions
on S.
Several studies have applied a three-valued version of DST
in multi-agent simulations. This corresponds to the case in
which there are two states, S = {s1, s2}, one of which is as-
sociated with the truth value true, one with false and where
the set {s1, s2} is then taken as corresponding to a third truth
state representing uncertain or borderline. One such ap-
proach based on subjective logic [Cho and Swami, 2014] em-
ploys the combination operator proposed in [Jøsang, 2002].
Another [Lu et al., 2015] uses Dempster’s rule applied to
combine an agent’s beliefs with an aggregate of those of her
neighbours. Similarly, [Crosscombe and Lawry, 2016] uses
the Dubois & Prade operator for evidence propagation.
With the exception of [Crosscombe and Lawry, 2016] in
the n = 2 case, none of the above studies considers the in-
teraction between direct evidential updating and belief com-
bination. The main contribution of this paper is therefore to
provide a detailed and general study of DST applied to dy-
namic multi-agent systems in which there is both direct evi-
dence from the environment and belief combination between
agents with partially conflicting beliefs. In particular, we will
investigate and compare the consensus formation properties
of the four combination operators when applied to the best-
of-n problem. In the next section we propose a formulation
of the best-of-n problem with agent beliefs and evidence rep-
resented in DST.
3 The Best-of-n Problem
Here we present a formulation of the best-of-n problem
within the DST framework. We take the n choices to be the
states S. Each state si ∈ S is assumed to have an associated
quality value qi which we take to be in the interval [0, 1] with
0 and 1 corresponding to minimal and maximal quality, re-
spectively. Alternatively, we might interpret qi as quantifying
the level of available evidence that si corresponds to the true
state of the world.
In the best-of-n problem agents explore their environment
and interact with each other with the aim of identifying which
is the highest quality (or true) state. Agents sample states
and receive evidence in the form of the quality, so that in the
current context evidence Ei regarding state si takes the form
of the following mass function;
mEi = {si} : qi, S : 1− qi.
Hence, qi is taken as quantifying both the evidence directly
in favour of si provided by Ei, and also the evidence directly
against any other state sj for j 6= i. Given evidence Ei an
agent updates her belief by combining her current mass func-
tionm withmEi using a combination operator so as to obtain
the new mass function given by mmEi .
A summary of the process by which an agent might obtain
direct evidence in this model is then as follows: Based on
her current mass function m, an agent stochastically selects
a state si ∈ S to investigate, according to the pignistic prob-
ability distribution for m as given in Definition 2.2. More
specifically, she will update m to m mEi with probability
P (si|m)× r for i = 1, . . . , n and leave her belief unchanged
with probability (1 − r), where r ∈ [0, 1] is a fixed evidence
rate quantifying the probability of finding evidence about the
state that she is currently investigating. In addition, we also
allow for the possibility of noise in the evidential updating
process. This is modelled by a random variable  associated
with each quality value. In other words, in the presence of
noise the evidence Ei received by an agent has the form;
mEi = {si} : qi + ,S : 1− qi − 
where  is a normally distributed random variable with mean
0 and standard deviation σ1. Overall, the process of updating
from direct evidence is governed by the two parameters, r
and σ, quantifying the availability of evidence and the level
of associated noise, respectively.
In addition to receiving direct evidence we also include be-
lief combination between agents in this model. This is con-
ducted in a pairwise symmetric manner in which two agents
are selected at random to combine their beliefs, with both
1We normalise so that if qi +  < 0 then it is set to 0, and if
qi +  > 1 then it is set to 1.
agents then adopting this combination as their new belief, i.e.,
if the two agents have beliefs m1 and m2, respectively, then
they both replace these with m1 m2.
4 Fixed Point Analysis
Consider an agent model in which at each time step t two
agents are selected at random to combine their beliefs from a
population of k agents A = {a1 . . . , ak} with beliefs quanti-
fied by mass functions mti : i = 1, . . . , k. For any t the state
of the system can be represented by a vector of mass functions
〈mt1, . . . ,mtk〉. Without loss of generality we can assumed
that the updated state is then 〈mt+11 ,mt+12 , . . . ,mt+1k 〉 =〈mt1  mt2,mt1  mt2,mt3, . . . ,mtk〉. Hence, we then have
a dynamical system characterised by the mapping;
〈mt1, . . . ,mtk〉 → 〈mt1 mt2,mt1 mt2,mt3, . . . ,mtk〉.
The fixed points of this mapping are those for which mt1 =
mt1 mt2 and mt2 = mt1 mt2. This requires that mt1 = mt2
and hence the fixed point of the mapping are the fixed points
of the operator, i.e., those mass functions m for which m 
m = m. In the following we analyse in detail the fixed points
for the case in which there are 3 states S = {s1, s2, s3}. Let
m = {s1, s2, s3} : x7, {s1, s2} : x4, {s1, s3} : x5, {s2, s3} :
x6, {s1} : x1, {s2} : x2, {s3} : x3 represent a general mass
function defined on this state space and where without loss of
generality we take x7 = 1−x1−x2−x3−x4−x5−x6. For
the Dubois & Prade operator the constraint that mm = m
generates the following simulateous equations.
x21 + 2x1x4 + 2x1x5 + 2x1x7 + 2x4x5 = x1
x22 + 2x2x4 + 2x2x6 + 2x2x7 + 2x4x6 = x2
x23 + 2x3x5 + 2x3x6 + 2x3x7 + 2x5x6 = x3
x24 + 2x1x2 + 2x4x7 = x4
x25 + 2x1x3 + 2x5x7 = x5
x26 + 2x2x3 + 2x6x7 = x6
The Jacobian for this set of equations is given by;
J =
(
∂
∂xj
mm(Ai)
)
where A1 = {s1}, A2 = {s2}, A3 = {s3}, A4 =
{s1, s2} . . . The stable fixed points are those solutions to the
above equations for which the eigenvalues of the Jacobian
evaluated at the fixed point lie within the unit circle on the
complex plane. In this case the only stable fixed points are
the mass functions {s1} : 1, {s2} : 1 and {s3} : 1. In other
words, the only stable fixed points are those for which agents’
beliefs are both certain and precise. That is where for some
state si ∈ S, Bel({si}) = Pl({si}) = 1. The stable fixed
points for Dempster’s rule and Yager’s operator are also of
this form. The averaging operator is idempotent and all mass
functions are unstable fixed points.
The above analysis concerns agent-based systems apply-
ing a combination in order to reach consensus. However, we
have yet to incorporate evidential updating into this model.
As outlined in Section 3 it is proposed that each agent inves-
tigates a particular state si chosen according to her current
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Figure 1: Average Bel({s3}) plotted against iteration t with r =
0.05 and σ = 0.1. Comparison of all four operators.
beliefs using the pignistic distribution. With probability r this
will result in her updating her beliefs from m to m  mEi .
Hence, for convergence it is also required that agents only
choose to investigate states for which m  mEi = m. As-
suming qi > 0 then there is only one such fixed point cor-
responding to m = {si} : 1. Hence, the consensus driven
by belief combination as characterised by the above fixed-
point analysis will result in convergence of individual agent
beliefs if we also incorporate evidential updating. That is, an
agent with beliefs close to a fixed point of the operator, i.e.,
m = {si} : 1, will choose to investigate state si with very
high probability and will therefore tend to be close to a fixed
point of the evidential updating process.
5 Simulation experiments
In this section we describe simulation experiments to study
the dynamics of the four belief combination operators within
the best-of-n model introduced in Section 3. The aim is to
understand the behaviour of these combination operators in
this dynamic multi-agent context and to compare their per-
formance under different evidence rates and noise levels, i.e.,
for varying values of r and σ.
Unless otherwise stated, all experiments share the follow-
ing parameter values. We consider a populationA of k = 100
agents with beliefs initialised so that;
m0i = S : 1 for i = 1, . . . , 100
In other words, at the beginning of each simulation every
agent is in a state of complete ignorance as represented in
DST by allocating all mass to the set of all states. Each exper-
iment is run for a maximum of 10 000 iterations, or until the
population converges. Here, convergence requires that the be-
liefs of the population have not changed for 100 interactions,
where an interaction may be the updating of beliefs based on
evidence or the combination of beliefs between agents.
For a given set of parameter values the simulation is run
100 times and results are then averaged across these runs.
Quality values are defined so that qi = in+1 for i = 1, . . . , n
and consequently sn is the best state. Hence, in the following,
Bel({sn}) provides a measure of convergence performance
for the two operators.
Initially we consider the best-of-n problem where n = 3
with quality values q1 = 0.25, q2 = 0.5 and q3 = 0.75. Fig-
ure 1 shows belief values for the best state s3 averaged across
agents and simulation runs for the evidence rate r = 0.05 and
noise standard deviation σ = 0.1. For the Dubois & Prade
operator there is complete convergence to Bel({s3}) = 1
while for Dempster’s rule the average value of Bel({s3}) at
steady state is approximately 0.9. Both Yager’s operator and
the averaging operator do not converge to a steady state and
instead maintain an average value of Bel({s3}) oscillating
around 0.29 and 0.4, respectively. For both Dubois & Prade’s
operator and Dempster’s rule, at steady state the average be-
lief and plausibility values are equal. This is consistent with
the fixed point analysis given in Section 4 in showing that all
agents converge to mass functions of the form m = {si} : 1
for some state si ∈ S. Indeed, for the Dubois & Prade op-
erator all agents converge to m = {s3} : 1 while for Demp-
ster’s rule this happens in the large majority of cases. In other
words, the combination of updating from direct evidence and
belief combination results in agents reaching the certain and
precise belief that s3 is the true state of the world.
In the following subsections we describe a more systematic
comparison of the operators in this context, for varying values
of r and σ and also for different numbers of states n.
5.1 Varying Evidence Rates
In this section we investigate how the rate at which agents re-
ceive information from their environment affects their ability
to reach a consensus about the true state of the world.
Figures 2a and 2b show steady state values of Bel({s3})
averaged across agents and simulation runs for evidence rates
in the lower range r ∈ [0, 0.01] and across the whole range
r ∈ [0, 1], respectively. For each operator we compare
the combination of evidential updating and belief combi-
nation (solid lines) with that of evidential updating alone
(dashed lines). From Figure 2a we see that for low values
of r ≤ 0.02 Dempster’s rule converges to higher average val-
ues of Bel({s3}) than do the other operators. Indeed, for
0.001 ≤ r ≤ 0.006 the average value of Bel({s3}) obtained
using Dempster’s rule is approximately 10% higher than is
obtained using Dubois & Prade’s operator, and is significantly
higher still than that of the averaging operator and Yager’s
rule. However, the performance of Dempster’s rule declines
significantly for higher evidence rates and for r > 0.3 it con-
verges to average values for Bel({s3}) of less than 0.8. At
r = 1, when every agent is receiving evidence at each time
step, there is failure to reach consensus when applying Demp-
ster’s rule. Indeed, there is polarisation with the population
splitting into separate groups, each certain that a different
state is the best. In contrast, Dubois & Prade’s operator per-
forms well for higher evidence rates and for all r > 0.02 there
is convergence to an average value of Bel({s3}) = 1. Nei-
ther the averaging operator nor Yager’s rule appear to perform
differently for increasing evidence rates and instead main-
tain similar levels of performance for r > 0.1. In Figure 2
and then subsequent figures showing steady state results, we
do not include error bars as this impacts negatively on read-
ability. Instead, Figure 3 shows the standard deviation for
Bel({s3}) plotted against evidence rate. As expected, stan-
dard deviation is high for low evidence rates in which the
sparsity of evidence results in different runs of the simulation
converging to different states. This then declines rapidly with
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(a) Low evidence rates r ∈ [0, 0.01].
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(b) All evidence rates r ∈ [0, 1].
Figure 2: Average Bel({s3}) for evidence rates r ∈ [0, 1]. Comparison of all four operators both with and without belief combination
between agents.
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Figure 3: Standard deviation for different evidence rates r ∈
[0, 0.5]. Comparison of all four operators both with and without
belief combination between agents.
increasing evidence rates.
The dashed lines in Figures 2a and 2b show the values of
Bel({s3}) obtained at steady state when there is only updat-
ing based on direct evidence. In most cases the performance
is broadly no better than, and indeed often worse than, the
results which combine evidential updating with belief combi-
nation between agents. For low evidence rates where r < 0.1
the population does not tend to fully converge to a steady state
since there is insufficient evidence available to allow conver-
gence in 10, 000 time steps. For higher evidence rates under
Dubois & Prade’s operator and Dempster’s rule, the popu-
lation eventually converges on a single state with complete
certainty. However, since the average value of Bel({s3}) in
both cases is approximately 0.6 for r > 0.002 then clearly
convergence is often not to the best state. Overall, it is clear
then that in this formulation of the best-of-n problem com-
bining both updating from direct evidence and belief combi-
nation results in much better performance than obtained by
using evidential updating alone for both Dubois & Prade’s
operator and Dempster’s rule. Meanwhile, it is apparent that
the averaging operator is not affected by the combined up-
dating method, whereas Yager’s rule is sometimes adversely
affected for lower evidence rates 0.001 ≤ r ≤ 0.4.
5.2 Noisy Evidence
Noise is ubiquitous in applications of multi-agent systems.
In embodied agents such as robots this is often a result of
sensor errors, but noise can also be a feature of an inherently
variable environment. In this section we consider the effect
of evidential noise on the best-of-n problem, as governed by
the standard distribution σ of the noise distribution.
Figure 4 shows the average value of Bel({s3}) at steady
state plotted against σ ∈ [0, 0.3] for different evidence rates
r ∈ {0.01, 0.05, 0.1}. Figure 4a shows that for an evidence
rate r = 0.01, both Dubois & Prade’s operator and Demp-
ster’s rule have very similar performance in the presence of
noise. The averaging operator and Yager’s rule also exhibit
similar performance to one another for this evidence rate. For
example with no noise, i.e., σ = 0, Dubois & Prade’s op-
erator converges to an average value of Bel({s3}) = 0.92,
Dempster’s rule converges to 0.93 on average, Yager’s rule to
an average of 0.35 and the averaging operator to 0.4. Then,
with σ = 0.3, Dubois & Prade’s operator converges to an av-
erage value of Bel({s3}) = 0.77, Dempster’s rule to 0.736,
Yager’s rule to 0.21 and the averaging operator converges to
0.29. Hence, all operators are affected by the noise to a simi-
lar extent given this low evidence rate.
In contrast, for the evidence rates of r = 0.05 and r =
0.1, Figures 4b and 4c, respectively, we see that Dubois &
Prade operator is the most robust operator to increased noise.
Specifically, for r = 0.05 and σ = 0, Dubois & Prade’s op-
erator converges to an average value of Bel({s3}) = 1 and
for σ = 0.3 this only decreases to 0.98. On the other hand,
the presence of noise at this evidence rate has a much higher
impact on the performance of Dempster’s rule and the aver-
aging operator. For σ = 0 Dempster’s rule converges to an
average value of Bel({s3}) = 0.95 but this decreases to 0.78
for σ = 0.3, and for the averaging operator the average value
of Bel({s3}) = 0.41 and decreases to 0.29. The contrast
between the performance of the operators in the presence of
noise is even greater for the evidence rate r = 0.1 as seen in
Figure 4c. Yager’s rule is the exception in this context since
for both evidence rates r = 0.05 and r = 0.1, the average
value of Bel({s3}) remains constant at approximately 0.3.
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(a) r = 0.01.
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(b) r = 0.05.
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Figure 4: Average Bel({s3}) for all four operators plotted against σ ∈ [0, 0.3] for different evidence rates r.
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(a) Dubois & Prade’s operator.
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Figure 5: Average Bel({sn}) for n ∈ {3, 5, 10} plotted against σ
for r = 0.05.
5.3 Scalability to Large Numbers of States
In many distributed decision-making applications the size of
the state space, i.e., the value of n in the best-of-n problem,
will be large. In the swarm robotics literature most best-of-n
studies are for n = 2 (see for example [Valentini et al., 2014;
Reina et al., 2018]). However, there is growing interest in
studying larger numbers of choices in this context [Reina et
al., 2017; Crosscombe et al., 2017]. Hence, it is important to
investigate the scalability of the proposed DST approach to
large values of n.
Having up to now focused on the n = 3 case, in this sec-
tion we present additional simulation results for n = 5 and
n = 10. As proposed in the introduction to Section 5 the
quality values are allocated so that qi = in+1 for i = 1, . . . , n.
Hence, the relevant values for the n = 5 and n = 10 cases
are 16 ,
1
3 ,
1
2 ,
2
3 ,
5
6 , and
1
11 ,
2
11 , . . . ,
9
11 ,
10
11 , respectively. For
this section, we only consider Dubois & Prade’s operator and
Dempster’s rule due to their better performance when com-
pared with the other two combination operators.
For Dubois & Prade’s operator, Figure 5a shows steady
state values of Bel({sn}), i.e., belief in the best state for n =
3, 5 and 10, plotted against noise σ ∈ [0, 0.3] for evidence
rate r = 0.05. Figure 5b then shows the same results for
Dempster’s rule. For Dubois & Prade’s operator the steady
state average is Bel({s5}) = 0.94 which is close to the value
of Bel({s3}) for the n = 3 case. However, for n = 10
the value of Bel({s10}) is 0.61 when σ = 0, corresponding
to a significant decrease in performance. Nonetheless, from
Figure 5b, we see that for Dempster’s rule performance de-
clines much more rapidly with increasing n than for Dubois
& Prade’s operator. So at σ = 0 and n = 5 the average
value at steady state for Dempster’s rule isBel({s5}) = 0.76
and for n = 10 it is Bel({s10}) = 0.53. As expected the
performance of both operators decreases as σ increases, with
Dubois & Prade’s operator also being more robust to noise
than Dempster’s rule for large values of n.
Hence, the results support only limited scalability for the
DST approach to the best-of-n problem, at least as far as
uniquely identifying the best state is concerned. Furthermore,
as n increases so does sensitivity to noise. This reduced per-
formance may in part be a feature of the way quality values
have been allocated. Notice that as n increases the difference
between successive quality values qi+1−qi = 1n+1 decreases.
This is likely to make it difficult for a population of agents to
distinguish between the best state and those which have in-
creasingly similar quality values. Furthermore, a given noise
standard deviation σ is more likely to result in an inaccurate
ordering of the quality values the closer those values are to
each other.
6 Discussion and Conclusions
In this paper we have introduced a model of consensus for-
mation in the best-of-n problem which combines updating
from direct evidence with belief combination between pairs
of agents. We have utilised DST as a convenient frame-
work for representing agents’ beliefs, as well as the evi-
dence that agents receive from the environment. In particular,
we have studied and compared the macro-level convergence
properties of several established operators applied iteratively
in a dynamic multi-agent setting and through simulation we
have identified several important properties of these operators
within this context. Dubois & Prade’s operator is shown to be
most effective at reducing polarisation and reaching a con-
sensus for all except very low evidence rates, despite it not
satisfying certain desirable properties, e.g., associativity. It is
also more robust to noise. We believe that underlying the dif-
ference in the performance of all but the averaging operator is
the way in which they differ in their handling of inconsistent
beliefs.
Further work will investigate the issue of scalability in
more detail, including whether alternatives to the updating
process may be applicable in a DST model, such as that of
negative updating in swarm robotics [Lee et al., 2018b]. We
must also consider the increasing computational cost of DST
as the size of the state space increases and investigate other
representations such as possibility theory as a means of avoid-
ing exponential increases in the cost of storing and combining
mass functions. Finally, we hope to adapt our method to be
applied to a network, as opposed to a complete graph, so as
to study the effects of limited or constrained communications
on convergence.
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