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0.1 Introduzione
In questa tesi vogliamo esporre i principali risultati riguardanti l’esistenza, l’unici-
ta` e la regolarita`, all’interno e al bordo, della soluzione del problema di Dirichlet
relativo a sistemi differenziali totalmente non lineari di tipo ellittico. In particolare
ci occupiamo di sistemi del secondo ordine in forma non variazionale, ossia del tipo
F (x, u,Du,D2u) = f(x, u,Du). (1)
Esistono diverse definizioni di ellitticita` per i sistemi lineari: ad esempio possiamo
citare la Condizione di Legendre, quella di Legendre-Hadamard, quella di Cordes e la
Condizione (A) di Campanato. Noi utilizziamo quest’ultima nella sua formulazione
per sistemi non lineari.
La Condizione (A) ha il pregio di essere strettamente correlata alla Teoria degli
operatori vicini (o delle applicazioni vicine), la quale permette di trovare, in maniera
semplice ed elegante, risultati di esistenza e di unicita` della soluzione per il problema
di Dirichlet. Inoltre, questa condizione di ellitticita` permette agevolmente di ottenere
teoremi di regolarita` negli spazi Lp,λ di Morrey e negli spazi Lp,λ di Campanato.
La Teoria degli operatori vicini e` nata inizialmente proprio con lo scopo di fornire
un assetto teorico-formale che permettesse di dedurre risultati di esistenza ed unicita`
per il problema di Dirichlet relativo ad equazioni ellittiche in forma non variazionale.
Successivamente, questa teoria ha acquisito un discreto numero di proposizioni, tale
da farle assumere un profilo autonomo dai problemi differenziali.
Vediamo la definizione di applicazioni vicine: sia X un insieme, su cui a priori non
mettiamo nessuna struttura, sia (Y, ‖·‖Y ) uno spazio di Banach, e siano A,B : X → Y
due applicazioni.
Definizione 0.1.1. Diciamo che A e` vicina a B se esistono due numeri reali positivi
α e k, con k ∈ (0, 1), tali che per ogni u, v ∈ X
‖B(u)−B(v)− α(A(u)− A(v))‖Y ≤ k‖B(u)−B(v)‖Y .
Il nucleo centrale della Teoria degli operatori vicini e` il Teorema fondamentale, il
quale stabilisce che se A e` vicina a B e B e` una bigezione, allora anche A lo e`. Se
Y e` dotato anche della struttura di spazio di Hilbert, allora si prova l’equivalenza
tra la condizione di stretta monotonia per operatori e la condizione di vicinanza. La
maggior parte dei risultati della teoria si ottiene nel caso in cui anche X ha una
struttura di spazio di Banach. In particolare si riesce a generalizzare il Teorema di
Lax-Milgram ad una classe di operatori non lineari fra spazi di Banach, ed inoltre si
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dimostra un teorema delle funzioni implicite, il quale, oltre a trovare applicazione nei
problemi differenziali, permette di generalizzare il Teorema di Hildebrandt-Graves ed
il Teorema di Robinson.
Vediamo brevemente come mai e` stato necessario introdurre la Condizione (A), e
quale legame intercorre fra questa e la Teoria degli operatori vicini. E’ noto che per
le equazioni differenziali lineari di tipo non variazionale non e`, in generale, ben posto
il problema di Dirichlet
u ∈ H2(Ω) ∩H10 (Ω)
n∑
i,j=1
aij(x)Diju = f(x) q.o. in Ω,
(2)
dove: Ω ⊂ Rn e` un aperto limitato, convesso e con frontiera regolare, aij ∈ L∞(Ω),
f ∈ L2(Ω) e {aij(x)}i,j=1,...,n e` una matrice uniformemente ellittica, ovvero esiste
ν > 0 tale che per ogni η ∈ Rn e per quasi ogni x ∈ Ω
n∑
i,j=1
aij(x)ηiηj ≥ ν‖η‖2n.
Infatti, si possono costruire controesempi in cui non c’e` unicita` della soluzione (si
veda Talenti [37]). A questo punto le strade da seguire per risolvere il problema
della cattiva positura sono due: aumentare la regolarita` dei coefficienti, o imporre
condizioni piu` forti, di tipo algebrico, sulla matrice. Nel primo caso, e` sufficiente ad
esempio assumere che i coefficienti siano ho¨lderiani perche` il Problema (2) sia ben
posto (si veda Giusti [24]). Nel secondo caso, avendo coefficienti in L∞(Ω), si puo`
imporre la seguente:
Definizione 0.1.2 (Condizione (A)). Sia M(x) = {aij(x)}i,j=1,...,n una matrice
con coefficienti in L∞(Ω). Diciamo che M(x) verifica la Condizione (A) se esistono
tre numeri reali α, γ, δ, con α > 0, γ > 0, δ ≥ 0 e γ + δ < 1 tali che:∣∣∣∣∣
n∑
i=1
ξii − α
n∑
i,j=1
aij(x)ξij
∣∣∣∣∣ ≤ γ‖ξ‖n2 + δ
∣∣∣∣∣
n∑
i=1
ξii
∣∣∣∣∣
per ogni ξ = {ξij}i,j=1,...,n ∈ Rn×n, e per quasi ogni x ∈ Ω.
Se la matrice dei coefficienti verifica la Condizione (A), allora e` facile provare che
l’operatore E : H2(Ω) ∩ H10 (Ω) → L2(Ω), definito da E(u) =
∑n
i,j=1 aij(x)Diju, e`
vicino all’operatore di Laplace. Come e` noto dalla teoria delle equazioni ellittiche
lineari, l’operatore di Laplace e` una bigezione fra gli spazi H2(Ω)∩H10 (Ω) e L2(Ω), e
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pertanto, grazie al Teorema fondamentale degli operatori vicini, possiamo concludere
che esiste una ed una sola soluzione del Problema (2).
Lo stesso ragionamento si applica nel caso dei sistemi differenziali totalmente non
lineari in forma quasi base, ossia del tipo F (x,D2u) = f(x), ponendo sulla funzione
F un’analoga ipotesi, ovvero: se F : Ω×Rn×n×N → RN e` un’applicazione che verifica
le condizioni di Carathe´odory, e tale che F (x, 0) = 0 per quasi ogni x ∈ Ω, allora:
Definizione 0.1.3 (Condizione (A) per sistemi non lineari). Diciamo che F
soddisfa la Condizione (A) (uniformemente rispetto a x) se esistono tre numeri reali
α, γ, δ, con α > 0, γ > 0, δ ≥ 0 e γ + δ < 1 tali che:∥∥∥∥∥
n∑
i=1
ξii − α[F (x, ξ + τ)− F (x, τ)]
∥∥∥∥∥
N
≤ γ ‖ξ‖n2N + δ
∥∥∥∥∥
n∑
i=1
ξii
∥∥∥∥∥
N
per quasi ogni x ∈ Ω, per ogni ξ, τ ∈ Rn×n×N . (1)
In queste ipotesi si prova che, se fissiamo f ∈ L2(Ω,RN), allora il problema di
Dirichlet u ∈ H
2(Ω,RN) ∩H10 (Ω,RN)
F (x,D2u) = f(x) q.o. in Ω,
(3)
ammette una ed una sola soluzione.
Vediamo capitolo per capitolo il contenuto della tesi.
Nel primo capitolo esponiamo in modo esauriente tutti i principali risultati della
Teoria degli operatori vicini. In particolare, nella prima parte del capitolo, riportiamo
le dimostrazioni del Teorema fondamentale e dei Teoremi di immagine aperta e di
immagine densa. Inoltre viene presentata, in questa sede, una nuova generalizzazione
del Teorema di Lax-Milgram per una classe di operatori non lineari surgettivi. Nella
seconda parte del capitolo proviamo alcuni lemmi riguardanti applicazioni Fre´chet-
differenziabili fra spazi di Banach, ed un teorema delle funzioni implicite che, come
caso particolare, permette di ritrovare il Teorema di Hildebrandt-Graves.
Nel secondo capitolo proviamo un teorema di esistenza ed unicita` globale per il
Problema (3), e vari teoremi di regolarita` all’interno per sistemi ellittici di diversa
natura. In particolare, per sistemi quasi base, riusciamo ad ottenere risultati di rego-
larita` all’interno negli spazi di Morrey e negli spazi di Campanato. Le dimostrazioni
dei teoremi di regolarita` delle soluzioni seguono il metodo di Campanato: ricavare la
differenziabilita` delle soluzioni per sistemi in forma base, ossia con parte principale
1Utilizziamo la notazione ξ = {ξij}i,j=1,...,n, con ξij ∈ RN , per indicare un generico elemento di
Rn×n×N .
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del tipo F (D2u), ottenere maggiorazioni di tipo Caccioppoli e di tipo Poincare´, e l’uti-
lizzo dei cosiddetti lemmi algebrici. Per quanto riguarda i sistemi in forma completa,
cioe` del tipo (1), attraverso il Teorema del punto fisso di Birkhoff-Kellogg-Schauder
otteniamo un risultato di esistenza locale, e proviamo un teorema di ho¨lderianita`
locale delle soluzioni.
Nel terzo ed ultimo capitolo, dimostriamo un teorema di regolarita` (differenzia-
bilita`) fino al bordo per il problema di Dirichlet su una semisfera, relativo a sistemi
ellittici omogenei in forma base.
Occorre sottolineare che, mentre per i sistemi non lineari variazionali esistono di-
versi lavori riguardanti la regolarita` al bordo, per quelli in forma non variazionale
resta ancora aperto il problema di sviluppare una teoria della regolarita` negli spazi
Lp,λ. Altro problema aperto e` quello della differenziabilita` delle soluzioni, sia all’in-
terno che al bordo, per sistemi ed anche per equazioni non variazionali di tipo non
base.
Nell’appendice richiamiamo le definizioni degli spazi funzionali da noi utilizzati ed
elenchiamo i principali teoremi che li riguardano. In particolare: gli spazi di Sobolev
e i teoremi di Poincare´, di Sobolev e di Rellich-Kondrachov, gli spazi di Morrey, gli
spazi di Campanato ed il Teorema di isomorfismo di questi ultimi con gli spazi delle
funzioni ho¨lderiane. Riportiamo inoltre le dimostrazioni dei lemmi di Niremberg e
dei lemmi algebrici impiegati.
Commento bibliografico
Un’esposizione generale della Teoria degli operatori vicini si trova ad esempio in [15],
[38], oppure in [10]; mentre, per una trattazione completa su come i risultati della
teoria permettano di generalizzare i teoremi delle funzioni implicite di Hildebrandt-
Graves e di Robinson, si veda [39].
La bibliografia relativa al settore delle equazioni e dei sistemi ellittici e` molto
vasta. Ci limitiamo a segnalare i lavori maggiormente legati a quanto trattato in
questa tesi. Un confronto fra le varie condizioni di ellitticita` si trova in [40]. Per una
trattazione esauriente sulla regolarita` all’interno per sistemi lineari (e quasi lineari)
di tipo variazionale si veda [8]; per la regolarita` all’interno e al bordo nel caso di
equazioni lineari (e quasi lineari) di tipo non variazionale, si veda [24]. I risultati
inerenti i sistemi totalmente non lineari si trovano in: [9], [11], [12], [13], [14], [32]. In
particolare, per i teoremi di regolarita` fino al bordo, relativi a sistemi non lineari in
forma non variazionale, si veda [31].
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Le questioni inerenti la regolarita` della frontiera degli aperti di Rn, l’operatore di
traccia e i problemi differenziali legati ad equazioni ellittiche su domini non regolari,
sono trattate in [26].
Inoltre, altri approcci alla teoria dell’esistenza e della regolarita` per equazioni
ellittiche totalmente non lineari, in forma non variazionale, si trovano in [23] e [32]
per quanto concerne la ricerca di soluzioni e la regolarita` nei consueti spazi funzionali,
e in [7] per quanto riguarda le soluzioni viscose.
Relativamente agli spazi funzionali segnaliamo: per gli spazi di Sobolev [3], [26],
[28]; per gli spazi di Morrey e di Campanato [17], [18], [24], [28].
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0.2 Notazioni e convenzioni
Siano n ≥ 2, N ≥ 1 due numeri interi; se x ∈ Rn, x = (x1, . . . , xn), indichiamo con
‖x‖n la norma euclidea di x. Utilizziamo la stessa notazione per indicare la norma
degli elementi di Rn×n e di Rn×n×N , identificando Rn×n con Rn2 e Rn×n×N con Rn2N .
Se x, y ∈ Rn indichiamo con (x, y)n il prodotto scalare canonico di x e y.
Se x ∈ Rn e V ⊂ Rn, denotiamo con d(x, V ) la distanza fra x e V , ossia il numero
inf
y∈V
‖x − y‖n. Similmente, se U, V ⊂ Rn sono entrambi non vuoti, allora indichiamo
con d(U, V ) = inf
x∈U
d(x, V ) la distanza fra U e V . Se U ⊂ Rn e` un insieme non vuoto,
allora denotiamo con dU = sup
x,y∈U
‖x− y‖n il diametro di U .
Se Ω e` un aperto di Rn e u : Ω→ RN , allora indichiamo con supp(u) il supporto
di u, ossia il sottoinsieme di Rn definito da
supp(u) = {x ∈ Ω : u(x) 6= 0}.
Siano Ω1,Ω2 due aperti di Rn, scriviamo Ω1 ⊂⊂ Ω2 se Ω1 ⊂ Ω2 e Ω1 e` compatto.
Se α = (α1, . . . , αn) e` un multiindice poniamo:
|α| = α1 + . . .+ αn,
Di =
∂
∂xi
,
Dα = Dα11 . . . D
αn
n .
Quando ci riferiamo ad applicazioni misurabili, o integrabili, sottintendiamo che
lo siano rispetto alla misura di Lebesgue. Se A ⊂ Rn e` un insieme misurabile secondo
Lebesgue, e se f e` un’applicazione integrabile su A, allora, per indicare l’integrale di
f su A, adottiamo indistintamente uno dei due simboli:
∫
A
f dx, oppure
∫
A
f(x) dx.
Per le definizioni dei vari spazi funzionali che impieghiamo, e delle norme associate,
rimandiamo all’appendice. Ci limitiamo qui a riportare i simboli che adottiamo per i
principali spazi e per le norme:
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Lp(Ω,RN) ‖ · ‖0,p,Ω 1 ≤ p <∞
L∞(Ω,RN) ‖ · ‖∞,Ω
Hk,p(Ω,RN) ‖ · ‖k,p,Ω 1 ≤ p <∞, k ∈ N
Ck(Ω,RN) ‖ · ‖Ck(Ω,RN ) k ∈ N
Ck,γ(Ω,RN) ‖ · ‖C0,γ(Ω,RN ) k ∈ N, γ ∈ (0, 1]
Lp,λ(Ω,RN) ‖ · ‖Lp,λ(Ω,RN ) 1 ≤ p <∞, λ ∈ [0, n]
Lp,λ(Ω,RN) ‖ · ‖Lp,λ(Ω,RN ) 1 ≤ p <∞, λ ∈ [0, n+ p].
Se (X, d) e` uno spazio metrico, x0 ∈ X e r e` un numero reale positivo, denotiamo
con S(x0, r) = {x ∈ X : d(x, x0) < r} la palla aperta di centro x0 e raggio r.
Se (X, ‖ · ‖X), (Y, ‖ · ‖Y ) sono spazi di Banach, indichiamo con L(X, Y ) lo spazio
degli operatori lineari e continui di X in Y . Ricordiamo che anche L(X, Y ) ha una
struttura di spazio di Banach con la norma
‖T‖L(X,Y ) = sup
x 6=0
‖Tx‖Y
‖x‖X .
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Capitolo 1
Teoria degli operatori vicini
1.1 Introduzione
In questo capitolo vogliamo esporre i principali teoremi riguardanti la Teoria degli ope-
ratori vicini. Questa teoria, seppur formalmente molto semplice, fornisce interessanti
risultati, come per esempio la generalizzazione del classico Teorema di Lax-Milgram
agli spazi di Banach e ad operatori non necessariamente lineari. Tali risultati permet-
tono anche di ricavare teoremi di esistenza ed unicita` della soluzione per il problema
di Dirichlet, relativo a sistemi differenziali ellittici totalmente non lineari.
Sia X un insieme, sia (Y, ‖ · ‖Y ) uno spazio di Banach, e siano A,B : X → Y due
applicazioni.
Definizione 1.1.1. Diciamo che A e` vicina a B se esistono due numeri reali positivi
α e k, con k ∈ (0, 1), tali che per ogni u, v ∈ X
‖B(u)−B(v)− α(A(u)− A(v))‖Y ≤ k‖B(u)−B(v)‖Y . (1.1)
Dalla definizione di applicazioni vicine si ottengono immediatamente i seguenti
lemmi:
Lemma 1.1.1. Se A e` vicina a B, con costanti α e k, allora per ogni u, v ∈ X si ha
α‖A(u)− A(v)‖Y ≤ (k + 1)‖B(u)−B(v)‖Y , (1.2)
(1− k)‖B(u)−B(v)‖Y ≤ α‖A(u)− A(v)‖Y . (1.3)
Lemma 1.1.2. Se B : X → Y e` iniettiva, allora
dB(u, v) = ‖B(u)−B(v)‖Y (1.4)
e` una metrica su X.
13
14 CAPITOLO 1. TEORIA DEGLI OPERATORI VICINI
Dai lemmi precedenti, e dal prossimo, dedurremo il Teorema fondamentale della
teoria degli operatori vicini, il quale stabilisce che importanti proprieta` delle appli-
cazioni, quali l’iniettivita` e la suriettivita`, vengono preservate dalla condizione di
vicinanza.
Lemma 1.1.3. Se B : X → Y e` bigettiva, allora lo spazio metrico (X, dB) e` completo.
Dimostrazione. Sia {un}n∈N una successione di Cauchy in (X, dB), in particolare que-
sto implica che la successione {B(un)}n∈N e` di Cauchy in Y , che e` completo, quindi
esiste U ∈ Y tale che
‖B(un)− U‖Y → 0.
Posto u = B−1(U), si ha u ∈ Y e
dB(un, u) = ‖B(un)− U‖Y → 0.
E la tesi e` provata.
Teorema 1.1.1 (Teorema fondamentale). Date due applicazioni A,B : X →
Y , se A e` vicina a B e se B e` iniettiva, suriettiva o biettiva, allora anche A e`
rispettivamente iniettiva, suriettiva o biettiva.
Dimostrazione. Per quanto riguarda l’iniettivita`, dal Lemma 1.1.1 segue che
B(u)−B(v) = 0⇐⇒ A(u)− A(v) = 0,
quindi se B e` iniettivo, per ogni u, v ∈ X tali che A(u) = A(v) segue che u = v.
SeB e` suriettiva ci riconduciamo al caso in cui l’applicazione e` biettiva nel seguente
modo: definiamo su X la relazione
u R v ⇐⇒ B(u) = B(v).
Indichiamo con [u]X la classe di equivalenza di u e con X = X/R l’insieme quoziente.
Definiamo le applicazioni A∗, B∗ : X→ Y nel modo seguente:
B∗([u]X) = B(u),
A∗([u]X) = A(u).
Per definizione segue che A∗ e` vicina a B∗, con costanti α e k, e B∗ e` bigettiva, quindi
anche A∗ e` bigettiva, ovvero A e` suriettiva.
Proviamo dunque il caso in cui B e` biettiva. Dalla prima parte del teorema segue
che A e` iniettiva, quindi resta da provare la surgettivita`. Per ogni f ∈ Y dobbiamo
dimostrare l’esistenza di una soluzione u ∈ X dell’equazione
A(u) = f.
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Tale equazione e` equivalente a
B(u) = B(u)− αA(u)− αf.
Poniamo F (u) = B(u)−αA(u)−αf ; per ogni u ∈ X abbiamo che F (u) ∈ Y , quindi
esiste uno ed un solo U = τ(u) ∈ X tale che
B(U) = F (u).
In questo modo abbiamo costruito un’applicazione τ : X → X che e` una contrazione
di X in se´. Infatti, se u, v ∈ X e U = τ(u), V = τ(v), allora
dB(τ(u), τ(v)) = ‖B(U)−B(V )‖Y
= ‖F (u)− F (v)‖Y = ‖B(u)−B(v)− α(A(u)− A(v))‖Y
≤ k‖B(u)−B(v)‖Y = kdB(u, v).
Per il Lemma 1.1.3 lo spazio (X, dB) e` completo, quindi per il Teorema delle
contrazioni esiste uno ed un solo u ∈ X tale che τ(u) = u. Di conseguenza esiste uno
ed un solo u ∈ X che risolve B(u) = F (u), e la biettivita` di A e` provata.
Adesso enunciamo per completezza alcuni semplici lemmi di immediata verifica.
Lemma 1.1.4. Se A e` vicina a B, con costanti α e k, allora A e` vicina a tutte le
applicazioni λB, con λ > 0, con costanti λα e k.
Lemma 1.1.5. Se A e` vicina a B, con costanti α e k, allora, e` vicina a B anche
ogni applicazione λA, dove λ > 0, con costanti α
λ
e k.
Lemma 1.1.6. Se A e` vicina a B, con costanti α e k, allora −A e` vicina a −B, con
le stesse costanti α e k.
In analogia con le applicazioni lineari, se A : X → Y , poniamo
Ker(A) = {u ∈ X : A(u) = 0}.
Vale il seguente teorema:
Teorema 1.1.2. Se A e` vicina a B, e se Ker(A) ∩Ker(B) 6= ∅, allora Ker(A) =
Ker(B).
Dimostrazione. Sia v ∈ Ker(A) ∩ Ker(B), dalla condizione di vicinanza si ottiene
che per ogni u ∈ X
‖B(u)− αA(u)‖Y ≤ k‖B(u)‖Y ,
e poiche´ k ∈ (0, 1), si ha
A(u) = 0⇐⇒ B(u) = 0.
E la tesi e` provata.
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Teorema 1.1.3. Siano A,B,C applicazioni di X in Y , se A e` vicina a B, con
costanti α e k, e se
‖B(u)−B(v)‖Y ≤ ‖(B + αC)(u)− (B + αC)(v)‖Y ∀u, v ∈ X, (1.5)
allora l’applicazione A+ C e` vicina a B + αC, con le stesse costanti α e k.
Dimostrazione. Poiche´, per ipotesi, A e` vicina a B, per ogni u, v ∈ X si ha
‖(B + αC)(u)− (B + αC)(v)− α[(A+ C)(u)− (A+ C)(v)]‖Y
= ‖B(u)−B(v)− α(A(u)− A(v))‖Y ≤ k‖B(u)−B(v)‖Y
≤ ‖(B + αC)(u)− (B + αC)(v)‖Y ,
dove l’ultimo passaggio segue dall’ipotesi (1.5). E la tesi e` provata.
1.2 Il caso degli Hilbert reali
Sia X un insieme qualunque, e sia H uno spazio di Hilbert reale con prodotto scalare
(·, ·)H .
Definizione 1.2.1. Se A e B sono applicazioni di X in H, si dice che A e` monotona
rispetto a B se per ogni u, v ∈ X
(A(u)− A(v), B(u)−B(v))H ≥ 0. (1.6)
Si dice che A e` strettamente monotona rispetto a B se esistono due numeri reali
positivi M e ν, con 0 < ν < M , tali che per ogni u, v ∈ X
‖A(u)− A(v)‖H ≤M‖B(u)−B(v)‖H , (1.7)
(A(u)− A(v), B(u)−B(v))H ≥ ν‖B(u)−B(v)‖2H . (1.8)
Osserviamo che dalla definizione si ottiene immediatamente il seguente lemma:
Lemma 1.2.1. Siano A e B applicazioni di X in H. Se A e` strettamente monotona
rispetto a B, allora B e` strettamente monotona rispetto ad A.
Teorema 1.2.1. Siano A,B applicazioni di X in H. Allora A e` vicina a B se e solo
se A e` strettamente monotona rispetto a B.
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Dimostrazione. Sia A vicina a B, con costanti α e k, in particolare dal Lemma 1.1.1,
per ogni u, v ∈ X si ha
‖A(u)− A(v)‖H ≤ (k + 1)
α
‖B(u)−B(v)‖H .
La prima condizione per la stretta monotonia e` dunque soddisfatta.
Dall’ipotesi di vicinanza, segue che
k2‖B(u)−B(v)‖2H ≥ ‖B(u)−B(v)− α(A(u)− A(v))‖2H
= ‖B(u)−B(v)‖2H + α2‖A(u)− A(v)‖2H − 2α(A(u)− A(v), B(u)−B(v))H ,
da cui, tenuto conto del Lemma 1.1.1, si ottiene
(A(u)− A(v), B(u)−B(v))H ≥ 1− k
α
‖B(u)−B(v)‖2H .
Abbiamo quindi provato che A e` strettamente monotona rispetto a B, con costanti
M = k+1
α
e ν = 1−k
α
.
Viceversa, se A e` strettamente monotona rispetto a B, allora, tenuto conto della
(1.7) e della (1.8), per ogni u, v ∈ X si ha∥∥∥B(u)−B(v)− ν
M2
(A(u)− A(v))
∥∥∥2
H
= ‖B(u)−B(v)‖2H +
ν2
M4
‖A(u)− A(v)‖2H − 2
ν
M2
(A(u)− A(v), B(u)−B(v))H
≤
(
1− ν
2
M2
)
‖B(u)−B(v)‖2H .
Quindi A e` vicina a B, con costanti α = ν
M2
e k =
√
1− ν2
M2
∈ (0, 1).
Osserviamo che, grazie al Teorema 1.2.1 e al Lemma 1.2.1, per due applicazioni
A,B a valori in uno spazio di Hilbert, A e` vicina a B se e solo se B e` vicina ad A.
Grazie al Teorema 1.2.1 possiamo affermare che il concetto di applicazioni vicine co-
stituisce una generalizzazione agli spazi di Banach di quello di applicazioni monotone,
e ci permette di generalizzare anche il classico Teorema di Lax-Milgram ad una classe
di applicazioni non lineari fra spazi di Banach. A tal fine consideriamo il seguente:
Teorema 1.2.2. Sia (X, ‖ ·‖X) uno spazio di Banach e sia IX l’applicazione identica
di X. Se A : X → X e` vicina a IX , con costanti α e k, allora A e` una bigezione, e
per ogni f ∈ X, detta u la soluzione di A(u) = f , risulta
‖u‖X ≤ α
1− k‖f − A(0)‖X . (1.9)
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Dimostrazione. Dal Teorema fondamentale 1.1.1 segue che A e` una bigezione, infatti
per ipotesi A e` vicina all’identita` IX , che e` ovviamente una bigezione di X in se´.
Sempre grazie all’ipotesi di vicinanza, per ogni u ∈ X si ha
‖u− α(A(u)− A(0))‖X ≤ k‖u‖X .
Da quest’ultima segue immediatamente la tesi, infatti
‖u‖X ≤ ‖u− α(A(u)− A(0))‖X + α‖A(u)− A(0)‖X
≤ k‖u‖X + α‖f − A(0)‖X .
Osserviamo che se X e` uno spazio di Hilbert reale con prodotto scalare (·, ·)X ,
l’ipotesi A vicina ad IX e` equivalente, per il Teorema 1.2.1, all’ipotesi A strettamente
monotona rispetto ad IX . Inoltre la maggiorazione (1.9) del Teorema 1.2.2 si puo`
riscrivere come
‖u‖X ≤ 1
ν
‖f − A(0)‖X ,
dove ν = 1−k
α
e` la costante trovata nella dimostrazione del Teorema 1.2.1. Se poi A e`
un’applicazione lineare, allora la condizione di stretta monotonia rispetto all’identita`
si traduce in A continua e coerciva. Ossia, esistono M, ν > 0 tali che per ogni u ∈ X
‖Au‖X ≤ M‖u‖X ,
(Au, u)X ≥ ν‖u‖2X .
Quindi se poniamo G(u, v) = (Au, v)X , G risultera` una forma bilineare continua e
coerciva.
Il Teorema 1.2.2 e` quindi una generalizzazione del Teorema di Lax-Milgram, infatti
se G e` una forma bilineare continua e coerciva su X, per il Teorema di Riesz troviamo
A : X → X tale che per ogni u, v ∈ X si ha G(u, v) = (A(u), v)X . Si prova facilmente
che A e` lineare, continua e coerciva. Se F e` un funzionale lineare continuo di X
allora, per il Teorema di Riesz, esiste un’unica f ∈ X tale che Fφ = (f, φ)X , per ogni
φ ∈ X, e ‖F‖X∗ = ‖f‖X . Per quanto osservato, A verifica le ipotesi del Teorema
1.2.2, e detta u ∈ X l’unica soluzione di Au = f , abbiamo provato che esiste un’unica
u ∈ X tale che G(u, φ) = Fφ per ogni φ ∈ X, e che vale ‖u‖X ≤ 1ν‖F‖X∗ .
Un altro risultato analogo a quello del Teorema 1.2.2, ma piu` generale, si ottiene
considerando applicazioni fra spazi di Banach vicine ad un operatore lineare, continuo
e surgettivo. Consideriamo il seguente lemma:
Lemma 1.2.2. Siano (X, ‖ · ‖X), (Y, ‖ · ‖Y ) spazi di Banach e sia T ∈ L(X, Y ) un
operatore surgettivo. Allora esiste c > 0 tale che per ogni y ∈ Y esiste x ∈ X che
verifica le seguenti relazioni:
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(i) Tx = y,
(ii) ‖x‖X ≤ c ‖y‖Y .
Dimostrazione. Consideriamo su X la relazione
x ' x′ ⇐⇒ T (x− x′) = 0,
la quale, ovviamente, e` una relazione di equivalenza su X. Consideriamo lo spazio
quoziente X/KerT e definiamo:
‖[x]‖X/KerT = inf
ξ∈[x]
‖ξ‖X ,
si verifica facilmente che questa e` una norma su X/KerT . Proviamo adesso che
lo spazio normato (X/KerT , ‖·‖X/KerT ) e` uno spazio di Banach. Sia {[xn]}n∈N una
successione di Cauchy in X/KerT ; allora possiamo trovare, grazie alla definizione
della norma ‖·‖X/KerT , una successione {ξn}n∈N di Cauchy in X, con ξn ∈ [xn]: quindi
si ha ξn → ξ in X, da cui si vede che [xn] → [ξ] in X/KerT . Consideriamo allora
l’applicazione T˜ : X/KerT → Y , definita da T˜ ([x]) = Tx; risulta chiaro che T˜ e` ben
definita, lineare, continua e invertibile; esiste quindi T˜−1 : Y → X/KerT .
Per il Teorema della mappa aperta in spazi di Banach, applicato a T˜ , segue che
T˜−1 e` continua, quindi esiste c > 0 tale che per ogni y ∈ Y∥∥∥[T˜−1y]∥∥∥
X/KerT
≤ c ‖y‖Y .
In particolare esiste ξy ∈ [T˜−1y] tale che ‖ξy‖X ≤ 2c ‖y‖Y , il che prova il lemma in
quanto:
Tξy = T˜ [ξy] = T˜ (T˜
−1y) = y.
Teorema 1.2.3. Siano (X, ‖ · ‖X), (Y, ‖ · ‖Y ) spazi di Banach, A un’applicazione di
X in Y e T ∈ L(X, Y ) un operatore surgettivo. Se A e` vicina a T , allora esiste una
costante c > 0, tale che, per ogni f ∈ Y esiste u ∈ X soluzione di A(u) = f e vale la
maggiorazione
‖u‖X ≤ c α
1− k‖f − A(0)‖Y .
Dimostrazione. Per il Teorema fondamentale, essendo A vicina ad un’applicazione
surgettiva e` anch’essa surgettiva, quindi, fissata f ∈ Y troviamo v ∈ X tale che
A(v) = f . Per il Lemma 1.2.2 esistono c > 0 ed u ∈ X tali che Tu = Tv e
‖u‖X ≤ c‖Tv‖Y . (1.10)
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Poiche´ A e` vicina a T e Tu = Tv, dal Lemma 1.1.1, segue che A(u) = A(v), in
particolare A(u) = f , e vale la maggiorazione
‖Tu− T0‖Y ≤ α
1− k‖f − A(0)‖Y . (1.11)
Da (1.10) e (1.11) segue la tesi.
Teorema 1.2.4. Sia X un insieme e siano A,B,C applicazioni di X in H, dove H
e` uno spazio di Hilbert reale. Se
(i) A e` vicina a B, con costanti α e k,
(ii) C e` monotona rispetto a B,
allora l’applicazione A+ C e` vicina a B + αC, con le stesse costanti α e k.
Dimostrazione. La tesi segue semplicemente dal Teorema 1.1.3, infatti dalla (ii), per
ogni u, v ∈ X si ha
‖B(u)−B(v) + α(C(u)− C(v))‖2H
= ‖B(u)−B(v)‖2H + α2‖C(u)− C(v)‖2H + 2α(B(u)−B(v), C(u)− C(v))H .
(1.12)
I primi due addendi della (1.12) sono non negativi, e grazie all’ipotesi (ii), anche
il terzo addendo e` non negativo. Ne consegue che
‖B(u)−B(v)‖H ≤ ‖(B + αC)(u)− (B + αC)(v)‖H .
Come corollario del Teorema 1.2.4 abbiamo il seguente:
Teorema 1.2.5. Nelle stesse ipotesi del Teorema 1.2.4, fissata f ∈ H il problema{
A(u) + C(u) = f
u ∈ X, (1.13)
ha soluzione unica se e solo se ammette soluzione unica il problema{
B(u) + αC(u) = f
u ∈ X. (1.14)
In particolare, se f = 0, le due equazioni hanno le stesse soluzioni se ne hanno
una in comune.
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Dimostrazione. La prima parte della tesi segue dal Teorema fondamentale 1.1.1 e dal
Teorema 1.2.4, mentre la seconda parte e` conseguenza del Teorema 1.1.2. Infatti,
essendo A+ C vicina a B + αC, se
Ker(A+ C) ∩Ker(B + αC) 6= ∅,
allora
Ker(A+ C) = Ker(B + αC).
1.3 Teoremi di immagine aperta e di immagine
densa
In questa sezione vogliamo provare che la condizione di vicinanza conserva le proprieta`
di immagine aperta e di immagine densa. Per cominciare dimostriamo alcuni lemmi
preliminari.
Sia (Y, ‖ · ‖Y ) uno spazio di Banach, Ω1 un aperto di Y e Φ un’applicazione di Ω1
in Y , poniamo Ω2 = Φ(Ω1). Supponiamo che Φ sia vicina all’inclusione iΩ1 : Ω1 → Y ,
ossia che esistano α > 0 e k ∈ (0, 1) tali che per ogni x1, x2 ∈ Ω1
‖x1 − x2 − α(Φ(x1)− Φ(x2))‖Y ≤ ‖x1 − x2‖Y .
Vogliamo provare che Ω2 e` aperto.
Lemma 1.3.1. Se Φ : Ω1 → Y e` vicina all’inclusione iΩ1, e se 0 ∈ Ω1 e Φ(0) = 0,
allora esiste r > 0 tale che S(0, r) ⊂ Ω2.
Dimostrazione. Sia r1 un numero reale positivo tale che S(0, r1) ⊂ Ω1. Scegliamo
y ∈ S(0, σ), con 0 < σ < r1, e consideriamo l’applicazione Gy : S(0, r1)→ Y definita
da
Gy(x) = y − (αΦ(x)− x).
Proviamo adesso che Gy verifica le ipotesi del Teorema delle contrazioni, ossia
Gy(S(0, r1)) ⊂ S(0, r1), (1.15)
ed esiste k ∈ (0, 1) tale che
‖Gy(x1)−Gy(x2)‖Y ≤ k‖x1 − x2‖Y ∀x1, x2 ∈ S(0, r1). (1.16)
Per quanto riguarda la (1.15), tenendo presente l’ipotesi Φ(0) = 0, si ha
‖Gy(x)‖Y = ‖y − (αΦ(x)− x)‖Y ≤ ‖y‖Y + ‖x− 0− α(Φ(x)− Φ(0))‖Y . (1.17)
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Dalla stima (1.17) e dall’ipotesi di vicinanza fra Φ e iΩ1 , segue che esiste k ∈ (0, 1)
tale che
‖Gy(x)‖Y ≤ ‖y‖Y + k‖x‖Y ≤ σ + kr1 ≤ r1
per σ ≤ (1− k)r1.
La (1.16) segue immediatamente dalla condizione di vicinanza, infatti da questa
segue che esiste k ∈ (0, 1) tale che, per ogni x1, x2 ∈ S(0, r1)
‖Gy(x1)−Gy(x2)‖Y = ‖x1 − x2 − α(Φ(x1)− Φ(x2))‖Y
≤ k‖x1 − x2‖Y .
Essendo k ∈ (0, 1), Gy e` una contrazione di S(0, r1) in se´.
Dal Teorema delle contrazioni deduciamo che esiste un’unica x ∈ S(0, r1) tale
che Gy(x) = x, ovvero y − αΦ(x) + x = x. Quindi abbiamo provato che per ogni
y ∈ S(0, σ), con σ ≤ (1 − k)r1, esiste x ∈ S(0, r1) tale che y = αΦ(x). Poniamo
r = σ
α
, grazie a quanto provato abbiamo che per ogni y ∈ S(0, r) esiste uno ed un solo
x ∈ S(0, r1) tale che y = Φ(x) e quindi S(0, r) ⊂ Ω2.
Lemma 1.3.2. Sia (Y, ‖ · ‖Y ) uno spazio di Banach e Ω1 ⊂ Y un suo aperto, se
Φ : Ω1 → Y e` vicina all’inclusione iΩ1, allora Ω2 = Φ(Ω1) e` aperto in Y .
Dimostrazione. La tesi si ottiene provando che per ogni y0 ∈ Ω2 esiste r > 0 tale che
S(y0, r) ⊂ Ω2. Fissato y0 ∈ Ω2, sia x0 ∈ Ω1 tale che y0 = Φ(x0). Poniamo
Ω1,x0 = {z ∈ Y : z = x− x0, x ∈ Ω1},
Ω2,y0 = {z ∈ Y : z = y − y0, y ∈ Ω2}.
Sia Φx0 : Ω1,x0 → Y definita nel seguente modo:
Φx0(z) = Φ(z + x0)− Φ(x0), z ∈ Ω1,x0 .
Si verifica immediatamente che Ω1,x0 e` aperto, 0 ∈ Ω1,x0 e Φx0(0) = 0. Dal fatto che
Φ e` vicina a iΩ1 segue che Φx0 e` vicina a iΩ1,x0 , infatti per ogni z1, z2 ∈ Ω1,x0
‖z1 − z2 − α(Φx0(z1)− Φx0)(z2)‖Y
= ‖(z1 + x0)− (z2 + x0)− α(Φ(z1 + x0)− Φ(z2 + x0))‖Y
≤ k‖z1 − z2‖Y .
Valgono dunque per Ω1,x0 e Φx0 le ipotesi del Lemma 1.3.1, di conseguenza esiste
r > 0 tale che S(0, r) ⊂ Ω2,y0 e quindi S(y0, r) ⊂ Ω2.
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Lemma 1.3.3. Nelle ipotesi del Lemma 1.3.2, se Ω1 e` denso in Y , allora Ω2 = Φ(Ω1)
e` denso in Y .
Dimostrazione. Nel caso banale Ω1 = Y la tesi segue immediatamente, infatti Φ e` per
ipotesi vicina a iΩ1 = IY che e` una bigezione (a noi ci basta la suriettivita`), quindi
per il Teorema 1.1.1 anche Φ e` bigettiva e Ω2 = Y .
Se Ω1  Y , fissiamo y ∈ Y \ Ω1 e sia {yn}n∈N una successione a valori in Ω1, tale
che yn → y in Y . In particolare {yn}n∈N e` una successione di Cauchy in Y , da questo
segue che anche {Φ(yn)}n∈N e` di Cauchy in Y . Infatti Φ per ipotesi e` vicina a iΩ1 e
quindi
‖Φ(yn)− Φ(ym)‖Y ≤ 1
α
‖yn − ym − α(Φ(yn)− Φ(ym))‖Y + 1
α
‖yn − ym‖Y
≤ k + 1
α
‖yn − ym‖Y ∀n,m ∈ N.
Poniamo
Φ(y) =
{
Φ(y) se y ∈ Ω1
lim
n→+∞
Φ(yn) se y ∈ Y \ Ω1.
L’applicazione Φ : Y → Y e` ben definita, infatti se {yn′}n∈N e` un’altra successione
in Ω1 che converge a y si ha
‖Φ(yn)− Φ(yn′)‖Y ≤ 1
α
‖yn − yn′ − α(Φ(yn)− Φ(yn′))‖Y + 1
α
‖yn − yn′‖Y
≤ k + 1
α
‖yn − yn′‖Y ,
da cui
lim
n→+∞
Φ(yn
′) = lim
n→+∞
Φ(yn).
Osserviamo che Φ e` vicina all’applicazione identica IY : Y → Y . Infatti, per ogni
y, z ∈ Y , siano {yn}n∈N e {zn}n∈N due successioni a valori in Ω1 che convergono,
rispettivamente, a y e a z. Poiche` Φ e` vicina a iΩ1 , otteniamo
‖y − z − α(Φ(y)− Φ(z))‖Y
≤ ‖y − yn‖Y + ‖z − zn‖Y + ‖yn − zn − α(Φ(yn)− Φ(zn))‖Y
+ α‖Φ(yn)− Φ(y)‖Y + α‖Φ(zn)− Φ(z)‖Y .
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Da questa disuguaglianza segue che per ogni  > 0 vale
‖y − z − α(Φ(y)− Φ(z))‖Y ≤ 2(1 + α+ k)+ k‖y − z‖Y ∀y, z ∈ Y,
da cui otteniamo che Φ e` vicina a IY , e grazie al Teorema fondamentale 1.1.1, abbiamo
che Φ e` bigettiva. Fissato w ∈ Y , troviamo quindi un v ∈ Y tale che Φ(v) = w. Sia
{vn}n∈N una successione a valori in Ω1 tale che limn→+∞Φ(vn) = Φ(v); se poniamo
wn = Φ(vn) otteniamo una successione {wn}n∈N in Ω2 tale che wn → w, e quindi
abbiamo provato che Ω2 e` denso in Y .
Osservazione 1.3.1. Sia X un insieme e (Y, ‖ · ‖Y ) uno spazio di Banach, e siano
A,B due applicazioni di X in Y tali che A e` vicina a B. Definiamo Φ : B(X)→ A(X)
nel modo seguente: per ogni y ∈ B(X) poniamo Φ(y) = A(x), con x ∈ B−1({y}).
L’applicazione Φ e` ben definita perche´ non dipende dalla scelta di x ∈ B−1({y}).
Infatti, per ogni x1, x2 ∈ B−1({y}) si ha B(x1) = B(x2), quindi, per il Lemma 1.1.1,
segue che A(x1) = A(x2).
Osserviamo inoltre che Φ e` surgettiva, infatti, per ogni z ∈ A(X) troviamo y ∈
B(X) tale che Φ(y) = z nel modo seguente: poiche´ z = A(x), per qualche x ∈ X,
consideriamo y = B(x), dunque x ∈ B−1({y}) e per definizione Φ(y) = z.
Lemma 1.3.4. A e` vicina a B se e solo se la mappa Φ, definita nell’Osservazione
1.3.1, e` vicina a iB(X).
Dimostrazione. Siano y1, y2 ∈ B(X) e x1, x2 ∈ X tali che B(x1) = y1, B(x2) = y2, se
A e` vicina a B abbiamo che
‖y1 − y2 − α(Φ(y1)− Φ(y2))‖Y = ‖B(x1)−B(x2)− α(A(x1)− A(x2))‖Y
≤ k‖B(x1)−B(x2)‖Y = k‖y1 − y2‖Y .
Quindi Φ e` vicina a iB(X).
Viceversa, se Φ e` vicina a iB(X) abbiamo che
‖B(x1)−B(x2)− α(A(x1)− A(x2))‖Y
= ‖y1 − y2 − α(Φ(y1)− Φ(y2))‖Y
≤ k‖y1 − y2‖Y = k‖B(x1)−B(x2)‖Y ∀x1, x2 ∈ X.
Quindi A e` vicina a B. E la tesi e` provata.
Adesso abbiamo tutti gli elementi per dimostrare il Teorema di immagine aperta
e di immagine densa.
Teorema 1.3.1. Sia A vicina a B, allora:
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(i) se B(X) e` aperto, allora A(X) e` aperto,
(ii) se B(X) e` denso in Y, allora A(X) e` denso in Y.
Dimostrazione. Definiamo Φ : B(X)→ A(X) come nell’Osservazione 1.3.1 e poniamo
Ω1 = B(X), Ω2 = A(X). Per il Lemma 1.3.4 Φ e` vicina a iB(X), e per quanto osservato
e` surgettiva, quindi Ω2 = Φ(Ω1). Ne consegue che, se B(X) e` aperto, allora Φ verifica
le ipotesi del Lemma 1.3.2 quindi A(X) e` aperto, mentre se B(X) e` denso in Y , allora,
dal Lemma 1.3.3, segue che A(X) e` denso in Y .
1.4 Alcuni lemmi
Lo scopo di questa sezione e` di provare alcuni lemmi, riguardanti applicazioni Fre´chet-
differenziabili fra spazi di Banach, che utilizzeremo nella prossima sezione.
Lemma 1.4.1. Siano (X, ‖ · ‖X), (Y, ‖ · ‖Y ) e (Z, ‖ · ‖Z) degli spazi di Banach, e sia
F : U(x0, y0)→ Z una funzione definita in un intorno U(x0, y0) ⊂ X × Y di (x0, y0),
che soddisfa le seguenti:
(i) esiste la F-derivata parziale Fy(x, y), rispetto alla seconda variabile y in U(x0, y0),
e la mappa (x, y)→ Fy(x, y) e` continua in (x0, y0);
(ii) Fy(x0, y0) : Y → Z e` biettiva.
Allora esiste un intorno W (x0, y0) di (x0, y0), incluso in U(x0, y0), tale che Fy(x, y) :
Y → Z e` biunivoca per ogni (x, y) ∈ W (x0, y0).
Dimostrazione. Dal Teorema della mappa aperta in spazi di Banach, grazie all’ipotesi
(ii), segue che Fy(x0, y0) ha inversa continua, quindi in particolare esiste δ > 0 tale
che
‖v‖Y ≤ ‖Fy(x0, y0)v‖Z
δ
∀v ∈ Y. (1.18)
Inoltre, dalla continuita` di (x, y)→ Fy(x, y) in (x0, y0), segue che, per ogni  ∈ (0, δ)
esiste W (x0, y0) tale che, per ogni (x, y) ∈ W (x0, y0)
‖Fy(x0, y0)v − Fy(x, y)v‖Z ≤ ‖Fy(x0, y0)− Fy(x, y)‖L(Y,Z)‖v‖Y ≤ ‖v‖Y . (1.19)
Dalla (1.18) e dalla (1.19), scegliendo k = /δ (con questa scelta risulta anche che
0 < k < 1), segue che
‖Fy(x0, y0)v − Fy(x, y)v‖Z ≤ k‖Fy(x0, y0)v‖Z ∀(x, y) ∈ W (x0, y0) ∀v ∈ Y.
Quindi, per ogni (x, y) ∈ W (x0, y0), Fy(x, y) e` vicina a Fy(x0, y0), con costanti α = 1
e k. Da questo fatto, grazie al Teorema fondamentale e all’ipotesi (ii), segue che, per
ogni (x, y) ∈ W (x0, y0), Fy(x, y) : Y → Z e` biettiva.
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Lemma 1.4.2. Sia F : U(x0, y0)→ Z una funzione verificante le ipotesi del Lemma
1.4.1. Supponiamo inoltre che esista un intorno U1(x0, y0) di (x0, y0), incluso in
U(x0, y0), in cui la mappa y → Fy(x, y) e` continua. Allora esistono r1, r2 > 0 e
k ∈ (0, 1) tali che S(x0, r1)× S(y0, r2) ⊂ U1(x0, y0), e per ogni x ∈ S(x0, r1), y1, y2 ∈
S(y0, r2) si ha
‖Fy(x, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z ≤ k‖Fy(x, y0)(y1 − y2)‖Z .
Dimostrazione. Per il Lemma 1.4.1 sappiamo che esiste un intorno W (x0, y0) di
(x0, y0), incluso in U(x0, y0), tale che per ogni (x, y) ∈ W (x0, y0), Fy(x, y) e` biet-
tiva. PoniamoW1(x0, y0) =W (x0, y0)∩U1(x0, y0). Siano S(x0, σ1) e S(y0, σ2) tali che
S(x0, σ1)× S(y0, σ2) ⊂ W1(x0, y0). Allora Fy(x, y0) e` biettiva per ogni x ∈ S(x0, σ1),
mentre t→ Fy(x, y1 + t(y2 − y1)) e` continua in [0, 1], per ogni x ∈ S(x0, σ1), per ogni
y1, y2 ∈ S(y0, σ2).
Consideriamo, per ogni x ∈ S(x0, σ1), per ogni y1, y2 ∈ S(y0, σ2), la seguente
catena di maggiorazioni: (1)
‖Fy(x, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z
=
∥∥∥∥Fy(x, y0)(y1 − y2)− [∫ 1
0
Fy(x, y2 + t(y1 − y2))dt
]
(y1 − y2)
∥∥∥∥
Z
=
∥∥∥∥(IZ − [∫ 1
0
Fy(x, y2 + t(y1 − y2))dt
]
[Fy(x, y0)]
−1
)
Fy(x, y0)(y1 − y2)
∥∥∥∥
Z
≤
∥∥∥∥IZ − [∫ 1
0
Fy(x, y2 + t(y1 − y2))dt
]
[Fy(x, y0)]
−1
∥∥∥∥
L(Z,Z)
‖Fy(x, y0)(y1 − y2)‖Z .
L’ultima disuguaglianza ci fa ottenere la tesi se troviamo k ∈ (0, 1) tale che, per ogni
x e per ogni y1, y2 appartenenti ad opportuni intorni, rispettivamente, di x0 e y0,
risulta
M(x, y1, y2) =
∥∥∥∥IZ − [∫ 1
0
Fy(x, y2 + t(y1 − y2))dt
]
[Fy(x, y0)]
−1
∥∥∥∥
L(Z,Z)
≤ k. (1.20)
Se poniamo y = [Fy(x, y0)]
−1z, la (1.20) e` equivalente alla seguente:
M(x, y1, y2) = sup
y∈Y,y 6=0
∥∥∥∥Fy(x, y0)y − [∫ 1
0
Fy(x, y2 + t(y1 − y2))dt
]
y
∥∥∥∥
Z
‖Fy(x, y0)y‖Z ≤ k.
1Nelle maggiorazioni che seguono utilizzeremo alcune proprieta` dell’integrale di Bochner. Per la
definizione e i teoremi principali si veda ad esempio Yosida [41].
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Osserviamo che, per ogni  > 0 esistono ρ ∈ (0, σ1) e r2 ∈ (0, σ2) tali che, per ogni
x ∈ S(x0, ρ), y ∈ S(y0, r2)∥∥∥∥Fy(x, y0)− ∫ 1
0
Fy(x, y2 + t(y1 − y2))dt
∥∥∥∥
L(Y,Z)
=
∥∥∥∥∫ 1
0
[Fy(x, y2 + t(y1 − y2))− Fy(x, y0)]dt
∥∥∥∥
L(Y,Z)
≤
∫ 1
0
‖Fy(x, y2 + t(y1 − y2))− Fy(x, y0)‖L(Y,Z) dt
≤
∫ 1
0
‖Fy(x, y2 + t(y1 − y2))− Fy(x0, y0)‖L(Y,Z) dt
+ ‖Fy(x0, y0)− Fy(x, y0)‖L(Y,Z)
< .
(1.21)
L’ultima disuguaglianza segue dalla continuita` di Fy(x, y) in (x0, y0). Per il Teorema
della mappa aperta in spazi di Banach, grazie alle ipotesi fatte su Fy(x0, y0), esistono
δ > 0, 1 ∈ (0, δ) e r ∈ (0, σ1) tali che, per ogni y ∈ Y , x ∈ S(x0, r)
δ‖y‖Y ≤ ‖Fy(x0, y0)y‖Z ≤ ‖Fy(x0, y0)− Fy(x, y0)‖L(Y,Z)‖y‖Y
+‖Fy(x, y0)y‖Z ≤ 1‖y‖Y + ‖Fy(x, y0)y‖Z .
(1.22)
Da (1.20), (1.21) e (1.22), scelto  ∈ (0, δ − 1), si ottiene che esistono ρ, r, r2 > 0
tali che
M(x, y1, y2) ≤  sup
y∈Y,y 6=0
‖y‖Y
‖Fy(x, y0)y‖Z ≤

δ − 1 < 1
per ogni x ∈ S(x0, r1) (con r1 = min{r, ρ}), e per ogni y1, y2 ∈ S(y0, r2). La tesi e`
dunque provata.
Lemma 1.4.3. Sia F : U(x0, y0)→ Z tale che:
(i) esiste la F-derivata parziale Fy(x, y) rispetto alla variabile y in U(x0, y0), e la
mappa (x, y)→ Fy(x, y) e` continua in (x0, y0);
(ii) Fy(x0, y0) : Y → Z e` biettiva;
(iii) esiste un intorno U1(x0, y0) di (x0, y0), incluso in U(x0, y0), in cui y → Fy(x, y)
e` continua.
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Allora esistono ρ1, ρ2 > 0 e k ∈ (0, 1) tali che S(x0, ρ1)× S(y0, ρ2) ⊂ U1(x0, y0), e
‖Fy(x0, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z ≤ k‖Fy(x0, y0)(y1 − y2)‖Z ,
per ogni x ∈ S(x0, ρ1), e per ogni y1, y2 ∈ S(y0, ρ2).
Dimostrazione. Scriviamo
‖Fy(x0, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z
≤ ‖[Fy(x0, y0)− Fy(x, y0)](y1 − y2)‖Z
+ ‖Fy(x, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z .
Per il Lemma 1.4.2, esistono r1, r2 > 0 e k1 ∈ (0, 1) tali che
S(x0, r1)× S(y0, r2) ⊂ U1(x0, y0),
e per ogni x ∈ S(x0, r1), y1, y2 ∈ S(y0, r2)
‖Fy(x0, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z
≤ ‖[Fy(x0, y0)− Fy(x, y0)](y1 − y2)‖Z + k1‖Fy(x, y0)(y1 − y2)‖Z
≤ (k1 + 1)‖[Fy(x0, y0)− Fy(x, y0)](y1 − y2)‖Z + k1‖Fy(x0, y0)(y1 − y2)‖Z .
(1.23)
Grazie all’ipotesi (ii), per il Teorema della mappa aperta in spazi di Banach, esiste
δ > 0 tale che per ogni y ∈ Y
‖y‖Y ≤ δ‖Fy(x0, y0)y‖Z . (1.24)
Da (1.23) e da (1.24), scelto  < 1−k1
δ(1+k1)
, ed utilizzando l’ipotesi (i), esistono ρ1, ρ2 > 0,
con ρ1 ≤ r1, ρ2 ≤ r2, tali che per ogni x ∈ S(x0, ρ1), y1, y2 ∈ S(y0, ρ2)
‖Fy(x0, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z
≤ (k1 + 1)‖y1 − y2‖Y + k1‖Fy(x0, y0)(y1 − y2)‖Z
≤ [δ(k1 + 1) + k1]‖Fy(x0, y0)(y1 − y2)‖Z .
Scegliendo k = δ(k1 + 1) + k1 si ha la tesi.
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1.5 Generalizzazione del teorema delle funzioni im-
plicite
In questa sezione vogliamo provare un teorema di esistenza ed unicita` della funzione
implicita che, come caso particolare, permette di ritrovare il Teorema di Hildebrandt-
Graves. Nel prossimo capitolo utilizzeremo il teorema per ricavare un risultato di
esistenza ed unicita` globale, per particolari sistemi di equazioni differenziali.
Consideriamo il seguente lemma:
Lemma 1.5.1. Sia X uno spazio topologico, (Y, ‖ · ‖Y ) uno spazio di Banach, Ω un
intorno di z0 ∈ Y e Φ : X × Ω→ Y . Supponiamo che valgano le seguenti ipotesi:
(i) (x0, z0) ∈ X × Ω e` tale che Φ(x0, z0) = 0;
(ii) l’applicazione x→ Φ(x, z0) e` continua in x0;
(iii) esistono due numeri reali positivi α, k, con k ∈ (0, 1), ed un intorno U(x0) ⊂ X
di x0 tale che per ogni x ∈ U(x0), z1, z2 ∈ Ω
‖z1 − z2 − α[Φ(x, z1)− Φ(x, z2)]‖Y ≤ k‖z1 − z2‖Y . (1.25)
Allora esistono una palla S(z0, σ) ⊂ Ω ed un intorno V (x0) di x0, incluso in U(x0),
tali che vi e` esattamente una soluzione z : V (x0)→ S(z0, σ) del problema{
Φ(x, z(x)) = 0 ∀x ∈ V (x0)
z(x0) = z0.
(1.26)
Inoltre la funzione z = z(x) e` continua in x0.
Dimostrazione. Per quanto riguarda l’esistenza della soluzione, sia σ > 0 tale che
S(z0, σ) ⊂ Ω. Poniamo
Ix(z) = z − αΦ(x, z) ∀x ∈ U(x0). (1.27)
Vogliamo provare che esiste un intorno V (x0) ⊂ U(x0) di x0 tale che per ogni x ∈
V (x0)
Ix : S(z0, σ)→ S(z0, σ) (1.28)
Ix e` una contrazione. (1.29)
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Cominciamo con il provare la (1.28); per ogni x ∈ U(x0), z ∈ S(z0, σ) si ha
‖Ix(z)− z0‖Y = ‖z − αΦ(x, z)− z0‖Y
≤ ‖z − z0 − α[Φ(x, z)− Φ(x, z0)]‖Y + α‖Φ(x, z0)‖Y
≤ k‖z − z0‖Y + α‖Φ(x, z0)− Φ(x0, z0)‖Y ,
dove nell’ultima maggiorazione abbiamo utilizzato la (1.25) e l’ipotesi che Φ(x0, z0) =
0. Da questa diseguaglianza e dalla continuita` rispetto a x di Φ segue che per ogni
 > 0 esiste V (x0) ⊂ U(x0) tale che per ogni z ∈ S(z0, σ), x ∈ V (x0)
‖Ix(z)− z0‖Y ≤ k‖z − z0‖Y + α.
Da quest’ultima segue che Ix(z) ∈ S(z0, σ) per ogni z ∈ S(z0, σ), se  < (1−k)σα e
x ∈ V (x0).
La (1.29) segue dall’ipotesi (1.25), infatti per ogni x ∈ U(x0) e per ogni z1, z2 ∈ Ω
‖Ix(z1)− Ix(z2)‖Y = ‖z1 − z2 − α[Φ(x, z1)− Φ(x, z2)]‖Y ≤ k‖z1 − z2‖Y .
Percio` segue, per il Teorema del punto fisso, che per ogni x ∈ V (x0) esiste esattamente
uno z = z(x) tale che z(x) = Ix(z(x)), e per come e` stata definita Ix nella (1.27),
questa relazione si traduce in
Φ(x, z(x)) = 0 ∀x ∈ V (x0).
Dall’ipotesi (1.25) segue che, per ogni x ∈ U(x0), la mappa z → Φ(x, z) e` iniettiva
su Ω. Infatti la (1.25) esprime il fatto che in U(x0) l’applicazione Φ(x, z) e` uniforme-
mente vicina all’inclusione iΩ : Ω → Y . Essendo quest’ultima ovviamente iniettiva,
per il Teorema fondamentale 1.1.1 anche Φ(x, z) lo e` per ogni x ∈ U(x0).
Poiche´ Φ(x0, z(x0)) = 0 = Φ(x0, z0) abbiamo che z(x0) = z0, l’esistenza e` dunque
provata.
L’unicita` segue banalmente del fatto che per ogni x ∈ U(x0) la mappa z → Φ(x, z)
e` iniettiva. Per provare la continuita` di z = z(x) in x0 utilizziamo la (1.25) e l’ipotesi
di continuita` di Φ(x, z0) in x0; da cio` segue che
‖z(x)− z0‖Y ≤ α
1− k‖Φ(x, z(x))− Φ(x, z(x0))‖Y =
α
1− k‖Φ(x0, z0)− Φ(x, z0)‖Y .
E la tesi e` provata.
Osservazione 1.5.1. Se la mappa Φ : X × Y → Y soddisfa le ipotesi del Lemma
1.5.1, e la (1.25) vale per ogni z1, z2 ∈ Y e per ogni x ∈ U(x0), allora, adattando la
dimostrazione del Lemma 1.5.1, si ottiene che esiste un’unica soluzione del Problema
(1.26), definita globalmente su tutto U(x0), z : U(x0) → Y . In particolare, se la
(1.25) vale per ogni x ∈ X, allora z e` definita su tutto X.
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Vogliamo provare ora la seguente generalizzazione del Teorema delle funzioni
implicite:
Teorema 1.5.1. Sia X uno spazio topologico, Y un insieme, e (Z, ‖ · ‖Z) uno spazio
di Banach. Siano date F : X × Y → Z e B : Y → Z, e supponiamo che valgano le
seguenti condizioni:
(i) esiste (x0, y0) ∈ X × Y tale che F (x0, y0) = 0;
(ii) la mappa x→ F (x, y0) e` continua in x0;
(iii) esistono α, k numeri reali positivi, con k ∈ (0, 1), ed un intorno U(x0) ⊂ X di
x0 tale che per ogni y1, y2 ∈ Y , x ∈ U(x0)
‖B(y1)−B(y2)− α[F (x, y1)− F (x, y2)]‖Z ≤ k‖B(y1)−B(y2)‖Z ; (1.30)
(iv) B e` iniettiva;
(v) B(Y ) e` un intorno di z0 = B(y0).
Allora esistono una palla S(z0, σ) ⊂ B(Y ) ed un intorno V (x0) di x0, incluso in
U(x0), tali che vi e` esattamente una soluzione y : V (x0)→ B−1(S(z0, σ)) del problema{
F (x, y(x)) = 0 ∀x ∈ V (x0)
y(x0) = y0.
(1.31)
Dimostrazione. Proviamo dapprima l’esistenza della soluzione. Poniamo
Φ(x, z) = F (x,B−1(z)). (1.32)
La mappa Φ soddisfa le ipotesi del Lemma 1.5.1, con Ω = B(Y ), z0 = B(y0),
Φ(x0, z0) = F (x0, y0) = 0, e x → Φ(x, z0) = F (x, y0) e` continua in x0. Inoltre se
α e k sono quelli dati dalla (1.30), ponendo z1 = B(y1) e z2 = B(y2) otteniamo che,
per ogni z1, z2 ∈ B(Y ), x ∈ U(x0)
‖z1 − z2 − α[Φ(x, z1)− Φ(x, z2)]‖Z = ‖B(y1)−B(y2)− α[F (x, y1)− F (x, y2)]‖Z
≤ k‖B(y1)−B(y2)‖Z = ‖z1 − z2‖Z .
Quindi Φ verifica anche l’ipotesi (1.25) del Lemma 1.5.1, da cui otteniamo che esiste
una palla S(z0, σ) ⊂ Ω = B(Y ), V (x0) ⊂ U(x0) ed un’unica soluzione z : V (x0) →
S(z0, σ) del problema {
Φ(x, z(x)) = 0, ∀x ∈ V (x0)
z(x0) = z0.
(1.33)
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Ricordando che B e` iniettiva e che S(z0, σ) ⊂ B(Y ), ha senso porre y(x) =
B−1(z(x)); quindi dalla (1.32) e dalla (1.33) otteniamo la prova dell’esistenza della
soluzione del Problema (1.31). Per provare l’unicita`, osserviamo che la funzione y →
F (x, y) e` iniettiva per ogni x ∈ U(x0); infatti dall’iniettivita` di B e dalla (1.30) segue
che per ogni x ∈ U(x0), y1, y2 ∈ Y
‖B(y1)−B(y2)‖Z ≤ α
1− k‖F (x, y1)− F (x, y2)‖Z .
Quindi, se y′ e` un’altra soluzione del Problema (1.31), allora F (x, y′(x)) = 0 =
F (x, y(x)) per ogni x ∈ V (x0), quindi y′(x) = y(x) per ogni x ∈ V (x0).
Osservazione 1.5.2. Se C : Y → Z e` un’altra funzione che verifica le ipotesi del
Teorema 1.5.1, allora da quest’ultimo otteniamo che esistono S(z0, σ1) ⊂ C(Y ) e
V1(x0) ⊂ U(x0) tali che esiste esattamente una soluzione del problema{
F (x, y1(x)) = 0 ∀x ∈ V1(x0)
y1(x0) = y0.
Ne consegue, per l’iniettivita` della mappa y → F (x, y), che y1(x) = y(x) per ogni
x ∈ V1(x0) ∩ V (x0).
Osservazione 1.5.3. Se nel Teorema 1.5.1 prendiamo B tale che B(Y ) = Z, allora
dall’Osservazione 1.5.1 segue che la soluzione del Problema (1.31) e` definita su tutto
U(x0). In particolare se la (1.30) e` valida per ogni x ∈ X, allora la soluzione y e`
definita su tutto X.
Proviamo adesso un lemma riguardante la regolarita` della soluzione del Problema
(1.26).
Lemma 1.5.2. Nelle ipotesi del Lemma 1.5.1, se z : V (x0)→ S(z0, σ) e` la soluzione
del Problema (1.26), allora valgono i seguenti fatti:
(i) se x → Φ(x, z) e` iniettiva su V (x0), per ogni z ∈ S(z0, σ), allora x → z(x) e`
iniettiva su V (x0);
(ii) se x → Φ(x, z) e` continua su V (x0), per ogni z ∈ S(z0, σ), allora x → z(x) e`
continua su V (x0).
Dimostrazione. Proviamo la (i). Per ogni x1, x2 ∈ V (x0) abbiamo, dal Lemma 1.5.1,
che Φ(x1, z(x1)) = Φ(x2, z(x2)) = 0. Allora l’ipotesi (1.25) implica che
α‖Φ(x1, z(x1))− Φ(x2, z(x1))‖Z = α‖Φ(x2, z(x2))− Φ(x2, z(x1))‖Z
≤ ‖z(x1)− z(x2)− α[Φ(x2, z(x1))− Φ(x2, z(x2))]‖Z + ‖z(x1)− z(x2)‖Z
≤ (k + 1)‖z(x1)− z(x2)‖Z .
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Quindi se z(x1) = z(x2) allora Φ(x1, z(x1)) = Φ(x2, z(x1)), da questa segue che
x1 = x2 perche´ x→ Φ(x, z) e` iniettiva per ogni z ∈ S(z0, σ).
Proviamo adesso la (ii); l’ipotesi (1.25) implica che per ogni x1, x2 ∈ V (x0)
‖z(x1)− z(x2)‖Z ≤ α
1− k‖Φ(x1, z(x1))− Φ(x1, z(x2))‖Z
=
α
1− k‖Φ(x2, z(x2))− Φ(x1, z(x2))‖Z .
La tesi segue immediatamente grazie all’ipotesi di continuita` della mappa x→ Φ(x, z)
in V (x0), per ogni z ∈ S(z0, σ).
Dal lemma precedente si ottiene il seguente teorema di regolarita` della soluzione
del Problema (1.33):
Teorema 1.5.2. Nelle ipotesi del Teorema 1.5.1; sia y : V (x0) → B−1(S(z0, σ)) la
soluzione del Problema (1.31). Allora:
(i) se x → F (x, y) e` iniettiva su V (x0), per ogni y ∈ B−1(S(z0, σ)) , allora anche
x→ y(x) e` iniettiva su V (x0);
(ii) se Y e` uno spazio topologico e B−1 e` continua in z0, allora y e` continua in x0;
(iii) se Y e` uno spazio topologico, B−1 e` continua in S(z0, σ), e se per ogni y ∈
B−1(S(z0, σ)) la mappa x→ F (x, y) e` continua in V (x0), allora anche x→ y(x)
e` continua in V (x0).
Dimostrazione. Utilizziamo le notazioni della dimostrazione del Teorema 1.5.1. Pro-
viamo la (i). Se poniamo Φ(x, z) = F (x,B−1(z)), allora Φ(x, z) soddisfa l’ipotesi (i)
del Lemma 1.5.2, di conseguenza l’applicazione x→ z(x) e` iniettiva, e dunque anche
y(x) = B−1(z(x)) lo e`.
Per quanto riguarda la dimostrazione della (ii), dal Lemma 1.5.2 sappiamo che
x → z(x) e` continua in x0, quindi anche y(x) = B−1(z(x)) e` continua in x0, infatti
da B(y0) = z0 = z(x0) e dall’ipotesi di continuita` di B
−1 in z0 ho la tesi.
Proviamo infine la (iii); la mappa Φ(x, z) = F (x,B−1(z)) soddisfa la (ii) del
Lemma 1.5.2, questo implica che x → z(x) e` continua in V (x0), quindi, dall’ipotesi
di continuita` di B−1 in S(z0, σ), segue che y(x) = B−1(z(x)) e` continua in V (x0).
Abbiamo adesso tutti gli strumenti per dimostrare il Teorema di Hildebrandt e
Graves per mezzo del Teorema 1.5.1.
Teorema 1.5.3 (di Hildebrandt-Graves). Siano (X, ‖ · ‖X), (Y, ‖ · ‖Y ), (Z, ‖ · ‖Z)
spazi di Banach e sia F : U(x0, y0)→ Z un’applicazione definita in un intorno aperto
U(x0, y0) ⊂ X × Y di (x0, y0), con F (x0, y0) = 0, che verifica le seguenti ipotesi:
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(i) F e` continua in (x0, y0);
(ii) esiste la derivata parziale Fy in U(x0, y0), e (x, y) → Fy(x, y) e` continua in
(x0, y0);
(iii) Fy(x0, y0) : Y → Z e` biettiva;
(iv) y → Fy(x, y) e` continua in un intorno aperto di (x0, y0), U1(x0, y0) ⊂ U(x0, y0).
Allora esistono σ1, σ2 > 0 tali che vi e` esattamente una soluzione y : S(x0, σ1)→
S(y0, σ2) del problema {
F (x, y(x)) = 0 ∀x ∈ S(x0, σ1)
y(x0) = y0.
(1.34)
Inoltre, se l’applicazione x → F (x, y) e` continua in S(x0, σ1) per ogni y ∈ S(y0, σ2),
allora la soluzione del Problema (1.34) e` continua in S(x0, σ1).
Dimostrazione. Posto B = Fy(x0, y0), proviamo che F e B verificano le ipotesi del
Teorema 1.5.1; grazie al Lemma 1.4.3 esistono ρ1, ρ2 > 0 e k ∈ (0, 1) tali che S(x0, ρ1)×
S(y0, ρ2) ⊂ U1(x0, y0) e per ogni x ∈ S(x0, ρ1), y1, y2 ∈ S(y0, ρ2)
‖B(y1)−B(y2)− [F (x, y1)− F (x, y2)]‖Z
= ‖Fy(x0, y0)(y1 − y2)− [F (x, y1)− F (x, y2)]‖Z
≤ k‖Fy(x0, y0)(y1 − y2)‖Z = k‖B(y1)−B(y2)‖Z .
Quindi l’ipotesi (iii) del Teorema 1.5.1 e` soddisfatta prendendo Y ′ = S(y0, ρ2).
L’applicazione B : Y → Z e` continua e grazie all’ipotesi (iii) e` anche biettiva; per
il Teorema della mappa aperta in spazi di Banach segue che B(Y ′) e` un intorno di
z0 = B(y0). Dunque, le ipotesi del Teorema 1.5.1 sono verificate, e grazie a questo
troviamo una palla S(z0, σ) ⊂ B(Y ′) ed un intorno V (x0) ⊂ S(x0, ρ1), tali che,
esiste esattamente una soluzione y : V (x0) → B−1(S(z0, σ)) del Problema (1.34).
Prendendo S(x0, σ1) tale che S(x0, σ1) ⊂ V (x0) e σ2 = ρ2 abbiamo provato la prima
parte del teorema.
La seconda parte segue dal Teorema 1.5.2, tenendo presente che, per il Teorema
della mappa aperta in spazi di Banach, B−1 e` continua.
Capitolo 2
Sistemi ellittici totalmente non
lineari
2.1 Introduzione
In questo capitolo vengono esposti i principali risultati riguardanti i sistemi ellittici
del secondo ordine totalmente non lineari in forma non variazionale. In particolare ci
occupiamo dell’esistenza e dell’unicita` della soluzione per il problema di Dirichlet, e
della regolarita` all’interno negli spazi di Morrey e negli spazi di Campanato.
Per prima cosa introduciamo le notazioni e le convenzioni che intendiamo adottare.
Siano n ≥ 2, N ≥ 1 due numeri interi e Ω un aperto limitato di Rn; se u : Ω→ RN ,
scriviamo in componenti u = (u1, . . . , uN), e poniamo formalmente:
Diu = (Diu1, . . . , DiuN), i = 1, . . . , n
Du = (D1u1, . . . , D1uN , . . . . . . , Dnu1, . . . , DnuN),
D2u = {Diju}i,j=1,...,n.
Abbiamo quindi che Du e` un vettore di RnN e D2u e` una matrice n × n di vettori
di RN , che possiamo pensare come elemento di Rn×n×N (1). Chiamiamo Du e D2u,
rispettivamente, il Gradiente e l’Hessiana di u .
Indichiamo con p = (p1, . . . , pn), pi ∈ RN , e con ξ = {ξij}i,j=1,...,n, ξij ∈ RN , i
generici elementi, rispettivamente, di RnN e di Rn2N .
Sia a : Ω×RN ×RnN ×Rn2N → RN , a = a(x, u, p, ξ), un’applicazione che verifica
le condizioni di Carathe´odory, ossia a e` misurabile in x e continua rispetto alle altre
variabili. Un operatore differenziale del secondo ordine in forma non variazionale e`
un operatore del tipo a(x, u,Du,D2u).
1Per semplicita` di notazione identifichiamo Rn×n×N con Rn2N .
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Ponendo F (x, u, p, ξ) = a(x, u, p, ξ) − a(x, u, p, 0), e f(x, u, p) = −a(x, u, p, 0),
segue che F e f verificano ancora le condizioni di Carathe´odory per i rispettivi domini,
e risulta ovviamente che
F (x, u, p, 0) = 0,
a(x, u, p, ξ) = F (x, u, p, ξ)− f(x, u, p),
per quasi ogni x ∈ Ω, per ogni u ∈ RN , p ∈ RnN , ξ ∈ Rn2N . Diciamo che
F (x, u,Du,D2u) e` la parte principale dell’operatore a(x, u,Du,D2u), in quanto con-
tiene le derivate di ordine massimo e F (x, u, p, 0) = 0.
Scriviamo in componenti F = (F1, . . . , FN), f = (f1, . . . , fN); un sistema di N
equazioni differenziali del secondo ordine in forma non variazionale e` dato da
F1(x, u,Du,D
2u) = f1(x, u,Du)
...
...
...
FN(x, u,Du,D
2u) = fN(x, u,Du),
(2.1)
che possiamo riscrivere in maniera compatta come
F (x, u,Du,D2u) = f(x, u,Du). (2.2)
Diciamo soluzione del sistema ogni u ∈ H2(Ω,RN) che verifica la (2.2) quasi
ovunque in Ω. Un sistema si dice quasi-lineare se la parte principale F (x, u,Du,D2u)
e` lineare nelle derivate di ordine massimo, ovvero se la possiamo scrivere nella forma
F (x, u,Du,D2u) =
n∑
i,j=1
Aij(x, u,Du)Diju,
con Aij(x,Du,Du) matrici N × N . In caso contrario si parla di sistemi totalmente
non lineari. Diciamo che un sistema differenziale e` ellittico se F verifica la Condizione
(A) di Campanato.
Definizione 2.1.1 (Condizione (A)). Un’ applicazione F : Ω×RN×RnN×Rn2N →
RN , verificante le ipotesi di Carathe´odory, soddisfa la Condizione (A) (uniformemente
rispetto a (x, u, p)) se esistono tre numeri reali α, γ, δ, con α > 0, γ > 0, δ ≥ 0 e
γ + δ < 1 tali che:∥∥∥∥∥
n∑
i=1
ξii − α[F (x, u, p, ξ + τ)− F (x, u, p, τ)]
∥∥∥∥∥
N
≤ γ ‖ξ‖n2N + δ
∥∥∥∥∥
n∑
i=1
ξii
∥∥∥∥∥
N
per quasi ogni x ∈ Ω, per ogni u ∈ RN , p ∈ RnN , e per ogni ξ, τ ∈ Rn2N .
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2.2 Esistenza e unicita` della soluzione
Sia Ω un aperto limitato di Rn, ricordiamo che se la frontiera ∂Ω e` di classe C1 allora
u ∈ H1(Ω,RN) ha una traccia γ0u su ∂Ω che appartiene a L2(∂Ω,RN). In particolare
si ha u ∈ H10 (Ω,RN) se e solo se la sua traccia su ∂Ω e` il vettore nullo, quindi se
u, g ∈ H1(Ω,RN), dire che u e g hanno la stessa traccia su ∂Ω si esprime scrivendo
u− g ∈ H10 (Ω,RN), impropriamente si scrive anche u = g su ∂Ω.
Dalla teoria dei sistemi differenziali ellittici lineari ricordiamo alcuni fatti impor-
tanti.
Teorema 2.2.1. Sia Ω ⊂ Rn un aperto limitato, con frontiera di classe C2. Allora
esiste una costante C(Ω), tale che per ogni u ∈ H2 ∩H10 (Ω,RN) (2) si ha
‖u‖2,2,Ω ≤ C(Ω)‖∆u‖0,2,Ω.
Dimostrazione. Per una dimostrazione si veda Grisvard [26].
Osservazione 2.2.1. Osserviamo che dal Teorema 2.2.1 segue che in H2∩H10 (Ω,RN)
la seminorma
[u]2,2,Ω =
(∫
Ω
‖D2u‖2n2Ndx
)1/2
e` una norma equivalente alla norma ‖ · ‖2,2,Ω. Infatti per ogni u ∈ H2 ∩H10 (Ω,RN) si
ha
[u]2,2,Ω ≤ ‖u‖2,2,Ω ≤ c(Ω)‖∆u‖0,2,Ω ≤ c(n,Ω)[u]2,2,Ω,
dove la prima maggiorazione e` ovvia, la seconda segue dal Teorema 2.2.1 e la terza
segue banalmente per calcolo diretto. Inoltre (H2 ∩H10 (Ω,RN), [·]2,2,Ω) e` uno spazio
di Banach.
Teorema 2.2.2. Sia Ω ⊂ Rn un aperto limitato e con frontiera di classe C2. L’ope-
ratore ∆ : H2 ∩H10 (Ω,RN)→ L2(Ω,RN) e` un isomorfismo.
Sempre per l’operatore ∆ di Laplace ricordiamo il seguente risultato di C.Miranda
e G.Talenti:
Teorema 2.2.3 (di Miranda-Talenti). Se Ω e` un aperto limitato, convesso e con
frontiera di classe C2, allora per ogni u ∈ H2 ∩H10 (Ω,RN) si ha la maggiorazione∫
Ω
‖D2u‖2n2Ndx ≤
∫
Ω
‖∆u‖2Ndx.
2Per semplificare la notazione indichiamo con H2∩H10 (Ω,RN ) l’intersezione degli spazi di Sobolev
H2(Ω,RN ) e H10 (Ω,RN ).
38 CAPITOLO 2. SISTEMI ELLITTICI TOTALMENTE NON LINEARI
Dimostrazione. Per una dimostrazione si veda Maugeri-Palagachev-Softova [32].
Sia F : Ω×Rn2N → RN misurabile in x e continua rispetto a ξ, inoltre F sia tale
che per quasi ogni x ∈ Ω
F (x, 0) = 0.
Supponiamo che Ω sia di classe C2, convesso e che F verifichi la Condizione (A)
uniformemente rispetto a x. Da cio` segue in particolare che per quasi ogni x ∈ Ω e
per ogni ξ ∈ Rn2N
‖F (x, ξ)‖N ≤ c
α
‖ξ‖n2N . (2.3)
Quindi dalla (2.3) segue che l’operatore E, definito da E(u) = F (x,D2u), manda
H2(Ω,RN) in L2(Ω,RN).
Consideriamo l’operatore E : H2 ∩ H10 (Ω,RN) → L2(Ω,RN); vogliamo provare
che e` vicino all’operatore ∆ di Laplace. Infatti, grazie alla Condizione (A), troviamo
α > 0, γ > 0, δ ≥ 0, con γ + δ < 1, tali che per ogni u, v ∈ H2 ∩H10 (Ω,RN) (3) (4)∫
Ω
‖∆(u− v)− α[F (x,D2u)− F (x,D2v)]‖2dx
≤
∫
Ω
(
γ‖D2(u− v)‖+ δ‖∆(u− v)‖)2 dx
≤ γ(γ + δ)
∫
Ω
‖D2(u− v)‖2dx+ δ(γ + δ)
∫
Ω
‖∆(u− v)‖2dx
(utilizzando la maggiorazione di Miranda-Talenti)
≤ (γ + δ)2
∫
Ω
‖∆(u− v)‖2dx.
Dunque l’operatore E e` vicino a ∆, con costanti α e k = γ+ δ. Per il Teorema fonda-
mentale degli operatori vicini 1.1.1 possiamo affermare che anche E e` una bigezione
fra H2 ∩ H10 (Ω,RN) e L2(Ω,RN). Quindi, fissata f ∈ L2(Ω,RN), esiste una ed una
sola u ∈ H2 ∩H10 (Ω,RN) soluzione del sistema
F (x,D2u) = f(x).
Inoltre dal Lemma 1.1.1, tenendo presente che per ipotesi E(0) = 0, segue che
‖∆u‖0,2,Ω ≤ α1−(γ+δ)‖f‖0,2,Ω, e per il Teorema di Miranda-Talenti otteniamo
‖D2u‖0,2,Ω ≤ α
1− (γ + δ)‖f‖0,2,Ω.
Abbiamo quindi provato il seguente teorema:
3Nelle maggiorazioni a seguire si tenga conto anche della disuguaglianza elementare: (γG+δD)2 ≤
γ(γ + δ)G2 + δ(γ + δ)D2, ∀G,D ∈ R, ∀γ, δ ∈ R+ ∪ {0}.
4Per alleggerire la notazione non indichiamo la dimensione nelle norme euclidee.
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Teorema 2.2.4. Sia Ω un aperto limitato, convesso, con frontiera di classe C2, e
F : Ω× Rn2N → RN
un’applicazione che verifica la Condizione (A), con costanti α, γ e δ, e tale che
F (x, 0) = 0 per quasi ogni x ∈ Ω. Allora per ogni f ∈ L2(Ω,RN) il problema di
Dirichlet {
u ∈ H2 ∩H10 (Ω,RN)
F (x,D2u) = f(x) q.o. in Ω,
ha una ed una sola soluzione, e per essa si ha la maggiorazione
‖D2u‖0,2,Ω ≤ α
1− (γ + δ)‖f‖0,2,Ω. (2.4)
Osservazione 2.2.2. Osserviamo che se F verifica le ipotesi del Teorema 2.2.4, e
g ∈ H2(Ω,RN), allora l’applicazione E(x, ξ) = F (x, ξ+D2g(x)) verifica la Condizione
(A) uniformemente rispetto ad x, con le stesse costanti di F . Infatti, siano α, γ, δ tali
costanti, allora per quasi ogni x ∈ Ω e per ogni ξ, τ ∈ Rn2N si ha
∥∥∥∥∥
n∑
i=1
ξii − α[E(x, ξ + τ)− E(x, τ)]
∥∥∥∥∥
N
=
∥∥∥∥∥
n∑
i=1
ξii − α[F (x, ξ + τ +D2g(x))− F (x, τ +D2g(x))]
∥∥∥∥∥
N
≤ γ ‖ξ‖n2N + δ
∥∥∥∥∥
n∑
i=1
ξii
∥∥∥∥∥
N
.
Proposizione 2.2.1. Nelle ipotesi del Teorema 2.2.4, fissata g ∈ H2(Ω,RN), il
problema di Dirichlet non omogeneo{
u− g ∈ H2 ∩H10 (Ω,RN)
F (x,D2u) = f(x) q.o. in Ω,
(2.5)
ha una ed una sola soluzione.
Dimostrazione. Poniamo w = u− g; allora il Problema (2.5) e` equivalente a{
w ∈ H2 ∩H10 (Ω,RN)
F (x,D2w +D2g) = f(x) q.o. in Ω.
(2.6)
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Grazie all’Osservazione 2.2.2 l’applicazione ξ → E(x, ξ) = F (x, ξ + D2g) verifica la
Condizione (A) (uniformemente in x), pero` non a priori la richiesta E(x, 0) = 0 per
quasi ogni x ∈ Ω. A tal fine consideriamo E˜(x, ξ) = F (x, ξ+D2g)−F (x,D2g), allora
E˜ verifica la Condizione (A) (uniformemente in x) e E˜(x, 0) = 0 per quasi ogni x ∈ Ω.
Inoltre poniamo f˜ = f − F (x,D2g) ∈ L2(Ω,RN); dunque E˜ e f˜ verificano le ipotesi
del Teorema 2.2.4, per il quale esiste un’unica soluzione del problema{
w ∈ H2 ∩H10 (Ω,RN)
E˜(x,D2w) = f˜(x) q.o. in Ω.
(2.7)
Da quest’ultima segue che w e` soluzione del Problema (2.6).
In questa sezione abbiamo fornito un risultato di esistenza e unicita` globale per
sistemi in forma quasi base, ossia in cui la parte principale dipende solo da x e dalle
derivate seconde. Vedremo piu` avanti anche un risultato di esistenza di soluzioni
locali per sistemi in forma completa.
2.3 Differenziabilita` delle soluzioni
Consideriamo un sistema del tipo
F (D2u) = 0, (2.8)
con F che verifica la Condizione (A), e F (0) = 0. Un sistema di questo tipo, cioe` che
non dipende in modo esplicito da x, ma solo dalle derivate seconde e` detto sistema
base. I sistemi base sono importanti da studiare perche´ sono il prototipo di sistema
ellittico nonlineare. Ricavare maggiorazioni fondamentali per le soluzioni (piu` preci-
samente per le derivate delle soluzioni) di questi sistemi ci servira` per dedurre risultati
di regolarita`, anche per sistemi in forma non base.
Teorema 2.3.1. Sia u ∈ H2(Ω,RN) una soluzione del sistema (2.8). Allora si ha
u ∈ H3loc(Ω,RN), e per ogni palla S(x0, 2σ) ⊂ Ω vale la maggiorazione di Caccioppoli∫
S(x0,σ)
‖D(D2u)‖2dx ≤ c
σ2
∫
S(x0,2σ)
‖D2u− {D2u}S(x0.2σ)‖2dx. (2.9)
Al fine di dimostrare il teorema occorrono alcuni lemmi di Niremberg, la cui
dimostrazione e` riportata in appendice. Prima di enunciarli, introduciamo la seguente
notazione: se x0 ∈ Rn poniamo per comodita` S(σ) = S(x0, σ); se u e` un’applicazione
di S(σ) a valori in RN e t ∈ (0, 1), h ∈ R− {0} sono tali che |h| < (1− t)σ, allora se
x ∈ S(tσ) poniamo, per i = 1, . . . , n
τi,hu(x) = u(x+ he
i)− u(x),
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dove {ei}i=1,...,n e` la base canonica di Rn.
Lemma 2.3.1. Sia u ∈ Lq(S(σ),RN), con 1 < q < +∞, ed esistanoM > 0, t ∈ (0, 1)
tali che per ogni i = 1, . . . , n, |h| < (1− t)σ
‖τi,hu‖0,q,S(tσ) ≤M |h|. (2.10)
Allora u ∈ H1,q(S(tσ),RN) e
‖Diu‖0,q,S(tσ) ≤M, (2.11)
per ogni i = 1, . . . , n.
Lemma 2.3.2. Sia u ∈ H1,q(S(σ),RN), q ≥ 1, allora per ogni t ∈ (0, 1) e |h| <
(1− t)σ si ha
‖τi,hu‖0,q,S(tσ) ≤ ‖Diu‖0,q,S(σ)|h|,
per ogni i = 1, . . . , n.
Dimostrazione del Teorema 2.3.1. Sia S(2σ) = S(x0, 2σ) ⊂ Ω e sia
P (x) = (P1(x), . . . , PN(x)),
dove P1, . . . , PN sono funzioni polinomiali di grado minore uguale a 2, tali che per
ogni j = 1, . . . , N ∫
S(2σ)
Dα(uj − Pj) dx = 0 ∀α ∈ Nn : |α| ≤ 2. (2.12)
In particolare dalla (2.12) segue che per ogni j = 1, . . . , N , e per ogni multiindice α
tale che |α| = 2, DαPj e` uguale alla media integrale di Dαuj su S(2σ). Fissiamo un
indice i, con 1 ≤ i ≤ n, e 0 < |h| < σ
4
. Dal fatto che u e` soluzione del sistema (2.8)
segue che per quasi ogni x ∈ S (3
2
σ
)
τi,hF (D
2u)(x) = 0,
ed anche
F (D2(τi,hu(x)) +D
2u(x)) = 0. (2.13)
Poiche´ D2P e` una matrice costante, e` ovvio che τi,hD
2P (x) = 0 e quindi possiamo
dire che per quasi ogni x ∈ S (3
2
σ
)
F (D2[τi,h(u− P )(x)] +D2u(x)) = 0.
Consideriamo adesso un lemma che e` di importanza cruciale per la teoria, e la cui
dimostrazione e` banale.
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Lemma 2.3.3. Sia F : Rn2N → RN un’applicazione che verifica la Condizione (A),
e siano ξ, η ∈ Rn2N tali che
F (ξ + η) = F (η),
allora ∥∥∥∥∥
n∑
i=1
ξii
∥∥∥∥∥
N
≤ γ
1− δ‖ξ‖n2N .
Poiche´ u e` soluzione del sistema (2.8), e vale la relazione (2.13), allora possiamo
applicare il Lemma 2.3.3 con η = D2u e ξ = D2[τi,h(u− P )], ottenendo
‖∆[τi,h(u− P )]‖ ≤ γ
1− δ‖D
2[τi,h(u− P )]‖ q.o. in S
(
3
2
σ
)
. (2.14)
Consideriamo una funzione smussante θ ∈ C∞0 (RN) con le proprieta`:
0 ≤ θ ≤ 1,
θ = 1, in S(σ),
θ = 0, in Rn \ S (3
2
σ
)
,
|Dαθ| ≤ C
σ|α|
∀α ∈ Nn : |α| ≤ 2.
Moltiplicando la (2.14) per θ otteniamo che per quasi ogni x ∈ S (3
2
σ
)
‖θ∆[τi,h(u− P )]‖ ≤ γ
1− δ‖θD
2[τi,h(u− P )]‖. (2.15)
Poniamo
U = θτi,h(u− P ),
ovviamente U ∈ H2 ∩H10
(
S
(
3
2
σ
)
,RN
)
e si ha
∆U = θ∆τi,h(u− P ) + Φ(u− P )
D2U = θD2[τi,h(u− P )] + Ψ(u− P ),
dove
Φ(u− P ) = ∆θ(u− P ) + 2
n∑
s=1
DsθDs[τi,h(u− P )]
Ψ(u− P ) = {Drsθτi,h(u− P ) +DrθDs[τi,h(u− P )] +DsθDr[τi,h(u− P )]}r,s=1,...,n .
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Dalla (2.15) ricaviamo
‖∆U‖ ≤ γ
1− δ‖D
2U‖+ c(γ, δ) (‖Φ(u− P )‖+ ‖Ψ(u− P )‖) .
Quindi per ogni  > 0 grazie alla diseguaglianza elementare di interpolazione (5)
otteniamo
‖∆U‖2 ≤ (1 + ) γ
1− δ‖D
2U‖2 + c(γ, δ, ) (‖Φ(u− P )‖2 + ‖Ψ(u− P )‖2) .
Integrando su S
(
3
2
σ
)
ed applicando il Teorema di Miranda-Talenti 2.2.3, si ha∫
S( 32σ)
‖D2U‖2dx ≤ (1 + )
(
γ
1− δ
)2 ∫
S( 32σ)
‖D2U‖2dx+
+c(, γ, δ)
∫
S( 32σ)
(‖Φ(u− P )‖2 + ‖Ψ(u− P )‖2) dx.
Essendo γ
1−δ < 1 possiamo scegliere  sufficientemente piccolo in modo che
(1 + )
(
γ
1− δ
)2
< 1.
Otteniamo quindi∫
S(σ)
‖D2[τi,h(u− P )]‖2dx ≤
∫
S( 32σ)
‖D2U‖2dx
≤ c˜(, γ, δ)
∫
S( 32σ)
(‖Φ(u− P )‖2 + ‖Ψ(u− P )‖2) dx.
Utilizzando le ipotesi fatte sull’andamento delle derivate della funzione smussante θ
e il Lemma di Niremberg 2.3.2, maggioriamo∫
S( 32σ)
‖Φ(u− P )‖2dx
≤ C1
σ4
∫
S( 32σ)
‖τi,h(u− P )‖2dx+ C2
σ2
∫
S( 32σ)
‖D[τi,h(u− P )]‖2dx
≤ C1h
2
σ4
∫
S(2σ)
‖Di(u− P )‖2dx+ C2h
2
σ2
∫
S(2σ)
‖D2(u− P )‖2dx
≤ C3h
2
σ2
∫
S(2σ)
‖D2(u− P )‖2dx,
5Per ogni  > 0 si ha (a+ b)2 ≤ (1 + )a2 + c()b2, ∀a, b ∈ R.
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dove per l’ultima maggiorazione abbiamo usato il Teorema di Poincare´, prendendo
come funzione Di(u − P ), che per costruzione e` a media nulla. In modo analogo si
dimostra che ∫
S( 32σ)
‖Ψ(u− P )‖2dx ≤ C4h
2
σ2
∫
S(2σ)
‖D2(u− P )‖2dx.
Dal Lemma di Niremberg 2.3.1 segue la tesi.
Il teorema appena dimostrato ci dice che le soluzioni u, del sistema base omoge-
neo considerato, appartengono a H3loc(Ω,RN) e per ogni palla S(x0, 2σ) ⊂ Ω vale la
maggiorazione di Caccioppoli∫
S(x0,σ)
‖D(D2u)‖2dx ≤ c
σ2
∫
S(x0,2σ)
‖D2u− {D2u}S(x0.2σ)‖2dx. (2.16)
Possiamo stimare il secondo membro della (2.16) tramite il Teorema di Poincare´ (si
veda l’appendice, Teorema A.3.5) nella forma
‖v − {v}Ω‖0,p∗,Ω ≤ c2|v|1,p,Ω, 1 ≤ p < n
dove p∗ e` tale che 1
p∗ =
1
p
− 1
n
. Prendiamo p∗ = 2, quindi p = 2n
n+1
, e fissiamo
S(2σ) ⊂⊂ Ω. Applichiamo il teorema a v = D2u ∈ H1(S(2σ),Rn2N). Dalla (2.16) si
ottiene dunque
−
∫
S(x0,σ)
‖D(D2u)‖2 dx ≤ c3
(
−
∫
S(x0,2σ)
‖D(D2u)‖ 2nn+2 dx
)n+2
2n
. (2.17)
Possiamo adesso utilizzare un risultato di Gehring-Giaquinta-Modica che enuncia-
mo in una versione semplificata.
Lemma 2.3.4. Sia U ∈ Lr(Ω), con r > 1, e tale che U ≥ 0 quasi ovunque in Ω. Se
per ogni S(x0, 2σ) ⊂ Ω si ha(
−
∫
S(x0,σ)
U r dx
) 1
r
≤ c −
∫
S(x0,2σ)
U dx
allora esiste s > r tale che U ∈ Lsloc(Ω) e per ogni S(x0, 2σ) ⊂ Ω(
−
∫
S(x0,σ)
U s dx
) 1
s
≤ k
(
−
∫
S(x0,2σ)
U r dx
) 1
r
,
dove k e s dipendono solo da c, r e n.
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Dimostrazione. Per una dimostrazione del lemma si veda Giaquinta-Modica [22].
Prendendo U = ‖D(D2u)‖ 2nn+2 e r = n+2
n
, dalla maggiorazione (2.17) otteniamo,
grazie al Lemma 2.3.4, che esiste s > r, ovvero s > n+2
n
, per cui(
−
∫
S(x0,σ)
‖D(D2u)‖ 2nn+2 s dx
) 1
s
≤ k
(
−
∫
S(x0,2σ)
‖D(D2u)‖2 dx
) n
n+2
,
da cui (
−
∫
S(x0,σ)
‖D(D2u)‖ 2nn+2 s dx
) 1
s
n+2
2n
≤ k
(
−
∫
S(x0,2σ)
‖D(D2u)‖2 dx
) 1
2
.
Posto q = 2n
n+2
s > 2 abbiamo cos`ı dimostrato il teorema:
Teorema 2.3.2. Sia u ∈ H2(Ω,RN) una soluzione del sistema base F (D2u) = 0,
con F che verifica la Condizione (A) e F (0) = 0, allora esiste q > 2 tale che u ∈
H3,qloc (Ω,RN) e per ogni S(x0, 2σ) ⊂⊂ Ω si ha(
−
∫
S(x0,σ)
‖D(D2u)‖q dx
) 1
q
≤ k
(
−
∫
S(x0,2σ)
‖D(D2u)‖2 dx
) 1
2
.
Osservazione 2.3.1. I risultati di differenziabilita` e le maggiorazioni ottenute, ri-
spettivamente, nel Teorema 2.3.1 e nel Teorema 2.3.2, valgono anche per le soluzioni
dei sistemi base del tipo F (D2u) = η, con η ∈ RN vettore costante. Infatti basta
ripercorrere le dimostrazioni fatte, tenendo conto che in questo caso e` ancora vera
la relazione F (D2[τi,h(u − P )(x)] + D2u(x)) = F (D2u) e dunque possiamo ancora
applicare il Lemma 2.3.3. Osserviamo che in questo caso le costanti che compaiono
nelle varie maggiorazioni sono indipendenti da η.
2.4 Maggiorazioni fondamentali per sistemi base
I risultati ottenuti nel paragrafo precedente permettono di trovare maggiorazioni
all’interno per le soluzioni di un sistema base omogeneo. In questo paragrafo ci
occupiamo delle maggiorazioni fondamentali per D(D2u) e D2u.
Teorema 2.4.1. Sia u ∈ H2(Ω,RN) una soluzione del sistema base F (D2u) = 0, con
F che verifica la Condizione (A) e F (0) = 0; allora esiste q > 2 tale che per ogni
S(σ) = S(x0, σ) ⊂⊂ Ω e per ogni t ∈ (0, 1)∫
S(tσ)
‖D(D2u)‖2dx ≤ ctn(1− 2q )
∫
S(σ)
‖D(D2u)‖2dx.
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Dimostrazione. Per il Teorema 2.3.2 esiste q > 2 tale che u ∈ H3,qloc (Ω,RN). Sia
S(σ) ⊂⊂ Ω e fissiamo t ∈ (0, 1). Nel caso in cui 0 < t < 1
2
, applicando la
maggiorazione di Ho¨lder a ‖D(D2u)‖2 ∈ L q2 (S(tσ)), otteniamo
∫
S(tσ)
‖D(D2u)‖2dx ≤ c1tn(1−
2
q
)σn
(
−
∫
S(σ
2
)
‖D(D2u)‖qdx
) 2
q
,
da cui per il Teorema 2.3.2 segue che∫
S(tσ)
‖D(D2u)‖2dx ≤ c2tn(1−
2
q
)
∫
S(σ)
‖D(D2u)‖2dx.
Se invece 1
2
≤ t < 1, allora la tesi segue banalmente, infatti in questo caso
1
tn(1−
2
q
)
≤ 1
1
2
n(1− 2
q
)
, (2.18)
e dunque ∫
S(tσ)
‖D(D2u)‖2dx ≤ tn(1− 2q ) 1
tn(1−
2
q
)
∫
S(tσ)
‖D(D2u)‖2dx
≤ c3tn(1−
2
q
)
∫
S(σ)
‖D(D2u)‖2dx.
Teorema 2.4.2. Sia u ∈ H2(Ω,RN) una soluzione del sistema base F (D2u) = 0, con
F che verifica la Condizione (A) e F (0) = 0, allora esiste un q > 2 tale che per ogni
S(σ) = S(x0, σ) ⊂⊂ Ω e per ogni t ∈ (0, 1)
∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx ≤ c t2+n(1−
2
q
)
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx, (2.19)
∫
S(tσ)
‖D2u‖2dx ≤ c tλ
∫
S(σ)
‖D2u‖2dx, (2.20)
dove
λ = min
{
n, 2 + n
(
1− 2
q
)}
.
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Dimostrazione. Sia q > 2 la costante fornita dal Teorema 2.4.1 e fissiamo S(σ) ⊂⊂ Ω
e t ∈ (0, 1). Supponiamo che 0 < t < 1
2
, allora per il Teorema di Poincare´ e per il
Teorema 2.4.1 si ha∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx ≤ c1t2σ2
∫
S(tσ)
‖D(D2u)‖2dx
≤ c2t2+n(1−
2
q
)σ2
∫
S(σ
2
)
‖D(D2u)‖2dx.
Utilizzando la maggiorazione di Caccioppoli (2.16) si ottiene∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx ≤ c3 t2+n(1−
2
q
)
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx.
La stessa maggiorazione si ottiene banalmente nel caso in cui 1
2
≤ t < 1, infatti basta
ragionare come nella parte conclusiva della dimostrazione del Teorema 2.4.1. La prima
parte della tesi e` cos`ı provata. Proviamo adesso la seconda parte, la dimostrazione
risulta essere un po` piu` complicata. Senza perdita di generalita` distinguiamo i casi
n < q e n > q, infatti il caso n = q si riconduce al caso n > q considerando
q′ = q −  > 2, per  > 0 sufficientemente piccolo.
Se n < q dal Teorema 2.3.2 e dal Teorema di immersione di Sobolev segue che
D2u e` localmente ho¨lderiana in Ω, per la precisione
D2u ∈ C0,1−nq (Ω,Rn2N).
Ricordiamo inoltre che dal Teorema di isomorfismo per gli spazi di Campanato (si
veda l’appendice, Teorema A.5.1), si ha
C0,1−
n
q (S(σ),Rn2N) ∼= L2,2+n(1− 2q )(S(σ),Rn2N),
e le rispettive seminorme sono equivalenti (con costanti stabili per omotetia). Ne
consegue, utilizzando la (2.19), che
[D2u]2
1−n
q
,S(σ
2
)
≤ c1[D2u]2L2+n(1− 2q )(S(σ
2
))
≤ c2σ−2−n(1−
2
q
)
∫
S(σ)
‖D2u‖2dx. (2.21)
Dalla semplice disuguaglianza triangolare ‖D2u(x)‖ ≤ ‖D2u(x)−D2(y)‖+‖D2u(y)‖,
maggiorando ‖D2u(x)−D2(y)‖ con d1−n/qS(σ
2
) [D
2u]1−n
q
,S(σ
2
) ed integrando rispetto ad y
su S(σ) si ottiene
c(n)σn sup
S(σ
2
)
‖D2u‖2 ≤ c3(n)σ2+n(1−
2
q
)[D2u]2
1−n
q
,S(σ
2
)
+ c4
∫
S(σ)
‖D2u(y)‖2dy. (2.22)
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Dalla (2.21) e dalla (2.22) segue che
σn sup
S(σ
2
)
‖D2u‖2 ≤ c5
∫
S(σ)
‖D2u‖2dx.
Quindi se 0 < t < 1
2
si ha∫
S(tσ)
‖D2u‖2dx ≤ c(n)tnσn sup
S(tσ)
‖D2u‖2 ≤ c6tn
∫
S(σ)
‖D2u‖2dx.
Nel caso 1
2
≤ t < 1 la maggiorazione e` banalmente vera.
Consideriamo adesso il caso n > q. Sia ρ tale che 0 < t < ρ < 1, allora si ha∫
S(tσ)
‖D2u‖2dx ≤ 2
∫
S(tσ)
‖D2u− {D2u}S(ρσ)‖2dx+ 2
∫
S(tσ)
‖{D2u}S(ρσ)‖2dx
≤ 2
∫
S(ρσ)
‖D2u− {D2u}S(ρσ)‖2dx+ 2c(n)tnσn
(
−
∫
S(ρσ)
‖D2u‖dx
)2
(utilizziamo la maggiorazione (2.19) per il primo integrale, e la maggiorazione di
Ho¨lder per il secondo)
≤ Cρ2+n(1− 2q )
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx+ 2 t
n
ρn
∫
S(ρσ)
‖D2u‖2dx
≤ 2
(
t
ρ
)n ∫
S(ρσ)
‖D2u‖2dx+ Cρ2+n(1− 2q )
∫
S(σ)
‖D2u‖2dx.
Abbiamo quindi ottenuto la maggiorazione
∫
S(tσ)
‖D2u‖2dx ≤ 2
(
t
ρ
)n ∫
S(ρσ)
‖D2u‖2dx+ Cρ2+n(1− 2q )
∫
S(σ)
‖D2u‖2dx. (2.23)
Consideriamo adesso un lemma, facente parte di quella schiera di lemmi noti in
letteratura come lemmi algebrici, la cui dimostrazione e` riportata in appendice.
Lemma 2.4.1. Siano ϕ,Φ due funzioni non negative definite su (0, d], e sia Φ non
decrescente, inoltre siano A,α, β numeri reali positivi con β < α e supponiamo che
per ogni t ∈ (0, 1), σ ∈ (0, d] valga
ϕ(tσ) ≤ Atαϕ(σ) + σβΦ(σ).
Allora per ogni  ∈ (0, α− β], t ∈ (0, 1) e per ogni σ ∈ (0, d] si ha
ϕ(tσ) ≤ Atα−ϕ(σ) +K(A)(tσ)βΦ(σ),
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dove
K(ξ) =
(1 + ξ)
2α

(1 + ξ)
α−β
 − ξ
.
Da questo lemma discende come caso particolare un altro lemma, di piu` immediata
applicazione alla nostra situazione.
Lemma 2.4.2. Sia ϕ una funzione non negativa e non decrescente, definita su (0, d],
e tale che per ogni t e ρ, con 0 < t < ρ ≤ d, risulti
ϕ(t) ≤ K1
(
t
ρ
)α
ϕ(ρ) +K2ρ
β,
con K1, K2, α, β numeri reali positivi e α−β > 0. Allora esiste una costante c(K1, α−
β) tale che per ogni t, ρ con 0 < t < ρ ≤ d vale
ϕ(t) ≤ K1
(
t
ρ
)β
ϕ(ρ) + c(K1, α− β)K2tβ.
Poniamo quindi
ϕ(t) =
∫
S(tσ)
‖D2u‖2dx,
riscrivendo la maggiorazione (2.23) si ottiene
ϕ(t) ≤ 2
(
t
ρ
)n
ϕ(ρ) + Cρ2+n(1−
2
q
)ϕ(1).
In questo modo la funzione ϕ verifica le ipotesi del Lemma 2.4.2, con α = n, β =
2 + n(1 − 2
q
), d = 1, infatti per ipotesi n > q e dunque si ha n > 2 + n(1 − 2
q
). Dal
Lemma 2.4.2 otteniamo quindi che∫
S(tσ)
‖D2u‖2dx ≤ C1
(
t
ρ
)2+n(1− 2
q
) ∫
S(ρσ)
‖D2u‖2dx+ C2t2+n(1−
2
q
)
∫
S(σ)
‖D2u‖2dx,
passando al limite per ρ→ 1− si ha la tesi.
Osserviamo per la precisione che l’esponente λ che compare nel Teorema 2.4.2 e`
dato da
λ =
{
n se n < q
2 + n
(
1− 2
q
)
se n > q.
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Osservazione 2.4.1. Osserviamo che i risultati ottenuti nel Teorema 2.4.1 e nel
Teorema 2.4.2, e le relative maggiorazioni, sono validi, in virtu` dell’Osservazione 2.3.1,
anche per le soluzioni dei sistemi della forma F (D2u) = η, con η ∈ RN . In questo caso
le costanti che compaiono nelle varie maggiorazioni fondamentali sono indipendenti
da η.
Osservazione 2.4.2. Avendo provato che esiste q > 2 tale che u ∈ H3,qloc (Ω,RN),
allora, per il Teorema di immersione di Sobolev (si veda l’appendice, Teorema A.3.1)
segue che, se u ∈ H2(Ω,RN) e` soluzione del sistema base (2.8) allora:
• D2u e` localmente ho¨lderiana in Ω se n < q,
• Du e` localmente ho¨lderiano in Ω se n < 2q,
• u e` localmente ho¨lderiana in Ω se n < 3q.
In particolare se n ≤ 6 allora u e` localmente ho¨lderiana in Ω.
2.5 Maggiorazioni fondamentali per le derivate pri-
me
Teorema 2.5.1. Sia u ∈ H2(Ω,RN) una soluzione del sistema base F (D2u) = 0, con
F che verifica la Condizione (A) e F (0) = 0, allora esiste q > 2 tale che, per ogni
palla S(σ) = S(x0, σ) ⊂⊂ Ω e per ogni t ∈ (0, 1) si ha∫
S(tσ)
‖Du− {Du}S(tσ)‖2dx ≤ ctλ+2
∫
S(σ)
‖Du− {Du}S(σ)‖2dx, (2.24)
con
λ = min
{
n, 2 + n
(
1− 2
q
)}
,
ed inoltre ∫
S(tσ)
‖Du‖2dx ≤ ctλ1
∫
S(σ)
‖Du‖2dx, (2.25)
dove
λ1 = min {λ+ 2, n} .
Al fine di dimostrare il Teorema 2.5.1 premettiamo il seguente lemma:
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Lemma 2.5.1. Nelle ipotesi del Teorema 2.5.1 segue che per ogni palla S(2σ) =
S(x0, 2σ) ⊂ Ω ∫
S(σ)
‖D2u‖2dx ≤ c 1
σ2
∫
S(2σ)
‖Du− {Du}S(2σ)‖2dx.
Dimostrazione. Fissiamo S(2σ) ⊂ Ω e sia θ ∈ C∞0 (Rn) una funzione smussante con
le seguenti proprieta`: 0 ≤ θ ≤ 1, θ = 1 su S(σ), θ = 0 su Rn \ S(2σ) e |Dαθ| ≤
cσ−|α| per ogni multiindice α, con |α| ≤ 2. Consideriamo poi un vettore P (x) =
(P1(x), . . . , PN(x)), le cui componenti sono funzioni polinomiali di grado minore o
uguale ad uno, e tale che per ogni j = 1, . . . , N∫
Ω
Dα(uj − Pj)dx = 0 ∀α ∈ Nn : |α| ≤ 1.
Poniamo U = θ(u− P ); di conseguenza U ∈ H2 ∩H10 (S(2σ),RN), D2(u− P ) = D2u
e D2(U) = D2u in S(σ). Siccome F verifica la Condizione (A), allora tenuto conto
che F (D2u) = 0 quasi ovunque in Ω e che F (0) = 0, per il Lemma 2.3.3 si ha
‖∆u‖ ≤ γ
1− δ‖D
2u‖,
da cui moltiplicando per θ si ottiene
‖θ∆u‖ ≤ γ
1− δ‖θD
2u‖. (2.26)
Osserviamo che
θ∆u = ∆U + A(u− P )
θD2u = D2U +B(u− P ),
dove
A(u− P ) = ∆θ(u− P ) + 2
n∑
i=1
DiθDi(u− P )
B(u− P ) = {Dijθ(u− P ) +DiθDj(u− P ) +DjθDi(u− P )}i,j=1,...,n.
Tenuto conto dell’osservazione fatta e della 2.26 segue che
‖∆U‖2 ≤
[
γ
1− δ‖θD
2u‖+ ‖A(u− P )‖
]2
≤
[
γ
1− δ‖D
2U‖+ γ
1− δ‖B(u− P )‖+ ‖A(u− P )‖
]2
≤ (1 + ) γ
2
(1− δ)2‖D
2U‖2 + C1()‖B(u− P )‖2 + C2()‖A(u− P )‖2.
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Integrando su S(2σ), tenendo conto del Teorema di Miranda-Talenti e del fatto che
γ
1−δ < 1, per  > 0 sufficientemente piccolo si ha∫
S(2σ)
‖D2U‖2dx ≤ c(, γ, δ)
∫
S(2σ)
[‖A(u− P )‖2 + ‖B(u− P )‖2] dx. (2.27)
Grazie al Teorema di Poincare´ e alle ipotesi sull’andamento delle derivate di θ pos-
siamo maggiorare il secondo membro della (2.27), ottenendo∫
S(2σ)
[‖A(u− P )‖2 + ‖B(u− P )‖2] dx ≤ C 1
σ2
∫
S(2σ)
‖Du− {Du}S(2σ)‖2dx. (2.28)
Infatti ∫
S(2σ)
‖A(u− P )‖2dx =
∫
S(2σ)
∥∥∥∥∥∆θ(u− P ) + 2
n∑
i=1
DiθDi(u− P )
∥∥∥∥∥
2
dx
≤ 2
∫
S(2σ)
‖∆θ(u− P )‖2dx+ 2
∫
S(2σ)
∥∥∥∥∥2
n∑
i=1
DiθDi(u− P )
∥∥∥∥∥
2
dx
≤ 2
∫
S(2σ)
|∆θ|2‖(u− P )‖2dx+ c(n)
∫
S(2σ)
n∑
i=1
|Diθ|2‖Di(u− P )‖2dx
≤ c1(n)
σ4
∫
S(2σ)
‖(u− P )‖2dx+ c2(n)
σ2
∫
S(2σ)
‖Du−DP‖2dx
≤ c3(n)
σ2
∫
S(2σ)
‖Du− {Du}S(2σ)‖2dx,
dove nell’ultimo passaggio, abbiamo usato il Teorema di Poincare´ per maggiorare il
primo integrale, prendendo come funzione u−P , che per costruzione e` a media nulla.
La stima dell’integrale di ‖B(u− P )‖2 e` analoga a quella appena fatta. Dalla (2.27)
e dalla (2.28) segue la tesi del lemma.
Dimostriamo ora il Teorema 2.5.1.
Dimostrazione. Cominciamo con il provare la (2.24). Fissiamo una palla S(σ) =
S(x0, σ) ⊂⊂ Ω e t ∈ (0, 1). Se t ∈ (0, 1/2), per il Teorema di Poincare´∫
S(tσ)
‖Du− {Du}S(tσ)‖2dx ≤ ct2σ2
∫
S(tσ)
‖D2u‖2dx,
da cui per la (2.20) del Teorema 2.4.2 e per il Lemma 2.5.1 segue che∫
S(tσ)
‖Du− {Du}S(tσ)‖2dx ≤ c1tλ+2σ2
∫
S(σ
2
)
‖D2u‖2dx
≤ c2tλ+2
∫
S(σ)
‖Du− {Du}S(σ)‖2dx,
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dove
λ = min
{
n, 2 + n
(
1− 2
q
)}
.
Il caso t ∈ [1/2, 1) segue banalmente.
La dimostrazione della (2.25) e` analoga a quella della (2.20) del Teorema 2.4.2,
distinguendo questa volta i casi n < 2q e n > 2q.
2.6 Regolarita` per sistemi base non omogenei
Consideriamo un sistema della forma
F (D2u) = f(x), (2.29)
con F che verifica la Condizione (A), F (0) = 0, e f ∈ L2,µ(Ω,RN). Supponiamo che
n < q e n < µ < 2 + n(1 − 2
q
), dove q > 2 e` la costante che ci viene fornita dal
Teorema 2.4.2, relativa al sistema base omogeneo associato ad F . Se u ∈ H2(Ω,RN)
e` una soluzione del sistema (2.29) allora vale il seguente risultato di regolarita`:
Teorema 2.6.1. Se u ∈ H2(Ω,RN) e` soluzione del sistema (2.29), con n < q, n <
µ < 2+n(1− 2
q
) e f ∈ L2,µ(Ω,RN), allora D2u ∈ L2,µloc (Ω,RN), ovvero D2u e` localmente
ho¨lderiana dello stesso ordine di f .
Dimostrazione. Fissiamo una palla S(σ) = S(x0, σ) ⊂⊂ Ω e η ∈ RN . Consideriamo
il seguente problema di Dirichlet ausiliario:{
v − u ∈ H2 ∩H10 (S(σ),RN)
F (D2v)− η = 0 q.o. in S(σ). (2.30)
Allora, per la Proposizione 2.2.1, esiste una ed una sola v ∈ H2(S(σ),RN) soluzione
del Problema (2.30). Poniamo w = v − u, allora w e` soluzione in S(σ) del sistema
F (D2w +D2u)− η = 0. (2.31)
Grazie all’Osservazione 2.4.1, per v vale la maggiorazione (2.19) del Teorema 2.4.2,
quindi per t ∈ (0, 1)∫
S(tσ)
‖D2v − {D2v}S(tσ)‖2dx ≤ ct2+n(1−
2
q
)
∫
S(σ)
‖D2v − {D2v}S(σ)‖2dx.
Per w invece, essendo soluzione del sistema (2.31) e dal fatto che u e` soluzione del
sistema (2.29), segue che per quasi ogni x ∈ S(σ)
F (D2w +D2u)− F (D2u) = η − f(x),
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e quindi per ogni α > 0
‖∆w‖ ≤ ‖∆w − α[F (D2w +D2u)− F (D2u)]‖+ α‖f(x)− η‖. (2.32)
Siano α, γ, δ le costanti che intervengono nella Condizione (A) per F , da questa e
dalla (2.32) segue che per quasi ogni x ∈ S(σ)
‖∆w‖ ≤ γ
1− δ‖D
2w‖+ c(α, γ, δ)‖f(x)− η‖,
e per ogni  > 0 si ha
‖∆w‖2 ≤ (1 + )
(
γ
1− δ
)2
‖D2w‖2 + c(, α, γ, δ)‖f(x)− η‖2.
Integrando su S(σ) ed utilizzando il Teorema di Miranda-Talenti si ottiene che∫
S(σ)
‖D2w‖2dx ≤ (1 + )
(
γ
1− δ
)2 ∫
S(σ)
‖D2w‖2dx
+ c(, α, γ, δ)
∫
S(σ)
‖f − η‖2dx
da cui, essendo γ
1−δ < 1, per  sufficientemente piccolo si ha∫
S(σ)
‖D2w‖2dx ≤ c1(, α, γ, δ)
∫
S(σ)
‖f − η‖2dx.
Scegliamo η = {f}S(σ), allora per quanto provato sopra troviamo v e w tali che
u = v − w in S(σ), e che verificano le rispettive maggiorazioni. Ne consegue che per
ogni t ∈ (0, 1)∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx
≤ 2
∫
S(tσ)
‖D2v − {D2v}S(tσ)‖2dx+ 2
∫
S(tσ)
‖D2w − {D2w}S(tσ)‖2dx
≤ c1t2+n(1−
2
q
)
∫
S(σ)
‖D2v − {D2v}S(σ)‖2dx+ c2σµ[f ]2L2,µ(Ω,RN )
≤ 2c1t2+n(1−
2
q
)
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx
+ 2c1t
2+n(1− 2
q
)
∫
S(σ)
‖D2w − {D2w}S(σ)‖2dx+ c2σµ[f ]2L2,µ(Ω,RN )
≤ c3t2+n(1−
2
q
)
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx+ c4σµ[f ]2L2,µ(Ω,RN ).
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Per ottenere la tesi utilizziamo il Lemma 2.4.1. A tal fine poniamo
ϕ(tσ) =
∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx
Φ(σ) = c4[f ]L2,µ(Ω,RN )
α = 2 + n
(
1− 2
q
)
β = µ
 = α− β.
Applicando il Lemma 2.4.1 segue immediatamente che per ogni ρ, con 0 < ρ <
d(x0, ∂Ω),∫
S(ρ)
‖D2u− {D2u}S(ρ)‖2dx ≤ Cd(x0, ∂Ω)−µρµ{‖D2u‖20,2,Ω + [f ]2L2,µ(Ω,RN )}. (2.33)
Da questa segue che, per un fissato Ω1 ⊂⊂ Ω, D2u ∈ L2,µ(Ω1,Rn2N). Infatti osservia-
mo che la costante C non dipende ne´ da x0 ne´ da ρ, questo perche´ i lemmi algebrici
da noi utilizzati ci danno maggiorazioni con costanti che non dipendono da ϕ, da t, o
dall’ampiezza dell’intervallo in cui varia σ. Poniamo ρ1 = d(Ω1, ∂Ω), allora per ogni
ρ ∈ (0, ρ1), e x0 ∈ Ω1 vale la (2.33) con d(x0, ∂Ω)−µ ≤ ρ−µ1 . A questo punto la tesi
segue immediatamente.
2.7 Regolarita` per sistemi quasi base
Sia u ∈ H2(Ω,RN) una soluzione del sistema
F (x,D2u) = f(x), (2.34)
dove F verifica la Condizione (A) (in modo uniforme rispetto ad x) ed e` tale che
F (x, 0) = 0 per quasi ogni x ∈ Ω; per ora supponiamo solamente che f ∈ L2(Ω,RN).
Per quanto concerne la regolarita` delle soluzioni, finora abbiamo considerato operatori
che non dipendevano esplicitamente dalla variabile x. In questo senso possiamo con-
siderare i sistemi in forma base l’analogo non lineare dei sistemi lineari a coefficienti
costanti.
Al fine di provare risultati di regolarita` negli spazi L2,λ e C0,γ per la matrice
Hessiana delle soluzioni, cos`ı come avviene nella teoria delle equazioni e dei siste-
mi differenziali lineari, in cui si aggiungono ipotesi sulla regolarita` dei coefficienti,
formuleremo opportune ipotesi sull’applicazione x→ F (x, ξ).
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Cominciamo con la regolarita` negli spazi di Morrey. Supponiamo che x→ F (x, ξ)
sia uniformemente continua in Ω (in modo uniforme rispetto a ξ), nel senso che esiste
una funzione ω(σ) infinitesima per σ → 0, tale che per ogni x, y ∈ Ω
‖F (x, ξ)− F (y, ξ)‖ ≤ ω(‖x− y‖)‖ξ‖ ∀ξ ∈ Rn2N . (2.35)
Con queste ipotesi abbiamo il seguente teorema:
Teorema 2.7.1. Se u ∈ H2(Ω,RN) e` una soluzione del sistema (2.34), con F che
verifica la Condizione (A), F (x, 0) = 0 per ogni x ∈ Ω, la (2.35) e f ∈ L2,λ(Ω,RN),
con λ ≤ min
{
n, 2 + n
(
1− 2
q
)}
, (6) allora D2u ∈ L2,λ−loc (Ω,Rn
2N), per ogni  > 0.
Dimostrazione. Sia S(σ) = S(x0, σ) ⊂⊂ Ω. Consideriamo il seguente problema di
Dirichlet ausiliario: {
v − u ∈ H2 ∩H10 (S(σ),RN)
F (x0, D
2v) = 0 q.o. in S(σ).
(2.36)
Allora, per la Proposizione 2.2.1, esiste una ed una sola v ∈ H2(S(σ),RN) soluzione
del Problema (2.36). Poniamo w = v − u, allora w e` soluzione in S(σ) del sistema
F (x0, D
2w +D2u) = 0. (2.37)
Per v vale la maggiorazione del Teorema 2.4.2, ovvero per ogni t ∈ (0, 1) risulta∫
S(tσ)
‖D2v‖2dx ≤ ctλ1
∫
S(σ)
‖D2v‖2dx, (2.38)
dove λ1 = min
{
n, 2 + n
(
1− 2
q
)}
. Per quanto riguarda w, essa e` ovviamente anche
soluzione del sistema
F (x0, D
2w +D2u)− F (x0, D2u) = F (x,D2u)− F (x0, D2u)− f(x).
Dalla Condizione (A) e dalla precedente uguaglianza otteniamo
‖∆w‖ ≤ γ‖D2w‖+ δ‖∆w‖+ α‖F (x0, D2w +D2u)− F (x0, D2u)‖
≤ γ‖D2w‖+ δ‖∆w‖+ αω(σ)‖D2u‖+ α‖f‖,
6La costante q > 2 e` quella fornita dal Teorema 2.4.2 relativamente ai sistemi base associati ad
F , ottenuti fissando x0 ∈ Ω e considerando l’operatore F (x0, D2u). Poiche´ F verifica la Condizio-
ne (A) uniformemente in x, allora F (x0, ξ) verifica la Condizione (A) con le stesse costanti di F
indipendentemente da x0, e cos`ı pure q non dipende da x0.
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quindi
‖∆w‖ ≤ γ
1− δ‖D
2w‖+ c(α, δ) (ω(σ)‖D2u‖+ ‖f‖) .
Elevando al quadrato, integrando su S(σ) e tenendo conto del Teorema di Miranda-
Talenti, per ogni  > 0 si ha∫
S(σ)
‖D2w‖2dx ≤ (1 + )
(
γ
1− δ
)2 ∫
S(σ)
‖D2w‖2dx
+c(, α, δ)
(
ω2(σ)
∫
S(σ)
‖D2u‖2dx+ σλ‖f‖2L2,λ(Ω,RN )
)
.
Poiche´ γ
1−δ < 1, per  sufficientemente piccolo segue che∫
S(σ)
‖D2w‖2dx ≤ c(, α, γ, δ)
(
ω2(σ)
∫
S(σ)
‖D2u‖2dx+ σλ‖f‖2L2,λ(Ω,RN )
)
. (2.39)
Essendo u = v − w in S(σ), dalle maggiorazioni (2.38) e (2.39) otteniamo che per
ogni t ∈ (0, 1)∫
S(tσ)
‖D2u‖2dx ≤ c1
(
tλ1 + ω2(σ)
) ∫
S(σ)
‖D2u‖2dx+ c2σλ‖f‖2L2,λ(Ω,RN ).
Utilizziamo adesso il seguente lemma, la cui dimostrazione e` riportata in appendice:
Lemma 2.7.1. Siano ϕ e ω funzioni non negative definite in (0, d], con w tale che
lim
t→0+
ω(t) = 0.
Supponiamo inoltre che per ogni σ ∈ (0, d], per ogni t ∈ (0, 1)
ϕ(tσ) ≤ [Atα + ω(σ)]ϕ(σ) +Kσβ,
dove 0 < β < α, A,K > 0. Allora per ogni  < α − β esiste σ ≤ d tale che se
0 < σ ≤ σ e t ∈ (0, 1)
ϕ(tσ) ≤ (1 + A)tα−ϕ(σ) +KM(tσ)β,
con M che dipende da A, , α, β. Il lemma e` valido anche se α = β, e in questo caso
si ottiene che per ogni  > 0 esiste σ ≤ d tale che se 0 < σ ≤ σ e t ∈ (0, 1)
ϕ(tσ) ≤ (1 + A)tα−ϕ(σ) +KdM(tσ)α−.
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Poniamo
ϕ(tσ) =
∫
S(tσ)
‖D2u‖2dx
K = c2‖f‖2L2,λ(Ω,RN )
α = λ1
β = λ.
Dal lemma 2.7.1 segue che per ogni  > 0 esiste σ > 0 tale che per ogni 0 < σ ≤
σ < d(x0, ∂Ω), t ∈ (0, 1)∫
S(tσ)
‖D2u‖2dx ≤ Ctλ−
(
‖D2u‖20,2,Ω + ‖f‖2L2,λ(Ω,RN )
)
,
da cui, ragionando come nel Teorema 2.6.1, si trova che D2u ∈ L2,λ−loc (Ω,RN), e per
ogni Ω1 ⊂⊂ Ω vale la maggiorazione
‖D2u‖L2,λ−(Ω1,Rn2N ) ≤ C(, λ,Ω1)
(‖D2u‖0,2,Ω + ‖f‖L2,λ(Ω,RN )) .(7)
Nel Teorema 2.7.1 avevamo supposto che l’applicazione x → F (x, ξ) verificasse
un’ipotesi di uniforme continuita`, e per il sistema (2.34) avevamo come dato all’interno
f ∈ L2,λ. Adesso affrontiamo il caso in cui f e` ho¨lderiana. Al fine di ricavare un
risultato di ho¨lderianita` per D2u formuliamo la seguente ipotesi di regolarita` della
funzione F : supponiamo che esista un numero reale L > 0 tale che per ogni x, y ∈ Ω
‖F (x, ξ)− F (y, ξ)‖ ≤ L‖x− y‖β‖ξ‖ ∀ξ ∈ Rn2N , (2.40)
dove β = 1− n
q
, n < q.(8)
Teorema 2.7.2. Sia u ∈ H2(Ω,RN) una soluzione del sistema (2.34), con F che
verifica la Condizione (A), F (x, 0) = 0 per ogni x ∈ Ω, ed inoltre verifica la (2.40).
Se f ∈ C0,β(Ω,RN), allora D2u ∈ C0,β(Ω,Rn2N).
Dimostrazione. Fissiamo S(σ) = S(x0, σ) ⊂⊂ Ω. Essendo u soluzione di (2.34) allora
lo e` anche del sistema
F (x,D2u)− {f}S(σ) = f(x)− {f}S(σ). (2.41)
7La costante C dipende anche da n, da Ω, e dalle costanti di ellitticita` α, γ, δ.
8Per quanto riguarda q, valgono le considerazioni fatte nella nota a pie` di pagina relativa al
Teorema 2.7.1.
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Consideriamo il seguente problema di Dirichlet ausiliario:{
v − u ∈ H2 ∩H10 (S(σ),RN)
F (x0, D
2v) = {f}S(σ) q.o. in S(σ).
(2.42)
Allora, per la Proposizione 2.2.1, esiste una ed una sola v ∈ H2(S(σ),RN) soluzione
del Problema (2.42). Poniamo w = v − u, allora w e` soluzione in S(σ) del sistema
F (x0, D
2w +D2u) = {f}S(σ). (2.43)
Per v vale la maggiorazione del Teorema 2.4.2 (a tal proposito si tenga presente
l’Osservazione 2.4.1), e percio` si ha∫
S(tσ)
‖D2v − {D2v}S(tσ)‖2dx ≤ ct2+n(1−
2
q
)
∫
S(σ)
‖D2v − {D2v}S(σ)‖2dx. (2.44)
Per w si procede come nel Teorema 2.7.1, scrivendo
F (x0, D
2w +D2u)− F (x0, D2u) = F (x,D2u)− F (x0, D2u) + {f}S(σ) − f(x),
e tenendo conto dell’ipotesi (2.40). In questo modo si ottiene∫
S(σ)
‖D2w‖2dx ≤ c1
(
σ2β
∫
S(σ)
‖D2u‖2dx+ σn+2β[f ]2
C0,β(Ω,RN )
)
. (2.45)
Essendo u = v − w dalla (2.44) e dalla (2.45) si ha∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx ≤ c2σ2β
∫
S(σ)
‖D2u‖2dx+ c3σn+2β[f ]2C0,β(Ω,RN )+
+c4t
2+n(1− 2
q
)
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx.
(2.46)
Ricordiamo che per definizione 2+n(1− 2
q
) = n+2β, e ragionando come nel Teorema
2.7.1 segue che per ogni  > 0∫
S(σ)
‖D2u‖2dx ≤ C1σn−{‖D2u‖20,2,Ω + ‖f‖2∞,Ω} = σn−K(u, f).
Da cui∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx ≤ C2tn+2β
∫
S(σ)
‖D2u− {D2u}S(σ)‖2dx
+C3σ
n+2β−K(u, f) + C4σn+2β[f ]2C0,β(Ω,RN ).
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Applicando il Lemma 2.7.1 si ottiene che per ogni  > 0, esiste σ > 0 tale che per
ogni 0 < σ ≤ σ < d(x0, ∂Ω), t ∈ (0, 1)∫
S(tσ)
‖D2u− {D2u}S(tσ)‖2dx ≤ Ctn+2β−
(
‖D2u‖20,2,Ω + ‖f‖2C0,β(Ω,RN )
)
, (2.47)
quindi, ragionando come nel Teorema 2.6.1, si ottiene che, per ogni  > 0, D2u ∈
L2,n+2β−loc (Ω,Rn
2N). Per il Teorema di isomorfismo A.5.1 segue che, per ogni γ < β,
D2u e` localmente γ-ho¨lderiana. In particolare D2u e` localmente limitata, quindi dalla
(2.45) segue che D2w e` β-ho¨lderiana in S(σ). Dalla (2.44) segue che anche D2v e` β-
ho¨lderiana in S(σ), quindi, D2u e` β-ho¨lderiana in ogni palla contenuta compatta in
Ω. Da cui segue la tesi.
2.8 Un teorema di esistenza locale per sistemi com-
pleti
Finora abbiamo considerato sistemi totalmente non lineari in forma base e quasi
base, omogenei e non, adesso vogliamo occuparci di quelli in forma completa. In
particolare, dimostreremo un teorema di esistenza locale delle soluzioni, ed in seguito
una maggiorazione di tipo Caccioppoli, da cui dedurremo risultati di regolarita` di
tipo Lp locale per la matrice Hessiana delle soluzioni.
Sia Ω ⊂ Rn un aperto limitato, e siano
F : Ω× RN × RnN × Rn2N → RN ,
f : Ω× RN × RnN → RN .
Consideriamo un sistema della forma
F (x, u,Du,D2u) = f(x, u,Du). (2.48)
Su F e su f faremo alcune ipotesi di regolarita` e per quest’ultima anche sul tipo di
andamento. Per quanto riguarda F supponiamo che:
(i) F (x, u, p, ξ) sia misurabile in x e continua rispetto a (u, p, ξ);
(ii) F (x, u, p, 0) = 0 per quasi ogni x ∈ Ω, per ogni u ∈ RN , p ∈ RnN ;
(iii) l’applicazione ξ → F (x, u, p, ξ) verifichi la Condizione (A) uniformemente ri-
spetto a (x, u, p).
Su f facciamo invece le seguenti ipotesi:
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(iv) f(x, u, p) sia misurabile in x e continua in (u, p);
(v) f abbia un andamento lineare, piu` precisamente: esista g ∈ L2(Ω,RN) tale che
per quasi ogni x ∈ Ω e per ogni u ∈ RN , p ∈ RnN
‖f(x, u, p)‖N ≤ C{‖g(x)‖N + ‖u‖N + ‖p‖nN}.
Al fine di provare il Teorema di esistenza locale 2.8.2 utilizzeremo il seguente
teorema di punto fisso:
Teorema 2.8.1 (Birkhoff-Kellog-Schauder). Sia (X, ‖·‖X) uno spazio di Banach,
Σ una palla chiusa di X, Σ0 un insieme relativamente compatto contenuto in Σ, e
T : Σ→ Σ0 un’applicazione continua, allora T ha almeno un punto unito in Σ.
Dimostrazione. Per una dimostrazione si veda Saaty [36].
Teorema 2.8.2. Nelle ipotesi (i)-(iii) su F e (iv)-(v) su f , esiste σ0 tale che, per
ogni palla S(σ) = S(x0, σ) ⊂ Ω, con σ ≤ σ0, il problema di Dirichletu ∈ H
2 ∩H10 (S(σ),RN)
F (x, u,Du,D2u) = f(x, u,Du) q.o. in S(σ),
(2.49)
ha almeno una soluzione.
Dimostrazione. Fissata una palla S(σ) ⊂ Ω ed una costante M∗ > 0, poniamo
X = H10 (S(σ),RN),
Σ =
{
u ∈ H10 (S(σ),RN) :
∫
S(σ)
‖Du‖2dx ≤M∗
}
.
Fissato u ∈ Σ, consideriamo il problema di DirichletU ∈ H
2 ∩H10 (S(σ),RN)
F (x, u,Du,D2U) = f(x, u,Du) q.o. in S(σ).
(2.50)
Osserviamo che grazie all’ipotesi (v) sull’andamento lineare di f , risulta che
f(x, u,Du) ∈ L2(S(σ),RN), (2.51)
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quindi per il Teorema 2.2.4, per ogni u ∈ Σ esiste uno ed un solo U = T1(u) ∈
H2 ∩H10 (S(σ),RN), soluzione del sistema (2.50), in particolare, dalla maggiorazione
(2.4) del Teorema 2.2.4, risulta che∫
S(σ)
‖D2U‖2dx ≤ c
∫
S(σ)
‖f(x, u,Du)‖2dx
≤ c1
∫
S(σ)
(‖g‖2 + ‖u‖2 + ‖Du‖2) dx
≤M(g,M∗).
(2.52)
Quindi T1 manda Σ in un limitato Γ di H2∩H10 (S(σ),RN). Utilizzando la formula
di integrazione per parti di Green ed il Teorema di Poincare´ si trova la seguente
maggiorazione: ∫
S(σ)
‖DU‖2dx ≤ c(n)σ2
∫
S(σ)
‖D2U‖2dx. (2.53)
La (2.53) ci garantisce la continuita` dell’immersione
i : H2 ∩H10 (S(σ),RN) ↪→ H10 (S(σ),RN).
Osserviamo che avremmo potuto banalmente dedurre questo fatto anche dall’Osser-
vazione 2.2.1, senza ottenere pero` una maggiorazione delle norme con una costante
in cui e` esplicitata la dipendenza rispetto a σ; per il Teorema di Rellich-Kondrachov
(si veda l’appendice, Teorema A.3.4) segue che tale immersione e` anche compatta.
Grazie alle maggiorazioni (2.52) e (2.53) si ha∫
S(σ)
‖DU‖2dx ≤ c(n)σ2M(g,M∗).
Possiamo quindi scegliere σ0 > 0 sufficientemente piccolo in modo che se σ ≤ σ0
c(n)σ2M(g,M∗) ≤M∗.
Da questo segue che per σ ≤ σ0 l’applicazione T1 manda Σ in se´. Poniamo T = i◦T1.
Poiche` T1(Σ) e` limitato e i e` compatta allora Σ0 = i◦T1(Σ) e` relativamente compatto
inH10 (S(σ),RN). Per poter applicare il Teorema di punto fisso 2.8.1 resta da provare la
continuita` di T . Sia dunque {uh}h∈N una successione tale che uh → u inH10 (S(σ),RN)
con uh, u ∈ Σ, vogliamo provare che Uh = T (uh)→ U = T (u) in H10 (S(σ),RN).
Consideriamo i seguenti problemi dei quali, rispettivamente, Uh e U sono soluzioni.
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 Uh ∈ H
2 ∩H10 (S(σ),RN)
F (x, uh, Duh, D
2Uh) = f(x, uh, Duh) q.o. in S(σ),
(2.54)
 U ∈ H
2 ∩H10 (S(σ),RN)
F (x, u,Du,D2U) = f(x, u,Du) q.o. in S(σ).
(2.55)
Di conseguenza Uh − U e` la soluzione del seguente problema di Dirichlet:
Uh − U ∈ H2 ∩H10 (S(σ),RN)
∆(Uh − U) = ∆(Uh − U)− α[F (x, uh, Duh, D2Uh)− F (x, uh, Duh, D2U)]
+ α[F (x, u,Du,D2U)− F (x, uh, Duh, D2U)]
+ α[f(x, uh, Duh)− f(x, u,Du)] q.o. in S(σ),
(2.56)
dove α e` la costante che interviene nella Condizione (A). Dalla (2.56) e dalla Condi-
zione (A) si ottiene quindi che, per ogni  > 0 vale la seguente maggiorazione:
∫
S(σ)
‖∆(Uh − U)‖2dx ≤ (1 + )γ(γ + δ)
∫
S(σ)
‖D2(Uh − U)‖2dx
+(1 + )δ(γ + δ)
∫
S(σ)
‖∆(Uh − U)‖2dx
+α2C()
∫
S(σ)
‖F (x, u,Du,D2U)− F (x, uh, Duh, D2U)‖2dx
+α2C()
∫
S(σ)
‖f(x, uh, Duh)− f(x, u,Du)‖2dx = A+B+C+D.
(2.57)
Per il Teorema di Miranda-Talenti
A+B ≤ (1 + )(γ + δ)2
∫
S(σ)
‖∆(Uh − U)‖2dx. (2.58)
Quindi per  sufficientemente piccolo, da (2.57), (2.58) e ancora per la maggiorazione
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di Miranda-Talenti segue che∫
S(σ)
‖D2(Uh − U)‖2dx
≤ C(α, γ, δ)
∫
S(σ)
‖F (x, u,Du,D2U)− F (x, uh, Duh, D2U)‖2dx
+C(α, γ, δ)
∫
S(σ)
‖f(x, uh, Duh)− f(x, u,Du)‖2dx.
(2.59)
Siccome uh → u in H10 (S(σ),RN) allora (uh, Duh) → (u,Du) in L2(S(σ),RN+nN), e
conseguentemente anche in Ls(S(σ),RN+nN), per ogni 1 ≤ s < 2. Possiamo applicare
il seguente teorema sulla continuita` degli operatori di Ne˘mycki˘ı:
Teorema 2.8.3. Sia Φ : Ω × Rm → RN verificante le ipotesi di Carathe´odory. In
corrispondenza di Φ consideriamo l’operatore N (W ) = Φ(x,W (x)). Siano p, q ≥ 1 e
supponiamo che esistano g ∈ Lq(Ω) e β > 0 tali che
‖Φ(x,W )‖N ≤ g(x) + β‖W‖rm, r =
p
q
allora N e` un operatore continuo di Lp(Ω,Rm) in Lq(Ω,RN).
Dimostrazione. Per una dimostrazione si veda ad esempio Prodi-Ambrosetti [35].
Poiche´ F verifica la Condizione (A) e l’ipotesi (ii) otteniamo la maggiorazione
‖F (x, u, p, ξ)‖N ≤ C‖ξ‖n2N . (2.60)
Da questa e dall’ipotesi sull’andamento di f segue che gli operatori
NF (u,Du) = F (x, u,Du,D2U),
Nf (u,Du) = f(x, u,Du)
verificano le ipotesi del Teorema 2.8.3. Grazie a questo teorema possiamo concludere
la dimostrazione: dal fatto che (uh, Duh) → (u,Du) in L2(S(σ),RN+nN) e dalla
continuita` di NF e Nf , segue che gli integrali che compaiono al secondo membro di
(2.59) tendono a zero per h → +∞, e quindi, da quella maggiorazione, segue che
Uh → U in H2 ∩ H10 (S(σ),RN), dalla quale, per la continuita` dell’immersione i, si
ottiene che Uh → U in H10 (S(σ),RN).
In analogia a quanto provato nel Lemma 2.5.1, vogliamo fornire una maggiorazione
di Caccioppoli anche per soluzioni di sistemi in forma completa.
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Lemma 2.8.1. Sia u ∈ H2(Ω,RN) una soluzione del sistema (2.48), con F e f che
verificano rispettivamente le ipotesi (i)-(iii) e (iv)-(v); allora per ogni palla S(2σ) =
S(x0, 2σ) ⊂ Ω si ha∫
S(σ)
‖D2u‖2dx ≤ c1 1
σ2
∫
S(2σ)
‖Du− {Du}S(2σ)‖2dx+ c2
∫
S(2σ)
‖f(x, u,Du)‖2dx.
(2.61)
Dimostrazione. Fissiamo una palla S(2σ) = S(x0, 2σ) ⊂ Ω e sia θ ∈ C∞0 (Rn) una
funzione smussante, con le stesse proprieta` di quella usata nella dimostrazione del
Lemma 2.5.1. Sia P (x) = (P1(x), . . . , PN(x)) un vettore polinomiale, con polinomi di
grado minore o uguale ad uno, tale che per ogni j = 1, . . . , N∫
S(2σ)
Dβ(uj − Pj)dx = 0 ∀β ∈ Nn : |β| ≤ 1.
Poniamo U = θ(u−P ), ovviamente risulta che U ∈ H10 ∩H2(S(2σ),RN), D2(u−P ) =
D2u e D2(U) = D2u quasi ovunque in S(σ).
Siano α, δ, γ le costanti che intervengono nella Condizione (A), poiche´ u e` soluzione
della (2.58) allora per quasi ogni x ∈ Ω
θ∆u(x) = θ[∆u(x)− αF (x, u,Du,D2u)] + αθf(x, u,Du).
Grazie al fatto che F verifica la Condizione (A) si ha
‖θ∆u‖ ≤ θγ‖D2u‖+ θδ‖∆u‖+ θα‖f‖.
D’altra parte
θ∆u = ∆U + A(u− P ), (2.62)
θD2u = D2U +B(u− P ), (2.63)
dove A e B sono gli stessi del Lemma 2.5.1. Ne consegue che
‖∆U‖ ≤ θγ‖D2u‖+ θδ‖∆u‖+ α‖f‖+ ‖A(u− P )‖
≤ γ‖D2U‖+ δ‖∆U‖+ c(α, δ, γ)[‖f‖+ ‖A(u− P )‖+ ‖B(u− P )‖].
Quindi, per ogni  > 0 si ottiene (9)
‖∆U‖2 ≤ (1 + )[γ(γ + δ)]‖D2U‖2 + (1 + )[δ(γ + δ)]‖∆U‖2
+c(α, δ, γ, )[‖f‖2 + ‖A(u− P )‖2 + ‖B(u− P )‖2].
9Utilizzando prima la disuguaglianza elementare di interpolazione, e successivamente anche la
disuguaglianza: (γG+ δD)2 ≤ γ(γ + δ)G2 + δ(γ + δ)D2 ∀G,D ∈ R, ∀γ, δ ∈ R+ ∪ {0}.
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Integrando su S(2σ) e tenendo conto del Teorema di Miranda-Talenti otteniamo∫
S(2σ)
‖∆U‖2dx ≤ (1 + )2(γ + δ)2
∫
S(2σ)
‖∆U‖2dx
+c(α, δ, γ, )
∫
S(2σ)
(‖f(x, u,Du)‖2 + ‖A(u− P )‖2 + ‖B(u− P )‖2)dx.
Poiche´ γ + δ < 1, per  sufficientemente piccolo si ha∫
S(2σ)
‖∆U‖2dx ≤ c1(α, γ, δ, )
∫
S(2σ)
(‖f‖2 + ‖A(u− P )‖2 + ‖B(u− P )‖2) dx.
Poiche` D2U = D2u in S(σ), sempre per il Teorema di Miranda-Talenti segue che∫
S(σ)
‖D2u‖2dx ≤ c1(α, , γ, δ)
∫
S(2σ)
(‖f‖2 + ‖A(u− P )‖2 + ‖B(u− P )‖2) dx.
(2.64)
Rimane da stimare il secondo membro della (2.64), procedendo come nella dimostra-
zione del Lemma 2.5.1 si ottiene che∫
S(2σ)
‖A(u− P )‖2 + ‖B(u− P )‖2dx ≤ cσ−2
∫
S(2σ)
‖D(u− P )‖2dx. (2.65)
Dalla (2.64), tenendo conto della (2.65) si ha la tesi.
In analogia a quanto fatto per i sistemi base vogliamo adesso fornire un risultato
di regolarita` Lq locale per la matrice D2u, dove u e` una soluzione del sistema (2.48).
La strada da seguire per la dimostrazione e` la stessa del Teorema 2.3.2, occorrera`
pero` qualche modifica alle ipotesi su f e servira` una versione piu` generale del Lemma
di Gehring-Giaquinta-Modica.
Lemma 2.8.2 (Gehring-Giaquinta-Modica). Se U e G sono funzioni non ne-
gative su Ω, con U ∈ Lr(Ω), G ∈ Ls(Ω), dove 1 < r < s e se per ogni palla
S(x0, σ) = S(σ) ⊂ S(2σ) ⊂ Ω vale
−
∫
S(σ)
U rdx ≤ c
{(
−
∫
S(2σ)
Udx
)r
+ −
∫
S(2σ)
Grdx
}
,
con c > 1 allora esiste  > 0 tale che U ∈ Ltloc(Ω), per ogni t ∈ [r, r + ) e per ogni
S(σ) ⊂ S(2σ) ⊂ Ω(
−
∫
S(σ)
U tdx
) 1
t
≤ K
{(
−
∫
S(2σ)
U rdx
) 1
r
+
(
−
∫
S(2σ)
Gtdx
) 1
t
}
,
con K ed  che dipendono solo da c, r, s e n.
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Dimostrazione. Per una dimostrazione di questo lemma si veda Giaquinta-Modica
[22].
Teorema 2.8.4. Sia u ∈ H2(Ω,RN) una soluzione del sistema (2.48), con F che
verifica le ipotesi (i)-(iii) e f le ipotesi (iv)-(v) con g ∈ Lq0(Ω,RN), dove q0 < 2∗,(10)
allora esiste q, con 2 < q < q0, tale che D
2u ∈ Lqloc(Ω,Rn
2N) e per ogni S(2σ) ⊂ Ω si
ha (
−
∫
S(2σ)
‖D2u‖qdx
) 1
q
≤ c
(
−
∫
S(2σ)
‖D2u‖2dx
) 1
2
+
(
−
∫
S(2σ)
‖f(x, u,Du)‖qdx
) 1
q
.
Dimostrazione. Sia dunque u una soluzione del sistema (2.48), poiche´ abbiamo sup-
posto g ∈ Lq0(Ω,RN), con q0 < 2∗, per il Teorema di Sobolev segue che f(x, u,Du) ∈
Lq0loc(Ω,RN). Per il Teorema di Poincare´, prendendo p∗ = 2 (da cui segue che
otteniamo una maggiorazione con p = 2n
n+2
) si ottiene
∫
S(2σ)
‖Du− {Du}S(2σ)‖2dx ≤ c
[∫
S(2σ)
‖D2u‖ 2nn+2 dx
]n+2
n
.
Poniamo
U = ‖D2u‖ 2nn+2 ,
G = ‖f(x, u,Du)‖ 2nn+2 ,
allora la maggiorazione di Caccioppoli (2.61) si scrive nella forma
−
∫
S(σ)
U
n+2
n dx ≤ c1
(
−
∫
S(2σ)
Udx
)n+2
n
+ c2 −
∫
S(2σ)
G
n+2
n dx.
Utilizzando il Lemma 2.8.2 si ottiene la tesi.
Osservazione 2.8.1. Dal Teorema 2.8.4 e dal Teorema di immersione di Sobolev
segue che
Du e` localmente ho¨lderiana in Ω, se n < q,
u e` localmente ho¨lderiana in Ω, se n < 2q.
10Ricordiamo che 2∗ e` definito, secondo le notazioni del Teorema di immersione di Sobolev, da
1
2∗ =
1
2 − 1n .
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2.9 Un risultato di esistenza e unicita` globale
Nella sezione precedente abbiamo ottenuto un risultato di sola esistenza locale per
sistemi in forma completa, vogliamo adesso fornire un esempio in cui e` garantita sia
l’esistenza globale che l’unicita` della soluzione per un sistema formato da una parte
principale che dipende solo da x e dalla matrice Hessiana di u, e da una parte che
dipende da x e da u. Piu` precisamente: sia Ω un aperto di Rn, limitato, convesso e
di classe C2, e sia g = g(x, v) una funzione di Ω×RN a valori in RN , misurabile in x
e continua rispetto alla variabile v. Supponiamo che per quasi ogni x ∈ Ω
g(x, 0) = 0, (2.66)
e che esista una costante reale c, con c < λ0 (dove λ0 e` il primo autovalore di −∆)
tale che per ogni v, w ∈ RN e per quasi ogni x ∈ Ω
0 ≤ (g(x, v)− g(x,w), v − w)N ,
‖g(x, v)− g(x,w)‖N ≤ c‖v − w‖N . (2.67)
Consideriamo il problema{
u ∈ H2 ∩H10 (Ω,RN)
F (x,D2u) + g(x, u) = f(x) q.o. in Ω.
(2.68)
Vale il seguente teorema:
Teorema 2.9.1. Supponiamo che F verifichi la Condizione (A), F (x, 0) = 0 per quasi
ogni x ∈ Ω, e che g verifichi le ipotesi sopra con c < 1−(γ+δ)
α
λ0. Se f ∈ L2(Ω,RN)
allora il sistema (2.68) ha una ed una sola soluzione.
Al fine di dimostrare il Teorema 2.9.1 utilizzeremo le notazioni del Teorema 1.5.1
e proveremo alcuni lemmi preliminari. Poniamo
F˜ (f, u) = F (x,D2u) + g(x, u)− f
B(u) = ∆u+ αg(x, u)
C(u) = ∆u
X = L2(Ω,RN)
Y = H2 ∩H10 (Ω,RN)
Z = L2(Ω,RN).
Con queste notazioni consideriamo i seguenti lemmi:
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Lemma 2.9.1. Se αc < λ0 allora B e` vicina a C, piu` precisamente, per ogni u, v ∈ Y
si ha
‖C(u)− C(v)− [B(u)−B(v)]‖Z ≤ k1‖C(u)− C(v)‖Z ,
dove k1 =
αc
λ0
< 1.
Dimostrazione. Per ogni u, v ∈ Y , grazie all’ipotesi (2.67) si ha
‖C(u)− C(v)− [B(u)−B(v)]‖2Z = α2
∫
Ω
‖g(x, u)− g(x, v)‖2dx
≤ α2c2
∫
Ω
‖u− v‖2dx.
(2.69)
Poiche´ λ0 e` il primo autovalore di −∆ sono ben note le seguenti disuguaglianze: per
ogni w ∈ H2 ∩H10 (Ω,RN)
λ0
∫
Ω
‖w‖2dx ≤
∫
Ω
‖Dw‖2dx,
λ0
∫
Ω
‖Dw‖2dx ≤
∫
Ω
‖∆w‖2dx.
La prima disuguaglianza e` una immediata conseguenza della formula di Rayleigh-Ritz
(si veda ad esempio Davies [20]), la seconda segue banalmente dalla prima attraverso
la formula di integrazione per parti di Green. Tenendo conto di queste e della (2.69)
si ottiene la tesi.
Lemma 2.9.2. Se αc < λ0 e u, v ∈ Y allora∫
Ω
‖∆(u− v)‖2dx ≤ k2(c)
∫
Ω
‖∆(u− v) + α[g(x, u)− g(x, v)]‖2dx,
dove k2(c) =
λ20
(λ0−αc)2 .
Dimostrazione. Utilizzando il Lemma 2.9.1 otteniamo
‖C(u)− C(v)‖Z ≤ ‖C(u)− C(v)− [B(u)−B(v)]‖Z + ‖B(u)−B(v)‖Z
≤ k1‖C(u)− C(v)‖Z + ‖B(u)−B(v)‖Z .
Da quest’ultima segue immediatamente la tesi.
Dimostrazione del Teorema 2.9.1. Con le notazioni sopra introdotte F˜ (f, u) e B sod-
disfano le ipotesi del Teorema 1.5.1. Infatti per il Teorema 2.2.2, B e` una mappa
biettiva fra Y e Z. Rimane da provare che F˜ (f, v) verifica l’ipotesi di vicinanza
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(1.30). Se f ∈ L2(Ω,RN) e se u, v ∈ H2 ∩ H10 (Ω,RN), dalla Condizione (A) e dal
Teorema di Miranda-Talenti, si ha
‖B(u)−B(v)− α(F˜ (f, u)− F˜ (f, v))‖2Z
=
∫
Ω
‖∆(u− v)− α[F (x,D2u)− F (x,D2v)]‖2dx
≤
∫
Ω
(
γ‖D2u−D2v‖+ δ‖∆(u− v)‖)2 dx
≤ γ(γ + δ)
∫
Ω
‖D2u−D2v‖2dx+ δ(γ + δ)
∫
Ω
‖∆(u− v)‖2dx
≤ (γ + δ)2
∫
Ω
‖∆(u− v)‖2dx
(per il Lemma 2.9.2)
≤ (γ + δ)2k2(c)
∫
Ω
‖∆(u− v) + α[g(x, u)− g(x, v)]‖2dx.
Se c < λ0
1−(γ+δ)
α
allora (γ + δ)2k2(c) = (δ + γ)
2 λ
2
0
(λ0−αc)2 < 1. Tenendo conto
dell’Osservazione 1.5.3 la tesi segue dal Teorema 1.5.1.
Capitolo 3
Regolarita` al bordo
3.1 Introduzione
Nel capitolo precedente abbiamo provato teoremi di regolarita` all’interno per le so-
luzioni di sistemi ellittici totalmente non lineari di varia natura. In questo capitolo
ci occupiamo di trovare risultati di regolarita` fino al bordo, analizzando il caso di
sistemi di tipo non variazionale in forma base.
Se Ω ⊂ Rn e` un aperto limitato, convesso, con frontiera di classe C2, e se fissiamo
g ∈ H2(Ω,RN), allora, per quanto visto nel precedente capitolo, il problema{
u− g ∈ H2 ∩H10 (Ω,RN)
F (D2u) = 0 q.o. in Ω,
(3.1)
ammette un’unica soluzione. Sappiamo inoltre che la soluzione e` localmente ho¨lde-
riana in Ω se n ≤ 6. Il nostro obiettivo e` di ottenere un risultato di continuita`
ho¨lderiana su Ω; a tal fine ricaveremo teoremi di regolarita` al bordo negli spazi L2,λ
di Campanato.
Sia R un numero reale positivo, poniamo S+(R) = {x ∈ S(0, R) : xn > 0} e
ΓR = {x ∈ S(0, R) : xn = 0}. Essendo ∂Ω di classe C2, per definizione, se x0 ∈ ∂Ω
allora troviamo un intorno V di x0, un diffeomorfismo T di classe C2 che manda V
in S(0, 1) e tale che T (Ω ∩ V ) = S+(1) e T (∂Ω ∩ V ) = Γ1. Se u e` una soluzione del
Problema (3.1) segue che
u ∈ H2(Ω ∩ V,RN)
u = g su ∂Ω ∩ V
F (D2u) = 0 q.o. in Ω ∩ V.
Per mezzo del diffeomorfismo T , posto U(y) = u(T −1(y)) e G(y) = g(T −1(y)), si
ottiene che la funzione W (y) = U(y) − G(y) e` una soluzione di un problema di
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Dirichlet del tipo
W ∈ H2(S+(1),RN)
W = 0 su Γ1
E(y,DW +DG,D2W +D2G) = 0 q.o. in S+(1).
(3.2)
Vogliamo ricavare risultati di regolarita` L2,λ in S+(σ), con σ ∈ (0, 1), nel caso in cui
l’operatore E e` in forma base. Cominciamo con il provare la differenziabilita` delle
soluzioni.
3.2 Differenziabilita` delle soluzioni
Fissata g ∈ H2(S+(R),RN), consideriamo il problema
u ∈ H2(S+(R),RN)
F (D2u+D2g) = 0 q.o. in S+(R)
u = 0 su ΓR,
(3.3)
dove F verifica la Condizione (A), ed inoltre F (0) = 0.
Teorema 3.2.1. Se u ∈ H2(S+(R),RN) e` soluzione del Problema (3.3), con F che
verifica la condizione (A) e F(0)=0, e se g ∈ H3(S+(R),RN) allora per ogni r =
1, . . . , n− 1, per ogni σ, σ0 ∈ (0, R], con σ < σ0, si ha Dr(D2u) ∈ L2(S+(σ),Rn2N), e
vale la stima:∫
S+(σ)
‖Dr(D2u)‖2dx ≤ c
{
1
(σ0 − σ)4
∫
S+(σ0)
‖Dru‖2dx+
+
1
(σ0 − σ)2
∫
S+(σ0)
‖D2u‖2dx+
∫
S+(σ0)
‖Dr(D2g)‖2dx
}
,
(3.4)
dove la costante c non dipende ne´ da σ ne´ da σ0. In particolare se 0 < σ ≤ R2 risulta
che
∫
S+(σ)
‖Dr(D2u)‖2dx ≤ c
{
1
σ2
∫
S+(2σ)
‖D2u‖2dx+
∫
S+(2σ)
‖Dr(D2g)‖2dx
}
. (3.5)
Dimostrazione. Siano σ, σ0 ∈ (0, R], con σ < σ0 e sia σ1 = σ+σ02 . Per ogni x ∈ S+(σ1),|h| < σ0−σ
2
e r = 1, . . . , n− 1 poniamo τr,hu(x) = u(x + her)− u(x), dove {ei}i=1,...,n
e` la base canonica di Rn. Poniamo w = u+ g; dal fatto che u e` soluzione del sistema
(3.3) deduciamo che per quasi ogni x ∈ S+(σ1)
τr,hF (D
2w)(x) = F ((D2w)(x+ her))− F (D2w(x)) = 0,
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che possiamo riscrivere come
F (D2(τr,hw)(x) +D
2w(x))− F (D2w(x)) = 0.
Da quest’ultima e dal fatto che F verifica la Condizione (A), per il Lemma 2.3.3 segue
che per quasi ogni x ∈ S+(σ1)
‖∆(τr,hw)‖ ≤ γ
1− δ‖D
2(τr,hw)‖. (3.6)
Sia θ ∈ C∞0 (Rn) una funzione smussante tale che 0 ≤ θ ≤ 1, θ(x) = 1 in S(σ),
θ(x) = 0 in Rn \S(σ2), (con σ < σ2 < σ1) e |Dαθ| ≤ c(σ0−σ)−|α| per ogni multiindice
α tale che |α| ≤ 2. Allora, dalla (3.6), moltiplicando per θ si ha ovviamente che per
quasi ogni x ∈ S+(σ1)
‖θ∆(τr,hw)‖ ≤ γ
1− δ‖θD
2(τr,hw)‖.
Poiche´ γ
1−δ < 1 e w = u+ g otteniamo
‖θ∆(τr,hu)‖ − ‖θ∆(τr,hg)‖ ≤ ‖θ∆(τr,hu) + θ∆(τr,hg)‖
≤ γ
1− δ‖θD
2(τr,hu)‖+ ‖θD2(τr,hg)‖,
quindi abbiamo trovato la seguente maggiorazione:
‖θ∆(τr,hu)‖ ≤ γ
1− δ‖θD
2(τr,hu)‖+ c(n)‖τr,hD2g‖ q.o. in S+(σ1). (3.7)
Poniamo U = θτr,hu in S+(σ1), poiche´ u = 0 su ΓR(1) si ha
U(x) = θ(x)[u(x+ her)− u(x)] = 0 su Γσ1 ,
allora U ∈ H2(S+(σ1),RN) ∩ H10 (S+(σ1),RN). Per come e` definita U , derivando,
seguono le seguenti uguaglianze:
∆U = θ∆(τr,hu) + A(u),
D2U = θD2(τr,hu) +B(u),
dove
A(u) = (∆θ)τr,hu+ 2
n∑
i=1
DiθDi(τr,hu),
B(u) = {Dijθ τr,hu+DiθDj(τr,hu) +DjθDi(τr,hu)}i,j=1,...,n.
1Questa condizione va intesa nel senso che u e` il limite in norma H1 di funzioni di classe C∞ che
sono nulle in un intorno di ΓR.
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In virtu` di queste possiamo riscrivere la (3.7), ed otteniamo
‖∆U‖ ≤ γ
1− δ‖D
2U‖+ ‖A(u)‖+ ‖B(u)‖+ c(n)‖τr,hD2g‖ q.o. in S+(σ1),
e quindi per ogni  > 0 si ha
‖∆U‖2 ≤ (1 + )
(
γ
1− δ
)2
‖D2U‖2 + c() (‖A(u)‖2 + ‖B(u)‖2 + 2‖τr,hD2g‖2) .
Integrando su S+(σ1) e utilizzando il Teorema di Miranda-Talenti (
2) si ottiene
∫
S+(σ1)
‖D2U‖2dx ≤ (1 + )
(
γ
1− δ
)2 ∫
S+(σ1)
‖D2U‖2dx
+c()
∫
S+(σ1)
(‖A(u)‖2 + ‖B(u)‖2 + ‖τr,hD2g‖2) dx.
Poiche´ γ
1−δ < 1 per  sufficientemente piccolo (per la precisione  ∈ (0, (1−δγ )2 − 1)) si
ottiene∫
S+(σ)
‖τr,hD2u‖2dx ≤ c(γ, δ)
{∫
S+(σ1)
(‖A(u)‖2 + ‖B(u)‖2 + ‖τr,hD2g‖2) dx} .
Applicando il Lemma di Niremberg 2.3.2 a D2g (per ipotesi g ∈ H3(S+(R),RN)),
otteniamo che
‖τr,hD2g‖0,2,S+(σ1) ≤ |h|‖Dr(D2g)‖0,2,S+(σ0),
quindi ∫
S+(σ)
‖τr,hD2u‖2dx ≤ c(γ, δ)
{∫
S+(σ1)
(‖A(u)‖2 + ‖B(u)‖2) dx+
+|h|2
∫
S+(σ0)
‖Dr(D2g)‖2dx
}
.
(3.8)
Utilizzando ancora il Lemma 2.3.2, e le ipotesi fatte sull’andamento delle derivate di
2Osserviamo che a priori non si potrebbe applicare il suddetto teorema in quanto S+(σ1) non e` un
aperto con frontiera di classe C2. Per risolvere questo inconveniente basta considerare l’estensione
nulla di U su un opportuno aperto W tale che W ⊂ Rn ∩{xn > 0}, S+(σ1) ⊂W ed avente frontiera
di classe C2 che si raccordi con Γσ1 .
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θ, possiamo stimare i termini al secondo membro nella (3.8)∫
S+(σ1)
‖A(u)‖2dx ≤ c(σ − σ0)−4
∫
S+(σ1)
‖τr,hu‖2dx
+c(σ − σ0)−2
∫
S+(σ1)
‖τr,hDu‖2dx
≤ c(σ − σ0)−4|h|2
∫
S+(σ0)
‖Dru‖2dx
+c(σ − σ0)−2|h|2
∫
S+(σ0)
‖Dr(Du)‖2dx.
Nella stessa maniera si stima l’integrale di ‖B(u)‖2 su S+(σ1) e si ottiene una mag-
giorazione analoga∫
S+(σ1)
‖B(u)‖2dx ≤ c(σ − σ0)−4|h|2
∫
S+(σ0)
‖Dru‖2dx
+c(σ − σ0)−2|h|2
∫
S+(σ0)
‖Dr(Du)‖2dx.
Inserendo queste ultime due maggiorazioni nella (3.8) si ottiene infine che∫
S+(σ)
‖τr,hD2u‖2dx ≤ c|h|2
{
(σ − σ0)−4
∫
S+(σ0)
‖Dru‖2dx
+(σ − σ0)−2
∫
S+(σ0)
‖Dr(Du)‖2dx+
∫
S+(σ0)
‖Dr(D2g)‖2dx
}
.
Utilizzando il lemma di Niremberg 2.3.1 si ottiene che esistono le derivate Dr(D
2u),
per r = 1, . . . , n− 1, Dr(D2u) ∈ L2(S+(σ),Rn2N) e vale∫
S+(σ)
‖Dr(D2u)‖2dx ≤ c
(σ0 − σ)2
{
1
(σ0 − σ)2
∫
S+(σ0)
‖Dru‖2dx
+
∫
S+(σ0)
‖Dr(Du)‖2dx
}
+ c
∫
S+(σ0)
‖Dr(D2g)‖2dx.
(3.9)
La (3.4) e` dunque provata.
Se 0 < σ ≤ R
2
, prendendo σ0 = 2σ la (3.9) ci da`∫
S+(σ)
‖Dr(D2u)‖2dx ≤ c
σ2
{
1
σ2
∫
S+(σ0)
‖Dru‖2dx
+
∫
S+(σ0)
‖Dr(Du)‖2dx
}
+ c
∫
S+(σ0)
‖Dr(D2g)‖2dx.
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Dall’ipotesi che Dru = 0 su ΓR, per r = 1, . . . , n−1, segue che vale una maggiorazione
di tipo Poincare´ (per una dimostrazione si veda Giusti [24]), e per la precisione si ha∫
S+(2σ)
‖Dru‖2dx ≤ cσ2
∫
S+(2σ)
‖Dn(Dru)‖2dx,
e la tesi segue subito.
Al fine di provare un risultato analogo per la derivata normale, consideriamo il
seguente lemma:
Lemma 3.2.1. Sia R un numero reale positivo, supponiamo che u ∈ L2(S+(R),RN)
abbia derivate deboli Diu ∈ L2(S+(R),RN), per i = 1, . . . , n − 1 e che esista una
costante C, tale che ∣∣∣∣∫
S+(R)
(Dnφ, u)N dx
∣∣∣∣ ≤ C‖φ‖0,2,S+(R), (3.10)
per ogni φ ∈ C∞0 (S+(R),RN). Allora per ogni σ ∈ (0, R) si ha u ∈ H1(S+(σ),RN)
ed esiste una costante γ˜ tale che
‖u‖1,2,S+(σ) ≤ γ˜
(
C +
n−1∑
i=1
‖Diu‖0,2,S+(R) + ‖u‖0,2,S+(R)
)
,
dove γ˜ = γ˜(n,R, σ).
Dimostrazione. Questo lemma e` la versione semplificata di un lemma piu` generale,
la cui dimostrazione e` riportata ad esempio nel libro di Agmon [4].
Teorema 3.2.2. Se u ∈ H2(S+(R),RN) e` soluzione del Problema (3.3), con F che
verifica la Condizione (A), F (0) = 0, F ∈ C1(Rn2N ,RN), e se g ∈ H3(S+(R),RN)
allora per ogni σ, σ0 ∈ (0, R], con 0 < σ0 − σ ≤ 1, si ha Dn(Dnnu) ∈ L2(S+(σ),RN)
e vale la stima∫
S+(σ)
‖Dn(Dnnu)‖2dx ≤ γ˜2c
{
1
(σ0 − σ)4
n−1∑
r=1
∫
S+(σ0)
‖Dru‖2dx+
+
1
(σ0 − σ)2
∫
S+(σ0)
‖D2u‖2dx+
∫
S+(σ0)
‖D(D2g)‖2dx
}
,
(3.11)
dove la costante c non dipende ne´ da σ ne´ da σ0, mentre γ˜ e` la costante fornita dal
Lemma 3.2.1.
In particolare se 0 < σ ≤ min{1, R
2
} risulta che∫
S+(σ)
‖Dn(Dnnu)‖2dx ≤ γ˜2c
{
1
σ2
∫
S+(2σ)
‖D2u‖2dx+
∫
S+(2σ)
‖D(D2g)‖2dx
}
.
(3.12)
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Dimostrazione. Siano σ, σ0 ∈ (0, R], con 0 < σ0 − σ ≤ 1, poniamo σ1 = σ+σ02 , e sia|h| < σ0−σ
2
. Inoltre poniamo w = u + g, τn,−hS+(σ1) = {x ∈ Rn : x− hen ∈ S+(σ1)}
e B+(σ1,−h) = S+(σ1) ∩ τn,−hS+(σ1).
Poiche´ u e` soluzione del Problema (3.3) allora, in particolare, per quasi ogni x ∈
B+(σ1,−h) si ha
τn,−hF (D2w)(x) = F (D2w(x− hen))− F (D2w(x)) = 0.
Per ipotesi F e` di classe C1 in Rn2N , allora per ogni ν = 1, . . . , N , dalla regola di
derivazione delle funzioni composte, si trova che
τn,−hF ν(D2w)(x) = F ν(D2w(x− hen))− F ν(D2w(x))
=
N∑
µ=1
n∑
i,j=1
(∫ 1
0
∂F ν(D2w + tτn,−hD2w)
∂ξµij
dt
)
τn,−hDijwµ = 0.
Da quest’ultima segue che per quasi ogni x ∈ B+(σ1,−h)
n∑
i,j=1
Aij(x)τn,−hDijw = 0, (3.13)
dove Aij(x) e` la matrice N ×N definita da
Aij(x) =
{∫ 1
0
∂F ν(D2w + tτn,−hD2w)
∂ξµij
dt
}
ν,µ=1,...,N
,
per i, j = 1, . . . , n e per quasi ogni x ∈ B+(σ1,−h). Siccome F , oltre a essere di
classe C1, verifica anche la Condizione (A), allora segue che (si veda ad esempio
Campanato [9]) esistono due costanti M˜, ν˜, con M˜ ≥ 0 e ν˜ > 0, tali che per quasi
ogni x ∈ B+(σ1,−h), per ogni η ∈ RN e λ ∈ Rn risulta
n∑
i,j=1
‖Aij(x)‖2 ≤ M˜2 (3.14)
n∑
i,j=1
λiλj(Aij(x)η, η)N ≥ ν˜‖λ‖2‖η‖2. (3.15)
In particolare dalla (3.15), prendendo λ = en ∈ Rn segue che
(Ann(x)η, η) ≥ ν˜‖η‖2,
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per quasi ogni x ∈ B+(σ1,−h), e per ogni η ∈ RN ; ne consegue che
detAnn(x) 6= 0, e
‖A−1nn(x)‖ ≤
√
N
ν˜
, (3.16)
per quasi ogni x ∈ B+(σ1,−h). Dalla (3.13), tenuto conto che w = u+ g si ha
τn,−hDnnu = A−1nn(x)
[
−
∑
i+j<2n
Aij(x)τn,−hDiju−
n∑
i,j=1
Aij(x)τn,−hDijg
]
, (3.17)
per quasi ogni x ∈ B+(σ1,−h). D’altra parte per ogni ϕ ∈ C∞0 (S+(σ1),RN) si ha
∫
S+(σ1)
(Dnnu, τn,hϕ)N dx
=
∫
τn,−hS+(σ1)
(Dnnu(x− hen), ϕ(x))N dx−
∫
S+(σ1)
(Dnnu(x), ϕ(x))N dx
=
∫
B+(σ1,−h)
(Dnnu(x− hen), ϕ(x))N dx−
∫
S+(σ1)
(Dnnu(x), ϕ(x))N dx
=
∫
B+(σ1,−h)
(τn,−hDnnu(x), ϕ(x))N dx−
∫
S+(σ1)\B+(σ1,−h)
(Dnnu(x), ϕ(x))N dx.
Se |h| e` sufficientemente piccolo l’ultimo integrale diventa nullo perche´ ϕ e` a supporto
compatto in S+(σ1). Tenendo conto della precedente eguaglianza e della (3.17), per
|h| sufficientemente piccolo, si ha
∣∣∣∣∫
S+(σ1)
(Dnnu, τn,hϕ)N dx
∣∣∣∣
=
∣∣∣∣∣∣
∫
B+(σ1,−h)
(
−
∑
i+j<2n
Aijτn,−hDiju−
n∑
i,j=1
Aijτn,−hDijg , (A−1nn)
∗ϕ
)
N
dx
∣∣∣∣∣∣ .
(3.18)
Utilizzando la maggiorazione di Ho¨lder, e tenendo conto della (3.15) e della (3.16),
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possiamo maggiorare il secondo integrale nella (3.18)
≤ c(ν˜, M˜)
(∫
S+(σ1)
‖ϕ‖2dx
) 1
2
{ ∑
i+j<2n
∫
B+(σ1,−h)
‖τn,−hDiju‖2dx+
+
n∑
i,j=1
∫
B+(σ1,−h)
‖Dn(Dijg)‖2dx
} 1
2
≤ c(ν˜, M˜)|h|
(∫
S+(σ1)
‖ϕ‖2dx
) 1
2
{ ∑
i+j<2n
∫
S+(σ1)
‖Dn(Diju)‖2dx
+
n∑
i,j=1
∫
S+(σ1)
‖Dn(Dijg)‖2dx
} 1
2
,
(3.19)
dove per l’ultima maggiorazione abbiamo usato il Lemma di Niremberg 2.3.2.
Ora utilizzando la maggiorazione (3.4) fornita dal Teorema 3.2.1 segue che per
ogni i, j = 1 . . . , n, con i+ j < 2n, si ha
∫
S+(σ1)
‖Dn(Diju)‖2dx ≤ c
{
1
(σ0 − σ)4
n−1∑
r=1
∫
S+(σ0)
‖Dru‖2dx
+
1
(σ0 − σ)2
∫
S+(σ0)
‖D2u‖2dx+
∫
S+(σ0)
‖D(D2g)‖2dx
}
= cM2,
(3.20)
dove la costante c non dipende ne´ da σ ne´ da σ0; in essa abbiamo inglobato anche il
fattore 24 che compare nel primo integrale del secondo membro (mentre nel secondo
integrale compare 22), infatti la (3.4) del Teorema 3.2.1 ci fornirebbe una stima con
(σ0 − σ1), ma per come abbiamo scelto σ1 si ha σ0 − σ1 = 12(σ0 − σ). Dalla (3.19) e
dalla (3.20) deduciamo che
∣∣∣∣∫
S+(σ1)
(Dnnu, τn,hϕ)N dx
∣∣∣∣ ≤ cM|h|(∫
S+(σ1)
‖ϕ‖2dx
) 1
2
,
mentre dividendo entrambi i membri per |h| e facendo tendere h a 0 si ottiene che
per ogni ϕ ∈ C∞0 (S+(σ1),RN)∣∣∣∣∫
S+(σ1)
(Dnnu,Dnϕ)N dx
∣∣∣∣ ≤ cM(∫
S+(σ1)
‖ϕ‖2dx
) 1
2
. (3.21)
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Dalla (3.21), utilizzando il Lemma 3.2.1 otteniamo che Dn(Dnnu) ∈ L2(S+(σ),RN) e
che vale la seguente maggiorazione:∫
S+(σ)
‖Dn(Dnnu)‖2dx ≤ cγ˜2
{
M2 +
n−1∑
i=1
∫
S+(σ1)
‖Di(Dnnu)‖2dx
+
∫
S+(σ1)
‖Dnnu‖2dx
}
,
(3.22)
dove la costante c non dipende ne´ da σ ne´ da σ0, mentre γ˜ e` la costante fornita dal
Lemma 3.2.1, che dipende da n, σ e σ1 (quindi in particolare dipende da n, σ, σ0).
Dalla (3.22), grazie alla (3.20) e all’ipotesi che σ0 − σ ≤ 1 segue la disuguaglianza
(3.11). La prima parte della tesi e` dunque provata.
Per quanto concerne la seconda parte, se 0 < σ ≤ min{1, R
2
} allora, prendendo
σ0 = 2σ, la maggiorazione (3.11) ci da`∫
S+(σ)
‖Dn(Dnnu)‖2dx ≤ γ˜2c
{
σ−4
n−1∑
r=1
∫
S+(2σ)
‖Dru‖2dx+
+σ−2
∫
S+(2σ)
‖D2u‖2dx+
∫
S+(2σ)
‖D(D2g)‖2dx
}
.
(3.23)
Dalla condizione Dru = 0 su ΓR, per r = 1, . . . , n−1, si ha la seguente maggiorazione
di tipo Poincare´ (per una dimostrazione si veda Giusti [24]):∫
S+(2σ)
‖Dru‖2dx ≤ cσ2
∫
S+(2σ)
‖Dn(Dru)‖2dx, (3.24)
per r = 1, . . . , n− 1.
Dalla (3.23) e dalla (3.24) si ottiene∫
S+(σ)
‖Dn(Dnnu)‖2dx ≤ γ˜2c
{
σ−2
n−1∑
r=1
∫
S+(2σ)
‖Dn(Dru)‖2dx+
+σ−2
∫
S+(2σ)
‖D2u‖2dx+
∫
S+(2σ)
‖D(D2g)‖2dx
}
,
da quest’ultima segue direttamente la (3.12). E anche la seconda parte della tesi
risulta provata.
Dai teoremi 3.2.1 e 3.2.2 si ha dunque il seguente teorema di differenziabilita`:
Teorema 3.2.3. Sia u ∈ H2(S+(R),RN) una soluzione del Problema (3.3), con F
che verifica la Condizione (A), F (0) = 0 e F ∈ C1(Rn2N ,RN). Se g ∈ H3(S+(R),RN)
allora per ogni σ ∈ (0, R) si ha
D2u ∈ H1(S+(σ),Rn2N).
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3.3 Un risultato di ho¨lderianita`
Dal Teorema 3.2.3 si possono ricavare risultati di regolarita` L2,λ ossia di ho¨lderianita`
per u e Du, dove u e` una soluzione del Problema (3.3).
Teorema 3.3.1. Se u ∈ H2(S+(R),RN) e` una soluzione del Problema (3.3), con F
che verifica la Condizione (A), F (0) = 0, F ∈ C1(Rn2N ,RN), e se g ∈ H3(S+(R),RN)
allora per ogni σ ∈ (0, R) e per ogni q > 2 si ha
D2u ∈ L2,2− 4q (S+(σ),Rn2N), Du ∈ L2,4− 4q (S+(σ),RnN), (3.25)
u ∈ L2,6− 4q (S+(σ),RN), se n ≥ 4, (3.26)
e se n = 2 o n = 3, per ogni λ ∈ (n, n+ 2), si ha
u ∈ L2,λ(S+(σ),RN). (3.27)
Dimostrazione. Fissiamo σ ∈ (0, R), grazie al Teorema 3.2.3 otteniamo che
D2u ∈ H1(S+(σ),Rn2N). (3.28)
In questo modo, se n > 2, per il Teorema di immersione di Sobolev si ha
D2u ∈ L2∗(S+(σ),Rn2N),
dove 1
2∗ =
1
2
− 1
n
. Per ogni x0 ∈ S+(σ) e ρ ∈ (0, R − σ), poniamo S+σ (x0, ρ) =
S+(σ) ∩ S(x0, ρ). Dalla (3.28) e dalla disequaglianza di Ho¨lder segue che∫
S+σ (x0,ρ)
‖D2u‖2dx ≤ cρ2
(∫
S+(σ)
‖D2u‖2∗dx
) 2
2∗
. (3.29)
Se n = 2, ancora per il Teorema di immersione di Sobolev (si veda anche l’Osserva-
zione A.3.1 in appendice) segue che per ogni q > 2
D2u ∈ Lq(S+(σ),Rn2N);
percio` per ogni scelta di x0 ∈ S+(σ), ρ ∈ (0, R− σ) e per ogni q > 2 otteniamo∫
S+σ (x0,ρ)
‖D2u‖2dx ≤ cρ2− 4q
(∫
S+(σ)
‖D2u‖qdx
) 2
q
. (3.30)
Chiaramente se n ≥ 2 dalla (3.29) e dalla (3.30) si ottiene che∫
S+σ (x0,ρ)
‖D2u‖2dx ≤ cρ2− 4qMσ,q,
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per ogni x0 ∈ S+(σ), per ogni ρ ∈ (0,min{1, R− σ}), e per ogni q > 2, dove
Mσ,q =

(∫
S+(σ)
‖D2u‖2∗dx
) 2
2∗
se n > 2(∫
S+(σ)
‖D2u‖qdx
) 2
q
se n = 2.
Abbiamo provato cos`ı la prima parte della (3.25). Dal Teorema di Poincare´ si ha
‖Du− {Du}S+σ (x0,ρ)‖20,S+σ (x0,ρ) ≤ cρ
2‖D2u‖2
0,S+σ (x0,ρ)
.
Sapendo che per ogni q > 2 D2u ∈ L2,2− 4q (S+(σ),Rn2N), segue immediatamente
che Du ∈ L2,4− 4q (S+(σ),RnN). La (3.26) si dimostra nella stessa maniera del caso
precedente, tenendo presente che se n ≥ 4 allora 6 − 4
q
≤ n + 2 per ogni q > 2. Ci
rimane da provare la (3.27). Consideriamo il caso n = 2; fissato λ ∈ (2, 4), sia q > 2
tale che
λ = 4− 4
q
.
Dal Teorema di Poincare´ e dal primo asserto della (3.25) segue che Du ∈ L2,2− 4q =
L2,2−
4
q grazie al Teorema di isomorfismo A.5.1 (infatti 2 − 4
q
< n per ogni q > 2).
Utilizzando nuovamente il Teorema di Poincare´ segue che
‖u− {u}S+σ (x0,ρ)‖20,S+σ (x0,ρ) ≤ cρ
2ρ
λ−2
ρλ−2
‖Du‖2
0,S+σ (x0,ρ)
,
e la tesi e` provata. Il caso n = 3 si dimostra in maniera analoga; fissato λ ∈ (3, 5),
dividiamo in problema in due casi: se λ ∈ (4, 5) cerchiamo q > 2 tale che λ−2 = 4− 4
q
.
Ora osserviamo che se 2 < q < 4 allora 4 − 4
q
< n, quindi possiamo procedere
esattamente come sopra con il Teorema di Poincare´; il caso λ ∈ (3, 4] si riconduce al
caso precedente, in quanto L2,λ1(S+(σ),RN) ⊂ L2,λ2(S+(σ),RN), se λ1 > λ2.
Il Teorema 3.3.1 ci permette di ottenere dei risultati di regolarita` ho¨lderiana su
S+(σ), con 0 < σ < R, per le soluzioni u del Problema (3.3) e per Du. Infatti se
n = 2 o n = 3, allora esiste q > 2 tale che 4 − 4
q
> n e dal secondo asserto della
(3.25) unita al Teorema di isomorfismo A.5.1 fra gli spazi L2,λ e C0,α, segue che Du
e` ho¨lderiana in S+(σ).
Se n = 4 o n = 5 allora esiste q > 2 tale che 6 − 4
q
> n, e quindi dalla (3.26)
segue che u e` ho¨lderiana in S+(σ). Grazie alla (3.27), se n = 2 o n = 3, possiamo
dire anche che u ∈ C0,α(S+(σ),RN), per ogni α ∈ (0, 1).
Appendice A
A.1 Richiami sugli spazi Lp
Sia Ω un aperto di Rn e N ≥ 1 un intero. Se 1 ≤ p < +∞, ricordiamo che Lp(Ω,RN)
e` definito come lo spazio vettoriale delle funzioni f : Ω → RN misurabili secondo
Lebesgue tali che ‖f‖pN e` sommabile, quozientato con la relazione di equivalenza
f ∼ g ⇐⇒ f = g quasi ovunque in Ω.
Se f ∈ Lp(Ω,RN) poniamo ‖f‖0,p,Ω = (
∫
Ω
‖f‖pN dx)1/p; si verifica che ‖·‖0,p,Ω
definisce una norma su Lp(Ω,RN) ed inoltre risulta che (Lp(Ω,RN), ‖·‖0,p,Ω) e` uno
spazio di Banach.
Citiamo adesso l’importante disuguaglianza di Ho¨lder.
Proposizione A.1.1. Siano 1 < p < +∞, f ∈ Lp(Ω,RN) e g ∈ Lp′(Ω,RN), con
1
p
+ 1
p′ = 1. Allora (f, g)N ∈ L1(Ω) (1), e∫
Ω
|(f, g)N |dx ≤ ‖f‖0,p,Ω ‖g‖0,p′,Ω .
Enunciamo per completezza il seguente Teorema che riassume la struttura funzionale
degli spazi Lp(Ω,RN).
Teorema A.1.1. Sia 1 < p < +∞, lo spazio Lp(Ω,RN) e` uno spazio di Banach
riflessivo, il cui duale e` isomorfo ad Lp
′
(Ω,RN), con 1
p
+ 1
p′ = 1. Lo spazio L
2(Ω,RN)
e` uno spazio di Hilbert con il prodotto scalare (f, g)L2 =
∫
Ω
(f, g)N dx.
Si denota poi con L∞(Ω,RN) lo spazio delle funzioni misurabili ed essenzialmente
limitate in Ω. Lo spazio L∞(Ω,RN) e` uno spazio di Banach con la norma
‖f‖∞,Ω = supessΩ ‖f‖N ,
dove
supessΩ ‖f‖N = inf {α ∈ R : ‖f(x)‖N ≤ α q.o. in Ω} .
1Utilizziamo la notazione classica Lp(Ω) = Lp(Ω,R).
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A.2 Regolarita` degli aperti
Lo scopo di questo paragrafo e` di fornire alcune definizioni riguardanti la regolarita`
del bordo ∂Ω di un’aperto Ω di Rn. Infatti nella teoria delle equazioni ellittiche
vengono utilizzati spazi funzionali le cui proprieta` fondamentali dipendono proprio
dalla regolarita` della frontiera.
Definizione A.2.1. Diciamo che Ω ha la proprieta` del segmento se esiste un ricopri-
mento aperto e localmente finito {Uj} di ∂Ω e rispettivamente una successione {yj}
di vettori non nulli tali che se z ∈ Ω ∩ Uj, per qualche j, allora z + tyj ∈ Ω per
0 < t < 1.
Ad esempio Ω = {(x, y) ∈ R2 : 0 < |x| < 1, |y| < 1} non ha la proprieta` del
segmento.
Definizione A.2.2. Sia v ∈ Rn − {0}, e per ogni x ∈ Rn − {0} sia θ(x, v) l’angolo
tra il vettore posizione x e v. Fissati ρ > 0 e κ ∈ (0, pi], definiamo l’insieme
C = {x ∈ Rn : x = 0 oppure 0 < ‖x‖n ≤ ρ, θ(x, v) ≤ κ/2}
cono finito di altezza ρ, asse v, apertura angolare κ e con vertice nell’origine.
Definizione A.2.3. Un aperto Ω ⊂ Rn ha la proprieta` del cono se esiste un cono
finito C tale che ogni x ∈ Ω e` vertice di un cono finito Cx ⊂ Ω e congruo a C, ossia
ottenuto da C tramite un moto rigido.
Definizione A.2.4. Il bordo Γ = ∂Ω di un aperto Ω di Rn si dice di classe Ck,1 (di
classe Ck), dove k ≥ 0 e` un numero intero, se per ogni x ∈ Γ esiste un intorno V di
x in Rn ed un sistema di coordinate ortogonali {y1, . . . , yn} tali che:
i) V e` un ipercubo di Rn, ovvero
V = {(y1, . . . , yn) ∈ Rn : |yi| < ai, 1 ≤ i ≤ n}.
ii) Esiste una funzione ϕ ∈ Ck,1(V ′,R) (ϕ ∈ Ck(V ′,R), nel caso di aperti con
frontiera di classe Ck), dove
V ′ = {(y1, . . . , yn−1) ∈ Rn−1 : |yi| < ai, 1 ≤ i ≤ n− 1},
per cui valga
|ϕ(y′)| ≤ an
2
∀y′ ∈ V ′,
Ω ∩ V = {(y′, yn) ∈ V : yn ≤ ϕ(y′)},
Γ ∩ V = {(y′, yn) ∈ V : yn = ϕ(y′)}.
In particolare se Γ e` di classe C0,1 (con costante di Lipschitz uniforme) diciamo
che il bordo di Ω e` lipschitziano.
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A.3 Spazi Ck,γ e spazi di Sobolev
Sia Ω un aperto limitato di Rn, sia dΩ il suo diametro, e sia N ≥ 1 un intero.
Indichiamo con C0,γ(Ω,RN), con γ ∈ (0, 1] lo spazio di Banach delle applicazioni
u : Ω→ RN γ−ho¨lderiane, normato nel modo seguente:
‖u‖C0,γ(Ω,RN ) = sup
Ω
‖u‖N + [u]γ,Ω,
dove
[u]γ,Ω = sup
x,y∈Ω
‖u(x)− u(y)‖
‖x− y‖γ .
Diciamo che u e` localmente γ-holderiana se u ∈ C0,γ(Ω′,RN) per ogni Ω′ ⊂⊂ Ω, e
scriviamo u ∈ C0,γ(Ω,RN) .
Fissato k ∈ N, indichiamo con Ck(Ω,RN) lo spazio di Banach dei vettori continui
in Ω con le derivate di ordine |α| ≤ k, normato con
‖u‖Ck(Ω,RN ) =
∑
|α|≤k ‖Dαu‖∞,Ω,
dove ‖v‖∞,Ω = sup
Ω
‖v(x)‖. Per k ∈ N e γ ∈ (0, 1] sia Ck,γ(Ω,RN) lo spazio di Banach
delle funzioni γ-ho¨lderiane in Ω insieme alle derivate di ordine |α| ≤ k, normato con
‖u‖Ck,γ(Ω,RN ) = ‖u‖Ck(Ω,RN ) +
∑
|α|=k
[Dαu]γ,Ω.
In accordo con le precedenti notazioni indichiamo con C∞(Ω,RN) lo spazio delle
applicazioni u : Ω→ RN continue in Ω con tutte le derivate, mentre con C∞0 (Ω,RN)
indichiamo il sottospazio di C∞(Ω,RN) delle funzioni a supporto compatto in Ω.
Siano k, j ∈ N e p ∈ [1,+∞), poniamo
|u|j,p,Ω =
∫
Ω
∑
|α|=j
‖Dαu‖2

p
2
dx

1
p
, (A.1)
‖u‖k,p,Ω =
{
k∑
j=0
|u|pj,p,Ω
} 1
p
. (A.2)
Indichiamo con Hk,p(Ω,RN) e Hk,p0 (Ω,RN) gli spazi ottenuti come completamento,
rispettivamente, di C∞(Ω,RN) e C∞0 (Ω,RN) rispetto alla norma definita dalla (A.2).
Nel caso p = 2 scriviamo Hk, Hk0 in luogo di H
k,2 e di Hk,20 .
Elenchiamo adesso alcuni teoremi fra i piu` importanti riguardanti gli spazi di
Sobolev (per le dimostrazioni si veda ad esempio Adams-Fournier [3]).
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Teorema A.3.1 (di Sobolev). Se Ω ha la proprieta` di cono e 1 ≤ p < n
m
allora
Hm,p(Ω,RN) ⊂ Lp∗m(Ω,RN), dove 1
p∗m
=
1
p
− m
n
e si ha la maggiorazione
‖u‖0,p∗m,Ω ≤ c1
m∑
j=0
dj−mΩ |u|j,p,Ω. (A.3)
Se Ω ha il bordo lipschitziano allora: se p > n
m
si ha
Hm,p(Ω,RN) ⊂ C0(Ω,RN)
e vale la maggiorazione
sup
Ω
‖u(x)‖ ≤ c2
m∑
j=0
d
j−n
p
Ω |u|j,p,Ω.
Se (m− 1)p < n < mp si ha
Hm,p(Ω,RN) ⊂ C0,γ(Ω,RN), dove γ = m− n
p
,
se n = (m− 1)p allora
Hm,p(Ω,RN) ⊂ C0,γ(Ω,RN), per ogni 0 < γ < 1.
In entrambi i casi vale la maggiorazione
‖u‖C0,γ(Ω,RN ) ≤ c‖u‖m,p,Ω.
Le costanti c1 e c2 sono stabili per omotetia.
Osservazione A.3.1. Osserviamo che se p = n
m
, Hm,p(Ω,RN) ⊂ Hm,p−(Ω,RN), per
ogni  ∈ [0, p − 1], e quindi u ∈ Lq(Ω,RN) per ogni q ∈ [1,+∞), e per la (A.3) e la
maggiorazione di Ho¨lder si ha
‖u‖0,q,Ω ≤ c
m∑
j=0
d
n
q
+j−m
Ω |u|j,p,Ω.
Il Teorema A.3.1 ci garantisce la continuita` delle immersioni; per quanto riguarda
la compattezza delle medesime enunciamo i seguenti teoremi:
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Teorema A.3.2 (di Rellich). Se Ω ha la proprieta` di cono e 1 ≤ p ≤ n, allora un
insieme A ⊂ H1,p(Ω,RN) limitato e` relativamente compatto in Lq(Ω,RN), per ogni q
tale che p ≤ q < p∗, convenendo che p∗ = +∞ se p = n.
Teorema A.3.3. Se Ω ha la frontiera ∂Ω lipschitziana e p > n, allora un insieme
A ⊂ H1,p(Ω,RN) limitato e` relativamente compatto in C0(Ω,RN), in altri termini,
l’immersione
H1,p(Ω,RN) ↪→ C0(Ω,RN)
e` compatta.
Teorema A.3.4 (di Rellich-Kondrachov). Sia Ω un aperto con la proprieta` di
cono. Siano j ≥ 0, m ≥ 1 numeri interi e 1 ≤ p < +∞. Allora le seguenti
immersioni sono compatte:
Hj+m,p(Ω,RN) ↪→ Hj,q(Ω,RN),
se 0 < n−mp < n, e 1 ≤ q < np/(n−mp), e
Hj+m,p(Ω,RN) ↪→ Hj,q(Ω,RN),
se n = mp e 1 ≤ q < +∞.
Enunciamo adesso il Teorema di Poincare´, teorema di fondamentale importanza
nella teoria delle equazioni ellittiche.
Teorema A.3.5 (Poincare´). Se Ω e` convesso, per ogni u ∈ H1,p(Ω,RN) si ha
‖u− uΩ‖0,p,Ω ≤ c1dΩ|u|1,p,Ω, se 1 ≤ p < +∞
‖u− uΩ‖0,p∗,Ω ≤ c2|u|1,p,Ω, se 1 ≤ p < n,
dove c1, c2 sono stabili per omotetia, in particolare per c1, c2 si puo` dare la valutazione
c1, c2 ≤ c(n, p) d
n
Ω
mis(Ω)
. (2)
Un’altra versione del Teorema di Poincare´ riguarda le funzioni u ∈ Hm,p0 (Ω,RN).
Teorema A.3.6. Sia u ∈ Hm,p0 (Ω,RN), con 1 ≤ p < +∞, e 0 ≤ j ≤ m, allora
|u|j,p,Ω ≤ dm−jΩ |u|m,p,Ω.
Osserviamo che per il Teorema A.3.6 ‖u‖m,p,Ω e |u|m,p,Ω sono norme equivalenti in
Hm,p0 (Ω,RN).
2Indichiamo con mis(Ω) la misura di Lebesgue dell’aperto Ω.
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A.4 Lemmi di Niremberg
Lemma A.4.1. Sia u ∈ Lq(S(σ),RN), con 1 < q < +∞, ed esistano M > 0,
t ∈ (0, 1) tali che per ogni i = 1, . . . , n, |h| < (1− t)σ
‖τi,hu‖0,q,S(tσ) ≤M |h|. (A.4)
Allora u ∈ H1,q(S(tσ),RN) e
‖Diu‖0,q,S(tσ) ≤M, (A.5)
per ogni i = 1, . . . , n.
Dimostrazione. Fissiamo un indice i, con 1 ≤ i ≤ n. Poiche´ Lq(S(σ),RN) e` riflessivo
e vale la (A.4) allora segue che esistono una successione {hm}m∈N infinitesima ed un
vi ∈ Lq(S(tσ),RN) tali che
τi,hmu
hm
⇀ vi
debolmente in Lq(S(tσ),RN). In particolare per ogni φ ∈ C∞0 (S(tσ),RN) si ha
lim
m→+∞
∫
S(tσ)
(
τi,hmu
hm
, φ
)
N
dx =
∫
S(tσ)
(vi, φ)N dx.
Ricordiamo che, dal fatto che φ e` a supporto compatto in S(tσ), per m sufficiente-
mente grande vale∫
S(tσ)
(
τi,hmu
hm
, φ
)
N
dx = −
∫
S(tσ)
(
u,
τi,−hmφ
hm
)
N
dx.
Quindi
lim
m→+∞
∫
S(tσ)
(
u,
τi,−hmφ
hm
)
N
dx = −
∫
S(tσ)
(vi, φ)N dx.
Da cui ∫
S(tσ)
(u,Diφ)N dx = −
∫
S(tσ)
(vi, φ)N dx. (A.6)
Siccome la relazione (A.6) e` vera per ogni φ ∈ C∞0 (S(tσ),RN) allora
vi = Diu
nel senso delle distribuzioni su S(tσ). Poiche´ S(tσ) ha frontiera regolare, questo ci
permette di dire che
u ∈ H1,q(S(tσ),RN)
Diu = v
i, i = 1, . . . , n, nel senso di H1,q.
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Grazie all’ipotesi (A.4) e al fatto che
τi,hmu
hm
⇀ vi debolmente in Lq(S(tσ),RN), segue
che per ogni g ∈ Lq′(S(tσ),RN)∣∣∣∣∫
S(tσ)
(
τi,hmu
hm
, g
)
N
dx
∣∣∣∣ ≤M‖g‖0,q′,S(tσ),
dove q′ e` l’esponente coniugato di q, cioe` tale che 1
q
+ 1
q′ = 1. Passando al limite per
m→ +∞ si ha ∣∣∣∣∫
S(tσ)
(Diu, g)Ndx
∣∣∣∣ ≤M‖g‖0,q′,S(tσ),
da cui
‖Diu‖0,q,S(tσ) ≤M.
Lemma A.4.2. Sia u ∈ H1,q(S(σ),RN), q ≥ 1, allora per ogni t ∈ (0, 1) e |h| <
(1− t)σ si ha
‖τi,hu‖0,q,S(tσ) ≤ ‖Diu‖0,q,S(σ)|h|,
per ogni i = 1, . . . , n.
Dimostrazione. Sia {un}n∈N una successione in C∞(S(σ),RN) tale che un → u in
H1,q(S(σ),RN). Allora per ogni n si ha
τi,hun
h
=
1
h
∫ 1
0
d
dt
un(x+ thei) dt
=
∫ 1
0
(Diun)(x+ thei) dt,
passando alle norme ed integrando su S(tσ) si ottiene∫
S(tσ)
∥∥∥τi,hun
h
∥∥∥q dx ≤ ∫ 1
0
dt
∫
S(tσ)
‖(Diun)(x+ thei)‖qdx
≤
∫
S(σ)
‖Diun‖qdx.
Abbiamo percio` ∫
S(tσ)
‖τi,hun‖qdx ≤ |h|q
∫
S(σ)
‖Diun‖qdx,
passando al limite per n→ +∞ si ha la tesi.
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A.5 Spazi di Morrey e spazi di Campanato
Sia Ω un aperto limitato di Rn, e sia dΩ il suo diametro. Fissati x0 ∈ Ω e σ > 0,
indichiamo
S(x0, σ) = {x ∈ Rn : ‖x− x0‖n < σ},
Ω(x0, σ) = Ω ∩ S(x0, σ).
Sia N un numero intero tale che N ≥ 1. Se A ⊂ Rn e` un insieme misurabile
secondo Lebesgue, e di misura finita, e se u e` un’applicazione di A a valori in RN e
sommabile, allora poniamo
{u}A = −
∫
A
u dx =
1
mis(A)
∫
A
u dx,
dove mis(A) e` la misura di A.
Introduciamo adesso gli spazi di Morrey Lp,λ(Ω,RN).
Definizione A.5.1. Fissati p ≥ 1 e λ ∈ [0, n], diciamo che u ∈ Lp,λ(Ω,RN), se
u ∈ Lp(Ω,RN) e
‖u‖Lp,λ(Ω,RN ) =
{
sup %−λ
∫
Ω(x0,%)
‖u(x)‖pdx
} 1
p
< +∞, (A.7)
dove il sup e` fatto su tutti gli Ω(x0, %) con x0 ∈ Ω e 0 < % ≤ dΩ.
Lp,λ(Ω,RN) e` uno spazio di Banach con la norma (A.7), inoltre si prova che (per
una dimostrazione si veda ad esempio Giusti [24]) (3)
Lp,0(Ω,RN) ∼= Lp(Ω,RN),
Lp,n(Ω,RN) ∼= L∞(Ω,RN).
Vediamo adesso gli spazi Lp,λ di Campanato.
Definizione A.5.2. Fissato p ≥ 1 e λ ∈ [0, n + p] diciamo che u ∈ Lp,λ(Ω,RN), se
u ∈ Lp(Ω,RN) e
[u]Lp,λ(Ω,RN ) =
{
sup %−λ
∫
Ω(x0,%)
‖u− {u}Ω(x0,%)‖pdx
} 1
p
< +∞, (A.8)
dove il sup e` fatto su tutti gli Ω(x0, %) con x0 ∈ Ω e 0 < % ≤ dΩ.
3Se (X, ‖·‖X), (Y, ‖·‖Y ) sono spazi di Banach, scriviamo X ∼= Y , se X si immerge con continuita`
in Y e viceversa.
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La (A.8) e` una seminorma, e si verifica che Lp,λ(Ω,RN) e` uno spazio di Banach
con la norma
‖u‖Lp,λ(Ω,RN ) = ‖u‖0,p,Ω + [u]Lp,λ(Ω,RN ).
Definizione A.5.3. Diciamo che Ω verifica la Condizione (KΩ) se esiste KΩ > 0
tale che
mis (Ω(x0, %)) ≥ KΩ %n,
per ogni x0 ∈ Ω e 0 < % ≤ dΩ.
Un esempio di aperti che verificano la Condizione (KΩ) sono quelli che hanno la
proprieta` di cono. Il quadrato nel piano verifica la condizione (KΩ), con KΩ =
1
2
,
mentre ad esempio il dominio
Ω =
{
(x, y) ∈ R2 : 0 < x < 1, 0 < y < x2} ,
non verifica la condizione (KΩ) per ogni KΩ > 0 (osserviamo che ∂Ω ha nell’origine
una cuspide). Si osservi inoltre che la costante KΩ e` per definizione stabile per
omotetia.
Possiamo adesso enunciare l’importante Teorema di isomorfismo.
Teorema A.5.1. Se Ω verifica la Condizione (KΩ) allora
se 0 ≤ λ < n allora Lp,λ(Ω,RN) ∼= Lp,λ(Ω,RN),
se n < λ ≤ n+ p allora Lp,λ(Ω,RN) ∼= C0,γ(Ω,RN),
con γ = λ−n
p
, e si hanno le relative maggiorazioni:
1
2
[u]Lp,λ(Ω,RN ) ≤ ‖u‖Lp,λ(Ω,RN ) ≤ c(p,KΩ, dΩ, λ)‖u‖Lp,λ(Ω,RN ),
c(n)[u]Lp,λ(Ω,RN ) ≤ [u]γ,Ω ≤ c(KΩ, n, p)[u]Lp,λ(Ω,RN ),
valide, rispettivamente, per ogni u in Lp,λ(Ω,RN), e per ogni u in C0,γ(Ω,RN).
Dimostrazione. Per una dimostrazione si veda ad esempio Kufner-John-Fucˇik [28].
A.6 Lemmi algebrici
In letteratura sono molti i lemmi noti come lemmi algebrici. Ci limitiamo a riportare
le dimostrazioni dei lemmi che abbiamo utilizzato per ricavare le diverse maggiorazioni
fondamentali.
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Lemma A.6.1. Siano ϕ,Φ due funzioni non negative definite su (0, d], e sia Φ non
decrescente, inoltre siano A,α, β numeri reali positivi con β < α e supponiamo che
per ogni t ∈ (0, 1) e per ogni σ ∈ (0, d] valga
ϕ(tσ) ≤ Atαϕ(σ) + σβΦ(σ). (A.9)
Allora per ogni  ∈ (0, α− β], t ∈ (0, 1) e per ogni σ ∈ (0, d] si ha
ϕ(tσ) ≤ Atα−ϕ(σ) +K(A)(tσ)βΦ(σ),
dove
K(ξ) =
(1 + ξ)
2α

(1 + ξ)
α−β
 − ξ
.
Dimostrazione. Fissato  ∈ (0, α− β], sia τ ∈ (0, 1) tale che
(1 + A)τ  = 1. (A.10)
Se τ ≤ t < 1 allora la tesi segue banalmente perche´ in questo caso t
τ
> 1, quindi
( t
τ
)β > 1, e dalla (A.9) si ottiene
ϕ(tσ) ≤ Atαϕ(σ) + 1
τβ
(tσ)βΦ(σ).
Consideriamo ora il caso in cui 0 < t < τ ; ne consegue che esiste h ≥ 1 tale che
τh+1 ≤ t < τh. (A.11)
Allora per induzione dalla (A.9) si ha
ϕ(τσ) ≤ Aταϕ(σ) + σβΦ(σ)
ϕ(τ 2σ) ≤ Aταϕ(τσ) + (τσ)βΦ(σ) ≤ A2τ 2αϕ(σ) + (τσ)βΦ(σ){1 + Aτα−β}
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ϕ(τhσ) ≤ Ahτhαϕ(σ) + (τh−1σ)βΦ(σ)
h−1∑
j=0
(Aτα−β)
j
. (A.12)
Grazie alla (A.11), ponendo t′ = t
τh
, σ′ = τhσ, siccome ϕ(tσ) = ϕ( t
τh
τhσ), utilizzando
la (A.9) con t′ e σ′ si ottiene
ϕ(tσ) ≤ Atατ−hαϕ(τhσ) + (τhσ)βΦ(σ). (A.13)
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Utilizzando la (A.12) e la (A.13) segue che
ϕ(tσ) ≤ Atα−ϕ(σ) + (tσ)β 1
τα+β
Φ(σ)
h∑
j=0
(Aτα−β)j.
Infatti:
ϕ(tσ) ≤ Atατ−hα
[
Ahτhαϕ(σ) + (τh−1σ)βΦ(σ)
h−1∑
j=0
(Aτα−β)j
]
+ (τhσ)βΦ(σ)
≤ Ah+1tαϕ(σ) + Aτ−hαtα(τh−1σ)βΦ(σ)
h−1∑
j=0
(Aτα−β)j + (τhσ)βΦ(σ)
(dalla (A.10) e dalla (A.11) si trova che Aht < [(1 + A)τ ]h < 1)
≤ Atα−ϕ(σ) + Atα−β(tσ)βτ−hα+hβτ−βΦ(σ)
h−1∑
j=0
(Aτα−β)j +
(
τh+1
τ
σ
)β
Φ(σ)
≤ Atα−ϕ(σ) + Aτh(α−β)(tσ)βτ−h(α−β)τ−βΦ(σ)
h−1∑
j=0
(Aτα−β)j + (tσ)β
1
τβ
Φ(σ)
≤ Atα−ϕ(σ) + (tσ)βΦ(σ) 1
τα
h−1∑
j=0
(Aτα−β)j+1 + (tσ)β
1
τβ
Φ(σ)
≤ Atα−ϕ(σ) + (tσ)βΦ(σ) 1
τα+β
h∑
j=0
(Aτα−β)j.
Tenuto conto che
Aτα−β ≤ Aτ  < 1,
allora possiamo maggiorare
∑h
j=0(Aτ
α−β)j con la serie
∑∞
j=0(Aτ
α−β)j, che e` conver-
gente, quindi
1
τα+β
h∑
j=0
(Aτα−β)j <
1
τα+β
1
1− Aτα−β = K(A).
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Lemma A.6.2. Siano ϕ e ω funzioni non negative definite in (0, d], con ω tale che
lim
t→0+
ω(t) = 0.
Supponiamo inoltre che per ogni σ ∈ (0, d], per ogni t ∈ (0, 1)
ϕ(tσ) ≤ [Atα + ω(σ)]ϕ(σ) +Kσβ, (A.14)
dove 0 < β < α, A,K > 0. Allora per ogni  < α − β esiste σ ≤ d tale che se
0 < σ ≤ σ e t ∈ (0, 1)
ϕ(tσ) ≤ (1 + A)tα−ϕ(σ) +KM(tσ)β,
con M che dipende da A, , α, β. Il lemma e` valido anche se α = β, in questo caso si
ottiene che per ogni  ∈ (0, α) esiste σ ≤ d tale che se 0 < σ ≤ σ e t ∈ (0, 1)
ϕ(tσ) ≤ (1 + A)tα−ϕ(σ) +KdM(tσ)α−.
Dimostrazione. Fissiamo , 0 <  < α− β, e sia τ ∈ (0, 1) tale che
(1 + A)τ  = 1;
poiche´ ω(σ) e` infinitesima per σ → 0+ allora sia σ tale che ω(σ) ≤ τα, per ogni
σ ∈]0, σ]. Supponendo che σ ∈]0, σ] distinguiamo due casi.
Se τ ≤ t < 1 allora segue che
ϕ(tσ) ≤ (1 + A)tαϕ(σ) +Kσβ. (A.15)
La tesi in questo caso discende banalmente dalla (A.15) perche´ ( t
τ
)β > 1, quindi si ha
ϕ(tσ) ≤ (1 + A)tα−ϕ(σ) +K 1
τβ
(tσ)β. (A.16)
Nel secondo caso se 0 < t < τ , allora esiste h > 0 tale che τh+1 ≤ t < τh, cos`ı
iterando h volte la (A.15) (con t′ = τ , σ′ = τh−1σ) si trova che
ϕ(τhσ) ≤ (1 + A)ταϕ(τh−1σ) +K(τh−1σ)β
≤ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
≤ (1 + A)hτhαϕ(σ) +K(τh−1σ)β
h−1∑
j=0
[(1 + A)τα−β]j. (A.17)
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Inoltre, dal fatto che t
τh
∈ [τ, 1[, dalla (A.15), (ponendo t′ = t
τh
, σ′ = τhσ), si ottiene
anche
ϕ(tσ) ≤ (1 + A)tατ−hαϕ(τhσ) +K(τhσ)β. (A.18)
Dalla (A.17) e dalla (A.18) si trova
ϕ(tσ) ≤ (1 + A)h+1tαϕ(σ) +K(tσ)β 1
τα+β
∞∑
j=0
[(1 + A)τα−β]j. (A.19)
Infatti:
ϕ(tσ) ≤ (1 + A)tατ−hα(1 + A)hτhαϕ(σ)
+ (1 + A)tατ−hαK(τh−1σ)β
h−1∑
j=0
[(1 + A)τα−β]j +K(τhσ)β
(poiche´ 0 < t < τh, da cui (τh)β−α < tβ−α)
≤ (1 + A)h+1tαϕ(σ) + (1 + A)τ−βK(tσ)β
h−1∑
j=0
[(1 + A)τα−β]j +K
(
τh+1
τ
σ
)β
≤ (1 + A)h+1tαϕ(σ) + 1
τα+β
K(tσ)β
h∑
j=0
[(1 + A)τα−β]j.
Osserviamo che la serie
∑∞
j=0[(1 + A)τ
α−β]j converge, in quanto (1 + A)τα−β < (1 +
A)τ  = 1. Inoltre si ha (1 + A)ht < [(1 + A)τ ]h = 1. Allora dalla (A.19) si ottiene
ϕ(tσ) ≤ (1 + A)tα−ϕ(σ) +KM(tσ)β,
con M che dipende da A, , α, β, ma non da K. La maggiorazione ottenuta e` valida
anche nel primo caso in cui eravamo giunti alla (A.16), infatti
1
τβ
≤ 1
τα+β
∞∑
j=0
[(1 + A)τα−β]j =M.
La tesi e` dunque provata se α < β. Se α = β la tesi segue banalmente dal caso
precedente. Infatti, fissato un ′ ∈ (0, α), dalla (A.14) (con α = β) segue ovviamente
che
ϕ(tσ) ≤ [Atα + w(σ)]ϕ(σ) +Kσ′σα−′
≤ [Atα + w(σ)]ϕ(σ) +Kd′σα−′ .
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In questo modo ci siamo ricondotti al caso precedente e la tesi e` immediata. Si
osservi che la dipendenza da d trovata nella precedente maggiorazione non comporta
problemi, in quanto abbiamo visto che la costanteM fornita dal lemma e` indipendente
da K.
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