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We establish a phase diagram of a model in which scalar waves are scattered by resonant point
scatterers pinned at random positions in the free three-dimensional (3D) space. A transition to
Anderson localization takes place in a narrow frequency band near the resonance frequency provided
that the number density of scatterers ρ exceeds a critical value ρc ' 0.08k30, where k0 is the wave
number in the free space. The localization condition ρ > ρc can be rewritten as k0`0 < 1, where `0
is the on-resonance mean free path in the independent-scattering approximation. At mobility edges,
the decay of the average amplitude of a monochromatic plane wave is not purely exponential and the
growth of its phase is nonlinear with the propagation distance. This makes it impossible to define
the mean free path ` and the effective wave number k in a usual way. If the latter are defined as an
effective decay length of the intensity and an effective growth rate of the phase of the average wave
field, the Ioffe-Regel parameter (k`)c at the mobility edges can be calculated and takes values from
0.3 to 1.2 depending on ρ. Thus, the Ioffe-Regel criterion of localization k` < (k`)c = const ∼ 1 is
valid only qualitatively and cannot be used as a quantitative condition of Anderson localization in
3D.
I. INTRODUCTION
When the mean free path ` due to scattering of a wave
in a disordered medium becomes of the order of or shorter
than the wavelength λ, a pictorial representation of mul-
tiple wave scattering as a sequence of scattering events
separated by intervals of free propagation becomes qual-
itatively invalid and new regimes of wave transport may
be expected [1–4]. Strictly speaking, the corresponding
Ioffe-Regel criterion k` . 1, where k = 2pi/λ is the wave
number, defines a strong scattering regime in which the
nature of wave transport remains to be determined. Be-
cause both k and ` depend on the frequency ω of the
wave, one sometimes defines a Ioffe-Regel frequency ωIR
solving the equation k(ωIR)`(ωIR) = const, where either
const = 1 [5] or const ∼ 1 (e.g., const = pi in Ref. 6).
The Ioffe-Regel frequency ωIR separates frequencies ω
for which scattering is weak and elementary excitations
in the disordered medium can be viewed, on average, as
plane waves that get attenuated as they propagate, from
frequencies for which scattering is strong and the elemen-
tary excitations cannot be regarded as attenuated plane
waves anymore.
Theory suggests that in a 3D disordered medium, the
condition k` = (k`)c ∼ 1 corresponds to a critical point
of localization transition —a mobility edge ωc (a metal-
insulator transition for electrons in a disordered metal
[7]) that separates a region of parameters for which the
eigenmodes are spatially extended [k` > (k`)c] from a re-
gion for which the eigenmodes are localized [k` < (k`)c]
[4, 7–9]. The Ioffe-Regel criterion k` < (k`)c ∼ 1 is thus
often used as a condition to reach Anderson localization
of waves in 3D disordered media [10, 11]. Its impor-
tance is difficult to overestimate because it is the only
known criterion that makes a link between a transition
in macroscopic transport properties and quantities k and
` that can be calculated microscopically, allowing for en-
gineering of disordered materials with desired localization
properties.
Many theoretical works have been devoted to estima-
tions of the critical value (k`)c of the Ioffe-Regel param-
eter k`, which inevitably turns out to be close (although
not exactly equal) to 1: (k`)c = (2pi)
−1/2 ' 0.4 [12],
0.84 [13], 0.972 [14], 0.985 [4]. The reason behind such
a spread in the values of (k`)c is the absence of exact
theory of Anderson localization in 3D. The quantitative
estimates of the critical value (k`)c follow from approx-
imate theories: the nonlinear sigma-model [12], the so-
called potential-well-analogy method [13], and different
variants of self-consistent theories in which the diffusion
coefficient of a wave is renormalized due to the so-called
maximally-crossed diagrams [4, 14]. Recent numerical
studies of Anderson localization of cold atoms in random
optical potentials [15–17] as well as the available ultra-
sonic [18, 19] and cold-atom [20, 21] experiments are also
in agreement with (k`)c ∼ 1. For light in strongly scat-
tering semiconductor and dielectric powders, values of k`
down to 2.5 were reported [22–26] but an unambiguous
signature of Anderson localization has not been convinc-
ingly demonstrated [27, 28].
It is worthwhile to note that reaching k` . 1 does
not ensure Anderson localization. Some models of me-
chanical vibrations in disordered solids exhibit Anderson
transition at frequencies ωc that considerably exceed the
Ioffe-Regel frequency ωIR [5, 6, 29]. Vibrational modes
corresponding to frequencies ω ∈ (ωIR, ωc) are extended
but cannot be viewed as damped plane waves anymore.
Another relevant example is light scattering in an ensem-
ble of identical resonant point scatterers (atoms). Here
k` < 1 can well be reached [30] but no Anderson local-
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2ization takes place [31, 32].
The present work is devoted to a quantitative verifica-
tion of the validity of the Ioffe-Regel criterion of local-
ization in a simple model of scalar wave interacting with
resonant point scatterers that are randomly distributed
in space. This model exhibits Anderson localization for
a band of frequencies ω ∈ (ωIc, ωIIc ) near the resonant fre-
quency ω0 if the number density of scatterers ρ exceeds
a critical value ρc [31, 33]. We first establish a “phase di-
agram” of the model by determining the mobility edges
ωIc and ω
II
c as functions of scatterer density ρ. Next, we
calculate the effective wave number k and the mean free
path ` for waves with frequencies exactly at the estimated
mobility edges. And finally, we compare their product
(k`)c depending on the density ρ with the expected value
of 1 and discuss its variations. Our calculated (k`)c varies
from 0.3 to 1.2 testifying that the Ioffe-Regel criterion
k` ≤ (k`)c ∼ 1 cannot be used as a quantitative cri-
terion of Anderson localization. At the same time, it
remains a good qualitative condition of localization, in
contrast to the situation encountered in systems with
nonresonant scattering where the Ioffe-Regel frequency
ωIR can be very different from the localization transition
frequency ωc [5, 6, 29]. As a side but important result,
we also demonstrate that the quantities k and ` start to
lose their physical meaning as a localization transition is
approached from the extended side because the decay of
the absolute value of the ensemble-averaged wave ampli-
tude becomes nonexponential whereas the growth of its
phase becomes nonlinear.
II. PHASE DIAGRAM FOR A SCALAR WAVE
IN AN ENSEMBLE OF RESONANT POINT
SCATTERERS
Consider an ensemble of N identical resonant point
scatterers (resonance frequency ω0, resonance width Γ0)
randomly distributed inside a spherical volume V of ra-
dius R (see a schematic representation in the inset of Fig.
2). The resonant nature of scattering can be due to the
quantum internal structure of scatterers, as in the case of
a two-level atom with a ground state energy Eg and an
excited state energy Ee, for which ω0 = (Ee−Eg)/~ and
Γ0 is the inverse of the lifetime of the excited state de-
termined by the coupling of the atom to the electromag-
netic vacuum (spontaneous emission) [34]. Alternatively,
it can be due to classical internal (e.g., sound scattering
by small air bubbles in water [35]) or geometrical (e.g.,
Mie scattering of light [36]) resonances. In all cases, real-
istic scatterers often have multiple scattering resonances
and our considerations below apply only to a vicinity of
a single resonance that is sufficiently well separated from
the others. The point-scatterer assumption implies that
the scatterer size is much smaller than the wavelength.
It is an excellent approximation for light scattering by
atoms (because the latter are indeed much smaller than
the optical wavelength) or sound scattering by sufficiently
FIG. 1. Probability densities pω,N of the logarithm of Thou-
less conductance g at a fixed density of scatterers ρ/k30 = 0.15,
for a fixed frequency ω = ω0 + 0.255Γ0 close to the critical
frequency ωIc of the localization transition, and for different
numbers of scatterers N . A (q × 100)-th percentile is defined
as a limit of integration ln gq (shown by a vertical arrow) up
to which pω,N (ln g) should be integrated to obtain q (equal
to the grey area in the figure) as a result. The illustration in
the figure is for the fifth percentile (q = 0.05).
small air bubbles in water, but would be a very crude
simplification in the case of Mie scattering for which our
model cannot be rigourously justified.
Multiple scattering of a quasiresonant scalar wave in
such a scattering medium can be studied by analyzing
the properties of the so-called “Green’s matrix” Gˆ(ω0)
with elements
Gmn(ω0) = iδmn + (1− δmn) exp(ik0|rm − rn|)
k0|rm − rn| , (1)
where {rm} are scatterer positions (m = 1, . . . , N), k0 =
ω0/c and c is the speed of the wave in the absence of
scatterers. This approach was first proposed by Foldy
[37], then discussed in detail by Lax [38], and later used
in the context of Anderson localization by several authors
[31–33, 39, 40]. A transition to Anderson localization
upon increasing the number density of scatterers ρ =
N/V in this model was demonstrated in Ref. 31 and the
critical parameters of this transition were calculated in
Ref. 33. Here we apply the approach developed in the
latter work to determine the critical frequencies ωc of the
Anderson transitions as functions of ρ. For consistency
of presentation, we provide below a short description of
our approach and refer the reader to Ref. 33 for more
details.
For a given scatterer number density ρ and a given con-
figuration {rm} of N scatterers, we diagonalize the ma-
trix Gˆ(ω0) and define the Thouless conductance g(ωn, N)
as a ratio of the imaginary part of a complex eigenvalue
Λn to the average distance between projections of Λn’s
3on the real axis:
g(ωn, N) =
ImΛn
〈ReΛn − ReΛn−1〉 , (2)
where the eigenvalues Λn are ordered in the order of as-
cending real parts (ReΛn > ReΛn−1) and ωn = ω0 −
(Γ0/2)ReΛn. The definition (2) of g follows the spirit
of fundamental works [41–43] on Anderson localization
in which g was introduced as a measure of sensitivity of
a disordered quantum (or, more generally, wave) system
to a modification of boundary conditions. The imagi-
nary part of an eigenvalue Λn is equal to the decay rate
(in units of Γ0) of the corresponding eigenstate due to
the openness of the medium, so that Eq. (2) corresponds
to the “Thouless number” used in the scaling theory of
localization [43]. For scatterers at random positions,
g becomes a random number with a probability den-
sity pω,N (g) that we estimate numerically. The single-
parameter scaling hypothesis implies that at a critical
point of localization transition ω = ωc, pω,N (g) takes a
universal, N -independent form [44–46], provided that N
is large enough. In particular, such an universality can be
used to identify the mobility edges ωc. However, we do
not find it at any frequency ω. Our analysis shows that
only the small-g part of pω,N (g) becomes independent of
N at two frequencies ωIc and ω
II
c that we identify as mo-
bility edges (see Fig. 1). Such a partial universality may
be due either to a breakdown of single-parameter scaling
in our system or, which is more likely, to an insufficient
number of scatterers N in our calculations, preventing us
from reaching the single-parameter scaling regime for the
entire probability density function of g. Indeed, a careful
examination of Fig. 1 shows a tendency of convergence of
pω,N (g) towards some limiting distribution with increas-
ing N , but the convergence is clearly not achieved yet for
g & 1.
The N -independence of the small-g part of pω,N (ln g)
(typically, for ln g < 0) at the mobility edges together
with a single-parameter scaling hypothesis for this part
of the distribution, allows us to apply to it the proce-
dure of finite-size scaling in order to determine the mo-
bility edges accurately. The finite-size scaling analysis of
a probability density is more conveniently performed in
terms of percentiles ln gq of the distribution [46]. The
latter are defined by
q =
ln gq(ω,N)∫
−∞
pω,N (ln g)d(ln g). (3)
Figure 1 illustrates this definition. The (q× 100)-th per-
centile is simply the limit of integration up to which the
distribution should be integrated to obtain q as a result
of integration. The 50-th percentile is the median of the
distribution. Although we will only consider the distri-
bution pω,N (ln g) of the logarithm of g, it is worthwhile
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FIG. 2. Illustration of the procedure applied to determine
the mobility edges ωc. Percentiles ln gq of the probability
distribution of the logarithm of the Thouless conductance g
are calculated numerically as functions of the real part ReΛ of
the eigenvalues Λ of the Green’s matrix (1), for two different
numbers N of point scatterers in a sphere (see the inset),
at a fixed density of scatterers ρ (red and blue data points
with error bars). The values ReΛc of ReΛ at which lines
ln gq(ReΛ) corresponding to different N cross determine the
mobility edges ωc = ω0 − (Γ0/2)ReΛc (dashed vertical lines).
Our results are obtained from at least 5.5 × 106 eigenvalues
for each ρ and N . Final estimations of ωc are averages over
results obtained for 10 equispaced values of q in the interval
q = 0.01–0.1.
to note that
q =
ln gq(ω,N)∫
−∞
pω,N (ln g)d(ln g)
=
gq(ω,N)∫
0
p˜ω,N (g)dg, (4)
where p˜ω,N (g) is the probability density of g.
The N -independent form of pω,N (ln g) at small g trans-
lates into N -independent values of ln gq(ω,N) for small
q. Therefore, the mobility edges ωc can be determined by
computing ln gq(ω,N) as functions of ω for several values
of N and finding the frequencies ω = ωc for which the
curves obtained for different N all cross. The fact that
such crossing points indeed exist has been demonstrated
in Ref. 33, which can be consulted for more details. It is
therefore sufficient to use any two different values of N to
determine ωc. This is illustrated in Fig. 2 for ρ/k
3
0 = 0.2
and q = 0.05. The final estimations of ωc are obtained by
repeating calculations for 10 equispaced values of q in the
interval q = 0.01–0.1 and averaging over q. This interval
of q was chosen to limit statistical errors of the calculated
mobility edges ωc, on the one hand, and to restrict the
integration in Eq. (3) to small ln g < 0, where pω,N (ln g)
is assumed to obey the single-parameter scaling, on the
4FIG. 3. Phase diagram of the model of resonant point scat-
terers: grey and white areas correspond to the regions of lo-
calized and extended modes, respectively. Data of Table I are
shown by full circles and squares for the mobility edges I and
II, respectively. Straight solid lines are linear fits showing
the estimated mobility edges as functions of scatterer den-
sity for ρ/k30 ≥ 0.121. Dashed lines are quadratic fits for
ρ/k30 ≤ 0.121. Their crossing point identifies ρc/k30 ' 0.08 as
an estimation of the lowest density at which localized modes
may appear.
TABLE I. Mobility edges (ωc − ω0)/Γ0.
Density ρ/k30 Mobility edge I Mobility edge II
0.1 0.234± 0.004 0.608± 0.005
0.11 0.231± 0.004 0.693± 0.006
0.121 0.236± 0.004 0.753± 0.014
0.15 0.256± 0.003 0.935± 0.011
0.2 0.305± 0.003 1.219± 0.030
0.3 0.385± 0.005 1.836± 0.047
0.4 0.451± 0.006 2.419± 0.107
other hand. When averaging over a given number of sta-
tistically independent realizations of disorder, the errors
are larger for smaller q and become too important for
q < 0.01 and the limited number of realizations that we
used. On the other hand, q > 0.1 cannot be used be-
cause it would rely on pω,N (ln g) for large ln g for which
the single-parameter scaling assumption breaks down, as
we discussed above. The critical frequencies ωc obtained
from our analysis for 7 different densities ρ/k30 = 0.1,
0.11, 0.121, 0.15, 0.2, 0.3 and 0.4 are given in Table I.
Figure 3 represents the data of Table I graphically
(symbols with error bars). Such a representation helps
to recognize that both ωIc and ω
II
c exhibit a roughly lin-
ear dependence on ρ/k30 for ρ/k
3
0 & 0.12 (straight solid
lines in Fig. 3). The density dependencies of ωI,IIc bend
at lower densities and we fit the first three data points
of each dependence by quadratic polynomials (dashed
lines in Fig. 3). The crossing point of the latter iden-
tifies ρc/k
3
0 ' 0.08 as a minimal density at which lo-
calized modes may appear. A more accurate determi-
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FIG. 4. The exponential decay of the amplitude (a) and the
linear growth of the phase (b) of the average wave field as a
function of depth z into the medium at a low scatterer number
density ρ/k30 = 0.05, for several frequencies ω. Averaging is
performed over 106 scatterer configurations for each curve.
The inset of panel (b) shows the geometry of a cylindrical
layer of radius k0R = 20 and thickness k0L = 12, illuminated
by a monochromatic plane wave, used for the calculations.
nation of ρc is complicated by the fact that it becomes
difficult to determine the values of ωc accurately when ρ
approaches ρc. Because `0 = k
2
0/4piρ is the on-resonance
mean free path in the independent-scattering approxima-
tion, ρ/k30 = 0.08 corresponds to k0`0 = 1 with a high
degree of accuracy.
III. ANALYSIS OF THE COHERENT WAVE
FIELD
Having found the positions of mobility edges as func-
tions of the scatterer number density, we now want to de-
termine the effective wave number k and the mean free
path ` at the critical points. To this end, we analyze
the coherent component of a plane wave incident on an
ensemble of resonant point scatterers as it propagates
into the sample. We consider point scatterers that are
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FIG. 5. Decay of the amplitude [first row, panels (a) and (b)] and growth of the phase [second row, panels (c) and (d)] of the
average wave field as a function of depth z into the medium at the mobility edges I (first column) and II (second column) for
7 scatterer densities from ρ/k30 = 0.1 to 0.4 listed in Table I. Averaging is performed over 10
5–106 scatterer configurations for
each curve. These results are obtained in the same geometry as those of Fig. 4 [see the inset of Fig. 4(b)] but using k0L = 10.
randomly distributed inside a cylindrical layer of radius
k0R = 20 and thickness k0L = 12, see the inset of Fig.
4(b). A monochromatic plane wave ψ0(r) = exp(ikz)
with k = ω/c is incident on the sample from the left, at
z = 0. A vector ψ = (ψ1, . . . , ψN )
T of wave amplitudes
ψm = ψ(rm) at the points {rm} where the scatterers are
located obeys [37, 38]
ψ = ψ0 + α(ω)
[
Gˆ(ω)− i1
]
ψ, (5)
where ψ0 = [ψ0(r1), . . . , ψ0(rN )]
T and α(ω) =
−(Γ0/2)/(ω−ω0+iΓ0/2) is the (dimensionless) scatterer
polarizability. The solution of Eq. (5) reads
ψ =
(
1− α(ω)
[
Gˆ(ω)− i1
])−1
ψ0. (6)
We use this expression to calculate ψ for many different
random configurations {rm} of scatterers. The results
are then averaged over all configurations and over the
central part of the cylinder
√
x2 + y2 < 12 to obtain
an average wave field 〈ψ(z)〉 as a function of penetra-
tion depth z. 〈ψ(z)〉 is a complex function and can be
represented as 〈ψ(z)〉 = A(z) exp[iϕ(z)], with real ampli-
tude A(z) and phase ϕ(z). From the multiple scattering
theory [4, 47] we expect
A(z) = A(0) exp(−z/2`), (7)
ϕ(z) = ϕ(0) + kz, (8)
which define the scattering mean free path ` and the ef-
fective wave number k.
The exponential decay of A(z) and the linear growth
of ϕ(z) according to Eqs. (7) and (8) are in agreement
with our calculations for all frequencies ω at sufficiently
low densities ρ/k30 . 0.05, see Fig. 4. At higher densi-
ties, Eqs. (7) and (8) start to break down in a narrow
frequency band above the single-scatterer resonance fre-
quency ω0. Deviations from Eqs. (7) and (8) become
violent at densities needed to reach Anderson localiza-
tion. Figure 5 shows the dependencies A(z) and ϕ(z)
that we find at the mobility edges determined in Sec.
II. The amplitude A(z) exhibits a nonexponential decay
with z whereas the growth of the phase ϕ(z) is not linear.
This is particularly pronounced at the low-frequency mo-
bility edge I (panels of the first row in Fig. 5), but is also
6the case at the high-frequency mobility edge II (panels of
the second row in Fig. 5). We also note that the decay
of A(z) with the depth z is much faster at the first mo-
bility edge than at the second one [compare the scale of
the vertical axes in Figs. 5(a) and (b)]. One of the con-
sequences of the fast decay of A(z) at the first mobility
edge is a bad convergence of our calculations for k0z > 4,
leading to a noisy behavior of the amplitude and phase
in Figs. 5(a) and (c).
The nonexponential decay of A(z) and the nonlin-
ear growth of ϕ(z) at large scatterer densities can be
traced back to the spatial dispersion of the self-energy
Σ, which becomes momentum-dependent. Indeed, at low
densities the self-energy is proportional to the scatter-
ing matrix t(ω) = −(4pi/k0)α(ω) of an isolated scatterer:
Σ(ω) = ρt(ω), and it is independent of the momentum
q. The Fourier transform of the average Green’s func-
tion G(q, ω) = [ω2/c2 − q2 − Σ(ω)]−1 yields G(r, ω) =
− exp(ikr− r/2`)/4pir, where k = ω/c−ReΣ(ω)/2(ω/c)
and ` = −(ω/c)/ImΣ(ω). In its turn, the integration of
G(r, ω) over the input surface of a disordered layer to
model an incident plane wave yields Eqs. (7) and (8). It
is known, however, that second-order in ρ corrections to
Σ are momentum-dependent and Σ = Σ(q, ω) [48, 49].
Including these corrections into the analysis produces
deviations from Eqs. (7) and (8) that are qualitatively
similar to those in our Fig. 5. The deviations that we
observe are, however, much stronger than those that can
be understood using terms up to second order in ρ. They
cannot be fitted to the theory of Ref. 48. Higher-order
terms are required to provide a quantitative analytical
description of our numerical results , but properly taking
them into account is a formidable task that neither us nor
others managed to perform up to now. One of the pe-
culiarities that cannot be even qualitatively understood
using only the low-order terms of the perturbation theory
in ρ/k30  1 is the abrupt change in behavior of the phase
in Fig. 5(c) when increasing the density from ρ/k30 = 0.1
to ρ/k30 = 0.11 (the two lower curves). Further work
is needed to clarify the physical reasons behind such a
behavior.
Strictly speaking, the complicated dependencies A(z)
and ϕ(z) in Fig. 5 make it impossible to define the mean
free path ` and the effective wave number k. We note,
however, that even though the behavior of lnA(z) and
ϕ(z) is nonlinear, they are still monotonically decreasing
and increasing functions, respectively. Moreover, even
though the decay of A(z) is not purely exponential, it
does not slow down considerably and does not become
power-law. We thus can define ` an k as some effective
decay length of A(z)2 and growth rate of ϕ(z), respec-
tively. We propose to do it in two ways. First, we intro-
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FIG. 6. Values of the Ioffe-Regel parameter k` at the
mobility edges ω = ωI,IIc as functions of scatterer num-
ber density ρ/k30 (low-frequency mobility edge I—red circles,
high-frequency mobility edge II—blue squares). (a) ` and
k were estimated by the integral formulas (9) and (10) with
k0zmax = 4. (b) ` and k were estimated from linear fits of Eqs.
(7) and (8) to the numerical data in the interval k0z ∈ (1, 4).
The horizontal dashed lines show (k`)c = 1 expected at a
mobility edge.
duce integral definitions
` =
∞∫
0
[A(z)/A(0)]
2
dz, (9)
k =
2
z2max
zmax∫
0
[ϕ(z)− ϕ(0)] dz, (10)
where zmax is a depth up to which we consider our results
reliable. It is easy to verify that Eqs. (7) and (8) obey
Eqs. (9) and (10), so that the latter will give correct
results in the limit of weak disorder. Their advantage
is that they will yield physically meaningful results at
strong disorder as well.
Another way to determine ` and k is to enforce the be-
havior dictated by Eqs. (7) and (8) and determine ` and
k as best fit parameters from linear fits of Eqs. (7) and
7(8) to lnA(z) and ϕ(z), respectively. The fits are to be
applied in a certain range of depths z ∈ (zmin, zmax) that
we can choose to minimize the impact of any undesir-
able artifacts such as, e.g., the proximity of a boundary
at z = 0 or the bad quality of numerical data at large
z. The definitions (9) and (10) are mainly sensitive to
the behavior of the average wave field 〈ψ(z)〉 at short
distances because A(z) in Eq. (9) decays rapidly with z
whereas the integration in Eq. (10) is explicitly restricted
to z < zmax. In contrast, the fits of lnA(z) and ϕ(z) by
linear functions may account for the behavior of 〈ψ(z)〉
in a wider range of depths depending on the choice of the
fit interval (zmin, zmax).
IV. CALCULATION OF THE IOFFE-REGEL
PARAMETER AND DISCUSSION OF RESULTS
We now apply the two methods of determining ` and
k to the numerical data of Fig. 5 and calculate the re-
sulting Ioffe-Regel parameter k` at the mobility edges I
and II, as a function of scatterer density ρ. The results
are shown in Fig. 6. For the considered range of densi-
ties ρ/k30 = 0.1–0.4, the critical values of k` vary between
0.3 and 1.2. This demonstrates that even if the criterion
(k`)c = 1 turns out to be qualitatively valid to determine
the positions of mobility edges (because 0.3 and 1.2 are
still of order 1), it is far from having a strict quantita-
tive validity. For both definitions of k and `, the best
agreement between the critical values of k` at the two
mobility edges is achieved at low densities ρ/k30 = 0.1–
0.2, whereas high-density values of (k`)c start to differ
significantly, by almost a factor of 4 in Fig. 6(b).
It is instructive to compare our results for scalar waves
with those obtained previously for light with account for
its vector character. A calculation of coherent light prop-
agation analogous to the one presented in Sec. III yields
a purely exponential decay of the wave amplitude A(z)
and a linear growth of its phase ϕ(z) in the range of den-
sities ρ/k30 = 0.1–0.5 and for all frequencies ω near the
resonance frequency ω0 [30, 50]. Thus, both the mean
free path ` and the effective wave number k are well de-
fined, leading to the values of the Ioffe-Regel parameter
k` as small as 0.5 [30]. However, despite the fact that
this value is of the same order as or even smaller than the
critical values (k`)c reported in Fig. 6, the eigenvectors of
the corresponding Green’s matrix remain extended and
no Anderson localization takes place [31]. This appears
rather counter-intuitive in the light of the available ana-
lytical results [48, 49]. Indeed, the calculation of the self-
energy Σ shows that Σ becomes momentum-dependent
already in the second order in density ρ/k30 for both scalar
waves [48] and vector light [49]. However, the results of
Ref. 30 suggest that for light, the momentum-dependent
part of Σ remains always small and can be neglected.
The reason for this is unclear at the moment. The re-
maining momentum-independent part of Σ yields well-
defined mean free path ` and effective wave number k of
the optical wave in the scattering medium. In contrast,
for scalar waves the momentum-dependent part of Σ be-
comes significant at high densities of scatterers, which
creates difficulties for defining ` and k properly (see Sec.
III and, in particular, Fig. 5). Altogether, it turns out
that the model of scalar wave scattering by an ensem-
ble of resonant point scatterers is much richer than its
vector (optical) counterpart because it contains both dif-
ferent regimes of coherent wave propagation (with and
without well-defined ` and k) and different regimes of
transport by multiple scattering (diffusion and Ander-
son localization). In contrast, the vector optical model
always yields well-defined ` and k [30] and exhibits no
Anderson transition [31].
V. CONCLUSIONS
In this work, we established a phase diagram for a
scalar wave in an ensemble of resonant point scatter-
ers. Localized modes appear at sufficiently high number
densities of scatterers ρ > ρc in a wedge-shaped region
on the density-frequency plane. The critical density ρc
is estimated to be ρc/k
3
0 ' 0.08, which corresponds to
k0`0 = 1 with `0 the on-resonance mean free path in the
independent-scattering approximation. The propagation
of the coherent component of an incident wave with a
frequency at the mobility edge is strongly affected by
the spatial dispersion of the effective medium, resulting
in a nonexponential decay of the amplitude A(z) of the
average wave field and a nonlinear growth of its phase
ϕ(z). This makes impossible the definition of the mean
free path ` and of the effective wave number k in a usual
way, as the characteristic length of the exponential de-
cay of the wave intensity A(z)2 and the rate of the linear
growth of the phase ϕ(z), respectively. Despite this dif-
ficulty, we defined ` and k as effective decay length of
A(z)2 and growth rate of ϕ(z), respectively. This al-
lowed us to calculate the value (k`)c of the Ioffe-Regel
parameter k` at the two mobility edges as a function of
scatterer density and show that it takes values from 0.3
to 1.2. Hence, the usual form of the Ioffe-Regel crite-
rion k` < (k`)c = const ∼ 1 is a qualitatively correct
but quantitatively inexact condition of Anderson local-
ization in 3D even for such a simple model of disordered
medium as a random ensemble of resonant point scatter-
ers. Despite its quantitative inaccuracy, the Ioffe-Regel
criterion turns out to be much more relevant as a cri-
terion of Anderson localization for resonant scatterers
than for disordered media with nonresonant scattering,
such as, for example, the mechanical systems studied in
Refs. 5, 6, and 29, where the Ioffe-Regel frequency ωIR at
which the condition k` = 1 is obeyed can be very differ-
ent from the localization transition frequency ωc. At the
same time, the localization transitions in systems with
resonant and nonresonant scattering belong to the same
universality class [29, 33].
8The model considered in this work accounts for the
resonant nature of scattering in disordered systems used
in experiments on Anderson localization of sound [18, 19]
or light [22–25]. Being near a scattering resonance is im-
portant to obtain a localization phase diagram with two
mobility edges as the one shown in Fig. 3. In this respect,
our model reproduces the behavior found in the acoustic
experiment of Ref. 19 where a band of localized states (a
mobility gap) was found between two mobility edges that
are close to but do not coincide with a single-scatterer
resonance frequency. On the other hand, our model does
not account for the finite scatterer size and correlations in
scatterer positions. The impact of the latter correlations
on the phenomenon of Anderson localization is under an
active study in systems of dimensionality larger than one
[51, 52]. Correlation in scatterer positions can be readily
taken into account in our model of point-like scatterers,
which was already used to study systems ranging from
weakly, short-range correlated (e.g., a minimum distance
between scatterers is imposed [53]) to aperiodic deter-
ministic (e.g., complex prime arrays [54]). In contrast,
accounting for a finite scatterer size ∼ λ turns out to
be much more complex and requires implementation of
advanced numerical methods [55, 56]. In both cases of
correlated scatterer positions or finite scatterer size, the
parameter space of the problem in extended to at least
one additional dimension (e.g., the degree of correlation
or the scatterer size), which makes it difficult to explore
entirely. Such an exploration may be a subject of future
work.
Thus, there is still no simple and reliable quantitative
criterion of Anderson localization that would be suitable
to guide experiments. It is nevertheless worthwhile to
note that the model discussed in this work could be a
good testbed for eventual new criteria of localization be-
cause its phase diagram is now known (see Fig. 3) and can
be recalculated with arbitrary precision if needed. Cor-
relations in scatterer positions or vector nature of con-
sidered waves (e.g., light [31] or elastic waves [57]) can
be readily incorporated into the model.
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