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GAMMA CONJECTURE I FOR DEL PEZZO SURFACES
JIANXUN HU, HUAZHONG KE, CHANGZHENG LI, AND TUO YANG
ABSTRACT. Gamma conjecture I and the underlying Conjecture O for Fano manifolds
were proposed by Galkin, Golyshev and Iritani recently. We show that both conjectures
hold for all two-dimensional Fano manifolds. We prove Conjecture O by deriving a gener-
alized Perron-Frobenius theorem on eigenvalues of real matrices and a vanishing result of
certain Gromov-Witten invariants for del Pezzo surfaces. We prove Gamma conjecture I by
applying mirror techniques proposed by Galkin-Iritani together with the study of Gamma
conjecture I for weighted projective spaces.
1. INTRODUCTION
LetX be a Fanomanifold, namely a compactmanifold whose anti-canonical line bundle
is ample. Denote byQH∗(X) the small quantum cohomology ofX and JX(t) Givental’s
small J-function in Gromov-Witten theory of X . In [GGI], Galkin, Golyshev and Iritani
proposed the so-called Gamma conjectures and the underlying conjecture O for any Fano
manifold X . Conjecture O concerns with eigenvalues of a linear operator on the small
quantum cohomology ring QH∗(X). Gamma conjecture consists of Gamma conjecture
I and II. Gamma conjecture I cares about the asymptotic expansion of Givental’s small
J-function JX(t) by assuming conjectureO first. Gamma conjecture II was also proposed
in [GGI] as a refinement of a part of the original Dubrovin conjecture [Du1], independent
of the new formulation in [Du2, CDG]. In this paper, we will focus on Conjecture O and
Gamma conjecture I.
To be more precise, the quantum cohomology ring QH∗(X) is a deformation of the
classical cohomology ring H∗(X) = H∗(X,Q) by incorporating genus zero, three-point
Gromov-Witten invariants of X . As vector spaces, we have QH∗(X) = H∗(X) ⊗
Q[q1, · · · , qm], where m is the second Betti number of X and qi’s are quantum variables
parameterizing a basis of effective curve classes in H2(X,Z). The quantum multipli-
cation by the first Chern class c1(X) of X induces a linear operator cˆ1 = c1(X)⋆q=1
on the even part H•(X) := Hev(X) = QHev(X)|q=(1,··· ,1), which is a vector space
of finite dimension. The so-called Property O, introduced for general Fano manifolds,
consists of two parts. The first half says that the spectral radius ρ(cˆ1) = max{|λ| :
λ is an eigenvalue of cˆ1} itself is a eigenvalue of cˆ1 of multiplicity one. The second half
says that |λ| 6= ρ(cˆ1) whenever λ 6= ρ(cˆ1) is an eigenvalue of cˆ1 in the case of Fano
manifolds of Fano index one (see section 2.1 for general cases). Galkin, Golyshev and
Iritani [GGI] made the following conjecture with the name O indicating a deep relation
with homological mirror symmetry.
ConjectureO. Every Fano manifold satisfies Property O.
There have been complete classifications of Fano manifolds of small dimension. Any
one-dimensional Fano manifold is isomorphic to the complex projective line P1. Every
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two-dimensional Fano manifold, i.e. a del Pezzo surface, is either isomorphic to P1 × P1
or the blowupXr of P
2 at r points in general position (0 ≤ r ≤ 8). As one main result of
the present paper, we prove conjectureO for Xr(1 ≤ r ≤ 8) (which are all of Fano index
one), in addition to the known cases P2 and P1 × P1. Namely, we show the following.
Theorem 1.1. Every del Pezzo surface satisfies Property O.
The formulation of Gamma conjecture I requires a bit more knowledge on the Gromov-
Witten theory. One one hand, the restriction JX(t) of Givental’s big J-function to the anti-
canonical line is a (multi-valued)H∗(X)-valued function overC∗ defined by incorporating
genus zero, one-point Gromov-Witten invariants with gravitational descendents. Under
the assumption that X satisfies conjecture O, JX(t) admits an asymptotic expansion at
the infinity, whose leading term AX ∈ H•(X) is unique up to a nonzero scalar and is
called the principal asymptotic class of X . On the other hand, the Gamma class ΓˆX =∏dimX
i=1 Γ(1 + xi) [HKTY, Libg, Lu, Iri] of X is a real characteristic class, defined by
the Chern root x1, · · · , xdimX of the tangent bundle TX of X and Euler’s Γ-function
Γ(z) =
∫∞
0 e
ttz−1dt. It has the following expansion (see e.g. [GGI]):
ΓˆX = exp
(− Ceuc1(X) + ∞∑
k=2
(−1)k(k − 1)!ζ(k)chk(TX)
) ∈ H•(X,R)
where Ceu = 0.5772156... is the Euler-Mascheroni constant, ζ(k) =
∑∞
n=1
1
nk
is the
value of Riemann zeta function at k, and chk denotes the k-th Chern character. Gamma
conjecture I relates Gromov-Witten invariants (which are deformation invariants but not
topological invariants) to the topology of X , in the way that the Gamma class of X coin-
cides with the principal asymptotic class ofX up to normalization by a scalar; namely
Gamma conjecture I. LetX be a Fano manifold satisfying Property O. Then there exists
a constant C ∈ C such that ΓˆX = C · AX .
We refer to [GGI, GaIr] for the various equivalent formulations of the above conjecture.
As another main result of the present paper, we show the following.
Theorem 1.2. Gamma conjecture I holds for any del Pezzo surface.
There have been lots of studies on conjecture O recently. It has been proved for flag
varieties G/P of arbitrary Lie type by Cheong and the third named author [ChLi], and
was proved earlier in the special cases of cominuscule Grassmannians of classical Lie
types [Rie, GaGo, Che]. Conjecture O has also been proved recently for Fano 3-folds of
Picard rank one [GoZa], Fano complete intersections in projective spaces [GaIr, SaSh, Ke],
horospherical varieties of Picard rank one [LMS, BFSS] and 3-dimensional Bott-Samelson
varieties [Wit]. Gamma conjecture I was less studied, and so far has been proved for
complex Grassmannians [GGI], Fano 3-fold of Picard rank one [GoZa], Fano complete
intersections in projective spaces [GaIr, SaSh, Ke], and toric Fano manifolds that satisfy
B-model analogue of PropertyO [GaIr].
The proof of conjectureO for flag varieties in [ChLi] relied on the well-known Perron-
Frobenius theory [Perr, Frob] for non-negative real matrices. It requires at least the pos-
itivity of the matrix of the linear operator cˆ1 with respect to some good basis of H
•(X).
However, this does not hold even for the blowup X1 of P
2 at one point. In the case of
del Pezzo surfaces Xr(1 ≤ r ≤ 8), we are able to prove conjecture O by deriving a gen-
eralization of Perron-Frobenius theorem in Theorem 3.2 that allows part of the entries of
a real matrix to be negative, and providing some vanishing properties of Gromov-Witten
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invariants in Theorem 3.8. We remark that the conjecture could also be directly proved
by analysing the characteristic polynomial of cˆ1 as was studied in [BaMa] due to the very
well study of the relevant Gromov-Witten invariants of Xr [Go¨Pa]. However, we expect
our method to have further applications for other Fano manifolds, since it will be sufficient
to apply our generalized Perron-Frobenius theorem by the study of a part of the Gromov-
Witten invariants. Del Pezzo surfaces are either toric Fano or complete intersections in
nice ambient spaces of Picard rank one. This fact enables us to prove Gamma conjecture
I by using the mirror techniques proposed by Galkin and Iritani [GaIr], where the quan-
tum Lefschetz principle [Lee, CoGi] is a key ingredient. Here we would like to point out
that the proof forX7 and X8 requires the study of the orbifold version of Gamma conjec-
ture I for certain weighted projective spaces as shown in Theorem 5.11. A more systemic
study of these conjectures (with modification if necessary) for general orbifolds will be of
independent and great interest.
The present paper is organized as follows. In section 2, we describe the precise state-
ments of conjecture O and Gamma conjecture I, and review basic facts of del Pezzo sur-
faces. In section 3, we derive a generalized Perron-Frobenius theorem, and provide vanish-
ing properties of certain Gromov-Witten invariants ofXr. In section 4, we prove conjecture
O by analyzing the correspondingmatrix of cˆ1 with respect to a specified basis ofH∗(X).
Finally in section 5, we prove Gamma conjecture I for del Pezzo surfaces as well as for
certain weighted projective spaces.
2. PRELIMINARIES
2.1. ConjectureO andGamma conjecture I for Fanomanifolds. In this subsection, we
review the precise statements of conjectureO and Gamma conjecture I for Fano manifolds,
mainly following [GGI, GaIr].
2.1.1. Quantum cohomology. We refer to [CoKa] for more details.
LetX be a Fano manifold, namely a compact complex manifoldX whose anticanocial
line bundle is ample. Let M0,k(X,d) denote the moduli stack of k-pointed genus-zero
stable maps (f : C → X ; p1, · · · , pk) of class d ∈ H2(X,Z), which has a coarse moduli
spaceM0,k(X,d). Let [M0,k(X,d)]
virt be the virtual fundamental class ofM0,k(X,d),
which is of complex degree dimX−3+∫
d
c1(X)+k in the Chow groupA∗(M0,k(X,d)).
Given classes γ1, · · · , γk ∈ H∗(X) = H∗(X,Q) and nonnegative integers ai for 1 ≤ i ≤
k, we have the following associated gravitational correlator
〈τa1γ1, · · · , τakγk〉d :=
∫
[M0,k(X,d)]virt
k∏
i=1
(
c1(Li)ai ∪ ev∗i (γi)
)
.
Here Li denotes the line bundle on M0,k(X,d) whose fiber over the stable map (f :
C → X ; p1, · · · , pk) is the cotangent space T ∗piC, and evi denotes the i-th evaluation
map. When ai = 0 for all i, the above gravitational correlator becomes an ordinary k-
pointed Gromov-Witten invariant 〈γ1, · · · , γk〉d of class d. The gravitational correlators
satisfy a number of axioms and the topological recursion relations (TRR). For the precise
statements, we refer to [CoKa, section 10.1.2] for Degree Axiom, Divisor Axiom and
Fundamental Class Axiom, and [CoKa, Lemma 10.2.2] for TRR, which will be used in
the next two sections.
The (small) quantum cohomogy ring QH∗(X) = (H∗(X) ⊗Q Q[q1, · · · , qm], ⋆) is a
deformation of the classical cohomology H∗(X). Here m = b2(X) is the second Betti
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number ofX , and the quantum product of α, β ∈ H∗(X) is given by1
α ⋆ β :=
∑
d∈H2(X,Z)
N∑
i=1
〈α, β, φi〉dφiqd.
Here {φi}Ni=1 is a homogeneous basis of H∗(X), {φi} is its dual basis in H∗(X) with
respect to the Poincare´ pairing, qd =
∏m
j=1 q
dj
j for d = (d1, · · · , dm) with a basis of
effective curve classes ofH2(X,Z) being fixed a prior. We notice that the Gromov-Witten
invariant 〈α, β, φi〉d vanishes unless di ≥ 0 for all i and deg(α ∪ β ∪ φi) = 2(dimX +∫
d
c1(X)). In particular, the quantum product is a finite sum and is a polynomial in q.
Moreover, the quantum product is independent of choices of the basis {φi}.
2.1.2. Conjecture O. Consider the even part of the cohomology H•(X) := Heven(X)
and the finite-dimensionalQ-algebraQH•(X) = (H•(X), •) with the product defined by
α•β := (α⋆β)|q=1, namely by the evaluation of the quantum product at 1 := (1, · · · , 1).
Let cˆ1 denote the linear operator induced by the first Chern class:
cˆ1 : QH
•(X) −→ QH•(X); β 7→ c1(X) ⋆ β|q=1,
which is independent of the choices of bases of effective curve classes.
Definition 2.1 (PropertyO). For a Fano manifoldX , we denote by ρ = ρ(cˆ1) the spectral
radius of the linear operator cˆ1, namely
ρ := max{|λ| : λ ∈ Spec(cˆ1)} where Spec(cˆ1) := {λ : λ ∈ C is an eigenvalue of cˆ1}.
We say thatX satisfies Property O if the following two conditions are satisfied.
(1) ρ ∈ Spec(cˆ1) and it is of multiplicity one.
(2) For any λ ∈ Spec(cˆ1) with |λ| = ρ, we have λs = ρs, where s is the Fano index
ofX , namely s = max{k ∈ Z : c1(X)
k
∈ H2(X,Z)}.
ConjectureO ([GGI]). Every Fano manifold satisfies Property O.
As explained in [GGI, Remark 3.1.5], the name “O” indicates the structure sheaf OX ,
which is expected to correspond to ρ from the viewpoint of homological mirror symmetry.
Although the above statement concerns about the even part of the cohomology only, it is in
fact equivalent to a statement for the whole ofH∗(X) [SaSh, GaIr], and is also equivalent
to that for the smaller part
⊕
pH
p,p(X) of cohomology of Hodge type [GaIr].
Conjecture O for flag variety G/P was proved by Cheong and the third named author
[ChLi] by using Perron-Frobenius theorem based on a remark due to Kaoru Ono.
2.1.3. Gamma conjecture I. On the trivial H•(X)-bundle over P1, there is a so-called
quantum connection, given by
∇z∂z = z∂z −
1
z
(c1(X)•) + µ.
Here z is an inhomogeneous co-ordinate on P1 and µ is the Hodge grading operator de-
fined by µ : H•(X) → H•(X);φ ∈ H2p(X) 7→ µ(φ) = (p − dimX2 )φ. The quan-
tum connection is a meromorphic connection, which is logarithmic at z = ∞ and irreg-
ular at z = 0. The space of flat sections can be identified with the cohomology group
H•(X) via the fundamental solution S(z)z−µzc1(X) with a unique holomorphic function
S : P1\{0} → End(H•(X)) (see [GGI, Proposition 2.3.1] for detailed explanations). The
1In terms of the notation in [GGI], qi = e
hi ; the quantum product α ⋆τ=0 β defined therein coincides with
the product α ⋆ β|q=(1,··· ,1) here.
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Givental’s J-function, defined by JX(t) = z
dimX
(
S(z)z−µzc1(X)
)−1
1 where t = 1
z
, has
the following expansion around t = 0.
JX(t) = e
c1(X) log t
(
1 +
N∑
i=1
∑
d∈H2(X,Z)\{0}
〈 φi
1− c1(L1) 〉0,dφ
it
∫
d
c1(X)
)
.
Remark 2.2. Strictly speaking, Givental’s big J-function is a formal function of τ ∈
H•(X) taking values in H•(X), given by
JX(τ, ~;Q) = ~+ τ +
N∑
i=1
φi
∑
d∈H2(X,Z)
Qd
∞∑
m=0
1
m!
〈 φi
~− c1(L1) , τ, · · · , τ︸ ︷︷ ︸
m
〉d,
It can be reduced to the form JX(τ, ~;Q) = ~e
τ
~
(
1+
N∑
i=1
φi
∑
d∈H2(X,Z)
Qde
∫
d
τ 〈 φi
~(~−c1(L1) 〉d
)
for τ ∈ H0(X) ⊕H2(X), after applying the Fundamental Class Axiom and the Divisor
Axiom. The Givental’s J-function in this paper is obtained from the original one by setting
JX(t) = JX(τ = c1(X) log t, ~ = 1;Q = 1).
Proposition 2.3 (Proposition 3.8 of [GaIr]). For any Fano manifoldX satisfying Property
O, Givental’s J-function JX(t) has an asymptotic expansion of the form
(1) JX(t) = Ct
− dimX
2 eρt(AX + α1t
−1 + α2t−2 + · · · )
as t→ +∞ on the positive real line, where C is a non-zero constant and αi ∈ H•(X).
The Gamma class [Libg, Lu, Iri] is a real characteristic class defined for an almost
complex manifold. It is defined by Chern roots x1, · · · , xn of the tangent bundle TX of
X and Euler’s Γ-function Γ(z) =
∫∞
0 e
ttz−1dt, and has the following expansion:
ΓˆX :=
n∏
i=1
Γ(1+xi) = exp
(−Ceuc1(X)+ ∞∑
k=2
(−1)k(k−1)!ζ(k)chk(TX)
) ∈ H•(X,R)
where Ceu is the Euler-Mascheroni constant, ζ(k) =
∑∞
n=1
1
nk
is the value of Riemann
zeta function at k, and chk denotes the k-th Chern character. There are various equivalent
ways to describe Gamma conjecture I. Here we introduce the one given in [GGI, Corollary
3.6.9 (3)]. For α, β ∈ H∗(X), we say α ∝ β if α = b · β for some b ∈ C.
Gamma conjecture I. LetX be a Fano manifold satisfying Property O. Then
ΓˆX ∝ lim
t→+∞
t
dimX
2 e−ρtJX(t).
2.2. Del Pezzo surfaces. It is well-known that any one-dimensional Fano manifold is
isomorphic to the complex projective line P1. A Fano manifold of dimension 2 is called a
del Pezzo surface. It is either isomorphic to P1× P1, or the blowupXr of P2 at r points in
general position (0 ≤ r ≤ 8). We will exclude P1 × P1 and P2 in this subsection.
2.2.1. Basic topology. Curves in a surface are divisors. For convenience, we will use the
same notation for anyone of a divisor of Xr, its divisor class in H
2(Xr,Z) and its curve
class inH2(Xr,Z), whenever there is no confusion. For instance inD ·D′ =
∫
X
D ∪D′,
we can easily read off the left (resp. right) hand side as the intersection product (resp.
Poincare´ pairing) of the divisors (resp. divisor classes) D,D′.
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Let H denote the pullback to Xr of the hyperplane class of P
2, and let E1, · · · , Er be
the exceptional divisors. Together with the Poincare´ dual 1 := [Xr] ∈ H0(Xr,Z) and
[pt] ∈ H4(Xr,Z) of the corresponding homology classes, they form a Z-basis:
H∗(Xr,Z) = Heven(Xr,Z) = Z1⊕ Z[pt]⊕ ZH ⊕ ZE1 ⊕ · · · ⊕ ZEr
The first Chern class ofXr is given by c1 := c1(Xr) = 3H −
∑r
i=1Ei. We have
H ·Ei = Ei · Ej = 0, H ·H = −Ei · Ei = 1, for all i, j ∈ {1, · · · , r} with i 6= j.
It follows thatXr is of degree c1 · c1 = 9− r, and its Fano index equals 1 as c1 ·E1 = 1.
2.2.2. Geometric interpretations. There are various geometric descriptions for del Pezzo
surfaces Xr, where 1 ≤ r ≤ 8. For instance, all of them can be realized as complete
intersections in nice spaces as follows.
X1: degree (1, 1) hypersurface in P
1 × P2;
X2: complete intersection of divisors of degree (1, 0, 1) and (0, 1, 1) in P
1 × P1 × P2;
X3: complete intersection of two divisors of degree (1, 1) in P
2 × P2;
X4: complete intersection of four hyperplanes in Grassmannian Gr(2, 5) ⊂ P9 (em-
bedded by Plu¨cker);
X5: complete intersection of two quadrics in P
4;
X6: cubic surface in P
3;
X7: hypersurface of degree 4 in the weighted projective space P(1, 1, 1, 2);
X8: hypersurface of degree 6 in the weighted projective space P(1, 1, 2, 3).
We refer to [IsPr, Chapter 3.2] and [Cord] for the above descriptions ofXr with 4 ≤ r ≤ 8.
Toric del Pezzo surfaces are precisely those Xr with 1 ≤ r ≤ 3, and the descriptions are
also known to the experts. Here we provide a proof forX2, which is relatively less studied.
The method works forX1 andX3 as well.
Proof ofX2 being a complete intersection. The complete intersection Z of two generic
divisors of degree (1, 0, 1) and (0, 1, 1) in Y := P1 × P1 × P2 is a smooth projec-
tive variety. By the adjunction formula, we obtain the anti-canonical divisor −KZ =
OY (H1 + H2 + H3)|Z , where Hi is the natural pull-back of the hyperplane class of the
i-th factor to Y . Clearly, −KZ is ample, and hence Z is a del Pezzo surface.
The degree (−KZ)2 of Z can be computed by the intersection product of divisors in Y
as follows. Notice thatH21 = H
2
2 = H
3
3 = 0,H1H2H
2
3 = 1 andHiHj = HjHi, we have
(−KZ)2 = (H1 +H2 +H3)2(H1 +H3)(H2 +H3)
= (H21 +H
2
2 +H
2
3 + 2H1H2 + 2H1H3 + 2H2H3)(H1H2 +H1H3 +H2H3 +H
2
3 )
= 7H1H2H
2
3 = 7
It follows that Z is a del Pezzo surface of degree 7. 
2.2.3. Quantum cohomology. There has been well study of the quantum cohomology ring
QH∗(Xr) of Xr in [CrMi, Go¨Pa]. Therein we can immediately read off or easily deduce
the multiplication table of the quantum product for small r. We notice that 1 is the identity
element in QH∗(Xr) for anyXr.
Example 2.4. A basis ofH∗(X1) is given by {1, H,E1, [pt]}. In QH∗(X1), we have
H ⋆H = [pt] + qH−E1 , H ⋆ E1 = qH−E1 , H ⋆ [pt] = (H − E1)qH−E1 + qH ,
E1 ⋆ E1 = −[pt] + E1qE1 + qH−E1 , E1 ⋆ [pt] = (H − E1)qH−E1 .
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For conjectureO, we concern about the operator cˆ1 onQH•(X1) induced by the quantum
multiplication by c1 = 3H − E1 with evaluation of all quantum variables at 1. We have
cˆ1[1, H,E1, [pt]] = [1, H,E1, [pt]]


0 2 2 3
3 0 0 2
−1 0 −1 −2
0 3 1 0

 .
We denote by M˜1 the matrix above, while denote byM1 the matrix with respect to another
Z-basis [1, H − E1, E1, [pt]]. It follws that
M =


1 0 0 0
0 1 0 0
0 −1 1 0
0 0 0 1


−1
· M˜ ·


1 0 0 0
0 1 0 0
0 −1 1 0
0 0 0 1

 =


0 0 2 3
3 0 0 2
2 1 −1 0
0 2 1 0

 .
Example 2.5. A basis ofH∗(X2) is given by {1, H,E1, E2, [pt]}. In QH∗(X2), we have
H ⋆H = [pt] + (H − E1 − E2)qH−E1−E2 + qH−E1 + qH−E2 ,
H ⋆ E1 = (H − E1 − E2)qH−E1−E2 + qH−E1 ,
H ⋆ [pt] = (H − E1)qH−E1 + (H − E2)qH−E2 + qH ,
E1 ⋆ E1 = −[pt] + E1qE1 + (H − E1 − E2)qH−E1−E2 + qH−E1 ,
E1 ⋆ E2 = (H − E1 − E2)qH−E1−E2 ,
E1 ⋆ [pt] = (H − E1)qH−E1 .
Let M˜2 andM2 denote the matrices with respect to the corresponding Z-bases:
cˆ1[1, H,E1, E2, [pt]] = [1, H,E1, E2, [pt]]M˜2,
cˆ1[1, 2H − E1 − E2, E1, E2, [pt]] = [1, 2H − E1 − E2, E1, E2, [pt]]M2.
Then M˜2 is directly read off from the above table (by setting all quantum variables as 1),
andM2 is obtained after a simple base change from M˜2. They are precisely given by
M˜2 =


0 4 2 2 3
3 1 1 1 4
−1 −1 −2 −1 −2
−1 −1 −1 −2 −2
0 3 1 1 0

 , M2 =


0 4 2 2 3
3
2 0
1
2
1
2 2
1
2 1 − 32 − 12 0
1
2 1 − 12 − 32 0
0 4 1 1 0

 .
Example 2.6. The quantum multiplication table of QH∗(X3) with respect to the basis
{1, H,E1, E2, E3, [pt]} can be read off from the following together with a permutation
symmetry among the exceptional divisor classes Ei.
H ⋆H = [pt] +
∑
1≤i≤3
(H −
∑
j 6=i
Ej)q
H−∑
j 6=i
Ej
+
∑
1≤i≤3
qH−Ei ,
H ⋆ E1 = (H − E1 − E2)qH−E1−E2 + (H − E1 − E3)qH−E1−E3 + qH−E1 ,
H ⋆ [pt] =
∑
1≤i≤3
(H − Ei)qH−Ei + qH + 2q2H−E1−E2−E3 ,
E1 ⋆ E1 = −[pt] + E1qE1 + (H − E1 − E2)qH−E1−E2 + (H − E1 − E3)qH−E1−E3 + qH−E1 ,
E1 ⋆ E2 = (H − E1 − E2)qH−E1−E2 ,
E1 ⋆ [pt] = (H − E1)qH−E1 + q2H−E1−E2−E3 .
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We again denote by M˜3 the matrix of cˆ1 with respect to the above basis, while denote
byM3 the matrix with respect to the following Q-basis, in contrast to that forX1, X2.
cˆ1[1, c1, E1, E2, E3, [pt]] = [1, c1, E1, E2, E3, [pt]]M3.
Since c1 = 3H − E1 − E2 − E3, the matrices M˜3 andM3 are respectively given by
M˜3 =


0 6 2 2 2 6
3 3 2 2 2 6
−1 −2 −3 −1 −1 −2
−1 −2 −1 −3 −1 −2
−1 −2 −1 −1 −3 −2
0 3 1 1 1 0

 , M3 =


0 12 2 2 2 6
1 1 2/3 2/3 2/3 2
0 0 −7/3 −1/3 −1/3 0
0 0 −1/3 −7/3 −1/3 0
0 0 −1/3 −1/3 −7/3 0
0 6 1 1 1 0

 .
3. MAIN TECHNICAL RESULTS
3.1. A generalization of Perron-Frobenius theorem. By a matrix in this section, we
always mean a square real finite matrix. The spectral radius of a matrixM is given by
ρ(M) := max{|λ| | λ is an eigenvalue ofM}.
The matrixM is called reducible, if there exists a permutation matrix P such that P tMP
is of the form
(
A B
0 D
)
where A,D are square submatrices. The matrix M is called
irreducible if it is not reducible. The well-known Perron-Frobenius theory [Perr, Frob] con-
cerns about properties on eigenvalues and eigenvectors of nonnegative irreducible matrices
including the following proposition. It plays an essential role in the proof of conjectureO
for flag varieties in [ChLi].
Proposition 3.1 (Theorem 1.5 of [Sene]). Let M be an irreducible nonnegative matrix.
Then the spectral ρ(M) itself is an eigenvalue ofM with multiplicity one.
There have been various extensions of Perron-Frobenius theory (see [ElSz] and refer-
ences therein). Here we give one more extension, which is new to our knowledge.
Theorem 3.2 (Generalized Perron-Frobenius Theorem). Let T = (tij) be an n × n real
matrix that satisfies the following:
(1)
∑n
i=1 tij > 0 for j = 1, · · · , n;
(2) T k is an irreducible nonnegative matrix for some positive integer k.
Then the spectral radius ρ(T ) itself is an eigenvalue of T with multiplicity one.
Remark 3.3. The condition (1) can be replaced by
∑n
j=1 tij > 0 for i = 1, · · · , n.
Furthermore if the integer k in condition (2) is odd, then condition (1) is abundant, and
the statement is an easy consequence of the Perron-Frobenius Theorem.
Condition (1) was discovered by the fourth named author, who also showed the existence
of a positive eigenvector corresponding to ρ(T ) in his Bachelor Thesis [Yang].
For column vectors x = (xi)n×1,y = (yi)n×1 in Rn, we say x ≤ y (resp. x < y) if
xi ≤ yi (resp. xi < yi) for all i ∈ {1, · · · , n}.
Lemma 3.4. Let T be an n× n irreducible nonnegative matrix.
(1) There existsm ∈ Z>0 such that (In + T )m is a matrix with all entries positive.
(2) Let s ∈ R>0, and y ≥ 0 be a nonzero vector satisfying Ty ≤ sy. Then
(a) y > 0; (b) s ≥ ρ(T ). Moveover, s = ρ(T ) if and only if Ty = sy.
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Here the first statement is a well-known property for irreducible nonnegative matrices (see
e.g. [Sene, Theorem 1.4]); the second statement is referred to as “The Sub-invariance
Theorem” (see e.g. [Sene, Theorem 1.6]), which asserts that any irreducible nonnegative
matrix has a unique nonnegative eigenvector up to a positive scalar.
Proof of Theorem 3.2. We first show that T has a positive eigenvalue as follows. The
argument is similar to that for Theorem 1.1 (a) of [Sene].
Consider the upper-semicontinuous function defined by
r : Rn≥0 \ {0} → R; x = (x1, · · · , xn)t 7→ r(x) := min
1≤j≤n
xj 6=0
∑
i xitij
xj
.
By assumption (1) and the definition of r(x), r(1) > 0 where 1 := (1, · · · , 1)t. Denote
K := max
1≤i≤n
∑
j |tij |. Since xjr(x) ≤ max{0,
∑
i xitij} ≤
∑
i xi|tij | for all j, we have
r(x)
∑
j xj ≤
∑
j
∑
i xi|tij | ≤
∑
i xiK and hence r(x) ≤ K . Therefore for
ρ := sup
x∈Rn
≥0
\{0}
r(x) = sup
x≥0
xtx=1
r(x),
we have 0 < r(1) ≤ ρ ≤ K < +∞. Since r(x) is upper-semicontinuous on the compact
subset {x | x ≥ 0,xtx = 1}, the supremum ρ is actually attained for some xˆ in this
compact region. Consequently, we have
∑
i xˆitij ≥ xˆjr(xˆ) = ρxˆj for all j, namely
zt := xˆtT − ρxˆt ≥ 0t.
Assume z 6= 0. By Lemma 3.4, all entries of (In+T k)m are positive for somem. Thus
0t < zt(In+T
k)m = xˆt(In+T
k)mT−ρxˆt(In+T k)m and x˜ := xˆt(In+T k)m > 0,
ahence
∑
i x˜itij
x˜j
> ρ for all 1 ≤ j ≤ n. It follows that r(xˆ) > ρ, which is a contradiction
to the definition of ρ. Hence, we have z = 0, implying that ρ is an eigenvalue of T .
Now we have xˆtT = ρxˆt. It follows that (T k)txˆ = ρkxˆ, where we notice ρk > 0 and
xˆ ≥ 0. Therefore by assumption (2) and Lemma 3.4 (2), we have ρk = ρ((T k)t) = ρ(T k).
For any eigenvalue λ of T , λk is an eigenvalue of T k. It follows that |λk| ≤ ρ(T k) = ρk,
and hence |λ| ≤ ρ. That is, ρ(T ) = ρ. Moreover, ρk is an eigenvalue of T k of multiplicity
one by Proposition 3.1. Thus ρ is an eigenvalue of T of multiplicity one. 
The next property is a well-known consequence of the Perron-Frobenius theory on non-
negative matrices. The result was due to Perron when all the entriesmij are positive.
Proposition 3.5. Let M =
(
mij
)
be an irreducible nonnegative matrix. SupposeM has
exactly h eigenvalues of modulus ρ(M) with multiplicities counted. If there exists i such
that mij > 0 for any j, then h = 1, namely M has a unique eigenvalue with modulus
ρ(M) given by the simple eigenvalue ρ(M) itself.
Proof. The number h is traditionally called the index of imprimitivity (or period) of the
irreducible matrixM . If h > 1, then there exists a permutation matrix P such that PMP t
is of the following form (see e.g. Theorems 3.1 of Chapter 3 of [Minc]):

0 M12 0 · · · 0 0
0 0 M2,3 · · · 0 0
...
. . . 0
...
0 0 · · · 0 Mh−1,h
Mh1 0 · · · 0

 .
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However, the hypothesis implies that PMP t always contains a row of positive numbers,
which makes a contradiction. 
Example 3.6. The matrix M1 (resp. M2,M3) in Example 2.4 (resp. 2.5, 2.6) obviously
satisfies the condition (1) in Proposition 3.2. By direct calculations, we have
M31 =


26 1 7 28
28 26 1 8
7 21 5 1
1 7 21 26

 , M22 =


8 16 1 1 8
1
2 15 4 4
9
2
1
2 0 4 3
7
2
1
2 0 3 4
7
2
7 2 0 0 8

 ,
and M23 =


12 48 8 8 8 24
1 25 8/3 8/3 8/3 8
0 0 17/3 5/3 5/3 0
0 0 5/3 17/3 5/3 0
0 0 5/3 5/3 17/3 0
6 6 1 1 1 12

 .
BothM31 andM
2
2 are irreducible nonnegative matrices, whose first row consist of positive
numbers. Thus for i ∈ {1, 2}, ρ(Mi) is an eigenvalue ofMi of multiplicity one by Theorem
3.2, and it is the unique eigenvalue ofMi with modulus ρ(Mi) by Proposition 3.5. Although
the matrixM23 is reducible, we can still conclude the same property for ρ(M3), by applying
a consequence of Theorem 3.2 (see Proposition 4.1).
Remark 3.7. The matrix M˜1 in Example 2.4 or another matrix M˜
′
1 with respect to the Q-
basis {1, c1, E1, [pt]} of H∗(X1) both satisfy the condition (1) in Theorem 3.2. However,
there does not exist positive integer k such that M˜k1 or (M˜
′
1)
k is a nonnegative matrix. The
situation for X2 is the same. The condition (1) in Theorem 3.2 even fails for M˜3.
3.2. Vanishing properties of Gromov-Witten invariants of del Pezzo surfaces. In this
subsection, we assume 3 ≤ r ≤ 8 and simply denote c1 := c1(Xr). We denote
Ambr := Q1⊕Qc1 ⊕Q[pt] and Primr := {γ ∈ H2(Xr) : c1 ∪ γ = 0}.
Then we obtain H∗(Xr) = Ambr ⊕ Primr as an orthogonal decomposition of vector
spaces with respect to the Poincare´ pairing. Moreover, Ambr is the subalgebra ofH
∗(Xr)
generated by c1.
The main result of this subsection is the following, which will be used to simplify part
of the entries of the matrix corresponding to the operator cˆ1 in section 4.1, and to guarantee
the vanishing property of the primitive part of the J-function ofXr in section 5.2.
Theorem 3.8. For any m, a, ai ∈ Z≥0, γ ∈ Primr and γi ∈ Ambr, i = 1, · · · ,m, we
have
∑
A∈H2(Xr ,Z)
〈τa(γ)
m∏
i=1
τai(γi)〉A = 0.(2)
Remark 3.9. There are only finitely many nonzero terms in the above summation by
[KoMo, Corollary 1.19] together with the observation that 〈τa(γ)
m∏
i=1
τai(γi)〉A is nonzero
only if A is an effective class with
∫
A
c1 = (a+
1
2 deg γ) +
m∑
i=1
(ai +
1
2 deg γi)−m.
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The rest of this subsection is devoted to a proof of Theorem 3.8.
Lemma 3.10. For any m, a, ai ∈ Z≥0, γ ∈ Primr and γi ∈ Ambr, i = 1, · · · ,m, we
have
〈τa(γ)
m∏
i=1
τai(γi)〉0 = 0
Proof. Note that the obstruction theory onM0,m+1(Xr, 0) = Xr ×M0,m+1 is trivial. So
the vanishing result follows from the definition of Primr. 
Gromov-Witten invariants of Xr admit two types of symmetry. The classical Cremona
transformation of P2 induces an involution σ onH2(Xr,Z), given by
σ(dH−
r∑
k=1
dkEk) = (2d−d1−d2−d3)H−
∑
1≤k≤3
(d−d1−d2−d3+dk)Ek−
∑
4≤k≤r
dkEk.
This leads to the first type of symmetry below, by the argument in [Go¨Pa, Section 5.1].
Lemma 3.11. For anym, a, ai ∈ Z≥0 and γi ∈ Ambr, i = 1, · · · ,m, we have
〈
m∏
i=1
τai(γi)〉A = 〈
m∏
i=1
τai(γi)〉σ(A) for any A ∈ H2(Xr,Z).
For each j ∈ {1, · · · , r − 1}, we define an involution σj onH2(Xr,Z) by
σj(dH −
r∑
k=1
dkEk) = dH −
∑
1≤k≤r
k 6=j,j+1
dkEk − dj+1Ej − djEj+1.
Inspired by [Go¨Pa, Section 5.1], we obtain the second type of symmetry as follows.
Lemma 3.12. For 1 ≤ j ≤ r− 1,m, a, ai ∈ Z≥0 and γi ∈ Ambr, i = 1, · · · ,m, we have
〈
m∏
i=1
τai(γi)〉A = 〈
m∏
i=1
τai(γi)〉σj(A) for any A ∈ H2(Xr,Z).
Proof. Let X0 and X¯0 be two copies of P
2, and we fix an isomorphism ϕ0 : X0 ∼= X¯0.
Suppose that p1, · · · , pr ∈ X0 and p¯1, · · · , p¯r ∈ X¯0 are in general position, such that
ϕ0(pk) =


p¯k, k 6= j, j + 1,
p¯j+1, k = j,
p¯j , k = j + 1.
Let Xr (resp. X¯r) be the blow-up of X0 at pk (resp. X¯0 at p¯k), k = 1, · · · , r, with
H (resp. H¯) being the pullback of a line in X0 (resp. X¯0) in general position, and Ek
(resp. E¯k) being the exceptional divisor corresponding to pk (resp. p¯k). For γ = x1Xr +
yc1(Xr)+ z[pt]Xr ∈ Amb(Xr), we denote γ¯ = x1X¯r + yc1(X¯r)+ z[pt]X¯r ∈ Amb(X¯r).
On one hand, by deformation invariance of Gromov-Witten invariants, we have
〈
m∏
i=1
τai(γi)〉Xr
dH−
r∑
k=1
dkEk
= 〈
m∏
i=1
τai(γ¯i)〉X¯r
dH¯−
r∑
k=1
dkE¯k
.(3)
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On the other hand, we have an isomorphism ϕr : Xr
∼=−→ X¯r naturally induced from ϕ0.
The induced isomorphisms ϕ∗r : H
∗(X¯r,Z) → H∗(Xr,Z) and (ϕr)∗ : H∗(Xr,Z) →
H∗(X¯r,Z) satisfy the following properties: ϕ∗r(H¯) = H, (ϕr)∗(H) = H¯
ϕ∗r(E¯i) =


Ei, i 6= j, j + 1,
Ej+1, i = j,
Ej , i = j + 1,
and (ϕr)∗(Ei) =


E¯i, i 6= j, j + 1,
E¯j+1, i = j,
E¯j , i = j + 1.
Here we remind of our notation convention that divisors are naturally treated as (co)homology
classes in the corresponding setting. Consequently, we have ϕ∗r(c1(X¯r)) = c1(Xr), which
implies ϕ∗r(1X¯r ) = 1Xr and ϕ
∗
r([pt]X¯r ) = [pt]Xr . Therefore
〈
m∏
i=1
τai(γi)〉Xr
dH−
r∑
k=1
dkEk
= 〈
m∏
i=1
τai((ϕ
∗
r)
−1(γi))〉X¯r
(ϕr)∗d(H¯−
r∑
k=1
dkE¯k)
(4)
= 〈
m∏
i=1
τai(γ¯i)〉X¯rdH¯− ∑
1≤k≤r
k 6=j,j+1
dkE¯k−dj+1E¯j−djE¯j+1 .
Now the required result follows from (3) and (4). 
Lemma 3.13. Form, a, ai ∈ Z≥0, γ ∈ Primr and γi ∈ Ambr, i = 1, · · · ,m, we have∑
A∈H2(Xr ,Z)
(
∫
A
γ)〈
m∏
i=1
τai(γi)〉A = 0.
Proof. It suffices to show the statement for γ = H−E1−E2−E3 and γ = Ej−Ej+1(1 ≤
j ≤ r − 1), since these classes form a basis of Primr.
For γ = H − E1 − E2 − E3, by Lemma 3.11, we have∑
A
(
∫
A
γ)〈
m∏
i=1
τai(γi)〉A
=
1
2
∑
A
(
∫
A
γ)〈
m∏
i=1
τai(γi)〉A +
1
2
∑
A
(
∫
σ(A)
γ)〈
m∏
i=1
τai(γi)〉σ(A)
=
∑
A
1
2
(
∫
A+σ(A)
γ)〈
m∏
i=1
τai(γi)〉A.
Now the required vanishing result follows from
∫
A+σ(A)(H − E1 − E2 − E3) = 0.
For γ = Ej − Ej+1(1 ≤ j ≤ r − 1), by Lemma 3.12, we have∑
A
(
∫
A
γ)〈
m∏
i=1
τai(γi)〉A
=
1
2
∑
A
(
∫
A
γ)〈
m∏
i=1
τai(γi)〉A +
1
2
∑
A
(
∫
σj(A)
γ)〈
m∏
i=1
τai(γi)〉σj(A)
=
∑
A
1
2
(
∫
A+σj(A)
γ)〈
m∏
i=1
τai(γi)〉A.
Now the required vanishing result follows from
∫
A+σj(A)
(Ej − Ej+1) = 0. 
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Proposition 3.14. Let m, a, ai ∈ Z≥0, γ ∈ Primr and γi ∈ Ambr, i = 1, · · · ,m. If
γi ∈ H>0(Xr) whenever ai 6= 0, then we have∑
A∈H2(Xr ,Z)
〈τ0(γ)
m∏
i=1
τai(γi)〉A = 0.
Proof. It suffices to show the vanishing of
∑
A 6=0
〈τ0(γ)
m∏
i=1
τai(γi)〉A due to Lemma 3.10.
We first assume γi ∈ H>0(Xr) for all i, so that γ ∪ γi = 0 always holds. Hence, we have∑
A 6=0
〈τ0(γ)
m∏
i=1
τai(γi)〉A =
∑
A 6=0
(
∫
A
γ)〈
m∏
i=1
τai(γi)〉A = 0.
by using the Divisor Axiom and Lemma 3.13. Then the general statement follows imme-
diately from the Fundamental Class Axiom. 
Proposition 3.15. Let m, a, ai ∈ Z≥0, γ ∈ Primr and γi ∈ Ambr, i = 1, · · · ,m. If
γi ∈ H>0(Xr) for all i, then we have∑
A∈H2(Xr ,Z)
〈τa(γ)
m∏
i=1
τai(γi)〉A = 0.
Proof. We use induction on a. The case a = 0 is done in Proposition 3.14. Now assume
that the case a = a′ ≥ 0 is verified. For a = a′ + 1, there are the following three cases.
(i) m ≥ 2. Extend {φ1 = 1, φ2 = c1, φ3 = [pt]} to a basis {φα}α of H∗(Xr) such
that φα ∈ Primr for α > 3, and let {φα}α be its dual basis. Using TRR, we
conclude that the quantity
∑
A
〈τa′+1(γ)
m∏
i=1
τai(γi)〉A is equal to∑
I
∑
α
(∑
A
〈τ0(φα)τa′ (γ)
∏
i∈I
τai(γi)〉A
)
·
(∑
A
〈τ0(φα)τa1(γ1)τa2(γ2)
∏
j∈{3,··· ,m}\I
τaj (γj)〉A
)
,
where the first summation is over subsets I ⊂ {3, · · · ,m}. For α ≤ 3, the first
big parentheses on RHS is zero by induction (together with the Fundamental Class
Axiom when α = 1); for α > 3, we note φα ∈ Primr, and hence the second big
parentheses on RHS is zero by Proposition 3.14. So LHS is vanishing.
(ii) m = 1. By (i), Lemma 3.10, the Divisor Axiom and the Degree Axiom, we have
0 =
∑
A
〈τa′+1(γ)τa1(c21)τ0(c1)〉A = (a′ + a1 +
deg γ
2
+ 2)
∑
A
〈τa′+1(γ)τa1(c21)〉A.
Here we have assumed γ to be homogenous without loss of generality. Similarly,
0 =
∑
A
〈τa′+1(γ)τa1(c1)τ0(c1)〉A
= (a′ + a1 +
deg γ
2
+ 1)
∑
A
〈τa′+1(γ)τa1(c1)〉A +
∑
A
〈τa′+1(γ)τa1−1(c21)〉A
It follows that
∑
A
〈τa′+1(γ)τa1(γ1)〉A = 0 whenever γ1 ∈ Ambr ∩H>0(Xr).
(iii) m = 0. By using (ii), Lemma 3.10, the Divisor Axiom and the Degree Axiom, we
are done:
0 =
∑
A
〈τa′+1(γ)τ0(c1)〉A = (a′ + deg γ
2
+ 1)
∑
A
〈τa′+1(γ)〉A.
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This proves the case a = a′ + 1. 
Proof of Theorem 3.8. By Proposition 3.15, it remains to show that for anym0,m1 ≥ 0,∑
A
〈τa(γ)
m0∏
i=1
τai(1)
m1∏
j=1
τbj (γj)〉A = 0
holds for any a, ai, bj ≥ 0, γ ∈ Primr and γj ∈ Ambr ∩ H>0(Xr), where 1 ≤ i ≤ m0
and 1 ≤ j ≤ m1.
We use induction on m0. The case m0 = 0 is proved in Proposition 3.15. Now as-
sume that the cases m0 ≤ m′0 are verified. For m0 = m′0 + 1, by Lemma 3.10 and the
Fundamental Class Axiom, we can assume ai ≥ 1 for all i. There are two cases as follows.
(i) m1 > 0. We use the same (dual) basis {φα}α (resp. {φα}α) as in case (i) in the
proof of Proposition 3.15. Using TRR, we have
∑
A
〈τa(γ)
m′0+1∏
i=1
τai(1)
m1∏
i=1
τbi(γi)〉A
=
∑
I0⊔J0={2,··· ,m′0+1}
I1⊔J1={2,··· ,m1}
∑
α
(∑
A
〈τ0(φα)τa1−1(1)
∏
i∈I0
τai(1)
∏
i∈I1
τbi(γi)〉A
)
·
(∑
A
〈τ0(φα)τa(γ)τb1(γ1)
∏
j∈J0
τaj (1)
∏
j∈J1
τbj (γj)〉A
)
.
If φα ∈ Primr, then the first big parentheses on RHS is zero by induction on
m0∑
i=1
ai;
if φα ∈ Ambr, then the second big parentheses on RHS is zero by induction on
m0. So LHS is vanishing.
(ii) m1 = 0. We use Lemma 3.10, the Divisor Axiom and the Degree Axiom to get
∑
A
〈τa(γ)
m′0+1∏
i=1
τai(1) · τ0(c1)〉A
= (a+
deg γ
2
+
m′0+1∑
i=1
(ai − 1))
∑
A
〈τa(γ)
m′0+1∏
i=1
τai(1)〉A
+
m′0+1∑
i=1
∑
A
〈τa(γ)τai−1(c1)
∏
1≤j≤m′0+1
j 6=i
τaj (1)〉A.
Note that LHS is zero by case (i), and the second term on RHS is zero by induction
onm0. This gives the required vanishing result.
This proves the casem0 = m
′
0 + 1. 
4. CONJECTURE O FOR DEL PEZZO SURFACES
In this section, we will prove Theorem 1.1, namely the conjecture O for del Pezzo
surfaces, by using the generalized Perron-Frobenius theorem in section 3.1. We will just
discuss Xr with 1 ≤ r ≤ 8, as it has been known for P1 × P1 and P2. We remark that
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Theorem 1.1 could also be directly proved by analysing the characteristic polynomial of cˆ1
which was studied in [BaMa] based on explicit descriptions of the relevant Gromov-Witten
invariants [Go¨Pa]. However, we expect our method to have further applications for other
Fano manifolds. As we will see, our proof will only require information on parts of the
Gromov-Witten invariants.
4.1. Proof of Theorem 1.1. Eigenvalues of cˆ1 onQH
•(Xr) coincide with that of the ma-
trix of cˆ1 with respect to any choice of bases of H
∗(Xr) = H•(Xr). We take the Z-basis
as in Examples 2.4 and 2.5 if r ∈ {1, 2}, and take the Q-basis {1, c1, E1, · · · , Er, [pt]} of
H∗(Xr) for 3 ≤ r ≤ 8. The corresponding matricesMr have been explicitly described in
section 2.2.3 for 1 ≤ r ≤ 3. Let us achieve our aim by assuming the next proposition first.
Proposition 4.1. WriteMr =
(
mij
)
andM2r =
(
m
(2)
ij
)
. For 3 ≤ r ≤ 8, we have
(1)
∑r+3
i=1 mij > 0 for any j ∈ {1, · · · , r + 3}, andm2j ≥ 0 for any j;
(2) m
(2)
ij ≥ 0 for any i, j, andm(2)ij > 0 holds if i ∈ {1, 2, r + 3};
(3) m
(2)
22 >
∑r+2
k=3m
(2)
ik if 3 ≤ i ≤ r + 2;
Now we set P := (a − 1)E22 +
∑r+3
k=1 Ekk + b
∑r+2
k=3 Ek2 where a, b > 0 and Eij
denotes the (r+3)× (r+3)matrix whose entries are all zero but the (i, j)-entry given by
1. It follows that P−1 = (c − 1)E22 +
∑r+3
k=1 Ekk + d
∑r+2
k=3 Ek2 with d = − ba = −bc.
Write PMrP
−1 = Mˆr =
(
mˆij
)
and Mˆ2r =
(
mˆ2ij
)
. By direct calculations, we have
mˆij =


mij , if i = 1, 3 and j 6= 2,
am2j , if i = 2 and j 6= 2,
mij + bm2j , if 3 ≤ i ≤ r + 2 and j 6= 2
and
mˆi2 =


cmi2 + d
∑r+2
k=3mik, if i = 1, 3,
acm22 + da
∑r+2
k=3m2k, if i = 2,
cmi2 + cbm22 + d
∑r+2
k=3(mik + bmi,k), if 3 ≤ i ≤ r + 2.
Clearly, Mr and Mˆr have same eigenvalues for any a 6= 0. In particular, we can choose
sufficiently small positive numbers b, b
c
with c < 1. It follows that a > 1, and
r+3∑
i=1
mˆij ≥
r+3∑
i=1
mij + b
r+2∑
k=3
m2j > 0 if j 6= 2;
r+3∑
i=1
mˆi2 ≥ c
( r+3∑
i=1
mi2 + brm22 − (b+ b
c
+ b+ b2)
r+3∑
i=1
r+2∑
k=3
|mik|
)
> 0.
The expression of mˆ
(2)
ij can be read off directly from that of mˆij by replacing mij with
m
(2)
ij . It follows that mˆ
(2)
ij > 0 for any i, j. (Indeed for 3 ≤ i ≤ r + 2, mˆ(2)i2 = cm(2)i2 +
cb(m
(2)
22 −
∑r+2
k=3m
(2)
ik )−b
∑r+2
k=3m
(2)
ik > 0, as cm
(2)
i2 ≥ 0, cb > 0,m(2)22 −
∑r+2
k=3m
(2)
ik > 0
and b > 0 is sufficiently small. Arguments for the remaining cases are similar and easier.)
Applying Theorem 3.2 for Mˆ , we conclude that ρ(cˆ1) = ρ(Mr) = ρ(Mˆ) is an eigenvalue
of cˆ1 of multiplicity one. Moreover, it is the unique eigenvalue of cˆ1 with modulus ρ(Mˆ)
by Proposition 3.5. That is, Xr satisfies PropertyO.
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4.2. Proof of Proposition 4.1. By Example 2.6, Proposition 4.1 holds forM3. Therefore
we just consider 4 ≤ r ≤ 8 in this subsection. The dual basis of [φ1, · · · , φr+3] :=
[1, c1, E1, · · · , Er, [pt]] in H∗(Xr)is given by
[1∨, c∨1 , E
∨
1 , · · · , E∨r , [pt]∨] = [[pt],
H
3
,
H
3
− E1, · · · , H
3
− Er,1].
We will prove Proposition 4.1 by showing that the matrixMr is in fact of the following
form with required properties
(5) Mr =


0 m12 m13 m14 · · · m1,r+2 m1,r+3
1 m22 m23 m24 · · · m2,r+2 m2,r+3
0 0 dr 0 · · · 0 0
0 0 0 dr
. . .
... 0
...
... 0
. . .
. . . 0 0
0 0 0 · · · 0 dr
...
0 9− r 1 1 · · · 1 0


.
Let us start with simple calculations. Entriesmij ofMr are genus zero Gromov-Witten
invariants. Clearly, we have mi1 = δi,2 since 1 is the identity element in QH
∗(Xr).
For the last row, we have mr+3,j =
∑
A∈H2(Xr ,Z)〈c1, φj ,1〉A and hence mr+3,j =
〈c1, φj ,1〉0 by the Fundamental Class Axiom, namely it is given by the coefficient of [pt]
in the classical cup product c1 ∪ φi. Consequently, we havemr+3,1 = mr+3,r+3 = 0 for
the degree reason,mr+3,2 = c1 ·c1 = 9−r, andmr+3,j = c1 ·Ej−2 = 1 for 3 ≤ j ≤ r+2.
A smooth rational curve E of Xr is called exceptional if E · E = −1 and c1 · E = 1.
A genus zero Gromov-Witten invariant 〈· · ·〉A for Xr is nonzero only if A ∈ H2(Xr,Z)
is effective, which can be characterized in terms of effective divisors as follows.
Proposition 4.2 (Corollary 3.3 of [BaPo]). The semigroup of classes of effective divisors
onXr is generated by the classes of exceptional curves if 4 ≤ r ≤ 7 and by the classes of
exceptional curves together with c1 for r = 8.
Proposition 4.3 ([Manin]). The classes of exceptional curves are precisely as follows.
(1) Ei, 1 ≤ i ≤ r;
(2) H − Ei − Ej , 1 ≤ i < j ≤ r;
(3) 2H − Ei1 − · · · − Ei5 , 1 ≤ i1 < i2 < · · · < i5 ≤ r;
(4) 3H − Ek −
∑7
j=1 Eij , 1 ≤ i1 < i2 < · · · < i7 ≤ r and k ∈ {i1, · · · , i7};
(5) 4H −∑8j=1 Ej − Ei1 − Ei2 − Ei3 , 1 ≤ i1 < i2 < i3 ≤ 8 = r;
(6) 5H −∑8j=1 2Ej + Ei1 + Ei2 , 1 ≤ i1 < i2 ≤ 8 = r;
(7) 6H −∑8j=1 2Ej − Ei, 1 ≤ i ≤ 8 = r.
For convenience, we will simply denote a summation
∑
A : A∈H2(Xr ,Z) is effection;∗∗∗ by∑
∗∗∗ in the rest of this subsection. The next lemma ensures that the summation to be taken
does contain one term of positive Gromov-Witten invariants. The first statement holds
since Gromov-Witten invariants forXr are enumerative [Go¨Pa]; the second statement can
be easily deduced from the results therein (or by using Theorems 1.2 and 1.4 of [Hu]).
Lemma 4.4. (1) For any A ∈ H2(Xr,Z), we have 〈[pt]〉A ≥ 0, 〈[pt], [pt]〉A ≥ 0.
(2) 〈[pt]〉H−E1−E2 = 〈[pt]〉H−E1 = 〈[pt], [pt]〉H = 1; 〈[pt]〉Ei = 0 for 1 ≤ i ≤ r.
Here we notice
∫
H−E1−E2 c1 = 1,
∫
H−E1 c1 = 2 and
∫
H
c1 = 3.
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Lemma 4.5. c1 • c1 = m121+m22c1+(9− r)[pt] wherem12 =
∑
∫
A
c1=2
4〈[pt]〉A > 0
andm22 =
∑
∫
A
c1=1
∫
A
H
3 > 0.
Proof. Recall the notation α • β = α ⋆ β|q=1. Noting 1∨ = [pt] ∈ H4(Xr), we have
m21 =
∑
A :
∫
A
c1=2
〈c1, c1,1∨〉A by the DegreeAxiom, and hencem21 =
∑
∫
A
c1=2
4〈[pt]〉A >
0 by the Divisor Axiom and Lemma 4.4.
The computation form22 is the same. The quantitymr+3,2 = 9− r has been discussed
above. Since c1∪E∨j =
( ∫
[Xr]
c1∪E∨j
)
[pt] = 0, we haveE∨j ∈ Primr, and consequently
m2,2+j =
∑
A〈c1, c1, E∨j 〉A = 0 for 1 ≤ j ≤ r by Proposition 3.8. 
Lemma 4.6. For any 1 ≤ j ≤ r, we have
(1) m1,j+2 =
∑
∫
A
c1=2
2
( ∫
A
Ej
)〈[pt]〉A, m1,r+3 =∑∫
A
c1=3
3〈[pt], [pt]〉A;
(2) m2,j+2 =
∑
∫
A
c1=1
( ∫
A
Ej
)( ∫
A
H
3
)
, m2,r+3 =
∑
∫
A
c1=2
2
( ∫
A
H
3
)〈[pt]〉A.
Furthermore, they are all positive.
Proof. Calculations formij in the statement are the same as that form21 in Lemma 4.5.
Write A ∈ H2(Xr,Z) as A = a0H −
∑r
i=1 aiEi. Every effective curve class A is a
nonnegative combination of classes of effective curve classes (together with c1 if r = 8).
The hypotheses
∫
A
c1 = 2 and 〈[pt]〉A 6= 0 will imply that a0 > 0 and ai ≥ 0 for
1 ≤ i ≤ r, in which case we have ∫
A
Ej ≥ 0. Therefore we conclude m1,j+2 > 0 for
1 ≤ j ≤ r by Lemma 4.4. Arguments for the remaining cases are similar. 
Lemma 4.7. For any 1 ≤ i ≤ r, we havem2+i,2+i = dr, where dr := −3,−4,−6,−12,−60
for r = 4, 5, 6, 7, 8 respectively.
Proof. We havem2+i,2+i =
∑
∫
A
c1=1
( ∫
A
Ei
)( ∫
A
H
3 −Ei
)
by definition and the Divisor
Axiom. Without loss of generality, we can assume i = r. Since
∫
A
c1 = 1, the summation
can be reduced to those over the classes of exception curves. We discuss all the possibilities
with respect to the cases in Proposition 4.3.
(1) The only nonzero contribution is given byA = Er, and
∫
A
Er
∫
A
(H3 −Er) = −1.
(2) The nonzero contributions come from thoseH −Ei1 −Er with 1 ≤ i1 < r, each
of which contributes a same quantity; therefore the total contribution is given by
(r − 1) ∫
H−E1−Er Er
( ∫
H−E1−Er
H
3 − Er
)
= − 2(r−1)3 .
(3) Here r ≥ 5. The total nonzero contribution is given by
C4r−1 ·
( ∫
2H−E1−E2−E3−E4−Er
Er
)( ∫
2H−E1−E2−E3−E4−Er
H
3
− Er
)
= −1
3
C4r−1.
(4) Here r ≥ 7. The total nonzero contribution is as follows. (We notice that classes
of the form 3H − 2E1 −
∑6
j=2 Ej − Er does not make nonzero contributions.)
C6r−1
( ∫
3H−∑6j=1 Ej−2Er
Er
)( ∫
3H−∑6j=1 Ej−2Er
H
3
− Er
)
= −2C6r−1.
(5) Here r = 8. Denote A1 := 4H −
∑8
j=1 Ej − E1 − E2 − E8 and A2 := 4H −∑8
j=1 Ej − E1 − E2 − E3. The total nonzero contribution is given by
C27
( ∫
A1
E8
)( ∫
A1
H
3
− E8
)
+ C37
( ∫
A2
E8
)( ∫
A2
H
3
− E8
)
= −49
3
.
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(6) Here r = 8. Denote A1 := 5H −
∑8
j=1 2Ej + E1 + E8 and A2 := 5H −∑8
j=1 2Ej + E1 + E2. The total nonzero contribution is given by
C17
( ∫
A1
E8
)( ∫
A1
H
3
− E8
)
+ C27
( ∫
A2
E8
)( ∫
A2
H
3
− E8
)
= −28
3
.
(7) Here r = 8. There is only one nonzero contribution given by( ∫
6H−∑8j=1 2Ej−Er
Er
)( ∫
6H−∑8j=1 Ej−Er
H
3
− Er
)
= −3.
We should have also consideredA = c1 when r = 8, while it does not make contributions
since
∫
c1
H
3 − Er = 0.
Taking the summation of all the nonzero contributions deduces the required result. 
Remark 4.8. The number dr is related with the quantum periodGXr (t) ofXr (r ≤ 4 ≤ 8)
computed in [CCGK, section G] in the way: GXr (t) = e
drt(1 +O(t)).
Lemma 4.9. For any 3 ≤ i ≤ r + 2 and 3 ≤ j ≤ r + 3,mi,j = 0 if i 6= j.
Proof. By 3.8, we have mi,r+3 =
∑
A〈c1, [pt], E∨i−2〉A = 0 as c1, [pt] ∈ Ambr and
E∨i−2 ∈ Primr. The vanishingmi1 = mi2 = 0 have been shown earlier.
Now we computem2+i,2+j =
∑
∫
A
c1=1
( ∫
A
Ei
)( ∫
A
H
3 − Ej
)
for 1 ≤ i, j ≤ r with
i 6= j. It suffices to deal with the case when (i, j) = (1, 2). We discuss all the cases as in
the proof of Lemma 4.7. Clearly, there is no contribution in case (1) or when A = c1 and
r = 8. Denote by C(A1, A2) the contributions tom3,4 from classes of the form A1 or A2.
We mean Cba = 0 if b > a. We have
Cases A1 A2 C(A1, A2)
(2) a1 = a2 = 1 a1 = 1, a2 = 0 (− 23 ) + (r − 2) · 13 r ≥ 4
(3) a1 = a2 = 1 a1 = 1, a2 = 0 C
3
r−2 · (− 13 ) + C4r−2 · 23 r ≥ 5
(4) a1 = 1, a2 = 2 a2 = 0 C
5
r−2 · (−1) + C7r−1 · r r ≥ 7
(5) a1 = a2 = 1 a1 = a2 = 2 C
3
6 · (13 ) + C16 · −43 r = 8
(5) a1 = 1, a2 = 2 a1 = 2, a2 = 1 C
2
6 · 1 · (−23 ) + C26 · 2 · 13 r = 8
(6) a1 = a2 = 1 a1 = a2 = 2
2
3 + C
4
6 · −23 r = 8
(6) a1 = 1, a2 = 2 a1 = 2, a2 = 1 C
5
6 · (−13 ) + C56 · 43 r = 8
(7) 6H −∑8k=1 2Ek − E2 −2 r = 8
By direct calculation for each r, the summation of all C(A1, A2) equals 0. 
Lemma 4.10. m1,j+2 + dr > 0 and (9 − r)m2,j+2 + dr > 0 for any j ∈ {1, · · · , r}.
Proof. For A = 2H − Ej − Ei1 − Ei2 − Ei3 where 1 ≤ i1 < i2 < i3 ≤ r are distinct
with j, we have
∫
A
c1 = 2,
∫
A
Ej = 1 and 〈[pt]〉A = 1 (namely there exists a unique conic
passing through 5 points in Xr). Moreover, we note
∫
H−Ej c1 = 2,
∫
H−Ej Ej = 1 and
〈[pt]〉H−Ej = 1 (namely there exists a unique line passing through 2 points inXr). Hence
m1,j+2 =
∑
∫
A
c1=2
2
∫
A
Ej〈[pt]〉A ≥ 2 · 1 · 1 + C3r−1 · 2 · 1 · 1 = 2 + 2C3r−1 > −dr.
Write A = a0H −
∑8
i=1 aiEi. We may assume j 6= 1. By Lemmas 4.6, 4.7, we have
(9− r)m2,j+2 + hr = (9 − r)
∑
∫
A
c1=1
( ∫
A
Ej
)( ∫
A
H
3
)
+
∑
∫
A
c1=1
( ∫
A
Ej
)( ∫
A
H
3
− Ej
)
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= −1 + (r − 1)( ∫
H−E1−Ej
Ej
)( ∫
H−E1−Ej
(10− r)
3
H − Ej
)
+
∑
a0>1;
∫
A
c1=1
( ∫
A
Ej
)( ∫
A
(9 − r) + 1
3
H − Ej
)
=
(7 − r)(r − 1)− 3
3
+
∑
a0>1;
∫
A
c1=1
(aj)(
10− r
3
a0 − aj)
For 4 ≤ r ≤ 7, both parts are positive. For r = 8, the second part is much larger than
10/3. Therefore the above quantity is always positive. 
Corollary 4.11. For any j ∈ {1, · · · , r + 3}, we have∑r+3i=1 mij > 0 andm(2)r+3,j > 0.
Lemma 4.12. For 1 ≤ i ≤ r + 2, we havem(2)ij ≥ 0 for any j. Furthermore if i ∈ {1, 2},
thenm
(2)
ij > 0 for any j.
Proof. So far we have shown that Mr is of form (5). Due to Lemma 4.6, the statement
obviously holds except for m
(2)
ij with i ∈ {1, 2} and j ∈ {3, · · · , r + 2}. Recall the
basis [φ1, · · · , φr+3] = [1, c1, E1, · · · , Er, [pt]]. By definition, the entrymij in the matrix
Mr is the coefficient of φi in the product c1 • φj , namelymij =
∑
A〈c1, φi, φj〉A where
[φ1, · · · , φr+3] = [[pt], H3 , H3 −E1, · · · , H3 −Er,1] are the dual basis of {φi}. Therefore,
r+3∑
k=1
m1kmkj =
r+3∑
k=1
∑
A∈H2(Xr ,Z)
〈c1, φ1, φk〉A
∑
A′∈H2(Xr ,Z)
〈c1, φk, φj〉A′
=
∑
B∈H2(Xr ,Z)
∑
A+A′=B;A,A′∈H2(Xr ,Z)
r+3∑
k=1
〈c1, φ1, φk〉A〈c1, φk, φj〉A′
=
∑
B∈H2(Xr ,Z)
∑
A+A′=B;A,A′∈H2(Xr ,Z)
r+3∑
k=1
〈c1, φ1, φk〉A〈c1, φk, φj〉A′
=
r+3∑
k=1
∑
A∈H2(Xr ,Z)
〈c1, φ1, φk〉A
∑
A′∈H2(Xr ,Z)
〈c1, φk, φj〉A′
=
∑
A∈H2(Xr ,Z)
〈c1, [pt], [pt]〉A
∑
A′∈H2(Xr ,Z)
〈c1,1, Ej−2〉A′
+
∑
A∈H2(Xr,Z)
〈c1, [pt], H
3
〉A
∑
A′∈H2(Xr ,Z)
〈c1, c1, Ej−2〉A′
+
r+2∑
k=3
∑
A∈H2(Xr ,Z)
〈c1, [pt], H
3
− Ek−2〉A
∑
A′∈H2(Xr ,Z)
〈c1, Ek−2, Ej−2〉A′
+
∑
A∈H2(Xr,Z)
〈c1, [pt],1〉A
∑
A′∈H2(Xr ,Z)
〈c1, [pt], Ej−2〉A′ .
The above expressions make sense, as there are only finitely many nonzero terms in each
summation. The third equality holds by a change of bases. By Theorem 3.8, we have∑
A〈c1, [pt], H3 −Ek−2〉A = 0 for any 3 ≤ k ≤ r+2 (as H3 −Ek−2 ∈ Primr and c1, [pt] ∈
Ambr). Thus the last equality produces a positive number, due to the enumerative meaning
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of 3-pointed genus zero Gromov-Witten invariants together with the non-negativity of the
pairing
∫
A
Ei between exceptional divisor classes and effective curve classes.
By WDVV equations, we have the following equality.
r+3∑
k=1
m2kmkj =
r+3∑
k=1
∑
A∈H2(Xr ,Z)
〈c1, φ2, φk〉A
∑
A′∈H2(Xr ,Z)
〈c1, φk, φj〉A′
=
r+3∑
k=1
∑
A∈H2(Xr ,Z)
〈c1, c1, φk〉A
∑
A′∈H2(Xr,Z)
〈φ2, φk, φj〉A′
By the same arguments as above, we conclude
∑r+3
k=1m2kmkj > 0 for 3 ≤ j ≤ r+2. 
Remark 4.13. Since
∑r+3
k=1m2kmkj = m2j(m22+dr)+m21m1j+m2,r+3, we can also
conclude the second inequality by easily checking m22 + dr ≥ 0 for r > 4 and simple
calculation for r = 4.
Lemma 4.14. m
(2)
22 > d
2
r.
Proof. We havem
(2)
22 > m12 +m
2
22. For 4 ≤ r ≤ 7, we havem12 =
∑
∫
A
=2 4〈[pt]〉A ≥
C1r4〈[pt]〉H−E1 +C4r4〈[pt]〉2H−E1−E2−E3−E4 = 4r+ 16r(r− 1)(r− 2)(r− 3) > d2r. For
r = 8, we havem22 =
∑
∫
A
c1=1
∫
A
H
3 ≥
∑
1≤i1<i2<i3≤8
∫
4H−∑8j=1 Ej−Ei1−Ei2−Ei3
H
3 =
4
3C
3
8 > 60 = |d8|. 
Proof of Proposition 4.1. The statement is a direct consequence of the combination of the
lemmas and Corollary 4.11 in this subsection. 
5. GAMMA CONJECTURE I FOR DEL PEZZO SURFACES
In this section, we prove Gamma conjecture I for del Pezzo surfaces, by using the
mirror techniques proposed by Galkin and Iritani [GaIr] together with the study of Gamma
conjecture I for certain weighted projective spaces.
5.1. Toric del Pezzo surfaces. Let X be an n-dimensional toric Fano manifold X . In
the context of mirror symmetry, the Landau-Ginzburg potential f mirror toX is a Laurent
polynomial [Gi1, Gi2] of the form
f : (C∗)n → C; z 7→ f(z) = zb1 + · · ·+ zbn ,
where b1, · · · , bn ∈ Zn are primitive generators of the 1-dimensional cones of the fan of
X . As one remarkable property, the small quantum cohomologyQH∗(X) is isomorphic to
the Jacobian ring Jac(f) as algebras. The restriction f |(R>0)n is a real function on (R>0)n
that admits a global minimum at a unique point zcon ∈ (R>0)n [Ga1, GaIr]; such point
zcon ∈ (R>0)n is called the conifold point of f .
Proposition 5.1. ([GaIr, Theorem 6.3]) Suppose thatX is a toric Fano manifold satisfying
the B-model analogue of Property O, namely for Tcon := f(zcon),
(1) every critical value u of f satisfies |u| ≤ Tcon;
(2) zcon is the unique critical point of f contained in f
−1(Tcon).
ThenX satisfies Gamma conjecture I.
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We remark that the proof [GaIr] of the above proposition uses the integral representation
of the central charge (see [Hoso] and references therein for the notion of central charge).
There have been lots of studies on mirror symmetry for toric del Pezzo surfaces, namely
for Xr with 1 ≤ r ≤ 3. The on-shelf Landau-Ginzburg potential fr mirror to Xr can be
read off for instance from [Jer, Example 2.3]. Precisely, we have
f1 = z1+z2+
1
z1
+
1
z1z2
; f2 = z1+z2+
1
z1
+
1
z1z2
+
1
z2
; f3 = z1+z2+
1
z1
+
1
z1z2
+
1
z2
+z1z2.
Therefore, we could have been done by easily verifying that these functions satisfy the
hypotheses in Proposition 5.1 due to Galkin and Iritani. Nevertheless, we can also restrict
to the study of quantum cohomology by using the following consequence.
Corollary 5.2. LetX be an n-dimensional toric Fano manifold. If Spec(cˆ1)∩R>0 = {ρ}
and the multiplicity of ρ is one, then Gamma conjecture I holds for X .
Proof. It has been proved in [Au, Iri] that the set Spec(cˆ1) of eigenvalues of cˆ1 coincides
with the set of critical values of the potential f mirror to X , and that the multiplicities
also coincide. (This is also a general expectation in mirror symmetry for Fano manifolds.)
Since ρ ∈ Spec(cˆ1), the condition (1) in Proposition 5.1 holds. Since f |Rn>0 is a real
function with positive real values and f is holomorphic, any critical point x ∈ Rn>0 of
f |Rn>0 is also a critical point of f via the natural inclusion Rn>0 ⊂ (C∗)n. Consequently,
f(x) ∈ Spec(cˆ1)∩R>0. It follows that ρ = Tcon and f−1(Tcon) is a single point set since
the multiplicity of ρ is one. Hence, the statement follows by Proposition 5.1. 
By calculating the eigenvalues of the matrices Mr(1 ≤ r ≤ 3) in section 2.2, we can
see that the hypotheses in the above corollary hold for toric del Pezzo surfaces, where we
include the known cases P1 × P1 and P2. Hence, we have the following.
Proposition 5.3. Toric del Pezzo surfaces satisfy Gamma conjecture I.
5.2. Non-toric cases. Non-toric del Pezzo surfaces can be described as complete inter-
sections in nice ambient spaces of Picard rank one. As proposed in [GaIr, Section 8], we
shall use the quantum Lefschetz principle to prove Gamma conjecture I in these cases.
Let us start with the precise quantum Lefschetz principle in Proposition 5.5 as well as
its proof following [GaIr, Theorem 8.3]. We give the details here since some additional
work has to been done in the case of del Pezzo surfaces, which concerns about the notion
of primitive part as given below.
Definition 5.4. Let ι : Y →֒ X be an embedding of a smooth projective variety Y as a
hypersurface into a (possibly singular) projective variety X . Then with respect to ι, the
ambient part of H•(Y ) is ι∗H•(X), and the primitive part of H•(Y ) is the orthogonal
complement of ι∗H•(X) inH•(Y ) with respect to the Poincare´ pairing.
Proposition 5.5. Let X be a Fano manifold of index rX ≥ 2 and write −KX = rXh. Let
ι : Y →֒ X be a Fano hypersurface in the linear system |ah| with 0 < a < r. Assume that
ΓˆX ∝ lim
t→+∞
t
dimX
2 e−CXtJX(t)
for some constant CX , and that the primitive part of JY (t) vanishes. Then
ΓˆY ∝ lim
t→+∞
t
dimY
2 e−CY tJY (t)(6)
for some constant CY . In particular if Y satisfies Property O, then Y satisfies Gamma
conjecture I.
22 JIANXUN HU, HUAZHONG KE, CHANGZHENG LI, AND TUO YANG
Proof. Write JX(t) = e
rXh log t
∞∑
n=0
JrXnt
rXn, with JrXn ∈ H•(X).
Since the primitive part of JY (t) vanishes, JY (t) takes values in ι
∗H•(X). It follows
from the quantum Lefschetz principle [Lee, CoGi] that
JY (t) = e
(rX−a)h log t−C0t
∞∑
n=0
Γ(1 + ah+ an)
Γ(1 + ah)
(ι∗JrXn)t
(rX−a)n,(7)
where C0 is some constant determined by Y . Set
J˜(t) = t
dimX
2 e−CXtJX(t), T0 = max
q≥0
{−q + CXq
a
rX }, and CY = T0 − C0.
We have
t
dim Y
2 e−CY tJY (t) =
√
t
Γ(1 + ah)
∫ ∞
0
q
− a dimX2rX e−(q−CXq
a
rX +T0)tJ˜(tq
a
rX )dq.
Using the stationary phase approximation, we conclude that RHS of (6) is proportional
to ι
∗ΓˆX
Γ(1+ah) . Now the first required result follows from the equality ΓˆY =
ι∗ΓˆX
Γ(1+ah) , as
obtained from the adjunction formula.
If Y satisfies PropertyO, then Y satisfies Gamma conjecture I by Proposition 2.3. 
We remark that the above proof is more like an outline, and refer to [GaIr, Theorem 8.3] for
the details of estimations on the asymptotics skipped here. The assumption onX above is
slightly weaker than the requirement ofX satisfying Gamma conjecture I. The assumption
on the vanishing of the primitive part of JY (t), which was not explicitly mentioned in
[GaIr, Section 8], can be guaranteed whenever dimY ≥ 3. This is due to the next property
following from (the proof of) [LePa, Lemma 1].
Lemma 5.6. Let X be a Fano manifold of index r ≥ 2. Let Y be a Fano hypersurface of
X with c1(Y ) ∝ −KX . If dimY ≥ 3, then the primitive part of JY (t) vanishes.
5.2.1. Case Xr(4 ≤ r ≤ 6).
Proposition 5.7. For each 4 ≤ r ≤ 6,Xr satisfies Gamma conjecture I.
Proof. For r = 4, we consider the embedding ofX4 as complete intersections in complex
GrassmannianGr(2, 5) [Cord]. More precisely,
X4 = Gr(2, 5) ∩H1 ∩H2 ∩H3 ∩H4,
where Gr(2, 5) is viewed as a subvariety in P9 via the Plu¨cker embedding and Hi’s are
hyperplanes in P9 in general position, so that the above intersection makes sense. Denote
Yk := Gr(2, 5)
⋂ k⋂
i=1
Hi, 0 ≤ k ≤ 4.
With respect to the embedding Yk ⊂ Yk−1, the primitive part of JYk(t)(1 ≤ k ≤ 3)
vanishes by Lemma 5.6, and the primitive part of JY4(t) vanishes by Theorem 3.8. The
Picard rank of Y0 = Gr(2, 5) equals one, and Y0 satisfies Gamma conjecture I by [GGI,
Theorem 6.1.1]. Thus Y0 satisfies the hypotheses on the ambient space in Proposition 5.5.
By applying Proposition 5.5 and using induction on k, we conclude that for any 1 ≤ k ≤ 4,
ΓˆYk ∝ lim
t→+∞
t
dimYk
2 e−CYk tJYk(t), for some constant CYk .
Since Y4 = X4 satisfies PropertyO, it follows thatX4 satisfies Gamma conjecture I.
The arguments for cases r = 5 and r = 6 are similar. 
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5.2.2. Case Xr(7 ≤ r ≤ 8). The weighted projective space X := P(1, w1, · · · , wN ) is
the quotient stack [(CN+1 \ {0})/C∗] with C∗-action with weights −1,−w1, · · · ,−wN .
The del Pezzo surfaces X7, X8 are smooth hypersurfaces in X respectively in the special
cases (w1, w2, w3) = (1, 1, 2) and (1, 2, 3). In order to show Gamma conjecture I for
X7, X8, we will first study that forX, and then apply the corresponding quantum Lefschetz
principle. We refer our readers to [CCLT, Iri] for basic materials of orbifold Gromov-
Witten theory of weighted projective spaces.
To ease notations, in the rest of this section, we denote
rX := 1 + w1 + · · ·+ wN , c = rX(
N∏
i=1
w−wii )
1
r
X and h = c1(O(1)) ∈ H•(X).
Notice that the first Chern class of X is given by c1(X) = rXh.
Following [CCLT, section 1], we let F := { k
wi
|1 ≤ i ≤ N, 0 ≤ k < wi}. For
f ∈ F , we let Xf be the locus of points of X with isotropic group containing e2pi
√−1f .
The Chen-Ruan orbifold cohomology group of X (denoted also byH•CR(X)) is given by
H•orb(X) := H
•(IX) = H•(X)⊕
⊕
f∈F\{0}
H•(Xf ), where IX :=
⊔
f∈F
Xf .
Here IX is called the inertia stack of X, and we notice X0 = X. The bullet ’•’ means that
we only consider classes with even topological degree.
The quantum connection∇ on the trivialH•orb(X)-bundle over P1 is given by
∇z∂z = z∂z −
1
z
(c1(X)•) + µ,
where • is the orbifold small quantum product of X with all Novikov variables setting
to 1, and µ is the Hodge grading operator respecting the Chen-Ruan degree of classes in
H•orb(X). The quantum connection is a meromorphic connection, which is logarithmic at
z =∞ and irregular at z = 0. Consider the holomorphic function
S : P1 \ {0} → End(H•orb(X))
defined by
(S(z)(α), β)orbX = (α, β)
orb
X +
∑
m≥0
1
zm+1
∑
d
(−1)m+1〈αψm, β〉Xd .
Then from [Iri, Section 2.3], the space of flat sections can be identified with the Chen-
Ruan orbifold cohomology group H•orb(X) via the fundamental solution S(z)z
−µzc1(X).
In particular, we have the following isomorphism to the space of∇-flat sections over R>0.
Φ : H•orb(X)
∼=−→ {s : R>0 → H•orb(X) : ∇s = 0};
α 7→ (2π)−N2 S(z)z−µzc1(X)α.
It follows from [CCLT, Theorem 1.1] that the characteristic polynomial of (c1(X)•) is
λr − cr. By parallel discussions to that in [GGI, Section 3.2], we have
Proposition 5.8 (Analogue to Proposition 3.3.1 of [GGI]). Let
A := {s : R>0 → H•orb(X)|∇s = 0, ||e
c
z s(z)|| = O(zm) as z → +0 for somem ∈ Z≥0},
Ec := eigenspace of (c1(X)•) in H•orb(X) with eigenvalue c.
Then both A and Ec are one-dimensional complex vector spaces, and they are isomorphic
to each other via the map A→ Ec defined by s 7→ lim
z→+0
e
c
z s(z)
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Definition 5.9. A principal asymptotic class of X is a nonzero class AX ∈ H•orb(X) such
that Φ(AX) ∈ A.
By Proposition 5.8, the principal asymptotic class of X is unique up to a nonzero scalar.
Actually, it is given by the Gamma class ofX as below. The Gamma class could be defined
for an almost complex orbifold, and lives in the orbifold cohomology group [Iri, (23)]. The
Gamma class of X is of the form
ΓˆX = Γ(1 + h)
N∏
i=1
Γ(1 + wih) + terms in
⊕
f∈F\{0}
H•(Xf ).
The following can be viewed as one (equivalent) version of Gamma conjecture I for X.
Proposition 5.10. ΓˆX is a principal asymptotic class of X.
Proof. Consider the Laurant polynomial
f = x1 + · · ·+ xN + 1
xw11 · · ·xwNN
, (x1, · · · , xN ) ∈ (C∗)N .
The next mirror identity follows from the argument in [Iri, Section 4.3.1]:(
φ, S(z)z−µzrhΓˆX
)orb
X
= z−
N
2
∫
(R>0)N
e−
f(x)
z ϕ(x, z)
dx1 · · · dxN
x1 · · ·xN ,(8)
where z > 0, φ ∈ H•orb(X), and ϕ(x, z) ∈ C[x±1 , · · · , x±N , z] is such that the class of the
integrand on RHS corresponds to φ under the mirror isomorphism in [Iri]. To study the
oscillatory integral on RHS, we find all the critical points pk of f by direct calculations:
pk :=
(
w1ξ
k
r
X
√
(
N∏
j=1
w
wj
j )
, · · · , wNξ
k
r
X
√
(
N∏
j=1
w
wj
j )
)
, k = 0, 1, · · · , rX − 1,
where ξ is a primitive rXth root of unity. Moreover, we can check that f |(R>0)N admits a
global minimum at the unique point p0 with c = f(p0), satisfying the following properties:
(1) every critical value u of f satisfies |u| ≤ c;
(2) p0 is the unique critical point of f contained in f
−1(c).
Therefore by the stationary phase approximation, we have
||e cz S(z)z−µzrXhΓˆX|| = O(1), z → +0.
This implies that the flat section S(z)z−µzrXhΓˆX is in A. 
As for Fano manifolds, we can also interpret the principal asymptotic class ofX in terms
of Givental’s J-function of X defined by JX(t) = z
N
2
(
S(z)z−µzc1(X)
)−1
1 with t = 1
z
.
Theorem 5.11. X satisfies Gamma conjecture I, namely ΓˆX ∝ lim
t→+∞
t
N
2 e−ctJX(t).
Proof. Denote by 〈·, ·〉 the natural pairing betweenH•orb(X)∨ andH•orb(X), whereH•orb(X)∨
is the dual space of H•orb(X). The dual connection∇∨ of∇ is a meromorphic connection
on the trivialH•orb(X)
∨-bundle over P1 given by
∇∨z∂z = z∂z +
1
z
(c1(X)•)∨ − µ∨,
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where (c1(X)•)∨ and µ∨ are dual maps of (c1(X)•) and µ respectively. Here ∇∨ is dual
to∇ in the sense that
d〈f(z), s(z)〉 = 〈∇∨f(z), s(z)〉+ 〈f(z),∇s(z)〉.(9)
For the space of∇∨-flat sections over R>0, we have the following isomorphism:
Φ∨ : H•orb(X)
∨ ∼=−→ {f : R>0 → H•orb(X)∨ : ∇∨f = 0};
α 7→ (2π)N2 ((S(z)z−µzc1(X))−1)∨α.
By Proposition 5.8, we obtain a nonzero element φ0 in Ec defined by
φ0 := lim
z→+0
e
c
zΦ(ΓˆX)(z) ∈ Ec.
Let E∨c be the eigenspace of (c1(X)•)∨ in H•orb(X)∨ with eigenvalue c. Then E∨c can be
viewed naturally as the dual space of Ec, since the pairing 〈·, ·〉|E∨c ×Ec is nondegenerate
by direct verification. Let φ∨0 ∈ E∨c be the dual of φ0 in the sense that
〈φ∨0 , φ0〉 = 1.
For any α ∈ H•orb(X)∨, we obtain the following formula (cf. [GGI, Proposition 3.6.2]):
lim
z→+0
e−
c
zΦ∨(ΓˆX)(z) = 〈α, ΓˆX〉φ∨0 ,(10)
by using the parallel disccusions to that in [GGI, Section 3.5, Section 3.6]. Note that
t
N
2 e−ctJX(t) = (2π)−
N
2 e−
c
zΦ−1(1)(z) with t =
1
z
.
Let C = 〈φ∨0 ,1〉. For any α ∈ H•orb(X)∨, we have
lim
t→+∞
〈α, tN2 e−ctJX(t)〉 = lim
z→+0
〈α, (2π)−N2 e− czΦ−1(1)(z)〉
= lim
z→+0
〈Φ∨(α)(z), (2π)−N2 e− cz 1〉
= lim
z→+0
〈e− czΦ∨(α)(z), (2π)−N2 1〉
= 〈α,C · (2π)−N2 ΓˆX〉.
Here the second (resp. third) equality follows from (9) (resp. (10)). This implies that
lim
t→+∞
t
N
2 e−ctJX(t) = C · (2π)−N2 ΓˆX.
So we only need to show that C 6= 0.
Note that H ′ := Image(c− (c1(X)•)) is a complementary subspace of Ec in H•orb(X).
Therefore there exists γ ∈ H•orb(X) such that
1 = C′φ0 + (cγ − c1(X) • γ) for some C′ ∈ C.
Moreover,
C = 〈φ∨0 ,1〉
= C′ + 〈φ∨0 , cγ〉 − 〈φ∨0 , c1(X) • γ〉
= C′ + 〈φ∨0 , cγ〉 − 〈(c1(X)•)∨φ∨0 , γ〉
= C′ + 〈φ∨0 , cγ〉 − 〈cφ∨0 , γ〉
= C′.
Therefore,
φ0 = Cφ0 • φ0 + φ0 • (cγ − c1(X) • γ)
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= Cφ0 • φ0 + cφ0 • γ − c1(X) • φ0 • γ
= Cφ0 • φ0 + cφ0 • γ − cφ0 • γ
= Cφ0 • φ0.
Since φ0 6= 0, it follows that that C 6= 0. This finishes the proof. 
Now we discuss hypersurfaces in X by the quantum Lefschetz principle for orbifolds.
Proposition 5.12. Let Y be a smooth Fano variety given as a hypersurface in X defined
by a section of O(d) for a positive integer d. Assume that 1 + w1 + · · · + wN − d > 0,
that wi | d for 1 ≤ i ≤ N , and that the primitive part of JY (t) vanishes. Then
ΓˆY ∝ lim
t→+∞
t
dimY
2 e−CY tJY (t)
for some constant CY .
Proof. The argument is similar to that for [GaIr, Theorem 8.3] again. Write
JX(t) = e
rXh log t
∞∑
n=0
JrXnt
rXn, with JrXn ∈ H•orb(X).
Since the primitive part of JY (t) vanishes, JY (t) takes values in ι
∗H•(X). It follows from
[CCLT, Corollary 1.9] and the discussion in the proof of [CCGK, Proposition D.9] that
JY (t) = e
(rX−d)h log t−C0t
∞∑
n=0
Γ(1 + dh+ dn)
Γ(1 + dh)
(ι∗pr∗JrXn)t
(rX−d)n,(11)
where C0 is some constant determined by Y , and pr : H
•
orb(X) → H•(X) is the natural
projection. Set
J˜(t) = t
N
2 e−ctJX(t), T0 = max
q≥0
{−q + cq drX } and CY = T0 − C0.
We have
t
dimY
2 e−CY tJY (t) =
√
t
Γ(1 + dh)
∫ ∞
0
q
− dN2r
X e−(q−cq
d
r
X +T0)tJ˜(tq
d
r
X )dq.
Again using the stationary phase approximation as in the proof of [GaIr, Theorem 8.3],
we conclude that RHS of (11) is proportional to ι
∗pr∗ΓˆX
Γ(1+dh) . Now the required result follows
from the next equality:
ΓˆY =
ι∗pr∗ΓˆX
Γ(1 + dh)
=
Γ(1 + h)
N∏
i=1
Γ(1 + wih)
Γ(1 + dh)
.
which is obtained by the adjunction formula. 
Corollary 5.13. Let Y be as in the assumptions of Proposition 5.12. If Y satisfies Property
O, then Y satisfies Gamma conjecture I.
Proposition 5.14. X7 andX8 satisfy Gamma conjecture I.
Proof. The del Pezzo surface X7 can be realized as a smooth hypersuface in P(1, 1, 1, 2)
defined by a section of O(4). By Theorem 3.8, the primitive part of JX7(t) vanishes. So
Gamma conjecture I holds forX7 by Theorem 5.11, Proposition 5.12 and Corollary 5.13.
The proof forX8 is similar. 
In a summary, we achieve Theorem 1.2 by combining Propositions 5.3, 5.7 and 5.14.
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