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ABSTRACT
We have developed a maximum-likelihood procedure to fit theoretical isochrones to the ob-
served cluster color-magnitude diagrams of NGC 6866, an open cluster in the Kepler Spacecraft
field of view. The Markov-Chain Monte Carlo algorithm permits exploration of the entire param-
eter space of a set of isochrones to find both the best solution and the statistical uncertainties.
For clusters in the age range of NGC 6866, with few if any red giant members, a purely pho-
tometric determination of the cluster properties is not well-constrained. Nevertheless, based on
our UBVRI photometry alone, we have derived the distance, reddening, age and metallicity of
the cluster and established estimates for the binary nature and membership probability of indi-
vidual stars. We derive the following values for the cluster properties: (m−M)V = 10.98± 0.24,
E(B−V ) = 0.16±0.04 (so the distance = 1250 pc), age = 705±170 Myr and Z = 0.014±0.005.
Subject headings: Hertzsprung-Russell and C-M diagrams — Methods: data analysis — Open clusters
and associations: individual (NGC 6866)
1. Introduction
The four open clusters located in NASA’s Ke-
pler spacecraft field of view (NGC 6866, NGC
6811, NGC 6819 and NGC 6791), which range
in age from less than 1 Gyr to more than 8
Gyr, are ideal targets for a variety of astrophys-
ical investigations. The two older clusters, NGC
6819 and NGC 6791 have been thoroughly stud-
ied (see, e.g., Corsaro et al. 2012; Sandquist et al.
2013; Yang et al. 2013, for recent Kepler-related
papers), but the other two are less well-known.
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We recently completed an analysis of NGC 6811
(Janes et al. 2013, hereafter Paper I) and we re-
port here on NGC 6866.
Recent publications on NGC 6866 include
Frolov et al. (2010), who did a proper motion and
CCD photometric study of the cluster; photo-
metric studies by Molenda-Z˙akowicz et al. (2009)
and Joshi et al. (2012); and an investigation by
Balona et al. (2013) of rotations and pulsations
of stars in the cluster using Kepler data. Frolov
et al. found 423 likely cluster members and esti-
mated the age of the cluster at 560 Myr. Joshi et
al. derived E(B − V ) = 0.10 mag., an age of 630
1
Myr and a distance of 1.47 kpc. From an analysis
of 2MASS JHK photometry, Gu¨n¸es et al. (2012)
derived an age 0.8±0.1 Gyr, E(B-V) = 0.19±0.06
and (m−M)◦ = 11.08± 0.11. Molenda-Z˙akowicz
et al. and Joshi et al. both found several vari-
able stars in the cluster. In a survey of a number
of clusters, Frinchaboy & Majewski (2008) de-
rived a radial velocity of 12.18 ± 1.14 km s−1 and
proper motions µαcosδ = −5.52 ± 1.17 mas yr
−1
and µδ = −7.97± 1.09 mas yr
−1 for the cluster.
The traditional approach to deriving the prop-
erties of star clusters from broad-band photometry
is to “fit” theoretical stellar isochrones to the ob-
served color-magnitude diagram (CMD). But an
isochrone is simply the locus of possible stars over
a range of masses at fixed age in the CMD (see
Figure 1a). So at a given time, in a cluster with a
finite number of stars, it is unlikely that any stars
will actually be found along some sections of an
isochrone.
We have chosen instead to find the maximum-
likelihood probability that the observed cluster
stars embedded in a background population of
field stars (Figure 2a) could be drawn from a theo-
retical CMD, created by choosing a sample of stars
from the models with a range of masses, as in Fig-
ure 1b.
By posing the problem in this way, we can take
a modern Bayesian approach to derive not only the
cluster parameters, but also their uncertainties.
In §2 we describe the photometry; §3 is a dis-
cussion of the structural properties of the cluster;
The Bayesian analysis is the topic of §4; §5 is a
discussion of our results; and §6 summarizes our
conclusions.
2. Photometric Program
We acquired CCD images of the cluster and
standard stars on four nights (see Table 1), with
the 1.2-meter Hall and 1.8-meter Perkins tele-
scopes at Lowell Observatory. Since we did all of
our NGC 6866 observing on nights when we also
observed NGC 6811, the details of the observing
and photometric reductions are given in Paper I.
The following is a summary of the observational
program.
Conditions were photometric on all four nights,
and we imaged extensive sequences of Landolt
standard stars (Landolt 2009) over a wide range
of airmass on each night, as noted in Table 1.
We used IRAF1 bias subtraction and flat field-
ing functions for our initial image processing. We
used the SPS program (Janes & Heasley 1993) for
PSF-fitting photometry and we transformed the
photometry to the UBVRI colors as described in
Paper I. The calculated uncertainties in the trans-
formation coefficients are all less than 0.01 mag.
The standard deviations of the nightly B and V
values from the four-night means and the average
differences between the two nights each in U and
I photometry are all within 0.01 magnitude.
To aid in merging the measurements from in-
dividual frames, we used stars from the Kepler
Input Catalog (Brown et al. 2011) to develop pre-
liminary transformation coefficients to the equato-
rial system relative to the assumed cluster center
at RA = 20h 03m 55.0s, Dec = +44◦ 09′ 30.0′′. We
assumed that star images with transformed coor-
dinates within 0.5 arcseconds of one another on
different frames are the same star, except that we
rejected stars if a single star image on one frame
was within 0.5 arcseconds of two stars on another
frame. We also rejected stars with fewer than 3
B or V measurents or fewer than 2 R or I mea-
surements or if the calculated standard deviation
of the V magnitude or B-V color index is 0.1 mag-
nitude or greater.
The resulting catalog (Table 2) contains 7714
stars. Star numbers are in column 1, positions in
arcseconds relative to the center (X = αcos(δ) and
Y = δ) are in columns 2 and 3, the V magnitudes
and errors and B−V , U−B, V −R and V −I color
indices and their errors are in the next 10 columns,
and the final columns contain the numbers of mea-
surements in each filter (in the order U, B, V, R,
I). For the final catalog, we tied the preliminary
merged star positions aproximately to the UCAC4
coordinate system (Zacharias et al. 2013).
Figure 2a shows photometry for all stars in the
catalog, covering a 42.8′ × 42.8′ arcminute field,
and Figure 2b is a CMD derived from photometry
of stars within a radius of 3 arcminutes from the
cluster center.
1IRAF is distributed by NOAO, operated by AURA under
a cooperative agreement with the NSF.
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Table 1
Observing Record
Date 2009 Sept 21 2009 Sept 25 2010 Sept 17 2010 Sept 18
Telescope Perkins 1.8m Hall 1.2m Hall 1.2m Hall 1.2m
Detector Fairchild CCD SITe CCD e2v CCD e2v CCD
Filters B,V,R,I B,V,I U,B,V U,B,V
No. of Stds. 93, 101, 96, 96 42, 34, 33 150, 129, 137 181, 188, 208
Field Size 13.3′ × 13.3′ 37.9′ × 37.9′ 42.8′ × 42.8′ 42.8′ × 42.8′
Table 2
Photometric Catalog
Star X Y V B-V U-B V-R V-I NU NB NV NR NI
1 -1267.53 1151.81 14.642 ± 0.006 1.846 ± 0.014 · · · · · · · · · 0 3 3 0 0
2 -1261.99 1088.49 16.410 ± 0.014 1.191 ± 0.026 · · · · · · · · · 0 3 3 0 0
3 -1259.21 -132.86 16.202 ± 0.008 0.768 ± 0.016 · · · · · · · · · 0 3 3 0 0
4 -1259.00 995.52 16.799 ± 0.016 0.885 ± 0.020 · · · · · · · · · 0 3 3 0 0
5 -1256.87 648.49 12.586 ± 0.005 1.815 ± 0.009 · · · · · · · · · 0 6 4 0 0
Note.—Table 2 is published in its entirety in the electronic edition of the Astronomical Journal. A portion is
shown here for guidance regarding its form and content.
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Fig. 1.— (a) A typical isochrone (Bressan et al.
2012) with age = 700 Myr and Z = 0.014 (see
Table 3), (b) A theoretical CMD consisting of 100
stars selected at regular mass intervals from the
same isochrone. We use the theoretical CMD for
our analysis rather than the isochrone.
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Fig. 2.— (a) CMD for all stars in the catalog (field
of view about 43× 43 arcminutes). The apparent
discontinuity at magnitude 18.5 arises because the
Hall 1.2-m frames cover a wider field, but are not
as deep. (b) CMD for stars within a radius of 3
arcminutes from the cluster center only.
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3. Cluster Structural Parameters
Using the data in Table 2, we derived the ra-
dial stellar density distribution about the cluster
center. We calculated the areas of successive rings
within which there are 75 stars between magni-
tudes 11 and 16. From that we found the stellar
density in each ring, as shown in Figure 3. Because
the cluster is relatively sparse and embedded in a
rich star field, we chose a simple exponential func-
tion to model the radial stellar density profile:
ρ(r) = ρcl exp
(
−r2/σ2r
)
+ ρf , (1)
where, ρcl refers to the peak of the radial stel-
lar density distribution, ρf is the background field
stellar density. and the cluster core angular radius
is σr .
Assuming the stellar density profile of Equation
1, the effective angular radius is σr = 4.7 arcmin-
utes and the peak cluster density is ρcl = 1.65 stars
per square arcminute on a field background of 0.63
stars per square arcminute. After subtracting the
background, the integral of the exponential den-
sity function over all radii is
Ncl = piρcl σ
2
r , (2)
which gives a cluster population of 114 stars
brighter than magnitude 16. This should be con-
sidered to be a lower limit to the cluster member-
ship since there is likely to be an extended halo
of stars photometrically undetectable against the
background field population. Proper motions or
radial velocities would be required to distinguish
halo cluster stars from field stars; fortunately the
goals of this project require only that a sufficiently
large sample of high probability cluster stars be
identified.
4. A Bayesian Analysis of NGC 6866
Bayes’ theorem states that
P (m|D) =
P (m)L(D|m)
P (D)
, (3)
where P (m|D) is the posterior probability distri-
bution function (PDF) of the model parameters,
m, given the data, D. P (m) is the prior PDF of
the model parameters and L(D|m) is a likelihood
function for the data, given a model. The denom-
inator, P (D) is the integral of the numerator over
all possible model parameters, and is ordinarily
difficult to compute. However, it is effectively a
normalizing constant, and the shape of the pos-
terior PDF can be found without knowing P (D).
A thorough discussion of Bayesian analysis can be
found in Gregory (2005); for some astronomical
applications, including deriving properties of star
clusters, see Ford (2005), von Hippel et al. (2006)
or De Gennaro et al. (2009). Our procedure is dis-
cussed in greater detail in Paper I. The following is
a brief summary of our cluster analysis procedure.
Priors – The prior distribution, P (m), consti-
tutes a model for the cluster. The model param-
eters include global properties of distance modu-
lus, reddening and a theoretical CMD of some age
and metallicity, as well as the membership prob-
ability and binary star status of individual stars.
Because the global properties (distance modulus,
reddening, age and metallicity) are chosen with
equal probability within some range, their con-
tribution to P (m) is effectively a constant and
does not affect the shape of the posterior PDF. At
each iteration, the model consisted of a theoreti-
cal CMD created from an isochrone of the specified
age and metallicity by selecting a set of stars with
random masses from the isochrone. The theoret-
ical CMD was corrected for the particular values
of reddening and distance selected at this itera-
tion. We ran two sets of models, one using the
“Yale-Yonsei” (YY) isochrones (Demarque et al.
2004) and the other using “Padova” isochrones
(Bressan et al. 2012). The models were allowed to
range over values of 0.000 ≤ E(B − V ) ≤ 0.30;
10.0 ≤ (m − M)V ≤ 11.75; 300 Myr ≤ age
≤ 1200Myr; and 0.001 ≤ Z ≤ 0.030. All distance
moduli calculated in this paper are observed, V-
band moduli, uncorrected for interstellar extinc-
tion.
Cluster Membership – We computed the prior
membership probability for individual stars, based
on their distance relative to the cluster center us-
ing Equation 1. So the prior membership proba-
bility for star i is a purely astrometric quantity,
ai ∝ exp(−r
2
i /σ
2
r). (4)
At each iteration of the Markov chain, we ran-
domly selected 125 stars from the entire field with
prior membership probabilities given by Equation
4. That is to say, after randomly selecting a star
from the catalog, we compared its prior member-
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ship probability as derived from Equation 1 with
a randomly chosen number from zero to one. If
the star’s membership probability exceeds that of
the random number, it is added to the sample for
that iteration. In this way, each star can be tested
as a possible cluster member; stars which are more
often present in successful trials have a higher pos-
terior membership probability, as discussed in the
following.
Binary Stars – The large fraction of binaries
among open cluster stars makes it difficult to de-
fine the location of the actual single-star main se-
quence, particularly near the turnoff. However,
the binary status of individual stars can be added
as parameters in the Bayesian analysis. Each star
is assigned a binary mass ratio, and the merged
magnitude and colors of an equivalent binary in
the theoretical CMD is calculated and compared
to the observed star. For the initial iteration, the
binary mass ratio for all stars was taken to be zero.
At each subsequent iteration, the mass ratio is ran-
domly perturbed from the previous value with a
Gaussian probability (see the Hastings-Metropolis
algorithm below).
Likelihood Function – For each observed star,
i, we find the distance, zi,j in units of the mea-
surement errors in the 5-dimensional CMD space
(V, B-V, U-B, V-R, V-I) to each of the theoretical
stars, j. The probability that zi,j is as small as it
is by chance is the error function of zi,j , erf(zi,j).
The probability that the observed star could be
drawn from the CMD of theoretical stars is given
by
pi = 1.0−
∏
j
[
erf(zij)
]
. (5)
So now from Equations 3 and 5, the operational
Bayesian model is
P (m|D) = P (m)L(D|m) = P (m)
∏
i
pi, (6)
which gives the probability that the observed sam-
ple of stars could be drawn from the theoretical
sample.
Hastings-Metropolis Algorithm - The key to ef-
ficient sampling of the PDF is to develop a jump
probability function, α(mt|m), to decide the tran-
sition from model m to a new trial model mt so
that mt depends on the current parameters but
not on any previous values. The trial model, mt,
consists of random proposed jumps, q(m), from
the current parameter values. The jump probabil-
ity function can be written as
α(mt|m) = min
{P (mt|D)
P (m|D)
q(m|mt)
q(mt|m)
, 1
}
. (7)
If the jumps have a Gaussian distribution, the
proposal distributions are symmetrical and in this
case, q(m|mt) = q(mt|m). A trial model is ac-
cepted as the next iteration when α exceeds a
random number in the range 0 to 1; if the trial
model is not accepted, another mt is tested. Im-
proved solutions are always selected, but in addi-
tion, the entire parameter space is eventually sam-
pled. We ran two chains of 105000 trials; after
throwing away the first 5000 trials in the “burn-
in” period, we saved all trials satisfying the accep-
tance condition on the first try. See Paper I for
more information.
5. Discussion
The product of the above analysis is the poste-
rior PDF, P (m|D), a sequence of the parameter
values for each successful trial. From the marginal
distribution of each parameter (found by integrat-
ing P (m|D) over all the other parameters), its
mean and variance can be found. The marginal
distributions are shown in Figure 4; although the
scale of the distributions are defined only by the
unknown parameter P (D), their means represent
the maximum likelihood values of the parameters,
and their standard deviations represent the pa-
rameter uncertainties. These are shown in Table
3.
Up to a constant, the prior PDF of an individ-
ual star is a single number, ai, given by Equation
4. So now, the posterior PDF of star i is just
the product of ai and the individual likelihood pa-
rameter, pi, given by Equation 5. In Figure 5 we
included 125 stars with the largest values of the
posterior membership probability.
For intermediate-age clusters like NGC 6866,
with few if any giant stars, there is little informa-
tion in the CMD to distinguish clusters by age or
metallicity. This problem is intrinsic to isochrone
fitting to clusters in this age range, independent
of the details of the analysis technique. Further-
more, NGC 6866 is embedded in a rich field. As
a consequence, although the procedure produces
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Fig. 3.— Radial density distribution of stars in
NGC 6866. Each point represents the mean den-
sity of a ring containing 75 stars. The curve is an
exponential with σr = 4.7 arcminutes.
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Fig. 4.— Marginal distributions of cluster proper-
ties for the Yale chain: Number of samples vs: (a)
reddening, E(B-V), (b) distance modulus, (c) age
in Gyr and (d) metallicity, Z. In each figure, the
solid curve represents a Gaussian fit to the distri-
bution.
well-defined posterior PDF’s, the marginal distri-
butions are rather broad - i.e, the parameters are
only moderately well constrained.
The consequences of the indeterminancy be-
tween the effects of reddening and metallicity on
photometry can be seen in Figure 6, a contour
plot of the marginal distribution of the number of
samples in the E(B-V) vs Z plane. Solutions with
low reddening values tend to be correlated with
those with high metallicity values. If one or the
other were constrained by independent measures,
the marginal distributions of the other parameters
would be considerably sharper. There are indi-
cations of similar correlations between the other
indices, but they are not as strong.
6. Conclusions
We have produced a catalog of high-quality
Johnson/Cousins UBVRI photometry of stars in
a large field around the cluster NGC 6866. Our
photometry has been carefully transformed to the
standard system as defined by the Landolt (2009)
standard stars. Using a Bayesian analytical pro-
cedure, we derived the following values for the
cluster properties: (m − M)V = 10.98 ± 0.24,
E(B − V ) = 0.16 ± 0.04, age = 705 ± 170 Myr
and Z = 0.014 ± 0.005 (see also Table 3). As-
suming a canonical extinction-to-reddening ratio
RV = AV /E(B − V ) = 3.1, the distance to the
cluster is about 1250 parsecs.
Our results are in rough agreement with pre-
vious work on this cluster as discussed in the in-
troduction (see also Balona et al. 2013, and ref-
erences therein) As mentioned above, the lack of
independent membership information, or, alterna-
tively the cluster metallicity or reddening, limits
the accuracy of photometric measurements of its
age and distance. Furthermore, most of the previ-
ous results were based, directly or indirectly, on vi-
sual comparisons of observed color-magnitude dia-
grams with theoretical isochrones of solar compo-
sition only; for that reason, the quoted errors are
likely to be highly optimistic, since they do not
include the metallicity uncertainty. In particular,
our analysis, as shown in Figures 4 and 6, do not
support a metallicity as high as solar. Solar metal-
licity would require a reddening of essentially zero,
unlikely in this direction in the galaxy.
Finally, the errors given in Table 3 do not in-
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Fig. 5.— CMDs of the 125 stars in the clus-
ter region with the largest posterior member-
ship probabilities. Filled symbols: likely sin-
gle stars; Open symbols: probable binary stars.
Small crosses: theoretical CMD derived from the
maximum-likelihood Padova isochrone. See the
online edition for a color version of this figure.
clude any uncertainty in the theoretical models.
In particular, Figure 5 suggests that there may
be a small inconsistency between the theoretical
models and the observed CMD.
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