The use of unmanned ground vehicles (UGVs) allows for remote sensing and action in hazardous environments at a safe distance. Proponents of UGV deployment for both military and civilian applications must overcome technical challenges faced in realizing their full potential. The development of operationally effective UGVs remains demanding due to the complexity of autonomous ground navigation and the cognitive requirements on human operators. These difficulties appear across a variety of UGV applications, including the use of large autonomous vehicles for reconnaissance or convoy operations and the deployment of small remotely operated vehicles for explosives disposal or urban search-and-rescue tasks. 1 Because UGV operation invariably requires human guidance, understanding the human factors is critical. Operator tasks for UGV employment involve visual processing of remote imagery for cognition in both local and global spatial contexts. UGV operation via remote-camera imaging is analogous to viewing the world through a soda straw. 1 Humans experience cognitive difficulties processing the visual information received from optical sensors due to limited fields of view, impoverished context, lack of depth, extraction of global-space information from limited local-space visualizations, and the need for cognitive integration of multiple viewpoints. Research at New Mexico State University (NMSU) focusing on the UGV human-factors domain concentrates on target detection, spatial cognition, and view integration under a variety of experimentally manipulated visualdisplay conditions (see Figure 1) .
Figure 1. Teleoperated miniature-camera-equipped vehicle searching for victims in a simulated disaster area (left-hand panel) and a corresponding aerial view (right-hand panel).
including collisions with obstacles, losing vehicles in unseen voids, and disorientation. 2 We investigated the use of different means of providing this awareness on the basis of an obstaclenavigation task. 3 We found that providing operators with either an appropriately wide field of view (FOV) or a third-person camera perspective enabled operators to pilot vehicles through obstacle courses faster and with greater comfort than when provided with a narrower FOV and a first-person camera angle. However, providing a wider FOV resulted in better time performance and feelings of comfort than introducing a third-person camera perspective. The benefit of providing both means of improving local spatial awareness is somewhat additive.
Supporting operators' ability to use video information captured by a UGV's cameras under low-bandwidth communication conditions is another area of concern. We have investigated the degree to which spatial and temporal resolution need to be maintained to support an operator's basic perception. 4 We found that while maintaining spatial resolution is critical to detect objects, maintaining temporal resolution can be of assistance when spatial resolution is poor. We also found that maintaining either spatial or temporal resolution is sufficient for supporting tasks that require only low-level spatial awareness. Efforts are under way to investigate resolution requirements for tasks requiring motion and higher-level spatial awareness.
Integrating the visual information from ground-level cameras with that of global-space views 5 such as aerial imagery or map displays is another domain of human factors our research has addressed. This task, although key to many UGV operations, can be cognitively challenging for human operators. When manipulating a vehicle remotely, the operator must maintain awareness not only of the vehicle's position and orientation, but also of the identification and location of various environmental objects of interest with regard to mission objectives. This requires the integration of vehicle-camera views with top-down-map or aerial views providing an overview of the global space surrounding the vehicle. An operator's speed and accuracy in the integration of ground and aerial images depends on the nature of the environment. The similarity and complexity of shapes and colors, the presence of shadows, and viewpoint invariance of the environmental objects themselves all have an effect on an operator's ability to quickly and accurately make judgments 6 (see Figure 2 ). Understanding these factors is important for designing systems, maps, image requirements, and displays that facilitate view integration.
In the future, a greater number, type, and complexity of UGVs will likely be deployed across a variety of tasks in which they offer the main advantage of action at a safe distance. Understanding the human-factor challenges associated with visual processing 7 involved in these tasks will lead to better designs and enhanced capabilities. 
