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NUMBER THEORY PROBLEMS FROM THE HARMONIC ANALYSIS OF A
FRACTAL
DORIN ERVIN DUTKAY AND JOHN HAUSSERMANN
Abstract. We study some number theory problems related to the harmonic analysis (Fourier
bases) of the Cantor set introduced by Jorgensen and Pedersen in [JP98].
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1. Introduction
In [JP98], Jorgensen and Pedersen made a surprising discovery: they constructed a fractal mea-
sure on a Cantor set which has an orthonormal Fourier series. This Cantor set is obtained from
the interval [0, 1], dividing it into four equal intervals and keeping the first and the third, [0, 1/4]
and [1/2, 3/4], and repeating the procedure infinitely many times. It can be described in terms of
iterated function systems: let
τ0(x) = x/4 and τ2(x) = (x+ 2)/4, (x ∈ R).
The Cantor set X4 is the unique compact set that satisfies the invariance condition
X4 = τ0(X4) ∪ τ2(X4).
The set X4 is described also in terms of the base 4 decomposition of real numbers :
X4 =
{
n∑
k=1
4−kbk : bk ∈ {0, 2}, n ∈ N
}
.
On the set X4 one considers the Hausdorff measure µ of dimension log4 2 =
1
2 . In terms of
iterated function systems, the measure µ is the invariant measure for the iterated function system,
that is, the unique Borel probability measure that satisfies the invariance equation
(1.1) µ(E) =
1
2
(
µ(τ−10 E) + µ(τ
−1
2 E)
)
, for all Borel sets E ⊂ R.
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Equivalently, for all continuous compactly supported functions f ,
(1.2)
∫
f dµ =
1
2
(∫
f ◦ τ0 dµ +
∫
f ◦ τ2 dµ
)
.
We denote, for λ ∈ R:
eλ(x) = e
2piiλ·x, (x ∈ R).
Jorgensen and Pedersen proved in that the Hilbert space L2(µ) has an orthonormal basis formed
with exponential functions, i.e., a Fourier basis, E(Γ0) := {eλ : λ ∈ Γ0} where
(1.3) Γ0 :=
{
n∑
k=0
4klk : lk ∈ {0, 1}, n ∈ N
}
.
Later, Strichartz [Str06] proved that these Fourier series have better convergence properties than
their classical counterparts on the unit interval; for example, the Fourier series of a continuous
function converge uniformly.
Definition 1.1. We say that the subset Γ of R is a spectrum for the measure µ if the corresponding
family of exponential functions E(Γ) := {eλ : λ ∈ Γ} is an orthonormal basis for L2(µ). We say
that Γ is complete/incomplete if the set E(Γ) is as such in L2(µ).
Other spectra for the measure µ were constructed later in [ LW02, Str00, DJ06, DHS09, DHL13],
using some other digits for the spectrum. As we can see in (1.3), the spectrum Γ0 corresponds to
the digits {0, 1}.
The main question that we address in this paper is the following:
Question. For what digits {0,m} with m ∈ N odd is the set
Γ(m) := mΓ0 =
{
n∑
k=0
4klk : lk ∈ {0,m}, n ∈ N
}
a spectrum for L2(µ)?
Definition 1.2. Let m ∈ N be an odd number. We say that m is complete if the set Γ(m) is a
spectrum for the measure µ. We say that m is incomplete if it is not complete.
As it was shown in [DJ06], that the set E(Γ(m)) is always orthonormal in L2(µ), but sometimes
it is incomplete. For example, for m = 3, the set Γ(3) is not complete. Applying the results from
[ LW02] or the refinement obtained in [DJ06], we can characterize the numbers m that give spectra
(i.e., complete orthonormal bases) in terms of extreme cycles.
Definition 1.3. Let m ∈ N be an odd number. We say that a finite set {x0, x1, . . . , xr−1} is an
extreme cycle (for the digits {0,m}) if there exist l0, . . . , lr−1 ∈ {0,m} such that
x1 =
x0 + l0
4
, x2 =
x1 + l1
4
, . . . , xr−1 =
xr−2 + lr−2
4
, x0 =
xr−1 + lr−1
4
,
and
(1.4)
∣∣∣∣1 + e2pii2xk2
∣∣∣∣ = 1, (k ∈ {0, . . . , r − 1}).
The points xi are called extreme cycle points.
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Theorem 1.4. [ LW02, DJ06] Let m ∈ N be odd. The number m is complete if and only if the only
extreme cycle for the digit set {0,m} is the trivial one {0}.
For example, for m = 3, the set {1} is an extreme cycle: (1 + 3)/4 = 1 and e2pii2·1 = 1, so Γ(3)
is incomplete.
In [DJ09] it was proved that the sets Γ(5k) are complete for any k, which shows the surprising
fact that spectra have arbitrarily low densities. In [DHL13] it was shown that there are spectra
for this fractal measure which have zero Beurling dimension. The result from [DJ09] was used by
Jorgensen et al. to construct some scaling operators on the Cantor set, operators that exhibit an
interesting fractal structure [JKS12, JKS14].
Theorem 1.4 turns our question into a number theory question: for what odd numbers m are
there no (non-trivial) extreme-cycles? Any odd number m satisfying this criterion is complete; any
odd number m not satisfying this criterion is incomplete.
We show in Propostion 2.7 that, if a number is incomplete, then all its multiples are incomplete.
Because of this, we introduce a new notion of primitive numbers:
Definition 1.5. We say that an odd number m is primitive if m is incomplete and, for all proper
divisors d of m, d is complete. In other words, there exist non-trivial extreme cycles for the digits
{0,m} and there are no non-trivial extreme cycles for the digits {0, d} for any proper divisor d of
m.
Of course, a number m will be incomplete if and only if it is divisible by a primitive number. A
computer check shows that the first primitive numbers are: 3, 85, 341, 455, 1285, 4369, 5461, 6355,
9709, 28679, 60787, 327685, 416179. See Table 1 for more primitive numbers. So, in particular,
the numbers 3k, 85k, 341k, 455k, 1285k etc. are incomplete for any odd natural number k. The
primitive numbers seem to become more and more sparse, but we prove in Theorem 2.3 that there
are infinitely many primitive numbers.
In Theorem 2.8, we give a criterion that ensures that a number m is complete. It is based on
the multiplicative group generated by the number 4 in Zm:
Definition 1.6. Let m be an odd natural number. We will denote by Zm the finite ring of integers
modulo m, Z/mZ. We use the notation Z×m to indicate the multiplicative structure on Zm. We
denote by U(Zm) the set of elements in Zm that have a multiplicative inverse. We denote by Gm
the group generated by 4 in U(Zm),
Gm = {4j(modm) : j = 0, 1, . . . }.
The order of 4 in the group U(Zm) is the smallest positive integer a such that 4
a ≡ 1modm. We
denote a by o4(m) and o4(m) = |Gm|.
We denote by lcm(a1, . . . , an) the lowest common multiple of the numbers a1, . . . , an.
Then, using this criterion, we prove in Theorem 2.10 that any prime power is a complete number.
The rest of the paper is devoted to the study necessary or sufficient conditions for a composite
numbers to be primitive or complete. Section 3 contains several results in this direction; various
conditions are given for a number to be complete or primitive based on the prime decomposition
of the number and on the order of the number 4 in each of the multiplicative groups corresponding
to these primes. Theorems 3.9 and 3.14 give a sufficient condition for a number to be complete.
Theorem 3.14 also gives a condition for a number to be non-primitive. The key technical lemmas
are Lemma 3.7, 3.11 and 3.12.
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m Prime decomposition o4 for the primes
3 3 1
85 5,17 2,4
341 11,31 5,5
455 5,7,13 2,3,6
1285 5,257 2,8
4369 17,257 4,8
5461 43,127 7,7
6355 5,31,41 2,5,10
9709 7,19,73 3,9,9
28679 7,17,241 3,4,12
60787 89,683 11,11
327685 5,65537 2,16
416179 29,113,127 14,14,7
549791 11,151,331 5,15,15
755915 5,19,73,109 2,9,9,18
1114129 17,65537 4,16
1472045 5,37,73,109 2,18,9,18
1549411 31,151,331 5,15,15
1912111 31,61681 5,20
2060863 7,37,73,109 3,18,9,18
3335735 5,13,19,37,73 2,6,9,18,9
6973057 7,13,19,37,109 3,6,9,18,18
Table 1. Primitive numbers up to 5× 106, their prime decompositions and o4 for
the primes in the prime decomposition.
In the last section of our paper, we illustrate the theory with some examples and we formulate
some conjectures.
2. Prime powers
We begin with some lemmas about the basic properties of extreme cycles.
Lemma 2.1. If x0 is an extreme cycle point then x0 ∈ Z, x0 has a periodic base 4 expansion
(2.1) x0 =
a0
4
+
a1
42
+ · · ·+ ar−1
4r
+
a0
4r+1
+ · · ·+ ar−1
42r
+ . . . ,
with ak ∈ {0,m}, and 0 ≤ x0 ≤ m3 . Hence
x0 =
4r−1a0 + 4
r−2a1 + · · ·+ 4ar−2 + ar−1
4r − 1 .
Moreover
{x0 : x0 is an extreme cycle point } = XL ∩ Z,
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where XL is the attractor of the iterated function system
σ0(x) =
x
4
, σm(x) =
x+m
4
,
so
XL = ∪l∈{0,m}σl(XL),
(2.2) XL =
{
∞∑
n=1
ln
4n
: ln ∈ {0,m} for all n ∈ N
}
.
Proof. Let l0, . . . , lr−1 as in Definition 1.3. Then
x0 =
xr−1
4
+
lr−1
4
=
xr−2
42
+
lr−2
42
+
lr−1
4
= · · · = x0
4r
+
l0
4r
+
l1
4r−1
+ · · ·+ lr−1
4
.
Iterating this equality to infinity we obtain the base 4 decomposition of x0. Also
0 ≤ x0 ≤
∞∑
k=1
m
4k
=
m
3
.
From (1.4), using the triangle inequality we see that we must have e2pii2x0 = 1 so x0 ∈ Z/2. If
x0 = (2m + 1)/2 with m ∈ Z then x1 = (x0 + l0)/4 = 2m+1+2l08 , but since 2m + 1 + 2l0 is odd it
follows that x1 6∈ Z/2. This contradicts the fact that x1 is also an extreme cycle point so it satisfies
(2.1). Thus x0 ∈ Z.
These statements show that x0 is contained in XL ∩ Z. Conversely, if x0 ∈ XL ∩ Z then, if
x0 ∈ σ0(XL), we have that there exists x−1 ∈ XL such that x0 = x−14 , and we get that x−1 =
4x0 ∈ Z ∩ XL. If x0 ∈ σm(XL) then there exists x−1 ∈ XL such that x0 = x−1+m4 . Then
x−1 = 4x0 − m ≡ x0(modm). By induction, we obtain x−1, x−2, . . . and digits d0, d1, . . . ... in
{0,m} such that x−i = x−i−1+di4 . Moreover, x0 ≡ 4ix−i(modm). Since 4 is mutually prime with m,
it has a finite order a in the multiplicative group of invertible elements in U(Zm), so 4
a ≡ 1(modm).
Then x0 ≡ x−a(modm). But since x0 and x−a are contained in XL ⊂ [0, m3 ], we get that x0 = x−a
and thus x0 is a point in an extreme cycle in XL ∩ Z.

Remark 2.2. Using Lemma 2.1, one can develop an algorithm to determine the existence of non-
trivial cycles. Take all the integers k between 1 and m/3. Define x = k. If x ≡ 0mod 4 then set
x = x/4. If x+m ≡ 0mod 4 then set x = (x+m)/4. If none of these two conditions are satisfied
then move to k + 1. Do this as long as it is possible or until the point x has already been checked
before. If such a point is reached then stop; there is a non-trivial extreme cycle. If not, move on to
the next integer k + 1 and repeat these steps.
Theorem 2.3. There are infinitely many primitive numbers.
Proof. Suppose there are only finitely many primitive numbers and let m1, . . . ,ms be all the prim-
itive numbers strictly bigger than 3. Let n be a common multiple for the numbers o4(9), o4(m1),
. . . , o4(ms). Then
4n+1 − 1 ≡ 4− 1 = 3(mod 9,modm1, . . . ,modms).
Let m = 4
n+1−1
3 . We have that m is not divisible by 3, m1, . . . ,ms, otherwise 4
n+1 − 1 is divisible
by 9,m1, . . . ,ms. So m it is not divisible by any primitive number, therefore it must be complete.
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On the other hand, in Lemma 2.1, let r = n, an−1 = an−2 = an−3 = m, a0 = · · · = an−4 = 0.
We have
x0 =
m(16 + 4 + 1)
4n+1 − 1 =
4n+1−1
3 · 21
4n+1 − 1 = 7 ∈ XL ∩ Z.
Thus x0 is a non-trivial extreme cycle point, so m cannot be complete. 
Lemma 2.4. Assume m > 3 is odd and xj is an extreme cycle point for the digit set {0,m}. Then
xj ≡ 0(mod 4) or xj ≡ −m(mod 4).
Proof. We have
(2.3) xj+1 =
xj + lj
4
,
where lj ∈ {0,m}. Then
(2.4) 4xj+1 = xj + lj .
Considering the above modulo 4, we have
(2.5) 0 ≡ xj +m(mod 4)
or
(2.6) 0 ≡ xj(mod 4).

Lemma 2.5. Let m > 3 be an odd number not divisible by 3 and xt be the largest extreme cycle
point in the non-trivial extreme cycle X for the digit set {0,m}. Then xt is divisible by 4.
Proof. Assume for contradiction’s sake that xt is odd. Then, with Lemma 2.4, the next cycle point
is
xt +m
4
.
Since xt < m/3 we get that
xt +m
4
> xt.
This is a contradiction to the maximality of xt.
Since xt is not odd, it is divisible by 4 by the previous lemma.

We mention also a way to determine if a coset of the group Gm is an extreme cycle
Proposition 2.6. Assume m > 3 is odd. If a co-set C of Gm in U(Zm) has the property that for
all xj ∈ C, xj < m2 , then C is an extreme cycle for the digit set {0,m}.
Proof. Let C be such a co-set. Label the elements in C such that xj ≡ 4xj+1(modm), and if
a is the number of elements in Gm, xa−1 ≡ 4x0(modm). Then, since 0 < xj+1 < m2 , we have
0 < 4xj+1 < 2m, so
(2.7) xj = 4xj+1 − km,
where k ∈ {0, 1}, and similarly for x0 and xa−1. Rearranging, we find that
(2.8)
xj + lj
4
= xj+1,
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where lj ∈ {0,m}, and similarly for x0 and xa−1. Since C contains only integers, by Lemma 2.1, C
is an extreme cycle. 
Proposition 2.7. Let m and k be some odd natural numbers. If m is incomplete then km is
incomplete.
Proof. Ifm is incomplete, then by Theorem 1.4, there exists a non-trivial extreme cycle {x0, . . . , xr−1}
for the digits {0,m}. Multiplying the relations in Definition 1.3 by k we see that {kx0, . . . , kxr−1}
is a cycle for the digits {0, km}. With Lemma 2.1 we have that xi ∈ Z, so kxi ∈ Z and therefore
(1.4) is satisfied for the points kxi, and therefore we have a non-trivial extreme cycle for the digits
{0, km}. 
Theorem 2.8. Let m > 3 be an odd number not divisible by 3. If any of the numbers −1(modm),
−2(modm), 2(modm), or 3(modm) is in Gm, then m is complete. If m > 12 and any of the num-
bers 5(modm), 6(modm), 7(modm), 8(modm), 9(modm), 10(modm), 11(modm) or 12(modm)
is in Gm, then m is complete.
Proof. Assume for contradiction’s sake that m is incomplete. Then there is a non-trivial extreme
cycle X = {x0, ..., xr−1} for the digit set {0,m}. From the relation between the cycle points,
(2.9) xj+1 =
xj + bj
4
,
where bj ∈ {0,m}, we have that 4xj+1 ≡ xj(modm). Thus,
(2.10) 4r−kx0 ≡ x0(modm,k ∈ {0, . . . , r}),
so, for all k ∈ N, the number 4kx0 is congruent modulo m with an element of the extreme cycle
X. But then, by the hypothesis, there is a number c ∈ {−1, 2,−2, 3} in Gm. The number cx0 is
congruent modulo m with an element in X, and since x0 is arbitrary in the cycle, we get that cxj
is congruent to an element in X for any j.
In the following arguments we use the fact that since m is not divisible by 3, the condition on
cycle points 0 < xj ≤ m3 implies 0 < xj < m3 .
If c = −1, then −x0(modm) ∈ X. Since 0 < x0 < m3 , −x0(modm) > m3 , a contradiction.
If c = −2, then −2x0(modm) ∈ X. Since 0 < x0 < m3 , −2x0(modm) > m3 , a contradiction.
If c = 2, then 2xj(modm) ∈ X for all j. Let xN be the largest element of the extreme cycle.
Since 0 < xN <
m
3 , 2xN (modm) = 2xN . This number is in X, a contradiction to the maximality
of xN .
If c = 3, then 3xj(modm) ∈ X for all j. Let xN be the largest element of the extreme cycle.
Since 0 < xN <
m
3 , 3xN (modm) = 3xN . This number is in X, a contradiction to the maximality
of xN .
If m > 12 then, as before, there is a number c ∈ {5, 6, 7, 8, 9, 10, 11, 12}, such that the number
cx0 is congruent modulo m with an element in X, and since x0 is arbitrary in the cycle, we get
that cxj is congruent to an element in X for any j.
In the following arguments we use the fact that since m is not divisible by 3, the condition on
cycle points 0 ≤ xj ≤ m3 implies 0 ≤ xj < m3 . Let xt be the largest element in the extreme cycle.
We have
0 < xt <
m
3
.
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By the Lemma 2.5, xt is divisible by four. Therefore, dividing by four, we get the next element in
the extreme cycle, called xN , and we have
xN <
m
12
.
For c ∈ {5, 6, 7, 8, 9, 10, 11, 12}, xt < cxN < m, so cxN (modm) = cxN is a point in X bigger than
xt, a contradiction to the maximality of xt.

Corollary 2.9. For n ≥ 1 the numbers 4n + 1, 4n − 3, 2 · 4n − 1 and 2 · 4n + 1 are complete. For
n ≥ 3, the numbers 4n − 5, 4n − 7, 4n − 9, 4n − 11, 2 · 4n − 3, 2 · 4n − 5 are complete.
Proof. If m = 4n + 1 then 4n = −1(modm). Then use Theorem 2.8. Similarly for 4n − 3, 4n −
5, 4n − 7, 4n − 9, 4n − 11.
If m = 2 · 4n − 1, then 4n+1 − 2 = 2(2 · 4n − 1) so 4n+1 = 2(modm). Then use Theorem 2.8.
Similarly for 2 · 4n + 1, 2 · 4n − 3, 2 · 4n − 5. 
Theorem 2.10. If p is a prime number, p > 3 and n ∈ N, then pn is complete.
Proof. It is well known (see e.g. [IR90, page 45]), that the equation x2 ≡ b(mod pn) has 0 or two
solutions. Let a be the smallest positive integer such that 4a ≡ 1(mod pn). If a is even, then we have
(4a/2)2 ≡ 1(mod pn) so 4a/2 ≡ ±1(mod pn). Since 4a/2 6= 1(mod pn) we get 4a/2 ≡ −1(mod pn).
If a is odd, then (4
a+1
2 )2 ≡ 4(mod pn). Therefore 4a+12 ≡ ±2(mod pn).
In both cases, the result follows from Theorem 2.8 
Remark 2.11. The proof of Theorem 2.10 indicates that it is enough to have exactly two solutions
for both equations x2 ≡ 1(modm) and x2 ≡ 4(modm), to obtain that m is complete. But the only
odd numbers for which this condition holds are the prime powers. Indeed, if m = pn11 . . . p
nr
r , with
r ≥ 2 and n1, . . . , nr > 0, then, by the Chinese Remainder Theorem, there exists an integer x such
that x ≡ −1(mod pr11 ), x ≡ 1(mod pr22 ), . . . x ≡ 1(mod pnrr ). This implies that x2 ≡ 1(mod prkk ) for
all k, and therefore x2 ≡ 1(modm). Also, it is clear that x 6= ±1(modm).
3. Composite numbers
In this section we study composite numbers and we present some conditions for a number to be
primitive or complete. We base our conditions on the prime decomposition of the numbers and on
the order of the number 4 in the multiplicative group U(Zm).
We begin with some properties of o4(m) that help in our computations.
Definition 3.1. For a prime number p ≥ 3, we denote by ι4(p) the largest number l such that
o4(p
l) = o4(p). We say that p is simple if o4(p) < o4(p
2), i.e., ι4(p) = 1.
Remark 3.2. The first non-simple prime number is 1093 and o4(1093) = o4(1093
2) = 182.
Proposition 3.3. Let m and n be mutually prime odd integers. Then
o4(mn) = lcm(o4(m), o4(n)).
Proof. We have a = o4(mn) is the smallest integer such that 4
a ≡ 1(modmn). So a is the smallest
integer such that 4a ≡ 1(modm) and 4a ≡ 1(modn), which means that a is the smallest integer
that is divisible by o4(m) and o4(n) so it is the lowest common multiple of these two numbers. 
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Proposition 3.4. Let p be an odd prime number. Then o4(p
k) = o4(p) for k ≤ ι4(p) and o4(pk) =
pk−ι4(p)o4(m) for all k ≥ ι4(p).
Proof. For k ≤ ι4(p), the statement is trivial. Assume by induction that, for k ≥ ι4(p), ak :=
o4(p
k) = pk−ι4(p)o4(p) and o4(p
k) < o4(p
k+1). Then there exists q not divisible by p such that
4ak = 1 + qpk. Raise this to power p using the binomial formula:
4pak = 1 + p · qpk + q′pk+2,
for some integer q′. This implies that ak+1 = o4(p
k+1) divides pak and also that pak is not o4(p
k+2).
Since 4ak+1 ≡ 1(mod pk+1) we have also 4ak+1 ≡ 1(mod pk) so ak divides ak+1. Thus ak+1 is a
number that divides pak and is divisible by ak, and by the induction hypothesis ak+1 > ak. Thus
ak+1 = pak = p
k+1−ι4(p)o4(p). Also, o4(p
k+1) = pak 6= o4(pk+2) so o4(pk+1) < o4(pk+2). Using
induction we obtain the result.

Proposition 3.5. Let p1, . . . , pr be distinct odd primes and k1, . . . , kr ≥ 0. For i ∈ {1, . . . , r}, let
ji ≥ 0 be the largest integer such that pjii divides lcm(o4(p1), . . . , or(pr)). Then
(3.1) o4(p
k1
1 . . . p
kr
r ) =
(
r∏
i=1
p
max{ki−ji−ι4(pi),0}
i
)
lcm(o4(p1), . . . , o4(pr)).
Proof. With Propositions 3.3 and 3.4, we have
o4(p
k1
1 . . . p
kr
r ) = lcm
(
p
max{ki−ι4(pi),0}
i o4(pi); i ∈ {1, . . . , r}
)
.
If ki − ι4(pi) ≤ ji, then pmax{ki−ι4(pi),0}i already divides lcm(o4(p1), . . . , o4(pr)) so it does not con-
tribute to the right-hand side. If ki− ι4(pi) > ji, then pmax{ki−ι4(pi),0}i contributes with pki−ι4(pi)−jii
to the right-hand side. Then (3.1) follows.

The next proposition gives us some information about the structure of extreme cycles for prim-
itive numbers.
Proposition 3.6. Let m be a primitive number and let C = {x0, . . . , xp−1} be an extreme cycle.
Then:
(i) The length p of the cycle is equal to o4(m).
(ii) Every element of the cycle xi is mutually prime with m.
(iii) The extreme cycle C is a coset of the group Gm in U(Zm), C = x0Gm.
Proof. Suppose x0 and m have a common divisor d > 1. Then, since x1 =
x0+l0
4 we have that 4x1
is divisible by d and since d is odd it follows that d divides x1. By induction d divides all elements
of the cycle. But then {x0/d, x1/d, . . . , xp−1/d} is an extreme cycle for the digits {0,m/d}. But
this contradicts the fact that m is primitive.
We have 4jxi ≡ x(i−j)(mod p)(modm) for all i, j ∈ {0, . . . , p − 1}. Therefore 4px0 ≡ x0(modm).
Since x0 is in U(Zm), we get that 4
p ≡ 1(modm), so p divides o4(m) =: a. Also, we have
x0 ≡ 4ax0 ≡ x−a(mod p)(modm) so, since all the elements of the cycle are in [0,m/3] we get that
x0 = x−a(mod p). Therefore a is divisible by p. Thus p = a = o4(m).
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Since the length of the cycle is o4(m) which is the order of the group G, and since 4
jx0(modm) =
x−j(mod p), we get that x0Gm = C.

Together with Lemma 3.11 and Lemma 3.12, the next lemma is the key technical point in our
investigation. It allows us to verify completeness by induction.
Lemma 3.7. Let a, b ≥ 1 be odd numbers. Assume that o4(ab) ≥ 2a+1512 o4(b). Then ab is not
primitive.
Proof. Suppose that ab is primitive. Since a > 1, b is a proper divisor of ab so b is complete. By
Proposition 3.6, there exists an extreme cycle C and it is equal to a coset x0Gab of the multiplicative
group generated by 4 in U(Zab). Consider the map h : Gab → Gb, h(x) = x(mod b). Then, h is a
homomorphism and it is onto. Let |Gab| = o4(ab) = Mo4(b) = M |Gb|, so that h is an M -to-1 map,
where M ≥ 2a+1512 . Then the map h′ : x0Gab → (x0(mod b))Gb, h′(x0x) = (x0x)(mod b), is also an
M -to-1 map (x0 is invertible in Z
×
ab, by Proposition 3.6, hence also in Z
×
b ).
So, in particular, there are exactly M elements in x0Gab which are mapped into x0(mod b).
These elements can be written x0(mod b) + kb(mod ab) for M different values of k, each in the set
{0, . . . , a−1}. Since b is complete, by Proposition 2.6, the coset (x0(mod b))Gb contains an element
> b2 . Therefore we can assume y0 := x0(mod b) >
b
2 .
From Lemma 2.4, we know that the points in the cycle are congruent to 0 or −ab modulo 4. So
y0+kb ≡ 0 or −ab modulo 4, for allM values of k such that this point is in the extreme cycle. Since
b is odd, it has an inverse, c in Z×4 and we have that k ≡ −cy0(mod 4) or k ≡ c(−ab − y0)mod 4.
Therefore the values of k here belong to only two equivalence classes modulo 4, so in each set
{4n, 4n + 1, 4n + 2, 4n + 3} there are at most 2 values of k. Therefore, if we take the largest such
k, if M is even, then k ≥ 4(M2 − 1) + 1 = 2M − 3. If M is odd, then the largest k is at least
4(M−12 − 1) + 4 = 2M − 2. So in both cases k ≥ 2M − 3. Then
y0 + kb >
b
2
+ (2M − 3)b ≥ ab
3
,
and this contradicts the fact that an extreme cycle is contained in [0, ab3 ], by Lemma 2.1.

Remark 3.8. We will use Lemmas 3.7 and later Lemma 3.12 to inductively prove that some
numbers are complete: start with a prime power. We know these are complete, from Theorem
2.10. Then, multiply by some number in such a way that one of the lemmas applies. Repeat this
inductively.
The next result shows that, if we fix the prime numbers that appear in the decomposition, then
we can check the completeness of all the numbers that have only these primes in the decomposition,
by checking this property for the first finitely many such numbers.
Theorem 3.9. Let p1, . . . , pr be distinct odd primes. For i ∈ {1, . . . , r}, let ji ≥ 0 be the largest
number such that pjii divides lcm(o4(p1), . . . , o4(pr)). Assume that p
ι4(p1)+j1
1 . . . p
ι4(pr)+jr
r is complete.
Then pk11 . . . p
kr
r is complete for any k1, . . . , kr ≥ 0.
Proof. Suppose there are some numbers k1, . . . , kr ≥ 0 such that m = pk11 . . . pkrr is not complete.
Therefore, a proper divisor of this number has to be primitive, relabeling the powers ki, we can
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assumem is primitive. The hypothesis implies that for at least one i, ki ≥ ι4(pi)+ji+1. Relabeling
again, we can assume k1 ≥ ι4(p1) + j1 + 1. We have, with Proposition 3.5:
o4(p
k1
1 . . . p
kr
r ) = p
k1−ι4(p1)−j1
1 o4(p
ι4(p1)+j1
1 p
k2
2 . . . p
kr
r ).
Using Lemma 3.7, with a = p
k1−ι4(p1)−j1
1 , b = p
ι4(p1)+j1
1 p
k2
2 . . . p
kr
r , we get a contradiction. 
We performed a computer check to find all the primitive numbers less than 107. The results are
listed in Table 1. Using this and Theorem 3.9, we get the next Corollary.
Corollary 3.10. Let p1, . . . , pr be distinct odd primes. For i ∈ {1, . . . , r}, let ji ≥ 0 be the largest
number such that pjii divides lcm(o4(p1), . . . , o4(pr)). Assume that p
ι4(p1)+j1
1 . . . p
ι4(pr)+jr
r < 107 and
that the set {p1, . . . , pr} does not contain any of the lists in the second column of Table 1. Then
pk11 . . . p
kr
r is complete for any k1, . . . , kr ≥ 0.
Proof. By Theorem 3.9, it is enough to check that m := p
ι4(p1)+j1
1 . . . p
ι4(pr)+jr
r is complete. If not,
then it has to be divisible by some primitive number m′. Since m < 107, we have that m′ < 107 so
m′ has to be one of the numbers in Table 1. Then the list of primes in the prime decomposition
of m′ is contained in the list of primes in the prime decomposition of m, and this contradicts the
hypothesis. Therefore m is complete. 
Lemma 3.11. The number of non-trivial cycle points for an odd number m not divisible by 3 is
less than
min
n
{
2n⌈ m
3 · 4n ⌉
}
.
Proof. The phrasing in the statement of the lemma, ”number of non-trivial cycle points,” refers to
the total number of points among all non-trivial cycles.
We know from Lemma 2.1 that the cycle points are contained in the intersection of the attractor
XL with Z. Also XL ⊂ [0, m3 ]. Therefore
XL ⊂
⋃
a0,a1,...,an−1∈{0,m}
σan−1 . . . σa0
[
0,
m
3
]
=
⋃
a0,a1,...,an−1∈{0,m}
[
a0 + 4a1 + . . . 4
n−1an−1
4n
,
m
3 · 4n +
a0 + 4a1 + . . . 4
n−1an−1
4n
]
.
The intervals in this union can be written as
(3.2)

m∑n−1k=0 lk4k
4n
,
m
(
1 + 3
∑n−1
k=0 lk4
k
)
3 · 4n

 .
with l0, . . . , ln−1 ∈ {0, 1}.
Because m is not divisible by 3 or 4, the right endpoint is never an integer. Examining the left
endpoint, we find
(3.3)
n−1∑
k=0
lk4
k < 4n,
and thus, sincem is odd the left endpoint is an integer only if it is 0. Since the only cycle containing
0 is the trivial one, we have that the only non-trivial cycle points for m are the interior points of
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the above intervals; there are 2n such intervals at each iteration, and each one contains at most
⌈ m3·4n ⌉ integers in its interior. 
Lemma 3.12. Let a, b ≥ 1 be odd numbers. Assume that o4(ab) > 2⌈log2
√
a
3
⌉o4(b). Then ab is not
primitive.
Proof. We proceed as in the proof of Lemma 3.11. We take n = ⌈log2
√
a
3⌉. Then ab3·4n ≤ b, so
the length of the intervals in (3.2) is at most b. As we have seen in the proof of Lemma 3.11. the
endpoints of these intervals cannot be non-trivial cycle points. If ab is primitive, then it has an
extreme cycle C which is a coset x0Gab, by Proposition 3.6.
Now, as in the proof of Lemma 3.7, define the map h : x0Gab → x0Gb, x0x 7→ (x0x)(mod b).
We saw that this is an M -to-1 map, with M > 2n. Therefore there are M values of k such that
x0(mod b) + kb is in the cycle C. However, the intervals in (3.2) contain at most one such point,
since their length is b and the endpoints are not extreme cycle points. We have 2n < M such
intervals, and this leads to a contradiction.

Remark 3.13. The estimate in Lemma 3.12 is almost always better than the estimate in Lemma
3.7: we have 2⌈log2
√
a
3
⌉ < 2a+1512 for all odd numbers a except a = 13 and a = 15, and for a = 15,
since a is divisible by 3 we know that ab is not complete and not primitive. Despite this, we include
this lemma since the arguments in the proof are different and they might be improved.
The next results show that if the order of 4 in U(Zm) is large, then m cannot be primitive.
Theorem 3.14. Let m be an odd number. Assume the following conditions are satisfied:
(i) For every proper divisor d|m, d < m, the number d is complete.
(ii) There exists n ≥ 0 such that
o4(m) > min
n
{
2n⌈ m
3 · 4n ⌉
}
.
Then m is complete.
If only condition (ii) is satisfied, then m is not primitive.
Here ⌈x⌉ is the smallest integer larger than or equal to x.
Proof. If m is primitive, then, by Proposition 3.6, there exists a cycle of length o4(m). The contra-
diction follows from Lemma 3.11. 
Corollary 3.15. Let m be an odd number. If
o4(m) > 2
⌈log2
√
m
3
⌉,
or in particular, if
o4(m) >
√
4m
3
then m is not primitive.
Proof. Let n = ⌈log2
√
m
3 ⌉. Then 4n ≥ m3 so ⌈ m3·4n ⌉ = 1. Furthermore,
(3.4) 2n⌈ m
3 · 4n ⌉ = 2
n ≤ 2log2
√
m
3
+1 =
√
4m
3
.
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The rest follows from Theorem 3.14.

Corollary 3.16. Let p1, . . . , pr be distinct simple prime numbers strictly larger than 3. Assume
the following conditions are satisfied:
(i) For any proper subset F ⊂ {1, . . . , r} and any powers ki ≥ 0, i ∈ F , the number
∏
i∈F p
ki
i
is complete.
(ii) None of the numbers o4(p1), . . . , o4(pr) is divisible by any of the numbers p1, . . . , pr.
(iii) The following equation is satisfied:
(3.5) lcm(o4(p1), . . . , o4(pr)) > 2
⌈log2
√
p1...pr
3
⌉.
Then pk11 . . . p
kr
r is complete.
Proof. Suppose there exists k1, . . . , kr such that p
k1
1 . . . p
kr
r is not complete. Then pick k1, . . . , kr
such that
∑r
i=1 ki is as small as possible, with this property. Clearly, by (i) we can assume all
ki ≥ 1. Then all the proper divisors of pk11 . . . pkrr are complete. So m := pk11 . . . pkrr is primitive. By
Propositions 3.3 and 3.4, we have
o4(m) = lcm(o4(p
k1
1 , . . . , o4(p
kr
r )) = lcm(p
k1−1
1 o4(p1), . . . , p
kr−1
r o4(pr))
= pk1−11 . . . p
kr−1
r lcm(o4(p1), . . . , o4(pr)).
From (iii), we get
pk1−11 . . . p
kr−1
r lcm(o4(p1), . . . , o4(pr)) > 2
n⌈p1 . . . pr
3 · 4n ⌉p
k1−1
1 . . . p
kr−1
r ≥ 2n⌈
pk11 . . . p
kr
r
3 · 4n ⌉.
(we used the fact that for a > 0, N ∈ N, ⌈a⌉N is an integer ≥ aN , so it is bigger than ⌈aN⌉).
Since m is primitive, Corollary 3.15 gives us a contradiction. 
Corollary 3.17. Let p1, . . . , pr be distinct simple prime numbers strictly larger than 3. Assume
the following conditions are satisfied:
(i) None of the numbers o4(p1), . . . , o4(pr) is divisible by any of the numbers p1, . . . , pr.
(ii) For any subset {i1, . . . , is} of {1, . . . , r}, with s ≥ 2 the following inequality holds:
(3.6) lcm(o4(pi1), . . . , o4(pis)) >
√
4
3
pi1 . . . pis .
Then the number pk11 . . . p
kr
r is complete for any k1 ≥ 0, . . . , kr ≥ 0.
Proof. We proceed by induction on r. Theorem 2.10 shows that we have the result for r = 1.
Assume, the result holds for r−1 primes. Then the conditions (i),(ii) in Corollary 3.16 are satisfied
and we check condition (iii). Let m := p1 . . . pr.
We have:
(3.7)
√
4m
3
< o4(m).
Thus condition (iii) is satisfied and Corollary 3.16 gives us the result. 
Corollary 3.18. Let p1, . . . , pr be distinct simple prime numbers strictly larger than 3. Assume
the following conditions are satisfied:
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(i) The numbers o4(p1), . . . , o4(pr), p1, . . . , pr are mutually prime.
(ii) o4(pj) >
√√
4
3pj for all j.
Then the number pk11 . . . p
kr
r is complete for any k1 ≥ 0, . . . , kr ≥ 0.
Proof. We use Corollary 3.17. For any subset {i1, . . . , is} of {1, . . . , r} with s ≥ 2 we have
(3.8) o4(pi1) . . . o4(pis) >
√√
4
3
pi1 . . .
√√
4
3
pis ≥
√
4
3
pi1 . . . pis .

Corollary 3.19. Let a be a complete odd number. Let p > 3 be a simple prime number. Assume
that
(i) p does not divide a;
(ii) o4(p) and o4(a) are mutually prime;
(iii) o4(p) > 2
⌈log2
√
p
3
⌉ (in particular if o4(p) =
p−1
2 , p > 5).
Then pka is complete for all k ≥ 0.
Proof. Since p does not divide a, pk is prime with a. With Propositions 3.3, 3.4 we have
o4(p
ka) = pk−1o4(p)o4(b).
Also we have, for k ≥ 2, since p ≥ 5,
⌈log2
√
p
3
⌉+ log2 pk−1 ≥ ⌈log2
√
p
3
⌉+ log2
√
pk−1 + 1 ≥ ⌈log2
√
p
3
⌉+ ⌈log2
√
pk−1⌉
≥ ⌈log2
√
p
3
+ log2
√
pk−1⌉ = ⌈log2
√
pk
3
⌉.
Therefore,
pk−1o4(p) > 2
⌈log2
√
pk
3
⌉,
for k ≥ 2 and also, from the hypothesis , for k = 1. By Lemma 3.12, pka cannot be primitive, for
k ≥ 1 and, because a is complete and p is prime, this means that pka is complete.
Note that p−12 ≥ 2⌈log2
√
p
3
⌉ for p > 5, so this is indeed a peculiar case.

Corollary 3.20. Let m be an odd number. If the index x of Gm in U(Zm) satisfies
φ(m)√
4
3
m
> x,
where φ is Euler’s totient function, then m is not primitive.
Proof. We have o4(m) = |Gm| and φ(m) = |U(Zm)|. Thus, from
o4(m) =
|U(Zm)|
x
=
φ(m)
x
>
√
4
3
m.
The result follows from Corollary 3.15. 
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p o4(p) p o4(p) p o4(p) p o4(p) p o4(p) p o4(p) p o4(p)
3 1 103 51 239 119 389 194 557 278 709 354 881 55
5 2 107 53 241 12 397 22 563 281 719 359 883 441
7 3 109 18 251 25 401 100 569 142 727 121 887 443
11 5 113 14 257 8 409 102 571 57 733 122 907 453
13 6 127 7 263 131 419 209 577 72 739 123 911 91
17 4 131 65 269 134 421 210 587 293 743 371 919 153
19 9 137 34 271 135 431 43 593 74 751 375 929 232
23 11 139 69 277 46 433 36 599 299 757 378 937 117
29 14 149 74 281 35 439 73 601 25 761 190 941 470
31 5 151 15 283 47 443 221 607 303 769 192 947 473
37 18 157 26 293 146 449 112 613 306 773 386 953 34
41 10 163 81 307 51 457 38 617 77 787 393 967 483
43 7 167 83 311 155 461 230 619 309 797 398 971 97
47 23 173 86 313 78 463 231 631 45 809 202 977 244
53 26 179 89 317 158 467 233 641 32 811 135 983 491
59 29 181 90 331 15 479 239 643 107 821 410 991 495
61 30 191 95 337 21 487 243 647 323 823 411 997 166
67 33 193 48 347 173 491 245 653 326 827 413 1009 252
71 35 197 98 349 174 499 83 659 329 829 414 1013 46
73 9 199 99 353 44 503 251 661 330 839 419 1019 509
79 39 211 105 359 179 509 254 673 24 853 426 1021 170
83 41 223 37 367 183 521 130 677 338 857 214 1031 515
89 11 227 113 373 186 523 261 683 11 859 429 1033 129
97 24 229 38 379 189 541 270 691 115 863 431 1039 519
101 50 233 29 383 191 547 273 701 350 877 438 1049 131
Table 2. The primes less than 1049 and their o4
4. Examples
Example 4.1. We want to prove that 5k · 7l is complete for any k, l. We have o4(5) = 2, o4(7) = 3
so
lcm(o4(5), o4(7)) = 6 > 2
⌈log2
√
35
3
⌉
= 4.
Since 5 and 7 are simple primes, the result follows immediately from Corollary 3.16.
Example 4.2. Let us prove that 5k · 19l is complete for any k, l. We have that 5k is complete and
o4(19) = 9 =
19−1
2 is prime with o4(5) = 2. So Corollary 3.19 applies. The same argument applies
to show that 7k · 11l, 5k · 7l · 23m are complete. We can use this argument also for 7k · 11l · 17m, but
we have to start with 17k, since o4(17) = 4. Then 17
m ·7k is complete and 17m ·7k ·11l is complete.
Example 4.3. Let us check that 5k11l is complete for any k, l. We have o4(5) = 2, o4(11) = 5.
We have a small problem since o4(11) is divisible by 5, which is one of the primes. In Theorem 3.9
or Corollary 3.10, we have ι4(5) = 1, ι4(11) = 1, lcm(o4(5), o4(11)) = 10, so j1, the largest power
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of 5 that divides the lcm 10, is 1, and j2 = 0. So we have to check that 5
2 · 11 is complete, or that
it does not contain any of the lists in the second column of Table 1. And that is clear.
We could also try to use Theorem 3.14 or Corollary 3.15. For that, since we know that 5 and 11
are complete (because they are prime), we have to check that 5 · 11 and 52 · 11 are not primitive.
We can use Corollary 3.15 to check that 5 · 11 is complete
o4(5 · 11) = lcm(o4(5), o4(11)) = 10 > 2⌈log2
√
5·11
3
⌉
= 8.
However, we cannot use this for 5211, because
o4(5
2 · 11) = 10 < 2⌈log2
√
5211
3
⌉ = 16.
The minimum in Theorem 3.14 gives the same value, 16.
Looking at Table 1, we formulate the following conjecture:
Conjecture 4.4. Let m be a primitive number. Then
(i) m is square-free.
(ii) If m = p1 . . . pr is the prime decomposition of m, then there exists i such that
lcm(o4(p1), . . . , o4(pr)) = o4(pi).
A weaker conjecture is the following:
Conjecture 4.5. Let m be an odd number not divisible by 3 and let m = pk11 . . . p
kr
r be its prime
decomposition. If the numbers o4(p1), . . . , o4(pr), p1, . . . , pr are mutually prime then m is complete.
It is easy to see that Conjecture 4.4 implies Conjecture 4.5, for if m is not complete, then it is
divisible by some primitive number, and by Conjecture 4.4, the orders cannot be mutually prime.
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