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Abstract
This thesis combines two parallel research directions: an exploration into the continuity
properties of certain entropic quantities, and an investigation into a simple class of
physical systems whose time evolution is given by the repeated application of a quantum
channel.
In the first part of the thesis, we present a general technique for establishing local and
uniform continuity bounds for Schur concave functions; that is, for real-valued functions
which are decreasing in the majorization pre-order. Continuity bounds provide a quantita-
tive measure of robustness, addressing the following question: If there is some uncertainty
or error in the input, how much uncertainty is there in the output? Our technique uses a
particular relationship between majorization and the trace distance between quantum
states (or total variation distance, in the case of probability distributions). Namely, the
majorization pre-order attains a maximum and a minimum over ε-balls in this distance.
By tracing the path of the majorization-minimizer as a function of the distance ε, we
obtain the path of “majorization flow”. An analysis of the derivatives of Schur concave
functions along this path immediately yields tight continuity bounds for such functions.
In this way, we find a new proof of the Audenaert-Fannes continuity bound for the
von Neumann entropy, and the necessary and sufficient conditions for its saturation,
in a universal framework which extends to the other functions, including the Rényi
and Tsallis entropies. In particular, we prove a novel uniform continuity bound for the
α-Rényi entropy with α > 1 with much improved dependence on the dimension of the
underlying system and the parameter α compared to previously known bounds. We
show that this framework can also be used to provide continuity bounds for other Schur
concave functions, such as the number of connected components of a certain random
graph model as a function of the underlying probability distribution, and the number
of distinct realizations of a random variable in some fixed number of independent trials
as a function of the underlying probability mass function. The former has been used in
modeling the spread of epidemics, while the latter has been studied in the context of
estimating measures of biodiversity from observations; in these contexts, our continuity
bounds provide quantitative estimates of robustness to noise or data collection errors.
xIn the second part, we consider repeated interaction systems, in which a system of
interest interacts with a sequence of probes, i.e. environmental systems, one at a time.
The state of the system after each interaction is related to the state of the system before
the interaction by the so-called reduced dynamics, which is described by the action of a
quantum channel. When each probe and the way it interacts with the system is identical,
the reduced dynamics at each step is identical. In this scenario, under the additional
assumption that the reduced dynamics satisfies a faithfulness property, we characterize
which repeated interaction systems break any initially-present entanglement between the
system and an untouched reference, after finitely many steps. In this case, the reduced
dynamics is said to be eventually entanglement-breaking. This investigation helps improve
our understanding of which kinds of noisy time evolution destroy entanglement.
When the probes and their interactions with the system are slowly-varying (i.e. adia-
batic), we analyze the saturation of Landauer’s bound, an inequality between the entropy
change of the system and the energy change of the probes, in the limit in which the
number of steps tends to infinity and both the difference between consecutive probes and
the difference between their interactions vanishes. This analysis proceeds at a fine-grained
level by means of a two-time measurement protocol, in which the energy of the probes is
measured before and after each interaction. The quantities of interest are then studied
as random variables on the space of outcomes of the energy measurements of the probes,
providing a deeper insight into the interrelations between energy and entropy in this
setting.
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Part I
Entropic continuity bounds

Chapter 1
Introduction
Entropies play a fundamental role in classical and quantum information theory as
characterizations of the optimal rates of information theoretic tasks, and as measures of
uncertainty. The mathematical properties of entropic functions therefore have important
physical implications. The von Neumann entropy S, given by
S(ρ) := − tr[ρ log ρ]
is strictly concave and continuous as a function of d-dimensional quantum states, and
is bounded by log d, where the logarithm is taken to be base 2. As the von Neumann
entropy characterizes the optimal rate of data compression for a memoryless quantum
information source [Sch96], continuity of the von Neumann entropy, for example, implies
that the quantum data compression limit is continuous in the source state. Likewise,
for probability distributions p ∈ Pd, where Pd is the set of probability distributions
over {1, . . . , d}, the Shannon entropy, S(p) := −∑di=1 pi log pi characterizes the data
compression limit of a classical i.i.d. source X ∼ p. Note that the von Neumann entropy
of a quantum state is given by the Shannon entropy of its eigenvalues. The Shannon
entropy is commonly denoted by H(p), but in this thesis we will reserve H for a generic
single-partite entropic quantity.
The von Neumann entropy satisfies the following tight continuity bound: Given ε > 0
and ρ, σ ∈ D(H), where D(H) is the set of density matrices over a Hilbert space H with
dimension d, with trace distance T (ρ, σ) := 1
2
tr |ρ − σ| ≤ ε, the following inequality
holds:
|S(ρ)− S(σ)| ≤
ϵ log(d− 1) + h(ϵ) if ϵ < 1− 1dlog d if ϵ ≥ 1− 1
d
(1.1)
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where h(ε) := −ε log ε − (1 − ε) log(1 − ε) denotes the binary entropy. The same
bound holds in the classical case for p, q ∈ Pd, with total variation distance TV(p, q) :=
1
2
∑d
i=1 |pi − qi| ≤ ε.
This inequality is known in the quantum information theory literature as the
Audenaert-Fannes bound, which is a strengthened version of the Fannes bound [Fan73]
and was established in [Aud07] by a direct optimization argument. The bound was also
proven via a coupling argument in [Pet08, Theorem 3.8], with credit to Csiszár. In the
classical case, it was also proven by [Zha07a, Cor. 1] by a coupling argument, and by
Ho and Yeung [HY10, Theorem 6] via an optimization over local continuity bounds,
similar in spirit to the techniques used later in this thesis (although with an analysis
specific to the Shannon entropy, as opposed to more general families of entropies). The
coupling argument was revisited in [Sas13, Theorem 3] and [Win16, Lemma 1]. In each
case (except for [Pet08, Theorem 3.8]), it was shown that equality occurs if one state is
pure, and the other state has the spectrum {1− ε, ε
d−1 , . . . ,
ε
d−1}. These conditions were
shown to be necessary in [HD17] by an analysis of the coupling argument.
The results established in Part I of this thesis can largely be seen as investigations
into, and generalizations of, the inequality (1.1) by interpreting it as a consequence of a
relationship between trace distance and majorization.
Majorization [HLP29] (see also [Sch23] and [Hor54]) is an ordering of vectors (techni-
cally, a preorder) which provides a means to describe one vector as being more disordered,
less disordered, or incomparable with another vector. Majorization has natural connec-
tions to entropies, which quantify disorder or randomness of probability distributions or
quantum states, and thus provide a measure of information encoded in a random variable
or a quantum state. In fact, almost every entropy considered in the information-theoretic
literature is Schur concave, meaning that if one vector is more disordered than another,
according to the majorization order, then it has higher entropy than the other. Perhaps as
a consequence, majorization has proven to be a very useful tool in classical and quantum
information theory.
Majorization can be extended from vectors to quantum states by simply defining
that a quantum state ρ majorizes another quantum state σ if the vector of eigenvalues
of ρ (counted with multiplicity) majorizes the vector of eigenvalues of σ. In quantum
information theory, majorization plays a key role in the theory of bipartite pure state
entanglement due to Nielsen’s theorem [Nie99]. This result states that given two pure
states ψAB and ϕAB of a bipartite system AB, the state ψAB can be transformed into
ϕAB via local operations and classical communication if and only if the reduced state of
ψAB for a subsystem (A or B) is majorized by the corresponding reduced state of ϕAB.
5In Chapter 3 it is shown that the majorization order on probability vectors behaves
well with respect to the total variation distance, in the sense that given any probability
vector p and ε > 0, there exists a minimal and maximal probability vector in majorization
order in the ε-ball around p with respect to the total variation distance. The existence of
such majorization extrema has recently appeared in several forms. Both these probability
vectors were independently found in [HOS18], and in fact the minimal vector already
appears in [HY10]. The work [Kog13] developed related ideas in the context of balls
in total-variation distance of subnormalized distributions centered at a normalized
distribution, and the works [vdMee16] and [vdMNW17] consider a generalization of
majorization called thermo-majorization, and find thermo-majorization extrema over
balls in trace distance.
In the quantum setting, the existence of these states provides a natural connection
between majorization and trace distance (and between majorization and the total variation
distance in the classical setting). In Chapter 4, we develop a notion of majorization flow,
which traces out the path of the minimizer in majorization order over the ε-ball as ε is
changed infinitesimally.
Majorization flow turns out to be a very useful tool for obtaining remarkably simple
and universal proofs of continuity bounds for numerous well-known families of entropies,
including Rényi entropies [Rén61], Tsallis entropies [Tsa88], the so-called unified entropies
[RT91], entropies induced by f -divergences [Pet85], and the concurrence [Woo01]. In
particular, it allows us to establish Lipschitz continuity bounds for the α-Rényi entropy
with α > 1. This resolves an open problem, left open since Audenaert’s 2007 paper
[Aud07], which was also presented at the Open Problem Session of the workshop 2017
Beyond I.I.D. in Information Theory (held in Singapore), and provides a substantial
improvement over previously known bounds.
Overview of Part I In the following, let H be a Schur concave function (such as the
von Neumann entropy). Let us describe each chapter with an eye to how it provides
insight into (1.1), or helps establish a generalization thereof.
• Chapter 2 introduces basic notation and definitions.
• Chapter 3 establishes the existence of a majorization-minimizer and -maximizer
over the ε-ball in trace distance (or total variation distance, in the classical case).
Hence the Schur concavity of H completely dictates its local continuity properties
with respect to the trace distance, as manifested in Proposition 4.1.1.
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• Chapter 4 considers the path of the majorization-minimizer over the ε-ball as
ε varies, and shows that properties of the derivative ΓH of H along the path
provides insight into the global continuity properties of H. More specifically, a
class of entropic quantities, which includes S, obtain a derivative ΓH which itself is
Schur convex. This implies that the value of “how much H can locally increase”
itself respects the majorization order, and is maximized at pure states (or in the
classical case, δ-distributions such as p = (1, 0, . . . , 0)). Since a state with spectrum
(1− ε, ε
d−1 , . . . ,
ε
d−1) (with multiplicity) obtains the maximum entropy over a trace-
ball of radius ε centered at a pure state—unless the completely mixed state lies
in this ball, in which case it obtains the maximum entropy over the ball—(1.1)
follows.
• Chapter 5 applies this technique, and the related technique of bounding ΓH to
obtain a Lipschitz continuity bound, to obtain uniform continuity bounds for a
range of other quantities: other entropies, including the Rényi and Tsallis entropies,
the number of distinct observations from N independent trials, and the expected
number of connected components of a particular model of random graph.
• Chapter 6 investigates the continuity of a quantity related to the Shannon entropy
called the guesswork, with and without quantum side information. The guesswork
without side information is not differentiable on all of Pd but nevertheless a tight
uniform continuity bound can be obtained with a slight generalization to the
techniques previously addressed (although the quantity is simple enough that other
techniques would likely suffice). The guesswork with side information, similarly to
the conditional entropy, is not Schur concave, and the techniques described so far
do not provide a uniform continuity bound. However, by analyzing a semidefinite
optimization problem formulation of the quantity, a Lipschitz continuity bound
can be obtained which is tight up to at most a multiplicative factor of 2 and an
additive factor of 1.
• Chapter 7 calculates first-order optimality conditions for a quantum state to
maximize a differentiable concave function over the ε-ball in trace distance around
a given state. These conditions dictate the form of the majorization-minimizer
discussed in Chapter 3 and provide necessary and sufficient conditions for a given
state to maximize the quantum conditional entropy over the trace ball.
Chapter 2
Notation and definitions
We define the set of probability vectors of length d as Pd ⊆ Rd,
Pd :=
{
p = (p1, . . . , pd) ∈ Rd : pi ≥ 0 for i = 1, . . . , d,
d∑
i=1
pi = 1
}
.
We will often suppress the dependence on the dimension, P ≡ Pd.
The set of quantum states D(H) where H is a d-dimensional Hilbert space, d <∞,
is given by
D(H) := {ρ ∈ B(H) : ρ ≥ 0, tr(ρ) = 1} ,
where B(H) is the set of (bounded1) linear operators on H. The set Bsa(H) ⊆ B(H) is
the set of self-adjoint operators on H. The extremal elements of P are permutations
of the probability vector p := (1, 0, . . . , 0). The extremal elements of D(H) are rank-1
projections, and are called pure states. The identity matrix is denoted 1 ≡ 1H ∈ B(H),
where the dependence on H in the notation may be suppressed.
We denote the completely mixed state by τ := 1
d
∈ D(H), and the analogous uniform
distribution by u := (1
d
, . . . , 1
d
) ∈ P . A pure state is a rank-1 density matrix; we denote
the set of pure states by Dpure(H). For two quantum states ρ, σ ∈ D(H), the trace
distance between them is given by
T (ρ, σ) :=
1
2
∥ρ− σ∥1
1In this thesis, we will only consider finite-dimensional Hilbert spaces, and hence all linear operators
are bounded. We will thus slightly abuse notation and use B(H) to denote the set of linear operators,
the set of bounded operators, and the set of trace-class operators on H, since all three sets coincide.
8 Notation and definitions
where ∥A∥1 = tr |A| =
√
A†A for A ∈ B(H). The trace distance T (ρ, σ) has an operational
interpretation in terms of the optimal success probability p in distinguishing between
two quantum states ρ and σ by a 2-outcome POVM, namely
p =
1
2
(1 + T (ρ, σ)).
Hence, the trace distance can be seen as a measure of distinguishability between ρ and σ.
Analogously, the total variation distance between p, q ∈ P is defined as
TV(p, q) :=
1
2
∥p− q∥1
and is analogously endowed with an interpretation in terms of distinguishability.
A function F : D(H)→ R is k-Lipschitz (with respect to the trace distance) if for all
ρ, σ ∈ D(H),
|F (ρ)− F (σ)| ≤ k T (ρ, σ),
and likewise F : P → R is k-Lipschitz if for all p, q ∈ P, |F (p) − F (q)| ≤ k TV(p, q).
The smallest k > 0 such that F is k-Lipschitz is called the optimal Lipschitz constant for
F . The function F is said to be Lipschitz continuous if it is k-Lipschitz for some k > 0.
For ε > 0, we define the ε-ball (in trace distance) around σ ∈ D(H) as the set
Bε(σ) := {ω ∈ D(H) : T (ω, σ) ≤ ε}, (2.1)
and likewise the ε-ball (in total variation distance) around a probability vector p ∈ P as
the set
Bε(p) := {q ∈ P : TV(p, q) ≤ ε}. (2.2)
For any A ∈ Bsa(H), let λ+(A) and λ−(A) denote the maximum and minimum eigenvalue
of A, respectively, and k+(A) and k−(A) denote their multiplicities. Let λ↓j(A) denote
the jth largest eigenvalue, counting multiplicity; that is, the jth element of the ordering
λ↓1(A) ≥ λ↓2(A) ≥ · · · ≥ λ↓d(A).
We set λ⃗↓(A) := (λ↓i (A))di=1 ∈ Rd and denote the spectrum of A ∈ Bsa(H) (i.e. its set of
eigenvalues) by specA ⊆ R.
The set of probability vectors with strictly positive entries is denoted P+. For a
vector r ∈ Rd, r+ denotes its largest entry, and r− denotes its smallest entry, and k+ the
multiplicity of the largest entry r+ in r, and likewise k− the multiplicity of the smallest
entry. For r ∈ Rd, we denote r↓i as the ith largest entry of r (counting multiplicity), and
9let r↓ := (r↓i )di=1. Analogously, r
↑
i denotes the ith smallest entry of r, counting multiplicity,
and r↑ := (r↑i )di=1. We set
P↓ ≡ P↓d :=
{
q↓ : q ∈ P} = {q ∈ P : q1 ≥ q2 ≥ · · · ≥ qd} .
We use log x to denote the base-2 logarithm of x and lnx to denote the natural
logarithm of x.
Majorization of vectors For x, y ∈ Rd, we say x majorizes y, written x ≻ y, if
k∑
j=1
x↓j ≥
k∑
j=1
y↓j ∀k = 1, . . . , d− 1, and
d∑
j=1
x↓j =
d∑
j=1
y↓j . (2.3)
We have that x ≻ y if and only if
y =Mx (2.4)
for some doubly-stochastic matrix M [MOA11, Section 2, B.2]. We say a function
φ : P → R is Schur convex on a set S ⊆ P if for p, q ∈ S, p ≺ q =⇒ φ(p) ≤ φ(q).
If S = P, we simply say φ is Schur convex. We say φ is Schur concave on S if −φ is
Schur convex on S, and likewise, φ is Schur concave if −φ is Schur convex. One useful
characterization of Schur convex functions is if φ : P → R is symmetric and continuous,
and differentiable on P+, then it is Schur convex if and only if
(pi − pj)
[
∂piφ(p)− ∂pjφ(p)
] ≥ 0 ∀i, j (2.5)
for each p ∈ P [MOA11, Section 3, A.4.a].
Majorization of quantum states Given two quantum states ρ, σ ∈ D(H), we say σ
majorizes ρ, written ρ ≺ σ if λ⃗↓(ρ) ≺ λ⃗↓(σ). We say that φ : D(H)→ R is Schur convex
if φ(ρ) ≤ φ(σ) for any ρ, σ ∈ D(H) with ρ ≺ σ. If φ(ρ) < φ(σ) for any ρ, σ ∈ D(H) such
that ρ ≺ σ, and ρ is not unitarily equivalent to σ, then φ is strictly Schur convex. We say
φ is Schur concave (resp. strictly Schur concave) if (−φ) is Schur convex (resp. strictly
Schur convex).

Chapter 3
Relationship between majorization and
the 1-norm ball
This chapter is concerned with an interesting relationship between the majorization
pre-order and the 1-norm: namely, that balls in 1-norm admit a majorization-maximum
and -minimum, despite not all elements of the ball being pairwise comparable. More
precisely, let r ∈ P be a probability vector, and consider the total-variation ball
Bε(r) :=
{
q ∈ P : TV(r, q) := 1
2
∥r − q∥1 ≤ ε
}
for ε > 0. There exists r∗ε , r∗,ε ∈ Bε(r) such that
r∗ε ≺ q ≺ r∗,ε ∀q ∈ Bε(r). (3.1)
We call r∗ε the majorization-minimizer over Bε(r), and r∗,ε the majorization-maximizer
over Bε(r). We place the upper star on the majorization-minimizer as we derived the
states in [HD18] in the context of maximizing Schur concave functions.
In the following, we will discuss some of the recent history of (3.1), and how that
history connects with the focus of this chapter. The first steps towards establishing (3.1)
begin in Section 3.1.
This relationship between majorization and total variation distance, or key parts
thereof, was independently found on at least three occasions: by Ho and Yeung in
2010 [HY10], by my supervisor and I in 2018 [HD18], and by Horodecki, Oppenhiem,
and Sparaciari in 2018 [HOS18]1. A generalization of these states were also constructed
1Horodecki and Oppenhiem had known about this relationship for several years already, how-
ever [OH17].
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in the context of thermal majorization by van der Meer and Wehner [vdMee16], and
subsequently used to study approximate state transitions in [vdMNW17].
As an immediate consequence of (3.1), if H is Schur concave, then r∗ε maximizes H
over Bε(r):
r∗ε ∈ argmax
q∈Bε(r)
H(q)
This is used in Section 5.6 for calculating smoothed entropies, and provides a method for
obtaining r∗ε by optimization.
In this chapter, we present three ways to obtain r∗ε . The first, based on [HD18] and
presented in Section 3.4.1, uses necessary and sufficient conditions for a given state to be
a maximizer of some concave function H (i.e. not necessarily unitarily invariant) over
a trace distance ball in D(H) (established in Chapter 7) by specializing to the case in
which H is the von Neumann entropy. The general conditions reduce to ones suggestive
of a particular form, which turns out to be the form of diag(r∗ε). In fact, these “reduced
conditions” can be obtained directly from a waterfilling argument applied to maximizing
the Shannon entropy over a total-variation distance ball as shown in Section 3.4.2. The
state can also be obtained by calculating the majorization-infimum over the ball and
checking that it indeed resides inside the ball itself. This is discussed in Section 3.4.3.
To obtain the majorization-maximizer r∗,ε, which turns out to have a very simple
construction, one simply uses that Bε(r) is a polytope, and r∗,ε is necessarily one of its
vertices (see Section 3.2 for more).
[HY10] constructed the majorization-minimizer r∗ε , and [HOS18] constructed both the
minimizer and maximizer, but neither discuss in detail how they were obtained; possibly,
a waterfilling argument like the one sketched in Section 3.4.2 was used.
The relation (3.1) immediately provides local continuity bounds, in the sense that if
H : P → R is a Schur concave function, and r ∈ P is given, then the variation in H near
r can be bounded as
|H(q)−H(r)| ≤ max {H(r)−H(r∗,ε), H(r∗ε)−H(r)} ∀q ∈ Bε(r). (3.2)
These bounds, the relation (3.1), and the derivation of optimality conditions for maxi-
mizing a concave function over a trace-ball, were the focus of [HD18]. In that work, we
also proved a semi-group property, namely for r ∈ P and ε1, ε2 > 0,
r∗ε1+ε2 = (r
∗
ε1
)∗ε2 . (3.3)
This property plays a central role in Chapter 4.
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The work [HY10] instead focussed on establishing a uniform continuity bound (in
contrast to a local one), for the Shannon entropy. In fact, likely unbeknownst to the
authors, the optimal uniform continuity bound had already been established in 2007 by
Audenaert [Aud07] and independently by [Zha07b], as discussed in Chapter 1. [HY10]
derive this bound in a different manner, with a proof prominently featuring majorization,
but also using heavily the specific expression for the Shannon entropy (as opposed to a
more general Schur concave function).
[HOS18] established the existence of the majorization-minimizer and -maximizer states
and used them to define a “majorization distance” between probability distributions,
which is used in Section 5.7. They also proved that if p ≺ q, then p∗ε ≺ q∗ε for all
ε > 0, which will prove useful in establishing uniform continuity bounds (and appears in
Theorem 4.2.1).
In [HD17], my supervisor and I showed that to establish a uniform continuity bound
for a certain class of Schur concave functions, one only needs to establish the bound for
ε small enough, and then use the semigroup property finitely many times to establish
the bound for all ε > 0. While this provided a new technique for establishing uniform
continuity bounds, most of the applicable entropic quantities already had known tight
uniform continuity bounds. The biggest limitation of the technique is that it only applied
to concave functions. However, one of the most widely used entropies without a known
tight uniform continuity bound was the α-Rényi entropy
Sα(r) =
1
1− α log
∑
i
rαi
for α > 1, which is neither concave nor convex (but is Schur concave). In trying to
establish a uniform continuity bound for Sα, eventually it became apparent that an
infinitesimal approach provided a much simpler way to prove the result. The semigroup
property naturally allows statements about r∗ε to be derived in terms of ∂εr∗ε |ε=0, leading
to the notion of a path of majorization flow, described in Chapter 4 (and the preprint
[HD19]).
3.1 Quantum-to-classical reduction
In this chapter, we are interested in the relationship between the majorization of quantum
states and the trace distance, with an interest in developing continuity bounds for Schur
concave functions on the set of density matrices. This task reduces to a “classical” one:
understanding the relationship between the majorization of probability vectors and
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the total variation distance, and applying that to continuity bounds for Schur concave
functions on the probability simplex.
First, the reduction for majorization is trivial: ρ ≺ σ if and only if λ⃗↓(ρ) ≺ λ⃗↓(ρ), by
definition. Next, let us consider the trace distance. Let A ∈ Bsa(H). Then let Eig↓(A) :=
diag(λ⃗↓(A)) be the diagonal matrix whose diagonal entries are the sorted eigenvalues of
A, counted with multiplicity. By [Bha97, p. IV.62], we have for A,B ∈ Bsa(H)∣∣∣∣∣∣Eig↓(A)− Eig↓(B)∣∣∣∣∣∣ ≤ |||A−B||| (3.4)
for any unitarily invariant norm |||·|||. In the case of the trace distance,
T (Eig↓(A),Eig↓(B)) ≡ 1
2
∥Eig↓(A)−Eig↓(B)∥1 = 1
2
∥λ⃗↓(A)−λ⃗↓(B)∥1 ≡ TV(λ⃗↓(A), λ⃗↓(B))
is the total variation distance between the sorted vectors of eigenvalues of A and B, and
(3.4) yields
TV(λ⃗↓(A), λ⃗↓(B)) ≤ T (A,B). (3.5)
I first encountered this reduction in [Aud07].
Lastly, let H : D(H) ⊆ Bsa(H) → R be a unitarily invariant function. Then
H(A) = H(Eig↓(A)) is a function of the eigenvalues of A alone: H(A) = Hcl(λ⃗↓(A)) for
some function Hcl : P → R (namely Hcl(r) := H(diag(r)) for r ∈ P , where diag(r) is the
diagonal matrix with the entries of r upon its main diagonal).
We can see that these reductions interact favorably for establishing continuity bounds,
in the following sense. If 1
2
∥ρ− σ∥1 ≤ ε, then 12∥λ⃗↓(ρ)− λ⃗↓(σ)∥1 ≤ ε as well, and
|H(ρ)−H(σ)| = |Hcl(λ⃗↓(ρ))−Hcl(λ⃗↓(σ))|.
Hence, it remains to bound this difference in terms of ε, using 1
2
∥λ⃗↓(ρ) − λ⃗↓(σ)∥1 ≤ ε.
This is precisely the task of establishing a continuity bound on P with respect to the
total variation distance.
Moreover, this reduction preserves tightness, as shown by the following simple argu-
ment. Assume we have established a bound of the form
|Hcl(p)−Hcl(q)| ≤ f(ε)
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for all p, q ∈ P such that TV(p, q) ≤ ε, for some function f . Then by the above reduction,
we know that for all ρ, σ ∈ D(H) with T (ρ, σ) ≤ ε,
|H(ρ)−H(σ)| ≤ f(ε).
If two vectors p∗, q∗ ∈ P with TV(p∗, q∗) ≤ ε achieve |Hcl(p∗) − Hcl(q∗)| = f(ε), then
ρ∗ := diag(p∗) and σ∗ := diag(q∗) satisfy
|H(ρ∗)−H(σ∗)| = f(ε).
That is, a tight bound on the classical level yields a tight bound on the quantum level.
3.2 A first look at majorization over the 1-norm ball
Fix ε > 0 and a state ρ ∈ D(H), with d := dimH. The main result of this chapter is that
the ε-ball around ρ, the ε-ball in trace distance, Bε(ρ), admits a minimum and maximum
in the majorization order. Note that since majorization is a partial order, a priori one
does not know that there are states in Bε(ρ) comparable to every other state in Bε(ρ).
Theorem 3.2.1. Let ρ ∈ D and ϵ > 0. Then there exist two states ρ∗ε and ρ∗,ε in Bε(ρ)
(which are defined by Equation (3.16) in Section 3.3 and Equation (3.42) in Section 3.6
respectively) both of which commute with ρ and satisfy
ρ∗ε ≺ ω ≺ ρ∗,ε, ∀ω ∈ Bε(ρ). (3.6)
Moreover, ρ∗ε is the unique state in Bε(ρ) satisfying the left-hand relation of (3.6), and
ρ∗,ε is the unique state in Bε(ρ) satisfying the right-hand relation of (3.6) up to unitary
equivalence.
This result can be specialized to the case of probability vectors. Let p ∈ Pd and
ϵ > 0. Then there exist two probability vectors p∗ε and p∗,ε in Bε(p) (which are defined by
Equation (3.13) in Section 3.3 and Equation (3.40) in Section 3.6 respectively) which
satisfy
p∗ε ≺ q ≺ p∗,ε, ∀q ∈ Bε(p). (3.7)
Moreover, p∗ε is the unique element of Bε(p) satisfying the left-hand relation of (3.7),
and p∗,ε is the unique element of Bε(p) satisfying the right-hand relation of (3.7) up to
permutations.
Remark. See Figure 3.1 for an example of ρ∗ε and ρ∗,ε for a particular state ρ.
16 Relationship between majorization and the 1-norm ball
0
0.05
0.1
0.15
0.2
spec ρ spec ρ∗ε
γ−
γ+
spec ρ∗,ε
γ−
γ+
Fig. 3.1 An example of the majorization-minimizer and majorization-maximizer with
d = 2. The spectrum of a quantum state ρ is on the left, the spectra of ρ∗ε in the center
and ρ∗,ε on the right, with ε = 0.03. The states are constructed in Section 3.3 and
Section 3.6 respectively, and have the structure of raising or lowering some eigenvalues of
ρ according to a prescribed formula.
In this section, we consider the ε-ball Bε(ρ) around a state ρ ∈ D(H), and motivate
the construction of maximal and minimal states in the majorization order given in (3.6).
As discussed in Section 3.1, we prove Theorem 3.2.1 by reducing it to the classical case
of discrete probability distributions on d symbols, and then constructing explicit states
ρ∗ε (in Section 3.3), and ρ∗,ε (in Section 3.6), whose eigenvalues are respectively given by
the probability distributions which are minimal and maximal in majorization order.
As discussed in Section 3.1, it suffices to consider the simplex of probability vectors
Pd, equipped with the total variation distance, instead of the set of density operators
D(H) equipped with the trace distance. Note that Pd is the polytope (i.e. the convex
hull of finitely many points) generated by (1, 0, . . . , 0) and its permutations. Recall the
total variation ball,
Bε(p) = {w = (wi)di=1 ∈ Pd :
1
2
∥w − p∥1 ≤ ε}.
The set {x ∈ Rd : ∥x∥1 ≤ 1} can be written
{x ∈ Rd : ∥x∥1 ≤ 1} = conv{e1,−e1, . . . , ed,−ed},
where conv(A) denotes the convex hull of a set A, and e1, . . . , ed are the vectors of the
standard basis (e.g. ej = (0, . . . , 0, 1, 0, . . . , 0) with 1 in the jth entry), and is therefore a
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polytope, called the d-dimensional cross-polytope (see e.g. [Mat02, p. 82]). As a translation
and scaling of the d-dimensional cross-polytope, the set {w ∈ Rd : 1
2
∥w − p∥1 ≤ ε} is a
polytope as well. As Bε(p) is the intersection of this set and Pd, it too is a polytope. See
Figure 3.2a for an illustration of Bε(p) in a particular example.
The existence of ρ∗ε and ρ∗,ε in Bε(ρ) satisfying (3.7) is equivalent to p∗ε and p∗,ε in
Bε(p) satisfying
p∗ε ≺ w ≺ p∗,ε (3.8)
for all w ∈ Bε(p). Using Birkhoff’s Theorem (e.g. [NC09, Theorem 12.12]), the set of
vectors majorized by a point w ∈ Pd can be shown to be given by
Mw := {p ∈ Pd : w ≻ p} = conv{π(w) : π ∈ Sd}, (3.9)
where Sd is the symmetric group on d letters (see [MOA11, p. 34]). Let us illustrate this
with an example in d = 3. Let us choose p = (0.21, 0.24, 0.55) and ϵ = 0.1. The simplex
Pd and ball Bε(p) are depicted in Figure 3.2a. A point w = (0.14, 0.28, 0.58) ∈ Bε(p) is
shown in Figure 3.2b, and the set Mw in Figure 3.2c.
x
y
z
(a) Bε(p), with p in black
x
y
z
(b) Some w ∈ Bε(p) (white).
x
y
z
(c) The set Mw (green).
Fig. 3.2 In dimension d = 3, the simplex, Pd, of probability vectors is the shaded
triangle shown in (a), along with the ball Bε(p) which is the hexagon shown in blue,
centered at p = (0.21, 0.24, 0.55) (depicted by a black dot) with ϵ = 0.1. In (b), a point
w = (0.14, 0.28, 0.58) is depicted in white, and in (c), the set Mw is shown in green.
The geometric characterization (3.9), depicted in Figure 3.2, requires that Bε(p) ⊆
Mp∗,ε , and conversely, p∗ε ∈Mp for each p ∈ Bε(p). Figure 3.2c shows that for the point
w, Bε(p) ̸⊆Mw, implying that w ̸= p∗,ε. Moreover, one can check that that e.g. w ̸∈Mp,
and hence w ̸= p∗ε.
Next we consider Schur concave functions on Pd, in order to gain insight into the
probability distributions p∗,ε and p∗ε which arise in the majorization order (3.8). In
particular, let us consider Shannon entropy S(w) := −∑di=1wi logwi of a probability
distribution w = (wi)di=1. It is known to be strictly Schur concave. Hence, if p∗,ε ∈ Bε(p)
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satisfying (3.8) exists, it must satisfy
S(p∗,ε) ≤ S(w)
for any w ∈ Bε(p). Thus, p∗,ε must be a minimizer of S, which is a concave function,
over Bε(p), a convex set. Similarly, p∗ε must be a maximizer of S over Bε(p). Properties
of maximizers of concave functions over a convex sets are well-understood; in particular,
any local maximizer is a global maximizer.
The task of minimizing a concave function over a convex set is a priori more difficult;
in particular, local minima need not be global minima. There is, however, a minimum
principle which asserts that the minimum occurs on the boundary of the set; this is
formulated more precisely in e.g. [Roc96, Chapter 32]. Since Bε(p) is a polytope, S
is minimized on one of the finitely many vertices of Bε(p). This fact yields a simple
solution to the problem of minimizing S over Bε(p), as described below by example, and
in generality in Section 3.6.
Let us return to the example of Figure 3.2. We see Bε(p) has six vertices; these are
{p+π((ϵ,−ϵ, 0)) : π ∈ Sd}. The vertex which minimizes S is v := (0.21− ϵ, 0.24, 0.55 + ϵ),
x
y
z
(a) A minimum v of S over Bε(p), in white.
x
y
z
(b) Maximum m of S over Bε(p), in white.
Fig. 3.3 For the example of Figure 3.2, the (unique) maximum and minimum of the
Shannon entropy S over Bε(p) are shown. Both v and m occur on the boundary of Bε(p).
where the smallest entry is decreased and the largest entry is increased, as shown in
Figure 3.3b. Moreover, one can check that w ≺ v for any w ∈ Bε(p). This leads us to the
conjecture that the vertex corresponding to decreasing the smallest entry and increasing
the largest entry will yield p∗,ε satisfying (3.8) in general. We see in Section 3.6 that this
is indeed true, although in some cases more than one entry needs to be decreased.
On the other hand, finding the probability distribution p∗ε in Bε(p) which satisfies
(3.8) is more than a matter of checking the vertices of Bε(p), as shown by Figure 3.3b: in
this example, p∗ε is not a vertex of Bε(p). Interestingly, useful insight into this probability
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distribution can be obtained by using results from convex optimization theory. This is
discussed in the following section.
3.3 Constructing the majorization-minimizer (3.7)
Let r ∈ Pd and ε > 0. If u ∈ Bε(r), then r∗ε = u, where u := (1/d, . . . , 1/d) denotes the
uniform distribution, so instead consider the case in which u ̸∈ Bε(r). We first define a
quantity γ(m)+ ≡ γ(m)+ (r, ε), for m ∈ {1, . . . , d− 1}, as
γ
(m)
+ :=
1
m
(
m∑
i=1
r↓i − ε
)
.
Similarly, define γ(m)− ≡ γ(m)− (r, ε) by
γ
(m)
− :=
1
m
(
m∑
i=1
r↑i + ε
)
=
1
m
(
d∑
i=d−m+1
r↓i + ε
)
.
Then we define m+ := m+(r, ε) as the unique solution to the following inequalities:
r↓m+1 ≤ γ(m)+ < r↓m, m ∈ {1, . . . , d− 1} (3.10)
and we set m+(u, ε) = 0. Similarly, for r ̸= u, we define m− := m−(r, ε) as the unique
solution to the inequalities:
r↑m < γ
(m)
− ≤ r↑m+1, m ∈ {1, . . . , d− 1} (3.11)
or equivalently, the inequalities
r↓d−m+1 < γ
(m)
− ≤ r↓d−m, m ∈ {1, . . . , d− 1}. (3.12)
Lastly, we set γ+ = γ+(r, ε) := γ
(m+)
+ and γ− = γ−(r, ε) := γ
(m−)
− . The proof that the
above equations have unique solutions follows from Lemma 3.5.2, which is postponed to
the end of this section. In the following, we use Dirac notation where for i = 1, . . . , d,
the symbol |i⟩ denotes the vector ei = (0, . . . , 0, 1, 0, . . . , 0), with the 1 in the ith place.
Then, given r =
∑d
i=1 r
↓
i |π(i)⟩ for some permutation π ∈ Sd and where {|i⟩}di=1 is the
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standard basis of Rd, we define
r∗ε :=
m+∑
i=1
γ+ |π(i)⟩+
d−m−∑
i=m++1
r↓i |π(i)⟩+
d∑
i=d−m−+1
γ− |π(i)⟩ . (3.13)
Note that for any permutation matrix P we have
(Pr)∗ε = P (r
∗
ε). (3.14)
We check that r∗ε ∈ Bε(r) as follows. From its definition, its entries lie in the interval
(0, 1] and r∗ε has sum 1. Additionally, if TV(r, u) ≤ ε, then r∗ε = u ∈ Bε(r). Otherwise,
∥r∗ε − r∥1 =
m+∑
i=1
|γ− − r↓i |+
d∑
i=d−m−+1
|γ+ − r↓i | = ε+ ε = 2ε; (3.15)
so for any ϵ ∈ [0, 1], we have r∗ε ∈ B+ε (r).
To summarize, we construct r∗ε as follows: we decrease the m+ largest entries of r
by setting them to γ+ (where m+ and γ+ are related by eq. (3.10)), increase the m−
smallest entries of r by setting them to γ− (where m− and γ− are related by eq. (3.12)),
and we keep the other entries of r unchanged. This is illustrated in Figure 3.4, for a
state r ∈ D(H) with ε = 0.07 and d = 12.
In the case of a quantum state ρ ∈ D(H), let the sorted eigendecomposition of ρ be
given as ρ =
∑d
i=1 r
↓
i U |i⟩⟨i|U∗, so (r↓i )di=1 ∈ P↓ is the sorted collection of eigenvalues of
ρ, counted with multiplicity (note ⟨i| = eTi can be seen as a row vector). Then simply
define
ρ∗ε :=
d∑
i=1
(r∗ε)
↓
i U |i⟩⟨i|U∗. (3.16)
This choice ensures that ρ∗ε ∈ Bε(ρ) and
(r↓)∗ε ≺ q ∀q ∈ Bε(r↓) =⇒ ρ∗ε ≺ ω ∀ω ∈ Bε(ρ) (3.17)
as discussed in Section 3.1.
In the next section, we provide three ways to motivate this construction. Then in
Section 3.5, we prove that r∗ε satisfies the majorization relation (3.7).
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γ−(r, ε)
γ+(r, ε)
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Fig. 3.4 We choose d = 12, a probability vector r ∈ Pd, and ε = 0.07, for which m+ = 2
and m− = 4. Left: the entries r↓1 ≥ r↓2 ≥ . . . ≥ r↓d of r are plotted. Center: the smallest
four entries of r are increased to γ− = 14 [r
↓
d + · · ·+ r↓d+4 + ε], and the largest two entries
of r decreased to γ+ = 12 [r
↓
1 + r
↓
2 − ε]. Right: the entries of r∗ε are γ+ with multiplicity
two, r↓3, r
↓
4, . . . , r
↓
d−4, and γ− with multiplicity four.
3.4 Three ways to find the majorization-minimizer
In this section, we present three ways to derive the form of the state given in (3.13).
3.4.1 From optimality conditions
One way to obtain ρ∗ε is from the following theorem, which is a condensed form of
Theorem 7.3.1 in Chapter 7. Given a suitable function φ : D(H) → R, and any state
ρ ∈ D(H), the theorem provides a necessary and sufficient condition under which a state
maximizes φ in the ε-ball (of positive definite states), B+ε (ρ), of the state ρ. These are
simply the first-order optimality conditions provided by Fermat’s theorem; see Chapter 7
for more details.
Theorem 3.4.1. Let ρ ∈ D(H), ϵ > 0, and φ : D(H) → R be a concave, continuous
function which is Gâteaux-differentiable2 on D+(H). A state ξ ∈ B+ε (ρ), satisfies ξ ∈
argmaxBε(ρ) φ if and only if both of the following conditions are satisfied. Here Lξ :=
∇φ(ξ) denotes the Gâteaux-gradient of φ at ξ.
2For the definition of Gateaux-differentiability and Gateaux gradient see Section 7.1.
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1. Either 1
2
∥ξ − ρ∥1 = ε or Lξ = λ1 for some λ ∈ R, and
2. we have
π±Lξπ± = λ±(Lξ)π±, (3.18)
where π± is the projection onto the support of ∆±, and where ∆ = ∆+ −∆− is the
Jordan decomposition of ∆ := ξ − ρ, i.e. ∆± ≥ 0.
As shown in Chapter 7, the von Neumann entropy S satisfies the requirements of the
function φ of the theorem, with Lξ = − log ξ − 1loge(2)1. Using Theorem 3.4.1, we deduce
properties of and the form of a maximizer of S in the ε-ball.
Since S is continuous and Bε(ρ) is compact, S achieves a maximum over Bε(ρ).
Moreover, since S is strictly concave, the maximum is unique; otherwise, if ξ1, ξ2 ∈ Bε(ρ)
were maximizers, ξ = 1
2
ξ1 +
1
2
ξ2 ∈ Bε(ρ) would have strictly higher entropy.
Now, let ξ be the unique maximizer. Condition 1 of Theorem 3.4.1 yields that either
log ξ ∝ 1, so ξ = τ := 1
d
, or else T (ξ, ρ) = ϵ. Since τ is the global maximizer of S over D,
we have ξ = τ whenever τ ∈ Bε(ρ). If τ ̸∈ Bε(ρ), then this condition yields the first piece
of information about the maximizer: it is on the boundary of Bε(ρ), in that T (ξ, ρ) = ϵ,
just as shown in Figure 3.3b in the classical setup.
By (3.4), working in the basis in which ρ = Eig↓(ρ), we have
T (Eig↓(ξ), ρ) ≤ T (ξ, ρ) ≤ ϵ
and therefore Eig↓(ξ) ∈ Bε(ρ). Since S is unitarily invariant, S(Eig↓(ξ)) = S(ξ), and by
uniqueness of the maximizer, we have ξ = Eig↓(ξ). Hence, the maximizer ξ commutes
with ρ, and hence with ∆, and the sums of its eigenprojections π±. Since [Lξ, ξ] = 0 as
well, Theorem 3.4.1 yields
Lξπ± = λ±(Lξ)π± (3.19)
For any ψ ∈ π±H, we have Lξψ = λ±(Lξ)ψ, so (3.19) is an eigenvalue equation for Lξ.
Since ξ = exp (−(Lξ + 1)) is a function of Lξ, it shares the same eigenprojections. In
particular,
ξπ± = exp (−(λ±(Lξ) + 1)) π±
serves as an eigenvalue equation for ξ. Since [ξ, ρ] = 0, we can discuss how each acts
on each (shared) eigenspace. By definition, ξ and ρ act the same on ker∆ = ker(ξ − ρ).
On the other hand, on the subspaces where the eigenvalues of ξ are greater than those
of ρ, i.e. on π+H, we see that ξ has the constant eigenvalue γ− := exp (−(λ+(Lξ) + 1)),
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and on π−H, γ+ := exp (−(λ−(Lξ) + 1)). Note that since x 7→ − log x− 1 is monotone
decreasing on R, the subspace π+H where Lξ has its largest eigenvalue, ξ has its smallest
eigenvalue, and vice-versa. That is, λ+(ξ) = γ+ and occurs on the subspace π−H, and
λ−(ξ) = γ−, and occurs on π+H. Let us briefly remark on the notation: γ−, for example,
has the subscript − as γ− is the smallest eigenvalue of ξ, whereas π+ is the projector
onto the subspace on which eigenvalues of ρ increase to form the eigenvalues of ξ (which
are, in fact, γ−).
Let us summarize the above observations. In ker∆, the maximizer ξ has the same
eigenvalues as ρ. On the subspace π−H, the state ξ has the constant eigenvalue γ+,
which is the largest eigenvalue of ξ, and ξπ− = γ+π− ≤ ρπ−. In the subspace π+H, ξ
has the constant eigenvalue γ−, which is its smallest eigenvalue, and ξπ+ = γ−π+ ≥ ρπ+.
It remains to choose subspaces corresponding to π±. The associated eigenvalues γ− and
γ+ are then determined by tr[(ξ − ρ)+] = tr[(ξ − ρ)−] = ϵ, using that T (ξ, ρ) = ϵ.
These values, of course, turn out to be the same γ± from Section 3.3. How might one
guess π±, however? As the entropy is minimized on pure states and maximized on the
completely mixed state τ , one can guess that to increase the entropy, one should raise
the small eigenvalues of ρ, and lower the large eigenvalues of ρ; moreover, from the non-
linearity of −x log x, one might guess to maximize the entropy it helps more to raise the
smallest eigenvalues of ρ and lower the largest eigenvalues. That is, π+ should correspond
to the eigenspaces of the m− smallest eigenvalues of ρ, and π− should correspond to
the eigenspaces of the m+ largest eigenvalues of ρ, for some m−,m+ ∈ {1, . . . , d − 1}.
This turns out to be correct, as described in Section 3.3. Moreover, as γ+ is the largest
eigenvalue of ξ, and γ− is the smallest one, we must have γ− ≤ µ ≤ γ+ for any eigenvalue
µ of ρ with corresponding eigenspace which is a subspace of ker∆. In Lemma 3.5.2,
we prove there exists unique γ−, γ+,m− and m+ which respect these considerations.
Following the notation of Section 3.3, we call the resulting state ρ∗ε (instead of ξ).
3.4.2 Waterfilling argument
The discussion in Section 3.4.1 uses the tools of Chapter 7 which are applicable to any
differentiable concave function over Bε(ρ). However, in the specific case of maximizing
the Shannon entropy over the total-variation distance ball, a simpler argument known as
water-filling suffices to motivate the form of (3.13). For the sake of brevity, we will only
sketch the original argument and its applicability to motivating the form of (3.13) here,
rather than including all the details.
As described by Boyd and Vandenberghe in [BV04, Example 5.2], this argument
goes as follows. One considers n classical communication channels, each with capacity
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C(x⃗) = − log(ci + xi) for i = 1, . . . , n with constants ci > 0, and variables xi ≥ 0
representing the percentage of power allocated to channel i, subject to the constraint∑n
i=1 xi = 1. By checking the Karush-Kuhn-Tucker (KKT) conditions from the theory of
differentiable convex optimization, one finds that C(x⃗) is maximized by x⃗∗ = (x∗i ) where
x∗i = max{0, z∗ − ci} with z∗ uniquely determined by the constraint
∑n
i=1 x
∗
i = 1. This
solution has the interpretation of waterfilling: one imagines the ground composed of n
patches, with the ground at height ci over patch i. One floods the ground to a depth z,
using the total amount of water
∑n
i=1max{0, z − ci}, and continues pouring water until
a total amount 1 of water is used. Then the amount of water added to patch i is the
optimal value x∗i .
i
ci
xi
z∗
1
Fig. 3.5 Depiction of the waterfilling solution. The amount of water at site i is given by
x∗i = max{0, z∗ − ci} where the depth z∗ is determined by the constraint
∑n
i=1 x
∗
i = 1.
Based on [BV04, Figure 5.7].
In fact, one finds the same solution if the objective function is changed to C˜(x⃗) =∑n
i=1−(ci+xi) log(ci+xi) subject to the constraint
∑n
i=1 xi = ε, namely x
∗
i = max{0, z∗−
ci} with z∗ determined by
∑n
i=1 x
∗
i = ε.
Now, let us return to optimizing the Shannon entropy over the ε-ball, and set the
unique optimizer as q ∈ Bε(p). If we fix I− ⊆ {1, . . . , n} as the set of indices such that
pi ≥ qi, we have
∑
i∈I−(pi − qi) = ε, and determining xi := pi − qi with i ∈ I− is exactly
the problem of optimizing C˜ with the constraints xi ≥ 0,
∑
i∈I− xi = ε, yielding a constant
“water depth” z−. By following the analogous argument with the set I+ = {i : pi < qi},
yielding water depth z+, one may see that pi ∈ {qi, z−, z+}, depending on whether pi > qi,
pi = qi, or pi < qi. The difficulty, then, is in determining the index sets I±. This is
exactly the task of determining the subspaces π± discussed in the previous section.
3.4.3 From majorization-infimum
A third way to establish to find r∗ε is via the majorization-infimum. This method
has the advantage of providing an algorithm to exactly calculate r∗ε , although it’s not
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immediate to derive the form (3.13) from it3. Beyond providing a means to construct
r∗ε , by investigating the connection to the majorization-infimum, we find more insight
into an apparent discrepancy between the majorization-minimizer and the majorization-
maximizer: namely, that the majorization-maximizer of Bε(p) lies on a vertex of the
polytope, while the majorization-minimizer in general does not (see Section 3.2). As we
will see in Proposition 3.4.5, the majorization-minimizer does lie on a vertex of one of a
particular family of polytopes which make up Bε(p).
Majorization, as defined in (2.3), is a pre-order, meaning it is reflexive (p ≺ p) and
transitive (p ≺ q ≺ r =⇒ p ≺ r), and on the set of sorted probability vectors,
P↓ =
{
p ∈ Rd : p1 ≥ · · · ≥ pd ≥ 0,
d∑
i=1
pi = 1
}
,
majorization is a partial order, meaning it is also antisymmetric (p ≺ q and q ≺ p
implies p = q). It also satisfies the so-called lattice property [CV02], meaning for any
pair p, q ∈ P↓, there is a unique greatest lower bound inf≺(p, q) ∈ P↓, which satisfies
• inf≺(p, q) ≺ p and inf≺(p, q) ≺ q
• if r ∈ P↓ is any other lower bound, meaning r ≺ p and r ≺ q, then r ≺ inf≺(p, q).
Likewise, there is a unique least upper bound sup≺(p, q) ∈ P↓ such that p ≺ sup≺(p, q),
q ≺ sup≺(p, q), and sup≺(p, q) ≺ r for any r ∈ P↓ satisfying the relations p ≺ r and
q ≺ r. [CV02] provides an explicit algorithms to construct inf≺(p, q) and sup≺(p, q).
In fact, majorization satisfies the stronger complete lattice property, meaning the
infimum and supremum of an arbitrary subset S of P↓ exist and are unique, and can
be obtained by an explicit algorithm [YG19] (see also [BBHF+19]). For a possibly
non-sorted set S ⊆ P, the supremum and infimum exist but are non-unique, since any
permutation of a supremum (resp. infimum) is another supremum (resp. infimum). In
this case, we will let inf≺ S be the collection of majorization infima of S, and likewise
sup≺ S be the collection of majorization suprema of S.
As shown by [YG19] and [BBHF+19], in the case of a general set S ⊆ P, one can
construct a majorization-infimum (which lies in P but possibly not S) as follows. Let
sk := yk − yk−1 (3.20)
3In the case that ε is small (i.e. ε < δ(r), in the notation of Section 4.3.1), it is straightforward,
however.
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where y0 := 0 and yk := infq∈S
∑k
i=1 q
↓
i . Then s ∈ inf≺ S. Note that s ∈ P↓ by
construction.
Since Theorem 3.2.1 shows that r∗ε ∈ inf≺Bε(r), equation (3.20) provides another
means to construct it. However, Theorem 3.2.1 shows something stronger: not only is
r∗ε ∈ inf≺Bε(r), but r∗ε ∈ Bε(r) too (it is a minimum, not just an infimum).
Note that for a convex set S ⊆ P, if it has a majorization-minimum, then that
minimum is unique. To see this, simply note that there exist functions P → R which are
both strictly concave and Schur concave, such as the Shannon entropy S. If r1, r2 ∈ S
were distinct majorization-minima, then S would attain its maximum over S at each of
them, by Schur concavity. However, if S is convex, then r := 1
2
r1 +
1
2
r2 ∈ S too, and by
strict convexity, then S(r) > 1
2
S(r1) +
1
2
S(r2), a contradiction.
The following proposition shows that (3.20) can be used to establish a necessary and
sufficient condition for the majorization-infimum to be a minimum.
Proposition 3.4.2. Let S ⊆ P be an arbitrary set of probability vectors. S admits a
majorization minimum if and only if for some q∗ ∈ S the infimum
inf
q∈S
k∑
i=1
q↓i (3.21)
is achieved at q∗ for all k = 1, 2, . . . , d. In the latter case, q∗ is a majorization-minimum
of S.
Proof. In the following, we use the notation of (3.20) and that s ∈ P↓, defined in that
equation, is a majorization-infimum of S. If the infimum in (3.21) is achieved at q∗ for
each k = 1, . . . , d, then
sk = yk − yk−1 =
k∑
i=1
(q∗i )
↓ −
k−1∑
i=1
(q∗i )
↓ = (q∗k)
↓
and hence s = (q∗)↓. As a permutation of s, therefore, q∗ ∈ inf≺ S. Since q∗ ∈ S, q∗ is a
majorization minimum of S.
On the other hand, assume that S admits a majorization minimum q∗ ∈ S. Since
q∗ ∈ inf≺ S, q∗ ≺ q for all q ∈ S. By definition, this means that
k∑
i=1
(q∗i )
↓ ≤
k∑
i=1
q↓i ∀q ∈ S
and hence infimum in (3.21) is achieved on q∗ for each k = 1, . . . , d.
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Remark. Proposition 3.4.2 is not immediately helpful for establishing computationally
that a given set S admits no majorization-minima, because the optimization in (3.21)
could have multiple solutions. Hence, solving the optimization problem in (3.21) for
two different choices of k and obtaining two different optima is not sufficient to prove
that S does not admit a majorization-minimum. Instead, in Section 3.7, to establish
that balls in p-norm with 1 < p < ∞ do not admit a majorization-minimizer, the
majorization-infimum is constructed via (3.20) and shown to lie outside of the ball itself.
Before moving to the following section, in which we prove the construction of r∗ε
given in Section 3.3 truly yields the majorization minimum, let us take brief detour to
investigate the majorization-infimum further.
First, a word on the computational aspect of calculating the yk in (3.20). Since the
objective
∑k
i=1 q
↓
i in the optimization in yk is semidefinite representable, when membership
in S can be described by linear or semidefinite constraints, the optimization in yk can be
represented as a semidefinite program. In fact, when S ⊆ P can be described by a set of
linear constraints in the sense that
S = {q : Aq ≥ α,Bq = β}
for some matrices A and B and vectors α and β, [YG19] shows that the majorization-
infimum can be computed by a linear program. One way to see4 the construction of r∗ε
in Section 3.3 then is as providing a closed-form solution for the majorization-infimum in
the special case in which S = Bε(r).
The majorization-minimizer of polytopes As discussed in [BBHF+19, Lemma
1], for a polytope Q ⊆ P↓, the optimization in the definition of yk (see (3.20)) may be
restricted to the vertices of the polytope; this follows from the fact that when Q ⊆ P↓,
yk constitutes a linear program. Since Bε(r) is a polytope (recalling the discussion in
Section 3.2), the case of polytopes is quite relevant to us.
There are two apparent difficulties, however, to applying this result to the majorization-
minimizer of polytopes. First, Proposition 3.4.2 shows that the existence of a majorization-
minimizer is equivalent to the optimization in the definition of yk being achieved on
the same element for each k, and as noted in the following remark, the optimization in
the yk may obtain multiple solutions. In that case, while one of the solutions may be a
vertex of the polytope, the common solution, a priori, could lie in the interior. This is
4This point of view was shared with me by Xiao-Dong Yu in private communication.
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ruled out (in the more general case of the union of polytopes) by the following result,
Proposition 3.4.4.
Lemma 3.4.3. Let V ⊆ P↓ be a finite set of sorted probability vectors. Let conv V :=
{∑i λivi : λi ≥ 0,∑i λi = 1, vi ∈ V } be its convex hull. Then
p ≺ V ⇐⇒ p ≺ conv(V ) (3.22)
where we use the notation p ≺ S for a set S ⊆ P to mean p ≺ s for each s ∈ S. Moreover
if p ≺ V and p ∈ conv V then p ∈ V .
Proof. The implication “⇐” of (3.22) is trivial since V ⊆ conv V . On the other hand,
assume p ≺ V and q ∈ conv V is given by q =∑j λjv(j) for a probability distribution
{λi}i and v(j) ∈ V . Since for each k and j,
k∑
i=1
pi ≤
k∑
i=1
v
(j)
i
we have
k∑
i=1
pi ≤
∑
j
λj
k∑
i=1
v
(j)
i =
k∑
i=1
qi.
As each vector lies in P↓, we conclude that p ≺ q.
Next, assume p ≺ V and p ∈ conv V is given by p = ∑j λjv(j) for a probability
distribution {λi}i and v(j) ∈ V . Then let S(j)k =
∑k
i=1 v
(j)
i . Set J := {j : λj > 0}. We
have that for each k = 1, . . . , d,
k∑
i=1
qi =
k∑
i=1
∑
j∈J
λjv
(j)
i =
∑
j∈J
λjS
(j)
k ≤
k∑
i=1
v
(j)
k = S
(j)
k for all j ∈ J.
Hence,
∑
j∈J λjS
(j)
k ≤ minj∈J S(j)k . For the average to be smaller than the minimum, the
distribution must be constant; in other words, we must have S(j)k ≡ ck := minj∈J S(j)k for
each j ∈ J . Thus, for j ∈ J ,
k∑
i=1
v
(j)
i = ck =⇒ v(j)k = ck − ck−1 ∀k
where we set c0 = 0. That is, there can only be one vector v(j) such that j ∈ J , since
j ∈ J completely fixes the elements of v(j). Hence, q = v(j) for some j, and therefore
q ∈ V as desired.
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Fig. 3.6 The example of Figure 3.3, again: In dimension d = 3, the simplex, ∆, of
probability vectors is the shaded triangle, along with the ball Bε(p) which is the hexagon
shown in blue, centered at p = (0.21, 0.24, 0.55) (depicted by a black dot) with ϵ = 0.1.
The majorization-minimizer p∗ε is drawn in white.
This lemma can be used to show that majorization-minimizers lie on vertices, as
follows.
Proposition 3.4.4. Let Q ⊆ P↓ be a union of polytopes, Q = ⋃iQi. Let V (Qi) be the
vertices of Qi, and V (Q) =
⋃
i V (Qi). Then q
∗ ∈ P↓ is a majorization-minimizer of
V (Q) if and only if q∗ is a majorization-minimizer of Q.
Proof. If V (Q) admits a majorization-minimizer q∗, then q∗ ≺ V (Q). In particular, for
each i, q∗ ≺ V (Qi) and hence q∗ ≺ Qi by the lemma. Thus, q∗ ≺ Q; since q∗ ∈ V (Q) ⊆ Q,
q∗ is a majorization-minimizer of Q.
On the other hand, if Q admits a majorization-minimizer q∗, then q∗ ∈ Qi for some i.
Hence q∗ ≺ V (Qi) and q∗ ∈ conv V (Qi), so by the lemma, q∗ ∈ V (Qi) ⊆ V (Q). Since
q∗ ≺ V (Q), q∗ is a majorization minimizer of V (Q).
The second difficulty that is that for a polytope Q ⊆ P which may not be sorted, the
majorization-minimum may not lie on a vertex of Q. For example, see Figure 3.6 for an
example in which the majorization-minimizer p∗ε does not lie on a vertex of Bε(p).
However, if S ⊆ P is a polytope, then S↓ can be seen as a union of polytopes, as
follows. For a permutation π ∈ Sd, let
Eπ :=
{
q ∈ P : qπ(1) ≥ qπ(2) ≥ · · · ≥ qπ(d)
}
(3.23)
be the part of the simplex P whose elements are sorted according to π. Note P↓ = E(1,2,3).
As Eπ can be written as P intersected with d−1 halfspaces, with each halfspace enforcing
an inequality qπ(i) ≥ qπ(i+1) for i = 1, . . . , d− 1, we have that Eπ is a polytope. The sets
Eπ are shown for d = 3 in Figure 3.7.
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(a) Each set Eπ is highlighted in a different
color.
x
y
z
(b) Only P↓ = E(1,2,3) is highlighted in
brown.
Fig. 3.7 The simplex probability P ⊆ R3 with d = 3, decomposed into the six components
P = ⋃π∈S3 Eπ.
We have that
⋃
π∈Sd Eπ = P. Moreover, for any polytope S and π ∈ Sd, the
intersection Sπ := S ∩ Eπ is a polytope. We can see Bε(q) decomposed in this way in
Figure 3.8, using the same example as from Section 3.2.
x
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z
(a) The ball Bε(p)
x
y
z
(b) Bε(p) = B1 ∪B2.
Fig. 3.8 Continuing the example of Figure 3.6, we depict Bε(p) decomposed according
to the {Eπ}π∈Sd . In this example, only two of the components are non-zero, B1 :=
E(3,1,2) ∩Bε(p) and B2 := E(3,2,1) ∩Bε(p).
In fact, S↓π is a polytope too, as it is just a rotation of Sπ (in contrast to S↓, in
general). In particular, if Sπ = conv{q1, . . . , qn}, then S↓π = conv{q↓1, . . . , q↓n}. So we can
obtain S↓ = ⋃π∈Sd S↓π in this way. This is illustrated in Figure 3.9.
Lastly, let us return to the discussion of the majorization minimizer.
Proposition 3.4.5. If Q ⊆ P is a polytope (such as a total-variation ball) and admits
a majorization-minimizer, then it lies on one of the vertices of the polytope Q ∩ Eπ for
some π ∈ Sd, where Eπ is defined in (3.23).
Proof. As discussed in the text above, Q↓ =
⋃
π(Q∩Eπ)↓. Since Q admits a majorization-
minimizer, Q↓ does too. Hence Proposition 3.4.4 shows that there is a majorization-
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Fig. 3.9 Using the notation of Figure 3.8, we find the sorted set (Bε(p))↓ = B↓1 ∪B↓2 by
sorting each components B1 and B2.
minimizer of Q↓ such that (q∗)↓ ∈ V ((Q∩Eπ)↓) for some π. Then there is a permutation
q∗ of (q∗)↓ that lies in Q ∩ Eπ, and q∗ is a majorization-minimizer of Q.
We can see Proposition 3.4.5 illustrated in our running example in Figure 3.10.
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(a) Figure 3.9 with (p∗ε)↓ marked in white.
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z
(b) Figure 3.8b with (p∗ε)↓ marked in white.
Fig. 3.10 Continuing the example of Figure 3.6, we see that in agreement with Propo-
sition 3.4.4, (Bε(p))↓ admits its majorization-minimizer on a vertex. Returning to the
original, unsorted, form in Figure 3.10b, we see that indeed, p∗ε lies on a vertex of
Bε(p) ∩ Eπ for some π (in this case, either π = (3, 1, 2) or π = (3, 2, 1)).
Remark. In the case of the particular polytope given by the total-variation ball Bε(r), one
in fact does not need to consider a union of polytopes, since (3.4) shows that if r ∈ Eπ
for some π, then for any q ∈ Bε(r), for some permutation π′ ∈ Sd, we have π′(q) ∈ Eπ.
In particular, we can take r∗ε ∈ Bε(r)∩Eπ. Then (Bε(r)∩Eπ)↓ itself is a sorted polytope,
for which Proposition 3.4.4 yields that the majorization-minimizer lies on a vertex.
3.5 Minimality of r∗ε in the majorization order (3.7)
Given r ∈ P↓d . Let w ∈ Bε(r). We aim to show r∗ε ≺ w; equivalently, r∗ε ≺ w↓. Since
∥r↓−w↓∥1 ≤ ∥r−w∥1, using (3.4) (by promoting vectors to diagonal matrices), we have
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w↓ ∈ Bε(r) as well. Hence, without loss of generality, we may consider w = w↓, with
entries
w1 ≥ · · · ≥ wd.
Let r1 ≥ · · · ≥ rd be the entries of r, and r∗1 ≥ · · · ≥ r∗d be the entries of r∗ϵ . In the
following, we show r∗ϵ ≺ w.
1. First, we establish that r∗1 ≤ w1.
To prove this, let us assume the contrary: r∗1 > w1. Then, since r∗1 = r∗2 = · · · =
r∗m+ = γ+,
m+γ+ =
m+∑
i=1
r∗i > m+w1 ≥
m+∑
i=1
wi.
We conclude this step with the following lemma.
Lemma 3.5.1. If m+γ+ >
∑m+
i=1wi, then w ̸∈ Bε(r).
Proof. Multiplying each side by −1 and adding ∑m+i=1 ri, we have
m+∑
i=1
(ri− r∗i ) <
m+∑
i=1
(ri−wi) ≤
m+∑
i=1
(ri−wi)+ ≤
d∑
i=1
(ri−wi)+ = 1
2
∥r−w∥1. (3.24)
Using γ+ = 1m+ (
∑m+
i=1 ri − ϵ), the far left-hand side is
m+∑
i=1
ri −m+γ+ =
m+∑
i=1
ri −
(
m+∑
i=1
ri − ϵ
)
= ϵ.
Then (3.24) becomes
ϵ <
1
2
∥r − w∥1,
contradicting that w ∈ Bε(r).
2. Next, for k ∈ {1, . . . ,m+}, we have
∑k
i=1 r
∗
i ≤
∑k
i=1wi.
We prove this recursively: assume the property holds for some k ∈ {1, . . . ,m+− 1}
but not for k + 1. Note we have proven the base case of k = 1 in the previous step.
Then
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k∑
i=1
r∗i ≤
k∑
i=1
wi, and
k+1∑
i=1
r∗i >
k+1∑
i=1
wi. (3.25)
Subtracting the first inequality in (3.25) from the second, we have
r∗k+1 > wk+1
yielding γ+ > wk+1 ≥ wk ≥ · · · ≥ wm+ . Summing the inequalities r∗k+ℓ = γ+ > wk+ℓ
for ℓ = 2, 3, . . . ,m+ − k, we have
m+∑
j=k+2
r∗j >
m+∑
j=k+2
wj.
Adding this to the second inequality of (3.25), we have
m+∑
i=1
r∗i >
m+∑
i=1
wi.
We thus conclude by Lemma 3.5.1.
3. Next, let k ∈ {m+ + 1, . . . , d−m−}. Assume
∑k
i=1 r
∗
i >
∑k
i=1wi. Then
k∑
i=1
ri − r∗i <
k∑
i=1
ri − wi
However, the left-hand side is
k∑
i=1
ri − r∗i =
m+∑
i=1
ri −m+γ+ = ϵ.
Hence,
ϵ <
k∑
i=1
ri − wi ≤
d∑
i=1
(ri − wi)+ = 1
2
∥w − r∥1
which is a contradiction.
4. Finally, we finish with a recursive proof similar to step 2. Assume the property
holds for k ∈ {d −m−, . . . , d − 1}, but not for k + 1. For this case too we have
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proven the base case k = d−m− in the previous step. We therefore assume
k∑
i=1
r∗i ≤
k∑
i=1
wi, and
k+1∑
i=1
r∗i >
k+1∑
i=1
wi. (3.26)
Subtracting the two equations, we have
r∗k+1 > wk+1.
Since γ− = r∗k+1 we have γ− > wk+1 ≥ wk+1 ≥ · · · ≥ wd. Summing r∗k+ℓ = γ− >
wk+ℓ for ℓ = 2, 3, · · · , d, we have
d∑
i=k+2
r∗i >
d∑
i=k+2
wi.
Adding to the second inequality of (3.26), we find
1 =
d∑
i=1
r∗i >
d∑
i=1
wi
which contradicts the assumption that r ∈ ∆.
3.5.1 Uniqueness of construction for r∗ε
The uniqueness claims in the construction of r∗ε in Section 3.3 follow from the following
lemma. These properties prove useful in establishing the so-called semi-group property
in Proposition 4.2.4, and are not present in [HOS18; HY10].
Lemma 3.5.2. Let r ∈ Pd have sorted entries r↓ = (r↓1, . . . , r↓d). Let 0 < ε < TV(r, u),
where u = (1/d, . . . , 1/d), i.e. u ̸∈ Bε(r). There is a unique pair (γ−,m−) ∈ [0, 1] ×
{1, . . . , d− 1} such that
d∑
i=d−m−+1
|γ− − r↓i | = ε and r↓d−m−+1 < γ− ≤ r↓d−m− , (3.27)
and similarly, a unique pair (γ+,m+) ∈ [0, 1]× {1, . . . , d− 1} with
m+∑
j=1
|γ+ − r↓i | = ε and r↓m++1 ≤ γ+ < r↓m+ . (3.28)
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We define the index sets
IH = {1, . . . ,m+}, IM = {m+ + 1, . . . , d−m−}, IL = {d−m− + 1, . . . , d} (3.29)
corresponding to the “highest” m+ entries, “middle” d−m− −m+ entries, and “lowest”
m− entries of r, respectively.
We have the following properties. The numbers γ− and γ+ are such that γ− < 1d < γ+,
and we have the following characterizations of the pairs (γ−,m−) and (γ+,m+): For any
m ∈ N, defining the functions
γ
(m)
− :=
1
m
(
d∑
j=d−m+1
r↓j + ε
)
, γ
(m)
+ :=
1
m
(
m∑
j=1
r↓j − ε
)
, (3.30)
we have γ− = γ
(m−)
− and γ+ = γ
(m+)
+ , where m− and m+ are, respectively, the unique
solutions of the following:
r↓d−m′−+1 < γ− ≤ r
↓
d−m′− : m
′
− ∈ {1, . . . , d− 1}, (3.31)
r↓m′++1 ≤ γ+ < r
↓
m′+
: m′+ ∈ {1, . . . , d− 1},
and satisfy
m− = min{m′ ∈ {1, . . . , d− ℓ} : γ(m
′)
− ≤ r↓d−m′−}, (3.32)
m+ = min{m′ ∈ {1, . . . , ℓ} : γ(m
′)
+ ≥ r↓m′+1},
where ℓ is defined by
r↓ℓ+1 <
1
d
≤ r↓ℓ . (3.33)
Proof of Lemma 3.5.2 Here we prove the results pertaining to the pair (γ+,m+).
The results for the pair (γ−,m−) can be obtained analogously. Note that if any pair
(γ+,m+) ∈ [0, 1]× {1, . . . , d− 1} satisfies (3.27) then we have
ε =
m+∑
i=1
|γ+ − r↓i | =
m+∑
i=1
(r↓i − γ+) =
m+∑
i=1
r↓i −m+γ+,
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implying γ+ = 1m+
(∑m+
i=1 r
↓
i − ε
)
= γ
(m+)
+ . Conversely, if for some m′+ ∈ {1, . . . , d− 1},
the corresponding value γ(m
′
+)
+ satisfies r
↓
m′++1
≤ γ(m′+)+ < r↓m′+ , then
ε =
m′+∑
i=1
r↓i −m′+γ
(m′+)
+ =
m′+∑
i=1
(r↓i − γ
(m′+)
+ ) =
m′+∑
i=1
|γ(m′+)+ − r↓i |
and in particular
m′+∑
i=1
|γ(m′+)+ − r↓i | = ε.
Hence, the existence and uniqueness of (γ+,m+) satisfying (3.27) is equivalent to the
existence and uniqueness of m+ ∈ {1, . . . , d − 1} such that γ(m+)+ satisfies r↓m++1 ≤
γ
(m+)
+ < r
↓
m+
.
Next, we show that
m+ = min{m′+ ∈ {1, . . . , ℓ} : γ(m
′
+)
+ ≥ r↓m′++1}
by checking that the minimum exists and uniquely solves r↓m++1 ≤ γ(m+)+ < r↓m+ . The
proof is then completed by showing that we must have γ(m+)+ > 1d . The steps of the
construction are elucidated below.
Step 1. {m′+ ∈ {1, . . . , ℓ} : γ(m
′
+)
+ ≥ r↓m′++1} ≠ ∅.
Let us assume the contrary. Then, in particular, that γ(ℓ)+ < r
↓
ℓ+1. By substituting
γ
(ℓ)
+ =
1
ℓ
∑ℓ
i=1 r
↓
i − 1ℓε in this inequality, we have
ℓ∑
i=1
r↓i < ℓr
↓
ℓ+1 + ε (3.34)
Using
∑d
i=1(ri − ui) = 0, we have 12∥r − u∥1 =
∑d
i=1 neg(ui − ri), where neg(x) :=
min(0, x). Using the definition of ℓ, eq. (3.33), this can be written as
1
2
∥r − u∥1 =
ℓ∑
i=1
(r↓i −
1
d
) =
ℓ∑
i=1
r↓i −
ℓ
d
. (3.35)
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Employing (3.34), and using the definition of ℓ, we find that
1
2
∥r − u∥1 < ℓr↓ℓ+1 + ε−
ℓ
d
= ε+ ℓ(r↓ℓ+1 −
1
d
) < ε. (3.36)
That is, u ∈ Bε(r), which contradicts our assumption.
Step 2. The value x := min{m′+ ∈ {1, . . . , ℓ} : γ(m
′
+)
+ ≥ r↓m′++1} solves r
↓
x+1 ≤ γ(x)+ < r↓x.
If x = 1, then using eq. (3.30) we see that r↓1 > r
↓
1 − ε = γ(1)+ , and hence r↓x+1 ≤
γ
(x)
+ < r
↓
x. Otherwise, by minimality of x, we have γ
(x−1)
+ < r
↓
x. We first establish
that for m′+ ∈ {2, 3, . . . , d},
γ
(m′+−1)
+ < r
↓
n ⇐⇒ γ(m
′
+)
+ < r
↓
n (3.37)
and the result follows by taking m′+ = x. To prove (3.37), we write
γ
(m′+−1)
+ < r
↓
n ⇐⇒
1
m′+ − 1
[m′+−1∑
j=1
r↓j − ε
]
< r↓n
⇐⇒
m′+−1∑
j=1
r↓j − ε < (m′+ − 1)r↓n = m′+r↓n − r↓n
⇐⇒
m′+∑
j=1
r↓j − ε < m′+r↓n
⇐⇒ 1
m′+
[ m′+∑
j=1
r↓j − ε
]
< r↓n
⇐⇒ γ(m′+)+ < r↓n.
Step 3. Uniqueness of m+ satisfying r↓m++1 ≤ γ(m+)+ < r↓m+ .
By substituting the inequality r↓m′+−1 ≥ r
↓
n into (3.37), we find form′+ ∈ {2, 3, . . . , d},
r↓n > γ
(m′+)
+ =⇒ r↓m′+−1 > γ
(m′+−1)
+ . (3.38)
Now, assume that there exists a y satisfying y > x > 0 for which r↓y > γ
(y)
+ ≥ r↓y+1.
By applying the implication (3.38) a total of (y − x− 1) times, we see that
r↓y > γ
(y)
+ =⇒ r↓y−1 > γ(y−1)+ =⇒ · · · =⇒ r↓x+1 > γ(x+1)+
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which by (3.37) is equivalent to γ(x)+ < r
↓
x+1. This contradicts the assumption that
γ
(x)
+ ≥ r↓x+1. Hence, such a y cannot exist.
Step 4. γ(m+)+ > 1d .
We prove this by showing that if γ(m+)+ ≤ 1d then we obtain a contradiction to the
assumption 1
2
∥r − u∥1 > ε of Lemma 3.5.2.
Assume γ(m+)+ ≤ 1d . Then,
γ
(m+)
+ =
1
m+
m+∑
j=1
r↓j −
ε
m+
≤ 1
d
⇐⇒
m+∑
j=1
(
r↓j −
1
d
)
≤ ε.
Now, since m+ ≤ ℓ by (3.32), r↓j − 1d ≥ 0 for each j ∈ {1, . . . ,m+}.
If m+ = ℓ, then
ℓ∑
j=1
(
r↓j −
1
d
)
≤ ε. (3.39)
On the other hand, if m+ < ℓ, then m+ + 1 ≤ ℓ. Then, using the assumption
γ
(m+)
+ ≤ 1d ,
1
d
≥ γ(m+) ≥ r↓m++1 ≥ · · · ≥ r↓ℓ ≥
1
d
,
so r↓m++1 = r
↓
m++2
= · · · = r↓ℓ = 1d . Then, (3.39) holds in this case as well. Then by
(3.35),
1
2
∥r − u∥1 =
ℓ∑
j=1
(
r↓j −
1
d
)
≤ ε,
which contradicts the assumption that u ̸∈ Bε(r).
3.6 Constructing the maximal state in the majoriza-
tion order (3.7)
As mentioned earlier, the minimum principle tells us that the entropy is minimized on
a vertex of Bε(p). In the example of Figure 3.2 in d = 3, with p = (0.21, 0.24, 0.55)
and ϵ = 0.1, we considered the set Mw of points of P majorized by w ∈ Bε(p). In the
same example in Figure 3.3, the minimum of the entropy over Bε(p) was found to be
p∗,ε = (0.21− ϵ, 0.24, 0.55 + ϵ). In Figure 3.11, we see that in fact Bε(p) ⊆Mp∗,ε . That
is, w ≺ p∗,ε for any w ∈ Bε(p). In this section, we provide a general construction of p∗,ε,
and show that this property holds. As in the example, the construction will proceed
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by forming p∗,ε by decreasing the smallest entries of p and increasing the largest entry.
Intuitively, one “spreads out” the entries of p to form p∗,ε so that Mp∗,ε covers the most
area, in order to cover Bε(p).
x
y
z
x
y
z
Fig. 3.11 Left: The set Mw for the point w ∈ Bε(p) shown in white. Right: The set Mp∗,ε
for p∗,ε the minimizer of H over Bε(p).
Let ε > 0. We construct a probability vector p∗,ε which we show has Mp∗,ε ⊇ Bε(p)
by using the definition of majorization given in (2.3).
Definition 3.6.1 (p∗,ε). If p↓d > ϵ, let p
↓
∗,ε := (p
↓
1 + ϵ, p
↓
2, . . . , p
↓
d − ϵ). Otherwise, let
ℓ ∈ {1, . . . , d − 1} be the largest index such that the sum of the ℓ smallest entries
Qℓ :=
∑d
j=d−ℓ+1 p
↓
j has Qℓ ≤ ε. If ℓ = d− 1, set p↓∗,ε := (1, 0, . . . , 0). Otherwise, choose
p↓∗,ε := (p
↓
j∗)
d
j=1 for
p↓j∗ :=

p↓1 + ϵ j = 1
p↓j 2 ≤ j ≤ d− ℓ− 1
p↓d−ℓ+1 − (ϵ−Qℓ) j = d− ℓ
0 j ≥ d− ℓ+ 1.
(3.40)
Note that the condition p↓d > ϵ is equivalent to every vector w ∈ Bε(p) having strictly
positive entries. This is the case of Figure 3.3, and p↓∗,ε reduces to (p
↓
1 + ϵ, p
↓
2, . . . , p
↓
d − ϵ).
Then we set p∗,ε := π(p↓∗,ε) for the permutation π ∈ Sd such that p = π(p↓). Using
Definition 3.6.1, we verify that p∗,ε ∈ Bε(p), as follows. First, if p↓d > ϵ, then
1
2
∥p∗,ε − p∥ = 1
2
∥p↓∗,ε − p↓∥ =
1
2
(|p↓1 + ϵ− p↓1|+ |p↓d − ϵ− p↓d|) = ϵ.
If ℓ = d− 1, then p↓∗,ε = (1, 0, . . . , 0) and
1
2
∥p∗,ε − p∥ = 1
2
∥p↓∗,ε − p↓∥ =
d∑
j=1
(p↓j − p↓j∗)+ =
d∑
j=2
p↓j = Qℓ ≤ ε
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yielding p∗,ε ∈ Bε(p). Otherwise,
(
p↓j∗
)d
j=1
is defined via (3.40). For j ̸= d−ℓ, that p↓j∗ ≥ 0
is immediate, and by maximality of ℓ, we have p↓(d−ℓ)∗ = Qℓ+1 − ε > 0. Additionally,∑d
j=1 p
↓
j∗ =
∑d−ℓ−1
j=1 p
↓
j +Qℓ − ε+ ε =
∑d
j=1 p
↓
j = 1. Furthermore,
d∑
j=1
|p↓j∗ − p↓j | = |p↓1 + ε− p1|+
d−ℓ−1∑
j=2
|p↓j − p↓j |+ |p↓d−ℓ − (ε−Qℓ)− p↓d−ℓ|+
d∑
j=d−ℓ+1
|p↓j − 0|
= Qℓ + (ε−Qℓ) + ε = 2ε,
so p∗,ε ∈ Bε(p).
The following lemma shows that p∗,ε is indeed the maximal distribution in the
majorization order (3.8).
Lemma 3.6.2. We have that p∗,ε ≻ w for any w ∈ Bε(p).
Proof. As in Section 3.5, without loss of generality we may take p = p↓ and w = w↓.
If p∗,ε = (1, 0, . . . , 0), then the result is immediate. If p∗,ε = (p1 + ϵ, . . . , pd − ϵ), then
consider ℓ = 0 and Q0 = 0 in the following. Now, p∗,ε = (pj∗) for pj∗ defined via (3.40).
Our task is to show that for any w = (wj)
d
j=1 ∈ ∆,
k∑
j=1
wj ≤
k∑
j=1
pj∗ (3.41)
holds for each k ∈ {1, . . . , d − 1}. Equality in (3.41) obviously holds for k = d since
w, p∗,ε ∈ ∆.
Since
∑d
j=1(wj − pj)+ =
∑d
j=1(wj − pj)− ≤ ε, in particular
∑k
j=1(wj − pj) ≤ ε and
therefore
k∑
j=1
wj ≤ ε+
k∑
j=1
pj.
For k ≤ d− ℓ− 1, we have ∑kj=1 pj∗ = ε+∑kj=1 pj, yielding (3.41) in this case. On the
other hand, for k ≥ d − ℓ we have ∑kj=1 pj∗ = ∑dj=1 pj∗ = 1. Since ∑kj=1wj ≤ 1, this
completes the proof.
Given ϵ > 0 and a quantum state ρ ∈ D, with eigen-decomposition ρ =∑di=1 pi |i⟩⟨i|
in the sorted eigenbasis for which ρ = Eig↓(ρ), we define
ρ∗,ε =
d∑
i=1
pi∗ |i⟩⟨i| (3.42)
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where p∗,ε is defined via Definition 3.6.1 where p = λ⃗↓(ρ). Lemma 3.6.2 therefore proves
ρ∗,ε ≻ ω for any ω ∈ Bε(ρ), proving the second majorization relation of Theorem 3.2.1.
The state ρ∗,ε is unique up to unitary equivalence as follows. If another state ρ˜ ∈ Bε(ρ)
had ρ˜ ≻ ω for all ω ∈ Bε(ρ), then in particular, ρ˜ ≻ ρ∗,ε ≻ ρ˜, which implies that ρ˜ and
ρ∗,ε are unitarily equivalent.
3.7 Other p-norms
We have established that balls in 1-norm admit a majorization-minimizer and majorization-
maximizer. Is that true for other norms?
In the case d = 2, all compact sets, and in particular ε-balls induced by norms, admit
a majorization-minimizer. To see this, note that for p, q ∈ P2, i.e. distributions of the
form (x, 1 − x) for x ∈ [0, 1], we have that p ≺ q if and only if max(p) ≤ max(q). On
any compact set C ⊆ P2, the continuous function p 7→ max(p) must attain a minimum
which is therefore a majorization-minimizer of C.
What about for d > 2? We show that in dimension d = 3, for p-norms, i.e.
∥r∥p :=
(
d∑
i=1
rpi
)1/p
with 1 < p < ∞, the answer is “no”. To establish this, we will simply compute the
majorization-infimum over a ball in p-norm via (3.20) and show that it lies outside the
ball itself.
We denote the p-norm ball as
Bpε (r) := {q ∈ P : ∥r − q∥p ≤ ε} .
Proposition 3.7.1. For any 1 < p < ∞ there exists (an uncountable collection of)
r ∈ P3 and ε > 0 such that Bpε (r) does not admit a majorization-minimizer.
Remark. In the case p =∞, the ball Bpε (r) does appear to admit a majorization-minimizer
for any d > 2, r ∈ Pd and ε > 0 (ongoing work).
Proof. We will work in arbitrary dimensions d > 2 for now, and only specialize to d = 3
near the end of the proof. For ε > 0 and r ∈ P, and recall a majorization-infimum s of
42 Relationship between majorization and the 1-norm ball
Bpε (r) (which is unique up to permutations) is given by sk = yk − yk−1 for
yk := minimize
k∑
i=1
q↓i
subject to q ∈ Bpε (r)
(3.43)
with k = 1, . . . , d and y0 := 0. Define
gap(r) := min{|ri − rj| : i ̸= j, i, j = 1, . . . , d}.
Note that gap(r) = 0 if ri = rj for some i ̸= j. We have that if r ∈ P↓ and ε < gap(r)2 ,
then Bpε (r) ⊆ P↓. To see this, note that if q ∈ Bpε (r), then
∥q − r∥∞ ≤ ∥q − r∥p ≤ ε < gap(r)
2
and hence each entry of q must not vary by more than gap(r)
2
, and thus the entries do not
cross and instead remain sorted.
We choose r ∈ P↓ and ε < gap(r)
2
. Then (3.43) becomes
yk = minimize
k∑
i=1
qi
subject to q ∈ Bpε (r)
or equivalently,
yk = minimize
k∑
i=1
(ri + δi)
subject to δ ∈ Rn
∥δ∥p ≤ ε
d∑
i=1
δi = 0.
Moreover, while majorization-infimum is non-unique, s defined via sk = yk − yk − 1
satisfies s ∈ P↓. Then for any permutation π ∈ Sd,
∥s− r∥p = ∥s↓ − r↓∥p ≤ ∥π(s)− r∥p
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by (3.4) since ∥ · ∥p is permutation invariant. Thus, if s ̸∈ Bpε (r), then no majorization-
infimum of Bpε (r) lies in the ball. It remains to check that ∥s− r∥p > ε.
Next, by substituting δ → εδ, we obtain for k = 1, . . . , d
yk =
k∑
i=1
ri + εγk,p,d
where
γk,p,d := minimize
k∑
i=1
δi
subject to δ ∈ Rd
∥δ∥p ≤ 1
d∑
i=1
δi = 0
(3.44)
for 1 ≤ k < d, and γd,p,d := 0. Note that the optimization problem only depends on p, k,
and d, not ε or r. Then the majorization-infimum over Bpε (r) is given by s ∈ P↓ with
sk := yk − yk−1 = rk + ε(γk,p,d − γk−1,p,d)
using the definitions y0 := 0 and γ0,p,d = 0. Then
1
εp
∥r − s∥pp = |γ1,p,d|p +
d−1∑
k=2
|γk,p,d − γk−1,p,d|p + |γd−1,p,d|p. (3.45)
The right-hand side only depends on p and d; if it can be shown to exceed 1, then it
demonstrates the existence of a large family of counterexamples (i.e. corresponding to
any r ∈ P↓d and ε < gap(r)2 ).
We will compute the dual problem to (3.44). The following is standard; see e.g. [BV04,
Chapter 5]. The Lagrangian is given by
L(δ, λ, ν) =
k∑
i=1
δi + λ(∥δ∥p − 1) + ν
d∑
i=1
δi.
for δ ∈ Rd, with dual variables λ ≥ 0 and ν ∈ R. Let
Γ := (ν + 1, . . . , ν + 1︸ ︷︷ ︸
k times
, ν, . . . , ν).
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Then we can write
L(δ, λ, ν) = −λ+ ⟨Γ, δ⟩+ λ∥δ∥p
where ⟨Γ, δ⟩ :=∑di=1 Γiδi. Then the dual problem is given by
maximize g(λ, ν)
subject to λ ≥ 0
ν ∈ R
for
g(λ, ν) := min
δ∈Rd
L(δ, λ, ν).
Since there exists a strictly feasible point to the primal problem (e.g. δ = 0Rd), strong
duality holds, and we have γk,p,d = maxλ≥0,ν∈R g(λ, ν).
We have that
g(λ, ν) = −λ+min
δ∈Rd
[⟨Γ, δ⟩+ λ∥δ∥p] .
If λ = 0, then g(0, ν) = −∞. Otherwise, we may change variables δ → λδ, yielding
g(λ, ν) = −λ+min
δ∈Rd
[
⟨Γ˜, δ⟩+ ∥δ∥p
]
.
for Γ˜ = 1
λ
Γ. Then
g(λ, ν) = −λ−max
δ∈Rd
[
⟨−Γ˜, δ⟩ − ∥δ∥p
]
= λ− f ∗(−Γ˜)
where f(x) = ∥x∥p and f ∗ is its conjugate function,
f ∗(y) := max
x∈Rd
⟨y, x⟩ − f(x).
Since f is a norm, its conjugate is the indicator function of the dual norm (see e.g. [BV04,
Example 3.26]),
f ∗(Γ˜) =
0 ∥Γ˜∥q ≤ 1∞ otherwise
where q > 1 is the Hölder conjugate given by
1
q
+
1
p
= 1.
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Thus,
g(λ, ν) =
−λ λ > 0 and ∥Γ˜∥q ≤ 1−∞ otherwise,
=
−λ λ > 0 and ∥Γ∥q ≤ λ−∞ otherwise.
Since ∥Γ∥q = (k · |ν + 1|q + (d− k) · |ν|q)1/q does not depend on λ, we have that the
maximal λ corresponds to λ = ∥Γ∥q, and
γk,p,d = max
λ≥0,ν∈R
g(λ, ν) = −min
ν∈R
(k · |ν + 1|q + (d− k) · |ν|q)1/q .
The function
h(ν) = k · |ν + 1|q + (d− k) · |ν|q
is differentiable on (−∞,−1)∪(−1, 0)∪(0,∞). Since h diverges as ν → ±∞, its minimal
value occurs either at h(0) = k, h(−1) = d−k, or at some ν ∈ (−∞,−1)∪(−1, 0)∪(0,∞)
with h′(ν) = 0. Since
h′(ν) =

−kq|ν + 1|q−1 − (d− k)q|ν|q−1 ν < −1
kq|ν + 1|q−1 − (d− k)q|ν|q−1 −1 < ν < 0
kq|ν + 1|q−1 + (d− k)q|ν|q−1 ν > 0
we have h′(ν) ̸= 0 for ν ̸∈ (−1, 0). Moreover, we find
h(ν∗) = 0 ⇐⇒ ν∗ = −β
β + 1
where β :=
(
k
d−k
) 1
q−1 > 0. Hence,
h(ν∗) = k
(
1
1 + β
)q
+ (d− k)
(
1
1 + β−1
)q
.
Next, we show h(ν∗) ≤ min(k, d− k) to establish that h(ν∗) is the minimum of h. Note
1
1+β
+ 1
1+β−1 = 1. Let t =
1
1+β
. We have the following sequence of equivalences
ktq + (d− k)(1− t)q ≤ d− k
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βq−1tq + (1− t)q ≤ 1
βq−1 + (t−1 − 1)q ≤ t−q
βq−1 + βq ≤ (1 + β)q
βq(β + 1) ≤ β(1 + β)q
q log β + log(β + 1) ≤ log β + q log(1 + β)
(q − 1) log β ≤ (q − 1) log(β + 1)
β ≤ β + 1
using q > 1, which shows that h(ν∗) ≤ d− k. Likewise we have the equivalences
ktq + (d− k)(1− t)q ≤ k
tq + β1−q(1− t)q ≤ 1
1 + β1−q(t−1 − 1)q ≤ t−q
1 + β ≤ (β + 1)q
where the last line holds since q > 1. Thus, we have
γk,p,d = −h(ν∗)1/q = −
(
k
(
1
1 + β
)q
+ (d− k)
(
1
1 + β−1
)q)1/q
(3.46)
for β =
(
k
d−k
) 1
q−1 =
(
k
d−k
)p−1, where q is the Hölder conjugate to p.
Together, the relation (3.45) and the formula (3.46) can be used to prove whether or
not the majorization-minimizer exists for a given pair (p, d) with 1 < p <∞ and d > 2.
Let us specialize to the case d = 3. For k = 1, we have β = 2−
1
(q−1) and for k = 2 we
have β = 2
1
q−1 . Thus,
γ1,p,3 = γ2,p,3 = −
[(
1 + 21/(q−1)
)−q
+ 2
(
1 + 21/(1−q)
)−q]1/q
Substituting for p and simplifying, we obtain
|γ1,p,3|p = 2
p
2 + 2p
.
Thus, the right-hand side of (3.45) becomes 2 2p
2+2p
. Since
2
2p
2 + 2p
> 1 ⇐⇒ 2p > 2 ⇐⇒ p > 1
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we have that indeed, the right-hand side of (3.45) exceeds 1 for p ∈ (1,∞). Note that
while limp→∞ 2 2
p
2+2p
= 2 > 1, the assumption q > 1 was used earlier in the proof, requiring
p <∞.
Remark. If we specialize to the case p = 2, which implies q = 2, then (3.46) gives
γk,2,d = −
√
k(d− k)
d
.
Hence,
|γ1,2,d|2 + |γd−1,2,d|2 = 2(d− 1)
d
> 1 ⇐⇒ d > 2.
Thus, the right-hand side of (3.45) is strictly larger than 1 for all d > 2, when p = 2.

Chapter 4
Majorization flow and continuity
bounds
In Section 4.1, we show how Theorem 3.2.1 immediately yields local continuity bounds for
any Schur concave function. Then in Section 4.2 we introduce the so-called majorization-
minimizer map and prove some of its fundamental properties. These are used to establish
a notion of “majorization flow” in Section 4.3, which in turn is used to obtain uniform
continuity bounds in Section 4.4. This chapter concerns generic techniques applicable to
large classes of functions. These techniques and others are used in Chapter 5 to provide
continuity bounds for specific functions and families of functions.
4.1 Local bounds
As discussed in Chapter 3, Theorem 3.2.1 immediately yields local continuity bounds, as
formalized in the following proposition.
Proposition 4.1.1 (Local continuity bounds). Let f be Schur concave on P. Let p ∈ P
and ε ∈ [0, 1]. Then for any q ∈ Bε(p),
|f(q)− f(p)| ≤ max{f(p∗ε)− f(p), f(p)− f(p∗,ε)}. (4.1)
This result can be restated in the language of quantum states as follows. Let f be Schur
concave on D(H). Let ρ ∈ D and ε ∈ [0, 1]. Then for any state ω ∈ Bε(ρ),
|f(ω)− f(ρ)| ≤ max{f(ρ∗ε)− f(ρ), f(ρ)− f(ρ∗,ε)}. (4.2)
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Remarks. 1. Note that this inequality indeed gives a local continuity bound: the
right-hand side of (4.1) only depends on p and ε. Moreover, the value of the
right-hand side may be computed via the definitions of p∗ε and p∗,ε.
2. This bound can be used in quite general circumstances because it only requires
“oracle-access” to f , in the sense that one does not need to know the inner workings
of f , but rather only needs three evaluations of it (at p, p∗,ε, and p∗ε), and the
promise that f is Schur concave. For example, if f describes the result of an
optimization problem, it may be relatively easy to evaluate it (one just needs to
solve the problem), but it may not be easy to compute e.g. the derivative of f along
the path of majorization flow, Γf , which is introduced in Section 4.3 and is used
subsequently to obtain uniform continuity bounds. Note also that p∗ε and p∗,ε can
be computed in time O(d log d), where the time is dominated by sorting the entries
of p. In the quantum case, one additionally needs to compute the eigenvalues of ρ.
4.2 The majorization-minimizer map
By regarding the transformation from r ∈ Pd to the minimal state in majorization order
in the ε-ball around r, namely r∗ε , as a map, we can obtain additional information about
the behavior of the majorization order on the set of probability vectors. Define the map
Mε : Pd → Pd
r 7→ r∗ε .
(4.3)
Note that Mε is a non-linear map on the set of states, and therefore does not represent
a physical time evolution. Nevertheless, it has useful mathematical properties.
Theorem 4.2.1 (Properties of Mε on Pd). The (non-linear) map Mε has following
properties, for any ε > 0. Let r ∈ Pd.
a. Maps probability vectors to probability vectors: Mε : Pd → Pd.
b. Semi-group property: if ε1, ε2 > 0, then Mε1+ε2(r) =Mε1 ◦Mε2(r).
c. Covariance with permutations: If P is a permutation matrix, then Mε(Pr) =
PMε(r). In addition, Mε(r↓) ∈ P↓d .
d. Minimal in majorization order: Mε(r) ∈ Bε(r) and for any ω ∈ Bε(r), we have
Mε(r) ≺ ω.
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e. Majorization-preserving: let q ∈ Pd be such that r ≺ q. Then Mε(r) ≺Mε(q).
f. u := (1/d, . . . , 1/d) is the unique fixed point of Mε, i.e. the unique solution to
r =Mε(r) for r ∈ Pd.
g. For any state r ∈ Bε(u), we have Mε(r) = u. If r ̸∈ Bε(u), then Mε(r) is on the
boundary of Bε(r).
h. For p = (1, 0, . . . , 0), the probability vector Mε(p) is given by
Mε(p) =
(1− ε, εd−1 , . . . εd−1) ε < 1− 1du ε ≥ 1− 1
d
.
(4.4)
i. Saturates triangle inequality with u:
1
2
∥r − u∥1 = 1
2
∥u−Mε(r)∥1 + 1
2
∥Mε(r)− r∥1. (4.5)
Proof. The properties (a), (c), (g) and (h) follow from the construction given in Section 3.3.
Note in particular, that eq. (3.15) establishes the statement that r∗ε lies on the boundary
of Bε(r) when r∗ε ≠ u. Property (e) can be found in Lemma 2 of [HOS17]. Property (b)
is shown by Proposition 4.2.4 below. Property (d) is due to Theorem 3.2.1, and is proven
in Section 3.3. The property (f) follows from the fact that the entries of Mε(r) differ
from r if and only if r ̸= u. Lastly, Property (i) is shown by Proposition 4.2.3 below.
Each of these properties has an exact analog in the case of quantum states, which
follows from the definition (3.16). For the sake of completeness, these are listed below.
Theorem 4.2.2 (Properties of Mε on D(H)). The (non-linear) map Mε has following
properties, for any ε > 0. Let ρ ∈ D(H).
a. Maps states to states: Mε : D(H)→ D(H).
b. Semi-group property: if ε1, ε2 > 0, we have Mε1+ε2(ρ) =Mε1 ◦Mε2(ρ).
c. Covariance with unitaries: If U is a unitary matrix, thenMε(UρU∗) = UMε(ρ)U∗.
In addition, Mε(Eig↓(ρ)) is diagonal and sorted.
d. Minimal in majorization order: Mε(ρ) ∈ Bε(ρ) and for any ω ∈ Bε(ρ), we have
Mε(ρ) ≺ ω.
e. Majorization-preserving: let σ ∈ D(H) such that ρ ≺ σ. Then Mε(ρ) ≺Mε(σ).
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f. τ = 1
d
is the unique fixed point of Mε, i.e. the unique solution to ρ =Mε(ρ) for
ρ ∈ D(H). Moreover, for any ρ ̸= τ , Mε(ρ) is not unitarily equivalent to ρ.
g. For any state ρ ∈ Bε(τ), we have Mε(ρ) = τ . If ρ ̸∈ Bε(τ), then Mε(ρ) is on the
boundary of Bε(ρ).
h. For any pure state ψ ∈ Dpure(H), we may write ψ = diag(1, 0, . . . , 0) in an eigen-
basis. In the same basis, the state Mε(ψ) is given by
Mε(ψ) =
diag(1− ε, εd−1 , . . . εd−1) ε < 1− 1dτ := 1
d
ε ≥ 1− 1
d
.
(4.6)
i. Saturates triangle inequality with τ := 1
d
:
1
2
∥ρ− τ∥1 = 1
2
∥τ −Mε(ρ)∥1 + 1
2
∥Mε(ρ)− ρ∥1. (4.7)
Two of the properties, namely saturating the triangle inequality with u and the
semi-group property, are proven below. The first, the saturation of the triangle inequality,
follows directly from the construction of r∗ε , and proves useful in establishing the second.
Proposition 4.2.3. The state r∗ε saturates the triangle inequality for u := (1/d, . . . , 1/d)
and r, in that
1
2
∥r − u∥1 = 1
2
∥u− r∗ε∥1 +
1
2
∥r∗ε − r∥1.
Proof. Note
1
2
∥r∗ε − r∥1 = min
(
ε,
1
2
∥r − u∥1
)
,
from the construction of r∗ε . Now, if r∗ε = u, we have the result immediately. Otherwise,
∥u− rε∥1 = m−
(
1
d
− γ−
)
+m+
(
γ+ − 1
d
)
+
d−m−∑
j=m++1
|1
d
− r↓j |
=
m−
d
−
m+∑
j=1
r↓j − ε+
d∑
j=d−m−+1
r↓j −
m+
d
− ε+
d−m−∑
j=m++1
|1
d
− r↓j |
=
d∑
j=1
|1
d
− r↓j | − 2ε
= ∥u− r∥1 − 2ε = ∥u− r∥1 − ∥r∗ε − r∥1.
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Next, we establish the semi-group property. This plays a crucial role in the rest of
the chapter, and consequently underpins the continuity bounds established in Chapter 5.
We highlight that the proof depends heavily on the uniqueness results established in
Lemma 3.5.2.
Proposition 4.2.4. If ε1, ε2 > 0 and r ∈ Pd, we have
Mε1+ε2(r) =Mε1(Mε2(r)).
Proof. Without loss of generality, we may consider r = r↓ ∈ P↓. Then Mε1+ε2(r),Mε1 ◦
Mε2(r),Mε2(r) ∈ P↓ too.
We first treat the cases in which Mε1+ε2(r) = u; that is, when 12∥r − u∥1 ≤ ε1 + ε2.
If 1
2
∥r − u∥1 ≤ ε2, then Mε2(r) = u as well; since Mε1(u) = u, we have Mε1+ε2(r) =
Mε1(Mε2(r)). Next, consider the case ε2 < 12∥r−u∥1 ≤ ε1+ε2. To showMε1(Mε2(r)) =
u, we need 1
2
∥Mε2(r)− u∥1 ≤ ε1. By Proposition 4.2.3,
1
2
∥u−Mε2(r)∥1 =
1
2
∥r − u∥1 − 1
2
∥Mε2(r)− r∥1 ≤ ε1 + ε2 −
1
2
∥Mε2(r)− r∥1
but since 1
2
∥Mε2(r)− r∥1 = ε2, using that Mε2(r) ̸= u, we have 12∥u−Mε2(r)∥1 ≤ ε1
as required. This completes the proof of the cases for which Mε1+ε2(r) = u.
For the remainder of the proof, we will consider the construction of the states generated
by Mε via their characterization in Lemma 3.5.2. The uniqueness results of that lemma
will allow us to show that Mε1+ε2(r) indeed is the same state as Mε1 ◦Mε2(r).
Assume that 1
2
∥r − u∥1 > ε1 + ε2. Let r =
∑d
i=1 ri |i⟩ and write
Mε2(r) =
∑
i∈IL
α− |i⟩+
∑
i∈IM
ri |i⟩+
∑
i∈IH
α+ |i⟩
for IL = {d−m− + 1, . . . , d}, IM = {m+ + 1, . . . , d−m−}, and IH = {1, . . . ,m+}, and
(α−,m−) and (α+,m+) are determined by r and ε2 via Lemma 3.5.2.
Now, consider
Mε1(Mε2(r)) =
∑
i∈IL′
β− |i⟩+
∑
i∈IM′
ri |i⟩+
∑
i∈IH′
β+ |i⟩ (4.8)
with IL′ = {d −m′− + 1, . . . , d}, IM ′ = {m′+ + 1, . . . , d −m′−}, and IH′ = {1, . . . ,m′+},
and where (β−,m′−) and (β+,m+) are determined by Mε2(r) and ε1 via Lemma 3.5.2.
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We aim to compare the expression (4.8) of Mε1(Mε2(r)) to the following:
Mε1+ε2(r) =
∑
i∈IL′′
γ− |i⟩+
∑
i∈IM′′
ri |i⟩+
∑
i∈IH′′
γ+ |i⟩
with IL′′ = {d−m′′− + 1, . . . , d}, IM ′′ = {m′′+ + 1, . . . , d−m′′−}, and IH′′ = {1, . . . ,m′′+},
and where (γ−,m′′−) and (γ+,m′′+) are determined by (r, ε1 + ε2) via Lemma 3.5.2. That
is, we wish to show (β−,m′−) = (γ−,m′′−), and (β+,m′+) = (γ+,m′′+). We only consider
the first equality here; the second is very similar.
Let (ν)di=1 be the entries of Mε2(r). That is, νi = α− for i ∈ IL, νi = ri for i ∈ IM ,
and νi = α+ for i ∈ IH . Equation (3.31) for Mε1(Mε2(r)) in Lemma 3.5.2 yields
νm′+ > β+ =
1
m′+
∑
i∈IH′
νi − ε1
 ≥ νm′++1. (4.9)
Thus,
• m′+ ≥ m+. Otherwise, β+ = α+ − ε1m′+ < α+ = νm′++1.
• m′+ ≤ d − m−. Otherwise, β+ < νm′+ = α− < 1d , contradicting that β+ > 1d by
Lemma 3.5.2.
Hence,
β+ =
1
m′+
∑
i∈IH
νi +
m′+∑
m++1
νi − ε1
 = 1
m′+
m+α+ + m′+∑
m++1
ri − ε1

=
1
m′+
∑
i∈IH
ri − ε2 +
m′+∑
m++1
ri − ε1
 = 1
m′+
∑
i∈IH′
ri − ε1 − ε2
 .
That is, β+ = γ+(m′+). It remains to show m′+ = m′′+.
• If m′+ = m+, then νm′+ = α+ < rm′+ by equation (3.28) for Mε2(r).
• If m′+ > m+, then νm′+ = rm′+ .
In either case, νm′+ ≤ rm′+ . Hence, (4.9) becomes
rm+ ≥ νm′+ > β+ ≥ νm++1.
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Either νm++1 = rm++1, or νm++1 = α− > rm++1; in either case, β+ ≥ rm++1. Thus,
writing β+ = γ+(m′+), we have
rm′+ > γ+(m
′
+) ≥ rm′++1.
Equation (3.31) in Lemma 3.5.2 defines m′′+ as the unique solution of
rm′′+ > γ+(m
′′
+) ≥ rm′′++1
and therefore m′′+ = m′+.
4.3 Majorization flow
In this section, we consider the infinitesimal action of Mε. This action is very simple to
describe because, as shown in Section 4.3.1, the action ofMε on P is piecewise linear for
ε small enough. Then in Section 4.3.2, we use the semigroup property to derive integral
formulas to track the variation of a quantity along the path traced out by (Mε(r))ε≥0.
4.3.1 The majorization-minimizer for small ε
Definition 4.3.1 (δ(r)). Let r ∈ P. If r = u ≡ (1/d, . . . , 1/d), then set δ(r) := 0.
Otherwise, let µ1 > µ2 > · · · > µℓ denote the distinct ordered entries of r, let k+ be the
multiplicity of the largest entry of r and let k− the multiplicity of the smallest entry.
Define
δ(r) :=

k+k−
k++k−
(µ1 − µ2) ℓ = 2
min{k+(µ1 − µ2), k−(µℓ−1 − µℓ)} ℓ > 2.
(4.10)
Let us briefly comment on the form of δ(r) in the case ℓ = 2. The form used in
the definition shows that the value of δ(r) is proportional to a gap between consecutive
values of r. For ℓ = 2, however, it can also be written as follows. We have that
TV(r, u) = k+
(
r+ − 1
d
)
= k+
(
r+ − r+k+ + r−k−
k+ + k−
)
using k+ + k− = d and r+k+ + r−k− = 1. Hence,
TV(r, u) =
k+r+(k+ + k−)− r+k2+ − r−k+k−
k+ + k−
= δ(r).
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For any ε ≤ δ(r), the map Mε only “moves” the largest and smallest entries of r, as
shown by the following result and illustrated through an example in Figure 4.1.
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Fig. 4.1 For the 5-dimensional state σ = diag(0.32, 0.26, 0.19, 0.13, 0.10), the spectrum
of σ∗ε =Mε(σ) is plotted as a function of ε. This plot is a continuous (in ε) analog to
the type of plot shown in Figure 3.4, which shows the spectrum of σ∗ε at two discrete
points, ε = 0 and ε = 0.07, in a different example. Here, at ε = 0, the five lines
correspond to the five eigenvalues of σ, each with multiplicity one. For ε ≤ 0.03,
σ∗ε = diag(0.32− ε, 0.26, 0.19, 0.13, 0.10 + ε) and differs from σ only in the smallest and
largest eigenvalue. When ε reaches 0.03, the multiplicity of the smallest eigenvalue of
σ∗ε increases to 2. Between ε = 0.03 and ε = 0.06, again only the smallest and largest
eigenvalues change, but the smallest eigenvalue has multiplicity 2. This process continues
until every eigenvalue reaches 1
d
= 0.2 at T (σ, τ) = 0.18.
Lemma 4.3.2. Let r ∈ P. Then r∗ε is a linear perturbation of r for ε small enough, in
the sense that
r∗ε = r + εL(r) ∀ε ≤ δ(r) (4.11)
where δ(r) ≥ 0 is defined in Definition 4.3.1 and L(r) ∈ Rd is defined as follows. If r = u
is the uniform distribution, set L(r) := 0. For r ̸= u, denote the largest entry of r as r+,
and its multiplicity by k+, and likewise the smallest entry of r as r− and its multiplicity
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by k−. Then, L(r) ∈ Rn is a vector defined by
L(r)i =

− 1
k+
ri = r+
1
k−
ri = r−
0 else,
(4.12)
for i = 1, . . . , d. Moreover, for any r ∈ P,
1
2
∥L(r)∥1 =
0 r = u,1 otherwise, (4.13)
and either
• r + δ(r)L(r) = u,
• k+(r + δ(r)L(r)) > k+(r), or
• k−(r + δ(r)L(r)) > k−(r).
Remark. The last statement shows that the range of validity of Equation (4.11) is exactly
until the degeneracy of r is increased. Since a vector r ∈ Pd has d entries, the degeneracy
can only increase at most d − 1 times, and hence, using the semigroup property, the
action of Mε on r ∈ P can be described as the composition of at most d linear maps
(note that exactly which maps depends on r; Mε is not linear on all of P). We used this
decomposition in [HD17] to establish uniform continuity bounds for various entropies
(the so-called Concave-Type (h, ϕ)-entropies in the language of Section 5.1). However,
it has proven useful to consider the action of Mε fully infinitesimally, dividing it into
infinitely many pieces instead of finitely many, as is done in Section 4.3.2. This technique
allows us to consider the derivatives of various quantities along the path traced out by
(Mε(r))ε≥0 in P and subsequently allows us to formulate uniform continuity bounds for
a wider class of quantities (e.g. the so-called Convex-Type (h, ϕ)-entropies of Section 5.1,
the guesswork without side information considered in Section 6.2, and the expected
number of connected components of a particular model of random graph considered in
Section 5.5.)
Proof. Note that (4.13) follows directly from the definition (4.12). It remains to prove
(4.11) and the final statements. We use the notation of Definition 4.3.1. We consider two
cases: either ε = TV(r, u), or ε < TV(r, u).
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Let us consider the case ε = TV(r, u). First, we establish the inequality δ(r) ≤
TV(r, u). If ℓ = 2, we have that δ(r) = TV(r, u) as discussed after Definition 4.3.1. If
ℓ > 2, one cannot have both µℓ−1 > 1d and µ2 <
1
d
. In the case µ2 ≥ 1d , we have
δ(r) ≤ k+(µ1 − µ2) = k+
(
µ1 − 1
d
)
+ k+
(
1
d
− µ2
)
≤ k+
(
µ1 − 1
d
)
≤ TV(r, u) (4.14)
and likewise if µℓ−1 ≤ 1d ,
δ(r) ≤ k−(µℓ−1 − µℓ) = k−
(
µℓ−1 − 1
d
)
+ k−
(
1
d
− µℓ
)
≤ k−
(
1
d
− µℓ
)
≤ TV(r, u).
(4.15)
Next, let us establish the result in the case ε = TV(r, u). Note that ε = TV(r, u)
necessitates ε = δ(r) = TV(r, u). If ℓ = 2, then we directly check that in this case, for
ε = TV(r, u), we have r + εL =Mε(r) = u, as desired. If ℓ > 2 and ε = TV(r, u), then
δ(r) = TV(r, u). Let us inspect when equality can occur in (4.14) and (4.15). We find
that in either case, if δ(r) = TV(u, r) then ℓ = 3 and µ2 = µℓ−1 = 1d , and consequently,
r + δ(r)L(r) = u. For example, assume µ2 ≥ 1d and equality holds everywhere in (4.15)
(the case µℓ−1 ≤ 1d follows similarly). Then we must have
k+(µ1 − µ2) ≤ k−(µℓ−1 − µℓ) (4.16)
and µ2 = 1d . Hence, either ℓ− 1 = 2 and µℓ−1 = 1d , or else ℓ > 3 and µℓ−1 < 1d . In the
latter situation, the right-hand side of (4.16) is strictly less than TV(r, u) by following
(4.15), while the left-hand side of (4.16) equals TV(r, u), which is a contradiction.
Next, it remains to consider the case ε < TV(r, u). If ℓ = 2, then since k+k−
k++k−
≤
min(k+, k−), we also have
ε ≤ δ(r) ≤ min(k+(µ1 − µ2), k−(µ1 − µ2)) = min(k+(µ1 − µ2), k−(µℓ−1 − µℓ)).
The inequality
ε ≤ min(k+(µ1 − µ2), k−(µℓ−1 − µℓ)). (4.17)
therefore holds for any ℓ ≥ 2 (since it holds by definition of δ(r) for ℓ > 2). Hence,
for any ℓ ≥ 2, it suffices to prove (4.11) (and that either k+(r + δ(r)L(r)) > k+(r) or
k−(r+δ(r)L(r)) > k−(r)) under the assumptions that ε < TV(r, u) and (4.17). Here and
in the following, we write make the dependence on r in k± explicit, writing k± ≡ k±(r).
To establish (4.11), we simply check that the choice m = k+(r) satisfies the definition
of m+(r, ε), namely that the choice m = k+(r) solves (3.10), and likewise for k− with m−.
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To see this, recall that γ(m)+ (r, ε) = 1m
(∑m
i=1 r
↓
i − ε
)
. Then, by taking m = k+(r) we find
r↓k+(r)+1 = µ2 ≤
1
k+(r)
k+(r)∑
i=1
r↓i − ε
 = µ1 − ε
k+(r)
since ε
k+(r)
≤ 1
k+(r)
δ(r) ≤ µ1 − µ2. Additionally, µ1 − εk+(r) < µ1 = r
↓
k+(r)
. Therefore,
m = k+(r) solves (3.10), hence m+(r, ε) = k+(r). Proving that m−(r, ε) = k−(r) is
analogous.
Next, consider ε = δ(r). If ℓ = 2, then ε = TV(r, u) which has already been
considered. So consider ℓ > 3 and ε < TV(r, u) in the following. Without loss of
generality, assume δ(r) = k+(r)(µ1 − µ2). We show that k+(Mε(r)) > k+(r). By the
above, m+(r, ε) = k+(r), and therefore
γ+(r, ε) = µ1 +
ε
k+(r)
= µ1 + (µ1 − µ2) = µ2.
Hence, k+(r + δ(r)L(r)) ≥ k+(r) + k2 > k+(r) where k2 is the multiplicity of µ2 in r.
Similarly, if δ(r) = k−(r)(µℓ−1 − µℓ) then k−(Mε(r)) > k−(r).
Let us highlight that the above proof also makes use of the uniqueness results provided
by Lemma 3.5.2.
Together, the semigroup property Proposition 4.2.4 and Lemma 4.3.2 provide a simple
and effective characterization of Mε via L, which is explored in the next section.
4.3.2 The path of majorization flow
For r ∈ P , define the path γ(t) =Mt(r). We call the path (γ(t))1t=0 ⊆ P as the path of
majorization flow starting from r, with respect to the total variation distance. Intuitively
speaking, along this path the probability vector decreases in majorization order as quickly
as possible, while changing at constant speed in 1-norm. Note that for t ≥ 1− 1
d
, one
has γ(t) ≡ u, the uniform distribution, and we take the final time as t = 1 for simplicity.
Recall the quantity L given in Lemma 4.3.2. Then for r ∈ P ,
L(r) = ∂+s Ms(r)
∣∣
s=0
(4.18)
where ∂+s indicates the one-sided derivative from above. This immediately follows from
(4.11). We consequently call L the generator of majorization flow. The semigroup
property established in Proposition 4.2.4 leads to the following integral formulas.
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Theorem 4.3.3. Let ε > 0 and (Ms)s≥0 be as defined above. Then
Mε(r) = r +
∫ ε
0
L(Ms(r)) ds. (4.19)
Additionally, for H : P → R which is continuously differentiable on P+, the quantity
ΓH(r) := ∂
+
s H(Ms(r))|s=0 exists and satisfies
H(Mε(r)) = H(r) +
∫ ε
0
ΓH(Ms(r)) ds. (4.20)
Remark. The relations (4.19) and (4.20) are of particular importance. Equation (4.19)
allows one to determine properties of Ms(r) by simply analyzing L, while (4.20) allows
one to analyze continuity properties of H using ΓH .
Proof. To establish (4.19), note that equation (4.11) immediately yields
∂+ε Mε(r)
∣∣
ε=0
= L(r)
where ∂+ε indicates the one-sided derivative in ε from above. Then
∂+s Ms(r)
∣∣
s=t
= ∂+t Ms+t(r)
∣∣
t=0
= ∂+t Mt(Ms(r))
∣∣
t=0
= L(Ms(r))
follows using the semigroup property. As the path s 7→ Ms(r) is piecewise affine with at
most d pieces, for each fixed r ∈ P, the two-sided derivative ∂sMs(r) exists for all but
at most d elements s ∈ [0, 1]. Then, using the fundamental theorem of calculus,
Mε(r) = r +
∫ ε
0
L(Ms(r)) ds.
This establishes (4.19). Equation (4.20) follows in the same manner by considering
H ◦Mε(r) instead of Mε(r), and using that H is continuously differentiable on P+.
Remark. Let us show the power of (4.19) with a quick application. Since 1
2
∥L(r)∥1 = 1
for all r ∈ P \ {u} as shown in Lemma 4.3.2, and L(u) = 0, the triangle inequality∥∥∥∥∫ ε
0
L(Ms(r)) ds
∥∥∥∥
1
≤
∫ ε
0
∥L(Ms(r))∥1 ds
immediately yields
1
2
∥Mε(r)− r∥1 ≤ ε.
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This, of course, is not new information; Mε(r) was constructed in Section 3.3 to have
this property. However, we can see that the full construction detailed in that section is
no longer needed to derive properties of Mε, in this case at least. Instead, the simpler
construction of L (detailed in Lemma 4.3.2) and the semigroup property (as manifested
in (4.19)) is enough.
Recall the notation that r± denotes the largest and smallest elements of r ∈ P .
Proposition 4.3.4. Let H : P → R be symmetric1, meaning H(r) = H(π(r)) for any
permutation π, and differentiable on P+. Then for r ∈ P+,
ΓH(r) = H−(r)−H+(r) (4.21)
where H+ = ∂riH(r1, . . . , rd) for any index i such that ri = r+, and similarly for H−.
Note, by symmetry, the value of H+ does not depend on which index i is chosen, as long
as ri = r+.
Moreover, if H is Schur concave and continuous on P, then (4.21) shows that
ΓH(r) ≥ 0 ∀r ∈ P (4.22)
using (2.5), and likewise if H is Schur convex, then ΓH(r) ≤ 0 for all r ∈ P.
Proof. We have
ΓH(r) =
d
dy
H(My(r))
∣∣∣∣
y=0
=
d∑
i=1
L(r)iHi(r) =
∑
i:ri=r+
−1
k+
Hi(r) +
∑
i:ri=r−
1
k−
Hi(r)
where Hi(r) = ∂riH(r). Since H is symmetric, Hi(r) = Hj(r) if ri = rj. Hence, we have
(4.21).
That is, ΓH(r) is simply the difference between two partial derivatives of H, evaluated
at r.
Example 4.3.5. Assume H : P → R is symmetric. If H is continuously differentiable
on P↓ but not on an open set containing P↓, then (4.20) may not hold. For example,
define H(r) =
∑d
j=1 j r
↓
j ; this in fact is the guesswork, discussed in Chapter 6. Then H
is Schur concave, and for r ∈ P↓, we have the simple formula H(r) =∑dj=1 j rj. Hence,
1Note that symmetry is implied by Schur concavity.
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H differentiable on P↓ with ΓH(r) = d− 1 for r ̸= u and ΓH(u) = 0. However, setting
p = (1, 0, . . . , 0), and 0 < ε < 1− 1
d
, we have
H(p∗ε) = (1− ε) +
ε
d− 1
d∑
i=2
i = 1 + ε
d
2
,
while H(p) +
∫ ε
0
ΓH(Ms(p)) ds = 1 + ε(d− 1).
To ameliorate that, we can formulate a slight generalization of Theorem 4.3.3 as
follows.
Corollary 4.3.6. Let H : P → R be symmetric, and let F = H|P↓ have a (possibly
non-symmetric) extension F˜ : P → R which is differentiable on P+. Then for all ε > 0,
H(Mε(r)) = H(r) +
∫ ε
0
ΓF˜ (Ms(r↓)) ds. (4.23)
Proof. We have that by Theorem 4.3.3,
F˜ (Mε(r)) = F˜ (r) +
∫ ε
0
ΓF˜ (Ms(r)) ds. (4.24)
Next, since H is symmetric, we have that
H(Mε(r)) = H(Mε(r↓)) = F (Mε(r↓)) = F˜ (Mε(r↓))
and similarly H(r) = F˜ (r↓). Hence (4.24) with r replaced by r↓ yields the result.
Let us see how this repairs Example 4.3.5. We may choose F˜ (r) =
∑d
j=1 jrj as a
differentiable extension of H|P↓ . Then ΓF˜ (r) = 1k−
∑
j:rj=r− j − 1k+
∑
j:rj=r+
j, as in the
proof of Proposition 4.3.4. Then for 0 < s < 1− 1
d
and p↓ = p = (1, 0, . . . , 0),
ΓF˜ (Ms(p↓)) = ΓF˜ (1− s,
s
d− 1 , . . . ,
s
d− 1) =
1
d− 1
d∑
j=2
j − 1 = d
2
.
Hence,
H(p) +
∫ ε
0
ΓF˜ (Ms(p↓)) ds = 1 + ε
d
2
matching H(Mε(p)).
Comparison to other flows The notion of a flow arises naturally in various branches
of physics, mathematics, and engineering. It is interesting to compare and contrast the
4.4 Uniform continuity bounds from majorization flow 63
notion of majorization flow that we have introduced to the notion of gradient flow that
arises in optimal transport and differential geometry, and has been applied to study open
quantum systems.
The gradient flow induced by a function F in a metric space can be loosely interpreted
as the flow that decreases F as quickly as possible [Vil09, p. 645]; in a similar sense, the
majorization flow decreases the majorization order as quickly as possible (while following
a unit speed path in total variation distance). However, there are several complications
that prevent making the connection between majorization flow and gradient flow more
precise:
• Perhaps the most obvious one: decreasing in majorization order requires non-
increasingness of all the partial sums given in (2.3), while decreasing a function
only requires decreasing a scalar value.
• The theory of gradient flow is well-developed on continuous spaces, such as proba-
bility measures on Rd equipped with a Wasserstein metric (see, e.g. [Vil09]), but is
less well-developed in the discrete case considered here (probability measures on
{1, . . . , d}).
• Here we consider the total variation distance, which can be seen as the 1-Wasserstein
distance induced by the Hamming distance on the set {1, . . . , d}. Almost all of the
literature in discrete or continuous space takes the metric to be the p-Wasserstein
distance for p > 1 (for smoothness reasons).
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For ε > 0 and Schur concave H (meaning H(p) ≥ H(q) if q ≺ p), we have H(Mε(r)) =
maxp∈Bε(r)H(p) since Mε(r) = min≺(Bε(r)). In this case, if H is continuously differen-
tiable on P+, then by using (4.20) we obtain
∆Hε (r) := max
p∈Bε(r)
H(p)−H(r) =
∫ ε
0
ΓH(Ms(r)) ds. (4.25)
In other words, the amount H can locally increase near r (quantified by ∆Hε (r)) is
determined by ΓH . Moreover, the global continuity properties of H are determined by
supr∈P ∆
H
ε (r). To see this, note that if p, q ∈ P satisfy TV(p, q) ≤ ε, then
H(p)−H(q) ≤ H(q∗ε)−H(q) = ∆Hε (q)
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and
H(q)−H(p) ≤ H(p∗ε)−H(p) = ∆Hε (p)
so we have
|H(p)−H(q)| ≤ max{∆Hε (p),∆Hε (q)} ≤ sup
r∈P
∆Hε (r) (4.26)
This fact and (4.25) have two immediate consequences for the continuity properties of H:
1. If ΓH is Schur convex, then by (4.25), ∆Hε is Schur convex too, asMs is majorization
preserving for all s ∈ [0, 1]. This provides the upper bound ∆Hε (r) ≤ ∆Hε (ψ) for
ψ = (1, 0, . . . , 0), (since ψ majorizes every r ≺ ψ for every r ∈ P) which yields a
tight uniform continuity bound by (4.26).
2. If ΓH can be upper bounded by k > 0 on P+, then by (4.25), ∆Hε (r) ≤ εk. This
immediately yields a Lipschitz continuity bound for H by (4.26).
Remark. In case H is not continuously differentiable on P+ but satisfies the conditions
of Corollary 4.3.6, the above two points hold with ΓH replaced by ΓF˜ , in the notation of
that corollary.
The second point can be strengthened to the following corollary to Theorem 4.3.3.
Corollary 4.4.1. Let H : P → R be a Schur concave function which is continuously
differentiable on P+. We write H(r1, . . . , rd) ≡ H(r) for r ∈ P. Next, for r ∈ P, let
i+ ∈ {1, . . . , d} be an index such that r+ = ri+, and similarly i− ∈ {1, . . . , d} such that
r− = ri−. Then ΓH is given by
ΓH : P+ → R
r 7→ (∂ri+ − ∂ri− )H(r1, . . . , rd).
(4.27)
Note that this expression does not depend on the choice of i± since H is permutation
invariant. Moreover, H is Lipschitz continuous if and only if
k := sup
r∈P+
ΓH(r)
satisfies k <∞. Moreover, in the latter case k is the optimal Lipschitz constant for H.
Proof of Corollary 4.4.1. In the case that supr∈P+ ΓH(r) = ∞, for each n ∈ N, there
exists r(n) ∈ P+ such that
lim
s↓0
H(Ms(r(n)))−H(r(n))
s
> n.
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Additionally, r(n) ̸= u, otherwise the numerator would be zero. Hence, for any ε > 0
there exists 0 < sn < TV(r(n), u) such that
H(Msn(r(n)))−H(r(n))
sn
> n− ε.
Since sn < TV(r(n), u), we have sn = TV(Msn(r(n)), r(n)), and hence
H(Msn(r(n)))−H(r(n))
TV(Msn(r(n)), r(n))
> n− ε.
Any Lipschitz constant k must be larger than the left-hand side, for any n, and hence
must be ∞.
Next, consider the case in which supr∈P+ ΓH(r) is finite. Equation (4.21) shows that
the quantity defined in Corollary 4.4.1 is indeed the ΓH of Theorem 4.3.3. Hence, in the
case that supr∈P+ ΓH(r) <∞ holds, (4.25) and (4.26) show that supr∈P+ ΓH(r) is indeed
a Lipschitz constant for H. It remains to show this constant is optimal.
Assume there is some Lipschitz constant k′ < supr∈P+ ΓH(r). For each ε > 0, let
r(ε) ∈ P+ satisfy ΓH(r(ε)) > supr∈P+ ΓH(r)− ε. Then
k′ ≥ H(Ms(r
(ε)))−H(r(ε))
1
2
∥Ms(r(ε))− r(ε)∥1 ≥
H(Ms(r(ε)))−H(r(ε))
s
for each s > 0. Taking the limit s→ 0 yields
k′ ≥ ΓH(r(ε)) > sup
r∈P+
ΓH(r)− ε.
Taking ε→ 0 shows k′ ≥ supr∈P+ ΓH(r), which contradicts k′ < supr∈P+ ΓH(r). Hence,
the quantity supr∈P+ ΓH(r) is indeed the optimal Lipschitz constant.

Chapter 5
Applications
This section applies the techniques developed in the previous chapters to various tasks
(primarily continuity bounds).
• In Section 5.1, tight uniform continuity bounds and optimal Lipschitz constants
are obtained for a class of entropies known as (h, ϕ)-entropies.
• Section 5.2 specializes these continuity bounds to the case of the Rényi and Tsallis
entropies. In Section 5.2.1, it is shown that the continuity bound for the Shannon
entropy (or von Neumann entropy) obtains the best dimensional scaling out of all
the α-Rényi entropies. In Section 5.2.2, majorization flow is used to show why
previous uniform continuity bounds for the α-Rényi entropy with α > 1 achieve
poor scaling with d and α. Lastly, in Section 5.2.3, the connections between Rényi
entropies and thermodynamic free energies introduced by [Bae11] are discussed,
and the continuity bounds for the Rényi entropies are interpreted in this framework.
• In Section 5.3, continuity bounds are obtained for several other families of entropies.
• In Section 5.4, continuity bounds are obtained for the number K of distinct
realizations of N i.i.d. discrete random variables Xi ∼ p, as a function of p ∈ PM
(for some number of possible outcomes M).
• In Section 5.5, a continuity bound is obtained for the expected number of connected
components of a particular model of random graphs.
• In Section 5.6, the majorization-minimizer and majorization-maximizer are used to
provide explicit formulas for smoothed Schur concave and Schur convex functions.
The maximum-entropy principle (MaxEnt) is also briefly discussed.
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• In Section 5.7, the majorization-minimizer and majorization-maximizer are used
to obtain bounds on approximately transforming bipartite pure states via local
operations and classical communication.
• In Section 5.8, a simple continuity bound is established for the function ρ 7→ D(ρ∥σ)
on quantum states.
Many of the results established in this chapter are Lipschitz continuity bounds, in
which a function F on Pd is shown to satisfy
|F (p)− F (q)| ≤ kTV(p, q) ∀ p, q ∈ Pd
for some constant k, or a function F on D(H) with dim(H) = d is likewise shown to
satisfy
|F (ρ)− F (σ)| ≤ kT (ρ, σ) ∀ ρ, σ ∈ D(H)
for some constant k. The Lipschitz smallest k is the optimal Lipschitz constant, and
Table 5.1 summarizes the values or bounds on k established for various quantities in this
chapter.
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Name Parameter Regime Optimal Lipschitz constant k Reference
Tsallis entropy Tα 0 < α < 1 k =∞ Prop. 5.2.1
α > 1 k = α
α−1 Prop. 5.2.1
Rényi entropy Sα 0 < α < 1 k =∞ Prop. 5.2.2
α > 1 α
α−1
(d−2)1−1/α
2 ln(2)
≤ k ≤ dα
α−1
1
ln(2)
Prop. 5.2.2
α = 2 k =
{
2
ln(2)
d = 2
d−2√
d−1−1
1
ln(2)
d > 2,
Prop. 5.2.2
α =∞ k = d
ln(2)
Prop. 5.2.2
von Neumann entropy S k =∞ above (5.26)
δ-smoothed (Sδ) 0 < δ < 1 k = log(δ−1 − 1) + log(d− 1) (5.26)
Unified entropies Esα α > 1, s ≥ 1 k ≤ αα−1 [HY06]
α > 1, s ≤ 1 k ≤
{
α
α−1d
1−αs sα < 1
α
α−1 sα ≥ 1.
(5.31)
α ∈ (0, 1) k =∞ above (5.31)
Sf (ρ) = − tr[f(ρ)] f strictly convexf(0) = f(1) = 0 k = f
′(1)− f ′(0) (5.36)
Concurrence C k =∞ (5.37)
Expected number of
connected components
EC
k ≤ 3 + 0.35√d− 2 (5.42)
Guesswork Gc⃗(X) k = cd − c1 Prop. 6.2.1
with QSI (Gc⃗(X|B)) cd <∞ k ≤ 2cd Prop. 6.3.3
E[K] M <∞ k = N (5.38)
Table 5.1 Optimal Lipschitz constants k for various functions considered in this chapter,
as a function of the underlying dimension d and parameters of the function. k = ∞
means that the function is not Lipschitz continuous.
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5.1 (h, ϕ)-entropies
There are several families of single-partite entropies: α-Rényi entropies, Tsallis entropies,
unified entropies, and so forth (definitions and references for these can be found in
Sections 5.2 and 5.3). These various entropies have a lot of similarities, in particular
sharing a functional form: for r ∈ Pd,
H(r) = h
(
d∑
i=1
ϕ(ri)
)
(5.1)
for a pair of scalar functions h and ϕ. However, they exhibit different mathematical
properties, most notably concavity or lack thereof. For example, the α-Rényi entropies,
defined by
Sα(r) =
1
1− α log
(
d∑
i=1
rαi
)
are concave for α ∈ (0, 1), but are neither concave nor convex for α > 1. Certain properties
of the latter have proven particularly difficult to study, perhaps as a consequence of the
lack of concavity.
While Audenaert proved a tight uniform continuity bound for the α-Rényi entropies
for α ∈ (0, 1) in 2007 ([Aud07]; see (5.16) below), a uniform continuity bound on the
α-Rényi entropies for α > 1 was not established until 2011. At that time, Rastegin
[Ras11] proved the bound
|Sα(p)− Sα(q)| ≤ d
2(α−1)
α− 1 [1− (1− ε)
α − εα(d− 1)1−α] (5.2)
where ε = TV(p, q), for α > 1. This bound, however, suffers from an exponential
dependence on α (and for fixed α, polynomial dependence on d), while scaling linearly with
ε, as 1−(1−ε)α ≈ αε− 1
2
α(α−1)ε2+O(ε3). Since the inequality |Sα(p)−Sα(q)| ≤ 2 log d
holds trivially, for even moderately large α, (5.2) provides a non-trivial bound for a very
small range of ε.
In 2017, Chen et al [CMNF17] improved upon this bound, showing that for α > 1,
|Sα(p)− Sα(q)| ≤ d
α−1
α− 1[1− (1− ε)
α − εα(d− 1)1−α] (5.3)
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However, this bound still suffers from exponential dependence on α. The proof of both
bounds proceeds by reducing to the case of the Tsallis entropy,
Tα(p) =
1
1− α
(( d∑
i=1
pα
)
− 1
)
,
picking up an exponential prefactor along the way.
In this chapter, we prove that the dimensional dependence is at most linear1, and in
fact
|Sα(p)− Sα(q)| ≤ dα
α− 1
1
ln(2)
ε (5.4)
for TV(p, q) ≤ ε and α > 1. In fact, we prove that the Tsallis entropy increases the fastest
near the corners of the probability simplex (i.e. the extremal points which are permutations
of (1, 0, . . . , 0)) and the slowest near the center of the simplex (see Theorem 5.1.1), while
the α-Rényi entropy increases the fastest close to the center of the probability simplex.
This mismatch shows why bounding the difference of Rényi entropies of two probability
vectors by the difference of Tsallis entropies of the same two distributions does not work
well: a large prefactor is needed to bound the rapidly-changing Rényi entropies near the
center of the simplex by the Tsallis entropies which change the slowest there. With the
benefit of hindsight (and our proof techniques), we can find that indeed, a linear prefactor
suffices to compare the maximum differences in Rényi entropies between two probability
vectors which are at a fixed total variation distance apart, and the maximum difference
in Tsallis entropies between two distributions at the same distance apart; however, these
two maximum differences occur at very different parts of the probability simplex. These
two effects can be seen quantitatively in Proposition 5.2.5.
To prove the bound (5.4), as well as determine where each entropy increases the
fastest, we take a unified approach to establishing entropic continuity bounds. While
concavity only holds for certain entropies, we exploit the fact that all the above entropies
H are Schur concave.
We consider a class of entropic functionals called (h, ϕ)-entropies, which were intro-
duced by [SMMP93]. These are defined by the formula
H(h,ϕ)(r) := h
(
d∑
i=1
ϕ(ri)
)
1This is also established in-effect by [WH19, Theorem 7, (2)], which was developed independently
and posted slightly later than [HD19] in which we established the linear bound discussed here.
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for r ∈ Pd, and likewise by H(h,ϕ)(ρ) = h(tr(ϕ(ρ))) for ρ ∈ D(H), using the functional
calculus (see (10.10)). The concept of (h, ϕ)-entropies for quantum states was introduced
by [BZHP+16]. In other words, the (h, ϕ)-entropy of a quantum state is defined by the
(h, ϕ)-entropy of the probability vector given by its eigenvalues.
We will consider two classes of (h, ϕ)-entropies which capture almost all single-partite
entropies considered in the literature.
• We say a function H : P → R is a Concave-Type (h, ϕ)-entropy if H = H(h,ϕ) for
some ϕ : [0, 1] → R which is continuously differentiable on (0, 1] and continuous
on [0, 1] and h : [ϕ(1), ϕ(1
d
)d] ⊆ R → R which is continuously differentiable on
(ϕ(1), ϕ(1
d
)d] and continuous on [ϕ(1), ϕ(1
d
)d], such that ϕ(0) = 0 and h(ϕ(1)) = 0,
with h strictly increasing and (not necessarily strictly) concave, and ϕ strictly
concave.
• We say a function H : P → R is a Convex-Type (h, ϕ)-entropy if H = H(h,ϕ) for
some ϕ : [0, 1] → R which is continuously differentiable on (0, 1] and continuous
on [0, 1] and h : [ϕ(1
d
)d, ϕ(1)] ⊆ R → R which is continuously differentiable on
[ϕ(1
d
)d, ϕ(1)) and continuous on [ϕ(1
d
)d, ϕ(1)], such that ϕ(0) = 0 and h(ϕ(1)) = 0,
with h strictly decreasing and (not necessarily strictly) convex, and ϕ strictly
convex.
Both classes of (h, ϕ)-entropies are strictly Schur concave; this follows immediately from
the fact that symmetric and strictly convex (resp. strictly concave) functions are strictly
Schur convex (resp. strictly Schur concave), and that the composition with a strictly
increasing function preserves strict Schur convexity and strict Schur concavity. In contrast,
composition with a strictly decreasing function swaps strict Schur convexity and strict
Schur concavity. Likewise, both classes of (h, ϕ)-entropies are continuously differentiable
on P+ and continuous on P .
Examples of (h, ϕ)-entropies
• The α-Rényi entropy for α < 1, the α-Tsallis entropy for α > 0, the von Neumann
entropy (or Shannon entropy in the classical case), the (s, α)-unified entropies for
α ∈ (0, 1) and s ≤ 1, and entropies induced by f divergences with strictly convex
f are all Concave-Type (h, ϕ)-entropies. See also Section 5.4 for an example of a
different flavor: there it is shown that p 7→ Ep[K]− 1 constitutes a Concave-Type
(h, ϕ)-entropy, where K denotes the number of distinct realizations of N i.i.d.
random variables Xi ∼ p with outcomes in {1, . . . ,M}.
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• The α-Rényi entropy for α > 1 and the (s, α)-unified entropies for α > 1 and s ≤ 1
are Convex-Type (h, ϕ)-entropies.
The Rényi and Tsallis entropies are discussed in more detail in Section 5.2, and the other
entropies are discussed in Section 5.3.
While both Concave-Type and Convex-Type (h, ϕ)-entropies are Schur concave,
Concave-Type (h, ϕ)-entropies are additionally concave, as the composition of a concave
increasing function with a concave function. On the other hand, in general Convex-Type
(h, ϕ)-entropies are neither convex nor concave. In this chapter, we investigate the
continuity properties of these two classes of entropies.
Let H = H(h,ϕ) be an (h, ϕ)-entropy (of either type). By (4.21), we have immediately
that
ΓH(r) =
d
dt
H(h,ϕ)(Mt(r))
∣∣∣∣
t=0
= h′(
∑
iϕ(ri))(ϕ
′(r−)− ϕ′(r+)) (5.5)
where r+ denotes the largest element of r, and r− the smallest. Note that r 7→ r− is
Schur concave, while r 7→ r+ is Schur convex.
Concave-Type (h, ϕ)-entropies We see that for a Concave-Type (h, ϕ)-entropy H ≡
H(h,ϕ),
r 7→ (ϕ′(r−)− ϕ′(r+))
is Schur convex and strictly positive for r non-uniform, and likewise
r 7→ h′(∑iϕ(ri))
is strictly positive and strictly Schur convex. Thus, ΓH is strictly Schur convex on P+,
and following the discussion of Section 4.4, we immediately obtain the following results.
Theorem 5.1.1. Let H(h,ϕ) be a Concave-Type (h, ϕ)-entropy. Then ΓH is strictly Schur
convex on P+, and
r 7→ sup
p∈Bε(r)
H(h,ϕ)(p)−H(h,ϕ)(r)
is strictly Schur convex on P.
Corollary 5.1.2 (Tight uniform continuity bounds for Concave-Type (h, ϕ)-entropies).
For ε > 0 and any states p, q ∈ P such that TV(p, q) ≤ ε, we have
|H(h,ϕ)(p)−H(h,ϕ)(q)| ≤ g(ε) (5.6)
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where
g(ε) :=
h(ϕ(1− ε) + (d− 1)ϕ( εd−1)) ε < 1− 1dh(dϕ(1
d
)) ε ≥ 1− 1
d
(5.7)
and d is the dimension. Moreover, equality in (5.6) occurs if and only if one of the two
distributions (say, q) is extremal (i.e. a permutation of (1, 0, . . . , 0)), and either
1. ε < 1− 1
d
and p = π(1− ε, ε
d−1 , . . . , . . . ,
ε
d−1) for some permutation π, or
2. ε ≥ 1− 1
d
, and p = u is uniform.
This provides a tight uniform continuity bound for the Tsallis entropies, the α-Rényi
entropies for α ∈ (0, 1), the Shannon entropy, the (s, α)-unified entropies with α ∈ (0, 1)
and s ≤ 1, and any entropy induced by an f -divergence or maximal f -divergence with
strictly convex f . See Section 5.3 for more details and references.
Given an (h, ϕ)-entropy, we may also consider its smoothed variant,
Hδ(h,ϕ)(p) := max
q∈Bδ(p)
H(h,ϕ)(q) = H(h,ϕ) ◦Mδ(p) (5.8)
for δ ∈ [0, 1]. If H(h,ϕ) is Concave-Type, we can simply establish Lipschitz continuity
bounds for any δ > 0 by using the Schur concavity of ΓH(h,ϕ) and Corollary 4.4.1.
Corollary 5.1.3. Let Hδ(h,ϕ) be the smoothed variant of a Concave-Type (h, ϕ)-entropy,
for δ ∈ [0, 1] (as defined in (5.8)). Then Hδ(h,ϕ) is Lipschitz continuous on P if and only
if
k := lim
ε→0
g(ε+ δ)− g(δ)
ε
<∞ (5.9)
where g(ε) := H(h,ϕ)(ψ∗ε) for ψ∗ε = diag(1− ε, εd−1 , . . . , εd−1) is given in (5.7). Moreover,
if k is finite, then it is the optimal Lipschitz constant for Hδ(h,ϕ). In particular, if δ > 0,
then
k = g′(δ) = h′(ϕ(1− δ) + (d− 1)ϕ( δ
d−1))(ϕ
′( δ
d−1)− ϕ′(1− δ))
and Hδ(h,ϕ) is Lipschitz continuous.
Proof. If δ = 0, the result follows from Corollary 5.1.2. Hence, consider the case δ > 0.
For r ∈ P+,
ΓHδ
(h,ϕ)
(r) = lim
s↓0
1
s
(
Hδ(h,ϕ)(Ms(r))−Hδ(h,ϕ)(r)
)
= lim
s↓0
1
s
(
H(h,ϕ)(Ms+δ(r))−H(h,ϕ)(Mδ(r))
)
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= lim
s↓0
1
s
(
H(h,ϕ)(Ms(Mδ(r))−H(h,ϕ)(Mδ(r))
)
= ΓH(h,ϕ)(Mδ(r)).
Since ΓH(h,ϕ) is strictly Schur convex on P+ by Theorem 5.1.1, and for any δ > 0, the map
Mδ : P → P+ is majorization-preserving, we have that r 7→ ΓH(h,ϕ)(Mδ(r)) is strictly
Schur convex on P. Hence, it is maximized at r = (1, 0, . . . , 0) (or any permutation
thereof). Invoking Corollary 4.4.1 completes the proof.
Convex-Type (h, ϕ)-entropies For a Convex-Type (h, ϕ)-entropy H ≡ H(h,ϕ),
r 7→ (ϕ′(r+)− ϕ′(r−))
is Schur convex and strictly positive for non-uniform r, while
r 7→ −h′(∑iϕ(ri))
is strictly Schur concave and strictly positive. Hence, ΓH is the product of a Schur convex
and Schur concave function. The former only depends on the largest and smallest entries
of r, however. For d = 2, these are all the entries, and for x ∈ (0, 1
2
],
ΓH({x, 1− x}) = h′(ϕ(x) + ϕ(1− x))(ϕ′(x)− ϕ′(1− x)) = bin′(h,ϕ)(x)
is the derivative of the binary (h, ϕ)-entropy, where
bin(h,ϕ)(x) := H(h,ϕ)({x, 1− x}).
For d > 2, define
r¯ = (r1, z, . . . , z︸ ︷︷ ︸
d−2 times
, rd)
where without loss of generality, r1 ≥ r2 ≥ · · · ≥ rd are the sorted elements of r and
z = 1−r1−rd
d−2 . Note that r¯ =Mr for
M :=

1 0 · · · 0 0
0 1
d−2 · · · 1d−2 0
0
...
... 0
0 1
d−2 · · · 1d−2 0
0 0 · · · 0 1

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which is a doubly-stochastic matrix, and hence the characterization of majorization
provided in (2.4) yields that r¯ ≺ r. Since r¯ and r additionally have the same largest and
smallest elements, we obtain ΓH(r) ≤ ΓH(r¯). This leads to the following result.
Theorem 5.1.4. Let H(h,ϕ) be a Convex-Type (h, ϕ)-entropy. If d = 2, then
sup
r∈P+
ΓH(r) = sup
0<x≤ 1
2
bin′(h,ϕ)(x). (5.10)
If d > 2, then
sup
r∈P+
ΓH(r) = sup
x,y:
0<x≤ 1
d
≤y
x≤z≤y
−h′(ϕ(y) + (d− 2)ϕ(z) + ϕ(x))(ϕ′(y)− ϕ′(x)), z := 1− y − x
d− 2
(5.11)
In either case, if ϕ is differentiable at zero and h is differentiable at ϕ(1), then H(h,ϕ) is
Lipschitz continuous, and the optimal Lipschitz constant is given by supr∈P+ ΓH(r).
Proof. The discussion before Theorem 5.1.4 and (5.5) establishes the expressions for
supr∈P+ ΓH(r), and the proof concludes by Corollary 4.4.1.
Remark. While (5.10) (resp. (5.11)) do not provide a closed-form expression for supr∈P+ ΓH(r),
they reduce the naively d-dimensional optimization problem to a 1- (resp. 2-) dimensional
problem.
5.1.1 An aside on the necessity of the (h, ϕ) form
Theorem 5.1.1 shows Concave-Type (h, ϕ)-entropies H, which are symmetric and concave,
are such that their derivative along the path of majorization flow, ΓH , is Schur convex.
A natural question is whether or not the restiction to the form of an (h, ϕ)-entropy is
necessary; perhaps all symmetric and concave functions are such that their derivative
along the path of majorization flow is Schur convex? This turns out to not be the case,
as shown by Proposition 5.1.6 below. First, we establish a simple characterization of the
Schur convexity of Γf .
Lemma 5.1.5. Let f : P → R be symmetric and concave, and twice differentiable on
P+. Then Γf is Schur convex on P+ iff for each x ∈ P↓, the Hessian H(x) of f at x
satisfies
H(x)i,d +H(x)j,1 −H(x)j,d −H(x)i,1 ≥ 0 (5.12)
for each i < j.
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Proof. If x ∈ P↓, then Γf(x) = (∂xd − ∂x1)f(x). Equation (2.5) then shows that Schur
convexity of Γf implies (∂xi − ∂xj )Γf (x) ≥ 0 for i < j and x ∈ P↓. To recover the reverse
implication, one needs to show the assumption (5.12) yields (xi−xj)(∂xi − ∂xj )Γf (x) ≥ 0
for all x ∈ P and i, j. We can use that if f is symmetric, then H satisfies
H(Px) = P TH(x)P
for any permutation matrix P . Given x ∈ P, let P be a permutation matrix such that
x↓ = Px. Then applying (5.12) to H(x↓) = P TH(x)P yields the result.
Next, we use this characterization to establish a counter-example.
Proposition 5.1.6. There exists a function f : P → R which is symmetric, concave,
and smooth, but is such that Γf is not Schur convex.
Proof. Consider d = 4, y = (1, 2, 3, 4), and z = (4, 3, 2, 1), and define
f(x) = − 1|S4|
∑
π∈S4
log
(
e⟨π(x),y⟩ + e⟨π(x),z⟩
)
Note that −f(x) is the symmetrization of
g(x) = log
(
e⟨x,y⟩ + e⟨x,z⟩
)
.
Let Y be a vector-valued random variable which with probability 1/2 takes on the value
2y and with probability 1
2
takes on the value 2z. Then g(x) is the cumulant-generating
function of Y , and hence is convex. Thus, f(x) is concave and symmetric.
Next, we simply check (5.12) with i = 2, j = 3, and x = (0.5, 0.3, 0.2, 0) ∈ P↓. We
find2 the left-hand side of (5.12) is given by
L := − N
(
e1/5 − 1)2 e1/5
D (1 + e1/5)
2
(1 + e2/5)
2
(1− e1/5 + e2/5)2 (1 + e4/5)2
where
N := 3− 4 5√e+ 13e2/5 − 13e3/5 + 36e4/5 − 32e+ 84e6/5 − 82e7/5 + 157e8/5 − 127e9/5
+ 235e2 − 202e11/5 + 382e12/5 − 290e13/5 + 500e14/5 − 382e3 + 685e16/5 − 513e17/5
+ 817e18/5 − 574e19/5 + 970e4 − 680e21/5 + 1052e22/5 − 691e23/5 + 1114e24/5 − 756e5
2with some symbolic manipulation by Mathematica; see Appendix A for the code
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+ 1114e26/5 − 691e27/5 + 1052e28/5 − 680e29/5 + 970e6 − 574e31/5 + 817e32/5 − 513e33/5
+ 685e34/5 − 382e7 + 500e36/5 − 290e37/5 + 382e38/5 − 202e39/5 + 235e8 − 127e41/5
+ 157e42/5 − 82e43/5 + 84e44/5 − 32e9 + 36e46/5 − 13e47/5 + 13e48/5 − 4e49/5 + 3e10
D := 3
(
1− e1/5 + e2/5 − e3/5 + e4/5 − e+ e6/5)2 (1 + e8/5)2 (1− e2/5 + e4/5)2
which yields L ≈ −0.15621966760667033050 and in particular, L < 0. Hence, Γf is not
Schur convex.
Remark. The example used in the proof is for dimension d = 4. One can likely construct
examples in any dimension d ≥ 4, possibly by embedding this example in a larger one.
Numerically, I was not able to find a counterexample for d = 3 or lower. One difficulty in
constructing such a counterexample is that necessarily two of the indices (1, i, j, d) must
coincide. Perhaps in dimensions d = 2 or d = 3, symmetric, concave, and differentiable
functions f yield Schur convex Γf .
5.2 Rényi and Tsallis entropies
Let us apply the results of Corollary 5.1.2 and Theorem 5.1.4 to two cases of particular
interest: Rényi and Tsallis entropies. In addition to establishing much sharper continuity
bounds for the α-Rényi entropy for α > 1, we will also see why previous continuity
bounds for the quantity, which were derived from continuity bounds for Tsallis entropies,
scale poorly with the dimension.
Rényi entropies The α-Rényi entropies Sα are parametrized by α ∈ (0, 1) ∪ (1,∞),
and are a generalization of the von Neumann entropy in the sense that limα→1 Sα = S.
The α-Rényi entropy has been used to bound the quantum communication complexity
of distributed information-theoretic tasks [vDH02], can be interpreted in terms of the
free energy of a quantum or classical system [Bae11], and is the fundamental quantity
defining the entanglement α-Rényi entropy [WMVF16].
The α-Rényi entropy [Rén61] for α ∈ (0, 1) ∪ (1,∞), of a quantum state ρ ∈ D(H) is
defined by
Sα(ρ) :=
1
1− α log tr (ρ
α) .
Sα is the (h, ϕ)-entropy with h(x) = 11−α log x for x ∈ R and ϕ(x) = xα for x ∈ [0, 1]. For
α ∈ (0, 1), h is concave and strictly increasing and ϕ is strictly concave. For α > 1, h is
convex and strictly decreasing, and ϕ is strictly convex. Hence, Sα is a Concave-Type
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(h, ϕ)-entropy for α ∈ (0, 1), and is a Convex-Type (h, ϕ)-entropy for α > 1. It is known
that limα→1 Sα(ρ) = S(ρ), and limα→∞ Sα(ρ) = S∞(ρ) := − log λmax(ρ), where λmax(ρ)
denotes the largest eigenvalue of ρ. The Rényi entropies, like the von Neumann (or
Shannon) entropy, are additive under tensor products: Sα(ρ⊗ σ) = Sα(ρ) + Sα(σ). In
thermodynamic contexts, this property is often called extensivity.
For a probability distribution p ∈ P , the above quantity reduces to
Sα(p) =
1
1− α log
(
d∑
i=1
pαi
)
,
and S∞(p) = − logmax1≤i≤d pi.
Tsallis entropies The α-Tsallis entropy [Tsa88] for α ∈ (0, 1) ∪ (1,∞) of a quantum
state ρ ∈ D(H) is defined by
Tα(ρ) :=
1
1− α [tr(ρ
α)− 1],
and in the case of a probability vector p ∈ P ,
Tα(p) =
1
1− α
[
d∑
i=1
pαi − 1
]
.
The Tsallis entropy can be seen as a version of the Rényi entropy in which the logarithm has
been linearized (up to a factor of ln 2), using the first-order Taylor series log x ≈ 1
ln 2
(x−1).
The Tsallis entropy is not additive under tensor products (it is nonextensive) and instead
satisfies the relation
Tα(ρ⊗ σ) = Tα(ρ) + Tα(σ) + (1− α)Tα(ρ)Tα(σ) (5.13)
for α ∈ (0, 1) ∪ (1,∞) and ρ, σ ∈ D(H), as can be verified by direct computation.
We have that Tα = H(h,ϕ) for h(x) = x and ϕ(x) = x
α−x
1−α and hence is a Concave-
Type(h, ϕ)-entropy.
Previously known continuity bounds for Tsallis entropies Raggio [Rag95, Lemma
2] showed that Tα is Lipschitz continuous for α > 1:
|Tα(ρ)− Tα(σ)| ≤ 2α
α− 1ε (5.14)
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if T (ρ, σ) ≤ ε, while Zhang [Zha07b, Theorem 1] proved that if T (ρ, σ) ≤ ε and α > 1,
then
|Tα(ρ)− Tα(σ)| ≤
 11−α(εα(d− 1)1−α + (1− ε)α − 1) ε < 1− 1dd1−α−1
(1−α) ε ≥ 1− 1d
(5.15)
using a coupling technique3. In fact, (5.15) also holds in the case 0 < α < 1 as was shown
by [Aud07, (A.2)] via a direct optimization method (adapting the proof of (1.1)). This
bound for all α ∈ (0, 1) ∪ (1,∞) also appears as [CMNF17, Lemma 1.2], whose proof
appears to follow the same direct optimization method as Audenaert. Zhang [Zha07b,
Remark 4] also derived (5.14) from (5.15), and (1.1) from the limit α→ 1 of (5.15).
[FYK07, Theorem 2.4] showed that if α ∈ [0, 2] and p, r ∈ P such that TV(p, r) =
ε ≤ α1/(1−α), then
|Tα(p)− Tα(r)| ≤ (2ε)α lnα(d) + ηα(2ε)
where ηα(x) = −xα lnα(x) and lnα(x) = x1−α−11−α . This bound is less tight than (5.15),
however.
Previously known continuity bounds for Rényi entropies Audenaert [Aud07,
Appendix A] proved a tight uniform continuity bound for the α-Rényi entropies for
α ∈ (0, 1) in 2007, namely for ε ∈ [0, 1] and ρ, σ ∈ D with T (ρ, σ) ≤ ε,
|Sα(ρ)− Sα(σ)| ≤
 11−α log((1− ε)α + (d− 1)1−αεα) ε < 1− 1dlog d ε ≥ 1− 1
d
,
(5.16)
See (5.2) and (5.3) of Section 5.1 for the previously known continuity bounds in
the case α > 1. Note also [WH19, Theorem 7] provides continuity bounds for the
α-Rényi-entropy, although in the case α ∈ (0, 1) bounds are not optimal (in contrast to
(5.16)), and in the case α > 1, are not as tight as the bounds presented here.
New continuity bounds Corollary 5.1.2 provides an alternate proof of (5.15) for any
α > 0 and of (5.16) for α ∈ (0, 1) and establishes that in either case for equality to
occur, it is necessary and sufficient for one state to be pure, and the other state to have
spectrum {1− ε, ε
d−1 , . . . ,
ε
d−1) if ε < 1− 1d , or {1d , . . . , 1d} if ε ≥ 1− 1d .
3In fact, [Zha07b, Theorem 1] considers the case T (ρ, σ) = ε; in (5.15), their bound has been
monotonized to hold for T (ρ, σ) ≤ ε.
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Proposition 5.2.1. The α-Tsallis entropies are Lipschitz continuous for α > 1, with
optimal Lipschitz constant α
α−1 .
Proof.
ΓTα(r) =
α
1− α(r
α−1
− − rα−1+ ) =
α
α− 1(r
α−1
+ − rα−1− ) ≤
α
α− 1
with equality achieved by r = (1, 0, . . . , 0).
Remark. This improves upon (5.14) by a factor of 2, but can also be derived directly
from (5.15).
The following is a corollary of Theorem 5.1.4.
Proposition 5.2.2. The α-Rényi entropy is Lipschitz continuous if and only if α > 1.
In the latter case, the optimal Lipschitz constant kα satisfies
α
α− 1(d− 2)
1−1/α 1
2 ln(2)
≤ kα ≤ dα
α− 1
1
ln(2)
. (5.17)
For certain values of α, we compute kα exactly or provide tighter bounds. We have
k∞ =
1
ln(2)
d, (5.18)
k2 =
 2ln(2) d = 2d−2√
d−1−1
1
ln(2)
d > 2,
(5.19)
and for α ∈ (1, 2),
kα ≤ α
α− 1
dα−1
ln(2)
<
dα
α− 1
1
ln(2)
.
Additionally, for α ∈ (0, 1) and any δ > 0, the smoothed entropy Sδα is Lipschitz
continuous, with optimal Lipschitz constant
α
1− α
1
ln(2)
( δ
d−1)
α−1 − (1− δ)α−1
(1− δ)α + (d− 1)α−1δα .
Remark. [WH19, Theorem 7 (2)] can be used to establish the bound kα ≤ 2 dαα−1 1ln(2) .
Proof. The fact that the α-Rényi entropies are not Lipshitz for α ≤ 1 follows from the
fact that g(ε) defined in (5.7) has limε→0 g(ε)ε = +∞.
Let us prove (5.17); consider α > 1. First, let’s prove the upper bound. We have
h(x) = 1
1−α log x and ϕ(x) = x
α. Then for α > 1, we have ϕ(x) ≥ 0 and ϕ′(x) ≥ 0 for
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x ∈ [0, 1]. Hence, since −h′ is strictly decreasing,
−h′(ϕ(y) + (d− 2)ϕ(z) + ϕ(x))(ϕ′(y)− ϕ′(x)) ≤ −h′(ϕ(y))(ϕ′(y)− ϕ′(x))
≤ −h′(ϕ(y))ϕ′(y)
= −(h ◦ ϕ)′(y).
Then
−(h ◦ ϕ)′(y) = α
α− 1
1
ln(2)
1
y
≤ α
α− 1
1
ln(2)
d
since y ≥ 1
d
. Next, consider the lower bound.
Let x = 0, y = 1
(d−2)1−1/α =
1
(d−2)(α−1)/α , z =
1−y
d−2 , and let r = (x, z, . . . , z, y) ∈ P↓.
Then
ΓSα(r) =
α
α− 1
1
ln(2)
yα−1 − xα−1
xα + yα + (d− 2)zα
=
α
α− 1
1
ln(2)
yα−1
yα + (d− 2)zα
=
α
α− 1
1
ln(2)
yα−1
yα + (1− y)α(d− 2)1−α
=
α
α− 1
1
ln(2)
1
y
1
1 + (1/y − 1)α(d− 2)1−α
≥ α
α− 1
1
ln(2)
1
y
1
1 + y−α(d− 2)1−α
≥ α
α− 1
1
ln(2)
1
y
1
1 + 1
=
α
α− 1
1
2 ln(2)
(d− 2)1−1/α.
The proof for α = ∞ is in the next proposition. The proof for α ∈ (1, 2) follows from
Proposition 5.2.1 and (5.24). Next, for α < 1 and δ > 0, we find
lim
ε→0
g(ε+ δ)
ε
=
α
1− α
1
loge(2)
( δ
d−1)
α−1 − (1− δ)α−1
(1− δ)α + (d− 1)α−1δα .
from which the optimal Lipschitz constant follows by Corollary 5.1.3.
Lastly, we prove establish the optimal Lipschitz constant in the case α = 2. It suffices
to calculate the right-hand side of (5.11) in the case that h(x) = − log x and ϕ(x) = x2.
We first establish the result in the case d = 2, and then in the case d > 2. For d = 2 and
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α ∈ (1, 2], we aim to maximize the function
h(x, y) =
yα−1 − xα−1
xα + yα
where y = 1− x. For α ∈ (1, 2], we have the bound
h(x, y) ≤ 1 ⇐⇒ yα−1 − xα−1 ≤ yα + xα
⇐⇒ yα−1 − yα ≤ xα−1 + xα
⇐⇒ yα−1(1− y) ≤ xα−1(1− x)
⇐⇒ yα−1x ≤ xα−1y
⇐⇒ yα−2 ≤ xα−2
using y = 1− x and x = 1− y. We find h(x, y) ≤ 1 since x ≤ y and α ∈ (1, 2]. On the
other hand, h(0, 1) = 1 for all α.
For d > 2, and α = 2, we consider
h(x, y) =
y − x
x2 + y2 + (d− 2)z2
where z ≡ z(x, y) = 1−x−y
d−2 . Then for D = x
2 + y2 + (d− 2)z2,
D2
d
dx
h(x, y) = −(x2 + y2 + (d− 2)z2)− (y − x)(2x− 2z)
= −(x2 + y2 + (d− 2)z2) + 2(y − x)(z − x)
so d
dx
h(x, y) ≤ 0 iff
2(y − x)(z − x) ≤ x2 + y2 + (d− 2)z2
2(yz − xz + x2 − xy) ≤ x2 + y2 + (d− 2)z2
2(yz − xz − xy) ≤ −x2 + y2 + (d− 2)z2
We have 2yz ≤ y2 + d2 ≤ y2 + (d− 2)z2, so it remains to show −2(xz + xy) ≤ −x2. But
that follows from
x2 ≤ 4x2 ≤ 2(xz + xy)
using x ≤ y and x ≤ z. Thus, for any y ≥ x, such that x ≤ z ≤ y, h(x, y) is decreasing
in x.
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Hence, we consider x = 0. Then z = 1−y
d−2 , and y is constrained only by y ∈ [ 1d−1 , 1].
Then
h(0, y) =
y
y2 + (d− 2)−1(1− y)2 =
y(d− 2)
(d− 2)y2 + 1− 2y + y2 =
(d− 2)y
(d− 1)y2 + 1− 2y .
We have
((d− 1)y2 + 1− 2y)2∂yh(0, y) = ((d− 1)y2 + 1− 2y)(d− 2)− (d− 2)y(2(d− 1)y − 2)
so ∂yh(0, y) = 0 if and only if
(d− 1)y2 + 1− 2y = y(2(d− 1)y − 2)
(d− 1)y2 + 1− 2y = 2(d− 1)y2 − 2y
1 = (d− 1)y2
y =
1√
d− 1 .
Note that with x = 0, y = 1√
d−1 , we have 0 ≤ x ≤ z ≤ y ≤ 1 so the constraints are
satisfied. It could be that this choice of y yields only a local maximum. To rule this case
out, since y ∈ [ 1
d−1 , 1], we check h(0,
1
d−1) = h(0, 1) = 1, while
h(0, (d− 1)−1/2) = d− 2
2
√
d− 1− 2 > 1
for d ≥ 3.
For α =∞, we can obtain both a tight uniform continuity bound and the optimal
Lipschitz continuity constant.
Proposition 5.2.3. For ε > 0 and p, q ∈ Pd such that TV(p, q) ≤ ε, we have |S∞(p)−
S∞(q)| ≤ log(1+εd) if TV(p, q) ≤ ε. In particular, S∞ has an optimal Lipschitz constant
of d
ln(2)
.
Remark. [WH19, Lemma 18] provides a simple direct proof to establish the Lipschitz
constant d
ln(2)
.
Proof. Since S∞(r) = − log r+, for r ̸= u, (4.21) yields
ΓS∞(r) = (∂− − ∂+)S∞(r) = ∂+ log r+ =
1
ln(2)
1
r+
,
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whereas ΓS∞(u) = 0 as L(u) = 0. The optimal Lipschitz constant follows from the fact
that r+ ≥ 1d and for some probability vectors, r+ = 1d .
Moreover, r 7→ 1
ln(2)
1
r+
is Schur concave (as the composition of a decreasing function
and the Schur convex function r 7→ r+). Hence, ΓS∞ is Schur concave on P \ {u}. Since
Ms is majorization-preserving for all s ∈ [0, 1], we have
r 7→ ∆S∞ε := S∞(Mε(r))− r =
∫ ε
0
ΓS∞(Ms(r)) ds
is Schur concave on P \Bε(u). This uses the fact that for r ∈ P \Bε(u), TV(r, u) > ε and
hence Ms(r) ̸= u for all s ∈ [0, ε]. For any r ∈ P \ Bε(u), Mt(r) ≺ r for t = TV(r, u).
Hence,
max
r∈P
S∞(Mε(r))− r = max
r∈Bε(u)
S∞(Mε(r))− r = max
r∈Bε(u)
log(d)− S∞(r)
using that Mε(r) = u for r ∈ Bε(u). Then
max
r∈Bε(u)
log(d)− S∞(r) = max
r∈Bε(u)
log(dr+).
For r ∈ Bε(u), r+ ≤ 1d + ε, with equality for r = (1d + ε, 1d , . . . , 1d , 1d − ε). Hence, putting
it all together,
max
r∈P
S∞(Mε(r))− r = log
(
d
(
1
d
+ ε
))
= log(1 + dε).
Remark. The proof of Proposition 5.2.3 shows the Schur concavity of ∆S∞ε on P \Bε(u).
This contrasts strongly with the Schur convexity of ∆Hε on P for all Concave-Type (h, ϕ)
entropies H proven in Theorem 5.1.1.
5.2.1 Rényi entropy of parameter α = 1 has optimal dimensional
scaling in its continuity bound
Note that the Rényi entropy of parameter α = 1 is the Shannon entropy (or von Neumann
entropy, in the quantum case). There is a sense in which the continuity properties as a
function of dimension d of the Rényi entropy Sα are much improved at α = 1 compared
to α ̸= 1. Let us introduce some notation. Define
Cα(d, ε) := sup
p,q∈Pd
TV(p,q)≤ε
|Sα(p)− Sα(q)|
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as the optimal uniform continuity bound for Sα over Pd. Consider a sequence (εd)d∈N
such that εd
d→∞−−−→ 0. Clearly, if
lim sup
d→∞
Cα(d, εd) = 0 (5.20)
then for any sequences of distributions (pd)d∈N and (qd)d∈N with pq, qd ∈ Pd such that
TV(pd, qd) ≤ εd, we have
lim sup
d→∞
|Sα(pd)− Sα(qd)| = 0.
Thus, any (εd)d∈N satisfying (5.20) provides a dimensionally-aware notion of continuity
for Sα. Moreover, the slower εd converges to zero, the stronger the statement of continuity
provided by (5.20). The following proposition therefore demonstrates that the case α = 1
is the “most continuous” in this sense.
Proposition 5.2.4. For any s > 0,
C1(d, d
−s) d→∞−−−→ 0. (5.21)
In fact, if (εd)d∈N has εd log(d) → 0, then limd→∞C1(d, εd) = 0. However, for α ∈
(0, 1) ∪ (1,∞),
lim inf
d→∞
Cα(d, d
− |α−1|
α ) > 0. (5.22)
and likewise lim infd→∞C∞(d, d−1) > 0.
Remark. Note that this result contrasts with the scenario of fixed dimension d. The fact
that Sα is Lipschitz continuous on Pd if and only if α > 1 provides a notion in which
Sα is “more continuous” for α > 1 than for α > 0. In other words, if α > 0, the only
constant k satisfying |Sα(p) − Sα(q)| ≤ kTV(p, q) is k = ∞, while for α > 1, finite k
suffices. This notion is not “dimensionally-aware”, however, in the sense that d is fixed.
Additionally, the parameter α = 1 for the Tsallis entropy, which again coincides with
the Shannon entropy, does not admit optimal scaling of the continuity bound out of the
whole family of Tsallis entropies; in fact, (5.15) shows that the optimal bound actually
decreases with dimension for α > 1. This is related to the nonextensivity of the Tsallis
entropy; extensivity enforces the scaling
Sα(p
⊗n)− Sα(q⊗n) = n(Sα(p)− Sα(q))
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and since
TV(p⊗n, q⊗n) ≤ nTV(p, q)
we find that
Cα(d
n, nεd) ≥ nCα(d, εd),
or, for d = 2n,
Cα(d, εd log(d)) ≥ log(d)Cα(2, εd).
Hence for any extensive entropy, the optimal continuity bound must grow at least
logarithmically with dimension (up to the modification εd ⇝ log(d)εd).
Proof. For 0 ≤ ε < 1− 1
d
, the Audenaert-Fannes bound (1.1) gives
C1(d, ε) = h2(ε) + ε log(d− 1)
where h2(ε) = −ε log(ε)− (1− ε) log(1− ε) is the binary entropy. Hence, if εd log(d)→ 0,
then εd → 0 and
C1(d, εd) = h2(εd) + εd log(d− 1)→ 0
as well. Since for any s > 0 we have d−s log(d)→ 0, we recover (5.21).
Next, let us establish (5.22) for 0 < α < 1. In this case, for 0 ≤ ε < 1− 1
d
(5.16) gives
Cα(d, ε) =
1
1− α log((1− ε)
α + (d− 1)1−αεα).
For εd = d−
1−α
α , we have (d− 1)1−αεαd → 1 while (1− εd)α → 0, and hence Cα(d, εd)→
1
1−α > 0.
For α > 1, we do not have an exact expression for Cα(d, ε). However, since a Lipschitz
bound provides a uniform continuity bound, we have
Cα(d, ε) ≥ ε sup
r∈P+
ΓSα(r)
using Corollary 4.4.1. Then Proposition 5.2.2 shows that kα = supr∈P+ ΓSα(r) satisfies
kα ≥ α
α− 1(d− 2)
1−1/α 1
2 ln(2)
.
Hence, if εd = d−
α−1
α , then
εd(d− 2)1−1/α = εd(d− 2)(1−α)/α → 1.
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Therefore lim infd→∞Cα(d, ε) ≥ αα−1 12 ln(2) > 0. Likewise, for α = ∞, the optimal Lips-
chitz constant is given in Proposition 5.2.3 as k∞ = dln(2) , and hence lim infd→∞C∞(d, d
−1) ≥
1
ln(2)
> 0.
5.2.2 Discussion of previous continuity bounds for Sα with α > 1
As mentioned at the start of the Section 5.1, continuity bounds on the α-Rényi entropy
for α > 1 were not known until 2011, and the bounds known until this work have poor
scaling ∼ dα−1. Here, we use majorization flow as a tool to understand why the previous
bounds performed poorly. The technique used to establish the previous bounds was to
relate the difference in Rényi entropy of two distributions to the corresponding difference
in Tsallis entropy [Ras11; CMNF17]. In the following proposition, we show that even
a relaxed version of this pointwise comparison must necessarily yield a bound scaling
as dα−1. In contrast, we show that the comparison between the maximum difference
of the two entropies exhibits much better scaling, and in fact can yield the Lipschitz
continuity bound of (5.17). This can be understood by the fact that the Tsallis entropy
is a Concave-Type (h, ϕ)-entropy, and hence it increases the slowest near the uniform
distribution (in the sense that Theorem 5.1.1 holds). On the other hand, for α > 1, the
α-Rényi entropy is a Convex-Type (h, ϕ)-entropy, and increases quickest at a distribution
of the form (x, z, . . . , z, y) for x ≤ z ≤ y as shown by Theorem 5.1.4, which can be close
to uniform.
Recall the definition ∆Hε (r) := maxq∈Bε(r)(H(q)−H(r)) for a function H : Pd → R.
Proposition 5.2.5. Let α > 1. The smallest constant c such that
∆Sαε (r) ≤ c∆Tαε (r) (5.23)
for all r ∈ P and ε > 0 is c = dα−1
ln(2)
. However, the smallest constant c˜ such that
max
r∈P
∆Sαε (r) ≤ c˜ max
r′∈P
∆Tαε (r) (5.24)
for all ε > 0 satisfies c˜ ≤ αd
ln(2)
.
Remark. (5.23) shows that at some points r ∈ P the Tsallis entropy can locally increase
much more than the Rényi entropy, while (5.24) shows that their maximal local increases
are not so different.
Proof. Since
∆Sαε (r) =
∫ ε
0
ΓSα(Mε(r)) ds
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and
∆Tαε (r) =
∫ ε
0
ΓTα(Mε(r)) ds
it suffices to bound the ratio ΓSα (p)
ΓTα (p)
uniformly in p ∈ P by c. On the other hand, for
(5.24) to hold for all ε > 0 and r ∈ P , the same ratio must in fact be bounded by c. We
have
ΓSα(p) =
1
ln(2)
α
α− 1
rα−1+ − rα−1−∑d
i=1 p
α
i
, ΓTα(p) =
α
α− 1(r
α−1
+ − rα−1− )
and hence
ΓSα(p)
ΓTα(p)
=
1
ln(2)
(
d∑
i=1
pαi
)−1
.
Since p 7→∑di=1 pαi is Schur convex, the above ratio is Schur concave, and hence maximized
at the uniform distribution. Thus,
max
p∈P
ΓSα(p)
ΓTα(p)
=
1
ln(2)
(
d
(
1
d
)α)−1
=
1
ln(2)
dα−1.
To estimate c˜, we simply rewrite the uniform continuity bound for Tα given in Equa-
tion (5.6) as:
max
r′∈P
∆Tαε (r
′) =
1
α− 1(1− (1− ε)
α − (d− 1)1−αεα),
noting that the maximum is achieved at r′ = (1, 0, . . . , 0). We have (1− ε)α ≤ 1− ε and
hence 1− (1− ε)α ≥ ε. Then
max
r′∈P
∆Tαε (r
′) ≥ ε
α− 1 .
On the other hand, (5.17) yields
max
r∈P
∆Sαε (r) ≤ ε
α
α− 1
d
ln(2)
Proposition 5.2.5 helps show that the notion of majorization flow can provide additional
insight into the entropy landscape with respect to the TV distance, beyond the entropic
bounds it can establish.
5.2.3 Connection to thermodynamics
[Bae11] introduced an interesting connection between the α-Rényi entropy and free
energies in thermodynamics. In this section, we recall this relationship, and remark on
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the resulting consequences of our continuity bounds for Rényi entropies of Gibbs states
and their connection to changes in free energy.
The following holds in either a quantum or classical picture. We will work in quantum
notation for consistency with [Bae11]. Consider a Gibbs state
ρ(T ) = Z(T )−1e−H/T
where H is the Hamiltonian, T ≥ 0 the temperature, Z(T ) = tr(e−H/T ) is the partition
function, and we have set Boltzmann’s constant kB ≡ 1. We can define the free energy as
F (T ) = −T lnZ(T ).
By direct calculation, we find that the α-Rényi entropy Sα satisfies
ST0
T
(ρ(T0)) = −F (T )− F (T0)
T − T0 . (5.25)
for any T > 0 [Bae11, Equation (9)]. In the limit T → T0, we recover the thermodynamic
relation
S(ρ(T0)) = − dF
dT
∣∣∣∣
T0
that the entropy is the derivative of the free energy with respect to temperature. Note
that any full-rank state σ can be seen as a Gibbs state at temperature T associated to
the Hamiltonian H = − 1
T
log σ. This gives a physical interpretation to Sα(σ) for any
full-rank state σ: consider σ to be the Gibbs state at initial temperature T0 = 1. Then
Sα(σ) equals the negative of the ratio of the change in free energy to the change in
temperature when the temperature is changed from T0 to α−1T0. This can be seen as the
maximum amount of work the system, initially in thermal equilibrium at temperature
T0, can do when its temperature is suddenly changed from T0 to α−1T0 as it moves to
the new thermal equilibrium, divided by the change in temperature [Bae11].
The Schur concavity of Sα for all α > 0 can be interpreted through this physical picture
as well. The relation ρ ≺ σ means that the distribution of the eigenvalues of ρ is “flatter”
and “more disordered” than those of σ; correspondingly, Hρ := − 1T log ρ log-majorizes
Hσ := − 1T log σ, where log majorization is defined by A ≺log B if logA ≺ logB. By
Schur concavity, if ρ ≺ σ, then Sα(ρ) ≥ Sα(σ) for any α > 0. Hence, the Schur concavity
of the α-Rényi entropy can be interpreted as a statement about how the distribution
of energy levels of a Hamiltonian relates to the free-energy increase or decrease of the
system (per unit change in temperature) under a sudden change in temperature.
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Now, recall that the trace distance is endowed with an operational interpreta-
tion in terms of distinguishability under measurement. We say that ρ and σ are ε-
indistinguishable if 1
2
∥ρ− σ∥1 ≤ ε. Consider an experiment in which the system is in a
state σ which is not known precisely, but is ε-indistinguishable from a known state ρ,
which is a Gibbs state, ρ = ρ(T0). We pose the following question:
If the temperature is abruptly changed from T0 → T , can one bound the ratio of the
change in free energy and the corresponding change in temperature?
This quantity is exactly the α-Rényi entropy of order α = T0/T by (5.25), and
hence (5.16) and Proposition 5.2.2 provide an answer in the affirmative. Moreover,
Proposition 5.2.2 shows that the α-Rényi entropy is Lipschitz continuous if and only if
α > 1. In other words, if T0 > T , then there exists kT0/T <∞ such that
|ST0/T (σ)− ST0/T (ρ(T0))| ≤ εkT0/T .
If T0 ≤ T , then no such linear bound can hold uniformly in σ and ρ(T0), but (5.6) gives
a tight uniform (nonlinear) bound.
5.3 Other entropies
• The von Neumann entropy
S(ρ) = − tr(ρ log ρ).
satisfies S = S(h,ϕ) for h(x) = x and ϕ(x) = −x log x, and is a Concave-Type (h, ϕ)-
entropy. The Audenaert-Fannes bound, (1.1), provides a tight uniform continuity
bound for the von Neumann (or Shannon) entropy.
Our contribution Corollary 5.1.2 provides an alternate proof for (1.1) and the
necessary and sufficient conditions for equality as a consequence of the fact that
the von Neumann entropy is a Concave-Type (h, ϕ)-entropy, and Corollary 5.1.3
shows that S is not Lipschitz continuous with respect to the trace distance, but
its smoothed variant Sδ is Lipschitz continuous for any δ ∈ (0, 1), with an optimal
Lipschitz constant of
log(δ−1 − 1) + log(d− 1). (5.26)
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• The (s, α)-unified entropies,
Esα(ρ) =
1
s(1− α)(tr[ρ
α]s − 1)
for α ∈ (0, 1)∪ (1,∞), s ∈ R \ {0}, were introduced in the quantum case by [HY06]
and in the classical case by [RT91]. This family of entropies includes the Tsallis
entropies in the case s = 1, and the α-Rényi entropies (up to a factor of ln(2)) in
the limit s → 0. We have Esα = H(h,ϕ) for ϕ(x) = xα, and h(x) = 1s(1−α)(xs − 1),
which satisfy ϕ(0) = 0, and h(ϕ(1)) = 0. If α ∈ (0, 1), h is strictly increasing
and ϕ is strictly concave, while if α > 1, h is strictly decreasing, and ϕ is strictly
convex. Additionally, h is convex if (s > 1 and α < 1) or if (s < 1 and α > 1),
and is concave otherwise. Thus, if 0 < α < 1 and s ≤ 1, Esα is a Concave-Type
(h, ϕ)-entropy, and if α > 1 with s ≤ 1, then Esα is a Convex-Type (h, ϕ)-entropy. If
s > 1, then for any α ∈ (0, 1) ∪ (1,∞), Esα is an (h, ϕ)-entropy in the sense defined
by [SMMP93], but not of Concave-Type or Convex-Type, and hence the results of
Section 5.1 do not apply in that case.
Remark. [HY06, Proposition 5] incorrectly claims that the unified entropies are
not Schur concave. However, they are indeed strictly Schur concave for all α ∈
(0, 1) ∪ (1,∞) and s ∈ R \ {0}.
Rastegin [Ras11] showed that for 0 < α < 1, s ∈ (−∞,−1] ∪ [0, 1], and T (ρ, σ) ≤
1
2
α
1
1−α , the bound
|Esα(ρ)− Esα(σ)| ≤ (2ε)α lnα d+ nα(2ε) (5.27)
holds, where lnα = x
1−α−1
1−α and nα(x) =
xα−x
1−α . If α > 1 and s ∈ [−1, 0] ∪ [1,+∞],
|Esα(ρ)− Esα(σ)| ≤ χs[εα lnα(d− 1) + tα(ε)] (5.28)
where tα(ε) := Tα({ε, 1− ε}) is the binary Tsallis entropy. In [HY06, Proposition
6], the Lipschitz continuity bound
|Esα(ρ)− Esα(σ)| ≤
α
α− 1ε (5.29)
for any ρ, σ ∈ D(H) with T (ρ, σ) ≤ ε for α > 1, and s ≥ 1 was proven.
Our contribution:
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For α ∈ (0, 1) and s ≤ 1, then Esα is not Lipschitz continuous on D(H) by
Corollary 5.1.3, but satisfies the following tight uniform continuity bound by
Corollary 5.1.2: If ε ∈ [0, 1] and ρ, σ ∈ D with T (ρ, σ) ≤ ε,
|Esα(ρ)− Esα(σ)| ≤
 1s(1−α)
[(
(1− ε)α + (d− 1)1−αεα)s − 1] ε < 1− 1
d
1
s(1−α)
[
ds(1−α) − 1] ε ≥ 1− 1
d
(5.30)
with equality if and only if one state is pure, and the other state has spectrum
{1− ε, ε
d−1 , . . . ,
ε
d−1} if ε < 1− 1d , or {1d , . . . , 1d} if ε ≥ 1− 1d .
If α > 1 and s ≤ 1, then Esα is Lipschitz continuous on D(H) by Theorem 5.1.4,
and the associated optimal Lipschitz constant ksα satisfies
ksα ≤
 αα−1d1−αs sα < 1α
α−1 sα ≥ 1.
(5.31)
• Entropies induced by divergences. Denoting left multiplication by an operator A
as LA, and right multiplication by A as RA, one defines the f -divergence
Sf (ρ∥σ) := tr[σ1/2f(LρRσ−1)(σ1/2)] (5.32)
which was first introduced by Petz [Pet85] (see [HM17] for a useful overview). The
maximal f -divergence [PR98] is given by
Sˆf (ρ∥σ) := tr[σ1/2f(σ−1/2ρσ−1/2)σ1/2]. (5.33)
From either divergence, one can define an associated entropy by evaluating at σ = 1
(and reversing the sign). The two entropies coincide, yielding
Sf (ρ) := −Sf (ρ∥1) = −Sˆf (ρ∥|1) = − tr[f(ρ)]. (5.34)
For strictly convex f with f(0) = f(1) = 0 we can define ϕ = −f and h(x) = x,
yielding a Concave-Type (h, ϕ)-entropy.
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Our contribution: For strictly convex f with f(0) = f(1) = 0, Corollary 5.1.2
gives that for ε ∈ [0, 1] and ρ, σ ∈ D(H) with T (ρ, σ) ≤ ε,
|Sf (ρ)− Sf (σ)| ≤
−f(1− ε)− (d− 1)f( εd−1) ε < 1− 1d−df(1
d
) ε ≥ 1− 1
d
.
(5.35)
Corollary 5.1.3 shows that Sf is Lipschitz continuous on D(H) if and only if
k := lim
ε→0
−1
ε
f(1− ε)− (d− 1)1
ε
f(
ε
d− 1) (5.36)
is finite. In the latter case, k is the optimal Lipschitz constant for Sf . Note that if
f is differentiable at 0 and 1, then k = f ′(1)− f ′(0).
• The concurrence of a bipartite pure state ψAB is an entanglement monotone defined
as
C(ψAB) =
√
2(1− tr[ρ2A])
where ρψ = trB[ψAB] is the reduced state on system A [Woo01; RBCH+01].
Regarded as a function of the reduced state, the concurrence can be seen as
Concave-Type (h, ϕ)-entropy with ϕ(x) = −x2 and h(x) =√2(1 + x), and hence
Corollary 5.1.2 gives a tight uniform continuity bound in terms of the trace distance
between the reduced states. If for some ε > 0 two bipartite pure states ψAB and
ϕAB satisfy T (ψAB, ϕAB) ≤ ε, then by monotonicity of the trace distance under
partial trace, T (ρψ, ρϕ) ≤ ε as well. Hence, Corollary 5.1.2 yields
|C(ψAB)− C(ϕAB)| ≤

√
2(1− (1− ε)2 − (d− 1)−1ε2) ε < 1− 1
d√
2(1− d−1) ε ≥ 1− 1
d
(5.37)
for all bipartite pure states ψAB and ϕAB such that T (ψAB, ϕAB) ≤ ε. The
concurrence is not Lipschitz continuous, by Corollary 5.1.3.
5.4 Number of distinct realizations from N i.i.d. ran-
dom variables
In this section, we consider another application of the majorization flow to continuity
bounds.
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Consider an experiment in which outcome i ∈ {1, . . . ,M} is observed with proba-
bility pi, for some probability distribution p ∈ PM . Repeat this experiment N times,
independently, and consider the random variable K which denotes the number of distinct
outcomes observed. In the following, we establish the Lipschitz continuity of each entry
of the cumulative probability distribution (c.d.f.) of K, as a function of p, a tight uniform
continuity bound for E[K], and the optimal Lipschitz constant for E[K], as functions of
p. These results quickly follow from the results of Chapter 4 and the expressions for the
c.d.f. of K and E[K] given in [WY73]. These bounds provide a notion of robustness in
order to understand how much K can vary given some uncertainty in p.
This experiment was introduced in the excellent review [Arn07] as describing an
experiment on an island in which there is some unknown (but fixed) number M of
butterfly species, and butterflies are sequentially trapped until N individuals have been
caught. In this context, K is the number of distinct species of butterflies observed, and
p is an underlying “catchability” distribution which gives the probability pj > 0 that a
butterfly of specifies j will be caught on any given trial4. In this scenario, the continuity
bounds for K provide a notion of robustness by describing how much the number of
distinct observed species can vary given some change in the catchability distribution.
In [WY73] it was shown that each entry of the cumulative distribution of K, namely
Fj ≡ Fj(p) := Pr[K ≤ j],
is a Schur convex function of p (Theorem 4.1 of the above article), and has the expression
Fj =
j∑
i=1
(−1)j−i
(
M − i− 1
j − i
) ∑
1≤l1<l2<···<li≤M
(pl1 + · · ·+ pli)N
which is given in [WY73, Corollary 3.2]. Taking the derivative, we obtain
∂Fj
∂p1
− ∂Fj
∂p2
= fj(p1)− fj(p2)
for
fj(s) = N
j∑
i=1
(−1)j−i
(
M − i− 1
j − i
) ∑
1<l2<···<li≤M
l2,...,li ̸=1,2
(s+ pl2 + · · ·+ pli)N−1
4The independence of the trials corresponds to an assumption that there is a large number of
individuals of each species such that trapping one does not influence the probability of which species
will be caught on the next trial.
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as was calculated in [WY73, Equation 11]. To compute the optimal Lipschitz constant
for Fj , it remains to maximize this difference over p ∈ PM . We leave that for future work,
and simply show that Fj is a Lipschitz continuous function of p ∈ PM by showing that
fj(p1)− fj(p2) <∞ for any p ∈ PM . We can use that the summand (s+ pl2 + · · ·+ pli)
is less than 1 for s ∈ {p1, p2}, and that the number of elements in the second summation
is
(
M−2
i
)
to find the simple bound
|fj(s)| ≤ N
j∑
i=1
(
M − i− 1
j − i
)(
M − 2
i
)
<∞
for s ∈ {p1, p2}, which completes the proof.
Next, [WY73, Corollary 3.3] shows that the expected number of distinct elements,
E[K] satisfies
E[K] ≡ Ep[K] =M −
M∑
i=1
(1− pi)N .
In fact, we can identify E[K]− 1 as a Concave-Type (h, ϕ)-entropy, with h(x) = x− 1
and ϕ(x) = 1− (1− x)N , as defined in Section 5.1. Hence, Corollary 5.1.2 shows that for
ε > 0 if p, q ∈ PM satisfy TV(p, q) ≤ ε, then
|Ep[K]− Eq[K]| ≤

(M−1)N−(M−1−ε)N
(M−1)N−1 − εN ε ≤ 1− 1M
MN−(M−1)N
MN−1 − 1 ε > 1− 1M .
In particular, using Corollary 5.1.3,
|Ep[K]− Eq[K]| ≤ εN, (5.38)
and N is the optimal Lipschitz constant. Note that (5.38) does not depend on M , but
its derivation assumes M <∞.
5.5 Number of connected components of a random
graph
In this section, we examine the continuity of a quantity with a fairly different flavor:
the expected number of connected components EC(p) of a particular random graph
model which is parametrized by a probability distribution p ∈ P . This quantity has the
two necessary features to apply the tools of Section 4.4: it is a Schur concave function
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of a probability vector, and it has a closed-form expression which we can differentiate.
Moreover, the bounds we obtain are quite sharp: we obtain the optimal Lipschitz constant,
which scales as
√
n− 2 for n-dimensional distributions, up to an additive factor of at
most five and a multiplicative factor of at most
√
2, for all n ≥ 5.
We consider the following random graph G with n ∈ N nodes (or vertices), which
was constructed in [Ros81]. Fix a probability distribution p on {1, . . . , n}, and take n
independent and identically distributed (i.i.d.) random variables X1, . . . , Xn ∼ p such
that Pr[Xi = j] = pj for all i, j ∈ {1, 2, . . . , n}. Then construct n edges by connecting i
to Xi. The result is a graph with n nodes and edges, such that every node has at least
one edge.
Definition 5.5.1. A connected component of a graph G is a subgraph H such that for
every pair of nodes x, y ∈ H, there is a path (made up of contiguous edges) between x
and y, and moreover there are no edges between nodes in H and G \H (in other words,
no edges leave the connected component).
As a simple example, if p = (1, 0, . . . , 0), then 1 has a single self-edge, and every other
node has a single edge touching it, which is connected to 1, and hence the graph has
one connected component. As another example, if p = (1/3, 0, 2/3, 0, . . . , 0), then one
realization of the random graph is shown in Figure 5.1, and another shown in Figure 5.3.
1 2 3 4 5 6 7 8 9 10
Fig. 5.1 A realization of the random graph G associated to the distribution p =
(1/3, 0, 2/3, 0, . . . , 0). A set of edges {(i,Xi) : i = 1, . . . , 10} is constructed by indepen-
dently sampling each Xi ∼ p. The edges shown here are directed, but for the purpose of
calculating the number of connected components, we consider the associated undirected
graph.
The number of connected components C of G, the random graph constructed above,
is a random variable. Its expectation satisfies
E[C] =
∑
S⊆{1,...,n}
S nonempty
(|S| − 1)!
∏
j∈S
pj (5.39)
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1 6 8 2 3 4 5 7 9 10
Fig. 5.2 The two connected components of the same realization of the graph G from
Figure 5.1. These consist of elements which connect to {1}, and elements which connect to
{3}, respectively. Note that we neglect directionality in computing connected components.
1 2 3 4 5 6 7 8 9 10
Fig. 5.3 Another realization of the graph G from Figure 5.1, with underlying proba-
bility distribution p = (1/3, 0, 2/3, 0, . . . , 0). This realization has only one connected
component.
by [Ros81, Equation 3]. To make the dependence on p explicit, let us write
EC(p) ≡ E[C]. (5.40)
Note that EC(p) is a polynomial in the entries of p, and hence is smooth. On the compact
set Pn, EC is thus a Lipschitz function. In the following, we establish upper and lower
bounds on the optimal Lipchitz constant. These bounds involve the Mills ratio,
M(x) :=
1− Φ(x)
ϕ(x)
(5.41)
where ϕ and Φ are the probability mass function and cumulative density function,
respectively, of the standard normal distribution.
Theorem 5.5.2. Let EC(p) and EC(q) denote the expected number of connected compo-
nents of the random graph of n ≥ 3 nodes, corresponding to probability distributions p
5.5 Number of connected components of a random graph 99
and q, respectively. Let f(x) := x− x2M(x), and µ be its maximum value on the domain
x ≥ 0. Then the following bound holds:
|EC(p)− EC(q)| ≤ (3 + µ
√
n− 2)TV(p, q). (5.42)
Moreover, setting x0 to be the unique maximizer of f on x ≥ 0, we have that any
Lipschitz constant κ satisfies
κ ≥ µ
√
n− 2√
2
− µx0
2
−
√
2
n− 2x0 −
x20
n− 2 −
√
n− 2e−(n−2)x0e
x20/2√
2
. (5.43)
Additionally, x0 and µ satisfy the following explicit bounds5:
1.1615278892744612 ≤ x0 ≤ 1.1615278892744958, (5.44)
0.346813047097384 ≤ µ ≤ 0.346813047097549. (5.45)
Remark. For n ≥ 5, the lower order terms in (5.43) satisfy
−µx0
2
−
√
2
n− 2x0 −
x20
n− 2 −
√
n− 2e−(n−2)x0e
x20/2√
2
≥ −2
yielding the simpler lower bound κ ≥ µ
√
n−2√
2
− 2 for n ≥ 5.
Connection to models of epidemics This kind of random graph model has been
used for modelling epidemics; in fact, G corresponds to the “two-sided epidemic process” of
[Ger77]. We can interpret the continuity bound given in Theorem 5.5.2 in this framework
as follows. Let the nodes of the graph represent people (or, e.g., groups of people), and let
the edges represent pairwise interactions between people which can spread the infection.
We can see the probability distribution p governing the placement of edges as being
associated to a model of interactions. Now, what is the minimum number of people who
need to be infected initially in order for the whole population (all n nodes) to become
infected eventually? The answer is simply the number of connected components of the
graph. This is because if one person per connected component is infected, that person
can then spread the infection to the rest of the people in the connected component. On
the other hand, any connected component lacking an infected person will never become
infected.
5These bounds can be refined to arbitrary precision as shown in [Han20a].
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In this interpretation, (5.39) provides a formula for computing EC(p), the expected
minimal number of initially infected people required to infect the whole population.
However, if interactions are better modelled by some p′ ̸= p, then EC(p′) provides a
better estimate of the minimal number of people required to infect the whole population.
Theorem 5.5.2 then provides a quantitative measure of the robustness of EC by establishing
a bound on the error |EC(p) − EC(p′)| as a function of the model error given by the
total variation distance between p and p′. There are, of course, many other measures of
robustness that may be useful in this setting which are not considered here; e.g. of the
average against fluctuations, of the framework of the model itself, and so forth.
Overview of the remainder of the section The upper bound (5.42) is proven in
Section 5.5.1, and the lower bound (5.43) is proven in Section 5.5.2. The uniqueness
of the maximizer of f(x) = x− x2M(x) and the bounds on the maximizer x0 and the
maximum value µ are established using interval arithmetic, as described in Section 5.5.3.
5.5.1 Proof of the upper bound (5.42)
In this section, we use Corollary 4.4.1 to establish Theorem 5.5.2. Note that by (5.39),
EC : Pn → R is a polynomial in the components of the probability vector p and in
particular is continuously differentiable. In [Ros81, Proposition 1], the author proves
that p 7→ EC(p) is Schur concave using the criterion (2.5), by showing that
∂piEC(p)− ∂pjEC(p) = (pj − pi)
∑
S∗
(|S∗|+ 1)!
∏
j∈S∗
pj
where S∗ ranges over nonempty sets of {1, . . . , n} \ {i, j}. Hence,
ΓEC (r) = (r+ − r−)
∑
S∗
(|S∗|+ 1)!
∏
j∈S∗
rj
where S∗ ranges over nonempty sets of I := {1, . . . , n} \ {i+, i−}, where i± are indices
such that ri± = r±. We can use the criterion (2.5) again by repeating the proof of [Ros81,
Proposition 1] to show that for
S({ri}i∈I) :=
∑
S∗
(|S∗|+ 1)!
∏
j∈S∗
rj,
we have
∂riS({ri}i∈I)− ∂rjS({ri}i∈I) = (rj − ri)
∑
S∗
(|S∗|+ 3)!
∏
j∈S∗
rj
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and hence S is Schur concave on the set {p ∈ Rn−2 : pi ≥ 0,
∑
i pi = 1− r+ − ri}. For
such p,
S(p) ≤ S
({
1− r− − r+
n− 2
}
i∈I
)
and thus
ΓEC (r) ≤ (r+ − r−)
n−2∑
k=1
(
n− 2
k
)
(k + 1)!(1− r− − r+)k(n− 2)−k. (5.46)
To obtain a Lipschitz bound on EC(r), it suffices to bound ΓEC (r) independently of
r ∈ P. We upper bound (5.46) by taking r− = 0. For the simplicity of notation, let
s = r+ and m = n− 2. Then we aim to bound
Bm(s) := s
m∑
k=1
(
m
k
)
(k + 1)!(1− s)km−k (5.47)
for s ∈ [ 1
m+2
, 1
]
, using that r+ ∈
[
1
n
, 1
]
which follows from r ∈ P . Let
Sm(s) :=
m∑
k=1
ck,m(1− s)k−1
with
ck,m :=
(
m
k
)
(k + 1)!
mk
= (k + 1)
k−1∏
j=1
(
1− j
m
)
,
then
Bm(s) = s(1− s)Sm(s). (5.48)
Applying the inequality 1 − x ≤ exp(−x) to every factor in ck,m gives the simple
upper bound
ck,m ≤ (k + 1)
k−1∏
j=1
exp(−j/m)
= (k + 1) exp
(
−
k−1∑
j=1
j/m
)
= (k + 1) exp
(
−(k − 1)k
2m
)
≤ (k + 1) exp
(
−(k − 1)
2
2m
)
.
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As ck,m ≥ 0, we can also use the same inequality 1− s ≤ exp(−s) in the formula for
Sm(s). This gives as a first upper bound:
Sm(s) ≤
m∑
k=1
(k + 1) exp
(
−(k − 1)
2
2m
− (k − 1)s
)
=
m−1∑
l=0
(l + 2) exp
(
− l
2
2m
− ls
)
= 2 +
m−1∑
l=1
(l + 2) exp
(
− l
2
2m
− ls
)
.
We can interpret this sum as a lower Riemann sum for a certain Riemann integral.
Noting that the factor l + 2 increases with l and the factor exp
(
− l2
2m
− ls
)
decreases,
we have
(l + 2) exp
(
− l
2
2m
− ls
)
≤
∫ l
l−1
(u+ 3) exp
(
− u
2
2m
− us
)
du.
Therefore,
Sm(s) = 2 +
m−1∑
l=1
(l + 2) exp
(
− l
2
2m
− ls
)
≤ 2 +
m−1∑
l=1
∫ l
l−1
(u+ 3) exp
(
− u
2
2m
− us
)
du
= 2 +
∫ m−1
0
(u+ 3) exp
(
− u
2
2m
− us
)
du
≤ 2 +
∫ ∞
0
(u+ 3) exp
(
− u
2
2m
− us
)
du
= 2 + exp(ms2/2)
∫ ∞
0
(u+ 3) exp
(
−(u+ms)
2
2m
)
du.
In terms of the probability density function ϕ(x) of the standard normal distribution,
ϕ(x) = exp(−x2/2)/√2π, and making the substitution v = (u + ms)/√m, this last
expression can be written as
1
ϕ(
√
ms)
∫ ∞
0
(u+ 3)ϕ
(
u+ms√
m
)
du
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=
√
m
ϕ(
√
ms)
∫ ∞
√
ms
(
√
mv −ms+ 3)ϕ(v) dv
=
√
m
ϕ(
√
ms)
(√
m
∫ ∞
√
ms
vϕ(v) dv + (3−ms)
∫ ∞
√
ms
ϕ(v) dv
)
.
Exploiting the fact that xϕ(x) = −ϕ′(x), and with Φ(x) the cumulative density function
of the standard normal distribution, this last expression is equal to
√
m
ϕ(
√
m s)
(√
m ϕ(
√
m s) + (3−mx)(1− Φ(√m s))) = m+√m(3−ms)1− Φ(√m s)
ϕ(
√
m s)
,
so that
Sm(s) ≤ 2 +m+
√
m(3−ms)1− Φ(
√
m s)
ϕ(
√
m s)
.
The function in the last factor,
M(x) :=
1− Φ(x)
ϕ(x)
,
is known as the Mills ratio, and several bounds are known for it. A well-known upper
bound valid for x > 0 is M(x) < 1/x [Gor41; YC15], which follows from the fact that
M ′(x) = xM(x)− 1 and that M is a strictly decreasing function. Therefore,
3
√
mM(
√
m s) ≤ 3/s,
and
Sm(s) ≤ 2 +m+ 3
s
−m3/2sM(√m s).
Setting µ to be as in Theorem 5.5.2, we have
−M(x) ≤ µ− x
x2
.
Therefore,
Sm(s) ≤ 2 +m+ 3
s
+
√
m
µ−√m s
s
= 2 +
3 + µ
√
m
s
,
and
Bm(s) ≤ (1− s)(2s+3+µ
√
m) = 2(1− s)(1+ s)+ (1− s)(1+µ√m) ≤ 2+ (1+µ√m),
over the interval 0 ≤ s ≤ 1.
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Explicit numerical calculations of Bm(s) for m up to 106 suggest that the maximal
value of Bm(s) is bounded below by µ
√
m and, hence, lies within a constant not exceeding
3 of our bound, which is remarkable. In the following, we prove a slightly weaker bound,
which recovers the square-root scaling at leading order.
5.5.2 Proof of the lower bound (5.43)
Let r =
(
r+,
1−r+
n−2 , . . . ,
1−r+
n−2 , 0
) ∈ P for some r+ ∈ [ 1n−1 , 1], so that r is a probability
distribution with largest element r+. Then the start of Section 5.5.1 establishes that
ΓEC (r) = Bm(s)
where Bm(s) is defined in (5.47), and s := r+, and m := n − 2. By Corollary 4.4.1, it
remains to lower bound Bm(s) for some s ∈
[
1
m+1
, 1
]
. As in (5.48), we write
Bm(s) = s
m∑
k=1
ck,m(1− s)k, ck,m := (k + 1)
k−1∏
j=1
(
1− j
m
)
. (5.49)
Then
ln
ck,m
k + 1
=
k−1∑
j=1
ln
(
1− j
m
)
=
k−1∑
j=0
ln
(
1− j
m
)
≥
∫ k
0
ln
(
1− u
m
)
du
using that since j 7→ ln (1− j
m
)
is decreasing, the integral forms an underapproximation
to the sum. By changing variables to v = u/m, we obtain
ln
ck,m
k + 1
≥ m
∫ k/m
0
ln(1− v) dv = −k − (m− k) ln
(
1− k
m
)
≥ −k
2
m
using that ln
(
1− k
m
) ≤ − k
m
. Hence,
ck,m ≥ (k + 1) exp
(
−k
2
m
)
. (5.50)
From (5.49), defining c0,m = 1, we have
1
s
Bm(s) =
m∑
k=1
ck,m(1− s)k =
m∑
k=0
ck,m(1− s)k − 1
≥
m∑
k=0
(k + 1) exp
(
−k
2
m
+ k ln(1− s)
)
− 1
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≥
∫ m+1
0
u exp
(
−u
2
m
+ u ln(1− s)
)
du− 1.
using (5.50) for the first inequality. For the second inequality, notice that the sum
is of the form
∑m
k=0 f(k + 1)g(k) where f(k) = k is monotone increasing, and g(k) =
exp
(
−k2
m
+ k ln(1− s)
)
is monotone decreasing. Hence, we have f(k+1) ≥ ∫ k+1
k
f(u) du =
∥ f |[k,k+1] ∥1 and g(k) = supk≤u≤k+1 g(u) = ∥ g|[k,k+1] ∥∞, using that both functions are
non-negative. Hölder’s inequality gives∫ k+1
k
f(u)g(u) du ≤ ∥ f |[k,k+1] ∥1 ∥ g|[k,k+1] ∥∞ ≤ f(k + 1)g(k)
and summing over k yields the inequality. Next, since
−u
2
m
+ u ln(1− s) = − 1
m
((
u− m ln(1− s)
2
)2
−
(
m ln(1− s)
2
)2)
,
we obtain
1
s
Bm(s) ≥ 1
exp
(
−1
2
(√
m
2
ln(1−s)
2
)2) ∫ m+1
0
u exp
−1
2
(√
2
m
(
u− m
2
ln(1− s)
))2− 1
=
1
ϕ(b)
∫ m+1
0
uϕ(au− b) du− 1
for a =
√
2
m
, b =
√
m
2
ln(1− s), and ϕ(x) := 1√
2π
e−
x2
2 is the p.d.f. of a standard normal
distribution. Changing variables to v = au− b, we find
1
s
Bm(s) ≥ 1
ϕ(b)a2
[∫ a(m+1)−b
−b
vϕ(v) dv + b
∫ a(m+1)−b
−b
ϕ(v) dv
]
=
1
ϕ(b)a2
[ϕ(−b)− ϕ(a(m+ 1)− b) + b(Φ(a(m+ 1)− b)− Φ(−b))]− 1
where Φ is the c.d.f of the standard normal distribution. Since a(m + 1) − b ≤ √2m
and ϕ(x) is decreasing on x > 0, we have ϕ(a(m+ 1)− b) ≤ ϕ(√2m). Using also that
Φ(a(m+ 1)− b) ≤ 1, we obtain
1
s
Bm(s) ≥ −ϕ(
√
2m)
a2ϕ(−b) +
1
a2
(1 + bM(−b))− 1
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where M(x) = 1−ϕ(x)
Φ(x)
is the Mills ratio. Substituting in a, we have
1
s
Bm(s) ≥ −mϕ(
√
2m)
2ϕ(−b) +
m
2
(1 + bM(−b))− 1.
Recalling the definition of x0 and µ from Theorem 5.5.2, we choose s = 1− e−
√
2
m
x0 so
that b = −x0, and µ = x0 − x20M(x0). Substituting for µ, we have
Bm(s) ≥ s
(
mµ
2x0
− 1− mϕ(
√
2m)
2ϕ(x0)
)
.
Using the bound e−x ≤ 1− x+ x2
2
for x ≥ 0, we have s ≥
√
2
m
x0 − x
2
0
m
. Hence,
Bm(s) ≥ µ
√
m√
2
− µx0
2
−
√
2
m
x0 − x
2
0
m
−√me−m x0
2
√
πϕ(x0)
.
5.5.3 Maximizing x− x2M(x)
The function f(x) := x−x2M(x) on the domain x ≥ 0 has a maximum value µ satisfying
(5.45) which occurs at a unique point x0 satisfying (5.44). To prove this, we will use the
tools of interval arithmetic. Interval arithmetic is a method for rigorous calculation using
finite-precision floating point numbers on a computer, as follows. Instead of considering
a real number x ∈ R, which may not be exactly representable with a particular finite
precision arithmetic, a small interval [a, b] ⊆ R containing x whose endpoints are exactly
representable is used instead. Then to estimate e.g. f(x), an interval [c, d] ⊆ R is found
such that f(y) ∈ [c, d] for any y ∈ [a, b]. This yields rigorous bounds on f(x) which are
not subject to the “roundoff error” of usual floating point arithmetic. In addition, we
will use the interval Newton’s method, a powerful extension of the iterative root-finding
method which provides rigorous bounds on the zeros of a differentiable function and
gives a sufficient condition to guarantee the function has a unique zero in a given interval
[Tuc11, Ch. 5].
First note that f(0) = 0 and f(x) > 0 using the simple upper bound M(x) < 1
x
for
x > 0. Hence, any maximum of f cannot occur at zero. Next, f is smooth, with first
derivative
f ′(x) = 1 + x2 − x(2 + x2)M(x)
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and second derivative
f ′′(x) = x3 + 4x−M(x)(2 + 5x2 + x4).
By using the interval Newton’s method as implemented in the Julia programming
language [BEKS17] package IntervalRootFinding.jl [BS19b], we can verify that for
x ∈ [0.0, 3.0], the equation f ′(x) = 0 has a unique solution x0 which satisfies (5.44).
Moreover, bounding f on the interval given by (5.44) with interval arithmetic, as
implemented in IntervalArithmetic.jl [BS19a] shows that µ := f(x0) satisfies (5.45).
Lastly, we likewise find that
−0.16730889431005824 ≤ f ′′(x0) ≤ −0.16730889430876594,
and hence f ′′(x0) < 0 confirming that x0 is a local maxima of f . The code used to
establish these bounds can be found here: [Han20a]. This code uses the MPFR library
[FHLP+07] for a correctly-rounded implementation of the complementary error function,
1− Φ(x).
Lastly, for x > 0, we use the lower bound M(x) > x
x2+1
which holds for x > 0 [YC15].
This bound yields f(x) < x
1+x2
. The right-hand side is strictly monotone decreasing
for x > 1, and evaluates to 0.3 at x = 3. Hence f(x) < 0.3 for x > 3. Thus, the local
maximum at x0 is in fact a global maximum.
5.6 Smoothed entropies and MaxEnt
Theorem 3.2.1 immediately yields maximizers and minimizers over Bε(ρ) for any Schur
concave function φ. Note that, as stated in the following corollary, the minimizer ρ∗ε
(resp. the maximizer ρ∗,ε) in the majorization order (3.7) is the maximizer (resp. minimizer)
of φ over the ε-ball Bε(ρ).
Corollary 5.6.1. Let φ : P → R be Schur concave. Then for p ∈ P,
p∗ε ∈ argmax
Bε(p)
φ, and p∗,ε ∈ argmin
Bε(p)
φ.
Additionally, if φ is strictly Schur concave, any other state p′ ∈ argmaxBε(p) φ (resp. p′ ∈
argminBε(p) φ) is unitarily equivalent to p
∗
ε (resp. p∗,ε). If φ is strictly concave, then
argmaxBε(p) φ = {p∗ε}.
This result can be equivalently stated in terms of quantum states by subsituting
ρ ∈ D(H) for p in the above if φ : D(H)→ R is Schur concave.
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In an experimental setup, one may not know a quantum state exactly, and need to
determine an estimate of the state for mathematical analysis. Let us briefly investigate
Corollary 5.6.1’s implications for this task. The so-called MaxEnt (or maximum-entropy)
principle gives that an appropriate estimate of σ is one which is compatible with the
constraints on σ and which has maximum entropy subject to those constraints [BDDA+99;
Jay57].
Consider an experimental device which attempts to produce a given target pure state
σtarget, and let σ denote the actual state produced by the device. One can estimate
the fidelity between σ and σtarget efficiently, using few Pauli measurements of σ [FL11;
dSLP11]. Using the bound 1
2
∥σ − σtarget∥1 ≤ ε :=
√
1− F (σ, σtarget)2, one therefore
obtains a bound on the trace distance between σ and σtarget. Theorem 3.2.1 gives that
the state with maximum entropy in Bε(σtarget) is ρ∗ε(σtarget). Using that σtarget is a pure
state, Theorem 4.2.2 yields
(σtarget)
∗
ε =
diag(1− ε, εd−1 , . . . , εd−1) if ε ≤ 1− 1dτ := 1
d
else
(5.51)
in the basis in which σtarget = diag(1, 0, . . . , 0), where d is the dimension of the under-
lying Hilbert space. The maximum-entropy principle therefore implies that (σtarget)∗ε
defined by (5.51) is the appropriate estimate of σ, when given only the condition that
1
2
∥σ − σtarget∥1 ≤ ε.
Remarks.
• it may be possible to determine additional constraints on σ by the Pauli measure-
ments performed to estimate F (σ, σtarget). In that case, MaxEnt gives that the
appropriate estimate of σ is the state with maximum entropy subject to these
constraints as well, and not only the relation 1
2
∥σ − σtarget∥1 ≤ ε.
• it may be possible to devise a measurement scheme to estimate 1
2
∥ρ − σtarget∥1
directly, which could be more efficient than first estimating the fidelity and then
employing the Fuchs-van de Graaf inequality to bound the trace distance.
Moreover, Corollary 5.6.1 yields maximizers and minimizers of any Schur concave
function, not simply the von Neumann entropy. This allows computation of (trace-ball)
“smoothed” Schur-concave functions. Given φ : D → R, we define
φ¯(ϵ)(σ) := max
ω∈Bε(ρ)
φ(σ),
¯
φ(ϵ)(σ) := min
ω∈Bε(ρ)
φ(σ). (5.52)
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By Corollary 5.6.1, we therefore obtain explicit formulas: φ¯(ϵ)(σ) = φ(ρ∗ε), and
¯
φ(ϵ)(σ) =
φ(ρ∗,ε). In particular, this provides an exact version of Theorem 1 of [Sko16], which
formulates approximate maximizers for the smoothed α-Rényi entropy S¯(ε)α .
Note that by setting φ = Smin or Smax, the min- and max-entropies, in (5.52), yields
explicit expressions for the min- and max- entropies smoothed over the ε-ball. These
choices are of particular interest, due to their relevance in one-shot information theory
(see e.g. [Ren05; Tom16] and references therein). In particular, let us briefly consider
one-shot classical data compression. Given a source (random variable) X, one wishes to
encode output from X using codewords of a fixed length logm, such that the original
message may be recovered with probability of error at most ε. It is known that the
minimal value of m at fixed ε, denoted m∗(ε), satisfies
¯
S(ε)max(X) ≤ logm∗(ε) ≤ inf
δ∈(0,ε)
[
¯
S(ε)max(X) + log
1
δ
] (5.53)
as shown by [Tom16; RR12]. Equation (5.52) provides the means to explicitly evaluate
the quantity
¯
S
(ε)
max(X) in this bound.
Remark. Although Part I of this thesis is concerned with the ε-ball defined via the trace
distance, these results have some implications for other distance measures. For example,
the so-called sine distance [Ras02; Ras06] or purified distance [Tom12] is often used in
defining smoothed entropies. The purified distance between two states ρ and σ, denoted
P (ρ, σ), satisfies the inequality
T (ρ, σ) ≤ P (ρ, σ) (5.54)
by Lemma 3.5 of [Tom16]. Therefore, denoting B˜ε(ρ) by the ε-ball
B˜ε(ρ) := {ω ∈ D(H) : P (ω, σ) ≤ ε} (5.55)
one has B˜ε(ρ) ⊆ Bε(ρ). Therefore, for any Schur concave function f ,
f(ρ∗,ε) ≤ min
B˜ε(ρ)
f ≤ max
B˜ε(ρ)
f ≤ f(ρ∗ε) (5.56)
by Corollary 5.6.1. We therefore obtain immediate bounds on the maxima and minima
of Schur concave functions over B˜ε(ρ).
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5.7 Application to LOCC transformations
Nielsen’s theorem [Nie99] states that one bipartite pure state ψAB ∈ Dpure(HA ⊗HB)
may be converted into another ϕAB ∈ Dpure(HA ⊗ HB) by a protocol consisting of
local operations and classical communication (LOCC) if and only if the reduced states
ρA := trB[ψAB] and σA := trB[ϕAB] satisfy ρA ≺ σA. We write ψAB → ϕAB to denote
that ψAB can be transformed into ϕAB by an LOCC protocol, and call ψAB the source
state and ϕAB the target state. For the sake of brevity, we will omit the full mathematical
definition of an LOCC protocol in this text; see e.g. [CLMO+14] as a reference.
In the case that ρA ̸≺ σA, can an LOCC protocol perform a transformation of the
source state to an approximation of the target state, ψAB → ωAB ≈ ϕAB? The question,
in fact, has an optimal solution with respect to two different distance measures.
[VJN00] construct an optimal state χFAB ∈ Dpure(HA ⊗HB) such that
χFAB ∈ argmax
χAB∈Dpure(HA⊗HB)
ψAB→χAB
F (χAB, ϕAB)
2
where F (ρ, σ) := ∥√ρ√σ∥1 is the fidelity of two states ρ and σ. In the case of pure states
χ and ϕ, the fidelity can be expressed as F (χ, ϕ) = | ⟨χ|ϕ⟩ |. The fidelity can be related
to the trace distance via the Fuchs and van de Graaf inequalities,
1− F (ρ, σ) ≤ T (ρ, σ) ≤
√
1− F (ρ, σ)2. (5.57)
In the case that ρ and σ are both pure states, the second inequality is an equality. Thus,
maximizing the fidelity between pure states is equivalent to minimizing the trace distance,
and the state χFAB is likewise optimal with respect to the trace distance.
[CGV13] define a metric d on Pd (where d := dimHA) by
d(p, q) = H(p) +H(q)− 2H(sup≺(p, q))
where sup≺(p, q) is the majorization-supremum discussed in Section 3.4.3. Let λ⃗(ρ) :=
(λ↓i (ρ))i ∈ P↓d be the sorted eigenvalues of ρA = trB[ψAB] and likewise λ⃗(σ) := (λ↓i (σ))i ∈
P↓d be the sorted eigenvalues of σA = trB[ϕAB]. Define x = sup≺(λ⃗(ρ), λ⃗(σ)), and let ϕAB
have the Schmidt decomposition
|ϕ⟩AB =
∑
i
√
λ↓i (σ) |i⟩A |i⟩B (5.58)
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for some basis {|i⟩A}i of HA and {|i⟩B}i of HB. Then [BSFH+17] shows that χsupAB ∈
Dpure(HA ⊗HB) given by
|χsup⟩AB =
∑
i
√
xi |i⟩A ⊗ |i⟩B (5.59)
satisfies
χsupAB ∈ argmin
χAB∈Dpure(HA⊗HB)
ψAB→χAB
d(χAB, ϕAB).
In other words, taking the majorization-supremum of the Schmidt coefficients gives the
closest target state to ϕAB according to the metric d that can be reached from ψAB by
an LOCC protocol.
Here, we provide a modest contribution along the same lines, although without
establishing optimality. [HOS18] showed that for p, q ∈ Pd with p ̸≺ p, the quantity
δ∗(p, q) := 2 max
k∈{1,...,d}
k∑
i=1
(q↓i − p↓i )
satisfies
δ∗(p, q) = min{δ1 ≥ 0 : q ≺ p∗,δ1} = min{δ2 ≥ 0 : q∗δ2 ≺ p} (5.60)
where p∗,δ1 is the majorization-maximizer of Bδ1(p) and q∗δ2 is the majorization-minimizer
of Bδ2(q), as defined in Chapter 3.
Then, similarly to the construction (5.59), define
|χ∗⟩AB :=
∑
i
√
(qδ,∗)i |i⟩A |i⟩B (5.61)
where {|i⟩A}i and {|i⟩B}i are defined by the Schmidt decomposition of ϕAB in (5.58),
and where q := λ⃗(σ), and δ := δ∗(λ⃗(ρ), λ⃗(σ)). Likewise, define
|χ∗⟩AB :=
∑
i
√
(p∗δ)i |fi⟩A |fi⟩B (5.62)
where {|fi⟩A}i and {|fi⟩B}i are orthonormal bases defined by the Schmidt decomposition
of ψAB, and p = λ⃗(ρ). Then, since p ≺ qδ,∗, we have ψAB → (χ∗)AB and since p∗δ ≺ q, we
have (χ∗)AB → ϕAB.
Thus, (χ∗)AB serves as an approximation to the target state such that the LOCC
transformation is possible, while likewise (χ∗)AB serves as an approximation to the source
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state. We can quantify this approximation by bounding the trace distance between
(χ∗)AB and ψAB.
Proposition 5.7.1. Let ϕAB ∈ Dpure(HA ⊗ HB) and ψAB ∈ Dpure(HA ⊗ HB) be pure
states with reduced states given by ρA := trB[ψAB] and σA := trB[ϕAB]. The state (χ∗)AB
defined in (5.62) satisfies (χ∗)AB → ϕAB and the bound
T ((χ∗)AB, ψAB) ≤
√
2δ
while (χ∗)AB defined in (5.61) satisfies ψAB → (χ∗)AB and the bound
T ((χ∗)AB, ϕAB) ≤
√
2δ,
where δ := δ∗(λ⃗(ρ), λ⃗(σ)), which is defined in (5.60).
Remark. The state (χ∗)AB is not the optimal approximation to ϕAB in trace distance
that can be obtained from ψAB by an LOCC protocol; that state is (χF )AB constructed
by [VJN00], as discussed above. By using the majorization-minimizer and maximizer,
however, one can approximate either the source state and target state, as shown above.
Proof. We will establish the bound on T ((χ∗)AB, ψAB); the bound on T ((χ∗)AB, ϕAB)
follows in the same manner. We have that the fidelity between (χ∗)AB and ψAB satisfies
F ((χ∗)AB, ψAB) = | ⟨χ∗|ψ⟩ | =
∑
i
√
(p∗δ)ipi.
This is precisely the fidelity between the reduced states
ρ∗δ = diag(p
∗
δ), ρ = diag(p).
The Fuchs and van de Graaf inequalities, (5.57), give
F (ρ∗δ , ρ) ≥ 1− T (ρ∗δ , ρ) (5.63)
Since (χ∗)AB and ψAB are pure states, they achieve equality in the upper bound of Fuchs
and van de Graaf, namely T ((χ∗)AB, ψAB) =
√
1− F ((χ∗)AB, ψAB)2. Thus,
T ((χ∗)AB, ψAB) =
√
1− F ((χ∗)AB, ψAB)2
=
√
1− F (ρ∗δ , ρ)2
≤
√
1− (1− T (ρ∗δ , ρ))2
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≤
√
2T (ρ∗δ , ρ).
using (5.63) for the first inequality. The proof is completed by the observation that
T (ρ∗δ , ρ) ≤ δ since ρ∗δ ∈ Bδ(ρ).
5.8 A continuity bound for ρ 7→ D(ρ∥σ)
The Audenaert-Fannes bound (1.1) can be interpreted as a uniform continuity bound for
ρ 7→ D(ρ∥1
d
1), using that S(ρ) = log d−D(ρ∥1
d
1), where D(ρ∥σ) = tr[ρ log ρ− ρ log σ] is
the quantum relative entropy between two quantum states ρ, σ ∈ D(H) with d := dimH.
We can easily generalize this bound to allow arbitrary full-rank states ω in the second
slot, instead of the maximally mixed state 1
d
1, as follows. Note that this is not an
application of majorization flow.
Proposition 5.8.1. For any ρ, σ ∈ D(H) and ω > 0, we have
|D(ρ∥ω)−D(σ∥ω)| ≤ |S(ρ)− S(σ)|+ T (ρ, σ)(log λ+(ω)− log λ−(ω)). (5.64)
Applying the Audenaert-Fannes bound to the first term yields that for ε ∈ [0, 1− 1
d
] and
ω > 0 the bound
sup
ρ,σ∈D(H)
T (ρ,σ)≤ε
|D(ρ∥ω)−D(σ∥ω)| ≤ ε log(d− 1) + h(ε) + ε(log λ+(ω)− log λ−(ω)) (5.65)
holds. Moreover, this bound is tight in the sense that for any ε ∈ [0, 1 − 1
d
] and any
numbers λ± > 0 (with λ+ ≥ λ−) there exists a positive operator ω with smallest and
largest eigenvalues given by λ±(ω) ≡ λ± and such that equality holds in (5.65).
Proof. We have that
D(ρ∥ω)−D(σ∥ω) = tr(ρ log(ρ))− tr(ρ logω)− tr(σ log σ) + tr(σ logω) (5.66)
= S(σ)− S(ρ) + tr((σ − ρ) logω). (5.67)
Let (σ − ρ)± denote the positive and negative parts of the operator σ − ρ (sometimes
called the Jordan decomposition). Then
D(ρ∥ω)−D(σ∥ω) = S(σ)− S(ρ) + tr((σ − ρ)+ logω)− tr((σ − ρ)− logω). (5.68)
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Since λ−(ω)1 ≤ ω ≤ λ+(ω)1, and (σ − ρ)± ≥ 0 in semi-definite order, we have
D(ρ∥ω)−D(σ∥ω) ≤ S(σ)−S(ρ)+tr((σ−ρ)+) log λ+(ω)−tr((σ−ρ)−) log λ−(ω). (5.69)
Since tr(σ − ρ) = 0, we have tr((σ − ρ)±) = T (ρ, σ), and (5.64) follows.
Next, choose ρ = diag(1, 0, . . . , 0), a pure state which is diagonal in the computational
basis, and let σ = diag(1− ε, ε
d−1 , . . . ,
ε
d−1). We have that T (ρ, σ) = ε and that S(σ)−
S(ρ) = ε log d+ h(ε). In fact, any two states saturating the Audenaert-Fannes inequality
are of this form. Next, let ω = diag(λ−(ω), λ+(ω), . . . , λ+(ω)). Then (σ − ρ)+ =
diag(0, ε
d−1 , . . . ,
ε
d−1) while (σ − ρ)− = diag(ε, 0, . . . , 0), so that
(σ − ρ)± logω = (σ − ρ)± log(λ±(ω)).
Thus, equality holds in Equation (5.69) for these states. This completes the proof.
Remark. We have not assumed the normalization tr(ω) = 1; while this generalizes the
inequality, the tightness proof only goes through in the case λ− + (d− 1)λ+ = 1. Note
also that in the case ω = 1, we recover the Audenaert-Fannes bound.
Chapter 6
Guesswork
In this chapter, we consider a somewhat different entropic quantity: the guesswork. In
Section 6.1 we review an interpretation of the Shannon entropy as the expected number
of guesses required to win a certain binary guessing game. In Section 6.2, we define
the guesswork as the expected number of guesses required to win a modified version of
the guessing game, and establish a tight Lipschitz continuity bound for the quantity.
In Section 6.3, we discuss a variant of the guesswork in which the player has access
to quantum side information. In that section, we discuss the equivalence of various
guessing strategies, provide several formulations of the quantity as optimization problems,
establish its concavity and Lipschitz continuity, and establish some entropic bounds.
6.1 The Shannon entropy in a binary guessing game
In this section, we review an interpretation of the Shannon entropy in terms of a guessing
game1. Consider a random variable X ∼ pX on some finite alphabet X . The game has
two participants, a referee and a player. The referee, Alice, draws a sample from the
random variable and finds that X = x∗ for some x∗ ∈ X . The player, Bob, knows the
distribution pX but not x∗, and is allowed to ask the referee binary questions of the form
“Is x∗ ∈ X˜ ?” for any subset X˜ ⊆ X . This repeats until Bob asks such a question with
|X˜ | = 1 and the answer is ‘YES’, in which case he’s learned the true outcome.
We wish to understand: what is the minimal expected number of guesses required?
As we will see, this quantity is characterized in some sense by the Shannon entropy. First,
we may assume Bob’s strategy is deterministic: Bob starts with the same initial question,
and given the answer, always choses his second question according to some preformulated
1This interpretation is briefly described in [LHL07] and also appears in [Mac03, Chapter 4.1]
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strategy, etc. Otherwise, if Bob’s strategy is random, we can see it as drawing a random
variable with outcomes in (the finitely many) possible deterministic strategies, and then
following that strategy. Since the expectation is more than the minimum, he might as
well choose an optimal deterministic strategy to start with. We also assume that if Bob
learns x∗ ̸∈ X˜ , he will not ask if x∗ is in some subset of X˜ again.
We can see Bob’s guessing strategy, i.e. his sequence of questions, as conducting
a binary search algorithm; if he chooses a different sequence of questions (a different
guessing strategy), then he conducts this binary search in a different manner. We can
see this very explicitly by organizing his questions into a binary tree. The root of the
tree corresponds to the whole alphabet X . Then Bob’s first question corresponds to a
partition of X into some set X˜1 and X \ X˜1, which are the two nodes on the second level,
and so forth. The leaves of the tree are the singleton elements {{x} : x ∈ X}. Using this
binary tree, we may encode a particular sequence of answers as a binary string, where
‘YES’ answers correspond to ‘0’ (and moving to the left child in the tree), while ‘NO’
answer correspond to ‘1’ (and moving to the right child in the tree). Such a sequence of
answers terminates when a leaf is reached in the tree; equivalently, when Bob knows x∗
lies in a singleton set and can then make the correct singleton guess on the next question.
We can interpret this in the language of source coding2. A (binary) code C for X is a
map from X → {0, 1}∗, the set of finite binary strings. The map (the code) in this case
is determined by Bob’s sequence of guesses as above. The set of codewords is the image
C(X ). The length of a codeword, namely the length of the binary string, corresponds
exactly to the number of questions Bob had to ask in order to determine x∗. For x ∈ X ,
we denote l(x) as the length of C(x). We are interested, therefore, in the expected length
L = E[l(X)] of the codewords, with respect to the randomness in drawing x∗ from X.
See Figure 6.1 for an example guessing strategy and some of the associated lengths.
The code C described above has the special property that it is a prefix-free code,
meaning no codeword is a prefix of another codeword. To see this, note that every
codeword describes a path from the root of the binary tree to a leaf; a prefix of length m
of a codeword corresponds to descending m levels of the tree by choosing to travel to
either the left or right child at each step. But each codeword ends in a leaf, and there
are no more children to travel to; hence, one codeword cannot be a prefix of another.
The Kraft inequality is a fundamental result about prefix-free codes which states that∑
x∈X
2−l(x) ≤ 1.
2See e.g. [CT06, Chapter 5] for a reference for the source coding results quoted in this section.
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{1, 2, 3, 4, 5}
{1, 2, 3}
{1, 2}
{1} {2}
{3}
{4, 5}
{4} {5}
Fig. 6.1 An example guessing strategy with X = {1, 2, 3, 4, 5}. With his first guess, Bob
asks whether or not x∗ ∈ {1, 2, 3}. Let’s assume the answer is ‘YES’; then his second
guess asks whether or not x∗ ∈ {1, 2}. Let’s assume the answer is ‘NO’. Then x∗ = 3,
and the sequence of guesses is encoded as 01. In this case, it only took two guesses to
correctly guess x∗ = 3; we can see that guessing 4 or 5 will similarly be accomplished in
two guesses. With this strategy, if x∗ = 1 or x∗ = 2, however, it will take three guesses to
determine them. Hence, this strategy will be better suited for a distribution with more
weight on 3, 4, and 5, and less weight on 1 and 2.
The converse also holds: for any set of lengths satisfying the above inequality, there is a
prefix-free code whose codewords are given by those lengths.
From this inequality, it follows that the expected length of the codewords satisfies
L ≥ S(X)
with equality if and only if 2−l(x) = pX(x), and where S(X) = −
∑
x∈X pX(x) log pX(x)
is the Shannon entropy (using base-2 logarithm).
A probability distribution pX that can be written as pX(x) = 2−l(x) for some natural
numbers {l(x) : x ∈ X} is called 2-adic. For such a distribution, we may construct a
prefix-free code with lengths given by l(x) (due to the converse of the Kraft inequality),
and hence obtain a code with L = S(X). In this sense, the Shannon entropy characterizes
the minimum expected number of binary guesses needed to guess a realization of X.
This may not be entirely satisfactory, because for distributions that are not 2-
adic, however, the inequality can never be saturated. However, by simply choosing
l(x) = ⌈log2
(
1
pX(X)
)⌉, the Kraft inequality holds, and hence one can choose a prefix-free
code with such lengths. Then its expected length satisfies
S(X) ≤ L =
∑
x∈X
pX(x)l(x) ≤ S(X) + 1.
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Using this, one can construct a code for N i.i.d. copies of X in which the expected length
of the codebook, LN , satisfies
S(X) ≤ 1
N
LN ≤ S(X) + 1
N
and in particular, limN→∞ 1NLN = S(X). So for general (non-2-adic) distributions, we at
least recover the exact characterization of the Shannon entropy as the minimum expected
number of binary guesses in this asymptotic sense.
Remark. Given a code for the source X with lengths {l(x) : x ∈ X} which saturates the
Kraft inequality, we can define a probability distribution qX by qX(x) = 2−l(x) for x ∈ X .
Then if this distribution is used to encode symbols from a source with distribution pX ,
we find
L = Ep[l(X)] = S(p) +D(p∥q)
where S(p) = −∑i pi log pi is again the Shannon entropy, now regarded as a function
of the distribution p. This provides an interpretation of the relative entropy D(p∥q) :=∑d
i=1 pi(log pi− log qi) as the number of additional bits needed to encode X using a code
whose lengths are associated to distribution q instead of p.
6.2 The guesswork: A different guessing game
The guessing game discussed above provides one sense in which the Shannon entropy
captures a notion of uncertainty about the random variable X on some finite alphabet
X . Intuitively, one is more uncertain about the value of X if it takes more guesses to
figure out what that value is.
The binary guessing game described in the previous section, however, isn’t the only
way to quantify uncertainty through guessing. Let’s change the rules. Instead of asking
“Is x∗ ∈ X˜ ?”, Bob now may only ask questions of the form “Is x∗ = x?”. The minimal
expected number of guesses in this case is called the guesswork of X, denoted G(X).
This clearly provides another measure of the uncertainty in the value of X. It has a
simple closed-form expression as
G(X) =
|X |∑
i=1
i p↓i (6.1)
where X ∼ p. In the following, we will denote G(X) equivalently in terms of the
probability mass function p of X as G(p).
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Consider the familiar probability vector given by
p∗ε =
(
1− ε, ε|X | − 1 , . . . ,
ε
|X | − 1
)
for some ε ∈ (0, 1− 1|X |), where p = (1, 0, . . . , 0). Then the Shannon entropy satisfies
S(p∗ε) = ε log(|X | − 1) + h2(ε)
where h2(ε) = −ε log ε− (1− ε) log(1− ε) is the binary entropy. The guesswork is given
by
G(p∗ε) = (1− ε) · 1 +
|X |∑
i=2
i · ε
|X | − 1 = 1 + ε
|X |
2
.
We can see the guesswork scales linearly with |X |, which makes sense because one
essentially needs to perform a linear search over the tail of the distribution, while the
entropy scales logarithmically with |X |.
One might notice that in the case of the guesswork, the |X |th guess, if it occurs, is
unnecessary: after eliminating |X | − 1 outcomes, there can only be one possibility left.
This motivates the so-called modified guesswork G˜, given by
G˜(p) :=
|X |−1∑
i=1
i · p↓i + (|X | − 1)p↓|X | (6.2)
[LHL07] showed that the modified guesswork is related to the Shannon entropy by a
simple formula:
G˜(p) = H(p) +D(p↓∥{2−ci}|X |i=1) (6.3)
where D(p∥q) :=∑|X |i=1 pi(log pi − log qi) is the relative entropy.
We may define a generalized guesswork Gc⃗(X) where c⃗ = (ci)
|X |
i=1 ∈ R|X | is a cost
vector, satisfying
0 ≤ c1 ≤ c2 ≤ · · · ≤ c|X |.
Then we define
Gc⃗(X) :=
|X |∑
i=1
cip
↓
i . (6.4)
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Note that this definition unifies (6.1) and (6.2); choosing ci = i for each i recovers the
guesswork, while choosing
ci =
i i < d|X | − 1 i = |X |
recovers the modified guesswork. The generalized guesswork is a symmetric function of
the distribution p, as it is only a function of the sorted entries of p. Moreover, we can
write
Gc⃗(X) = min
π∈S|X|
⟨π(p), c⃗⟩ = min
π∈S|X|
⟨p, π−1(c⃗)⟩
As a minimum of linear functions, Gc⃗ is a concave function of p. Since Gc⃗ is symmetric
and concave, it is Schur concave. Let us then investigate its continuity with the tools of
Section 5.1. Note that Gc⃗ is a generalization of the case considered in Example 4.3.5.
Proposition 6.2.1. Gc⃗ is Lipschitz continuous on P with an optimal Lipschitz constant
given by c|X | − c1.
Proof. While Gc⃗ is not differentiable on P+, the function F = Gc⃗|P↓ satisfies F (r) =∑|X |
j=1 cjrj and hence has an extension F˜ : P → R defined by the same formula. Since F˜
is differentiable on P+, Corollary 4.3.6 shows that for p ∈ P ,
Gc⃗(p
∗
ε)−Gc⃗(p) =
∫ ε
0
ΓF˜ (Ms(p↓)) ds.
Hence, as described in Section 4.4, bounding ΓF˜ (Ms(p↓)) provides a Lipschitz constant
for Gc⃗. We have that
ΓF˜ (r
↓) =
1
k−
∑
i:ri=r−
ci − 1
k+
∑
i:ri=r+
ci.
Since 1
k−
∑
i:ri=r− ci ≤ c|X | and 1k+
∑
i:ri=r+
ci ≥ c1, we have that c|X | − c1 is a Lipschitz
constant for Gc⃗. Moreover, if p ∈ P↓ has that p± are both non-degenerate, and q =
Mε(p) for ε < δ(p) for δ defined in Lemma 4.3.2, then that Lemma shows that q =
(p1 − ε, p2, . . . , p|X |−1, p|X | + ε), and we immediately have
Gc⃗(p
∗
ε)−Gc⃗(p) = ε(c|X | − c1).
Hence, c|X | − c1 is the optimal Lipshitz constant.
Remark. Note that ΓF˜ defined in the above proof is not symmetric, and hence is not
Schur convex on P. Thus, this choice of F˜ does not provide a path to establishing a
uniform continuity bound by establishing the Schur convexity of ∆Gc⃗ε as discussed in
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Section 4.4. However, this does not rule out the Schur convexity of ∆Hε . We may calculate
for q = (1, 0, . . . , 0) and 0 < ε < 1− 1|X | ,
∆Gc⃗ε (q) = Gc⃗(q
∗
ε)−Gc⃗(q) = (1− ε)c1 +
ε
|X | − 1
|X |∑
i=2
ci − c1 = ε
 1
|X | − 1
|X |∑
i=2
ci − c1
 .
On the other hand, by choosing p as in the proof of optimality of the Lipschitz constant
for Gc⃗, we obtain ∆Gc⃗ε (p) = ε(c|X | − c1). As long as for some i ∈ {2, . . . , |X | − 1} one
has ci ≠ c|X |, then ∆Gc⃗ε (p) > ∆Gc⃗ε (q). Since p ≺ q, we must have that ∆Gc⃗ε is not Schur
convex. Thus, in general, one cannot obtain a tight uniform continuity bound for Gc⃗ via
the Schur convexity of ∆Gc⃗ε . However, since the bound
|Gc⃗(p)−Gc⃗(q)| ≤ TV(p, q) · (c|X | − c1) (6.5)
can in fact be achieved, the Lipschitz bound (6.5) itself provides a tight uniform continuity
bound for Gc⃗.
Recall that in Section 5.1.1 it was shown that there exists a symmetric and concave
function f such that its derivative along the path of majorization flow, Γf , is not Schur
convex. The Schur convexity of ΓH plays a role in the proof of continuity bounds for a
quantity H in Section 4.4 by establishing the Schur convexity of its integrated form, ∆Hε .
Hence, since ∆Gc⃗ε is not Schur convex in general, the guesswork provides a counterexample
of a similar flavor: namely a quantity H being symmetric and concave is not enough to
obtain the Schur convexity of ∆Hε . In this case, however, the quantity of interest is not
differentiable on P+.
6.3 The guesswork with quantum side information
Let us first briefly discuss the guesswork with classical side information. In this scenario,
there are two random variables, X and Y . Bob knows the full joint distribution of XY .
Alice obtains a realization X = x∗, and Bob learns the outcome of Y , namely Y = y. If
the two random variables are correlated, Bob has learned something extra about X; in
fact, knowing Y = y, the distribution of X is given by pX|Y (·|y). Then Bob can perform
the optimal strategy to guess x∗ (namely, sort this conditional distribution in descending
order, and guess from most probable to least). The expected number of guesses required
to obtain the correct answer is the guesswork of X with classical side information Y ,
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denoted G(X|Y ), and satisfies
G(X|Y ) =
∑
y∈Y
pY (y)G(X|Y = y)
where Y is the alphabet of Y , and G(X|Y = y) := G(pX|Y (·|y)) is the guesswork of the
conditional distribution. Like with the guesswork itself, this quantity can be generalized
to use a cost vector c⃗ by simply defining
Gc⃗(X|Y ) =
∑
y∈Y
pY (y)Gc⃗(X|Y = y).
Now, consider the scenario in which when Alice obtains the realization X = x∗,
Bob obtains a quantum state ρx∗B . This occurs, for instance, if a quantum state is
measured, and Alice has access to the measurement outcome while Bob has access to
the post-measurement state. In this case, the joint distribution XY is replaced by a
classical-quantum (c-q) state,
ρXB =
∑
x∈X
pX(x) |x⟩ ⟨x| ⊗ ρxB.
Given the state ρxB, and knowing the joint c-q state ρXB, Bob aims to guess the index
x ∈ X . The expected number of guesses required to be successful, minimized over all
guessing strategies, is the guesswork with quantum side information, denoted G(X|B)ρ.
While the case of classical side information admits a very simple optimal strategy
(which amounts to simply sorting the conditional probabilities pX|Y (·|y) in non-increasing
order and guessing accordingly), the quantum case requires measurement on the quantum
system B, which potentially disturbs the state of B, a priori complicating the analysis
of the sequence of guesses in the optimal strategy. We show in Section 6.3.2, however,
that a general sequential strategy is in fact equivalent to performing a single generalized
measurement yielding a classical random variable Y of outcomes and then performing the
optimal strategy using this Y as the classical side information. The earlier work [CCWF15]
instead defined guesswork with quantum side information as the latter quantity, i.e., a
measured version of the guesswork in the presence of classical side information. While
these definitions are equivalent, we consider the definition in terms of a sequential protocol
to be a more natural one. Moreover, the above-mentioned equivalence is proved via an
explicit construction, allowing such a guessing strategy to be implemented sequentially.
The single-measurement protocol could in general involve making a measurement with
exponentially (in |X |) many outcomes. Hence it may be more efficient to implement it
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instead as a sequence of (linearly-many) measurements with linearly-many outcomes, as
allowed by the above construction.
This is related to the task of maximizing the “guessing probability” pguess(X|B) [KRS09].
In that task, Bob is only given one attempt to guess the value of X and wishes to maxi-
mize the probability of doing so successfully. The guessing probability is related to the
so-called conditional min-entropy Hmin(X|B) of the c-q state ρXB. In some sense, we
can consider the guesswork to be an extension of the guessing probability. However, the
nature of the optimization being done is different: instead of maximizing the probability
of success in one attempt, we minimize the total number of guesses required. Therefore,
the operations that a guesser performs to minimize the guesswork may be very different
from those needed to maximize the guessing probability; for example, one might expect
in the case in which only a single guess is being made, one may perform very “destructive”
measurements to extract maximal information from the state at the cost of having
a less informative post-measurement state, whereas in the scenario in which multiple
measurements and multiple guesses are being made, the measurements may be chosen
to be less destructive. Some of the connections between these two tasks have been
investigated in [CCWF15].
We will see that the guesswork G(X|B)ρ is concave in the state ρXB, but not unitarily
invariant, just as for the conditional entropy H(X|B)ρ. This means that the techniques
of Section 5.1 cannot be applied to obtain a continuity bound for G(X|B)ρ. Moreover,
unlike for the guesswork (or the guesswork with classical side-information), we do not have
a closed-form expression for G(X|B)ρ, and the quantity is in general not differentiable
(since one can see G(X) as a special case, and that quantity is not differentiable on all of
P+ as discussed in the previous section.) Thus, the techniques of Chapter 7 cannot be
used to locally maximize G(X|B)ρ, as was done in Corollary 7.3.2 for the conditional
entropy, which otherwise might possibly provide a path towards establishing a (local)
continuity bounds.
Instead, we will establish a semidefinite optimization problem (SDP) formulation
of the guesswork with quantum side information. By studying the dependence of that
formulation on the state ρXB, we quickly obtain a Lipschitz continuity bound for the
quantity which has the feature of not depending on the dimension of the B-system
(like the Alicki-Fannes bound [AF04], or Winter’s strengthening thereof [Win16], for the
quantum conditional entropy).
Overview of the remainder of the chapter In Section 6.3.1, the guesswork task
is described in more detail. In Section 6.3.2 a general framework of guessing strategies
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is developed which allows formulating a guesswork task with arbitrary kinds of side
information; additionally, several types of strategies with quantum side information are
described and shown to be equivalent. In Section 6.3.3, the guesswork with quantum side
information is described by a semidefinite optimization problem (SDP) representation.
This is used to establish the concavity and Lipschitz continuity of the guesswork with
quantum side information in Section 6.3.4. Lastly, in Section 6.3.5 techniques for
computing the quantity are discussed, and in Section 6.3.6 entropic bounds are established.
6.3.1 Statement of the problem
Alice chooses a letter x ∈ X with some probability pX(x), where X is a finite alphabet.
This naturally defines a random variable X ∼ pX(x). She then sends a quantum system
B to Bob, prepared in the state ρxB, which depends on her choice x. Bob knows the set of
states {ρxB : x ∈ X}, and the probability distribution {pX(x) : x ∈ X}, but he does not
know which particular state is sent to him by Alice. Bob’s task is to guess x correctly
with as few guesses as possible. From Bob’s perspective, he therefore has access to the
B-part of the c-q state
ρXB =
∑
x
pX(x)|x⟩⟨x|X ⊗ ρxB. (6.6)
In the purely classical case, this task reduces to the following scenario: Alice holds
the random variable X ∼ pX(x), and Bob holds a correlated random variable Y , and
knows the joint distribution of (X, Y ). In this case ρXB reduces to the state
ρXY =
∑
x
pX(x)|x⟩⟨x|X ⊗
∑
y
pY |X(y|x)|y⟩⟨y|Y . (6.7)
In this case, if Bob’s random variable Y has value y, then an optimal guessing strategy
would be to sort the conditional distribution pX|Y (·|y) in non-increasing order so that
pX|Y (x1|y) ≥ pX|Y (x2|y) ≥ . . . ≥ pX|Y (x|X ||y) (6.8)
and simply guess first x1, then x2, etc., until he gets it correct [Ari96].
In the case in which Bob’s system B is quantum, he is allowed to perform any local
operations he wishes on B, and then make a first guess x1. He is told by Alice whether
or not his guess is correct; then he can perform local operations on B, and make another
guess, and so forth. We are interested in determining the minimal number of guesses
needed on average for a given ensemble {pX(x), ρxB}x∈X and the associated optimal
strategy.
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More generally, we allow Bob to make K guesses, with possibly K < |X |. Formally,
we assume that Bob always makes all K guesses; any guess after the correct guess simply
does not factor into the calculation of the minimal number of guesses (see Section 6.3.2
for a more detailed definition of the minimal number of guesses). Thus, Bob makes a
sequence of guesses, g1, . . . , gK ∈ XK with some probability.
We could consider the scenario in which Bob makes a guess x1, then learns whether
or not the guess was correct, and uses that information to make his second guess x2, and
so forth. However, if Bob learns that his jth guess xj is correct, then it does not matter
what he guesses subsequently (it has no bearing on the minimal number of guesses). If
the guess is incorrect, then his subsequent guesses do matter, and he should make his
next guess accordingly. Hence, in such a protocol, the feedback about whether or not
the jth guess is correct does not help, and Bob might as well assume that each guess is
incorrect.
6.3.2 Guessing strategies
When Alice chooses x∗ ∈ X , a guessing strategy for Bob outputs a sequence of guesses
g⃗ = (g1, . . . , gK) ∈ XK with some probability pG⃗|X(g⃗|x∗). Hence, formally, a guessing
strategy for X with K guesses is a random variable G⃗ on XK that is correlated with X,
such that (X, G⃗) has marginal X ∼ pX . Note that the definition of a guessing strategy
has no reference to the side information (if any) that Bob has access to; instead, the side
information dictates the set of guessing strategies Bob has access to. This allows various
types of side information to be analyzed within a uniform framework; in particular, the
set of strategies available when Bob has access to some classical side information Y is
described in Section 6.3.2, while the case of quantum side information is described in
Section 6.3.2.
We are interested in the minimal number of guesses required to guess x∗ correctly.
This is defined as follows:
N(g⃗, x∗) :=
min {j : gj = x∗} gj = x∗ for some j = 1, . . . , K∞ else, (6.9)
where the outcome ∞ occurs when none of the K guesses are correct. We can view N as
a random variable taking values in {1, 2, . . . , K,∞}. Given a guessing strategy G⃗, the
quantity of interest is N(G⃗,X), the corresponding random variable. We define
SK(X) :=
{
N(G⃗,X) : XG⃗ ∼ pXG⃗
}
(6.10)
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to be the set of all possible random variables N associated to all guessing strategies G⃗
with K guesses. We say two guessing strategies G⃗ and G⃗′ for X with K guesses are
equivalent if N(G⃗′, X) = N(G⃗,X).
Note that if G⃗ and G⃗′ are two strategies with K guesses for X that differ only in
guesses made after guessing the correct answer, then they are equivalent. This formalizes
the notion introduced at the end of the previous section: since guesses made after the
correct answer do not change the value of N(g⃗, x∗), feedback of whether or not gj = x∗
can only lead to equivalent strategies.
Classical strategies
Consider a pair of random variables (X, Y ) where X has a finite alphabet X and Y
has a countable alphabet Y. Alice chooses x∗ ∈ X (with probability pX(x∗)) and Bob
is given y ∈ Y (with probability pY |X(y|x∗)). Bob’s task is to guess x∗. Since Bob’s
sequence of guesses (g1, . . . , gK) can only depend on x∗ via y, a classical guessing strategy
G⃗ is any random variable G⃗ such that the ordered triple (X, Y, G⃗) of random variables
forms a Markov chain, which we denote as X − Y − G⃗. Hence, given a joint probability
distribution pXY , we define the set of random variables N associated to classical guessing
strategies as follows:
SClassicalK (pXY ) :=
{
N(G⃗,X) : X − Y − G⃗
}
⊆ SK(X). (6.11)
Equivalence of quantum strategies
Let us consider three classes of quantum strategies:
1. Measured strategy: Bob performs an arbitrary POVM {Ey}y∈Y on the B-system.
Let Y be the random variable with outcomes in a finite alphabet Y corresponding
to his measurement outcomes, i.e.
pY |X(y|x) = tr[EyρxB], ∀x ∈ X , y ∈ Y . (6.12)
Bob then employs a classical guessing strategy on (X, Y ). The set of random
variables corresponding to the possible number of guesses under such a strategy is
given by
SMeasuredK (ρXB) :=
{
N(G⃗,X) : X − Y − G⃗, Y satisfies (6.12)
for some finite alphabet Y & POVM {Ey}y∈Y
}
. (6.13)
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We then observe that
SMeasuredK (ρXB) ⊆ SK(X). (6.14)
2. Ordered strategy: Bob performs a measurement with outcomes in XK , which are
identified with guessing orders; i.e., if the outcome is (x1, . . . , xK) ∈ XK , Bob first
guesses x1, then x2, and so forth. In this case, Bob performs a POVM {Eg⃗}g⃗∈XK
and the guessing strategy G⃗ is distributed according to
pG⃗|X(g⃗|x) = tr[Eg⃗ρxB]. (6.15)
As above, we define
SOrderedK (ρXB) :=
{
N(G⃗,X) : (G⃗,X) satisfy (6.15) for some POVM {Eg⃗}g⃗∈XK
}
(6.16)
It is evident that
SOrderedK (ρXB) ⊆ SMeasuredK (ρXB) (6.17)
because any such ordered strategy is a special type of measured strategy (with
Y = G⃗). However, any measured strategy can in fact be simulated by an ordered
strategy. Suppose we have a measured strategy with alphabet Y , POVM {Ey}y∈Y ,
and G⃗ satisfying X − Y − G⃗. Then
pG⃗|X(g⃗|x) =
∑
y∈Y
pG⃗|Y (g⃗|y)pY |X(y|x) =
∑
y∈Y
pG⃗|Y (g⃗|y) tr[EyρxB], (6.18)
where we have used the Markov property for the first equality and (6.12) for the
second equality.
Let E˜g⃗ :=
∑
y∈Y pG⃗|Y (g⃗|y)Ey. Note {E˜g⃗}g⃗∈XK is a POVM: each element is positive
semidefinite since {Ey}y∈Y is a POVM, and∑
g⃗∈XK
Eg⃗ =
∑
g⃗∈XK
∑
y∈Y
pG⃗|Y (g⃗|y)Ey =
∑
y∈Y
∑
g⃗∈XK
pG⃗|Y (g⃗|y)Ey =
∑
y∈Y
Ey = 1B, (6.19)
using again that {Ey}y∈Y is a POVM. Then substituting the definition of E˜g⃗ into
(6.18) yields
pG⃗|X(g⃗|x) = tr[E˜g⃗ρxB] (6.20)
and hence (6.15) is satisfied with E = E˜. Therefore,
SOrdered(ρXB) = SMeasured(ρXB). (6.21)
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3. Sequential quantum strategy: Suppose that Alice chooses x (which occurs with
probability pX(x)), and hence Bob has the state ρxB. To make his first guess, Bob
chooses a set of generalized measurement operators {M (1)x }x∈X and reports the
measurement outcome as his guess. He gets outcome x1 with probability
pG1|X(x1|x) = tr[M (1)x1 ρxBM (1)x1 †] (6.22)
and his post-measurement state is
1
pG1|X(x1|x)
M (1)x1 ρ
x
BM
(1)
x1
†. (6.23)
Note: in general, Bob could perform a unitary operation U1 on his state before mea-
suring it. However, this would simply correspond to measuring with {M (1)x U1}x∈X
instead. Hence, it suffices to simply consider a generalized measurement {M (1)x }x∈X .
Then, after learning the outcome x1, Bob chooses a new set of generalized mea-
surement operators {M (2|x1)x }x∈X . Note that this set of measurement operators can
depend on x1. Without loss of generality, we can keep the same outcome set X ,
since Bob could set, e.g. M (2|x1)x1 = 0 to avoid guessing the same number twice. Bob
measures his state and gets the outcome x2 with probability
pG2|G1X(x2|x1, x) =
1
pG1|X(x1|x)
tr[M (2|x1)x2 M
(1)
x1
ρxBM
(1)
x1
†M (2|x1)x2
†]. (6.24)
Multiplying by pG1|X(x1|x) we see the joint distribution is given by
pG1G2|X(x1, x2|x) = tr[M (2|x1)x2 M (1)x1 ρxBM (1)x1 †M (2|x1)x2 †]. (6.25)
To make his jth guess, we allow Bob to choose a new set of generalized measurement
operators {M (j|x1,...,xj−1)x }x∈X which may depend on the previous j − 1 outcomes.
Repeating the previous logic, in the end we find that
pG1G2···GK |X(x1, x2, . . . , xK |x) =
tr[M (K|x1,x2,...,xK−1)xK · · ·M (2|x1)x2 M (1)x1 ρxBM (1)x1 †M (2|x1)x2 † · · ·M (K|x1,x2,...,xK−1)xK †]. (6.26)
Under such a strategy, the possible random variables giving the number of guesses
is given by
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SSequential(ρXB) :={
N(G⃗,X) : (G⃗,X) satisfy (6.26) for some collections of measurement operators
{M (j|x1,x2,...,xj−1)xj }xj∈X , j = 1, . . . , K, x1, x2, . . . , xK ∈ X
}
. (6.27)
Theorem 6.3.1. Let ρXB be a c-q state as defined in (6.6) and K a natural number
with K ≤ |X |. Then
SSequentialK (ρXB) = SOrderedK (ρXB) = SMeasuredK (ρXB). (6.28)
Hence, all three sets of random variables of the number of guesses obtained from
various classes of strategies all coincide. Hence, we call the single class that of quantum
strategies, denoted SQuantumK (ρXB).
Proof. The second equality was already stated in (6.21) and proven before that, and so
it remains to prove the first equality. Consider a sequential strategy, with the notation of
point 3 above. Define
Ex1,...,xK :=M
(1)
x1
†M (2|x1)x2
† · · ·M (K|x1,x2,...,xK−1)xK †M (K|x1,x2,...,xK−1)xK · · ·M (2|x1)x2 M (1)x1 . (6.29)
We see that Ex1,...,xK = A†A for A = M
(K|x1,x2,...,xK−1)
xK · · ·M (2|x1)x2 M (1)x1 , and hence is
positive semidefinite. Moreover, ∑
x1,...,xK∈X
Ex1,...,xK = IB (6.30)
as can be seen by first summing (6.29) over xK , using∑
xK∈X
M (K|x1,x2,...,xK−1)xK
†M (K|x1,x2,...,xK−1)xK = IB (6.31)
since {M (K|x1,x2,...,xK−1)x }x∈X is a POVM, and then similarly summing over xK−1, xK−2,. . . ,
and finally x1. Let us write Ex⃗ where x⃗ = (x1, . . . , xK) for Ex1,...,xK . We have shown that
{Ex⃗}x⃗∈XK is a POVM. Moreover,
pG1G2···GK |X(x1, x2, . . . , xK |x) = tr[Ex1,...,xKρxB]. (6.32)
Hence, Bob’s strategy is equivalent to simply performing the single POVM {Ex⃗}x⃗∈XK
once, obtaining an outcome x⃗ = (x1, . . . , xK), and then making x1 his first guess, x2
130 Guesswork
his second guess, and so forth. That is, any such strategy can be recast as an ordered
strategy.
On the other hand, any such ordered strategy can be reformulated as an adaptive
strategy, by the following recursive approach. Suppose that we are given {Ey⃗}y⃗∈XK . For
each x1 ∈ X , define
M (1)x1 =
√ ∑
x2,...,xK∈X
Ex1,...,xK (6.33)
where we have chosen the positive semidefinite square root. We have that∑
x1∈X
M (1)x1
†M (1)x1 =
∑
x1∈X
(M (1)x1 )
2 =
∑
x1∈X
∑
x2,...,xK∈X
Ex1,...,xK = IB, (6.34)
so
{
M
(1)
x1
}
x1∈X
is indeed a POVM with outcomes in X . Next, for each x1 ∈ X , cor-
responding to obtaining outcome x1 on the first measurement, we define a POVM
{M (2|x1)x2 }x2∈X by
M (2|x1)x2 =
√
(M
(1)
x1 )−1
∑
x3,...,xK∈X
Ex1,...,xK (M
(1)
x1 )−1. (6.35)
Then ∑
x2∈X
(M (2|x1)x2 )
2 = (M (1)x1 )
−1 ∑
x2∈X
∑
x3,...,xK∈X
Ex1,...,xK (M
(1)
x1
)−1 (6.36)
= (M (1)x1 )
−1(M (1)x1 )
2(M (1)x1 )
−1 = IB. (6.37)
Likewise, we define
M (3|x1,x2)x3 =
√
(M
(2|x1)
x2 )−1(M
(1)
x1 )−1
∑
x4,...,xK∈X
Ex1,...,xK (M
(1)
x1 )−1(M
(2|x1)
x2 )−1. (6.38)
Then∑
x3∈X
(M (3|x1,x2)x3 )
2 = (M (2|x1)x2 )
−1(M (1)x1 )
−1 ∑
x3∈X
∑
x4,...,xK∈X
Ex1,...,xK (M
(1)
x1
)−1(M (2|x1)x2 )
−1
(6.39)
= (M (2|x1)x2 )
−1(M (2|x1)x2 )
2(M (2|x1)x2 )
−1 = IB. (6.40)
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Repeating this process, we define
M (ℓ|x1,x2,...,xℓ−1)xℓ
=
√
(M
(ℓ−1|x1,x2,...,xℓ−2)
xℓ−1 )
−1 · · · (M (1)x1 )−1
∑
xℓ+1,...,xK∈X
Ex1,...,xK (M
(1)
x1 )−1 · · ·M (ℓ−1|x1,x2,...,xℓ−2)xℓ−1 )−1
(6.41)
to obtain a POVM for step ℓ (to use when having obtained outcomes x1, . . . , xℓ−1 during
the previous steps). At the last step, ℓ = K, there is no sum, namely
M (K|x1,x2,...,xK−1)xK =√
(M
(K−1|x1,x2,...,xK−2)
xK−1 )
−1 · · · (M (1)x1 )−1Ex1,...,xK (M (1)x1 )−1 · · ·M (K−1|x1,x2,...,xK−2)xK−1 )−1.
(6.42)
Lastly, we check that by design, (6.29) holds. Thus, we can work backwards from that
equation and see that our newly created adaptive strategy yields the same outcomes with
the same probabilities as the initial ordered strategy.
Success metrics
Given a random variable X and a maximal number K of allowed guesses, how do we
measure the success of a guessing strategy G⃗? We will focus on expectations of N(G⃗,X).
In particular, we consider the expected number of guesses required to guess correctly:
E[N(G⃗,X)] =

∑K
k=1 k · pN(G⃗,X)(k) if pN(G⃗,X)(∞) = 0
∞ if pN(G⃗,X)(∞) > 0.
(6.43)
As with the generalized guesswork without side information defined in (6.4), we consider
a cost vector c⃗ ∈ (R ∪ {∞})|X | with
0 ≤ c1 ≤ c2 ≤ · · · ≤ c|X |. (6.44)
Then we define the modified expectation
Ec⃗(N(G⃗,X)) :=
|X |∑
k=1
ck · pN(G⃗,X)(k).
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Imposing a maximal number K < |X | of allowed guesses is equivalent to choosing
cK+1 = · · · = c|X | = ∞, using the convention ∞ · 0 = 0. Accordingly, we implicitly
associate K with c⃗ in all the following via the rule that K = |X | if and only if c|X | <∞,
and otherwise K = min{i : ci = ∞}. The case K = |X | therefore corresponds to |X |
guesses being allowed, each with finite cost, and the case K < |X | corresponds to a
limited number of allowed guesses, with a corresponding infinite cost if the correct answer
is not obtained in K guesses.
Given a c-q state ρXB and a cost vector c⃗ as in (6.44), we define the generalized
guesswork with quantum side information as
Gc⃗(X|B)ρ := inf
N∈SQuantumK (ρXB)
Ec⃗(N). (6.45)
Likewise, given a joint distribution pXY , let
Gc⃗(X|Y )p := inf
N∈SClassicalK (pXY )
Ec⃗(N). (6.46)
From the equality
SQuantumK (ρXB, K) = SMeasuredK (ρXB) (6.47)
of Theorem 6.3.1 it follows that
Gc⃗(X|B)ρ = inf{Ey}y∈Y Gc⃗(X|Y )p (6.48)
where the infimum is over all finite alphabets Y and POVMs {Ey}y∈Y and pXY (x, y) =
pX(x) tr[Eyρ
x
B].
In the standard case in which c⃗ = (1, 2, . . . , |X |), we define the guesswork with quantum
side information as
G(X|B) ≡ G(X|B)ρ := Gc⃗(X|B)ρ (6.49)
and likewise define G(X|Y )p = Gc⃗(X|Y )p in the case of classical side information Y .
Remark. In the work [CCWF15], guesswork with quantum side information was defined
by the right-hand side of (6.48) (with c⃗ = (1, 2, . . . , |X |)). Moreover, Proposition 1 of
that work shows that the infimum in (6.48) in that case may be restricted to POVMs
whose elements are all rank one.
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6.3.3 A semidefinite optimization representation
The task of calculating Gc⃗(X|B)ρ as defined in (6.45) can be written as a semidefi-
nite optimization problem, as was found in [CCWF15]. In this section, we present
a different derivation of that fact yielding in (6.58) a representation dual to the one
found in [CCWF15]. This representation is used in Section 6.3.4 to prove that the
guesswork Gc⃗(X|B)ρ is a concave and Lipschitz-continuous function of the c-q state ρXB
(if K = |X |). Section 6.3.5 presents other optimization formulations of the guesswork
with the aim of computing the quantity.
Consider an ordered strategy G⃗ with a set of POVMs {Eg⃗}g⃗∈XK . Then since
pG⃗,X(g⃗, x) = pX(x) tr[Eg⃗ρ
x
B], we have
ckpN(G⃗,X)(k) = ck
∑
x∈X
pX(x)
∑
g⃗∈XK
N(g⃗,x)=k
tr[Eg⃗ρ
x
B] (6.50)
and hence if ∑
x∈X
pX(x)
∑
g⃗∈XK
N(g⃗,x)=∞
tr[Eg⃗ρ
x
B] > 0 (6.51)
then Ec⃗(N(G⃗,X)) =∞, and otherwise
Ec⃗(N(G⃗,X)) =
K∑
k=1
ck
∑
x∈X
pX(x)
∑
g⃗∈XK
N(g⃗,x)=k
tr[Eg⃗ρ
x
B] (6.52)
=
∑
g⃗∈XK
∑
x∈X
cN(g⃗,x)pX(x) tr[Eg⃗ρ
x
B] (6.53)
=
∑
g⃗∈XK
tr[Rg⃗Eg⃗] (6.54)
where we define Rg⃗ :=
∑
x∈X pX(x)cN(g⃗,x)ρ
x
B for g⃗ ∈ XK . Note that if K = |X | then
(6.51) does not hold.
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Thus,
Gc⃗(X|B)ρ = minimize
∑
g⃗∈XK
tr[Rg⃗Eg⃗]
subject to Eg⃗ ≥ 0 ∀g⃗ ∈ XK∑
g⃗∈XK
Eg⃗ = 1B∑
x∈X
pX(x)
∑
g⃗∈XK
N(g⃗,x)=∞
tr[Eg⃗ρ
x
B] = 0
(6.55)
and where an infeasible problem is associated to the value +∞. Note that in the case
K = |X | the last constraint is trivially satisfied; in this case, the problem is always
feasible. The expression in (6.55) clarifies that Rg⃗ has an interpretation as a cost operator
corresponding to the guessing outcome g⃗. Since
∑
g⃗∈XK tr[Rg⃗Eg⃗] is linear in each positive
semidefinite (matrix) variable Eg⃗, (6.55) gives an SDP representation of Gc⃗(X|B)ρ. This
program has |X |K variables (each dB×dB complex positive semidefinite matrices), subject
to two constraints. Note, however, since the cost vector c⃗ is increasing, any guess h⃗ ∈ XK
with repeated elements is a suboptimal guessing order, in the sense that if {Eg⃗}g⃗∈XK is a
POVM with Eh⃗ ≠ 0, and h⃗
′ ∈ XK only differs from h⃗ by replacing repeated elements
such that h⃗′ has no repeated elements, then the POVM defined by
E˜g⃗ :=

Eg⃗ g⃗ ̸= h⃗ and g⃗ ̸= h⃗′
0 g⃗ = h⃗
Eh⃗ + Eh⃗′ g⃗ = h⃗
′
(6.56)
has
∑
g⃗∈XK tr[Rg⃗E˜g⃗] ≤
∑
g⃗∈XK tr[Rg⃗Eg⃗]. Hence, we may restrict to the outcome space
XK̸= := {g⃗ ∈ XK : gi ̸= gj,∀i ̸= j} ⊆ XK . (6.57)
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Note |XK̸= | = |X |!(|X |−K)! , and in the case in which K = |X |, the set XK is just the set of
permutations of X . Hence, (6.55) can be re-written as the following smaller problem:
Gc⃗(X|B)ρ = minimize
∑
g⃗∈XK̸=
tr[Rg⃗Eg⃗]
subject to Eg⃗ ≥ 0 ∀g⃗ ∈ XK̸=∑
g⃗∈XK̸=
Eg⃗ = 1B
∑
x∈X
pX(x)
∑
g⃗∈XK̸=
N(g⃗,x)=∞
tr[Eg⃗ρ
x
B] = 0
(6.58)
Note that in the case K < |X |, there exists a feasible point, and hence a solution, if and
only if there exists a POVM {Eg⃗}g⃗∈XK̸= such that for all x ∈ X and g⃗ ∈ XK̸= with x ̸∈ g⃗,
we have tr[Eg⃗ρxB] = 0. Whether or not this holds a priori depends on the particular
state ρXB. However, when K = |X |, the final constraint can be removed and for any
state ρXB, the problem (6.58) trivially has a feasible point (e.g. Eg⃗ = 1|XK̸= 1X). In the
following, we restrict to the case K = |X | for simplicity.
Remark. This optimization problem has the same form as that of discriminating quantum
states in an ensemble, as described in, e.g., [Wat18, Section 3.2.1]. Note, however, that
(1) the Rg⃗ are positive semidefinite but not normalized, and (2) the case of having two
copies of the unknown state, in the guessing framework, does not correspond to R⊗2g⃗ .
Nevertheless, slight modifications to [Wat18, Theorem 3.9] show that a POVM {Eg⃗}g⃗∈XK̸=
is optimal for (6.58) if and only if
Y =
∑
g⃗∈XK̸=
Rg⃗Eg⃗ (6.59)
satisfies Y ≤ Rg⃗ for all g⃗ ∈ XK̸= .
Remark. The set of POVMs is convex and since the objective function is linear, any
minimizer for (6.58) may be decomposed into extremal POVMs which are also minimizers.
By [Par99, Corollary 2.2], for any extremal POVM on a Hilbert space of size dB has at
most d2B non-zero elements. Hence, there exist minimizers of (6.58) with at most d2B
non-zero elements (even though |XK̸= | could be far larger than d2B). Let S ⊆ XK̸= be a set
of d2B points such that there exists {E˜g⃗}g⃗∈S with E˜g⃗ ≥ 0,
∑
g⃗∈S E˜g⃗ = 1B, and
Gc⃗(X|B)ρ =
∑
g⃗∈S
tr[E˜g⃗Rg⃗]. (6.60)
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Then (6.58) holds with XK̸= replaced by S, namely
Gc⃗(X|B)ρ = minimize
∑
g⃗∈S
tr[Rg⃗Eg⃗]
subject to Eg⃗ ≥ 0 ∀g⃗ ∈ S∑
g⃗∈S
Eg⃗ = 1B.
(6.61)
Note the “≤” direction of the equality (6.61) is trivial, since given a minimizer {Eg⃗}g⃗∈S
for (6.61), simply extending it by choosing Eg⃗ = 0 for g⃗ ̸∈ S gives a feasible point for
the optimization problem on the right-hand side of (6.58). The “≥” direction follows
from the existence of the {E˜g⃗}g⃗∈S described above. While this produces a much smaller
problem, the set S depends in general on ρ and the {Rg⃗}g⃗∈XK̸= , and the task of finding S
is as difficult as solving the original problem.
6.3.4 Concavity and continuity of the guesswork with quantum
side information
Proposition 6.3.2. For each finite cost vector c⃗ satisfying (6.44), the function
ρXB 7→ Gc⃗(X|B)ρ (6.62)
from the set of c-q states of the form (6.6) to R≥0, is concave.
Proof. Recall c|X | <∞ means K = |X |. For g⃗ ∈ XK̸= , and ρXB a c-q state, the quantity
Rρg⃗ :=
∑
x∈X pX(x)cN(g⃗,x)ρ
x
B can be expressed as
Rρg⃗ = trX
[(∑
x∈X
cN(g⃗,x)|x⟩⟨x|X ⊗ IB
)
ρXB
]
(6.63)
and hence is linear in ρXB. Then for each POVM (Eg⃗)g⃗∈XK̸= ),
ρXB 7→
∑
g⃗∈XK̸=
tr[Rρg⃗Eg⃗] (6.64)
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is linear in ρXB. The arbitrary infimum of concave functions, and in particular linear
functions, is concave, and hence
Gc⃗(X|B)ρ ≡ min
(Eg⃗)g⃗∈XK̸=
∑
g⃗∈XK̸=
tr[Rρg⃗Eg⃗], (6.65)
where the minimum is taken over all POVMs on system B with outcomes in XK̸= , is
concave.
Proposition 6.3.3. For each finite cost vector c⃗ satisfying (6.44), the function
ρXB 7→ Gc⃗(X|B)ρ (6.66)
from the set of c-q states of the form (6.6) to R≥0, is Lipschitz continuous, satisfying the
bound
|Gc⃗(X|B)ρ −Gc⃗(X|Y )σ| ≤ 2c|X |T (ρXB, σXB). (6.67)
Moreover, the optimal Lipschitz constant k satisfies
c|X | − c1 ≤ k ≤ 2c|X |, (6.68)
and the lower bound is tight: there exist ρXB and σXB such that |Gc⃗(X|B)ρ−Gc⃗(X|Y )σ| =
c|X | − c1.
Remark. In the standard case case c⃗ = (1, . . . , |X |), the optimal Lipschitz constant for
Gc⃗(X|B) thus satisfies
|X | − 1 ≤ k ≤ 2|X |,
and hence the bound of Proposition 6.3.3 is tight up to constant factors in this case. An
interesting open question is whether or not equality is achieved in the lower bound of
(6.68).
Proof. To establish the lower bound of (6.68), note that product states ρXB = ωX ⊗ σB
satisfy Gc⃗(X|B)ρ = Gc⃗(X)ω. Hence, Proposition 6.2.1 shows that k ≥ c|X | − c1, and the
tightness of the bound follows from the tightness of Proposition 6.2.1.
Next, let us establish the upper bound. Define
f(ρXB, {Eg⃗}g⃗∈XK̸= ) :=
∑
g⃗∈XK̸=
tr[Rρg⃗Eg⃗]. (6.69)
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Then, by linearity (as discussed in the proof of Proposition 6.3.2),
f(ρXB, {Eg⃗}g⃗∈XK̸= )− f(σXB, {Eg⃗}g⃗∈XK̸= ) =
∑
g⃗∈XK̸=
tr[Rρ−σg⃗ Eg⃗] (6.70)
=
∑
g⃗∈XK̸=
tr[trX [C
(g⃗)
XB∆XB]Eg⃗] (6.71)
using (6.63), where C(g⃗)XB :=
∑
x∈X cN(g⃗,x)|x⟩⟨x| ⊗ IB ≥ 0 and ∆XB := ρXB − σXB. Since
C
(g⃗)
XB and ∆XB commute, using the c-q structure of each, we have
f(ρXB, {Eg⃗}g⃗∈XK̸= )− f(σXB, {Eg⃗}g⃗∈XK̸= ) =
∑
g⃗∈XK̸=
tr[C
(g⃗)
XB∆XB(IX ⊗ Eg⃗)] (6.72)
= tr
∆XB ∑
g⃗∈XK̸=
C
(g⃗)
XB(IX ⊗ Eg⃗)
 . (6.73)
Set
FXB :=
∑
g⃗∈XK̸=
C
(g⃗)
XB(IX ⊗ Eg⃗) =
∑
x∈X
∑
g⃗∈XK̸=
cN(g⃗,x)|x⟩⟨x| ⊗ Eg⃗. (6.74)
Since cN(g⃗,x) ≤ c|X | for each x ∈ X and g⃗ ∈ XK̸= , we have that FXB ≤ c|X |
∑
x∈X
∑
g⃗∈XK̸= |x⟩⟨x|⊗
Eg⃗ in semidefinite order. Performing the sums, we have FXB ≤ c|X | IX ⊗ IB and hence
∥FXB∥∞ ≤ c|X |. Thus,
f(ρXB, {Eg⃗}g⃗∈XK̸= )− f(σXB, {Eg⃗}g⃗∈XK̸= ) = tr [∆XBFXB] (6.75)
≤ ∥∆XBFXB∥1 (6.76)
≤ ∥∆XB∥1 ∥FXB∥∞ (6.77)
≤ c|X |∥ρXB − σXB∥1 (6.78)
= 2c|X |T (ρXB, σXB). (6.79)
using Hölder’s inequality in the third to last inequality. Swapping the role of ρXB and
σXB completes the proof.
This completes the main goal of this chapter: establishing the Lipschitz continuity of
the guesswork with quantum side information. In the remainder of the chapter, we will
look at some further aspects of the guesswork with quantum side information in order to
establish methods for computing it (or computing bounds of it), and to obtain entropic
bounds on the quantity.
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6.3.5 Computing the guesswork
The SDP formulation of the guesswork described in (6.58) provides the first method of
computing the quantity: by solving the semidefinite optimization problem. The difficulty
in this approach is that the number of variables in the problem scales as |XK̸= | = |X |!(|X |−K)! .
For K scaling with |X | (e.g., K = |X |), the number of variables grows extremely quickly.
In this section, we present two alternatives in the case K = |X |: an algorithm using an
active-set method to establish an upper bound, and a reformulation of the problem as a
mixed-integer SDP with polynomial dependence on |X |.
The dual problem
First, we compute the dual problem to (6.58), in the case K = |X |. Consider the
Lagrangian
L((Eg⃗)g⃗∈XK̸= , (λg⃗)g⃗∈XK̸= , ν) =
∑
g⃗∈XK̸=
⟨Rg⃗, Eg⃗⟩ −
∑
g⃗∈XK̸=
⟨λg⃗, Eg⃗⟩+
〈
ν,
∑
g⃗∈XK̸=
Eg⃗ − 1B
〉
(6.80)
=
∑
g⃗∈XK̸=
⟨Rg⃗ − λg⃗ + ν, Eg⃗⟩ − tr[ν] (6.81)
where we have introduced the Hilbert–Schmidt inner product ⟨A,B⟩ = tr[A†B], and
where λg⃗ ≥ 0 is the dual variable to the inequality constraint Eg⃗ ≥ 0, and ν = ν† is the
dual variable to the equality constraint
∑
g⃗∈XK̸= Eg⃗ = 1B. As shown in, e.g., [BV04], the
primal problem (6.58) can be expressed as
min
(Eg⃗)g⃗∈XK̸=
max
λg⃗≥0,ν
L((Eg⃗)g⃗∈XK̸= , (λg⃗)g⃗∈XK̸= , ν) (6.82)
while the dual problem is given by
max
λg⃗≥0,ν
min
(Eg⃗)g⃗∈XK̸=
L((Eg⃗)g⃗∈XK̸= , (λg⃗)g⃗∈XK̸= , ν). (6.83)
If Rg⃗ − λg⃗ + ν ̸= 0 for any g⃗ ∈ XK̸= , then the inner minimization in (6.83) yields −∞.
Hence,
min
(Eg⃗)g⃗∈XK̸=
L((Eg⃗)g⃗∈XK̸= , (λg⃗)g⃗∈XK̸= , ν) =
−∞ Rg⃗ − λg⃗ + ν ̸= 0 ∃g⃗ ∈ XK̸=− tr[ν] else. (6.84)
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The constraint λg⃗ ≥ 0 and Rg⃗ − λg⃗ + ν = 0 imply the semidefinite inequality −ν ≤ Rg⃗.
Writing Y = −ν and maximizing over λg⃗ ≥ 0, (6.83) becomes
maximize tr[Y ]
subject to Y = Y †
Y ≤ Rg⃗ ∀g⃗ ∈ XK̸=
(6.85)
Since (6.58) is strictly feasible (e.g., Eg⃗ = 1B 1|XK̸= | is a strictly feasible point), Slater’s
condition proves that strong duality holds. Hence, (6.85) obtains the same optimal value
as (6.58). The formulation of the problem as given in (6.85) was previously found in the
work [CCWF15, Proposition 3].
A simple algorithm to compute upper bounds
The dual form of the SDP can be used to generate upper bounds on Gc⃗(X|B)ρ simply
by removing constraints. This provides an algorithm to find an upper bound on the
objective function: Decide on some number of constraints κ to impose in total. Then,
1. Initialize an empty list L = {} corresponding to constraints to impose.
2. Set Y to be the identity matrix, as a first guess at the optimal dual variable.
3. If Y satisfies Y ≤ Rg⃗ for all g⃗ ∈ XK̸= , then Y is the maximizer of the dual problem
(6.85), and the optimization is solved. Otherwise, find g⃗ ∈ XK̸= such that Y ̸≤ Rg⃗,
and add g⃗ to the list L.
4. Solve the problem
maximize tr[Y ]
subject to Y = Y †
Y ≤ Rg⃗ ∀g⃗ ∈ L
(6.86)
and set Y to be its maximizer.
5. Repeat steps 2 and 3 until the list L has length κ.
6. Solve the problem one last time, and return the output.
In order to find a constraint that Y violates, a heuristic technique such as simulated
annealing can be used. Moreover, in the case that there are too many constraints to
fit into memory or check exhaustively, using an iterative technique (such as simulated
annealing) is essential. If this algorithm was continued without imposing a limit on
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the total number of constraints κ to impose, it would eventually yield the true value
Gc⃗(X|B)ρ. When a total number of constraints is limited, it provides an upper bound
(since it is a relaxation of (6.85)). Note that since it takes exponential time to check if
Y ≤ Rg⃗ for every g⃗ ∈ X ̸ =K , in practice κ must be chosen low enough so that violated
constraints can be found quickly enough (or κ can be chosen adaptively by adding
constraints until finding a new violated constraint violates some predetermined time
limit).
However, even with a limit κ on the total number of constraints, this algorithm can
in theory yield the true value Gc⃗(X|B)ρ. Note that the dual problem to (6.61) is
maximize tr[Y ]
subject to Y = Y †
Y ≤ Rg⃗ ∀g⃗ ∈ S
(6.87)
where S ⊆ XK̸= has |S| = d2B and is described in the remark above. Hence, if L in (6.86)
equals S, then the algorithm finds the true value Gc⃗(X|B)ρ, not just an upper bound.
Thus, κ = d2B suffices if the constraints g⃗ can be chosen precisely to obtain L = S.
In general, finding S is as difficult as solving the original problem. Nonetheless, this
motivates why choosing a relatively small value of κ (such as d2B) can still yield good
upper bounds.
A mixed-integer reformulation
The problem can be formulated another way as a mixed-integer SDP, i.e. an SDP that has
additional integer or binary constraints. Consider a POVM {Fj}Mj=1 with M outcomes.
When outcome j is obtained, Bob guesses in some order g⃗(j) ∈ XK̸= . Then consider the
problem
minimize
∑
x∈X ,j=1,...,M
pX(x)cN(g⃗(j),x) tr[Fjρ
x
B]
subject to Fj ≥ 0 j = 1, . . . ,M,
g⃗(j) ∈ XK̸= , j = 1, . . . ,M,
M∑
j=1
Fj = 1B.
(6.88)
This optimization is not an SDP, since the dependence on the optimization variables
{g⃗(j)}Mj=1 and {Fj} is not linear, and g⃗(j) ∈ XK̸= is a discrete constraint. In the case
that K = |X |, we will be able to remove the nonlinearity, although not the discrete
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variables. This yields a mixed-integer SDP: an optimization problem such that if all
integral constraints were removed, the result would be an SDP. We proceed as follows.
Under the condition K = |X |, we may restrict to considering guessing orders that
are permutations without loss of generality; other guessing orders have repeated guesses,
which can only increase the objective function. In this case, the outcome ∞ never occurs,
and for each g⃗ ∈ S|X |, the quantity (cN(g⃗,x))x∈X satisfies
(cN(g⃗,x))x∈X = g⃗−1(c), (6.89)
where g⃗−1 is the inverse permutation to g⃗, and c is the cost vector. Here, Sn is the set
of permutations on {1, . . . , n}. Let P (j) be an |X | × |X | matrix representation of the
permutation g⃗(j)−1. Then (P (j)c)x =
∑
y∈X P
(j)
xy cy = cN(g⃗,x). Hence, the optimization
(6.88) can be reformulated as
minimize
∑
x,y∈X ,j=1,...,M
pX(x)P
(j)
xy cy tr[Fjρ
x
B]
subject to Fj ∈MdB ∀ j ∈ [M ],
P (j)xy ∈ {0, 1}, ∀ j ∈ [M ], x, y ∈ X
Fj ≥ 0 ∀ j ∈ [M ],
M∑
j=1
Fj = 1B,∑
x∈X
P (j)xy = 1, ∀ j ∈ [M ], y ∈ X∑
y∈X
P (j)xy = 1, ∀ j ∈ [M ], x ∈ X
(6.90)
Note that all the constraints are semidefinite or linear, except that each element P (j)xy is a
binary variable: P (j)xy ∈ {0, 1}, which is a particularly simple type of discrete constraint.
The non-linearity in the objective function, however, persists. To remove this, we take
advantage of the fact that the P (j)xy are binary. In particular, [BDNK19, Equations
(22)–(24)] provide a clever trick to turn objective functions with terms of the form zx
where z is a binary variable and x a continuous variable into objective functions of a
continuous variable y subject to four affine constraints (in terms of x and z), as long as
x is bounded by known constants. We reproduce this argument in the following.
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We first write the objective function entirely in terms of scalar quantities:∑
x,y∈X ,j∈[M ]
pX(x)P
(j)
xy cy tr[Fjρ
x
B] =
∑
k,ℓ∈[dB ]
∑
x,y∈X ,j∈[M ]
pX(x)(ρ
x
B)kℓcy P
(j)
xy (Fj)ℓk (6.91)
Let x = (Fj)ℓk and z = P
(j)
xy ∈ {0, 1}. Then |x| ≤ tr[Fj]/2 ≤ dB/2. Then xL := −dB/2
and xU := dB/2 constitute lower and upper bounds to x, respectively. Hence, the
following four inequalities hold trivially:
z(x− xL) ≥ 0,
(z − 1)(x− xU) ≥ 0,
z(x− xU) ≤ 0,
(z − 1)(x− xL) ≤ 0.
(6.92)
Now, let y = xz. Then we have
y − zxL ≥ 0,
y − zxU ≥ x− xU ,
y − zxU ≤ 0,
y − zxL ≤ x− xL.
(6.93)
On the other hand, let us remove the constraint y = xz, and consider y as another
variable. Then if z = 0, the first equation of (6.93) implies that y ≥ 0, while the third
implies y ≤ 0, so y = 0. On the other hand, if z = 1, then the second equation of (6.93)
implies that y ≥ x while the fourth implies that y ≤ x. Hence, either way, y = xz. Thus,
(6.93) is equivalent to y = xz.
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With this transformation, (6.90) can be reformulated as the following.
minimize
∑
k,ℓ∈[dB ]
∑
x,y∈X ,j∈[M ]
pX(x)(ρ
x
B)kℓcy yxyℓkj
subject to Fj ∈MdB ∀ j ∈ [M ],
yxyℓkj ∈ R, ∀x, y ∈ X , ℓ, k ∈ [dB], j ∈ [M ],
P (j)xy ∈ {0, 1}, ∀ j ∈ [M ], x, y ∈ X
Fj ≥ 0 ∀ j ∈ [M ],
M∑
j=1
Fj = 1B,∑
x∈X
P (j)xy = 1, ∀ j ∈ [M ], y ∈ X∑
y∈X
P (j)xy = 1, ∀ j ∈ [M ], x ∈ X
yxyℓkj + P
(j)
xy
dB
2
≥ 0 ∀x, y ∈ X , ℓ, k ∈ [dB], j ∈ [M ],
yxyℓkj − P (j)xy
dB
2
≥ (Fj)ℓk − dB
2
∀x, y ∈ X , ℓ, k ∈ [dB], j ∈ [M ],
yxyℓkj − P (j)xy
dB
2
≤ 0 ∀x, y ∈ X , ℓ, k ∈ [dB], j ∈ [M ],
yxyℓkj + P
(j)
xy
dB
2
≤ (Fj)ℓk + dB
2
∀x, y ∈ X , ℓ, k ∈ [dB], j ∈ [M ].
(6.94)
This is a mixed-integer SDP, with a number of constraints and variables that is polynomial
in M,dB, |X |. Moreover, if M ≥ d2B, then as follows from the remark below (6.58), the
mixed-integer SDP (6.94) obtains the same optimal value as (6.58), namely Gc⃗(X|B)ρ.
Note, however, that mixed-integer SDPs are not in general efficiently solvable; they
encompass mixed integer linear programs, which are NP-hard. However, in practice they
can sometimes be quickly solved. Since the original SDP formulation (6.58) involves an
exponential (in |X |) number of variables (or an exponential number of constraints in
its dual formulation (6.85)), (6.94) which instead has a polynomial (in |X |) number of
variables may provide a more practical approach in some cases. Mixed-integer SDPs
can be solved in various ways; in the code [Han20b], the problem (6.94) is solved using
the library Pajarito.jl [CLV18], which proceeds by solving an alternating sequence of
mixed-integer linear problems and SDPs.
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The ellipsoid algorithm
The ellipsoid algorithm (see e.g. [GLS93]) provides a theoretical proof that under a strict
feasibility assumption, semi-definite programs can be solved in time that scales as a
polynomial in: the number of scalar variables and constraints, the log of a 2-norm bound
on the feasible points, log(1/ε) where ε is the solution tolerance, and the maximum bit
length of the scalar entries of the objective and constraints (see e.g. [Wat09, Theorem 4]).
In fact, the ellipsoid algorithm applies quite generally to the optimization of a linear
objective function over a convex feasible region (which could be described by a domain
and constraint functions). The ellipsoid algorithm only requires a separation oracle for
the feasible region, a subroutine which either asserts that a given point lies within the
feasible region, or provides a separating hyperplane between the given point and the
feasible region. When the separation oracle can be evaluated in polynomial time, the
overall ellipsoid algorithm runs in polynomial time as well (see [GLS93, Corollary 4.2.7]).
In the case of a single positive semi-definite constraint, e.g. Y ≥ 0, a simple separation
oracle is given by computing the eigendecomposition of Y and checking if all of its
eigenvalues are non-negative. If so, it returns that Y is indeed feasible, and otherwise
returns the matrix C := Udiag(f(λ1), . . . , f(λd))U † where Y = Udiag(λ1, . . . , λd)U † is
the eigendecomposition of Y , U is unitary, λ1, . . . , λd are the eigenvalues, and f(x) = 1 if
x < 0 and f(x) = 0 otherwise. The matrix C has the properties that C ≥ 0, ∥C∥∞ = 1,
and tr[C†Y ] =
∑d
i=1 f(λi)λi =
∑
i:λi<0
λi < 0.
In the case of the dual problem (6.85) withK = |X |, we have |X |! positive semidefinite
constraints. Thus, we cannot check all of them together in polynomial time.
The feasibility problem Y ≤ Rπ for each π ∈ S|X | can be written as the following
mixed-integer non-linear problem,
η := minimize ⟨ψ,
(∑
x∈X
(Pc)xpX(x)ρ
x
B − Y
)
ψ⟩
subject to
∑
i∈X
Pij =
∑
j∈X
Pij = 1
Pij ∈ {0}, i, j ∈ X
ψ ∈ CdB
where η ≥ 0 if and only if Y ≤ Rπ for all π ∈ S|X |, using that a matrix M satisfies M ≥ 0
if and only if ⟨ψ,Mψ⟩ ≥ 0 for all ψ ∈ CdB . Since the convex hull of the permutation
matrices is given by the doubly stochastic matrices, the discrete constraints can be
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relaxed, yielding the following reformulation
η = minimize ⟨ψ,
(∑
x∈X
(Dc)xpX(x)ρ
x
B − Y
)
ψ⟩
subject to
∑
i∈X
Dij =
∑
j∈X
Dij = 1
Dij ≥ 0, i, j ∈ X
ψ ∈ CdB .
(6.95)
If η ≥ 0, then Y is feasible. Otherwise, the optimal value D∗ can be decomposed as a con-
vex combination of permutations, D∗ =
∑
i αiPi, and we must have
∑
x(Pic)xpX(x)ρ
x
B ̸≥
Y for some Pi, using that the objective is an affine function of D. The problem (6.95)
can be solved by global non-linear optimization solvers such as EAGO.jl [WS17] or SCIP
[GABC+20], but not in general in polynomial time.
At each iteration of the ellipsoid algorithm, one must evaluate the separation oracle
for some Hermitian matrix Y . In order to avoid solving (6.95), one may attempt to
prove the feasibility or infeasibility of a point Y by other means. For example, one may
search over permutations π heuristically, in order to find Rπ such that Y ̸≤ Rπ. If such a
permutation can be identified, then Y is not feasible, and the problem (6.95) does not
need to be solved. Likewise, if one can show that for some k ∈ (1, . . . , |X |),
Y ≤
k∑
i=1
c|X |−ipxiρ
xi
B + c1
∑
x∈X\{xi1 ,...,xik}
pxρ
x
B∀(x1, . . . , xk) ∈ X k̸= (6.96)
then Y must be feasible, and again (6.95) does not need to be solved. The number of
comparisons required scales as |X |k; for small choices of k, this provides an efficient check
for feasibility (which may, however, be inconclusive).
Numerical experiments
We compare numeric implementations of several of the above algorithms on a set of 12
test problems. The code for these experiments can be found at [Han20b]. Each problem
has p ≡ u, the uniform distribution u := (1/|X |, . . . , 1/|X |), for simplicity. The states
are chosen as
1. Two random qubit density matrices
2. Two random qutrit density matrices
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3. Three pure qubits chosen equidistant within one plane of the Bloch sphere (the
“Y-states”), i.e.
cos
(
j 2π
3
) |0⟩+ sin (j 2π
3
) |1⟩ , j = 1, 2, 3
4. Three random qubit density matrices
5. Three random qutrit density matrices
6. The four BB84 states, |0⟩ , |1⟩, and |±⟩ = 1√
2
(|0⟩ ± |1⟩)
as well as the “tensor-2” case of
{ρ⊗ σ : ρ, σ ∈ S} (6.97)
for each of the six sets S listed above, corresponding to the guesswork problem with
quantum side information associated to ρ⊗2XB, where ρXB is the state associated to the
original guesswork problem with quantum side information. The random states were
chosen uniformly at random (i.e. according to the Haar measure).
The exponentially-large SDP formulation (and its dual), the mixed-integer SDP
algorithm, and the active set method were compared, with several choices of parameters
and underlying solvers. The mixed-integer SDP formulation was evaluated with M = dB
(yielding an upper bound), M = d2B (yielding the optimal value), with the Pajarito mixed-
integer SDP solver [CLV18], using Convex.jl (version 0.12.7) [UMZH+14] to formulate the
problem. Pajarito proceeds by solving mixed-integer linear problems (MILP) and SDPs
as subproblems, and thus uses both a MILP solver and an SDP solver as subcomponents.
Pajarito provides two algorithms: an iterative algorithm, which alternates between solving
MILP and SDP subproblems, and solving a single branch-and-cut problem in which
SDP subproblems are solved via so-called lazy callbacks to add cuts to the mixed-integer
problem. The latter is called “mixed-solver drives” (MSD) in the Pajarito documentation.
We tested three configurations of Pajarito (version 0.7.0):
(c1) Gurobi (version 9.0.3) as the MILP solver and MOSEK (version 8.1.0.82) as the
SDP solver, with Pajarito’s MSD algorithm
(c2) Gurobi as the MILP solver and MOSEK as the SDP solver, with Pajarito’s iterative
algorithm, with a relative optimality gap tolerance of 0,
(o) Cbc [jVRS+19] (version 2.10.3) as the MILP solver, and SCS [OCPB16] (version
2.1.1) as the SDP solver, with Pajarito’s iterative algorithm
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Here, ‘c’ stands for commercial, and ‘o’ for open-source. In the configuration (c1),
Gurobi was set to have with a relative optimality gap tolerance of 10−5 and in (c2),
a relative optimality gap tolerance of 0. In both configurations, Gurobi was given an
absolute linear-constraint-wise feasibility tolerance of 10−8, and an integrality tolerance
of 10−9. These choices of parameters match those made in [CLV18]. Cbc was given an
integrality tolerance of 10−8, and SCS’s (normalized) primal, dual residual and relative
gap were set to 10−6 for each problem. The default parameters were used otherwise.
Note the MSD option was not used with Cbc, since the solver does not support lazy
callbacks.
For the (exponentially large) SDP primal and dual formulations, the problems were
solved with both MOSEK and SCS, and likewise with the active-set upper bound.
The active set method uses simulated annealing to iteratively add violated constraints
to the problem to find an upper bound, as described in Section 5.5.1, and uses a
maximum-time parameter tmax to stop iterating when the estimated time of finding
another constraint to add would cause the running time of to exceed the maximum-
time3. This provides a way to compare the improvement (or lack thereof) of running the
algorithm for more iterations. The algorithm also terminates when a violated constraint
cannot be found after 50 runs of simulated annealing (started each time with different
random initial conditions). Here, the problems were solved with three choices of tmax,
20 s, 60 s, and 240 s.
The exact answer was not known analytically for most of these problems, so the
average relative error was calculated by comparing to the mean of the solutions (excluding
the active-set method and the MISDP with M = dB, which only give an upper bound in
general). In the BB84 case, in which the solution is known exactly (see [HKDW20]), the
solutions obtained here match the analytic value to a relative tolerance of at least 10−7.
The problems were run sequentially on a 4-core desktop computer (Intel i7-6700K
4.00GHz CPU, with 16 GB of RAM, on Ubuntu-20.04 via Windows Subsystem for Linux,
version 2), via the programming language Julia [BEKS17] (version 1.5.1), with a 5 minute
time limit. The results are summarized in Table 6.1, and presented in more detail in
Table 6.2 and Table 6.3.
One can see that the MISDP problems were harder solve than the corresponding
SDPs for these relatively small problem instances. The MISDPs have the advantage
of finding extremal solutions, however, in the case M = dB, and may scale better to
large instances. Additionally, the active-set upper bound performed fairly well, finding
3The maximum time can still be exceeded, since at least one iteration must be performed and the
estimate can be wrong.
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feasible points within 20% of the optimum in all cases, with only tmax = 20 s, and often
finding near-optimal solutions. It was also the only method able to scale to the largest
instances tested, such as two copies of the BB84 states (which involves 16 quantum
states in dimension 4, and which the SDP formulation has 16! variables.). In general,
the commercial solvers performed better than the open source solvers, with the notable
exception of the active-set upper bound with MOSEK, in which 2 more problems timed
out than with SCS. This could be due to SCS being a first-order solver which can therefore
possibly scale to larger problem instances than MOSEK, which is a second-order solver.
6.3.6 Entropic bounds
In this section, we use the results of Section 6.3.2 to obtain one-shot and asymptotic
entropic bounds on the guesswork with side information in terms of measured versions of
bounds known in the classical case.
One-shot bounds
Arikan [Ari96] showed that
1
1 + ln |X | exp(H
↑
1
2
(X|Y )p) ≤ G(X|Y )p ≤ exp(H↑1
2
(X|Y )p) (6.98)
where H↑α(X|Y )p for α ∈ (0, 1) ∪ (1,∞) denotes the following α-conditional entropy of a
joint distribution pXY given by
H↑α(X|Y ) =
α
1− α ln
∑
y∈Y
(∑
x∈X
pXY (x, y)
α
)1/α = sup
qY
[−Dα(pXY ∥1X ⊗ qY )] (6.99)
where the supremum is over probability distributions qY on Y, and Dα is the α-Rényi
relative entropy,
Dα(pX∥qX) = 1
α− 1 ln
(∑
x
pX(x)
αqX(x)
1−α
)
. (6.100)
The second equality of (6.99) follows from of [FB14, Theorem 4].
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Algorithm Parameters average
rel. error
average
time
number
solved
number
timed out
number
errored
out
MISDP (dB) Pajarito (c1) 0% 23.74 s 6 6 0
Pajarito (c2) 0% 24.03 s 6 6 0
Pajarito (o) 0% 45.05 s 6 6 0
MISDP (d2B) Pajarito (c1) 0% 35.27 s 5 7 0
Pajarito (c2) 0% 27.97 s 4 8 0
Pajarito (o) 0% 131.35 s 4 8 0
SDP MOSEK 0% 8.99 s 8 3 1
SCS 0% 9.08 s 8 3 1
SDP (dual) MOSEK 0% 8.74 s 8 3 1
SCS 0% 8.59 s 8 3 1
Active set
upper bound
(MOSEK)
tmax = 20 s 6.80% 16.08 s 10 2 0
tmax = 60 s 6.79% 19.03 s 10 2 0
tmax = 240 s 6.80% 26.17 s 10 2 0
Active set
upper bound
(SCS)
tmax = 20 s 6.09% 33.24 s 12 0 0
tmax = 60 s 6.09% 35.78 s 12 0 0
tmax = 240 s 6.09% 34.30 s 11 1 0
Table 6.1 Comparison of average relative error and average solve time for the 12 problems
discussed above. A problem is considered “timed out” if an answer is not obtained in 5
minutes, and “errored out” if the solution was not obtained due to errors (such as running
out of RAM). The average relative error, which was rounded to two decimal digits, and
the time taken are calculated only over the problems which were solved by the given
algorithm and choice of parameters. “MISDP (dB)” refers to the choice M = dB, and
likewise “MISDP (d2B)” refers to the choice M = d2B.
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Algorithm Parameters Two random
qubits
Two random
qutrits
Y-states
MISDP (dB) Pajarito (c1) 23.63 s, timeout 23.60 s, timeout 23.56 s, timeout
Pajarito (c2) 22.99 s, timeout 23.31 s, timeout 23.21 s, timeout
Pajarito (o) 23.47 s, timeout 24.77 s, timeout 26.15 s, timeout
MISDP (d2B) Pajarito (c1) 24.49 s (0.00%),
timeout
31.40 s (0.00%),
timeout
26.27 s (0.00%),
timeout
Pajarito (c2) 25.02 s (0.00%),
timeout
31.39 s (0.00%),
timeout
29.08 s (0.00%),
timeout
Pajarito (o) 26.54 s (0.00%),
timeout
212.79 s (0.00%),
timeout
141.14 s (0.00%),
timeout
SDP MOSEK 8.69 s, 8.84 s 8.78 s, 9.23 s 9.33 s, timeout
SCS 9.00 s, 8.90 s 8.44 s, 11.22 s 8.98 s, timeout
SDP (dual) MOSEK 8.46 s, 8.63 s 8.54 s, 8.83 s 9.11 s, timeout
SCS 8.76 s, 8.32 s 8.33 s, 9.20 s 8.74 s, timeout
Active set
upper bound
(MOSEK)
tmax = 20 s 8.76 s (19.5%),
10.41 s (1.5%)
8.89 s (19.5%),
timeout
9.72 s (0%),
34.25 s (?%)
tmax = 60 s 10.91 s (19.5%),
10.41 s (1.9%)
8.87 s (19.5%),
timeout
9.66 s (0%),
31.00 s (?%)
tmax = 240 s 9.47 s (19.5%),
10.40 s (1.5%)
8.90 s (19.5%),
timeout
9.81 s (0%),
30.26 s (?%)
Active set
upper bound
(SCS)
tmax = 20 s 9.04 s (19.5%),
10.92 s (1.5%)
8.70 s (19.5%),
101.06 s (1.1%)
9.23 s (0%),
82.84 s (?%)
tmax = 60 s 9.07 s (19.5%),
10.22 s (1.9%)
8.66 s (19.5%),
32.94 s (1.2%)
9.18 s (0%),
50.79 s (?%)
tmax = 240 s 9.04 s (19.5%),
10.02 s (1.9%)
8.79 s (19.5%),
22.69 s (1.2%)
9.31 s (0%),
37.36 s (?%)
Table 6.2 The individual timings for each algorithm and choice of settings on problems
(1)–(3), and the corresponding “tensor-2” problems discussed at (6.97). For each algorithm,
the running time of the original problem is given followed by the running time on the
“tensor-2” problem, e.g. the SDP formulation with MOSEK on the two random qubits
problem was solved in 8.69 seconds, and in 8.84 seconds for the corresponding tensor-2
problem. “timeout” is written whenever the problem was not solved within 5 minutes. For
the active set algorithms, the relative error is also given for each problem in parenthesis.
Note that the MISDP formulation with M = dB is also only known to be an upper
bound, but a relative error of less than 10−5 in each instance, so the relative errors are
omitted. Lastly, the relative error is written as ?% in the case that only an upper bound
was obtained.
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Algorithm Parameters Three random
qubits
Three random
qutrits
BB84 states
MISDP (dB) Pajarito (c1) 23.63 s, timeout 24.49 s, timeout 23.51 s, timeout
Pajarito (c2) 23.17 s, timeout 26.50 s, timeout 25.01 s, timeout
Pajarito (o) 27.11 s, timeout 95.01 s, timeout 73.80 s, timeout
MISDP (d2B) Pajarito (c1) 25.82 s (0.00%),
timeout
timeout, timeout 68.35 s (0.00%),
timeout
Pajarito (c2) 26.38 s (0.00%),
timeout
timeout, timeout timeout, timeout
Pajarito (o) 144.93 s (0.00%),
timeout
timeout, timeout timeout, timeout
SDP MOSEK 9.35 s, timeout 8.82 s, timeout 8.87 s, error
SCS 9.09 s, timeout 8.46 s, timeout 8.54 s, error
SDP (dual) MOSEK 9.14 s, timeout 8.55 s, timeout 8.62 s, error
SCS 8.86 s, timeout 8.25 s, timeout 8.23 s, error
Active set
upper bound
(MOSEK)
tmax = 20 s 9.73 s (1.3%),
32.29 s (?%)
9.50 s (5.8%),
timeout
9.51 s (0%),
27.72 s (?%)
tmax = 60 s 9.69 s (1.3%),
24.12 s (?%)
9.45 s (5.8%),
timeout
9.77 s (0%),
66.47 s (?%)
tmax = 240 s 9.69 s (1.3%),
30.42 s (?%)
9.45 s (5.8%),
timeout
9.49 s (0%),
133.81 s (?%)
Active set
upper bound
(SCS)
tmax = 20 s 9.44 s (1.3%),
35.66 s (?%)
9.67 s (5.8%),
84.43 s (?%)
9.09 s (0%),
28.76 s (?%)
tmax = 60 s 9.44 s (1.3%),
54.60 s (?%)
9.11 s (5.8%),
155.51 s (?%)
9.29 s (0%),
70.57 s (?%)
tmax = 240 s 8.89 s (1.3%),
75.43 s (?%)
9.01 s (5.8%),
timeout
9.15 s (0%),
177.64 s (?%)
Table 6.3 The individual timings for each algorithm and choice of settings on problems
(4)–(6). See Table 6.2 for a description of the quantities shown. Here, “error” means the
solution was not obtained due to an error (such as running out of memory).
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Arikan’s bound (6.98) applies to each G(X|Y )p in (6.48), and hence by minimizing
over the POVMs {Ey}y∈Y , we obtain
1
1 + ln |X | exp(H
↑,M
1
2
(X|B)ρ) ≤ G(X|B)ρ ≤ exp(H↑,M1
2
(X|B)ρ), (6.101)
where for α ∈ (0, 1)∪(1,∞), H↑,Mα (X|B)ρ is the B-measured conditional α-Rényi entropy,
defined by
H↑,Mα (X|B)ρ := inf{Ey}y∈Y H
↑
α(X|Y )p, (6.102)
where the infimum is taken over POVMs {Ey}y∈Y and pXY (x, y) = pX(x) tr[EyρxB] is the
joint probability distribution obtained by measuring the B part of ρXB via {Ey}y∈Y .
Remark. We may expand this quantity as
H↑,Mα (X|B)ρ = inf{Ey}y∈Y supqY
[−Dα(pXY ∥1X ⊗ qY )] , (6.103)
where pXY is induced by the measurement of ρXB. This quantity seems to be different
from the conditional entropy induced by the measured Rényi divergence, namely
H↑
DMα
(X|B)ρ := sup
σB
−DMα (ρXB∥1X ⊗ σB), (6.104)
where the supremum is over states on the B system, and for any pair of states (ρ, σ),
DMα (ρ∥σ) := sup
{Ez}z
Dα({tr[Ezρ]}z∥{tr[Ezσ]}z) (6.105)
is the measured α-Rényi divergence. Indeed, the latter quantity may be expanded to
obtain
H↑
DMα
(X|B)ρ = sup
σB
inf
{Ez}z
[−Dα({tr[EzρXB]}z∥{tr[Ez1X ⊗ σB]}z)] . (6.106)
From the min-max inequality, and the fact that collective measurements on XB can
simulate measurements on B alone, we have
H↑
DMα
(X|B)ρ ≤ H↑,Mα (X|B)ρ. (6.107)
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Asymptotic analysis
We can consider the asymptotic setting in which a Bob receives a sequence of product
states ρx⃗B := ρ
x1
B ⊗ · · · ⊗ ρxnB , with probability pX(x1) · · · pX(xn) and aims to guess the
full sequence x⃗ = (x1, . . . , xn). In this case, the problem is characterized by the c-q state
ρ⊗nXB. The 1-shot bounds (6.101) give us
− 1
n
ln (1 + n ln(|X |)) + 1
n
H↑,M1
2
(Xn|Bn)ρ⊗n ≤ 1
n
lnG(Xn|Bn)ρ⊗n ≤ 1
n
H↑,M1
2
(Xn|Bn)ρ⊗n
(6.108)
where H↑,M1
2
(Xn|Bn)ρ⊗n can involve collective measurements on the system Bn. Taking
n→∞, we obtain
lim
n→∞
1
n
lnG(Xn|Bn)ρ⊗n = lim
n→∞
1
n
H↑,M1
2
(Xn|Bn)ρ⊗n , (6.109)
assuming that the limit on the right-hand side exists.
Note that we can bound
1
n
H↑,M1
2
(Xn|Bn)ρ⊗n ≤ 1
n
inf
{Ey}y∈Y
H↑1
2
(Xn|Y n)p⊗n (6.110)
= inf
{Ey}y∈Y
H↑1
2
(X|Y )p (6.111)
= H↑,M1
2
(X|B)ρ (6.112)
where the first inequality follows from the fact that product measurements are a special
case of collective measurements, and the first equality follows from the additivity of the
classical Rényi entropy (Proposition 1 of [Ari96]), and the third by the definition of
H↑,M1
2
(X|B)ρ. Moreover, by the data-processing inequality [FL13],
1
n
H↑,M1
2
(Xn|Bn)ρ⊗n ≥ 1
n
H˜↑1
2
(Xn|Bn)ρ⊗n = H˜↑1
2
(X|B)ρ, (6.113)
where the conditional Rényi entropy H˜↑α(C|D)σ of a bipartite state σCD is defined as
H˜↑α(C|D)σ = sup
ωD
[
−D˜α(σCD∥1C ⊗ ωD)
]
, (6.114)
with the optimization with respect to states ωD and the sandwiched Rényi relative
entropy defined as [MDSF+13; WWY14]:
D˜α(X∥Y ) = 1
α− 1 ln tr[(Y
(1−2α)/αXY (1−2α)/α)α]. (6.115)
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The equality in (6.113) follows from the additivity of H˜↑1
2
under tensor products (see, e.g.,
Corollary 5.2 of [Tom16]). Hence, we obtain
H˜↑1
2
(X|B)ρ ≤ lim
n→∞
1
n
lnG(Xn|Bn)ρ⊗n ≤ H↑,M1
2
(X|B)ρ. (6.116)
In the classical case, (6.7), both the left and right-hand sides reduce to
H↑1
2
(X|Y )p (6.117)
where p is the underlying classical distribution of (6.7). Hence, these bounds recover
Proposition 5 of [Ari96].

Chapter 7
General concave functions maximized
over the ε-ball
The main results of sections Chapters 3 and 5, are essentially fully classical in that the
first step of the proofs in the case of quantum states simply consists of a reduction to
the case of probability vectors in Rd. In this section, we prove Theorem 3.4.1 which was
used to motivate the construction of ρ∗ε by finding necessary and sufficient conditions
for maximizing concave functions over the ε-ball. Moreover, we can treat—to some
extent—functions which are not unitarily invariant and depend on the eigenprojections
as well as the eigenvalues of a state. In particular, in Corollary 7.3.2 we obtain necessary
and sufficient conditions for a state ξ to maximize the conditional entropy over the ε-ball.
Unfortunately, we will not be able to determine a formula for a specific maximizer, and
we do not expect such a maximizer to have the universality of ρ∗ε (which maximizes any
Schur concave function over the ε-ball Bε(ρ)). A similar approach of investigating the
critical points of entropic quantities is undertaken in [Teh20].
7.1 Tools from convex optimization
Let X be a real Hilbert space with inner product ⟨·, ·⟩ and f : X → R ∪ {+∞} be a
function. In our applications, we take X = Bsa(H) equipped with the Hilbert-Schmidt
inner product ⟨·, ·⟩HS. Let dom f = {x ∈ X : f(x) < ∞} and assume dom f ̸= ∅. Let
X ∗ = B(X ,R) the set of bounded linear maps from X to R, equipped with the dual
norm ∥ℓ∥∗ = sup∥x∥=1 |ℓ(x)| for ℓ ∈ X ∗. Since X is a Hilbert space, by the Riesz-Fréchet
representation, for each ℓ ∈ X ∗ there exists a unique uℓ ∈ X such that ℓ(x) = ⟨uℓ, x⟩ for all
x ∈ X . We call uℓ the dual vector for ℓ (in particular the Hilbert-Schmidt dual in the case
of X = (Bsa(H), ⟨·, ·⟩HS)). We say f is lower semicontinuous if lim infx→x0 f(x) ≥ f(x0)
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for each x0 ∈ X . The directional derivative of f at x ∈ dom f in the direction h ∈ X is
given by
f ′(x;h) = lim
t↓0
1
t
[f(x+ th)− f(x)]. (7.1)
If f is convex, this limit exists in R∪{±∞}. If the map ϕx(h) := X ∋ h 7→ f ′(x;h) is linear
and continuous, then f is called Gâteaux-differentiable at x ∈ X . Moreover, if f is Gâteaux
differentiable at every x ∈ A ⊆ X , then f is said to be Gâteaux-differentiable on A. If f
is convex and continuous at x, it can be shown that the map ϕx is finite and continuous.
However, a continuous and convex function may not be Gâteaux-differentiable. For
example, f : R→ R, f(x) = |x| has ϕ0(h) = limt↓0 1t [f(x+ th)−f(x)] = limt↓0 1t |th| = |h|
which is nonlinear. If f is Gâteaux-differentiable at x, we call the dual to ϕx as the
Gâteaux gradient of f at x, written ∇f(x) ∈ X . That is, ⟨∇f(x), h⟩ = ϕx(h) for each
h ∈ X .
The function f is Fréchet-differentiable at x if there is y ∈ X such that
lim
∥r∥→0
1
∥r∥|f(x+ r)− f(x)− ⟨y, r⟩ | = 0 (7.2)
and in this case, one writes Df(x) ∈ X ∗ for the map X ∋ z 7→ Df(x)z = ⟨y, z⟩. If f is
Fréchet-differentiable at x, then by taking r = th in (7.2) we find ⟨y, h⟩ = f ′(x, h) and
therefore f is Gâteaux-differentiable at x with ⟨∇f(x), h⟩ = Df(x)h.
By regarding differentiability as the existence of a linear approximation at a point,
we can generalize it by defining a notion of a linear subapproximation at a point.
Definition 7.1.1. The subgradient of a function f : X → R at x is the set
∂f(x) = {u ∈ X : f(y)− f(x) ≥ ⟨u, y − x⟩ ∀y ∈ X} ⊆ X . (7.3)
For a convex function f , the following properties hold:
• if f is continuous at x, then ∂f(x) is bounded and nonempty.
• if f is Gâteaux-differentiable at x, then ∂f(x) = {∇f(x)}.
We briefly prove the second point here. Assume f is Gâteax-differentiable at x. Then
⟨∇f(x), y − x⟩ = f ′(x, y − x) = lim
t↓0
1
t
[f((1− t)x+ ty)− f(x)].
By convexity, f((1 − t)x + ty) ≤ (1 − t)f(x) + tf(y). Therefore, ⟨∇f(x), y − x⟩ ≤
f(y)− f(x); hence, ∇f(x) ∈ ∂f(x).
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On the other hand, given u ∈ ∂f , h ∈ X , and t > 0, we can set y = th+ x. Then
⟨u, th⟩ = ⟨u, y − x⟩ ≤ f(y)− f(x) = f(x+ th)− f(x).
Dividing by t and taking the limit t ↓ 0 yields u = ∇f(x).
Fermat’s Rule of convex optimization theory, stated below, provides a simple char-
acterization of the minimum of a function in terms of the zeroes of its subgradient.
Moreover, since the subgradient of a Gâteaux differentiable function consists of a single
element, namely, its Gâteaux gradient, finding its minimizer amounts to showing that its
Gâteaux gradient is equal to zero.
Theorem 7.1.2 (Fermat’s Rule). Consider a function f : X → R∪{+∞} with dom f ̸=
∅. Then xˆ ∈ X is a global minimizer of f if and only if 0X ∈ ∂f(xˆ), where 0X is the zero
vector of X .
Proof. 0X ∈ ∂f(xˆ) if and only if
f(y)− f(xˆ) ≥ ⟨0, y − xˆ⟩ = 0
for every y ∈ X , i.e. if and only if xˆ is a global minimizer of f .
The following result proves useful in computing the subgradient of a sum of convex
functions (see e.g. [Pey15, Theorem 3.30] for the proof).
Theorem 7.1.3 (Moreau-Rockafellar). Let f, g : X → R ∪ {+∞} be convex and lower
semicontinuous, with non-empty domains. For each A ∈ X , we have
∂f(A) + ∂g(A) := {a+ b : a ∈ ∂f(A), b ∈ ∂g(A)} ⊆ ∂(f + g)(A). (7.4)
Equality holds for every A ∈ X if f is continuous at some A0 ∈ dom(g).
7.2 Gâteaux-differentiable functions
Let F denote the class of functions φ : D(H)→ R which are concave and continuous, and
Gâteaux-differentiable on D+(H). Note that these functions need not be Schur concave,
and in particular, need not be unitarily invariant. These include the following:
• The von Neumann entropy ξ 7→ S(ξ) := − tr(ξ log ξ). In Lemma 7.3.7, we show for
ξ > 0,
∇S(ξ) = − log ξ − 1
loge(2)
1.
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• The conditional entropy ξAB 7→ S(A|B)ξ := S(ξAB)− S(ξB), for which
∇S(A|B)(ξAB) = −(log ξAB − 1A ⊗ log ξB)
as shown in Corollary 7.3.8. Note that for φ(ξ) := S(A|B)ξ, the conditional entropy
satisfies the interesting property that
φ(ξ) = ⟨∇φ(ξ), ξ⟩HS . (7.5)
• The α-Rényi entropy for α ∈ (0, 1). The map ξ 7→ Sα(ξ) is concave for α ∈ (0, 1),
continuous, and has Gâteaux gradient
∇Sα(ξ) = α
1− α
1
ln 2
1
tr[ξα]
ξα−1
by Lemma 7.3.9. Note that the α-Rényi entropy for α > 1 is not concave.
• The function −Tα, for ξ 7→ Tα(ξ) := tr[ξα] and α > 1. This map is concave for
α > 1, continuous, and by Lemma 7.3.9, has Gâteaux gradient
∇(−Tα)(ξ) = −αξα−1.
A state ξ∗ ∈ Bε(ρ) maximizes −Tα over Bε(ρ) if and only if ξ∗ minimizes Tα over
Bε(ρ). For α > 1, minimizing Tα is equivalent to maximizing Sα(ξ), using that
x 7→ 1
1−α log x is decreasing. Therefore, ξ
∗ maximizes −Tα over Bε(ρ) if and only
if it maximizes Sα over Bε(ρ). Thus, by considering the function f(ξ) = −Tα(ξ)
for α > 1 in Theorem 3.4.1, one can establish conditions for ξ∗ to maximize the
α-Rényi entropy for α > 1.
7.3 Optimality conditions for maximizing concave func-
tions over the trace-ball
Theorem 3.4.1 is a condensed form of the following theorem, whose proof we include
below.
Theorem 7.3.1. Let f : D(H)→ R be a concave, continuous function which is Gâteaux-
differentiable on D+(H). Given a state ρ ∈ D(H) and ε > 0, for any ξ ∈ B+ε (ρ), we
have
tr[∇f(ξ)(ξ − ρ)] ≤ ε[λ+(∇f(ξ))− λ−(∇f(ξ))]. (7.6)
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Furthermore, the following are equivalent:
1. Equality in (7.6),
2. ξ ∈ argmaxBε(ρ) f ,
3. (a) Either 1
2
∥ξ − ρ∥1 = ε or ∇f(ξ) = λ1 for some λ ∈ R, and
(b) we have
π±∇f(ξ)π± = λ±(∇f(ξ))π±
where π± is the projection onto the support of ∆±, and where ∆ = ∆+ −∆−
is the Jordan decomposition of ∆ := ξ − ρ.
A corollary of this theorem concerns the conditional entropy
S(A|B)ξ := S(AB)ξ − S(B)ξ ≡ S(ξAB)− S(ξB), ξB := trA ξAB
of a bipartite state ξAB. It corresponds to the choice φ(ξAB) = S(A|B)ξ whose Gâteaux
gradient Lξ := ∇φ(ξAB) is given by LξAB = −(log ξAB−1A⊗ log ξB) (see Corollary 7.3.8).
Corollary 7.3.2. Given a state ρAB ∈ D+(HA⊗HB) and ε > 0, a state ξAB ∈ B+ε (ρAB)
has maximum conditional entropy if and only if
S(A|B)ξ − S(A|B)ρ +D(ρAB∥ξAB)−D(ρB∥ξB) = ε(λ+(Lξ)− λ−(Lξ))
where Lξ = 1A ⊗ log ξB − log ξAB.
We first prove the inequality (7.6) by considering the Jordan decomposition of
∆ := ξ − ρ. Next, we convert the constrained optimization problem maxξ∈Bε(ρ) f(ξ) to
an unconstrained optimization problem minh for a non-Gâteaux differentiable function
h defined on all of Bsa(H) by adding appropriate indicator functions for the sets D(H)
and {A ∈ Bsa(H) : 12∥A− ρ∥1 ≤ ϵ}.
The Moreau-Rockafellar Theorem (Theorem 7.1.3) allows us to compute ∂h(ξ) in
terms of ∂f(ξ) = {∇f(ξ)} and the subgradients of the indicator functions. We then
show 0 ∈ ∂h(ξ) if and only if equality is achieved in (7.6).
Proof of Theorem 7.3.1 We start with the following general result, which does not
use convex optimization.
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Lemma 7.3.3. Let ε > 0 and ∆ ∈ Bsa with tr(∆) = 0, 12∥∆∥1 ≤ ε. Let L ∈ Bsa. Then
tr(L∆) ≤ ε(λ+(L)− λ−(L)) (7.7)
with equality if and only if
1. Either 1
2
∥∆∥1 = ε or else L = λ1 so that λ := λ+(L) = λ−(L), and
2. we have
π±Lπ± = λ±(L)π±
where π± is the projection onto the support of ∆±, and where ∆ = ∆+ −∆− is the
Jordan decomposition of ∆.
Proof. Note |∆| = ∆+ +∆−, and since ∆ has trace zero, tr(∆+) = tr(∆−). We expand
tr(L∆) = tr(L∆+)− tr(L∆−).
Now, we use that L is self-adjoint so that
λ−(L)1 ≤ L ≤ λ+(L)1.
Since ∆± ≥ 0, we have
tr(L∆+)− tr(L∆−) ≤ tr(L∆+)− tr(λ−(L)∆−) (7.8)
≤ tr(λ+(L)∆+)− tr(λ−(L)∆−) (7.9)
= (λ+(L)− λ−(L)) tr(∆+),
where the last line follows from the fact that tr(∆+) = tr(∆−). However, tr(∆+) ≤ ε, so
we have
(λ+(L)− λ−(L)) tr(∆+) ≤ ε(λ+(L)− λ−(L)). (7.10)
Thus, (7.7) follows. To obtain equality in (7.7), we require equality in (7.8), (7.9) and
(7.10). Equality in (7.10) is equivalent to condition 1 in the statement of the lemma. We
now show that equality in (7.8) and (7.9) is equivalent to condition 2.
Set λ+ = λ+(L). Then since π+ is the projection onto the support of ∆+, we have
∆+ = π+∆+π+. Using cyclicity of the trace, we obtain
tr(L∆+) = tr(Lπ+∆+π+) = tr(π+Lπ+∆+).
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Equality in (7.9) implies tr(L∆+) = λ+ tr(∆+), so
tr((π+Lπ+)∆+) = tr(λ+∆+)
and thus
tr(∆+(λ+π+ − π+Lπ+)) = 0. (7.11)
Since λ+ is the largest eigenvalue of L which is self-adjoint, we have L ≤ λ+1. Since
conjugating by any operator preserves the semidefinite order, we have λ+π+−π+Lπ+ ≥ 0.
Then since ∆+ restricted to π+ is positive definite, (7.11) implies π+Lπ+ = λ+π+.
Similarly, equality in (7.8) implies π−Lπ− = λ−(L)π−.
Conversely, if π±Lπ± = λ±π±, we immediately obtain equality in (7.8) and (7.9).
This lemma with the choices ∆ = ξ − ρ and L ≡ Lξ := ∇f(ξ) gives the inequality
(7.6) of Theorem 7.3.1. It also gives the equivalence between the conditions 1 and 3 of
the theorem.
We now turn to the theory of convex optimization to establish the equivalence between
conditions 1 and 2. Recall f : D → R is a continuous, concave function which is Gâteaux-
differentiable on D+. Let us write f˜ = −f which is convex, and note Lξ = −∇f˜(ξ).
With this choice, it remains to be shown that ξ∗ ∈ argminξ∈Bε(ρ) f˜(ξ) if and only if
tr(Lξ∗(ξ
∗ − ρ)) ≥ ε(λ+(Lξ∗)− λ−(Lξ∗)). (7.12)
The Tietze extension theorem (e.g. [Sim15, Theroem 2.2.5]) allows one to extend
a bounded continuous function defined on a closed set of a normal topological space
(such as a normed vector space) to the entire space, while preserving continuity and
boundedness. We use this to extend f˜ (which is bounded as it is a continuous function
on the compact set D) to the whole space Bsa, using that D is a closed set in Bsa. We
consider the closed and convex sets D and
T := {A ∈ Bsa : ∥A− ρAB∥1 ≤ 2ε} , (7.13)
and note Bε = D ∩ T . We define h : Bsa → R ∪ {∞} as
h = f˜ + δD + δT
where for S ⊆ Bsa, the indicator function δS(A) =
0 A ∈ S+∞ otherwise.
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We have the important fact that, by construction,
argmin
ω∈Bε(ρ)
f˜(ω) = argmin
A∈Bsa
h(A). (7.14)
By Theorem 7.1.2 Aˆ ∈ Bsa is a global minimizer of h if and only if 0 ∈ ∂h(Aˆ). Note
each of f˜, δD, δT is lower semicontinuous, convex, and has non-empty domain. Moreover,
both f˜ and δT are continuous at any faithful state ω ∈ B+ε (ρ) ⊆ dom δD. Hence, by
Theorem 7.1.3,
∂h = ∂f˜ + ∂δD + ∂δT := {ℓf + ℓD + ℓT : ℓf ∈ ∂f˜, ℓD ∈ ∂δD, ℓT ∈ ∂δT}.
Hence, to obtain a complete characterization of
argminh = {A ∈ Bsa : 0 ∈ ∂h(A)}
we need to evaluate the subgradients of f˜ , δT , and δD.
Since f˜ is Gâteaux-differentiable on D+, for any ω ∈ D+, we have ∂f˜(ω) = {−Lω}
for Lω := −∇f˜(ω). The following two results (proven in Section 7.4) describe the other
two relevant subgradients.
Lemma 7.3.4. For A ∈ Bsa with 0 < 12∥A− ρAB∥1 ≤ ε,
∂δT (A) = {u ∈ Bsa : 2ε∥u∥∞ = ⟨u,A− ρAB⟩}
where
∥u∥∞ := λ+(|u|) = sup
A∈Bsa, ∥A∥1=1
|⟨u,A⟩|.
Lemma 7.3.5. Let ω ∈ D+. Then ∂δD(ω) = {x1 : x ∈ R}.
Putting together these results, we have, for ξ∗ ∈ B+ε (ρ),
0 ∈ ∂h(ξ∗) ⇐⇒ 0 = −Lξ∗ +G+ x1
for some G ∈ ∂δT (ξ∗) and x ∈ R, where G satisfies
2ε∥G∥∞ = tr(G(ξ∗ − ρ)).
Then G = Lξ∗ − x1, which implies that
tr(Lξ∗(ξ
∗ − ρ)) = 2ε∥Lξ∗ − x1∥∞.
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Set α = tr(Lξ∗ (ξ
∗−ρ))
2ε
. Note α and Lξ∗ depend on ξ∗. Then we have
0 ∈ ∂h(ξ∗) ⇐⇒ ∃x ∈ R : α = ∥Lξ∗ − x1∥∞.
Since ∥Lξ∗ − x1∥∞ = maxλ∈specLξ∗ |λ− x|, we have that 0 ∈ ∂h(ξ∗) if and only if
∃x ∈ R : α = max
λ∈specLξ∗
|λ− x|. (7.15)
Let
q(x) = max
λ∈specLξ∗
|λ− x| (7.16)
We immediately see that q is continuous, q(0) = λ+(|Lξ∗|), and limz→±∞ q(z) = +∞. In
fact, we can write a simple form for q(x) as the following lemma, which is proven in
Section 7.4, shows. Set λ+ ≡ λ+(Lξ∗) and λ− ≡ λ−(Lξ∗) in the following.
Lemma 7.3.6. The quantity q(x) defined by (7.16) can be expressed as follows:
q(x) =
λ+ − λ−
2
+
∣∣∣∣λ+ + λ−2 − x
∣∣∣∣ .
Thus, Lemma 7.3.6 implies that the range of the function q is [λ+−λ−
2
,∞). Hence,
(7.15) holds if and only if
λ+ − λ−
2
≤ α.
Substituting α = tr(Lξ∗ (ξ
∗−ρ))
2ε
in the above expression yields (7.12) and therefore concludes
the proof of Theorem 7.3.1.
Below, we collect some results (proven in Section 7.4) relating to the Gâteaux gradients
of relevant entropic functions which are candidates for f in Theorem 7.3.1.
Lemma 7.3.7. The von Neumann entropy ξ 7→ S(ξ) := − tr(ξ log ξ) is Gâteaux-
differentiable at each ξ > 0 and ∇S(ξ) = − log ξ − 1
loge(2)
1.
Corollary 7.3.8. The conditional entropy ξAB 7→ S(A|B)ξ := S(ξAB)−S(ξB) is Gâteaux-
differentiable at each ξAB > 0 and ∇S(A|B)(ξAB) = −(log ξAB − 1A ⊗ log ξB).
Lemma 7.3.9. For α ∈ (0, 1) ∪ (1,∞), the map Tα and the Rényi entropy Sα are
Gâteaux-differentiable at each ξ ∈ D+, with Gâteaux gradients
∇Tα(ξ) = αξα−1, ∇Sα(ξ) = α
1− α
1
ln 2
1
tr[ξα]
ξα−1.
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7.4 Proofs of the remaining lemmas and corollaries
Proof of Corollary 7.3.2 We write the conditional entropy as the map
S(A|B)· : D(HAB)→ R
ξ 7→ S(A|B)ξ.
(7.17)
By Corollary 7.3.8, for any ξAB > 0 we have
∇S(A|B)(ξ) = −(log ξAB − 1A ⊗ log ξB) = −Lξ.
Substituting this in the left-hand side of (7.6), we obtain
tr(Lξ(ρAB − ξAB)) = tr[ρAB log ξAB]− tr[ξAB log ξAB]− tr[ρB log ξB] + tr[ξB log ξB]
= S(A|B)ξ + tr[ρAB log ρAB]− tr[ρAB(log ρAB − log ξAB)]
− tr[ρB log ρB] + tr[ρB(log ρB − log ξB)]
= S(A|B)ξ − S(A|B)ρ −D(ρAB∥ξAB) +D(ρB∥ξB).
The statement of Corollary 7.3.2 then follows from Theorem 7.3.1.
Proof of Lemma 7.3.4 Let A := {u ∈ Bsa : 2ε∥u∥∞ = ⟨u,A− ρAB⟩)} and set
C := {B ∈ Bsa : ∥B − ρAB∥1 ≤ ε} ⊆ Bsa.
Let u ∈ A. Then for y ∈ C,
⟨u, y − A⟩ = ⟨u, y − ρAB⟩+ ⟨u, ρAB − A⟩ = ⟨u, y − ρAB⟩ − 2ε∥u∥∞
≤ ∥u∥∞∥y − ρAB∥1 − 2ε∥u∥∞
= ∥u∥∞(∥y − ρAB∥1 − 2ε) ≤ 0
and thus u ∈ ∂δT (A). On the other hand, take u ∈ ∂δT (A). Then
∥u∥∞ = sup
∥x∥1=1
|⟨u, x⟩|
is achieved at some x∗ ∈ Bsa since the set {x ∈ Bsa : ∥x∥1 = 1} is compact, using that
Bsa is finite-dimensional. Then y = ρAB + 2εx ∈ C. Hence,
0 ≥ ⟨u, y − A⟩ = ⟨u, ρAB − A⟩+ 2ε ⟨u, x⟩ = ⟨u, ρAB − A⟩+ 2ε∥u∥∞
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and thus ⟨u,A− ρAB⟩ ≥ 2ε∥u∥∞. Then by the bound
⟨u,A− ρAB⟩ ≤ ∥u∥∞∥A− ρAB∥1 ≤ 2ε∥u∥∞
we have u ∈ A.
Proof of Lemma 7.3.5 By definition,
∂δD(ω) = {u ∈ Bsa : ⟨u, y − ω⟩ ≤ 0 for all y ∈ D} .
Since u is self-adjoint, we can write its eigen-decomposition as u =
∑d
k=1 αk |k⟩⟨k|. If
αk = αj for each j, k, then u ∝ 1. Conversely, αk1 ∈ ∂δD(ω) since tr[αk1(y − ω)] =
αk(tr(y)− tr(ω)) = 0.
Otherwise, assume αk > αj for some k, j ∈ {1, . . . , d}. Let
y :=
∑
i, i ̸=k, i̸=j
⟨i|ω|i⟩ |i⟩⟨i|+ (⟨k|ω|k⟩+ ⟨j|ω|j⟩) |k⟩⟨k| ∈ Bsa.
Then tr(y) =
∑
i ⟨i|ω|i⟩ = tr(ω) = 1, and y ≥ 0 since all of its eigenvalues are non-
negative. Note |j⟩ is an eigenvector of y with eigenvalue zero. Next,
tr(u(y − ω)) =
∑
i
⟨i|(y − ω)|i⟩
=
∑
i, i ̸=k, i̸=j
(⟨i|ω|i⟩ − ⟨i|ω|i⟩)
+ αk(⟨k|ω|k⟩+ ⟨j|ω|j⟩ − ⟨k|ω|k⟩) + αj(0− ⟨j|ω|j⟩)
= (αk − αj) ⟨j|ω|j⟩ > 0.
Thus, u ̸∈ ∂δD(ω).
Proof of Lemma 7.3.6 First, we establish
q(x) = max(|λ+ − x|, |λ− − x|). (7.18)
Given λ ∈ specL and x ∈ R, if x < λ, then
|x− λ| = λ− x ≤ λ+ − x = |λ+ − x|
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and otherwise
|x− λ| = x− λ ≤ x− λ− = |λ− − x|,
yielding (7.18). Next, set r := λ+−λ−
2
and m := λ++λ−
2
. Then λ± = m± r. Therefore, for
x ∈ R,
|λ± − x| = |m± r − x| ≤ r + |m− x|,
yielding q(x) = r + |m− x| as claimed.
Proof of Lemma 7.3.7 Let us introduce the Cauchy integral representation of an
analytic function. If g is analytic on a domain G ⊆ C and A is a matrix with specA ⊆ G,
then we can write
g(A) =
1
2 iπ
∫
Γ
g(z)(z1− A)−1 dz,
and
g′(A) =
1
2 iπ
∫
Γ
g(z)(z1− A)−2 dz, (7.19)
where Γ ⊆ G is a simple closed curve with specA ⊆ Γ, and g′ : G→ C is the derivative
of g. [Sti87] shows that with these definitions, the Fréchet derivative of g at A exists,
and when applied to a matrix X yields
D(g)(A)X =
1
2 iπ
∫
Γ
g(z)(z1− A)−1X(z1− A)−1 dz.
Therefore, by cyclicity of the trace,
tr(D(g)(A)X) = tr
[
1
2 iπ
∫
Γ
g(z)(z1− A)−2 dz X
]
= tr(g′(A)X) (7.20)
using (7.19) for the second equality.
We may write the von Neumann entropy as the map
S : D → R, ξ 7→ S(ξ) = − tr[ξ log ξ].
Then we may write S = tr ◦η for η(x) = −x log x which is analytic on {ζ ∈ C : Re ζ > 0},
with derivative η′(x) = − log x− 1
loge(2)
. Then for ξ > 0,
D(S)(ξ) = D(tr ◦η)(ξ) = D(tr)(η(ξ)) ◦D(η)(ξ).
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by the chain rule for Fréchet derivatives. By the linearity of the trace, D(tr)B(X) = tr(X)
for any X,B ∈ Bsa. So for X ∈ Bsa,
D(S)(ξ)X = tr[D(η)(ξ)X].
By (7.20) for g = η, we have
D(S)(ξ)X = tr[η′(ξ)X] = tr[(− log ξ − 1
loge(2)
1)X].
Proof of Corollary 7.3.8 We decompose the conditional entropy map (Equation (7.17))
by writing
S(A|B)· = SAB(·)− SB ◦ trA(·) : D(HAB)→ R
where we have indicated explicitly the domain of each function in the subscript. That is,
SAB : D(HAB)→ R is the von Neumann entropy on system AB, and SB : D(HB)→ R
is the von Neumann entropy on B.
Since trA : Bsa(HAB) → Bsa(HB) is a bounded linear map and SB concave and
continuous, the chain rule for the composition with a linear map (see Prop. Prop. 3.28
of [Pey15]) gives
∇(SB ◦ trA)(ωAB) = tr∗A ◦∇SB(ωB) = 1A ⊗∇SB(ωB)
for any ωAB ∈ D(HAB), where tr∗A is the dual to the map trA. As ∇SB(ωB) = −(logωB+
1
loge(2)
1B), we have
∇S(A|B)(ωAB) = ∇SAB(ωAB)−∇(SB ◦ trA)(ωAB)
= −(logωAB + 1loge(2)1AB) + 1A ⊗ (logωB +
1
loge(2)
1B)
= −(logωAB − 1A ⊗ logωB).
Proof of Lemma 7.3.9 The α-Rényi entropy α ∈ (0, 1) ∪ (1,∞) can be described by
the map
Sα : D 7→ R, ξ 7→ Sα(ξ) := 1
1− α log tr(ξ
α).
Let us use the notation powα : Bsa → Bsa, A 7→ powα(A) := Aα. Then
Tα = tr ◦ powα
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and (1−α)Sα = log ◦Tα. For ξ ∈ D+, the function powα is analytic on {ζ ∈ C : Re ζ > 0}.
As in the proof of Lemma 7.3.7 then, using the chain rule and linearity of the trace we
find
D(Tα)(ξ) = tr[D(powα)(ξ)X].
Invoking (7.20) for g(z) = zα, with Γ ⊆ {ζ ∈ C : Re ζ > 0} a simple closed curve
enclosing the spectrum of ξ, we have
D(Tα)(ξ)X = α tr(ξ
α−1X). (7.21)
Moreover,
D(Sα)(ξ)X =
1
1− αD(log ◦Tα)(ξ)
=
1
1− αD(log)(tr(ξ
α)) ◦D(Tα)(ξ)
=
1
1− α
1
ln 2
α
tr[ξα]
tr(ξα−1X).
Chapter 8
Open questions from Part I
1. Section 3.7 shows that balls in p-norm with 1 < p <∞ do not admit majorization-
minimizers, while Chapter 3 is dedicated to proving that balls in 1-norm do admit
majorization-minimizers (and majorization-maximizers). Do balls in Hellinger
distance, Bures distance, the (square-root) Shannon-Jensen divergence, Wasserstein
distances, or other metrics on P admit majorization-minimizers?
2. In Chapter 4, the notion of majorization flow is defined in terms of the majorization-
minimizer. Can a similar notion be defined in terms of the majorization-maximizer?
Would it be useful?
3. In Chapter 5, the path of majorization flow (defined in Chapter 4) is used for
understanding the continuity properties of various Schur concave functions. Does
it have other applications?
4. Theorem 5.1.1 shows that Concave-Type (h, ϕ)-entropies H, which are symmetric
and concave, are such that their derivative along the path of majorization flow,
ΓH , is strictly Schur convex. Proposition 5.1.6 shows that there exist symmetric
and concave functions f such that Γf is not Schur convex. Is there a simple
characterization of functions f : P → R such that Γf is Schur convex?
5. Proposition 5.2.2 provides upper and lower bounds on the optimal Lipschitz constant
for the α-Rényi entropy on Pd for α > 1, and an exact expression for α ∈ {2,∞}.
The lower bound scales with d as (d− 2)1−1/α while the upper bound scales as d.
What is the correct scaling for α ∈ (1, 2) ∪ (2,∞)?
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6. Proposition 5.7.1 shows that the majorization-minimizer and -maximizer can be
used to provide an approximate source or target state for LOCC conversions of
bipartite pure states. Are these states optimal with respect to some criterion?
7. Proposition 6.3.3 provides upper and lower bounds on the optimal Lipschitz constant
for the guesswork with quantum side information which match up to constant
factors. What is the exact optimal Lipschitz constant?
8. Section 6.3.6 provides entropic bounds on the guesswork with quantum side infor-
mation. Is there a single-letter expression for the asymptotic quantity
limn→∞ 1nG(X
n|Bn)ρ⊗n?
9. Corollary 7.3.2 presents necessary and sufficient conditions for a state to maximize
the conditional entropy over a ball in trace distance around a given state. Can
these conditions be “inverted” to obtain an expression for the maximizer, or the
maximum value of the conditional entropy? See also [AS19; Wil20] for recent
progress on uniform continuity bounds for the conditional entropy.
Part II
Eventually Entanglement-Breaking
Channels

Chapter 9
Introduction
In this part of the thesis, we study the behavior of the composition of quantum channels
Φn ◦ Φn−1 ◦ · · · ◦ Φ1 in two settings.
In the first setting, discussed in Chapter 11, the channels are all identical, and
we investigate for which channels Φ there exists n ∈ N such that Φn := Φ ◦ · · · ◦ Φ︸ ︷︷ ︸
n times
is entanglement-breaking, meaning that when applied to a state, any initially present
entanglement with a reference system is destroyed. Such channels are called eventually
entanglement-breaking (EEB), and provide the title of this part of the thesis. Under
the assumption that Φ admits a full-rank invariant state (i.e. that Φ is faithful), we
characterize which channels Φ are eventually entanglement-breaking in Theorem 11.3.8.
Let us briefly discuss the relevance of this result to quantum information theory.
First, many quantum information-theoretic protocols require entangled qubits (ebits)
shared between separated parties Alice and Bob as a resource. However, if Alice or
Bob’s laboratory is subject to local noise, initially entangled states may soon become
unentangled, and Alice and Bob may not be able to carry out the protocol. As quantum
channels can be seen as a model of noise, characterizing which channels are eventually-
entanglement breaking provides a means to understand which types of noise lead to
complete loss of entanglement in finite time.
The noise model presented by an n-fold composition Φn is not generic, however, but
instead possesses a discrete-time Markovianity, represented by the semi-group property
Φn+m = Φn ◦Φm. This can be given a physical interpretation as follows. The Stinespring
dilation theorem states that any quantum channel Φ, the model for general time evolution
of a quantum system S, can be written as
Φ(ρS) = trE [USE(ρS ⊗ ψE)U∗SE ]
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for some environment system E , joint unitary USE , and pure state ψE . The time evolution
of ρS , therefore, can be represented by a noiseless interaction with an environment system
E , followed by the loss of E itself, inducing noise on the system. The composition Φn,
therefore, models an evolution of ρS which consists of n consecutive identical lossless
interactions with separate environment systems, followed by the loss of each. Thus,
between subsequent interactions the environment does not “remember” the details of the
previous interaction; instead, a fresh environment is procured.
This Markovianity aids in the mathematical analysis of the evolution, and provides
a good representation of some physical systems, such as the Haroche experiments
[GKGB+07], but is not a faithful model of all types of time evolution. This model is,
however, more general than the oft-considered model provided by a continuous time
quantum Markov semigroup, in which time evolution from 0 to t ∈ R>0 is given by
Φt = exp(tL) for a Lindblad generator L. The reduction follows from the fact that Φ1
is a quantum channel such that Φn+m = Φn+m1 . Note that while the continuous-time
model can represent non-integer times as well, for the purposes of determining whether or
not a channel is eventually entanglement-breaking, one can consider the decomposition
Φt = Φt−⌊t⌋ ◦ Φ⌊t⌋ to see that as soon as Φ⌊t⌋ is entanglement-breaking, Φt is too. On
the other hand, not all quantum channels Φ can be obtained in such a manner from
a continuous-time quantum Markov semigroup; this is the topic of the divisibility of
quantum channels, discussed in e.g. [WC08].
The second information-theoretic application of this result relates to quantum key
repeaters introduced in [BCHW15]. Consider the task of distilling private states between
Alice and Bob, who each individually share a state with an intermediary, Charlie: Alice
shares n copies of state ρ with Charlie, and Bob shares n copies of a state ρ′ with Charlie.
Charlie acts as a “repeater”, facilitating communication between Alice and Bob. The
three parties use a tripartite LOCC protocol to approximately recover nR private states
shared between Alice and Bob; here, R is the rate of the task.
This task is related to the so-called PPT2 conjecture [BKHW12], which conjectures
that the composition of two PPT quantum channels (i.e. those whose Choi-Jamiolkowski
state has a positive partial transpose) is entanglement-breaking. Translated to the
language of bipartite states via the Choi-Jamiolkowski isomorphism (discussed in Sec-
tion 10.2.2), this conjecture states that the quantum state obtained by entanglement
swapping of PPT states (those with positive partial transpose) is separable. If true, the
PPT2 conjecture shows if ρ and ρ′ are PPT states in the quantum key repeater task
described above, the asymptotic rate is zero [BCHW15; CF17], in contrast to the task of
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distilling private states from PPT states (without an intermediary), which can have a
strictly positive rate [HHHO05].
Theorem 11.3.10, which can be seen as a corollary of the characterization of eventually
entanglement-breaking channels discussed above, makes a step towards establishing the
PPT2 conjecture by showing that any faithful PPT completely positive map is eventually
entanglement-breaking. This extends the recent results of [RJP18], which establish this
statement for unital quantum channels (i.e. quantum channels such that the completely
mixed state is invariant under the action of the channel).
The second setting, discussed in Chapter 12, is a slight generalization of the first,
in which the maps Φ1,Φ2, . . . ,Φn are not necessarily identical, but have a particular
extended form
Φk(ρS) = trEk [USEk(ρS ⊗ ξEk)U∗SEk ]
in which the state of the environment, ξEk , is a thermal state instead of a pure state.
This setup yields a repeated interaction system (or RIS), which is a system where the
environment consists of a sequence of “probes” Ek, k = 1, . . . , T , initially in a thermal
state at inverse temperature βk, and S interacts with Ek (and only Ek) during the time
interval
[
kτ, (k + 1)τ
)
for some interaction time τ > 0. Here, T ∈ N is the total number
of probes.
Chapter 12 discusses the results of [HJPR18], which studies a refinement of Landauer’s
Principle in terms of a two-time measurement protocol (better known as “full counting
statistics”) for repeated interaction systems, in an adiabatic regime. We briefly describe
each of these elements below.
Landauer’s Principle is a universal principle for which the most common formulation
is as a lower bound on the energetic cost of erasing a bit of information in a fixed system
S by interaction with an environment E which is initially at thermal equilibrium. It
was first stated by Landauer in [Lan61]. A recent, mathematically sound derivation (in
[RW14], later extended to the case of infinitely extended systems in [JP14]) is based on the
entropy balance equation, given by ∆SS + σ = β∆QE where ∆SS is the average decrease
in entropy of S during the process, ∆QE the average increase in energy of E , and β is the
inverse temperature of the environment1. The term σ is called the entropy production
of the process. As it can be written as a relative entropy, the entropy production is
non-negative which yields the inequality ∆SS ≤ β∆QE . One of the questions of interest
regarding Landauer’s Principle concerns the saturation of that identity, i.e. the vanishing
of σ. It is a general physical principle that when the system–environment coupling
is described by a time-dependent Hamiltonian, the entropy production σ vanishes in
1we will always set the Boltzmann constant to 1, so that β = 1/Θ, Θ the temperature.
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the adiabatic limit, that is, when the coupling between S and E is a slowly varying
time-dependent function. More precisely, if the typical time scale of the coupling is T ,
one considers the regime T →∞.
For a repeated interaction system, the entropy balance equation becomes
∑T
k=1∆SS +∑T
k=1 σk =
∑T
k=1 βk∆QE,k, where each term with index k corresponds to the interaction
between S and Ek. We describe the repeated interaction system as an “adiabatic RIS”
when the various parameters of the probes are sampled from sufficiently smooth functions
on [0, 1] as the values at times k/T , k = 1, . . . , T . This is the setup that was studied in
[HJPR17]; there it was shown that the total entropy production limT→∞
∑T
k=1 σk is finite
only under the condition X(s) = 0 for all s ∈ [0, 1], where X(s) is a quantity depending
on the probe parameters at time s ∈ [0, 1] discussed below (see (12.17)). The proof of
this result relied mostly on a new discrete, non-unitary adiabatic theorem to estimate the
behavior of ΦT ◦ · · · ◦ Φ2 ◦ Φ1, where Φ1,Φ2 . . . ,ΦT are slowly varying quantum channels
that represent the reduced dynamics acting on S.
A refinement of the above formulation of Landauer’s Principle is however possible
using the so-called full counting statistics. Full counting statistics were first introduced
in the study of charge transport, and have met with success in the study of fluctuation
relations and work in quantum mechanics (see Kurchan [Kur00] and Tasaki [Tas00]). An
example of their use in improving Landauer’s Principle was given in [BFJP17; GCGP+17].
In the present situation, the formulation of Landauer’s Principle in terms of full counting
statistics can be stated by defining random variables ∆sS and ∆qEk which are outcomes
of simple physical experiments, which we now describe. In such an experiment, one
initially measures the quantity − log ρS (ρS is the state of the system) and the energies
hEk for each k (hEk is the free Hamiltonian of Ek), then lets the system interact with
the chain of probes, then measures again the same quantities. Note that it makes no
difference if one measures each probe immediately after it interacts with the system,
or measures all the probes at the end of the protocol. With the right sign conventions,
the changes in these quantities are random variables which we denote ∆sS and ∆qEk .
Our refinement discusses the connections between the probability distributions of ∆sS
and
∑
k βk∆qEk . One can show that the expectations of these distributions are ∆SS and∑
k βk∆QEk respectively; there is, therefore, more information in these distributions than
in the previously considered scalar quantities.
We consider an adiabatic repeated interaction system and study the limiting distri-
butions of the above random variables as T → ∞. Again, we show that in the case
X(s) ≡ 0 we have the expected refinement of Landauer’s Principle, which is essentially
that when T →∞, one has ∆sS =
∑
k βk∆qEk almost-surely. In the case X(s) ̸≡ 0, we
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show that
∑
k βk∆qEk satisfies a law of large numbers, a central limit theorem, and a
large deviation principle, all of these for the time scale T , and with explicit parameters.
In particular,
∑
k βk∆qEk is of order T , whereas ∆sS is a bounded quantity. All results
in the case X(s) ̸≡ 0 can actually be extended to the case where the probe observables
measured at each step k are not simply βkhEk but a more general observable, or when
the system observables are not − log ρS .
We show in addition that the random variable ςT =
∑
k βk∆qEk−∆sS can be expressed
as a relative information random variable between the probability measure describing
the experiment outcomes, and the probability measure corresponding to a backwards
experiment. Since we obtain a full large deviation principle for this random variable
as T → ∞, this connects these results with the appearance of the arrow of time (see
[ABL64; BJPP18]). We discuss in particular the appearance of symmetries in the
moment generating functions, and their implications in terms of Gallavotti–Cohen type
symmetries.
This approach gives an improvement over [HJPR17] in various aspects. First of all,
Theorem 12.8.1 (in the case X(s) ≡ 0) and Theorem 12.8.3 together with Corollary 12.8.4
and Theorem 12.8.5 (in the general case) characterize the limiting distributions of relevant
random variables, whereas in [HJPR17] only information about the behaviour of their
expectations was derived. We recover those former results (and more) about these
expectations, as Theorem 12.8.1 implies in particular the convergence of limT→∞
∑T
k=1 σk
to an explicit quantity when X(s) ≡ 0, and Theorem 12.8.5 gives the divergence of the
same quantity under generic assumptions when X(s) does not vanish identically. In
addition, Corollary 12.7.2 gives an expression for the adiabatic evolution of any initial
state.

Chapter 10
Linear Algebra and entanglement
theory
In this chapter, we review fundamental areas of linear algebra and entanglement-theory
used in the following chapters. Much of this chapter is written with an eye towards
precision, at the cost of notational complexity, which is relaxed in the later chapters.
Let X and Y be a finite-dimensional vector spaces. We write
• B(X → Y) for the set of linear maps from X to Y
• B(X ) ≡ B(X → X ) for the set of linear operators on X
• Bsa(X ) for the set of self-adjoint operators on X
• B+(X ) ⊆ Bsa(X ) for the set of positive semidefinite operators on X ,
• B++(X ) ⊆ B+(X ) for the set of full-rank positive semidefinite operators on X
• D(X ) for the set of unit trace positive semidefinite operators, i.e. density matrices
or states, on X , and
• D+(X ) ⊆ D(X ) for the set of full-rank density matrices. We say also call a state
σ ∈ D+(A) a faithful state.
In the following, H, A, A′, B, and B′ represent finite-dimensional Hilbert spaces,
with dimensions dH, dA, dA′ , dB, and dB′ respectively, and inner products ⟨ · , · ⟩H, ⟨ · , · ⟩A,
⟨ · , · ⟩A′ , ⟨ · , · ⟩B, and ⟨ · , · ⟩B′ . We often use H in the case when there is only one Hilbert
space under consideration.
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We may equip B(A→ B) with the Hilbert-Schmidt inner product ⟨ · , · ⟩HS by
⟨X, Y ⟩HS = tr[X∗Y ] (10.1)
where X∗ ∈ B(B → A) is the adjoint of X, defined by
⟨ψB, XϕA⟩B = ⟨X∗ψB, ϕA⟩A ∀ϕA ∈ A, ψB ∈ B. (10.2)
Then X∗Y ∈ B(A→ A), and tr[X∗Y ] is defined as
tr[X∗Y ] :=
dA∑
i=1
⟨ψi, X∗Y ψi⟩A
for any orthonormal basis {|ψi⟩}dAi=1 of A.
In fact, X := (B(A → B), ⟨ · , · ⟩HS) is itself a Hilbert space. Therefore, given
X := (B(A → B), ⟨ · , · ⟩HS) and Y := (B(C → D), ⟨ · , · ⟩HS), the space B(X → Y) can
be equipped with its own Hilbert-Schmidt inner product, and so forth. Therefore, for
X, Y ∈ B(A→ B), we sometimes write ⟨X, Y ⟩B(A→B),HS ≡ ⟨X, Y ⟩HS for clarity.
10.1 Vectors, operators, and superoperators
A superoperator is a linear map Φ ∈ B(B(A) → B(B)), where A and B are finite-
dimensional Hilbert spaces. The space B(B(A)→ B(B)) has a lot of structure which we
will explore in this section. It is helpful to start with the least structure and then see
what each additional piece of structure adds to the theory. As a high-level overview, we
will see that:
1. Vector spaces X have scalar multiplication and vector addition, and admit direct
sum decompositions. They can also be normed.
2. The set of linear operators on X , B(X ), admits another operation, composition (i.e.
vector multiplication), turning B(X ) into an algebra. Additionally, an operator in
B(X ) can induce direct sum decompositions on X , such as the spectral decomposi-
tion. As a vector space, B(X ) can be normed, and norms on X induce operator
norms on B(X ).
3. Setting X = A, a Hilbert space, adds an inner product to A and hence an adjoint
to B(X ), as well as a norm on A (the norm induced by the inner product). This
gives rise to the adjoint and hence the notion of self-adjointness, as well as positive
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semidefiniteness. Together, B(A) with the operator norm ∥ · ∥∞ induced by the
Hilbert space norm on A and the adjoint ∗ induced by the inner product on A
yield a C∗-algebra (i.e. an algebra in which the norm, adjoint, and the composition
operation satisfy key relations, such as the submultiplicativity of the norm, and
the C∗-identity ∥X∗X∥ = ∥X∥2 for X ∈ A).
4. Raising one more level to the level of superoperators, i.e. the set B(B(A)), allows
the consideration of which maps commute with the adjoint and which maps preserve
positive semidefiniteness. Moreover, such maps act on an algebra and not only a
vector space, and vector multiplication can play a role. Norms on B(A) induce
operator norms on B(B(A)), and B(B(A)) can be equipped with its own norms as
well.
We see that at each level properties are added but generally not removed. For example,
B(B(A)) can be seen as a vector space, as the set of operators on the vector space B(A),
as the set of operators on the Hilbert space (B(A), ⟨ · , · ⟩HS), as the set of operators
on the C∗-algebra (B(A), ∥ · ∥∞), as superoperators on a Hilbert space A, or even as a
Hilbert space itself. Additionally, norms at lower levels induce operator norms at higher
levels.
10.1.1 Vector spaces
The starting point is a vector space X over R or C. Some examples:
• A is a complex vector space of dimension dA
• B(A) is a complex vector space of (complex) dimension d2A, while Bsa(A) is a real
vector space of (real) dimension d2A.
• B(B(A)→ B(B)) is a complex vector space of dimension d2Ad2B.
Vector spaces are closed under scalar multiplication and vector addition. Given two
subsets S1, S2 ⊆ X , we define
S1 + S2 = {u+ v : u ∈ S1, v ∈ S2} .
A subspace V ⊆ X is a subset which is closed under scalar multiplication and vector
addition. If V1, V2 ⊆ X are subspaces, then so is V1 + V2 and V1 ∩ V2. We say X is the
direct sum of subspaces V1, · · · , Vn if
X = V1 + · · ·+ Vn
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and Vi ∩ Vj = {0} for each i ̸= j. In that case, we write X = V1 ⊕ V2 ⊕ · · · ⊕ Vn.
Moreover, for any u ∈ X , there exists a unique decomposition u =∑ni=1 vi where vi ∈ Vi,
i = 1, . . . , n. We can equip X with a norm which is a function ∥ · ∥ : X → R≥0 which is
subadditive (i.e. satisfies triangle inequality), positive definite (∥x∥ = 0⇒ x = 0X ), and
absolutely homogeneous (i.e. ∥αx∥ = |α|∥x∥).
10.1.2 Operators on a vector space
Let X be a vector space over C with finite dimension d. Now, we consider B(X ). Given
a norm ∥ · ∥X on X , the operator norm is defined by
∥R∥X→X := sup
∥x∥X≤1
∥Rx∥X
for R ∈ B(X ) is a norm on B(X ). We denote the identity operator on X as 1X ∈ B(X ).
Next, we say
1. An operator P ∈ B(X ) is a projection if P 2 = P . For any projection P , we have
X = PX ⊕ P⊥X where
PX := {Pu : u ∈ X} , P⊥ := 1B(X ) − P.
On the other hand, if X = V1⊕· · ·⊕Vn, then Pi defined as Piu = vi where vi is the
unique element of Vi such that u =
∑n
i=1 vi for vi ∈ Vi, is a projection. Moreover,∑n
i=1 Pi = 1X ∈ B(X ) is the identity operator, and PiPj = δijPi.
Restating this, if X = V1 ⊕ · · · ⊕ Vn, then any Φ ∈ B(X ) can be decomposed as
Φ =
∑
ij
Φij (10.3)
where Φij = PjΦPi, and the Φij commute with each other.
2. An operator N ∈ B(X ) is nilpotent if Nn = 0 for some n ∈ N. The order of a
nilpotent operator N is the minimal n such that Nn = 0. The nilpotent order is
always at most d and is denoted ordN .
3. An operator R ∈ B(X ) is a contraction on (X , ∥ · ∥X ) if ∥R∥X→X ≤ 1.
Let Φ ∈ B(X ) be a linear operator on X . Then the image
Φ(X ) := {Φ(x) : x ∈ X}
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and kernel
kerΦ := {x ∈ X : Φ(x) = 0}
are subspaces of X . The dimension of the image is called the rank of Φ, denoted rank(Φ),
and the Rank-Nullity Theorem states that rank(Φ) + dimkerΦ = d.
Now, let X be a complex vector space of finite dimension d, and let Φ ∈ B(X ). Then
Φ has d (possibly repeated) eigenvalues λ ∈ C and associated eigenvectors X ∈ X \ {0}
which are defined by the relationship
Φ(X) = λX.
The set {X ∈ X : Φ(X) = λX} is a subspace of X called the eigenspace of Φ associated
to the eigenvalue λ, and its dimension is the geometric multiplicity of λ.
Moreover, Φ has a Jordan decomposition, defined as follows. Let n ≤ d denote the
number of distinct eigenvalues of Φ, and let µ1, . . . , µn denote the distinct eigenvalues of
Φ. Then there exists V1, . . . , Vn such that
X = V1 ⊕ · · · ⊕ Vn (10.4)
and each Vi is invariant under Φ, namely Φ(Vi) ⊆ Vi for each i = 1, . . . , n. The dimension
of Vi is called the algebraic multiplicity of µi, and is at least the geometric multiplicity.
Considering the decomposition of Φ given in (10.3) induced by the direct sum
decomposition of (10.4), we have Φij = 0 for i ̸= j, since ΦPi ⊆ PiX and hence
PjΦPi ⊆ PjPiX = {0}, where Pi is the projection onto Vi. Thus, it remains to understand
the Φii. In fact, we have that Φii = µi Pi+Di where Di is nilpotent. The projection Pi is
called spectral projection of Φ for eigenvalue µi, and Di the eigen-nilpotent. If dimVi = 1,
then µi is called a simple eigenvalue, and Di is necessarily zero. If dimVi ≥ 1 and Di = 0,
then µi is called a semi-simple eigenvalue. The resulting decomposition
Φ =
∑
i
µiPi +Di (10.5)
is known as the Jordan decomposition of Φ. The spectral radius of a map Φ ∈ B(X ) is
defined by
spr(Φ) := max
i
|µi| (10.6)
as the maximum modulus of its eigenvalues.
So far, we have investigated how the vector space structure of X and the linearity of
Φ determines the structure of Φ via its Jordan canonical form. Next, we show one way
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in which norms on X can be used to obtain information about the Jordan decomposition
of Φ.
Lemma 10.1.1. Let (X , ∥ · ∥X ) be a finite-dimensional Banach space (i.e. a complete
normed vector space). The peripheral eigenvalues of a contraction Φ ∈ B(X ) with spectral
radius 1 on (X , ∥ · ∥X ) are semi-simple.
Remark. The following proof is reproduced from my master’s thesis [Han16b, Lemma
3.1] for the sake of self-containedness; see also Prop. 6.2 of [Wol12].
Proof. Write Φ in its Jordan canonical form, Φ =
∑
i µiPi + Di, where each µi is an
eigenvalue of Φ, Pi is the associated eigenprojection, and Di the associated nilpotent,
summed from i = 1 to dimX . Let mi = ordDi, and m = max{mi : 1 ≤ i ≤ dimX}.
Assume for some eigenvalue µi with |µi| = 1 that mi ≥ 2, i.e., µi has an eigen-nilpotent.
We wish to derive a contradiction, implying Di ≡ 0.
Note that for n > m, using DiPj = PjDi = δijDi, and PiPj = PjPi = δijPi, a
binomial expansion yields
Φn =
∑
j
m∑
k=0
(
n
k
)
µn−kj Pj(Dj)
k.
Our approach to deriving a contradiction will be to use that the binomial coefficient
(
n
k
)
becomes large with n, while µni stays on the unit circle, and ∥Φn∥ ≤ ∥Φ∥n = 1 remains
bounded.
Since Dmi−1i ̸= 0, for some vector v we have Dmi−1i v ̸= 0. Let n ∈ N large enough so
that n∥Dmi−1i v∥X > ∥Dmi−2i v∥X and n > m. Then, since Φ is a contraction,
∥Dmi−2i v∥X ≥ ∥ΦnDmi−2i v∥X =
∥∥∥∥∥∑
j
m∑
k=0
(
n
k
)
µn−kj PjD
k
jD
mi−2
i v
∥∥∥∥∥
X
.
Note PjPi = 0 implies PjDmi−2i v = PjPiD
mi−2
i v = 0 for i ̸= j, so we have
∥Dmi−2i v∥X ≥
∥∥∥∥∥
m∑
k=0
(
n
k
)
µn−ki Pi(Di)
kDmi−2i v
∥∥∥∥∥
X
.
But, by choice of mi, only two terms in the sum survive: k = 0 and k = 1:
∥Dmi−2i v∥X ≥
∥∥µniDmi−2i v + nµn−1i Dmi−1i v∥∥X .
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Then, by reverse triangle inequality and using |µi| = 1,
∥Dmi−2i v∥X ≥
∣∣∥∥Dmi−2i v∥∥X − n∥∥Dmi−1i v∥∥∣∣ ≥ n∥∥Dmi−1i v∥∥X .
By our choice of v, we have
∥∥Dmi−1i v∥∥X ̸= 0, hence
∥Dmi−2i v∥X∥∥Dmi−1i v∥∥X ≥ n
for all n large enough. This is a contradiction to our choice of n; moreover, we could
take n→∞, while the LHS remains bounded.
10.1.3 Operators on a Hilbert space
Let X = A, a Hilbert space with an inner product ⟨ · , · ⟩A. For example:
• H = CdH for some dH ∈ N, equipped with the inner product ⟨u, v⟩H :=
∑dH
i=1 u¯ivi.
• B(H), for H as in the previous example, equipped with Hilbert-Schmidt inner
product (10.1).
The Hilbert space A has a privileged norm ∥ψ∥A :=
√⟨ψ, ψ⟩A for ψ ∈ A; this norm
satisfies the parallelogram law
2∥ψ∥2A + 2∥ϕ∥2A = ∥ψ + ϕ∥2A + ∥ψ − ϕ∥2A ∀ψ, ϕ ∈ A.
The set of operators on B(A) inherit the operator norm induced by ∥ · ∥A, namely
∥X∥∞ ≡ ∥X∥∥·∥A→∥·∥A := sup
ψ∈A
∥ψ∥A≤1
∥Aψ∥A. (10.7)
The inner product on A also induces the adjoint ∗ : B(A)→ B(A), an anti-linear map
defined via (10.2). The adjoint provides for a notion of self-adjointness and positive
semidefiniteness. We say X ∈ B(A) is self-adjoint if X = X∗, and is positive semidefinite
if X = Y ∗Y for some Y ∈ B(A), denoted X ≥ 0. We see that if X ≥ 0 then
⟨ψ,Xψ⟩A = ⟨ψ, Y ∗Y ψ⟩A = ⟨Y ψ, Y ψ⟩A = ∥Y ψ∥A ≥ 0 ∀ψ ∈ A. (10.8)
As mentioned at the start, the set of positive semidefinite operators on A are denoted
B+(A), and the set of full-rank positive semidefinite operators are denoted B++(A). Note
that if X ∈ B++(A), then the inequality in (10.8) becomes strict unless ψ = 0A.
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The adjoint and the operator norm induced by the Hilbert space norm satisfy the
so-called C∗ identity,
∥X∥2∞ = ∥X∗∥2∞ = ∥X∗X∥∞ ∀X ∈ B(A). (10.9)
The operator norm is one member of an interpolating family of norms on B(A), the
Schatten p-norms, defined as
∥X∥p := (tr[|X|p])1/p
for p ≥ 1, X ∈ B(A), and |X| := √X∗X, where the function √ : B+(A) → B+(A) is
defined as follows. Let X =
∑
i µiPi have a Jordan form (10.5) with no eigen-nilpotents
(i.e. Di = 0 for all i); this holds, for example, if X is self-adjoint. Then if f : D ⊆ C→ C
is defined on a set D which includes the eigenvalues {µi}i, we define
f(X) :=
∑
i
f(µi)Pi. (10.10)
Since X∗X ≥ 0 for any X ∈ B(A), we have that the eigenvalues of X∗X are all
non-negative, and hence the square-root
√
X∗X indeed can be defined in this manner.
As it turns out, the operator norm induced by the Hilbert space norm, (10.7), is
exactly the limit p→∞ of the Schatten p-norms, motivating the notation ∥ · ∥∞. Note
also that the Schatten 1-norm is used to define the trace distance used extensively in Part
I, and the Schatten 2-norm is the norm induced by the Hilbert-Schmidt inner product.
10.1.4 Superoperators
A superoperator is a map Φ ∈ B(B(A)→ B(A′)) for some Hilbert spaces A and A′. We
denote the identity superoperator from B(A) → B(A) as idA. Note that idA = 1B(A).
Given Φ ∈ B(B(A)→ B(A′)), we say
1. Φ is positive (P) if Φ(B+(A)) ⊆ B+(A′);
2. Φ is hermitian-preserving if Φ(Bsa(A)) ⊆ Bsa(A′);
3. Φ is completely positive (CP) if Φ⊗ idE : B(A⊗ E)→ B(A′ ⊗ E) is positive, for
any finite-dimensional system E;
4. Φ is trace-preserving (TP) if tr[Φ(X)] = tr[X] for all X ∈ B(A);
5. Φ is trace non-increasing (TNI) if tr(Φ(X)) ≤ tr(X) for all X ∈ B+(A);
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6. Φ is unital (U) if Φ(1A) = 1A′ ;
7. Φ is a quantum channel if it is completely positive and trace-preserving (CPTP)
8. A quantum channel Φ is faithful if it has a faithful invariant state (i.e. σ ∈ D+(A)
such that Φ(σ) = σ).
Additionally, Φ∗ will denote the adjoint of Φ with respect to the Hilbert-Schmidt inner
product.
Remark. Φ being hermitian-preserving is equivalent to the property that Φ(X∗) = Φ(X)∗
for all X ∈ A, and is implied by positivity. The first statement follows from the fact that
there is a unique decomposition X = Re(X)+i·Im(X) such that Re(X), Im(X) ∈ Bsa(A),
which is satisfied by Re(X) := X+X∗
2
and Im(X) := X−X∗
2i
. If Φ is hermitian-preserving,
then
Φ(X)∗ = [Φ(Re(X)) + iΦ(Im(X))]∗ = Φ(Re(X))− iΦ(Im(X)) = Φ(X∗).
Conversely, if Φ(X∗) = Φ(X)∗ for all X ∈ B(A), then for Y ∈ Bsa(A), we have
2i Im(Φ(Y )) = 2i[Φ(Y )− Φ(Y )∗] = 2i[Φ(Y − Y ∗)] = 2iΦ(0) = 0.
The second statement follows from the decomposition X = X+ −X− with X± ∈ B+(A)
which exists for X ∈ B(A) if and only if X ∈ Bsa(A). Then if X ∈ Bsa(A), we have
Φ(X) = Φ(X+)− Φ(X−) ∈ Bsa(A) as the difference of positive operators.
Note also that Φ being positive implies that if X, Y ∈ Bsa(A) satisfy X ≤ Y , then
Φ(X) ≤ Φ(Y ). This follows immediately from the fact that Y −X ≥ 0, so Φ(Y −X) ≥ 0.
One particular superoperator of relevance is that of conjugation. If R ∈ B(A), define
AdR ∈ B(B(A) → B(A)) by AdR(X) := RXR∗ for X ∈ B(A). The notation for this
operation is borrowed from [SS12].
The first result of interest concerns induced norms on Φ. In the following, (X , ∥ · ∥X )
represents a normed vector space.
Theorem 10.1.2 (Russo Dye [RD66]). Let Φ : (B(A), ∥ · ∥∞)→ (X , ∥ · ∥X ) be a linear
map. Then
∥Φ∥∥·∥∞→∥·∥X = sup
U∈B(A)
Uunitary
∥Φ(U)∥X .
If (X , ∥ · ∥X ) = (B(B), ∥ · ∥∞) and Φ is unital, then Φ is positive if and only if
∥Φ∥∥·∥∞→∥·∥∞ = 1.
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The following is a well-known consequence of the Russo-Dye theorem: PTP linear
maps are contractions on (B(A), ∥ · ∥1).
Corollary 10.1.3. Let Φ : (B(A), ∥ · ∥1)→ (B(A), ∥ · ∥1) be positive and trace-preserving.
Then
∥Φ∥∥·∥1→∥·∥1 = 1.
Proof. Let
Φ′ : (B(A), ∥ · ∥1)′ → (B(A), ∥ · ∥1)′
denote the Banach space adjoint of Φ (also known as the topological dual), where
(B(A), ∥ · ∥1)′ is the set of continuous linear functionals on B(A) equipped with the norm
∥ℓ∥′1 = sup
x∈B(A)
|ℓ(x)|
and where Φ′ is defined by Φ′(ℓ)(x) = ℓ(Φ(x)). In particular, Φ′(tr)(x) = tr(Φ(x)) = tr(x),
so Φ′(tr) = tr.
In fact, the Banach dual of (B(A), ∥ · ∥1) is isomorphic to (B(A), ∥ · ∥∞) (see [RS81,
Theorem VI.26]) and each ℓ ∈ (B(A), ∥ · ∥1)′ is of the form
ℓ(x) = tr[y∗ℓx] = ⟨yℓ, x⟩HS
for some yℓ ∈ B(A), and of course each yℓ ∈ B(A) gives such a linear functional. Under
the map ι : ℓ 7→ yℓ, we see that tr 7→ 1A. Additionally,
∥ℓ∥′1 = sup
x∈B(A)
|ℓ(x)| = sup
x∈B(A)
| tr[yℓx]| = ∥yℓ∥∞.
Thus, ι is an anti-linear isometry from (B(A), ∥ · ∥1)′ to (B(A), ∥ · ∥∞). Moreover,
Φ˜ = ι ◦ Φ′ ◦ ι−1 satisfies
Φ˜(yℓ) = ι ◦ Φ′ ◦ ι−1 ◦ ι(ℓ) = ι ◦ Φ′(ℓ) = yΦ′(ℓ).
Hence,
⟨Φ˜(yℓ), x⟩HS = ⟨yΦ′(ℓ), x⟩HS .
Then expanding the right-hand side,
⟨yΦ′(ℓ), x⟩HS = Φ′(ℓ)(x) = ℓ(Φ(x)) = ⟨yℓ,Φ(x)⟩HS .
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Thus, we’ve found that Φ˜ is in fact Φ∗, the Hilbert-Schmidt adjoint. Since Hilbert-Schmidt
adjoints preserve positivity, we see that Φ˜ is positive. Thus, by the Russo-Dye theorem,
∥Φ˜∥∞→∞ = ∥Φ∗∥∞→∞ = 1.
Moreover,
∥Φ˜∥∞→∞ = sup
∥x∥∞=1
∥Φ˜(x)∥∞ = sup
∥ℓ∥′1=1
∥Φ˜(ι(ℓ))∥∞
= sup
∥ℓ∥′1=1
∥ι ◦ Φ′(ℓ))∥∞ = sup
∥ℓ∥′1=1
∥Φ′(ℓ))∥′1 = ∥Φ′∥∥·∥′1→∥·∥′1 .
But since the Banach space adjoint is an isometry, we have ∥Φ′∥∥·∥′1→∥·∥′1 = ∥Φ∥∥·∥1→∥·∥1 ,
concluding the proof.
We also find that the spectral radius of a PTP linear map Φ is 1. Clearly, the spectral
radius cannot be greater than one; if Φ(X) = λX for |λ| > 1, then ∥Φ(X)∥1 = |λ|∥X∥1
and hence ∥Φ∥∥·∥1→∥·∥1 ≥ |λ| > 1, contradicting Corollary 10.1.3. On the other hand,
since Φ∗ is unital we have 1 ∈ spec(Φ∗) = spec(Φ) and hence 1 ∈ spec(Φ) as well. Thus,
spr(Φ) = 1, and in fact, 1 itself is an eigenvalue of Φ. These properties and Lemma 10.1.1
show that the peripheral eigenvalues of a PTP linear map are semi-simple, meaning their
associated eigen-nilpotents vanish. We can also check that the spectrum is closed under
complex conjugation, as follows. If Φ is positive, then it is Hermitian preserving. Hence
Φ(X) = λX implies Φ(X∗) = Φ(X)∗ = (λX)∗ = λ¯X∗.
We have started to build an understanding of the spectral properties of PTP linear
maps: they are contractions in 1-norm, 1 is the spectral radius and an eigenvalue,
all peripheral eigenvalues are semi-simple, and the spectrum is closed under complex
conjugation. We will return to this study of the spectral properties of these maps, in the
completely positive case, in Section 10.3. First, we will review the notions of separability
and entanglement.
10.2 Separability and entanglement
In this section, we define separable operators and correspondingly, entanglement-breaking
superoperators, and investigate some of their basic properties and relationships.
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10.2.1 Separability at the level of operators
Definition 10.2.1 (SEP(A : B)). We define the cone of separable operators in B(A⊗B)
with respect to the partition A : B as
SEP(A : B) := conv {XA ⊗ YB : XA ∈ B+(A), YB ∈ B+(B)} ⊆ B+(A⊗B).
Definition 10.2.2 (Entanglement witness). Let XAB ∈ B+(A⊗B). An entanglement
witness WAB ∈ Bsa(A⊗B) for XAB is any operator such that
1. ⟨WAB, XAB⟩HS < 0
2. ⟨WAB, ZAB⟩HS ≥ 0 for all ZAB ∈ SEP(A : B).
As the name suggests, entanglement witnesses provide a “witness” (or “certificate”) that
a given operator is entangled. We can see directly from the definition that an entanglement
witness for XAB cannot exist if XAB ∈ SEP(A : B). The following proposition shows that
for any entangled XAB, an entanglement witness always exists. This is a consequence
of the fact that SEP(A : B) is a closed convex set, and if X ̸∈ SEP(A : B), then there
exists a hyperplane separating XAB from SEP(A : B).
Proposition 10.2.3 ([HHH96]). XAB ∈ B+(A⊗B) has an entanglement witness if and
only if XAB ̸∈ SEP(A : B).
The following is a simple but very useful lemma regarding the structure of SEP.
Roughly, it states that if the sum of two positive operators is separable, and locally they
live in orthogonal subspaces, then each is separable.
Lemma 10.2.4. If XAB, YAB ∈ B+(A⊗B) satisfy
XAB + YAB ∈ SEP(A : B)
and are such that for some orthogonal projection P ∈ B(A) we have XAB ∈ B+(PA⊗B)
and YAB ∈ B+(P⊥A ⊗ B), then XAB ∈ SEP(A : B) and YAB ∈ SEP(A : B). Here,
P⊥ = 1A − P , and e.g.
PA⊗B := {(P ⊗ 1B) |ψAB⟩ : |ψAB⟩ ∈ A⊗B} ⊆ A⊗B.
Proof. Assume XAB ̸∈ SEP(A : B). Then there exists an entanglement witness WAB
for XAB by Definition 10.2.2. Let W˜AB = AdP ⊗ id(WAB); recall AdP denotes the
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superoperator X 7→ PXP ∗. Then W˜AB is an entanglement witness for XAB + YAB:
tr[W˜AB(XAB + YAB)] = tr[WAB(XAB +AdP ⊗ id(YAB))] = tr[WABXAB] < 0
since Ad∗P = AdP ∗ = AdP and P (I − P ) = 0, and similarly for ZAB ∈ SEP(A : B),
tr[W˜ABZAB] = tr[WAB AdP ⊗ id(ZAB)] ≥ 0
since AdP ⊗ id(ZAB) ∈ SEP(A : B) by Lemma 10.2.12.
10.2.2 Choi-Jamiolkowski (CJ) isomorphism: translate between
operators and superoperators
Definition 10.2.5. A linear map Φ : B(A) → B(A′) is entanglement-breaking (EB) if
Φ⊗ idB(B+(A⊗B)) ⊆ SEP(A : B) for all B.
In fact, it suffices to take the dimension of the B system equal to dA. Note also that
(EB) implies (CP).
Definition 10.2.6 (CJ). Jb(Φ) := (Φ⊗ idA˜)(ΩbA:A˜) ∈ B(A′ ⊗ A˜) where A˜ is a copy of A,
and
|ΩbA:B⟩ :=
min(dA,dB)∑
i=1
|iA⟩ ⊗ |iB⟩ , ΩbA:B := |ΩA:B⟩ ⟨ΩA:B|
and {|iA⟩}dAi=1 and {|iB⟩}dBi=1 are orthonormal bases (ONB) of A and B respectively, and
b = ({|iA⟩}dAi=1, {|iB⟩}dBi=1) denotes the pair of ONBs. We usually regard Jb(Φ) ∈ B(A′⊗A)
for notational simplicity, and write J ≡ Jb when the choice of basis does not matter
(which is most of the time), and likewise ΩA:B ≡ ΩbA:B.
Proposition 10.2.7. Jb : (B(B(A) → B(A′)), ⟨ · , · ⟩HS) → (B(A′ ⊗ A)), ⟨ · , · ⟩HS) is a
linear bijective isometry, i.e. a Hilbert space isomorphism, and the value ∥Jb(Φ)∥HS is
independent of the choice of bases b.
Proof. Again letting A˜ be a copy of A for explicitness, we have
∥Jb(Φ)∥2B(A′⊗A˜),HS = ⟨(Φ⊗ id)(ΩbA:A˜), (Φ⊗ id)(ΩbA:A˜)⟩B(A′⊗A˜),HS
= ⟨Ωb
A:A˜
, (Φ∗Φ⊗ id)(Ωb
A:A˜
)⟩B(A⊗A˜),HS
=
dA∑
i,j,i′,j′=1
⟨|iA⟩ ⟨jA| ⊗ |iA˜⟩ ⟨jA˜| , (Φ∗Φ⊗ id)(|i′A⟩ ⟨j′A| ⊗ |i′A˜⟩ ⟨j′A˜|)⟩B(A⊗A˜),HS
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=
dA∑
i,j,i′,j′=1
⟨|iA⟩ ⟨jA| ,Φ∗Φ(|i′A⟩ ⟨j′A|)⟩B(A),HS ⟨|iA˜⟩ ⟨jA˜| , |i′A˜⟩ ⟨j′A˜|⟩B(A˜),HS︸ ︷︷ ︸
δii′δjj′
=
dA∑
i,j=1
⟨|iA⟩ ⟨jA| ,Φ∗Φ(|iA⟩ ⟨jA|)⟩B(A),HS
Since {|iA⟩ ⟨jA|}dAi,j=1 is an ONB of B(A), then
dA∑
i,j=1
⟨|iA⟩ ⟨jA| ,Φ∗Φ(|iA⟩ ⟨jA|)⟩B(A),HS = tr[Φ∗Φ] = ⟨Φ,Φ⟩B(B(A)→B(A′)),HS
completing the proof that Jb is an isometry. Note also that the value ∥Jb(Φ)∥HS does not
depend on the choice of basis b since the trace is independent of basis.
Definition 10.2.8. If Φ : B(A) → B(A′) is a linear map, we say {R1, . . . , Rn} with
Rj ∈ B(A→ A′) is a Kraus decomposition for Φ if Φ =
∑n
i=1AdRi .
The following is a standard result which provides useful characterizations of complete
positivity. The proof is omitted for the sake of brevity.
Proposition 10.2.9. Φ ∈ B(B(A)→ B(A′)) has a Kraus decomposition if and only if it
is CP if and only if J(Φ) ≥ 0.
The maximally-entangled operator ΩA:B satisfies some properties that will be helpful
in the following: the “reflection trick” (also known as the “ricochet property”), and that
any pure state |ψ⟩AB can be obtained from |Ω⟩A:B via a local operation.
Lemma 10.2.10 (Reflection trick). For any A and B and R ∈ B(B)
(1A ⊗R) |ΩA:B⟩ = (RTb ⊗ 1B) |ΩA:B⟩
where RTb ∈ B(A) is a “pseudo-transpose” (in the sense of the Moore-Penrose pseudo-
inverse) of R induced by the pair of bases b: if R =
∑dB
i,j=1Rij |i⟩B ⟨j|B, then
RTb =
min(dA,dB)∑
i,j=1
Rji |i⟩A ⟨j|A ∈ B(A).
Likewise, if S ∈ B(A), then
(S ⊗ 1B) |ΩA:B⟩ = (1A ⊗ STb) |ΩA:B⟩
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where for S =
∑dA
i,j=1 Sij |i⟩A ⟨j|A
STb =
min(dA,dB)∑
i,j=1
Sji |i⟩B ⟨j|B ∈ B(B)
Lemma 10.2.11. For any A and B and pure state |ϕAB⟩ ∈ A⊗B, there exist R1 ∈ B(A)
and R2 ∈ B(B) such that
|ϕAB⟩ = (R1 ⊗ 1B) |ΩA:B⟩ = (1A ⊗R2) |ΩA:B⟩
where tr[R†1R1] = tr[R
†
1R1] = 1.
Proof. If |ϕAB⟩ ∈ A⊗B, then the Schmidt decomposition yields
|ϕAB⟩ =
min(dA,dB)∑
i=1
√
λi |ei⟩ ⊗ |fi⟩
where
∑min(dA,dB)
i=1 λi = trϕAB = ⟨ϕAB|ϕAB⟩, and |ei⟩dAi=1 is an ONB of A, and |fi⟩dBi=1 is
an ONB of B. Then
|ϕAB⟩ = (RA ⊗ UB) |ΩA:B⟩
where we define UB |i⟩ = |fi⟩ for i = 1, . . . , dB, and RA |i⟩ =
√
λi |ei⟩ for i = 1, . . . , dA,
where λi = 0 for i > min(dA, dB). Then by Lemma 10.2.10, R1 := RAUTbB suffices. We
see also tr[R†1R1] = tr[R
†
ARA] =
∑dA
i=1 λi = 1. R2 can be constructed similarly.
10.2.3 EB maps: separability at the level of superoperators
Lemma 10.2.12 (Local maps cannot create entanglement). For any positive maps
Φ1 : B(A)→ B(A′) and Φ2 : B(B)→ B(B′),
(Φ1 ⊗ Φ2)(SEP(A : B)) ⊆ SEP(A′ : B′).
Proof. If XAB ∈ SEP(A : B), then XAB =
∑n
i=1 λi xi ⊗ yi for n ∈ N, xi ∈ B+(A),
yi ∈ B+(B) and λi ≥ 0. Then
(Φ1 ⊗ Φ2)(XAB) =
n∑
i=1
λiΦ1(xi)⊗ Φ2(yi) ∈ SEP(A′ : B′)
since Φ1(xi) ∈ B+(A′) and Φ2(yi) ∈ B+(B′).
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Remark. In particular, this means that if Φ is entanglement-breaking and Ψ is positive,
then Ψ◦Φ is entanglement-breaking, since J(Ψ◦Φ) = (Ψ⊗ id)(J(Φ)), and hence J(Ψ◦Φ)
is the result of local positive operations applied to a separable state. Additionally, if Ψ is
CP, then Φ ◦Ψ is entanglement-breaking too, since J(Φ ◦Ψ) = (Φ⊗ id)J(Ψ) ∈ SEP as
J(Ψ) ≥ 0.
Corollary 10.2.13. If Φ : B(A)→ B(A′) is a linear map such that Jb(Φ) ∈ SEP(A′ : A)
for some pair of bases b, then Jb′(Φ) ∈ SEP(A′ : B) for any other choice of pairs of bases
b′.
Proof. Jb′(Φ) = AdUA ⊗AdUB(Jb(Φ)) for some unitaries UA ∈ B(A) and UB ∈ B(B).
We may use CJ to lift Lemma 10.2.4 to the superoperator level.
Corollary 10.2.14 (Corollary to Lemma 10.2.4). If Φ1 and Φ2 are CP maps from B(A)
to B(A′) such that their images are orthogonal, then J(Φ1 + Φ2) ∈ SEP(A′ : A) if and
only if both J(Φ1) ∈ SEP(A′ : A) and J(Φ2) ∈ SEP(A′ : A).
In particular, J(Φ1 ⊕ Φ2) ∈ SEP(A′ : A) if and only if J(Φ1), J(Φ2) ∈ SEP(A′ : A).
Proof. Let P ∈ B(A′) be the projection onto the image of Φ1. Then J(Φ1) = AdP ⊗ id(J(Φ1))
and J(Φ2) = AdP⊥ ⊗ id(J(Φ2)) for P⊥ = I − P . The result follows from Lemma 10.2.4.
The following proposition shows that the CJ isomorphism preserves notions of sepa-
rability between states and maps.
Proposition 10.2.15. Let Φ : B(A)→ B(A′) be a CP map. Then Φ is EB if and only
if J(Φ) ∈ SEP(A′ : A).
Remark. [HSR03] proves this in the TP case. The fact is known in the general case, and
I include the proof for completeness.
Proof. The implication ⇒ is immediate. For the reverse implication, let |ϕAB⟩ ∈ A⊗B.
Then ϕAB = idA⊗AdR(ΩA:B) for some R ∈ B(B) by Lemma 10.2.11. Then
Φ⊗ idB(ϕAB) = Φ⊗ AdR(ΩA:B) = id⊗AdR(J˜)
for
J˜ := Φ⊗ idB(ΩA:B) =
min(dA,dB)∑
i,j=1
Φ(|i⟩ ⟨j|)⊗ |i⟩ ⟨j| .
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By Lemma 10.2.12, it suffices to prove that J˜ ∈ SEP(A : B). Let us compare to
J(Φ) =
dA∑
i,j=1
Φ(|i⟩ ⟨j|)⊗ |i⟩ ⟨j| ∈ SEP(A′ : A)
• If dA > dB, then we can regard B = span{|i⟩}dBi=1 as a subspace of A = span{|i⟩}dAi=1.
Letting P denote the orthogonal projection onto this subspace (i.e. P =
∑dB
i=1 |i⟩ ⟨i| ∈
B(A)), then J˜ = idA′ ⊗AdP (J(Φ)) and hence is separable by Lemma 10.2.12.
• If dA ≤ dB then in the same way, we can regard A as a subspace of B, and note that J˜
is in fact an element of B(A′⊗A) ⊆ B(A′⊗B). Moreover, J˜ = J(Φ) ∈ SEP(A′ : A),
concluding the proof.
Remark. Proposition 10.2.15 implies that Corollary 10.2.14 directly yields statements
about entanglement-breakingness.
10.3 Peripheral spectral properties of superoperators
In this section we consider the peripheral spectral properties of superoperators. Note that
in this section, we mostly restrict to the case of endomorphisms in order to study spectral
properties, which require the input and output space to be the same. The peripheral
spectrum, i.e. the set of eigenvalues of maximal modulus, of a map Φ ∈ B(B(A)) plays
a fundamental role in understanding the action of Φn for large n. This arises in the
notion of an eventually entanglement-breaking map. A map Φ ∈ B(B(A)) is eventually-
entanglement breaking (EEB) if the n-fold composition Φn is entanglement-breaking for
some n ∈ N. If Φ,Ψ ∈ B(B(A)), and either is entanglement-breaking, then Φ ◦ Ψ is
entanglement-breaking too. Thus, if Φn is EB, so is Φn′ for all n′ ≥ n. Therefore, to
know whether or not Φ is EEB, it suffices to check for large n.
It is then natural to introduce the phase subspace N˜ (Φ), which is the union of the
eigenspaces associated to peripheral eigenvalues. It is defined as
N˜ (Φ) = span{X ∈ B(H) : ∃ϕ ∈ R s.t. Φ(X) = eiϕX},
i.e. the linear span of the peripheral points and denote by P the projection onto it. First,
it’s important to note that the phase subspace of a quantum channel always contains
a density matrix. The following is proven in [Wol12, Theorem 6.11] as an immediate
corollary to Brouwer’s fixed point theorem.
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Proposition 10.3.1 (Existence of an invariant state). Let Φ ∈ B(B(A)) be positive and
trace-preserving. Then Φ admits an invariant state σ ∈ D(A), i.e. such that Φ(σ) = σ.
Remark. By a very different proof technique, this can be generalized to remove the
trace-preserving assumption; see [EH78, Theorem 2.5]. In this case, the spectral radius
of Φ may not be 1, and one obtains σ ≥ 0 such that Φ(σ) = spr(Φ)σ.
The invariant state σ guaranteed to exist by Proposition 10.3.1 may not be full-rank.
Recall that if a quantum channel Φ admits a full-rank invariant state, it is called faithful.
Moreover, for any quantum channel Φ : B(H)→ B(H), the phase subspace is known
to possess the following structure (Theorem 6.16 of [Wol12], Theorem 8 of [WP10]): there
exists a decomposition of H as H =⊕Kj=1Hj ⊗Kj ⊕K0 such that
N˜ (Φ) :=
K⊕
i=1
B(Hi)⊗ τi ⊕ 0K0 , P (ρ⊕ 0K0) =
K∑
i=1
trKi(piρpi)⊗ τi , (10.11)
where pi is the orthogonal projector onto the i-th subspace, for some fixed states
τi ∈ D+(Ki). Moreover, there exist unitaries Ui ∈ Hi, and a permutation π ∈ SK such
that for any element X ∈ N˜ (Φ), we have
Φ(X) =
K⊕
i=1
UiXπ(i)U
†
i ⊗ τi ⊕ 0K0 (10.12)
where X is decomposed as X =
⊕K
i=1 Xi⊗τi⊕0K0 according to (10.11). The permutation
π permutes within subsets of {1, . . . , K} for which the corresponding Hi’s have equal
dimension. Note that the space K0 = {0} if and only if the quantum channel is faithful.
To further explore the spectral properties of Φ ∈ B(B(A)), we need to introduce the
notions of primitivity and irreducibility.
Definition 10.3.2 (Primitive map). Let Φ ∈ B(B(A)) be positive and trace-preserving.
Then we say Φ is primitive if there exists a full-rank state σ ∈ D(A) such that we have
the long-time convergence
Φn(ρ)
n→∞−−−→ σ, ∀ρ ∈ D(A). (10.13)
Remark. The limit (10.13) implies
Φn(X)
n→∞−−−→ tr[X]σ, ∀X ∈ B(A). (10.14)
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To see this, let X ∈ B(A) and consider the decomposition X = X+ − X− where
X± ≥ 0. Then ρ± = X±tr[X±] ∈ D(A), so limn→∞Φn(ρ±) = σ. Hence, by linearity of Φ,
X = tr[X+]ρ+ − tr[X−]ρ− satisfies
lim
n→∞
Φn(X) = tr[X+]σ − tr[X−]σ = tr[X]σ
as desired.
Proposition 10.3.3 (Spectral characterization of primitivity). A positive trace-preserving
map Φ ∈ B(B(A)) is primitive if and only if 1 is a non-degenerate eigenvalue of Φ, 1 is
the only eigenvalue of Φ on the unit circle, and the eigenvector associated to 1 can be
chosen to be strictly positive definite. Moreover, if Φ is primitive, then the state σ in
(10.13) is the strictly positive-definite eigenvector of Φ associated to the eigenvalue 1.
Remark. The definition of primitivity given in Definition 10.3.2 is a priori difficult to
check, while the characterization in Proposition 10.3.3 can be checked in time polynomial
in dA by computing the peripheral eigenvalues of Φ and possibly the eigenvalues of the
eigenvector associated to the eigenvalue 1 (if it is indeed an eigenvalue).
Proof. Assume Φ is primitive. Then if Φ has an eigenvalue λ ∈ C and corresponding
eigenvector X ∈ B(A) with |λ| = 1, we have Φn(X) = λnX and thus
tr[X]σ = lim
n→∞
Φn(X) = lim
n→∞
λnX = X lim
n→∞
λn.
Since |λ| = 1 and X is an eigenvector, the right-hand side must not be zero. Moreover,
for the limit to exist, we must have λ = 1; this follows from the fact that
lim
n→∞
λn = lim
n→∞
λn+1 = λ lim
n→∞
λn
and that λ ̸= 0. Thus, the only eigenvalue on the unit circle must be 1. Next, we have
X = tr[X]σ and hence X is proportional to σ. Thus, the geometric multiplicity of 1 must
be 1: there is a one-dimensional eigenspace. Lastly, we may choose σ as the eigenvector
to 1, which is strictly positive definite.
On the other hand, assume Φ satisfies the spectral conditions of the proposition, and
call σ˜ ∈ D(A) the normalized positive definite eigenvector associated to the eigenvalue 1.
Then the Jordan decomposition (10.5) of Φ gives
Φ = P1 +
∑
i
µiQi +Di
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where P1 is the eigenprojection onto σ˜, and each |µi| < 1. Then, using the orthogonality
relations P1(Qi +Di) = (Qi +Di)(Qj +Dj) = 0 for i ̸= j, we have
Φn = P1 +
∑
i
µni (Qi +Di)
n.
The limit n → ∞ yields Φn → P1. Since P1 is rank-1, as the projection onto a one-
dimensional subspace spanned by σ˜, we have P1(X) = ℓ(X)σ˜ for some linear functional
ℓ. Since Φ is trace-preserving, we must have ℓ = tr. Thus, we obtain (10.14) with σ = σ˜
and in particular (10.13).
We are also interested in a generalization of primitivity called irreducibility.
Definition 10.3.4 (Irreducible map). Let Φ ∈ B(B(A)) be positive. Then we say Φ is
irreducible if any orthogonal projection P ∈ B(A) satisfies
Φ(PB(A)P ) ⊆ PB(A)P =⇒ P ∈ {0,1A}. (10.15)
Remark. The condition given in (10.15) is equivalent to
∃ c > 0 s.t. Φ(P ) ≤ cP =⇒ P ∈ {0,1A}. (10.16)
To see this equivalence, note that if Φ(P ) ≤ cP , then for any X ∈ B(A),
PXP ≤ ∥X∥∞P
so Φ(PXP ) ≤ ∥X∥∞Φ(P ) ≤ c∥X∥∞P ∈ PB(A)P , so PB(A)P is invariant under
Φ. On the other hand, if PB(A)P is invariant under Φ, then Φ(P ) ∈ PB(A)P , so
Φ(P ) ≤ ∥Φ(P )∥∞P .
The following characterization in the case of TP irreducible maps parallels the
definition of primitivity in Definition 10.3.2. The following can be found as Corollary 6.3
of [Wol12].
Proposition 10.3.5 (Ergodic sum characterization of irreducibility). Let Φ ∈ B(B(A))
be positive and trace-preserving. Then Φ is irreducible if and only if there is a full-rank
state σ ∈ D(A) such that
lim
N→∞
1
N
N∑
n=1
Φn(ρ) = σ, ∀ ρ ∈ D(A).
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Note that Proposition 10.3.5 implies that if Φ ∈ B(B(A)) is positive, trace-preserving,
and primitive, then it is irreducible.
The following spectral characterization can be found in [Wol12, Theorem 6.4], and
provides an analog to Proposition 10.3.3 in the case of irreducibility.
Proposition 10.3.6 (Spectral characterization of irreducibility). Let Φ ∈ B(B(A)) be
a positive map with spectral radius r. Then Φ is irreducible if and only if r is a non-
degenerate eigenvalue with strictly positive-definite left- and right- eigenvectors, i.e. there
exists X, Y ∈ B(A) such that Φ(X) = rX and Φ∗(Y ) = rY .
Remark. Note that if Φ is a quantum channel, then spr(Φ) = 1 is indeed an eigenvalue
with corresponding left-eigenvector Y = 1A > 0 (since Φ is TP), and there always exists
a corresponding right-eigenvector σ ∈ D(A) due to Proposition 10.3.1. However, while
σ ≥ 0, in general the state may not be full-rank, and the eigenvalue 1 could be degenerate.
An irreducible quantum channel, therefore, is one in which 1 is indeed non-degenerate,
and the associated eigenvector σ satisfies σ > 0.
The following property of irreducible maps will prove useful later on.
Proposition 10.3.7 (Irreducible maps preserve faithfulness). If Φ ∈ B(B(A)) is positive
and irreducible, then Φ(B++(A)) ⊆ B++(A).
Proof. Assume for the sake of contradiction that for some X ∈ B++(A) we have that
Φ(X) is not full-rank. Let π ∈ B(A) be the projection onto the support of Φ(X). Then
π ≤ cX for some constant c > 0. Hence, by positivity, Φ(π) ≤ cΦ(X) ≤ c′π for some
c′ > 0. Since π ̸∈ {0,1A}, this contradicts the irreducibility of Φ via (10.16).
The study of the peripheral spectral properties of irreducible maps is the subject of the
non-commutative Perron-Frobenius theory for irreducible completely positive maps; see
[EH78], [FP09], or [Wol12, Section 6.2]. See also [HJPR18, Appendix A] for a summary of
this theory and extensions to deformations of irreducible CPTP maps. Together with the
Jordan decomposition (10.5), this theory provides a useful decomposition of irreducible
quantum channels. In the next proposition, we recall this decomposition and provide
a minimal set of quantities needed to construct such a map. This will prove useful in
Chapter 11 for constructing examples of irreducible quantum channels which are not
eventually entanglement-breaking.
Proposition 10.3.8 (Irreducibility via a decomposition). Consider
1. An integer z ∈ {1, . . . , dH},
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2. An orthogonal resolution of the identity {pn}z−1n=0, i.e.,
∑z−1
n=0 pn = 1 and p
†
n = p
2
n =
pn for each n,
3. A faithful state σ such that [σ, pn] = 0 and tr[σpn] = 1z , for each n = 0, . . . , z − 1,
4. A linear map ΦQ such that:
(a) spr(ΦQ) < 1
(b) J(ΦQ) ≥ −z (σ ⊗ 1)L1, where for k = 0, . . . , z−1, we define Lk :=
∑z−1
n=0 pn−k⊗
pn where the subscripts are taken modulo z.
(c) We have
ΦQ(σpn) = Φ
∗
Q(pn) = 0, ∀n = 0, 1, . . . , z − 1. (10.17)
Let
Φ :=
z−1∑
n=0
θnPn + ΦQ (10.18)
where Pn(·) = tr[u−n · ]unσ for u :=
∑z−1
k=0 θ
kpk and θ := exp(2iπ/z). Then Φ is an
irreducible quantum channel. On the other hand, any irreducible quantum channel Φ can be
decomposed as (10.18) for some choices of z, {pn}z−1n=0, σ, and ΦQ as in (1)–(4). Moreover,
in either case, σ is the unique fixed point1 of Φ; Pn(·) are its peripheral eigenprojections,
associated to eigenvalues θn and eigenvectors unσ; and, for any j, k = 0, . . . , z − 1, we
have the intertwining relations
Φ(pjXpk) = pj−1Φ(X)pk−1, and Φ∗(pjXpk) = pj+1Φ∗(X)pk+1, ∀X ∈ B(H)
(10.19)
where the subscripts are interpreted modulo z. Additionally, for ΦP :=
∑z−1
n=0 θ
nPn,
J(ΦkP ) = Jˆk := z (σ ⊗ 1)Lk =
z−1∑
m=0
tr[pm]
pm−kσpm−k
tr[pm−kσ]
⊗ pm
tr[pm]
. (10.20)
Proof. Let us note that (4c) is equivalent to the property that
ΦQ ◦ Pj = Pj ◦ ΦQ = 0, ∀ j = 0, . . . , z − 1. (10.21)
To see this, note that the generalized discrete Fourier transform
F :
z−1⊕
j=0
B(H)→
z−1⊕
j=0
B(H)
1up to a multiplicative constant
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given by F((X0, . . . , Xz−1)) = (Y0, . . . , Yz−1) for Yn =
∑z−1
j=0 θ
njXj is an invertible linear
transformation, with inverse F−1((Yn)z−1n=0) = 1zF((Yz−ℓ)z−1ℓ=0). All indices are taken mod
z. Next, using the definition of the Pn, (10.21) is equivalent to
ΦQ(u
nσ) = 0, Φ∗Q(u
n) = 0, ∀ j = 0, . . . , z − 1.
Since 0⃗ = (ΦQ(unσ))z−1n=0 = F((ΦQ(pjσ))z−1j=0) and 0⃗ = (ΦQ(un))z−1n=0 = F((ΦQ(pj))z−1j=0), and
F has trivial kernel, (10.21) implies (4c). The converse follows similarly. Equation (10.19)
follows from a simple computation. The fact that an irreducible map can be decomposed
as (10.18) for some choices of z, {pn}z−1n=0, σ and ΦQ as in (1)-(4b) and (10.21) is not
new, and we refer to [Wol12, Section 6.2] for more details. We believe however that the
forward implication is novel, however, and include the proof below.
Let us show that given z, {pn}z−1n=0, σ, and ΦQ, the decomposition (10.18) gives an
irreducible quantum channel. Note, by the definition of Pn, for any X ∈ B(H),
Pj ◦ Pk(X) = tr[u−kX] tr[uk−jσ]ujσ = δjkPj(X)
using tr[σpn] = 1z and the formula
z−1∑
n=0
θnm =
z m = zk for some k ∈ Z0 otherwise. (10.22)
Since P0(X) = tr[X]σ, we have for j ̸= 0, 0 = P0◦Pj(X) = tr[Pj(X)]σ, yielding that Pj is
trace-annihilating: tr[Pj(X)] = 0 for all X ∈ B(H). In the same way, using assumption 4c,
ΦQ is trace-annihilating. Thus, Φ = P0 +
∑z−1
n=1 θ
nPn + ΦQ is trace-preserving.
Next, we prove (10.20), which will prove Φ is CP via assumption 4b. For ΦP :=∑z−1
m=0 θ
mPm, we have ΦkP =
∑z−1
m=0 θ
kmPm. Then, for any X ∈ B(H), we have the discrete
Fourier-type computation,
ΦkP (X) =
z−1∑
m=0
θkm tr[u−mX]umσ =
z−1∑
m,n,ℓ=0
θkm tr[θ−mnpnX]θℓmpℓσ
=
z−1∑
m,n,ℓ=0
θm(k−n+ℓ) tr[pnX]pℓσ =
z−1∑
n,ℓ=0
zδℓ=n−k tr[pnX]pℓσ
= z
z−1∑
n=0
tr[pnX]pn−kσ (10.23)
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using (10.22). Next, let {|i⟩}dH−1i=0 be an orthonormal basis of H such that the first
rank(p0) elements are a basis for p0H, the next rank(p1) elements are a basis for p2H,
and so on. We have p0 =
∑rank(p0)−1
i=0 |i⟩ ⟨i|, and so forth. Thus,
J(ΦkP ) =
d−1∑
i,j=0
P k(|i⟩ ⟨j|)⊗ |i⟩ ⟨j| = z
∑
i,j
z−1∑
n=0
tr[pn |i⟩ ⟨j|]pn−kσ ⊗ |i⟩ ⟨j|
= z
z−1∑
n=0
d−1∑
i=0
⟨i|pn|i⟩ pn−kσ ⊗ |i⟩ ⟨i| = z
z−1∑
n=0
σpn−k ⊗ pn (10.24)
= z
(
σ ⊗ 1)Lk.
In particular, J(ΦP ) = z
(
σ ⊗ 1)L1. Thus, by assumption 4b,
J(Φ) = J(ΦP ) + J(ΦQ) ≥ J(ΦP )− z
(
σ ⊗ 1)L1 = 0
and hence Φ is CP. Since Φ is CPTP, we can use Proposition 10.3.5 to prove Φ is
irreducible. We have
1
M
M−1∑
n=0
Φn = P0 +
1
M
z−1∑
m=1
1− θMm
1− θm Pm +
1
M
M−1∑
n=0
ΦnQ
using the geometric series
∑M−1
n=0 θ
mM = 1−θ
mM
1−θm for m ̸= 0, which is valid as θm ̸= 1. Since
P0[X] = tr[X]σ, it remains to show that the latter two terms vanish in the limit M →∞.
In fact, since
∑z−1
m=1
1−θMm
1−θm Pm is bounded in norm uniformly in M , the second term
vanishes asymptotically. Next, since ℓ := spr(ΦQ) < 1 by assumption 4a, for ε = 1−ℓ2 > 0,
Gelfand’s theorem gives that there is n0 > 0 such that (in any matrix norm ∥ · ∥), for all
n ≥ n0,
∥ΦnQ∥ ≤ (ℓ+ ε)n < 1.
We may write
1
M
M−1∑
n=0
ΦnQ =
1
M
n0∑
n=0
ΦnQ +
1
M
M−1∑
n=n0+1
ΦnQ.
Since
∑n0
n=0 Φ
n
Q is bounded in norm independently ofM , the first term vanishes asymptot-
ically; the second term is bounded in norm by the triangle inequality and the geometric
series
∑∞
n=0(ℓ+ ε)
n = 1
1−(ℓ+ε) . Thus, the limit
lim
M→∞
1
M
M−1∑
n=0
Φn = P0
10.3 Peripheral spectral properties of superoperators 205
holds in any norm. In particular, by Proposition 10.3.5 Φ is irreducible.
Remarks.
• The proof of Proposition 10.3.5 given in [Wol12, Corollary 6.3] relies on the
reverse direction of Proposition 10.3.8, while the proof of the forward direction of
Proposition 10.3.8 relies on Proposition 10.3.5. Thus, circular logic is avoided by
proving first the reverse direction of Proposition 10.3.8, then Proposition 10.3.5,
then the forward direction of Proposition 10.3.8.
• Under the assumptions of the proposition, z = 1 if and only if Φ is primitive. This
follows from the spectral characterization of primitivity given in Proposition 10.3.3.
• The intertwining property (10.19) holds for Φ and ΦP (which itself is an irreducible
channel), and therefore for ΦQ. This implies J(ΦQ) = L1J(ΦQ)L1, i.e., the Choi
matrix of ΦQ is supported on the same subspace as that of ΦP . Additionally, [FP09,
Theorem 5.4] shows that for any Kraus decomposition {Vi}i ⊆ B(A), i.e. such that
Φ(X) =
∑
i ViXV
∗
i holds for all X ∈ B(A), the intertwining relations
pmVi = Vipm+1 ∀m, i (10.25)
also hold.
• Given a map ΦQ which intertwines with {pn}z−1n=0, a sufficient condition for ΦQ ≥
−z (σ ⊗ 1)L1 ≡ −J(ΦP ) is given by
∥ΦQ∥2 = ∥J(ΦQ)∥2 ≤ zλmin(σ) , (10.26)
since in that case
J(ΦQ) ≥ − spr(ΦQ)L1 ≥ −∥J(ΦQ)∥2L1
≥ −zλmin(σ)L1 ≥ −zL1(σ ⊗ id)L1 = −J(ΦP ). (10.27)
• The matrix Jˆk is separable, and thus ΦkP is entanglement-breaking, for any k ≥ 1.
• If z > 1, then 1
dH
Jˆk does not have full support. Thus, 1dH Jˆk is on the boundary of
the set of density matrices, and thus on the boundary of SEP and PPT as well.
In fact, we can say something stronger than this: whenever z > 1, there exist
entangled density matrices arbitrarily close to each 1
dH
Jˆk, k = 0, 1, . . . , z − 1. To
see this, note that 1
dH
Jˆk ∈ LkD(H⊗H)Lk. However, we can construct entangled
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states in LjD(H ⊗ H)Lj for any j ̸= k. For instance, let |0⟩ ∈ p0H, |1⟩ ∈ p1H,
|j0⟩ ∈ p−jH, and |j1⟩ ∈ p1−jH be normalized vectors. Then
|Ωj⟩ := 1√
2
( |j0⟩ ⊗ |0⟩+ |j1⟩ ⊗ |1⟩ )
is (local-unitarily equivalent to) a Bell state, and has
Lj |Ωj⟩ =
z−1∑
n=0
(pn−j ⊗ pn) |Ωj⟩ = |Ωj⟩ ,
and thus Lj |Ωj⟩ ⟨Ωj|Lj ∈ LjD(H⊗H)Lj. Thus, for any t ≥ 0,
(1− t) 1
dH
Jˆk + t |Ωj⟩ ⟨Ωj| = (1− t) 1
dH
Jˆk
∣∣∣
Lk
⊕ t |Ωj⟩ ⟨Ωj|
∣∣∣
Lj
is an entangled density matrix, and can be made arbitrarily close to 1
dH
Jˆk by sending
t→ 0.
One can relate the decompositions given in Proposition 10.3.8 and (10.12), as follows.
The following result is straightforward, but apparently novel (first appearing in [HRS20]).
Proposition 10.3.9. The following are equivalent:
1. There exists a decomposition (10.11) such that Φ satisfies (10.12) with K0 = {0}
and di = 1 for each i, and π is a K-cycle
2. Φ is irreducible.
Proof. First, assume Φ is irreducible, and adopt the notation of Proposition 10.3.8. Then
N˜(Φ) = span{unσ : n = 0, . . . , z − 1} .
Let X ∈ N˜ (Φ) be given by X =∑z−1j=0 λjujσ for some λj ∈ C. Since ∑z−1n=0 pn = 1, we
have
X =
z−1∑
n,j=0
λjpnu
jσ =
z−1∑
n,j=0
λjθ
njpnσ =
z−1⊕
n=0
(
z−1∑
j=0
λjθ
nj
)
σ|pn (10.28)
where σ|pn is σ restricted to the subspace pnH, and the direct sum decomposition is
with respect to the decomposition H =⊕z−1n=0 pnH. Note moreover, ∑z−1j=0 λjθnj is the
nth coefficient of the discrete Fourier transform Fz : Cz → Cz of the vector λ := (λj)z−1j=0.
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Since the Fourier transform is invertible, as λ ranges over Cz, the vector of Fourier
coefficients range over Cz as well. We therefore find
N˜ (Φ) =
z−1⊕
n=0
Cσ|pn
which is a decomposition of the form given by (10.11) with K0 = {0} and dn = 1 for each
n. Moreover, for X ∈ N˜(Φ) decomposed as X =⊕z−1n=0 γnσ|pn =∑z−1n=0 γnpnσpn, we have
Φ(X) =
z−1∑
n=0
γnΦ(pnσpn) =
z−1∑
n=0
γnpn−1Φ(σ)pn−1 =
z−1∑
n=0
γnpn−1σpn−1
by (10.19). Thus, (10.12) holds, where π is the cyclic permutation k → k + 1.
On the other hand, assume we are given such a decomposition,
N˜ (Φ) =
K−1⊕
i=0
Cτi
for some states τi ∈ D+(Ki) where H =
⊕K−1
i=0 Ki, such that2
Φ(X) =
K−1⊕
i=0
γi+1τi, for X =
K−1⊕
i=0
γiτi.
Define σ :=
⊕K−1
i=0
1
z
τi. Then by (10.12),
Φ(σ) =
K−1⊕
i=0
1
z
τi = σ
as suggested by the name. On the other hand, assume X ∈ B(H) is also invariant under
Φ. Then X ∈ N˜(Φ), so X =⊕Ki=0 λiτi for some λi ∈ C. But then
Φ(X) =
K⊕
i=0
λi+1τi = X =⇒ λi = λi+1 ∀i.
Thus, X is proportional to σ, and Φ must have a unique invariant state. Since σ is
additionally full-rank (by construction), we conclude that Φ is irreducible by Proposi-
tion 10.3.6.
2If π is a cycle, we may reorder the index of the direct sum so that π maps i to i+ 1.

Chapter 11
Characterizing EEB channels
11.1 Introduction through (counter)examples
In this chapter, we are interested in characterizing which quantum channels are eventually
entanglement-breaking (EEB). Here, we will explore this question via a sequence of
motivating examples and counterexamples. Recall that a linear map Φ is called eventually
entanglement-breaking (EEB) if Φn is entanglement-breaking for some n ∈ N.
Let’s first see an example of an EEB map: a primitive quantum channel. As defined
in Definition 10.3.2, a quantum channel Φ on B(H) to be primitive if there exists a
full-rank state σ ∈ D(H) such that we have the asymptotic convergence
Φn(ρ)
n→∞−−−→ σ, ∀ρ ∈ D(H). (11.1)
Let us see that if Φ ∈ B(B(A)→ B(A)) is primitive, it is indeed EEB. Let R ∼= A be
a reference system, and set d := dA = dR. Then to check if Φn is EB, we compute its
Choi state,
Φn ⊗ idR(ΩA:R) = 1
d
∑
ij
Φn(|i⟩ ⟨j|A)⊗ |i⟩ ⟨j|R
→ 1
d
∑
ij
tr[|i⟩ ⟨j|A]σA ⊗ |i⟩ ⟨j|R
= σA ⊗ 1
d
∑
ij
δij |i⟩ ⟨j|R
= σA ⊗ 1
d
∑
i
|i⟩ ⟨i|R = σA ⊗ τR
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where τR := 1dR1R. We see this is indeed a product state. However, this does not yet
complete the proof, since we need to show that Φn is entanglement-breaking for finite n,
not only in the limit n→∞. To complete the proof, we use the following corollary to
[GB02, Theorem 1].
Lemma 11.1.1. Let ωA, σB > 0. Then ωA ⊗ σB +∆AB is separable for any Hermitian
operator ∆AB such that ∥∆AB∥2 ≤ λmin(σA)λmin(ωB), where λmin(ωA), resp. λmin(σB),
stands for the smallest eigenvalue of ωA, resp. σB.
Proof. Theorem 1 of [GB02] shows that if ∥∆˜AB∥2 ≤ 1 then 1A⊗1B+∆˜AB ∈ SEP(A : B).
Since
ωA ⊗ σB +∆AB ∈ SEP ⇐⇒ 1A ⊗ 1B + ω−1/2A ⊗ σ−1/2B ∆ABω−1/2A ⊗ σ−1/2B ∈ SEP(A : B)
the proof is concluded by the fact that
∥ω−1/2A ⊗ σ−1/2B ∆AB ω−1/2A ⊗ σ−1/2B ∥2 ≤ ∥ω−1A ∥∞∥σ−1B ∥∞∥∆AB∥2.
Remark. This short and simple proof is due to an anonymous referee of the paper [HRS20].
Returning to our primitive map Φ, we saw that
Φn ⊗ idR(ΩA:R) n→∞−−−→ σA ⊗ τR.
Hence, for n large enough, it holds that
∥Φn(ΩA:R)− σA ⊗ τR∥2 ≤ λmin(σA)λmin(τR) = 1
d
λmin(σA).
Thus, Lemma 11.1.1 proves that Φn(ΩA:R) ∈ SEP(A : R) for n sufficiently large; hence,
Φ is EEB.
Now that we have found an example of a class of EEB quantum channels, let us
speculate this is the only such class1.
Wrong conjecture 1: Φ is EEB if and only if it is primitive.
Counterexample: Consider the simple quantum channel
Φ(ρ) = tr(ρ) |0⟩ ⟨0| .
1This turns out to be correct in the simpler case of continuous-time Markov quantum semigroups
[HRS20]
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Then Φ has a rank-1 invariant state (and thus is not primitive), but is also entanglement-
breaking and hence eventually entanglement-breaking.
What if we restrict our considerations to channels with a full-rank invariant state?
Wrong conjecture 2: If Φ has a full-rank invariant state, then it is EEB if and only if it is
primitive.
Counterexample: Let H = H1 ⊕H2, and Φ = Φ1 ⊕ Φ2. That is, for a state ρ ∈ D(H),
Φ
((
ρ11 ρ12
ρ21 ρ22
))
:=
(
Φ1(ρ11) 0
0 Φ2(ρ22)
)
where each ρij is a block-matrix, namely the part of ρ mapping Hj → Hi. If Φ1 satisfies
(11.1) with some σ1 and Φ2 satisfies (11.1) with some state σ2, then similarly as before,
Φ is EEB. However,
Φn(ρ)
n→∞−−−→ tr[ρ11]σ1 ⊕ tr[ρ22]σ2,
so Φ does not satisfy (11.1): the final state still depends on the input.
In this example, however, Φ is the direct sum of primitive channels. Let us allow that
too.
Wrong conjecture 3: If Φ has a full-rank invariant state, then it EEB if and only if it is
primitive or the direct sum of primitive channels.
Counterexample: Consider if for some k, Φk is the sum of primitive channels, but Φ itself
is not. For example,
Φ
((
ρ11 ρ12
ρ21 ρ22
))
:=
(
tr(ρ22)σ1 0
0 tr(ρ11)σ2
)
for some full-rank states σ1, σ2. Then
Φ2
((
ρ11 ρ12
ρ21 ρ22
))
=
(
tr(ρ11)σ1 0
0 tr(ρ22)σ2
)
is the direct sum of primitive channels. Thus, Φ2 is eventually entanglement-breaking, as
in the previous example, and so Φ is EEB too.
It turns out the next logical conjecture, that if Φ has a full-rank invariant state, then
it is EEB if and only if it is eventually primitive or the direct sum of primitive channels,
is correct, as shown by Theorem 11.3.8.
212 Characterizing EEB channels
11.2 Entanglement classes of quantum channels
A map Φ : B(H) → B(H) is of positive partial transpose (PPT) if (T ◦ Φ) ⊗ idH is a
positive operator, where T is the partial transpose w.r.t. to some basis. The class of
PPT channels on H is called PPT(H), and the class of entanglement-breaking channels
on H is denoted EB(H). As the set of separable bipartite states is a subset of the set of
bipartite states with a positive partial transpose, it follows that EB(H) ⊆ PPT(H).
Given a quantum channel Φ : B(H)→ B(H), the sequence {Φn}n∈N is called a discrete
time quantum Markov semigroup (discrete time QMS). Here, semigroup refers simply to
the property that Φn+m = Φn ◦ Φm. We will often discuss properties of a discrete time
QMS {Φn}n∈N by simply referring to the associated quantum channel Φ.
In this chapter, we study the entanglement properties of quantum Markovian evolu-
tions in discrete time. A discrete time QMS {Φn}n∈N is said to be eventually entanglement
breaking (EEB) if there exists n0 ∈ N such that for any n ≥ n0, Φn is entanglement
breaking. The class of eventually entanglement breaking Markovian evolutions is denoted
by EEB(H). We also say a quantum channel Φ is eventually entanglement breaking
if the discrete QMS {Φn}∞n=1 is eventually entanglement breaking. On the other hand,
Markovian evolutions which are not entanglement breaking at any finite time are called
entanglement saving, using language introduced by Lami and Giovannetti [LG16]; the
class of entanglement saving Markovian evolutions is denoted by ES(H). Thus, the set
of all discrete-time Markovian evolutions decomposes into two disjoint classes,
EEB(H) ⊔ ES(H). (11.2)
Lami and Giovannetti also introduce the notion of asymptotically entanglement saving
evolutions in the discrete-time case. They showed that every discrete time QMS has at
least one limit point, and either all of the limit points of a discrete time QMS {Φn}∞n=1 are
entanglement breaking, or none of them are. They term the latter case as asymptotically
entanglement saving, and we denote the set of asymptotically entanglement saving
evolutions on H as AES(H). In analogy, we call the former case by asymptotically
entanglement breaking, denoted AEB(H). Thus, the set of discrete time QMS on H
decomposes into the disjoint classes
AES(H) ⊔ AEB(H). (11.3)
It is interesting to compare (11.2) and (11.3). A discrete time QMS {Φn}∞n=1 is AES if the
limit points of the sequence {J(Φn)}∞n=1 are all entangled. Since J(Φn+1) = Φ⊗ id(J(Φn)),
11.2 Entanglement classes of quantum channels 213
Discrete-time
Primitive Irreducible Faithful Unital
EEB
Theorem 11.3.7
[RJP18]
Fig. 11.1 Relations between classes of quantum Markov semigroups, in which arrows
represent subsets; e.g., primitive discrete-time quantum Markov semigroups are a subset
of irreducible discrete-time quantum Markov semigroups. The dashed arrows indicate
relations which only hold for quantum Markov semigroups {Φn}∞n=1 associated to a PPT
channel Φ. The arrows without annotations are standard and are discussed in the text.
if J(Φn+1) is entangled, J(Φn) must be as well. In particular, if {Φn}∞n=1 ∈ AES(H),
then J(Φn) is entangled for every n, and the discrete time QMS is entanglement saving.
So we see AES(H) ⊆ ES(H). However, a priori, an entanglement saving QMS could be
asymptotically entanglement breaking: at any finite n, J(Φn) could be entangled, but
in the limit, J(Φn) could be in the set of separable states (though necessarily on the
boundary). We therefore define EB∞(H) = AEB(H) ∩ ES(H), the set of discrete time
QMS which are asymptotically entanglement breaking, but not entanglement breaking
for any finite n. With this notion, we may relate (11.2) and (11.3). We have the disjoint
decomposition of the set of all discrete time QMS, denoted dQMS(H), satisfies
dQMS(H) =
AEB(H)︷ ︸︸ ︷
EEB(H)⊔ ︸ ︷︷ ︸
ES(H)
EB∞(H) ⊔ AES(H). (11.4)
Remark. The isomorphism between bipartite states and CP maps given by the Choi matrix
and the equivalence between EB maps and separable states discussed in Section 10.2.2
allows us to directly translate results on the entanglement loss of CP maps to statements
about the separability of a bipartite state. We will mostly state our results in the picture
of CPTP maps (see also Section 11.3.3 for a method to remove the TP assumption), but
it should be straightforward to derive the corresponding statements for bipartite states.
Some of the definitions introduced in this chapter, along with a preview of some of
the results, are depicted diagrammatically in Figure 11.1.
Let us now consider an example to illustrate these definitions and show that all sets
arise naturally in physical systems.
Example 11.2.1. Consider a discrete time quantum Markov semigroup {Φn}n∈N asso-
ciated to a repeated interaction system, in which a system S interacts with a chain of
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identical probes Ek, one at a time, for a duration τ . During the interaction, the dynamics
of the system are modeled by a Hamiltonian evolution, and at the times (kτ)k≥1, the
evolution forms a semigroup. In this example, the system and each probe are 2-level sys-
tems, with associated Hilbert spaces HS = HE = C2. We define Hamiltonians hS = Ea∗a
and hE = E0b∗b, where a/a∗, resp. b/b∗, are the annihilation/creation operators for S,
resp. E , and E ∈ R>0 (resp. E0 ∈ R>0) corresponds to the energy of the excited state of
S (resp. E). We can express these operators in the (ground state, excited state) basis of
each system by
a = b =
(
0 1
0 0
)
, a∗ = b∗ =
(
0 0
1 0
)
, a∗a = b∗b =
(
0 0
0 1
)
.
We consider the initial state of each probe to be a thermal state,
ξβ =
exp(−βhE)
tr[exp(−βhE)] =
(
1
1+e−βE0 0
0 e
−βE0
1+e−βE0
)
where β ∈ [0,∞] represents the inverse temperature (setting Boltzmann’s constant to
one). In the case of zero-temperature (β =∞), we take
ξ∞ = lim
β→∞
ξβ =
(
1 0
0 0
)
.
We consider an interaction modeling the two systems coupling through their dipoles, in
the rotating wave approximation. In this setting, the system and each probe interact via
the potential λvRW ∈ B(HS ⊗HE), where λ ≥ 0 is a coupling constant, and
vRW =
u1
2
(a∗ ⊗ b+ a⊗ b∗)
where u1 is a constant, which we take to be equal to 1 with units of energy. This is a
common approximation in the regime |E − E0| ≪ min{E,E0} and λ≪ |E0|.
The system begins in some state ρi, couples with the first probe (in thermal state ξβ),
and evolves for a time τ > 0 according to the unitary operator
U := exp(−iτ(hS ⊗ id+ id⊗hE + λvRW)).
That is, ρi ⊗ ξβ evolves to U (ρi ⊗ ξβ)U∗. Then we trace out the probe to obtain
ρ1 := trE(U (ρi ⊗ ξβ)U∗).
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This process is repeated, and at the end of the kth step, the system is in the state
ρk = trE(U (ρk−1 ⊗ ξβ)U∗) = Φk(ρi)
where Φ is the quantum channel given by
Φ(η) := trE(U( η ⊗ ξβ )U∗) = Φk(ρi).
What class in the decomposition (11.4) does the discrete time QMS {Φn}n∈N lie in? To
answer that question, we first compute the eigenvectors and eigenvalues of Φ, yielding
Φ(ρβ∗) = ρβ∗ , Φ(a) = γa, Φ(a
∗) = γ¯a∗, Φ(σz) = |γ|2σz
where σz =
(
1 0
0 −1
)
is the Pauli-z matrix,
γ := e−
1
2
iτ(E0+E)
(
cos
τν
2
+ i
(E0 − E)
ν
sin
τν
2
)
for ν :=
√
(E0 − E)2 + λ2, and, defining the rescaled inverse temperature β∗ := E0E β,
ρβ∗ :=
(
1
1+e−β∗E 0
0 e
−β∗E
1+e−β∗E
)
= ξβ
is a thermal state on HS represented by the same matrix as ξβ. In the case β =∞, we
set ρβ∗ :=
(
1 0
0 0
)
= ξ∞. Note
|γ| =
√
1− λ
2
ν2
sin2
(ντ
2
)
≤ 1
as required, since Φ is a CPTP map. In [LG16, Prop. 23] the authors show that a qubit
channel is AES if and only if it is a unitary channel, which in turn is equivalent to it
having determinant 1. Thus, we have {Φn}n∈N ∈ AES(H) if and only if |γ| = 1.
To analyze whether or not Φn is entanglement-breaking, it suffices to check if J(Φn)
is PPT, as Φ is a qubit channel. To that end, define the Gibbs factor g = exp(−βE0)
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and partition function Z = 1 + g. Then we have
ρβ∗ + gZ
−1σz =
(
1 0
0 0
)
, ρβ∗ − Z−1σz =
(
0 0
0 1
)
.
Thus, taking (|0⟩ , |1⟩) to be the (ground state, excited state) basis for each system,
(id⊗T )J(Φn) =
1∑
i,j=0
Φn(|i⟩ ⟨j|)⊗ |j⟩ ⟨i|
=
(
Φn(ρβ∗ + Z
−1σz) Φn(a∗)
Φn(a) Φn(ρβ∗ − gZ−1σz)
)
=
(
ρβ∗ + |γ|2nZ−1σz) γ¯na∗
γna ρβ∗ − |γ|2ngZ−1σz)
)
=

Z−1(g + |γ|2n) 0 0 0
0 Z−1(1− |γ|2n) γ¯n 0
0 γn Z−1g(1− |γ|2n) 0
0 0 0 Z−1(1 + g|γ|2n)

which has eigenvalues
Z−1(g + |γ|2n), Z−1(1 + g|γ|2n), 1− |γ|
2n
2
± 1
2
√
(1− |γ|2n)2
(
g − g−1
g + g−1
)2
+ 4|γ|2n
for g ∈ (0, 1], and
1, 1, ±|γ|2n
for g = 0. In either case, the eigenvalues only depend on the independent parameters
|γ| ∈ [0, 1] and g ∈ [0, 1]. Since (id⊗T )J(Φn) ≥ 0 is equivalent to Φn ∈ EB(H), we find
• If |γ| = 1, {Φn}n∈N ∈ AES(H). This occurs when ντ ∈ 2πZ; in this case, Φ is a
unitary channel.
• If |γ| = 0, then Φ ∈ EB(H). This occurs when E = E0, and ντ ∈ π + 2πZ. In this
case, Φ = ρβ∗ tr[·].
• If |γ| ∈ (0, 1) and g = 0, {Φn}n∈N ∈ EB∞(H). In this case, β = ∞ and Φ has a
unique peripheral eigenvalue, namely 1, with non-full-rank invariant state, |1⟩ ⟨1|.
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• If |γ| ∈ (0, 1) and g ∈ (0, 1], then {Φn}∞n=1 ∈ EEB(H), and in particular, the
minimal n such that Φn ∈ EB(H) is given by n = max(1, ⌈1
2
logB(g)
log |γ| ⌉) where
B(g) :=
1 + 4g2 + g4 − (1 + g2)√1 + 6g2 + g4
2g2
∈ (0, 3− 2
√
2] for g ∈ (0, 1].
In this case, Φ is primitive, with faithful invariant state ρβ∗ .
Repeated interaction systems are returned to in Chapter 12 and this example is revisited
in Section 12.9.
11.3 Which quantum channels are eventually
entanglement-breaking?
In order to better characterize discrete-time evolutions for which asking the titular ques-
tion makes sense, we first need to leave aside those evolutions for which the phenomenon
does not occur, that is, evolutions that either destroy entanglement after an infinite
amount of time (EB∞), or even those of never-vanishing output entanglement (AES).
A large part of this question was already answered in the discrete time case by
[LG16]. In that work (Theorem 21), the authors showed that, given a quantum channel
Φ : B(H)→ B(H) with dim(kerΦ) < 2(dH− 1), {Φn}n∈N ∈ ES(H) if and only if either it
has a non-full rank positive fixed point, or the number of peripheral eigenvalues is strictly
greater than 1, which itself is equivalent to the existence of 1 ≤ n ≤ dH such that Φn has
a non-full rank positive fixed point. In the same paper, the authors showed that if Φ
has more than dH peripheral eigenvalues, then {Φn}n∈N is asymptotically entanglement
saving. These interesting results clearly show the link between the spectral properties of
the quantum channel Φ and the entanglement properties of the corresponding discrete
time quantum Markov semigroup {Φn}n∈N. In the next subsections, we further develop
this intuition. First, we prove the following simple consequence of a result from [LG16].
Lemma 11.3.1. Let Φ be a quantum channel on H with dH peripheral eigenvalues
counted with multiplicity and at least one non-zero non-peripheral eigenvalue. Then
{Φn}n∈N ∈ ES(H).
Proof. For any N , ΦN has dH peripheral eigenvalues and at least one non-peripheral
eigenvalue non-zero. Thus, if {λk}d2k=1 are the eigenvalues of Φ counted with multiplicity,
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we have
∥ΦN∥1 ≥
d2∑
k=1
|λNk | = dH +
∑
λk:|λk|<1
|λNk | > dH .
The result follows from the fact that a quantum channel Ψ : B(H)→ B(H),
∥Ψ∥1 > dH =⇒ Ψ ̸∈ EB(H) (11.5)
which is due to the reshuffling criterion [CW03] (see, e.g. [LG16, eq. (47)]).
11.3.1 Irreducible evolutions
The previous result suggest looking at channels with less than dH peripheral eigenvalues
counted with multiplicity in order to characterize EEB. Since primitive channels are
eventually entanglement-breaking, a natural next step is to consider the wider class of
irreducible channels introduced in Section 10.3.
As a first step, Proposition 10.3.8 shows that the peripheral eigenvectors of irreducible
channels Φ commute. In Theorem 32 of [LG16], the authors show that asymptotically
entanglement saving channels are characterized by the fact that they possess at least
two noncommuting phase points. This implies {Φn}n∈N ∈ AEB(H), which generalizes
Corollary 6.1 of [RJP18] to the non-unital case. There, the authors show that a unital
irreducible quantum channel is AEB if and only if its phase space is commutative.
Next, the intertwining property (10.19) of irreducible maps is very useful for un-
derstanding their entanglement breaking properties. In fact, a slight generalization of
this property will prove useful. Recall that an orthogonal resolution of the identity is a
collection of orthogonal projections which sum to the identity.
Definition 11.3.2 (
({pi}z−1i=0 , {p˜i}z−1i=0 )-block preserving). Given two orthogonal reso-
lutions of the identity, {pi}z−1i=0 and {p˜i}z−1i=0 , we say that a quantum channel Φ is({pi}z−1i=0 , {p˜i}z−1i=0 )-block preserving if for all i, j ∈ {0, . . . , z − 1},
Φ(piB(H)pj) ⊆ p˜iB(H)p˜j.
From (10.19), if Φ is irreducible, then Φk is
({pi}z−1i=0 , {pi−k}z−1i=0 )-block preserving.
Using this notion, the following result shows that PPT channels which are block preserving
in the above sense must annihilate off-diagonal blocks. In this work, this is the key
property that links PPT channels to eventually entanglement-breaking channels. We
note that results of a similar flavor were shown in [Car16; Car19].
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Lemma 11.3.3. If Φ is a PPT quantum channel and is
({pi}z−1i=0 , {p˜i}z−1i=0 )-block preserv-
ing, then
Φ(piB(H)pj) = {0} (11.6)
for all i ̸= j.
Proof. Let us prove the contrapositive. Assume for some i ̸= j, Φ(piB(H)pj) ̸= {0};
without loss of generality, take i = 0 and j = 1. Then let |0⟩ ⟨1| ∈ p0B(H)p1 such that
Φ(|0⟩ ⟨1|) ̸= 0. Then also Φ(|1⟩ ⟨0|) ̸= 0. Consider Ω01 = |Ω01⟩ ⟨Ω01|, the unnormalized
Bell state associated to |Ω01⟩ := |00⟩+ |11⟩. The block-preserving assumption yields
Φ(|i⟩ ⟨j|) = Φ(pi |i⟩ ⟨j| pj) = p˜iΦ(|i⟩ ⟨j|)p˜j
for each i, j ∈ {0, 1}. Then, neglecting rows and columns of all zeros, (Φ⊗ id)(Ω01) can
be written as
(Φ⊗ id)(Ω01) =
1∑
i,j=0
Φ(|i⟩ ⟨j|)⊗ |i⟩ ⟨j| =

Φ(|0⟩ ⟨0|) 0
0 0
0 Φ(|1⟩ ⟨0|)
0 0
0 0
Φ(|0⟩ ⟨1|) 0
0 0
0 Φ(|1⟩ ⟨1|)

as {p˜0, p˜1} blocks in the {|0⟩ , |1⟩} basis. Now, taking the partial transpose on the first
system,
(T ⊗ id) ◦ (Φ⊗ id)(Ω01) =

Φ(|0⟩ ⟨0|) 0
0 0
0 0
Φ(|1⟩ ⟨0|) 0
0 Φ(|0⟩ ⟨1|)
0 0
0 0
0 Φ(|1⟩ ⟨1|)
 .
The eigenvalues of this matrix are the eigenvalues of Φ(|0⟩ ⟨0|), together with the eigen-
values of Φ(|1⟩ ⟨1|), and the eigenvalues of the block matrix
X =
(
0 Φ(|1⟩ ⟨0|)
Φ(|0⟩ ⟨1|) 0
)
.
Since X is non-zero, self-adjoint, and traceless, it must have both strictly positive and
strictly negative eigenvalues. Thus, (T ⊗ id) ◦ (Φ⊗ id)(Ω01) has negative eigenvalues, so
(Φ⊗ id)(Ω01) is not PPT.
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Proposition 11.3.4. Let Φ be an irreducible CPTP map, k ≥ 1, and let us adopt the
notation of Proposition 10.3.8. Assume Φ is not primitive (i.e z ≥ 2). Then
Φk ∈ PPT(H) =⇒ Φk(piB(H)pj) = {0} ∀ i ̸= j. (11.7)
On the other hand, if
Φk(piB(H)pj) = {0} ∀ i ̸= j (11.8)
and additionally, for each j such that rank pj ≥ 2,∥∥J(ΦkQ|pjB(H)pj)∥∥2 ≤ zλmin(σ|pjH) (11.9)
then Φk ∈ EB(H).
In the case z = dH, we may write pj = |j⟩ ⟨j| for j = 0, . . . , z − 1. In this case,
ΦkQ(|i⟩ ⟨j|) = 0 for all i ̸= j, if and only if Φk ∈ EB(H).
Remark. Under the assumption (11.8),
∥J(ΦkQ)∥2 ≤ zλmin(σ) (11.10)
implies (11.9), as
∥J(ΦkQ|pjB(H)pj)∥2 ≤
z−1∑
n=0
∥J(ΦkQ|pnB(H)pn)∥2 = ∥J(ΦkQ)∥2 ≤ zλmin(σ) ≤ zλmin(σ|pj).
Proof. (11.7) follows immediately from the fact that if Φ is irreducible, then Φk is({pi}z−1i=0 , {pi−k}z−1i=0 )-block preserving, and Lemma 11.3.3.
Next, assume (11.8) holds. Let {|i⟩}dH−1i=0 be an orthonormal basis of H such that
there are disjoint index sets {In}z−1n=0 such that for each n, |i⟩ ∈ pnH for i ∈ In. Taking
the Choi matrix in the |i⟩ basis,
J(Φk) =
∑
i,j
Φk(|i⟩ ⟨j|)⊗ |i⟩ ⟨j|
=
z−1∑
n=0
∑
i,j∈In
Φk(|i⟩ ⟨j|)⊗ |i⟩ ⟨j|
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using that Φk(|i⟩ ⟨j|) = 0 whenever i and j do not share an index set In, which follows
from (11.8). Then (see e.g. (10.24)):
J(Φk) =
z−1∑
n=0
∑
i,j∈In
(
δi,j z pn−k σ + ΦkQ(|i⟩ ⟨j|)
)⊗ |i⟩ ⟨j|
=
z−1∑
n=0
(
z pn−k σ ⊗ pn +
∑
i,j∈In
ΦkQ(|i⟩ ⟨j|)⊗ |i⟩ ⟨j|
)
.
We note that
∑
i,j∈In Φ
k
Q(|i⟩ ⟨j|)⊗|i⟩ ⟨j| ∈ pn−k⊗pnB(H⊗H)pn−k⊗pn, since both Φ and
ΦP map pnB(H)pn to pn−1B(H)pn−1 (see eqs. (10.19) and (10.23)). Since by assumption
∥J(ΦkQ|pnB(H)pn)∥2 ≤ zλmin(σ|pnH)
then Lemma 11.1.1 applied to the Hilbert space pn−kH⊗ pnH gives that zσ⊗1|pn−kH⊗ pnH+
J(ΦkQ|pnB(H)pn) is separable on that space. We may embed this state in B(H⊗H) (without
changing the tensor product structure) yielding that
pn−k ⊗ pn
(
zσ ⊗ 1+ J(ΦkQ)
)
pn−k ⊗ pn
is a non-full-rank separable state on B(H⊗H). By Lemma 10.2.4, summing over n yields
that J(Φk) is separable, so Φk ∈ EB(H).
For the case z = d, we simply note that rank pj = 1 for all j, and hence the statement
follows from the above two results.
Since the limit points of {J(Φn)}∞n=1 are separable but arbitrarily close to entangled
states (as shown in the remarks following Proposition 10.3.8) the question arises of
whether or not there are quantum channels that are both irreducible and in EB∞(H). In
the case that Φ has maximal period z = dH, Lemma 11.3.1 resolves this affirmatively as
long as ΦQ is not nilpotent. In the case when the period is much less than the dimension;
say z = 2 < dH, then the underlying argument (relying on the reshuffling criterion
via (11.5)) provides little help: ∥Φn∥1 = z + o(n) < dH for large n. However, using
Proposition 11.3.4, we can design EB∞(H) irreducible channels rather easily, as shown
in the following example.
Example 11.3.5. Let us construct an irreducible quantum channel Φ via Proposi-
tion 10.3.8. with period z = 2. We choose any full rank state σ as the invariant state, and
any pair of orthogonal projections {p1, p2} which commute with σ as the Perron-Frobenius
projections. Let dj = rank pj for j = 0, 1, and let {|ei⟩}d0−1i=0 be an eigenbasis of σp0 and
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likewise {|fi⟩}d1−1i=0 be an eigenbasis of σp1. For some λ ∈ C with |λ| < 1, define ΦQ by
ΦQ(|ei⟩ ⟨ej|) = ΦQ(|fi⟩ ⟨fj|) = 0,
ΦQ(|ei⟩ ⟨fj|)∗ = ΦQ(|fi⟩ ⟨ej|) = δi,0δj,0λ¯ |e0⟩ ⟨f0|
for each i, j. Then ΦQ(σpj) = Φ∗Q(pj) = 0, spr(ΦQ) = |λ| < 1. Since
J(ΦQ) = λ |f0⟩ ⟨e0| ⊗ |f0⟩ ⟨e0|+ λ¯ |e0⟩ ⟨f0| ⊗ |f0⟩ ⟨e0| ,
we have ∥J(ΦQ)∥2 =
√
2 |λ|. Thus, choosing λ to satisfy 0 < |λ| < min(1,√2λmin(σ)),
we have J(ΦQ) ≥ −J(ΦP ) by (10.26), and Φ is an irreducible CPTP map of period 2.
Moreover,
ΦnQ(|e0⟩ ⟨f0|) =
λn |f0⟩ ⟨e0| n oddλn |e0⟩ ⟨f0| n even
which is non-zero for any n. Thus, Φ ∈ EB∞(H) by Proposition 11.3.4.
Remark. It was proven in Theorem 21 of [LG16] that if the number of zero eigenvalues of
Φ is strictly less than 2(dH − 1), the fact that Φ has at least two peripheral eigenvalues
implies that it is entanglement saving. However, in the present example, Φ has four
non-zero eigenvalues (two peripheral, and ±|λ|), and therefore d2H − 4 zero eigenvalues.
Thus, for dH ≥ 3, Theorem 11 of [LG16] does not apply to Φ.
Proposition 11.3.4 implies the following corollary, which is extended to the non-
irreducible case in the next section.
Corollary 11.3.6. Any irreducible PPT channel Φ : B(H) → B(H) is eventually
entanglement breaking.
Proof. Since the channel is PPT, (11.8) holds. Then setting ℓ := spr(ΦQ) < 1, by
Gelfand’s formula we have that for any ε ∈ (0, 1− ℓ), there exists n0 > 0 such that for
all k ≥ n0,
∥J(ΦkQ)∥2 = ∥ΦkQ∥2 ≤ (ℓ+ ε)k.
Thus, for k large enough, ∥J(ΦkQ)∥2 ≤ zλmin(σ) and (11.9) holds. Hence, Φk ∈ EB(H).
Remark. [HRS20] provides many quantitative estimates of entanglement-breaking times
which are omitted here.
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11.3.2 Beyond irreducibility
A non-irreducible channel can be decomposed into irreducible components, on which it
acts irreducibly. More specifically, we may decompose the identity 1 of H into maximal
subspaces with corresponding orthogonal projections D,P1, . . . , Pn such that Φ restricted
to PiB(H)Pi is irreducible, and DH is orthogonal to the support of every invariant state
of Φ [CP16]. In particular, D = 0 is equivalent to Φ being a faithful quantum channel
(that is, possessing a full-rank invariant state). In general, Φ may act non-trivially on
PiB(H)Pj for i ̸= j. The following proposition shows that this is not the case for PPT
maps Φ.
Theorem 11.3.7. Any faithful PPT channel Φ : B(H) → B(H) is the direct sum of
irreducible PPT quantum channels, and therefore is eventually entanglement breaking.
Remark. This result extends that of [KMP17] where it was shown that PPT maps are
AEB. It also completes Theorem 4.4 of [RJP18] where it was shown that any unital PPT
channel is EEB.
Proof. As Φ has an invariant state of full rank, it follows from [CP16] that we may
decompose the identity 1 of H into maximal subspaces with corresponding orthogonal
projections P1, . . . , Pn s.t. Φ restricted to PiB(H)Pi is irreducible. We will call PiB(H)Pi
a maximal irreducible component. From [CP16, Proposition 5.4], we have that
Φ(PiD(H)Pj) ⊆ PiB(H)Pj
and hence linearity yields
Φ(PiB(H)Pj) ⊆ PiB(H)Pj.
Thus, Φ is
({Pi}ni=1, {Pi}ni=1)-block preserving, and by Lemma 11.3.3,
Φ(PiB(H)Pj) = {0}
for each i ̸= j. Hence, Φ =⊕ni=1Φi for Φi = Φ|PiB(H)Pi . Each Φi is irreducible and PPT
and hence EEB by Corollary 11.3.6. Thus, Φ is EEB as well.
Combining Theorem 11.3.7 with that observation that for an irreducible channel Φ of
period z, the channel Φz is the direct sum of primitive channels leads to the following
structural result.
Theorem 11.3.8. Let Φ : B(H)→ B(H) be a faithful quantum channel. The following
are equivalent.
224 Characterizing EEB channels
1. Φ ∈ EEB(H),
2. Φ is eventually PPT, meaning Φn ∈ PPT(H) for some n ∈ N,
3. Φd2HZ is the direct sum of primitive channels, where Z is the least common multiple
of the periods of Φ restricted to each of its irreducible components,
4. Φn is the direct sum of primitive channels for some n ≤ d2H exp(1.04 dH).
Remark. This provides a characterization of EEB(H) for faithful channels.
Proof. We will show the chain of implications
(4) =⇒ (1) =⇒ (2) =⇒ (3) =⇒ (4),
establishing the stated equivalence.
Since primitive channels are eventually entanglement breaking2, the direct sum of
primitive channels Φ =
⊕
iΦi is also eventually entanglement breaking, as
J(Φn) =
⊕
i
J(Φni )
is separable once each J(Φni ) is separable. Thus, (4) implies (1).
Next, that (1) implies (2) is immediate. Let us see that (2) implies (3). Let
Φ ∈ EEB(H) be a faithful quantum channel which is eventually PPT. Without loss of
generality, assume Φ is not irreducible. Recall from the proof of Theorem 11.3.7 that
there exist P1, . . . , Pk ∈ B(H) distinct orthogonal projections such that Φ(PiB(H)Pi) ⊆
Φ(PiB(H)Pi) with
∑
i Pi = 1, which moreover satisfy
Φ(PiB(H)Pj) ⊆ Φ(PiB(H)Pj)
for all i and j, and Φi = Φ|PiB(H)Pi is irreducible, with some period zi, and Perron-
Frobenius projections {p(i)k }zi−1k=0 . Let Z be the least common multiple of the periods zi.
Then
ΦZ(p
(j)
i PjB(H)Pkp(k)ℓ ) ⊆ p(j)i PjB(H)Pkp(k)ℓ (11.11)
for each i, j, k, ℓ. Moreover, since Φ is eventually PPT, ΦnZ is PPT for some n ∈ N.
Hence, by Lemma 11.3.3 and (11.11),
ΦnZ(p
(j)
i PjB(H)Pkp(k)ℓ ) = {0}
2As shown in Section 11.1
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unless j = k and i = ℓ. For j ̸= k and i ̸= ℓ, ΦZ |
p
(j)
i PjB(H)Pkp(k)ℓ
is therefore a nilpotent lin-
ear endomorphism (on the vector space p(j)i PjB(H)Pkp(k)ℓ ). Since dim(p(j)i PjB(H)Pkp(k)ℓ ) ≤
d2H, we have
Φd
2Z(p
(j)
i PjB(H)Pkp(k)ℓ ) = {0}
Hence, Φd2Z =
⊕n
i=1
⊕zi−1
j=0 Φij is the direct sum of primitive quantum channels Φij :=
Φd
2Z
∣∣∣
B(pjPiH)
.
To prove (3) implies (4), we upper bound Z. Since each period is at most dH, Z is at
most the least common multiple of the natural numbers 1, . . . , dH. By [RS62, Theorem
12], we thus have
Z ≤ exp(1.03883 dH).
11.3.3 Reduction to the trace-preserving case
When considering quantum channels as a form of time evolution, trace-preservation is a
natural assumption as an analog of conserving total probability. When considering maps
resulting from the inverse Choi isomorphism J−1 applied to bipartite operators, however,
the map J−1(ρAA˜) is trace-preserving if and only if the first marginal is completely mixed:
ρA = 1A. Thus, a priori, results about quantum channels only provide results about a
restricted class of bipartite operators. However, as shown by Proposition 11.3.9 below, a
large class of CP maps are (up to normalization) similar to CPTP maps. Moreover, this
similarity transformation preserves many properties.
Recall that spr(Φ) denotes the spectral radius of a map Φ, defined as spr(Φ) :=
maxλ |λ|, where λ ranges over the eigenvalues of Φ, and that the spectral radius of a
quantum channel is 1.
Proposition 11.3.9. Let Φ be a CP map such that for some X > 0, Φ∗(X) = spr(Φ)X
and for some σ > 0, Φ(σ) = spr(Φ)σ. Then
PX(Φ) := 1
spr(Φ)
ΓX ◦ Φ ◦ Γ−1X , where ΓX(Y ) := X1/2Y X1/2 (11.12)
has the following properties:
1. PX(Φ) is a faithful quantum channel
2. PX(Φn) = PX(Φ)n, where powers denote repeated composition
3. PX(Φ) is EB if and only if Φ is EB
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4. PX(Φ) is PPT if and only if Φ is PPT
Remarks.
• This transformation is not novel; the map Γσ◦Φ∗◦Γ−1Φ(σ) is known as the Petz recovery
map [Pet03], and is usually considered in the case of CPTP maps Φ. Replacing
Φ with Φ∗ and σ with X yields (11.12) in the case that Φ∗(X) = spr(Φ)X. This
transformation has also been considered in [HJPR18, Appendix A] in order to study
the spectral properties of deformed CP maps as a function of the deformation. See
[Wol12, Theorem 3.2] for a similar but slightly different approach (using Φ∗(1)
instead of X).
• By the Perron-Frobenius theory (see [EH78, Theorem 2.5]), if Φ is a positive
map, then the spectral radius spr(Φ) is an eigenvalue of Φ, and Φ admits a
positive semidefinite eigenvector σ, which can be normalized to have unit trace.
Since spr(Φ) = spr(Φ∗), the same logic applied to Φ∗ yields X ≥ 0 such that
Φ∗(X) = spr(Φ)X. Hence, the assumption of Proposition 11.3.9 is that both of
these eigenvectors are full rank.
• This transformation cannot be applied in general to a CPTP map Φ in order to
obtain a CPTP unital map Φ˜, since trace-preservation will be lost. An intuitive
way to see this is that a similarity transformation corresponds to a choice of (non-
orthogonal) basis, and by fixing Φ∗(1) = 1, we choose a particular basis for Φ in
which the dual eigenvector for spr(Φ) is represented by the identity matrix. Thus,
in general, we cannot simultaneously choose a basis to fix a representation for the
eigenvector of spr(Φ).
Proof. 1. PX(Φ) is the positive multiple of the composition of CP maps and hence is
CP. Since
PX(Φ)∗ = 1
spr(Φ)
Γ−1X ◦ Φ∗ ◦ ΓX
we have that PX(Φ)∗ is unital:
PX(Φ)∗(1) = 1
spr(Φ)
Γ−1X ◦ Φ∗(X) = Γ−1X (X) = 1
and hence PX(Φ) is TP. Lastly, ρ := ΓX(σ)tr[...] is a full-rank invariant state for PX(Φ):
up to normalization,
PX(Φ)(ρ) = 1
spr(Φ)
ΓX ◦ Φ ◦ Γ−1X ◦ ΓX(σ) =
1
spr(Φ)
ΓX ◦ Φ(σ) = ΓX(σ) = ρ
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and hence PX(Φ) is faithful.
2. We have
PX(Φn) = 1
spr(Φn)
ΓX ◦ Φn ◦ Γ−1X
=
1
spr(Φ)n
ΓX ◦ Φn−1 ◦ Γ−1X ◦ ΓX ◦ Φ ◦ Γ−1X
= . . .
=
1
spr(Φ)n
ΓX ◦ Φ ◦ Γ−1X ◦ ΓX ◦ Φ ◦ Γ−1X ◦ · · · ◦ ΓX ◦ Φ ◦ Γ−1X
= PX(Φ)n.
3. If Φ is EB, then Φ ⊗ id(B(HA ⊗ HB)+) ⊆ SEP(A : B). Since X is invertible,
Γ−1X ⊗ id(B(HA ⊗HB)+) = B(HA ⊗HB)+. Hence Φ ◦ Γ−1X ⊗ id is EB. Since SEP is
invariant under local positive operations, PX(Φ) is EB too. The converse follows
the same way.
4. The same proof holds with SEP(A : B) replaced by PPT(A : B) and EB replaced
by PPT.
This transformation allows us to establish our most general result on the entanglement-
breakability of PPT maps.
Theorem 11.3.10. Let Φ be a CP map such that for some X > 0, Φ∗(X) = spr(Φ)X
and for some σ > 0, Φ(σ) = spr(Φ)σ. Then if Φ is PPT, it is EEB.
Proof. By (1), PX(Φ) is faithful, CPTP, and by (4) PPT. Hence, for some n, PX(Φ)n =
PX(Φn) is EB, using (2) and Theorem 11.3.7. Then Φn is EB by (3).

Chapter 12
Repeated interaction systems
In the previous chapter, we investigated the finite-time entanglement breaking properties
of discrete quantum Markov semigroups (QMS) {Φn}∞n=1. In this chapter, we will discuss
repeated interaction systems, which provide a physical model from which such QMS,
and others, arise. We will see how delving into more of the details of the physical
model permits us to make a more refined analysis of the evolution of an initial state. In
particular, we will use a two-time measurement protocol in which indirect measurements
are performed on the system. The state of the system and other quantities of interest
can then be seen as random variables with respect to the distribution of measurement
outcomes. We will chiefly investigate the so-called entropy production of the evolution,
however, rather than entanglement-breaking properties of the maps in question.
We will also consider a generalization of the setting of the previous chapter. In the
systems considered in that chapter, the evolution of a state after n timesteps is given
by Φ ◦ Φ ◦ · · ·Φ︸ ︷︷ ︸
n times
. In this chapter, we consider systems in which the evolution over n
timesteps is given by a sequence Φn ◦ Φn−1 ◦ · · · ◦ Φ1 where one may have Φ1 ̸= Φ2
and so forth. However, the maps {Φk}k will be obtained in such a way as to guarantee
that consecutive maps differ only by a small amount O(1/T ) when the total number of
timesteps is given by T . This is the so-called adiabatic setting discussed in Section 12.5.
This chapter discusses the results of [HJPR18] with the aim of illustrating how the
use of the two-time measurement protocol (defined in Section 12.2) yields more detailed
information about the evolution of the system and its statistics. For the sake of focus
and brevity, many of the proofs of the technical results have been suppressed (but may
be found in the full text of [HJPR18]).
230 Repeated interaction systems
12.1 Repeated interaction systems
A repeated interaction system (RIS) consists of the system of interest S, along with
a structured environment E which consists of a chain of “probes” Ek, k = 1, 2 . . .. The
system S interacts with Ek (and only Ek) during the time interval
[
kτ, (k + 1)τ
)
, where
τ > 0 is the interaction time.
More specifically, we describe the quantum system S by a finite-dimensional Hilbert
space HS , a (time-independent) Hamiltonian hS = h∗S ∈ B(HS), and an initial state ρi ∈
D(HS). Likewise, the kth quantum probe Ek is described by a finite dimensional Hilbert
space HE,k, Hamiltonian hEk = h∗Ek ∈ B(HE,k), and initial state ξik ∈ D(HE,k). We assume
the probe Hilbert spaces HE,k are all identical, HE,k ≡ HE , and that the initial state of
each probe is a Gibbs state at inverse temperature βk > 0:
ξik =
e−βkhEk
tr(e−βkhEk )
.
We often use Zβ,k to denote the partition function tr(e−βkhEk ). We will consider a finite
number T ∈ N of probes as well as the limit T →∞.
The state of the system S evolves by interacting with each probe, one at a time, as
follows. Assume that after interacting with the first k − 1 probes the state of the system
is ρk−1. Then the system and the kth probe, with joint initial state ρk−1 ⊗ ξik, evolve for
a time τ via the free Hamiltonian plus interaction vk according to the unitary operator
Uk := exp
(− iτ(hS ⊗ id+ id⊗hEk + vk)),
yielding a joint final state Uk(ρk−1 ⊗ ξik)U∗k . The probe Ek is traced out, resulting in the
system state
ρk := trE
(
Uk(ρk−1 ⊗ ξik)U∗k
)
,
where trE is the partial trace over HE ; likewise, trS denotes the partial trace over HS . We
also introduce ξfk := trS
(
Uk(ρk−1⊗ξik)U∗k
)
. A diagram representing a repeated interaction
system is shown in Figure 12.1.
The evolution of the system S during the kth step is given by the reduced dynamics
Lk : B(HS)→ B(HS)
η 7→ trE
(
Uk(η ⊗ ξik)U∗k
)
, (12.1)
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ρk−1
S, hS
vk
Ek, hEk
ξik
Ek−1, hEk−1
Ek−2, hEk−2 Ek+2, hEk+2
ξik+2
Ek+1, hEk+1
ξik+1
· · · · · ·
Fig. 12.1 A schematic representation of a repeated interaction system, in which the system
S interacts, one a time, with a chain of probes E1, E2, . . ., at step k of the interaction.
The kth probe has a Hamiltonian hEk and initial state ξik, and interacts with the system
via a coupling vk. Before the kth interaction, the system, which has its own Hamiltonian
hS , starts in state ρk−1.
that is ρk = Lk(ρk−1). The reduced dynamics Lk is completely positive and trace-
preserving, and hence maps D(HS) to D(HS). By iterating this evolution, we find that
the state of the system S after k steps is given by the composition
ρk = (Lk ◦ · · · ◦ L1)(ρi). (12.2)
We often omit the parentheses and composition symbols. In the case that the probes
have identical Hamiltonians, hE ≡ hEk , and identical temperatures β ≡ βk, and the
system and each probe interacts with the system via identical couplings v ≡ vk, one
obtains identical reduced dynamics L ≡ Lk. In this case, ρk = Lk(ρi), where Lk denotes
the k-fold composition of L with itself. Hence, in this case the evolution of the system
forms a discrete-time QMS as discussed in the previous chapter. On the other hand, the
Stinespring dilation shows that any discrete-time QMS can be formulated as a repeated
interaction system with reduced dynamics L ≡ Lk (albeit one in which the probe has
zero temperature, i.e. β ≡ βk = +∞).
12.2 Two-time measurement protocols
We now describe a two-time measurement protocol for repeated interaction systems
with T probes. By studying quantities of interest as random variables on the distribution
of measurement outcomes, we obtain the so-called full statistics. We will see that in
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many cases this provides a generalization of the setting in which measurements are not
performed, as the analogous quantities in the non-measured setting can be obtained as
expectation values of the random variables obtained in the measured setting.
Note that a similar protocol was considered in [HP13] (see also [BJPP18]). For the
purpose of defining the full statistics measure for an RIS, we will consider observables to
be measured on both the system S and the probes Ek, k ∈ N.
First, we assume that we are given two observables Ai and Af in B(HS) with spectral
decompositions
Ai =
∑
ai
ai πiai , A
f =
∑
af
af πfaf
where ai, af run over the distinct eigenvalues of Ai, Af respectively, and πiai , π
f
af
denote
the corresponding spectral projectors. When we consider increasing the number of probes
T , we assume that the observable Ai is independent of T (as we measure it on S before
the system interacts with any number of probes), but allow Af to depend on T , as long
as the family (Af)∞T=1 is uniformly bounded in T .
On the chain, we consider probe observables Yk ∈ B(HE) to be measured on the
probe Ek. We require that each observable commutes with the corresponding probe
Hamiltonian:
[Yk, hEk ] = 0.
We write the spectral decomposition of each Yk as
Yk =
∑
ik
yikΠ
(k)
ik
.
If the kth probe is initially in the state ξ, a measurement of Yk before the time evolution
will yield yik with probability tr(ξΠ
(k)
ik
).
Associated to the observables Ai, Af and (Yk)Tk=1 and the state ρi, we define two
processes: the forward process, and the backward process.
The forward process The system S starts in some initial state ρi ∈ D(HS) and the
probe Ek starts in the initial Gibbs state ξk ∈ D(HEk); we write the state of the chain of T
probes Ξ =
⊗T
k=1 ξk. We measure A
i on S and measure Yk on Ek for each k = 1, . . . , T .
We obtain results ai and ı⃗ = (ik)Tk=1 with probability
tr
(
(ρi ⊗ Ξ)(πiai ⊗ Πı⃗)
)
,
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where Πı⃗ :=
⊗T
k=1Π
(k)
ik
. Then the system interacts with each probe, one at a time,
starting at k = 1 until k = T , via the time evolution
Uk := exp
(− i τ(hS + hEk + vk)).
Next, we measure Af on the system and measure Yk on Ek for each k = 1, . . . , T , yielding
outcomes af and ȷ⃗ = (jk)Tk=1. The probability of measuring the sequence (ai, af, ı⃗, ȷ⃗) of
outcomes is given by
tr
(
UT · · ·U1(πiai ⊗ Πı⃗)(ρi ⊗ Ξ)(πiai ⊗ Πı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
.
We emphasize that the outcomes are labelled by (ai, af, ı⃗, ȷ⃗) which refers to the eigenpro-
jectors of the operators involved, but not to the corresponding eigenvalues which only
need to be distinct. Also, we may write the second measurement projector πf
af
⊗ Πȷ⃗ only
once by cyclicity of the trace.
The backward process The system starts in the state
ρfT := trE
(
UT · · ·U1(ρi ⊗ Ξ)U∗1 · · ·U∗T
)
,
and the probe Ek starts in the state ξk. We measure observable Af on S and Yk on Ek
for each k = 1, . . . , T , yielding outcomes af and (jk)Tk=1. Then the system interacts with
each probe, one at a time, starting with k = T until k = 1, via the time evolution
U∗k = exp
(
i τ(hS + hEk + vk)
)
.
Then we measure Ai on S and Yk on Ek for each k = 1, . . . , T , yielding outcomes ai and
(ik)
T
k=1. The probability of these outcomes is given by
tr
(
U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)(ρfT ⊗ Ξ)(πfaf ⊗ Πȷ⃗)UT · · ·U1(πiai ⊗ Πı⃗)
)
.
The full statistics associated to the two-step measurement process For nota-
tional simplicity, we assume that the cardinality of specYk does not depend on k. We
can therefore use the same index set I for all eigenvalue sets: specYk = (yik)ik∈I for all
k = 1, . . . , T . We define the space
ΩT := specA
i × specAf × IT × IT
234 Repeated interaction systems
and equip it with the maximal σ-algebra P(ΩT ). We will refer to elements (ai, af, ı⃗, ȷ⃗)
of ΩT as trajectories, and denote them by the letter ω.
Definition 12.2.1. On ΩT , we call the law of the outcomes for the forward process,
PFT (ai, af, ı⃗, ȷ⃗) := tr
(
UT · · ·U1(πiai ⊗ Πı⃗)(ρi ⊗ Ξ)(πiai ⊗ Πı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
, (12.3)
the forward full statistics measure. We denote by ET the expectation with respect to PFT .
We also consider the backward full statistics measure
PBT (ai, af, ı⃗, ȷ⃗) := tr
(
U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)(ρfT ⊗ Ξ)(πfaf ⊗ Πȷ⃗)UT · · ·U1(πiai ⊗ Πı⃗)
)
(12.4)
which is the law of the outcomes for the backward process. Let us emphasize here that
PFT and PBT depend on the spectral projectors (πiai)ai of A
i, (πf
af
)af of Af, and (Πı⃗) of the
(Yk)k, and not on the spectral values of these operators. In particular, the probabilities
PFT and PBT associated with two families of observables (Y (s))s∈[0,1], (Y˜ (s))s∈[0,1] that have
the same spectral projectors (as e.g. Y (s) = β(s)hE(s) and Y˜ (s) = hE(s)) will be the
same.
To (Yk)Tk=1, Ai, and Af, we associate two generic classical random variables on
(ΩT ,P(ΩT )):
∆aT (a
i, af, ı⃗, ȷ⃗) := ai − af, (12.5)
∆ytotT (a
i, af, ı⃗, ȷ⃗) :=
T∑
k=1
(y
(k)
jk
− y(k)ik ). (12.6)
Note that the assumption that (Af)∞T=1 has uniformly bounded norm yields that the
random variable ∆aT has L∞ norm uniformly bounded in T .
12.3 Landauer’s Principle and the balance equation
Next, we define the quantities of interest whose full statistics we will subsequently study.
At this stage, we are studying the repeated interaction system without performing any
measurements. For each step k of the RIS process, we define the quantities
∆Sk := S(ρk−1)− S(ρk),
∆Qk := trE(hEkξ
f
k)− trE(hEkξik),
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that represent the decrease in entropy of the small system, and the increase in energy of
probe k, respectively, and
σk := D
(
Uk(ρk−1 ⊗ ξik)U∗k∥ρk ⊗ ξik
)
, (12.7)
the entropy production of step k. Recall that D(η∥ζ) := tr (η(log η− log ζ)) is the relative
entropy, which satisfies D(η∥ζ) ≥ 0 for η, ζ ∈ D(H), and that S(η) := − tr[η log η] ≥ 0
for η ∈ D(H) is the von Neumann entropy. For notational simplicity, we at times omit
the “i” superscript in ξik. Also, we omit tensored identities for operators acting trivially
on the environment or on the system, whenever the context is clear.
These quantities are related through the entropy balance equation
∆Sk + σk = βk∆Qk, (12.8)
(see e.g. [RW14; Han16b] for its brief derivation). This equation, together with σk ≥ 0,
i.e. the nonnegativity of the entropy production term, encapsulates the more general
Landauer principle: when a system undergoes a state transformation by interacting with
a thermal bath, the average increase in energy of the bath is bounded below by β−1
times the average decrease in entropy of the system. This principle was first presented in
1961 by Landauer [Lan61] and its saturation in quantum systems has more recently been
investigated by Reeb and Wolf [RW14] and Jakšić and Pillet [JP14], the latter providing
a treatment of the case of infinitely extended quantum systems.
If we consider a RIS with T steps, then summing (12.8) over k = 1, . . . , T yields the
total entropy balance equation
∆SS,T + σtotT =
T∑
k=1
βk∆Qk, (12.9)
where ∆SS,T = S(ρi)− S(ρf) and ρf = ρT is the state of S after the final step of the RIS
process (see (12.2)) and
σtotT :=
T∑
k=1
σk, (12.10)
is the expected total entropy production.
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12.4 The balance equation at the level of trajectories
We turn to obtaining an analogue of (12.9) for random variables on the probability
space (ΩT ,P(ΩT ),PFT ). Remark first that PFT (ai, af, ı⃗, ȷ⃗) and PBT (ai, af, ı⃗, ȷ⃗) are of the
form PFT (ai, af, ı⃗, ȷ⃗) = tr
(
(ρi ⊗ Ξ)S∗S) and PBT (ai, af, ı⃗, ȷ⃗) = tr ((ρfT ⊗ Ξ)SS∗). Under the
assumption that ρi and ρfT are faithful (full-rank) we therefore have
PFT (ai, af, ı⃗, ȷ⃗) = 0 if and only if PBT (ai, af, ı⃗, ȷ⃗) = 0.
Since Proposition 10.3.7 shows that the image of a faithful state by an irreducible CPTP
map is faithful, ρi and ρfT will be faithful as long as ρi is faithful and each map Lk, for
k = 1, . . . , T , is irreducible.
This allows us to give the following definition:
Definition 12.4.1. If ρi and ρfT are faithful, we define the classical random variable
ςT (a
i, af, ı⃗, ȷ⃗) := log
PFT (ai, af, ı⃗, ȷ⃗)
PBT (ai, af, ı⃗, ȷ⃗)
,
on (ΩT ,P(ΩT ),PFT ), which we call the entropy production of the repeated interaction
system associated to the trajectory ω = (ai, af, ı⃗, ȷ⃗).
Note that the random variable ςT is the logarithm of the ratio of likelihoods, also known
as the relative information random variable between PFT and PBT (see e.g. [CT06]). It is well-
known that the distribution of such a random variable is related to the distinguishability
of the two distributions (here PFT and PBT ): see e.g. [BD15]. Distinguishing between PFT
and PBT amounts to testing the arrow of time; we refer the reader to [JOPS12; BJPP18]
for a further discussion of this idea.
We have the following result, essentially present in [HP13].
Lemma 12.4.2. Assume ρi and ρfT are faithful. If
i. πiaiρ
iπiai =
tr(ρiπi
ai
)
dimπi
ai
πiai for each a
i,
ii. πf
af
ρfTπ
f
af
=
tr(ρfT π
f
af
)
dimπf
af
πf
af
for each af,
iii. for each k = 1, . . . , T , the state ξk (or equivalently hEk) is a function of Yk,
then
ςT (a
i, af, ı⃗, ȷ⃗) = log
( tr(πiaiρi)
tr(πf
af
ρfT )
dimπf
af
dim πi
ai
)
+
T∑
k=1
βk(E
(k)
jk
− E(k)ik ), (12.11)
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where E(k)ik =
tr(hEkΠ
(k)
ik
)
dimΠ
(k)
ik
are the energy levels of the kth probe.
Remark. The first two hypotheses are automatically satisfied if, for example, Ai and Af
are non-degenerate (all their spectral projectors are rank-one). All three hypotheses are
automatically satisfied if, for example, ρi, ρfT and ξk can be written as functions of Ai, Af
and Yk (for each k = 1, . . . , T ) respectively.
Proof of Lemma 12.4.2. By definition
ςT (a
i, af, ı⃗, ȷ⃗)
= log
tr
(
UT · · ·U1(πiai ⊗ Πı⃗)(ρi ⊗ Ξ)(πiai ⊗ Πı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
tr
(
U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)(ρfT ⊗ Ξ)(πfaf ⊗ Πȷ⃗)UT · · ·U1(πiai ⊗ Πı⃗)
)
using assumptions i., ii. and iii.,
= log
tr(ρiπi
ai
)
dimπi
ai
∏T
k=1
tr(ξkΠ
(k)
ik
)
dimΠ
(k)
ik
tr
(
UT · · ·U1(πiai ⊗ Πı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
tr(ρfπf
af
)
dimπf
af
∏T
k=1
tr(ξkΠ
(k)
jk
)
dimΠ
(k)
jk
tr
(
U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)UT · · ·U1(πiai ⊗ Πı⃗)
)
= log
tr(ρiπiai) dimπ
f
af
tr(ρfπf
af
) dimπi
ai
+ log
tr
(
UT · · ·U1(πiai ⊗ Πı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
tr
(
U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)UT · · ·U1(πiai ⊗ Πı⃗)
)
+ log
T∏
k=1
tr(e−βkhEkΠ(k)ik )
Zk dimΠ
(k)
ik
− log
T∏
k=1
tr(e−βkhEkΠ(k)jk )
Zk dimΠ
(k)
jk
and because
tr(e
−βkhEkΠ(k)ik )
dimΠ
(k)
ik
= exp
(−βk tr(e−βkhEkΠ(k)ik )
dimΠ
(k)
ik
)
by assumption iii. again,
= log
tr(ρiπiai) dimπ
f
af
tr(ρfπf
af
) dimπi
ai
+ log
tr
(
UT · · ·U1(πiai ⊗ Πı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
tr
(
U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)UT · · ·U1(πiai ⊗ Πı⃗)
)
+
T∑
k=1
tr(−βkhEkΠ(k)ik )
dimΠ
(k)
ik
−
T∑
k=1
tr(−βkhEkΠ(k)jk )
dimΠ
(k)
jk
and the last term vanishes by cyclicity of the trace.
Again, ςT depends on the spectral projectors of the observables Ai, Af and (Yk)Tk=1,
but not on their eigenvalues. However, with the choices Ai = − log ρi, Af = − log ρfT
and Y (s) = β(s)hE(s), and writing the spectral decompositions ρi =
∑
riaπ
i
a, ρfT =∑
rfaπ
f
a, the relation (12.11) takes the simpler form of a sum of differences of the obtained
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eigenvalues (measurement results):
ςT (ω) = (− log rfaf)− (− log riai) +
T∑
k=1
βk(E
(k)
jk
− E(k)ik ),
which is the random variable introduced earlier as −∆aT +∆ytotT (ω) (again, in the case
Y = βhE). In this case, ∆aT = (− log riai)− (− log rfaf) is a classical random variable that
is the difference of outcomes of measurements of entropy observables on the system S,
which we call ∆sS,T (ω). On the other hand,
∑T
k=1 βk(E
(k)
jk
− E(k)ik ) is a classical random
variable that encapsulates Clausius’ notion of the entropy increase of the chain (Ek)Tk=1
at the level of trajectories, which we call ∆sE,T (ω). Then,
∆sS,T (ω) + ςT (ω) = ∆sE,T (ω), (12.12)
and ςT (ω) measures the difference between these two entropy variations, on the trajec-
tory ω.
Moreover, Proposition 12.4.3 below, whose proof is also left for the Appendix, links
expression (12.11) to the entropy balance equation (12.9). Indeed, by showing that
under suitable hypotheses the two terms on the right hand side of (12.11) average to the
corresponding terms in (12.9), we show that ET (ςT ) = σtotT . In other words, σtotT coincides
with the (classical) relative entropy or Kullback–Leibler divergence D(PFT ∥PBT ) between
the classical distributions PFT and PBT . Recall that D(PFT ∥PBT ) = 0 if and only if PFT = PBT .
Hence, we will refer to (12.11) as the entropy balance equation at the level of trajectories.
Proposition 12.4.3. Assume that ρi is faithful and a function of Ai, that ρfT is faithful
and a function of Af, and the state ξk (or equivalently hEk) is a function of Yk for
each k = 1, . . . , T , then
ET
[
log
( tr(πiaiρi)
tr(πf
af
ρf)
dimπf
af
dimπi
ai
)]
= −ET (∆sS,T ) = S(ρf)− S(ρi) (12.13)
and
ET
( T∑
k=1
βk(E
(k)
jk
− E(k)ik )
)
= ET (∆sE,T ) =
T∑
k=1
βk∆Qk. (12.14)
Therefore,
ET (ςT ) = σtotT , (12.15)
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and relation (12.11) reduces to the entropy balance equation (12.9) upon taking expectation
with respect to PFT .
Proof. We start with the relation (12.13). On one hand,
ET
(
log
tr(πiaiρ
i)
dimπi
ai
)
=
∑
ai
log
tr(πiaiρ
i)
dimπi
ai
∑
af ,⃗ı,⃗ȷ
PFT (ai, af, ı⃗, ȷ⃗)
=
∑
ai
log
tr(πiaiρ
i)
dimπi
ai
∑
af ,⃗ı,⃗ȷ
tr
(
UT · · ·U1(πiaiρiπiai ⊗ Πı⃗ ΞΠı⃗)U∗1 · · ·U∗T (πfaf ⊗ Πȷ⃗)
)
=
∑
ai
log
tr(πiaiρ
i)
dimπi
ai
∑
ı⃗
tr
(
UT · · ·U1(πiaiρiπiai ⊗ Πı⃗ ΞΠı⃗)U∗1 · · ·U∗T (1⊗ 1)
)
.
Using that each ξk is a function of Yk, we have
∑
ı⃗Πı⃗ ΞΠı⃗ = Ξ, and
ET
(
log
tr(πiaiρ
i)
dim πi
ai
)
=
∑
ai
log
tr(πiaiρ
i)
dimπi
ai
tr
(
UT · · ·U1(πiaiρiπiai ⊗ Ξ)U∗1 · · ·U∗T
)
.
As ρi is a function of Ai, and using the cyclicity of the trace, we have
ET
(
log
tr(πiaiρ
i)
dimπi
ai
)
=
∑
ai
log
tr(πiaiρ
i)
dim πi
ai
tr
(
πiai ⊗ Ξ
)tr(πiaiρi)
dimπi
ai
,
=
∑
ai
tr(πiaiρ
i) log
tr(πiaiρ
i)
dimπi
ai
.
Using the commutation relation [πiai , ρ
i] = 0, the right-hand side is precisely −S(ρi). The
term involving ρf is treated similarly.
We turn to (12.14):
ET
( T∑
k=1
βk(E
(k)
jk
− E(k)ik )
)
=
∑
ı⃗,⃗ȷ
T∑
k=1
βk(E
(k)
jk
− E(k)ik )
∑
ai,af
PFT (ai, af, ı⃗, ȷ⃗)
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using [ρi, Ai] = 0,
=
∑
ı⃗,⃗ȷ
T∑
k=1
βk(E
(k)
jk
− E(k)ik ) tr
(
UT · · ·U1(ρi ⊗ Πı⃗ΞΠı⃗)U∗1 · · ·U∗T (1⊗ Πȷ⃗)
)
=
∑
ȷ⃗
T∑
k=1
βkE
(k)
jk
tr
(
UT · · ·U1(ρi ⊗ Ξ)U∗1 · · ·U∗T (1⊗ Πȷ⃗)
)
−
∑
ı⃗
T∑
k=1
βkE
(k)
ik
tr
(
UT · · ·U1(ρi ⊗ Πı⃗ΞΠı⃗)U∗1 · · ·U∗T (1⊗ 1)
)
=
T∑
k=1
∑
jk
βk tr
(
UT · · ·U1(ρi ⊗ Ξ)U∗1 · · ·U∗T (1⊗ Π(k)jk E
(k)
jk
)
)
−
T∑
k=1
∑
ik
βk tr
(
ρi ⊗ ΞΠ(k)ik E
(k)
ik
)
.
Using that each ξk is a function of Yk, we have
∑
ik
Π
(k)
ik
E
(k)
ik
= hEk and thus
ET
( T∑
k=1
βk(E
(k)
jk
− E(k)ik )
)
=
T∑
k=1
βk tr(ξ
f
khEk)−
T∑
k=1
βk tr(ξ
i
khEk).
Before we move on with our program, let us make a number of remarks on the choice
of Ai = − log ρi and Af = − log ρfT .
Remarks.
• We made the assumption above that the operator Af was uniformly bounded in T .
The remarks below Corollary 12.7.2 show that this is true for Af = − log ρfT in the
case in which the reduced dynamics are identical (L ≡ Lk) and irreducible, or in
the case in which the Lk are not all identical but are each irreducible and slowly
vary in an adiabatic sense described below in Section 12.5.
• The observable − log ρi is the analogue of the information random variable in
classical information theory.
• The observable − log ρf has the same interpretation and is the initial condition
for the backward process in [EHM09; HP13] but it might seem odd that the
observer is expected to have access to ρf = LT ◦ . . . ◦ L1(ρi). However, one can
see that the reduced state of the probe after the forward experiment is random
with PFT –expectation equal to ρf. In addition, ςT is a relative information random
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variable, and as such is relevant only to an observer who knows both distributions
(here PFT and PBT ). Such an observer, knowing the possible outcomes for the random
states after the experiment, and their distribution, would necessarily know their
average, ρf.
We are interested in the full statistics of the random variable ςT that we will address
through its cumulant generating functions in the limit T → ∞. We will consider two
cases: limT→∞ σtotT <∞, and limT→∞ σtotT =∞. The behaviour of this averaged quantity
was investigated in [HJPR17] in an adiabatic setting in which the maps Lk do not need to
be identical, but instead are required to slowly vary (in a particular sense). This setting
is described next.
12.5 Adiabatic limit of repeated interaction systems
[HJPR17] analyzed the Landauer principle and its saturation in the framework of an
adiabatic limit of RIS that we briefly recall here. It is in this framework in which we will
analyze ςT .
We introduce the adiabatic parameter T ∈ N and consider a repeated interaction
process with T probes, such that the parameters governing the kth probe and its
interaction with S, namely (hEk , βk, vk), are chosen by sampling sufficiently smooth
functions, as described by the following assumption which we denote by the acronym
ADRIS, short for adiabatic repeated interaction system. Below, we say that a function
f is C2 on [0, 1] if it is C2 on (0, 1), and its first two derivatives admit limits at 0+, 1−.
ADRIS We are given a family of RIS processes indexed by an adiabatic parameter T ∈ N
such that there exist C2 functions s 7→ hE(s), β(s), v(s) on [0, 1] for which
hEk = hE(
k
T
), βk = β(
k
T
), vk = v(
k
T
)
for all k = 1, . . . , T when the adiabatic parameter has value T .
In this case, we may define
U(s) = exp
(− iτ(hE(s) + hE(s) + v(s))),
L(s) = trE
(
U(s)
( · ⊗ ξ(s))U(s)∗), (12.16)
where ξ(s) is the Gibbs state at inverse temperature β(s) for the Hamiltonian hE(s)
and τ is kept constant. Then, [0, 1] ∋ s 7→ L(s) is a B(B(HS))-valued C2 function, and
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Lk = L( kT ) when the adiabatic parameter has value T . Note that for each s ∈ [0, 1], the
map L(s) is completely positive (CP) and trace preserving (TP). For some results, we
will need to make some extra hypotheses on the family (L(s))s∈[0,1]. We introduce such
conditions:
Irr For each s ∈ [0, 1], the map L(s) is irreducible, meaning that it has (up to a
multiplicative constant) a unique invariant, which is a faithful state.
Prim For each s ∈ [0, 1], the map L(s) is primitive, meaning that it is irreducible and 1
is its only eigenvalue of modulus one.
From Proposition 10.3.8, we recall that the peripheral spectrum of an irreducible com-
pletely positive, trace-preserving map is a subgroup of the unit circle. We denote by z(s)
the order of that subgroup for L(s).
The work [HJPR17] used a suitable adiabatic theorem to characterize the large T
behaviour of the total entropy production term (12.10), which monitors the saturation
of the Landauer bound in the adiabatic limit (note that the terms in the sum (12.10)
are T -dependent through ADRIS). There, it was shown that for a RIS satisfying the
assumptions ADRIS and Prim, the condition
lim sup
T→∞
σtotT <∞
can be shown to be equivalent to the identity X(s) ≡ 0, where
X(s) := U(s)
(
ρinv(s)⊗ ξi(s))U(s)∗ − ρinv(s)⊗ ξi(s), (12.17)
and ρinv(s) is the unique invariant state of L(s). If the assumption X(s) ≡ 0 does
not hold, then limT→∞ σtotT = ∞. The same work also established that the condition
X(s) ≡ 0 is equivalent to the existence of a family (kS(s))s∈[0,1] of observables on HS
such that [kS(s) + hE(s), U(s)] ≡ 0.
Let us briefly summarize the proof from [HJPR17], in high level terms. The goal is
to estimate σtotT =
∑T
k=1 σk. From (12.7) we have
σk ≡ σk,T = D
(
U( k
T
)(ρk−1 ⊗ ξ( kT ))U( kT )∗∥L( kT )(ρk−1)⊗ ξ( kT )
)
(12.18)
with
ρk−1 = L(k−1T ) ◦ · · · ◦ L( 1T )(ρi). (12.19)
Note then that in σk, each quantity depends only on the current step, i.e., on the various
quantities defining the repeated interaction system evaluated at s = k
T
, except for ρk−1,
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which depends on all the previous timesteps { 1
T
, 2
T
, . . . , k−1
T
} as well. The proof therefore
proceeds by estimating ρk−1 = ρinv(k−1T ) +O(1/T ) = ρ
inv( k
T
) +O(1/T ) where ρinv(s) is
the unique invariant state of L(s), using a discrete adiabatic theorem, to remove the
dependence on the previous timesteps. This is the main place where the assumptions
ADRIS and Prim are used in the proof. Then, roughly speaking, a perturbation theory
argument is used to control the relative entropy term σk in terms of ∥X(k/T )∥, yielding
in the end that if ∥X(s)∥ ≡ 0, σtot vanishes (under an assumption on the initial state),
and otherwise diverges.
In this work, we aim to refine this analysis by investigating the entropy production at
the level of trajectories, i.e. study the random variable ςT (which satisfies E[ςT ] = σtotT by
Proposition 12.4.3). It turns out that by considering the moment-generating function of
ςT , a similar proof technique to the one sketched above for σtotT can be used.
12.6 Moment generating functions and deformed CP
maps
First, we add an additional assumption about the observable Y which is measured as part
of the two-time measurement protocol. When assuming ADRIS and discussing measured
observables Y , we will always assume the following:
Comm There is a twice continuously differentiable B(HE)-valued function s 7→ Y (s)
on [0, 1] such that [Y (s), hE(s)] = 0 at all s ∈ [0, 1] for which, when the adiabatic
parameter has value T ,
Yk = Y (
k
T
), k = 1, . . . , T.
The family of probe Hamiltonians themselves Y (s) = hE(s) are suitable, but in our appli-
cations to Landauer’s Principle, we will be particularly interested in Y (s) = β(s)hE(s).
We recall that the quantities ∆aT and ∆ytotT are defined in (12.5) and (12.6). We also
recall that the moment generating function of a real-valued random variable V (with
respect to the probability distribution PFT , which will always be implicit in this chapter)
is defined as the map MV : α 7→ ET
(
eαV
)
, and the moment generating function of a pair
(V1, V2) as the map M(V1,V2) : (α1, α2) 7→ ET
(
eα1V1+α2V2
)
. When V or (V1, V2) are given
by the random variables ∆ytotT , ∆aT , the above functions MV (resp. M(V1,V2)) are defined
for all α ∈ C (resp. for all (α1, α2) ∈ C2). For relevant properties of moment generating
functions we refer the reader to Sections 21 and 30 of [Bil95].
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Our main tool to study these moment generating functions is the following proposition:
Proposition 12.6.1. For α ∈ C, define an analytic deformation of L(s) by the complex
parameter α corresponding to the observable Y (s):
L(α)Y (s) : B(HS)→ B(HS)
η 7→ trE
(
eαY (s)U(s)(η ⊗ ξ(s))e−αY (s)U(s)∗). (12.20)
Under assumption Comm, the moment generating function of ∆ytotT is given by
M∆ytotT (α) = trS
(L(α)Y (TT ) · · · L(α)Y ( 1T )(∑
ai
πiaiρ
iπiai)
)
.
If in addition [Ai, ρi] = 0, then the moment generating function of the pair (∆ytotT ,∆aT )
is given by
M(∆ytotT ,∆aT )(α1, α2) = tr
(
e−α2A
fL(α1)Y (TT ) · · · L(α1)Y ( 1T )(e+α2A
i
ρi)
)
.
so that in particular the moment generating function of −∆aT +∆ytotT is given by
M−∆aT+∆ytotT (α) = trS
(
e+αA
fL(α)Y (TT ) · · · L(α)Y ( 1T )(e−αA
i
ρi)
)
. (12.21)
Remarks.
• The complex deformation of the map L(s) given here is similar to the deformations
introduced in [HMO07] for hypothesis testing on spin chains, and to the complex
deformation of Lindblad operators introduced in [JPW14] suited to the study of
entropy fluctuations for continuous time evolution.
• With the choices Y (s) = β(s)hE(s), Ai = − log ρi, and Af = − log ρfT , the balance
equation (12.12) yields ςT = −∆aT +∆ytotT . Thus, in this case (12.21) provides
a formula for the moment generating function of ςT in terms of the composition
L(α)Y (TT ) · · · L(α)Y ( 1T )(e−αA
i
ρi). In particular, the dependence of ςT on the different
timesteps of the evolution is captured entirely in that composition, just as for the
averaged quantity σk in (12.18). This is the key step that allows an adiabatic
theorem to approximate this composition in order to analyze ςT in the limit T →∞.
Proof. Comm yields that [Y (s), ξ(s)] = 0 for all s. Then by the expression (12.3),
E
(
eα∆y
tot
T
)
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=
∑
ı⃗,⃗ȷ
∑
ai,af
exp
(
α
Y∑
k=1
(y
(k)
jk
− y(k)ik )
)
PFT (ai, af, ı⃗, ȷ⃗)
=
∑
ı⃗,⃗ȷ
tr
(
UT · · ·U1
(∑
ai
πiaiρ
iπiai ⊗
T∏
k=1
e
−αy(k)ik Πik Ξ
)
U∗1 · · ·U∗T
(∑
b
πfaf ⊗
T∏
k=1
e
αy
(k)
jk Πjk
))
= tr
(
UT · · ·U1
(∑
ai
πiaiρ
iπiai ⊗
T∏
k=1
e−αYk Ξ
)
U∗1 · · ·U∗T
(
id⊗
T∏
k=1
eαYk
))
= tr
(L(α)Y (TT ) ◦ . . . ◦ L(α)Y ( 1T )(∑
ai
πiaiρ
iπiai)
)
.
Assume in addition that [Ai, ρi] = 0. Then similarly, for α1, α2 in R,
E
(
eα1∆y
tot
T +α2∆aT
)
=
∑
ı⃗,⃗ȷ
∑
ai,af
exp
(
α1
Y∑
k=1
(y
(k)
jk
− y(k)ik )
)
eα2(a
i−af) PFT (ai, af, ı⃗, ȷ⃗)
=
∑
ı⃗,⃗ȷ
tr
(
UT · · ·U1
(∑
ai
e+α2a
i
πiaiρ
i ⊗
T∏
k=1
e
−α1y(k)ik Πik Ξ
)
U∗1 · · ·U∗T (
∑
b
e−α2a
f
πfaf ⊗
T∏
k=1
e
α1y
(k)
jk Πjk)
)
= tr
(
UT · · ·U1
(
e+α2A
i
ρi ⊗
T∏
k=1
e−α1Yk Ξ
)
U∗1 · · ·U∗T (e−α2A
f ⊗
T∏
k=1
eα1Yk)
)
= tr
(
e−α2A
fL(α1)Y (TT ) ◦ . . . ◦ L(α1)Y ( 1T )(e+α2A
i
ρi)
)
.
Section 3.2 [HJPR18] establishes several properties of the maps L(α)Y (s) for s ∈ [0, 1]
and α ∈ C, including that they are each completely positive and irreducible (under the
assumption Irr), although in general not trace-preserving. Appendix A of the same work
goes on to analyze the decomposition of irreducible maps given in Proposition 10.3.8 in
the presence of the deformation parameter α ∈ R. The following summarizes the results
of that work.
Proposition 12.6.2. Let s 7→ L(s) be a family of CPTP maps satisfying Irr, and define
L(α)Y (s) by (12.20). Then there exist maps λ(α)Y (s), I(α)Y (s) and ρ(α)Y (s) from [0, 1]× R ∋
(s, α) to, respectively, R>0, the set of positive-definite operators, and the set of faithful
states of HS; and maps z(s), u(s) from [0, 1] to, respectively, N and the set of unitary
operators, with the following properties:
246 Repeated interaction systems
• the identities [u(s), I(α)Y (s)] = [u(s), ρ
(α)
Y (s)] = 0, and u(s)
z(s) = id hold;
• the peripheral spectrum of L(α)Y (s) is λ(α)Y (s)Sz(s), where
Sz = {θm : θ = e2 iπ/z,m = 0, . . . , z − 1};
• the spectral decomposition u(s) =
∑z(s)
m=1 e
2 iπm/z(s)pm(s) holds;
• the map η 7→ tr(I(α)Y (s)u(s)−mη)ρ(α)Y (s)u(s)m is the spectral projector of L(α)Y (s)
associated with λ(α)Y (s) e
2 iπm/z(s);
• the unitary u(s) and cardinal z(s) of the peripheral spectrum of L(α)Y (s) do not
depend on α or Y .
Note that since L(0)(s) = L(s), we have λ(0)Y (s) = 1, I(0)Y (s) = id and ρ(0)Y (s) = ρinv(s)
for all Y and s. As mentioned above, the case Y = βhE will be particularly relevant to
the discussion of the Landauer’s Principle. We therefore drop the indices Y , and simply
denote by λ(α)(s), I(α)(s) and ρ(α)(s) the above quantities, in the case where Y = βhE .
We also define the rescaled map
L˜(α)Y (s) =
(
λ
(α)
Y (s)
)−1L(α)Y (s)
which has spectral radius 1.
12.7 An adiabatic theorem
The following proposition establishes an adiabatic theorem for compositions of the
form L˜(α)Y ( kT ) . . . L˜(α)Y ( 1T )ρi in terms of the quantities given in Proposition 12.6.2. See
Proposition 3.12 in [HJPR18] for the proof, which is based on the proof of the adiabatic
theorem given in [HJPR17].
Proposition 12.7.1. Consider an ADRIS with the family (L(s))s∈[0,1] satisfying Irr
with z(s) ≡ z. Then, there exist continuous functions R ∋ α 7→ ℓ′(α) ∈ (0, 1) and
R ∋ α 7→ C(α) ∈ R+, and a function α 7→ T0(α) ∈ N that is bounded on any compact set
of R, such that for all α ∈ R, T ≥ T0(α), and k ≤ T ,
∥∥∥L˜(α)Y ( kT ) . . . L˜(α)Y ( 1T )ρi − ze−ϑ(α)Y z−1∑
m=0
tr
(
I(α)(0)pm(0)ρ
i)ρ(α)Y ( kT )pm−k( kT )∥∥∥
≤ C(α)
T (1− ℓ′(α)) + C(α)ℓ
′(α)k
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where the index of the spectral projector pm−k( kT ) is interpreted modulo z, and
ϑ
(α)
Y :=
∫ k/T
0
tr
(
I
(α)
Y (s)
∂
∂s
ρ
(α)
Y (s)
)
ds.
By taking α = 0, this result allows adiabatic approximation of the state of S under
the physical evolution L( k
T
) · · · L( 1
T
) after k steps of an irreducible RIS. This corresponds
to a generalization of the results of [HJPR17], which could only treat the primitive case,
i.e. z = 1.
Corollary 12.7.2. Consider an ADRIS with the family (L(s))s∈[0,1] satisfying Irr with
z(s) ≡ z. Then, there exists ℓ′ < 1, C > 0, and T0 > 0 such that for all T ≥ T0, and
k ≤ T , ∥∥∥L( k
T
) · · · L( 1
T
) ρi − ρadiab(k, T )
∥∥∥ ≤ C
T (1− ℓ′) + Cℓ
′k
where
ρadiab(k, T ) := z
z−1∑
n=0
tr
(
pn(0)ρ
i)ρinv( k
T
)pn−k( kT ) (12.22)
is a state, and the index of the spectral projector pn−k( kT ) is interpreted modulo z.
Moreover, if ρi is faithful, we have the uniform bound
inf
T>1
inf
k≤T
inf spec ρadiab(k, T ) ≥ z
(
min
1≤j≤z
tr
(
pj(0)ρ
i)) inf
s∈[0,1]
inf spec ρinv(s) > 0.
Proof. We apply Proposition 12.7.1 for α = 0, and use that I(0)(s) ≡ id, ρ(0)Y = ρinv, and
ϑ
(α)
Y = 0 which follows from tr ρ
(0)
Y (s) ≡ 1. Next, we check the formula tr(ρinv( kT )pℓ( kT )) =
1
z
for each ℓ = 0, . . . , z − 1. We drop the argument k
T
in what follows, and write
Lk/T (·) =
∑
i Vi · V ∗i the Kraus decomposition. Recalling that pℓVi = Vipℓ+1 for all i and
ℓ via (10.25),
tr(ρinvpℓ) = tr(L(ρinv)pℓ) =
∑
i
tr(Viρ
invV ∗i pℓ)
=
∑
i
tr(Viρ
invpℓ+1V
∗
i ) = tr(L(ρinvpℓ+1)),
so tr(ρinvpℓ) = tr(ρinvpℓ+1) using that L is trace-preserving. As
∑
ℓ tr(ρ
invpℓ) = tr ρ
inv = 1,
we must have tr(ρinvpℓ) = 1z . Therefore,
tr(ρadiab(k, T )) = z
∑
n
tr
(
pn(0)ρ
i) tr(ρinv( k
T
)pn−k( kT )) =
∑
n
tr
(
pn(0)ρ
i)
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= tr ρi = 1.
Moreover, given a normalized vector ψ ∈ H, we have
⟨ψ, ρadiab(k, T )ψ⟩ = z
∑
n
tr
(
pn(0)ρ
i) ⟨ψ, ρinv( k
T
)pn−k( kT )ψ⟩
= z
∑
n
tr
(
pn(0)ρ
i) ⟨pn−k( kT )ψ, ρinv( kT )pn−k( kT )ψ⟩ .
using [ρinv( k
T
), pn−k( kT )] = 0. Since ρ
inv( k
T
) > 0 and tr
(
pn(0)ρ
i
)
> 0, each term in the
sum is non-negative, and we have
⟨ψ, ρadiab(k, T )ψ⟩ ≥ z
(
min
1≤j≤z
tr
(
pj(0)ρ
i))∑
n
⟨ψ, ρinv( k
T
)pn−k( kT )ψ⟩
= z
(
min
1≤j≤z
tr
(
pj(0)ρ
i)) ⟨ψ, ρinv( k
T
)ψ⟩
≥ z( min
1≤j≤z
tr
(
pj(0)ρ
i)) inf
s∈[0,1]
inf spec ρinv(s).
Remarks.
• Given an ADRIS the family (L(s))s∈[0,1] satisfying Irr, for faithful ρi the state
ρfT = LT · · · L1ρi is faithful for each T > 1 using Proposition 10.3.7. Corollary
12.7.2 and Weyl’s inequalities (see Section III.2 in [Bha97]) give the stronger result
infT>1 inf spec ρ
f
T > 0. In particular, we may make the choice Af = − log ρfT which
is bounded uniformly in T .
• If we assume, in the notation of Proposition 10.3.8, that Pnρi = 0 for n > 0 (i.e. ρi
has no components corresponding to the peripheral eigenvalues of L(0) other than
1), then one can check that ρadiab(k, T ) = ρinv( kT ).
12.8 The statistics of the entropy production at the
level of trajectories
In this section, we summarize the statistical properties of ζT which are derived in
[HJPR18] using the adiabatic theorem described in Section 12.7. For the sake of brevity,
most proofs will be omitted.
First, the adiabatic theorem can be used to directly compute the limiting moment
generating function in the special case in which the reduced dynamics is primitive and
X(s) ≡ 0.
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Theorem 12.8.1. Under the assumptions ADRIS and Prim, and with X(s) ≡ 0, the
limiting moment generating function Mς(α) := limT→∞MςT (α) satisfies
Mς(α) = Q−α(ρinv(0)∥ρi),
for Qα(η∥ζ) := tr(ηαζ1−α) which can be related to the Rényi relative entropy via
Dα(η∥ζ) = 11−α logQα(η∥ζ).
Remark. In particular, if ρi is chosen as the initial invariant state ρinv(0), then Mς(α) ≡ 1,
and hence ςT → 0 weakly. This greatly strengthens the results of [HJPR17] which showed
that under the assumptions of the proposition, if ρi = ρinv(0) then σtotT = E[ςT ]→ 0.
Next, we remove the assumptions of primitivity and that X(s) ≡ 0, and use the
adiabatic theorem to compute the exponential rate of change of the moment generating
function with T as T →∞.
Lemma 12.8.2. Under the assumptions ADRIS and Irr with z(s) ≡ z, for any faithful
initial state ρi > 0, for any α ∈ R, the moment generating function of the random
variable ∆ytotT with respect to PFT satisfies
lim
T→∞
1
T
logM∆aT+∆ytotT (α) = limT→∞
1
T
logM∆ytotT (α) =
∫ 1
0
log λ
(α)
Y (s) ds =: ΛY (α).
(12.23)
Proof. Lemma 5.1 of [HJPR18] uses the adiabatic theorem Proposition 12.7.1 to show
that
lim
T→∞
1
T
log tr
(L˜(α)Y (TT ) · · · L˜(α)Y ( 1T )(ρi)) = 0.
But the moment generating function reads
M∆ytotT (α) = tr
(L(α)Y (TT ) · · · L(α)Y ( 1T )ρi)
=
( T∏
k=1
λ
(α)
Y (
k
T
)
)
tr
(L˜(α)Y (TT ) · · · L˜(α)Y ( 1T )(ρi))
by definition of L˜(α)Y (s). Hence, the result follows from the Riemann sum convergence
lim
T→∞
1
T
log
( T∏
k=1
λ
(α)
Y (
k
T
)
)
= lim
T→∞
T∑
k=1
( k
T
− k−1
T
) log λ
(α)
Y (
k
T
)
=
∫ 1
0
log λ
(α)
Y (s) ds.
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The same holds for M∆aT+∆ytotT (α) because ∆y
tot
T (ω) and −∆aT +∆ytotT (ω) only differ
by the uniformly bounded term −∆aT (ω) + ∆ytotT (ω).
Many results can be derived from the convergence of the moment generating function
of ςT shown in Lemma 12.8.2. First, we formulate a large deviations principle; see
e.g. [Ell06] for more on large deviations. In the statement below we denote the interior
of a set E ⊆ R by intE and the closure by clE.
Theorem 12.8.3. Assume ADRIS and Irr, and that the initial state ρi is faithful. Let
ΛY be defined by relation (12.23) and denote by Λ∗Y the Fenchel–Legendre transform of
ΛY , i.e. for x ∈ R let
Λ∗Y (x) = sup
α∈R
(
αx− ΛY (α)
)
.
Then Λ∗Y (x) = +∞ for x ̸∈ [νY,−, νY,+], and for any Borel set E of R one has
− inf
x∈intE
Λ∗Y (x) ≤ lim inf
T→∞
1
T
logPFT
(∆ytotT
T
∈ intE)
≤ lim sup
T→∞
1
T
logPFT
(∆ytotT
T
∈ clE) ≤ − inf
x∈clE
Λ∗Y (x).
The same statement holds with −∆aT +∆ytotT in place of ∆ytotT . In particular, for
Y = βhE , one has
− inf
x∈intE
Λ∗(x) ≤ lim inf
T→∞
1
T
logPFT
(ςT
T
∈ intE)
≤ lim sup
T→∞
1
T
logPFT
(ςT
T
∈ clE) ≤ − inf
x∈clE
Λ∗(x)
and the same statement holds with ∆sE,T in place of ςT .
Let us explore two special cases of this result with the choice Y (s) = β(s)hE(s). First,
if X(s) ≡ 0, one can compute1 that λ(α)(s) = 1 for all α ∈ R and s ∈ [0, 1]. In that case
Λ(α) ≡ 0 and
Λ∗(x) =
{
0 if x = 0,
+∞ otherwise.
The above large deviation statement therefore gives a concentration of 1
T
ςT or 1T∆sE,T at
zero which is faster than exponential.
For the second case, let us make the following assumption.
1See Section 4 of [HJPR18] for the proof.
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TRI We say that a repeated interaction system satisfying ADRIS satisfies time-reversal
invariance if for every s ∈ [0, 1] there exist two antiunitary involutions CS(s) :
HS → HS and CE(s) : HE → HE such that if C(s) = CS(s)⊗ CE(s) one has for all
s ∈ [0, 1]
[hS , CS(s)] = 0, [hE(s), CE(s)] = 0, [v(s), C(s)] = 0.
This holds for example if each hS , hE and v are real valued matrices in the same basis,
and CS , CE are complex conjugation in the corresponding basis.
In this case, one finds that for all s ∈ [0, 1],
λ(α)(s) = λ(−1−α)(s), (12.24)
or equivalently that the function α 7→ λ(α)(s) is symmetric about α = −1/2 for all
s ∈ [0, 1]. This is shown in Lemma 3.11 of [HJPR18].
The symmetry (12.24) is central to the Gallavotti–Cohen Theorem which relates in
a parameter free formulation the probabilities of observing entropies of opposite signs.
Indeed, it implies that Λ is symmetric about the α = −1/2 axis. A direct computation
shows that
Λ∗(x) = x+ Λ∗(−x). (12.25)
A consequence of Theorem 12.8.3 together with this equality is that if e.g. Λ′′(0) ̸= 0,
lim
δ→0
lim
T→∞
1
T
log
PFT (+∆sE,T ∈ [s− δ, s+ δ])
PFT (−∆sE,T ∈ [s− δ, s+ δ])
= −s. (12.26)
Roughly speaking, the probability of obtaining a sequence of measurements corresponding
to an increase in the entropy of the chain is exponentially smaller than the probability of
observing a decrease in entropy. In light of the balance equation (12.12), since ∆sS,T (ω)
is bounded as T →∞ (i.e. the finite-size system can only add or remove a finite amount
of entropy), this corresponds to an exponentially larger probability for ζT to be positive
than negative. This is a more refined statement than the fact that E[ζT ] = σtotT ≥ 0.
(12.26) is obtained by observing that in the present case, Λ is analytic in a neighbourhood
of the real axis, and so is Λ∗ if Λ is strictly convex. See e.g. [EHM09; JOPP12; CJPS18]
for more information on the role of symmetries such as (12.25).
The next consequence of Theorem 12.8.3 is a result similar to a law of large numbers
for ∆ytotT :
252 Repeated interaction systems
Corollary 12.8.4. Under the same assumptions as in Theorem 12.8.3, for all ϵ > 0
there exists rϵ > 0 such that for T large enough
PFT
(| 1
T
∆ytotT − Λ′Y (0)| > ϵ
) ≤ exp (−rϵT ) . (12.27)
Remark. Such a result is sometimes called exponential convergence. If one could replace PFT
by a T -independent probability measure PF in (12.27) then the Borel–Cantelli lemma
would imply that 1
T
∆ytotT converges PF -almost-surely to Λ′Y (0). It implies, however, that
limT→∞ 1TE(∆y
tot
T ) = Λ
′
Y (0). In the case Y = βhE , the positivity of σtotT implies Λ′(0) ≥ 0.
The formula
Λ′Y (0) =
∫ 1
0
β(s) tr
(
X(s)
(
id⊗hE(s)
))
ds,
valid for Y = βhE , shows that Λ′(0) = 0 if X(s) ≡ 0. This expression can be rewritten in
a more illuminating way [BCJP], using the following relation in which the dependence
on s is suppressed:
D(ρinv ⊗ ξ∥U∗(ρinv ⊗ ξ)U) = −S(ρinv ⊗ ξ)− tr[(ρinv ⊗ ξ) log(U∗ρinv ⊗ ξU)]
= −S(ρinv)− S(ξ)− tr[U(ρinv ⊗ ξ)U∗ log(ρinv ⊗ ξ)]
= −S(ρinv)− S(ξ)− tr[U(ρinv ⊗ ξ)U∗(log(ρinv)⊗ 1)]
− tr[U(ρinv ⊗ ξ)U∗(1⊗ log(ξ))]
= −S(ρinv)− S(ξ) + S(ρinv)− tr[U(ρinv ⊗ ξ)U∗(1⊗ log(ξ))]
= tr[(ξ − ξf) log ξ] = β tr[(ξf − ξ)hE ]
where ξf := trS [U(ρinv ⊗ ξ)U∗]. Hence, restoring the dependence on s,
β(s) tr
(
X(s)
(
id⊗hE(s)
)))
= D
(
ρinv(s)⊗ ξ(s)
∥∥∥U∗(s)(ρinv(s)⊗ ξ(s))U(s))
and thus
Λ′Y (0) =
∫ 1
0
D
(
ρinv(s)⊗ ξ(s)
∥∥∥U∗(s)(ρinv(s)⊗ ξ(s))U(s)) ds.
By the invariance of the relative entropy under joint unitary conjugations, we may rewrite
this formula more naturally as
Λ′Y (0) =
∫ 1
0
D
(
U(s)(ρinv(s)⊗ ξ(s))U∗(s)
∥∥∥ρinv(s)⊗ ξ(s)) ds. (12.28)
In particular, Λ′Y (0) = 0 if and only if U∗(s)(ρinv(s)⊗ ξ(s))U(s) = ρinv(s)⊗ ξ(s) for all
s ∈ [0, 1], and hence X(s) = 0 if and only if Λ′Y (0) = 0.
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One can also obtain a central limit-type result by a slight improvement of the results
in Theorem 12.8.3.
Theorem 12.8.5. Under the same assumptions as in Theorem 12.8.3 we have
1√
T
(
∆ytotT − T Λ′Y (0)
) →
T→∞
N (0,Λ′′Y (0))
in distribution.
Remark. In the case Y = βhE , Theorem 12.8.5 and the remark following Corollary 12.8.4
show that if Λ′′(0) ̸= 0 (which is generically expected) then σtotT →∞ as T →∞.
12.9 Examples
Let us recall the simplest non-trivial RIS, which was already considered in Example 11.2.1.
Here, we change notation to call the reduced dynamics L instead of Φ. In this example,
the system and probes are 2-level systems, with HS = HE = C2, and we choose
Hamiltonians hS := Ea∗a and hEk ≡ hE := E0b∗b where a/a∗ (resp. b/b∗) are the
Fermionic annihilation/creation operators for S (resp. E), with E,E0 > 0 constants with
units of energy. As matrices in the (ground state, excited state) bases {|0⟩, |1⟩} for S
and E , we write
a = b =
(
0 1
0 0
)
, a∗ = b∗ =
(
0 0
1 0
)
, a∗a = b∗b =
(
0 0
0 1
)
.
As in Example 11.2.1, we consider a constant potential vRW ∈ B(HS ⊗HE),
vRW =
µ1
2
(a∗ ⊗ b+ a⊗ b∗)
where µ1 = 1 with units of energy. Given s 7→ β(s) ∈ [0, 1] a C2 curve of inverse probe
temperatures, an interaction time τ > 0 and coupling constant λ > 0, we let
U = exp
(− i τ(hS + hE + λvRW)).
Then specL(s) is independent of s, with 1 as a simple eigenvalue with eigenvector
ρinv(s) = exp(−β∗(s)hS)/ tr(exp(−β∗(s)hS))
for β∗(s) = E0
E
β(s).
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With ν :=
√
(E − E0)2 + λ2, the assumption ντ ̸∈ 2πZ yields that L(s) is primitive,
and moreover, the fact that [vRW, a∗a + b∗b] = 0 yields X(s) ≡ 0. Here, we may take
kS ≡ E0E hS independently of s, which satisfies [kS + hE , U ] ≡ 0.
We choose an initial system state ρi > 0, and set Y (s) := β(s)hE , Ai := log ρi, Af :=
log ρfT , for ρfT := L(TT ) · · · L( 1T )ρi. Then Theorem 12.8.1 yields the asymptotic moment
generating function of ςT : if ρi has spectral decomposition ρi = r0|v0⟩⟨v0|+ r1|v1⟩⟨v1| > 0,
then
lim
T→∞
MςT (α) = (1 + e
−β(0)E0)α(
r1+α0 (|⟨0|v0⟩|2 + |⟨1|v0⟩|2eαβ(0)E0)α
+ r1+α1 (|⟨0|v1⟩|2 + |⟨1|v1⟩|2eαβ(0)E0)
)
.
(12.29)
Now, let us consider the same example with a different interaction potential. Instead of
vRW, we consider the so-called full-dipole interaction potential vFD ∈ B(HS ⊗HE) given
by
vFD :=
µ1
2
(a+ a∗)⊗ (b+ b∗),
This example was considered in [HJPR17, Section 7.1], where it was shown that Prim
is satisfied, and that σT → ∞ with a finite and nonzero rate limT→∞ 1T σT for generic
choices of parameters {E,E0, τ}.
We take Y (s) = β(s)hE before. Introducing the shorthand η :=
√
(E0 + E)2 + λ2,
we compute a matrix expression for L(α)s by identifying B(HS) ∼= Mat2×2(C) ∼= C4 via
( η11 η12η21 η22 ) 7→
(
η11
η12
η21
η22
)
. Working in the (ground state, excited state) basis for S, we obtain
L(α)(s) =

a 0 0 d
0 b c 0
0 c e 0
f 0 0 g
 ,
where
a =
(2(E0 + E)
2 + λ2 + λ2 cos(ητ))
2 (1 + eE0β(s)) η2e−E0β(s)
+
2(E0 − E)2 + λ2 + λ2 cos(ντ)
2 (1 + eE0β(s)) ν2
,
d = λ2
(
−2e
−E0αβ(s)(cos(ητ)− 1)
4 (1 + eE0β(s)) η2
− 2e
E0(α+1)β(s)(cos(ντ)− 1)
4 (1 + eE0β(s)) ν2
)
,
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c =
λ2 cosh
(
E0β(s)(
1
2
+ α)
)
sech
(
E0β(s)
2
)
sin
(
ητ
2
)
sin
(
ντ
2
)√
E40 + 2 (λ
2 − E2)E20 + (E2 + λ2)2
,
b =
(
iη cos
(
ητ
2
)
+ (E0 + E) sin
(
ητ
2
)) (
(E0 − E) sin
(
ντ
2
)− iν cos (ντ
2
))√
E40 + 2 (λ
2 − E2)E20 + (E2 + λ2)2
,
e =
(−eiντE0 + E0 − E + ν + eiντ (E + ν)) (η cos (ητ2 )+ i(E0 + E) sin (ητ2 ))
2ηνe
1
2
iντ
,
f =
e−E0αβ(s)λ2
4 (1 + eE0β(s))
(
2− 2 cos(ντ)
ν2
− 2e
E0(2α+1)β(s)(cos(ητ)− 1)
η2
)
,
g =
(2(E0 + E)
2 + λ2 + λ2 cos(ητ))
2 (1 + e−E0β(s)) η2eE0β(s)
+
2(E0 − E)2 + λ2 + λ2 cos(ντ)
2 (1 + e−E0β(s)) ν2
,
which depend on s through β(s). The computation was performed with Mathematica,
using [Han16a]. We make a particular choice of parameters, λ = 2, τ = 0.5, E0 = 0.8,
E = 0.9, and two choices of [0, 1] ∋ s 7→ β(s):
β1(s) =
2(3 + 4 tanh(2s))
3 + 2 log(cosh(2))
(12.30)
and
β2(s) = a1 tanh(2s)− a2 tanh
(s
2
)− a3s3 + a4s2 − a5s+ a6 (12.31)
for a1 = 35.483, a2 = 141.929, a3 = 42.945, a4 = 93.5, a5 = 17.808, a6 = 1.061. We have
β1(0) = β2(0) = 1.06, and β1(1) = β2(1) = 2.43, as well as
∫ 1
0
β1(s) ds =
∫ 1
0
β2(s) ds = 2.
These are plotted in Figure 12.2.
We compute numerically the function Λ(α) for each choice of s 7→ β(s), as shown in
Figure 12.3. Figures 12.4 and 12.5 shows the convergence described by Theorem 12.8.5
by simulating 2,000 instances of this repeated interaction system at four values of T .
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Fig. 12.2 Two choices of curves s 7→ β(s). The solid orange line, β(s) = β1(s), is given
by (12.30), and in dashed green line, β(s) = β2(s), is given by (12.31). These curves of
inverse temperatures start and end at the same points, and have the same integral. The
differences in Λ and Λ∗ shown in Figure 12.3 below are due to the differences in β1(s)
and β2(s) shown here.
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Fig. 12.3 Left: The function Λ(α) for Y = βhE with vk = vFD, λ = 2, τ = 0.5, E0 = 0.8,
E = 0.9, plotted for each choice of β(s). Right: The rate function Λ∗(α), for the same
setup. In each plot, the solid orange line corresponds to the choice β(s) = β1(s), defined
in (12.30), and the dashed green line corresponds to β(s) = β2(s), defined in (12.31).
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Fig. 12.4 Convergence of 1√
T
(
∆ytotT − T Λ′(0)
)
to a normal distribution, where Λ′(0) ≈
0.240, with β(s) = β1(s) given by (12.30). Each plot was generated by simulating the
two-time measurement protocol in 2,000 instances of the repeated interaction system with
the parameters given in Figure 12.3. The value of 1√
T
(
∆ytotT − T Λ′(0)
)
was calculated
for each instance and plotted in a histogram in orange, with bar heights normalized
to yield total mass 1. In green, the probability density function of N (0,Λ′′(0)) is
plotted, where Λ′′(0) ≈ 0.530. As T increases, one sees qualitatively the convergence of
1√
T
(
∆ytotT − T Λ′(0)
)
to the normal distribution, as guaranteed by Theorem 12.8.5.
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Fig. 12.5 The same setup as Figure 12.4, with β(s) = β2(s) given by (12.31). Here,
Λ′(0) ≈ 0.275, and Λ′′(0) ≈ 0.716.
Chapter 13
Open questions from Part II
1. In Theorem 11.3.7 it is established that faithful PPT quantum channels are even-
tually entanglement-breaking. Can this result be extended to the non-faithful
case? Moreover, can a universal finite number n ∈ N be found such that any PPT
quantum channel Φ is such that its n-fold composition Φn is entanglement-breaking?
The PPT2 conjecture is that such n = 2 suffices (even in the non-trace-preserving
case).
2. In Chapter 12, a two-time measurement protocol is used to provide a detailed
analysis of the entropy production of repeated interaction systems, and has similarly
been used in other studies in quantum statistical mechanics. Can such a protocol
play a role in an information-theoretic analysis as well?
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Appendix A
Mathematica code
The following is Mathematica code to perform the symbolic manipulations used in the
proof of Proposition 5.1.6. This code was run on Mathematica version 12.0.0.0.
In[1]:= g[x1_,x2_,x3_,x4_] := Log[E^(x1 + 2*x2 + 3*x3 + 4*x4)
+ E^(x4 + 2*x3 + 3*x2 + 4*x1)]
In[2]:= f[x1_,x2_,x3_,x4_] := -1*(g @@@ Permutations[{x1,x2,x3,x4}]
//Total )/Factorial[4]
In[3]:= f[x1,x2,x3,x4]
Out[3]=
1
24
(-2 Log[ex1+3 x2+4 x3+2 x4+e4x1+2 x2+x3+3 x4]-2 Log[e3 x1+x2+4 x3+2 x4+e2x1+4 x2+x3+3x4]
-2 Log[ex1+4 x2+3 x3+2 x4+e4 x1+x2+2 x3+3x4]-2 Log[e4 x1+x2+3 x3+2 x4+ex1+4 x2+2 x3+3x4]
-2 Log[e3x1+4 x2+x3+2 x4+e2 x1+x2+4 x3+3 x4]-2 Log[e4x1+3 x2+x3+2 x4+ex1+2 x2+4 x3+3 x4]
-2 Log[e2x1+3 x2+4 x3+x4+e3x1+2 x2+x3+4 x4]-2 Log[e3 x1+2 x2+4 x3+x4+e2x1+3 x2+x3+4 x4]
-2 Log[e2 x1+4 x2+3 x3+x4+e3x1+x2+2 x3+4x4]-2 Log[e4 x1+2 x2+3 x3+x4+ex1+3 x2+2 x3+4x4]
-2 Log[e3 x1+4 x2+2 x3+x4+e2 x1+x2+3 x3+4x4]-2 Log[e4x1+3 x2+2 x3+x4+ex1+2 x2+3 x3+4 x4])
In[4]:= substitute = {x1 → 5/10, x2 → 3/10, x3 → 2/10, x4 → 0}
Out[4]= {x1 →1
2
,x2 → 3
10
,x3 → 1
5
,x4→0}
In[5]:= (D[f[x1,x2,x3,x4], x2, x4] + D[f[x1,x2,x3,x4], x3, x1]
-D[f[x1,x2,x3,x4], x3, x4] -D[f[x1,x2,x3,x4], x2, x1] )
/. substitute // Simplify
Out[5]= -(((-1+e1/5)
2
e1/5 (3-4e1/5+13 e2/5-13 e3/5+36e4/5-32 e+84 e6/5-82
e7/5+157 e8/5-127 e9/5+235e2-202 e11/5+382 e12/5-290e13/5+500 e14/5-382
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e3+685 e16/5-513 e17/5+817e18/5-574 e19/5+970 e4-680e21/5+1052 e22/5-691
e23/5+1114 e24/5-756 e5+1114e26/5-691 e27/5+1052 e28/5-680e29/5+970
e6-574 e31/5+817 e32/5-513e33/5+685 e34/5-382 e7+500e36/5-290 e37/5+382
e38/5-202 e39/5+235 e8-127e41/5+157 e42/5-82 e43/5+84e44/5-32 e9+36
e46/5-13 e47/5+13 e48/5-4e49/5+3 e10))/(3(1+e1/5)
2
(1+e2/5)
2
(1-e1/5+e2/5)
2
(1+e4/5)
2
(1-e2/5+e4/5)
2
(1-e1/5+e2/5-e3/5+e4/5e-e+e6/5)
2
(1+e8/5)
2
))
In[6]:= N[%5, 20]
Out[6]= -0.15621966760667033050
