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process is to minimize error between target output and actual output of the NN. The trained NN model can be used during electromagnetic design to provide instant answers to the task it learned. Due to their attractive features, NN was used in computing the resonant frequencies of rectangular MSAs [16] [17] . Reference [16] presented a NN model trained with the backpropagation (BP), delta-bar-delta (DBD), and extended delta-bar-delta (EDBD) algorithms for calculating the resonant frequencies of MSAs. The performance of this NN model was improved in reference [17] by using a parallel tabu search (PTS) algorithm for the training process. The results in [16] and [17] are not in very good agreement with the experimental results in literature [12] and [18] for the rectangular MSAs. At present, neural network ensemble (NNE) has gradually become the hotspot in the field of machine learning and neural computation [19] . Through independently training several NNs and ensembling their computing results together, generalization ability of NNE modeling complex problems can be improved remarkably. In this chapter, selective NNE methods based on decimal particle swarm optimization (DePSO) algorithm and binary particle swarm optimization (BiPSO) algorithm are proposed. The NNs for constructing NNE are optimally selected in terms of particle swarm optimization (PSO) algorithm. This can maintain the diversity of NNs and decrease the effects of collinearity and noise of samples. At the same time, chaos mutation is adopted to increase the particles diversity of PSO algorithm. The next section briefly describes the computing method of resonant frequency of rectangular MSAs. The basic principles of PSO-based selective NNE are presented in the following section. Subsequently, the selective NNE is applied to the calculation of resonant frequency, and the computing results are better than available ones. The conclusions are then made. 
Where e ε is effective dielectric constant for the patch, c is velocity of electromagnetic waves in free space, m and n take integer values, and e L and e W are effective dimensions. To compute the resonant frequency of a rectangular patch antenna driven at its fundamental 10 TM mode, expression (1) is written as 10 2 ee c f
The effective length e L can be defined as follows:
Where L Δ is edge extension, and its value is relative to the thickness h of the dielectric substrate.
Obviously, resonant frequency of the rectangular MSA is decided by h, r ε , m, n and the size of patch W and L.
Particle swarm optimization algorithm
PSO, which was first developed by Kennedy and Eberhart [20] , is a kind of evolutionary computational technology based on intelligent behavior of organisms, and its basic idea is originally from artificial life and evolutionary computation [21] [22] . The main feature of PSO is to solve problems in real number field, the adjusted parameters are few, and it is a kind of general global research algorithm. Therefore, the method has been widely used in many fields, such as NN training, function optimization, fuzzy control system, etc. [23] . The advantages of PSO are characterized as simple, easy to implement, and efficient to compute. Unlike the other heuristic techniques, PSO has a flexible and well-balanced mechanism to enhance the global and local exploration abilities. At present, as a robust global optimal method, PSO is also utilized in electromagnetic field [24] [25] , such as the design of absorbing material, antenna design and so forth. PSO simulates the behaviors of bird flock [21] [22] . Suppose the following scenario: a group of birds are randomly searching food in an area. There is only one piece of food being searched in the area. All the birds do not know where the food is. But they know how far the food is during each search iteration. So what's the best strategy to find the food? The effective one is to follow the bird that is nearest to the food. PSO learns from the scenario and uses it to solve the optimization problems. In PSO, each single solution is a "bird" in the search space. We call it "particle". All of particles have fitness values that are evaluated by the fitness function to be optimized, and have velocities that direct the flying of the particles. The www.intechopen.com particles are "flown" through the problem space by following the current optimum particles. PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. In every iteration, each particle is updated by following two "best" values. The first one is the best solution (fitness) it has achieved so far. This value is called pbest. The other that is tracked by the particle swarm optimizer is the best value, which is obtained so far by any particle in the swarm. This best value is a global best and called gbest. After finding the two best values, the particle updates its velocity and position with following formulas:
Where ω is inertia weight and control the PSO's exploitation ability and exploration ability. ( ) rand is a random number between (0,1). x are, respectively, velocity and position of particle i in dth dimension and kth iteration, and they are limited to a scope.
Neural Network and Neural Network ensemble

Neural Network
Neural Network (NN), which is also called Artificial Neural Network (ANN) in this study, is a simplified model to descript and abstract biological neural system of human brain according to mathematical and physical method and from the angle of information processing based on the understanding of human brain [26] [27] . NN is a kind of description of characteristics of human brain system. Also, it is considered a computer system including many very simple processing units that connect each other in accordance with some manners. The system processes information on the basis of dynamic response of its state to external inputs. Simply speaking, NN is a mathematical model, and it can be implemented by electronic circuits or simulated by computer program. It is a kind of method in artificial intelligent (AI). Because NN can solve practical problems, its applying fields are expanded continuously, including not only engineering, science and mathematics but also iatrology, business, finance, and literature. To complex microwave engineering, it is very difficult to design by traditional manual methods, even not satisfy the demand. Therefore, rapid and efficient CAD (Computer aided design) method is urgently needed. From mathematical point of view, CAD model of electromagnetic problem is a kind of relationship of mapping, and NN can descript the relation effectively and accurately. Moreover, the computation of the mapping is convenient and fast. Because NN is very suitable for modeling and optimization of complex electromagnetic systems that face CAD optimized process, it is widely used in electromagnetic field [14] [15] .
Neural Network ensemble
NN has been successfully used in many fields. However, because of lack of instruction of rigorous theory, its applying effectiveness mainly depends on users' experience. Although feed fordward network with only one nonlinear hidden layer can approach functions with arbitrary complexity by arbitrary precision, the configuration and training of NN are NP (Non-deterministic Polynomial) problem. In practical applications, model, algorithm and parameters of NN are determined only by many time-consuming experiments. Furthermore, the users of NN are ordinary engineers, and they are usually lack in applying experiences of NN. If there isn't easily used NN in engineering, the applying effectiveness of NN will be very difficult to be ensured. In 1990, Hansen and Salamon creationarily put forward the NNE (Neural network ensemble) method [19] . They proved that generalization ability of the neural computing system can be improved obviously by the way of training several NNs and then ensembling the results according to the rule of relative plurality voting or absolute plurality voting. Because the method is easy to use and its effectiveness is obvious, users without applying experiences of NN can get some benefits from it. Therefore, the NNE seems to be an effective neural computing method in engineering [28] .
PSO-based selective NNE
Ensemble methods of NNs
An important research topic about NNE is its ensemble methods. This directly concerns its generalization ability. At present, the studies of ensemble methods mainly focus on two aspects: one is how to build/select every individual network; and the other is how to ensemble the outputs of every built/selected individual network. Taking the regression problem as an example, matrix inversion has to be carried out for getting combination weights of some conventional methods, and it is affected easily by multi-dimensional collinearity and noise in the data, which may decrease the generalization ability of the NNE [29] [30] . In order to solve the problem of multi-dimensional collinearity, we can adopt some methods, such as, avoiding matrix inversion and restricting combination weights [29] , selecting ensemble method [31] , extracting principal components [29] , and so on. In order to decrease the influence of noise, we can also adopt some methods, such as, restricting combination weights [32] , adjusting objective function [32] , and so forth. From the angles of avoiding matrix inversion and restricting combination weights, selective NNE methods based on DePSO and BiPSO are, respectively, adopted in this chapter. The basic idea of the methods is to optimally select NNs to construct NNE with the aid of PSO algorithm. This can maintain the diversity of individuals and decrease the effects of collinearity and noise of samples. Simultaneously, chaos mutation is injected into the iterative process to increase the particles diversity of PSO algorithm.
Implementation of PSO-based selective NNE
Assume that n NNs 12 ,,, n ff f have been trained separately, and apply them to construct NNE that approximate the mapping :
In order to discuss the problem simply, assume every NN has only one output variable. Namely, the approximated mapping is :
Obviously, the conclusion in this chapter may be extended easily to the situation with many output variables. The ensemble process can be achieved by using above-mentioned PSO algorithm. Every swarm of particles represent a kind of ensemble of { } 12 ,,, n ff f , and particles length (dimension of particles space) equals to n that is the quantity of the NNs. We can adopt DePSO algorithm and BiPSO algorithm to achieve the network's selection. To selective NNE based on DePSO algorithm, its actual output corresponding to the input x is given by www.intechopen.com where β represents the importance (weight) of every NN in the ensemble, and it corresponds to the position vector in formula (5) . Furthermore, it is optimized by abovementioned DePSO algorithm.
To selective NNE based on BiPSO algorithm, the value of every particle in every dimension is discrete 0 or 1. If the value is 1, it indicates that the corresponding individual NN does participate the ensemble; if the value is 0, it indicates that the corresponding individual NN doesn't participate the ensemble. Therefore, the problem of selecting the individual NN to construct NNE can be transformed to the PSO problem that selects optimal particles in ndimensional 0 and -1 space. The above-mentioned PSO algorithm can only be used in continuous space. In order to solve the optimal problems of discrete space, Kennedy proposed separate binary PSO algorithm [33] . To binary PSO algorithm, position of particle in every dimension has only two situations 0 or 1. The updating method of velocity is same as continuous PSO, but the updating method of position depends on the situation transition probability determined by the velocity of particle. The bigger the velocity is, the bigger the possibility of particle value being 1 becomes, and vise versa. The iterative formula is given by ( ) ( ) is a random number.
( )
sig ⋅ is Sigmoid function, which is the velocity transform function. When adopting BiPSO algorithm constructs selective NNE, its actual output corresponding to the input x is given by
Similarly, β represents to the position vector in formula (7), and Number represents the count of value 1 in β .
In order to ensure the diversity of particles in the evolution process, velocity vector is mutated by chaos theory. Chaos is a significant concept in modern science, and it is also a very important content in nonlinear science [34] . Although it seems chaotic, its internal structure is exquisite. It is sensitive to initial conditions and has several advantages, such as randomicity, ergodicity, and regularity. Compared with general random search methods, its local search ability in a small area is excellent, and the effectiveness of detailed search is good. In this chapter, Logistic chaotic mapping is used to generate chaotic signals, and the iterative formula is as follows:
( ) . After chaotic signal is generated, it is transformed to the optimized www.intechopen.com 
where parameter α controls the extent of chaos mutation.
Numerical experiments
Experimental data is generated by Friedman # 1 function and Friedman # 3 function [29] - [31] . These two functions are representative and typical, and they are widely researched in regression analysis problem. The expressions of two functions are shown in table 1. Seven ensemble methods, which are simple evenness method (BEM) [29] , generalized ensemble method (GEM) [20] [21] , linear regression (LR) method [29] [30] , principal components regression (PCR) method [29] , genetic algorithm selective ensemble (GASEN) method [31] , chaos DePSO method and chaos BiPSO method, are compared in this chapter. According to every function's expression, 2200 data are generated, including 200 for training and the other 2000 for testing. By using NNs toolbox in Matlab, the variable gradient BP algorithm is used to train 20 networks. In order to ensure the differences of individual networks, the initial weights are generated randomly according to chaos theory. , the inertia weight ω in expression (4) changes linearly from 1 to 0.4 [36] , and the evolutionary generation is 1000. In order to decrease the randomness, all of the ensemble methods are run 20 times repeatedly. The data in brackets of table 3 represent the count of NNs selected by the BiPSO algorithm when the corresponding computing result is gotten. Table 4 gives the statistic of NNs that participate the ensemble in all 20 times repeat computation in the BiPSO algorithm. From the experimental results, we can safely draw the conclusions as follows.1 Friedman # 1 function and Friedman # 3 function exist multi-dimension collinearity and noise problems. Due to low restraint to weights, existing matrix inverse and sensitiveness to noise, the ensemble performances by GEM and LR methods obviously are inferior to other methods. BEM highly restricts the weights, and it is insensitive to noise. PCR can eliminate some noise by extracting the principal components. GASEN adopts simple average method, and it can also suppress the noise. The BiPSO algorithm and the DePSO algorithm have high restraint to weights, and they can suppress the noise, too. Because all the last 5 methods can restrict weights, the performances of NNE decided by them are good. 2 The influences of multidimension collinearity and noise to the BiPSO algorithm and DePSO algorithm are least, so the performances of NNE decided by these two algorithms are obviously better than these of GEM and LR methods as well as PCR. Compared with BEM and GASEN, to Friedman # 1 function, the BiPSO algorithm and the DePSO algorithm are obvious better than BEM and GASEN; to Friedman # 3 function, the BiPSO algorithm and the DePSO algorithm are almost same with BEM and GASEN. If we increase the iteration number of PSO, the computing results would get better. In addition, with the same evolutionary generation, the computing time of PSO algorithm is shorter than that of GASEN because of its simplicity.3 Table 3 shows that the computing results based on the BiPSO algorithm are a little better than that based on the DePSO algorithm. 4 Table 4 shows that, to the selective NNE based on the BiPSO algorithm, the statistic of NNs selected is around 8 to 10 generally.
Modeling resonant frequency of rectangular MSA by using BiPSO-Based selective NNE
Applying the above-discussed selective NNE based on the BiPSO algorithm models the resonant frequency of rectangular MSA at its fundamental 10 TM mode. The input sample sets is (W,L,h, ε r ), and the output is corresponding measured resonant frequency f ME . The trained NNE can give the mapping between the relative parameters of the rectangular MSA and its measured resonant frequency. The training and testing data sets used in this study have been obtained from previous experimental works [12] [18] . The relative data of the MSA are given from column 2 to column 5 of The computing results by using the method proposed in this chapter are given in column 7 of table 5, and the results obtained by using NN proposed by Guney [16] and by Sagiroglu and Kalinli [17] are given from column 8 to column 10 in table 5. The f EDBD , f DBD , f BP and f PTS in table 5 represent, respectively, the values calculated by using the NNs trained with EDBD(Extended delta-bar-delta), DBD(Delta-bar-delta), BP(Back propagation), and PTS(Parallel tabu search) algorithms. Simultaneously, the sum of absolute errors between theoretical and experimental results for every method is listed in table 5, too. Table 5 shows that the results computed by using the chaos BiPSO-based selective NNE are better agreement with the experimental results as compared with these of the previous NNs in [16] and [17] , which means that the model of this chapter is better than previous ones. In order to make a further comparison, the resonant frequency of rectangular MSA obtained by 
Conclusion
Selective neural network ensemble (NNE) methods based on decimal particle swarm optimization (DePSO) algorithm and binary particle swarm optimization (BiPSO) algorithm are proposed in this study. In these algorithms, optimally select neural networks (NNs) to construct NNE with the aid of particle swarm optimization (PSO) algorithm, which can maintain the diversity of NNs. In the process of ensemble, the performance of NNE may be improved by appropriate restriction on combination weights based on BiPSO algorithm. And this may avoid calculating the matrix inversion and decrease the multi-dimensional collinearity and the over-fitting problem of noise. In order to effectively ensure the particles diversity of PSO algorithm, chaos mutation is adopted during the iteration process according to randomicity, ergodicity and regularity in chaos theory. Experimental results show that the chaos BiPSO algorithm can improve the generalization ability of NNE. By using the chaos BiPSO-based selective NNE, resonant frequency of rectangular microstrip antenna (MSA) is modeled, and the computing results are better than available ones, which mean that the proposed NNE in this study is effective. The method of NNE proposed in this study may be conveniently extended to other microwave engineering and designs. 
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