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I. INTRODUCTION
In many practical situations, a quality variable is functionally dependent on one or more explanatory variables. This relationship is named profile and is widely found in real applications such as automotive engineering and calibration processes. [1] - [5] There are two phases in order to control profiles. Control limits will be determined in Phase I and condition of the profile is monitored in Phase II. There are lots of studies which have introduced different techniques for the control of linear profiles. [5] - [17] Some Researchers employ multivariate control charts and Kim, Mahmoud and Woodall (2003) define three-sided chart by made centered explanatory variables. [1] , [2] , [4] , [18] In fact, piecewise Linear profiles are generated by a nonlinear profile that is broken into regions within the range of the explanatory variable. In each region, the actual profile is approximated by a linear profile as shown in Fig. 1 . Piecewise linear approximation is reported by Fan et al. (2011) in order to monitor the condition of nonlinear profiles [19] . The effect of non-normality on monitoring linear profiles and also presence of profile autocorrelation are also considered and analyzed in some studies. [6] , [11] , [14] In many practical situations, profile characteristics need to be predicted for a non-historical requested interval. It helps to detect structural change points of processes for future and make adjustments or precautions in advance. While profile monitoring has been widely studied for phase I and Phase II of quality control, profile forecasting or Phase III has hardly been discussed [20] .
In the former research, the prediction of control limits is not considered and it is mainly focused on the prediction of profile parameters i.e. slope and intercept. However, in the current research, it is aimed to predict the control condition of the profile in the future intervals. For this purpose, initially, the nonlinear profile is approximated by linear partitions. In fact, any nonlinear profile can be broken into linear segments, should the segments become very small. Therefore, the piecewise approach does not violate the mathematical laws. Subsequently, forecasting profile parameters and control limits are conducted either by adopted regression techniques or the method of Kim, et al. [21] The methodology is thoroughly presented and its efficiency is compared with other approaches.
II. PROBLEM FORMULATION
Assuming the process is under statistical control, the mathematical representation of the model is defined with n observations y 1 , y 2 , … , y n and n corresponding independent variable x 1 , x 2 , … , x n . According to the nature of the process, the range of measurements is divided into L intervals in order to obtain the linear relationship of the process in each interval. The lengths of the intervals might be unequal due to the structure of data points. For the kth (k=1, 2, …,L) interval, the relationship between response variable y , and explanatory variablexcan be modeled as Eq. (1).
where A k and B k are profile parameters related to each interval. Typically, A and B can be shown as a simple linear regression model with first-order autoregressive errors as in Eq. (2) and (3). (2) and (3). [23] Another approach to solve the second problem is Ordinary Least Squared (OLS) method. In this way, the main formulation can be presented by Eq. (4).
By applying OLS method, sum of squared error is equal to Eq. (5). 
Therefore, the least-squares estimations of 0 1 0 1 , , ,     must satisfy following equations. 
Eq. (6) can be solved based on Cramer's rule. [23] Hence, by using either ML method or OLS, profile parameters (
predicted by equation (7).
IV. FORECASTING METHODS FOR CONTROL LIMITS As can be seen in Fig. 2 , since a linear function is fitted into the dataset, in each interval, an individual control limit should be defined. In this research, Shewhart-type control limits for parameters, are customized as in Eq. (8) .
where    to be marginal probability of signal for each control chart statistic, producing an overall false alarm probability,  .
In Eq. (8), (9) and (10), 
., )  kL
In order to predict the control limits in future intervals, two methods are suggested. The first method can be expressed by equations (11) and (12) for intercept and slope, respectively.
In above equations, Ã ̅ (L + t) and B ̅ (L + t) can be determined either by ML or OLS method.
The second method uses the trend of historical control limits. By applying simple linear regression between controls limit as response variable and different intervals as explanatory variable. Interpolated line is used to predict the future control limits. In general, a linear profile is stable when all of its three parameters (slope, intercept and variance) are under statistical control. However, in the proposed model for Phase Ш, it is assumed to be sufficient if the slop and the intercept satisfy their control conditions.
V. PERFORMANCE EVALUATION
In this section, the performances of suggested methods are evaluated by a set of sample data which displays segmented linear profiles. In the first model, simulated data are generated by following algorithm assuming 1,2,...,
where L is the total number of regions and nk is the number of observation in each region.
Step 1. Generate random numbers for observations using uniform distribution in arbitrary range for each region k.
Step 2. Generate random numbers using uniform distribution in [0,1] for φ and φ′ and in arbitrary regions for α 0 , α 1 , β 0 and β 1 .
Step 3. Generate random numbers using normal distributions for 0 ′ , 0 , ′ , , . From total number of 20 regions, the first 15 regions are considered as historical and the last 5 regions as control data. Then both MLE and OLS methods are implemented on the first 15 regions in order to forecast the slopes and intercepts of linear profiles in the last 5 regions. Fig. 3 shows the forecasted values for response variable in the 5 control regions. As can be seen, the OLS method provides more accurate results.
The forecasting errors are reported in Table I . The above model is then extended to 3 times simulation for each observation as shown in Fig. 4 Initially, linear profile parameters are estimated using regression models. Table II lists these estimations as well as means squared error for 10 regions.
Next, the control limit for slope, intercept and variances are determined (Table III) by the method of Section 4. Now, profile parameters are forecasted for the last 5 regions. Results are shown in Table IV . In order to forecast the control limits, two methods including parameters forecast and the trends of the former control limits are applied and results are summarized in Table V. In the second example, the dataset represents the share price of a particular enterprise in stock exchange and is collected in ten successive intervals. The number of samples is 3, i.e. m=3, and the sample size is 6, i.e. n=6. The first five intervals are considered as historical data and stability of their profiles are checked. The parameters and control limits of linear profiles related to second five intervals will be forecasted using historical data and control condition of which will be revealed.
The performance of the methodology can be evaluated and compared between forecasted and actual control conditions. For each performance level, an index is assigned equal to the fraction of the correct forecasts. Table VI and Table VII show the performance of the methodology when ML and OLS methods are applied respectively and compared with trend analysis. The results in Table I show that using ML for control limits forecasting can result in higher performance index in slope forecasting. Comparing the ML and OLS results for 0.01   , it can be concluded that control limits based on OLS method enhance the performance index. In addition, using trend to predict control limits, reduces the performance no matter which method is used for parameter forecasting. Lower probability of false alarm results in higher performance index for slope in Table I , but has no effect if OLS method is applied, as in Table II . In addition, performance index for intercept and profile increase with false alarm probability. According to Table  1 and 2, ML method has higher performance index for slope than OLS method, when control limits are predicted by trend method. Since control limits by trend method remain unchanged in the successive iterations of simulation, it can be concluded that slope forecasts by ML are more accurate than OLS. Additionally, simulation study shows that using OLS and ML for control limits forecasting can cause higher type I error. Similarly, type II error is significant due to tighter control limits, when trend function is used for control limits forecasting.
VI. CONCLUSION
In this paper, a methodology was proposed for forecasting profile control conditions at future intervals. Segmented linear profiles were considered to approximate the nonlinear form of the profile. Maximum likelihood and ordinary least squared methods were applied to forecast profile parameters. For control limit forecasting, two methods were suggested. The first method is based on forecasting of profile parameters and the second one is based on the trend of historical control limits. The model was implemented for datasets generated through simulation process. The results showed that ML method had more accurate forecasts for slope than OLS method. Furthermore, using trend function for control limit forecasting had more significant type II error than using ML or OLS method. In future research, control limit for variance, other forecasting methods and regression models such as fuzzy regression can be investigated.
