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Responsive demand is one of the main criteria in the definition of a smart
grid. In particular, residential demand response (DR) in presence of plug-in
electric vehicles (PEVs) has attracted much research in the literature since
residential daily demand profile has the most fluctuations compared to other
sectors, households are connected to low voltage (LV) distribution lines and
the likelihood that PEVs charging takes place at homes are very high. Hence,
this thesis first evaluates the unsupervised charging of PEVs at the dwellings
and then presents a statistical modelling and a closed-form statistical expression
for PEVs’ uncoordinated expected charging demand. This closed-form solution
comes in handy for further mathematical formulating and calculations. The
thesis illustrates that adding PEVs to the households in the power grid will
significantly increase the already high daily peak demand. Then, a distributed
demand response (DR) technique is proposed and evaluated for residential
vehicle-to-grid (V2G) enabled PEVs during their random connection times to the
power grid. It is demonstrated that the proposed fast converging and distributed
DR algorithm is successful in managing the charging tasks of 1,000 PEV users
in order to minimize the peak of the aggregated daily power demand profile and
make the peak demand even the same as when there is no PEVs in the system,
without any changes in the users’ commuting behaviours and by preserving their
privacy. Moreover, as the electricity markets become fully liberated in future,
iii
lowering the demand peak may not be the best goal for the participants in
a free market. Therefore, we modified the previous proposed algorithm and
came up with another decentralized algorithm for managing V2G enabled PEVs’
electricity assignments (charging and discharging) to lower the overall electricity
procurement costs for electricity retailers bidding to operational day-ahead (DA)
and real-time (RT) markets. This proposed algorithm jointly uses DA demand
shaping and RT demand altering for the DA and the RT markets, respectively.
We delineate that due to high unpredictability of the markets the proposed
algorithm is capable to save significant costs annually in its interactions with
the markets for a retailer. Furthermore, due to the importance of reducing the
emissions of green house gases (GHGs) which has recently absorbed the world’s
attention more than ever, we captured this concern into our algorithms. We
illustrate that with some incentives and/or regulations from the power system
regulator, the retailers or aggregators could help lessen GHGs emissions by using
the proposed decarbonized demand response (DDR) technique.
iv
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In the past few decades, the world has seen tremendous advancements in
technology. In particular, remarkable development in areas like communication
systems and networking, information processing capability and sensing has
created many opportunities to progress in various fields, e.g., engineering,
biology, medicine, etc.
One of the vital issues for any country is energy and specifically
electricity provision as we are rapidly becoming more reliant on numerous
electricity consuming devices and appliances from electric toothbrushes to the
transportation sector. This fact has made electricity provision even connected
to the security of countries world wild. In some wars, the power plants and other
main electricity infrastructure have been targeted by both sides of the conflict
either by conventional bombardment or by cyber attacks [1]–[3].
The current power grid belongs to decades ago and is aging without
substantial changes in its first versions [4]. In other words, we cannot see
the emergence of advanced technologies in power grids as much as other in
other fields, like communications or electronic devices. However, the reason
is not the efficient or at least admissible set up of the current design and
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strategy. On the contrary, the current system is working miles away from that.
The performance is not acceptable either by a cost minimizing view or by an
environmental concern [5]. But, the main reason behind, is the need of vast
amount of investment to replace this old structure.
The conventional way to supply the electricity demand is to fortify different
sectors of the power infrastructure which makes the whole power grid very
inefficient, vulnerable and complex [6]. However, this approach could no longer
last as the expected energy consumption is growing speedily Fig. 1.1.
On the other hand, electricity consumption is getting higher and higher as
it is the palpitating heart of almost all stuffs nowadays. Figure 1.1 shows the
expected energy consumption growth for different regions of the world during
next decades. It can be observed that the global average energy consumption is
going to get more than twice in the following decades. In developing countries,
however, this will be even much higher being up to 3 to 5 times. Continuing
the traditional ways to generate, transmit and distribute power is no more
working because of the scarcity of fossil-fuels in future from one side and the
environmental concerns regarding the greenhouse effect and climate change on
the other side [7],[8]. Also, the infrastructure required to transmit and distribute
this extra power causes another challenge.
Besides, although there are some monitoring equipments, e.g., supervisory
control and data acquisition (SCADA) system in the existing grid, their scope of
monitoring is limited and as the grid becomes more complex, they are not capable
enough to give the power grid operator sufficient information. Furthermore,
marketing and competitiveness have entered to the field of electricity provision
2
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Figure 1.1: The expected energy consumption growth by 2050 according to
International Energy Agency www.iea.com.
as well and are annihilating the traditional monopoly Fig. 1.2 [5] and [9].
The concept of smart grids has recently been introduced as an emerging
evolution for the current power grids. This includes diverse changes in all
sectors of a typical grid: generation, transmission, distribution and consumption.
This evolving change necessitates fundamental revisions in how we currently
operate the grid. Although smartness is a quality for which a limit cannot be
put so that we can say reaching that limit means that we have a smart grid
now, many different definitions of a smart grid include the following traits:
distributed generation (DG), responsive demand, adaptive and self-healing
capacity, two-way energy delivery potential, integration of a huge renewable
energy generation and large scale plug-in electric vehicles (PEVs) [6], [10]–[14].
The main objective for the transition towards the smart grids is to increase
the controllability of the behaviour of the electrical power grid [15]. By being
able to manage the power grid more efficiently, better performances can be
3
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Figure 1.2: A schematic illustration for a conventional power grid versus a smart
grid.
achieved from the existing sources and infrastructures in terms of cost, quality
and capacity which in turn can reduce extra unnecessary investments in power
generation and delivery [16].
It is obvious that the behaviour of the demand side of the grid,
where the electricity consumption is carried out, has the main role on the
required infrastructure for the grid. The infrastructure encompasses both the
generation and the delivery (transmission and distribution) sectors. The whole
infrastructure has been traditionally arranged such that the peak demand can be
provided which guarantees the reliability of the grid. But, obviously, this remains
an underutilized grid as the peak-to-average ratio PAR of power consumption is
notably high, e.g., it could be more than two for typical residential loads [17],[18].
Although, in most cases, the share of residential electricity consumption
4
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Figure 1.3: Some examples of electricity consuming appliances in a household.
is less than that from industrial and commercial, supplying the residential
electricity demand is naturally considered to have the main priority.
There are various household appliances which we are currently using and we
continue adding to them as the technology develops new ones Fig. 1.3. Each
of these appliances has its specific daily electricity demand profile in terms of
time of usage and the amount of power it derives from the power system. If one
superposes all these daily demand profiles together, the resulting shape could be
something as depicted in Fig. 1.4 [19].
Sometimes, a utility company (UC) becomes obliged to use direct load control
(DLC) and request the industries to curb their demand so that it can provide
electricity to the residential sector. Moreover, residential load has the worst
PAR and demand fluctuations. Besides, the distribution lines and transformers
for residential sector are low voltage (LV), numerous and sporadic [18].
This means that adding new devices or appliances like PEVs, Fig. 1.5, which
5
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Figure 1.4: A typical household daily electricity consumption profile.
Figure 1.5: Adding new devices or appliances like PEVs which consume so much
electricity to the households will remarkably change their already complicated
demand profiles and may increase the already high PAR.
consume so much electricity to the households will remarkably change their
already complicated demand profiles and may increase the already high PAR
significantly. Thus, trying to fortify the existing infrastructure is extremely
6
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costly and can no longer be followed. Thus, much research has been done in the
literature to tackle the resulting ramifications [20].
On the other hand, PEVs have several important advantages compared
to internal combustion engine (ICE) vehicles. Not only do they have lower
maintenance and operation costs, they also produce little or even no air pollution
and greenhouse gases in locales where they are being used [21]. Above that, they
offer valuable flexibility as their fuel can be catered from diverse sources and
resources, e.g., nuclear energy and wind power [22]–[24].
However, in spite of their vast advantages, the market size of PEVs has
been slower than expected as their adoption faces several barriers. One key
reason is the extra cost of their batteries. In addition, the shortage of recharging
infrastructure causes range anxiety for pure electric vehicles’ drivers. But,
plug-in hybrids resolve the latter problem for pure electric vehicles, by having
a combustion engine which works as a backup when the batteries are depleted,
yielding to comparable driving ranges for PHEVs to conventional ICE cars [15].
Although it makes sense to envisage the number of electric cars increasing,
it is hard to see that the electricity infrastructure capacity growing with the
same rate concurrently. Thus, the ramification of introducing a large number
of PHEVs into the grid has become an important avenue for research in recent
years [25]. First, we need to ask how uncoordinated charging, i.e., the battery
of the vehicle either starts charging as soon as plugged in or after a user-defined
delay, can affect the existing power grid. Next, we need to ask, considering this
demand as a worst-case scenario, how we can satisfy it efficiently when we have
information exchange capability and intelligence in a smart grid. Finally, how
7
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charging and discharging flexibility of EVs can help the power grid in terms of
power regulation.
By going towards the smart grids, the utility will have more options to
manage the grid rather than just the generation adjustments. The first option is
storage devices by which the grid operator can store the extra energy for further
consumptions during peak demand periods. The second main option is DR
which lets the consumer side to participate actively in the grid management [26].
There are delay-tolerant devices as well as devices that can provide some levels
of flexibility to be operated. Therefore, the main problem is how to manage
these devices to achieve better performances [27].
As long as the peak electricity demand does not exceed the total capacity
of dispatchable electricity suppliers, it is possible to generate more electricity
to adjust supply to the real-time demand. Until large-scale electricity storage
becomes more cost-effective, electricity generation capacity must always exceed
peak electricity demand to ensure the reliability of the service. However,
managing electricity supply and demand in this way leads to inefficient use of
fuel supplies, extra system capacity that is only used to meet short time peak
loads, consumers without any incentive to conserve or plan energy usage, and
an electric power system vulnerable to failure during adverse weather events,
peak-use periods, and fuel supply disruptions [28].
In fact, PAR can be trivially alleviated by compromising the consumers
comfort through adjusting the overall load. For instance, by widening the
desirable range of the indoor temperature and better insulation for the house, air
conditioners consume less energy or by encouraging residential users to utilize
8
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more efficient appliances which consume lower amount of electricity. Demand
side management (DSM) incorporates all these different sorts of efforts whereas
demand response (DR) is a branch of it whose goal is to make the demand
side responsive. In other words, by employing information and communication
technology (ICT) and advanced metering infrastructure (AMI), the electricity
supplier can use various methods to control and mange the demand side, e.g., by
critical pick pricing (CPP) [29], inclining block rates (IBR) for electricity, time
of use pricing (ToUP), real-time pricing (RTP), etc [30]–[32]. However, using
DLC for the residential sector seems to be impossible due to privacy concerns
and even the nature of this type of load [33].
In the demand side, load flexibility has the main impact on alleviating PAR.
This flexibility can be achieved with or without users’ comfort compromise.
In this case, flexibility of the flexible loads is exploited to decrease PAR. The
consumer is allowed to consume its total required power but, their daily demand
is scheduled such that PAR becomes lower. When electric mobility by plug-in
hybrid electric vehicles (PHEVs) or PEVs become widespread, managing the
available flexibility becomes much more important. This is not only because
they add significant load to the grid but also since they do provide a good range
of flexibility [34]. Current typical PHEVs consume 0.2-0.3 KWh of energy for
one mile of driving on average. This introduces remarkable new load on the
existing grid. In fact, on charging mode, they can roughly double the average
household power consumption [34].
In this thesis, the following characteristics are considered essential for a
pertinent and practical DR approach for the residential sector:
9
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• Preserving customers’ privacy: a pragmatic DR approach should not need
detailed information about users’ household appliances. Hence, in this
thesis, a main assumption is that scheduling should be done by each
consumer through a smart device installed in their house.
• Motivation and users’ willingness to participate in DR: the cooperation of
the users should be achieved by encouraging them to participate in the
proposed DR strategy. This normally happens if their cooperation yields
to significant lesser cost for their total energy consumption. Moreover,
the strategy should be straightforward and user friendly making the
cooperation simple.
• Scalability: the DR approach is required to be scalable to enable its
employment over a large number of households like a region or a city where
in practice tens of thousands of households exist.
• Applicable to the emerging electricity market paradigms: lowering PAR is
definitely an important objective for conventional power grid when the
electricity generation and delivery are one-way, Fig. 1.2. However, in
future, fully liberated electricity markets comes to real practice when there
are multiple retailers or marketing companies compete with one another,
renewables and cost reasonable storage devices become widespread, and
even the storage capacity of PEVs becomes well grounded to employ. In
this case, lowering PAR may not be the best objective of the competing




Although there are some household appliances whose demand can be
controlled, e.g., water heaters, pumps, heating ventilation and air-conditioning
(HVAC) systems, the focus in this thesis is on PEVs. Thus, we assume that the
users’ overall load consists of two distinct types of load; typical household load
which normally needs on-demand power supply, e.g., air conditioning, lighting,
cooking, refrigerator, etc, and PEV as a flexible load.
In this setup, each user is equipped with an energy consumption controller
(ECC) device, e.g., in its smart meter, which is assumed to be connected
to a smart power distribution system with a two-way digital communication
capability through computer networking. Based on the updated pricing
signals that the ECCS device receives from the utility through the available
communications infrastructure, and also given the users personal energy needs,
the ECC device optimally schedules the energy consumption for the users flexible
loads such that it can minimize the electricity costs.
Studies have shown that the lack of knowledge among users on how to
respond to time-differentiated prices and the lack of pertinent user-friendly home
automation systems are two main barriers for fully utilizing the advantages of
residential DR in the power grid.
In some DR approaches proposed in the literature, e.g. [35], each residential
user interacts individually with the utility companies (UCs). However,
these methods fail in practice when a large number of residential users
exist. Furthermore, it makes DR complicated and requires much information
transmission and processing.
In general, the electrical grid power optimization is to find the right balance
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between reliability, availability, efficiency, comfort, and cost while satisfying the
grid’s physical constraints (like transmission and distribution capacity). This is
done by the proper use of the control variables available to the grid operator.
Meanwhile, the probabilistic nature of generation and consumption (e.g., PEV’s)
needs to be considered.
1.2 Thesis Goals
• First and foremost, we should have an estimation of PEVs’ electricity
demand when they become widespread in order to know how much
fortification is needed to supply their demand. This analysis needs
surveying the vehicle owners about their daily driving behaviour.
Therefore, parameters like arrival time at the household, respective mileage
of the vehicle users and their departure time could be the easiest factors in
surveying. Then, it is important to show how these parameters can lead
us to a closed-form expression about a typical PEV.
• Based on the expected extra electricity demand imposed by PEVs, this
thesis tries to find and propose a technique to supply their demand with
minimum need to fortify the infrastructure of the grid. In this case, the
main objective is to lessen the daily PAR and flattening the aggregated
demand profile as much as possible.
• The electricity market paradigm will change significantly in future by the
emergence of renewables, economically acceptable storage devices with
huge capacity and DR. In fact, even though the superiority of perfect
competition over monopoly is still controversial theoretically [36], in
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practice contestability and free marketing have been successful to make
systems more efficient in several aspects.
• The retailers are in charge of DR. They deal with the wholesale electricity
market and may possess their own generation and/or storage equipment(s).
We assume that the retailers are able to manage the demand of their
subscribers so that they can decrease the electricity procurement costs
and hence expand their market capacity. This should be done such
that subscribers’ privacy is preserved and they get enough motivation to
participate in any DR technique as mentioned earlier.
• Decarbonization and in general reducing the emissions of green house
gases (GHGs) has always been a global challenge and wish. However,
it needs significant changes in the way we consume energy worldwide.
Many developed and developing countries do not embrace these changes
because this commitment slows down their economy growth and requires
vast investments. Nevertheless, recently, the world has come to a consensus
in Paris by which different countries agree to strive their efforts to confront
adverse climate changes. Thus, in this thesis, the role of PEVs in helping
decarbonization is accommodated into DR techniques.
1.3 Research Contribution
Based on the above-mentioned goals, this thesis first evaluates the
uncoordinated charging demand of PEVs at households and then presents
a statistical modelling and a closed-form statistical expression for PEVs’
uncoordinated expected charging demand. This closed-form solution comes in
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handy for further mathematical formulating and calculations.
It is illustrated that adding a large number of PEVs to the households in the
power grid will significantly increase the already high daily peak demand. Then,
by comparing with the real-world data about the availability of vehicles in the
households and their mileage [37], it is shown that the proposed modelling is
compatible with the surveyed data.
In addition, we propose and evaluate the efficacy of a distributed and scalable
DR for 1,000 residential vehicle-to-grid (V2G) enabled PEVs during their
random connection times to the power grid and diverse charging requirements
according to the previous modelling. In this, we employ the power demand
elasticity offered by PEVs’ flexible demand nature along with people’s diverse
patterns of vehicles’ usage. It is demonstrated that the proposed fast converging
and distributed DR algorithm is successful in managing the charging tasks of
1,000 PEV users in order to minimize the peak of the aggregated daily power
demand profile and make the peak demand even the same compared to when
there is no PEVs in the system. Meanwhile, users’ comfort and privacy which
are two main concerns in employing DR for residential users are not violated.
Moreover, as the electricity markets are highly likely to become fully liberated
in near future just like many other markets, lowering the demand peak may not
be the best desired objective for the participants in a free market paradigm.
Therefore, we modified the previous proposed algorithm and set forth another
decentralized algorithm for managing V2G enabled PEVs’ electricity assignments
(charging and discharging) to lessen the overall electricity procurement costs for
electricity retailers bidding to an operational two-settlement market [38], i.e.,
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day-ahead (DA) and real-time (RT) markets. This proposed algorithm jointly
uses DA demand shaping and RT demand altering for the DA and the RT
markets, respectively. We delineate that due to uncertainty of the markets, the
algorithm is capable of saving significant costs annually in its interactions with
the market for a specific retailer. These savings could be used by the retailer to
expand its market capacity by employing the behavioural economics and different
marketing approaches, e.g., promotions, rewarding, etc.
Furthermore, as the significance of decreasing the emissions of green house
gases (GHGs) has recently absorbed the world’s attention more than ever,
we captured this concern into our algorithms. We illustrate that with some
incentives and/or regulations from the power system regulator, the retailers
or aggregators could help to lower GHGs emissions by using the proposed
decarbonized demand response (DDR) technique.
1.4 Organization
In Chapter 2, we evaluate the unsupervised electricity demand of PEVs and
then present a statistical modelling and a closed-form expression for PEVs’
uncoordinated charging demand. We found out and showed that adding PEVs
to the power grid will significantly increase the daily peak demand.
In Chapter 3, we analyzed and evaluated the effectiveness of our proposed
distributed DR for residential vehicle-to-grid (V2G) enabled PEVs during
their random connection time to the power grid. We incorporated real-world
parameters to model the availability of PEVs in the households and their
charging energy requirements. We demonstrated that our proposed distributed
15
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DR algorithm is successful in managing the charging tasks of PEVs in order to
minimize the peak of the aggregated daily power demand profile and make the
peak demand even the same as when there is no PEVs in the system, without
any changes in the users’ commuting behaviors.
In Chapter 4, the algorithm proposed in Chapter 3 is modified and
another decentralized algorithm for managing V2G enabled PEVs’ electricity
assignments (charging and discharging) is presented in order to lower the overall
electricity procurement cost for electricity retailers bidding to day-ahead (DA)
and real-time (RT) markets. This proposed algorithm uses demand shaping and
demand altering for the DA and the RT markets, respectively.
In Chapter 5, the importance of reducing green house gases (GHGs) emissions
is captured into DR algorithms. It is illustrated that with some incentives and/or
regulations from the power system regulator, the retailer or aggregator could help
lessen GHGs emissions by using the proposed decarbonized demand response
(DDR) technique.
Finally, the entire thesis is concluded at Chapter 6 where some more possible
future works are discussed.
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Daily Power Demand Profile of Uncoordinated
Charged PEVs
Plug-in electric vehicles (PEVs) add significant load on the power grid as
they become widespread. The characteristics of this extra load follow the
patterns of people’s driving behaviours. In particular, random parameters
such as arrival time and charging time of the vehicles determine their expected
charging demand profile from the power grid. In this chapter, we first present a
model for uncoordinated charging power demand of PEVs based on a stochastic
process and accordingly we characterize a PEV’s expected daily power demand
profile. Next, we illustrate it for different charging time distributions through
simulations. This gives us useful insights into the long-term planning for
upgrading power systems’ infrastructure to accommodate PEVs.
2.1 Introduction
Normally, the daily residential power demand profile has a significant
peak-to-average ratio (PAR) that can potentially reduce the power grids’
efficiency and incur exorbitant costs for developing the power grid’s
infrastructure, i.e., increasing the power generation, transmission, and
distribution capacity of the grid. This extra capacity is just to serve the power
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demand of the users during transient peak-time periods. Hence, obviating this
drawback has motivated intensive research on strategies that can utilize the
existing grid more efficiently so that more consumers can be accommodated and
served without developing new costly infrastructure. The main objective of these
strategies is to make the demand responsive [39].
Demand response (DR) is predicted to become even more crucial as the use
of new electricity-hungry appliances such as plug-in electric vehicles (PEVs) is
becoming more widespread. Typically, on charging mode, they can double the
average dwelling’s energy consumption, with current plug-in electric vehicles
(PEVs) consuming 0.25-0.35 kWh of energy for one mile of driving [40]. Hence,
PEVs’ uncoordinated charging, i.e., the battery of the vehicle either starts
charging as soon as plugged in or after a user-defined delay, can significantly
exacerbate the already high PAR.
Although it makes sense to envisage the number of electric cars increasing, it
is hard to see that the electricity infrastructure capacity growing with the same
rate concurrently. Thus, the ramification of introducing a large number of PEVs
into the grid has become an important avenue for research in recent years in the
context of smart grid [25]. First, we need to ask how uncoordinated charging
can affect the existing power grid. Next, we need to ask, how we can satisfy this
charging demand efficiently when we have information exchange capability and
intelligence in a smart grid.
There are several prior literature on modelling the impact of uncoordinated
charging of PEVs. However, most of them require much detailed information
about passenger cars’ travel behaviour, e.g., [41] and [42]. The models are
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mostly complicated and the sensitivity of the PEVs’ charging load to different
parameters is not clear. Moreover, most of them do not provide expected daily
power demand due to PEVs, particularly when PEVs are charged in households
rather than in charging stations. For instance, [43] provides a spatial and
temporal model of electric vehicles charging demand for fast charging stations
situated around highway exits based on known traffic data. In [41], a utilization
model is proposed based on type-of-trip. The authors in [21] have used random
simulation and statistical analysis to fit a distribution for the overall charging
demand of PEVs mainly for probabilistic power flow (PPF) calculations. In [44],
the daily load profile is modelled by using queuing theory and the approach is
suitable mainly for accurate short-time load forecasting.
Furthermore, since PEVs are considered as the main component of the
residential flexible electricity demand, numerous researches have been carried out
for PEVs’ DR, e.g., [45]–[47]. In [48], the authors have investigated the impact
of vehicle-to-grid (V2G) energy delivery on the social welfare. Additionally,
their storage capacity can be used for improving the power grid’s reliability and
providing ancillary services, e.g., in terms of frequency control [49],[50]. But, the
main drawback in most of these works is that they do not consider the inherent
randomness and diversity of PEVs’ demand in the first place.
Therefore, in this chapter, we first present a model for uncoordinated
charging power demand of a typical PEV by formulating it as a stochastic process
based on the arrival time and charging time of the vehicle. Here, the charging
takes place at users’ homes and we treat PEVs the same as other household
electrical appliances. Then, we characterize a PEV’s expected daily power
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Figure 2.1: Basic model of a smart energy system comprised of multiple load
customers that share one energy source retailer or an aggregator.
demand profile. Next, we illustrate it for different charging time distributions
through simulations.
This gives us useful insights into the long-term planning for upgrading power
systems’ infrastructure to accommodate a large number of PEVs. Then, we
incorporate departure time as another random variable into this modelling and
introduce an autonomous demand response (DR) technique to manage the PEVs’
charging demand mainly to flatten the daily aggregated power demand profile.
Our results show that, it is possible to accommodate a large number of PEVs





Fig. 2.1 represents a basic power system model where multiple energy
customers share one energy source retailer or an aggregator. We assume that the
consumers’ total load consists of two different types of load; normal inflexible
household load which needs on-demand power supply, and PEV as a flexible
load.
Fig. 2.2 displays the concept of power demand flexibility for an PEV for
different users. The charging process of user j, may take time Tj to be completed.
Moreover, the users set the deadline by which this job should be accomplished.
In this case, one may recognize the following three random variables for a PEV’s
charging process:
• Start Time shows the time when the PEV connects to the grid and
delivering energy can potentially start.
• Charging Time which generally differs from one user to another.
• End Time represents the deadline specified by the user for accomplishing
the charging process.
Therefore, in general, one can formulate the uncoordinated charging power
demand for an PEV as follows:
x(t) ,

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Figure 2.2: Time setting for accomplishing a certain job on an appliance for
different users during a day.
where instantaneous power consumption is considered as a constant ω and
assume that power consumption in standby mode is negligible. Additionally, T
and t0 are the charging time and the start time, respectively. These parameters
are random in general. Here, we assume t0 and T have independent PDFs
that can be found from empirical data. For example, for t0, the arrival time, a
Gaussian distribution is suggested in [51].
In addition, here, the main interest is in knowing the daily power
consumption profiles, i.e., the power consumption behaviour throughout a typical
24-hour day. Therefore, we calculate (2.1) in modulo 24-hours and then project
the results onto a 24-hour day. In this case, some realizations of the stochastic
process defined in (2.1) can be displayed as shown in Fig. 2.3. This figure shows





























Figure 2.3: Some realizations of the stochastic process defined in (2.1) in modulo
24-hours.
2.3 Statistical Analysis
In this section, using the aforementioned definition of x(t), we calculate
E[x(t)] which represents the expected value of uncoordinated charging power
consumption for an PEV. This expectation can be expressed by the following
proposition for PEVs (refer to the Appendix A at the end of the thesis for the
proof).
Proposition 2.3.1 Given ft0(·) and fT (·) as the PDFs of the independent
random variables arrival time t0 and charging time T for an PEV, the expected
uncoordinated charging power demand can be expressed as:
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E[x(t)] = ω × (Ft0(t) ∗ [δ(t)− fT (t)]) (2.2)
in which, ∗ shows the convolution operation and δ(t) is the Dirac delta function.
Also, F (·) represents the cumulative distribution function (CDF).
In addition, from (2.2), the expected time of maximum power consumption
can be found from the following equation:
ft0(tmax) = ft0(tmax) ∗ fT (tmax) (2.3)
We can calculate (2.2) for any given distribution analytically or numerically.
Hereafter, we adopt different distributions for the PEV’s charging time T
following some available empirical research data in the literature, as shown in
Fig. 2.4, to study the corresponding results of (2.2). We investigate four cases for
the distribution of T , namely, the uniform, exponential, Gaussian with positive
support, and Rician distributions. These distributions have different degrees of
freedom (DoF) and all of them support T over [0,+∞):
• T: Uniform In this case, we consider T to have uniform distribution over
the interval [c, d). Then, E[x(t)] can be easily derived as follows.
Proposition 2.3.2 Assuming t0 has a normal distribution with mean µ and
variance σ2 and T has a uniform distribution over the interval [c, d), 0 ≤ c < d,
the expected uncoordinated charging power demand becomes (see the Appendix A
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Figure 2.4: Uniform, exponential, Gaussian with positive support and Rician
distributions for T .
at the end of the thesis for the proof):
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]
(2.4)
where c′ = t−c−µσ , d
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• T: Exponential The driven distance and hence the charging time of
a PEV can be modelled by an exponential distribution [52]. For an
exponentially distributed T with mean λ−1, we have the following PDF:
fT (T ) = λ exp(−λT ). (2.5)
• T: Gaussian When T has a Gaussian PDF with positive support as shown
in Fig. 2.4, T has the following distribution function:
fT (T ) = N(T ;µ, σ









), 0 ≤ T <∞. (2.7)
• T: Rician Finally, we consider a Rician PDF for T having the following
form:









where ν ≥ 0 and σ ≥ 0 present the noncentrality parameter and scale
parameter, respectively. I0(·) is the modified Bessel function of the first
kind with order zero.
2.4 Simulation Results
In this section, we consider a Gaussian distribution for the random variable
t0 as the arrival time with µ = 19 and σ
2 = 10 inspired from [51]. Furthermore,
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Figure 2.5: A PEV’s expected daily power demand profile for different
distributions of charging time T .
we consider four cases for the distribution of the random variable T as described
in section 2.3. First, we consider T to have a uniform distribution over the
interval [1, 11]. Second, we assume T to be exponentially distributed with mean
µ = 6. Third, we presume T to be Gaussian distributed with positive support
as presented in (2.7). In this case, we use the well-known accept-reject approach
to generate the random values. In this case, those realizations of the Gaussian
distribution which satisfy the condition are accepted while the rest are rejected.
Finally, we assign a Rician distribution to T . In all cases (except for
the exponential distribution), we set the parameters of the distributions such
that they all have the same mean and variance. However, for the exponential
distribution case, one can only set either its mean or variance to be the same as
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that of the others. Based on an average 0.25 kWh energy consumption for each
mile of driving, we set all the parameters in (2.1).
The results for the expected daily power demand of a typical PEV under
the aforementioned settings are illustrated in Fig. 2.5. As can be observed,
the expected daily power demand resulting from the charging time distributions
which possess the same mean and variance tends to the same power profile.
However, for the exponential distribution, it is seen that its expected power
demand differs significantly from that of the others. This gives us useful insights
about charging power demand expectation of a PEV throughout a day. For
instance, we can find out and calculate the time when maximum demand from
PEVs is expected in a day. Moreover, we can recognize the dependence of
expected power demand behaviour from a PEV on its arrival time and required
charging time distributions.
2.5 Summary of the Chapter
This chapter first presented a model for uncoordinated charging power
demand of PEVs based on a stochastic process and then we characterized
an PEV’s expected daily power demand profile. Next, we illustrated it for
different charging time distributions through simulation. It was observed that
large-scale accommodation of PEVs with uncoordinated charging demand can
significantly change the daily energy demand profile. Hence, we could see that
integrating PEVs without any charging control mechanisms requires considerable
fortifications in the power grid.
Next chapters introduce some demand response (DR) algorithms to alleviate
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the adverse effects that PEVs could impose on the low voltage (LV) power
distribution sector. In addition, they show that PEVs could even be employed
to lower electricity procurement costs.
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Demand Response for PEVs to Minimize Daily Peak
Demand or Shaping the Demand Profile
Plug-in electric vehicles (PEVs) are expected to become widespread in future
years. Thus, it is foreseen that PEVs become the new high electricity consuming
appliances in the households. The characteristics of the extra power load that
they impose on the distribution grid follow the patterns of people’s random usage
behaviors. In this chapter, we seek to provide answers to the following question:
assigning real-world randomness to the PEVs’ availability in the households and
their charging requirements, how PEVs’ demand response (DR) can help to
minimize the peak power demand and in general, shape the aggregated demand
profile of the system. We present a general demand shaping problem applicable
for limit order bids to a day-ahead energy market. We propose an algorithm
for distributed DR of the PEVs in order to shape the daily demand profile or
to minimize the peak demand. Additionally, we put these problems in a game
framework. Extensive simulations show that, for certain practical distributions
of PEVs’ usage, it is possible to accommodate PEVs for all the users in the
system and yet achieve the same peak demand as when there is no PEV in the




Electric vehicles are foreseen to become new high electricity consuming
appliances in the households in the near future [53]. Over the last few decades,
the electric energy demand profile of a household has continuously been changing
as new electric appliances have been added to the households offering new
services to people. Thus, from a mere lighting electricity demand of a household,
now, electricity should be catered to various appliances with different energy
demand specifications such as refrigerator, vacuum cleaner, air conditioning
system, electric cooking appliances, etc. One key characteristic that many of
these appliances share is that they need on demand power supply. Thus, DR
cannot be applied on them unless the user’s comfort is compromised.
On the other hand, the focus in this chapter is on residential PEVs which
are considered as flexible loads, a.k.a. time-shiftable loads [41], which can
significantly increase the residential demand elasticity [54]. We assume that
the charging (and discharging when vehicle-to-grid (V2G) is enabled) of PEVs
take place at dwellings. Hence, we assume the PEV as a new appliance in the
household with two prominent differences. First, a PEV generally allows a time
frame at the end of which, a targeted amount of energy should be stored in its
battery. Second, during this time frame it potentially can give energy back to
the grid if V2G is enabled. For PEVs, their role in DR follows the patterns
of people’s random usage behaviors. In particular, random parameters such
as arrival time, departure time and required charging time of the vehicles can
determine their impact in shaping the power demand profile of the household.
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An energy retailer or an aggregator can have certain contracts with the
residential energy customers that cannot or do not intend to be directly
involved in the energy market [55]. Thus, the residential customers delegate
the aggregator to carry out the demand and price negotiations in the energy
market. Since the aggregator represents a significant amount of load, it can
negotiate on behalf of the residential customers with the energy market operators
more efficiently [56].
In a deregulated energy system, energy retailers submit demand bids to
energy markets. For a day-ahead (DA) energy market, these demand bids
normally have both energy demand and price components meaning that the
retailer buys the specified energy only if the market clearing price (MCP) is
not more than its desired price [57]. The bidding can be done in a few rounds
allowing the retailers to update their bids at each round. This type of bidding is
referred to as limit order bidding. Therefore, in this case, the retailer is willing
to shape its aggregated demand profile and match it to the energy profile of a
successful bid so that it can minimize its demand from the real-time market to
balance the load and accordingly reduce the overall energy procurement cost for
each following day.
3.1.1 Summary of Technical Contributions
In this chapter, we adopt the intrinsic randomness in the availability time and
charging demand of PEVs and model it based on real world parameters. This is
crucial for a precise evaluation of the PEVs’ contribution in any DR technique.
The technical contributions of this chapter can be summarized as follows.
32
3.1. INTRODUCTION
• Incorporating arrival time, departure time, and charging time parameters
to model the PEVs’ availability and charging demand in the dwellings
and then integrate the resulting randomness for applying and evaluating
deterministic DR techniques.
• Proposing a fast converging distributed DR method to manage the charging
tasks of 1,000 PEV users, and shape the aggregated daily demand profile
and in particular minimize the peak demand of the system. Thus, the
expenses required for developing new costly infrastructure to meet higher
peaks incurred by accommodating a large number of PEVs can be reduced.
• Investigating the effects of V2G enabled PEVs and the
charging-discharging rate on the peak demand and shaping the aggregated
demand profile.
3.1.2 Related Work
In the literature, there are significant number of works associated with DR in
the smart grids and PEVs. Some study and investigate DR for the residential
users and for household appliances, e.g., [58]. While, in some other works,
PEVs’ coordinated charging is considered, e.g., [45]. In another group, from
a different perspective, PEVs’ energy storage capacity has been employed for
ancillary services maintaining the power grid’s reliability, mostly in terms of
frequency control, e.g., [50].
The role of aggregators in a deregulated energy system employing DR for
the residential sector is described in [56]. An insightful autonomous DR for
residential electric appliances is introduced in [39]. But, the proposed DR
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method was just investigated for cost minimization based on the assumed pricing
scheme and not for demand shaping and peak demand minimization. Moreover,
the role of the PEVs in DR is not discernible. The authors in [59] provide a
scheduling scheme for household appliances considering a peak-to-average ratio
(PAR) constraint to minimize the energy cost while minimizing the inconvenience
posed to consumers. In [48], charging and discharging of V2G enabled PEVs are
managed in order to maximize the social and individual welfare functions. The
DR technique presented in [60] is based on total demand limits allocated to
different households and users’ priorities for their loads. In [61], PEVs’ charging
is controlled by vehicle controller (VC) agents which try to minimize the charging
cost as well as deviation from the average charging power consumption profile
from other users in the system. However, this does not necessarily yield to a
desired aggregated profile for the system especially when the users possess varied
energy needs. Paper [62] provides some analytical work on optimal decentralized
charging of PEVs. But, for a large number of users the proposed algorithm needs
too many iterations of updating users’ energy profiles to converge.
In another group of papers, the existing uncertainties in the system
are addressed. A centralized stochastic dynamic programming approach is
introduced in [45] to coordinate charging of PEVs in case of varying household
power demands to minimize power losses and maximize the load factor of the
main grid. The authors in [63], addressed the uncertainty by constructing finite
number of scenarios for a PEV’s usage over which a household energy cost is
minimized. In [64], uncertainties of the spot price, customers’ demand and PEVs
demand are addressed by the same technique and the objective is to maximize
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the retailer’s expected profit over the generated scenarios in a centralized way.
However, these DR analyses do not address the aggregated contribution of
residential PEVs whose charging assignments are independently controlled by
the residential users who have random connection time to the power grid and
different charging power requirements. Therefore, this chapter aims to capture
this randomness by assigning random distribution functions for the PEVs’ arrival
time, charging time and departure time in the dwellings according to real-life
practice. Then, we investigate and evaluate the role of distributed DR to shape
the aggregated daily power demand profile of the system.
3.2 System model
In this section, we describe the underlying model of the power system in this
chapter which entails the energy market, the energy retailer or the aggregator,
and the energy customers. Fig. 2.1 in chapter 2 represents our basic power system
model where multiple energy customers or users share one energy retailer or an
aggregator. We assume that the users’ total load consists of two different types of
load; the load resulting from household appliances which need on-demand power
supply, e.g., air conditioning system, lighting, cooking devices and refrigerator,
and a PEV as a flexible load. In this model, the dotted lines show the underlying
communication system while the solid lines represent the power lines. We
articulate different parts of this model as follows.
3.2.1 Energy Retailer
The energy retailer bids to the energy market, e.g., on a day-ahead basis.
Then, based on its demand profile and the market state, it buys energy from the
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market at MCPs. A similar process takes place on the customers’ side, i.e., their
energy consumption controllers (ECCs) declare their energy demand profiles to
the retailer and then based on that and the retailer’s marketing policy, they are
charged for their electricity usage. In this case, the energy retailer plays the role
of an aggregator and a mediator in the power system which is essential to let
the residential sector associate with the energy market and participate in a more
efficient DR [56].
Thus, the retailer seeks to manage its customers’ PEVs in order to shape the
aggregated power demand profile of the system and match it to the energy profile
resulted from successful bids in a DA market. As a result, it can minimize its
demand from the real-time market to balance the load and accordingly reduce
the overall energy procurement cost for each following day. This cost reduction
makes the energy retailer able to offer better deals to the customers in the form
of pricing, rewarding, promotions, etc. Additionally, users find the opportunity
to subscribe to a retailer which suits their energy needs best in a competitive
environment while being enabled to contribute in DR more efficiently.
3.2.2 Power Demand from Household Appliances
In this study, focusing on the impact of PEVs on the overall residential power
demand profile, we assign a typical power demand profile due to household
appliances which need on-demand power supply to each user. This power
demand profile comes from aggregating the power consumption profiles of
common household appliances such as refrigerator, air conditioning system,
cooking devices, lighting, audiovisual devices, etc. This profile is depicted in
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Figure 3.1: Daily residential power demand profile from household appliances
assigned to each user.
Fig. 3.1.
3.3 Analysis of PEVs’ demand response
In this section, we present and analyse DR techniques for PEVs’ energy
assignment for PAR and energy cost minimization. We assume that N users
share an energy retailer or an aggregator according to the model introduced in





A,n, t ∈ T , {1, . . . ,H} (3.1)
where we divide the scheduling horizon into H time slots of equal length. The
elements ltPEV,n can only take positive values when V2G is not enabled whereas
they can be both positive and negative when there is V2G capability in the
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system. Then, the time-varying energy profile for user n over the scheduling
horizon is denoted by the following vector:
ln , [l1n, . . . , lHn ]T = lTPEV,n + lTA,n. (3.2)
Here, we consider the arrival time α, required charging time T and departure
time β of the PEVs to be randomly distributed according to some probability
distribution functions (PDFs) as follows.
α ∼ f1(α) (3.3)
T ∼ f2(T ), T ≥ 0 (3.4)
β ∼ f3(β|β ≥ α+ T ). (3.5)
In which, the condition in (3.5) guarantees that the departure time set by the
user is a valid input in the sense that the interval between the arrival time and
the departure time is greater than or equal to the required charging time for the
user’s PEV. In other words, the requested charging task is feasible during the
PEV’s connection time to the grid.
In the analysis, without loss of generality, we assume a daily scheduling
horizon and a time granularity of one hour for a DA energy market, i.e, H = 24.
In general, an energy retailer is interested in minimizing the overall cost of the
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energy that it provides to its customers. This cost is resulted from the wholesale
prices for the electricity and the shape of the retailer’s power demand profile.
In fact, not only do the energy prices in the energy market affect this overall
cost but the aggregated consumption behavior of the subscribed users plays a
significant role. Thus, the energy retailer can offer lower bills to its customers
if it can efficiently shape this aggregated power demand profile according to the
energy market’s state. In this case, the general form of a DR problem for the













in which, Ct is the cost of supplying the energy to the aggregated load demanded
from the retailer at time slot t. This cost function can be considered as a
deterministic function of the load with time varying coefficients as assumed in [39]
and [48] or it can be presumed to be based on the retailer’s successful bids in a







|ltPEV,n| ≤ pmax; ltPEV,n = 0, ∀t /∈ TPPEV,n
}
. (3.7)
Here, αn and βn present the arrival time and departure time for the PEV of user
n. Likewise, EPEV,n is associated with TPEV,n as follows:
EPEV,n = a× TPEV,n. (3.8)
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The parameters αn, TPEV,n and βn are considered to be random as described in
(3)-(5). Furthermore, |ltPEV,n| ≤ pmax limits the maximum power that can be
delivered to/from the PEV.
This cost minimization problem can be formulated based on the prices
and policies in the energy market and the billing scheme of the retailer. For
instance, in the literature, it is common to assume a quadratic cost function
for the total power demanded at a time slot t, e.g., [48]. However, this
assumption relies mostly on a notion of the cost function for generating power
by thermal generators in the current power grid which is not necessarily the case
in future smart grids where the energy system is expected to widely integrate
the renewables and become highly competitive. In the sequel, we consider two
different scenarios: first, when the retailer’s objective is to flatten the daily
demand profile, and second, when it reacts to the successful bids in a DA market
by shaping its demand profile in order to minimize the energy procurement cost.
3.3.1 Flattening the Power Demand Profile
Centralized
Here, we assume that the energy retailer aims to flatten the day-ahead
aggregated demand profile of the system by either minimizing the maximum
or the variance of the users’ aggregated load profile. This can be achieved by







(lPEV,n + lA,n) (3.9)
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(lPEV,n + lA,n) (3.10)



















In the above, ‖x‖ represents the 2-norm of the vector x which is the Euclidean
length, and x¯ is the sample mean or the average of the vector x. Here, since
the average load of the whole system throughout the day is assumed to be fixed,






(lPEV,n + lA,n)‖2. (3.12)
We also note that the problems (3.9) and (3.12) are linear programming and
convex optimization problems, respectively, and hence can be solved using the
interior point methods (IPM) [65].
Decentralized
As residential DR is desired to be carried out autonomously by the
users, instead of a centralized programming approach in (3.9) and (3.12), a
decentralized programming scheme in which each user can manage its own PEV’s
charging task is much more preferable [58]. In fact, the charging is managed by
an intelligent device installed at users’ homes which monitors and controls the
household power distribution. This device switches on and off the power socket
41
CHAPTER 3. DEMAND RESPONSE FOR PEVS TO MINIMIZE DAILY PEAK
DEMAND OR SHAPING THE DEMAND PROFILE
to which the PEV is connected according to the PEV’s energy assignment vector
found from implementing the DR algorithms during the whole connection time.
Not only such autonomy preserves more privacy but it also offers more consumer
acceptance and scalability to the system. We assume that the users allow PEVs
to connect to the grid as soon as they arrive home but this does not necessarily
mean that the charging is also initiated at the same time.
However, one first needs to find a distributed optimization algorithm solved
by the n users locally. In (3.9) and (3.12), the set of constraints can easily be



















|ltPEV,n| ≤ pmax; ltPEV,n = 0, ∀t /∈ TPPEV,n
}
. (3.14)
It is important to note that each constraint in the set of constraints LPPEV, is
independent from the others. This comes from the fact that users’ charging
behaviors are assumed to be independent. In the localized or decentralized
version of the problem where the energy assignment to the PEVs are carried out
by the users autonomously, different users’ objective functions can be defined
individually based on each user’s direct interests or it can be the same for all of
them based on the whole system’s interests. The former is called non-cooperative
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while the latter is cooperative.
Although the set of constraints is already decoupled for the users in the
system, in the objective function the optimization variables of different users are
coupled together. Thus, we consider the following local objective functions for
each user n in order to do the minimization in (3.9) and (3.10) sequentially.
P1: minimize
lPEV,n∈lPPEV,n
max (lPEV,n + lA,n + l−n), (3.15)
P2: minimize
lPEV,n∈lPPEV,n






(lPEV,i + lA,i). (3.17)
The objective function in (3.16) can be rewritten as follows:
‖lPEV,n + lA,n + l−n‖2 = ‖lPEV,n + (lA,n + l−n)‖2
= ‖lPEV,n‖2 + 2 < lPEV,n, lA,n + l−n >
+‖lA,n + l−n‖2. (3.18)
In the above, < x,y > shows the inner product between vectors x and y
representing their correlation. Additionally, the term l−n is the state of the
aggregated load profile from the other N − 1 users in the system. The last term
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in (3.18) is transparent to the optimization problem P2 and the first term is
independent from the state of the aggregated load profile from other N −1 users
and is negligible when we have a large number of users in the system. In other
words, for N  1 we have:
< lPEV,n, lA,n + l−n >
‖lPEV,n‖2  1. (3.19)
Thus, the following correlation minimizing problem in (3.20) is proposed to carry
out the minimization in (3.10) sequentially.
minimize
lPEV,n∈lPPEV,n
< lPEV,n, lA,n + l−n > . (3.20)
The state information can be provided from the aggregator to each user. Then,
the local problem is solved sequentially by every user in the system and the
resulting load profile is sent to the aggregator. Upon receiving a new load profile,
the aggregator updates the state information before passing it to the next user.





(l∗PEV,i + lA,i). (3.21)
In addition, the effective charging time, Teff,n, at each time slot t for the n’s
user’s PEV is calculated and associated easily with the PEV’s charging time
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3.3.2 Power Demand Shaping
Here, we generalize the previous presented problems by assuming that each
user individually contributes to shaping a desired aggregated load profile for the
system, denoted by l∗N , through finding its best local PEV energy assignment.
One point to note is that, sending the pricing signals from the market to the
customers may cause stability problems for the power system. It is argued in [66]
that time of use pricing (ToUP) and real-time pricing (RTP) methods may lead
to high simultaneity in customers’ behaviors and instability in the power grid
by generating adverse aggregated load profiles. Thus, we assume here that the
retailer sends a load profile signal instead. In this case, the desired load profile
can be presumed to be the solution of a cost minimizing problem solved by the
retailer or resulted from a set of the retailer’s bids (for different hours of the next
day) to a DA market which have been cleared. Additionally, we should note that
it must satisfy the physical constraints of the underlying infrastructure (e.g., the
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transformers and the distribution cables), i.e.,
ltN ≤ lmax, ∀t ∈ T , {1, . . . ,H}. (3.24)







(lPEV,n + lA,n)‖2. (3.25)
This problem can be presented in a decentralized and sequential form by
a similar process to the one described in the previous section. Therefore, the






lPEV,n + lA,n + l−n
)‖2. (3.26)
Since the term ‖l∗N‖2 is transparent to this optimization problem, the objective
function in (3.26) can be simplified and rewritten as follows:
‖lPEV,n + lA,n + l−n‖2 − 2 < l∗N , lPEV,n + lA,n + l−n >
= ‖lPEV,n‖2 + ‖lA,n + l−n‖2 + 2 < lPEV,n, lA,n + l−n >
− 2 < l∗N , lPEV,n + lA,n + l−n > (3.27)
⇒ 2 < lPEV,n, lA,n + l−n > −2 < l∗N , lPEV,n > (3.28)
= 2 < lPEV,n, lA,n + l−n − l∗N > . (3.29)
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Algorithm 1 Demand Shaping
1: All N users initialize their respective load profiles over the scheduling horizon
based on their respective demands, i.e., ln for n = 1, . . . , N .
2: All N users send their initialized load profiles to the retailer.
3: while not reaching convergence do
4: for n = 1 to N do
5: The retailer calculates the state information l−n according to (3.17)
for user n.
6: The retailer sends (l−n− l∗N ) to user n (it only sends l−n when solving
peak demand minimization problem).
7: User n solves problem (3.30) and updates its load profile ln (for peak
demand minimization it solves (3.20)).
8: User n sends back the new demand profile to the retailer.
9: The retailer updates ln.
10: end for
11: end while
For which, we ignored the term ‖lPEV,n‖2 in (3.27) by a similar justification
as presented in (3.19) and ‖lA,n + l−n‖2 is cancelled as it is transparent to the




< lPEV,n, lA,n + l−n − l∗N > . (3.30)
This is a linear programming problem. The process of demand shaping for the
discussed cases is described in Algorithm 1.
The convergence criterion assumed here is based on mean absolute percentage
error (MAPE) value between the resulted profiles from two subsequent iterations














| ≤ δ (3.31)
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where δ is the admissible convergence error.
Convergence: If users solve the local optimization problems sequentially
according to Algorithm 1, then the objective function expressed in (3.12),
or (3.25) for demand shaping, either decreases or remains unchanged. As
these objective functions are bounded below (e.g., they are nonnegative), the
convergence to some fixed point is obvious.
3.3.3 The Game Representation
The introduced decentralized problems, P1, P2, and P3 can be laid into a
game G among the users with the following description:
• Player: Any user n who is subscribed to the energy retailer.
• Strategy: The PEV’s permissible energy assignment set for each user, i.e.,
lPPEV,n.
• Payoff: Results from the minimization of the energy procurement cost for
the system by using the DR.
This is a cooperative dynamic game where each user responds to the announced
aggregated strategies of other users. Moreover, this game is one of complete
information as all players know the utility functions and the rules of the game
[67]. This game is played in rounds and users can share the payoff according to
their respective contributions. In this game framework, user n’s best response is
determined by solving the local optimization problems which can be associated
with maximizing the payoff. The payoff functions are related to the user’s bills
through the pricing strategy of the energy retailer. In general, according to the
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defined objective functions, a payoff can be formulated as follows for the nth
user:
Pn = fn(lA,n, arg(P(lPEV,n, lPEV,−n))). (3.32)
Here, P denotes either one of P1, P2, and P3, and lPEV,−n denotes the energy
assignment vectors, i.e., the strategies, of other players in this game. Here,
we should emphasize that we assumed a bi-level programming scenario in this
chapter meaning that the retailer finds the day-ahead desired load profile based
on the market’s condition and physical constraints in one level. Furthermore,
at the other level, the retailer ascertains a priori that users contribute in
shaping that desired profile through using appropriate billing functions fn in
the contracts with customers to associate their payoff to their bill. One simple
example of such functions is:











where pi ≥ 1 is a coefficient set by the retailer according to its profit making
policy. This billing system provides a simple fixed price during the day-ahead
for all users and is suitable for the cases where no user’s demand is significantly
dominant over that of others. If fn is a concave function, then, game G becomes
a concave N -person game as the allowed strategies are chosen from convex, closed
and bounded sets in optimization problems P1, P2 and P3. In this case, the
existence of a Nash equilibrium directly results from [68] theorem 1. Moreover, if
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Figure 3.2: Distributions of (a) arrival time, (b) departure time, (c) charging
time and (d) initial SOC, for 1,000 electric vehicles.
fn is strictly concave, the Nash equilibrium is unique as well due to [68], theorem
3. For the payoff in (3.33), if the cost function is a convex function then the
payoff becomes concave and hence a Nash equilibrium will exist.
Users’ willingness for participation: Here, first, we note that users’
convenience is not compromised. The retailer can install energy controlling
devices in the houses of its customers to accomplish the DR. Second, users enjoy
lower electricity bills (e.g., according to (3.33)) by participating in the DR and
decreasing the energy procurement cost of the system.
3.4 Simulations and numerical analyses
In this section, we evaluate the effectiveness of the DR methods described
in the previous section, through extensive computer simulations. In the
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Figure 3.3: Aggregated daily power demand profiles of 1,000 households
accommodating PEVs after (a) uncoordinated charging of PEVs, (b) using DR
P1 and (c) using DR P2 (dashed line shows the result of the centralized DR in
(3.12)) for the distributions shown in Fig. 3.3.
simulations, the number of users, N, is 1,000 and the optimization horizon is
considered to be a day, i.e., 24 hours for a day-ahead programming scenario.
For the PEVs, a Gaussian distribution is considered for the arrival time with
µ = 19 and σ2 = 10 and a non-uniform distribution over the interval [0, 12.5]
is assigned for the charging time. For PEVs’ departure time, a conditional
Gaussian distribution with mean 7.5 and variance 1 is considered. Since the
departure time must be greater than or equal to the arrival time plus the
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Figure 3.4: Aggregated daily power demand profile of 1,000 households
accommodating V2G enabled PEVs and using DR P2.
required charging time for each user, the accept-reject method is employed
here to generate the random values. In other words, those realizations of
the Gaussian distribution which satisfy the condition are accepted while the
rest are rejected. The assumed distributions are based on the work presented
in [51] and 2009 NHTS data [37]. In [69] and [70], similar distributions have
been assigned for arrival time and departure time of PEVs, respectively. Here,
the probability distribution functions are merely used to generate the initial
positions. We considered new standard outlets, NEMA 5-15, providing 1.8 kW
power. Furthermore, SOC for each PEV at the arrival time is as follows in
percentage points:




In other words, we assume that PEVs are needed to be fully charged by the next
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Figure 3.5: Aggregated daily power demand profiles of 1,000 households
accommodating PEVs after (a) uncoordinated charging of PEVs, (b) using DR
P2 without V2G and (c) using DR P2 with V2G for uniform distribution of
charging time over the interval [0, 12.5].
departure time. In addition, we set δ = 0.01 in Algorithm 1. Fig. 3.3 displays
the distributions for arrival time, departure time, charging time and SOC.
Fig. 3.3 shows the aggregated demand profile of the system for different
cases: a) when PEVs are in the system but their charging is uncoordinated,
i.e., the battery of the vehicle starts charging as soon as plugged in, b) for
coordinated charging of PEVs according to problem P1, and finally c) for
coordinated charging of PEVs according to problem P2. The convergence was
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Figure 3.6: Effect of users’ participation rate in DR on aggregated demand peak.
achieved after only a single iteration.1 As it can be observed in Fig. 3.3, problem
P2 not only results in a flatter profile but also in a lower peak demand which
occurs between 7:00 to 8:00 P.M. and is equal to the peak of demand from
the household appliances (see Fig. 3.1). Also, Fig. 3.4(c) shows that the profile
resulted from sequential optimization in Algorithm 1 is very close to the solution
of the centralized problem in (3.12) illustrated by a dashed line. It is notable
that this is achieved without any changes in the users’ commuting behaviors.
Hence, users’ comfort is not compromised for DR. In fact, this is the result
of using the potential flexibility that users’ different usage patterns offer. We
also need to note that, we cannot achieve a smaller peak value in this case
unless we use V2G capability. This is investigated in Fig. 3.4. In this case, we
1The simulation was done using MATLABr 7.12.0. The mean simulation time was 138
seconds on a PC with intel i7-2670QM 2.2 GHz CPU, 6 GB RAM and Windowsr7 OS.
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considered 24 kWh energy storage capacity for PEVs according to Nissan Leaf
model. Further, we assumed that the PEVs are allowed to discharge their stored
energy by 80% of this capacity, (i.e., 20% of the capacity should be reserved for
emergencies and also to prolong the battery life), and the conversion losses in
charging/discharging are negligible. As it is shown in Fig. 3.4, by using the
V2G capability during the PEVs’ connection time to the grid, the peak of power
consumption can be reduced further by over 20%. We can see similar results in
Fig. 3.5 for which the same distributions for arrival time and departure time are
considered but a uniform distribution over the interval [0, 12.5] is assumed for
the charging time.
Fig. 3.6 illustrates the effect of users’ participation in DR, i.e., users who
manage the charging of their PEVs, on the aggregated peak demand of the
system for various cases. Here, again, it is observed that if all the users
participate in the DR program P2, the peak demand becomes equal to the
no-PEV case when PEVs do not exist in the system and it can be reduced
even further by employing V2G in the system. We see that even if only 40%
of the users participate in the DR method presented in Algorithm 1 with V2G
capability, the peak demand becomes less than the no-PEV case. The resulted
effective charging time allocations is illustrated in Fig. 3.7 for 10 users during
each hour of the day. In this figure, the negative sign for the charging time
indicates that during that time slot, the PEV is discharging its stored energy to
supply electricity to the system.
We should note that demand and price are interrelated. A flat power demand
profile is desired for the energy retailer only when it can enjoy the same energy
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Figure 3.7: V2G enabled PEVs’ charging time allocation for cost minimization.
price throughout the whole day if it submits a flat demand profile to the energy
market. In general, an energy retailer submits bids for different hours of the
following day to a DA energy market. These bids have both energy demand and
price components. In this case, the energy retailer needs to shape the aggregated
demand profile and match it to the energy profile resulted from successful bids in
a DA market. As a result, it can minimize its demand from the real-time market
to balance the load and accordingly reduce the overall energy procurement cost
for the following day. Here, in Fig. 3.9(a), we assume the desired aggregated
demand profile is the mirror image of the demand profile of the system without
DR for the purpose of illustration. Then, the resulting demand profiles by using
DR presented in (3.30), with and without employing V2G are illustrated in Fig.
3.9(b) and Fig. 3.9(c), respectively. The MAPE between the desired profile l∗N
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Figure 3.8: (a) The desired demand profile, (b) and (c) the aggregated
demand profiles produced by 1,000 users without V2G and with V2G capability,
respectively.
and the produced profile l∗agg for these two cases is 0.363 and 0.209, respectively.
Finally, in Table 3.1, the values of peak demands are shown approximately for
three different charging outlets for V2G enabled cars participating in Algorithm 1
and DR P2. Furthermore, the MAPE values between the desired and produced
demand profiles in the demand shaping problem are provided. As we could
expect, using higher rate charging-discharging adds to the flexibility offered by
PEVs.
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Table 3.1: aggregated power demand’s peak for different charging
outlets
Outlet Aggregated demand’s peak (kW) M(l∗N , l
∗
agg)
1.8 kW 1198 0.209
3.3 kW 1163 0.188
7.2 kW 1151 0.172
3.5 Summary of the Chapter
This chapter analysed and evaluated the effectiveness of a distributed DR for
residential PEVs during their random connection time to the power grid. We
incorporated real-world parameters to model the availability of the PEVs in
the households and their charging energy requirements. For the assumed data,
we demonstrated that the proposed fast converging distributed DR algorithm
is successful in managing the charging tasks of PEVs in order to minimize the
PAR of the aggregated daily power demand profile and make the peak demand
the same as when there is no PEV in the system, without any changes in the
users’ commuting behaviors. Furthermore, we showed that V2G enabled vehicles
can reduce this peak value resulted from household appliances by more than
20%. Moreover, we presented and analysed a general distributed demand shaping
problem suitable for a retailer submitting limit order bids to a DA energy market.
We put PEVs’ distributed DR into a game definition which can have an NE
addressing the users’ best reactions in DR participation.
However, flattening the daily demand profile may not be the ultimate goal
especially when we have multiple retailers competing in the power system and
there exists an oligopoly. Next chapter investigates the case when a retailer
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Market-Based Demand Response for Residential
PEVs
Flexibility in power demand, diverse usage patterns and storage capability of
plug-in electric vehicles (PEVs) grow the elasticity of residential electricity
demand remarkably. This elasticity can be tapped to form the daily aggregated
demand profile and/or alter instantaneous demand of a system wherein a large
number of residential PEVs share one electricity retailer. In this chapter, we
propose a demand response (DR) technique to manage vehicle-to-grid (V2G)
enabled PEVs’ electricity assignments (charging and discharging) in order to
reduce the overall electricity procurement costs for a retailer bidding to a
two-settlement electricity market, i.e., a day-ahead (DA) and a spot or real-time
(RT) market. We show that the approach is decentralized, scalable, fast
converging and does not violate users’ privacy. Extensive simulations show
significant overall cost savings can be achieved for a retailer bidding to an
operational electricity market by using the proposed algorithm. This technique
becomes more needful when the power grid accommodates a large number of
intermittent energy resources. There, RT demand altering is crucial due to more
likely contingencies and hence more RT price fluctuations and even occurring
the so-called black swan events. Finally, such retailer could offer better deals to
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customers as well to stay competitive.
4.1 Introduction
Plug-in electric vehicles (PEVs) increase the elasticity of residential electricity
demand profile substantially. In particular, when a retailer provides electricity
to a large number of PEV owner customers, the inherent flexibility in PEVs’
demand, the diversity in the usage patterns, and the energy storage capability
of PEVs could be tapped to save electricity costs [71].
In addition, ambitious plans, aspiring incentives, subsidies and supports
for introducing PEVs and plug-in hybrid electric vehicles (PHEVs) into the
transport sector have been set in many countries [72]. The roadmap is advocating
industries and governments to attain an overall PEV/PHEV sales share of at
least 50% for light duty vehicle (LDV) sales by 2050 worldwide [73].
The future paradigm of electricity markets is a subject of question and debate
as various changes are occurring that remould existing electricity generation,
transmission and consumption formats. Massive integration of renewables, more
efficient consumption through demand response (DR) techniques and transition
of consumers to prosumers are some of such principal alterations [74].
In a deregulated power grid, electricity retailers submit their demand bids
to the wholesale market. For example, for a day-ahead (DA) market, these
demand bids could often have both a desired power demand’s quantity and
a price component. This indicates that the retailer buys the specified power
quantity, provided the market clearing price (MCP) is not higher than its offered
price. This bidding process could be implemented in a few rounds to let the
61
CHAPTER 4. MARKET-BASED DEMAND RESPONSE FOR RESIDENTIAL PEVS
retailers modify and update their bids prior to the final clearance in the market.
Pennsylvania-Jersey-Maryland (PJM) Interconnection runs the largest
competitive wholesale electricity market on the globe [75]. The average prices of
electricity per MWh for DA and RT markets which have been sold in year 2014
are very close, i.e., $48.95 and $48.21, respectively [38]. However, this fact may
misrepresent the nature of these two markets at the first glance. The details
about hourly pricing data for DA and RT markets could be completely distinct
and unpredictable at several days and/or hours.
In fact, large spikes may be seen due to unexpected imbalances in supply and
demand, for example, when a large production generator faces a black-out or
temperatures are suddenly changing. Hence, the high uncertainty, particularly
in the RT market, can remarkably impact the overall electricity procurement
cost for a retailer [76]. The spikes could occur more frequently when the whole
grid is relying on numerous intermittent energy resources, e.g., wind farms and
solar panels, where more RT price fluctuations and even so-called black swan
events [77] may occur.
On the other hand, mean reversion theory tells us that prices and returns
ultimately proceed back towards the mean or the average. This mean or average
can be the historical average of the price or return or another sensible mean
[78]. In other words, it is not very likely that the unprecedented spikes keep on
occurring and last very long.
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4.1.1 Summary of Technical Contributions
In this chapter, we adopt the flexibility and diversity in the power demand
and availability time of PEVs from real world data. Then, we propose a cost
minimizing algorithm suitable for the retailers dealing with existing operational
markets using both oﬄine demand shaping and online demand altering. The
contributions of this chapter can be summarized as follows:
• We provide a fast converging and scalable DR technique for 1,000 PEV
users which minimizes the overall electricity procurement cost for a retailer
or an aggregator while preserving the privacy of individual users.
• Our presented algorithm is capable of shaping and altering the aggregated
demand profile in response to DA and RT markets, especially when
unexpected price fluctuations occur.
• The approach offers a suitable mechanism for the retailer to decide when
and how to respond to price fluctuations in the RT market.
• We provide a simple way to lay the algorithm in a game theoretic
framework. We define the requirements by which the game can have a
Nash equilibrium (NE) to guarantee that the proposed approach can yield
to all users’ best turnovers.
• Our presented results are based on an operational electricity market, PJM
[38], and available vehicle usage patterns, from NHTS [37].
63
CHAPTER 4. MARKET-BASED DEMAND RESPONSE FOR RESIDENTIAL PEVS
4.1.2 Related Work
Reference [75] describes the characteristics of the PJM DA and RT electricity
markets. The author discusses that economic motivations make the DA and
RT market prices converge in the bidding processes. Additionally, locational
marginal pricing (LMP) based markets support steady grid operations by using
pertinent pricing signals to the retailers.
An overview of demand response (DR) and their various classifications in a
deregulated electricity market is discussed in [79]. The authors in [80] compare
different bidding rules in wholesale electricity markets when there exist PEVs
and renewables’ penetration in the power grid.
In reference [81] the aggregator controls directly the EV charging. In [82], the
authors do not use the full elasticity offered by PEVs nor their V2G capability.
They just simply consider 10pm to 7am for PEVs charging. The authors
in reference [83] have proposed a leader-follower bi-level programming for the
retailers and for the final users. They use pricing signals for the end users
to control their PEVs load demand which has its own complexities and needs
considerable computing resources as the authors indicated in the paper as well.
Moreover, although the technique is decentralized, the upper level in the provided
algorithm needs to know local vehicle characteristics which violate users privacy.
The same problem about privacy exists in [84].
In [85], bidding strategies of electric vehicle (EV) aggregators in DA
and ancillary services markets are investigated. The authors in [86] present
a two-stage stochastic optimization approach for an electric vehicle (EV)
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Retailer N Energy 
Generator M
Figure 4.1: A basic model of a smart grid comprising of energy market,
multiple retailers or aggregators and generators, and the required communication
infrastructure.
aggregator engaging in DA and regulation markets to reduce the energy
cost by optimal bidding. Nevertheless, their proposed method imposes some
inconvenience on the customers and the aggregator needs access to private
information of the EVs, e.g., arrival time, departure time and battery capacity.
The same issue exists in [85] and [87]–[91]. In [57], the author discusses how a
time-shiftable load, that may be comprised of several time-shiftable subloads, can
send demand bids to DA and RT markets to minimize its electricity procurement
cost. Although this paper provides optimal closed-form solutions for bidding,
they do not seem to be applicable for the residential sector wherein the retailer
does not have detailed information about customers’ preferences due to privacy
concerns.
In this chapter, we provide a new architecture in which a joint demand
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User 1 User NUser 2
Figure 4.2: Multiple retailers serving their subscribed PEV owner residential
users.
shaping and altering algorithm is used to manage PEVs’ electricity assignments
(charging and discharging). The objective is to minimize the electricity
procurement cost of a retailer bidding to two-settlement electricity markets, i.e.,
DA and RT markets. This algorithm includes both oﬄine and online DR. We
adopt PJM Interconnection pricing data [38] for the year 2014 to evaluate the
algorithm’s results and efficacy.
4.2 System Model
In this section, we describe the underlying model of the power grid in this
chapter which contains the energy market, the electricity retailers, end users
and necessary communication infrastructure. We articulate different parts of
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this model in the sequel.
Fig. 4.1 shows a basic smart power grid model. Independent system operator
(ISO) is supervising the market while generators and retailers deal electricity in
the market. Here, we assume that retailers can also inject electricity back to the
market and sell it.
In a fully liberated electricity market, the bidding interactions between
retailers and generators can be formulated and modelled as games, e.g., a
Stackelberg game [92]. In that case, the supervisory role of the ISO could
be captured into the game’s formulations and constraints. However, here, we
consider an operational electricity market described by data.
Fig. 4.2 represents multiple users sharing one electricity retailer or aggregator.
Different retailers exist in the power system and they compete to expand their
market capacity by offering better deals to the customers. The information about
users’ total energy need is updated continuously for a retailer and the retailer
is supposed to know the overall daily energy consumption of its subscribers by
referring to the records.
Although there are some household appliances whose demand can be
controlled, e.g., water heaters, pumps, heating ventilation and air-conditioning
(HVAC) systems, the focus in this chapter is on PEVs. Thus, we assume that the
users’ overall load consists of two distinct types of load; typical household load
which normally needs on-demand power supply, e.g., air conditioning, lighting,
cooking, refrigerator, etc., and PEV as a flexible load. In this model, the dotted
lines illustrates the underlying communication and information system while the
solid lines show the power cabling infrastructure. PEVs’ charging is managed
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by an intelligent but simple device installed at users’ homes.
We formed the pricing data for PJM market in 2014 into the following matrix
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365,2 · · · pDA365,24
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. (4.1)
We also did the same for the RT market. Then, the annual standard deviation



















t = 1, 2, · · · , 24. (4.2)
Fig. 4.3 shows the annual hourly standard deviation of the price for both
DA and RT markets in 2014. As it can be observed and was expected, the spot
market’s prices can deviate much more for most hours of a day.
We assume that a retailer prefers to shape its aggregated demand profile
and emulate it to the profile purchased from DA market. Then, it is better
able to minimize its demand from the RT market, which is much more prone to
price volatility, to balance the load and accordingly lower the overall electricity
procurement cost for each next day. This cost reduction enables the energy
retailer to offer better deals to the customers in the form of cheaper pricing,
random rewarding, promotions, etc., and expand its market capacity.
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Figure 4.3: Annual standard deviation σ(t) in (4.2) for each hour of a day in
PJM for DA and RT (spot) markets.
In practice, the shaped aggregated profile for the next day does not exactly
match the retailer’s purchased DA profile. Hence, the retailer often needs to
reciprocate the load imbalances at each time slot of the following day by buying
electricity from the RT market.
On the other hand, one should notice that residential DR is desired to
be implemented such that users’ privacy is not violated. Therefore, a DR
practising retailer can expect more participation from the users if the actual
DR is implemented in each user’s house in a decentralized fashion according to
the model. This also eases the burden of heavy computations on a central unit
and makes the algorithm more scalable.
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4.3 Analysis
In this section, we first formulate the electricity procurement cost for the
retailer and then provide the proposed joint demand profile shaping and altering
algorithm.
In the analysis, we assume a daily energy assignment horizon and, without
loss of generality, a time granularity of one hour. Let (ld,pd) represent the pair
of load ld and price pd vectors which have been cleared in the DA market, i.e.,
ld , [ld1, ld2 . . . , ld24]T , (4.3)
pd , [pd1, pd2 . . . , pd24]T , (4.4)
for which, the units of ldi and p
d
i are MWh and $/MWh, respectively. Similarly,
assume that (li,pr) represents the pair of load li and price pr vectors which are
the load imbalance and RT price vectors in the following day:
li , [li1, li2 . . . , li24]T , (4.5)
pr , [pr1, pr2 . . . , pr24]T . (4.6)
The values of the elements of these vectors will be known to the retailer only
at each time slot of the next day. Then, the overall electricity procurement cost
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here, C is the overall energy procurement cost over the energy assignment
horizon, i.e., 24 hours.
First, given the purchased profile from the DA market by the retailer, i.e.,
ld, the users individually contribute to follow this demand profile by solving the
sequential optimization problem P1. The objective is to minimize the correlation
between each user’s PEV energy assignment vector lPEV,n and its own inflexible
demand vector lA,n plus the demand vector from other N −1 users l−n, and also
to maximize the correlation between lPEV,n and the purchased DA load vector
ld (see Algorithm 2):
P1: minimize
lPEV,n
< lPEV,n, lA,n + l−n − ld >, (4.8)
βn∑
t=αn
ltPEV,n = EPEV,n, (4.9)
|ltPEV,n| ≤ pmax, ∀t ∈ TPPEV,n, (4.10)




l′kPEV,n ≥ 0.2× CPEV,n,∀t ∈ TPPEV,n. (4.12)
In the above, < x,y > shows the inner product or correlation between vectors x
and y, and lPEV,n and lA,n show the energy assignment vectors for user n’s PEV
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and the aggregated load from its household appliances, respectively. EPEV,n
is the nth user’s required energy to be allocated to its PEV. Likewise, αn and
βn represent the arrival time and departure time of the PEV. Furthermore,
|ltPEV,n| ≤ pmax limits the maximum power that can be delivered to/from the
PEV and TPPEV,n represents the permissible charging time set or simply the set
of time slots during the PEV’s connection time to the power grid. Additionally,





(lPEV,i + lA,i). (4.13)
In (4.12), CPEV,n is the total storage capacity of the user n’s PEV and we assume
that in case of employing V2G in the system, PEV’s state of charge (SOC) should
not fall below 20% of that total capacity for emergency usage and in order to
make sure that the adverse impacts on PEV’s battery lifetime due to complete
depletion are avoided. In fact depth of discharge (DOD) and the battery lifetime
have a strong correlation [17].
Second, knowing the fact that (li,pr) is unknown to the retailer a priori, at
each time slot t0 of the next day after getting this information, the retailer
may decide to alter the previously shaped demand profile to minimize its
RT electricity purchase to balance the load and even sell back some of its
pre-purchased electricity from DA market if the RT price rises significantly due
to the state of the RT market or contingencies.
As the chances for the price to remain that high during all the next few
hours of the day is low, reshaping the load profile by lowering the electricity
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Shaping the demand profile P1
Altering the demand profile P2
t0
Figure 4.4: Altering the demand profile upon a contingency (lowering the













Time of day (Hour)
Shaping the demand profile P1
Altering the demand profile P2
t0
Figure 4.5: Altering the demand profile upon a contingency (lifting the demand
at a time slot with unprecedented low RT price).
consumption at that time slot and purchasing electricity at the next time slots
could yield a lower cost in practice. This is also true for purchasing electricity at
those time slots when price, unexpectedly, falls down significantly. The retailer
may purchase extra electricity at those specific time slots (based on the overall
storage capacity coming from connected PEVs) and reshape the demand for the
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next hours when the RT prices might be higher, c.f., Fig. 4.4 and Fig. 4.5.
We should note that the retailer is assumed to be capable of indirectly
employing the existing flexibility (offered by each user’s PEV). Nonetheless, the
electricity consumption behaviours of the users (their PEVs’ usage patterns)
need not be changed and hence the algorithm imposes no restrictions on the
users’ comfort. Moreover, users’ privacy is protected here.
In addition, we use a weighted moving average window as the threshold γK(t)









in which, K is making the length of the window K + 1 time slots and wi is
defined as follows:
wi , ζt−iσ(i), i = t−K, · · · , t, (4.15)
where 0 < ζ ≤ 1 is the forgetting factor which gives exponentially less weight to
older time slots.
We should note that in the above formulation, for a negative i, it must be
calculated in modulo 24. For instance, if K = 3 and t = 1, then i = −2 and
imod 24 = 22. These weights can be calculated based on history data.
Then, the following linear multi objective programming (MOP) allows
demand altering at time slot t0 when p
r
t0 is known and can be compared to
γK(t) along with pursuing the shape of the pre-purchased electricity from DA
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market (see Algorithm 2):
P2: min
l′PEV,n




−n − ld >
+(1− λ)(l′t0−n + lt0A,n + l′t0PEV,n)], (4.16)
[l
′1




PEV,n, · · · , lt0−1PEV,n], (4.17)
βn∑
t=t0




|l′tPEV,n| ≤ pmax, ∀t ∈ TPPEV,n, (4.19)




l′kPEV,n ≥ 0.2× CPEV,n,∀t ∈ TPPEV,n. (4.21)
In the above, the value of b is either -1 or +1 according to Algorithm 2, while
0 ≤ λ ≤ 1 and (1−λ) are the weights of the objective functions. Equation (4.17)
means the new assigned demand profile l′PEV,n must be equal to the previous one
by time t0 when the demand alteration is to take place. In (4.21), SOC
t=t0−1
PEV,n is
the SOC of the user n’s PEV before time slot t0 and, similar to P1, we assume
that in case of employing V2G in the system, the SOC should not fall below 20%
of the total PEV’s storage capacity.
We should note that when λ = 0, the ultimate possible flexibility that can be
achieved from PEVs is obtained for a particular time slot. In this case, however,
compliance with pre-purchased power profile from the DA market is sacrificed.
On the other hand, when λ = 1, there would be no altering in the profile.
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The value of λ mainly depends on the price at time slot t, the storage capacity
of connected PEVs at that time and the loss due to not following the previously
shaped aggregated demand profile for the DA. In such cases, where it is not
straightforward or impossible to formulate a function, using a fuzzy approach
can help translate descriptive qualities into functions. An application of this
technique is presented in [93] for adjusting the step sizes in adaptive algorithms.
4.4 Remarks
4.4.1 Convexity and Convergence
We should note that according to P1 and P2 and as described in Algorithm
1, the optimization variables are not binary, i.e., on/off. It is not an integer or
binary optimization problem. In fact the optimization variables are the amount
of load lPEV,n to be assigned to a particular PEV. Hence, both P1 and P2 are
convex by definition and their convergence is clear.
The convergence criterion in Algorithm 1 can be simply assumed as a desired
number of iterations for updating all users’ demand profiles, or it can be set and
subjected to some predetermined error function, e.g., a desired mean square
error (MSE) between two subsequent iterations of achieving aggregated demand
profiles. Furthermore, as discussed in [94], a convergence is guaranteed to be
obtained.
When all the users solve the local optimization problems sequentially as
described in Algorithm 1, then the overall objective function either decline or
stay constant. Thus, the convergence of the algorithm follows from this fact.
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Algorithm 2 Oﬄine & Online Demand Response
1: Each user initializes its respective load profile over the assignment horizon
based on its power demands, i.e., ln for n = 1, . . . , N .
2: All N users send their initialized load profiles to the retailer.
3: while not reaching convergence do
4: for n = 1 to N do
5: The retailer calculates the state information l−n according to (4.13)
for user n.
6: The retailer sends (l−n − ld) to user n.
7: User n solves problem P1 and updates its load profile ln.
8: User n sends back the new demand profile to the retailer.
9: The retailer updates ln.
10: end for
11: end while
12: for t = 1 to 24 do
13: The retailer receives information from RT market, i.e., prt .
14: γK(t) is calculated in (4.14).
15: if (prt 6= γK(t)) then
16: if (prt > γK(t)) then
17: b = +1.
18: else
19: b = −1.
20: end if
21: The retailer proceeds for demand altering.
22: while not reaching convergence do
23: for n = 1 to N do
24: The retailer sends demand altering signal at time slot t to
user n.
25: User n solves problem P2 and updates its load profile l′n.
26: User n sends back the new demand profile to the retailer.
27: The retailer updates l′n.
28: The retailer calculates the state information l′−n according to






The scalability comes from two features existing in the proposed algorithm
and we show it for 1,000 PEV users. First, the amount of data transferred
in the whole system is little. It is just 24 numbers –when we assume one
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hour time granularity in a day– both for the retailers and for the users.
Thus, the information transmission is easily done by the internet infrastructure.
Second, the proposed algorithm is simple and does not need much computation
resources as each user manages its demand profile individually and the provided
optimization problem P2 does not take much time. We later show in section
4.5 that even for a system of 1,000 households with PEVs, the simulation time
is less than 3 minutes in a serial programing format for both oﬄine and online
parts of the algorithm. We should note that the oﬄine part is for the DA market
and is needed to be implemented just once a day. However, the online part is
implemented whenever prt 6= γK(t) which may happen utmost 24 times in our
algorithm.
4.4.3 User friendliness and autonomy
In the proposed technique, there is no inconvenience imposed on the users.
Moreover, their privacy is not violated as we emphasized before. Additionally,
the users do not need to monitor their household energy consumption when they
own PEVs as the proposed approach is using the existing elasticity in the system.
Meanwhile, it is clear that the algorithm is autonomously done at each user’s
household.
4.4.4 Game Theoretic Framework
The users’ contribution in Algorithm 1 can be modelled as a cooperative game
with complete information [94]. In this case, each user is assumed to be a player
trying to maximize its own payoff by using strategies P1 and/or P2.
We should note that, here, the payoff function for user n is determined by
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the retailer and depends on its marketing strategies. This payoff function could
be defined such that the game possesses Nash equilibrium. If the defined payoff
function is a concave function then the game becomes a concave N -person game
since the allowed strategies are chosen from convex, closed and bounded sets in
either optimization problems P1 or P2. In this case, the existence of a Nash
equilibrium directly results from [68] theorem 1. Moreover, this ensures that the
proposed approach is yielding to all users’ best turnovers.
Another good point about setting our algorithm in a game theoretic
framework which does have Nash equilibrium and the above-mentioned
properties is that it implies the algorithm has the strategy proofness (SP)
property as well. In other words, participants in this game will have lower
payoffs if they do not provide their correct demand profiles to the retailer, i.e.,
if they want to cheat.
4.5 Simulation Results
In this section, we illustrate the efficacy of the proposed algorithm in the previous
section through computer simulations. In our simulations, the number of users
(residential electricity consumers with PEVs), N , is 1,000 and the optimization
horizon is considered to be a day, i.e., 24 hours for a DA programming scenario
with a time granularity of one hour. Also, K is considered to be 3 in (4.14).
For the PEVs usage patterns, i.e., the arrival times, departure times and
vehicles’ energy demands, our data and distributions are based on 2009 NHTS
data [37]. We considered new standard outlets, NEMA 5-15, with 1.8 kW power
output. Furthermore, the SOC for each PEV at the arrival time is as follows in
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Figure 4.6: DA and RT prices for 9 March 2014 in PJM Interconnection
electricity market (the number of days with such black swan behaviour in 2014
is quite considerable).
percentage points:




In other words, we assumed that PEVs are 100% charged by their respective next
departure time. Additionally, we considered 24 kWh energy storage capacity for
PEVs according to Nissan Leaf model [95]. We adopted the PJM interconnection
electricity market pricing data for both DA and RT markets in year 2014 [38].
Fig. 4.6 shows the DA and RT prices for 9 March 2014 as an example.
We selected this day since it had the highest unexpected peak in RT prices
throughout that year in PJM interconnection and can be assumed as what we
earlier referred to as a black swan event in the market. As it can be observed,
the RT price has a substantial peak at 9.00 A.M. around which the price
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Figure 4.7: Volatility in the spot market for three consecutive days.
is unexpectedly high for 5 hours. The retailer proceeds for demand altering
program upon receiving the RT pricing information according to P2. Fig. 4.7
shows that RT prices are totally different for one day before and one day after
that day.
Next, we examine the DR scheme introduced in Algorithm 1. Fig. 5.6
shows the electricity demand profile from only typical household appliances, i.e.,
without PEVs and the overall electricity demand profile when users use PEVs
with different usage patterns based on NHTS data.
To model the power purchased from the DA market on each day, we assume
that the amount of power cleared at each hour of the following day in the DA
market depends on the required power at that time slot and also includes some
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Power demand without PEVs
Power demand with PEVs
Figure 4.8: Electricity demand profile from normal household appliances, i.e.,
without PEVs and the overall electricity demand profile when users use PEVs
with different usage patterns based on NHTS data.
randomness as follows:
dcleared(t) = drequired(t) + u, ∀t, (4.23)
where, u’s are independent and identically distributed (i.i.d.) chosen from a
uniform distribution with the following representation:
u ∼ U [−0.2× drequired(t), 0.2× drequired(t)) ∀t. (4.24)
We used a uniform distribution here as it has the highest entropy among bounded
distributions and gives the highest uncertainty [96].
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Figure 4.9: The assumed electricity profile purchased by the retailer from the
DA market by the bids that could be cleared according to (23).
Fig. 5.7 shows the electricity profile purchased by the retailer from the DA
market according to (4.23) for different hours of a particular day. The results
for shaping the DA demand profile only as well as joint shaping and altering the
demand, Algorithm 1, are depicted in Fig. 4.10 1 . We also assumed ζ = 0.75 in
(4.15) and λ = 0.5 in (4.16). In our simulations, convergence has been attained
only after one single iteration of updating all users’ demand profiles for both P1
and P2 in Algorithm 1.
It should be emphasized that since in our case the number of users is high
enough and the users are homogeneous, i.e., all are residential users, the quality of
the solution and the number of the iterations after which the convergence occurs
does not depend on the ordering of the users. In other words, random ordering
1The simulation was done using MATLABr 7.12.0. The mean simulation time was 172.2
seconds on a PC with intel i7-2670QM 2.2 GHz CPU, 6 GB RAM and Windowsr10 OS.
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Figure 4.10: Load profiles after using Algorithm 1 for (a) just shaping the
demand P1 and (b) both shaping and altering the demand, Algorithm 1, on
9 March 2014.
or any arbitrary ordering of the users for the implementation of Algorithm 1
yields to the same results. For a few number of users, the convergence does not
happen after a single iteration.
In Table I, we investigated the effect of the number of users in the system
on the number of iterations required to achieve convergence in Algorithm 1 and
their respective simulation time. As it can be observed, the proposed technique
has desirable and fast convergence feature when there is more number of users
in the system.
In Table 5.1, we compare the overall energy procurement costs on 9 March
2014 for the retailer in two extreme cases: case 1) when there is no PEV in the




Table 4.1: number of iterations of updating all users demand
profiles to reach convergence and their respective simulation time.






Table 4.2: overall energy procurement costs for the retailer on
9 march 2014
Case Overall ideal cost ($) Overall real cost ($) Overall cost after P1 ($) Overall cost after P2 ($)
1 674.4 2,808.9 N/A N/A
2 920.4 5,865.1 4,775.6 4,308.9
It can be noticed that in case 1, if the retailer could be absolutely successful
in bidding to the DA market, i.e., there would not be any need to purchase
electricity from the RT market (ideal occasion), the overall cost is only $674.4,
for the pricing shown in Fig. 4.6. In a more realistic case, when the retailer’s
bidding to the DA market is assumed to be according to Fig. 5.7, and the retailer
is required to balance the load, the overall cost is remarkably higher. Obviously,
demand shaping and demand altering in this case are not applicable (N/A) as
there is no PEV and hence no power demand elasticity in the system.
For the second case, when users possess PEVs, for the ideal bidding, the
overall cost increases by almost 37% to supply electricity to the PEVs whereas
for the realistic bidding it becomes more than double. When demand shaping
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Table 4.3: overall energy procurement costs for the retailer in
year 2014
Case Overall ideal cost ($) Overall real cost ($) Overall cost after P1 ($) Overall cost after P2 ($)
1 246,156 921,664.3 N/A N/A
2 324,778.3 1,840,333.8 1,761,889.1 1,688,926.1
P1 is employed, this overall cost reduces by around 18%. Furthermore, when
joint demand shaping and altering in Algorithm 1 is used, cost decreases further
by almost 10%.
In this case, we also assumed that the retailer is allowed to sell back its extra
load purchased earlier from the DA market to the RT market at the same RT
prices in the RT market.
In Table 4.3, we evaluate the proposed technique in Algorithm 1 over the
whole year of 2014 according to the PJM interconnection data. In this case,
as stated in the algorithm, the retailer proceeds for minimizing its RT demand
if prt > γK(t) and maximizes its purchase from RT market if p
r
t < γK(t). It is
observed that $151,407 can be saved in the whole year for the energy procurement
cost of the system by using the proposed algorithm. The total dispatched energy
for 1,000 users is 9.331 GWh for the whole year from which only 212.466MWh
is from the V2G enabled PEVs’ participation in P2 and demand alteration.
But, we need to note that although the share of the electricity transferred to
the grid by PEVs is negligible compared to the whole dispatched energy, the
V2G transmission occurs at financially beneficial points. As discussed before in
section 5.2, the retailer can decide upon which marketing approach to employ in
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order to attract more customers. This case is similar to what is addressed in [97]
and [98] about behavioural economics.
It is worth mentioning that if the number of users grows, which could be
expected in practice, the diversity that their PEVs’ usage patterns offer to the
system also increases and then even better results could be achieved.
4.6 Summary of the Chapter
This chapter sets forth a fast converging and decentralized algorithm for
managing V2G enabled PEVs’ electricity assignments (charging and discharging)
to lower the overall electricity procurement cost for an electricity retailer.
Our proposed algorithm uses demand shaping and demand altering for the
DA and the RT markets. In particular, when the power system has high
penetration of intermittent energy resources, demand altering is crucial due to
likely contingencies and hence more RT price fluctuations. In the simulation
results, we considered the pricing data in PJM interconnection electricity market
for the year 2014. We showed that significant overall cost savings (up to
$151,407) for a retailer bidding to this electricity market could be achieved by
using the proposed algorithm throughout the year. This allows the retailer to
offer better deals to the customers and expand its market capacity and, at the
same time, customers can enjoy lower electricity bills as well.
In the next chapter, we illustrate that DR for residential PEVs can even be
employed in order to reduce the emission of greenhouse gases (GHGs).
87
Chapter 5
Decarbonized Demand Response for Residential PEVs
in Smart Grids
Recently, in Paris, the world has reached an agreement whereby many countries
commit to bolster their efforts about reducing adverse climate changes. Hence,
we can expect that decarbonization will even attract more attention in different
energy sectors in near future. In particular, both generation side and
consumption side are required to be run more congruently and environmentally
friendly. Thus, employing the renewables at the generation side along with our
proposed decarbonized demand response (DDR) at the consumption side could
significantly reduce deleterious impacts on the climate. Such ambition, at the
consumption side, necessitates symbiosis and synergy between the customers and
the retailer, and among customers, respectively. In other words, there should be
some incentive-based collaboration between customers and the retailer as well as
coordination among customers to make the objective be achieved successfully.
This chapter presents such matching demand response (DR) algorithm for
residential users owning vehicle-to-grid (V2G) enabled plug-in electric vehicles
(PEVs) who obtain electricity from a common retailer. The retailer itself is
connected to the wholesale electricity market to purchase and sell electricity.
Furthermore, we explain the details of the existing symbiosis and synergy in our
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system. Our simulation results illustrate that substantial cost savings can be
achieved along with pollution reduction by our proposed technique.
5.1 Introduction
Climate change has become one of the major concerns worldwide. Recently, in
December 2015, many countries have agreed to further enhance their efforts to
confront adverse climate changes which are mainly because of tremendous green
house gases (GHGs) emissions, e.g., CO2 and CH4 [99].
One of the significant reasons for GHG emissions is the transportation sector.
Thus, decarbonization in this sector has attracted much research, e.g, [100]–[104].
Meanwhile, plug-in electric vehicles (PEVs) are good alternatives for traditional
cars to diminish carbon emissions provided their electricity consumption is
managed properly.
However, in the literature, PEVs’ charging and/or discharging management
and scheduling are mainly investigated for cost savings purposes, e.g., [39], [48].
In these papers, the emphasis is mainly on increasing the users’ utility, welfare,
the billing strategies, etc.
On the other hand, in near future, we are going to face a new paradigm in
power system, e.g., new ways of electricity generation, market liberalization,
storage capability, two-way electricity delivery, demand side management
(DSM), demand response (DR) and environmentally concious transportation
[105] and [106]. Let us add the salience of decarbonization to the above list.
Hence, a practical technique is incumbent to consider this new paradigm in
order to be competent enough to be employed in a real-world smart grid.
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Figure 5.1: The United States of America GHGs emissions by sector in 2014.
The share of the electricity generation and transportation sectors in GHGs
emissions depend on many factors, e.g., type and age of generators, different
regions, traffic congestion management, etc. It varies from one region to another
one in the world. For instance, Fig. 5.1 illustrates the GHGs emissions by sector
in 2014 in the U.S. and we can observe that the quota from electricity generation
and transportation sectors stand for more than half of the overall emissions.
However, minimizing and even nullifying the share of GHGs emissions from
the transportation and the power generation sectors will be possible in the long
run by further utilizing renewables, electromobility and proper DDR techniques.
Besides, the emissions from power generators could be reduced in smart grids
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Figure 5.2: The share of GHGs emissions in the transportation sector by mode
in the U.S.
wherein there is high penetration of renewables and distributed generation (DG).
Widespread penetration of PEVs could inherently reduce the GHGs emissions
from the transportation sector. Fig. 5.2 shows that the share from light duty
vehicles (LDV) accounts for 59%. Nonetheless, PEVs’ electricity demand adds
a huge burden on the power generation side.
We should note that striving to make decarbonized energy supply alone is
not adequate [107] nor is electrification of transportation sector. In order to
triumph in GHGs reduction, congruous DR techniques are also needed. In other
words, taking into account the level of GHGs emissions for the generation and
consumption sides in DR can further diminish the emissions even in an already
electrificated sector.
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Figure 5.3: Annual standard deviation of the electricity price in 2014 and 2015
for each our of a day in PJM for DA and RT (spot) markets.
In this chapter, we consider Pennsylvania-Jersey-Maryland (PJM) day-ahead
(DA) and real-time (RT) electricity market as the previous chapter. We use its
pricing data for the years 2014 and 2015 [38], the average prices of electricity per
MWh which has been sold over those two years are very close for both DA and
RT markets in each year, i.e., $48.95 and $48.21, in 2014, and $33.94 and $33.34
in 2015, respectively. The reason for cheaper average price in 2015 compared to
its antecedent year could be the unprecedented falling down of the oil price.
Fig. 5.3 shows the annual standard deviation of electricity price in 2014
and 2015 for each hour of a day in PJM for both DA and RT (spot)
markets. Although the prices are much cheaper in 2015, we observe that
hourly pricing data for PJM’s DA and RT markets can be significantly distinct
and unpredictable. Another point is that we see RT market prices has more
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fluctuations than the DA market, as we could expect it. Therefore, the high
uncertainty, particularly in the RT market, can remarkably affect the overall
electricity procurement cost for a retailer especially in the long term. This fact
is much more expected when the power system is relying on a large number of
intermittent energy resources with more uncertainty.
The role of intelligence along with significant architectures and concepts in
future power systems are reviewed in [74]. A good overview of DR and their
different classifications in a deregulated electricity market is discussed in [79].
In this chapter, for the transportation sector, by adding the significance of
reducing GHGs emissions, we discuss decarbonized DR (DDR) techniques for
residential users owning vehicle to grid (V2G) enabled PEVs by which we strive
to decrease the emissions from the electric power sector, see Fig. 5.1. Hence, we
contemplate lessening both carbon emissions and electricity procurement costs.
5.2 System Model
In this section, we provide the underlying model and assumptions of the power
system in this chapter which entails the energy markets, the electricity retailers
or the aggregators, and the residential users. Similar models for future smart
power systems are advocated in [39] and [59]. We discuss this model in the
sequel.
Fig. 5.4 represents our model of a smart electricity system where multiple
users share one electricity retailer or an aggregator. The users’ overall load can
be differentiated into two distinct types; typical household load which normally
needs on-demand electricity supply, e.g. air conditioning, heating, lighting, audio
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The Electricity Market  Energy  
Retailer 1  
Independent System Operator 
Energy  
Retailer N  
Energy  
Generator 1  
Energy  
Generator M  
Energy  
Generator 2  
Figure 5.4: An archetype of a smart electricity system encompassing several
retailers, utility companies and multiple users sharing one electricity retailer or
an aggregator.
visual devices, cooking and refrigerator, and PEV as a flexible or programmable
load. Here, the dotted lines show the underlying information system and the
solid lines represent the power transmission and distribution infrastructure.
We assume that an electricity retailer (which may own its generation
capacity) bids to the energy market, e.g., on a DA basis. Then, based on its
energy needs and the market situation, it buys electricity from the market at
market clearing prices (MCPs). Then, we assume that the retailer is willing to
handle its customers’ PEVs’ electricity assignments (charging and discharging)
such that the shape of the resulting aggregated power demand profile matches
the electricity profile resulted from the successful bids in the DA market.
This enables the retailer to minimize its demand from the RT market –which
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has more price volatility according to Fig. 5.3– for balancing the load in the
following day. Accordingly, it can reduce the overall electricity procurement
cost. This cost reduction enables the energy retailer to offer more attractive
deals to the customers in the form of pricing, rewarding, promotions, etc.
On the other hand, we assume that there are some incentives or limits from
a regulator or the government which make the retailers interested in or have
to reduce the GHGs emissions. We note that the incentives and limits can be
translated to payoffs and fines, in terms of fulfilment and violation, respectively.
Retailers adjust their electricity deals (purchase and sell) in response to market
prices. Nevertheless, the regulator can put some limits on power consumption,
e.g., the mean of daily electricity consumption. This could reduce or cancel the
need of turning on the traditional generators which accounted for 30% of the
GHGs emissions Fig. 5.1.
In practice, the shaped aggregated profile does not exactly match the
retailer’s purchased DA energy profile. Thus, the retailer needs to reciprocate
the load imbalances in the following day by referring to the RT market and buy
electricity at RT prices. Therefore, we assume that a retailer should consider
three directions when designing its DR technique: DA market, RT market and
GHGs emissions.
5.3 Analysis
In this section, we provide the electricity procurement cost for a retailer
bidding to the electricity market and then present our proposed DDR algorithm.
As described in chapter 4, the overall electricity procurement cost for the
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next day can be formulated as follows:












where Cost is the overall electricity procurement cost over the scheduling
horizon. The 24-elements vectors lDA and pDA represent the power demand
and electricity price cleared in the DA market for the following day. The units
of lDAi and p
DA
i are MWh and $/MWh, respectively. Similarly, l
i and pRT are
load imbalance and the electricity price vectors in the RT market for the next
day. The values of the elements of these two vectors will be known to the retailer
only at each time slot of the next day.
Then, the following sequential optimization programming technique is used.
The users individually contribute in this program (see Algorithm 3):
minimize
l′PEV,n
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|l′tPEV,n| ≤ pmax, ∀t ∈ TPPEV,n, (5.6)




l′kPEV,n ≥ 0.2× CPEV,n, ∀t ∈ TPPEV,n, (5.8)
Here, lPEV,n and lA,n show the energy assignment vectors for user n’s PEV and
the aggregated load from its household appliances, respectively. Besides, l′PEV,n
and l′A,n vectors show the same things whenever load altering is needed in RT
market (see Algorithm 3). Furthermore, ld is the purchased load profile from
DA market. EPEV,n is the user n’s required energy to be delivered to its PEV
which is associated with the total required charging time TPEV,n as follows:
EPEV,n = a× TPEV,n, (5.9)
where a is the charging power rate of the outlet to which it is plugged in.
Likewise, αn and βn represent the arrival time and departure time of the
PEV. Furthermore, |ltPEV,n| ≤ pmax limits the maximum power that can be
delivered to/from the PEV, we may presume pmax = ω, and TPPEV,n describes
the permissible charging time set or simply the set of time slots during the PEV’s
connection time to the power grid. This is simply the set of time slots between
αn and βn. Constraint (5.5) limits excessive power consumption at each time
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slot. This prevents the need to turn on or use traditional thermal generators.
Algorithm 3 Decarbonized Demand Response (DDR)
1: Each user initializes its respective load profile over the assignment horizon
based on its power demands, i.e., ln for n = 1, . . . , N .
2: All N users send their initialized load profiles to the retailer.
3: while not reaching convergence do
4: for n = 1 to N do
5: λ is set 1 in the proposed problem.
6: The retailer calculates the state information l−n according to (5.10)
for user n.
7: The retailer sends (l−n − ld) to user n.
8: Each user n solves the proposed problem and updates its load
profile ln.
9: User n sends back the new demand profile to the retailer.
10: The retailer updates ln.
11: end for
12: end while
13: for t = 1 to 24 do
14: The retailer receives information from RT market, i.e., pRTt .
15: The retailer decides whether or not it proceeds for demand altering.
16: λ is set to a desired value in the proposed problem.
17: while not reaching convergence do
18: for n = 1 to N do
19: The retailer sends demand altering signal at time slot t to user n.
20: User n solves problem (2) and updates its load profile l′n.
21: User n sends back the new demand profile to the retailer.
22: The retailer updates l′n.
23: The retailer calculates the state information l′−n according




Additionally, l−n is the aggregated power profile from other N − 1 users in





(lPEV,i + lA,i). (5.10)
In (5.8), CPEV,n is the total storage capacity of the user n’s PEV and we assume
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that in case of employing V2G in the system, PEV’s state of charge (SOC) should
not fall below 20% of that total capacity in order to make sure that the adverse
impacts on PEV’s battery lifetime due to complete depletion are avoided.
We know the fact that (li,pRT ) is unknown to the retailer a priori, at each
time slot t0 of the next day after getting this information, the retailer may decide
to alter the previously shaped DA demand profile. It may want to minimize its
RT electricity purchase to balance the load if the RT prices rise unexpectedly and
even sell back some of its pre-purchased electricity from DA market to the RT
market by using the PEVs’ available demand elasticity. RT prices may fluctuate
significantly due to the state of the RT market or contingencies.
We should notice that in the proposed programming method λ is one for
shaping the aggregated demand profile, lN , for the DA market. Then, as
described in Algorithm 3, λ could take a desired value to alter the aggregated
demand profile, l′N , in response to price fluctuations in the RT market.
As the chances for the price to remain that high during all the next remaining
hours of the day is low [78], reshaping the load profile by lowering the electricity
consumption at that time slot and purchasing electricity at the further time slots
can yield a lower electricity procurement total cost in practice. This is also true
for purchasing electricity at those time slots when price, unexpectedly, falls down
significantly. The retailer may buy extra electricity at those specific time slots
(based on the overall storage capacity coming from connected PEVs).
We should note that the retailer is assumed to be allowed to employ the
existing flexibility (offered by each user’s PEV) and the diversity (resulting
from the users’ different usage patterns). We refer to these two as the system’s
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Figure 5.5: Distributions of (a) arrival time, (b) departure time, (c) charging
time and (d) initial SOC, for 1,000 electric vehicles.
elasticity. Nevertheless, the electricity consumption behaviours of the users (their
PEVs’ usage patterns) are not to be changed and hence the algorithm preserves
users’ comfort. Moreover, users’ privacy is not violated as the information about
their individual appliances, including PEV, is not revealed.
The convergence criterion in Algorithm 3 can be simply assumed as a
desired number of iterations of updating all users’ demand profiles or it can
be determined to be lower than some pre-set mean square error (MSE) between
two subsequent iterations of achieving aggregated demand profiles. As discussed
in chapters 3 and 4, the convergence is guaranteed to be obtained. Furthermore,
users’ contribution can be modelled as a cooperative game with complete
information wherein a Nash equilibrium exists in the same way as indicated
in chapters 3 and 4.
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Figure 5.6: Electricity demand profile from (a) normal household appliances,
i.e., without PEVs and (b) the overall electricity demand profile when users
owns PEVs with different usage patterns based on NHTS data.
5.4 Simulation Results
In this section, we evaluate and present the results of our proposed model and
programming technique articulated in the previous sections through computer
simulations. In the simulations, we consider the number of residential users, N ,
to be 1,000 and the horizon for testing and evaluation is considered to be 24
hours for a DA programming scenario with a time granularity of one hour.
For the PEVs usage patterns, our data and distributions are based on 2009
NHTS data [37]. Fig. 5.5 displays the distributions for arrival time, departure
time, charging time and PEVs’ state of charge (SOC) at the arrival time.
Furthermore, we considered new standard outlets, NEMA 5-15, with 1.8 kW
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Figure 5.7: The assumed electricity profile purchased by the retailer from the
DA market by the bids that could be cleared according to (4.23).
power transfer limit. We assumed that PEVs are needed to be fully charged by
their respective next departure time. Additionally, we considered 24 kWh energy
storage capacity for all PEVs according to Nissan Leaf model [95]. Moreover,
we adopted the PJM interconnection electricity market pricing data for both
DA and RT markets in the year 2015 [38] and assumed that PEVs are all V2G
enabled.
Next, we examine the DDR scheme introduced in Algorithm 3. Fig. 5.6
shows the assumed daily aggregated electricity demand profile of the users with
and without the presence of PEVs with different usage patterns based on NHTS
data.
Fig. 5.7 shows an assumed electricity profile cleared for the retailer in the
DA market. In other words, it shows the bids that could be cleared in the market
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Figure 5.8: Aggregated power demand profiles for (a) after using DA demand
shaping technique, (b) when the both DA demand shaping and RT demand
altering are used and (c) when the proposed DDR algorithm is employed.
at different hours of the following day. The results of implementing Algorithm
3 is depicted in Fig. 5.8 for a particular day with black swan behaviour at the
eighth hour of the day. For this, we assumed λ = 0.5 in (5.2). Online demand
altering can reduce the aggregated demand from 1258.7 kWh to 878.2 kWh,
i.e., we can obtain almost 30% reduction in the overall demand at that hour.
This is when the constraint (5.5) in the proposed programming technique and
algorithm is not complied. In case of the absence and presence of that constraint
–decarbonization constraint– DDR algorithm results can be seen in Fig. 5.8. We
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Table 5.1: overall energy procurement costs for the retailer





see that the picks are curbed in Fig. 5.9(c). But, the power demand at eighth
hour is now 985.6 kWh which cause some extra cost. This additional money
could be paid back by the regulator to the retailer as subsidies for instance.
In our simulations, convergence has been attained only after one single
iteration of updating all users’ electricity demand profiles in Algorithm 3.
It should be emphasized that this could be achieved since at that hour of
the day we had almost 405 V2G enabled PEVs available at users’ dwellings.
Different results would be obtained for the other hours of that day. Also, it is
obvious that the amount of cost savings would be dissimilar on weekdays and in
the weekend.
Table 5.1 compares the overall electricity procurement costs for the retailer
for four cases: case (1) is purchasing electricity without any DR, case (2) when
only DR technique introduced in chapter 3 is used, i.e., just DA demand shaping
is implemented, case (3) when joint shaping and altering demand is applied as
in chapter 4, and case (4) when DDR is being employed.
104
5.5. SUMMARY OF THE CHAPTER
It can be seen that in the first case, when no DR method is used and the
power demand is directly purchased from the RT market, total cost is the highest.
For the second case, around $920 is saved and in the third case the cost is
further reduced by $314.7. In the fourth case, however, when DDR is employed
there is some extra cost, $113.6, because of complying with the GHGs emissions
reduction in Algorithm 3.
5.5 Summary of the Chapter
This chapter proposed a fast converging and decentralized algorithm for
managing V2G enabled PEVs’ electricity assignments (charging and discharging)
in order to simultaneously reduce the overall electricity procurement cost and
GHGs emission for electricity retailers. We illustrated that with some incentives
and/or regulations from the regulator, the retailer or aggregator could help
reduce GHGs emissions by using our proposed decarbonized demand response
(DDR) technique. In this chapter, we emphasised on the importance of
considering decarbonization in DR algorithms for PEVs. However, various
other combinatorial optimization methods could be investigated. Furthermore,
regional GHGs emission factors can be captured into the evaluations in practice.
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6.1 Conclusions
In this thesis, we evaluated the uncoordinated charging demand of PEVs at
households first. Then, we presented a statistical modelling and a closed-form
statistical expression for PEVs’ uncoordinated expected charging demand. This
closed-form solution comes in handy for further mathematical formulating,
calculations and modellings.
It was illustrated that adding a large number of PEVs to the households in
the power grid would significantly increase the already high daily peak demand.
Then, by comparing with the real-world data about the availability of vehicles
in the households and their mileage [37], it is shown that the proposed modelling
is compatible with the surveyed data.
In addition, we proposed and assessed the efficacy of a distributed and
scalable DR for 1,000 residential vehicle-to-grid (V2G) enabled PEVs during
their random connection times to the power grid and diverse charging
requirements according to the previous modelling. In this, we employed the
power demand elasticity offered by PEVs’ flexible demand nature along with
people’s diverse patterns of vehicles’ usage. It was demonstrated that the
proposed distributed DR algorithm was successful in managing the charging
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tasks of PEVs in order to minimize the peak of the aggregated daily power
demand profile and make the peak demand even the same as when there was no
PEVs in the system. Meanwhile, users’ privacy about their detailed electricity
consumption was preserved and without any changes in the users’ commuting
behaviours. In other words, users’ comfort and privacy which are two main
concerns in employing DR for residential users were not violated.
Moreover, as the electricity markets are highly likely to become fully liberated
in near future just like many other markets, lowering the demand peak might
not be the best desired objective for the participants in a free market paradigm.
Therefore, we modified the previous proposed algorithm and set forth another
decentralized algorithm for managing V2G enabled PEVs’ electricity assignments
(charging and discharging) to lessen the overall electricity procurement costs for
electricity retailers bidding to an operational two-settlement market [38], i.e.,
day-ahead (DA) and real-time (RT) markets. This proposed algorithm jointly
uses DA demand shaping and RT demand altering for the DA and the RT
markets, respectively. We have shown that due to uncertainty of the markets the
algorithm could be capable of significant costs savings annually in its interactions
with the market for a typical retailer. These cost savings could potentially be
used by the retailer to expand its market capacity by employing the behavioural
economics and different marketing approaches, e.g., promotions, rewarding, etc.
Furthermore, as the significance of decreasing the emissions of green house
gases (GHGs) has recently absorbed the world’s attention more than ever,
we captured this concern into our algorithms. We illustrated that with some
incentives and/or regulations from the power system regulator, the retailers
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or aggregators could help to lower GHGs emissions by using the proposed
decarbonized demand response (DDR) technique.
6.2 Future Research
In fact, there can be a vast amount of future work on this subject as it is
new, PEVs are not yet in major use, the technology of the batteries is a main
concern, the interactions among PEVs, electricity market and renewables are not
investigated to the point that we could be sure of their operability in practice,
etc.
In the sequel, we explain some of the most important future work which can
be carried out in addition to what we have stated at the end of the chapters in
this thesis:
• First, PEVs’ battery storage capacity has recently been expanded up to
60-85 kWh, e.g., for Tesla model S and model X [108], which can provide
much more elasticity for demand shaping and demand altering and hence
reduce the electricity costs further.
• Second, the emphasis in this thesis was on active power, the findings and
proposed algorithms of this work can be applied and extended to reactive
power and ancillary services, e.g., for frequency control as well.
• Third, a system with heterogeneous customers can be assumed. For
example, a system with residential and commercial customers. In this
case, more diversity in the system may yield to better results.
• Fourth, the demand elasticity of the system for power dispatching in case
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of facing contingencies can be investigated. In other words, this work could
be related to the self-healing properties of smart grids as well.
• Finally, since DOD and SOC are tightly related to the feasible number of
cycles of charging and discharging the batteries, i.e., their lifetime, this
fact could also be taken into account in the optimization problems and




[Proof of proposition 2.4.1]
Since x(t) = 0 for t0 ≤ t− T and t ≤ t0. Then, E[x(t)] becomes:
E[x(t)] = ω × P (t0 ≤ t ≤ t0 + T )
= ω × P (t− T ≤ t0 ≤ t). (A.1)
Further, we can use the total probability theorem [109] to get
E[x(t)] = ω ×
∞∫
0










Ft0(t− T ′)fT (T ′)dT ′
]
(A.3)




′)dT ′ = 1, and t0
and T are independent. Furthermore, we can express (A.3) in a more concise
form by using the definition of the convolution integral and the identity f(t) ∗
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δ(t) = f(t) as follows:
E[x(t)] = ω × (Ft0(t) ∗ [δ(t)− fT (t)]) . (A.4)

[Proof of proposition 2.4.2]
Since T is uniformly distributed over the interval [c, d), 0 ≤ c < d, we can





Ft0(t− T ′)dT ′
 . (A.5)
Then, by changing the integration variable from T ′ to α = t − T ′, it can be
rewritten as follows:
E[x(t)] = ω ×





Further, we need to replace α with β = α−µσ to have
E[x(t)] = ω ×









in order to be able to use the following formula for a standard normal random
variable with CDF F (·) and PDF f(·) to calculate the last term in (A.7):
∫
F (x)dx = xF (x) + f(x) + c. (A.8)
Also, we now set c′ = t−c−µσ and d
′ = t−d−µσ for simplicity to express (A.7)
in the following form:








−d′Q(d′) + f(d′)− f(c′) + d′ − c′)
]
(A.9)
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