The main aim of this paper is to contribute to the automatic calculations in differential geometry and its applications, with emphasis on the prolongation theory of Estabrook and Wahlquist, and the calculation of invariance groups of exterior differential systems. A large number of worked examples have been included in the text to demonstrate the concrete manipulations in practice. In the appendix, a list of programs discussed in the paper is added.
O. Introduction
The impact of the computer on mathematics and its related fields is well-known. For instance, we are all familiar with its applications to numerical analysis, which started some decades ago. Its utility has also been proved in discrete mathematics, number theory and algebra (finite groups).
Perhaps, less well-known is the recent progress of the application of symbolic calculations in the more continuous parts of mathematics, such as mathematical analysis, differential equations, differential geometry and its applications in theoretical physics. In this context, we mention some outstanding results: the Risch algorithm to calculate indefinite integrals [17] and the program package SHEEP for formula manipulation, primarily in General Relativity [6] .
The main aim of this paper is to contribute to the automatic calculations in differential geometry and its applications, with emphasis on the prolongation theory of Estabrook and Wahlquist [4, 5] , and the calculations of invariance groups of exterior differential systems [7, 10] . A second aim is to encourage the reader to use symbolic calculations in his own field of interest.
In contrast to the strategy of most papers related to symbolic calculations, which only discuss the theory and give final results of computations, we shall present by worked examples the explicit manipulations which have to be carried out in order to get to the results. An obvious but nonnegligible circumstance is the fact that, due to P.K.H.
GRAGERT ET AL.
the use of symbolic calculations, one may carry out easy, although 'long and tedious' calculations with the computer, thus avoiding lots of elementary mistakes, such as wrong signs, missing brackets, omitted symbols, etc. There are several systems designed for symbolic calculations, e.g., FORMAC, SAC, MACSYMA, REDUCE, and we have chosen the language REDUCE [3] as a basis for our developments. It may be implemented on any computer system supportting LISP [14] and it is cheap and easily available and, consequently, widespread. Last, but not least, we are charmed by the interactive facilities of REDUCE.
PLAN OF THE ARTICLE
Essentially, the paper consists of three parts. First, in order to become more familiar with REDUCE, some typical symbolic calculations are given. The second part is concerned with the basic manipulations of vector fields and differential forms (exterior differential calculus). The third part describes the application to infinitesimal symmetries of exterior differential systems. In the appendix, a list of REDUCE procedures of the described material is included.
Before discussing the three parts in more detail, we shall make some general remarks relevant for all worked examples in each section.
(1) In the examples, a terminal session with the computer is reproduced in printout form. (2) Input lines always begin with a '*', which is the prompt character of REDUCE, indicating that the system is waiting for a command, while the command itself is written in small letters. (3) Output from the system is printed in capital letters. (4) Results of commands terminated by a ';' are printed. (5) Results of commands terminated by a '$' are not printed. (6) On each separate input line text following a '~' is ignored by REDUCE, and therefore used as a means of including comment. (7) In input, the parentheses of functions with a single argument are not required and, therefore, often omitted. In Section 1, three examples illustrating the capabilities of REDUCE are presented: (a) a procedure for finite Taylor series expansions, which is applied to concrete cases; (b) the integration package; and (c) matrix calculations related to the theory of Lie algebras.
In Section 2 an implementation of differential geometric objects and their operations are described. The concepts of exterior differential calculus are successively expounded. Keywords are: representation of differential forms and vector fields, exterior product, exterior derivative, commutator of vector fields, inner product of vector fields and forms and Lie derivatives of forms.
Section 3 is concerned with the computation of infinitesimal symmetries of exterior differential systems, representing differential equations. Determination of these symmetries gives rise to overdetermined systems of partial differential equations.
These are derived by the machinery of the Section 2. In order to solve such systems, frequently-occurring computations are automized. Further, some auxiliaries are developed. The procedure is illustrated by two examples. Finally, the complete algebra of the infinitesimal symmetries for the Lin-Reisner-Tsien equation is given.
Introduction to Symbolic Computations
By means of some examples, which are chosen such that they are still computable by hand, we shall give a sample of the interactive symbolic computations in REDUCE. All functions not explicitly described in this section are already available in the basic REDUCE system. We recommend that the reader without experience consult the REDUCE Users' Manual [11] . Moreover, one has to be informed how to start a REDUCE session.
(A) TAYLOR SERIES Our first example will be a PROCEDURE for finite Taylor series expansions. Here, two special system functions are used, one for differentiation and one for substitution. Every 'x' occurring in 'expression' is substituted by 'pt'. Note: Only the simplest form of DF and SUB are introduced here. in order to illustrate the Taylor series expansions for various functions, we write a PROCEDURE:
*procedure taylor(fn,x,pt,u);begln scalar fakt; * fakt :=I ; * return * sub(x=pt, fn)+ * for i:~l:n sum * sub(x=pt , fn : =d f (fn,x))* * (fakt : = fakt* (x-pt)/i) *end taylor; TAYLOR The four parameters of the PROCEDURE TAYLOR have the following meaning: FN has to be a function, X represents the variable with respect to which the function FN is expanded about the point PT up to order N. and its application is demonstrated in the following example 
*Int(e^(-xA2),x);
47
DIV is an output switch: each term gets its denominator. The last algebraic result is always stored under the name !*ANS.
[]
Matrix operations will be illustrated by calculations involving two different matrices. This agrees with the fact that ADSL2 has to be singular and we find two roots with opposite signs if BC + A 2 # O.
To show a second matrix operation, taking the inverse, we compute (ADS1 2 -T*I3)-1. Moreover, to shorten the output we introduce the name DETSL2 for the determinant of this matrix. This Lie algebra emerges in the determination of a 11-dimensional prolongation algebra of the Korteweg-de Vries equation [4, 8] .
The matrix C of the Killing form of the 6-dimensional sub-algebra spanned by xl, ..., x 6 equals:
*matrix e(6,6);
After a declaration of a matrix, all elements are initialized to zero, therefore we have to give only the nonzero elements of C. 
Vector and Form Manipulations in REDUCE
Using the concepts of differential geometry in applied mathematics, we have to manipulate the vector fields and differential forms, which are 'living' on a differentiable manifold. All manipulations are essentially simple and straightforward, but doing computations by hand, in particular on high-dimensional spaces, the amount of labour grows rapidly and becomes rather tedious. Moreover, there is every chance that errors are introduced. For instance, a slip of the pen or a wrong sign is very likely. Manipulations with vector fields and forms are so systematic that they are very well suited for symbolic computations. In doing so only input, which is usually very short, has to be checked carefully. In this section, almost all the computations are carried out with respect to a local coordinate system for an n-dimensional manifold M. So, in fact, we assume that M is a domain U of the Euclidean space R". All objects are assumed to be infinitely differentiable.
0-FORMS
The ring of all functions on U will be denoted by d~ 0-forms on U are identified with elements of d~
The algebraic mode of REDUCE already contains all tools to manipulate within the ring ~'~ In practice, the first problem to solve is to introduce local coordinates in a flexible way. The coordinates should be introduced such that indicial calculation is allowed and also such that a user may give them convenient names. This problem is solved by using the algebraic operator VNAT (natural variables), where VNAT(1), VNAT(2), ..., VNAT(n) represents a coordinate system of U. The name of the ith coordinate may be changed into another, more suitable name by: VNAT(i) := 'name'; EXAMPLE 2.1. The coordinates ought to be x, y, z and ul, •2" This is introduced to REDUCE by: In REDUCE, we represent the basis 1-forms by WEDGE(i), where WEDGE has to be declared an algebraic operator. F1 is a 2-form and F2 is a 3-form.
[] THE WEDGE PRODUCT OF FORMS
The s~'~ of all differential forms on U equals:
It becomes an algebra if the usual wedge product
A :d~(U)xd~(U)-,~r+~(U) (r,s >10)
is introduced. We recall that /x is bilinear and alternating. Therefore, it suffices to define /x on basis forms in BF(r) and BF(s). In order to implement this idea we have to decompose forms:
at dx t + a o I~O into a t, dx I and a 0 for all occurring multi-indices I with a t ~ 0. Actually, such a differential form is written as
where K(i) corresponds to an ai( 5 ~ 0), WEDGE(arg(i)) to some dx t and REST to a o. This decomposition is performed by the function OPCOEFF, which depends on three parameters: OPCOEFF (EX, OP, AR), where EX is the expression that has to be decomposed with respect to the operator OP. EX also has to be linear with respect to OP, WEDGE in this case. The third parameter is used to retrieve the K(i) and WEDGE (arg (i)). REST will be the value of a global variable !@RESTOP-COEFF. The value of OPCOEFF is the number ( -1) of terms K(... )*OP( ... ) in the expression EX. AR becomes a function of two parameters: AR(0, i) with value one of the dx I written as WEDGE (-..) and AR (1, i) has the corresponding coefficient K(i) as its value.
Internally, the numerator of EX is checked for kernels with operator OP by an auxiliary function GETFIRSTOP. If successful, the corresponding coefficient of A second way to show the effect of opcoeff: 
dx I/x dxj, (dx1~ BF(r), dx~ BF(s) )
because differential forms in our implementation in REDUCE are essentially represented by a list of strictly increasing integers, the multi-index. The algebraic operator WEDGE serves only as a carrier and a medium for input and output purposes. Indeed, the implementation allows any convenient different name for WEDGE. It suffices to construct a PROCEDURE which merges two multi-indices into a new multi-index and which, at the same time, gives the sign of the resulting product or zero, if at least one integer occurs twice in the concatenated multi-index of I and J. Therefore, a function is written to check whether at least two elements in a list occur twice.
There exists a system function in REDUCE, which orders a list of integers in decreasing order and another that reverses the order of a list.
Finally, a system function is used, which establishes the permutation class of two equally long lists of integers. All these ingredients are joined together in the procedure are two forms in ,~r then in order to computefl /x f2 one has to convertf 1 and f2 in our notation, as shown in the preceding examples, f l /x f2 then becomes: mulform (f 1, f2).
Note: Because the manipulation of lists of integers is very effective and 'cheap', this implementation is faster compared with other implementations [3] of the wedge product of differential forms. EXAMPLE 2.5. 
EXTERIOR DIFFERENTIATION OF FORMS
Comparing exterior differentiation with the wedge product, there remains only one computational problem, the computation of total derivatives of 0-forms. Fortunately, this is very easy to achieve in our approach: For example, let G be an element ofd~ then dG is computed by:
dg :=for i:=l:d!@dlf sum df(f,vnat(i))*wedge(i)
We call the function of exterior differentiation EXDF according to the system function DF. []
VECTOR FIELDS
The d~ of vector fields on U c R" is denoted by Y'(U).
, ... , BVF= 0xl ~ is a basis with respect to the coordinate system x I , x2, ..., x. In fact it is the dual basis of BF (1), i.e. where 6i; is the Kronecker symbol.
A vector field Von U may be written as
V = i~=lai~xi (aie~~
To implement the vector fields in REDUCE, we prefer to use the already-existing system functions. If we represent vector fields as polynomials, applying the linear isomorphism given by then the components a i can be determined easily by the system function COEFF. Note' There will be no confusion with this vector field notation, if we do not use the letter D in function names. EXAMPLE 2.7. Let n = 3 and xl, x2, x3 be a coordinate system of U. Then, for instance, the vector field Note: One may obtain a somewhat faster procedure, if the existing functions EXDF and IP are not used as above, but instead, a procedure for the Lie derivative is constructed directly.
DISCUSSION OF DIFFERENT IMPLEMENTATIONS
In this section we have described in some detail an implementation of the exterior differential calculus in REDUCE. There are a few other implementations known, which are based on different designs.
First we mention an implementation by Edelen [3] , based only on LET-statements. Experience with this system on a DEC-10 computer indicates that the system suffers from frequently-occurring garbage collections and is therefore substantially more time-consuming, compared with our implementation.
Second, even on a micro-computer, exterior calculus can be done. There exists a program package CARTAN for an 'apple'-computer designed by Wahlquist [18] .
Third, one may want an implementation allowing a coordinate-free exterior differential calculus and with output coming closer to the usual notation.
Up to the now, we have only partly succeeded in fulfilling these wishes. This development will be illustrated by the following EXAMPLE 2.11. Let us assume that we have 1-forms A, 2-forms B and 3-forms C, i.e., we may use A, A(1) or A(2) as 1-forms, etc.
*fload difnew; precedence mulformgen,cons; *off raise;
From now on, small and capital letters are distinguished and in the remaining part of this example we deviate from the convention of writing input in small letters, because we want to indicate differentials by a small letter d.
INITDF( 3 ,X, u Z) $
The dimension of U is 3, coordinates are X, Y, Z.
* COMPOPDF A,B,2,C,3;
This command declares A, B, C as forms of the required degree. Here' ^' is used as the infix operator for the wedge product The letter D is used as a function for exterior derivatives.
*D H;
dA (1)AA (2) A (1)^dA (2) + dA (1) Note: On account of its experimental state, the details of this package are not included in the Appendix. We hope to report on this in future work. 
Infinitesimal Symmetries of Exterior Differential Systems.
As an application of the above-developed software, we treat infinitesimal symmetries of partial differential equations by means of differential geometric methods. Following Cartan, partial differential equations can be described geometrically by exterior differential systems [2, 7, 10] .
We consider an exterior differential system I in a domain U of a n-dimensional manifold M, and suppose that I is generated by the finite set of forms
By definition, infinitesimal symmetries are vector fields V such that ~v I c I (3.2) where Lf v denotes the Lie derivative by the vector field V [7, 10] . In physical literature, infinitesimal symmetries are also called isovectors. Note: In the case that I is generated by k-forms fl(1), ..., fl(r) and their exterior derivatives, it suffices to require (3.2) to hold for these k-forms fl(1) ..... fl(r) only, due to the fact that exterior derivative and Lie derivative commute dS~ = ~v d. The ideal I in R 4 = { (X(1), X(2), X(3), X(4))} --{(X, T, U, Ux) ) is generated by
First we call the necessary programs and declare some algebraic operators. Using OPCOEFF we calculate the coefficients WEDGE (3, 4) ..... which have to be zero, and print them. The process of computing the whole system of partial differential equations for the functions V i (i = 1 ..... n) runs along similar lines, as in Example 3.1, and is done automatically by the procedure INFSYM(VOR, N1, N) in the appendix, where VOR is the name of the differential forms generating I (3.1), N1 is the number of differential forms, and N is the dimension of R'. Once the system of partial differential equations has been derived, we have to solve it for the functions V(I, VAR). In general, it is not possible to solve them automatically; but it turns out that in the most interesting cases, e.g., nonlinear evolution equations such as Korteweg-de Vries and Burgers', and field equations such as Maxwell and Dirac equations, solutions are of polynomial type and, therefore, we are able to compute them semi-automatically [9, 12] . The process of automization of solving these overdetermined systems is still in progress, and we shall discuss two frequently occurring cases.
(A) Usually there are equations in this system of type
for some I, K; from which we derive
V(I, VAR) is independent of X(K).
Procedure ONE( )searches for such equations and assigns zero to the function From the message of the procedure SPLITS we see that equation 0 (i.e., VER(3) above, because ZERODELETE has renumbered the equations) is a polynomial in X(2), X(3) and X(4). The coefficients of this polynomial, which have to be zero, generate a new and larger set of equations. Now all equations are trivial, so there is no remaining set to be printed.
V(I, X(K)).
The ideal I in R 12 --{(x(1) .... ,x(12))} --{(x, t, y, u, u x, u t, uy, u x, Uxt, u y, u., u,y)} is generated by the 1-forms 
(t) + x2F"(t) + 2xyZF ''(t) + + 1/3y4F""(t) + 2xyG"(t) + 2/3 y3G"'(t) + + 2xH'(t) + 2y2H"(t) + ya(t) + z(t) + 4Au
where F, G, H, a, z are arbitrary functions of t, A is constant, and denotes differentiation. For simplicity, we omit the functions V"x,..., which can be derived from ( 
Conclusions
In principal, anything which can be achieved by symbolic calculations can be achieved by hand and vice versa. By using the computer, however much valuable time can often be saved. We invite the reader to do symbolic calculations in REDUCE himself and to experience with the material presented in this paper. We are aware that various improvements can be made, and so further suggestions will be most welcome.
If a reader is interested in the functions in the Appendix, it may be of help to get a copy on magnetic tape. This can be arranged by sending a blank tape to one of the authors. 
