A two parameters distribution called the Topp Leone inverse Rayleigh (TLIR) distribution is studied. Some of its fundamental statistical properties are introduced. The maximum likelihood (ML) and Bayesian estimations are calculated for the new model parameters. The importance of the new model is performed using one real data set.
Introduction
Trayer [10] studied a distribution in order to model reliability named inverse Rayleigh (IR) distribution. After that, IR distribution was studied by Voda [9] . He proposed its properties and ML estimator of the scale parameter. Many works have been discussed in the literature on IR distribution. Gharraph [2] and Hassan et al. [4] estimated the parameters using classical and Bayesian estimation methods. Beta IR distribution was studied by Leão et al. [7] , modified IR distribution studied by Khan [5] , Rehman and Dar [8] proposed exponentiated IR distribution, Khan and King [6] discussed transmuted modified IR distribution.
The probability density function (pdf) and cumulative distribution function (cdf) of IR distribution are given ( ; ) = , ∈ , > 0.
The corresponding pdf to (3) is given by
where ( : ) considers a pdf of baseline distribution. Al-Shomrani et al. [2] rewrite the pdf (4) by using expansions as a linear combination of exponentiated family as
This paper deals with a new two-parameter distribution based on TL-G family of distributions. The new model is called TLIR distribution. The rest of the paper is arranged as follows: in Section 2, we define the TLIR distribution, some fundmental properties are studied in Section 3. The ML and Bayesian methods are used to estimate the distribution parameters in Sections 4 and 5 respectively. simulation results are carried out in Section 6. In Section 7, we prove the flexibility of the TLIR model using a real data set. Finally, we give some concluding remarks in Section 8.
The new model
In this section, we intoduce a new lifetime model called the TLIR distribution. The cdf of TLIR distribution with set of parameters ( , )     is calculated by inserting (2) in (3) as
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, , > 0.
The corresponding pdf to (6) is given by combining (1) and (2) in (4) as
Where is a scale parameters and is a shape parameters.
The survival function (sf), hazard rate function (hrf), and reversed hrf of X are given by
, , > 0. From Figure 1 , we conclude that pdf of TLIR distribution can be uni-model and right skewed. The hrf of TLIR distribution can be J-shaped and increasing.
Fundamental Statistical properties
In this section some fundamental statistical properties of the TLIR distribution are porposed.
Quantile and Median
The quantile function, say
In particuler, the median (M) can be derived from (11) by setting 0.5. u  That is, the M is
Moments
If X has the pdf (7), then its th r moment is given from ´( X ) ( ; ) .
By using (5) to rewrite (7) then,
The moment generating function of TLIR distribution is given by
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ML estimation
The ML estimates of the unknown parameters for the TLIR distribution are determined based on complete samples. Let 1 ,..., Then the maximum likelihood estimators of the parameters α and θ are calculated by setting U  and U  to be zero and solving them.
Bayesian Estimation
In this section we estimates the parameters of TLIR by Bayesian method by using squared error (SE) and LINEX loss functions under the assumption of exponential (E) priors of the population parameters of TLIR distribution are calculated.
Supposing that the prior of α is E(a) and prior of is E(b), with the following pdfs 4 3 ln 2 ln(1 ) ( 1) ln .
Under the SE loss function, the Bayes estimate of α and θ; say 
The solution of integrations previous is very difficult to obtain due to the difficult
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7 mathematical form. Therefore, the MCMC procedure is utilized to approximate these integrations.
Simulation Study
A simulation is studied to compare the ML and Bayes estimates. We consider in the simulation study a sample size of = 10, 30 and 50. The next steps are employed to generate the data. All computations are performed using Mathematica 9.0. The simulation study is done in the following way.

Regarding the ML estimates; generate a random samples from TLIR distribution with α = 0.1, and θ = 0.5. The ML estimates of α and θ are calculated.
MCMC is merely an iterative procedure drawing values from the posterior distributions of the parameter in the subject model.
For the given values of prior parameters = 2, and = 10, three different values of the LINEX shape parameters are selected as; ℎ = −1, 0.01, 1. The Bayes estimates of the parameters α and θ under SE and LINEX loss functions are calculated.
All the results are based on 1000 number of replications. Evaluating the performance of the estimates is considered through some measurements of accuracy, including mean of ML and Bayes estimates and their mean square errors (MSEs) and estimated risks (ERs) in parentheses are computed.
 Table 1 displays the mean of ML estimates (MSEs). Also, it contains the mean of Bayes estimates under SE and LINEX loss functions.
From Table 1 , we conclude that the MSEs and SEs decrease as sample size increases.
The ER of Bayesian estimates are smaller than the MSE of ML estimates.
The Bayes estimates is better than the ML estimates. 
Application
In this section, we provide an application to a real data set to show the flexibility of the TLIR model. We compare the fits of the TLIR distribution with the IR distribution. The data set is obtained from Gross and Clark, [3] . The ML estimates along with their standard errors (SEs) of the model parameters are mentioned in Table 2 . In the same tables, the analytical measures including minus double log-likelihood (-2log L), Akaike information criterion (AIC), corrected Akaike information criterion (CAIC), the Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC) and Kolmogorov -smirnov (k-s) are presented. Table 2 list the MLEs of the model parameters and their corresponding standard whereas errors and the values of -2LogL, AIC, CAIC, BIC, HQIC and k-s. Table 2 compares the fits of the TLIR distribution with the IR distribution. The Table 2 show that the TLIR model has lower values for -2LogL AIC, BIC and k-s than IR distribution. So, it could be chosen as the best model. The estimated cdf and sf plots for the fitted models are displayed in Figure 2 . 
Conclusions
In this article, we discuss a new version of IR distribution based on TL-G family. We call the new distribution as TLIR. The fundamental statistical properties of the TLIR distribution are discussed. ML and Bayesian estimators for the parameters are proposed. Bayesian estimators under SE and LINEX loss functions are obtained. Monte Carlo and MCMC techniques are employed to compare the behavior of estimates. The flexibility of the new model is showed in an application to a real data set.
