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はじめに
　国立国語研究所では電子計算機を利用して言語の研究を行ってきた。電子
計箪機は主として日本語のデーータを並べ換え索引や語彙表を作るための，あ
るいは各種の集計を行うための単なる道具として使われることが多かった。
近年，漢字入出力機器の開発が進み計算機の性能が向上して，これまで行っ
てきた貝本語の字面上の操作が容易になったので，次の段階として日本語の
意味内容にまで立ち入った高次の雷語処理へと進みたいと考えている。しか
し，玉本語の意味処理はどこから始めるのが良いか，どういう方向へ進めば
良いかという見通しは，これまでの日本語処理の研究方法を単に延長しても，
何も得ることができない。
　言語は本来，頭脳内に存在していた情報が外界に表われたものである。漠
然と意味と呼んできたものは，頭脳内に形成された情報の系から生じている。
密然言語の電子計算機処理において，生ずる意味上の諸問題を根本から解決
するために，この情報の系を明らかにすることがどうしても必要になる。こ
の情報の系を明らかにする試みとして，少しずつではあるが，情報処理の立
場から雷語理解や推論・思考の過程のモデル化を行っている。モデルは電子
計算機上に実現することで，計算機の動きとしてモデルの妥当性を確認する
ことができる。モデル化と計算機実験の繰返しは，自然科学の分野において
広く行われてきた研究の方法であるが，言語研究においては比較的新しい試
みであり，三二研究を飛躍的に発展させるための新しい電子計算機の利用方
法である。このような方法で二二を進めることによって，モデルの劉達する
最終の状態は，人と類似の言語能力を持った書語ロボットである。言語ロボ
ットは人の言語活動のメタの立場からの完全な記述により構成されるので，
言語研究の究極の姿であると言えよう。
　この報告は臼本語の意味処理の進むべき方向を見定めるために行っている
基礎的な研究に関するもので，計算機による言語理解の基礎をなす概念の構
造とその計算機内での表現方法，文の意味表示としての概念依存構造の理論，
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概念構造上での推論，演繹システムを用いた物語の理解などについて述べる。
これらの研究はすべて概念の操作が中心的な役割を果すので，概念情報処理
と呼ぶことにしている。すべてのシステムはLISP（プmグラミング言語）
の上に作られている。LISPは概念情報処理を行う上で大変都合のよい性質
を持っており，LISPによって初めて概念情報処理が可能になったと書って
も過言ではない。それで，最初にLISP自体を我々の情報の系のモデルとし
て眺めることから始めよう。
1．LISPと概念構造
Ll概念間の関係とプmパティリスト
　USP£5》〔！o］・［113・〔251は1960年代の初めにM．1．　T．のJ．　McCarthyらにより
開発されたプログラミング欝語である。LISPが他のプログラミング欝語と
大きく異なる点はLISPが用いる計算機内のデータ構造（リスト構造）である。
一般のプログラミング言語がプpaグラムやデータなどの憶報の格納にメモリ
内の連続した領域を使胴するのに対して，LISPではメモリをセルと呼ぶ単
位に分け，セル間をポイ／タで結んで情報を蓄えている。メモリ内の連続し
た領域を情報の容器として用いる普通の雷語では，蓄えるべき個々の情報に
対して常に容器の大きさに注意を払うことが必要になる。一方，LISPでは
領域の概念を消し去ることができているので，蓄えられる情報はその存在を
示す名前だけがあれば良いことになる。情報の格納に際し，容器の大きさを
考えずにすむことは，自然三三のような可変長データを取り扱5上で大変便
利なことである。しかしLISPが概念情報処理に適している理由は，単に可
変長データの取り扱いの問題だけではなくて，LISP自体をある程度，我々
の持つ情報の系のモデルとして眺めることができること，およびLISP関数
を次々に定義することによって，より高次の雪語を定義し，より高次のモデ
ルを自由に組み上げることができることなどである。
　今，「果物」，「りんご」，「色」，「赤」，「黄」，「形」，「Jil」，「皮」，「芯」な
どの語を考えよう。これらの語に対応して頭脳内に情報の単位が存筏すると
　　　　　　　　　　　　　　　　107
考え，仮に概念と呼ぶことにする。それぞれの語に対応する概念を“KUDA
MONO”，　“RINGO”，　“IRO”，　“AKA”，　“KIIROI’，　KATACHI”，　“MA
RU”，“KAWA”，“SHHIN”などのLISPアトム（：LISPにおける情報
の単位）で表すことにする。語の間に成り立つ上位・下位，対象・属性，全
体・部分などの意味的な関係は，それぞれの語に対応する概念問に成り立つ
関係，即ち，頭脳内の情報の構造として実在する関係であると考える。これ
らの概念閥の関係は各々のLISPアトムにプロパティリストを付加すること
によって，LISPの基本機能の内部で簡単に実現することができる。プロパ
ティ・リストはLISPに準備された辞書のメカニズムである。プロパティ・
リストはLISPの基本関数PUTPROPを用いて作成する。式（1）を評衝す
る＊とLISPアトムRINGOにはアトリビュ・・一ト（属性）IRO，バリ＝t　・一
（属性値）AKAよりなるプPパティ・リストが加えられる。りんごの色に
赤のほか，黄や緑もあることにしたけれぽダより大きな情報の単位であるリ
スト＊＊‘‘（AKA　KIIRO　MIDORI）”を用いることができる。式（2）を評価
すると「りんご」の属性「色1に鰐して，属性値「赤」，「黄」，「緑」を与え
ることができる（図1）。プロパティ’　’リストを検索するために，基本関数
GETが準備されている。式（3）を評価すると値としてリスト‘‘（AKA　KI
IRO　MIDORI）”が得られる。
’（PU’［’PROP　，RINGO　，AKA　’IRO）
（PUTPROP　，RINGO　，（AI〈A　KIIRO　MIDORI）　’IRO）
（GET　，RINGO　’IRO）
（1）
（2）
（3）
＊LISPではLISP関数が他の書語のプPtグラムに網黙する。関数の評緬（値を求
　める操作）がプログラムの実行に引当する。L王SP関数は一般に関数名と引数の並
　びを蟻弧でくくったリストの形をしている。LISP関数は評価を受ける際に謝作用
　を起こすものがある。関数PUTPROPは副作用として，アトムにプロパティ・リ
　ストを付顕する。
＊＊@i）ストはアトムやリストの並びを括弧でくくったもので，式（1）や式（2）なども
　またリストである。
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・図1　プqパティリストにより表された概念相互の関係
1．2　上位・下位撫念の関係
　「果物」や「りんご」のような「もの」の概念は上位・下位概念の関係に
よって階層構造をなす。この構造はプ揖パティ・リスト上に‘‘IS－A”（上位
概念）および‘‘EXTENT”（外延）をアトリビュートして用いることにより，
二通りに蓄えることができる（図2）。概念情報処理においては，ある概念
（例えば「ポチ」）が他の概念（例えばr動物」）の下位概念であるかどうか
調べることが常に必要になる。今，上位概念「動物」の方から外延を調べて
行くと，「ポチ」が「魚」であるか，「鳥」であるか，「猫」であるか，……調
べることになって極めて能率が悪くなる。一方下位概念「ポチ」の方から
‘‘hS－A”のリンクをたどると「ポチ」→「犬」→「噛乳類」→「動物」と数
回の試行で週標の上位概念「動物」に到達することになる。式（4）に‘‘IS－A”
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ジンクをたどる麗数‘‘1S－A，’の定義を示す。関数‘‘IS－A”は第1引数を下位
概念，第2引数を上位概念として，概念間がIS－Aリンクで結ばれていると
きに‘‘T”，そうでないとき“NIL”を返す述語として働く。
（DE　IS－A　（OBJ　UOBJ）
　（LET　（G＞〈1　NIL）
　　（COND　（（EQ　OBJ　UOBJ）　T）
　　　　　　（（NULL　OBJ）　NIL）
　　　　　　（T　（SETQ　GX　（GET　OBJ　’IS－A））
　　　　　　　　（COND　（（ATOM　GX）　（IS－A　GX　UOBJ））
　　　　　　　　　　　（T　（MAPOR　，（LAMBDA　（X）　（IS－A　X　UOBJ））
　　　　　　　　　　　　　　　　　　GX］　（4）
　上位・下位概念の関係による階層構造が木弓造をなしておれぽ，各概念に
対して‘‘IS－A”の値は一意的に定まるが，図3に示すように部分的に木構
造をくずして「果物」の上位概念として「食べ物」も加えたいようなことが
起る。これは単に概念のアストリビ＝一ト‘‘IS－A”の値をリスト‘’（SHO－
KUBUTSU　TABEMONO）”の形も許すことにすれぽよい。一方，下位概
念を示す‘‘EXTENT”（外延）のリストにも，　f食べ物」を追山Rすることが
必要になるが，外延を概念の分類という見方からすると具合が悪くなる。
今，概念「もの」が下位概念として「動物」，「植物」，「鉱物」のリストを
　！　MB網。
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図3　異なった見方による上位・下位諸念
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持っている場合に，異なった見方から得られる下位概念喰べ物」を同列に
加えると，それぞれの外延が排他的でなくなる。そこで，次のリスト（5）を
‘‘dXTENT”の値として用いると，下位概念のグループ化が行える。
（（DOUBUTSU　SYeKUBUTSU　1〈OUB｛．iTSU）　（TABEMONO
　NOMIMONO．．．）　．．．） （5）
1．3　属性・属牲値，属性の継承
　概念「りんご」に対して属性「魯」，「形」，「味」および属性値「赤」，「丸」，
「甘い」などの概念相互の関係をプPパティ・リストを用いて与えた。プpa
パテわ・リストを検索する関数GETは対象となる概念とその属性を引数と
して取るので，対象となる概念があらかじめどのような属性を取り得るか知
っておくことが必要になる。そこで「りんご」の持つ属性「色」，「形」，「味」
などを一つのリストにまとめ，プPパティ・リストの一つの要素に加えてお
くことが考えられる。しかし，これらは果物の外延のすべてが取り得る属性
と考えられるので，欄内の果物にではなく概念「果物」のプゆパティリスト
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魍4　属性の統合と属島の継承
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に特励な名前のアトリビュート‘‘H－A”（has－attribute）を用いて加えるこ
とにする（図4）。
　概念「果物」に対して「食える」や，「鳥」に対して「飛ぶ」といった「こ
と」の概念も「もの」の概念に関する一つの属性と考えることができる。し
かし，「色」や「形」のような属性と異なって属性値をとらない。そこで，
これらの属性はリストにまとめて，特鋼の名前‘‘H－Q”（has－quality）をア
トリビ＝一トとして与えプμパティ・リストに加える。
　一般に上位概念の持つ属挫は下位概念も継承することができる。即ち）・概
念r果物」の属性H－Qの値「食える」は下位概念の「りんご」も取ること
ができる。しかし，概念「鳥」のもつ属性「飛ぶ」は例外的に下位概念の
「だちょう」や「ペンギン」に継承されると三会が悪くなる。そこで，上位
概念の属性と下位概念の属性が矛癒を起す場合には，下位概念に付加された
属性を優先するという規則が必要になる。
　式（6）は関数‘‘HGET”の定義を示す。　HGETは指定された概念とその
すべての上位概念を検索し，継承されるものも含めて，指定されたアトリビ
ュ・・一一 gの値を導く。
（DE　HGET　（OB3　ATR）
　　（LET　（UOBJ　（GET　OBJ　’IS－A））
　　　（F江TER
　　　　（CONS　（GET　OBJ　ATR）
　　　　　　　（CON9　（（NULL　UOBJ）　NIL）
　　　　　　　　　　　（（ATOM　UOBJ）　（HGET　UOBJ　ATR））
　　　　　　　　　　　（T　（MAPCAR　，（LAMBDA　（X）
　　　　　　　　　　　　　　　　　　（HGET　X　ATR））　UOBjl］　（6）
董．4　全体・部分の関係
　概念「果物」に対して，果物の「皮」，「果肉」，「芯」などの概念や「自動
車」に対する「＝一ンジン」，「ボディー」，「タイヤ」などの概念は全体と部分
の関係にある。そこで，部分を構成する概念を一つのリストにまとめ，アト
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リビュー1・として特例な名前‘‘H－P”（has－Part）を与えて，全体概念のプロ
メティリス悼こ加える。概念「自動車」に関して，H－Pで導かれる概念（エ
ンジン，：、Pボデ産・・一’など）は，　H－Aで漂かれる概念（盤，形など）と同様に外
延に対するアトリビュート．としても使える（図5）。例えば「雄三三」の外延
1「マツダ罵ツプミゾア」セこはfエンジゾ」臥「ボディー」，・「タイヤ」などをア
ト、リゼ出痙、トとして使える。・さらに，アトリビゴ遍トの髄の中にアトリビュ
ート・バリューの組の繰返しを許すと，概念関係は図5に示されるような多
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重の全体・部分構造となる。これは「マツダファミリアのエソジソのシリン
ダヘッドの材質」のような全体・部分の繰返しにより作られる名詞句に対応
して，LISP内に情報の構造が作られたことを示す。全体・部分の繰返しに
よりできる情報の構造は，具象的なものに限らずにより抽象的な関係にも応
用することができる。全く同じ取り扱いにより「象の足の裏の面積」，「日本
の賃相の出身県の県庁所在地の人口」などの名詞句に鮒応して，LISP内に
情報の構造を作ることができる。
　関数“DW”は多くのプロパティを一度に登録できる関数である。式（7）
に定義を示す。式（8）を評価すると，図1のプロパティリストを得ることが
できる。
（DF　DW　（X）
　（PROG　（WORD　PAIRS）
　　（SETQ　WORD　（CAR　X））
　　（SETQ　PAIRS　（CDR　X））
Al　（OR　PAIRS　（RETURN　T））
　　（PUTPROP　WORD　（CADR　PAIRS）　（CAR　PAIRS））
　　（SETQ　PAIRS　（CDDR　PAIRS））
　　（GO　AI］ （7）
（DW　RINGO
　　　IS－A　KUDAMONO
　　　IRO　（AKA　KIIRO　MIDORI）
　　　KA　1）ACKI　MARU
　　　AJI　AMAI
　　　H－P　（1〈AWA　KANIKU　SHIN）） （8）
　関数“FGET”は図5のようなアトリビューi・の繰返しにより作られる構
造を検索するための関数である。式（9）にその定義を示す。式（10）はFG£T
の使用例で，名詞句「マツダ・ファミリアのエンジンのシリンダヘッドの
材質」に誌面し，評価すると‘‘ALUMINIUM－ALLOY”カミ得られる。図5
のような梅造は関数“DW”を用いて作り出すこともできるが，次の関数
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‘‘ePUT”を用いると，名詞句に対応する形で全体・部分の繰返し構造の作
成・更新を行うことができる。関数‘‘FPUT”は式（11），（12），（13）により
定義される。式（14）を評価すると「マツダ・ファミリアのボディーの幅」が
154（cm）であるという情報が，図5に新しい構造として追加される。
（DF　FGET　（X）
　（PROG　（OB　VAL　ATS）
　　　（SETQ　OB　（EVAL　（CAR　X）））
　　　（SETQ　VAL　（GET　OB　’一FM一））
　　　（SETQ　ATS　（MAPCAR　’EVAL　（CDR　X）））
Al　（OR　ATS　（RETURN　VAL））
　　　（SETQ　VAL　（CDR　（ASSOC　（POP　ATS）　VAL）））
　　　（GO　AI））） （9）
（FGET　，MAZDA－FAMIUA　，ENGINE　’SYLINDER一｝IF．AD　’MA’［rERIAL）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（10）
（DF　FPUT　（X）
　　　（PUTPROP　（EVAL　（CAR　X））．
　　　　　　　　　　（HMARGE　（GET　（EVAL　（CAR　X））　’rFM一）
　　　　　　　　　　　　　　　　　　（MAPCAR　，EVAL　（CDR　X）））
　　　　　　　　　　，一FMrm）） （11）
（DE　xxMERGE　（X　Y）
　（COND　（（NifLL　X）　（HLIST　Y））
　　　　　　（（NOT　（EQ　（CAR　Y）　（CAAR　X）））
　　　　　　　（CONS　（CAR　X）　（HMERGE　（CDR　X）　Y）））
　　　　　　（T　（COND　（（NULL　（CDgR　Y））　（CDR　X）））
　　　　　　　　　　　　　　（（ATOM　（CADAR　X））
　　　　　　　　　　　　　　　（APPEND　（HLIST　Y）　（CDR　X）））
　　　　　　　　　　　　　　（T　（CONS　（CONS　（CAR　Y）
　　　　　　　　　　　　　　　　　　　　　　　　　（RMERGE　（CDAR　X）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（CDR　Y）））
　　　　　　　　　　　　　　　　　　　　　（CDR　X））））））） （12）
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（DE　HLIST　（X）
　（COND　（（NULL　（CDDR　X））　（LIST　（CONS　（CAR　X）　（CADR　X））））．
　　　　　（T　（LIST　（CONS　（CAR　X）　（HLIS’f’　（CDR　X）））））））　（13）
（FPUT　’MAZDA－FAMILIA　，BODY　，WIDTH　154）（14）
2．　概念依存構造の理論
2．1概念のカテゴリ
　前章では「もの」の概念に着飼して，概念間に成り立つ上位・下位概念の
関係，属性・属性値の関係，部分・全体の関係など，概念が形造る静的な構
造を見てきた。一方，文や文章が表わす意味内容のように，より動的な情報
はどのような概念の構造をなすのであろうか。Roger　Schank［33］は人の行為
に関する記述を分析して，文の意味内容を格文法よりもさらに深潜の構造で
表現する概念依存構造の理論を発展させた。概念依存構造の理論では次の概
念カテゴリーを用いる。
PP
ACT
LOC
T
AA
（Picture　Producer）．具象的な「もの」の概念
（Ac嫉。鍛）：
（Location）　：
（Time）　：
（Action　Aider）　：
PA　（Attribute　of　Object）
11種の基本的な「こと」の概念
「ところ」の概念
「とき」の概念
ACTをモディファイする概念，
ほぼ劇詞に対応する
　：「もの」の状態と状態の値，属性と属性
値の概念を含む
概念カテゴリACTは基本的な「こと」の概念を表すもので，次の11個が
設定され，四つにグループ化されている。
　（1）　動作に関するACT
　　PROPEL：物に力を煎えること
　　MOVE：　体の一部を動かすこと
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　　INGEST：　体の内側に食物など取り込むこと
　　建XP耳L．：　体の外側に排出すること、
　　GRASP：　物をつかむこと
　（2）　動作の結果に着写したACT
　　PTRANS：物の存在位1置が変わること
　　ATRANS：所有権など，物の抽象的な位置関係が変わること
　（3）　精神的な行為に関するACT
　　MTRANS：回報の移動が起ること
　　MBUILD：情報の生成が起ること
　（4）　MTRASの道具格となるACT
　　SPEAK：：　音を出すこと
　、ATTE耳D：視覚；聴覚などの感覚器管を集中させること
概念カデゴリPAほ，「もの」の状態。状態値（属性・属性値を含む）を示
し，STATE（VALUE）の形をしたものとSTATEだけのものがある。
　（1）　人の状態に関し，値は相対的な尺度が与えられるもの。
　HEALT｝1　（一10NIO）
　FEAR　（一　IO－v　O）
　ANGER・　（一IO－O）
MENTAL－STATE　（一10－10）
　P耳YSICAしSTAT露（一10～！0）
（2）　絶対的な尺度をもつもの
　LENGTH
　COLOR
　LIGHT－INTENSITY
（3）対象間の関係を示し，
　CONTROL
　POSSESION
OWNERSHIP
coNsclousNEss　（o一一vlo）
1｛｛JNGER　（一IO一一v　Q）
DISGUST　（一lon－o）
SURPRISE　　　　　　ぐ0～10）
MASS
S王）EED
値はとらないもの。
王17
PROXIMHaY
LOCATION
PHYSICAL－CeNTACT
　CONTAIN
概念構造上の時間丁と他の補助的様相として，次のものが設定されている。
P：　past
f　：　future
ts　1　start　of　transition
ft　I　end　of　transltion
c　1　conditiona1
1〈　：　continuous
oo：　time　less
nil：　present
／：　negation
？　：　interogative
2．2概念依存構造のシンタクス
　概念依存構造の理論では，入力文の意味表現としてConceptualization
が作られる。Conceptualizationは，次の概念依存構造のシンタクスに基づ
いて作られる。なお，シンタクス中の矢印の方向は概念の依存する方向を示
している。
（1）
（2）
（3）
（4）
（5）
（6）
（7）
（8）
PP＜一＞ACT
PP〈一＞PA
　　　OACT←一PP
A・T2一［1：：
A・丁丑〔1；
　　　　　ムA・T・一　ll
　　　　　V
A・TL↑
　　　　　＞
PP　　PP　ム　　　　　　　ム　l　　l　　　　　　　　　　
〈一〉　〈一〉
動作主PPがアクションACTを行う。
PPに状態（属性）が付加される。
アクションACTの作用する対象を示す。
アクションACTの作用する方向を示す。
アクションACTの供与者受領者を示す。
アクションACTが対象格どして別の
Conceptua玉izationを取る。
アクションACTが道具格として溺の
Conceptualizationをとる。
具象的「ものjPPが他の　CORcep£ua－
lizatlonにより詳しく述べられる。
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（9）
（10）
（11）
（12）
（13）
（14）
　T〈＝＝＞
LOC
　貝
　　ぐ＝＝＝〉
　　〈一〉
　　　ム…抽→
〈＝常〉
　ム　lli　R
〈一〉
　　　　　　　　→〈A〉〈戸l
　lll　E　　　III　E…w
〈一〉　　〈一＞
PP＜・・N・if＞PP
（15）　ACT
　　　　t
　　　AA
Conceptualizationに時間が指定される。
Conceptualizationに場所が指定される。
あるConceptualizationに結果として，
PPの状態変化が依存することを示す。
あるConceptualizationにイ也のConce－
ptualizationが理由として依存すること
を示す。
ある状態，または状態変化の　Conce・
ptualizationに，それを可能にした
Conceptualizationが依存する。
一つのPPが他のPPに等しいか，イン
スタンスになっていることを示す。
アクションACTがAAでモディファイ
されることを示す。
2．3　概念依葎構造の例
　入力文に対してどのようなConceptualizationが得られるかを，幾つかの
例で示そう。
　（1）　John　gave　the　book　to　Mary．
　　　　」ohn　〈＝＝IL＞　ATRANs　£　owNERsmp　：　book　Kgl［　J）［1：．rY
　‘‘give”から抽象的なもの「本の所有権」の移動を表す，プリミテnブ・
アクションATRANSの構造が作られる。
　（2）　John　1〈illed　Mary　by　throwing　a　rock　at　her．
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　　　　」・h・．・÷・P騨・・♀館耽器tt・
　　　　　　　　ム　　　　臨↓じ黙詳覧　　一
“kill”獄のﾖの状態PHYS・ST艘倣・“thg・宙”は物ゆを
加えるアクションPROPELの構造を作り出す。全体どしてrJohnヵミ冶に
力を加えへMaryと推進させたことが，結果としてMaryの身体の状態を
擁0（死〉、へと変化させた」とY・う三三になっている。
　（3）　John　weBt℃O　BOStOn．
　　　　即・よ・一N・÷畑控　．
“g・”は物理的な物の移動の概念・PTRANSの構造を作り回す。‘‘J・hn
a「「iveq　i”　Boston・”も“John　．flgw、to　Bos七〇n・’獅P‘The　plane．Yook
John　to　Boston．”も基本的に同じPTRANSの構造となり，結果格として，
　　　　　　　　ム　　　　知㎞農［LOC　（Boston）
あるいは道臭格として
　　　」・h・・上〉一・馬・・二二Pぬnl
　　　・1・・6・2＞・R・臨£’・1・n幽→B6ston・
などの構造が付加される。Conceptual圭zationによt｝　’）文法的あるいは諮彙
的に聞く異なる文でも，隅一ﾏ幽る～・は騨誉め意味内容を持？業は同一のあ
るいは類似の概念依存構造べと変換される。二つア，文法的，三三的に似かよ
った文でも，意味内容的に異なる文は異なった構造が作られることになる。
またConceptualizatlonでは‘‘fiy”のように動詞の中セこ暗黙に埋め込まれ
ている情報‘‘alrplane”も陽な形に取り出して表現することになる。このよ
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うに入力文の表わす意味内容を限られたACTやSTATEの組含わせとし
て表現することにより，，概念購造上の推論規鋼としてヅ推論や思考過程の形
式化を行える可能性がでてくる。「
　（4）ttWhere　are　you、　goin9：2
　　　抽・』・一蚕・恥耽温
灘騨脈“？”鰭すご涌す四郷撚認る騨lrドられ
る。
　（5）HoW　mUCh　dOeS　the　bOOI〈COSt？
“紳m・・！・”は蝦の髄をを勧附K・y二w・・dとしで働・・ている・
　（6）　Bill　became　aware　of　Johゴs　poverty　when　Fred　told　him
abo舞宅量t．
　　　　　　　　　　　　　　　　　John
一窄一慧（　　　　　R　r’CP　（Biil）　　　　く一一一一　　　　　　　一CP　（Freclmoney））
　　　　John
　　　　　軒」・M・・C（CP（Bi王1））こ
　　　　　　　　　POSS（money）　　ttmoney〈一＞AMOUNT（＜norm）
　　　　　　£
　　m・・tey〈　＞AMρUNT・ゆ・・ゆ
　Schankは概念の存在する場所（メモリ）として，次の三：三つを設定してい
る。
　　CP：　Conceptual　l）rocessQr
　　IM：王ntermediate　Memory
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　　LTM　：　Long　Term　Mernory
　CPは現在の意識下にあるConceptua11zationが蓄えられる。　LTMは個
人のもつすべての概念が蓄えられている。IMはCPとLTMの中間的な
メモリを想定している。CP，IM，　LTM自体を対象化してConceptual玉zation
の表現の中に取り込むことによって，（6）のようなかなり複雑な内容を表わ
すことができる。
3．　概念依存構造を生成するパP・サ
3．1リストによる概念依存構造の表現
　グラフで表された概念依存構造を計算機（LISP言藷）で扱えるようにす
るためのリスト表現を考える。下記のConceptualizationは概念の依存方
向をATRANSへの単方向に翻限すると図6のグラフにより表される。矢
印の方向は概念の依存方向を示す。これはアトリビュートバリュ　・一のぺ．アリ
スト（15）で表すことができる。
　　　」ohn　〈S＞　ATRANs　2　owNERsHip　：　book“El－illll）［．1：　Y
　　　　　　　　　　　　　　　　　　　　p
　　　　　　　　　　　　TENSE
　　　　　　　　　　　　　　　CTGR一．O　John
臼TRANS BSJECT一一く）　（eNNERSHIP　boek）
　　　TO
FRgM
Mary
Johp
　　　　　　蟹6　単方向化した概念依存構造（Actlon）
（ATRANS　（TENSE　p）
　　　　　（ACTOR　John）
　　　　　（OBJECT　（OWNERSHIP　book））
　　　　　（TO　Mary）
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（FROM　John）） （15）
　JohnがMaryに本をやった結果，　MaryのMENTAL－STATEが
happyになったとすれぽ，左下の構造が出力口される。これを多少変形して，
次のグラフに変える（図7）。図7はリスト（16）で表され，式（15）の
ATRANSのペアリストの一部に加わることになる。
　　　　ム
M・・y・
ｼεぎ　ST（5）
艮E＄ULT
NENT，ST，
Mary
　　　　　　　　　　　　　　　　s
図7　単方向化した概念依存構造（State）
（RESULT　（MENT－ST　（OBjECT　Mary）
　　　　　　　　　　　（tyo　5）
　　　　　　　　　　　（FROM　O）
　　　　　　　　　　　（TENSE　P））） （16）
　UCILISP（UCI）〔s5）およびTLISP（YALE）ではこのような形の憶報を
レコード・タイプ付きのデータとして，より便利に扱うことができる。プリ
ミティブ・アクションACTに着RするとConceptual圭zationはいずれも
ACTion，　ACTOR，　OBJECT，　FROM，　TO，　INST，　CA｛．JSE，　RESULT　ig
要素として持つので，このようなデータの組をアクション・フレームと呼び，
AFMで表すことにする。次の関数（17）を評価するとAFMという名のレ
コード・タイプが定義される。同様に状態や状態変化のConceptualization
を表すステート・『フレームSFMと定義する（18）。一度レコード・タイプ
を定義しておくと，式（19）および（20）のような形で概念構造を扱うことがで
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きるようになる。式（19）を評価すると，Maryの精神状態がhappyに変化
したζと瞬す離がcp2とい銘叫ISP　アトムに㌣1さ樋・式
（20）を諦するζ」oh・がMary蘇をやったこと・慰びそ嚇飛し
てCP2’ﾌ内容が導かれることを示す構造がCD1というLISPアトムにセ
ットされる。
（RECORD－TYPE　AFM
　（ACT　ACTOR　OBJECT　FROM　TO　INST　CAUSE　RESULT））
（RECORD－T￥PE　SFM
　（ST．ATE　OBJECT　AT　FROM　TO　CAUSE　RESULT））
（1比CD2
　　　（SFM　’MENT－ST　’Mary　O　O　5　O　O）
（：二CD1
　　　（AFM　‘ATRANS　’John　’（OWNERSHIP　book）
　　　　　　　’John　’Mary　（）　（）　CD2））
（17）
（18）
（19）
（20）
　レコード・タイプを定義すると，次のようなタイプ付きデータを操作する
便利な関数が自動的に定義される。いずれも左側の式を評億すると，右側の
値が得られる。さらに便利なことには，式（21）を評価すると，すでにある構
造CD1のOBJECTの項をbookからballに変えることができる。
（ACT：AFM
（ACTOR．：　AFM
（OBJ主奪CT：AFM
（RESULT：AFM
（STATE：SFM
（OBJECT：SFM
（TO：SFM
CDI）
CDI）
cbl）
CDI）
CD2）
CD2）
cb2）
〉〉〉〉〉〉、〉｝
「
??｝
????
ATRANS
∫ohぬ
bool〈
［content　of　CD2j
MENT－ST
Mary
5
224
（：　＝：　（OB3EC　［t　：　AFM　CDI）　’ball） （21）
3．2　Tiny－ELI
　従来の文法バーサ（Syn£actic　Parser）が入力文から文法情報を利用して
構文解析木を作り出すのに対して，概念バーサ、（Conceptual　Par＄er）は入
力から概念依存構造を作り出す。文法バーサでは構文上のあいさつを取り除
くために藷の意味清報を補助的に用いることが多かったが，概念バーサでは
文法的な知識と意味内容に関する知識との問で取扱い上の差が少なく，むし
ろ文法の方が補助的な役割を演じている。
’概念パーーサの主要なメカニズムはExpectationと呼ばれている。バーサ
は語を読むごとに，述べられる意味内容と次に来る語の予測を行いながら概
念依存構造を作り上げてゆく。過程は決定論的に行われ文法パ・・一一サが行うよ
うな可能な構造の枚挙は行わない。ここで述べる概念バーサTiny－ELIは
Christopher　RiesbeckをこよるMcELIこ鑓を参考にして作成したものである。
ELI（English　Language　Interpreter）はインタプリタの名前が示すように
プログラ網船身には概念依存構造を作り上げるための実質的な清高をほとん
ど含んでいない。パージングに必要な情報はすべて各々の語に付加されたパ
ケットと呼ばれるリストの中に含まれている。，このパケヅトはリクエストと
呼ばれる小さなプログラムの集合よりなっている。Tiny－ELIは入力文を一
語ずつ読んで，その語に付加されたパケ歩トをスタックへ蓄え，スタック中
のリクエストを実行することによってExpectationを実現し，概念依存構
造を作り上げる。
　パケットを構成する一一一一つのリクエストは次のTEST，　AS＄IGN，　NEXT－
PACKETのトリプルよりなっている（22）。パケット内の一つのりグユスト
はその語の特定の出現環境における意味を定めている。どのレクエストが適
用されるかについては；各々のリク出ストのTESTの填が定める。　TEST
の獅・満足され疑蝿1聞の獅・獅点矧淀で騒麟（文法粧語・
昌的語や主概念構造のAct量on，　Actor，など）の捌当てを行い，　NEXT－
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PACKETの項が次に来るべき語とそれにより作られる概念構造の予測を行
う。
（（TEST　expression）
（ASSIGN　varlable－1　expression－1　variable－2　expression－2　．．．）
（NEXT－PACKET　request－1　request－2　．．．）） （22）
　式（23），（24），（25），（26）にTiny－ELIのHSPプログラムを示す。メイ
ンプログラムに根記する関数PARSEは1個の入力文を引数として取ると，
各回に対して関数PROCESS－WORDを作用させる。　PROCESS－WORD
は処理の対象としている語のパケット（リクエストの集合）をスタック
＊STACK＊へ蓄える。スタックへ蓄える際にパケットの境界が取り除かれ
てリクエストが単位となる。即ち，スタックはリクエストの集合となる。次
にスタック内のりクエストは，最も新しく蓄えられたリクエストを最優先と
して傾に古い方へ，TESTの項の条件を満たすものが発火してプロダクシ
ョンの動作を起す。
　関数EVAL－PACKETは各リクエストのTESTの項を評価して，条件
を満たしておればASSIGNの項を実行し，各変数に値をセットして，その
リク＝ストをスタックから取り除く。NEXT－PACKETの項を持っておれ
ぽ，その碩に書かれた潜在的リクエストを評価の対象となるアクティブなリ
クエストへと昇格さぜる。リクエストでTESTの項を持たないものはすで
に条件を満たしていると解釈してただちに実行する。
NC　Tin｝r－EILI
（DE　PARSE　（SENTENCE）
　（PROGO
　　（SETQ　＊STACK：i：　NIL）（SETQ　＊SYN－OBJ＊　NIL）
　　（SETQ　＊SYN－SBJ＊　NIL）
　　　（SETQ　＊PART－OF－SPEECH＊　NIL）　（SETQ　＊PREDICATES＊　NIL）
　　　（SETQ　＊SYN－TO＊　NIL）（SETQ　＊SYN－FROM＊　NIL）
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（SETQ　＊SYNWITH＊　NIL）
（MSG‘‘＜INPUT＞：”SENTENCE）
（SETQ　SENTENCE　（CONS　’＊START＊　SENTENCE））
（MAPC　，PROCESS－WORD　SENTENCE）
（MSG　T　T　“〈FINAL－EXPRESSION＞　：　，，）
（SPRINT　＊CeNCEPT＊）
（RETURN　T））） （23）
（DE　PROCESS－WORD　（＊WORD＊）t
　（APPENDPUSH　＊STACK＊　（GET　＊WORD＊　’WD－DEF））
　（RUN－STACK）） （24）
（DE　RUN－STACK　Ott
　　（AND　＊DBG＊　（MSG　T　T　“〈PROCESSING＞　：　”　＊WORD＊））
　　（SETQ　＊STACK＊　（MAPPENDCAR　’EVAL－PACKET　＊STACK＊）））　（25）
（DE　EVAL－PACKET　（PACI〈ET）ti－t
　（MAPOR　’（LAMBDA　（X）
　　　　　　　　（SELECTQ　（CAR　X）
　　　　　　　　　　　　　　　　（TEST　（AND　（NULL　（EVAL　（CADR　X）））
　　　　　　　　　　　　　　　　　　　　　　　　　（LIST　PACI〈ET）））
PACKET））
（ASSIGN（MSG　T　T‘‘＜TRG－PAC＞：t’）
　　　　　　（SPRINT　PACKET）
　　　　　　（MAPC　’EVAL　（CDR　X））　NIL）
（NEXT－PACKET　（CDR　X））
NIL））
（26）．
3．3　Tiny－ELIの動作
Tiny－ELIの本体は語の定義を参照し，語に付加されたパケットをスタッ
クへ蓄え，スタック内のりクエストを評価する動作を定めているだけで，実
†APPENDPUSH：スタックへのPUSHをCONSの代りにAPPENDでやる。
骨MAPPENDCAR：MAPCARのAPPEND版。
†††MAPOR：リストの要素に関数をAPPLYしてORをとる。
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際のパージソグに必要な情報はすべてリクエストの中に含ま、れる。Tiny・
ELIは最初これから入力される文の性質をおおまかに定めるダミーの語
＊START＊を入力文の先頭に付撫して処理を開始する。＊START＊のパケ
ットは式（27）に示すようにこれから入力される文が平叙文としての文法的な
性格を持つことを予測させるための情報である。即ち，最初に名詞句が来て，
次に動詞が来，さらに名詞句が続くであろうという予測を示している。
（DW　＊START＊
　　　WD－1）F．．F　（（（TES’［r　（EQ　＊PART－OF－SPEECH＊　’NOUNTPKRASE））
　　　　　　　　　　（ASSIGN　（　：　一一　sc・SYN－SBJ：g：　＊CD－FORM＊t））
　　　　　　　　　　（NEXT－PACKET
　　　　　　　　　　　（（TEST　（EQ　＊PART－OF－SPEECH＊　，VERB）〉
　　　　　　　　　　　（NEXT－PACKET
　　　　　　　　　　　　（（TEST（EQ　＊PAR’1’一〇F－SPEECH：vL・　，NOUN－PI－IRASE））
　　　　　　　　　　　　（ASSIGN　（　：　＝：　：｝：SYN－OBJ；pt　＊CI）一FORM＊））］　（27）
　Tiny－ELIの入力文として，9欄の語（John，　M激y，、　Bost6h，r　medicine，
gun，　plane，鋤e，　a，　took）の組合せから構成される文を考えよう。英文と
しての肉然さは別として，次のような文が得られる。
S　1　：　（JOI｛N　TOOK　A’PLANE　TO　BOSTON　＊PD＊）
S　2　：　（JeffN　TOOK　TffE　PLANE　WITH　MARY　＊PD＊）
S　3　：　（JOHiN　TOOK　TKE　PLANE　WITH　A　GVN　esPDes）
S　4　：　（30KN　TOOK　A　GUN　esPDee）
S　5　：　（JONN　TOOI〈　THE　GUN　TO　BOS’1’ON　’rePDee）
S　6　：　GOHN　TOOK　MARY　TO　BOSTON　xpDts）
S　7　：　（JOHN　TOOK　MARY　WITI－1　THE　GUN　eePDee）
S　8　：　（JO｝IN　TOOK．　MEDICINE　’eePDee）　．
S　9　：　（JOENT　TOOK　MEDICINE　TO　BOSTONT　・M？1）be）
SIQ　：．〈JeMN　TOOI〈　MEDICINE　TO　MARY　blPDes）　，
s11、（Jo耳N　ToQK　BosToNT　xPDM）、、
S12　：　（THE　PLANE　TOOI〈　JOHN．．TO．　BOSTON　・ec・PDee）
S13　：　（THE　PLANE　’TOQK　THE　GUN　TO　BOSTQN　mpDes）
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　いずれも‘‘took”を動詞として用いており，文法的には類似の構造をして
いるが，Conceptualizat圭onはかなり異なったものとなる。道具格や結果格
などを除いたConceptua！izationのトップレベルを考えると次のようにな
る。
Ci　：　」ohn　〈＝〉　pTR4Ns　，9　」ohnT［（Piane（To．　Boston））
C’2．　：　Sdhn’〈＝〉　pTRANs　9（＆　John　M，，y？ww’　’奄撃撃撃oi‘”ne
????????????????????????蜘く〒・AT・AN・£（・WN一・蜘一
」6hn　〈dr’〉　GRAsp　K－9一　gun
」ohn　〈＝〉　pTRANs　，g　gunml－BOStOn
」…＜＝F＞・T蹴ゑM・・y一［Bogton
John　〈＝〉　DO
」okn〈一一＞iNGEsT9’一medicine－l
」ohn　〈＝i＝〉　pTRAiys　i・9　medicinewwgl．IBOStOn
」ohn　〈＝＝＝〉　pTpNANs　40一　medicine　AII’IMarY
　　　　　　　　　　　　　　　o
John　〈＝〉　ATRANS　｛一　Boston
piane　〈＝＝＝L＝〉　pTRANs　，〈9一　」．h．一一一ll－BOStO”
piane　〈＝＝〉　pTRANs　PT．　gunww・　i：BOStOn
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一Jolm﹇
一（INSIDE－OF　John）
　入力文S1～S13のConceptualizationを作り出す上で，‘‘took”に付
加されるパケットが主要な役割を果す。次の‘‘took’”の定義において，第
3行目のASSIGNはTESTの項を持たないのでただちに実行され，現在
の贔詞が動調であることを示す。第4行のTESTは文法的な文の主語
＊SYN－SBJ＊にセヅトされた語が‘‘PERSON”の下位概念となるときに条件
が満たされて，6行目以後1のNEXT－PACKETがアクティブなリクエスト
となる。6行穏以後のTESTの項は文法的対象＊SYN－OB∫＊が設定され，
しかもそれがVEHICLEの下位概念となっているときに条件が満たされる。
入力文th：　Slの場合，このリク＝ストが発火して，主概念＊CONCEPT＊に
PTRANSのフレーームがセットされる。次いでNEXT・PACKETにより
TOやWITHなどの前置詞句が来ることを予測するリクエストがアクティ
ブとなる。
（DW　TOOK
　WD－DEF
　　　（（（ASSIGN　（　：　＝　＊PART－OF－SPEECH＊　，VERB）））
　　　（（TES［lr　（AND　eeSY2N－SBJ＊　（IS－A　eeSY　N－SBJ＊　’VEHICLE）））
　　　　（ASSIGN
　　　　（　：　x　＊・CONCEPTes　（FRAME　，PTRANS　esS￥N－SBjee　OOOO
　　　　　（　））））
　　　　　（NEXT－PACKE　lr
　　　　　（（TEST　＊SYN－OBjee）
　　　　　　（ASSIGN　（　：　＝＝　（OBJECT　：　FRAME　ceCONCEPT＊）
　　　　　　　　　　　　　　　＊SYN－OBJ＊）））
　　　　　（（TEST　＊SYN－TOee）
　　　　　　（ASSIGN　（　：　＝＝　（TO　：　FRAME　eeCONCEPTee）　eeSYN－TOX）））
　　　　　（（TEST　”SYN－FROMee）
　　　　　　（ASSIGN　（：　＝：　（FROM：FRAME　＊CONCEPT＊）
　　　　　　　　　　　　　　　＊SYN－FROM＊）））））
　　　　（（TEST　（AND　＊SYN－SBJ＊　（IS－A　＊SYN－SBJ＊　’PERSON）））
　　　（NEXT－PACI〈ET
　　　　（（TEST　（AND　＊SYN－OBJ＊　（IS－A　＊SYN－OBJ＊　，VEHICLE）））
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（ASSIGiN
（：：＝：　＊CONCEPT＊
　　　　（FRAME　，PTRANS　＊SY，N－SBJ＊　：itSYN－SBJ，E　＊SYN－OB3＊
　　　　　（　）（　）（　））））
’（NEXT－PACI〈ET
（（TEST　，＊SYN－TO＊）
　（ASSIGN
　（：　：　（TO：FRAME　＊CONCEPT＊）
　　　　　（C－MODIFY　（TO　：　FRAME　：SCONCEPT＊）　，TO　SYN－
　　　　　　TO＊））））
（（TEST　（AND　＊　SYN－WITH＊　（IS－A　a」’SYN－WIT｝1＊　’PERSON）））
（ASSIGN
　（　：　＝　（RESULT　：　FRAME　i」：CONCEPT＊）
　　　　（FRAME．，PTRANS　＊S］YN－SBJS・；　＊SYN－WITHrk・
　　　　　　　　　　（TO：FRAME　＊CONCEPT＊）（　）（　）（　）））））
4・　推論と知識の形式化
4．1プリミティブ・アクジョンに関する推論
　　「昨H，JohnがMaryをなぐった。」というような文を聞いた時に，
「MaryはなにかJ◎hnを怒らせるようなごどをやったのだろう。」とか
「Maryはけがをしだのではないか。」といった蓼柄を推論することができ
る。このような推論は文章の理解のメカエズムを考える上で，行間の情報を
補い，文と文との間の意味的な関係を与えるために重要になる。このような
推論を可能にするには「人1が人2をなぐる。」ときは「人1が人2を怒ら
せた。」ことが原因になるとか「人2はけがをする。」ことが多いと君つた知
識を形式化することが必要になる。ここではConceptualizationζこより文の
意味内容が表されるので，これらの原因あるいは結果を求める推論は一つの
Conceptualizationから他のConcep穏a王izationを導く操作となる。
Conceptualizatioltでは，11種のプリミティブ・アクションACTが主要な
役割を演ずるので，これらACTに関してどのような推論が行えるかを考え
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よう。
　（1）PKYSICAL－ACTに関する推論　　　　．
王NGE　ST，　EXPEL，　GRASP，　PROPEL，　MOVEなどのPYSICAL－ACT
に謁してPTRANSが常に関係しており，　PTRANSの作る構造を推論で
きる。例えば，「Johnが卵を食べた」を示す次のConceptualizationに対
して，
　　　∫・h・＜』＞INGE・T　2・99　21rmouth
　「∫ohnが口の中に卵を移動させた。」　という事実が行われたことを推論で
きる。
　　　J・h・〈7＞・TRAN・9・g9ゑEmo嚢th
　　　　　　　｛lr
　　　　eg9〈＝＝＞LOC　（mou乞h）
　一方，PTRANSの作るConceptualization　C1亭こ対して，次のように物
の存在する場所の変化（i），（ii）やアクター一の意図（iii），（iv）などを推論す
ることができる。
　　　…X〈一〉一・£Y9［纂
　（i）C1の結果としてYはZの所に存在する。
　　　　　　　　　　C1
　　　　　　　　　　ム　　　　　　　　　　Iur
　　　　　　　Y〈一＞LOC（Z）
　（ii）C1の結＝果YはもはやWの所にない。
　　　　　　　　　　Cl
　　　　　　　　　　ム　　　　　　　　　　iil　r
　　　　　　　Y〈＝＝＞LOC（W）
　（2ii）　Zが入であり，　ZがC1を望んでたなら，またはZがXに等しけれ
ば，Zは多分，人がYを使って普通にやるようなことをやるであろう。
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　　　　　　　　　C1
　　　　　　　　　ム　　　　　　　　　91　E　　　O
　　　　　　　Z〈＝篇＞DO←一Y
　　　　　　　　　　f
　（iv）　（ili）に関し入は通常，自分のMERTAL－STATEが正の方向に向か
　　　うような行動をとる。
　　　　　　　　　C1
　　　　　　　　　ム　　　　　　　　　趾E　　　O
　　　　　　　Z〈＝＝＝＞DO←一Y
　　　　　　　　　　f
　　　　　　　　　　ム　　　　　　　　　　lil　rcf
　　　　　　　Z〈EM1rlvattii＞MENT．　ST（＜0）
　一方，個々のACTに関して固有の推論が存在する。例えばING露ESTで
あれぽ
　　　　…X〈一〉一9・2［勇
　C2に対して，前述のPTRANSのほかに次の推論（i），（ii），（iii），（iv）
が行える。
　（i）　Yはもはや，もとの形をとどめなくなる。
　（ii）　Yが食べ物なら，　Xの体の栄養になる。
　（lli）　Yが食べ物でなければ，　Xは病気になる。
　（iv）　xがYをうまいと思えば，　xは満足する。
　個々のACTには，次のような対象に強く依存する推論（i），（ii），（iii）が
行える。
　（i）　Yが酒であれぽ，Xは酔うであろう。
　（ii　）　Yがチョ＝tr・一トであれば，　xの歯は悪くなるであろう。
　（iii）　Yが露なら，　xは病気をしていたのであろう。およびxは回復：する
　　　であろう。
　これらの推論を行うための知識は対象に関する依存度が高いので，プリミ
ティブ・アクションを中心に構成する知識とは劉に，対象を中心として構成
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する知識としてまとめる方が良いように思える。
PROP£しに関して次のよう雛論（i）・（ii）・㈹・（圭・）ttが行える・
　　　　c3i　x　〈＝〉　pRopEL　，9　y　，g［ft
　（i）　Yが固定した物でなければ，PTRANSを推論できる。
　（ii　）c3の結果として　Y〈一＞PHYS．　coNT（z）　が生じておれぽ，
　　　ZはYにより物理的に負なる影響を受ける（Zが人ならけがをする）。
　（iii）　zが人なら，　xはzに対して怒る。
　（iv）Yが圏平した物でなくて，固体でかりもろいとき，そしてPROPEL
　　　の道具格のスピード漱ぎいζき・や審負の物理鰍態になる、（こわ
　　　れる）。
　EXPELであれぽ，　EXPELされる物はもともとINGESTされていたと
か，GRASPであれぽ対象はアクターよりも小さい，といった推論を規則に
することができる。
　（2）　ATRANSに関ずる推論
　　　　　c4i　x　〈＝＝〉　ATRANs　Kg　F：，y　glrw．Z
　ATRANSはPTRANSと似た推論を行うことができる。主要な違いは
物の所有権などの抽象的な関係がATRANSの対象になっており，r次のよう
な推論が行える。
　（i）Zは抽象的関係Z：Yにある。Wはもはや抽象的関係F：Yにない。
　（ii）zが。4を望んでいた場合，　zばYを使って，人が普通にやるこ
　　　　とをやるであろう。
　（3）MENTAL－ACTに関する推論
　MTRANSとMBUILDは情報の移動と生成に関している。　MBUILD
の道具格はいつもMTRANSとなる。　MTRANSの構造C5に関し，次の
推論（i），（圭i），（ii圭）が行える。
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（i）
（圭i）
（圭圭i）
…X・一・M一・£・・丑｝二三ll灘）
C1の結果として，　ZはC6を知っている。
X；Wのとき，Xは既にC6を知っていた。
MLOC（Z）がXのLTMならぽ，　XはC6を学んだ。
4．2原因1稀果のタイプ　　　　　　　　　　　　　　　　　　　　　　　・
　プリミティブ・アクションやプリミティブ・ステーートを単位とするConcep・
tualizationは凍因・結果の関係で次々につながる。原因・結果の関係は次
の四つのタイプが準備されており，それぞれ前方向，および逆方向にたどる
推論を行うことができる。
　（1）　　Result　Causation
　　あるイベントがあるステート・チェンジを導く場合で，次のような文の
　　Conceptual呈zat圭onに用し・る。
　　‘‘The重amp　broke　because　John　hit　it．”
　（2）Enable　Causation
　　あるステート・チェンジがあるイベントの起ることを可能にする場合で，
　　次のような文のConceptualizationに旧いる。
　　“John　ate　because　there　was　food　on　the　tableノ’
　（3）　Initiat圭on　Causation
　　イベントやステート・チェンジがアクションやメンタル。イベントを導
　　く場合で，次のような：文：のConceptualizationに摺いる。
　　‘‘John　reallzed　that　Mary　was　hungry　because　he　saw　her
　　　　ロ　　　　　タコ　　crymg・
　（4）　　Reason　Causation
　　アクションとその原因となったメンタル・ステートの関係を示すもので，
　　次のような文のConceptualizationに用いる。
　　“John　ate　f圭sh　because　he　was　hungryノ’
　　　　　　　　　　　　　　　　　　135
4．3スクリプト
　H常生活において，我々は多くの肩癖に関する知識を持っていると考えら
れる。例えば，レスFランに食：事に行く場合に，レ」X　・Fラ／の場面が一般酌
にどのような大道具，小道具から構成されているかについて知っているし，
自分を含み，ウエイ．トレスやコック、，レジの係などのアクターがどのような
定形的な行動のシー・・ケンスを取るかについて知っているので，無事に食事を
すませて帰ることができる。一方，海外でレストランに入ると，自分の持つ：
ているレストランの知識からはずれることが多くなり，「ワインの味見」，「サ
ラダのソース」，「勘定の仕方」，r・チップ」などでとまどうことが多くなる。
場面に関する知識はレストランの出合と同様に，「店で買物をする」，「切符
を買って電車に乗る」，「銀行に行って預金する」，「病院で診察を受ける」な
ど，H常生活のほとんどすべてにおいて重要な役割を演じている6このよう
な知識は，鼠毛機による文章理解のメカ・・ズムを考える上で，前節の推論と
同様に文中に陽に述べられない惰報を補うものとして重要になる。Scha鴛k
はこのような知識をスクリプトと呼んで形式化を試みている［遡。レメトラ
ンのスクリプトの一一つCoffee－Shopは，次のように構成される。
Script　：RESTAURANT
Track　：Coffee－Shop
Props　：　Tabies’C　Menues，　F－Food，　Checl〈，　Money
Roles　：　S－Customer，　W－Waiter，　C－Cook，　M－Cool〈，　M－Casker，　O－Owner
Entry－condition　：　S　is　hungry，　S　has　rnoney
Result　：　S　has　less　money，　O　has　more　rnoney，
　　　　S　is　not　ungry，　S　is　pleased　（optional）
Seenel　：Entering
　　　　S　PTRANS　S　into　restaurant
　　　　S　ATTEND　eyes　to　tables
　　　　S　MBUILD　where　to　sit
　　　　S　PTRANS　S　to　table
　　　　S　iMOVE　S　to　si＃ting　position
Scene2　；　Ordering
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　　　　S　PTRANS　menue　to　S　．
　　　　S　PTRANS　food　list　to　CP（S）
　　　　S　MBUILD　choice　of　F
　　　　S　MTRANS　W　to　table
　　　　S　MTRANS　‘CI　want　F｝’　to　W
Scene3　：　Eating
scene4：Exi［ing’
　スクリプトを知識として擶えることによって，・次のような獄常生活を記述
した入力文章の近似的な理解状態を作り出すことができる。
　　「∫ohnはバスでニューヨークへ行った。
　　　メトPtポリタン・ミュt・・一ジアムを見た。
　　　列車に乗って帰った。」
　入力文中の語をキーワードとして関連するろクリプト亀BP⑤＄MUSE－
UM－GOING，＄TRAINが導かれたとする。このような文章を読んだとき
に，スクリプトの詳細に至るまで思い浮かべているとは思えないが，スクリ
プトへのエンFり一が与えられていることは重要である。というのは「John
はミュージアムのドアを通ったか」とか「Johnはつスの料金を払ったか」
と言った質問に対して，それぞれ関連するスクリプトの中へ入ることによっ
て，Yesと筈えることができる。逆に，ス〆リプトに反する定形的でない事
象が起るとき，即ち，「出geからミ＝謡ジアムへ入った」，とかr切符を買わ
ずに列車に乗った一iという；蓼象が起っておれば，入力文章の方で陽に述べる
ことが必要になる。
4。4　プランとゴール
　日常生活を記述した文章（物語）の麗解を考える上で，記述される場面が
あらかじめスクリプトを準備しておける程には定形化できないような場合が
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起ってくる。例えば次の文章を考えよう。
　　　「Willaはひもじかった。
　　　　彼女はミシェラン。ガイドを厳つた。
　　　　車の所へ行った。」
　この文章は人の状態「空腹」とそれから生じた意図「食事をしたい」を実
行するための行動が記述されていると見ることができる。入が「食事をした
い」と思うときに，その場の状況に応じて「冷蔵庫の中をさがす」，「セブン
・イレブンへ行く」，「レストランへ行く」など取り得る行動が変わってくる。
そこで定形的な場面を記述するスクリプトとは別に，人の意図や屋的とその
とき取る行動のパターンに関する知識を蓄えることが必要になる。Schank
らはこのような知識をゴールとプランという形で形式化を行っている［363。
　前述の文章を理解するために，次のようなゴールとプランに関する知識が
用いられる。
（IMT正ATE
　（（HUNGER　？A　？N）　（〈　？N　O））
　（（GOAL　（PLANNER　？A）
　　　　　　　（OBJECTIVE　（HUNGER　？A　O））））） （28）
（PLANFOR
　（（GOAL　（PLANNER　？A）
　　　　　　　（OBJECTIVE　（HUNGER　？A　O）））
　（（DO－RESTAURANT－PLAN　（PLANNER　？A）
　　　　　　　　　　　　　　　　　（RESTAURANT　？Y）））） （29）
（SUBGOAL
　（（DO－RESTAURANT－PLAN　（PLANNER　？A）　（RESTAURANT　？Y）））
　（（GOAL　（PLANNER　？A）　（OBJECTIVE　（PROX　？A　？Y）））
　（IS－A　？Y　RESTAURANT）））　（30）
（SUBGOAL
　（（GOAL　（PLANNER　？A）　（OBJECTIVE　（PROX　？A　？Y））））
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（（GOAL　（PLA｝iNINER　？A）
　　　　　（OBjECTIVE　（KNOW　？A　（LOCATION　？Y））））））（31）
（PLANFOR
　（（GOAL　（PLANNER　？A）　（OBJECTIVE　（PROX　？A　？L））））
　（（USE－VEHICLE－PLAN　（1）LANNER　？A）））） （32）
（PLANFOR
　（（GOAL　（1）LANNER　：？A）
　　　　　　　（OBJECTIVE　（KNOW　？A　（LOCATION　？￥）））））
　（（READ－PLAN　（PLANNER　？A）　（OBJECTIVE　？W））
　　（IS－A　？W　RESTA｛一｝RANT－GUIDE））） （33）
（SUBGOAL
　（（READ－PLAN　（1）LANiLNER　I　A）　（OB3ECT　：？￥）〉）
　（（GOAL　（PLANNER　？A）
　　　　　　　（OBJECTIVE　（POSESS　？A　？Y）））
　　（IS－A　？Y　BOOI〈））） （34）
（PLANFOR
　（（GOAL　（1）LAiNNER　？A）　（OBJECTIVE　（PO．SESS　：2A　？Y））））
　（（TAKE－PLAN　（PLANNER　？A）　（OBJECT　？Y））））（35）
（INSTANT王AT夏ON
　（（TAKE－PLANT　PLANNER　？A）（OBjECT　？Y）））
　（（GRASP　？A　？O））） （36）
（SUBGOAL
　（（USE－VEHICLE－PLAN　（PLANNER　IA）　（OBJECT　？Y）））
　（（GOAL　（PLANNER　？A）
　　　　　　　（OBJECTIVE　（PROX　？A　？Y）））
　　（IS－A　？Y　CAR））） （37）
式（28）　「アクターが空腹状態にある」とき，　1空腹状態をなくす」こと
　　　　　がアクターのゴTルとして生成されることを示す。
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　式（29）：「空腹状態をなくす」ゴールには，「レストランで食事をする」
　　　　　プランが使えることを示す。
　式（30）：「レストランで食事をする」プランを実行するセこは，　「レストラ
　　　　　ンへ行くこと」がサブゴールになることを示す。
　式（31）：「ある場所へ行く」ゴールには，　「その場所を知る」ことがサブ
　　　　　tf　”一ルになることを示す。
　式（32）：「ある場所へ行く」ゴールには，　「車を用いる」プランが使える
　　　　　ことを示す。
　式（33）：「レストランこの場所を知る」には，レストラン・ガイドを読む」
　　　　　プランがあることを示す。
　式（34）：「本を読む」プランは，「本を所有する」ことがサブゴールにな
　　　　　ることを示す。
　式（35）1「物を所有する」ゴールには，r物を取る」ことがプランになる
　　　　　ことを示す。
　式（36）：「物を取る」プランを実現する行動として‘‘GRASP”のConcep－
　　　　　tualizationがあることを示す。
　式（37＞：「車を用いる」プランは，まず「車の所へ行く」ことがサブゴー
　　　　　ルになることを示す。
　以上のゴーールとプランに関する知識から，文中に陽に述べられなかった情
報を補うことによって，三つの文「Willaはひもじかった。ミシェラソ・ガ
イドを取った。車の所へ行った。」は内容的にひとつながりの文章として理
解できるように．なる。
5．　演繹システム上での物語の理解
5．雀物語理解のメカニズム
　物語理解のメカニズムを考える上で，入力文章に陽に述べられていない惰
報（言外の情報）は，4章で述べたプリミティブ・アクションに関する推論，
およびスクリプ5やプラン・ゴールとして形式化された知識から補うことに
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なる。このような推論は，一搬的に成り立つ事柄として知っている知識を，
入力文章で記述される偲鋼の事実に適用させてゆく過程と見なせるので，演
繹的な推論と欝うことができる。人工知能の分野において開発された演繹シ
ステム［28コを用いることによって，物語理解に必要な推論のメカニズムの大
部分を実現することができる。なお，多くの個別の事実から一般的に成り立
つ二丁を導く帰納的な推諦は学習過程の問題と深く関連するので，ここでは
扱わないことにする。
　演繹システムDUCK［223・［413はYale大学のDrew　McDermottにより開
発されたもので，Prolog［ml，［re］のような後方向推論のほかに，前方向推
論［23］のメカニズム，定理がどの事実やどの規刻から回れたかを示すデータ
依存関係メカニズム，多重世界メカユズムを備えた大変優れたものである。’
DUCKは1階述語計算におけるモーダスポーネンス（帰結の法劉）を自動
的に実行するものと考えることができる。＃e・・一ダスポーネンスにおける含意
記号に紺応して，前方向推論記号‘‘一〉”，後方陶推論記号の‘‘〈一”二つ
が用いられる。前方向推論，後方向推論は論理的に見ると共に含意であるが，
計算機上の手続として異なった意味を持っている。前方向推論は公理のデー
タベーース中に噺しく事実や規則が加えられる時点において適用され，導かれ
る定理をデータベースに加えてゆく。後方向推論は外部からある式の証明が
要求された蒔点において適用され，モーダスポーネンスを逆方向に，公理の
デ・・一層ベーースへと向かpてたどってゆく。
、入力：文章を命題の列であると考えると，各々の命題が演繹システムのデー・
タベースに麗えられるときに，あらかじめ推論規鯛として与えておいた世界
に関する知識との聞で前方向推論が行われ，物語の理解状態に相当する事実
や定理の集合をデータベース上に作ることができる。一一・方，文章の理解状態
を確かめるための外部からの質問は，後方向推論の形をとる。一つの入力文
が真なる命題として，デ・一タベースに加わるとき，あらゆる可能な推論を前
方向に導き出すこともできるが，一つの文の入力時にあらゆる可能な推論を
行ってしまうのは我々の文章理解の過程から離れてしまうように思える。一
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方，命題で表された入力文がデータベースに加わる際に，何の前方向推論も
行わず，すべて質問文からの後方向推論によって見かけ上の文章の理解状態
を作り上げることもできるのであるが，文章理解のモデルとしては適当でな
い。文章理解の過程をモデル化するに当り，必要に応じて前方向推論の深さ
をコントロ・一一ルすることも必要になるし，局二二に後方向推論を行うことも
必要になると思われる。そこで，文章理解のモデルは演繹システムを単独で
用いて実現するのではなくて，演繹システムとそれを外部から＝ントロール
するメタシステム（制御系）を考え，全体の系として文章理解のモデルを考
えるのが良いように思える。
5．2　入力文章の命題転転
　入力文は第3章で述べたConceptua玉Parserにより概念依存構造に変換
できると考えているので，概念依存構造の命題表現を定めることにより，近似
的に入力文の命題表現を得ることができる。概念依存構造はプリミティブ・
アクションやプリミティブ・ステートに関してできる概念の関係が基本単位
となって，囚果関係や導強盛の関係により次々につながって構成される。そ
こで，アクションに紺応して‘‘EVENT”，ステートに対応して‘‘STATE”
という2変数の述語を導入する。式（38）はEVENTを用いた命題，式（39）
はSTATEを用いた命題の例を示す。それぞれ，第1項はEVENTおよび
STATEのトークンを，第2項はEVENTおよびSTATEのタイプを示
す。トークンはEVENTやSTATEの各々を区励して扱うための名前
（スコーレム定数）で，重複しないような名前を自動的に割りi当てる。
（EVENT　O／023　（PTRANS　John　gunl　New－York　Roston））（38）
（STATE　O／024　（POSESS　John　gunl）） （39）
　アクション‘‘PTRANS”やステーート‘‘POSESS”はそのままを述語とし
て用いずに，述語内の関数として用いている。述語計算における関数は評価
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を受けて値が求まるようなことはないのであるが，値はアクションやステー
トそのもの，即ち（38）では「JohnがGun1をNew　YorkからBoston
へPTRANSすること」を示し，（39）ではFJohnがGun1を所有してい
る状態」を示していると考える。アクションやステーートをそのまま述語とし
て用いずに，イベントやステートをトークンとタイプという形で扱うことに
よって，高階の述語を用いることなしに，イベン5やステート問の際因・結
果の関係，順序関係などを容易に表すことができる。また，全く同一のタイプ
のイベントやステートが2度起ったとしても，それぞれのト・・一クンにより区
別して扱うことができる。述語‘‘RESULT”，‘‘INITIATE”，“ENABLE”，
L‘qEASON”はイベントやステートのト　一一クンを引数とする2変数の述語で
ある。これらは下記のような形で概念依存構造における原因結果の関係を表
すのに用いる。述語‘‘PRECEDE”，“SAMETIME”は原因・結果の関係
よりも弱い単なる時間的な順序関係を表すのに用いる。
（RESULT　O／，31　O／，32）
（INITIATE　O／032　O／033）
（ENABLE　O／035　O／036）
（REASON　O／，37　O／，38）
（PRECEDE　O／，4i　O／，42）
（SAMETIME　O／，37　O／．38）
文章理解のメカニズムを考えるために，次の物語「犬の話」を例にとろう。
「犬の話」
S1：ある日，犬は肉のかたまりを拾いました。
S2：犬は肉をくわえて家へ帰りました。
S3：途中，小川の：丸木橋まで，やってきました。
S4：橋から小川を見ると，
S5：州には自分の姿がうつっていました。
S6：犬はそれを肉を加えた別の犬だと思いました。
S7：犬はそれもとってやろうと思いました。
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　S8：犬をま寿ミ多彰こをまえ．ました。
　S9：しかし，口をあけたとたん，肉は罵に落ち，
　S10：犬は肉をなくしてしまいました。
　第1文S1は「ある則の部分を除外すると命題Plに変換される。辛中
に現れる普通名詞「犬」および「肉」は第1のイベントとして登回した特定
の犬であり，特定の肉であると考えて，一一般の「犬」や一般の「肉」の概念
と区別して扱うために，犬はDOG1，肉はMEAT’Pという名前（スコーレ
ム定数）を与える。一方，DOG1やMEAT1と「犬」，「肉」の概念との関
係を与えるkめに述語‘‘IS－A”を導入する。これは「こと」の概念に対応
して述語“EVENT”鱒入レ梓と1’e3tS合し・「もの」の概念におけるト
ークンとタイプと見ることもできる。もし入力文中に「犬」の代りに「ポチ」
のような固有名詞が用いらμておれぽ・スコーレム牢数を導入せずに・「ポ
チ」をそのままの形で用いることになる。
P1：（AND　（EVENT　O／，1　（PICI〈UP　DOGI　MEATI））
　　　　　　（IS－A　DOGI　DOG）
　　　　　　（IS－A　MEATI　MEAT））
　第2文S2は命題P2に変換される。‘‘　（HOME－OF　DOG1）”は‘‘HOME－
OF”という関数で‘‘DOG1”をマッピングすること，即ち犬1の家を示し
ている。関数‘‘PTRANS”は本来の定義（第3章）を簡略化して用いてお
り，第1項は‘‘PTRANS”の対象，第2項は‘‘PTRANS”の帰着点を示
す。関数“GOAL”は第1項の動作窒が第2項を麟的として頭の中に抱くこ
とを示している。従って，この命題は，「犬1が肉1を犬1の家へと移動さ
せることを臼的とする薯象が起ったこと，’およびそれをトー〆シ‘‘％2”で
示すこと」を主張している。
　P　2：（EVENT　O／，2　（GOAL　DOGI
　　　　　　　　　　　　　　（rTR今NS岬ATI（H嘩Or　DOG1））））
ここで第2文に現れた名詞「犬」や「肉」が第1文で現れた「犬」やr肉」
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と同一視するかどうかを定めるメカニズムが必要になる。システムの動作を
簡単化して考えるために，Conceptual　Parserの機能として，文中に普通
名詞「犬」や「肉上を見つけると，あいまいさが生じない限り先行する文に
現れた「犬」や「肉」とrw　一一視して，それぞれ‘‘DOG1”，‘‘MEATI”を割
り当てることにする。以下同様にして入力文S3～S10を命題に変換すると
次のP3～P10が得られる。
P3：（EVENT　O／，3　（PTRANS　DOGI　BRIDGEI））
P4：（EVENT　O／，4　（ATTEND　DOGI　BROOI〈1））
P5：（EVENT　O／．5　（REFRECT　BROOKI　DOGI））
P6：（EVENT　O／，6　（MBUILD　DOGI　（POSESS　DOG2　MEAT2）））
P7：（EVENT　O／，7　（GOAL　DOGI　（POSESS　DOGI　MF．．AT2）））
P8：（EVENT　O／，8　（BARK　DOGI　DOG2））
P　9　：　（EVENT　O／．9　（PTRANS　MEATI　BReOI〈1））
PIO　：　（EVENT　O／．10　（LOSE　DOGI　MEATI））
　このよケな命題のセットは「もの」の概念がDOG1，　MEAT　1，……で，
「こと」の概念が％！，％2，…などの定数で蓑される世界（童話の中の世
界）において，個体相互を関係づけるものと見ることができる。”EPち，次々
に入力される命題は童話の中に登場する犬や肉などの三体枳互の間に意味的
なネットワークを張るものと考えることができる（図8）。ここで，各々の入
力文を命題で表した場合に，入力文が次々に述べられたことに含まれていた
イベントやステート閥の順序の情報が失われている。そこで，吻語理解の過
程の轡部に，前述の述語5‘PRECEDE”を用いて，イベントやステート聞に
願序を与えることが必要になる。
（PRECEDE　O／．1　O／，2）
（PRECEDE　O／，2　O／，3）
（PRECEDE　O／，3　O／04）
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5．3推論規則による知識の衷現
　第4章で述べたプリミティブ・アクションに関する推論，および，スクリプ
トやプラン・ゴールによる推論は演繹システムにおいて，前方向および後方
向推論規則の形で表現される。マクロなイベント‘‘PICK：UP，，はスクリプト
に相当する次の推論規則を持っている（40）。記号‘‘？”はそれが付加される
変数に全称記号がバインドされていることを承す。第1文S1に対応して命
題P1が公理のデータベースに加えられると，前方向推論規則（4◎）が適用さ
れる。演繹システムのメタシステム（欄御系）は制御用の述語‘‘S－EXPANI）”
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を用いて，前方向推論の深さをコントpa　一ルする。メタシステムは必要に応
じて命題‘‘（SEXPAND％1）”を加え，マクロなイベント‘‘PICKUP”を
スクリプトへと展開する。
（一〉　（EVENT　？E　（PICI〈UP　？A　？O））
　　　（一〉　（S－EXPAND　？E）
　　　　　（AND　（EVENT　（El－OF　？E）　（ATTEND　？A　？O））
　　　　　　　　　（EVENT　（E2－OF　？E）　（GRASP　？A　？O））
　　　　　　　　　（STATE　（S－OF　？E）　（POSESS　？A　？O））
　　　　　　　　　（PRECEDE　（Ei－OF　・）E）　（E2－OF　？E））
　　　　　　　　　（PRECEDE　（E2－eF　？E）　（S－OF　？E））））） （40）
　前方向推論規則（41）は物の移動‘‘（PTRANS？0？T）”を動作主？Aが獺
的とした場合に中間地点“（HALFWAY－OF？E）”まで移動させることが
サブゴールになること，および物を移動させる行為そのもの‘‘（PTRANS
？0？T）”がプランになることを示している。この推論も鰯御用の命題
‘‘iG－EXPAND？E）”および‘‘（P－EXPAND？E）”を加えることによっ
て初めて導かれる。℃1一〇F”，“P1－OF”はイベントのト　一一クンとしてユニ
ークな名前を与えるために，また“HALFWAY－OF”は物の移動における中
問地点の存在を示す中間地点名を与えるためのスコーレム関数である（図9）。
（一〉　（EVENT　？E　（GOAL　？A　（PTRANS　？O　？T）））
　　　（AND　（一〉　（G－EXPAND　？E）
　　　　　　　　　　（EVF．NT　（Gl－OF　？E）
　　　　　　　　　　　　　　　（GOAL　？A　（PTRAtNS　？O　（KALI？WAY－OF
　　　　　　　　　　　　　　　　？E）））））
　　　　　　　（一〉　（P－EXPAND　？E）
　　　　　　　　　　（EVENT　（Pl－OF　？E）
　　　　　　　　　　　　　　　（PII）RANS　？O　？T）））））　（41）
　後方向推論規則（42）はプリミティブ・アクション‘‘PTRANS”に関する
推論を表すもので，ある物がある場所に移動したことを示すためには，動作
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主？Aがその物？Oを所有しており，その後？Aがある場所？Tへと移動し
たことが証明できれぽ良いことを示している。この規則により，犬が肉を噺
有したのち，犬が橋へ移動したのであれば，肉も橋へ移動したことを証明す
ることができる。なお，この規則が正しく働くためには述譜‘‘PRECEDE”
に関し推移律が成り立つ規則を与えておくことが必要である。‘‘THNOT”
は命題が証明されないときに限り真を値として返すオペレータ118］　［19］，［4。〕で
ある（図10）。
　　　　　　　　PMANS
　　　　　　　　　　　　　　　　　　　　　　　　　　PT侵酬S
／へ　　　？S一一一一一一一一一一一Fi一一一一一一．．．．一〉？T　？A一・一一一一一一一一一一一一一一一一一一〉？T
　　　　　（HgLFNAY－gF　？E）　？O一一一一一一一一一一一一一一一一〉？T
　　　　　図9　申問地点への移鋤　　　　　　　　　隠10　必然的関係
（〈一　（EVENT　（E－OF　？S　？E）　（PTRANS　？O　？T））
　　（AND　（STATE　？S　（POSESS　？A　？O））
　　　　　　（EVENT　？E　（PTRANS　？A　？T））
　　　　　　（PRECEDE　？S　？E）
　　　　　　（THNOT　（AND　（EVENT　？E2　（UNGRASP　？A　？O））
　　　　　　　　　　　　　　（PRECEDE　？S　？E2）
　　　　　　　　　　　　　　（PRECEDE　？E2　：PE））））） （42）
　岡じく‘‘PTRANS”に関する推論規則（43）は物の移勤というイベントが
起こったときに，その物が帰着点に存在するという状態が生じることを示し
ている。イベントとステートはどちらもト・・一・ク’7’とタイプの二つの項を取る
述語であるが，命題の列に時間的な解釈を加える場合に取り扱いが異なって
くる。イベント命題は時点の記述として取り扱い，データベースに加えられ
た時点で既に過去を記述したものとして扱う。ステート命題は時間区間を記
述したものとして扱い，状態の対立が起こらない限り，現在も成り立つもの
として扱う。
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（一〉　（EVENT　？E　（PTRANS　？O　？T））
　　（STATE　（S－OF　？E）　（LOCATE　？O　？T））） （43）
5．4物語理解のシナリオ
　第1命題P三が加えられると，制御系は‘‘PICKUP”がマク戸なイベン
トであり，ほかにアクティブなスクリプトがないことから翻御用の命題
‘‘ iS－EXPAND％1）”を加えて，入力命題をスクリプトへと展閤する。第2
の命題P2が入力されると翻御系は公理のデー・一・・Ptベースに加える前に，その
命題で衷されるイベントが現在のスクリプトから予測されうるものがどうか
テストする。まずイベントのト…一クンの％記号を？記号に書き換え証開を試
みる（？記号は証明の際，存在記号として働く）。この場合，％2に対応す
るイベントはスクリプト内に存在しないので，証明は失敗する。次に，第2
命題P2が葡文P1と話の内容がつながったものとして扱えるかどうかをテ
ストするために，第2命題に含まれる項が，これまでの命題の中に含まれて
∀・るかどうかの証明を行う。こちらはDOG1，　MEATIがすでに存在して
いるので成功する。そこで，第2命題P2をデータベースに加え，次に制御
系はイベンFのタイプが先行する命題とどのような関係にあるかを調べる。
第2命題P2のイベント・タイプが，‘℃OAIノ’というメンタル・イベント
であること，先行するイベントがアクションに関するマクP・イベントであ
ることから，先行するイベントが第2イベントを引き起こす原因になったと
解釈して，新たな命題‘‘（INITIATE％1％2）”をデータベースに加える。
　第3命題P3が入力されると，この命題が先行する命題から予測されるか
どうか調べるためのテストを行う。現在，入力されている命題P3がプリミ
ティブ・アタシgン‘‘PTRANS”を表すものであり，先行する命題P2がメ
ンタル・イベント‘‘GOAL”であることから，現在のイベン1・‘‘PTRANS”
は先行する命題のプランになっているのではないかと予測し，推論鰯御用の
命題‘‘（P－EXPAND％2）”をデータベースに加え，第2命題をプランへと
展開する。しかし，展開された命題は入力命題P3と似てはいるが帰着点が
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‘‘aRIDGEI”ではなくて‘‘（HOME－OF　DeGl）”　となっている。ここで，
「犬の家が嬌（の下）である」という仮定も成り立つのであるが，綱御用の命
題‘‘（G－EXPAND％2）”を加え，第2命題P2をサブゴールへと展開し，さ
らに綱御閥の命題‘‘（P－EXPAND（G1－OF％2））”を語えると，再び命題P
3と類似の命題が導かれる。この場合PTRANSの帰着点がBRIDGE1で
はなくて“（HALFWAY－OF％2）”となっている。第3命題P3の“BRI－
DGE1”と第2命題をサブゴールとプランに展開して得られる命題の中の
“（HALFWAY－OF％2）”を等しいものと考えると，話のつじつまが合っ
て文のつながりが良くなることから，これらが同一の個体を指示することを
仮定するための命題（44）をデータベースに加えるbさらに第3命題P3は第
2命題のプランになってたことが導かれたとして命題（45）を加える。第3命
題P3が撫えられた時点で前方向推論三三（43）により（46）がデータベーースに
加えられる。
（ALIAS　BRIDGEI　（HALFWAY－OF　O／，2）） （44）
（GOAL－PLAN　O／02　O／，3） （45）
．（STATE　（S－OF　O／，3）　（LOCATE　DOGI　BRIDGEI））（46）
　第4命題も他の命題と同様に，まず先行する命題から予測されうるかどう
かのテストを受ける。第3命題に含まれる‘‘BRIDGEI”を＝｝・　一一ワードとし
て「橋と小身」の場面のスクリプトが導かれ，たまたま，スクリプト内に第4
命題と嗣じタイプのイベントが含まれておれぽ，第4命題P4は予測された
命題として直接証明されることになる。　「橋一小川」のスクリプトを持たな
い場合においても「橋」と「川」が関連することは最小限の知識として知っ
ているとすれば，命題（47）が知識として存在することになる。
　鰯御岳は第4命題が直接証明されなくても，第3命題からDOG1が
BRIDGE1におり，　BRIDGE1がBROOKIとACROSS・OVERの関係
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にあることから，先行する命題と語がつながっていると解釈し，第4命題が
物理的イベントであることから，第3命題が第4命題のイベントを可能にし
たと判断して，次の命題（48）をデータベースに趣える。
　第5命題に紺して「鏡面反射」の場面を記述したスクリプトを準備してお
くと第5命題P5は先行する命題から予測できなくても，鏡面反酎のスクリ
プトの方に第4命題の述語‘‘ATTEND”が含まれており，制御系はスクリ
プトから与えられる関係を用いて命題（50）をデータベースに加える。
（ACROSS－OVER　BRIDGE　BROOI〈） （47）
（ENABLE　O／03　O／04） （48）
（EVENT　（E－OF　？E）　（REFRECT　？Ol？　02）） （49）
（REsuL’r　o／04　o／．s） （50）
　同じく「鏡面反射」に関する知識として規則（51）を準備しておく。これは
鏡にアクターの状態が映り，イメージが得られることを示している。この規
剛は命題P4，　P　5および命題P1のスクリフ’卜内命題‘‘（（S－OF％1））”に
より命題（52）を導く。これは命題の表すステーFのタイプは命題（54）と（55）
を仮定すると，第6命題のタイプ‘‘MBUILD”の第2項と一致する。そこ
で，制御系は第5命題のイベントが原因となり第6命題のメンタル・イベン
トを引き起こしたと判断して命題（53）をデータベースに加える。
（一〉　（EVENT　？El　（ATTEND　？A　？Ol））
　　（一〉　（STATE　？S　（？FUN　？A　？02））
　　　　　（一〉　（EVENT　？E2　（REFRECT　？Ol　？A））
　　　　　　　　（STATE　（S－OF　？El　？S　？E2）
　　　　　　　　　　　　（？FUN　（IMAGE－OF　？A）　（IMAGE－OF　？02））））））
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（51）
（sTATE　（s－oF　o／，4　（s－oF　o／．1）　o／os）
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　　　　　（POSESS（IMAGE－OF　DOG1）αMAGE－OF　MEATエ）））
（INITATE　O／05　O／06）
（ALIAS　DOG2　（IMAGE－OF　DOGi））
（ALIAS　MEAT2　（IMAGE－OF　MEATI））
（52）
（53）
（54）
（55）
　第7命題が先行する命題と関連することを証明するために，アクターがオ
ブジェクトを所有したくなるのは，アクターがオブジェクトを好むことを規
則にする。これは後方向推論規貝回56）となる。一般的な知識としてf犬が肉
を好む」ことを知識にするため命題（57）を与えておく。命題（56）と（ら7）より
第7命題はもっともなこととして予測される。また先行する命題P6のタイ
プが‘‘MBUILD”であることと命題P7のタイプが‘‘GOAL”であること
から，鋼御系はP6とP7の関係を命題（58）として与える。
（〈一　（EVENT　？E　（GOAL　？A　（POSESS　？A　？O））））
　　　（Al　D　（IS－A　？A　？AA）
　　　　　　（IS－A　？O　？OO）
　　　　　　（LIKE　？AA　？OO）））
．　（LIKE　DOG　MEAT）　．
（INITIA［lrE　O／．6　O／．7）
（56）
（57）
（58）
　第8命題は第7命題を四境するためのプランであると考えら池るので，犬
が何かをほしがるときは「吠える止プランを使うという知識を規則にする
（59）e
　第9命題を説明するために，犬ほ吠えると口があく状態になるという知識
を規則にする（60）。また，犬が物をはなすというイベントは，初め犬が物を
断有しており，後に口を開けたことが証明できるときに起こるという知識を
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規則にする（61）。
　第10命題を訊明するために，「物を失う」というイベントは過去に物を所
有しており，後にそれをはなすという事象が起こっておれぽよいという知識
を規鋼にする（62）。
（一〉　（EVENT　？E　（GOAL　？A　（1）OSESS　？A　？O）））
　　　（一〉　（IS－A　？A　DOG）
　　　　　　（一〉　（P－EXPAND　？E）
　　　　　　　　　（EVENT　（E－OF　？E）’　（BARI〈　：？A　：？02））））） （59）
（一〉　（ISVENT　？E　（BARI〈　？A　？O））
　　　（STA’rE　（S－OF　？1？．）　（ePEN　（MOg’rH－OF　？A）））） （60）
（〈一一　（EVF．NT　（E－OF　？Sl　？S2）　（VNGRASP　？A　？O））
　　　（AND　（STATE　？Sl　（POSESS　？A　？O））
　　　　　　　（IS－A　？A　DOG）
　　　　　　　（STATE　？S2　（OPEN　（MOUTH－OF　？A）））
　　　　　　　（PRECEDE　？Sl　？S2）））
（〈一　（EVENT　（E－OF　？E　？Sl）　（LOSE　？A　？O））
　　　（〈一　（AND　（STATE　？Sl　（POSESS　？A　？O））
　　　　　　　　　　（EVENT　？E　（UNGRASP　？A　？O））
　　　　　　　　　　（PRECEgE　？Sl　？E）
　　　　　　　　　　（’lrKNOT　（AND　（STATE　？S2　（POSESS　？A　？O））
　　　　　　　　　　　　　　　　　　　　（PRECEDE　？E　？S2））））））
（61）
（62）
5．5システムの動作と問題点
　命題の入力を終えた状態で，物語が正しく理解されているかどうかを確か
めるには，システムに質問を発すればよい。質問文は入力命題と全く同じ形
をしているが，システムのモ・一・一ドによりこの命題を証明せよという形で動作
する。命題中に現れる‘‘？”記号は，平叙文の二合と異なり，疑問文では存
在記号として｛動く。システムに発した質聞システムからの解答の例をQ1～
A5に示す。
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　イベントやステート間の順序関係についての質問も行いたいので，順序関
係を示す述語‘‘PRECEDE”に関し推移律が成り立つことを示す規則を与
える。前方向推論規則（63）で与えるのが一番簡単であるが，すべてのイベン
トやステートの組合せについて順序関係を示す命題を生成してしまうので，
メモリを多く使うことになる。後方推論規則で（63）をそのまま書き換えると
システムはダイナミック・ストップを起こす。そこで．）近接したイベントや
ステートの順序関係を表す述語‘‘PRECEDE”と区別して，時間的に隔った
額序関係も表ぜる述語‘‘PREC”を導入し，実質的に時間的順序関係の推移
律を定義する（64）。
（一〉　（PRECEDE　？A　？B）
　　（一〉　（PRECEDE　9B　？C）
　　　　　（PRECEDE　？A　？C）））
（〈一　（PREC　？A　？B）
　　（OR　（PRECEDE　？A　？B）
　　　　（AND　（PRECEDE　？A　？X．　）
　　　　　　　　（PREC　？Xl　？B））））
（63）
（64）
　命題P1－P10をシステムに公理として与えた後，システムに発した質問
とシステムからの解答を示す。それぞれ自然譜文に翻訳した会話と，実際に
行った計算機との会話である。
Q1　：だれが何を捨つたか？
A1　：犬が肉を拾った。
Q2　肉はどこへ移動したか？
A2　：肉は用へ移動した。
Q3　：犬は何をしたがったか？
A3A　肉を家へ運びたかった。
A3B　肉を得たかった。
Q4　：犬は吠える前に何を見たか？
A4　：犬は川を見た。
Q5　：犬が川を見たら何が起こったか？
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A5 犬が川に映った。
　　　　　（DUCK）
Ql　：G？〉　（EVENT　：？E　（PICKUP　？A’？O））
A1　1（EVEiNT　O／，1　（PICK￥P　DOGI　MEATI））
　　　　　O鵠MEATl
　　　　　A＝；DOGI
　　　　　E漏％1
　　　　　？＞A
　　　　　NO　MORE
Q2　I　G？〉　（EVENT　？E　（PTRANS　MEATI　1T））
A2　1（EVNT　O／，9　（PTRANS　MEATI））
　　　　　丁漏BROOKl
　　　　　E＝＝％9
　　　　　？＞A
　　　　　NO　MORE
Q3　1　G？〉　（EVENT　1？E　（GOAL　DOGI　：？X））
A　3　A　：．（EVENT．　O／，2　（GOAL　DOGI　（？TRANS　MEATI　（HOME－OF　DOGI））））
　　　　　X＝＝（PTRANS　MEATI　（HOME－OF　DOGI））
　　　　　8罵％2
　　　　　？＞A
A3B：（EVENT　O／，7　（GOAL　DOGI　（POSESS　DOGI　MEAT2）））
　　　　　X＝＝（POSESS　DOGI　MEAT2）
　　　　　E漏％7
　　　　　？＞A
　　　　　Ne　MORE
Q4　：G？〉　（AN9　（EVENT　？E（BARI〈　DOGI　？O））
　　　　　　　　　　　（PREC　？X　？E）
　　　　　　　　　　　（EVENT　？X　（ATTEND　DOGI　？A）））
A4　1（AND　（EVENT　O／，8　（BARK　DOGI　ooG2））
　　　　　　　　　（pREc　o／，4　o／，s）
　　　　　　　　　（EVEiNT　O／，4　（ATTEND　DOGI　BRooKl）））
　　　　　A竺BROOKl
　　　　　X皿％4
　　　　　0コDOG2
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Q5
A5
E漏％8
？＞A
NO　MORE
：G？〉　（AND　（EVENT　？E　（ATTEND　DOGI　BROOKI））
　　　　　　（PRECEDE　？E　？X）
　　　　　　（EVENT　？X　？XX））
：（ANI）　（EVENT　O／，4　（ATTEND　DOGI　BRooKl））　・
　　　　（PRECEDE　O／．4　O／，5）
　　　　（EVENT　O／．5　（REFRECT　BRooKl　ooGl））
XX　＝（REFRECT　BROOKi　DOGI）））
X＝％5
E　＝　9（04
？＞A
NO　MORE
G？〉
　質問Q1～Q　5に対するシステムからの解答A　1～A　5は，主として演繹
システムが持つ関係データベーースに回する検索能力と事象や状態間の順序関
係についての推論を利用したもので，5．3節および5．4節で述べたスクリプ
トやプランに基づくものは用いていない。スクリプトやプランから導かれる
言外の祷報を用いると，事象や状態間の単なる時間的順序関係だけでなく，
原因，理由，結果などのより強い意味的関係を導くことができる。また，「吠
えた後，川に映っている犬の状態はどのようになっているか」など，入力命
題の検索からは導くことのできない命題を推論により導くことができるよう
になる。
　スクリプトやプランを用いる上で，仮定を行うメカニズムが必要になる。
例えば第2命題「犬が肉を家へ持って帰ろうと思った」というゴールに対し
て，サブゴールとプランを用いると，　「犬が家までの中間地点へ移動する」
という命題が導かれる。ここで「中間地点」と「橋」とを同一視するという
仮定を置くと，第3命題はプランの実行を述べたものとして，第2命題との
意味的なつながりが良くなる。即ち，第3命題の‘‘BRIDGE1”は‘‘（HAL－
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FWAY－OF％2）”で鱈き換えてやれぽ第2命題をサブゴールと：プランに展
開したものから証明することができる。
・そこで，・どのような仮定をおくと，ある命題が証明できるよう、になるかと
いう「仮定」を求める操作が必要になる。これは，：文章理解のメカニズムに
「確かな推論」だけでなく「仮定を置くとρじつ謹が合う」といった「確か
らしい推論」を行うメカニズムが必要なことを意味している。しかし，確か
な推論を行う演繹システムの内部で実現することは難しく，メタシステムを
含む全体システムとして実現することになる。
　文章理解を演繹システム上に実現する場合に，公理系の本質にかかわる鋼
種の問題がある。　「犬の話」では，現時点で犬が肉を所有しているかどうか
ということが文章の進行に従って変わってく、る。即ち，第1命題が入力され
た後は犬は肉を所有しており，第8命題が入力された後は犬は肉を所有し
ていないことになる。、これまで事象および状態を表す命題は入力された時点
において過去の記述として扱ったのであるが，現時点の状態を表す述語
‘‘oRESENT－STATE”　を導入すると，第1命題のあとで‘‘（PRESENT－
STATE（POSESS　DOG2　MEAT1））”は真となり，第8命題のあとでは
偽となることが必要である。しかし，これまでの論理学では，あう公理系に
新たに公理（第8命題）を追加したとき，矛盾が生じたことセこ根回し，矛盾
のある系として，それ以上の議論を行うことができなかった。これは従来の
論理学における公理系が単調論理と呼ばれている理慮である。文章理解のモ
デルは公理系に新たな公理が加わることによって，それまで導かれていた定
理が取り消されることもありうる非単調論理［8］・［18〕・こ19］・〔2e〕・［243において考え
ることが必要である。演繹システムDUCKでは式（62）で用いた‘‘THNOT”，
および無矛矯がどうか調べることのできる‘℃ONSISTENT”，デフォール
ト推論（例，鳥ならぽ飛ばないことが証明されないかぎり飛ぶと推論してよ
い）‘‘NEGLECTING”などの述語を用いて非単調推論を実現することがで
きる。これらを用いて，事象・状態の対立などの関係を記述することができ
る。
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おわりに
　これまで自然言語の計算機処理に関する出血は，文法情報に基づく構文解
析［391・［42コの形で進められてきた。構文解析に用いられる規員理は，我々が暗黙
の内に用いている言語学的な知識を形式化したものである。単一の文の理解
を考える上では文法情報に基づき構文解析木を作り出すことも重要なのであ
るが，3．3節の‘‘took”の例のように構文的に同じでも意味的に異なるもの
を扱う場合，また多くの文からなる文章の理解を考える熱心には，雷語の表
層を扱った言語学的知識よりもむしろ世界に関する知識（概念体系）の方が
重要になってくる。計算機という形で自動機械の存在しなかった時代におい
ては，言譜理解のモデルを考えようとしても，どこまでを実現可能なものと
して扱って良いかの基準が存在しないため，言語の表層から離れる必要のあ
る書語理解の研究は科学として成り立つことができかなったと思われる。計
算機の進歩により，現在，我々は言語理解のモデルを計算機上に実現するこ
とが可能な時点にさしかかっている。従来，唯物論において扱うことの難し
かった言語の意味・内容や概念の構造を計算機上の情報の構造として具象化
して取り扱うことができる。即ち，従来，番語学が避けて通らざるを得なか
った意味・内容の問題を科学として正顧から取り組むことのできる時代にな
ったのである。Schankの概念依存構造の理論は，このような方法で意味の
問題に取り組んだ最初の試みである。近年，計算機による雷語理解の研究は
鼠舞機科学における人工知能の分野で進められ，この分野の大きなテーマと
なっている。国語研究所では早くから書語研究に計算機を取り入れたのであ
るが，計箪機を，虚語現象を説明するためのモデルの実験・実証装置として
用いるという発想がなかったために，単にデータの並べ換えや集計を行う事
務処理タイプの計算機システムが設置されている。詳鐸機上に言語理解のモ
ルデを構成するには，従来の字面レベルの前面処理とは比較にならない程，
多くのプログラムを作成して，計算機実験を繰り返すことになる。このよう
に計算機上にモデルを作り実験・実証的な方法で言語研究を進めるには，大
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量デ｛タ単純処理用に作られたビジ．ネス．タ．イ．プの計1算機は適当でな．く，計算
欝叩網他嬬ぺ・r7，・41四やデ啓、．脚轡
流しI3P轡切囲範艇ゆ笥噂三三二二些≒．鱒噛シ
ステ：ムはすべて・．東大計箪機ヤ／タ「．．の．リ…サ．Tチ2：タイプの計算機VA）qV
780（UMX）上においてi爽現している。
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