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Abstract
The terms multi-task learning and multitasking are easily
confused. Multi-task learning refers to a paradigm in ma-
chine learning in which a network is trained on various re-
lated tasks to facilitate the acquisition of tasks. In contrast,
multitasking is used to indicate, especially in the cognitive
science literature, the ability to execute multiple tasks simul-
taneously. While multi-task learning exploits the discovery of
common structure between tasks in the form of shared repre-
sentations, multitasking is promoted by separating represen-
tations between tasks to avoid processing interference. Here,
we build on previous work involving shallow networks and
simple task settings suggesting that there is a trade-off be-
tween multi-task learning and multitasking, mediated by the
use of shared versus separated representations. We show that
the same tension arises in deep networks and discuss a meta-
learning algorithm for an agent to manage this trade-off in
an unfamiliar environment. We display through different ex-
periments that the agent is able to successfully optimize its
training strategy as a function of the environment.
1 Introduction
Many recent advances in machine learning can be attributed
to the ability of neural networks to learn and to process com-
plex representations by simultaneously taking into account
a large number of interrelated and interacting constraints - a
property often referred to as parallel distributed processing
(McClelland, Rumelhart, and Hinton 1986). Here, we refer
to this sort of parallel processing as interactive parallelism.
This type of parallelism stands in contrast to the ability of
a network architecture to carry out multiple processes inde-
pendently at the same time. We refer to this as independent
parallelism and it is heavily used, for example, in comput-
ing clusters to distribute independent units of computation
in order to minimize compute time. Most applications of
neural networks have exploited the benefits of interactive
parallelism (Bengio, Courville, and Vincent 2013). For in-
stance, in the multi-task learning paradigm, learning of a
task is facilitated by training a network on various related
tasks (Caruana 1997; Collobert and Weston 2008; Kaiser
et al. 2017; Kendall, Gal, and Cipolla 2018). This learning
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benefit has been hypothesized to arise due to the develop-
ment of shared representation between tasks (Baxter 1995;
Caruana 1997). However, the capacity of such networks to
execute multiple tasks simultaneously1 (what we call multi-
tasking) has been less explored.
Recent work (Musslick et al. 2016; 2017) has hypothe-
sized that the trade-off between these two types of computa-
tion is critical to certain aspects of human cognition. Specifi-
cally, though interactive parallelism allows for quicker learn-
ing and greater generalization via the use of shared represen-
tations, it poses the risk of cross-talk, thus limiting the num-
ber of tasks that can be executed at the same time (i.e. mul-
titasking). Navigation of this trade-off by the human brain
may explain why we are able to multitask some tasks in
daily life (such as talking while walking) but not others (for
example, doing two mental arithmetic problems at the same
time). Musslick et al. (2017) have shown that this trade-off
is also faced by artificial neural networks when trained to
perform simple synthetic tasks. This previous work demon-
strates both computationally and analytically that the im-
provement in learning speed through the use of shared repre-
sentation comes at the cost of limitations in concurrent mul-
titasking.
While these studies were informative, they were limited
to shallow networks and simple tasks. Moreover, this work
raises an important, but as yet unanswered question: how
can an agent optimally trade-off the efficiency of multi-task
learning against multitasking capability? In this work, we:
(a) show that this trade-off also arises in deep convolutional
networks used to learn more complex tasks; (b) demonstrate
that this trade-off can be managed by using single-task vs
multitask training to control whether or not representations
are shared; (c) propose and evaluate a meta-learning algo-
rithm that can be used by a network to regulate its train-
ing and optimally manage the trade-off between multi-task
learning and multitasking in an environment with unknown
serialization costs.
Figure 1: Neural network architecture from Musslick et al.
(2016).
Figure 2: Network structure for minimal basis set (left) and
tensor product (right) representations and the effects of mul-
titasking in each. Red cross indicates error in execution of
task because of interference whereas green check-mark in-
dicates successful execution.
2 Background
2.1 Definition of Tasks and Multitasking
Consider an environment in which there are multiple stimu-
lus input dimensions (e.g. corresponding to different sensory
modalities) and multiple output dimensions (corresponding
to different response modalities). Given an input dimension
I (e.g. an image) and an output dimensionO (e.g. object cat-
egory) of responses, a task T : I → O represents a mapping
between the two (e.g. mapping a set of images to a set of
object categories), such that the mapping is independent of
any other. Thus, given N different input dimensions and K
possible output dimensions, there is a total of NK possible
independent tasks that the network can learn to perform. Fi-
nally, multitasking refers to the simultaneous execution of
multiple tasks, i.e. within one forward-pass from the inputs
to the outputs of a network. Note that such multitasking dif-
fers from multi-task learning in that multitasking requires
tasks to map different input dimensions to different output
dimensions (Pashler 1994) in a way that each is indepen-
dent of the other, whereas typically in multi-task learning
all tasks map the same input dimension to different output
dimensions (Caruana 1997).
2.2 Processing Single and Multiple Tasks Based
on Task Projections
We focus on a network architecture that has been used ex-
tensively in previous work (Cohen, Dunbar, and McClelland
1Here we refer to the simultaneous execution of multiple tasks
in a single feed-forward pass.
1990; Botvinick et al. 2001; Musslick et al. 2017) (shown
in Figure 1). Here, in addition to the set of stimulus in-
puts, there is also an input dimension to indicate which task
the network should perform. This task vector is projected
to the hidden units and output units using learned weights.
The hidden unit task projection biases the hidden layer to
calculate a specific representation required for each task,
whereas the output unit projection biases the outputs to only
allow the output that is relevant for the task. The functional
role of the task layer is inspired by the notion of cognitive
control and attention in psychology and neuroscience, that
is, the ability to flexibly guide information processing ac-
cording to current task goals (Shiffrin and Schneider 1977;
Posner and Snyder 1975; Cohen, Dunbar, and McClelland
1990). Assuming that the task representations used to spec-
ify different tasks are orthogonal to one another (e.g., using
a one hot code for each), then multitasking can be specified
by a superposition (sum) of the representations for the de-
sired tasks in the task input layer. The weights learned for
the projections from the task input units to units in the hid-
den layers, together with those learned within the rest of the
network, co-determine what type of representation (shared
or separate) the network uses.
2.3 Minimal Basis Set vs Tensor Product
Representations
Previous work (Feng et al. 2014; Musslick et al. 2016;
2017) has established that, in the extreme, there are two
ways that different tasks can be represented in the hid-
den layer of a two-layer network. The first representational
scheme is the minimal basis set (shown on the left in Fig-
ure 2), in which all tasks that rely on the same input en-
code the input in the same set of hidden representations. The
second scheme is the tensor product (shown on the right
in Figure 2), in which the input for each task is separately
encoded in its own set of hidden representations. Thus, the
minimal basis set maximally shares representations across
tasks whereas the tensor product uses separate representa-
tions for each task.
These two representational schemes pose a fundamen-
tal trade-off. The minimal basis set provides a more effi-
cient encoding of the inputs, and allows for faster learning
of the tasks because of the sharing of information across
tasks. However, it prohibits executing more than one task at
a time (i.e. any multitasking). This is because, with the min-
imal basis set, attempting to execute two tasks concurrently
causes the implicit execution of other tasks due to the rep-
resentational sharing between tasks. In contrast, while the
tensor product network scheme is less compact, multitask-
ing is possible since each task is encoded separately in the
network, so that cross-talk does not arise among them (see
Figure 2 for an example of multitasking and its effects in
both types of networks). However, learning the tensor prod-
uct representation takes longer since it cannot exploit the
sharing of representations across tasks.
The type of representation learned by the network can
be determined by the type of task-processing on which it
is trained. Single-task training (referred to in the literature
as multi-task training), involves training on tasks one at a
time and generally induces shared representations. In con-
trast, multitask training involves training on multiple tasks
concurrently and produces separate representations. This oc-
curs because using shared representations when multitask-
ing causes interference and thus error in task execution. In
order to minimize this error and the cross-talk that is re-
sponsible for it, the network learns task projection weights
that lead to separate representations for the tasks. In single-
tasking training, there is no such pressure, as there is no po-
tential for interference when executing one task at a time,
and so the network can use shared representations. These
effects have been established both theoretically and experi-
mentally for shallow networks with one hidden-layer trained
to perform simple synthetic tasks (Musslick et al. 2016;
2017). Below, we report results suggesting that they general-
ize to deep neural networks trained on more complex tasks.
3 Meta-Learning for Optimal Agent
The trade-off described above begs the following question:
How can it be managed in an environment with unknown
properties? That is, how does an agent decide whether to
pursue single-task or multitask training in a new environ-
ment so that it can learn the tasks most efficiently while
maximizing the rewards it receives?
Suppose an agent must learn how to optimize its perfor-
mance on a given set of tasks in an environment over τ tri-
als. At trial t, for each task, the agent receives a set of in-
puts X = {xk}
K
k=1 and is expected to produce the correct
labels Y = {yk}
K
k=1 corresponding to the task. Assuming
that each is a classification task, the agent’s reward is its ac-
curacy for the inputs, i.e. Rt =
1
K
∑K
k=1 1yˆk=yk where yˆk
is the predicted label by the agent for each input xk. On
each trial, the agent must perform all the tasks, and it can
choose to do so either serially (i.e. by single-tasking) or si-
multaneously (i.e. by multitasking). After completion of the
task and observation of the rewards, the agent also receives
the correct labels Y for the tasks in order to train itself to
improve task performance. Finally, assume that the agent’s
performance is measured across these trials through the en-
tire course of learning and its goal is to maximize the sum
of these rewards across all tasks.
To encode the time cost of single-tasking execution, we
assume the environment has some unknown serialization
cost c that determines the cost of performing tasks serially,
i.e. one at a time. We assume that the reward for each task
when done serially is Rt1+c where Rt is the reward as de-
fined before. The serialization cost therefore discounts the
reward in a multiplicative fashion for single-tasking. We as-
sume that 0 ≤ c ≤ 1 so that c = 0 indicates there is no
cost enforced for serial performance whereas c = 1 indi-
cates that the agent receives half the reward for all the tasks
by performing them in sequence. Note that the training strat-
egy the agent picks not only affects the immediate rewards
it receives but also the future rewards, as it influences how
effectively the agent learns the tasks to improve its perfor-
mance in the future. Thus, depending on the serialization
cost, the agent may receive lower reward for picking single-
tasking but gains a benefit in learning speed that may or
may not make up for it over the course of the entire learn-
ing episode. This question is at the heart of the trade-off the
agent must navigate to make the optimal decision. We note
that this is one simple but intuitive way to encode the cost of
doing tasks serially but other mechanisms are possible.
3.1 Approximate Bayesian Agent
We assume that, on each trial, the agent has the choice be-
tween two training strategies to execute and learn the given
tasks - by single-tasking or multitasking. The method we de-
scribe involves, on each trial, the agent modeling the reward
dynamics under each training strategy for each task and
picking the strategy that is predicted to give the highest dis-
counted total future reward across all tasks. To model the re-
ward progress under each strategy, we first define the reward
function for each strategy, fA,i(t), which gives the reward
for a task i under strategy A assuming strategy A has been
selected t times. The reward function captures the effects of
both the strategy’s learning dynamics and unknown serial-
ization cost (if it exists for the strategy). Here, A ∈ {S,M}
where S represents the single-tasking strategy andM repre-
sents the multitasking strategy.
We can use the reward function to get the reward for a task
i at trial t′ when selecting strategy A. Let a1, a2, . . . , at′−1
be the strategies picked at each trial until trial t′. Then,
R
(A,i)
t′ = fA,i

t′−1∑
t=1
1at=A

 .
is the reward for task i at trial t′ assuming we pick strategy
A.
Given the reward for each task, the agent can get the to-
tal discounted future reward for a strategy A from trial t′
onward assuming we repeatedly select strategy A:
R
(A)
≥t′ =
τ∑
t=t′
µ(t)
(
N∑
i=1
R
(A,i)
t
)
,
where µ(t) is the temporal discounting function, N is the
total number of tasks, and τ is the total number of trials the
agent has to maximize its reward on the tasks.
We now discuss how the agent maintains its estimate of
each strategy’s reward function for each task. The reward
function is modeled as a sigmoidal function, the parameters
of which are updated on each trial. Specifically, for a strategy
A and task i, using parameters θA,i = {w1, b1, w2, b2}, we
model the reward function as fA,i(t) = σ(w2 · σ(w1 · t +
b1) + b2).
We place a prior over the parameters p(θA,i) and compute
the posterior at each trial t′ over the parameters p(θA,i|Dt′),
whereDt′ is the observed rewards until trial t
′ using strategy
A on task i. Because the exact posterior is difficult to com-
pute, we calculate the approximate posterior q(θA,i|Dt′) us-
ing variational inference (Wainwright, Jordan, and others
2008). Specifically, we use Stein variational gradient descent
(SVGD) (Liu andWang 2016), which is a deterministic vari-
ational inference method that approximates the posterior us-
ing a set of particles that represent samples from the approx-
imate posterior. The benefit of using SVGD is that it allows
the number of particles used to be selected so as to increase
the complexity of the approximate posterior, while ensuring
that the time it takes to compute this approximation is practi-
cal. Because the posterior needs to be calculated repeatedly
during training of the network, we found SVGD to offer the
best properties - the approximate posterior is much quicker
to compute than using MCMC techniques, while allowing
for a complex approximation compared to using a simple
Gaussian variational approximation to the posterior.
At each trial t′, the agent uses its estimate of the total
discounted future reward for single-tasking and multitask-
ing (R
(S)
≥t′ and R
(M)
≥t′ , respectively) to decide which strategy
to use. This can be thought of as a two-armed bandit prob-
lem, in which the agent needs to adequately explore and
exploit to decide which arm, or strategy, is better. Choos-
ing the single-tasking training regimen may give initial high
reward (because of the learning speed benefit) but choos-
ing multitasking may be the better long-term strategy be-
cause it does not suffer from any serialization cost. Thomp-
son sampling (Thompson 1933; Chapelle and Li 2011;
Gershman 2018) is an elegant solution to the explore-exploit
problem, involving sampling from the posterior over the pa-
rameters and taking decisions greedily with respect to the
sample. It provides initial exploration as the posterior vari-
ance is large at the start because of a lack of data and then
turns to exploitation when the posterior is more confident
due to seeing enough data. On each trial, we use Thompson
sampling to pick between the training strategies by sampling
from the approximate posterior over parameters for each
strategy, calculating the total discounted future reward for
each strategy according to the sampled parameters, and pick-
ing the strategy corresponding to the higher reward. Note
that in practice we do not re-estimate the posterior in each
trial (as one new reward will not change the posterior much)
but instead do it periodically when enough new rewards have
been observed.
4 Related Work
The most relevant work from the multi-task learning liter-
ature focuses on maximizing positive transfer across tasks
while minimizing negative transfer. This list includes work
on minimizing learning interference when doing multi-task
training (Teh et al. 2017; Rosenbaum, Klinger, and Riemer
2017) and reducing catastrophic interference when learning
tasks one after another (Rusu et al. 2016; Kirkpatrick et al.
2017). However, to our knowledge, none of these works ex-
plicitly deal with the issue of how the type of representations
a network uses affects whether it can execute tasks serially
or in parallel.
Additionally, as mentioned previously, we build on previ-
ous work studying the trade-off of learning speed vs multi-
tasking ability in artificial neural networks (Feng et al. 2014;
Musslick et al. 2016; 2017). Additionally, our meta-learning
algorithm is similar to the one proposed by Sagiv et al.
(2018). However, we explicitly use the model’s estimate of
future rewards under each strategy to also decide how to
train the network, whereas the meta-learner in (Sagiv et al.
2018) was not applied to a neural network’s learning dy-
Figure 3: Neural network architecture used.
namics. Instead, the actual learning curve for each strategy
A was defined according to pre-defined synthetic function.
Our algorithm is thus applied in a much more complex set-
ting in which estimation of each strategy’s future rewards
directly affects how the network chooses to be trained. Fur-
thermore, our method is fully Bayesian in the sense that
we utilize uncertainty in the parameter posterior distribution
to control exploration vs exploitation via Thompson sam-
pling. In (Sagiv et al. 2018) logistic regression was com-
bined with the ǫ-greedy method to perform this trade-off,
which requires hyper-parameters to control the degree of ex-
ploration. Lastly, we assume that the serialization cost is un-
known and model its effects on the future reward of each
strategy whereas (Sagiv et al. 2018) makes the simplifying
assumption that the cost is known.Modeling the effects of an
unknown serialization cost on the reward makes the problem
more difficult but is a necessary assumption when deploying
agents that need to make such decisions in a new environ-
ment with unknown properties.
Lastly, previous work on bounded optimality (Russell and
Subramanian 1994; Lieder and Griffiths 2017) is also rele-
vant, as it is closely related to the idea of optimizing a se-
ries of computations given a processing cost as our proposed
meta-learner does.
5 Experiments
In this section, we evaluate experimentally the aforemen-
tioned trade-off and proposed meta-learner model to resolve
it. We first start by describing the task environment we use
and the set of tasks we consider. We then describe the neu-
ral network architecture used, including the specific form of
the task projection layer mentioned in section 2.2 that we
use and how training occurs for single-tasking and multi-
tasking. In sections 5.3 and 5.4, we show through experi-
ments explicitly how the trade-off arises in the task environ-
ment. Lastly, in section 5.5, we evaluate our proposed meta-
learner’s ability to navigate this trade-off in the environment
given that there is an unknown serialization cost.
5.1 Experimental Setup
We create a synthetic task environment using AirSim (Shah
et al. 2018), an open-source simulator for autonomous ve-
hicles built on Unreal Engine2. We assume a drone-agent
that has two stimulus-inputs: (1) a GPS-input through which
2Code and data will be released in final version of paper.
it can be given location-relevant information; (2) an image-
input providing it visual information (e.g. from a camera).
The agent also has two outputs: (1) a location-output des-
ignating a location in the input image; (2) an object-output
designating the object the agent believes is present in the in-
put. Based on the definition of a task as a mapping from one
input to one output, this give us the following four tasks that
the agent can perform:
Task 1 (GPS-localization): given a GPS location, output the
position in the image of that location.
Task 2 (GPS-classification): given a GPS location, output
the type of object the agent expects to be in that area
based on its experience.
Task 3 (Image-localization): given a visual image, output
the location of the object in the image.
Task 4 (Image-classification): given a visual image, output
the type of object in the image.
Using AirSim, we simulate an ocean-based environment
with a set of different possible objects (such as whales, dol-
phins, orcas, and boats). We create training examples for the
agent by randomizing the location of the agent within the
environment, the type of object present in the visual input,
the location and rotation of the object, and the GPS location
provided to the agent. Thus, each training instance contains
a set of randomized inputs and a label for each of the tasks
with respect to the specific inputs. The agent can execute
each task using either single-tasking (one after another) or
multitasking (in which it can execute Tasks 1 and 4 together
or Tasks 2 and 3 together). Note that in this setup, only 2
tasks at most can be performed simultaneously as we will
have conflicting outputs if we attempt to multitask more than
2 tasks.
5.2 Neural Network Architecture
The GPS-input is processed using a single-layer neural net-
work, whereas the image-input is processed using a multi-
layer convolutional neural network. The encoded inputs are
then mapped via fully-connected layers to each output. We
allow the task input to modify each hidden, or convolutional,
layer using a learned projection of the task input specific to
each layer. This is related to the idea of cognitive control in
psychology (Cohen, Dunbar, and McClelland 1990) but also
to attention mechanisms used in machine learning (Hochre-
iter and Schmidhuber 1997).
More formally, the task-specific projection for the ith layer
ci is computed using a matrix multiplication with learned
task projection matrix Wt,i and task-input xt, followed by
a sigmoid:
ci = σ(Wt,ixt − β),
where β is a positive constant. The subtraction by β > 0
means that task projections are by default “off” i.e. close to
being 0. For a fully-connected layer, the task projection ci
modifies the hidden units for the ith layer hi through multi-
plicative gating to compute the hidden units hi+1:
hi+1 = g ((Wh,ihi + bi)⊙ ci) ,
whereWh,i andbi are the typical weight matrix and bias for
the fully-connected layer, and g is the non-linearity. For the
hidden units, we let g be the rectified linear activation func-
tion (ReLU) whereas for output units it is the identity func-
tion. Similarly, for a convolutional layer the feature maps
hi+1 are computed from hi as:
hi+1 = g ((hi ∗Wh,i + bi)⊙ ci) ,
where Wh,i is now the convolutional kernel. Note that we
use multiplicative biasing via the task projection whereas
previous work (Musslick et al. 2016; 2017) used additive bi-
asing.We foundmultiplicative biasing to work better for set-
tings in which the task projection matrix needs to be learned.
A visual example of the network architecture is shown in
Figure 3.
Training in this network occurs in the typical supervised
way with some modifications. To train for a specific task,
we feed in the stimulus-input and associated task-input, and
train the network to produce the correct label at the output
associated with the task. For outputs not associated with the
task, we train the network to output some default value. In
this work, we focus on classification-based tasks for sim-
plicity, and so the network is trained via cross-entropy loss
computed using the softmax over the network output logits
and the true class label. To train the network onmultitasking,
we feed in the stimulus-input and the associated task-input
(indicating which set of tasks to perform concurrently) and
train the network on the sum of losses computed at the out-
puts associated with the set of tasks. Note that we consider
the localization-based tasks as classification tasks by out-
putting a distribution over a set of pre-determined bounding
boxes that partition the image space.
5.3 Effect of Sharing Representations on
Learning Speed and Multitasking Ability
First, we consider the effect of the degree of shared represen-
tations on learning speed and multitasking ability. We con-
trol the level of sharing in the representations used by the
network by manipulating the task-associated weights Wt,i,
which implement, in effect, the task projection for each task.
The more similar the task projections are for two tasks, the
higher the level of sharing because more of the same hid-
den units are used for the two tasks. We vary Wt,i to ma-
nipulate what percent of hidden units overlap for the tasks.
Thus, 100% overlap indicates that all hidden units are used
by all tasks; 50% overlap indicates that 50% of the hid-
den units are shared between the tasks whereas the remain-
ing 50% are split to be used independently for each task;
and 0% overlap indicates that the tasks do not share any
hidden units in a layer. Note that in this experiment, dur-
ing training task-associated weights are frozen based on the
initialization that results in the specific overlap percentage,
but the weights in the remainder of the network are free to
be learned. Based on previous work (Musslick et al. 2016;
2017), we measure the degree of sharing at a certain layer
between two task representations by computing the correla-
tion between the mean representation for the tasks, where
the mean is computed by averaging the activity at the layer
across all training examples for a given task.
The results of the experiment manipulating the level of
overlap are shown in Figure 4. These show that as overlap is
(a)
(b) (c)
Figure 4: Effect of varying representational overlap. (a)
Comparison of learning speed of the networks. (b) Compar-
ison of the error in average task performance over all data
when multitasking compared to single-tasking. (c) Correla-
tion of convolutional layer representations between Tasks 3
and Tasks 4 computed using the average representation for
each layer across all the data. We show results for the tasks
involving the convolutional network, as those are the more
complex tasks we are interested in.
increased, sharing of representations across tasks increases
(as evidenced by the increase in correlations), which is asso-
ciated with an increase in the learning speed. However, this
is associated with a degradation in the multitasking ability of
the network, as a result of the increased interference caused
by increased sharing of the representations. Note that the
network with 0% overlap does not achieve error-free mul-
titasking performance. This suggests that there is a residual
amount of interference in the network induced by single-task
training that cannot be attributed do the chosenmanipulation
i.e. overlap between task representations.
5.4 Effect of Single-task vs Multitask Training
Having established that there is a trade-off in using shared
representations in the deep neural network architecture de-
scribed, we now focus on how different training regimens
- using single-tasking vs multitasking - impact the repre-
sentations used by the network and the network’s learn-
ing speed. Previous work indicated that single-task train-
ing promotes shared representations and learning efficiency
(Caruana 1997; Musslick et al. 2017) whereas training a
network to execute multiple tasks in parallel yields sepa-
rated representations between tasks and improvements in
multitasking (Musslick and Cohen, J. D. 2019). We com-
pare different networks that vary on how much multitasking
they are trained to do, from 0%, in which the network is
given only single-task training, to 90%, in which the net-
work is trained most of the time to do multitasking. Here,
the task-associated weights Wt,i are initialized to be uni-
formly high across the tasks, meaning that the network is
initially biased towards using shared representations, and all
the weights (including task weights) are then learned based
on the training regimen encountered by the network.We also
conduct an experiment in which the network isn’t as biased
towards using shared representations by initializing smaller
task-associated weights (see supplementary material). We
note that the number of examples and the sequence of ex-
amples for each task are the same for both types of condi-
tions (single-tasking or multitasking). The only difference is
that in the case of single-task learning each task is learned
independently using different forward and backward passes
whereas in multitasking, multiple tasks can be processed to-
gether and thus learned together.
The results of this experiment (Figure 5) show that as
the network is trained to do more multitasking, the learn-
ing speed of the network decreases and the correlation of
the task representations also decreases. Because the network
is initialized to use highly shared representations, we see
that a multitasking training regimen clearly forces the net-
work to move away from this initial starting point. The ef-
fect is stronger in the later layers, possibly because these lay-
ers may contribute more directly to the interference caused
when multitasking.
5.5 Meta-Learning
Finally, having established the trade-off between single-task
and multitask training, we evaluate the meta-learning algo-
rithm to test its effectiveness in optimizing this trade-off. In
order to test this in an environment with unknown serializa-
tion cost, we compare it with the extremes of always picking
single-task or multitask training. We fix the total number of
trials to be τ = 5000 and evaluate each of the methods on
varying serialization costs. For the meta-learner, we average
the performances over 15 different runs in order to account
for the randomness involved in its sampling choices and
measure its confidence interval. We fix the order in which
data is presented for the tasks for all options when compar-
ing them. Note that the meta-learner does not know the se-
rialization cost and so has to model its effects as part of the
received reward. We create two different environments to in-
duce different trade-offs for rewards between single-tasking
and multitasking. The first is a deterministic environment
whereas in the second we add noise to the inputs. Adding
noise to the inputs makes the tasks harder and seems to give
bigger benefit to the minimal basis set (and single-task train-
ing). We hypothesize that this is the case because sharing in-
formation across tasks becomes more valuable when noisy
information is provided for each task.
Figures 6a and 6b show that the meta-learning algorithm
achieves a reward rate that closely approximates the one
achieved by the strategy that yields the greatest reward for
(a)
(b) (c)
Figure 5: Effect of single-task vs multitask training. (a)
Comparison of learning speed of the networks. (b) Compar-
ison of the error in average task performance over all data
when multitasking compared to single-tasking (the lack of a
bar indicates no error). (c) Correlation of convolutional layer
representations between Tasks 3 and Tasks 4 computed us-
ing the average representation for each layer across all the
data. We again show results for the tasks involving the con-
volutional network.
a given serialization cost. Additionally, note that in the ex-
tremes of the serialization cost, the meta-learner seems bet-
ter at converging to the correct training strategy, while it
achieves a lower reward when the optimal strategy is harder
to assess. This difference is even clearer when we study the
average percent of trials for which the meta-learner picks
single-task training as a function of the serialization cost
in Figure 6c. We see that the meta-learning algorithm is
well-behaved, in that as the serialization cost increases, the
percent of trials in which it selects to do single-tasking
smoothly decreases. Additionally, at the points at which the
optimal strategy is harder to determine, the meta-learner
achieves reward closer to the worst strategy because it needs
more time to sample each strategy before settling on one.
6 Discussion
In this work we study the trade-off between using shared vs
separated representations in deep neural networks. We ex-
perimentally show that using shared representations leads
to faster learning but at the cost of degraded multitasking
(a) (b)
(c)
Figure 6: Evaluation of meta-learning algorithm. (a) Com-
parison of all methods on trade-off induced in original en-
vironment. (b) Comparison of all methods on trade-off in-
duced in environment where noise is added to inputs. (c)
Percent of trials for which meta-learner picks to do single-
tasking in both environments.
performance3. We additionally propose and evaluate a meta-
learning algorithm to decide which training strategy is best
to use in an environment with unknown serialization cost.
We believe simultaneous task execution as considered
here could be important for real-world applications as it min-
imizes the number of forward passes needed to execute a set
of tasks. The cost of a forward pass is an important factor
in embedded devices (in terms of both time and energy re-
quired) and scales badly as we consider larger task spaces
and more complex networks. Thus, optimally managing the
trade-off between learning speed vs multitasking could be
crucial for maximizing efficiency in such situations.
A promising direction for future studies involves applica-
tion of this meta-learner to more complex tasks. As we add
more tasks, the potential for interference increases across
tasks; however, as tasks become more difficult, the minimal
basis set becomes more desirable, as there is even bigger
benefit to sharing representations. Furthermore, in this more
complicated setting, we would also like to expand our meta-
learning algorithm to decide explicitly which set of tasks
should be learned so that they can be executed in multitask-
ing fashion and which set of tasks should only be executed
one at a time. This requires a more complicated model, as
we have to keep track of many possible strategies in order to
see what will give the most reward in the future.
3Note that limitations in multitasking due to shared represen-
tations may be bypassed by executing different single tasks across
multiple copies of the trained network. However, this strategy ap-
pears inefficient as it requires a higher amount of memory and com-
putation that scales with the number of tasks to be executed.
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