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A LOCAL CLT FOR LINEAR STATISTICS OF 2D COULOMB GASES
THOMAS LEBLE´ AND OFER ZEITOUNI
Abstract. We prove a local central limit theorem for fluctuations of linear statistics of smooth enough test
functions under the canonical Gibbs measure of two-dimensional Coulomb gases at any positive temperature.
The proof relies on the global central limit theorem of [BBNY16, LS18] and a new decay estimate for the
characteristic function of such fluctuations.
1. Introduction
1.1. Goal of the paper. Let PβN be the canonical Gibbs measure (defined below in (1.2)) of the two-
dimensional Coulomb gas with N particles XN = (x1, . . . , xN ) at inverse temperature β > 0, let µ0 be the
associated equilibrium measure and let XN :=
∑N
i=1 δxi be the (random) point configuration associated to
the N (random) positions of the particles. We introduce the random signed measure
(1.1) MN := XN −Nµ0
and, when ϕ is a continuous real-valued test function on R2, we define the fluctuations of ϕ as:
(1.2) 〈ϕ,MN 〉 :=
∫
R2
ϕ(x)dMN (x) =
N∑
i=1
ϕ(xi)−N
∫
R2
ϕ(x)dµ0(x).
The papers [LS18,BBNY16] prove a central limit theorem (CLT) for fluctuations of linear statistics, namely
quantities of the type 〈ϕ,MN 〉 where ϕ is smooth enough, possibly living at some mesoscopic scale, and
supported within the support of µ0. The random variable 〈ϕ,MN 〉 converges in distribution as N →∞ to a
certain Gaussian random variable Z (with explicit mean and variance). The goal of the present paper is to
prove a local central limit theorem, namely that:
for any a ∈ (−∞,+∞), PβN [〈ϕ,MN 〉 ∈ (a− εN , a + εN)] ∼N→∞ P [Z ∈ (a− εN , a + εN)] ,
where the characteristic size εN of the interval is allowed to go to 0 at certain speeds that we specify below,
depending on the scale at which the test function lives.
The proof relies on the existing CLT and a crucial new estimate of the decay at infinity of the fluctuations’
characteristic function. We use the transportation technique of [LS18,BLS18], which is closely related to the
loop equations toolbox as in e.g. [BG13,BBNY16]. We plan to use the new decay estimate we obtained in
further investigations of 2D Coulomb gases.
1.2. Setting.
• The equilibrium measure µ0 will be taken as a probability measure on R2 that satisfies: µ0 has a
compact support Σ and possesses a density m0 with respect to the Lebesgue measure that is bounded
below by a positive constant cmin on Σ. We assume that Σ is the closure of its interior, that the
boundary ∂Σ is a piece-wise C1 curve, and that the density m0 is of class C
3 on Σ.
• The confining potential ζ will simply denote a non-negative continuous function that vanishes on
the support Σ of µ0, is positive outside Σ, and grows at infinity in a “strongly confining” way, i.e.
lim inf |x|→∞
ζ(x)
log |x| > 2. We will denote by
~ζ(XN ) the quantity ~ζ(XN ) := 2N
∑N
i=1 ζ(xi).
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Definition 1.1 (The two-dimensional Coulomb energy). To any state of the system XN = (x1, . . . , xN ) we
associate its logarithmic energy F(XN , µ0) given by
(1.3) F(XN , µ0) :=
1
2
∫∫
(R2×R2)\△
− log |x− y|(dXN − dµ0)(x)(dXN − dµ0)(y),
where △ denotes the diagonal in R2 × R2. Recalling that − log is (up to a multiplicative constant) the
interaction potential for two-dimensional electrostatics, we can think of F(XN , µ0) as being the electrostatic
energy of a system consisting of N negative point charges placed at (x1, . . . , xN ) and a charged background
of opposite sign whose density is given by µ0.
Definition 1.2 (Canonical Gibbs measure of the two-dimensional Coulomb gas). For all β > 0 we consider
the probability measure PβN on
(
R2
)N
, with density
(1.4) dPβN(XN ) :=
1
ZβN
exp
(
−β
(
F(XN , µ0) + ~ζ(XN )
))
dXN ,
where ZβN is the normalizing constant, or partition function, given by the integral
ZβN :=
∫
(R2)N
exp
(
−β
(
F(XN , µ0) + ~ζ(XN )
))
dXN .
The measure PβN is called the canonical Gibbs measure, and β the inverse temperature parameter.
Henceforth, we fix N ≥ 2 and an arbitrary value of β > 0. We let XN be a random variable in (R2)N
distributed according to the Gibbs measure PβN , and XN be the associated random atomic measure of mass N
on R2.
Remark 1.3. Often, one defines a Coulomb Gibbs measure by choosing an “external potential” V that has
a certain regularity and growth at infinity. That is, given such function V , one defines the measure
(1.5) dQβN (XN ) :=
1
ẐβN
exp (−β (F(XN , 0) + V (XN ))) dXN ,
where ẐβN is a normalization constant and V (XN ) = N
∑N
i=1 V (xi). Classical potential theory then yields,
under the above mentioned mild assumptions on V , the existence of an equilibrium measure µ0 so that, on
its support,
∫
log |x− y|dµ0(y) = V (x) +Cµ0 , for an appropriate constant Cµ0 . One then obtains (1.4) with
the confining potential ζ given, off the support of µ0, by the difference of V and the logarithmic potential
of µ0. Here we prefer to forget V in order to work directly with the measure itself. Since we are restricting
ourselves to test functions supported inside the support Σ of µ0, the confining potential ζ will play almost
no role. We note that µ0 is still the “equilibrium measure” of the system in the sense that as N → ∞, the
empirical measure LN converges weakly to µ0 almost surely.
1.3. Statements. We fix a compactly supported function ϕ of class C5 on R2 and we take either:
• (Macroscopic case) ϕN = ϕ, assuming ϕ supported in the interior of Σ. In this case we set ℓN := 1.
• (Mesoscopic case) ϕN := ϕ
(
·−x¯N
ℓN
)
, where ℓN is such that N
−1/2 ≪ ℓN ≪ 1 and {x¯N}N is a sequence
of points in Σ that stays at a certain positive distance from ∂Σ.
We will usually omit the subscript N and simply write ϕ, with an implicit dependence on N in the mesoscopic
case.
Remark 1.4. The test functions that we consider always live in the interior of the support of the equilibrium
measure, in fact in both the macroscopic and mesoscopic cases their supports stay at some positive distance
from the boundary. Allowing the test functions to have a support intersecting (or even close to) the boundary
would raise several technical problems:
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• There is the well-known fact, see e.g. [Pas06] in the one dimensional case, that a CLT does not hold
in general if the support of µ0 has more than one connected component (one needs to assume some
compatibility conditions on the test function).
• The effect of such a “boundary” test function on the equilibrium measure and its support is very
subtle, see [SS18] for an analysis.
• The local laws that control the energy at small scales and that are needed to treat mesoscopic cases
have not been proven close to the boundary.
The main result of the present paper is the following theorem. In it and the rest of the paper, we use the
standard notation aN ≪ bN to mean that aN/bN →N→∞ 0.
Theorem 1 (Local CLT for fluctuations). Let Z be a Gaussian random variable with mean bZ equal to
0 (in the mesoscopic case) or 12π
(
1
β − 14
) ∫
R2
∆ϕ(x) logm0(x)dx (in the macroscopic case), and variance
σ2Z =
1
2πβ
∫
R2
|∇ϕ|2. Let a be a real number, and let {εN}N be a sequence that satisfies1:
(1.6)
ℓ−2N
N
logN ≪ εN ≪ 1.
Then the following local CLT holds2:
(1.7) PβN [〈ϕ,MN 〉 ∈ (a− εN , a + εN)] = P [Z ∈ (a− εN , a + εN )] (1 + oN (1)) .
The new technical ingredient in the proof of Theorem 1 is a decay estimate on the Fourier transform of
fluctuations. The (sequence of) test functions ϕ having been chosen as above, we introduce the characteristic
function FN :
(1.8) FN : ω 7→ FN (ω) := E
[
eiω〈ϕ,MN〉
]
.
We write C(ϕ, µ0, β) to denote a positive constant that depends only on ϕ, µ0 and the value of β.
Proposition 1.5 (Decay estimate on the Fourier transform of fluctuations). We have that
(1.9) |FN(ω)| ≤ C(ϕ, µ0, β)
(
1
ω2
+
ℓ−2N
N
)
, for |ω| > 1.
In Section 2, we present a proof of Theorem 1, assuming the decay estimate (1.9). We prove the latter in
Section 3. In the Appendix, we gather existing results around the logarithmic interaction energy, its “electric”
formulation, its behavior under a change of variables, and some useful a priori bounds.
1.4. Notation. Throughout the paper, constants Ki are universal, i.e. independent of ω or N (however,
they may depend on µ0 and β.) We use throughout the standard o(·) and O(·) notation. Thus, b = on(a)
means that b/a→n→∞ 0 and b = On(a) means that b/a remains bounded by a universal constant as n varies.
When the parameter n is clear from the context, we write an = o(bn), etc. The notation aN ≪ bN is thus
equivalent to the implicit notation a = oN (b). Finally, the notation O⋆(t) means a quantity whose absolute
value is bounded above by Ct where C may depend on other parameters, e.g. N,ω, but not on t.
When no confusion can occur, we use the symbols P, E to denote probabilities and expectations with
respect to the measure determined by the random variables involved. Thus, the left hand side of (1.7) equals
P [〈ϕ,MN 〉 ∈ (a− εN , a + εN )].
1The optimal lower bound probably does not have the logN factor.
2We observe that since Z has a Gaussian density the right hand-side of (1.7) is bounded above and below by positive constants
(depending on a) times εN .
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2. Proof of Theorem 1 using Proposition 1.5
In this section we fix an arbitrary sequence of positive real numbers δN such that
ℓ−2N
N
≪ δN ≪ εN .
We let R be a C∞ non-negative function of mass 1, supported on (−1, 1) and we let Rδ := 1δN R
(
·
δN
)
. We
use the function Rδ to regularize the random variable 〈ϕ,MN 〉 at scale δN , that is we let X˜δ be the sum
of 〈ϕ,MN 〉 and of an independent random variable with density Rδ. Since the random variable X˜δ almost
surely differs from the original variable by at most δN ≪ εN , it is enough to prove that for every a real, we
have:
P
[
X˜δ ∈ (a− εN , a + εN )
]
= P [Z ∈ (a− εN , a + εN )] (1 + oN (1)).
It will be clear from the proof that the value of a does not matter, and for simplicity of notation we take in
the sequel a = 0.
By regularization, X˜δ has a density with respect to the Lebesgue measure, which is bounded by some
function of N . We write the “local” probability P
[
X˜δ ∈ (−εN , εN )
]
as the integral of the indicator function
1[−εN ,εN ](t) against this density, and we use Parseval’s identity:
(2.1) P
[
X˜δ ∈ (−εN , εN)
]
=
∫
R
sin(εNω)
ω
R̂δ(ω)FN (ω)dω =
∫
R
sin(εNω)
ω
R̂(δNω)FN(ω)dω.
We decompose the integral over R in three parts: “low frequencies” where |ω| ≤ K (where K is an arbitrarily
large constant), “intermediate frequencies” where K ≤ |ω| ≤ 1δN and “high frequencies” where |ω| ≥ 1δN .
1. Low frequencies. We let
(2.2) F∞ = E(eiωZ) = e−ω
2
σ
2
Z
2
−iωbZ
denote the characteristic function of Z. The central limit theorem of [LS18, BBNY16] implies that FN
converges pointwise to F∞. For any fixed K, we thus have:∫
|ω|≤K
sin(εNω)
ω
R̂(δNω)FN (ω)dω = (1 + oN (1))
∫
|ω|≤K
sin(εNω)
ω
R̂(δNω)F∞(ω)dω.
Moreover, since F∞ is integrable, we have:∣∣∣∣∣
∫
|ω|>K
sin(εNω)
ω
R̂(δNω)F∞(ω)dω
∣∣∣∣∣ = εNoK(1),
and Parseval’s identity (2.1) holds for Z,F∞ as well, so we may write:∫
|ω|≤K
sin(εNω)
ω
R̂(δNω)FN(ω)dω = P [Z ∈ (−εN , εN)] (1 + oN (1)) + εNoK(1).
2. Intermediate frequencies. We have, using (1.9), the bound sin(εNω)ω ≤ min
(
εN ,
1
ω
)
, and a direct
integration: ∣∣∣∣∣
∫
K≤|ω|≤ 1
δN
sin(εNω)
ω
R̂(δNω)FN (ω)dω
∣∣∣∣∣ ≤ C(ϕ, µ0, β)
(
1
K
εN +
ℓ−2N
N
log
1
δN
)
.
Since we have assumed that ℓN ≫ N−1/2, that ℓ
−2
N
N ≪ δN ≪ εN and that
ℓ−2
N
logN
N ≪ εN ≪ 1, we obtain∣∣∣∣∣
∫
K≤|ω|≤ 1
δN
sin(εNω)
ω
R̂(δNω)FN(ω)dω
∣∣∣∣∣ ≤ εN (oK(1) + oN (1)) .
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3. High frequencies. In steps 1. and 2. we have simply bounded R̂ by 1. For |ω| ≥ 1δN we use the
smoothness of R and write that:
R̂(δNω) ≤ C(R)
δ2Nω
2
.
Using (1.9) again, we obtain (keeping in mind that
ℓ−2
N
N ≪ δN ≪ εN):∣∣∣∣∣
∫
|ω|≥ 1
δN
sin(εNω)
ω
R̂(δNω)FN (ω)dω
∣∣∣∣∣ ≤ C(R)C(ϕ, µ0, β)
∫ +∞
1
δN
1
ω
1
δ2Nω
2
(
1
ω
+
ℓ−2N
N
)
dω
≤ C(R)C(ϕ, µ0, β)δN = εNoN (1).
In conclusion, we see that:
P
[
X˜δ ∈ (−εN , εN)
]
= P [Z ∈ (−εN , εN )] (1 + oN (1)) + εN (oK(1) + oN (1)) .
We recall that P [Z ∈ (−εN , εN )] = O(εN ). Taking N → ∞ followed by K → ∞ concludes the proof of
Theorem 1.
3. Proof of Proposition 1.5
This section is devoted to the proof of Proposition 1.5, which goes in two steps. First, we establish a
differential equation, see (3.16), for the characteristic function FN . The homogeneous part of the differential
equation yields Gaussian decay. The non-homogeneous part contains a Fourier-like quantity associated to
the so-called anisotropy term (see (3.17) and Section A.3), which we study next.
For the first step, we need to evaluate derivatives of various quantities, with respect to a parameter ε that
is independent of N . The dependence in N will be irrelevant because we will take ε → 0 with N fixed. For
this reason, we recal that the notation O⋆(ε
2) denotes a quantity that is bounded by ε2 times a constant
possibly depending on N,ω (and, of course, on ϕ, β, µ0).
3.1. Preliminaries. Let ε be a real number, we define the map Tε : R
2 → R2 as follows:
(3.1) Tε(x) := x+
ε
ωN
∇ϕ(x)
m0(x)
.
We recall that by assumption the support of ϕ is contained inside the support Σ of µ0, and that the density
m0 is bounded below by a positive constant cmin on Σ. Thus Tε(x) is well-defined for all x and when |ε|
is smaller than (C(ϕ, µ0))
−1
ωN , the map Tε is a small (in C
1 norm) perturbation of the identity, hence a
C1-diffeomorphism of R2. We turn it into a change of variables on (R2)N by setting:
~Tε(x1, . . . , xN ) := (Tε(x1), . . . ,Tε(xN )) .
In this proof, we let µε be the push-forward of µ0 by the map Tε. By the change of variable formula we can
compute the density mε of µε as:
(3.2) mε = m0 − div
(
m0
ε
ωN
∇ϕ
m0
)
+O⋆(ε
2) = m0 − ε
ωN
∆ϕ+O⋆(ε
2).
Let us write FN (ω) explicitly as3:
FN(ω) = 1
ZβN
∫
(R2)N
exp
(
−βF(YN , µ0) + ~ζ(YN ) + iω〈ϕ,YN −Nµ0〉
)
dYN ,
and perform the change of variables YN = ~Tε(XN ). We obtain:
(3.3)
FN (ω) = 1
ZβN
∫
(R2)N
exp
(
−βF
(
~Tε(XN ), µ0
)
+ ~ζ(XN ) + iω〈ϕ, ~Tε(XN )−Nµ0〉
)( N∏
i=1
det DTε(xi)
)
dXN .
3Here we first choose YN to denote our “state of the system” variable, we will then perform a change of variables.
6 THOMAS LEBLE´ AND OFER ZEITOUNI
The confining potential ~ζ has not felt the effect of the change of variables because by assumption it vanishes
on Σ and ~Tε is the identity outside Σ.
We now study the three components of the integrand in (3.3):
F
(
~Tε(XN ), µ0
)
, iω〈ϕ, ~Tε(XN )−Nµ0〉,
N∏
i=1
det DTε(xi).
3.2. Effect of transport on the energy. We study the term F
(
~Tε(XN ), µ0
)
in (3.3) and prove the
following expansion in ε.
Claim 3.1. With A1 as in (A.5), we have:
(3.4) F
(
~Tε(XN ), µ0
)
= F(XN , µ0) +
ε
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
+
2πε
ω
〈ϕ,MN 〉+O⋆(ε2).
The term A1 in (3.4), whose definition is recalled in Section A.3, is the “anisotropy” term introduced
in [LS18] and studied deeply in [Ser20]. We will rely on existing results (quoted in the Appendix) about A1
and its behavior under a change of variables. This import of results motivated our assumptions in subsection
1.2.
Proof of Claim 3.1. Writing µ0 = µε + (µ0 − µε) in the definition (1.3) of the energy yields:
(3.5) F(~Tε(XN ), µ0) = I + II + III,
where the terms I, II, III are obtained by expanding the quadratic form associated to the energy:
I := F
(
~Tε(XN ),Tε#µ0
)
, II :=
1
2
∫∫
− log |x− y| (Ndµε −Ndµ0)⊗2 (x, y),
III :=
∫∫
− log |x− y|
(
~Tε(XN )−Ndµε
)
(x) (Ndµε −Ndµ0) (y).
• For I, using (A.6) of Lemma A.1 with µ = µ0, ψ = ∇ϕ
m0
and t = εNω , we obtain:
(3.6) I := F
(
~Tε(XN ),Tε#µ0
)
= F(XN , µ0) +
ε
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
+O⋆(ε
2).
• For II, identity (3.2) shows that it is of second order in ε:
(3.7) II = O⋆(ε
2).
• For III, using (3.2) again we find
III =
∫∫
− log |x− y|
(
− ε
ω
∆ϕ(y)
)
dy
(
N∑
i=1
δTε(xi) −N(Tε#µ0)
)
(dx) +O⋆(ε
2).
The integral over y can be eliminated using the following identity, valid for f in C2c (R
2),
(3.8)
∫
R2
− log |x− y|∆f(y)dy = −2πf(x).
Changing variables by Tε in the integral over x, we conclude that
III = 2π
ε
ω
∫
ϕ ◦ Tε(x)
(
N∑
i=1
δxi −Nµ0
)
(dx) =
2πε
ω
〈ϕ ◦ Tε,MN 〉.
Since ϕ is differentiable and Tε = Id +O⋆(ε) we have ϕ ◦ Tε = ϕ+O⋆(ε) and thus
(3.9) III =
2πε
ω
〈ϕ,MN 〉+O⋆(ε2).
Combining (3.6), (3.7), (3.9) proves the claim. 
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3.3. Effect of transport on the fluctuations. We study the term iω〈ϕ, ~Tε(XN ) − Nµ0〉 in (3.3) and
prove the following expansion in ε:
Claim 3.2. We have:
(3.10) iω〈ϕ, ~Tε(XN )−Nµ0〉 = iω〈ϕ,MN〉+ iε
∫
R2
|∇ϕ(x)|2dx+ iε
N
〈 |∇ϕ|2
m0
,MN
〉
+O⋆(ε
2)
Proof of Claim 3.2. The following identity holds:
〈ϕ, ~Tε(XN )−Nµ0〉 = 〈ϕ,XN −Nµ0〉+
N∑
i=1
(ϕ ◦ Tε(xi)− ϕ(xi)) .
From the definition (3.1) of the map Tε and Taylor’s expansion we obtain that
ϕ ◦ Tε(x) = ϕ
(
x+
ε
Nω
∇ϕ(x)
m0(x)
)
= ϕ(x) +
ε
Nω
∇ϕ(x) · ∇ϕ(x)
m0(x)
+O⋆(ε
2).
We can thus write 〈ϕ, ~Tε(XN )− µ0〉 as
〈ϕ, ~Tε(XN )−Nµ0〉 = 〈ϕ,MN 〉+ ε
Nω
N∑
i=1
|∇ϕ(xi)|2
m0(xi)
+O⋆(ε
2).
We may compare the discrete sum to an integral against µ0 by introducing a new fluctuation term:
ε
Nω
N∑
i=1
|∇ϕ(xi)|2
m0(xi)
=
ε
ω
∫
R2
|∇ϕ(x)|2
m0(x)
m0(x)dx +
ε
Nω
〈 |∇ϕ|2
m0
,MN
〉
,
and we finally obtain:
iω〈ϕ, ~Tε(XN )−Nµ0〉 = iω〈ϕ,MN〉+ iε
∫
R2
|∇ϕ(x)|2dx+ iε
N
〈 |∇ϕ|2
m0
,MN
〉
+O⋆(ε
2),
which proves the claim. 
3.4. Computation of the Jacobian. We study the term
∏N
i=1 det DTε(xi) in (3.3) and prove the following
expansion in ε:
Claim 3.3. We have:
(3.11)
N∏
i=1
det DTε(xi) = 1 +
ε
ωN
∫
R2
∆ϕ(x) logm0(x)dx +
ε
ωN
〈
div
(∇ϕ
m0
)
,MN
〉
+O⋆(ε
2).
Proof of Claim 3.3. The proof follows a computation from [LS18]. We rewrite the left-hand side of (3.11)
as exp
(∑N
i=1 log detDTε(xi)
)
, and compare the summand with an integral against µ0 by introducing a new
fluctuation term:
(3.12)
N∑
i=1
log det DTε(xi) = N
∫
R2
log det DTε(x)dµ0(x) + 〈log det DTε,MN 〉 .
By the change of variables formula, we have that det DTε(x) =
m0(x)
mε◦Tε(x)
and therefore∫
R2
log det DTε(x)dµ0(x) =
∫
R2
logm0(x)dµ0(x) −
∫
R2
logmε(x)dµε(x).
Using (3.2) and a first order Taylor expansion in the last display, we obtain that
(3.13)
∫
R2
log det DTε(x)dµ0(x) =
ε
Nω
∫
R2
∆ϕ(x) logm0(x)dx +O⋆(ε
2).
8 THOMAS LEBLE´ AND OFER ZEITOUNI
On the other hand, using a Taylor’s expansion for det around the identity matrix we have:
log det DTε(x) =
ε
Nω
div
(∇ϕ
m0
)
(x) +O⋆(ε
2).
Combining the last display with (3.12) and (3.13), we obtain (3.11) and complete the proof of the claim. 
3.5. Combining the effects of the transport. Using Claims 3.1, 3.2 and 3.3 in (3.3), we obtain:
FN(ω) = 1
ZβN
∫
exp
(
−βF(XN , µ0) + ~ζ(XN ) + iω〈ϕ,MN〉
)
×
(
1− βε
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
− 2πβε
ω
〈ϕ,MN 〉+O⋆(ε2)
)
×
(
1 + iε
∫
R2
|∇ϕ(x)|2dx+ iε
N
〈 |∇ϕ|2
m0
,MN
〉
+O⋆(ε
2)
)
×
(
1 +
ε
ω
∫
R2
∆ϕ(x) logm0(x)dx +
ε
ωN
〈
div
(∇ϕ
m0
)
,MN
〉
+O⋆(ε
2)
)
dXN .
Since the left side in the last display is independent of ε, identifying the terms of order 1 in ε gives that:
1
ZβN
∫
exp
(
−βF(XN , µ0) + ~ζ(XN ) + iω〈ϕ,MN〉
)(
− β
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
− 2πβ
ω
〈ϕ,MN 〉
+ i
∫
R2
|∇ϕ(x)|2dx+ i
N
〈 |∇ϕ|2
m0
,MN
〉
+
1
ω
∫
R2
∆ϕ(x) logm0(x)dx +
1
ωN
〈
div
(∇ϕ
m0
)
,MN
〉)
dXN = 0,
which can be seen as the expectation (under PβN ) of the quantity exp (iω〈ϕ,MN〉) multiplied by some terms.
We now make the following observations:
1. The expectation of − 2πβω 〈ϕ,MN 〉 yields a multiple of the derivative of FN (ω), indeed:
−2πβ
ω
E [exp (iω〈ϕ,MN〉) 〈ϕ,MN 〉] = −2πβ
ω
1
i
F ′N(ω) =
2iπβ
ω
F ′N(ω).
We note in passing that the choice of the transport Tε, see (3.1), was geared toward obtaining the derivative
F ′N(ω) in the last display. The fact that we are working in dimension d = 2 played a crucial role in the design
of the transport, via the identity (3.8).
2. The term i
∫
R2
|∇ϕ(x)|2dx = i‖ϕ‖2H1 is a constant, and so is the term 1ω
∫
R2
∆ϕ(x) logm0(x)dx.
3. For the fluctuation terms, using the fact that “fluctuations are bounded in L1(P)” as expressed in
Lemma A.2, we can write:
(3.14)
∣∣∣∣E [exp (iω〈ϕ,MN〉) iN
〈 |∇ϕ|2
m0
,MN
〉]∣∣∣∣ ≤ 1N E
[∣∣∣∣〈 |∇ϕ|2
m0
,MN
〉∣∣∣∣] ≤ C(ϕ, β, µ0) 1N ℓ−2N ,
where C(ϕ, β, µ0) is some constant (depending on the test function ϕ, on β and on µ0). Indeed, since ϕ lives
at scale ℓN , the gradient ∇ϕ is of order ℓN , the function |∇ϕ|
2
m0
is bounded by a constant (depending on m0)
times ℓ−2N and every additional derivative loses a factor ℓ
−1
N . The a priori bound of Lemma A.2 states that
the fluctuation of 〈 |∇ϕ|2
m0
,MN〉 is of order ℓ−2N . Similarly, we have:
(3.15)∣∣∣∣E [exp (iω〈ϕ,MN〉) 1ωN
〈
div
(∇ϕ
m0
)
,MN
〉]∣∣∣∣ ≤ 1ωN E
[∣∣∣∣〈div(∇ϕ
m0
)
,MN
〉∣∣∣∣] ≤ C(ϕ, β, µ0) 1ωN ℓ−2N .
Since we are interested in the decay of FN (ω) for |ω| > 1, the bound (3.14) is the dominant one. We note
in passing that in order to apply Lemma A.2, we need both |∇ϕ|
2
m0
and div
(
∇ϕ
m0
)
to be of class C3, which is
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guaranteed when ϕ itself is of class C5 and m0 of class C
3, hence our regularity assumptions - which we have
not tried to optimize.
4. Concerning the term − βNωA1
(
XN , µ0,
∇ϕ
m0
)
, in (A.5) of Section A.3 we decompose A1 into:
A1
(
XN , µ0,
∇ϕ
m0
)
= Ani
(
XN , µ0,
∇ϕ
m0
)
+
1
4
N∑
i=1
div
(∇ϕ
m0
)
(xi).
The sum in the right-hand side can be compared to a continuous integral, and we obtain, after an integration
by parts, that
N∑
i=1
div
(∇ϕ
m0
)
(xi) = N
∫
R2
∆ϕ(x) logm0(x)dx +
〈
div
(∇ϕ
m0
)
,MN
〉
,
with the same fluctuation term as the one obtained in Claim 3.3. (The first term in the right hand side of
the last display contributed to the mean of Z in Theorem 1.) To summarize, we have:
− β
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
= − β
Nω
Ani
(
XN , µ0,
∇ϕ
m0
)
− β
4ω
∫
R2
∆ϕ(x) logm0(x)dx + C(ϕ, β, µ0)
1
ωN
ℓ−2N .
We may thus write, in conclusion:
(3.16)
(
i‖ϕ‖2H1 +
(
1
ω
− β
4ω
)∫
R2
∆ϕ(x) logm0(x)dx
)
FN(ω) + 2iπβ
ω
F ′N(ω)
=
β
Nω
G(ω) + C(ϕ, β, µ0) 1
N
ℓ−2N ,
where G(ω) is defined as E
[
eiω〈ϕ,MN〉Ani
(
XN , µ0,
∇ϕ
m0
)]
, i.e.4:
(3.17) G(ω) := 1
ZβN
∫
(R2)N
exp
(
−βF(YN , µ0) + ~ζ(YN ) + iω〈ϕ,YN −Nµ0〉
)
Ani
(
YN , µ0,
∇ϕ
m0
)
dYN .
Remark 3.4. If the right-hand side of (3.16) were zero, we would obtain a simple ODE for FN (ω) of the
form
F ′N (ω) =
(
−ω‖ϕ‖
2
H1
2πβ
+
i
2π
(
1
β
− 1
4
)∫
R2
∆ϕ(x) logm0(x)dx
)
FN (ω),
whose solution (since FN (0) = 1) would indeed coincide with the Fourier transform of the limiting distribution
for fluctuations of linear statistics as obtained in [LS18,BBNY16].
Using an a priori bound on Ani, we can see that |G(ω)| is of order N . This is not enough for our purposes,
which is why we need to go further and study the decay of G(ω) itself. This is established in the next section.
3.6. Additional decay estimate.
Lemma 3.5. There exists a constant C(ϕ, µ0, β) so that, for |ω| > 1,
(3.18) |G(ω)| ≤ C(ϕ, µ0, β)
(
N
ω
+ ℓ−2N
)
.
Proof of Lemma 3.5. We use the same strategy as above, and perform the same change of variables, namely
YN = ~Tε(XN ) in the right-hand side of (3.17). We get:
(3.19) G(ω) = 1
ZβN
∫
(R2)N
exp
(
−βF
(
~Tε(XN ), µ0
)
+ ~ζ(XN ) + iω〈ϕ, ~Tε(XN )−Nµ0〉
)
× Ani
(
~Tε(XN ), µ0,
∇ϕ
m0
)( N∏
i=1
det DTε(xi)
)
dXN .
4Here we simply switch back to YN as the variable in the integral.
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The effect of this change of variables has been previously computed for all the terms except for the anisotropy
itself.
Claim 3.6 (Effect of the change of variables on the anisotropy). When YN = ~Tε(XN ), we have:
(3.20)
∣∣∣∣Ani(YN , µ0, ∇ϕ
m0
)
− Ani
(
XN , µ0,
∇ϕ
m0
)∣∣∣∣ ≤ C(ϕ, β, µ0) εω ℓ−3NN1/2 (EnerPts +Nℓ2N)+O⋆(ε2).
The quantity EnerPts will be introduced in Section A.2 as the sum of the electric field Ele and the number
of points Points on the support of ϕ, but its precise definition is irrelevant for the moment. It suffices to keep
in mind that EnerPts is of order Nℓ2N in a sense made precise below. We postpone the proof of Claim 3.6 to
Section A.5. We then argue as in Section 3.5. We obtain:
G(ω) = 1
ZβN
∫
exp
(
−βF(XN , µ0) + ~ζ(XN ) + iω〈ϕ,MN〉
)
×
(
1− βε
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
− 2πβε
ω
〈ϕ,MN 〉+O⋆(ε2)
)
×
(
1 + iε
∫
R2
|∇ϕ(x)|2dx+ iε
N
〈 |∇ϕ|2
m0
,MN
〉
+O⋆(ε
2)
)
×
(
1 +
ε
ω
∫
R2
∆ϕ(x) logm0(x)dx +
ε
ωN
〈
div
(∇ϕ
m0
)
,MN
〉
+O⋆(ε
2)
)
×
(
Ani
(
XN , µ0,
∇ϕ
m0
)
+ C(ϕ, β, µ0)
ε
ω
ℓ−3N
N1/2
(
EnerPts +Nℓ2N
)
+O⋆(ε
2)
)
dXN .
Identifying again the terms of order 1 in ε, we find that
1
ZβN
∫
exp
(
−βF(XN , µ0) + ~ζ(XN ) + iω〈ϕ,MN〉
)[
Ani
(
XN , µ0,
∇ϕ
m0
)
×
[
− β
Nω
A1
(
XN , µ0,
∇ϕ
m0
)
− 2πβ
ω
〈ϕ,MN 〉
+ i
∫
R2
|∇ϕ(x)|2dx+ i
N
〈 |∇ϕ|2
m0
,MN
〉
+
1
ω
∫
R2
∆ϕ(x) logm0(x)dx +
1
ωN
〈
div
(∇ϕ
m0
)
,MN
〉]
+ C(ϕ, β, µ0)
1
ω
ℓ−3N
N1/2
(
EnerPts +Nℓ2N
) ]
dXN = 0.
We use the following a priori bounds, valid in L2(PβN ) (see Section A.6):∣∣∣∣Ani(XN , µ0, ∇ϕ
m0
)∣∣∣∣ ≤ C(ϕ, µ0, β)N (Lemma A.3)
|〈ϕ,MN 〉| ≤ C(ϕ, µ0, β) (Lemma A.2)∣∣∣∣〈 |∇ϕ|2
m0
,MN
〉∣∣∣∣ ≤ C(ϕ, µ0, β)ℓ−2N (Lemma A.2)∣∣∣∣〈div(∇ϕ
m0
)
,MN
〉∣∣∣∣ ≤ C(ϕ, µ0, β)ℓ−2N (Lemma A.2)
EnerPts ≤ C(µ0, β)Nℓ2N (Lemma A.3)
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and, keeping only the dominant terms, we obtain that:
|G(ω)| ≤ C(ϕ, µ0, β)
(
N
ω
+ ℓ−2N
)
,
which concludes the proof of Lemma 3.5. 
Substituting the estimate from Lemma 3.5 into (3.16), we obtain a differential equation for FN of the
form:
(iA+B)FN (ω) + iC
ω
F ′N (ω) =
D1
ω2
+
D2ℓ
−2
N
N
,
where A,C are positive constants (depending on β, ϕ), D1, D2 are bounded (depending on β, ϕ, µ0) and B
is real (depending on β, ϕ, µ0). Solving this equation yields:
|FN (ω)| ≤ C(ϕ, µ0, β)
(
1
ω2
+
ℓ−2N
N
)
,
which concludes the proof of Proposition 1.5.
Appendix A. Electric fields and anisotropy
Let µ be a probability measure with a bounded density and XN a N -tuple of points in R
2.
In this section, we denote by |f |k the norm of the k-th derivative of f (with |f |0 denoting the supremum
norm of f). We recall that K denotes a universal constant, dependent only on µ0, β and in particular
independent of N,ω, ψ, whose value may change from line to line. We also recall the definition of O⋆(t), see
subsection 1.4.
A.1. The electric field formalism. We define the electric field ∇hµ associated with µ and XN as
∇hµ(z) =
(
N∑
i=1
−∇ log |z − xi| −N
∫
R2
−∇ log |z − x|dµ(x)
)
.
This vector field is in Lploc for every p < 2 but fails to be in L
2 because of its singularity around each point
charge. Let ~η = (η1, . . . , ηN ) be a vector of positive numbers, we define the truncated electric field ∇hµ~η as:
(A.1) ∇hµ~η (z) := ∇hµ(z)−
N∑
i=1
∇fηi(z − xi),
where fηi(z) := (log ηi − log |z|)+. We refer to e.g. [LS18, Section 2.2] and the references therein for a more
detailed discussion of this procedure. It has the effect of canceling the contribution to the electric field coming
from the particle xi in the disk of radius ηi around xi, thus effectively truncating the singularity around each
charge.
A particularly convenient choice of the truncation parameter is the nearest-neighbor distances. For any
i = 1, . . . , N we let ri be the following quantity:
(A.2) ri :=
1
4
min
(
1√
N
,min
j 6=i
|xi − xj |
)
,
and we let ~r := (r1, . . . , rN ).
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A.2. Electric energy (and number of points). For Ω ⊂ R2,5 we introduce the notation Ele(Ω) to denote
the “electric field energy” in Ω
(A.3) Ele(Ω) :=
∫
Ω
|E~r|2.
We also let Points be the number of points of the configuration XN in (an N
−1/2-neighborhood of) Ω.
When working with a test function ϕ compactly supported in a domain of characteristic size ℓN , we write
EnerPts for the sum of the electric energy and the number of points on the support of ϕ. This quantity is
typically of order Nℓ2N , see Lemma A.3.
A.3. The anisotropy. The “anisotropy” term was introduced in [LS18] as the first order effect of a transport
map (applied both to the particles and the background measure) to the interaction energy. We will also quote
results from [Ser20, Section 4]), where this quantity is studied extensively.
When µ has a bounded density and ψ is a C1 vector field, we define Ani(XN , µ, ψ) as:
(A.4) Ani(XN , µ, ψ) :=
1
2
lim
η→0+
1
2π
∫
R2
〈
∇hµ~η , (2Dψ − (divψ)Id)∇hµ~η
〉
,
where ∇hµ~η is the truncated electric field defined above, with truncation ~η := (η, . . . , η).
Note that in [Ser20] however, the “anisotropy” is rather defined as:
(A.5) A1(XN , µ, ψ) := Ani(XN , µ, ψ) +
1
4
N∑
i=1
divψ(xi).
One advantage is that A1 admits an alternative non-asymptotic expression (no need to take a limit η → 0 as
in (A.4)), see [Ser20, (4.11)]. Generally, A1 is the natural quantity to consider in several questions. However,
for our purposes, we sometimes prefer to consider the two terms in the right-hand side of (A.5) separately.
A.4. Effect of a transport map. The following results are direct consequences of [Ser20, Proposition 4.3],
upon noting that Ξ(t) of the latter satisfies that F ((Id + tψ)(XN ), (Id + tψ)#µ) − Ξ(t) is independent of t,
substituting [Ser20, (4.8)] into [Ser20, (4.9),(4.10)], and using [Ser20, (4.11)].
Lemma A.1 (Effect of a transport map). Let ψ be in C2(R2,R2) with compact support. We have, as t→ 0:
(A.6) F ((Id + tψ)(XN ), (Id + tψ)#µ)− F (XN , µ) = tA1(XN , µ, ψ) +O⋆(t2).
Further,
|A1 ((Id + tψ)(XN ), (Id + tψ)#µ, ψ)− A1 (XN , µ, ψ)|
≤ Kt
(
|ψ|2
1
+ |ψ|0|ψ|2 + |ψ|1|ψ|2N−1/2
) ∣∣∣∣F (XN , µ) + 12#IN logN
∣∣∣∣+O⋆(t2),
where #IN denotes the number of points of XN in (a N
−1/2-neighborhood of) the support of ψ.
We can easily translate both results in terms of Ani (instead of A1) by writing
(A.7) F ((Id + tψ)(XN ), (Id + tψ)#µ)− F (XN , µ) = tAni(XN , µ, ψ) + t
N∑
i=1
divψ(xi) +O⋆(t
2).
and
(A.8) |Ani ((Id + tψ)(XN ), ψ, (Id + tψ)#µ)− Ani (XN , ψ, µ)|
≤ Kt
((
|ψ|21 + |ψ|0|ψ|2 + |ψ|1|ψ|2N−1/2
) ∣∣∣∣F (XN , µ) + 12#IN logN
)
+#IN |ψ|2|ψ|0
∣∣∣∣ .
5We note that in the application in Section 3 we always take Ω to be the support of ϕ
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(When applying [Ser20], one may wonder whether one needs to consider IN (XN ) or IN ((Id + tψ)(XN )).
However, since we only care about the asymptotics as t→ 0, and since all points xi are translated at most by
t|ψ(x)| and are only translated within the support of ψ, there is no difference which of the two we consider.)
In our application, |ψ|0 is of order ℓ−1N and each derivative loses a factor ℓ−1N ≪ N1/2, so in the second
comparison, the factor |ψ|2
1
+ |ψ|0|ψ|2 + |ψ|1|ψ|2N−1/2 is of order ℓ−2N .
A.5. Proof of Claim 3.6. .
Proof of Claim 3.6. We again denote by µε the push-forward of µ0 by Tε, and we let YN = ~Tε(XN ). To
prove the claim, we need to compare Ani
(
XN , µ0,
∇ϕ
m0
)
and Ani
(
YN , µ0,
∇ϕ
m0
)
.
We first compare Ani
(
XN , µ0,
∇ϕ
m0
)
with Ani
(
YN , µε,
∇ϕ
m0
)
. Applying (A.8) of the second part of Lemma
A.1, with µ = µ0, ψ =
∇ϕ
m0
and t = εNω , and using the scaling properties of ϕ and its derivatives we get:
(A.9)
∣∣∣∣Ani(YN , µε, ∇ϕ
m0
)
− Ani
(
XN , µ0,
∇ϕ
m0
)∣∣∣∣ ≤ C(ϕ, β, µ0)εℓ−4NNω EnerPts,
where we use the notation EnerPts as introduced in Section A.2. It remains to compare Ani
(
YN , µε,
∇ϕ
m0
)
(that we will denote here by Ani(ε) for brevity) and Ani
(
YN , µ0,
∇ϕ
m0
)
(denoted below by Ani(0)). The points
stay the same but the reference measure changes. It will be convenient to use some notation:
• Let E(0,Y) denote the electric field corresponding to the charges in YN and the background of density
m0, namely
E(0,Y)(z) :=
∫
R2
−∇ log |z − x| (YN −Nµ0) (dx).
• Let E(ε,Y) denote the electric field corresponding to the charges in YN and the modified background
µε, namely:
E(ε,Y)(z) :=
∫
R2
−∇ log |z − x| (YN −Nµε) (dx),
• We let E(0,Y)~η , E(ε,Y)~η be the corresponding truncated fields.
Using the expansion of µε stated in (3.2), the difference between E
(0,Y) and E(ε,Y) is fairly easy to compute.
We get:
(A.10) E
(0,Y)
~η (z)− E(ε,Y)~η (z) = E(0,Y)(z)− E(ε,Y)(z) = 2π
ε
ω
∇ϕ(z) +O⋆(ε2),
where we have used again the identity (3.8).
Going back to the definition (A.4) of Ani we see that (with ψ = ∇ϕ
m0
for brevity)
2
(
Ani
(ε) − Ani(0)
)
= lim
η→0+
1
2π
∫
R2
〈
E
(0,Y)
~η (2Dψ − (divψ) Id)E(ε,Y)~η − E(0,Y)~η
〉
+
〈
E
(ε,Y)
~η − E(0,Y)~η , (2Dψ − (divψ) Id)E(ε,Y)~η
〉
.
Both terms are bounded similarly. Ho¨lder’s inequality yields:∫
R2
〈
E
(0,Y)
~η
(
2D
∇ϕ
m0
−
(
div
∇ϕ
m0
)
Id
)
E
(ε,Y)
~η − E(0,Y)~η
〉
≤ C(µ0)‖E(0,Y)~η ‖L1(suppϕ)|ϕ|2‖E(ε,Y) − E(0,Y)‖L∞ .
Using (A.10) and the scaling properties of ϕ, which is supported on a disk of radius ℓN , we get:∣∣∣Ani(ε) − Ani(0)∣∣∣ ≤ C(ϕ, µ0) ε
ω
ℓ−3N ‖E(0,Y)‖L1(suppϕ) +O⋆(ε2)
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Note that the L1 norm of E(0,Y) is indeed finite. We can compare it to the electric energy by writing
(A.11) ‖E(0,Y)‖L1(suppϕ) ≤ ‖E(0,Y)~r ‖L1(suppϕ) +
∑
xi∈suppϕ
‖∇fr(xi)‖L1
≤ ‖E(0,Y)~r ‖L2(suppϕ)
(
ℓ2N
)1/2
+ Points(suppϕ)N−1/2,
up to some universal multiplicative constant. In (A.11) we first have re-introduced a truncation (using the
nearest-neighbor distance r defined in Section A.1) and then used Ho¨lder’s inequality. The contribution of the
truncation terms ∇fr(xi) can be bounded explicitly, using the fact that r(xi) is, by definition, always smaller
than N−1/2, and the elementary bound (see [Ser20, Sec. 3.3.]):
∫
R2
|∇f(η)| ≤ Cη.
We can thus write:∣∣∣∣Ani(YN , µε, ∇ϕ
m0
)
− Ani
(
YN , µ0,
∇ϕ
m0
)∣∣∣∣
≤ C(ϕ, µ0) ε
ω
ℓ−3N
(
‖E(0,Y)~r ‖L2(suppϕ)
(
ℓ2N
)1/2
+ Points(suppϕ)N−1/2
)
+O⋆(ε
2).
The L2 norm of the truncated electric field corresponds to the square root of the electric energy as defined
in (A.3), so we write
‖E(0,Y)~r ‖L2(suppϕ)
(
ℓ2N
)1/2
=
√
Ele(supp(ϕ))
N1/4
(ℓNN
1/4) ≤ Ele(supp(ϕ))
N1/2
+ ℓ2NN
1/2,
where we expect both terms to be of the same size. Combining with (A.9) and keeping only the dominant
terms, we obtain:∣∣∣∣Ani(YN , µ0, ∇ϕ
m0
)
− Ani
(
XN , µ0,
∇ϕ
m0
)∣∣∣∣ ≤ C(ϕ, β, µ0) εω ℓ−3NN1/2 (EnerPts +Nℓ2N)+O⋆(ε2)
which proves the claim. 
A.6. A priori bounds.
Lemma A.2 (Fluctuations are bounded in L1, L2). Assume {ξN}N is a sequence of test functions supported
on a disk of radius ℓN , and such that |ξN |k ≤ Mℓ−kN for k ≤ 3, with a uniform constant M > 1. Then the
sequence of random variables {〈ξN ,MN 〉}N is bounded in L1(PβN ), L2(PβN ) by some constant (depending only
on β, µ0) times M .
Proof. This is a consequence of [Ser20, Corollary 2.1], which proves in fact boundedness of the exponential
moments, with an explicit bound in terms of the constant M . In particular, taking the parameter τ = 1CM
in [Ser20, equation (2.21)] and applying Jensen’s inequality yields a control by (some constant times) M in
L1 and L2 norm. 
Lemma A.3 (Bound on the electric energy, the number of points, the anisotropy). Let Ω be a disk of radius
r contained in the interior of Σ (the support of µ0). Then
(1) Ele(Ω) is bounded in L1(PβN ), L
2(PβN ) by some constant (depending only on β, µ0) times Nr
2.
(2) Points(Ω) is bounded in L1(PβN ), L
2(PβN ) by some constant (depending only on β, µ0) times Nr
2.
(3) If ψ is C1 and supported on Ω, then Ani(XN , µ0, ψ) is bounded in L
1(PβN ), L
2(PβN ) by some constant
(depending only on β, µ0) times |ψ|1Nr2.
Moreover the constants are uniform for disks at a given distance of the boundary ∂Σ.
Proof. The first two points follow from the local laws for two-dimensional Coulomb gases, obtained in [Leb17,
BBNY17] and refined in [AS19], see also [Ser20, Proposition 3.7] for a summary. The bound on the anisotropy
can be inferred from combining [Ser20, Proposition 4.3] and the aforementioned controls on both the electric
energy and the number of points. 
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