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Abstract. We present new methods for modelling nonlinear threshold-type autoregres-
sive behaviour in periodically correlated time series. The methods are illustrated using a
series of average monthly ﬂows of the Fraser River in British Columbia. Commonly used
nonlinearity tests of the river ﬂow data in each month indicate nonlinear behaviour in
certain months. The periodic nonlinear correlation structure is modelled nonparametri-
cally using TSMARS, a time series version of Friedman’s extended multivariate adaptive
regression splines (MARS) algorithm, which allows for categorical predictor variables. We
discuss two methods of using the computational algorithm in TSMARS for modelling and
ﬁtting periodically correlated data. The ﬁrst method applies the algorithm to data from
each period separately. The second method models data from all periods simultaneously
by incorporating an additional predictor variable to distinguish diﬀerent behaviour in
diﬀerent periods, and allows for coalescing of data from periods with similar behaviour.
The models obtained using TSMARS provide better short-term forecasts for the Fraser
River data than a corresponding linear periodic AR model.
Keywords. Nonlinearity; periodic correlation; streamﬂows; threshold autoregression;
TSMARS.
1. INTRODUCTION
Periodically varying components are characteristic of many types of economic
and hydrological time series. Examples include quarterly sales ﬁgures, monthly
river ﬂows and daily sea surface temperatures. Often, the structure of these
components does not change from cycle to cycle, but diﬀers from period to period
within a cycle. Let s denote the seasonal period of a series (for example, s¼ 12 for
monthly data with a yearly cycle) and let n ¼ N=s, where N is the total number of
observations. We assume for convenience that N is an integer multiple of s. Then
n is the number of observations in each period. A process fXtg is said to be
periodically correlated with period s if ln ¼ EXtðr;mÞ and ck;m ¼ covðXtðr;mÞ;Xtðr;mÞkÞ
exist and depend only on the time lag k and the period m, m ¼ 1; . . . ; s, where
t ¼ tðr;mÞ ¼ ðr  1Þsþ m. and r ¼ 1; . . . ; n. If s ¼ 1; fXtg is a standard covariance
stationary process. If s > 1, the process is nonstationary, but is stationary within
each period. Data of this type may be modelled using a linear periodic
autoregressive (PAR) model, deﬁned by s equations of the form
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Xtðr;mÞ ¼ lm þ
Xpm
i¼1
/i;mðXtðr;mÞi  lmiÞ þ atðr;mÞ m ¼ 1; . . . ; s ð1Þ
where pm is the order of the AR model that describes the behaviour of the series in
period m, and the atðr;mÞ are independent and identically distributed normal
random variables, each with mean zero but having diﬀerent variances r2m in each
periodm. PARmodels were introduced by Thomas and Fiering (1962) for monthly
river ﬂow modelling and simulation. McLeod (1994) gives an overview of PAR
model building, emphasizing identiﬁcation, estimation and diagnostic checking,
while Bloomﬁeld et al. (1994) use a linear periodic ARMA model to describe
monthly ozone readings from Arosa, Switzerland. Franses (1996) gives a review of
linear periodic modelling for economic time series. Recent research – for example
Tong et al. (1985) and Chen and Tsay (1996) – indicates that many periodic time
series, especially those arising in hydrological and meteorological applications,
have nonlinear structure. Threshold AR (TAR) models (Tong, 1990) have been
used successfully to approximate complex nonlinear structure in a time series by
decomposing the predictor space into diﬀerent regions distinguished by threshold
values; the diﬀering behaviour in each region is modelled as a linear AR process.
In this paper, we extend the linear PAR model to incorporate nonlinear
behaviour by allowing diﬀerent AR models in diﬀerent regions of the predictor
space within a period. For example, a simple periodic TAR (PTAR) process
having AR order 1 in each period and threshold value Tm on Xtðr;mÞ1 in period m,
m ¼ 1; . . . ; s is deﬁned by s pairs of equations of the form
Xtðr;mÞ ¼ lm þ /1;mðXtðr;mÞ1  lm1Þ þ atðr;mÞ Xtðr;mÞ1 > Tm
Xtðr;mÞ ¼ lm þ /01;mðXtðr;mÞ1  lm1Þ þ atðr;mÞ Xtðr;mÞ1OTm
ð2Þ
We investigate the identiﬁcation, estimation, diagnostic checking, and predic-
tive ability of generalized forms of such models. The methods are illustrated using
the time series of mean monthly river ﬂows of the Fraser River at Hope, British
Columbia. The remainder of the paper is organized as follows. Section 2 presents
evidence of nonlinear periodic correlation structure in the Fraser River data.
Section 3 discusses two diﬀerent ways of using the TSMARS algorithm, a time
series version of Friedman’s MARS algorithm, to model nonlinear periodic
behaviour. Section 4 compares linear and nonlinear periodic models for the
Fraser River data using residual diagnostics and root-mean-squared forecast
errors (RMSEs). Section 5 concludes.
2. IDENTIFICATION OF PERIODIC NONLINEARITY
The series of logarithms of mean monthly ﬂows of the Fraser River at Hope, BC,
from March 1913 to December 1991 (N¼ 946) is shown in Figure 1, along with
boxplots of the river ﬂows for each month. As in Vecchia and Ballerini (1991) and
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McCleod (1994), a logarithm transformation is used to obtain more symmetrically
distributed observations. Although the log transformation gives more symmetri-
cally distributed observations for most periods, some months, e.g. August and
September, still appear to have distributions that are somewhat right-skewed. To
ﬁnd improved symmetry, other Box–Cox transformations could be investigated.
Additionally, separate transformations could be applied to observations in each
period. We do not pursue these alternatives here, but rather proceed with the
analysis of the logged data, as is standard in hydrological applications. We use
values of the series from March 1913 through October 1989 (N¼ 920) to identify
and estimate periodic models for the river ﬂow data. The remainder of the data (26
observations) is saved for out-of-sample forecast evaluation.
Figure 2 shows scatter plots for February versus January logged monthly river
ﬂows and June versus May logged monthly river ﬂows. The solid lines indicate the
Lowess smoothed data using the closest 30% of the observations at each point
(Chambers et al., 1983, pp. 94–8). Not only is the strength of the dependence
diﬀerent for the two periods, but the relationship between February and January
river ﬂows appears to be somewhat nonlinear, with diﬀerent behaviour for
February river ﬂows when logged January river ﬂows are above or below the
approximate thresholds 6.5 and 7.2. The dependence between June and May river
ﬂows appears to be weak, but there is some evidence of nonlinear behaviour.
As a more formal check for periodic nonlinearity, we applied modiﬁcations of
several nonlinearity tests that have been found to have large power against AR
threshold-type nonlinear behaviour. In particular we applied the tests of Keenan
(1985), Luukkonen et al. (1988), Petrucelli (1990), and Tsay (1989) to the monthly
subseries of Fraser streamﬂows. All of the tests rejected the linear AR hypothesis
for the month of February at the 10% signiﬁcance level, consistent with the
FIGURE 1. (a) Logarithm of mean monthly ﬂow of Fraser River over the time period March 1913–
December 1991; (b) Boxplots of logged river ﬂow by month.
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graphical ﬁndings of Figure 2, and all tests except that of Petrucelli (1990) rejected
the linear hypothesis for the month of April. Nonlinearity was also indicated for
October, November, June and July by at least one of the tests. Details of the test
statistics and their implementation for periodically correlated data are given in a
technical report, available from http://m.njit.edu/	borayx/ptar.ps.
3. ESTIMATION OF NONLINEAR PERIODIC BEHAVIOUR USING TSMARS
3.1. Multivariate adaptive regression splines for time series
TSMARS (Lewis and Ray, 1997) is a time series version of MARS, a recent
method for nonlinear regression modelling due to Friedman (1991). Letting the
predictor variables for the tth value in a time series fXtg be Xt1;Xt2; . . . ;Xtp,
and combining these predictor variables into a linear additive function, gives the
well known linear AR(p) time series models. Analogously, using TSMARS to
model the eﬀect of Xt1;Xt2; . . . ;Xtp on Xt, we obtain nonlinear AR models with
thresholds and interactions between variables. The terms in the model are
combinations of linear truncated spline functions. These models are called
adaptive spline threshold autoregressive (ASTAR) models and are generalizations
of TAR models. Univariate ASTAR models are discussed in detail by Lewis and
Stevens (1991). In addition to using lagged values of a single time series as
predictors of Xt, exogenous series may be used as additional predictors, resulting
in a semi-multivariate ASTAR (SMASTAR) model for fXtg (Lewis et al., 1993;
Lewis and Ray, 1997). An example of a SMASTAR model for a nonlinear
periodic time series with period s consists of s equations of the form
FIGURE 2. Scatter plots of logged mean monthly Fraser River data for February versus January and
June versus May. The ﬁtted solid lines were obtained using Lowess smoothing.
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Xtðr;mÞ ¼ Cm þ /1;mðXtðr;mÞ1  TmÞþ þ /01;mðTm  Xtðr;mÞ1Þþ þ atðr;mÞ m ¼ 1; . . . ; s
ð3Þ
where Cm denotes a constant term and ðx tÞþ ¼ ðx tÞ if xOt and zero
otherwise. Equation (3) is just another way of writing the periodic threshold
AR(1) model given in (2).
The exogenous series may be numerical or categorical. Categorical variables
have as basis functions indicator variables of the form Iðx 2 AÞ, where A is a
subset of possible categories (Friedman, 1993). If one had m categorical predictor
variables and each was constrained in the TSMARS algorithm to enter linearly
and without interactions, then each value of each of the categorical predictor
variables would contribute a possibly diﬀerent additive constant to the model for
Xt. If interactions between categorical and ordinal variables are allowed, then a
diﬀerent TAR model can be obtained for each diﬀerent combination of the
categorical variables.
Details concerning implementation of the TSMARS algorithm for time series
and discussion of the eﬀect of diﬀerent algorithm parameters on the resulting
models are given in Lewis and Stevens (1991) and Lewis and Ray (1997).
Currently, there are no theoretical results concerning distributions of estimated
SMASTAR model parameters. Consequently, we do not give standard errors for
estimated SMASTAR model coeﬃcients discussed in this paper. Further research
is needed to investigate whether a bootstrap approach for assessing variability of
estimated models is feasible and, if so, how it should be implemented. Use of the
bootstrap for assessing neural network regression models has been studied by,
among others, Weigend and LeBaron (1994) and Zhang (1999).
3.2. Individual estimation of SMASTAR models for diﬀerent periods
We use TSMARS to obtain s SMASTAR models for the individual periods. For
each period subseries, we use fYm1;Ym2;Ym3;Ym12g as predictor variables,
where Ym ¼ ðXm;Xsþm; . . . ;Xðn1ÞsþmÞT. A model is selected on the basis of the
Schwarz criterion, SC (Schwarz, 1978). Other algorithm parameters controlling
the TSMARS algorithm are given in the previously referenced technical report.
The model for Xt deﬁned by the s SMASTAR models for the individual periods
we call a periodic SMASTAR (P-SMASTAR) model.
Table I summarizes the results of ﬁtting SMASTAR models to each monthly
subseries. Here, and in the following, we omit the innovations atðr;mÞ from the
model equations to improve readability. For example, the model for February
river ﬂows (m ¼ 2) is
Xt;ðr;2Þ ¼ 6:451þ 0:595ðXtðr;2Þ1  6:486Þþ
þ 0:509ðXtðr;2Þ1  6:486ÞþðXtðr;2Þ3  6:589ÞþðXtðr;2Þ12  6:209Þþ ð4Þ
The SMASTAR model for February does not have an interior threshold value for
lagged November (lag 3) and February (lag 12) observations, i.e., the speciﬁed
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thresholds equal the minimum sample values for these months; nonlinear
structure is due to the January threshold value and the interaction between
January, November and previous February values. The behaviour of the logged
river in February diﬀers ﬁrst according to the level of the January river ﬂow
(lag 1), with a threshold at 6.486. This threshold value corresponds to that
observed in the left-hand plot of Figure 2. Thus, if the logged river ﬂow in
January is less than or equal to 6.486, all terms but the constant term disappear
and the February ﬂow will remain fairly constant, at about 6.451. If the January
ﬂow is greater than 6.486, the river ﬂow in February will increase by a factor of
0.595 times the amount that the January ﬂow diﬀers from 6.486, times the
amount that the November ﬂow is greater than 6.589 (or zero otherwise), times
the amount that the previous February’s ﬂow is greater than 6.209 (or zero
otherwise).
Looking again at Table I, we see that for certain months – namely, March,
May, and June – the ﬁtted SMASTAR model is linear (or almost linear), i.e., the
estimated threshold values are equal to the minimum (or near minimum) values of
the lagged subseries. We also ﬁt a linear PAR model to the Fraser data using
Yule–Walker estimation and the periodic BIC selection criterion, as discussed in
TABLE I
PERIODIC SMASTAR MODEL FOR LOGGED FRASER RIVER DATA
Period Model r^2m  102
Jan Xtðr;1Þ ¼ 7:040 0:811ð7:371 Xtðr;1Þ1Þþð6:957 Xtðr;1Þ12Þþ 1:2644ð7:215 Xtðr;1Þ1ÞþðXtðr;1Þ12  6:297Þþ
3.056
Feb Xtðr;2Þ ¼ 6:451þ 0:595ðXtðr;2Þ1  6:486Þþþ 0:509ðXtðr;2Þ1  6:486ÞþðXtðr;2Þ3  6:589ÞþðXtðr;2Þ12  6:209Þþ
1.777
March Xtðr;3Þ ¼ 6:291þ 0:804ðXtðr;3Þ1  6:209Þþ 2.862
April Xtðr;4Þ ¼ 7:466 2:356ð6:809 Xtðr;4Þ1ÞþðXtðr;4Þ12  6:809Þþ 10.838
May Xtðr;5Þ ¼ 8:472 5.089
June Xtðr;6Þ ¼ 8:843 3.095
July Xtðr;7Þ ¼ 8:268 2:425ðXtðr;7Þ1  8:387ÞþðXtðr;7Þ2  8:387Þþþ 1:745ðXtðr;7Þ1  8:387ÞþðXtðr;7Þ3  7:897Þþþ 4:851ðXtðr;7Þ1  8:387Þþð8:387 Xtðr;7Þ3ÞþðXtðr;7Þ12  8:202Þþ
2.357
Aug Xtðr;8Þ ¼ 7:965þ 1:096ðXtðr;8Þ12  8:058Þþ 5:107ðXtðr;8Þ1  8:202ÞþðXtðr;8Þ12  7:990Þþþ 4:535ðXtðr;8Þ1  8:366ÞþðXtðr;8Þ12  7:775Þþ
1.262
Sep Xtðr;9Þ ¼ 7:825þ 26:022ðXtðr;9Þ1  8:371ÞþðXtðr;9Þ2  8:202Þþð7:804 Xtðr;9Þ12Þþ 5:230ð8:191 Xtðr;9Þ1ÞþðXtðr;9Þ3  8:436Þþð8:276 Xtðr;9Þ12Þþ
2.394
Oct Xtðr;10Þ ¼ 7:897 1:032ð8:099 Xtðr;10Þ1Þþ 3.723
Nov Xtðr;11Þ ¼ 7:458 3:640ð7:626 Xtðr;11Þ1Þþð7:293 Xtðr;11Þ12Þþ 4:464ð7:626 Xtðr;11Þ1ÞþðXtðr;11Þ12  7:293Þþ
5.285
Dec Xtðr;12Þ ¼ 6:662þ 0:830ðXtðr;12Þ1  6:947Þþ 3.870
Notes: An asterisk indicates models that do not reduce to a linear representation for the given data. r2m
denotes the variance of the period m residuals, m¼ 1,. . .,12.
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McLeod (1994). Results are given in Table 3 of the technical report. In March, the
estimated SMASTAR and PAR models are similar; the SMASTAR lag one
model coeﬃcient is /^ ¼ 0:804, while the PAR model coeﬃcient is /^ ¼ 0:812. The
small diﬀerence in the estimates of / is due to diﬀerent methods of estimating the
mean level for the period. For the May and June subseries, the ﬁtted SMASTAR
models are constant. This is not surprising, considering the weak dependence
structure for May and June shown in Figure 2, and our use of the SC for model
selection. The SC criterion is known to select parsimonious models in the linear
AR framework.
Overall, nonlinear models are obtained for January, February, April and July
through December. Except for the months of August, September and January,
these results support the results of the nonlinearity tests discussed in Section 2.
The models for August, September and January have interactions between river
ﬂows in the previous month and the previous year, which the applied nonlinearity
tests were not designed to detect. Additionally, the boxplots of August and
September logged river ﬂows shown in Figure 1 indicate a few observations
taking unusually large values. The nonlinear models obtained using TSMARS
may be aﬀected by these outliers. For all months except April and June, the model
obtained using the TSMARS algorithm has comparable or smaller residual
variance than that obtained by PAR ﬁtting, particularly for February and
August.
3.3. Simultaneous estimation of periodic nonlinearity
Modelling nonlinear periodic structure using a P-SMASTAR model requires s
separate TSMARS runs. Additionally, no advantage is taken of periods with
similar structure to reduce the dimension of the model. In this section, we use a
periodic variable as a predictor in the TSMARS algorithm and simultaneously
estimate periodic nonlinear models for each period subseries. An advantage of
this approach is that the algorithm may be able to pick out subseries having
similar nonlinear structure and model them together, resulting in a more
parsimonious model. However, the selection criterion is now minimized over all
periods. In contrast, the P-SMASTAR model of Table I was selected by
minimizing the residual variance for each separate period.
Two diﬀerent types of periodic variable are used to model periodic nonlinearity,
a categorical variable taking value t and an ordinal variable taking value
cosð2pt=12Þ, where t ¼ 1; . . . ; 12 corresponding to the month in which Xt was
measured. The main diﬀerence between models obtained using categorical
variables as opposed to ordinal variables is that, using categorical variables, the
estimate of f , the nonlinear function that describes Xt, is a sum of constants,
whereas using ordinal variables, the estimate of f is a sum of truncated spline
functions. Periodic variables take values that, although not orderable, have a
distance relation between them. A categorical variable cannot capture this distance
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relationship, but can produce appropriate models for periodically correlated data
in some instances. For example, this formulation may be better for ‘non-smooth’
behaviour of Xt, such as when the correlation between Xt and Xt1 is the same in
January and July, but diﬀerent in February through June. If the periodic structure
varies smoothly, however, it can be captured with fewer parameters by letting pt be
ordinal. Note that it is not appropriate to let pt take ordinal values 1 to s unless the
spline basis function for pt is restricted to be periodic; see Shikin and Plis (1995, p.
15) for a deﬁnition of a periodic spline. This would require adding linear
constraints in the least-squares estimation routine of MARS.
USING CATEGORICAL PREDICTORS: P-CASTAR To model periodic behaviour
in the Fraser River data, we ﬁrst use a categorical variable taking values 1 to 12 as
a covariate predictor variable, with 1 indicating an observation corresponding to
the river ﬂow in January, etc. Twenty-ﬁve lagged values of the series are used as
additional predictors. We weight each response to adjust for heteroskedasticity of
the residuals in diﬀerent periods. This is done in an iterative fashion. Initially we
let wt ¼ 1:0, for t ¼ l; . . . ;N and apply TSMARS to obtain an initial estimated
model. The inverse of the residual sample variances for each period, obtained
from the initial model ﬁt, are used as weights at the next iteration. The iterative
scheme continues until the weights stabilize.
Using the logged data, the following model was selected after three iterations of
the TSMARS algorithm.
Xt ¼ 7:15 0:782ð7:307 Xt1Þþ þ 0:757ðXt1  7:307Þþ
 0:125Iðtðmod 12Þ 2 f1; 4; 5; 12gÞ þ 0:293Iðtðmod 12Þ 2 f5; 7gÞ
þ 0:815Iðtðmod 12Þ 2 f4; 5; 6gÞ
þ 0:614ð7:828 Xt1ÞþIðtðmod 12Þ 2 f5; 7gÞ ð5Þ
The combined residual variance is r^2 ¼ 3:82 102. We refer to this model as a
periodic CASTAR (P-CASTAR) model.
The selected model, (5), has two thresholds on Xt1; the threshold 7.307 is
common to all months but does not represent an interior threshold for all months,
as observed data for several months have values falling strictly above or below
this threshold. Terms four, ﬁve, and six of (5) act to change only the mean level of
the model in diﬀerent months. The weak dependence structure June and May
river ﬂows is captured by term seven; this term decreases the correlation between
Xt and Xt1 from 0.782 to 0:782 0:614 ¼ 0:168 when May ﬂows are above 7.828.
This occurs more than 75% of the time, as the 25th percentile value for logged
May ﬂows is 8.292. The model for all months except late spring and early summer
months (April, May and June) reduces to
Xtðr;mÞ ¼ 7:150 0:782ð7:307 Xtðr;mÞ1Þþ þ 0:757ðXtðr;mÞ1  7:307Þþ ð6Þ
for m ¼ 1; 2; 3; 7; 8; 9; 10; 11; 12, with the exception of a diﬀering constant for
December and January. Equation (6) is almost equivalent to a linear AR(1) model
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with /^1 ¼ 0:782. However, the nonlinearity tests discussed in Section 2 indicated
linearity is rejected for river ﬂows in February and, perhaps, October and
November. The apparent contradiction between the form of the selected model
and the results of the nonlinearity tests may be due to using the SC for model
selection; the SC is known to choose more parsimonious models than those
chosen by generalized cross-validation or Akaike’s information criterion. For
periodically correlated data modeled simultaneously, the SC criterion may over-
coalesce data from diﬀerent periods and ﬁt a linear model to coalesced data
exhibiting only weak nonlinearity.
3.4. Using periodic ordinal predictors: P-ASTAR
To model periodic structure in the Fraser data using an ordinal periodic predictor,
we use a cosine function with period one year as a covariate. Twenty-ﬁve lagged
values of the series are used as additional predictors and iteratively reweighted
least squares is used to adjust for heteroskedasticity of the residuals in diﬀerent
periods. The following model was selected after four iterations of the TSMARS
algorithm.
Xt ¼ 8:58 0:859ð8:706 Xt1Þþ þ 0:738ðXt1  8:706Þþ
þ 1:1760ð0:500 PtÞ þ 0:2278ðPt þ 0:500Þþ
þ 0:578ð8:706 Xt1Þþð0:000 PtÞþ
 0:115ðXt2  6:390Þþð0:866 PtÞþ
 0:412ð7:576 Xt7Þþð0:500 PtÞþ ð7Þ
The combined residual variance is r^2 ¼ 3:79 102. We refer to this model as a
periodic ASTAR (P-ASTAR) model. We see that the fourth and ﬁfth terms of the
model change the level of the series; the fourth term causes the level to increase
smoothly from April through June at rate 1.1760 times the amount cosfð2ptÞ=12g
is below 0:5 and to decrease the level at this same rate from July through
August. The ﬁfth term causes a smooth decrease from September through
December and then a smooth increase from January through March. Terms two
and three indicate that when ﬂows are below 8.706, the correlation structure
between ﬂows in adjacent months is slightly stronger (0.8586) than when ﬂows are
above 8.706. For the historical data, only May, June and July had ﬂows above
this threshold. The second-level interaction terms in (7) indicate changing
correlation structure in diﬀerent months. The sixth term’s coeﬃcient 0.578 is
multiplied by the amount cosðð27ptÞ=12Þ falls below 0.0, which occurs from April
through August. The multiplier is greatest in June and, therefore, the correlation
between June and May ﬂows is decreased by 0:578 from the original correlation
of 0.859 or 0.738 (from terms two and three). Terms seven and eight may be
interpreted similarly: term seven indicates that there is very weak negative
correlation of order two for ﬂows in February through October if Xt1 > 6:390;
term eight indicates that, for May through July ﬂows, there may also be
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correlation at higher lags. Overall, (7) gives distinct models for ﬂows in winter
months (November, December and January), late winter and late autumn months
(February, March and September, October), transitional months (April and
August), and summer months (May, June and July). Model (7) is similar to model
(5), although it picks up correlation at longer lags. This may be because fewer
terms are used to capture the changes in mean levels. Both models basically
indicate a small amount of nonlinear structure in certain months. In the next
section, we compare each of the ﬁtted models on the basis of residual diagnostics
and forecast ability.
4. MODEL COMPARISONS
Residuals are examined to assess each of the ﬁtted models. Plots of the periodic
autocorrelation function (PeACF) of the residuals are given in the corresponding
technical report. Each model’s residuals appear to be periodically uncorrelated.
Exceptions are the January residuals from the P-SMASTAR model, which have
signiﬁcant negative correlation at lags 1 and 2, and the June residuals from the
P-SMASTAR and P-CASTAR models, which are also correlated at lags 1 and 2.
Residual correlation in June river ﬂows results from failure of the nonlinear
models to capture the small, but non-negligible, correlation structure for the June
period.
Table II compares the period m residual standard deviations obtained from the
P-SMASTAR model of Table I, the P-CASTAR model of (5), and the P-ASTAR
model of (7), each denoted by r^m;, to those from the PAR model, denoted by
r^m;m ¼ 1; 2; . . . ; 12. These values may be interpreted as the percentage decrease in
TABLE II
COMPARISON OF MONTHLY RESIDUAL STANDARD DEVIATIONS FOR PERIODIC NONLINEAR MODELS RELATIVE TO
THE LINEAR PAR MODEL
Period
P-SMASTAR
100 ðr^m;  r^mÞ=r^m
P-CASTAR
100 ðr^m;  r^mÞ=r^m
P-ASTAR
100 ðr^m;  r^mÞ=r^m
Jan 0.935 )2.903 0.997
Feb )16.340 )1.469 )2.069
March )0.407 )0.341 0.666
April 12.167 0.930 3.485
May 2.642 )2.348 1.514
June 17.928 38.417 )2.957
July )6.351 1.404 )0.197
Aug )10.278 )8.421 )0.664
Sep )1.121 0.162 )0.711
Oct )2.347 2.042 0.004
Nov 7.879 )0.863 )0.498
Dec )0.287 1.250 2.715
Notes: r^m denotes the period m residual standard deviation obtained from the PAR model. r^m; denotes
the periodm residual standard deviation obtained from the P-SMASTARmodel of (5), the P-CASTAR
model of (6), and the P-ASTAR model of (7).
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residual standard deviation in each period in using the nonlinear periodic model.
Overall, the nonlinear models have residual standard deviations comparable to
the PAR model. The greatest decreases in residual standard deviation are seen in
February and in August. The June residual standard deviations obtained from the
P-SMASTAR and P-CASTAR models are large relative to that from the PAR
model, again due to the failure of these models to adequately capture the small,
but non-negligible correlation in June ﬂows. The P-ASTAR model does a better
job at capturing this structure.
In addition to analysing the sample PeACF for the residuals themselves, we
also looked at the PeACF of the squared residuals. Correlation in squared
residuals can be used to identify certain types of nonlinear structure, such as
conditional heteroskedasticity, that have not been captured by the ﬁtted model
(Granger and Anderson, 1978). The squared residuals from each of the ﬁtted
models showed no signiﬁcant periodic correlation.
We also compare the diﬀerent models on the basis of their predictive ability.
Forecasting with linear PAR models has been discussed by Franses (1993), but
was not investigated by McLeod for the Fraser River data. Figure 3 shows the
k-step-ahead RMSEs from the linear PAR model and the nonlinear ASTAR
models over the period November 1989 to December 1991. The RMSEs were
obtained using a moving forecast origin, forecasting k-steps ahead,
k ¼ 1; . . . ; 26, and taking the square root of the average squared diﬀerence
between forecast and actual value, and are shown in the original scale of the
data. At short forecast horizons (k ¼ 1; 2; 3), the nonlinear models provide
better forecasts than the PAR model for the Fraser data. The PAR model gives
competitive forecasts at moderate forecast horizons, while the P-SMASTAR
model, the most heavily parameterized model, gives the best forecasts at long
FIGURE 3. Comparisons of the k-step ahead root-mean-squared forecast errors obtained using
diﬀerent models to forecast over the period November 1989 to December 1991.
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forecast horizons. Overall, the P-SMASTAR model provides superior forecasts
over the 26 month forecast horizon, although the forecasts from the P-CASTAR
and P-ASTAR models, obtained through simultaneous modelling of data from
all periods, are almost as good. We also applied the TSMARS algorithm to the
logged data with estimated period means subtracted, i.e., each period mean was
estimated separately as the average of the corresponding monthly observations.
In the models of (5) and (7), the mean ﬂow for periods having similar ﬂow levels
was estimated using a single value, resulting in fewer estimated parameters.
Initial mean-subtraction is not inherently satisfying, as we would like the
algorithm to coalesce data for periods having similar mean levels, but the
distinction could be important for forecasting, since long-range forecasts (of
linear models, at least) converge to the mean. Estimation of period means
separately did not improve the forecast accuracy of the P-CASTAR model for
the Fraser data, however.
5. SUMMARY
We have shown how to identify nonlinear AR threshold-type structure in
periodically correlated time series and have demonstrated two methods for using
TSMARS to characterize such structure. Application of the identiﬁcation
techniques to the Fraser River data indicates some nonlinear behaviour of river
ﬂows in certain months, which may be related to certain climatic events such as
snow melt or periods of heavy rainfall. The characterization method based on
simultaneous modelling of diﬀerent periodic structures using an additional
variable to distinguish diﬀerent periods, as in the P-CASTAR and P-ASTAR
models, gives residual diagnostics and forecasts comparable to those based on
individual subseries estimation. The simultaneous method also provides a more
parsimonious model in that similar structure in diﬀerent months is modelled
together. This is especially important for data having a much lamer number of
periods, such as the daily sea surface temperature data discussed by Lewis and
Ray (1997). Additionally, P-CASTAR modelling automatically reduces to
simultaneous PAR modelling in the absence of nonlinear structure.
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