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SPECTRAL INVARIANTS FOR FINITE DIMENSIONAL LIE
ALGEBRAS
FATEMEH AZARI KEY AND RONGWEI YANG
Abstract. For a Lie algebra L with basis {x1, x2, · · · , xn}, its associated
characteristic polynomial QL(z) is the determinant of the linear pencil
z0I + z1 adx1 + · · ·+ zn adxn. This paper shows that QL is invariant un-
der the automorphism group Aut(L). The zero variety and factorization
of QL reflect the structure of L. In the case L is solvable QL is known
to be a product of linear factors. This fact gives rise to the definition of
spectral matrix and the Poincare´ polynomial for L. Application is given to
1-dimensional extensions of nilpotent Lie algebras.
1. Introduction
Given a square matrix A ∈ Mk(C), its characteristic polynomial QA(z) =
det(A− zI) is a degree k polynomial in one complex variable z and it plays an
important role in the study of A. However, in many situtations in mathematics
and science we are concerned with several matrices A1, A2, · · · , An of the same
size. Whether there exists a proper notion of characteristic polynomial for
these several matrices is a difficult problem. One related study was dated back
to the late 1890s when Dedekind and Frobenius considered the determinant
of the linear pencil A(z) = z0I + z1A1 + · · · + znAn. To be precise, given a
finite group G = {1, g1, · · · , gn}, its group algebra C[G] is a (n+1)-dimensional
complex vector space with basis G. Multiplication on the left by an element
g ∈ G on any vector h ∈ C[G] results a permutation of coefficients of h and
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hence it gives rise to a unitary matrix in Mn+1(C). In current day terminology
this is the left regular representation of the group G which we shall denote by
λG here. Dedekind studied the determinant
QλG(z) = det(z0I + z1λG(g1) + · · ·+ znλG(gn))
for some groups and found it to have quite interesting factorizations. Like-
wise, for a general finite dimensional representations pi one may define the
corresponding polynomial Qpi(z). Later in 1896 Frobenius proved the follow-
ing theorem (expressed in current terminology).
Theorem(Dedekind-Frobenius [10, 16]). If G = {1, g1, · · · , gn} is a finite
group, then
QλG(z) =
∏
pi∈Gˆ
Qdpipi (z),
where Gˆ is the set of equivalence classes of irreducible unitary representations
of G (called the unitary dual of G), and dpi is the dimension of the represen-
tation pi. Moreover, each such Qpi is an irreducible polynomial.
The polynomial Qpi was later called the group determinant of G and its
study by Dedekind and Frobenius is indeed the starting point of group repre-
sentation theory. For more information on this development, we refer readers
to [8, 9, 12, 13, 17]. However, the study of the group determinant has not
been generalized to other algebraic settings. In 2009, the notion of projective
spectrum was introduced in [39] for general elements A1, A2, · · · , An in a unital
Banach algebra based on the invertibility of the linear pencil A(z) = z1A1 +
· · ·+znAn. Some follow-up work can be found in [2, 5, 7, 14, 20, 21, 25, 27, 38].
Recent work related to characteristic polynomial of groups can be found in
[6, 24].
Paper [26] by Zhang and Hu initiated the study of characteristic polynomials
for Lie algebras.
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Definition 1.1. Consider a finite dimensional Lie algebra L with basis S =
{x1, x2, · · · , xn} and a linear representation ρ. The polynomial
QL,ρ(z) := det(z0I + z1ρ(x1) + · · ·+ znρ(xn))
is called the characteristic polynomial for L with respect to ρ and the basis S.
In the case ρ is the adjoint representation ad, the characteristic polynomial
will simply be called the characteristic polynomial of L and be denoted by QL.
Paper [26] showed that L is solvable if and only if the characteristic polynomial
QL,ρ(z) is a product of linear factors for any representation ρ. This paper aims
to make a general study on the characteristic polynomial of finite dimensional
Lie algebras. The paper is organized as follows.
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2. Characteristic polynomial and automorphism group
Consider a Lie algebra L with basis {x1, x2, · · · , xn}. Then for 1 ≤ i, j ≤ n
using Einstein summation convention we can write [xi, xj] = T
k
i,jxk. The set
of complex numbers {T ki,j : 1 ≤ i, j, k ≤ n} are called the structure constants
because they completely determine the structure of the Lie algebra L. In
particular, the matrix representation of the adjoint representation adxi is given
by the matrix Ti := (T
k
i,j)1≤k,j≤n, whose rows are indexed by k and columns
are indexed by j. For instance, if L = span{x1, x2, x3} is a 3-dimensional Lie
algebra then since
[x1, x1] = T
1
11x1 + T
2
11x2 + T
3
11x3
[x1, x2] = T
1
12x1 + T
2
12x2 + T
3
12x3
[x1, x3] = T
1
13x1 + T
2
13x2 + T
3
13x3,
we have
T1 =


T 111 T
1
12 T
1
13
T 211 T
2
12 T
2
13
T 311 T
3
12 T
3
13

 = (T k1j)3×3, 1 ≤ k, j ≤ 3.
For convenience, in many places of the paper we shall not distinguish adxi
from its matrix representation Ti. For example, the characteristic polynomial
QL(z) = det(z0I + z1T1+ · · ·+ znTn). Before we proceed with a general study,
let us look at a particular example.
Example 2.1. First, the 3-dimensional simple Lie algebra su(2) plays an
important role in mathematics and physics. It is spanned by the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
with the relations
[σ1, σ2] = 2iσ3, [σ2, σ3] = 2iσ1, [σ3, σ1] = 2iσ2.
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Then the matrix representations for ad σ1, adσ1 and ad σ3 are
T1 =


0 0 0
0 0 −2i
0 2i 0

 , T2 =


0 0 2i
0 0 0
−2i 0 0

 , T3 =


0 −2i 0
2i 0 0
0 0 0

 ,
respectively. One computes that its characteristic polynomial
Q(z) = det(z0I + z1T1 + z2T2 + z3T3)
= z0
(
z20 − 4(z21 + z22 + z23)
)
.
2.1. Invariance of characteristic polynomial. We start the general study
with a lemma which describes how characteristic polynomial changes with
respect to isomorphism. For any z = (z0, z1, · · · , zn) we can write z = (z0, z′)
where z′ stands for the row vector (z1, z2, · · · , zn). Then every matrix B ∈ GLn
gives rise to a change of variables (z0, z
′) by (z0, z
′B). For convenience, we will
write (z0, z
′B) simply as zB. Also, we let GLn denote the general linear group
of invertible n× n complex matrices.
Lemma 2.2. If two n-dimensional Lie algebras L1 and L2 are isomorphic,
then there exists matrix B ∈ GLn such that QL1(z) = QL2(zB).
Proof. We first describe how the characteristic polynomial varies with respect
to a change of basis. Let {x1, x2, . . . , xn} and {xˆ1, xˆ2, . . . , xˆn} be two bases for
the Lie algebra L, and assume xˆi = bijxj . Then the transformation matrix is
B = (bij)n×n ∈ GLn. Suppose the structure constants with respect to the two
bases are given by the equations
[xi, xj ] = T
k
ijxk, [xˆi, xˆj] = Tˆ
k
ijxˆk, (2.1)
respectively, then one verifies that
[xˆi, xˆj ] = [Σαbiαxα,Σβbjβxβ ]
= Σα,βbiαbjβ[xα, xβ]
= Σα,βbiαbjβΣkT
k
αβxk.
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Hence by (2.1) one has
Σα,βbiαbjβΣkT
k
αβxk = ΣkTˆ
k
ij xˆk = ΣkΣlTˆ
k
ijbklxl.
Equating the coefficients of xl, one has
Σα,βbiαbjβT
l
α,β = ΣkTˆ
k
ijbkl,
which one writes in matrix form as
ΣαbiαTαB
t = BtTˆi, 1 ≤ i ≤ n, (2.2)
where Bt stands for the transpose of B, and Ti, Tˆi are as defined before with
respect to the two bases. It follows that
Qˆ(z) =det(z0I +
n∑
j=1
zjTˆj)
=
det(z0B
t + z1B
tTˆ1 + · · ·+ znBtTˆn)
det(Bt)
=
1
det(Bt)
det(z0B
t + z1Σαb1αTαB
t + z2Σαb2αTαB
t + · · ·+ znΣαbnαTαBt)
=det(z0I + z1Σαb1αTα + · · ·+ znΣαbnαTα)
=det
(
z0I + (z1b11 + · · ·+ znbn1)T1 + · · ·+ (z1b1n + · · ·+ znbnn)Tn
)
.
Now setting w0 = z0 and wi = b1iz1 + b2iz2 + · · ·+ bnizn, 1 ≤ i ≤ n, we have
(w1, w2, . . . , wn) = (z1, z2, . . . , zn)B,
and consequently,
Qˆ(z) = det(z0I +
n∑
j=1
wjTj) = Q(zB). (2.3)
Now suppose L1 = span{x1, x2 . . . , xn} and L2 = span{y1, y2, . . . , yn} are
two Lie algebras and consider their characteristic polynomials
QL1(z) = det (z0I +
n∑
j=1
zj adxj), QL2(w) = det (w0I +
n∑
j=1
wj ad yj).
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Assume φ : L1 → L2 is an isomorphism and xˆi = φ(xi), 1 ≤ i ≤ n. Then
Tˆ ki,jxˆk = [xˆi, xˆj ] = φ([xi, xj]) = T
k
i,jxˆk,
which implies Tj = Tˆj , 1 ≤ j ≤ n, and therefore
QL1(z) = det
(
z0I +
n∑
j=1
zjTˆj
)
:= Qˆ(z).
Now suppose xˆi = bijyj, then the lemma follows from (2.3).

Let Aut(L) denote the group of automorphisms on a Lie algebra L. Then
for a fixed basis {x1, x2, · · · , xn}, every φ ∈ Aut(L) has a matrix representation
Bφ = (bij) given by φ(xi) = bijxj , 1 ≤ i, j ≤ n. Lemma 2.2 then implies the
following theorem.
Theorem 2.3. Let L be a finite dimensional Lie algebra. Then the character-
istic polynomial QL(z) is invariant under Aut(L) in the sense that for every
φ ∈ Aut(L) one has QL(z) = QL(zBφ).
Theorem 2.3 helps to reveal more information about the automorphism
group. Recall that the orthogonal group O(n) = {A ∈ GLn : AtA = I}. With
the identification of φ ∈ Aut(L) and its matrix representation Bφ = (bij), we
can state the following corollary.
Corollary 2.4. Let L be a 3-dimensional simple Lie algebra, then Aut(L) is
a subgroup of O(3).
Proof. The characteristic polynomial of su(2) is calculated in Example 2.1. For
any φ ∈ Aut(su(2)) its matrix representation Bφ preserves Q(z) in the sense
that Q(zBφ) = Q(z), i.e., the change of variables (z1, z2, z3) by (z1, z2, z3)Bφ
preserves the quadratic form z21 + z
2
2 + z
2
3 , which concludes that Bφ ∈ O(3).
Since up to isomorphism there is only one complex 3-dimensional simple Lie
algebra, we obtained the lemma. 
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Some other facts follow from the proof of Lemma 2.2.
Corollary 2.5. Consider Lie algebra L = span{x1, x2, . . . , xn}. Suppose B =
(bij) ∈ GLn, and xˆi = bijxj.Then
B


trT1
trT2
...
trTn

 =


trTˆ 1
trTˆ 2
...
trTˆ n

 .
Proof. Writing (2.2) as biαTα = B
tTˆi(B
t)−1 and applying the trace to both
sides, one obtains
tr(biαTα) = tr(B
tTˆi(B
t)−1) = trTˆi,
and it follows that biαtrTα = trTˆi, ∀1 ≤ i ≤ n. 
Remark 2.6. In the case φ ∈ Aut(L), one has Ti = Tˆi for each i and therefore
the vector (trT1, trT2, · · · , trTn)t, if it is nonzero, is an eigenvector of Bφ.
Corollary 2.7. Suppose L = span{x1, x2 . . . , xn} and Lˆ = span{xˆ1, xˆ2 . . . , xˆn}
are two Lie algebras. If tr(Tˆj) = 0 for all 1 ≤ j ≤ n but tr(Ti) 6= 0 for some
i, then L and Lˆ are not isomorphic.
2.2. Automorphism group of sl(2). A finer study about unitary elements
in Aut(L) can be made in the case L = sl(2).
Example 2.8. Consider the 3-dimensional simple Lie algebra sl(2) with basis
{H,X, Y } such that
[H,X ] = 2X, [H, Y ] = −2Y, [X, Y ] = H.
Hence the matrix representations for adH, adX and adY are
TH =


0 0 0
0 2 0
0 0 −2

 , TX =


0 0 1
−2 0 0
0 0 0

 , TY =


0 −1 0
0 0 0
2 0 0

 ,
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respectiely. And therefore the characteristic polynomial of sl(2) is
Q(z) = det(z0I + z1TH + z2TX + z3TY )
= det


z0 −z3 z2
−2z2 z0 + 2z1 0
2z3 0 z0 − 2z1


= z0
(
z20 − 4(z21 + z2z3)
)
.
The irreducible representations of sl(2) have been fully described in [15, 23].
And the characteristic polynomials with respect to these representations were
recently determined in [4, 26], where it is shown that if pi : sl(2)→ gl(m+ 1)
is an irreducible representation (which is unique) then the characteristic poly-
nomial
Qpi(z) =


(m−1)/2∏
j=0
(
z20 − (m− 2j)2(z21 + z2z3)
)
, m odd;
z0
(m/2)−1∏
j=0
(
z20 − (m− 2j)2(z21 + z2z3)
)
, m even.
(2.4)
One observes that the variables z1, z2, z3 appear only in the quadratic form
z21+z2z3 in Qpi(z) . Since by Theorem 2.3 the characteristic polynomial Q(z) in
Example 2.8 is invariant under Aut(sl(2)), the above Qpi(z) is invariant under
Aut(sl(2)). Further, since by Weyl’s theorem every representation of a semi-
simple Lie algebra is the direct sum of irreducible representations, foregoing
observations lead to the following fact.
Corollary 2.9. Let pi be any linear representation of sl(2). Then the charac-
teristic polynomial Qpi(z) is invariant under Aut(sl(2)).
The invariance of z21 + z2z3 under Aut(sl(2)) also reveals more details about
the latter. Let T denote the unit circle.
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Corollary 2.10. The subgroup of unitary elements in Aut (sl(2,C)) is



1 0 0
0 α 0
0 0 α

 ,


−1 0 0
0 0 β
0 β 0

 , α, β ∈ T

 .
Proof. The characteristic polynomial of sl(2) is computed in Example 2.8 as
Q(z) = z0(z
2
0 − 4(z21 + z2z3)). Write
z21 + z2z3 = (z1, z2, z3)M


z1
z2
z3

 , where M =


1 0 0
0 0 1
2
0 1
2
0

 .
Suppose φ is a unitary element in Aut(sl(2)) (for the moment we assume such
element exists). Here again for convenience we shall not distinguish φ from its
matrix representation Bφ. Then it follows from Theorem 2.3 that φMφ
t =M ,
where φ = (φij)3×3, i.e.,

φ11 φ12 φ13
φ21 φ22 φ23
φ31 φ32 φ33




1 0 0
0 0 1
2
0 1
2
0




φ11 φ21 φ31
φ12 φ22 φ32
φ13 φ23 φ33

 =


1 0 0
0 0 1
2
0 1
2
0

 .
This results in the following equations :

φ211 + φ13φ12 = 1 (2.5)
φ221 + φ23φ22 = 0 (2.6)
φ231 + φ33φ32 = 0 (2.7)
φ21φ11 +
1
2
φ23φ12 +
1
2
φ22φ13 = 0 (2.8)
φ31φ11 +
1
2
φ33φ12 +
1
2
φ32φ13 = 0 (2.9)
φ21φ31 +
1
2
φ23φ32 +
1
2
φ22φ33 =
1
2
(2.10)
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Also since φ is a unitary matrix we have

|φ11|2+ |φ12|2+ |φ13|2= 1 (2.11)
|φ21|2+ |φ22|2+ |φ23|2= 1 (2.12)
|φ31|2+ |φ32|2+ |φ33|2= 1 (2.13)
From (2.5) and (2.11) and the fact that
1 = |φ211 + φ12φ13| ≤ |φ11|2+ |φ12φ13 | ≤ |φ11|2+2 |φ12φ13|
≤ |φ11|2+|φ12|2+|φ13|2= 1
we have |φ12φ13|= 2|φ12φ13| which implies φ12φ13 = 0. Hence by (2.5) we have
φ11 = ±1, and consequently φ12 = φ13 = φ21 = φ31 = 0 since φ is unitary.
Therefore,
φ =


±1 0 0
0 φ22 φ23
0 φ32 φ33

 .
By (2.12) and (2.13) we get { |φ22|2+ |φ23|2= 1
|φ32|2+ |φ33|2= 1 (2.14)
Now (2.10) gives φ22 φ33 + φ23φ32 = 1, i.e., the inner product〈
(φ22, φ23), (φ¯33, φ¯32)
〉
= 1, (2.15)
which imply φ22 = φ¯33 and φ23 = φ¯32. Moreover, it follows from the equalities
(2.6) that φ23φ22 = 0. In the case φ23 = 0, Equality (2.15) gives φ22φ33 = 1; in
the case φ22 = 0, we have φ23φ32 = 1. Therefore φ has the following possible
choices:
φ =


±1 0 0
0 α 0
0 0 α

 and φ =


±1 0 0
0 0 β
0 β 0

 ,
where α and β are unimodular.
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From the other side, being an automorphism of sl(2) the transformation φ
needs to satisfy additional conditions on its basis, namely
1) φ([H,X ]) = [φ(H), φ(X)],
2) φ([H, Y ]) = [φ(H), φ(Y )],
3) φ([X, Y ]) = [φ(X), φ(Y )].
A quick check of these conditions establishes the corollary. 
3. Semidirect sum
In this section we consider the characteristic polynomial of a semidirect sum
of two Lie algebras. Quite a few definitions need to be recalled to proceed.
Definition 3.1. A derivation D of a given Lie algebra L over a field F, is
a linear map D : L → L satisfying the Leibnitz law with respect to the Lie
bracket:
D([x, y]) = [D(x), y] + [x,D(y)], ∀x, y ∈ L.
Definition 3.2. A derivation D of L is called inner if there exists an element
z ∈ L such that D = ad z, i.e., D(x) = [z, x], ∀x ∈ L.
The set of of all derivations of L, denoted by Der(L), is a vector space which
can be given a Lie algebra structure. The set Inn(L) of inner derivations form
an ideal of Der(L).
Definition 3.3. Let L1 and L2 be Lie algebras over the field F and τ : L1 →
Der(L2) be a fixed homomorphism. The semidirect sum L1 Bτ L2 is the direct
sum of their underlying vector spaces L1 ⊕ L2 with the Lie bracket defined as
[(x1, y1), (x2, y2)] = ([x1, x2], τ(x1)(y2)− τ(x2)(y1) + [y1, y2]) .
Clearly, the semidirect sum L1 Bτ L2 varies with the choice of τ . In general
L1 is a subalgebra and L2 is an ideal in L1 Bτ L2. In the special case when τ
is identically zero, the semidirect sum turns into the direct sum L1 ⊕ L2. A
good treatise on semidirect sum can be found in [23] and [30].
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Now suppose L = L′ Bτ L′′ is a semidirect sum of two Lie algebras. As-
sume dimL′ = k > 0, dimL′′ = n − k ≥ 0, and let {x1, x2, . . . , xk} and
{xk+1, xk+2, . . . , xn} be bases for L′ and L′′, respectively. Then on L′ Bτ L′′
the adjoint representation adxi can be represented by the block matrices
Ti =
(
T ′i 0
0 τ(xi)
)
, 1 ≤ i ≤ k; Tj =
(
0 0
Xj T
′′
j
)
, k + 1 ≤ j ≤ n,
where T ′i is the k × k matrix for the adjoint representation of xi on L′, T ′′j
is the (n − k) × (n − k) matrix for the adjoint representation of xj on L′′,
τ(xi) ∈ Der(L′′) is an (n − k) × (n − k) matrix, and Xj is the (n − k) × k
matrix for the adjoint representation of xj on L′. Hence
z0I +
n∑
j=1
zjTj
=
(
z0Ik +
∑k
j=1 zjT
′
j 0∑n
j=k+1 zjXj z0In−k +
∑n
j=k+1 zjT
′′
j +
∑k
i=1 ziτ(xi)
)
,
which implies
QL(z) = QL′(z) det
(
z0In−k +
n∑
j=k+1
zjT
′′
j +
k∑
i=1
ziτ(xi)
)
. (3.1)
Two immediate observations are made as follows.
Remark 3.4. One observes that if L′′ is abelian, then T ′′j = 0 for k+1 ≤ j ≤ n
and hence QL(z) = QL′(z) det
(
z0I +
∑k
i=1 ziτ(xi)
)
, where the second factor
is the characteristic polynomial for the matrices τ(xi), 1 ≤ i ≤ k. On the
other hand, if τ = 0 then L = L′ ⊕ L′′ and Equation 3.1 implies QL(z) =
QL′(z)QL′′(z).
Definition 3.5. A Lie algebra L is said to be simple if it contains no proper
ideal, and it is said to be semisimple if it is a direct sum of simple Lie algebras.
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Consider a Lie algebra L with basis {x1, ..., xn} and let
L(z) = z1 adx1 + · · ·+ zn adxn.
It is not hard to see that L(z) has a nontrivial kernel which in particular
contains the element z1x1+· · ·+znxn. The following lemma is thus immediate.
Lemma 3.6. Let L be a finite dimensional Lie algebra. Then its characteristic
polynomial QL(z) has a factor z0.
Hence it makes better sense to consider the polynomial Q∗L(z) =
QL(z)
z0
.
Corollary 3.7. If L is a Lie algebra of dimension n ≥ 3 and Q∗L(z) is irre-
ducible, then L is simple.
Proof. By Levi’s decompostion every Lie algebra L can be represented as the
semidirect sum L = L′ Bad L′′, where L′ is a semisimple subalgebra of L
and L′′ is the radical of L, i.e., the maximal solvable ideal in L. Denoting the
determinant in Equation 3.1 by R(z), we then have Q∗L(z) = Q
∗
L′(z)R(z). Now
since Q∗L(z) is irreducible, either Q
∗
L′ is constant or R(z) is constant. In the
former case, we have L = L′′ which is solvable and hence QL(z) is a product of
n linear factors by [26]. This contradicts with the irreducibility of Q∗L(z). On
the other hand, if R(z) is constant then L = L′ which is semisimple. If L is
a direct sum of more than one simple Lie algebras then QL(z) is the product
of the characteristic polynomial of these simple Lie algebras by Remark 3.4
which again contradicts with the irreducibility of Q∗L(z). This concludes that
L is simple. 
Since finite dimensional complex simple Lie algebras have been fully char-
acterized ([23]), it is tempting to ask the following question.
Question 3.8. For which type of finite dimensional complex simple Lie alge-
bras L is the polynomial Q∗L(z) irreducible?
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4. Solvable Lie algebra and spectral matrix
Given a Lie algebra L, its derived algebra [L,L] is the linear span of all
elements [s, t], s, t ∈ L. We set L0 = L = L0, Lk = [Lk−1,Lk−1] and Lk =
[L,Lk−1]. The algebra L is said to be solvable if Lk = {0} for some integer
k ≥ 1, and it is said to be nilpotent if Lk = {0} for some integer k ≥ 1. Clearly,
since Lk ⊂ Lk, every nilpotent Lie algebra is solvable. The largest nilpotent
ideal in L is called the nilradical of L and is denoted by nil(L). Engel’s
theorem asserts that a finite dimensional Lie algebra L is nilpotent if and only
if for every element x ∈ L the matrix adx is nilpotent. It follows from Engel’s
theorem that the nilradical nil(L) is the set of all elements x ∈ L whose adjoint
representation adx is a nilpotent matrix, i.e., the spectrum σ(adx) = {0}.
Equivalently, there exists integer s ≥ 1 such that (adx)s = 0. The smallest
such integer s for which (ad x)s = 0 for all x ∈ L is called the nilindex of
L. An estimate of the dimension of nil(L) is dimnil(L) ≥ 1
2
dimL, and a
finer estimate is given in [35]. A good reference on nilpotent and nilpotent Lie
algebras is [18].
In this section, we study how the characteristic polynomial may reveal the
structure of a nilpotent or solvable Lie algebra. In particular, we will look
at the classification problem for solvable Lie algebras from the point of view
of their characteristic polynomials. Recall here the Hu-Zhang theorem that
a finite dimensional Lie algebra is solvable if and only if its characteristic
polynomial with respect to any linear representation is a product of linear
factors. The following lemma is simple but quite useful.
Lemma 4.1. Let A1, A2, · · · , An be k × k matrices and suppose their charac-
teristic polynomial det(z0I+
∑
j zjAj) has a linear factor z0+λ1z1+· · ·+λnzn.
Then λj is an eigenvalue of Aj for each j.
Proof is almost trivial, for example to check λ1 is an eigenvalue of A1 one
may simply set z2 = · · · = zn = 0. Then by the assumption det(z0I + z1A1)
has a factor z0 + λ1z1 and the conclusion follows.
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Now consider a solvable Lie algebra L with a fixed basis {x1, x2, · · · , xn} and
let Ti = ad xi. Then by Hu-Zhang theorem one may write
QL(z) =
n∏
j=1
(
z0 +
n∑
i=1
λijzi
)
. (4.1)
In view of Lemma 4.1, one has σ(Ti) = {λij | 1 ≤ j ≤ n} for each i.
Definition 4.2. Let L be a solvable Lie algebra with basis S = {x1, x2, · · · , xn}
and QL(z) be its characteristic polynomial as in (4.1). The spectral matrix for
L with respect to the basis S is defined as λL = (λij)n×n, 1 ≤ i, j ≤ n.
We shall write λL simply as λ whenever there is no risk of confusion. Since
the i-th row of λ is the set of eigenvalues of Ti, counting multiplicity, the order
of the λ’s rows is in line with the order of T1, T2, · · · , Tn. Moreover, the order
of factors in the factorization (4.1) determines the order of λi1, λi2, . . . , λin for
every 1 ≤ i ≤ n. In other words it determines the order of columns in the
spectral matrix. Since z0 is always a factor of QL by Lemma 3.6, we take it to
be the first factor, e.g., λi1 = 0 for all 1 ≤ i ≤ n.
Lemma 4.3. Let {x1, x2, · · · , xn} and {xˆ1, xˆ2, · · · , xˆn} be two bases for a solv-
able Lie algebra L and assume λ and λˆ are the corresponding spectral matrices.
Then λ = Bλˆ, where B = (bij) is such that xi = bij xˆj for 1 ≤ i, j ≤ n.
Proof. For simplicity, we let Q(z) and Qˆ(z) denote the characteristic polyno-
mials with respect to the two bases. Then by (2.3), we have Q(z) = Qˆ(w) =
Qˆ(zB), where w0 = z0 and wk =
∑n
i=1 zibik, 1 ≤ k ≤ n. In other words, we
have
n∏
j=1
(z0 +
∑
i
λijzi) =
n∏
j=1
(z0 +
∑
k
λˆkjwk)
=
n∏
j=1
(z0 +
∑
i,k
λˆkjzibik) =
n∏
j=1
(z0 + (
∑
i,k
bikλˆkj)zi),
which shows λij = bikλˆkj, i.e., λ = Bλˆ. 
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In the case L and Lˆ are isomorphic solvable Lie algebras of dimension n
with corresponding spectral matrices λ and λˆ, respectively. Then an argument
similar to the ending part of the proof to Lemma 2.2 will show that there exsits
B ∈ GLn such that λ = Bλˆ. In particular, this suggests that the rank of λ
is an invariant under the isomorphism of solvable Lie algebras. It is thus
interesting to determine this rank by the structure of L.
Definition 4.4. Let L be a n-dimensional Lie algebra and 1 ≤ k ≤ n. The
elements f1, f2, · · · , fk in L are said to be nil-independent if there exist no
scalars c1, c2, . . . , ck, not all 0, such that
∑k
i=1 cifi ∈ nil(L).
In other words f1, f2, . . . , fn are nil-independent if and only if [fi], 1 ≤ i ≤ k
are linearly independent in the quotient algebra L/nil(L).
Proposition 4.5. Given a solvable Lie algebra L we have
rankλ = dimL/nil(L).
Proof. Assume that L has dimension n and its nilradical nil(L) has a basis
{x1, x2, . . . , xk}, where k ≤ n. Assume further that xk+1, xk+2, . . . , xn are
elements in L such that {[xk+1], [xk+2], . . . , [xn]} is a basis for the quotient
L/nil(L). Then clearly {x1, ..., xn} is a basis for L and Ti = ad xi, 1 ≤ i ≤ k are
nilpotent matrices by Engel’s theorem. This means that the first k rows in the
spectral matrix λ are 0s and hence rankλ ≤ n−k. Suppose t = rankλ < n−k.
Then there exists an invertible n × n matrix A = (aij) such that Aλ has
precisely t nonzero rows. If we set xˆi =
∑n
j=1 aijxj , 1 ≤ i ≤ n, then λˆ = Aλ
by Lemma 4.3, and it follows that the set {Tˆi = ad xˆi | 1 ≤ i ≤ n} contains
only t non-nilpotent matrices, or equivalently, the basis {xˆi : 1 ≤ i ≤ n} has
t nilpoten elements. This contradicts with the fact that xk+1, xk+2, . . . , xn are
nil-independent. 
It was shown in [35] that for a solvable Lie algebra L one has
dimL/nil(L) ≤ dimnil(L)− dim[nil(L), nil(L)].
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Adding dimL/nil(L) to both sides above one sees in particular that
2 dimL/nil(L) ≤ dimL.
Thus the next corollary follows.
Corollary 4.6. Given a solvable Lie algebra L we have
rankλ ≤ dimnil(L)− dim[nil(L), nil(L)].
In particular, one has rankλ ≤ dimL
2
.
Clearly, for a solvable Lie algebra L, its characteristic polynomial Q(z) = zn0
with respect to some basis if and only if the spectral matrix λ = 0 with respect
to the same basis. In view of Proposition 4.5 this is so if and only if L = nil(L).
Hence the following fact is immediate.
Corollary 4.7. A n-dimensional Lie algebra L is nilpotent if and only if its
characteristic polynomial Q(z) = zn0 .
5. Spectral invariants
By Levi decomposition theorem every Lie algebra is a semidirect sum of
a semisimple Lie subalgebra with a solvable ideal. Since complex simple Lie
algebras are classified by Dynkin diagram, the classification problem for Lie
algebras rested on a classification of solvable ones. But this seems to be quite
challenging even at low dimensions, and we refer the readers to [18, 19, 28,
29, 32, 33] for more information on this effort. One fruitful alternative is to
classify solvable Lie algebras with the same nilradical, or in other words to
classify different extensions of a given nilpotent Lie algebra. Details on this
approach can be found in [35, 36, 37] and the references therein. In this section
we give examples to show how characteristic polynomial and spectral matrix
may assist in the classification scheme.
If L is nilpotent then its characteristic polynomial is a power of z0 by Corol-
lary 4.7 and the spectral matrix is 0. This fact provides convenience for the
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study of solvable extensions of nilpotent algebras. Proposition 4.5 indicates
that for a solvable Lie algebra L the rank of its spectral matrix is invariant
with respect to change of basis and isomorphism of Lie algebras. It is quite
tempting to ask if there may be other invariants linked with characteristic
polynomial and the spectral matrix. A close observation of Lemma 2.2 and
factorization (4.1) suggestes that the number of distinct factors, which we de-
note by k(L), in the characteristic polynomial QL(z) is invariant with respect
to change of basis and isomorphism. Given a finite set S of complex numbers,
we let |S| denote the cardinality of S.
Proposition 5.1. Let L be a n-dimensional solvable Lie algebra with basis
{x1, x2, · · · , xn}. Then k(L) ≥ max{|σ(adxi) | i = 1, 2, . . . , n}.
Proof. Given the factorization
QL(z) =
n∏
j=1
(
z0 +
n∑
i=1
λijzi
)
,
we have λ = (λij)n×n, and σ(adxi) = {λij| j = 1, 2, . . . , n}. We set
t = max{|σ(ad xi) | i = 1, 2, . . . , n}
and assume t = |σ(ad xm) | for some 1 ≤ m ≤ n. Further, we assume
λmj1 , ..., λmjt are the distinct eigenvalues in σ(ad xm). Then the factors
z0 + λ1jz1 + · · ·+ λmjzm + · · ·+ λnjzn
in the factorization above are distinct for j = j1, ..., jt because the coefficients
of the variable zm are distinct. This imply that QL has at least t distinct
factors, i.e., we have k(L) ≥ t. 
The fact that k(L) is an invariant for L is not so obvious. It is a tempting
question whether one may determine k(L) by other known invariants of L.
The next example indicates that this might not be easy.
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Example 5.2. Let La,b = span{x1, x2, x3} be a complex Lie algebra with non-
zero structure constants specified by the brackets: [x3, x1] = x2, [x3, x2] =
ax1 + bx2, where b 6= 0. Then
T1 =


0 0 0
0 0 −1
0 0 0

 , T2 =


0 0 −a
0 0 −b
0 0 0

 , T3 =


0 a 0
1 b 0
0 0 0

 ,
and
QLa,b(z) = z0(z0 + λ32z3)(z0 + λ33z3),
where
λ32 =
−b+√b2 + 4a
2
, λ33 =
−b−√b2 + 4a
2
.
Therefore, σ(T1) = {0} = σ(T2) and σ(T3) = {0, λ32, λ33}. Hence the spectral
matrix
λ =


0 0 0
0 0 0
0 λ32 λ33

 ,
and k(La,b) = 2 when b2 + 4a = 0 and k(La,b) = 3 when b2 + 4a 6= 0.
Suppose La,b is isomorphic to La′,b′ = span{x′1, x′2, x′3} then by Lemma 4.3
and the comments after there exists a matrix A = B−1 ∈ GL3, such that

0 0 0
0 0 0
0 λ′32 λ
′
33

 = λ′ = Aλ =


0 a13λ32 a13λ33
0 a23λ32 a23λ33
0 a33λ32 a33λ33

 .
It follows that λ′32 = a33λ32, λ
′
33 = a33λ33 and hence
λ′
32
λ′
33
= λ32
λ33
, i.e.,
−b′ +√b′ + 4a′
−b′ −
√
b′2 + 4a
=
−b +√b2 + 4a
−b−√b2 + 4a = k, k ∈ C.
This implies
b2 + 4a
b2
=
(k − 1)2
(k + 1)2
=
b′2 + 4a′
b′2
,
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and consequently a
b2
= a
′
b′2
as obtained in [19] through Gro¨bner basis computa-
tion.
Example 5.2 indicates that k(La,b) subtly depends on the parameters a and
b, and hence it seems to be finer than known algebraic invariants about La,b.
Interestingly, Theorem 2.3 can help to determine the automorphism group
Aut(La,b) as well. If φ ∈ Aut(La,b) with matrix representaion A = (aij) ∈ GL3,
then since the characteristic polynomial QLa,b is invariant under change of
variables by A, in view of the factors ofQLa,b(z) we see that the variable z3 must
be fixed by this change of variables. A direct computation shows a13 = a23 = 0
and a33 = 1. Checking on the relations [φ(xi), φ(xj)] = φ([xi, xj]) we obtain
a21 = aa12, a22 = a11 + ba12,
and therefore Aut(La,b) is equal to the set of complex matrices

s t 0
at s+ bt 0
u v 1

 , s2 + bst− at2 6= 0.
It is not hard to see that if the above matrix is unitary then u = v = 0 and
|a|= 1. Hence Aut(La,b) contains no unitary elements if |a|6= 1. Example 5.2
gives rise to the following generalization.
Corollary 5.3. Let N be a (n − 1)-dimensional nilpotent Lie algebra, where
n ≥ 1, and assume L = Cxn B N and L′ = Cx′n B N are two 1-dimensional
solvable extensions of N . If L and L′ are isomorphic then there exists a scalar
t 6= 0 such that σ(Tn) = tσ(T ′n).
Proof. Let S = {x1, x2, · · · , xn−1} be a basis forN . Then S∪{xn} and S∪{x′n}
are bases for L and L′, respectively. Their corresponding spectral matrices λ
and λ′ have nonzero entries only at the bottom row. Suppose the bottom row
of λ is (0, µ1, ..., µn−1) and that for L′ is (0, µ′1, ..., µ′n−1). If φ : L → L′ is an
isomorphism, then Lemma 4.3 implies λ = Bλ′ for some B = (bij) ∈ GLn.
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Therefore, we have µj = bnnµ
′
j , 1 ≤ j ≤ n−1, which completes the proof with
t = bnn. 
Remark 5.4. Corollary 5.3 suggests that, up to a nonzero scalar multiple, the
spectrum σ(Tn) is an invariant for the isomorphism classes of 1-dimensional
extensions of a (n− 1)-dimensional nilpotent Lie algebra.
We use an example to show the usefulness of Corollary 5.3.
Example 5.5. Consider solvable Lie algebra Aa,b = span{x1, x2, x3, x4}, with
brackets [x1, x4] = ax1, [x2, x4] = bx2 − x3, [x3, x4] = x2 + bx3, a > 0. This
algebra is of type L4,6 according to [28], and it is a 1-dimensional extension of
the 3-dimensional abelian Lie algebras generated by {x1, x2, x3}. One verifies
easily that
z0I +
∑
j
zjTj =


z0 − az4 0 0 az1
0 z0 − bz4 −z4 bz2 + z3
0 z4 z0 − bz4 −z2 + bz3
0 0 0 z0

 ,
and hence the characteristic polynomial
Q(z) = z0(z0 − az4)(z0 − (b+ i)z4)(z0 − (b− i)z4),
which indicates that σ(T4) = {0,−a,−b− i,−b+ i}. If Aa′,b′ is isomorphic to
Aa,b then by Corollary 5.3 there exists a nonzero scalar k such that
ka′ = a, k(b′ + i) = b+ i, k(−b′ + i) = −b+ i.
Adding the last two equations one obtains k = 1 and hence a = a′, b = b′. This
shows that Aa′,b′ is isomorphic to Aa,b only if a = a
′, b = b′.
We end this section by a result about unitary elements in the automorphism
group. It is a generalization of the observation made before Corollary 5.3.
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Corollary 5.6. Suppose L is a solvable Lie algebra of dimension n ≥ 1 such
that dimnil(L) = n− 1. Then
Aut(L) ∩ U(n) = Aut(nil(L)) ∩ U(n− 1)⊕ 1.
Proof. Let {x1, x2, · · · , xn−1, xn} be a basis of L such that xi ∈ nil(L), 1 ≤
i ≤ n− 1, and xn /∈ nil(L). Then the characteristic polynomial of L is of the
form
Q(z) =
n∏
j=1
(z0 + µjzn),
where µj , 1 ≤ j ≤ n are the eigenvalues of Tn which are not all 0. If A =
(aij) ∈ Aut(L), then the fact Q(z) = Q(zA) by Lemma 2.2 implies that
ain = 0, 1 ≤ i ≤ n − 1 and ann = 1. If in addition A is a unitary then one
also has ani = 0, 1 ≤ i ≤ n − 1, i.e., A is a diagonal block matrix A′ ⊕ 1 for
some unitary A′ ∈ Aut(nil(L)). 
6. Eigen-variety and Poincare´ polynomial
Given a Lie algebra L of dimension n ≥ 2 with basis S = {x1, x2, · · · , xn}, its
characteristic polynomial QL(z) is a homogeneous polynomial in n+1 variables
with degree n. Its zero variety VL := {z ∈ Cn+1 : QL(z) = 0}, which we call
the eigen-variety of L with respect to the basis S, is a finite dimensional case of
the projective spectrum mentioned in the introduction. It is of great interest to
see how the algebraic structure of L is encoded in the eigen-variety VL. First,
since by Lemma 3.6 the characteristic polynomial for all finite dimensional
Lie algebras contains the factor z0, the hyperplane {z0 = 0} is present in all
such VL. Hence it makes sense to exclude this hyperplane in the discussion.
Assume QL(z) = z
k
0p(z), where k ≥ 1 and z0 is not a factor of polynomial p(z)
(of degree n − k). Then we consider the variety V ∗L = {p(z) = 0}. Formula
(2.3) indicates that if Sˆ = {xˆ1, xˆ2, · · · , xˆn} is another basis for L and xˆi = bijxj
is the change of basis, then the characteristic polynomials with respect to the
two bases satisfy Qˆ(z) = Q(zB). This shows that the two eigen-varieties
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V ∗L and V
∗
Lˆ
differ only by an invertible linear transformation. Therefore the
topology of the complement (V ∗L )
c is invariant with respect to the change of
basis or isomorphism of Lie algebras. In view of this fact we shall make the
following definition.
Definition 6.1. For a finite dimensional Lie algenra L, the numbers bj =
dimHj((V ∗L )
c,C), j ≥ 0 are called the Betti numbers for L. And the Poincare´
polynomial for L is defined as PL(t) =
∑
j bjt
j .
A clarification is needed. If dimL = n then the open set (V ∗L )c, being the
complement of the zero variety of QL, is a domain of holomorphy. Hence its
de Rham cohomology are generated by holomorphic forms on (V ∗L )
c ([22, 34]).
Therefore, although (V ∗L )
c is a domain in R2n+2, the Betti numbers bj are 0
for j > n + 1. This shows that the degree of PL(t) is less than or equal to
1 + dimL.
In the case when L is solvable, Hu-Zhang theorem indicates that its charac-
teristic polynomial QL(z) is a product of linear factors. Hence VL is a union
of n hyperplanes, counting multiplicity. Such union is called a hyperplane
arrangement. An important theorem is needed to proceed. Given vectors
v1, v2, · · · , vk in Cn+1, we consider the union of hyperplanes M := ∪kj=1Hj,
where Hj = {z ∈ Cn+1 : 〈z, vj〉 = 0}, 1 ≤ j ≤ k. It is of great interest to
study the topology of the complement M c = Cn+1 \M which obviously de-
pends on the relative position of the hyperplanes Hj . Observe that the 1-forms
ωj =
d〈z,vj〉
〈z,vj〉
, j = 1, · · · , k are well-defined and non-exact on the complement
M c, and hence it is a nontrivial element in the first de Rham cohomology
H1(M c,C). Remarkably, a theorem conjectured by Arnold [1] and proved by
Brieskorn [3] states that the full de Rham cohomology H∗(M c,C) (as a graded
algebra with wedge product) is in fact generated by the 1-forms ωj , 1 ≤ j ≤ k.
For more information on hyperplane arrangement we refer readers to [31]. In
this section we shall take a look at the Poincare´ polynomial for the arrange-
ment V ∗L , where L is solvable. We start with an example.
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Example 6.2. Consider the L4,6 type Lie algebra L = Aa,b in Example 5.5,
where the characteristic polynomial is
Q(z) = z0(z0 − az4)(z0 − (b+ i)z4)(z0 − (b− i)z4).
Then V ∗L is the union of the hyperplanes
H1 = {z0 − az4 = 0}, H2 = {z0 − (b+ i)z4 = 0}, H3 = {z0 − (b− i)z4 = 0}.
And by Arnold-Brieskorn theorem the de Rham cohomology of (V ∗L )
c is gener-
ated by the three 1-forms
ω1 =
dz0 − adz4
z0 − az4 , ω2 =
dz0 − (b+ i)dz4
z0 − (b+ i)z4 , ω3 =
dz0 − (b− i)dz4
z0 − (b− i)z4 ,
which means
H1 = span{ωj : j = 1, 2, 3}, H2 = span{ωi ∧ ωj : j, k = 1, 2, 3}.
It is clear that H0 = C and Hj = {0} for j ≥ 3. Then the Poincare´ polynomial
has two possible forms.
1) If a is not equal to b ± i, then b1 = 3 and direct computation shows
that H2 = 1
Q∗(z)
span{z0, z4}dz0 ∧ dz4 implying b2 = 2. Hence the Poincare´
polynomial PL(t) = 1 + 3t + 2t
2.
2) In the case a = b ± i, then ω1 = ω2 or ω1 = ω3, and it follows that
PL(t) = 1 + 2t+ t
2.
We pause here to mention that the cohomology of (V ∗L )
c is quite different
from the cohomology theory on Lie algebras as treated in [11, 18]. The follow-
ing fact follows immediate from Corollary 4.7.
Corollary 6.3. A solvable Lie algebra L is nilpotent if and only the Poincare´
polynomial PL is the constant 1.
On the other hand, nilpotent Lie algebras can have nontrivial cohomology
([18]). Furthermore, it is not difficult to see that the first Betti number coin-
cides with the number of hyperplanes in the arrangement.
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Proposition 6.4. If L is a solvable Lie algebra then b1(L) = k(L)− 1.
Proof. Suppose v1, v2, . . . , vm are distinct nonzero vectors in C
n, where m ≤ n.
As in Section 2.1 we write z = (z0, z
′) and claim that the 1-forms
ωj =
dz0 + d〈z′, vj〉
z0 + 〈z′, vj〉 = d log(z0 + 〈z
′, vj〉), 1 ≤ j ≤ m
are linearly independent. Indeed, if there are constants α1, α2, · · · , αm such
that
0 =
∑
j
αjωj = d log
∏
j
(z0 + 〈z′, vj〉)αj , ∀z ∈ (V ∗L )c,
then
∏
j(z0 + 〈z′, vj〉)αj must be a constant. Since the linear functions z0 +
〈z′, vj〉, 1 ≤ j ≤ m are distinct, it follows that each αj = 0 for each j.
If L is solvable then its characteristic polynomial has k(L)−1 distinct factors
other than the factor z0, and by the foregoing arguments the 1-forms associated
with these factors are linearly independent. This implies that b1(L) = k(L)−
1. 
The following question seems natural.
Question 6.5. Can the Betti numbers bj(L), j ≥ 2 be determined by known
invariants of L?
Now we try to determine the degree of the Poincare´ polynomial.
Proposition 6.6. For any finite dimensional solvable Lie algebra L we have
degPL ≤ dimL/nil(L) + 1.
Proof. Let L be a solvable Lie algebra with basis {x1, x2, . . . , xn} and the
associated spectral matrix λ. Then by Proposition 4.5 we have rankλ =
dimL/nil(L). We assume rankλ = m and claim that there exists a basis
{xˆ1, xˆ2, . . . , xˆn} for L such that the characteristic polynomial QˆL with respect
to this basis has precisely m+1 variables. In fact, let L be an invertible matrix
of row operations on λ such that Lλ has precisely m linearly independent rows.
SPECTRAL INVARIANTS FOR FINITE DIMENSIONAL LIE ALGEBRAS 27
Set B = L−1 = (bij)n×n, and define xˆi =
∑n
j=1 bijxj . Then by Lemma 4.3 and
its proof we have λ = Bλˆ, and hence λˆ = Lλ. Therefore,
Qˆ(z) = det(z0I +
n∑
j=1
zj ad xˆj) =
n∏
j=1
(
z0 +
n∑
i=1
λˆijzi
)
. (6.1)
Since the entries in the i-th row of λˆ are the coefficients of zi in (6.1), the
number of variables zi’s in (6.1) coincides with the number m of nonzero rows
in λˆ. Counting the variable z0, the characteristic polynomial Qˆ therefore has
precisely m+1 variables. Since the eigen-variety VˆL := {Qˆ(z) = 0} is situated
in Cm+1 and its complement Vˆ cL is a domain of holomorphy, one naturally has
bj = dimH
j(Vˆ cL ,C) = 0 for all j > m+ 1. This completes the proof. 
In particular, if L is a solvable 1-dimensional extension of a nilpotent Lie
algebra then PL is linear or quadratic. Example 6.2 shows that the inequality
in Proposition 6.6 is sharp.
7. Concluding remarks
The idea of characteristic polynomial for Lie algebras seems fairly intriguing.
This paper aims to identify some invariants for Lie algebras based on their
characteristic polynomials. The results here appear to offer a point of view
from which algebraic geometry, topology and spectral theory provide new and
natural tools for the study of Lie algebras. Application to the classification
scheme of solvable Lie algebras, as attempted in Chapter 5 and 6, is rather
preliminary at this point. Nevertheless, we hope this paper may help to lay a
foundation for more in-depth explorations on the characteristic polynomial of
Lie algebras.
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