Conformally symplectic systems include mechanical systems with a friction proportional to the velocity. Geometrically, these systems transform a symplectic form into a multiple of itself making the systems dissipative or expanding. In the present work we consider the limit of small dissipation.
I. INTRODUCTION
We study the limit of small dissipation/expansion of a family of conformally symplectic standard maps. In particular, we approximate the shape of domains of analyticity of invariant circles of a family of conformally symplectic standard maps of the cylinder, M = S 1 × R, depending on a small parameter, ε, that vanishes as the conformal factor tends to one.
It was noted in [CCdlL17] that the small divisors depend on the complex parameter ε and give rise to regions where the functions parameterizing the circles cannot be analytic with respect to ε but miss by very little. A conjecture in [CCdlL17] states that the tori are analytic in a domain in the complex ε plane that is obtained by taking from a ball centered at zero, a sequence of small balls with centers along smooth curves passing through the origin. The radii of the excluded balls decreases faster that any power of the distance of the centers of the balls to the origin. In fact, it was rigorously proved in [CCdlL17] that this domain is a lower bound. The main objective of the present work is to illustrate the results in one example, provide numerical evidence and indications of new results. Our computations indicate that there are singularities which cluster around several points at which one does not expect the functions to be analytic. The singularities in the complex ε plane, cluster inside balls whose radii decrease at the ratios predicted by the conjecture.
A common method to compute invariant circles of a map of the cylinder f ε : M → M, is by computing a parameterization K ε : S 1 → M of the invariant circle which satisfies an invariance equation. The invariance equation is
with T ω (θ) = (θ + ω). The invariance equation states that the dynamics on the invariant circle are conjugated to a rigid rotation of the circle by an irrational number ω. The parameterization function K ε can be written in terms of a periodic function, u ε : S 1 → R, as in equation (2.7). The method we use to find the singularities is to approximate the conju- function with a rational function, the computation of poles is done by approximating the roots of the denominator of the Padé function. The denominator is a polynomial that can be of very high degree, and computing its roots depends heavily on numerical precision. Since the computations are very sensitive to precision, we perform them using ≈ 10 3 digits which allows us to compute singularities for values of ε that are at a distance ≈ 0.3 from ε = 0 in the complex plane. We expect that higher precision together with higher order degree series, would allow us to compute poles that are closer to the origin. However, the method already allows us to have an approximation of the boundary of the domain in regions that are contained in the small balls that were predicted by the conjecture in [CCdlL17] , even when the singularities are not very close to ε = 0. For this reason it is very hard to notice that the functions that we are computing are not analytic. We also find conjectures on the rate of growth of the terms of the Lindstedt series.
We note that the shapes of the domains that we present here are remarkably different from what one sees in the symplectic case, see [CF02, BG04, dlLT95, CdlL10b] . This is partly due to the fact that in the symplectic case or in the dissipative case, the small divisors do not depend on the conformal factor b(ε) which in our case is a function of ε.
Some explorations of the shape of the analyticity domains in the dissipative standard map have been performed using the parameterization method in [CC10] , that is very similar to the one described in section III C. In [CC10] , it is noticed that the breakdown of invariant tori in the conservative and the dissipative case are similar when the conformal factor b is a constant, [CdlL10a] . A different behavior in the breakdown of invariant tori involving bundle collapse is observed in the dissipative standard map in [CF12] . Explorations of the shape of the domains of analyticity in ε in the conservative case with the use of the parameterization method appear in [CdlL09, CdlL10b] .
II. PRELIMINARIES
We consider the dissipative standard map defined on the cylinder M = S 1 × R given by f ε (x n , y n ) = (x n+1 , y n+1 ) and
where y n ∈ R, x n ∈ S 1 , ε ∈ R, and V (x) = 1 2π sin(2πx) is an analytic, periodic function.
Here we consider the case when the dissipative parameter, b ε , is given by b ε = b(ε) = 1 − ε 3 , and the drift parameter c = c(ε) is a function that depends on the small parameter ε. The dissipative parameter b ε coincides with the Jacobian of the function. We note that the Jacobian is the rate of dissipation/expansion of the map (2.1), this rate will be dependent of the parameter ε. In particular, the case ε = 0 coincides with the zero dissipation limit.
In fact, it is discussed in [CCdlL17] that (2.1) is conformally symplectic. If Ω = dy ∧ dx is the standard symplectic form of the cylinder, the map f ε satisfies that
For certain values of c ε , we know that maps of the from (2.2) have analytic invariant circles corresponding to quasi-periodic orbits with Diophantine rotation numbers, ω. The Lindstedt series analysis in Section III A determines that one condition for the the mapping (2.1)
to admit an invariant circle is that c ε = ωε 3 + O(ε 4 ). In the following, we discuss the properties that the rotation number should satisfy so that one can have quasi-periodic orbits parameterized by a function.
A. Quasi-periodic orbits
We consider a frequency ω that satisfies the Diophantine condition,
where ν ∈ R + and τ ∈ R with τ ≥ 1.
Quasi periodic orbits of the dissipative standard map (2.1) are found using a parametric representation of the variable x n ∈ S 1 as
where u ε : S 1 → R is a 1-periodic function. We assume that the variable θ n varies linearly as θ n+1 = θ n + ω where ω is the rotation frequency.
It follows form equation (2.1) that
We look for quasi periodic solutions by finding u ε and c ε = c(ε) such that
We remark that the nature of the two unknowns is different since u ε (θ) is a smooth complex 1-periodic function of θ ∈ S 1 depending on the complex parameter ε and c ε is a complex number depending on ε. The conjecture in [CCdlL17] , states that ε is a complex parameter whose range lays in a complex domain that is obtained by taking out from a neighborhood of ε = 0, points inside balls with centers along smooth curves passing though the origin. In [CCdlL17] there is also a rigorous lower bound close to the domain desribed in the conjecture.
It is clear that once we find a pair (u ε , c ε ) satisfying (2.6), we can recover the embedding of the quasi-periodic orbit by the parameterization
III. METHODS FOR COMPUTING SOLUTIONS
We will use two different methods for finding the solution pair (u ε , c ε ) of (2.6). The first method is based on a Lindstedt series approximation of the solutions written as formal power series of the small parameter ε. In our case the small parameter ε will account both for the size of the perturbation and the distance of the conformal factor to the symplectic case. This method produces approximate solutions in the sense that if
are polynomials in ε, we say that (3.8) is an approximate solution of order N whenever
, where E is the functional defined in (2.6) and · is the supremum norm over all θ ∈ S 1 . The Lindstedt series method that we describe in section III A provides a way to construct an approximate solution of any given order N ∈ N.
In section III C, we include an algorithm to find the solution (u ε , c ε ) by means of a Newton method. The method starts form an approximate solution pair (u a , c a ) so that the norm of E ca [u a ] is small and provides a correction (v, δ) by imposing that the new solution
This method can be shown to converge using scales of Banach spaces.
A. Lindstedt Series
The Lindstedt series method consists of performing a formal series expansion in a small parameter ε. According to (2.6), and the fact that b(ε) = 1 − ε 3 , we look for a solution,
as a power series expansion. That is, we look for solutions
where each u n is a function from S 1 to C and each c n ∈ C. This solution can be computed by equating powers of ε in (3.9). Taking the Taylor expansion at ε = 0
and substituting (3.10) into (3.9), we have that
(3.12)
Remark III.1. When V (θ) = sin(2πθ), or a trigonometric polynomial, the S k (θ)'s can be computed very efficiently in terms of the u i (θ)'s. Following [eK69, FdLL92] and denoting S(θ, ε) = sin(2π(θ + u ε (θ))), C(θ, ε) = cos(2π(θ + u ε (θ))), the coefficients of the series expan-
C k (θ)ε k are given by the following recurrence relations,
Defining the operator
equation (3.12) can be rewritten as
Some properties of the operator L ω are summarized in the following Lemma. See [dlL01] for details about the proof.
Diophantine as in (2.3), then there exists a solution, ϕ(θ), to the equation
In fact, the solution is given by
whereη are the Fourier coefficients of η(θ).
The Lindstedt process is as follows. Matching the coefficients of the same order in (3.15)
we obtain the following relations to different orders of ε. The zero-th order term tells us that the coefficients at order zero in ε have to be trivial. The equations are
Choosing c 0 = 0, then u 0 ≡ 0 is the solution given by Lemma III.2. This construction is analogous to the zero-th order term in the symplectic case.
Remark III.3. This method has been used in [FdLL92, dlL01, BFG01, BG01, CF02, BG04, dlLT95] for the symplectic case. That is, making the same process for the standard map, (x n+1 , y n+1 ) = (x n + y n+1 , y n + εV (x n )), gives the following equation to all orders ε n ,
This is a consequence of the symplectic structure and the fact that S k (θ) depends on the previously computed u 0 (θ),
The first and second orders in ε are also analogous to the symplectic case. For this reason the first two coefficients of c ε will be trivial.
Choosing c 1 = 0 = c 2 the equations are reduced to the non dissipative case and, by Remark III.3, the right hand side has zero average. Therefore, we can find solutions u 1 (θ), u 2 (θ).
The third order in ε is the first one that is different from the conservative case. Since S 3 (θ) has zero average we find u 3 (θ).
The equations for orders higher that 4 are remarkably different since we have a counter term coming from the previously computed orders. Namely,
Notice that, by construction,
Now, taking
we can find u k (θ) solving (3.21) for all k ≥ 4.
We have proved the following proposition which is a particular case of part A) of Theorem Proposition III.4. For any N ∈ N, the procedure presented above allows to find an approximate solution,
such that
where E is the functional defined in (2.6).
B. Padé extrapolation
The domain of analyticity for the solution of (2.6) can be approximated by implementing a Padé method in which we use the approximate solutions obtained by the Lindstedt series constructed in Section III A.
The Padé method is quite standard and is presented in several places in the literature.
Here, we follow the exposition in [BGM96] . A Padé approximant of order [p/q] of a function
is a rational function, P (ε)/Q(ε), which agrees with u to the highest possible order in ε.
That is,
Where P (ε) and Q(ε) are polynomials of degree p and q respectively, Q(0) = 1.
The existence of the polynomials P and Q can be obtained by noticing that (3.24) is equivalent to
and, then, considering P (ε) = p i=0 P i ε i and Q(ε) = q i=0 Q i ε i the coefficients of the polynomials can be found by solving the following systems of equations
The second equation of (3.25) gives the Q j s, and then we can find the P j s by substituting 
C. Newton's method
In this section we summarize an iterative scheme in scales of Banach spaces that can be very well adapted to perform numerical computations. The scheme is based in a Newton iteration starting from approximate solutions to the equation (2.6). We briefly describe the scheme here since details of schemes of these kind and numerical implementations have been described already in the literature [CC10, CCdlL17, CF12, CCdlL13], and the reader can refer to these works for more details.
We start from an approximate solution (u a , c a ) of equation (2.6). Namely, we have a solution so that E ca [u a ] is small enough. The approximate solution could be obtained by several means. One possibility is starting from the integrable case (for ε close to zero) and perfoming continuation or from a Lindstedt series expansions like the ones obtained in Section III A. We remark that in the dissipative standard map we are studying, ε = 0 is the point where the map becomes symplectic. Since we use methods for conformally symplectic systems we actually start the continuation from values of ε that are note equal to zero but small.
The Newton algorithm consists of adding a correction (v, δ) to the approximate solution so that supremum norm of (2.6) evaluated in the function plus the corrections,
is of the order of the square of the norm of (2.6) evaluated at the approximate solution,
One obtains the correction by solving the linearized equation of E ca+δ [u a +v] for (v, δ) around the approximate solution, (u a , c a ).
In this case, the equation we have to solve is iterative Newton scheme it is not necessary to find an exact inverse of the operator
but an approximate inverse will suffice.
One obtains an approximate inverse by noticing that the modified Newton equation, This method has been used in several works [CL09, dlL08, dlL01] . Here we only make a reference to the justification in [CC10] , where the reader can refer to for details. Let the
A small remark is that 3.28 are operators that are diagonal in Fourier space. In the following lemma, we write the modified Newton as a sequence of operators that are either diagonal in
Real or Fourier space.
Lemma III.5. The modified Newton equation in (3.27) with E ca [u] defined in (2.6) is equivalent to
Remark III.6. One notices that the operators involved in the l.h.s. of equation (3.29)
only involve differentiation, multiplication, division, shifting the arguments of functions, and solving the difference equations with constant coefficients in (3.28). All this operations can be implemented very efficiently using the computer. For instance if we discretize the periodic functions using n uniformly distributed points and we use a Fast Fourier Transform method, the modified Newton step equation can actually be solved in O(n log n) operations.
The factorization in equation (3.29) suggests an algorithm that is used to solve the modified Newton equation.
Algorithm III.7. i) Find two functions ϕ and ν solving the equations
Notice that if ϕ(θ) and ν(θ) are solutions of (3.30) and (3.31), respectively, then the
holds for any δ ∈ C. This will allow us to chose a complex number δ so that the average of
iii) Obtain w from the solution of the constant coefficient difference equation
Notice that after choosing a δ in step ii) so that the right hand side has zero average we can always find a periodic function w solving (3.32) when the r.h.s. is smooth enough.
iv) Construct v(θ) = h (θ)w(θ) and obtain the improved solution (ũ,c) defined as
The observation in remark III.6 is that the operators in ( Remark III.8. We note that the algorithm is guaranteed to converge inside the boundaries of the analyticity domain. Indeed, in [CdlL10b] was rigorously justified that the algorithm only fails to converge as the continuation reaches the boundary of analyticity. Therefore, the continuation method can also be used to asses the bounds on the domain of ε.
IV. NUMERICAL RESULTS
In this section we present the results of implementing the methods described in Section III. All the computations were done using the golden ratio, ω = 1+ √ 5 2 , which satisfies (2.3) [dlL01] .
A. Lindstedt expansions
The construction of Lindstedt series in Section III A was implemented as a numerical algorithm. The statement of Proposition III.4 tells us that given any N ∈ N, the outcome of the method is the pair of polynomials of degree N in (III.4). The observation of Lemma III.2 is that the operator L ω defined in equation (3.14) is diagonal in Fourier Space and equation 3.16 can be solved for φ if we allow to obtain functions with less regularity than the rigth hand side, η. We find the solution numerically by transforming to Fourier space and solving for the u k 's from expressions (3.19) to (3.21). At every order of the process we obtain the c k 's as a byproduct of imposing the condition that every order should have zero average.
The Lindstedt series expansions are used to obtain an approximate solution to the functional equation in (2.6) at some high order. Indeed, we discovered that with our implementations it is very hard to notice that the functions are not analytic. Namely, the singularities that exist close to the point ε = 0 are very hard to detect so we have no evidence that the radius of convergence of the series is exactly zero in the complex plane. Thus, if the solution belongs to a Gevrey class then the Gevrey exponent would be very close to one.
We approximated several norms of the coefficients, u k (θ), to have an indication of how far the functions are from being analytic. First, we use the norm on the complex strip of size ρ > 0, i.e., θ ∈ S We say that the function f (ε) belongs to the Gevrey class G σ with respect to the norm · B at ε = 0 whenever
Since we want to check if the function u ε (θ) belongs to a Gevrey class at ε = 0 with the analytic norms it is convenient to compute the following expressions as functions of k, We also used Sobolev norms defined for a real number r > 0 by the L 2 -norm of the r th derivative with respect to θ,
Notice that when r = 0, f 0 corresponds to the L 2 norm of u. The Sobolev norms can also be written in terms of Fourier coefficients as follows,
As in the case for analytic norms we define the following expressions for the Sobolev norms, In both cases, the behavior of the norms coefficients u k (θ) B with respect to k seem to belong to Gevrey classes. In Tables I and II The numerical results in Tables I and II lead us to think that the solutions that we approximate are funcions that are very hard to distinguish from analytic functions by just examining the a truncated expansion series. One of the rigorous results in [CCdlL17] states that the functions that satisfy equation (2.6) fail to be analytic since there is no ball around ε = 0 where the formal power series converges. Therefore, we conjecture that the solutions belong to a Gevrey class with an exponent that is very close to the analytic class.
Conjecture IV.1. The parametrization u ε belongs to a Gevrey class, G σ , as a function of ε. The index, σ, is close to 1.
B. Approximation of poles of the Lindstedt series
Here we include the poles of the Lindstedt polynomial found with the Padé method.
In Figure 3 , we show the poles of the series approximated by means of the Padé method.
It is well known that the Padé method computations are very sensitive to precision, see 
C. Newton method
We used Newton's method and continuation to explore the monodromy of the solutions in the domains. A rigorous result in [CCdlL17] states that the solutions defined in the domain of analyticity in ε have trivial monodromy. We verified this fact numerically by perfoming continuation of the solutions (u ε , c ε ) around the poles that were previously approximated using the Padé series method described in Section IV B.
We used the approximated poles as centers of circular paths in ε over which we perfomed continuation while solving the invariance equation (2.6) using Algorithm III.7. Once the continuation completes a complete turn around a chosen pole, one verifies that the solution always arrives to the same starting point. This is an effect of the monodromy of the functions being trivial.
We present several instances of the functions for different parameter values along a circle winding around a pole in Figure 6 . The path we used to surround the pole is presented in Figure 5 . The continuation was perfomed using FFTW3, [FJ05] , with the libquadmath library, [HLB00] . The radii of the continuation paths were chosen so that the path did by CONACYT.
