We investigate the photon statistics of the light transmitted from a driven optical cavity containing N two-level atoms, with emphasis on the weak driving field limit. This limit is of most interest from the point of view of quantum fluctuations. We find that various types of nonclassical behavior are possible, even with large numbers of atoms in the cavity, under conditions of strong atom-field coupling, which we refer to as the cavity quantum electrodynamics limit. We describe the system with a pure-state formalism valid for weak fields, and also use a Fokker-Planck equation obtained by a small fluctuation linearization. We examine the conditions under which the linearized theory is appropriate, and explore the sensitivity of nonclassical effects in the system to atom number, transit-time broadening, and detunings. ͓S1050-2947͑99͒04803-9͔
I. INTRODUCTION
In this paper we report on extensions of previous work on dynamical cavity quantum electrodynamics ͑cavity QED͒ effects, namely, the photon statistics of an ensemble of twolevel atoms inside a driven optical cavity. The field of cavity QED can be said to have been born more than 40 years ago with the prediction by Purcell ͓1͔ that the spontaneous emission rate for an atom inside a conducting cavity can be greatly enhanced in comparison with the rate in free space if the dimensions of the cavity are of the order of the transition wavelength. The subject was only of theoretical interest until experimental techniques became available to observe such effects. In the first such measurement, Drexhage ͓2͔ observed the enhanced and inhibited decay rates of dye molecules located close to a dielectric surface. This effect can be interpreted as the reaction of the molecule to the image charges that effectively replace the reflecting surface ͓3͔. The first experiments with atoms in a cavity were those of Vaidnaythan, Spencer, and Kleppner ͓4͔, Goy et al. ͓5͔, and Jhe et al. ͓6͔ . Several later experiments have been carried out to investigate various features of the change in spontaneous emission rates due to the presence of boundaries which alter the electromagnetic field mode density from its free space value ͓7,8͔. Accompanying the experimental work is a large body of theoretical literature concerning the same subject ͓9-12͔. For a more detailed history of the field, as well as current developments, we refer the reader to the reviews of Hinds ͓13͔ and Haroche ͓14͔, and the compilation edited by Berman ͓15͔.
Another approach to what is now known as cavity QED had its beginnings in the work of Jaynes and Cummings ͓16͔ on the interaction of a single two-level atom with one mode of the electromagnetic field, and extensions of that work by Tavis and Cummings to consider many atoms ͓17,18͔. This too was originally viewed as a purely theoretical construct, with no immediate realization in the laboratory possible, particularly as dissipation is not included in the model. However, with suitable modifications to allow for atomic and cavity field damping, there has been a great deal of work done, both theoretical and experimental, to gain a deeper understanding of this fundamental, and very rich, quantum system. Experiments to observe the dynamics of this system include maser action from a collection of several atoms or even one atom interacting with a single field mode in a resonator ͓19-23͔. Nonclassical properties of the steady state in the cavity have also been investigated ͓23͔. In the optical domain as well as at microwave frequencies there have been experiments to look at the so-called ''vacuum-Rabi'' splitting ͓24-30͔.
Yet another class of theory and experiments relevant to our discussion is the body of literature on resonance fluorescence, where a two-level atom interacts with a classical driving field. The three peaked Mollow spectrum and nonclassical effects such as photon antibunching and sub-Poissonian photon counting statistics have been predicted ͓31,32͔ and observed ͓33,34͔. A review is given by Cresser et al. ͓35͔ . Squeezing has also been predicted ͓36͔, but not yet observed.
The model we consider here assumes N two-level atoms interacting with one mode of a resonator of arbitrary Q, with a driving field present, and we take into account both atomic and cavity field losses. This model can be thought of as resonance fluorescence in a cavity, the Tavis-Cummings model with a driving field and losses added, or an extension of previous work on optical bistability. We wish to stress that damping is not to be considered as an unfortunate consequence of modeling a real system, but rather as a fundamental property of the system we consider. The presence of a driving field and dissipation results in a nontrivial steady state for the system. Of course the ultimate importance of this work is the possibility of testing the theoretical results obtained herein in the laboratory, with a real dynamical system. We also stress that we will be interested in effects that can only be explained by quantization of the electromagnetic field, i.e., nonclassical effects.
In cavity quantum electrodynamics, one is concerned with situations in which the atom-field coupling strength ͑g͒ is comparable to at least one of the dissipation rates set by spontaneous emission to noncavity modes (␥) and by cavity losses (); typically this requires that the cavity mode volume be small, or that the cavity enclose a large portion of 4sr about the atom. We will be most concerned here with the strong-coupling limit, where g is the largest rate in the problem. In this strong-coupling regime, the atom cannot be thought of as mildly perturbed by the cavity field ͑bad-cavity limit͒ or the field as perturbed by the presence of the atom ͑good-cavity limit͒. Energy is exchanged between these two oscillators several times before dissipation has a significant effect.
There is a natural separation into two classes of phenomena. In the first set of phenomena the emphasis is on what we prefer to call ''structural'' properties of the atom-cavity interaction. Under this category we would put experiments in which alterations are observed in atomic fluorescence linewidths, a splitting of the atomic line ͑vacuum-Rabi splitting͒, or in which the interaction results in a shift of the system resonance frequency. These results can be obtained by considering the atom and cavity mode as coupled oscillators; indeed for weak driving fields the atom is approximated well by a harmonic oscillator. The second type of experiment involves investigation of the dynamical character of the atomfield system, and requires a fully quantum mechanical treatment of the field. Examples would include squeezing and photon antibunching. These phenomena cannot be explained by a simple coupled-oscillator theory. There have been several review articles in which one or both of these regimes of cavity QED have been discussed ͓13-15͔, as stated earlier.
It is this second class of systems that we wish to address in this paper. The structural effects in cavity QED can be seen to follow from several ͑essentially semiclassical͒ points of view. For weak fields, the atom and cavity can be viewed as two coupled harmonic oscillators ͓41͔, or alternatively the atoms can be treated as a dielectric medium with an index of refraction ͓27͔, giving rise to a vacuum-Rabi splitting. Alternatively, one can understand modification of spontaneous emission due to a mirror ͓12͔ in terms of an image charge radiating in or out of phase with the atom. Yet another way to view enhanced and suppressed spontaneous emission uses a Fermi's golden rule argument, realizing that the mode density into which an atom may emit radiation is modified by the cavity boundary conditions. This argument is only really appropriate in the limit where the cavity decay rate is large compared to the atomic spontaneous emission rate, the socalled bad-cavity limit. In this limit the effect of the cavity on the atom may be treated as a perturbation, and spontaneous emission into the cavity mode is effectively an irreversible process due to the low Q of the cavity. In the strongcoupling regime, where the atom and cavity exchange a photon several times before it is lost, a picture based on perturbation theory is not appropriate.
Usually ͓38,39͔, one solves for the semiclassical steady state of the system, i.e., that which is obtained from the Heisenberg equations of motion when expectation values of products are factorized, and then examines the effects of small ͑quantum͒ perturbations on these steady states. In these theories, the small noise assumption is made, and hence, one may disallow oneself of the possibility of examining the system in a regime where the effects of quantum noise are substantial. In many cases, as for the laser and optical bistability, the system size parameter that is used in the linearization is the saturation photon number, ͱn s ϭ␥/2ͱ2g. The signal to noise ratio is on the order of n s . A linearization based on the number of atoms may still work, but this approach will not neccessarily work for a small number of atoms. In this regime, the coupling strength is assumed a priori to be smaller than the atomic spontaneous emission rate. Vacuum Rabi splittings may still be observed if ͱNg is much larger than , the cavity energy loss rate, or if Ϸ␥ ͓40,41,26͔. Hence vacuum Rabi splitting is not necessarily a manifestation of the quantum nature of the field, although it can certainly be understood in that manner. We are interested in the cavity QED regime, which we define by (␥ Ϫ␥)/␥Ϸ1, where ␥ is the cavity enhanced spontaneous emission rate. This typically requires that gӷ␥, and hence the usual linearized theories, which assume n s is large, may not necessarily work.
In previous work in this regime, for a single atom in the bad-cavity limit, and for weak driving fields, Rice and Carmichael ͓42͔ have found sub-Poissonian photon counting statistics, squeezing, photon antibunching, and the vanishing of g (2) () for nonzero delay time . This work was later extended to the many-atom case by Carmichael, Brecha, and Rice ͓43͔. There it was emphasized that the effect persisted for N atoms, but only if the cavity QED condition was met. In many systems, the quantum noise scales as 1/N, as, for example, photon antibunching in N-atom resonance fluorescence. We emphasize that as long as the ''cavity QED condition'' is met, the photon statistics are only weakly dependent on the number of atoms; qualitatively the behavior is the same as the single-atom case. Recently, photon antibunching has been observed in this system ͓44͔. Mielke, Foster, and Orozco ͓45͔ have seen a further type of nonclassical behavior in this system, as predicted in Refs. ͓42,43͔. In light of these experiments, it is important to consider this fundamental system in more detail.
In this paper we examine the formal rationale for the pure-state formalism used in Ref. ͓43͔ . The pure-state ansatz is used to obtain the steady-state density operator, which is then propagated using the standard methods of the quantum regression theorem. Connections to recent advances in modeling open systems, specifically quantum trajectory theory will be made. Further, we include the effects of detunings and transit-time broadening, and compare with the predictions of a more standard stochastic dynamical model, of the sort discussed above.
The very general outline of this paper is to look at the statistics of forward photon scattering, i.e., the light transmitted from the cavity, from two different points of views. First we will discuss the photon statistics resulting from the quantum dynamics of an observed pure state, and second, in the context of the formalism of a stochastic process in the positive-P representation ͓38,39͔. In Sec. II we discuss the details of the physical system considered. The formal derivation leading to the use of pure-state dynamics even in the presence of dissipation is discussed in Sec. III. We turn to the photon statistics of the transmitted field in Sec. IV. In Sec. V, we make a comparison to coupled oscillator theory. Section VI discusses a stochastic dynamical model, which depends on a linearization using the number of atoms as a system size parameter. In Sec. VII, we use the stochastic model to calculate the photon statistics, and compare the results to those of Sec. IV. In Sec. VIII, we discuss the dependence of the photon statistics on a variety of parameters: atomic and cavity detunings ⌬ and ⌰, number of atoms N, coupling parameter g, cavity loss rate , and atomic spontaneous emission rate ␥. We use the stochastic model to discuss the effects of transit time broadening and/or phase destroying collisions on the photon statistics, an effect that cannot be treated using the pure-state formalism of Secs. III and IV. Finally, we conclude in Sec. IX.
II. PHYSICAL MODEL
The model to be treated is a generalization of the JaynesCummings atom-field interaction, including the effects of both cavity and atomic decay as well as that of an external driving field. The system is shown schematically in Fig. 1 . In one context, this is simply the microscopic model for optical bistability with two-level atoms in a cavity. The field and atomic Hamiltonians are given by
respectively. In the rotating wave approximation the interaction Hamiltonian is given by
In the above, c ( a ) is the resonance frequency of the cavity ͑atomic transition͒. The cavity field creation and annihilation operators are given by â † and â , respectively.
, where 0 is the dipole transition matrix element, and V Q is the cavity mode volume. The collective atomic operators are given by
where Ϯ and z are the Pauli spin operators describing the two-level atomic system. Following standard techniques the atomic population and polarization decay, as well as the field damping can be described by the action of the Liouville operators on the density matrix of the system ͓38,39͔:
For the experiments designed to observe the effects to be described throughout this paper, visible or near visible wavelength atomic transitions are well suited, in which case thermal photon numbers are completely negligible and thus these terms have been omitted in the damping term. It would be a straightforward generalization to include the effects of thermal photons, and this would indeed be necessary for a description of systems involving Rydberg atoms coupled to microwave cavities. For completeness, we consider here a general formulation of the damping in which nonradiative decay processes are possible, i.e., ␥ ʈ 2␥ Ќ . Much of what we will discuss in this paper assumes purely radiative atomic decay (␥ ʈ ϭ2␥ Ќ ); for example, the pure state formalism introduced in Sec. III will only be valid in this limit. In Secs. VI and VIII we will address departures from the purely radiative regime. Since one goal of the present work is to realistically describe an experimental situation, it should be noted here that the departure from purely radiative decay in present experiments ͓44,45͔ is small and only quantitative differences are to be expected.
The final term to be considered is that describing the driving field-cavity field interaction, which is given by
where E is the scaled ͑classical͒ input laser field strength. The scaling is such that E/ is the photon flux injected into the cavity by the driving field. We note that treating this driving field quantum mechanically, and assuming it is a highly excited coherent state produces the same results. The master equation for the full system is now given by
which will be the starting point for the rest of the paper.
III. PURE-STATE DYNAMICS FOR WEAK FIELDS AND RADIATIVE DAMPING
Here, we begin with equations of motion for density matrix elements. As we are going to consider the limit E→0, we truncate our basis set at some level. As we wish to calculate the second-order intensity correlation function g (2) (), we must keep states with two quanta of energy at a minimum. We will then use the truncated basis ͉00͘, ͉10͘, ͉01͘, ͉20͘, ͉11͘, ͉02͘. ͑7͒
Here, the first index corresponds to the number of energy quanta in the atoms, and the second corresponds to the excitation of the field. This is an incomplete specification of the FIG. 1. Schematic of the physical system, N is the number of atoms in the cavity, is the cavity field damping rate, ␥ is the spontaneous emission rate to noncavity modes, and g is the atomfield coupling.
state of the system, as, for example, in the state ͉10͘, the quantum of energy could be stored in any one of the N atoms. In actuality then, we have (1)ϩ(N)ϩ(1)ϩ(N͓N Ϫ1͔)ϩ(N)ϩ(1)ϭN 2 ϩNϩ3 states here. The numbers in the previous sum represent the number of real states of the system that correspond to the generic states ͑7͒. We assume that all atoms couple to the field with the same JaynesCummings parameter g, i.e., that they are all at antinodes of the field, for example, and that all of the atoms are identical. Under these conditions one may use a symmetrized set of atomic states that reflects the permutation symmetry required for identical atoms, as we show in Appendix A. A relaxation of this assumption that allows for numerical computation is described in ͓44͔. So instead of considering a set of atomic states such as
we define the symmetric states
These are then the atomic states referred to in Eq. ͑7͒. In this truncated basis we then have 21 independent density matrix elements. Initially, we restrict our calculation to zero atomic and cavity detuning, and hence these density matrix elements are all real. In Sec. VIII, we shall return to the effect of these detunings on our results. We also consider the limit of purely radiative broadening here, and address the ramifications of the relaxation of that assumption in Sec. VIII. The set of equations that must be solved are then given in Appendix A. Here we define CϭNg 2 /␥ and ϭ2/␥, and time is scaled by ␥/2. The density matrix elements are scaled according to the relation n,l;m,k →n s
where Y is a dimensionless driving field and n s ϭ␥ ʈ ␥ Ќ /4g 2 ϭ1/4C 1 is the saturation photon number. At this point, we examine the possibility of using a purestate description for the dynamics of this system. In the oneatom case, in the bad-cavity limit, we have previously solved for the steady-state density matrix elements, and find that they are consistent with a pure-state factorization of the density matrix. Outside the bad-cavity limit, numerical results indicate that this is still the case. Here, we wish to see if the density matrix for this system can be represented by ϭ͉͑t ͒͗͑͘t͉͒. ͑11͒
As we have truncated our basis at the two-photon level, we postulate that the state of the system is of the form
This wave function is normalized to lowest order in Y. If such a factorization of the density matrix is possible, the density matrix elements must be related to the complex probability amplitudes above via equations of the form
As D 00 ϭ1 ͑ to order Y ) in the weak-field limit, that means that we must have
Thus we may use the equations for the matrix elements 00;i j to write down a proposed set of equations for the probability amplitudes as
The dot refers to differentiation with respect to the scaled time ␥t.
We must now check that the other density matrix element equations are of a form that is consistent with a pure state factorization. We consider an example below: which shows that in this case the equations are of the form one would obtain by using a pure state given as above. Upon checking the other 15 equations, we find indeed that the density matrix element equations are consistent with the system as described by the pure state ͓Eq. ͑12͔͒. It is not immediately obvious why a system with dissipation obeys pure-state dynamics. We stress that this is not an approximation introduced ad hoc, but that in the weak-field limit, for radiative damping, the dynamics of the system can be described by the pure-state evolution given by Eqs. ͑15͒. In quantum mechanics, a system evolves in two ways: ͑i͒ by unitary evolution via the propagator, determined by the Hamiltonian, and ͑ii͒ random collapses due to dissipation. The probability of a collapse is proportional to the rate of dissipation ( or ␥) as well as the probability for the system to have energy in it ͑i.e., the number of intracavity photons or number of atoms in the excited state͒. As the excitation probability is small in the weak-field limit, so is the probability of a collapse. Hence in this weak-field limit, the system can be described by a pure state even in the presence of dissipation, at least during the time between two-photon emissions. Thus this approach is appropriate for a calcuation of g (2) (), providing that we start with the state of the system given that it has emitted a photon, and calculate the probability of a subsequent emission at time . In one sense the calculation of g (2) () presented here is really a calculation of the waiting time distribution, i.e., W(), the probability that the next photon arrives at , with none arriving in between. For weak fields, the probability of another photon arriving in the interval 0→ is vanishingly small, and the difference between W() and g (2) () vanishes. In most experiments ͓34͔ the waiting time distribution is the quantity actually measured, and for weak fields, this corresponds to a measurement of g (2) () ͓46͔.
More properly, as we deal with an open system that cannot be described by a wave function, we can think in terms of the quantum trajectory theory developed by Carmichael ͓47͔, Dalibard, Caston, and Molmer ͓48͔, and Dum, Zoller, and Ritsch ͓49͔. Here we follow the approach of Carmichael, which consists of an unravelling of the master equation into evolution and collapse processes, with the collapse occurring randomly. Dissipative systems are described by wave functions that evolve via a nonunitary Hamiltonian or a collapse operator. Numerically, a random number generator weighted by the probability of a collapse determines which process takes place at a given time step. As both processes are nonunitary, the wave function is then renormalized, and one throws another random number. One then averages over an ensemble of these conditioned wave functions to obtain statistical information. Here again, the probability of a collapse is related to dissipation rates as well as excitation probability. It is the latter that is small in the weak-field limit, and hence the time between collapses is relatively long. As D 00 Ϸ1 and the other probability amplitudes are proportional to some power of Y, for weak fields the wave function ͑12͒ is normalized to leading order in Y, and the evolution preserves the norm to that same order. Our results will then be valid only in the limit that Y →0. A sample trajectory obtained by the method of Carmichael is shown in Fig. 2 .
In the bad-cavity limit, weak fields means approximately 10% of the saturation field; in the good-cavity limit, the field must be much smaller. Recent work by Alsing and Savage, and Rice and Clemens deal with how small the field must be for the system to be accurately approximated in this fashion for more than one atom ͓50,51͔.
IV. PHOTON STATISTICS OF THE TRANSMITTED FIELD

A. Coincident photon count rates
At times long compared to ␥ Ϫ1 and Ϫ1 , the asymptotic steady state reached by the system is
where
, ͑18c͒
, ͑18d͒
where we have defined C 1 ϭC/Nϭg 2 /␥. We may calculate the steady-state average intracavity field and photon number, to lowest order in Y,
Intracavity field conditioned on emission of photon at ϭ0.0 calculated using a quantum trajectory algorithm. The curve is for g/␥ϭ3.0, /␥ϭ0.5, and Y /␥ϭ0.1.
We may also construct the steady-state value of g (2) (0), resulting in
Ϫ1 . For Nӷ1, this reduces to
This agrees with the result given by a linearized treatment of quantum fluctuations, if higher-order fluctuations are kept, as discussed in Sec. VII, where the number of atoms N is used as a system size parameter ͓52͔. It will sometimes be convenient to consider g (2) (0) in the following form:
We postpone a discussion of this result until later in the paper.
B. Delayed Coincidence rates from pure-state dynamics
In formal language, using the quantum regression theorem, the joint photodetection probability is given by ͓39͔
where L is the Liouvillian operator in the master equation ϭL. This may be written as the product of two probabilities:
is the density operator that evolves via the master equation from the initial state,
The two probabilities on the right-hand side of Eq. ͑25͒ have simple interpretations: 2T ͗a † a͘ is the probability for detecting a first photon at ϭ0; (2T)tr( ()a † a) is the probability for detecting a second photon at a time with the system in the state (), which has evolved from the reduced state (0) prepared by the first photodetection, describing the instantaneous state of the system after the detection of the first photon.
The density matrix (0) can be written as
͑28͒
At this point we ask, when the system is in steady state, and a photon is detected in the transmitted field, what is the reduced state? We find from Eq. ͑27͒, with SS ϭ͉ SS ͗͘ SS ͉,
This may be written in the form
We now calculate the state of the system at time given that it was in the state col at ϭ0. This is given by the solution to the probability amplitude Eqs. ͑15͒ with initial conditions given by Eq. ͑31͒. We then have for the second-order intensity correlation function,
Here D 10 col is the probability amplitude for all atoms to be in the ground state and one photon in the cavity, at time ϭ0, given that the system was in the collapsed state ͉ col ͘ at time 0. Obviously, we need only keep one photon states in this reduced state in order to calculate g (2) (), which involves the detection of the second photon.
The final result of this calculation for
and we have C 1 ϭg 2 /␥ and C 1 ЈϭC 1 /(1ϩ␥/2)ϭC 1 /(1 ϩ1/). This expression depends on the number of atoms only through the difference between C and C 1 Ј , and in the value of the Rabi frequency ⍀. For a large number of atoms and large coupling, the factor ⌬␣/␣ reduces to
a quantity that is independent of the number of atoms. The size of g (2) (0) is independent of the number of atoms ͑for Nӷ1), and relaxation to the steady state occurs at a rate determined by the collective coupling constant ͱNg. For N ϭ1 and in the bad-cavity limit (→ϱ), this result reduces to that of Ref.
͓42͔.
It is a straightforward task to include the effect of detunings on g (2) (). The master equation is modified in the following manner:
where ⌬ϭ2( a Ϫ 0 )/␥ and ⌰ϭ( c Ϫ 0 )/ are dimensionless atomic and cavity detunings, respectively. Formally then, the matrix element equations, and hence the equation for the pure state probability amplitudes are modified in the exact same manner, with the result
The density matrix equations are still equivalent to those obtained from the above equations for probability amplitudes. The dot in the above equations still signifies differentiation with respect to ␥t, not with respect to the abovedefined complex ␥. The resulting expression for g (2) () is then
V. COMPARISON WITH COUPLED OSCILLATOR THEORY
Let us compare the results obtained in previous sections with those obtained by considering a pair of coherently driven coupled harmonic oscillators. Recall that structural cavity QED effects, such as linewidth enhancements and level shifts can be explained, at least qualitatively, using such a treatment. We take our lead from the equations for the probability amplitudes,
These equations formally describe coupled oscillators, with D 01 and D 10 the mean amplitudes of the atomic polarization and cavity field, respectively. As an example of how these equations contain structural cavity QED effects, let us consider the bad-cavity limit, defined by ӷ␥, or ӷ1. Then we may adiabatically eliminate D 10 by setting Ḋ 10 ϭ0, to obtain
Here we see that the atomic oscillator is damped at the cavity enhanced rate (␥/2)(1ϩ2C), where CϭNg 2 /␥. It can also be shown that if the cavity is detuned, that the overall spontaneous emission rate can be reduced, to (1ϩ2C)/(1 ϩ⌬ 2 ). In Appendix B, we discuss how a pair of coherently driven coupled oscillators starting in a coherent state ͑for example, the ground state of the harmonic oscillator͒ evolves into a product state, where each oscillator is in a coherent state with a mean amplitude that comes from the two structural equations ͑45͒. Again, treating the atom as a simple harmonic oscillator is a good approximation in the weakfield limit, when the atom is predominantly in the ground state, i.e., ͗ z ͘ϷϪ1. Formally this can be done using the Schwinger representation ͓37͔. The amplitudes of the coherent states obey the following equations:
A product of two coherent states can be expanded to find
Hence we see that, for the system to be described by a pair of oscillators, we must have the following condition on the probability amplitudes:
This is consistent with the amplitude, Eqs. ͑15͒, if we make the replacement ͱNϪ1→ͱN. It appears then that the coupled harmonic oscillator model explains the quantum fluctuations up to corrections of order 1/N. However, this conclusion is too hasty. Consider the steady-state solution to the amplitude Eqs. ͑15͒:
The coupled oscillator model would have rϭpϭqϭ1. In fact, q and r differ from unity by order of 1/N, p differs from unity by 2C 1 ЈϷ(␥ Ϫ␥)/␥, a quantity that is independent of N. This term is obviously only important when the cavity QED condition is met. Essentially, under cavity QED conditions, while the fluctuations are small, so is the mean intensity, and so quantum noise plays a very important role in system dynamics. The coupled oscillator theory would predict g (2) ()ϭ1 for all . Nonclassical behavior in the photon statistics arises only in the cavity QED regime, and hence we refer to this as a dynamical cavity QED effect; one that cannot be explained by coupled oscillator theory.
VI. A STOCHASTIC DYNAMICAL MODEL
The master equation of Sec. II will be used as the starting point for a more standard treatment of this problem, a formulation that in this case has its origins in the quantum theory of optical bistability ͓53͔ using a linearized FokkerPlanck for a positive-P distribution. The major purpose of pursuing this calculation is to examine how well the standard methods work in the regime of very few atoms and photons.
There is no a priori reason that the traditional methods, which require a system size expansion on the grounds that there are many atoms and/or photons should give results that are correct in the limit of one atom and/or photon, and we will examine the level of agreement between the two approaches. This will be a useful guide in discussing system size, for the purposes of using the linearized positive-P theory. The pure-state approach breaks down when one includes nonradiative broadening; these effects can be handled in the linearized positive-P approach, and will be considered.
We wish to derive a Fokker-Planck equation for a quasiprobability distribution function, and to be able to interpret it as such, and we desire that the diffusion of the probability be positive definite. The derivation of this Fokker-Planck equation and the difficulties with nonpositive definite diffusion have been discussed many times and therefore only an outline of the procedure will be given here. Since we are interested in the photon statistics of the light transmitted from the cavity, a natural selection for the quasiprobability distribution would be that of Glauber ͓54͔ and Sudarshan ͓55͔, the so-called P distribution, which allows one to describe averages of normally ordered field operators, corresponding to the detection ͑annihilation͒ of photons in a detector. The disadvantage to this approach at first sight is that the above-mentioned problem of non-positive-definite diffusion does indeed appear in the P representation. A generalization of the Glauber-Sudarshan P distribution is the positive P representation of Drummond and Gardiner ͓56͔ in which the system, nominally in five dimensions, is allowed to expand into ten dimensions. This is accomplished by making the field, polarization, and inversion variables into independent complex variables ͑i.e, ␣ϭ␣ x ϩi␣ y , ␣ * ϭ␣ * x ϭi␣ * y , where ␣ * ␣*. In the end, the quantities of interest are the averages of the stochastic variables, and in the mean, (␣,␣ * ), (, * ) are complex conjugate and m is real, but individual stochastic trajectories describing these variables are in fact allowed to explore the enlarged phase space.
First a characteristic function can be written as
where (␤,␤ * ,, * ,) are all independent complex variables. Usually the characteristic function can be defined as the Fourier transform of the desired quasiprobability distribution; in this case we define the relation as Expectation values for operators can be expressed as derivatives of the characteristic function evaluated for zero argument, as in derivations in the P representation.
The results given here can be rigorously shown for the case of bosons ͓56͔. Using standard techniques a FokkerPlanck equation for P can be derived that has the characteristic of being positive definite and therefore can be inter-preted as a classical-type probability distribution, although in a ten-dimensional space. We will skip a detailed discussion of the Fokker-Planck equation and concentrate more on the associated Ito stochastic differential equations from which the linearized theory follows.
A set of Ito stochastic differential equations can be derived for this system that gives an equivalent description to that of the Fokker-Planck equation in the positive-P representation. These equations are more amenable to computer simulation, a topic which has been discussed in Ref.
͓57͔.
The set of equations, with atomic and cavity detunings, but allowing for nonradiative broadening is ͑from Ref. ͓57͔͒:
where ␣ϭ␣ x ϩi␣ y is the complex field variable in the Fokker-Planck equation referred to above and with ␣ * ␣ giving the intracavity intensity in units of photon number. As noted, in the positive-P representation, the variable ␣ * is not the complex conjugate of ␣ but rather an independent complex variable.
The same holds for and * , the polarization variables. Finally, m is the variable describing the atomic inversion and is complex as well. The variables dW 1 , dW 2 , and dW 3 are independent Wiener noise increments. In the absence of these noise terms one can solve for the steady-state solutions of the above equations directly:
where the scaled variables are given by
with the saturation photon number defined as n s ϭ␥ ʈ ␥ Ќ /4g 2 and where ␣ * ␣ satisfies the state equation for absorptive bistability:
Here C is the cooperativity parameter from the optical bistability literature, defined as Cϭg 2 N/2␥ Ќ and Y is the scaled input driving field, Y ϭ/ͱn s .
A. Numerical solutions to stochastic differential equations
It is possible to solve the set of stochastic differential equations ͓Eq. ͑55e͔͒ directly using Euler's algorithm. The solutions to the set of equations is obtained by starting the system in the deterministic steady state given by Eqs. ͑56͒. A pair of Gaussian distributed random numbers is generated by the polar method and the individual trajectories of the field variables for approximately 10 5 atomic lifetimes. The trajectories are averaged together and the running average is recorded. The parameter space that could reasonably be explored was restricted by two factors. The size of the fluctuations in the field is proportional to C, or more fundamentally, to N, the number of atoms. Roughly this is due to the fact that the field is driven by a polarization made up of N atoms. Therefore the intensity correlation function, which is fourth order in the fields, scales as N 4 . Many more trajectories must then be averaged together as N increases, if the relative error in the final result is to be kept below some chosen level such as 1%. This becomes an important factor for C on the order of 20 for the number of atoms chosen for this investigation (Nϭ10). Greater values of C lead to computer runs that are prohibitively long. Various integration step sizes have been tested and checked to ensure a reliable result. One effect of using too large a step size is that the fluctuations will appear to be too large for a given set of parameters. That is, the ensemble average converges to some value that would actually correspond to a larger value of C. Of a perhaps more fundamental nature is the limit set at the opposite extreme of a small number of atoms. The stochastic differential equations are derived from a Fokker-Planck equation, a derivation rests upon the assumption that Nӷ1.
Several discussions have appeared in the literature concerning the limits of validity of the positive-P representation in general, and of its ''pathologies'' under certain integration schemes ͓58,59͔. In our own work we have found signs of these problems; however, we have taken care to choose parameters such that runaway trajectories were not present in the running averages. Illustrations of the types and effects of unbounded trajectories on both g (2) (0) and g (2) (0) are shown in Ref. ͓52͔ . In effect, once we began to push the technique to larger values of C ͑on the order of 20͒ or to smaller values of atomic number (Nϭ5), the integrations ͑at the least͒ became more unstable. An example of the results obtained from the numerical solution of the stochastic differential equations will be shown in Sec. VIII in the course of discussion of the parameter dependence of the timedependent second-order correlation function.
B. Linearized theory
One interesting parameter regime is that in which the system is in a well defined deterministic steady state and any perturbations, quantum or otherwise, are relatively small. For example, fluctuations in the photon number in the cavity ͑say, when one photon escapes͒ is small compared to the total number of photons present. There are limits to the validity of this assumption, and in fact it will be shown later that it is precisely in the case where the fluctuations become large that the nonclassical features of interest will be found ͓43͔. In spite of this, and because the results can be justified later and shown by other means to be at least qualitatively accurate, the small fluctuation assumption is used here as a starting point. In this situation it is valid to linearize the set of stochastic differential equations about the steady state by assuming
from which the set of equations can be written as
where A and DϭBB T are the drift and diffusion matrices, respectively, and ϭ(0,0,dW 1 ,dW 2 ,dW 3 )
T . The drift matrix determines the time evolution of the mean values of the variables, while the diffusion matrix is related to the fluctuations about the mean. These are given explicitly by the matrices
where the scaled parameters ͑again from the optical bistability literature definitions͒ are Xϭ␣/n s , ⌫ϭ␥ ʈ /2␥ Ќ , and ϭ2/␥ ʈ . With these results it is now possible to understand various features of the N atomϩcavity system. In the case of weak intracavity field, such that the atoms are not saturated, the formalism given in the preceding section can be used to derive analytic results for the normalized second-order correlation function g (2) (). This is possible for a quite general choice of parameters such as the cavity and atomic detunings (⌰ and ⌬, respectively͒, as well as for an arbitrary ratio of population to polarization decay rates ͑given by the parameter ⌫ϭ␥ ʈ /2␥ Ќ ). For ⌫ϭ1 ͑i.e., purely radiative decay͒, the results presented here are a simple generalization of Ref.
͓37͔ to include detunings and will be compared to the results of Sec. IV. When the decay of the atoms is not purely radiative, for example, due to collisions or ho-mogeneous broadening mechanisms, the pure-state factorization described in Secs. III and IV cannot be applied. Since the stochastic dynamical model is not restricted in this sense, it is useful to calculate the correlation function here and, together with the comparisons that can be made for ⌫ϭ1, obtain at least a qualitative feeling for the effects of nonradiative decay processes. Recent atomic beam experiments have, for example, remnant transit broadening caused by the finite interaction time of the atoms as they cross the cavity waist; this can be modeled as broadening process which effectively alters the polarization decay rate ␥ Ќ and thus ⌫. To evaluate possible experimental limitations it is important to have an estimate of the deviation from the ideal case.
C. Linearized theory in the weak-field limit
When the intracavity field is very weak compared to that needed to saturate the atoms it is possible to simplify the set of equations given in the preceding section by assuming the steady-state inversion to be constant, m ϭϪ1. In this case the drift and diffusion matrices can be written as
͑67͒
We now have the necessary equations to investigate the photon statistics of this system.
VII. DELAYED COINCIDENCE RATES FROM STOCHASTIC DYNAMICS
The normalized second-order intensity correlation function is given in general by
where the colons denote normal ordering and Â 1 ϭ 
͑69͒
where G i j 0 denotes the component of the correlation matrix ͓38͔ in the limit X→0, e.g., G 11 0 ϭlim X→0 ͓͗⌬â ⌬â ͘/X 2 ͔. For ⌫ϭ1 we find that G 12 0 ϭG 21 0 ϭ0 and by definition G 11 0 * ϭG 22 0 so that the above may be written as
This simple result can be compared to that found in Ref.
͓42͔ for the correlation function of the transmitted intensity in the limit of a single atom interacting with a strongly damped resonator field mode ͑the ''bad-cavity '' limit in the language of the optical bistability literature͒. The form of the correlation function has the important property that it is bounded by zero, as must be the case. This was not so, for example, in earlier work, and the failure of the linearization was suspected to be the cause of this problem, since it arises only for very small system sizes (n s or N small͒. The difference here can be simply traced to the higher-order fluctuation terms that were retained in the derivation of Eq. ͑68͒, and thus provides the first justification of that assumption. This modsquared form was found in the calculation using the purestate formalism in the weak-field limit.
It remains now to calculate the correlation ͗⌬â ⌬â ͘, which is straightforward using
The result is found to be
where ⌰ ϭ1ϩi⌰ and ⌬ ϭ1ϩi⌬. For ⌬ϭ⌰ϭ0 this reduces to the result of Ref.
͓37͔.
For ⌬ϭ⌰ϭ0 it is easier to examine the general features of the result in Eq. ͑72͒. It is important to understand the significance of the terms of order 1/N 2 and why it is necessary to retain them. Purely from the point of view of consistency these terms should be neglected because the FokkerPlanck equation is derived including only terms of order 1/N, and the result obtained from the linearized treatment of fluctuations must necessarily follow from that. In Fig. 3 , g (2) (0) is plotted for various numbers of atoms when the 1/N 2 terms are kept, and when they are not included. The exact result from the pure-state analysis is also shown. We see that by keeping these higher-order terms, g (2) (0) is now bounded by zero as it must be; it can be seen explicitly from the form of Eq. ͑70͒ that the minimum for the function is bounded by zero.
It is difficult to justify formally these higher-order fluctuation terms, but it can be seen that they become important only when the size of the fluctuations become comparable to the mean field itself. Naively keeping terms of the next higher order can be rationalized a posteriori in two ways. The first is the lower bound this sets on g (2) (), necessary for any intensity correlation function. Second, the results so obtained agree with those found using other different methods of calculation, one of which is not based on a system size expansion. We see that there is good agreement between the linearized theory and the pure-state results for as few as 20 atoms. The agreement is even better in the good-cavity limit (→0), where the saturation photon number is quite high, and the relative size of field fluctuations is smaller.
A. General time-dependent solution in the linearized approach
It is very useful to notice that the result given by Eq. ͑72͒ is exactly that of Ref. ͓37͔ if we let →(1ϩi)ϭ and ␥→␥(1ϩi⌬)ϭ␥ ͑and therefore → ϭ2 /␥ and C→C ϭg 2 N/ ␥ ). With this remark, and keeping in mind the modulus square form of the correlation function (⌫ϭ1), the full time-dependent second-order intensity correlation function can be written simply, following Ref.
.
͑74͒
This differs from the result of the pure state formalism in the factor of 2C /͑1ϩ2C ͒ 2C /͑1ϩ2C Ϫ2C 1 ͒. ͑75͒
In the limit of large N, the two solutions are the same. It is expected that there could only be agreement for this case, as a large number of atoms is implicit in the linearization of the stochastic model. The nature of the agreement seems to validate the inclusion of higher-order terms in the linearization procedure. The Fokker-Planck equation was derived with an assumption of ''large'' system size, i.e., N large, and particularly in the limit of large quantum noise, ӷ1, this could be predicted to lead to a lack of confidence in the formalism. It is somewhat surprising that the deviations from the purestate formalism are fairly small and in any case only quantitative in nature. Such a result gives a certain degree of confidence that when the next generalization is made, to allow for nonradiative decay (⌫ 1), the linearized treatment can be regarded as a good approximation as long as it is not pushed to extremes.
B. Linearized theory and Gaussian factorization
The question of the validity of the linearized theory approach with higher-order terms will be addressed now by making a comparison to the pure-state formalism approach. Since no system size truncation was made in the derivation of the results in Sec. IV, that will be used as our reference for the comparison. We have already shown that the correlation function can be expressed as FIG. 3. g (2) (0) as calculated by three methods. The solid line is the pure-state theory, the dashed line is obtained from a linearized theory with second-order terms, and the dotted line is obtained from the usual linearized theory. All curves are for g/␥ϭ/␥ϭ1.0.
If we write â ϭ͗â ͘ϩ⌬â then
where, again, only weak fields have been considered, thus justifying the replacement of ͗g͉ by ͗ ss ͉. Now we will see if this result is obtained using the linearized theory with the Gaussian factorization theorem for the fluctuations. Using the general definition of g (2) (0) and the decomposition of â we can write
and after some rearranging
For weak fields ͗⌬a † ⌬a͘/͗â † ͗͘â ͘Ӷ1 and if the Gaussian factorization theorem is invoked to reduce the fourth-order correlations to products of second-order correlations giving
Equation ͑79͒ then reduces to Eq. ͑77͒. This agreement will be the strongest justification for retaining the terms that were in previous work neglected; in fact, presented in this fashion it is natural to keep the extra term as being consistent with the definition of g (2) (0). We see here as well that the terms of fourth order become important for a situation in which the mean square field fluctuations are large and the mean field itself is small, exactly where one expects to see large nonclassical effects in the photon statistics of the light transmitted by the cavity.
The complete time dependent solution is given formally by
with G i j as defined in conjunction with Eq. ͑69͒. As mentioned earlier, for purposes of comparison to experiment the general expression including detunings and nonradiative decay processes is necessary. For ⌬,⌰ϭ0 and ⌫ϭ1, g (2) () is a perfect square,
as in the pure-state case. The frequency ⍀ is the imaginary part of the eigenvalue describing the time-dependent response of the coupled atomcavity system. As was discussed in the Introduction, this has been referred to as the ''vacuum field Rabi frequency'' and represents the exchange frequency for excitation between the atomic polarization and the cavity field.
VIII. PARAMETER DEPENDENCE
In this section we will examine the behavior of g (2) (0) and g (2) () as a function of the various rates and detunings, as well as the number of atoms. Figure 3 shows the dependence of g (2) (0) on the number of atoms N. Generally, we find that the linearized theory does quite well for N ϭ10-100 atoms. The agreement is best in the good-cavity limit, as there the photon number is generally larger, and an alternate system size expansion in terms of photon number would be a good approximation. In Fig. 4 , we examine photon antibunching in the system, defined as g (2) (0)Ͻ1. The effect here is that g (2) (0) is actually independent of the number of atoms and still exhibits large amounts of antibunching; it is possible to have ''perfect'' anticoincidence, g (2) (0)ϭ0 for an arbitrarily large number of atoms. Recall that for zero detunings, the pure-state result
We see that there is perfect antibunching so long as 2C 1 Ј ϭ1. As this quantity is independent of the number of atoms, we can have perfect antibunching for an arbitrary number of atoms. What is the meaning of this condition? In terms of fundamental rates, we have
The numerator of 2C 1 Ј is the spontaneous emission rate into the cavity mode, and the denominator ␥/2 is the spontaneous emission rate out the sides of the cavity. When these rates are equal, half of the spontaneous emission goes into the cavity mode, and we have perfect antibunching. In terms of the fraction of spontaneous emission into the cavity mode,
this condition can be expressed as ␤ϭ0.5. Physically this is when the polarization in the collapsed state is equal in magnitude and opposite in sign to the driving field, for a zero mean intercavity field. This leads to a null detection of the second photon. In Fig. 4 , the solid line represents the locus of points ͑in terms of C 1 and 1/) for which g (2) (0)ϭ0, perfect antibunching. The other curves indicate regions of parameter space where g (2) (0)Ͻ1. These regions are above and to the left of the dashed curves, and are presented for Nϭ1, 10, and 100.
The space of cavity and atomic detunings will be considered next. As we move from the bad-cavity (→ϱ) limit to the good-cavity (→0) limit the relative importance of atomic and cavity detunings changes dramatically. In the former case, Fig. 5͑a͒ , there is very little sensitivity in the size of the observable nonclassical effect to the cavity detuning ⌰; even at ⌰ϭ2 there is negligible change. At the same time, for ⌬ϭ2 there are no nonclassical correlations any longer; in fact the full time-dependent correlation shows that g (2) () for this case exhibits photon bunching, or excess correlations for large ⌬. When ϭ␥, Fig. 5͑b͒ , we see that either a detuning of ⌬ϭ␥/2 or ⌰ϭ is very deleterious to the antibunching. Finally, when ␥ is larger than , the antibunching is most easily destroyed by detuning the atoms.
In the special case of ϭ1, and equal and opposite detunings, we see that the presence of detuning may actually enhance the antibunching, until the detuning becomes larger than the level widths. This is exhibited in Fig. 5͑c͒ . When we discuss the time-dependent correlation function we will see FIG. 5 . ͑a͒ Surface plot of g (2) (0) vs atomic and cavity detunings for g/␥ϭ2.29, /␥ϭ10, and Nϭ100. ͑b͒ Surface plot of g (2) (0) vs atomic and cavity detunings for g/␥ϭ0.866, /␥ ϭ1.0, and Nϭ100. ͑c͒ Surface plot of g (2) (0) vs atomic and cavity detunings for g/␥ϭ1.0, /␥ϭ0.5, and Nϭ100. the resolution to this seeming contradiction which allows for a ''larger'' nonclassical effect with detunings. Effectively there are different types of nonclassical correlation possible, two of which are competing in the case discussed here. The number of atoms has little effect on the dependence of ''loss'' of nonclassical character with detuning. It tends to be true that larger N will lead to less sensitivity on the cavity detuning, but it is in general the case that the nonclassical effects are less sensitive to the cavity than to atomic detunings.
The last parameter of interest is ⌫, which is equal to 1 for purely radiative broadening and 0 in the limit of purely transit time broadening. We see from Fig. 6 that transit time broadening severely limits the antibunching, and may indeed lead to bunching instead. This is to be expected as the root of the effect is the interference between the driving field and the field radiated by the atom. Transit time broadening will essentially smear out the atomic phase, erasing the interference effects.
We now turn our attention to the time dependent g (2) (). Figure 7 illustrates three different cases in which nonclassical photon correlations appear. In Fig. 7͑a͒ we see g (2) (0)Ͻ1 and g (2) ()уg (2) (0). The temporal behavior is very similar to that observed in single-atom resonance fluorescence but it should be emphasized once more that in this case the field is very weak compared to that needed to saturate the atomic transition, and the oscillation frequency is independent of the field strength; this is not the case for single-atom resonance fluorescence, where the Rabi oscillations predicted theoretically and observed experimentally are a function of the driving field, ⍀ R ϰ͉E͉ 2 . Here, the oscillation frequency is determined by the collective coupling parameter ͱNg, a manifestation of vacuum-Rabi oscillations.
In Fig. 7͑b͒ the time dependent correlation function starts at ϭ0 at a value 2Ͼg
(2) (0)Ͼ1 then decreases to zero at some finite time delay Ј. From the Cauchy-Schwarz inequality it can be shown that for a classical stochastic process ͓60͔ ͗Ī͑t͒Ī͑tϩ͒͘р͗Ī͑t͒ 2 ͘.
͑86͒
Written in terms of intensity fluctuations about a mean, it is possible to write Therefore since g (2) (0)р2 the observed behavior in Fig.  7͑b͒ is in violation of the classical inequality for all for which ͉g (2) ()͉уg (2) (0). We also see that the large peak in Fig. 7͑b͒ around ϭ1 is nonclassical, as g (2) ()Ϫ1Ͼg (2) (0)Ϫ1. Further, in Fig.  7͑c͒ , we see that the peak in g (2) () around ϭ2.5 is nonclassical, but the zero in g (2) () near ϭ1 is not. We refer to values of g (2) () in excess of those allowed classically as overshoots, and undershoots are defined as g (2) () values below that allowed classically. This overshoot has recently been observed by Mielke, Foster, and Orozco ͓45͔. A complete discussion of the nonclassical nature of the behavior was given by Rice and Carmichael in the context of a single atom in the bad-cavity limit ͓42͔, and generalized by Carmichael, Brecha, and Rice to the many-atom case ͓43͔. The interpretations there included self-homodyning of squeezed dipole radiation with the driving field, or alternatively quantum interference of the driving field and the polarization after the collapse of the wave function upon detection of the first photon. In order to demonstrate that it is indeed an interference between the coherent driving field and the field radiated by the atom that is responsible for this effect, we plot in Fig.  8 the correlation function g (2) () for the fluorescent light, for the case of a single atom. We see that g (2) () for the fluorescent light vanishes at zero delay time, as the atom cannot simultaneously emit two photons; this is just the antibunching seen in resonance fluorescence, here with a cavity enhanced rate for relaxation to the steady state. There are no subsequent zeros in this correlation function for any choice of C 1 . Increasing the number of atoms only decreases the antibunching, essentially proportional to 1Ϫ1/N as in resonance fluorescence; there still appear no zeros at subsequent times.
In Fig. 9 is shown a progression of curves as the number of atoms is varied from 1 to 100. As N ͑and therefore C) is increased the value of g (2) (0) is seen to show only a weak dependence, as was to be expected. For NϷ10 there is virtually no change in the zero time delay correlation. There is a greater change in the excess correlation seen for a finite time delay, and there is as well a larger number of multiple zeros or points at which, for a finite time delay there is zero probability of there being a second photon emitted from the cavity. Essentially, as expected, for large g there is no N dependence in g (2) (0), but for small coupling strengths this is no longer the case. In the oscillatory regime, there is some N dependence, in that the vacuum-Rabi frequency depends on the number of atoms. The size of ⌬␣/␣ is independent of the number of atoms for large N and/or large g, and is on the order of unity, but the number of zeros in g (2) () will depend on the vacuum-Rabi frequency.
In the strong coupling regime, as seen above, g (2) () may oscillate many times before relaxing to unity. In this regime, it is found that it is possible to have several zeroes in g (2) (). This is exhibited in Figs. 10͑a͒-10͑b͒ . The interpretation of this is exactly the same as in the bad-cavity limit. Recall that this mean field is the superposition of the coherent driving field and the out of phase polarization field. In the bad-cavity limit, we found that as the mean field relaxed to its steady-state value it passed through zero, and at this time a second photon could not be emitted, leading to a zero in g (2) () at a nonzero delay time. In the oscillatory regime, the only new feature is that relaxation to the steady state is oscillatory, leading to the possibility of multiple zeroes in g (2) () at a variety of delay times. Due to the simple form of g (2) (), it is easy to construct a map in CϪ1/ space to denote the number of zeroes in g (2) (). We may write
The derivative of g (2) () is given by Eq. ͑90͒ to find the value of 1/ at which another new zero appears in g (2) (). The result is a series of curves in C Ϫ1/ space that denote the appearance of another zero in g (2) (). For a fixed C, decreasing 1/ below the value on one of the curves results in a correlation function with a pair of zeroes very close together, as g (2) () ''bounces'' off the time axis. The region above and to the left of the rightmost curve in Fig. 11 indicates the region where there is always a zero in g (2) (). The next curve to the left indicates where a second zero appears. To the immediate left and above this curve there are three zeros. Subsequent curves denote the appearance of a new pair of zeroes, which are degenerate on the curve, but split into a pair of zeroes to the left and above the curve. Increasing the number of atoms increases the vacuum-Rabi frequency (ͱNg), and therefore for a larger number of atoms, the relaxation to steady state occurs at a higher frequency leading to more zeroes in g (2) (). With detunings added, we must consider a complicated solution so we will now proceed to some pictures. In Fig.  12͑a͒ , for 2ϭ␥ϭg we show g (2) () for ⌬ϭ0.5 and ⌰ ϭ0.0. We see that detunings on the order of half the linewidth is deleterious to the nonclassical effects. The dip to zero is gone, and in fact the undershoot is gone as well. The overshoots that follow are still present, but are reduced. These disappear fully when the detuning is on the order of a linewidth. In order to understand this sensitivity, we examine a parametric plot of the real and imaginary parts of the quantity whose squared magnitude yields g (2) (). This would be 1ϩRe(⌬␣/␣) and Im(⌬␣/␣). The singular nature of the zeroes in g (2) () is evident when we realize that both the real and imaginary parts of this quantity must simultaneously be zero for g (2) () to be zero. For zero detuning, the imaginary part is zero, and the trajectory of the parametric plot repeatedly passes through zero, if ⌬␣/␣ is large enough. When detunings are introduced, the parametric explores the complex plane. This is due simply to the beating of the polarization field and the driving field , as they no longer oscillate at the same frequency. For a detuning of ⌬ϭ0.5 and ⌰ϭ0.0 ͓Fig. 12͑a͔͒, the trajectory is always significantly away from (Ϫ1,0), the place corresponding to g (2) ()ϭ0. For equal detunings, ⌬ϭ⌰ϭ0.5, Figs. 12͑c͒, nearly all nonclassical effects are absent, and the trajectory does not oscillate along a line, but more of a cuspy figure that rarely passes near zero for tunings along the order of half a linewidth.
When we consider equal and opposite detunings, with ϭ1, we find the surprising result that the nonclassical behavior remains, and indeed we now have antibunching where there was bunching for zero detunings, as seen earlier. In  Fig. 12͑e͒ , we see that the nonclassical behavior persists in time. Mathematically, this stems from the fact that for this situation, the complex vacuum-Rabi frequency is still completely imaginary, and so the overall decay constant of ⌬␣/␣ is not too much different than in the case of nonzero detunings. Physically, with equal and opposite detunings, the states ͉0ϩ͘ and ͉1Ϫ͘ are equally split above and below the laser field.
In the good-cavity limit, characterized by a cavity linewidth that is narrow compared to the atomic linewidth, the size of nonclassical effects, such as antibunching, are small. A plot of g (2) () in this limit is exhibited in Fig. 13͑a͒ . This limit is characterized by a large saturation number n s , and as such the usual linearized small noise theory should apply, and in fact the pure-state and linearized results are nearly identical. In this limit, quantum fluctuations are a small perturbation on the semiclassical steady state, and there is little departure from coupled oscillator results based on a semiclassical analysis. It takes many photons to effect a change in response of the system, and so quantum noise is not as important in this limit as in other parameter regimes. It is obvious that the linearized theory works well here.
In the bad-cavity limit, Fig. 13͑b͒ , nonclassical effects can FIG. 12 . ͑a͒ g (2) () vs for g/␥ϭ1.0, /␥ϭ0.5, and Nϭ30. The solid line is for ⌬ϭ0.5 and ⌰ϭ0.0 and dashed line is for zero detunings. ͑b͒ Parametric plot of ⌬␣/␣ for g/␥ϭ1.0, /␥ϭ0.5, and Nϭ30, ⌬ϭ0.5, and ⌰ϭ0.0. ͑c͒ g (2) () vs for g/␥ϭ1.0, /␥ ϭ0.5, and Nϭ30. The solid line is for ⌬ϭ0.5 and ⌰ϭ0.5 and the dashed line is for zero detunings. ͑d͒ Parametric plot of ⌬␣/␣ for g/␥ϭ1.0, /␥ϭ0.5, and Nϭ30, ⌬ϭ0.5, and ⌰ϭ0.5. ͑e͒ g (2) () vs for g/␥ϭ1.0, /␥ϭ0.5, and Nϭ30. The solid line is for ⌬ ϭ0.5 and ⌰ϭϪ0.5 and the dashed line is for zero detunings. be quite dramatic; perfect antibunching, for example. In the bad-cavity limit, the saturation photon number is much less than 1, hence one photon has a big effect on the system dynamics. In this regime, quantum fluctuations are quite important, and the linearized theory is quite inadequate. Indeed, for Fig. 13͑b͒ , we see that the linearized theory predicts less than 0.1% antibunching, while the true result is maximal antibunching g (2) (0)ϭ0.0. Results obtained here agree with the results of Rice and Carmichael by adiabatic elimination of the field.
Finally, the case of nonradiative decay of the atoms will be considered. For ⌫ 1 the amount of nonclassical correlations decreases as a function of increasing homogeneous broadening. We investigate the effect of transit broadening on the nonclassical correlations by considering the result of this mechanism to be an increased transverse decay rate ␥ Ќ . Thus ⌫, which has until now always been taken equal to unity for the time-dependent correlations, will be taken as a parameter to be varied. In practice it will be defined by the geometry of the system and it is desirable to keep it as near unity ͑purely radiative broadening͒ as possible.
In Fig. 14 is shown the time-dependent correlation function for parameters similar to those of recent experiments, with each curve representing a different value of ⌫. From this it is apparent that it is desirable to allow the atoms to interact with the cavity field for a time long compared to the atomic lifetime and thus eliminate transit broadening. The obvious solution to this problem is to use atoms that have been either cooled or even trapped. Recently two groups have demonstrated the feasibility of dropping cooled atoms through a cavity, which makes the transit time broadening completely negligible ͓61,62͔.
An example of the results of the stochastic differential equation numerical solution discussed in Sec. VI is shown in Fig. 15 . Parameters are chosen to be similar to those of recent experiments by Foster et al.; in our notation the relevant values are Nϭ10, Cϭ10, and ϭ1. The qualitative agreement between the SDE results and those of the pure-state theory and the linearized theory ͑also shown on the plot as a dashed curve͒ is very good.
FIG. 13. ͑a͒ g
(2) () vs for g/␥ϭ1.0, /␥ϭ0.01, and Nϭ1. The solid line is for the pure state theory and the dashed line is the result of the linearized theory. ͑b͒ g (2) () vs for g/␥ϭ5.0, /␥ ϭ50.0, and Nϭ100. The solid line is for the pure state theory and the dashed line is the result of the linearized theory.
FIG. 14. g
(2) () vs for g/␥ϭ0.31, /␥ϭ0.5, and Nϭ100. These are presented for ͑solid line͒ ⌫ϭ1.0, ͑dashed line͒ ⌫ϭ0.9, ͑dotted line͒ ⌫ϭ0.7, and ͑short-dashed line͒ ⌫ϭ0.5. 
IX. CONCLUSION
In this work we have examined the nonclassical photon statistics of the N-atom/cavity system, with atomic and cavity decay, and a classical driving field. These include g (2) (0)Ͻ1 and a positive slope for g (2) () at tϭ0, as well as the vanishing of g (2) () for a nonzero delay time. The nonclassical effects are essentially independent of the number of atoms for large N, and thus persist for macroscopic systems. The nonclassical behavior occurs when the ''cavity QED condition,'' (␥ Ϫ␥)/␥Ϸ1, is fulfilled, and are thus dynamical rather than structural in nature. That is, these cavity QED effects are beyond simple modifications of linewidths and lineshapes.
We have given the formal procedure behind the pure-state formalism used in previous work ͓43͔, which holds even though we consider a dissipative system and we have discussed the physical reasons for the effectiveness of this approach. We have discussed the nonclassical behavior of this system in terms of quantum interference of probability amplitudes. It is found that in the good-cavity limit (␥ӷ), the nonclassical behavior is small, while in the bad-cavity limit (ӷ␥), nonclassical fluctuations are quite prominent. This is understood in terms of the saturation photon number, which is large in the good-cavity limit, and small in the bad-cavity limit. In the latter case, a single photon changes the behavior of the system appreciably, and hence quantum fluctuations play an important role in determining system dynamics. In the good-cavity limit, small fluctuations of one or two photons do not appreciably alter the system, hence the limitation of the size of the nonclassical effect. The nonclassical effect is extremely sensitive to atomic and cavity detunings; detunings of approximately half of the respective linewidths will seriously affect the nonclassical effect. This has been explained in a graphical manner. This has serious implications for experimental realizations of this model, making the precise locking of atomic and cavity resonances paramount.
We have also examined a stochastic model for this system that goes beyond the normal quantum theory of optical bistability in that higher-order fluctuations are considered. The treatment is justified a posteriori by the agreement of this stochastic model with results of the pure-state formalism, as well as a Gaussian factorization ansatz.
It is useful to compare the different theoretical approaches taken in this paper. This will serve to identify the limitations as well as the strengths of each. First, perhaps the most complete model is that provided by the stochastic differential equations. The rigorous numerical solution of these equations has the limitation of becoming cumbersome for large numbers of atoms, and at the same time, of being limited at the other extreme of small atom number by linearization assumptions. The analytical linearized theory presented here has the same limitation for small atom numbers, however, we find in both cases that even NӍ5 allows for at least a qualitatively correct solution, as compared to the pure-state formalism. The linearized theory ͑with the inclusion of higher-order fluctuation terms͒ allows for a reasonable comparison of theory to experiment, since in all experiments to date, transit-broadening-induced polarization decay must be accounted for. The pure-state formalism does not allow for this to be done. The ''justification'' of the linearized theory with the addition of 1/N 2 terms ͑inconsistent with the original derivation of the Fokker-Planck equation in the positive-P representation͒ is found by a comparison with the purestate formalism in the limit of no transit broadening (⌫ ϭ1). The agreement between this stochastic model and the results of the pure-state formalism is striking even for N ϭ5; this is surprising as the limit N→ϱ is taken in the stochastic model.
The conclusion to be drawn from all of these results is that the Fokker-Planck equation approach, although using the assumption of a large number of atoms, can be used with some confidence for this system even with a relatively small N. This is of some use because even though the pure-state result is exact and compact, it is restricted to the purely radiatively broadened case. For ⌫ 1, the linearized theory can be used to make predictions, and to compare to experimental results or Nϭ10-100 atoms.
