Quantiles, which are also known as values-at-risk in finance, frequently arise in practice as measures of risk. Confidence intervals for quantiles are typically constructed via large sample theory or the sectioning.
Introduction
The quantile function is sometimes the object of more direct interest than the F itself. The use of quantiles spans a wide range of fields, especially in finance, which are known as values-at-risk, nuclear engineering and project planning (Nakayama, 2012) . to be the quantile density function by Parzen (1979) , and earlier dubbed the sparsity index by Tukey (1965) . The quantile density function is of much practical relevance mainly because it appears as part of the asymptotic variance of empirical quantiles.
The basic concept for deriving the confidence Interval (CI) for quantiles is well known. The first time Woodruff (1952) presented a method for estimating a CI for quantiles. The approach consists of three steps: a point estimate of the cumulative distribution function, a CI for the point estimate, and converting it into CI for the quantile.
Nowadays, there are several approaches for deriving CI for quantiles, but no consensus about the best practice. In the following, we will express three attempts on the problem. The first attempt is direct use of a central limit theorem (CLT). We try to improve it by using nonparametric estimator of the quantile density function. The second attempt is to use sectioning or batching to calculate both a point estimate of the quantile and an estimate of the variance of the point estimate. The last attempt is to apply a jackknife approach to reducing the bias of previously method (based on sectioning).
In this paper, we consider the first approach and by using nonparametric estimator of the quantile density function introduced by Soni et al. (2012) construct a CI for quantile. Then we compare results of three methods numerically.
The layout of the paper is as follows: In Section 2, we express three methods to achieve CI for quantile. In Section 3, we represent smooth estimator of the quantile density function from Soni et al. (2012) and using it construct a CI for quantile. Section 4 contains the results of the simulation. In this section, we compare coverage probability (CP), mean square error (MSE) and the expected length of CI in our introduced approach with those in two other approaches. The conclusion is given in Section 5 and all tables appear in the appendix.
Confidence Interval Attempts
In the following we will review three attempts to achieve CI for quantiles.
Direct use of a CLT
A common approach to developing a CI is to first show that the quantile estimator satisfies a CLT, and then replace the variance constant in the CLT with a consistent estimator of it to construct a CI. We will use this approach to introduce nonparametric CI for quantile. For this purpose, we use the CLT for quantile estimator from Serfling (1980 Generality, in this method there are two sources of error to build the CI for () Qu . The first source, estimator of the quantile function and another source, estimator of the quantile density function. To view the various estimators for the u-th quantile refer to Steitnberg (1983) . The estimation of the quantile density function for the first time have been suggested by Siddiqui (1960) and studied by Bloch and Gastwirth (1968) , Bofinger (1975) , Reiss (1978) , Sheather and Maritz (1983) , Babu (1986) , Falk (1986) , Welsh (1988) 
Sectioning
Sectioning or batching is a very general methodology for constructing CI for a performance measure  . All the performance measures considered thus far in the course can be handled via the use of sectioning (for a detailed discussion of sectioning see Lewis and Orav, 1988) . To illustrate the idea, suppose that we wish to construct a CI for quantile () Qu . We suppose that the total number of independent replications n of our simulation experiment takes the form are independent. In other words, the section estimators () Qu and renders this approach to constructing CI for quantile () Qu unsuitable without some further modification. We can apply a jackknife approach to reducing the bias of previously described CI methodology based on sectioning (for more details see Lewis and Orav (1988) and Nelson (1990) 
Nonparametric Confidence Interval
In this section, we represent kernel estimator of the quantile density function from Soni et al. (2012) . Then we express introduction to the kernel function and bandwidth and finally by using estimator of the quantile density function, we introduce a CI for the quantile () Qu .
Estimator of the Quantile Density Function
Soni et al. (2012) introduce a smooth estimator of the quantile density function. This estimator is made based on kernel function. Based on sample 1 ,, n XX  , they propose a smooth estimator of the quantile density function as
K is a kernel and () hn is the bandwidth sequence. The estimator (2) can also be written as
where i S is the proportion of observations less than or equal to () i X .
Generality, for small
, we use the mean value theorem to get
Kernel estimator is characterized by the kernel function, (.) K , which determines the shape of the weighting function, and the bandwidth, () hn , which determines the "width" of the weighting function and hence the amount of smoothing. The two components determine the properties of the estimator. Considerable research has been carried out (and continues to be done) on the question of how one should select (.) K and () hn in order to optimize the properties of the estimator. This issue will be discussed in the following. The kernel (.) K is a real valued function satisfying the following properties: i.
iii. 
Several types of kernel functions are commonly used. Prakasa Rao (1983) shows that Epanechnikov kernel is the optimal kernel and efficiency of kernel functions relative to Epanechnikov kernel measure. This kernel is defined as
In Equation (3), the parameter h is called the bandwidth or smoothing constant. It determines the amount of smoothing applied in estimating kernel. Selection of the bandwidth of kernel estimator is a subject of considerable research. Four popular methods commonly used are: subjective selection, selection with reference to some given distribution, cross-validation and "plug-in" estimator.
These bandwidth selectors represent only a sample of the many suggestions that have been offered in the recent literature. Some alternatives are described in Wand and Jones (1995) in which the theory is given in more details.
Unlike the above methods, Soni et al. (2012) did not try to optimize the bandwidth h , but they choose it arbitrarily to be a constant 0.15, 0.19 and 0.25 which led to similar results. In this paper, we also use the constant bandwidth.
Confidence Interval for Quantile
In the following, we present two theorems from Soni et al. (2012) , in the first theorem they show consistency of the estimator of the quantile density function and in the other one they prove asymptotic normality of the proposed estimator. (2) is the proposed estimator of the quantile density function () qu . Then
is asymptotically normal with mean zero and variance 
Simulation
In this section, we report the results of the simulation. All studies that follow were carried out with the R statistical software package (R Core Team, 2014). We consider some wellknown distribution functions, and therefore we can easily achieve () Qu . These distributions are: Uniform(0, 1), Exponential(1), Normal(0, 1), Lognormal(0, 1) and Weibull (1, 1) . By using the simulation, samples from these distributions were generated and then by using the estimator of the quantile density function, we obtain a CI from this sample. By repeating this process, we compute CP, MSE and the expected length of CI. Also, we obtain CI by sectioning and jackknife methods and we compute their CP, MSE and the expected length similarly.
In the simulation, we use the samples size (As mentioned, in this paper we are not trying to optimize the bandwidth () hn and we just want to show that even with constant bandwidth, the efficiency of this method is desirable). To determine CP, MSE and the expected length of CI, we generate 10000 samples of sizes 50, 100, 200 and 1000 from the specified distributions. We have taken the number of sections 10 in sectioning and jackknife methods. It is obvious that the best approach is the one providing the CP nearest to the nominal value (0.95, in this case) and have the shortest length. Results are reported in Tables 1-20. We choose sample size , the sectioning approach has more CP than jackknife and nonparametric methods, but in some cases, MSE of this method is more than the two other methods and usually the length of CI of sectioning method is more than nonparametric approach. However for 0.1,0.25,0.75,0.9 u  results of sectioning method is not satisfactory. In almost all distributions (except lognormal distribution for 0.9 u  ) CP of the nonparametric method is better than sectioning and jackknife methods, also MSE of this method is low and CI have the shortest length. Even in some cases for 0.05 u  or 0.95 , the performance of the nonparametric method is better than the two other methods. As described in Section 2.2, in sectioning method, m should be relatively small and the number of observations k per section should be very large. When sample size is 50, with choosing m=10, the number of observations per section is equal to 5, where is very small, hence CI is violated in extreme quantiles. It should be noted that, as expressed in Section 2.3, we applied the jackknife approach to reducing the bias of sectioning method (where the simulation results show this), but the CP of sectioning method may be better than other approaches, as quantiles near the median.
As the sample size increases to 100 (Tables 6-10) or 200 (Tables 11-15) , results of nonparametric method improve in center and tails (especially in the lower tail), such that for 0.05,0.95 u  in most cases the nonparametric method outperforms the two other methods.
In Tables 16-20 , we report results for the sample size 1000. By comparison CP, MSE and the length of CI in various methods we conclude, except in tails, the nonparametric method has good results and in almost all cases CP, MSE and the expected length of CI in this method is better than sectioning and jackknife methods.
Conclusion
According to the simulation results, for small sample size, in estimation of CI for the median, sectioning method has better performance, and in tails the results of jackknife method is favorable. But for other quantiles, the nonparametric method has higher CP (in this work, close to 0.95), lower MSE and the shortest length in comparison with the two other methods. As the sample size increases, results of nonparametric method improve in center and tails (especially in the lower tail).
We emphasize that the results of nonparametric method have been achieved for constant bandwidth and we expect that the performance of this method increase by using optimal bandwidth. 
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