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Covering an area of over 5.4 million square miles (nearly 1.5 times the size of the 
United States), the Arctic Ocean is the smallest of the world’s oceans and is characterized 
by the unique presence of seasonal and perennial sea ice over the ocean (U.S. Navy 
2014). Historically, the region was unnavigable due to year-round sea ice cover, which 
prevented transit by commercial ships.  The world was amazed in 2009, when two 
German cargo ships made the journey through the infamous Northeast Passage from 
Korea to the Netherlands (Reuters 2014).  Only four years later, during the summer of 
2013, 71 commercial vessels successfully navigated the Northern Sea Route from the 
Bering Strait to the Barents Sea (Pettersen 2013).  Due to the harsh operating conditions 
associated with the environment which impede year-round access, little is understood 
about the atmosphere, ice, and ocean properties that govern the physical processes in the 
region.  However, it has long been accepted that the Arctic is critical in moderating 
global climate, and is thus most likely to show the first signs of global climate change 
(Smith and Grebmeier 1995).  The observed rapid changes throughout the Arctic region 
have prompted renewed interest in scientific and naval research with the goal 
understanding the physical processes driving these changes. 
1. Arctic Ocean Sea Ice Changes 
According to the Arctic Report Card 2012 (National Oceanic and Atmospheric 
Administration (NOAA) Climate 2014), since the advent of satellite-based passive 
microwave monitoring of sea ice extent in the Arctic Ocean in 1979, it has been observed 
that the summer sea ice cover extent has been declining (Figure 1).  In 2011, Stroeve et 
al. found that the decreasing trend was approximately 12.4% per decade, accelerated by 
some of the lowest extends on record from 2003-2010.  It was generally accepted that the 
2007 record low-minimum summer ice extent was the result of extreme atmospheric 
forcing, and the Arctic would begin to recover afterwards (National Snow and Ice Data 
Center [NSIDC] 2014).  However, the NSIDC (2014) also observed that in September 
2012, when a new minimum 18% below the 2007 minimum extent was reached, 
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atmospheric conditions were not a contributing factor.  Not only are observations 
showing a decrease in the summer sea ice extent, but the type of ice present in the Arctic 
is changing as well.  Maslanik et al. (2011) used passive microwave data to show that the 
amount of thick, multi-year ice (MYI) in the Arctic decreased from 75% to 45% from the 
1980s to 2011, as seen in Figure 2.  They concluded that the MYI was being replaced by 
much thinner first-year ice (FYI) and open water.  Changes in the summer sea ice cover 
and ice type can result in significant changes to the physical processes and interactions 
throughout the Arctic region. 
 
Figure 1.  September minimum sea ice extent.  The black line indicates the 
median extent since the advent of satellite records in the late 1970s to 
2000.  The yellow line indicates the previous minimum observed in 
2007.  The white shading shows the lowest record observed from 
September 2012 (from NOAA Climate 2014). 
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Figure 2.  Sea ice age in May and September from 1983 to 2010.  The oldest 
of the MYI (white shading) has decreased significantly in both May 
and September and has been increasingly replaced with FYI (blue 
shading).  Insert shows the regions of ice ages used 
(from Maslanik et al. 2011). 
2. Arctic Modeling Limitations 
In 2007, the Intergovernmental Panel on Climate Change (IPCC) Fourth 
Assessment Report (AR4) first concluded that the September sea ice cover was 
decreasing at rates much faster than coupled global models could predict (Stroeve et al. 
2012).  In response to new evidence of global climate change from various observations, 
the IPCC conducted a Fifth Assessment Report (AR5) and released its “Summary For 
Policy Maker’s” in 2013 (IPCC 2013).  The AR5 suggested that the retreat of summer sea 
ice extent will continue, and models suggest it is likely the Arctic Ocean will be nearly 
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ice-free during the Arctic summer before the end of the century, as seen in Figure 3.  
While the models show a conservative decline in sea ice extent, observations (the thick 
red line) show significantly higher magnitude and rates of change.  As DiMaggio (2014) 
discusses, global climate models often do not include unresolved and under-represented 
physical processes in the region, nor do they account for the changes in ice thickness.  
Whether the tipping point for the recovery of sea ice extent and MYI has been reached is 
yet to be conclusively proven.  Simply put, the complex and dynamic physical properties 
and feedbacks of the region are not well understood, making modelling efforts difficult. 
 
Figure 3.  Observations (solid red line) and model predictions of September 
sea ice cover.  The model average is shown by the solid black line.  
Inset shows the range of model estimates from IPCC AR5, AR4 and 
observations (from Stroeve et al. 2012). 
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B. STUDY OBJECTIVES 
Improving the sea ice cover and thickness prediction capability for the U.S. Navy 
during these drastic ice regime changes in the Arctic has become a critical requirement 
(Lee et al. 2012).  As Suh (2011) discussed, Arctic sea ice is affected from both surface 
melting due to atmospheric conditions, as well as basal melting due to oceanic 
conditions.  In the Beaufort Sea, the development of an expanding widespread seasonal 
Marginal Ice Zone (MIZ) earlier in the summer season is changing the governing 
processes of the regional atmosphere-ice-ocean system (Lee et al. 2012).   In order to 
accurately predict and understand changes to ice cover and thickness, the surface energy 
fluxes of the ocean must be well understood (Stanton et al. 2012, Shaw et al. 2009). 
The objectives of this thesis are to 1) use high-resolution satellite imagery to 
quantify local open water fraction of the ice pack around previously deployed buoys in 
the Arctic; and 2) examine the relationship between upper ocean heat content to local 
open water fraction derived from high-resolution satellite imagery.  While this study will 
focus on the observations collected in the Beaufort Sea, the approach used will also be 
applied to the central Arctic. 
C. NAVAL RELEVANCE 
1. U.S. Navy Arctic Roadmap 
In 2009, the U.S. Navy renewed its interest in the Arctic when the Chief of Naval 
Operations (CNO) declared the Arctic as a critical focus region for the Navy in the first 
published Arctic Roadmap (U.S. Navy 2014).  In 2014, the CNO signed an updated 
Arctic Roadmap which addressed current operational limitations and identified the way 
forward (Metzger 2014).  The U.S. is an Arctic nation that has resource rich Exclusive 
Economic Zone (EEZ) off the coast of Alaska (U.S. Navy 2014).  As perennial sea ice 
extent continues to decline, the area of navigable waters of the Arctic Ocean will likely 
continue to increase, allowing for an increase in military, commercial, and tourist traffic 
(Figure 4).  Promoting and maintaining a stable and secure Arctic region is a national 
objective of the U.S. and a strategic objective for the Navy (U.S. Navy 2014).  Besides 
providing the framework for military contingencies and planning operations, the Arctic 
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Roadmap also outlines and allocates resources for scientific expeditions aimed at 
improving our understanding of the physical properties and processes of the coupled 
atmosphere-ice-ocean system. 
=  
Figure 4.  Navigation routes through the Arctic Ocean from the Atlantic to 
Pacific Oceans.  This is just one of the many consequences of the 
increase in open water in the Arctic, and why the Navy must be 
focused on the observed drastic changes in the region 
(from U.S. Navy 2014). 
The U.S. Navy Arctic Roadmap acknowledges that U.S. national security is tied 
to changing climate and dictates the Navy’s role and responsibilities.  Sections 2.2 and 
2.3 of Appendix 3 in the Arctic Roadmap specifically assert the science and observation 
milestones the Navy must work to achieve. The work in this thesis meets the actions 
defined in in Appendix 3, Section 2.2.6 to “Increase [the] Office of Naval Research 
(ONR) Arctic efforts…to improve the Navy’s ability to understand and predict the Arctic 
 7 
physical environment at a variety of time and space scales.”  By improving our 
understanding of the changes in the Beaufort Sea seasonal MIZ, the physical properties of 
the region can be used to update global and regional sea ice models. 
2. Undersea Warfare Application 
The research done for this thesis directly supports undersea warfare operations.  
Submarines and other undersea platforms are currently the primary means for the U.S. to 
show a presence in the region (U.S. Navy 2014).  The ability to operate efficiently and 
safely in the harsh Arctic environment requires that a commander have as much 
information as possible prior to deployment.  Arguably, the greatest danger to submarines 
operating in the area is not from below, but rather the changing ice canopy above.  It is 
critical that the forecast models that the commander receives be as detailed as possible, 
which underscores the need for accurate and current observations.  The research done in 
this thesis will help improve the information that is provided to the Fleet.  Additionally, 
the satellite imagery processing techniques can be integrated to aid submarine pilots in 
determining safe areas to conduct surfacing operations. 
a. Undersea Operations in the Arctic 
Naval undersea operations in the Arctic go back to 1941, when the Arctic 
Submarine Lab (ASL) was established to counter the threat of Soviet submarine 
dominance under the polar ice (ASL 2014).  According to the ASL historical timeline, a 
historical milestone was reached by the Navy in 1958, when the USS Nautilus (SSN-571) 
became the first submarine to transit under the Arctic ice cap submerged.  This was 
followed by the first breaching of the North Pole by the USS Skate (SSN-578) in 1962 
(ASL 2014).  Since then, over 120 Arctic exercises and operations have been conducted 
by the Navy (U.S. Navy 2014).  Most recently, in March of 2014, the USS New Mexico 
(SSN-779) (Figure 5) and the USS Hampton (SSN-767) participated in Ice Exercise 
(ICEX) 2014 (Metzger 2014).  According to the U.S. Navy press release, ICEX 2014 was 
designed to test and develop cold-weather operational procedures and collect vital in-situ 
data for scientific study. 
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Figure 5.  Photograph from ICEX-2014 of CNO Admiral Jonathan W. 
Greenert (center right) with other distinguished visitors and crew on 
the USS New Mexico (SSN-779) (from Davies 2014). 
3. ONR Marginal Ice Zone (MIZ) Program 
In direct support of the Navy’s efforts to improve understanding of the physical 
conditions and dynamics of the Arctic Ocean is the ONR MIZ Department Research 
Initiative (DRI).  According to Lee et al. (2012), the focal area for the ONR MIZ DRI is 
the Beaufort Sea, the location within the U.S. EEZ where the observed changes in sea ice 
cover in the Arctic are most apparent.  The objectives of the five-year experiment (2012–
2017) include 1) collect data over multiple seasons and conditions; 2) identify the 
physical processes that cause the development of the seasonal MIZ in the Beaufort Sea; 
3) understand how anticipated sea ice levels will affect the future development of the 
seasonal Beaufort Sea MIZ; and 4) evaluate and improve current Beaufort Sea MIZ 
modelling efforts to increase sea ice forecasting capability for the U.S. Navy. A 
cooperative effort between the Navy and over a dozen research organizations, such as the 
Naval Postgraduate School (NPS) (Lee et al. 2012), the work done for this study directly 
contribute to the stated goals of the ONR MIZ DRI. 
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D. THE BEAUFORT SEA ICE MARGINAL ICE ZONE 
Located just north of Alaska in the U.S. Arctic EEZ (Lee et al. 2012), the 
Beaufort Sea is one of the numerous marginal seas located around the periphery of the 
Arctic Ocean, as seen in Figure 6.  The Beaufort Sea has historically been considered an 
indicator of the overall “health” of the Arctic ice pack (Lee et al. 2012).  A study 
conducted by Maslanik et al. (2011) found that from 1981–2005, 93% of the ice in the 
Beaufort Sea was MYI, indicating that the thick ice pack in the region was capable of 
surviving multiple summer melt and winter freeze seasonal cycles with little variability.  
Krishfield et al. (2014) reported that MYI generated in the Beaufort Sea is transported 
throughout the Arctic Basin by the Beaufort Gyre, thus the MYI generated and stored 
within this sea contributes to the entire the Arctic ice pack. 
 
Figure 6.  Map of the marginal seas of the Western Arctic Ocean, including 
the Beaufort Sea, which is located to the north of Alaska 
(from University of Alaska, Fairbanks 2013). 
For the purposes of this thesis, the MIZ (Figure 7) will be considered the region 
between the open ocean and the compact ice pack, where thermodynamic and wave 
influences arising from open water between ice floes is strong.  Conventionally, a MIZ is 
a narrow region (25km to 100km) of atmosphere-ice-ocean interaction that is 
significantly altered by the presence of sea ice (McPhee 1983).  From Lee et al. (2012), 
seasonal MIZ’s that develop early in the summer and cover large areas are common in 
the western marginal seas of the Arctic Ocean, such as the Bering Sea and Chukchi Sea 
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(Figure 6).  They suggest that while a seasonal MIZ developing the Beaufort Sea is 
common, observations show it is evolving much earlier in the summer and is covering an 
increased areal extent. 
 
Figure 7.  Diagram illustrating the complex atmosphere-ice-ocean coupled 
system of a Marginal Ice Zone (MIZ) (from Lee et al. 2012). 
Satellite-based observations, published in Lee et al. (2012), show that the 
Beaufort Sea is experiencing not only the greatest loss in sea ice, but at the fastest rates of 
increasing ice loss as well (Figure 8).  They also show that before the observed changes, 
sea ice cover did not retreat far from the Alaskan coast, even during the summer.  
However, during the September 2012 record minimum, the MYI cover retreated deep 
into the Beaufort Sea, leaving thin FYI and open water in its wake (Lee et al. 2012).  
Maslanik (2011) found that MYI declined by an astonishing 73% from 2006-2010; a 
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strong indicator of the shift of Arctic sea ice cover from a permanent cap to a seasonal 
presence (Stroeve et al. 2011).  The evidence suggests that the observations are a direct 
result of the expansion of the seasonal MIZ in the Beaufort Sea.  Perhaps even more 
alarming, Maslanik et al. (2011) also observed that the Beaufort Sea was the location of 
the remaining MYI left in the Arctic following the 2007 minimum, which is now 
disappearing.  Decreases in the presence of MYI and the shift towards an increase in the 
amount of FYI and open water can significantly alter thermodynamic and mechanical 
dynamics of the atmosphere-ice-ocean coupled system both locally and across the entire 
Arctic Basin (Lee et al. 2012).  Sea ice is a critical parameter in a MIZ that moderates the 
atmosphere-ice-ocean system in the ice-ocean-boundary layer (IOBL), the layer of water 
below the ice and above the permanent Arctic pycnocline (McPhee 1983).   
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Figure 8.  Satellite observations of sea ice cover for 1990 (left) and 2012 
(right) for April, June, and August, top to bottom.  Since 1990, sea ice 
cover has decreased extensively, particularly in the summer months 




1. Sea Ice-Albedo Feedback 
Albedo is a measure of the reflection of incoming solar radiation back to the 
atmosphere (Perovich and Polashenski 2012).  As outlined by Col (2010), solar radiation 
enters the IOBL, either absorbed by open water or transmitted through deep meltponds 
and ice, where it is stored as heat.  For a given area, if the regional albedo is low, more 
heat from solar input will be stored in the IOBL (Col 2010).  He summarizes that the 
additional heat can become available through ice-generated turbulence to enhance the 
basal melt of ice, in addition to the surface melt from solar radiation.  The result is an 
increase in thin ice and open water available to accept solar input, completing (and 
enhancing) this positive feedback loop, a key parameter that links sea ice to regional and 
global climatology (Perovich 2005). 
 Perovich (2005) divides incoming solar radiation into three categories: 1) albedo 
( )α , 2) absorption ( )B , and 3) transmission ( )T .  He finds that on the aggregate scale, 
these factors must equal one, as seen in Equation (1).  Perovich and Polashenski (2012) 
show that MYI has a high albedo and low absorption and transmission; therefore small 
amounts of solar energy will enter the IOBL and stored as heat.  Consequently, they 
found FYI has a low albedo, which results in higher absorption and transmittance.  The 
nominal differences in albedo magnitude between MYI and FYI over a seasonal freeze 
and melt cycle, and the resulting differences in solar and heat input is seen in Figure 9. 
 1B Tα + + =   (1) 
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Figure 9.  Illustration of the albedo differences of MYI and FYI (seasonal) on 
total solar heat input over a season. Plot (a) is the incident solar 
radiation. Plot (b) is the seasonal evolution of sea ice albedo for MYI 
(blue) and FYI (red). Plot (c) is the daily solar heat input. Plot (d) is 
the time averaged solar heat input 
(from Perovich and Polashenski 2012). 
Evidence suggests that the sea ice albedo feedback loop in the Beaufort Sea is 
being enhanced by the early onset and increased areal expansion of the seasonal MIZ.  As 
sea ice retreats deep in the Beaufort Sea, it results in large area of open water available to 
absorb solar input and store it has heat in the IOBL (Lee et al. 2012).  The replacement of 
MYI by FYI in the region also enhances this positive feedback loop.  Hudson et al. 
(2013) suggest that the increase in the coverage of meltponds characteristic of FYI, 
compared to MYI, further contributes to increasing the heat content of the IOBL.  They 
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find that meltponds, collections of melted water sitting atop ice, have dynamic and low 
albedo values which contribute to the absorption and transmittance of solar radiation. 
2. Ocean-to-Ice Heat Flux 
Stanton et al. (2012) found that heat stored from solar radiation in the IOBL can 
be transferred from the ocean to the base of the ice and become available for the basal 
melt of ice.  They suggest that this transfer process, ocean-to-ice heat flux, can be 
enhanced from increased absorption and transmission of solar radiation in the IOBL.  The 
ocean-ice-heat flux is determined by the heat content in the IOBL, turbulence in the 
IOBL, and the stratification of the pycnocline below the IOBL (Shaw et al. 2009).  The 
heat stored in the relatively warm layers below the IOBL is not available for vertical 
mixing under normal conditions due to the presence of the strong permanent thermocline 
which acts to thermodynamically decouple the two layers (Shaw et al. 2009).  Stanton et 
al. (2012) observed that enhanced solar input results in larger ocean-to-ice heat fluxes and 
basal ice melt.  Additionally, they concluded that thinner FYI responds easier to wind 
forcing, thereby enhancing shear induced turbulence necessary to vertically mix the heat 
upward and become available for the basal melt of ice. 
Ocean-to-ice heat flux (referred to as heat flux for the remainder of this study) 
values in the IOBL are controlled by numerous conditions.  Shaw et al. (2009) found that 
two important conditions are the depth of the IOBL and the departure from freezing of 
the IOBL.  For this study, departure from freezing will be taken as a measure of how far 
the local temperature of a layer is from the freezing temperature of seawater, and 
represents the heat available for basal melt of the ice cover (Shaw et al. 2009).  Heat 
fluxes resulting from ice-generated turbulence can be calculated from the eddy 
correlation technique and Equation (2).  The eddy correlation technique is a statistical 
heat flux calculation method where the vertical transfer of heat is the result of eddy 
motion in the IOBL (McPhee 2008). 
 0 pQ c w Tρ ′ ′=   (2) 
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where 0ρ  is the density of seawater and pc  is the specific heat of seawater (McPhee 
2008).  The vertical transfer of temperature, w T′ ′ , is measured directly by in-situ 
instrumentation and is averaged over time to estimate the covariance. 
3. Surface Heat Budget of the Arctic Experiment (SHEBA) 
One of the most extensive experiments undergone in the Arctic region, the 
Surface Heat Budget of the Arctic Experiment (SHEBA) was a nearly yearlong 
experiment to study the heat exchange processes of the polar regions (Shaw et al. 2009).  
Supported by the Canadian Coast Guard icebreaker Des Groseilliers, observations were 
collected simultaneously across the atmosphere-ice-ocean interface (Shaw et al. 2009), a 
substantial data set that is still being analyzed to this day.  According to Perovich (2005), 
theoretical work from the 1990s estimated that 69% percent of the incoming solar 
radiation would be reflected, 27% absorbed, and 4% would be transmitted.  He showed 
that SHEBA data matched closely with the calculations, where observations showed 68% 
of the incoming solar radiation was reflected, 24% was absorbed, and 8% was 
transmitted. The study attributed the doubling of transmission as a result of thinner ice 
observed during the SHEBA experiment compared to historical observations. 
Using SHEBA observations, Shaw et al. (2009) conclude that basal melting of ice 
during the collection period was largely reflective of the amount of solar radiation input 
into the IOBL.  Observations from this study also show the varying IOBL temperature 
and salinity conditions with varying locations in the Beaufort Sea.  The time series of 
summer heat fluxes observed is provided in Figure 10.  Large heat fluxes during the 
summer measurements converted stored heat to latent heat via ice melting, resulting in 
28-35% reduction in ice growth and contributing to a nearly 15% decrease in ice the 
ensuing winter season (Shaw et al. 2009).  They conclude that data collected during this 
experiment suggests that decreasing ice extent and thinning plays a large role in 
controlling the heat distribution of the IOBL.  By reducing the ice extent and thickness at 
the end of a nominal summer, the ice pack and IOBL is subsequently preconditioned to 
absorb and store more solar heat the following melt cycle. 
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Figure 10.  SHEBA measurements of a) friction velocity, b) ocean-to-ice heat 
flux, c) heat flux at 8 meters depth, and d) heat flux at the bottom of 
the IOBL.  While the average heat flux was , be 7.6 W m-2 over the 
entire experiment, large heat fluxes were observed during the summer 
melt season (from Shaw et al. 2009). 
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II. DATA COLLECTION AND DATA PROCESSING 
This thesis will utilize data collected from NPS Autonomous Ocean Flux Buoys 
(AOFBs), Woods Hole Oceanographic Institute (WHOI) Ice-Tethered Profiles (ITPs), 
and high-resolution (1-10 meter) visible satellite imagery.  All satellite imagery collected 
is unclassified and approved for public release (United States Geological Service (USGS) 
2014).  Various data processing techniques will be used to identify usable images and 
quantify open water, meltpond, and ice floe fraction.  All satellite images will be 
presented in the Universal Transverse Mercator (UTM) coordinate system.  AOFB and 
ITP data processing techniques are used to correct data and apply data offsets to compare 
measurements from the two different sensors. 
In this study, open water fraction will be taken as the amount of open water 
available to absorb incoming solar radiation for a given image.  It will be comprised of 
open ocean fraction, a measure of the image area comprised of open ocean, and meltpond 
fraction, a measure of the image area comprised of meltpond coverage. 
A. DATA COLLECTION 
1. Satellite Imagery 
All of the satellite imagery processed in this thesis is provided on the USGS 
public access website. Established in the 1990s, the USGS Global Fiducials Program 
(GFP) is a joint effort between academia, the intelligence community, and federal civil 
services to support research into understanding the Earth Science System (USGS 2014).  
Archived declassified high resolution satellite images from intelligence assets approved 
for public release are stored in the GFP Global Fiducials Library (GFL) for various global 
regions, including the Arctic (USGS 2014).  Each image contains geo-referenced image 
data files containing the image metadata.  The images are from the visible portion of the 
EM spectrum (USGS FAQ 2014) and are thus highly affected by cloud cover.  An 
example high resolution image can be seen in Figure 11.  This image shows a 22km by 
21km view of sea ice from the Beaufort Sea. 
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Figure 11.   Example of a declassified high-resolution satellite image, 
approved for public release, of sea ice in the Beaufort Sea available 
on the USGS GFP GFL (from USGS 2014). 
2. Autonomous Ocean Flux Buoys (AOFBs) 
Funded by the National Science Foundation (NSF) Office of Polar Programs, 
Research Professor Timothy Stanton and the Turbulence Research Group at NPS 
developed AOFBs to make long term, unattended observations of ocean-ice coupling 
processes in the Arctic (NPS AOFB 2014).  According to the NPS AOFB website, the 
AOFB is an autonomous platform designed to directly measure vertical turbulent heat 
and salt fluxes, current profiles, and other ocean properties in the ocean mixed layer 
below the ice. The NPS AOFB program deploys these buoys on ice floes to make long 
term observations in the ocean-ice system over periods of 1 to multiple years. From the 
program website, 28 AOFBs have been deployed by NPS personnel in both the 
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Transpolar Drift and the Beaufort Sea between 2002 and 2013.  In 2014, one AOFB was 
deployed in the Transpolar Drift and 3 AOFBs were deployed in the Beaufort Sea (NPS 
AOFB 2014). A map of the AOFBs deployment positions and their drift trajectories for 
the AOFBs used in this study is provided in Figure 12. 
An AOFB consists of two main components: 1) surface buoy; and 2) upper ocean 
instrument package (NPS AOFB 2014). A schematic of the AOFB with the flux sensor 
package, located about 4m below the ice, is provided in Figure 13.  The surface buoy 
contains a main processor / power / data storage board, a GPS receiver, iridium modem, 
large lithium battery bank, and a solar power system used during the summer months. 
(NPS AOFB 2014).  According to the AOFB Program website, two-way communication 
with the NPS network occurs four times per day to allow for near real time data updates, 
and allows sampling intervals to be remotely controlled for each instrument to conserve 
power while addressing specific science questions.  The surface buoy supports the upper 
ocean instrument package that houses the downward looking Acoustic Doppler Current 
Profiler (ADCP) and a flux package (NPS AOFB 2014).  The custom-built flux package 
includes co-located low noise acoustic travel time current meter and temperature and 
conductivity sensors (NPS AOFB 2014).  The in-situ sensors used by the NPS AOFB 
Program measure momentum, heat, and salt fluxes through the water column using the 
direct eddy correlation technique described earlier.  A high-resolution thermistor string 
provides vertical thermal structure between the flux package depth and the ice to study 
summer heating conditions (NPS AOFB 2014).  Data are updated every four hours to the 
NPS AOFB program website: http://www.oc.nps.edu/~stanton/fluxbuoy/index.html) 
(NPS AOFB 2014). 
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Figure 12.  Overview of NPS AOFB deployments for buoys (24, 25, 26, 27) 
used in this study (from NPS AOFB 2014). 
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Figure 13.  Schematic diagram of the NPS AOFB (from NPS AOFB 2014). 
3. Ice-Tethered Profilers (ITPs) 
Typically deployed on the same ice floes as the NPS AOFBs are ITPs developed 
by the WHOI.  ITPs are an autonomous system designed for deployment on sea ice for 
periods up to three years in order to measure upper ocean temperature and salinity 
profiles (WHOI ITP 2014).  Krishfield et al. (2006) provide a technical description of the 
profiler, consisting of a surface buoy, a tether, and an underwater package (Figure 14).  
The surface instrument contains a power supply pack, GPS unit, iridium satellite and 
antennae for real time data transmission to WHOI (Krishfield et al. 2006).  From the 
technical report, the tether is a weighted plastic jacketed wire rope and provides both 
mechanical and electrical connection between the surface instruments and the profiler for 
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depths up to 800m.  According to the ITP Program website, the underwater package 
houses a low power CTD as well as mechanical wire crawler mechanism to traverse the 
profiler up and down the tether. 
 
 
Figure 14.  WHOI ITP schematic (from Krishfield et al. 2006). 
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a. AOFB – ITP Correlation 
The incorporation of ITP data in this study has allowed the surface mixed layer 
melt heat content to be estimated. In order to determine which ITP data sets would be 
utilized, the AOFB deployments had to be matched to the correct ITP mission. This was 
accomplished by reviewing the ITP mission overviews for each deployment from the 
WHOI ITP website, which recorded the deployment of AOFBs as well.  Table 1 provides 
a summary of the findings. 
 
Table 1.    AOFB-ITP mission correlation summary.  
B. INITIAL IMAGE PROCESSING METHOD 
MATLAB scripts were written to perform image analysis of high-resolution 





ITP Mission Status ITP Mission Dates
6 10 Complete 9/4/2006-10/11/2009
7 11 Complete 4/28/2007-2/7/2008
12 14 Complete 9/14/2007-9/22/2009
13 12 Complete 8/13/2007-9/7/2008
18 13 Complete 8/16/2007-10/21/2008
19 15 Complete 4/7/2008-11/22/2008
20 16 Complete 8/8/2008-2/18/2009
23 17 Complete 8/5/2008-9/3/2011
38 20 Complete 4/19/2010-9/12/2011
42 22 Complete 10/7/2010-2/10/2011
43 21 Complete 10/7/2010-2/10/2011
47 23 Complete 4/11/2011-10/4/2012
56 26 Complete 4/15/2012-5/3/2013
65 24 Complete 8/27/2012-9/10/2013
54 25 Active 8/6/2011
61 28 Active 4/10/2013
66 27 Active 8/27/2012
70 30 Active 8/25/2013
76 31 Active 4/11/2014
77 33 Active 3/9/2014
78 32 Active 3/11/2014
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around the AOFB trajectory.  When possible, functions and scripts available from the 
MATLAB Image Processing Toolbox, MATLAB website, or from the NPS Turbulence 
Group processing toolbox were utilized.   
1. Selecting Initial Images for Processing 
In order to select images that captured AOFB locations across the Arctic, 
metadata files for each Arctic image on the USGS GFL were scanned.  Relevant image 
data (Table 2) was extracted.  The metadata was used to determine if an AOFB position 
was located inside the image bounding box within 24 hours of the image day.  This 
procedure determined that 102 satellite images, deemed “hit” images, were potentially 
available for further analysis.  A summary of the AOFB hits can be seen in Table 3.  
From over 1100 images available, less than 1% met these initial criteria. 
 
Table 2.   List of variables extracted from image metadata files. 
 
Table 3.   Summary of AOFB “hit” information.  Yellow shading indicates an 
AOFB was located within the available image. 
Variable Description
XML File Name .xml file of image being scanned
Time Zone UTM time zone
Image Year 4 digit YYYY  format
Image Month 2 digit MM format
Image Day 2 digit DD  format
Bounding Coordinates
North, South, East, and West box bounding coordinates in decimal degrees 
and UTM coordinates

















10 0 16 0 22 0 28 0
11 0 17 2 23 0 29 0
12 0 18 12 24 22 30 0
13 0 19 0 25 23 31 0
14 0 20 0 26 16 32 0
15 0 21 0 27 27 33 0
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2. Processing Usable Images 
For each initial “hit” image, cartographic information was extracted from the 
metadata.  This provides the bounding box coordinates of the image in both latitude- 
longitude (decimal degrees) and the UTM projection (northing and easting).  Using 
Equation (3) and (4), the center coordinates of the bounding box are calculated.  
Although the equations are presented in latitude and longitude, the same relationship is 
valid UTM northing and easting coordinate calculations as well. 
 4
NWcorner NEcorner SWcorner SEcorner
Center
Lat Lat Lat Lat Lat+ + + =   (3) 
 4
NWcorner NEcorner SWcorner SEcorner
Center
Lon Lon Lon Lon Lon+ + + =   (4) 
While the time of the image is not given explicitly in the image metadata, it can 
be calculated using the provided solar angle information.  The solar zenith angle is the 
angle measured from directly over the buoy position toward the sun; solar azimuth angle 
defines the direction of the sun from the buoy (U.S. Naval Observatory 2005).  Azimuth 
and zenith angles for a 24-hour period were calculated based on the center coordinates for 
each image.  The least absolute deviation optimization technique (Equation [5]), was 
applied to determine to be the time of the image.  An illustration of this technique can be 
seen in Figure 15. 
 2 2( ) ( )
image calculated image calculatedmin
Difference zenith zenith azimuth azimuth= − + −   (5) 
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Figure 15.  Example azimuth, zenith, and time of day calculations from a 
known satellite image center position and time of day. In this 
example, the minimum value indicates the time of day of the image is 
2330 on 02 June 2012. 
a. Determining Closest Buoy Position 
Once the time of the image was calculated, the appropriate AOFB yearday data is 
scanned to determine the closest AOFB record number to the image time. The 
corresponding coordinate position was extracted and used to determine if the AOFB 
position at the time closest to the image capture time lied within the image bounding box.  
If the closest AOFB positon was outside of the image, the image is classified as a “miss” 
and no further processing was done (Figure 16).  If the closest AOFB position was within 
the image, the image is retained as a “hit”, as seen in Figure 17.  For all “hit” images, a 
subset image was generated with image zoomed on the AOFB position was zoomed 
around, as seen in Figure 18.  From the 102 initial “hit” images, only 29 images (less than 
2.5%) contained the AOFB within the boundaries at the time of the image. 
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Figure 16.  Example of a “miss” image.  In this image, the closest AOFB 
position to the image capture time does not fall within the image 
boundaries. No further processing is done. 
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Figure 17.  Example of a “hit” image.  In this image, the closest AOFB 
position to the image capture time falls within the image boundaries.  
This image is retained for further processing. 
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Figure 18.  Zoomed in view of an AOFB position for the “hit” image from 
Figure 17. 
3. Determining AOFB Track and Region Breakdown 
For the “hit” images, the AOFB positions were plotted 12 hours ahead and 12 
hours behind the AOFB position at the image capture time (Figure 19).  With the AOFB 
track progression known, the ice properties in the ocean mixed layer that the ice-
supported AOFB advects over were determined in order to estimate the amount of solar 
radiation entering the ocean mixed layer ahead.  As the objective is to identify the ice and 
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ocean properties in the vicinity of the buoy, it is useful to evaluate these properties over a 
focused area smaller than the default image.  To accomplish this, a series of 500m by 
500m boxes were established along the buoy trajectory at 500m intervals (Figure 20).  
For each sub-region, the 500m by 500m box centered on the AOFB position was zoomed 
on (Figure 21).  In each case, the matrix containing the pixel intensity values was saved 
for further processing. 
 
Figure 19.  Example of a 24 hour AOFB trajectory.  The red represents the 
record position of the closest AOFB to the time of the image.  Green 








Figure 21.  Zoomed view of a 500m by 500m sub-region from Image Two, 
Sub-region Four (Figure 20) Note the open water, ice floe, and 
meltpond features that are clearly visible. 
From the 29 “hit” images, over 300 square sub-regions were available for further 
analysis.  Up until this point in the methodology, no effort was made to determine the 
quality of the image to see if it would be useful for further analysis.  For this study, the 
criteria for a quality image was: 1) cloud cover was not significant enough to prevent the 
identification of ice features; 2) cloud cover did not prevent the open water, meltpond, 
and ice floe fraction from being calculated; and 3) the majority of the AOFB trajectory 
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was outside of image black-space.  Images with heavy cloud cover were rejected, such as 
the example provided in Figure 22.  A summary of the image quality screening is 
provided in Table 4.  Of the 29 “hit” images, seven were chosen for further analysis. 
 
Figure 22.  Example of an image rejected for further analysis due to heavy 
cloud cover. The closest AOFB position is plotted in red. 
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Table 4.   Summary of the image quality screen.  Yellow shading indicates the 
seven images used in this study for further analysis. 
C. PIXEL PROCESSING METHOD 
For the remainder of this chapter Image Two (Figure 20), Sub-region Four 
(Figure 21) will be used an example image to demonstrate the pixel processing 
techniques applied to the remaining seven “hit” images unless otherwise noted.  This 
image was chosen due to its wide range of features, including the presence of cloud 
cover, open water, meltponds, and bare ice. 
Image Number
Ok For Further 
Processing?
Supplemental Information
1 Yes Processed for further analysis
2 Yes Processed for further analysis
3 No Heavy cloud cover
4 No Heavy cloud cover  and proximity to region black-space
5 No Heavy cloud cover  and proximity to region black-space
6 No Heavy cloud cover
7 No Heavy cloud cover
8 No Heavy cloud cover  and proximity to region black-space
9 No Heavy cloud cover
10 No Heavy cloud cover
11 No Heavy cloud cover
12 No Heavy cloud cover
13 Yes Processed for further analysis
14 No Heavy cloud cover
15 Yes Processed for further analysis
16 No Heavy cloud cover
17 Yes Processed for further analysis
18 No Heavy cloud cover
19 No Heavy cloud cover
20 No Heavy cloud cover
21 No Heavy cloud cover  and proximity to region black-space
22 Yes Processed for further analysis
23 No Heavy cloud cover  and proximity to region black-space
24 No Heavy cloud cover  and proximity to region black-space
25 No Heavy cloud cover
26 Yes Processed for further analysis
27 No Heavy cloud cover  and proximity to region black-space
28 No Heavy cloud cover  and proximity to region black-space
29 No Heavy cloud cover  and proximity to region black-space
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1. Threshold Determination 
Each sub-region’s pixel intensity matrix was individually loaded into MATLAB.  
To look at the distribution of pixel values within the image, a histogram of the 256-bit 
gray-scale pixel intensity values was generated for each sub-region. In gray-scale, the 
pixel intensity values range from a minimum value of zero (white) to a maximum value 
of black (255).  To complete the pixel processing, a threshold value had to be determined 
for each image sub-region to distinguish open water, deep meltponds, and ice.  Using this 
chosen value, the gray-scale pixel intensity was converted to binary one and zero; any 
pixel intensity values lower than the selected threshold are assigned zero and any pixel 
intensity values greater are assigned a value of one.  The goal in selecting a threshold 
value is to discriminate between sea ice and water. 
A robust method was developed to identify the appropriate pixel threshold value 
to be chosen.  An example of a pixel intensity is presented in Figure 23.  In this example, 
a bimodal distribution of the pixel intensity can be easily identified.  Picking the 
threshold value is important.  If selected too low, the resulting binary image loses too 
many open water and meltpond features.  This is illustrated in Figure 24, where a 
threshold of 25 was applied.  If the chosen threshold is too high, floe integrity is lost and 
too many meltpond features are identified, as seen in Figure 25, where a threshold of 125 
was applied.  This process determined that a threshold slightly greater than the median of 
the threshold allows for the boundaries between ice floes to be distinguished, while at the 
same time providing an acceptable level of meltpond discrimination.  A threshold value 




Figure 23.  Pixel intensity histogram for Image Two, Sub-region Four.  Note 
the presence of a bimodal distribution pattern (the “u” shaped pattern 
on the left portion of the histogram). 
 
Figure 24.  The original grayscale matrix for Image Two, Sub-region Four is 
seen on the left.  On the right is the converted binary black and white 
matrix plotted with a threshold value of 25. 
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Figure 25.  The original grayscale matrix for Image Two, Sub-region Four is 
seen on the left.  On the right is the converted binary black and white 
matrix plotted with a threshold value of 125. 
 
Figure 26.  The original grayscale matrix for Image Two, Sub-region Four is 
seen on the left.  On the right is the converted binary black and white 
matrix plotted with a threshold value of 60. 
In sub-regions where the presence of cloud cover slightly degraded the quality of 
image, a threshold higher than would have normally been chosen was selected.  This 
allowed the algorithm to filter out the open water from the cloud cover, however, 
meltpond features were not captured well.  An example of open water being discerned 
through cloud cover is provided in Figure 27.  Additionally, the option to allow 
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MATLAB to automatically determine the threshold was also explored.  However, since 
values of zero were returned each time, this option was determined to be un-usable since 
it treated the entire region as a uniform sheet of ice with no open water or meltponds 
distinguishable (Figure 28). 
Figure 27.  The original grayscale matrix for Image 22, Sub-region Four is 
seen on the left.  On the right is the converted binary black and white 
matrix plotted with a determined threshold value of 190.  This value is 
much larger than would have been selected using the discussed 
methodology; however, it was chosen to capture the large open water 
features of the image. 
Figure 28.  The original grayscale matrix for Image Two, Sub-region Four is 
seen on the left.  On the right is the converted binary black and white 
matrix plotted with an automatically determined threshold value of 
zero.  The total white color indicates the thresholding program 
determined the entire image is comprised of sea ice.  
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2. Meltpond Discrimination 
For each thresholded image, an algorithm was written to determine the boundaries 
for open water, meltponds, and ice floes (Figure 29).  While the majority of meltponds in 
the original thresholded image are visible, there are some areas identified as meltponds 
which visually are determined to be areas of open water, such as the three areas denoted 
by the red circles in Figure 29.  Areas of open water are distinct features identifiable by 
their long lengths and larger closed surface areas when compared to the majority of the 
other meltpond features identified by the algorithm.  To distinguish areas of open water 
from meltponds, histograms of the length of the major and minor axes were generated 
(Figure 30).  For each sub-region, the outlying major and minor axes areas were filtered 
out.  In this example, a major axis limit of 120 and a minor axis limit of 60 were applied, 
resulting in the meltpond identification seen in Figure 31.  While this process may result 
in some larger meltponds being identified as open water, it is valid based on Hudson et al. 
(2013), were they found larger meltponds share similar albedo, absorption, and 
transmittance characteristics to open water. 
 42 
 
Figure 29.  Image Two, Sub-region Four converted with an applied threshold 
of 60.  Overlaid in green are the default meltponds.  There are many 
large meltponds which based on a visual of the original satellite image 
are actually areas of open water which need to be discriminated.  
These areas are highlighted by the red circles. 
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Figure 30.  Histogram for the major and minor axis lengths for Image Two, 
Sub-region Four.  Areas of open water incorrectly identified as 




Figure 31.  Image Two, Sub-region Four meltponds with an applied threshold 
of 60, major axis criteria of 120, and minor axis criteria of 60 applied.  
The regions originally identified in Figure 29 as meltponds are 
correctly identified as open water (red circles).  Additionally, some of 
the larger meltponds (blue circles) are also identified as open water. 
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3. Open Water Fraction Determination 
The final step in the image processing is to determine the open water, meltpond, 
and ice floe fraction for each sub-region.  This was done in a pixel reference system vice 
an area reference. Since open water fraction is a ratio, this is an acceptable simplification. 
Each feature is defined by the total number of pixels contained in its closed loop.  The 
total number of open water pixels was calculated using Equation (6).  This value was then 
used in Equation (7) to determine the total open water fraction.  This value was then 
converted to area by applying ratio provided in the image metadata. 
 Open Water Pixels  total pixels - floe + meltpond pixels= ∑ ∑   (6) 
 
Open Water PixelsOpen Water Fraction = 
Total Pixels
  (7) 
D. BUOY DATA CORRECTION 
Prior to determining and analyzing heat content data in context with satellite 
imagery, the AOFB and ITP data from correlating deployments must be corrected in 
order to make comparative analysis from the two different sensors.  The raw temperature 
and salinity measurements from the AOFB and the top bin level of the matching ITP data 
were loaded into MATLAB.  ITP measurements from both down-profiles and up-profiles 
are included in the data set.  Conductivity was calculated from salinity using a custom 
MATLAB routine.  Since both instruments are measuring conductivity in the water 
column and using this property to determine salinity, it was chosen as a true measurement 
of data correction.  For each group time series, an isothermal event was chosen, i.e. the 
minimal difference between the AOFB and ITP temperature measurement for a profile.  
The corresponding difference between the conductivity measurements at the same time 
was then identified.  In every case, the AOFB conductivity was lower than the ITP 
conductivity, thus the determined temperature and conductivity offsets were added to the 
AOFB data sets.  For both the AOFB and ITP data, salinity was then recalculated.  The 
corrected data was then used for further analysis.  An illustration of the data offset 
correction process is presented in Figure 32. 
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Figure 32.  Example of raw AOFB and ITP temperature and conductivity time 
series.  The temperature measurements match well, but the calculated 
conductivity measurements differ slightly.  Also, the “up-profile” and 
“down-profile” nature of the CTD data from the ITP which needed to 
be corrected can be seen. 
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III. DATA ANALYSIS AND RESULTS 
This data analysis focuses on studying the effects of solar heating through local 
open water regions near the AOFB sensors as the ice drifts over the ocean in response to 
wind forcing.  Four groups of data are presented, three processed from observations 
collected in the Beaufort Sea and the final group of data from the Transpolar Drift.  The 
mean temperature and heat content of the ocean mixed layer just below the ice are 
calculated from the ice-deployed sensors to quantify the solar heating of the upper ocean.  
For each image, the total open water fraction, departure from freezing, and surface mixed 
layer melting heat content was calculated for a 24 hour period centered on the previously 
determined image capture time.  Temperature, salinity, and density plots are auto-scaled 
to reflect changes in the local upper water column; all other plots presented are scaled the 
same to allow for trend comparison between the four groups.  Yearday values greater 
than 365 indicate the data set is from buoy deployments spanning multiple years. 
The conceptual approach of this method is depicted in Figure 33.  For this 
analysis of solar heat entering open water areas, we assume the ocean to be at rest for a 
period of 12 hours before and after the image capture time.  Areas of open ocean or deep 
meltponds allow solar radiation to enter the ocean and be absorbed and stored in the 
upper part of the IOBL.  As the ice-supported sensors drift over the ocean in response to 
wind forcing, the IOBL develops shear-induced turbulence down from the ice interface, 




Figure 33.  Schematic illustrating the conceptual approach used in this thesis.  
Top Image: heat enters the IOBL via open water leads (red circle).  
Wind forcing induces ice movement over an assumed static ocean, 
storing the heat under the ice in the path ahead of the ice-supported 
sensors (shaded red area). 
Bottom Image: stored heat is transported vertically due to ice-induced 
shear turbulence.  This heat is then available to cause basal ice melt. 
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A. CHOOSING A REFERENCE LAYER 
In order to compare IOBL heat content from each of the image groups, a lower 
reference depth for the surface mixed layer had to be identified.  The strong seasonal 
halocline effectively decouples the IOBL thermodynamically from the rest of the water 
column (Shaw et al. 2009, McPhee 2008), so we seek a consistent IOBL slab depth for 
heat content calculations.  The depth of the reference layer was determined by plotting 
the upper 200 meter vertical profiles of temperature, salinity, and density from the ITP 
deployed next to the AOFB for each of the images (Figure 34).  The strong vertical 
gradient associated with the Arctic halocline that primarily determines the density is 
clearly identifiable.  For each of the time intervals (see Chapter III.C) the mean depth of 
the observed vertical gradient was at 22.3 meters to 45.7 meters.  A conservative estimate 
of the highest mixed layer base depth was taken as 20 meters, and is used throughout the 
following analysis to provide a consistent lower depth limit for the heat content 
calculations.  The upper limit reference depth, the bottom of the sea ice, was chosen to be 
two meters. 
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Figure 34.  Example of the vertical profiles of temperature, salinity, and 
density.  The vertical gradient associated with the Arctic halocline is 
indicated by the red arrows.  The lower reference layer chosen to be 
used for analysis throughout this thesis is illustrated by the thick blue 
line. 
B. CALCULATING HEAT CONTENT 
In order to estimate the amount of heat in the IOBL available for melting ice, the 
heat content relative to the in-situ freezing point was calculated for the surface layer.  For 
each ITP CTD profile, the in-situ freezing point of seawater as a function of salinity and 
pressure was calculated.  This value was then used to calculate the departure of freezing 
at each depth for the profile using Equation (8) (Shaw et al. 2009).  This difference from 
in-situ temperature to in-situ freezing point is the thermodynamically relevant 
temperature when considering ice melting or ice formation at the ocean-ice interface 
(Stanton et al. 2012).  Positive values indicate that the in-situ temperature is warmer  than 
the ice freezing point and will cause melting, while negative values indicate super-cooled 
conditions, were water is present in its liquid form below what the freezing point is for a 
given salinity and depth and will result in ice formation at the ocean-ice interface.  The 
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departure from freezing was then used to calculate the surface mixed layer melt heat 
content of the water column using Equation (9) (Stanton et al. 2012).  Vertical heat 
content profiles are calculated similarly without integrating over the entire vertical water 
column.  The specific heat capacity of water, pc , and the water density, ρ , were taken as 
1 14000   J kg C− −  (McPhee 2008) and 31024  kg m−  (based on the in-situ density from the 
CTD), respectively.  The ITP data were binned to two meters ( )z∆ .   








Surface Mixed Layer Melting Heat Content Temperature c zρ= ∆∫   (9) 
To illustrate the importance and effect of the strong stratification between the 
IOBL and the rest of the vertical water column in the Arctic Ocean, the heat content from 
0 – 200 meters was calculated (Figure 35).  The surface mixed layer (0 ~ 30 meters) is 
much cooler than the rest of the water column, as it is in contact with the ice cover.  At 
this location, the upper pycnocline, between 30 ~ 60 meters, contains most of the heat, 
while the rest of the depth of the water column is cooler than the stronger density gradient 
slab, but still warmer than the IOBL, which remains thermodynamically coupled to the 
ice cover.  This calculated heat content matches well to typical water column layers 
associated with the Beaufort Sea calculated by Shaw et al. (2009).  In the study, they 
summarized that while there are high levels of heat in the halocline and the warm 
Atlantic and Pacific layers below, the heat contained in these layers is typically 
unavailable to contribute to basal ice melting due to the strong stratification and very low 
turbulent diffusivities of the upper pycnocline in the Beaufort Sea. 
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Figure 35.  Vertical heat content profile from the surface to 200 meters in the 
Arctic Ocean.  A strong halocline and warm Atlantic water can be 
seen, both of which are decoupled from the surface mixed layer. 
C. DATA RESULTS AND DISCUSSION  
Table 5 summarizes the seven images selected for further analysis.  Groups One 
and Two utilize binned, calibrated CTD profiles from the ITPs, vs. single depth 
conductivity/temperature time series used to analyze Groups Three and Four, as the full 
profile data is not yet available.  Groups One through Three utilize observations from the 
Beaufort Sea.  Group Four results are from a series of images and sensor measurements 
from the Transpolar Drift.  For the satellite imagery provided in this section, it is 
important to remember that the blue sub-regions described in Chapter II do not represent 
AOFB movement independent of the ice pack, rather, the entire ice pack moves along the 
trajectories indicated.  The sub-regions highlight the surface ice features that determine 
the pre-conditioning of the IOBL that the ice-supported sensors measure. 
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Table 5.   Results group summary.  Results groups were determined by 
correlating satellite imagery, AOFB, and ITP data sets.  Groups One 
through Three are data and observations from the Beaufort Sea; 
Group Four is data and observations from the Transpolar Drift. 
1. Group One 
Group One contains two satellite images from the Beaufort Sea in early and mid-
June 2012.  Image One, taken on 6 June (yearday 522), can be seen in Figure 36.  Large, 
compact ice floes are present, separated by jagged and distinct cracks and leads.  Little 
open water exists in the regions between floes and few deep meltponds are discernable.  
The only significant open water along the AOFB trajectory is located in the region at the 
time the image was taken (indicated by the yellow shaded box).  The ice conditions seen 
suggest that seasonal MIZ has not fully developed in the Beaufort Sea yet, nor have the 
ice floes been subject to significant wind forcing.  Image Two (Figure 37) was taken 16 
days later on 22 June (yearday 538).  Although part of the image is degraded from the 
cloud cover, there are enough breaks in the clouds to conduct meaningful analysis of the 
ice surface conditions along the AOFB trajectory.  Since the time of Image One, 
significant ice-opening events (i.e., ice divergence events) have taken place, resulting in a 
more open ice cover.  Large areas of open water have developed in the ice cover and the 
meltpond count and area has visibly increased.  The pancake floes that are visible 
indicate that the ice has been acted upon by wind forcing which causes floe-floe 
interaction.  This image is likely reflective of the rapid and early summer development of 












1 1 25 54 6-Jun-12 0500
1 2 25 54 21-Jun-12 2300
2 22 24 65 6-Jun-13 2330
3 26 27 66 7-Aug-13 2330
4 13 26 56 11-Jul-12 1145
4 15 26 56 20-Jul-12 0115
4 27 26 56 28-Jul-12 1530
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Figure 36.  Zoomed in view of Image One in Group One.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
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Figure 37.  Zoomed in view of Image Two in Group One.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
Image One statistics are presented in Figure 38.  The total open water fraction 12 
hours prior to the image capture time is low (maximum value 0.11) and decreases to 0.05 
24 hours later.  The departure from freezing and heat content increases slightly over the 
time series, with a broad peak between yearday 522 and 522.2; which follows closely 
with the open water fraction peak over the same interval.  This corresponds well with the 
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visual ice conditions noted previously.  Image Two statistics reflect the wide variety of 
open water features seen in the imagery (Figure 39).  As expected from the observed 
visual increase in open water, there is a large increase in magnitude (max .39) and 
variation in the open water fraction, which is a reflection of the wide variety of open 
water features seen in the imagery.  For this image, the departure from freezing is more 
uniform with a higher magnitude than Image One.  This trend is also observed in the 
higher heat content values for Image Two. 
 
Figure 38.  Image One (Group One) open water fraction, departure from 
freezing, and vertically integrated heat content time series. 
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Figure 39.  Image Two (Group One) open water fraction, departure from 
freezing, and vertically integrated heat content time series. 
Temperature, salinity, density, and departure from freezing vertical profiles are 
presented in Figure 40.  Evident in all the time series is a clear distinction between 
periods with little open water fraction and ice cover (Image One) and periods with 
significantly more open water fraction and deep meltponds (Image Two).  In Image One, 
the cold temperatures and expected higher salinity values are representative of the high 
concentration of sea ice and little open water.  The small amount of solar radiation input 
into the IOBL is reflected in the small departure from freezing values (approximately 0.1) 
around yearday 522.  In stark contrast, Image Two shows higher upper ocean 
temperatures and the expected decrease in salinity.  More importantly, the departure from 
freezing value nearly doubles around yearday 530, increasing to as high as 0.35.  As 
expected, the heat content, driven by the departure from freezing, increases significantly 




Figure 40.  Vertical profiles of temperature, salinity, density and calculated 
departure from freezing values for Group One.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
 
Figure 41.  Vertical profile of melt heat content for Group One.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
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2. Group Two 
Group Two contains one image (Image 22) from early June 2013 in the Beaufort 
Sea (Figure 42).  This shows early summer conditions one year later from Group One 
imagery.  As seen in early June the previous summer (Image One), Image 22 is 
characterized by the presence of a large, compact ice floe, the largest of any of the seven 
images available for this study.  There is little open water in the sub-regions, but 
significant areas of open water just to the south of the AOFB trajectory.  These features 
suggest that the influence of the seasonal MIZ in the Beaufort Sea as not yet taken full 
effect.  This image is also degraded slightly by the presence of cloud cover, particularly 
in the upper portion of the image.  To combat this, a higher threshold then would have 
been normally chosen was used to identify the areas of open water.  The blue sub-regions 
indicate fairly rapid west-east linear motion of the AOFB with a mean drift speed of 
10.35 m s− . 
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Figure 42.  Zoomed in view of Image 22 in Group Two.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
The corresponding statistics for Image 22 are presented in Figure 43.  The total 
open water fraction is low, as expected, for this image, never reaching a value greater 
than 0.1 and dropping to nearly 0.0 over the latter portion of the time series, although the 
effect of cloud cover on the thresholding must be remembered.  The departure from 
freezing has a slight positive slope over the interval, while the vertically integrated heat 
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content has a much more noticeable increase, peaking at yearday 533 before beginning a 
slight decrease for the remainder of the interval. 
 
Figure 43.  Image 22 (Group Two) open water fraction, departure from 
freezing, and vertically integrated heat content time series.   
Image 22 temperature, salinity, density, and departure from freezing vertical 
profiles can be seen in Figure 44.  Early in the time series, the temperature is cold and the 
water column is relatively salty.  In the middle of the time series, the temperature begins 
to increase, however, the corresponding departure from freezing is small around yeardays 
529-531.  It is not until the end of the of time series that a significant increase in the 
departure from freezing is seen, beginning at approximately yearday 532.  In this case, 
the departure from freezing increase at yearday 532 is a smaller and more isolated event 
then observed in Group One.  Heat content from two meters to 20 meters is provided in 
Figure 45.   The heat content follows closely with the departure from freezing, with a 
small and relatively isolated increase observable beginning at yearday 532. 
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Figure 44.  Vertical profiles of temperature, salinity, density and calculated 
departure from freezing values for Group Two.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
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Figure 45.  Vertical profile of melt heat content for Group Two.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
3. Group Three 
Group Three contains one satellite image from 07 August 2013 (yearday 584) 
(Figure 46).  Image 26 shows the only snapshot of the late summer melt in the Beaufort 
Sea available in this study.  Unique to this image is the clockwise trajectory of the AOFB 
with the ice pack, an indicator of inertial oscillation motion often seen in Arctic sea ice.  
This image shows the full effects of the seasonal MIZ are visible.  Meltpond areal 
coverage is significant; many more darkened areas within the loose boundaries of ice 
floes indicate that the meltponds are quite deep compared to previous images.  Dark gray 
color over the majority of the left portion of the image (when compared to the right hand 
side) is likely from increased snow and ice melt over the thinning ice floes.  The ice floes 
visible are pancake floes, and no distinct cracks and leads are present, indicating the ice 
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floes have been interacting and colliding with each other from wind induced motion.  The 
open water leads are greatest in this image, as well.  
 
Figure 46.  Zoomed in view of Image 26 in Group Three.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
Image 26 statistics are representative of the visual surface ice conditions (Figure 
47).  The open water fraction is high.  Interestingly, the meltpond fraction is low.  This is 
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most likely the result of the thresholding technique determining the pixel values 
associated with the meltponds is similar to open ocean, indicating that the many of the 
meltponds have eroded significantly and melted through the ice floes on which they rest.  
This is echoed by the high departure from freezing values and high heat content values 
seen over the time series. 
 
Figure 47.  Image 26 (Group Three) open water fraction, departure from 
freezing, and heat content. 
The late summer melt seen in Image 26 is also reflected in the IOBL vertical 
profiles seen in Figure 48.  While the water column appears to be relatively cool in the 
early portion of the time series prior to image, there is a significant increase in the 
temperature beginning at the image capture time.  More importantly, the departure from 
freezing, which is slightly elevated over the entire time series, increases as well at the 
onset of the image time.  As indicated previously, the onset of the image interval also 
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brings a noticeable increase in the heat content (Figure 49), suggesting that the open 
water features seen in the image developed late in the season and are significant for 
controlling the heat input into the IOBL. 
 
Figure 48.  Vertical profiles of temperature, salinity, density and calculated 
departure from freezing values for Group Three.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
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Figure 49.  Vertical profile of melt heat content for Group Three.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
4. Group Four 
Group Four is the only set of data processed outside of the Beaufort Sea, and 
represents observations collected from the Transpolar Drift.  This data set contains 
satellite imagery from three images (Images 13, 15, and 17) in a 30 day interval in July 
2012.  Image 13 (yearday 193) and its associated trajectory and sub-regions can be seen 
in Figure 50.  In the full image, the ice has little open water between floes, especially 
along the trajectory path marked by the sub-regions.  The only significant open water 
features present along the buoy track is the crack seen at the center of the region.  In the 
vicinity of the crack is also the largest meltpond of the image, discerned by deep gray 
associated with cold water above frozen ice.  Image 15 was taken nine days later on 20 
July 2012 (yearday 202) (Figure 51).  Here, the ice has undergone some transformation 
with more discernable open water features (black areas and open water leads) present and 
 68 
an increase in meltpond area and coverage.  The final image from Group Four is Image 
17 from yearday 210 (Figure 52).  Here, the ice has undergone further transformation, 
evident by the increase in the more rounded pancake like nature of the floes.  
Characteristics of this image include increased areas of open water as well as larger 
cracks, leads, and meltpond extent and count. 
 
Figure 50.  Zoomed in view of Image 13 in Group Four.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
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Figure 51.  Zoomed in view of Image 15 in Group Four.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
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Figure 52.  Zoomed in view of Image 17 in Group Four.  The sub-region the 
AOFB was located in at the time of image capture is shaded in 
yellow.  Blue sub-regions show the ice pack trajectory +/-12 hours 
from the image capture time, as indicated by the red arrows. 
 71 
Image 13 specific statistics are presented in Figure 53.  Overall, the total open 
water fraction increases from 0.20 to just less than 0.30, dominated by the trend of the 
open ocean fraction.  Over the same interval, both the departure from freezing and 
vertically integrated heat content increase as well.  Image 15 statistics can be seen in 
Figure 54.  During this interval, the open water fraction has slightly increased to just over 
0.30 from Image 13, and continues on an upward trend, maxing out at 0.40 before 
experiencing a slight decrease.  The departure from freezing and heat content follow suit, 
as we see a slight increase with the increase of open water fraction followed by the 
decrease at the end of the interval.  The final image of Group Four (Image 17) also shows 
an increase in the open water fraction of the ice trajectory interval (Figure 55).  The 
departure from freezing and heat content, however, do not follow suit in this case, and 
decrease slightly over the same interval. 
   
Figure 53.  Image 13 (Group Four) open water fraction, departure from 
freezing, and heat content time series. 
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Figure 54.  Image 15 (Group Four) open water fraction, departure from 
freezing, and heat content time series. 
 
Figure 55.  Image 17 (Group Four) open water fraction, departure from 
freezing, and vertically integrated heat content time series. 
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The vertical profiles of temperature, salinity, density, and departure from freezing 
in the IOBL, from two meters to 20 meters, for Group Four are presented in Figure 56.  
The vertical profiles are representative of the conditions from the Eastern Arctic basin.  
While the temperature remains relatively cool, the salinity values are much higher 
compared to those from the Beaufort Sea.  The departure from freezing values is nearly 
uniform and consistently higher across the entire time series, in contrast to the trends seen 
earlier.  The vertical profile of melt heat content in the IOBL can be seen in Figure 57.  
As expected, we see a similar positive trend across the time series as that of the departure 
from freezing. 
 
Figure 56.  Vertical profiles of temperature, salinity, density and calculated 
departure from freezing values for Group Four.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
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Figure 57.  Vertical profile of melt heat content for Group Four.  Yeardays 
corresponding to available satellite imagery are marked by the blue 
arrows along the x-axis. 
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IV. DISCUSSION AND CONCLUSION 
A primary objective of this study is to understand the processes governing the 
summer solar heating of the IOBL, the subsequent transport of the stored heat under the 
ice, and the effect the release of the heat has on the basal melting of ice.  As discussed in 
Chapter III, there appears to be a relationship between open water features seen in 
satellite imagery and noticeable fluctuations in heat content of the IOBL.  Here the 
relationship between solar heat stored in the IOBL and the vertical heat fluxes to the ice 
in the Beaufort Sea will be examined.  A comparison with the results from the Transpolar 
Drift data set (Group Four) will also be presented. 
Although the model and calculations for heat content in the IOBL assume a 
stationary water mass, we know that the IOBL is constantly in motion, driven primarily 
by shearing of the water column by the wind-forced ice motion, and to a lesser extent, by 
larger scale geostrophic flows. The ‘u’ and ‘v’ measured velocity components of the 
under-ice current measured by the ice-supported instruments were used to calculate the 
mean current velocity relative to the ice using Equation (10).  
 2 2  currentVelocity u v= +   (10) 
From Schmidt (2012), it is established that the wind-induced movement of the ice 
floes can generate enough shear-induced turbulence to induce turbulent mixing of the 
IOBL.  If there is significant heat stored in the IOBL (as reflected in the heat content time 
series calculated in Chapter III), this increase in turbulent mixing levels will result in 
increased vertical heat fluxes from the ocean to the ice by mixing up stored heat from the 
IOBL to the ice base.  Heat flux is calculated using Equation (2) and the eddy correlation 
technique described in Chapter I. 
For each of the image groups, the time series of open water fraction, departure 
from freezing, surface mixed layer melt heat content, current velocity, and heat flux have 
been plotted on similar scales (Figures 58 to 61).  This set of data is referred to as the 
‘heat transfer time series’. 
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Figure 58.  Heat transfer time series for Image Group One. 
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Figure 59.  Heat transfer time series for Image Group Two. 
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Figure 60.  Heat transfer time series for Image Group Three. 
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Figure 61.  Heat transfer time series for Image Group Four. 
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A. OPEN WATER FRACTION EFFECTS 
The amount of heat transmitted into the IOBL by incoming solar radiation is 
directly determined by the open water fraction for a given region, and the presence or 
absence of cloud cover which modulates the amount of shortwave insolation at the 
surface.  The effects of the changes in open water fraction are first seen by increased 
departure from freezing values in the upper IOBL.  In a region where the open water 
fraction is large, this greater surface open water area, (open ocean or deep meltponds) 
provides a direct path to absorb incoming solar radiation into the upper ocean.  The 
increased amount of incoming solar radiation will heat the IOBL, increasing the in-situ 
temperature.  This increase in in-situ temperature increases the in-situ freezing point 
(determined primarily by the in-situ salinity), thereby increasing the surface mixed layer 
melt heat content of the IOBL.  The opposite holds true as well if the open water fraction 
is low, most of the solar radiation will be reflected and not absorbed.  With no 
mechanism to increase the in-situ temperature the departure from freezing and melt heat 
content will remain small. 
The effect of open water fraction is most evident in Group One (Figure 58).  
During the Image One time interval, the open water fraction is low, resulting in a low 
departure from freezing and consequently, low melt heat content.  15 days later in the 
same time series, we see a significant increase in the open water fraction.  The departure 
from freezing values over the Image Two time interval increase, and consequently so the 
does the melt heat content.  This trend is repeated in Group Two (Figure 59).  This image 
captured a compact ice pack with little available open water.  Given the image is from 
mid-June, we can assume that the ice pack had similar characteristics in the preceding 
days.  Since the majority of the incoming solar radiation is reflected back into the 
atmosphere, the departure from freezing and heat content are low across the time series. 
B. SURFACE MIXED LAYER MELT HEAT CONTENT EFFECTS 
Heat stored in the IOBL as a result of increased solar radiation through open 
ocean and deep meltponds has direct effects on the surface ice conditions.  Observations 
indicate that heat stored in the IOBL pre-conditions the upper water column and increases 
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the available heat to induce basal ice and lateral ice melt, which in turn contributes to 
decreased floe strength and vulnerability to breakup at the edges (i.e., increases in open 
water fraction).  From the Group One heart transfer time series (Figure 58), the melt heat 
content is low during the Image One time interval as previously discussed.  Between 
yearday 530 and yearday 535, it is likely an ice divergence event which caused an 
increase in the melt heat content of the IOBL.  As the melt heat content of the IOBL 
increases, we see an increase in the open water fraction in Image Two 15 days later.  In 
Group Three (Figure 60), we see the same relationship.  The melt heat content early in 
the time series is low; however, at approximately yearday 581, we see the start of 
significantly increasing heat content.  During yearday 584, when Image 26 was captured, 
we see a high open water fraction.   
C. HEAT FLUX EFFECTS 
While increases in the open water fraction result in increases in IOBL stored melt 
heat content, this heat is not readily available to melt the ice cover without a turbulent 
forcing mechanism.  To aid in heat flux analysis, current velocity data is used.  
Additionally, measurements of vertical heat flux measured by the AOFBs below the ice 
are considered.  Due to the noise variability in eddy-correlation estimates of w T′ ′ , heat 
flux is estimated using Equation (11)  (McPhee 2008) and is then used to calculate the 
heat flux from Equation (2). 
 ** *H DFFw T C u T′ ′ =   (11) 
Where the Stanton number, HC  , is approximated at .0057; the friction velocity, 
*u , is measured directly by the AOFB, and the departure from freezing, DFFT , is 
calculated using Equation (8) (McPhee 2008). 
The role of heat flux in transferring heat stored in the IOBL is evident in the 
Group One results (Figure 58).  In the early part of the time series, the melt heat content 
is low, as previously established.  During the Image One interval, the current velocity is 
nearly uniform and relatively large.  However, since the melt heat content is low, the 
corresponding heat flux is also small.  In the other image (Image Two) from this group, 
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the current velocity is approximately the same magnitude, but we observe a larger heat 
flux value.  This is the result of the higher heat content of the IOBL from the increased 
open water fraction as discussed previously. 
The melt heat content of the IOBL is one component in controlling the heat made 
available from the IOBL to the ice.  Higher current velocities result in a greater amount 
of shear-induced turbulence (Schmidt 2012), but the results show that higher velocities 
do not necessarily yield higher heat flux values; melt heat content must be sufficient to 
support this as well.  In Group One (Figure 58), we see a high velocity at yearday 528, 
yet the low heat content at the same time results in a low heat flux.  Consequently, later in 
the same group (approximately yearday 537), we see a similar value of current velocity.  
Here, even though the increase in melt heat content is small, it is enough to generate a 
much larger corresponding heat flux value.  It is likely that the increase in heat flux 
values across the latter half of the Group One time series are the result of shear-induced 
turbulence in the IOBL and are bringing heat to the ice where it induces basal melt.  This 
would further suggest the strong link between the removal of heat in the form of basal 
melting allowing for thinner ice and open water to create conditions favorable for the 
absorption and storage of heat in the IOBL. 
D. CONCLUSION 
Both the reduction in summer sea ice extent and the ice regime thickness changes 
from MYI to FYI have significant thermodynamic effects for the IOBL.  In this initial 
approach to connect open water fraction to IOBL heat content via one-meter pixel size 
high-resolution declassified satellite imagery, all available imagery for the Beaufort Sea 
was collected from the USGS GFL website.  The bounding coordinates of the image and 
the solar angle information was extracted to determine in which images the AOFBs were 
located at the image capture time.  Those “hit” images were further processed by robust 
pixel processing methods to quantify the total open water fraction, open ocean fraction, 
and meltpond fraction.  AOFB and ITP data providing ocean property and associated heat 
flux measurements were matched to the image intervals to be used in further analysis. 
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This study shows that high-resolution visible satellite images can be successfully 
exploited in the studies of ocean-ice interaction physics.  Shaw et al. (2014, unpublished 
manuscript) notes that while large scale imagery (greater than 500km x 500km 
resolution) can be used to observe aggregate scale evolution of the MIZ, these images 
lack the resolution to observe small-scale ice-ocean interactions governing MIZ 
processes.  Additionally, passive microwave sensing, a common tool for studying open 
water fraction, has a large footprint (12.5km x 12.5km), which is still too large to observe 
detailed boundary layer and ocean-ice interaction.  They suggest that by targeting pre-
determined areas within the MIZ, the evolution of the compact ice pack at the end of 
winter through its breakup into small floes can be traced across the spring and summer 
season.  When coupled with in-situ measurements (such as from AOFBs), it would offer 
insight in the dynamic processes that are otherwise unattainable (Shaw et al. 2014, 
unpublished manuscript).  This proposal was validated by the approach used in this study.        
Results from this study indicate that there is a relationship between the open water 
fraction identified in high-resolution satellite imagery and the observed integrated surface 
mixed layer melt heat content of the IOBL.  As more open water becomes available 
through ice divergence and the deepening of meltponds, more solar radiation is allowed 
to enter the IOBL.  In six of seven images processed and analyzed, increases in the open 
water fraction of the ice were followed by increases in heat content.  Observations also 
show a potential relationship between open water fraction increasing as a result of 
increased heat content.  This suggests the presence of a positive feedback loop: as the 
open water fraction increases, more solar radiation enters the IOBL, thereby increasing 
the heat content; this heat is then vertically mixed and induces basal and lateral melt, 
weakening the ice, increasing the open water fraction and closing the (enhanced) loop. 
Observations from this study show the importance of the magnitude of heat 
content in regulating the heat flux values.  Even in instances of high current velocities 
where high heat flux values could be expected, if the heat content is low, the heat flux is 
low as well.  At the same time, if the heat content is high, heat flux values follow closely 
with the magnitude of the current velocity, i.e. faster current velocity equals higher heat 
flux. 
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1. Recommendations for Future Work 
The methodology used in this study represents the initial attempt to connect open 
water fraction to upper ocean heat content using high-resolution satellite imagery.  To 
further develop this approach, there are some improvements to be made.  First, the library 
of available satellite imagery needs to be expanded.  Out of 1100 images, only 29 
contained the AOFB within the image at the image capture time, not taking into account 
the effects of cloud cover.  By incorporating the use of high-resolution synthetic aperture 
radar (SAR) imagery, which is not affected by cloud cover, additional AOFB and ITP 
observations can be used to develop the robustness of this method.  For this study, we 
have assumed that the solar radiation is constant over the image interval, due to a lack of 
solar information.  The use of solar sensors, which have been incorporated on the most 
recent AOFB deployments (as seen in Figure 62), can be used to determine the effect of 
variations in solar intensity into the open water fraction-heat content problem.  
Additionally, the use of current information measured by the AOFB should be brought in 
to remove the +/- 12 hour static ocean assumption at the time the image was captured.  
This would allow for the lateral motion of the water in the IOBL under the ice to be taken 
into account.  Finally, the use of Inertial Measurement Units (IMUs) can be used to 
determine the effects of increased wave action contributing to the breakup of ice, 
potentially resulting in enhanced break up and increases in solar radiation input into the 
upper water column. 
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Figure 62.  Photographs of AOFB 29 deployed in the Arctic in August 2014. 
Left Image: small domed solar sensor on the left-most arm of the 
meteorology tree collects shortwave (visible) surface solar intensity 
time series which can be used to understand the effects of varying 
solar intensity in the open water fraction/heat content relationship. 
Right Image: close up image of the solar sensor used to collect 
shortwave solar information (images courtesy Mr. Jim Stockel 2014). 
2. Future Navy Impacts 
The efforts of this study directly contribute to naval operations in the high 
latitudes.  As stated in the U.S. Navy Arctic Roadmap (2014), collecting in-situ 
observations is crucial in understanding the complex dynamics of the MIZ.  This study 
validates the initial approach of using high-resolution satellite imagery as a tool to both 
quantify the local open fraction of the ice pack and use it to examine the relationship to 
upper ocean heat content.  According to the Congressional Research Report Changes in 
the Arctic: Background and Issues for Congress (2014), over $38 million is requested by 
the NSF for Arctic research, with the majority of the funding going towards logistic 
support associated with deploying and maintaining in-situ sensors.  In an era where fiscal 
responsibility is paramount, this study represents initial efforts to identify cost-effective 
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methods at improving the scientific community’s knowledge of the atmosphere-ice-ocean 
system in the poles. 
Aside from collecting observations to be fed into high-resolution, regional-
coupled models, the work in this thesis provides a current positive impact for the Navy as 
well.  MIZEX 2014, part of the ONR MIZ DIR, is a current project at the time of this 
study.  The satellite processing code developed for this study has already been 
incorporated into the project to provide the satellite imagery operators near real-time 
feedback on the accuracy of their targeting techniques.  Since images capturing small ice-
supported sensor clusters are an integral part of developing this approach to model heat 
content in the IOBL, it is imperative that the operators receive feedback on their accuracy 
so any adjustments can be made during the critical image capture intervals. 
There are future implications of this processing approach as well.  As the naval 
research continues to focus on the development of distributed undersea networks, such as 
Seaweb (Rice, 2005), this capability can be integrated in submarine and Unmanned 
Undersea Vehicle (UUV) operations.  Satellite imagery can be received either from 
shore-based operators or downloaded from naval access portals directly.  A fully 
developed image processing function integrated into the platforms computer suite would 
then be able to identify areas of open water or thin ice favoring breaching operations to 
be navigated towards. 
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