Abstract. In the pi-calculus, we consider decidability of certain safety properties expressed in a simple spatial logic. We first introduce a behavioural type system that, for any process P, extracts a spatial-behavioural type T in the form of a ccs term that is logically equivalent to the given process. Using techniques based on well-structured transition systems, we prove that, for an interesting fragment of the logic, satisfiability T | = φ is decidable for types. As a consequence of logical equivalence between types and processes, we obtain decidability of this fragment of the logic for all well-typed pi-processes.
Introduction
In recent years, spatial logic [10, 9] and behavioral type systems [16, 14, 11, 1] have gained attention as basic tools in the analysis of systems described in process calculi. Spatial logics are well suited to express properties related to concurrency and distribution, via a combination of simple spatial and dynamic connectives. An example is the property expressing race-freedom on some channel a: "it is never the case that there are two concurrent outputs ready at channel a". Behavioral type systems are used in order to obtain abstract representation of message-passing systems and simplify their analysis. The paper that initiated this approach is Igarashi and Kobayashi's work on generic type systems [14] , where pi-calculus processes are abstracted by means of ccs types. The main property enjoyed by Igarashi and Kobayashi's system is type soundness: any safety property satisfied by a type is also satisfied by the corresponding process. A further elaboration on this theme can be found in [11] .
In [1] , we have combined ideas from spatial logics and behavioural type system into a single framework. Like in [14] , the language of processes we consider is the pi-calculus, while types are ccs terms. Differently from [14] , though, types of [1] account for both the behavioural and the spatial structure of processes. This fact allows one to establish quite a precise correspondence between processes and the types they inhabit. This correspondence makes it possible to prove type soundness theorems holding for fairly general classes of properties, not only safety invariants -although this enhancement comes at some price in terms of flexibility of the type system w.r.t. [14] . A prominent feature of [1] is that structural congruence is used as a subtyping relation. This is consistent with the principle that processes and the corresponding types share, at least at a "shallow" level, the same spatial structure, a principle that would be obviously violated if adopting other forms of semantic subtyping, such as simulation preorders.
A driving motivation in all the mentioned works is being able to combine type checking and model checking. The idea is that, rather than model checking a given property against a process, with a behavioural type system at hand, one checks the property against a simpler model, that is a type. Moving from processes to types certainly implies a gain in simplicity in terms of reasoning [14, 1] . But surely something more precise can be said about the effectiveness of this approach: this is the goal of the present paper.
In [15] , undecidability of behavioral type systems using the simulation preorder as a subtyping relation has been proven. This result is a consequence of undecidability of simulation in bpp's. The result does not apply directly to the system of [14] , which is "generic", but certainly suggests that any "reasonable" instance of this system based on simulation preorders might turn out to be undecidable. We may hope the situation is better for our system in [1] . As mentioned, this system adopts structural congruence, a relation that, for the considered languages, is easily seen to be decidable. Briefly, here is a description of how we proceed.
Our goal is to show decidability of a fragment of Spatial Logic over a class of infinite-control pi-calculus processes. The fragment in question is expressive enough to let certain interesting safety invariants to be expressible in it. We achieve our goal in two steps. In the first step, we devise a behavioural type system whose only purpose is, basically, to extract behavioral ccs types T out of given processes P. The system is a simplification of those presented in [1] . The types extracted this way are logically equivalent to the original processes, in the sense that, for the considered logic, a formula is satisfied by P if and only if it is satisfied by T . This part of the work is based on behvioural type techniques similar to those discussed in [1] .
In the second step, we show that it is actually decidable whether a ccs type T satisfies a formula in the given fragment. This part, which is basically independent from the first one, relies heavily on the technique of well-structured transition systems (wsts) introduced by Finkel and Schnoebelen [12] . Briefly, wsts are a general technique for proving decidability of reachabilityrelated problems. Applying the technique requires two conditions to be satisfied. First, one has to endow the transition system at hand, in our case ccs's, with a well-quasi order (wqo) that be also a simulation w.r.t. the transition relation. Second, one has to show that certain sets of interest, including, in our case, those corresponding to denotations of logical formulae, have a finite basis. In other words, for each formula, a finite set of terms is computable, whose upward closure w.r.t. the quasi order coincides with the formula's denotation. By showing that this is possible, we obtain decidability of the mentioned fragment of Spatial Logic over types. In this respect, our result generalizes a previous result by Busi et al. [5] , who had proven decidability in ccs with replication of weak barbs, a very simple example of structural property expressible in our logic. As a corollary of the logical correspondence given by the type system, decidability of the considered logic carries over to well-typed pi-processes.
It is worth to stress that, in the economy of the proof, being able to go from pi-calculus to ccs, through the behvioural type system, is crucial. In particular, the wsts technique does not apply to pi-calculus directly. The reason is that there is no upper bound on the nesting depth of restrictions in pi-terms as they evolve, a fact that prevents the definition of a wqo in pi-calculus. Instead, there is such a bound for ccs. Thus, a minimalistic view of the behavioural type system would be that it selects those pi-processes to whom the wsts technique can be applied. In practice, though, the type system does more than that, since it computes ccs abstractions logically equivalent to the original processes but much easier to manipulate.
Structure of the paper. In Section 2 we introduce the language of processes, a standard polyadic pi-calculus. Section 3 describes types, the type system and its main properties, including decid- ability. In Section 4 we introduce the fragment of Spatial Logic, Shallow Logic, we are interested in, and two classes of formulae: monotone and anti-monotone, the latter corresponding to safety invariants. Logical equivalence of processes and types is also discussed. Section 5, after introducing some background material, discusses how to endow behavioral types with a wsts structure. Decidability of (anti-)monotone formulae that are moreover plain is proven in Section 6. A few remarks on further and related work conclude the paper in Section 7. Due to space limitations proofs are only sketched. Detailed proofs can be found in [3] .
Processes
The language we consider is a synchronous polyadic pi-calculus [20] with guarded summations and replications. We presuppose a countable set of names N and let a, b, . . . , x, . . . range over names. Processes P, Q, R, . . . are defined by the grammar below
whereb is a tuple of names and t = (x :t )T is a channel type, with T a process type to be defined in Section 3. In a channel type (x :t) is a binder with scope T andx andt represent, respectively, the formal parameters and types of objects that can be passed along the channel, while type T is a process type prescribing a usage of those parameters. The calculus is equipped with standard notions of free names fn(·) and bound names bn(·). Notice that we let fn((νb : t)P) = (fn(P) ∪ fn(t)) \ {b} and that terms are identified up to alpha-equivalence, defined as usual. From now on, we will only consider well-sorted terms in some fixed sorting system (see e.g. [20] ), and call P the resulting set of processes.
In the following, we write 0 for the empty summation, trailing 0's will be often omitted and sometimes abbreviate (νb 1 : t 1 ) · · · (νb n : t n )P as (νb i :t i ) i∈1..n P, or (νb :t)P, or simply (νb)P.
Over P, we define a reduction semantics, based as usual on a notion of structural congruence and on a reduction relation. These relations are defined as the least congruence ≡ and as the least relation → generated by the axioms in Table 1 and Table 2 , respectively. Concerning Table 1 , note that we drop the law (νx : t)(νy : t )P = (νy : t )(νx : t)P, which allows to swap restrictions. The reason is that t and t may contain free names and we prefer to omit that rule instead of considering additional side conditions. Rules in Table 2 are standard and do not deserve explanations.
In the sequel, we say that a process P has a barb a, written P a , if P ≡ (νb)( i α i .P i + a(x).Q|R) or P ≡ (νb)(!a(x).Q|R), with a b. P a is defined as expected. By P a − −− → Q we denote a reduction P → Q arising from a synchronization on the channel name (subject) a ∈ fn(P).
Type System
Types. Types are essentially ccs terms, bearing some extra annotation on input prefixes and restrictions. Let a, b, . . . range over finite set of names. The set T of types is generated by the following grammar: Table 2 . Rules for the reduction relation → on processes. Table 3 . Typing rules for the local system.
In a a .T and (νa a )T , the annotations a contribute to the set of free names of a type, indeed fn(a a .S ) = {a} ∪ a ∪ fn(S ). In the type system, annotations will be employed so as to ensure that processes P and their types T have the same free names, so that scope extrusion, hence structural congruence, work in the same manner in both P and in T (see [2] for more details; the annotations used there take a slightly different form but serve the same purpose). In the sequel, we shall often omit the channel type ()0, writing e.g. (x)x instead of (x : ()0)x and annotations on input prefixes and restrictions when unnecessary. We will often denote guarded summations and replications by the letters G, F, . . .. Notions of free and bound names (resp. fn(·) and bn(·)), alpha-equivalence, structural congruence and reduction for types parallel those of processes and are not repeated.
Typing rules. Judgements of type system are of the form Γ P : T , where: P ∈ P, T ∈ T and Γ is a context, that is, a finite partial map from names to channel types. We write Γ a : t if a ∈ dom(Γ) and Γ(a) = t. We say that a context is well-formed if whenever Γ a : (x :t)T then fn(T,t) ⊆x ∪ dom(Γ). In what follows we shall only consider well-formed contexts.
The type system can be thought of as a procedure that, given P, builds a ccs approximation T of P, with a little help from a context Γ prescribing channel usage. As in [14, 1] , rules for input and output are asymmetric, in the sense that, when typing a receiver a(x).P, the type information on P that depends on the input parametersx is moved to the sender process (rule (T-Out)). The type of the input continuation P is required to decompose -modulo ≡ -as T |T , where T is the type prescribed by the context Γ for a, and T , which does not mention the input parametersx, is anything else. As a consequence, on the receiver's side (rule (T-Inp)), one only keeps track of the part of the continuation type that does not depend on the input parameters. In essence, in well typed processes, all receivers on a must share a common part that deals with the received namesx as prescribed by the type T . Finally, (T-Eq) is related to sub-typing. In order to guarantee preservation of the (shallow) spatial structure it is necessary to abandon preorders in favor of an equivalence relation that respects the structure of terms, i.e. structural congruence. In the following we say that a process P is Γ-well-typed if Γ P : T for some T ∈ T .
Results. This paragraph introduces the main properties of the type system. Theorem 1 and 2 guarantee the reduction-based correspondence between processes and the corresponding types, while Proposition 1 guarantee the structural one. Note that the structural correspondence is shallow, in the sense that in general it breaks down underneath prefixes. Proofs are omitted and can be found in [2, Appendix D].
Theorem 1 (subject reduction). Γ P : T and P → P implies that there exists a T such that T → T and Γ P : T .
Theorem 2 (type subject reduction). Γ P : T and T → T implies that there exists a P such that P → P and Γ P : T .
Proposition 1 (structural correspondence). Suppose Γ P : T .
1. P α , with α ::= a a, implies T α . And vice-versa for T and P; 2. P ≡ (νã :t)R implies T ≡ (νã˜a)S , withã = fn(t) and Γ,ã :t R : S . And vice-versa for T and P; 3. P ≡ P 1 |P 2 implies T ≡ T 1 |T 2 , with Γ P i : T i , for i = 1, 2. And vice-versa for T and P.
The following proposition guarantees decidability of . Proposition 2. Let Γ be a context. It is decidable whether P is Γ-well-typed.
Shallow Logic
The logic for the pi-calculus we introduce below can be regarded as a fragment of Caires and Cardelli's Spatial Logic [9] . In [1] we have christened this fragment Shallow Logic, as it allows us to speak about the dynamic as well as the "shallow" spatial structure of processes and types. In particular, the logic does not provide for modalities that allows one to "look underneath" prefixes. Another important feature of this fragment is that the basic modalities focus on channel subjects, ignoring the object part at all. The selected mix of operators is sufficient to express a variety of interesting process properties.
Definitions. The set F of Shallow Logic formulae φ, ψ, . . . is given by the following syntax, where a ∈ N:
The set of logical operators includes spatial (a, a, |, H * ) as well as dynamic ( a , ♦ * ) connectives 1 , beside the usual boolean connectives, including a constant T for "true". We have included both Table 4 . Interpretation of formulae.
disjunction and conjunction to present more smoothly "monotone" properties, that is, properties whose satisfaction is preserved when adding "more structure" to terms. The names of a formula φ, written n(φ), are defined as expected. The interpretation of F over processes and types is given in Table 4 . We let U be the set including all processes and all types. We write
where A ∈ U. Connectives are interpreted in the standard manner. In particular, concerning spatial modalities, the barb atom a (resp. a) requires that A has an input (resp. output) barb on a; φ|ψ requires that A can be split into two parallel components satisfying φ and ψ; H * φ requires that A satisfies φ, up to some top level restrictions. Concerning the dynamic part, formula a φ checks if an interaction with subject a may lead A to a state where φ is satisfied; ♦ * φ checks if any number, including zero, of reductions may lead A to a state where φ is satisfied.
In this paper, we shall mainly focus on safety properties, that is, properties of the form "nothing bad will ever happen". The following definition is useful to identify syntactically classes of formulae that correspond to safety properties.
Definition 1 (monotone and anti-monotone formulae). We say a formula φ is monotone if it does not contain occurrences of ¬ and anti-monotone if it is of the form ¬ψ, where ψ is monotone.
Safety invariants can often be written as anti-monotone formulae ¬♦ * ψ with ψ a monotone formula representing the bad event one does not want to occur. This can also be written as * ¬ψ, where * = ¬♦ * ¬. Example 1. The following formulae define properties depending on generic names, a and l. NoRace(a) = ¬♦ * H * (a | a) says that it will never be the case that there are two concurrent outputs competing for synchronization on a. Linear(a) = ¬♦ * a ♦ * a says that it is not the case that a is used twice in a computation. In Lock(a, l) = ¬♦ * H * (l | a ), a represents a shared resource and l a lock: the formula says that it is never the case that the resource is acquired in the presence of the lock, that is, without prior acquisition of the lock.
Logical correspondence between processes and types. The following theorem is crucial: it basically asserts that, under a condition of well-typing, model checking on processes can be reduced to model checking on types. The proof is based on the structural and operational correspondences seen in Section 3.
Theorem 3 (type-process correspondence). Suppose Γ P : T . Let φ be any formula. Then P | = φ if and only if T | = φ.
This correspondence can be enhanced by the next result, saying that, under certain circumstances, model checking can be safely carried out against a more abstract version of the type T , with a further potential gain in efficiency. This more abstract version is obtained by "masking" the free names of the type that are not found in the formula. Moreover, if this masking produces a sub-term in the type with no free name, this term can be safely discarded. More precisely, for any type T andx, we let T ↓x denote the type obtained by replacing each annotation (·) a with the annotation (·) a∩x and each free occurrence of a prefix a. or a., with a x, with the prefix τ.. In this definition we assume as usual that all bound names in T are distinct from each other and disjoint from the set of free names and fromx. 
, and, by Proposition 3 and Theorem 3, P | = NoRace(a).
A well-structured transition system for behavioural types
Background. We review below some background material about well-structured transition systems [12] and well quasi-ordering over trees and forests.
Definition 2 (wqo)
. Let S be a set. A quasi-ordering (qo, aka preorder) on S is a reflexive and transitive binary relation over S . A qo on S is a well quasi-ordering (wqo for short) if for any sequence of elements of S , (s i ) i≥0 , there exist i and j, with i < j, such that s i s j .
Recall that a transition system is a pair T r = (S , → ), where S is the set of states and → ⊆ S × S is the transition relation. T r is finitely-branching if for each s ∈ S the set of successors {s |s → s } is finite.
Definition 3 (wsts, [12]).
A well-structured transition system (wsts for short) is a pair W = ( , T r) where: (a) T r = (S , → ) is a finitely-branching transition system, and (b) is a wqo over S that is compatible with → ; that is: whenever s 1 s 2 and s 1 → s 1 then there is s 2 such that s 2 → s 2 and s 1 s 2 .
Otherwise said, a wsts is a finitely-branching transition system equipped with a wqo that is a simulation relation. Let T r be a transition system equipped with a qo . Let I ⊆ S be a set of states. We let the upward closure of I, written ↑ I, be {s ∈ S | s s for some s ∈ I}. The set ↑ {s} will be often abbreviated as ↑ s. A basis of (an upward-closed) set Y ⊆ S is a set I such that Y =↑ I. We let the immediate predecessors of I, written Pred(I), be the set {s ∈ S | s → s for some s ∈ I} and the set of predecessors of I, written Pred * (I), be {s ∈ S | s → * s for some s ∈ I}. We say W has an (effective) pred-basis if there is a (computable) function pb(·) : S → 2 S such that for each s ∈ S , pb(s) is a finite basis of ↑ Pred(↑ s).
Proposition 4 ([12]
). Let W be a wsts such that: (a) is decidable, and (b) W has an effective pred-basis. Then there is a computable function that, for any finite I ⊆ S , returns a finite basis of Pred * (↑ I).
The above proposition entails decidability of a number of reachability-related problems in wsts's (see [12] ). Indeed, saying that the set I is reachable from a given state s is equivalent to saying that s ∈ Pred * (↑ I): this can be decided, if one has at hand a finite basis B for Pred * (↑ I), by just checking whether s s for some s ∈ B.
We will also rely upon some definitions and results on trees. Let L be a set. We define ordered forests F , G, ... with labels in L (from now on, simply forests) to be the set of objects inductively defined as follows: (i) the empty sequence is a forest; (ii) if F 1 , ..., F k are forests (k ≥ 0) then the sequence (a 1 , is a forest with roots a 1 , ..., a k . A forest of the form (a, F ) is called an (ordered, rooted) tree. A tree of the form (a, ) is called a leaf. The multiset of leaves occurring in F is denoted by L(F ), while the corresponding set is denoted l(F ). The height of a forest F , written h(F ), is defined as the maximal length of a path from a root to a leaf, defined as expected; the height of a leaf is 0. We will often use the familiar pictorial representation of trees and forests. The following theorem provides us with a wqo on forests and trees, called rooted tree embedding. One can think of this wqo as saying that F 1 F 2 if F 1 can be mapped into a sub-forest of F 2 , provided that the mapping respects the roots of F 1 . The proof of the theorem can be given relying on a result on wqo on sequences due to Higman [13] (see [5] for a similar proof); or even generalizing the Kruskal tree theorem [17] to forests, again via Higman's lemma.
Theorem 4 (rooted tree embedding). Let F be the set of all forests with labels in a certain nonempty set. Consider the following qo over F:
there is a finite bound on the height of the forests in G and there is a finite L s.t. the labels of all forests in G are included in L. Then is a wqo on G.
A wsts for behavioural types. Let (X i ) i≥1 be an infinite sequence of variables disjoint from N and consider the grammar of types in Section 3, augmented with the clause T ::= X, where X ranges over variables. Let T be the set of terms generated by this grammar -by "term" we mean here a proper term, not an alpha-equivalence class of terms -that respect the following conditions: each variable occurs at most once in a term and only in the scope of restriction or parallel composition operators. E.g. (νa a )(X 1 |a a .b.c)|X 2 is in T, while a.X 1 is not. In other words, we are considering open terms representing static contexts, with the variables X i acting as the "holes". In what follows, we shall let C range over T, reserving the letters S , T for the subset of closed terms, that is types. We will sometimes write C[X] to indicate that C's variables are exactlyX = (X 1 , ..., X k ). In this case, takenT = (T 1 , ..., T k ), we will denote by C[T ] the term obtained by textually replacing each X i with T i in C [X] .
Each term C can be seen as a forest F C , with restrictions (νa a ) as internal labels and either guarded summations/replications G or variables X i as leaves, and parallel composition | interpreted as concatenation 2 , as shown in the following example.
Via this correspondence, we can identify terms with forests, and in what follows we shall not notationally distinguish between the two. For example, we can write l(C) to denote l(F C ). In the following, a ground version of the function L(·), written GL(·), returning the multiset of ground, i.e. non-variables, leaves of a term will be sometimes used. In the example above:
The qo defined in the statement of Theorem 4 is also inherited by T, that is, we can set: C C iff F C F C . To make this a well qo, though, we have to restrict ourselves to some subset of T with bounded height and set of labels. This will be obtained by tailoring out of T a superset of all terms that are eachable from a given initial closed term T . To this purpose, we introduce a few more additional notations directly on terms. Given a C, let us write dp(C) for the maximal nesting depth of restrictions in C, defined thus (max over an empty set yields 0): dp(X i ) = 0 dp( i∈I µ i .C i ) = max i∈I dp(C i ) dp(!a a .C) = dp(C) dp(C 1 |C 2 ) = max{dp(C 1 ), dp(C 2 )} dp((νa a )C) = 1 + dp(C) .
In the example above, dp(C) = 3. We denote by sub(C) the set of variables, summations and replications that occur as subterms of C: this is of course a finite set. Finally, we denote by res(C) the set of restrictions (νa a ) occurring in C. The set of terms we are interested in is defined below.
Definition 4 (T T [X]
). Fix a type T and a set of variablesX = {X j 1 , ..., X j k }, then
, dp(C) ≤ dp(T ) .
In the following, we abbreviate T T [X] as T T whenX = . Consider now the rooted-tree embedding described above, we have the following result.
Proposition 5. For any T andX, the relation is a wqo over T T [X].

Proof. Terms in T T [X]
, by definition, have bounded height: indeed, for any C ∈ T T [X], we have h(C) ≤ dp(C) ≤ dp(T ). Moreover, they are built using a finite set of labels:X ∪ res(T ) ∪ sub(T ).
Theorem 4 ensures then that is a wqo over T T [X].
We want to show now that T T can be endowed with wsts structure. In what follows, we shall consider the traditional ccs transition relation over closed terms [21] , denoted here µ − → ; in particular, we shall write τ − → as →. The relation → is preferable to → in the present context, because it avoids alpha-equivalence, structural congruence and is finitely branching for the considered fragment. In Section 6, we shall argue that → is equivalent to → for the purpose of defining the satisfaction relation S | = φ. The set T T of closed terms enjoys the following crucial properties, which can be easily inferred by induction on the structure of the term. Note in particular that, by the second property, the restriction nesting depth of any term is not increased by µ − → . This is a crucial property that does not hold in the pi-calculus. E.g. (type annotations omitted):
Proposition 6. The relation is a simulation relation over T T .
As a consequence of the two propositions above we get the wanted result. Concerning the decidability issues, we note that: (a) the wqo is decidable, indeed its very inductive definition yields a decision algorithm; (b) the transition relation µ − → is decidable for the fragment of ccs that corresponds to the language of types.
Decidability of Shallow Logic
Decidability of Shallow Logic relies on applying Proposition 4 to W T . The wqo has already seen to be decidable. In order to be able to apply this proposition, we have to fulfill obligation (b), that is, show that W T has an effective pred-basis. Moreover, we have to show that each denotation [ [φ] ], under certain conditions on φ, can be presented via an effectively computable finite basis: this will play the role of "I" in the proposition. We face these tasks in the next two paragraphs.
Pred-basis. Informally, the pred basis function, pb T (S ), works in two steps. First, all decompositions of S as S = C[Ũ], with |Ũ| = 0, 1 or 2, are considered -there are finitely many of them. Then, out of each C, all contexts C are built that have the same ground leaves as C, but possibly more holes, up to 2. Again, there are finitely many such contexts. The contexts C are then filled with ground leaves, in such a way that the resulting terms posses a reduction to S , up to . In what follows, for the sake of uniformity we shall also admit as a possible context C the 0-hole forest , which, by convention, gives rise only to the decomposition S = [S ].
Definition 5 (pred-basis). Let T be a type and let S ∈ T T . Let C, C range over by T T [X 1 , X 2 ], we define:
The construction of pb T (S ) is effective. In particular, given C, there are finitely many ways of adding one or two holes to C, resulting into a C C, and they can all be tried in turn.
Proof. (Outline) Effectiveness has already been discussed. Moreover, by construction, ↑ pb T (S ) ⊆↑ Pred T (↑ S ). Let us examine the other inclusion. Suppose first V → S , we show that there is U ∈ pb T (S ) s.t. V U: this will be sufficient to accommodate also the most general case V → S , since W T is a wsts. Assume that the reduction in V originates from two communicating prefixes -the τ-prefix case is easier. That is, assume
S . It is easy to prove then that S = C [S ], with C C and (S 1 , S 2 ) S . It is possible to build out of C a 2-holes context
We can extend pb T to finite sets I ⊆ T T , by setting pb T (I) = ∪ S ∈I pb T (S ). By doing so, we obtain the following corollary, which says that W T has an effective pred-basis. Finite bases for plain formulae. Our first task is showing that, for certain formulae φ, the satisfaction relation S | = φ can be defined relying solely on → and on context decomposition, in particular, with no reference to structural congruence and → . In the proposition below, we show that this is indeed possible, for monotone formulae which do not contain ♦ * underneath H * . We call these formulae plain. For such formulae, checking T | = H * φ is essentially equivalent to checking satisfiability of φ against the parallel composition of T 's leaves, seen as a forest. This is clearly not the case for non-plain formulae, as putting leaves in parallel may give rise to new interactions, merely because certain names that in the original term are kept distinct by restrictions are now free and in a position to communicate.
Some more terminology first. Let us say a context C is pure if l(C) ⊆ (X i ) i≥1 ; we let D range over pure contexts; e.g. D = (νa)(X 1 |X 2 )|X 3 is pure. Given a context C[X,Ỹ] and two sequences G,F s.t. |X| = |G| and |Ỹ| = |F|, we say C linksG andF if there is an internal node labelled (νa a ) of C seen as a forest, X i ∈X and Y j ∈Ỹ such that both X i and Y j are in the scope of this node, and a ∈ fn(G i ) ∩ fn(F j ). Given a sequenceG, we denote by G the parallel composition of the terms inG, in some arbitrary order. Given a term C[T ] andS T , fix any injection j → i j such that S j T i j , for 1 As discussed at the beginning of this section, in order to take advantage of Corollary 3, we have to show that each set [ [φ] ], or, more accurately, each set [ [φ] ] T = [ [φ] ] ∩ T T , can be presented via an effectively computable finite basis in W T . We define this basis below. The definition is by induction on the structure of φ: the ♦ * and a cases take advantage of the pred-basis functions defined in the last paragraph, the other cases basically follow the corresponding cases of the previous proposition or, in the case of ∨ and T, the expected boolean interpretation. The only exception to this scheme is the ∧ connective, which is nontrivial and will be commented below. Some more terminology first. Given a set I ⊆ T T , we denote by minimal(I) the set of minimal elements in I, w.r.t. the wqo . For any ordered sequenceG, we denote by G the multiset obtained if ignoring order.
Definition 6 (finite basis). Let T be a type and φ be plain and monotone, such that bn(T )∩n(φ) = ∅. The finite basis Fb T (φ) is inductively defined below, where G,G,G 1 andG 2 are assumed to be included in sub(T ).
restricting to well-typed pi-processes. During our investigation, we also considered the possibility of approximating ccs with Petri Nets, somehow along the lines of [18, 19] , where structural stationary pi-processes are mapped into finite nets. Unfortunately, this approach turned not to reconcile well with the needs of Spatial Logic. In particular, it appears that the spatial structure of terms determined by restrictions is hard to recover from the nets resulting from the translation.
On the ground of Spatial Logic, also related to our approach are some recent proposals by Caires. In [6, 7] , a logical semantics approach to types for concurrency is pursued. Closest to our type system is [6] , where a generic type system for the pi-calculus -parameterized on the subtyping relation -is proposed. In [8] , Caires has proved that model-checking of bounded picalculus processes, and in particular of finite-control processes, is decidable. Note that the class of processes we have considered here includes properly finite-control ones.
