puter-vision systems have emerged for traffic analysis and control. Increased traffic, along with steady efforts to improve driver security, have encouraged the development of sophisticated video-based systems, providing statistical measures of traffic flow for actual traffic information on variable message signs. Investigations show that VMS reduce traffic jams, thus minimizing the burden placed on financial and environmental resources. Moreover, traffic control systems reduce the number of accidents to 45%. 1 Of particular interest to drivers is information on low visibility in fog-a dangerous driving condition that causes many accidents. Because places where fog frequently rolls in are often well known, message signs inform motorists of visibility distance. Traditionally, the visibility distance is estimated with transmissiometers, but we suggest replacing conventional fog-detection sensors with the integrated functionality that a computer-vision system can provide.
Our method, based on a B-spline wavelet transform, analyzes video frames used in traffic-control systems and derives a visibilitydistance measure with extended signal-analysis techniques. With our wavelet-based approach, we can inform drivers in real time of the presence of fog through VMS located a few kilometers before the foggy area. Analyzing the entire traffic scene globally, our method provides more precise input to fog information systems than the traditional transmissiometers that analyze fog density locally beside the roadway.
Wavelet-based contrast estimation
Because our approach is based on psychovisual perception, we briefly introduce the basic notion of psychovisual perception in fog and explain the relation between contrast, gradient, and wavelets.
Psychovisual perception in fog. Visual perception is a rather complex mechanism, because it is based on space, time, and frequency analysis. The visual system receives a signal, and the brain then codes the signal's different characteristics: intensity, color, shape (contrast and direction), and movement (direction and speed). To see an object, the object must stand out from its background, which is why shape perception depends on the contrast between the object and its background. The contrast is usually defined as ,
where I o is the object's intensity and I b is the background's intensity. In 1948, S. Duntley formulated a law indicating that in fog conditions, contrast decreases exponentially with distance:
where C is the contrast the visual system receives, C o is the real contrast, d is the distance, and K is an attenuation coefficient that characterizes the fog conditions. As the origin of all psychovisual effects, contrast also plays an important role in the perception of movement, speed, and direction. The visual system cannot correctly estimate an object's speed with a low contrast, 2 and fog causes errors in the estimation of an object's shape, distance, and speed. 3 Furthermore, the measure of contrast is independent of daylight illumination. 4 Contrast, gradient, edges, and wavelets. To determine visibility in fog, we must quantify the contrast and compare this value to a reference value operating as a threshold. There is a high correlation between the contrast of different gray-level areas and the gradient's value in the region where we measure the contrast. A low contrast corresponds to a low gradient and vice versa, because contrast and gradient both characterize local variations in gray levels.
In fact, what we see in fog is only high gradients in the different gray levels. When driving in fog, the visual system only utilizes the parts of the image characterized by high contrast (or high gradient). Thus, to determine if a pixel is visible, we just calculate the gradient. If the gradient in this pixel is higher than a threshold corresponding to a 5% contrast, it indicates that the driver can see the pixel. The CIE (International Commission on Lighting) defined the 5% contrast threshold as the sufficient contrast for a human eye to see the difference between two gray levels.
There is a close correlation between gradient-measure and edge-detection techniques. In particular, we can use multiscale edge detection to calculate the gradient in 2D signals. For a complete description of the edge-detection technique, see Stephane Mallat and Wen Lian Hwang's "Singularity Detection and Processing with Wavelets." 5 Mallat and Hwang explain how the wavelet transform can express the gradient and how modulus M of the gradient is proportional to .
In Mallat's edge-detection theory, angle α of the gradient is also taken into account, so that the edge points are located in points where modulus M has a local maximum in direction α. However, our aim is to calculate the gradient, not to detect edges, so we don't need to calculate the angle. We simply calculate the gradient for each point of our image and, if this gradient is higher than a value corresponding to a 5% contrast, the pixel is visible regardless of the corresponding edge's orientation.
B-splines-based contrast estimation
Here we explain why the properties of BSpline wavelets are interesting for edgedetection purposes, and we present B-splines with specific small support-especially well suited for visibility analysis.
The Gaussian kernel and B-splines. The central problem involves choosing the proper smoothing function θ(x, y). For edge detection, we need a function that is well localized in the frequency and spatial domain; in particular, the variance ∆x of the filter, as well as the variance ∆ω of the filter's spectrum, should be small. It is well known that these two localization requirements conflict. David Marr and Ellen Hildreth have used the Gaussian kernel for edge detection, 6 because this function optimizes the Heisenberg uncertainty principle, which states that .
Another reason why the Gaussian kernel is often used in edge detection is that the human retina's response resembles a Gaussian function. There are receptive field profiles in the mammalian retina and visual cortex, and superposition of Gaussian derivatives effectively models the measured-response profiles. 7 In practice, because the computational load becomes extremely high with the Gaussian kernel when the scales grow, many techniques have been proposed for efficient implementation of scale-space filtering in computer vision. Tomaso Poggio and his colleagues, for example, used B-splines to approximate the Gaussian kernel with efficient implementation. 8 The advantages of B-splines, in comparison with the Gaussian kernel, are that these functions lead to fast implementations and are still a close approximation to the Gaussian kernel. Both the B-splines and their Fourier transforms converge to the Gaussian function as the order of the spline tends to infinity: 9 . (5) Experiments show that the cubic B-spline is already nearly optimal in terms of time and frequency localization in the sense that its variance is within 2% of the limit that the uncertainty principle specifies. Both physiological and biological experiments have shown that a Gaussian kernel can model the human visual system. Therefore, the B-spline is also suitable for modeling biological vision due to its similarity to Gaussian functions. However, because we can expect a fast implementation using the B-splines approach, it is preferable to select the B-spline rather than the Gaussian function to calculate the contrast in an image with a good model (see the "B-splines for edge detection" sidebar).
The wavelet-based method vs. direct calculation
Our goal is to determine the distance of visibility in fog conditions from images taken by a video camera installed overhead in a traffic-lane motorway. To determine the contrast, we used two methods-one based on direct contrast calculation and the other based on the edge-detection theory. Figure 1 shows two images taken with a video camera, which we use to present the results for the two methods. The image in Figure 1a was taken in a clear atmosphere with good visibility, and Figure  1b was taken in fog conditions with a visibility distance of about 100 m.
Direct contrast calculation. The first method aims to determine the distance of visibility directly, on the raw data provided by the video sensor. The contrast quantification is calculated directly on a mask of a few pixels. .
The crucial problem lies in choosing the mask's size. In our application, areas of sharp variation points and high contrast are located along white traffic-lane markings and the road's border. These areas are essential for drivers' perception of the road in fog situations. Because raw data that the camera provides is used for other traffic-control tasks at the same time (traffic count and velocity measures), the camera's view covers the entire road. Thus, sharp variations take place in the two-or threepixel neighborhood. Therefore, the size of the mask must be very small (3 × 3 pixels).
We analyzed the image from the bottom to the top, and, for each pixel, we derived the contrast using the contrast definition (Equation 1). Because we look for the highest contrast, we take the object's intensity, equal to I max , and the background's intensity, equal to I min , so that the contrast is given by .
The last pixel for which the contrast is higher than 5% is considered as the last visible pixel. The pixel's coordinates are then used to estimate the visibility distance with a transformation from the image coordinates to the world coordinates, according to the precalculated outer orientation. The parameters for this transformation are given with the outer orientation, which describes the (image) plane to (traffic) plane relation. This task initially must be done during system calibration.
We have defined a region of interest, which defines the part of the image where we must calculate the contrast. We introduce this region to exclude those pixels from consideration that do not correspond to the traffic lane itself used for calibration. For example, Figure 1 shows roadlights corresponding to a line located high in the image, so the pixels would correspond to a large distance with the transformation from image-to-world coordinates. To remedy this impact, those pixels should not be considered for contrast estimation; thus, we introduce a region of interest to define the interesting part of the image for contrast estimation as shown in Figure 2 .
Wavelet transform for contrast estimation.
To choose the wavelet function, we had to choose between good localization-requiring a small window-and good noise removalrequiring a large window. We show the results 
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If we use B-splines as a smoothing function, we can define B-spline wavelets of order n as the first derivative of this function:
,
which we can use for local extrema detection. (We define and briefly review these functions' properties in the "Theory of B-Splines" sidebar. For a complete description of the B-splines theory, see Michael Unser's related work. 1 ) The Fourier Transform of these wavelets is given by:
.
From the B-spline's derivative property ,
it is easy to infer that these two wavelets can also be written in the time domain as .
These equations show that the wavelet functions can be considered as the first-order difference of nth-order B-splines at resolution level 2 -1 , so they are a close approximation of differentiation.
With the wavelet defined in Equation 1, we can detect edges for different scales. Thanks to the two-scale relation (see Equation 7 in the "Theory of B-Splines" sidebar) and with dyadic scale s = 2 j , j ∈ Z, a fast algorithm can be designed to calculate the transform.
The wavelet (Equation 1) satisfies the two-scale relation: ,
or in the frequency domain ,
where frequency transfer function G is: .
Wavelet (Equation 1) G(ω) results in .
In this case, y n is shifted by 1/2 with a minor modification for FIR derivation. The FIR coefficients are .
The two-scale relation (see Equation 7 in the "Theory of B-Splines" sidebar) allows us to use the following recursive algorithm:
where (11) is the wavelet transform and (12) is the smoothing operator. B-splines for edge detection .
for three types of wavelets with different support lengths:
• the splines from Michael Unser, with an FIR filter with 27 coefficients, • the splines given by Mallat in his work on multiscale edges, 10 and • the splines we calculated in the "Bsplines for edge detection" sidebar. Figure 3 shows the wavelet transform in the first iteration. It's obvious that these wavelets are too large for our application. This comes from the fact that B-spline wavelet functions are convoluted with the image; they take into account the variations located in neighboring pixels in their contrast measurement. For our application, we need wavelet functions with a smaller support, as in the case for Mallat's wavelet function (see Figure 4) .
The wavelets that we calculated (in the "Bsplines for edge detection" sidebar) have the advantage of introducing almost no blurring in the resulting images, because only the pixels where the variation occur are taken into account when calculating the contrast. These wavelets fit very well with our application, because we only want to detect variations between two or three neighboring pixels. We show the resulting images for this type of wavelet in Figure 5 .
The visibility distance is calculated with a transformation from image-to-world coordinates. If this distance is higher than 1,000 m (such as in Figure 5a ), according to the definition of fog given by the German federal traffic department, there is no fog. We round visibility between 1,000 m and 300 m to the nearest multiple of 50 m, and a visibility distance smaller than 300 m to the nearest multiple of 10 m. For example, the distance of visibility is 120 m for Figure 5b . Our system's accuracy is much better than what we need to give such results, because the precision depends on the distance in the real world between two image pixels. For a distance between 1,000 m and 300 m, this distance is much smaller than 50 m, and for a distance between 300 m and 50 m, it is much smaller than 10 m. According to these requirements and specifications, our system gives strong results for this application.
DUE TO ITS PSYCHOPHYSIOLOG-
ical foundation, Mallat's edge-detection theory is well suited to estimate gradients in an image and, hence, to describe visibility in fog situations. To overcome the drawbacks that arise with limited video-frame resolution, we present B-splines with specific small support capable of fog detection. Even though the accuracy of the two compared methods differs only slightly, the wavelet-based approach has a major advantage in its close similarity to the driver's perceptual system, because it is based on Mallat's vision model. This theory is much closer to the human visual system than the contrast theory. Indeed, it takes into account not only the direct difference of intensities between objects, but also the intensity gradient in the NOVEMBER/DECEMBER 1998 69 Figure 2 . The region of interest, where we must calculate the contrast.
We can easily extend the results for the 1D case to 2D. In this case, the smoothing function is defined as Each pixel for which the gradient is higher than a threshold value is visible through fog. To determine the threshold value corresponding to a contrast of 5%, we calculate the wavelet transform on a test image with a contrast of 5%. We take as the threshold the highest value of the resulting transform, which we find at the position of the edge between the two different gray-level areas. 
( , ) Thanks to improved information through VMS, we can reduce the number of accidents. Another possible application is an individual driving support system that improves the driver's view of the traffic scene. In this case, we could display an image showing a much brighter and sharper view of the road directly on the car's windshield or on a separate monitor integrated in the dashboard. We can achieve this by combining wavelet-based edge detection-which elaborates the significant edges of an image influenced by fog-and an additional contrast enhancement based on Jian Lu's method, 11 including an inverse transform of the modified coefficients. . Theory of B-splines .
