We apply two hybrid methods for solving scattering problems affected by resonances, to a four-dimensional reactive surface scattering system. In each method the solution of the problem is divided into two parts: a wave packet propagation, and a resonance calculation; results of the resonance calculation are used to extrapolate the long-time behavior of the system. In the first hybrid method, the propagation is by the multistep Chebyshev method, with calculation of resonances performed by the Lanczos method. In the second, the propagation is done using an implementation of the absorbing boundary condition ͑ABC͒ evolution operator, and the resonance calculation by filter diagonalization ͑FDG͒. Each method produces accurate scattering results in much less computation time than standard long-time wave packet propagation. The Chebyshev-Lanczos approach proves most capable for the calculation of resonances, but is computationally expensive. The ABC-FDG method is much cheaper to implement, but could not be made to extract accurate data for certain broad, overlapping resonances. This was overcome by propagating longer ͑still much shorter than for long-time propagation͒ to allow the elusive resonances time to decay.
I. INTRODUCTION
The time-dependent ͑TD͒ wave packet method has gained wide acceptance as an efficient approach to scattering problems, and has found application to a range of relatively large-scale inelastic and reactive systems. [1] [2] [3] [4] [5] [6] [7] The method can suffer, however, in the presence of metastable ͑''resonant''͒ states, [8] [9] [10] since their slow decay necessitates longer propagation times. Interestingly, this problem is not peculiar to TD methods: difficulties with convergence in the presence of resonances have also been noted in iterative timeindependent ͑TI͒ studies. 11, 12 One approach to avoiding lengthy and expensive calculations when resonances affect the scattering is to adopt a hybrid method. [13] [14] [15] The wave packet is first propagated up to some time T at which direct scattering is complete, in order to obtain short-time scattering results. At this point the wave function remains nonzero, comprised of a superposition of resonant states:
where ⌿(T) is the wave function at time T, the ⌽ n are the wave functions representing the resonant states, and the d n are expansion coefficients. For tуT the wave function evolves according to
where ⑀ n and ⌫ n are, respectively, the energy and width of resonance n. In the second part of the calculation, the necessary quantities (d n , ⑀ n , ⌫ n , and ⌽ n ) are determined and used in combination with Eq. ͑2͒ to extrapolate the long-time scattering results. These can then be combined with the results of the short-time propagation to obtain the essential result: the S matrix. Hybrid methods can differ in how the wave packet is initially propagated, and the technique by which resonance information is derived for use in the extrapolation of longtime behavior. The first implementation of such a method 13 coupled the use of a multistep Chebyshev integrator 16 with filter diagonalization ͑FDG͒ for the calculation of resonances. 13, 17 The particular approach used, while effective, was memory intensive, requiring the explicit storage of energy-dependent basis functions. The FDG method was later reformulated to remove this requirement, 18 and combined with a new propagator: 15 an implementation of the absorbing boundary condition ͑ABC͒ evolution operator.
method has been applied to two-dimensional ͑2-D͒ reactive scattering. 15 Another approach involves first propagating the wave packet by the multistep Chebyshev method, 16 and then performing the resonance derivation by Lanczos diagonalization. 20, 21 The starting vector for the Lanczos iteration is chosen as ⌿(T), because it strongly overlaps the resonant states and convergence of the method is improved in such instances ͑''guided Lanczos''͒. [22] [23] [24] [25] This Chebyshev-Lanczos ͑C-L͒ hybrid method has been applied to 2-D and 4-D reactive scattering. 14 A detailed comparison between the FDG-and Lanczosbased hybrid methods has not yet been made. In this paper we apply ABC-FDG and C-L to a relatively large 4-D reactive scattering system: the activated dissociative adsorption of H 2 on a Cu͑100͒ surface. This system exhibits Feshbach-type resonances ͑0.1-5 meV in width͒; in a vibrationally adiabatic picture the weakening of the H-H bond near the surface forms wells in the molecule surface potentials labeled by the vibrational quantum number, . As a result, the molecule can be trapped upon vibrational excitation close to the surface. 26 The potential energy surface ͑PES͒ used was previously constructed using density functional theory ͑DFT͒, 27 and-as utilized here-represents H 2 molecules impacting on Cu͑100͒, with bonds parallel to the surface ͑i.e., ϭ90°, where is the polar angle 28 ͒, and azimuthally oriented ͑i.e., in , the azimuthal angle͒ at each site, to give the most favorable route to dissociation. The four dimensions included in the calculations are the H-H bond length ͑r͒, the molecule-surface distance ͑Z͒, and the two coordinates for motion of the molecule parallel to the surface ͑X and Y͒.
We regard the primary objective of the hybrid methods to be the accurate reproduction of long-time results, and not necessarily the accurate extraction of all resonances. In some cases, it may be adequate to only incorporate data for the narrowest resonances to produce good scattering results. An ability to extract all resonances is, nonetheless, desirable, since it allows for a more thorough analysis of the physics involved. The methods will also be compared here on the basis of computational efficiency.
In Sec. II the two hybrid methods are briefly outlined, with further details available elsewhere. 14, 15 In Sec. III we offer results and a discussion, and in Sec. IV conclusions are drawn.
II. METHOD

A. Hybrid methods for scattering with resonances
The goal of a hybrid calculation is to calculate the energy-dependent S-matrix elements, S j Ј j (E), as defined by the scattering boundary condition,
where Z ϱ is an asymptotic value of the scattering coordinate ͑Z͒, s is a vector of the remaining coordinates, and ⌿ j ϩ (E,s;Z ϱ ) is a stationary wave function for scattering from initial state j (s). Furthermore, k j is the scattering coordinate momentum of a molecule in state j (s) at total energy E. Knowledge of the S-matrix elements leads to the probability of scattering into each asymptotic state via P j Ј j (E)ϭ͉S j Ј j (E)͉ 2 ; these, in turn, give the reaction probability upon summing and subtracting from unity. The Smatrix elements are calculated here, using a scattering amplitude formalism, 29, 30 from the time-dependent coefficients,
where ⌿ j is the wave function, which initially occupies state j (s). ͑Note that the hybrid method can also be combined with a flux formalism to compute reaction probabilities, 31 as recently illustrated for a photodissociation problem. 32, 33 ͒ These time-dependent coefficients are transformed to the energy domain by means of a half-Fourier transform, giving energy-dependent coefficients,
from which S-matrix elements can be extracted via the expression 29, 30 
where M is the mass of the molecule, and b(k) is related to the initial wave packet by
.
͑7͒
In the hybrid methods utilized here, the calculation of the C j Ј j (t,Z ϱ ) coefficients in Eq. ͑4͒ divides into two parts: For tрT they are calculated directly from a short-time wave packet propagation, and for tϾT they are derived through Eq. ͑2͒ by establishing the resonance parameters.
14,15 The energy-dependent coefficients then become
where
͑9͒
and
shows clearly that the energy-dependent coefficients are a sum of two contributions: one from the wave packet propagation, and one from the resonance calculation.
Equation ͑8͒ also shows that to calculate the resonance contribution, the resonance computation should yield the energies (⑀ n ), widths (⌫ n ), and weights (d n ) of the resonances, as well as the overlaps (c j Ј n ) of the resonances with the asymptotic states at Z ϱ . Explicit calculation of the resonance wave functions (⌽ n ) is not required if the overlaps can be obtained by some other means. Different hybrid methods can be obtained by combining different wave packet propagation methods with different methods for computing resonance parameters. A common property of the hybrid methods used here is that, for maximum efficiency, the resonance computation makes use of information from the preceding wave packet propagation.
B. The C-L method
Propagation of the wave packet is performed in the case of the C-L method by the Chebyshev 16 method, in which the quantum evolution operator, exp(ϪiĤ t), is approximated by a truncated expansion in Chebyshev polynomials. Because this propagator becomes unstable for large time steps in the presence of an optical potential, 34 which we use here to absorb the outgoing portion of the wave packet, we propagate the wave function in multiple time steps of intermediate length, rather than a single long time step.
The initial wave packet used here with the Chebyshev propagator is a complex Gaussian in Z, given by Eq. ͑7͒ with
where Z 0 is the center of the Gaussian in the scattering coordinate ͑Z͒, is a width parameter, and k av is the average ͑negative͒ momentum of the wave packet. As already stated, an optical potential is used to absorb the wave function at the edge of the grid in Z and r. For the C-L method we use a quadratic negative imaginary potential of the form
in the scattering coordinate ͑Z͒, and
in the bond length coordinate ͑r͒. The parameters Z min opt and r min opt define the starting values of the optical potential, and L Z and L r the ranges over which the potential acts in Z and r, respectively. Resonance eigenvalues and eigenvectors are calculated by the Lanczos method for complex symmetric matrices that is due to Cullum and Willoughby. 21 This is similar to the Lanczos method for real symmetric matrices, but incorporates the c product, 35 ͑ ͉͒ϭ ͵ ͑͒͑͒d,
͑14͒
in place of the standard inner product. Details of resonances, including the resonance wave functions (⌽ n ), are extracted by applying the Lanczos algorithm with ⌿ j (T) ͑the final wave function from the short-time wave packet propagation͒ as the starting vector. Of course, ⌿ j (T) strongly overlaps the resonances that are still important at tϭT, and its use as a starting vector accelerates the convergence of the wave functions corresponding to those resonances ͑''guided Lanczos''͒. [22] [23] [24] [25] The parameters used in the propagation and diagonalization are as given in Ref. 14.
C. The ABC-FDG method
The instability of the Chebyshev expansion for long time steps in the presence of an optical potential, and the challenge of deriving stable and convergent expansions for the Green's function operator, led to the development of expressions for the ABC evolution operator. In the first expression, which involved Chebyshev polynomials, 36 an optical potential was explicitly added to the Hamiltonian, necessitating the use of complex algebra in evaluating Ĥ ⌿. In later expressions, 19 ,37 the use of a real damping function in a modified Chebyshev expansion emulates the action of an optical potential, in certain cases allowing the use of real algebra in computing Ĥ ⌿.
The ABC evolution operator expansion that we use 19 is given by
where the J n are Bessel functions of integer order, and H and ⌬H are estimates of the midpoint and halfwidth of the spectrum of the Hermitian Hamiltonian Ĥ , respectively. The Q n are modified Chebyshev polynomials, defined by the recursion relations
with ␥ simulating the action of a particular form of optical potential, 19 and
The ABC operator is stable for all time steps, and is applied here in single step form.
As already indicated, if the initial wave packet is chosen real and the Hamiltonian matrix is real symmetric in the selected basis, real operator algebra can be used in the expensive part of the calculation ͑i.e., in repeated application of Ĥ norm to Q n ). Accordingly, the initial wave packet ͓Eq. ͑7͔͒ is chosen here to be a real superposition of ingoing and outgoing complex Gaussians, 11 such that
The outgoing portion is absorbed at the edge of the grid by the damping function. 19 The parameters used for the initial wave function ͑i.e., k av , Z 0 , and ͒ are the same as for the C-L calculations. All parameters used here for the ABC wave packet propagation are given in Table I .
Calculating resonance information by FDG involves solving the generalized eigenvalue problem, 13 
HBϭSB⑀, ͑18͒
using the basis of filtered functions,
is a short-time Gaussian filter function that is centered on t ϭt 0 /2 and is of width T f , and the E l are discrete energies. ͓Note that the S in Eq. ͑18͒ is not the scattering matrix referred to previously.͔ The S and H matrix elements are given by
respectively. Note that ⌿ j (0) is the initial wave function used in the scattering calculation. The implementation of FDG 15,18 used here does not require explicit computation of the ⌿(E l ). Instead, the residues
are calculated and stored during the wave packet propagation. The g n can be used in the second part of the calculation to determine the elements S ll Ј and H ll Ј . The S ll Ј are calculated from
where The H ll Ј are given by
In Eqs. ͑23͒ and ͑24͒, ⌬E l Ј l ϭE l ϪE l Ј , and
The difficulty of diagonalizing potentially large matrices in Eq. ͑18͒ is avoided by grouping the energies ͕E l ͖ in a series of overlapping windows, thus reducing the problem to one of diagonalizing multiple small-ranked matrices. 13 In scattering applications utilizing the scattering amplitude formalism, in addition to the residues (g n ) given in Eq. ͑22͒, the overlaps of the Q n with the asymptotic states at Z ϭZ ϱ ,
are recorded during the wave packet propagation. These are used to calculate the c j Ј n ͓Eq. ͑9͔͒, according to
where N e is the number of energies in the window, and B li is an element of the resonance eigenvector matrix B. This avoids the necessity to explicitly store resonance wave functions (⌽ n ). ͓It should be noted that the Lanczos method employed in the C-L method does require the explicit calculation of the resonance wave functions (⌽ n ) in order to calculate the overlaps of the resonances with the asymptotic states (c j Ј n ).
14 ͔ Parameters used for the FDG calculation are presented in Table I . Table II gives details of resonances found by the C-L ͑Tϭ54 000 and 90 000 a.u.͒ and ABC-FDG (T ϭ90 000 a.u.) methods. The C-L (Tϭ54 000 a.u.) results are taken from Ref. 14, where they were used to accurately reproduce long-time scattering data. These C-L (T ϭ54 000 a.u.) results are used throughout the following discussion as the yardstick against which new results are measured. The error norm, 
III. RESULTS AND DISCUSSION
Included are the real part of the energy eigenvalues, ⑀ n ; the widths, ⌫ n ; the lifetime, n ; the number of Lanczos iterations used to calculate the state, N L ; and the collision energy E c that corresponds to ⑀ n . Two forms of error norm, R n (1) and R n (2) 2 , are also given, with definitions in the text ͓Eq. ͑27͒ and Eq. ͑28͔͒. All energies are in eV, and all times are in atomic units. 
Because the definitions differ, it is not meaningful to directly compare error norms for the C-L method with those for the ABC-FDG method; however, error norms for individual resonances can be compared with those of other resonances calculated by the same method. In the case of ABC-FDG, only resonances for which R n (2) 2 р0.60ϫ10 Ϫ3 are shown; we found that including resonances with error norms larger than this adversely affected scattering results.
From Table II it is clear that while the ABC-FDG method adequately reproduces the C-L resonances at the low end of the energy range shown ͑approximately 0.3-0.5 eV͒, it fails to accurately determine many of the high-energy resonances ͑approximately 0.5-0.6 eV͒. Inspection of Fig. 1 , which shows scattering probabilities as a function of collision energy, reveals that the ABC-FDG method has more success calculating the narrow resonances than the broad resonances. This can also be deduced from the widths (⌫ n ) shown in Table II ; most of the resonances missing from the ABC-FDG results are broader than 1.0 meV. In particular, broad resonances that overlap seem to be least accessible to the ABC-FDG procedure; Table II shows that the method is capable of accurately extracting broad resonances that are isolated ͑e.g., resonances 5, 9, and 27͒.
An obvious explanation would be that the filter used in the ABC-FDG method switches on too late ͑i.e., t 0 ϭ70 000 a.u.), allowing some of the broader resonances to decay and hence avoid detection. This is supported by the fact that many of the resonances missing from the ABC-FDG results coincide with ones absent from the C-L (T ϭ90000 a.u.) results. However, ABC-FDG calculations performed with an earlier filter (t 0 ϭ40 000 and 60 000 a.u.͒ also failed to yield the resonances in question.
Two other factors that could account for the failure of the ABC-FDG method to extract certain resonances are ͑i͒ the use of a different initial wave function, and ͑ii͒ the choice of filtering function. Concerning the former, the initial wave function parameters used in the ABC-FDG calculation are the same as for the C-L calculation, but in the ABC-FDG case the wave function is made real by superimposing an outgoing Gaussian on the ingoing Gaussian used in the C-L calculation. This should not affect the ability of the method to calculate resonances, since the outgoing portion does not overlap the resonant states ͑which are localized in the interaction region͒ at any point in time. It is possible that results could be adversely affected if a considerable portion of the outgoing wave packet were to be reflected from the optical potential back toward the surface, but we found that variation of optical potential parameters for the initial channel did not lead to any significant change in accuracy of resonances. Reflection of the outgoing wave packet is small and so is unlikely to be responsible for the inaccuracies seen here in the FDG method.
Concerning the choice of the filtering function, in the present ABC-FDG calculations we have employed a Gaussian function that switches on after direct scattering is complete, thereby better sampling the resonances of interest. 13 There are countless other possibilities. Mandelshtam 38 It is conceivable that the accuracy of the method may be sensitive to the choice of filter. The boxlike filter, for example, would give stronger weighting to each end of the filtering range than the Gaussian filter, which tails off in each direction. This may result in improved accuracy, and is certainly worthy of future consideration. We hope in the future to compare the performance of various filter functions within the ABC-FDG hybrid method.
We have also considered the possibility that the C-L method is more successful in extracting broad, overlapping resonances because it utilizes a channel-dependent optical potential. 14 In the Chebyshev propagation the optical potential parameters were tailored to each scattering channel in such a way as to optimize absorption of the reflected wave packet. We decided to try a similar approach for the ABC-FDG method. A one-dimensional model 6 was used to determine the parameters, which, for particular values of the final translational energy in Z, resulted in maximum absorption ͑i.e., minimum transmission and reflection͒. By testing various wave packets, the optimal parameters for a series of asymptotic translational energies were established, with intermediate energies being interpolated. The ABC method was then modified to choose a different ␥ 0 for each scatter- ing channel, based on the test results and the channel's energy. Unfortunately, this did not improve the accuracy of the ABC-FDG resonance calculation.
The observed inability of the ABC-FDG method to accurately calculate broad, overlapping resonances should not prevent it from being successfully applied to a large number of systems. The method is generally effective for the calculation of narrow isolated resonances, which are important, given that they are slowest to decay ͑of course, the method may fail if the narrow resonances are not isolated͒. It can thus be used to yield extrapolated scattering results, even when details of some of the broad, overlapping resonances are unknown; propagation times must be somewhat longer, but the time scale in question is still much shorter than that required for convergence of the wave packet method without incorporation of resonance information. For example, in Ref.
14 results of wave packet calculations for the same 4-D reactive scattering system were still not completely converged after 648 000 a.u.-more than seven times the propagation time used here to obtain the ABC-FDG results. The ABC-FDG method is also considerably less time consuming than the C-L method, as will be shown below.
To demonstrate that the ABC-FDG method can lead to accurate scattering results at close to resonant energies, here we make a direct comparison of the reaction probabilities due to the ABC-FDG method with those resulting from standard wave packet calculations ͑resonances not incorporated͒. Figure 2 shows the reaction probability over a narrow range of collision energies in the vicinity of two narrow resonances ͑Nos. 3 and 4 of Table II͒, as calculated by the ABC-FDG method, the ABC wave packet method without FDG, and the C-L method. Results for the ABC propagation without FDG clearly exhibit the aliasing effects 39 ͑i.e., oscillations͒ typical of unconverged, resonance-afflicted scattering calculations. Both the C-L and ABC-FDG methods remove these effects, giving excellent agreement with results of long-time propagation. 14 Figure 3 shows that the ABC-FDG scattering results are an improvement over the standard ABC results, even in the energy range most affected by the evasive overlapping resonances. While there is evidence that the ABC-FDG reaction probability is not completely converged-for example, the small oscillations between 0.535 and 0.554 eV and above 0.585 eV-the resonance effects are certainly less than appear in the standard ABC results. The difference between the C-L and ABC-FDG reaction probabilities is never greater in magnitude than 0.011, while for the ABC method alone, the difference was found to be as high as 0.019 at some energies. This leads us to conclude that most of the small oscillations seen in the ABC plot are caused by those resonances that are accurately calculated by the ABC-FDG method, in particular, resonances 21 and 27 ͑Table II͒. ͓When comparing the ABC and ABC-FDG plots with the C-L plot, it is also important to recognize that a different form of optical potential is used in each calculation; thus, even if all resonance effects were eliminated, the plots would not be exactly the same ͑i.e., the long-time ABC results would not correspond exactly to the long-time Chebyshev results͒. We find that the range of energies shown in Fig. 3 is particularly sensitive to variations in the optical potential parameters. Thus, not all of the small differences between the ABC-FDG and C-L results stem from resonances.͔ As Fig. 2 shows, one of the effects of applying the hybrid method ͓i.e., extrapolating C j Ј j (t)͔ is to remove the side lobes that are seen to occur on both sides of the prominent resonance feature in the plot of the reaction probability calculated by the ABC method with Tϭ90 000 a.u. The side lobes are due to the ''signals'' C j Ј j (t) not having decayed to zero at tϭT in the computation of the A j Ј j (E;T) that yield the S-matrix elements. It is simple to show that the A j Ј j (E;T) are related to the ''true'' A j Ј j (E) by the convolution
In Eq. ͑29͒, B(E) is the ''sinc-function'' defined by B(E) ϭ2 sin(ET)/E; it is the convolution with this function that leads to the side lobes. Equation ͑29͒ can be derived 40 from the convolution theorem of Fourier analysis 41 by ͑i͒ introducing a function C j Ј j Ј (t) that is equal to 0 for tр0 and equal to C j Ј j (t) for tϾ0, and ͑ii͒ writing A j Ј j (E;T) as 
where b T (t) is the ''boxcar'' function defined by b T (t)ϭ1 for ͉t͉рT, and b T (t)ϭ0 for ͉t͉ϾT. It is possible to make the reaction probability curve look ''nicer'' by using a ''window function,'' or an ''apodization function,'' which leads to smaller side lobes. 40 However, the removal of side lobes with an apodization technique comes at a cost, in that the central feature associated with the resonance ͑a peak or a Fano profile͒ is less well described, and the spectral resolution is decreased 40 ͓a closer look at Fig. 3 reveals that the reaction probability curves obtained with the ABC (Tϭ90 000) and hybrid methods differ not only in the occurrence of the side lobes, but also in the description of the large peak͔. In order to obtain a good approximation to the ''true'' A j Ј j (E) near a resonance energy, it is necessary to analytically continue the signal C j Ј j (t) beyond tϭT and take the half-Fourier transform from tϭ0 to ϩϱ, as is done in the hybrid method, thereby avoiding ''pollution'' of A j Ј j (E) through convolution with a function whose Fourier transform is the window function that one must otherwise employ.
An important factor in determining the viability of any hybrid method is calculational expense. Thus far, we have compared the methods on their ability to accurately calculate resonances and reproduce long-time scattering results. Now we consider the computational efficiency of each technique. Table III gives a breakdown of time spent on each aspect of the calculations by each hybrid method. The CPU time required to perform the propagation is shorter for the ABC-FDG method, despite the fact that the propagation time is longer. The ABC integrator is significantly more efficient than the Chebyshev integrator because it requires fewer Hamiltonian operations overall, and can be implemented with real operator algebra for this particular problem. The Chebyshev integrator in the C-L method could be replaced by the ABC evolution operator to make the method more efficient in this respect, but an awkward aspect of the method would be that different optical potentials are used by the ABC propagator and Lanczos method. 14, 19 The time required to calculate resonance data in the C-L method is of greater concern. The C-L method (T ϭ54 000 a.u.) takes more than 30 times as long as the ABC-FDG method to complete the resonance calculation! Previously, it was shown that this particular C-L calculation only leads to a one-third saving over long-time propagation. 14 We investigated whether the Lanczos procedure could be made more efficient by extending the propagation time. This allows direct scattering states more time to decay, improving the overlap of ⌿(T) with the important resonances. Table II shows the number of Lanczos iterations needed to accurately calculate each resonance for a propagation time of Tϭ90 000 a.u. A comparison with the Tϭ54 000 a.u. C-L results reveal that the convergence of certain narrow resonant states is more rapid for the longer propagation time. In fact, all but one of the resonances converge within 10 000 iterations; many of the Tϭ54 000 a.u. states take 30 000. On the other hand, several of the broader resonances found in the Tϭ54 000 a.u. calculation are not seen at all in the calculation with Tϭ90 000 a.u.
If the C-L method is used with Tϭ90 000 a.u. and N L max ϭ10 000, a significant time saving results, as seen in Table III . The 10 000 iteration resonance calculation re- quired only about one-fifth of the time needed to complete 30 000 iterations. Of course, this reduction must be balanced against the extra time spent in propagation, but the total time required for the (Tϭ90 000 a.u., N L max ϭ10 000) scattering calculation was still more than a factor of 2 shorter than the (Tϭ54 000 a.u., N L max ϭ30 000) calculation. Figure 3 shows that the reaction probabilities obtained from the (Tϭ90 000 a.u., N L max ϭ10 000) calculation, in the energy domain most affected by broad resonances, are in relatively good agreement with those for the (T ϭ54 000 a.u., N L max ϭ30 000) calculation. This is despite the fact that only one resonance from the energy range in question ͑i.e., number 21 in Table II ; note that number 25 was not extracted by the 10 000 iteration calculation͒ was included in the extrapolation to long times. The maximum difference between the two probabilities for the energy range shown was found to be 0.004, about one-third of the value for the ABC-FDG method ͑this may, of course, be partially due to the different optical potentials utilized by the methods͒.
The choice between the two hybrid methods thus comes down to priorities. If an application calls for all resonances to be accurately calculated, and computational expense is not of great concern, the C-L method would probably be most appropriate. As we have shown here, care should be taken in balancing propagation time with Lanczos iterations; if the propagation is too long, fewer iterations will be needed, but not all resonances will be extracted. If resonance information is simply to be used as a means of obtaining accurate scattering results, and computation time is at a premium, then the ABC-FDG method is better suited.
Ideally, a method should accurately calculate all resonances at reasonable computational expense. We believe extensions based on FDG offer the most promise in this respect. The economy of the FDG method is very good, and it scales well with the size of the problem at hand. Although our results have indicated that the current version of the ABC-FDG method may not be effective for reactions such as HϩO 2 42,43 and the unimolecular decay of H 3 ϩ , 38 which exhibit a large number of overlapping resonances, another FDG based method utilizing a boxlike filter function was recently used to successfully calculate the resonance states of the latter system. 38 This suggests that with fine tuning our hybrid method could also be effective for systems with many overlapping resonances. In any case, we would expect Lanczos-based methods to be very expensive for such systems ͑as was found in the current example͒: as is well known, the more closely spaced are the eigenvalues, the more iterations are required by the method to converge them. 21 Improvements to the ABC-FDG hybrid method may also be achieved by implementing a recently developed variation of FDG that involves calculating cross correlation functions from multiple wave packet propagations. 44 The technique was applied to a test system, and found to not only improve the accuracy of calculated resonances, but also the quantity of resonances yielded. Even broad, overlapping resonances were accurately extracted.
This approach seems to offer much promise, although consideration would need to be given as to how it could be applied to scattering in the framework of the hybrid method. For example, as implemented in the test calculations, resonance information was extracted from multiple propagated wave functions starting from random initial wave packets. 44 In the present FDG implementation of the hybrid method, which does not require the explicit calculation of energydependent basis functions or resonance wave functions ͑other than at the analysis value of the scattering coordinate͒, the single initial wave packet propagated and analyzed in the FDG part of the calculation must be the same as the initial wave function in the scattering part. This wave function is not selected at random, but is taken as the product of an internal state wave function with a wave packet for the scattering coordinate. For the extended FDG method to work within the framework of the hybrid method-without excessive memory requirements-we anticipate that one of the FDG initial wave packets will need to be equal to the initial wave function in the scattering calculation. The performance of such a method will be the subject of future research.
IV. CONCLUDING REMARKS
Time-dependent wave packet methods are becoming a popular means of solving scattering problems, but computational expense can escalate in the presence of long-lived resonant states, which necessitate longer propagation. Hybrid methods, which combine a short-time wave packet propagation with resonance calculations to extrapolate long-time behavior, offer one solution. In this work we have compared two such methods: The first ͑C-L͒ couples a multistep Chebyshev propagator with a Lanczos method for the calculation of resonances, and the second ͑ABC-FDG͒ combines the absorbing boundary condition ͑ABC͒ evolution operator with filter diagonalization ͑FDG͒ for the resonance calculation. Each method was applied to a 4-D reactive moleculesurface scattering problem ͓H 2 ϩCu(100)͔.
Of the two hybrid methods, the C-L method was found most effective for calculating all resonances, but required almost ten times as much CPU time as the ABC-FDG method to do so. Increasing the wave packet propagation time gave rise to an overall saving of computation time by facilitating a reduction in the number of Lanczos iterations required to produce accurate scattering results; however, this approach had the drawback that some broader resonances were not detected. This C-L method is recommended for smaller systems where accurate resonance information is required, and computational expense is not of major concern.
The ABC-FDG method-as implemented-seemed to have difficulty distinguishing overlapping resonant states; it failed to detect some of the broader resonances that happened to have neighbors close in energy. The method did, however, yield most of the narrow resonances, which are most important for the extrapolation of scattering data to long times. Although many broader resonances remained hidden, reasonable scattering results were obtained by propagating the wave packet longer ͑but still much shorter than a long-time propagation͒, thus allowing the ''rogue'' resonances to decay. The computational economy of the ABC-FDG method makes it the most promising of the two hybrid methods tried, for development, and the application to larger systems.
