We discuss several facts related to numerical-analytic methods for boundary value problems for first order ordinary and functional differential equations. A numerical-analytic scheme of investigation of a two-point boundary value problem for functional differential equations is stated.
INTRODUCTION
It may be well agreed upon the philosophical thesis that the two basic questions for any boundary value problem are how to:
(E) Prove the existence of a solution in a given set.
(A) Choose a suitable approximation scheme that can be used for its practical finding.
As a rule, these two points are treated by methods that essentially differ from one another both in their nature and, what is most unhappy, in the prerequisites needed to guarantee their applicability. Indeed, the powerful armoury of topological methods, which can be regarded as a source of the majority of existence theorems and allows one to treat very rich classes of equations in a truly sophisticated manner, is firmly focused on answering question (E), providing only the very fact of the existence of a solution as the ultimate result, with some or another additional information on its spatial localisation at most, and usually no hints for its efficient construction. In other words, techniques based on a priori estimates and continuation, as a rule, allow one to study question (E) only.
On the other hand, with very few exceptions, all the numerical methods providing one tools for addressing question (A), can only be applied when the solvability of the problem under consideration is known, i. e., one should assume that (E) has already been solved.
One thus has to deal with two or more kinds of techniques to solve both (E) and (A). This is the case, for example, when Galerkin-type methods are used to construct a solution the existence of which has been proved by using topological methods [8] . The choice of a suitable combination of methods, however, may be quite problematic because the applicability conditions are usually different. This is the case, for example, when, for a problem with discontinuities, some conditions providing a priori estimates turn out to be sufficient for solving (E), whereas for the convergence of a discretisation scheme leading one to the resolution of (A), some smoothness restrictions are needed. Such a situation is rather generic.
In order to overcome this complication, one may choose either to renounce the mathematical rigorousness to some extent by relying on one's intuition and treating (A) without a complete substantiation of the discretisation method in use, or to try to apply an approach that would, under suitable assumptions, help in solving both (E) and (A) with sufficient strictness.
The latter choice is a matter of general expediency and personal preference. In particular, when the non-linear terms exhibit some kind of monotone behaviour, it makes sense to try the two-sided approximation methods (or, in an alternative terminology, monotone-iterative techniques [6, 9] ), having their origin in the method introduced by Chaplygin in 1919 (see [2, 10, 13] ). In case of success, one proves the solvability of the problem and constructs two sequences that approximate the solutions from below and from above respectively with increasing accuracy. However, the key assumption allowing one to apply such techniques requires the existence of the initial couple of approximations which, in the theory of differential equations, are usually called lower and upper functions (see, e. g., [15] ). The latter non-trivial assumption, as a rule, is not easy to verify, and even more, the question on the construction of such a pair of elements may turn out to be comparable in complexity with the original problem. The interested reader may refer to the book [14] for a clear exposition of this matter in a general setting involving heterotone operators (now frequently called mixed monotone, apparently due to [4] ).
The aim of this note is to outline the advantages that the so-called numerical-analytic methods may have when one is interested in treating (E) and (A) simultaneously. The idea dates back to the works of Lyapunov and Schmidt [11, 37] and suggests one to decompose the space in such a way that the given operator equation, under appropriate assumptions, is reduced to a system of finitely many numerical equations usually referred to as determining equations (see [3, 7, 39, 40] for a detailed exposition).
We are interested in the efficient realisation of this idea developed by Samoilenko [33, 34] , motivated by [1, 5] , and, in the periodic case, known under the name method of periodic successive approximations [17, 35] . We refer the reader to [17, 24, 35, 36] for more details. Many comments and references on this topic can also be found in the survey [25] [26] [27] [28] [29] [30] [31] . Among recent papers devoted to the subject discussed, we mention [18] [19] [20] [21] 23 ].
Here, we breafly describe an approach of this kind adopted to two-point boundary value problems for systems of functional differential equations.
Consider the system of functional differential systems
determined by a non-linear operator f :
Equation (1) is studied under the two-point linear boundary conditions of a non-separated type
where d ∈ R n and B is a non-singular matrix. Without loss of generality, one may restrict oneself to the boundary condition of the particular form
SUCCESSIVE APPROXIMATIONS
We look for a solution of problem (1), (3) among functions having initial value in the cone segment z 0 , z 1 of the form
where z 0 and z 1 are certain fixed vectors. Geometrically, this means that we fix a strip-like region where x(a) for a potential solution x(·) may vary. Here and below, the inequalities for vectors and matrices are understood in the componentwise sense.
for all u and v from B.
The positivity of l in the last definition is understood in the following sense.
The Lipschitz condition (5) will be assumed in tube-like regions. More precisely, given any vectors y 0 and y 1 from R n , we define the set B(y 0 , y 1 ) by putting
In the sequel, we restrict our consideration to the case where the positive linear operator l : 
for all i, j = 1, 2, . . . , n, where
and the operators l i j :
. . , n, are the components of l defined according the formula
for all i, j = 1, 2, . . . , n and u ∈ C([a, b], R).
It is clear that, under assumption (7), the components
of the square matrix
are finite for any i, j = 1, 2, . . . , n. Since σ is a non-negative function and the operator l is positive, it is clear that all the elements of V are non-negative. Inequality (7), in fact, is a growth restriction for the components of l.
Our numerical-analytic study of solutions of the boundary value problem (1), (3) is based upon the use of the function sequence determined by the recurrence relation
with x 0 (·, z) := ϕ z , where
for any z ∈ z 0 , z 1 and
for all y ∈ L 1 ([a, b], R n ) and t ∈ [a, b]. The vector z in (12) is considered as an unknown parameter varying between z 0 and z 1 . The projector P arises here in a natural way (see, e. g., [17, 35] and [32, p. 88 
]).
It is easy to verify that, for every m = 0, 1, 2, . . . function (12) satisfies the boundary condition (3) for an arbitrary value of z. In what follows, this important observation allows one to "forget" about the boundary condition because all the functions that can potentially be considered as approximations already satisfy it.
Let us introduce into consideration the n × n matrices A − = (ā −; i, j ) n i, j=1 andĀ − = (ā −; i, j ) n i, j=1 with the elements defined by the equalities
and
Finally, we put
for all z ∈ z 0 , z 1 , where ϕ z is the function defined by (13 Theorem 3.1. Assume that f satisfies the Lipschitz condition (5) on the set B(−ρ * +Ā − z 0 − A + z 1 ,Ā − z 1 + ρ * ), where
and l :
is a certain positive linear operator with property (7). Furthermore, assume that the corresponding matrix V = (v i j ) n i, j=1 with elements (10) satisfies the condition
Then:
1. For any fixed z ∈ z 0 , z 1 , the sequence of functions (12) converges uniformly on [a, b] to a function
possessing the properties
2. The formula
introduces a well defined single-valued function ∆ : z 0 , z 1 → R n .
The limit function (20)
for all fixed z ∈ z 0 , z 1 is a solution of the Cauchy problem
where the vector function ∆ : z 0 , z 1 → R n is given by (21).
4. For all fixed z ∈ z 0 , z 1 and m ≥ 1, the estimate
holds, wherẽ
It is important to obverve that the Lipschitz condition (5) in Theorem 3.1 is assumed on the bounded set B(−ρ * +Ā − z 0 − A + z 1 ,Ā − z 1 + ρ * ) only and, in general, may not be satisfied globally. The convergence of the successive approximations is then guaranteed by the smallness condition (19) for the eigenvalues of the matrix V .
One can specify other convergence conditions which do not depend on property (7) (see, e. g., [23] ). Note, however, that assumption (7) is satisfied in many cases. For example, if the components of the Lipschitz operator l in (5) have the form 
that (7) holds, in particular, if either the function
The following general statement on the solvability of the boundary value problem (1), (3) holds. 
where ∆ : z 0 , z 1 → R n is given by (21).
Equations of type (26) are usually referred to as determining equations [3, 35] because they determine the actual values of the parameters z ∈ z 0 , z 1 involved in the iteration process (12) . Likewise, ∆ : z 0 , z 1 → R n given by (21) is often called a determining function for problem (1), (3). Theorem 3.2 reduces the boundary value problem (1), (3) to the finite-dimensional system of equations (26).
APPROXIMATE DETERMINING EQUATIONS
The main difficulty related to the determining system (26) is that the explicit form of the vector field ∆ is unknown. A constructive investigation of problem (1), (3) with the help of Theorem 3.2 is carried out by passing from the exact determining equation (26) to some its approximations. In practice, it is natural to fix some m ≥ 1, introduce the mth approximate determining function ∆ m : z 0 , z 1 → R n by setting
for all z ∈ z 0 , z 1 and, instead of the inconvenient equation (26) , consider the mth approximate determining equation of the form
It should be noted that, in contrast to (26) , the new equation (28) is constructed directly based on the function x m (·, z) and does not involve any unknown terms. It turns out that, under suitable assumptions, the function
wherez is a root of the system of equations (28), can be regarded as an mth approximation to a solution of problem (1), (3) . We need a definition describing a kind of the strict inequality for vector functions.
Definition 4.1. Let S ⊂ R n be an arbitrary non-empty set. For any pair of functions g j = col g j,1 , . . . , g j,n , j = 1, 2, we write g 1 S g 2 (30) if and only if there exists a function ν : S → {1, 2, . . . , n} such that the strict inequality
holds for all x ∈ S.
The following statement gives conditions sufficient for the solvability of the boundary value problem (1), (3) based on properties of a certain fixed member of the recurrence sequence (12) . 
where ω : z 0 , z 1 → R n is the function given by (17) andṼ is the matrix (24) . Let, moreover,
Then there exists a certain z * ∈ Ω such that the function x ∞ (·, z * ) is a solution of the boundary value problem (1), (3).
It follows from the last theorem that, once the existence of a solution is proved on the mth step of iteration after the verification of conditions (32) and (33) , one is also able to construct its approximation according to formula (29) by solving the system of n numerical equations (28) the form of which is known explicitly. The corresponding error estimates are derived from the properties of the recurrence sequence (12)
COMMENTS
The following features of the scheme described above should be mentioned:
• The Lipschitz condition is assumed on a bounded set.
• There is no assumption on the existence and uniqueness of a solution of the Cauchy problem. Moreover, in the class of equations (1), there is no unique solvability of this problem in general (which property, in particular, affects shooting methods [38] ). It is also essential that this is not a matter of sufficient smoothness of coefficients: for example, the initial value problem u(a) = 0 for the simplest functional differential equation
where −∞ < a < b < ∞ and q : • In contrast to Galerkin-type methods, there is no need to recalculate all the data when passing to the next step.
• The scheme works well on tiny intervals. For example, when looking for 2πω −1 -periodic solutions with, e. g., ω = 10 10 , one does not have to discretise the equation with step less than 10 −11 .
• Can be adopted for equations with various kinds of argument deviations and more complicated boundary conditions (see, e. g., [16, 17, 22] ).
• In contrast to monotone-iterative methods, there are no difficulties with the selection of the starting approximation (indeed, the function ϕ z in (12) is constructed directly according to (13) using the form of the boundary condition (3)).
• One can combine this approach with other techniques (e. g., polynomial interpolation [21, 36] ) that facilitate the realisation of its analytic part.
• The approximate solution, constructed explicitly in a finite number of steps, helps in proving the existence of an exact one.
