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The framework to approach quasi-classical dynamics in the electronic ground state is well established and
is based on the Kubo-transformed time correlation function (TCF), being the most classical-like quantum
TCF. Here we discuss whether the choice of the Kubo-transformed TCF as a starting point for simulating
vibronic spectra is as unambiguous as it is for vibrational ones. A generalized quantum TCF is proposed that
contains many of the well-established TCFs as particular cases. It provides a framework to develop numerical
protocols for simulating vibronic spectra via quasi-classical trajectory-based methods that allow for dynamics
on many potential energy surfaces and nuclear quantum effects. The performance of the methods based on
the well-known TCFs is investigated on 1D anharmonic model systems at finite temperatures. The flexibility
inherent to the formulation of the generalized TCF provides a route to construct new TCFs that may lead
to better numerical protocols as is shown on the same models.
I. INTRODUCTION
Understanding the dynamics of complex many-body
systems is the grand challenge of theoretical chemistry
and molecular physics. Recent decade witnessed a spec-
tacular progress in (non-linear) experimental spectro-
scopic techniques1–3 in various frequency ranges, owing
to the appearance of ultra-short pulses and intense light
sources.4–7 The resulting vibrational, electronic and vi-
bronic spectra provide comprehensive information about
the dynamical processes, when interpreted and under-
stood with the help of proper theoretical tools.
From the theoretical standpoint, there exist two lim-
iting strategies to simulate vibronic spectra, that is en-
ergy and time-domain approaches. For the former, in
the simplest case single-point electronic structure calcula-
tions are performed and broadening is included on a phe-
nomenological level.1,8 Further, nuclear vibrations can
be treated within the Franck-Condon model assuming
shifted harmonic potentials for the initial and final elec-
tronic states.2,8–10 Still, this approach is not appropriate
for cases where strong anharmonicities, bond formation
or cleavage, and/or pronounced conformational changes
are observed. In the time domain arguably the best ap-
proach is to perform wavepacket quantum dynamics nu-
merically exactly.9,11–15 However, it usually requires an
expensive pre-computation of many-dimensional poten-
tial energy surfaces (PES) and is limited to small systems
or is based on a reduction of dimensionality. Many at-
tempts to bridge the gap between the two extrema, which
are not possible to review in detail here, were made,
see Refs. 16–18 and references therein for selected ex-
amples. The consensus is that it is desirable to have a
method that would combine the advantages of the two
limiting strategies in an optimal way. If one starts from
the energy-domain approaches, a step in this direction
a)
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is to sample nuclear distributions in the phase space via
molecular dynamics (MD) methods.2,19 It leads to a more
realistic description of conformational and environmental
effects,20–22 but still lacks information about correlated
nuclear motion and thus, for instance, is not capable of
reproducing vibronic progressions. Correlations can be
included by recasting the quantities of interest in terms
of time correlation functions (TCFs).1,2,23–25
Recently, we have developed such an extension to
the state-of-the-art sampling approach to X-ray spec-
troscopy, in particular to X-ray absorption and resonant
inelastic X-ray scattering spectra.26,27 Further improve-
ments of the method should attack the main approxi-
mations behind it: the Born-Oppenheimer approxima-
tion and the dynamical classical limit (DCL).2 The for-
mer leads to a neglect of non-adiabatic effects, which are
conventionally treated via surface hopping methods,28,29
mean-field (Ehrenfest) dynamics,29 multiple spawning
techniques,16,30 classical and semiclassical mapping ap-
proaches,31–33 exact factorization perspective34,35 and
Bohmian dynamics36 to mention but few, see, e.g.,
Refs. 18, 37, and 38 for review. The consequences of
the DCL approximation are twofold. First, the nuclear
dynamics is exclusively due to forces in the electronic
ground state. It leads to the complete loss of information
about the excited state dynamics and can cause wrong
frequencies and shapes of the vibronic progressions in
certain physical situations, although the envelopes of the
vibronic bands may be reproduced reasonably well.39,40
Furthermore, at ambient temperatures the ground state
trajectory is confined in a small region near the potential
minimum, i.e. within DCL one cannot describe excited-
state dynamics such as dissociation. Further, the nuclei
are treated as point particles, sacrificing their quantum
nature, in particular zero-point energy and tunneling ef-
fects. This might lead to qualitatively wrong dynamics
and even sampling, if light atoms, shallow PESs and/or
isotope substitutions are involved, as have been shown
on numerous examples starting from small molecules in
gas phase to biomolecules.41–44
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2In order to improve on the DCL, a method that ex-
plicitly accounts for excited states’ dynamics is needed.
Following Ref. 45, one can derive a semiclassical approx-
imation to the absorption cross section that leads to the
dynamics that is performed on the arithmetic mean of
the ground and excited state PESs, hence referred to as
the averaged classical limit (ACL) method. Note that
such a derivation for resonant Raman spectra leads to
the known expression derived by Shi and Geva.46,47 The
authors evaluated the quality of the ACL method on sim-
ple test systems and found it satisfactory.
For inclusion of quantum effects, Feynman path inte-
grals (PI) provide hitherto the most elegant and robust
solution for trajectory-based approaches.19,48–50 Here,
the ring polymer molecular dynamics (RPMD) method51
enjoyed success in simulating quasi-classical dynamics,
see e.g. Ref. 52 for review. Further, two similar non-
adiabatic versions of RPMD (NRPMD) had been de-
veloped,53,54 based on the mapping approach.37,55 This
method allows for all the aspects discussed above and is
a suitable method of choice, given an efficient simulation
protocol is provided.56 The cornerstone of (N)RPMD is
the Kubo-transformed TCF, which is the most classical-
like quantum TCF, since it is real-valued and symmetric
with respect to time reversal. Nonetheless, when it comes
to practical evaluation of vibronic spectra, the Kubo TCF
either becomes non-tractable by MD methods or has to
be decomposed into the contributions that do not have
the beneficial properties of the original TCF, in particular
they are no more real functions of time, see Sec. II B for
details. This poses the central question of this work, that
is whether the choice of the Kubo TCF as the starting
point for simulating vibronic spectra is as unambiguous
as it is in infrared spectroscopy.25,51,57
In anticipation of our results, we propose a generalized
TCF that contains most of the well-established ones, in-
cluding the Kubo TCF, as particular cases. The practi-
cal recipe for simulating absorption spectra based on it
employs the dynamics with respect to several PESs and
incorporates nuclear quantum effects via the imaginary
time PI formalism. We demonstrate that the best results
indeed do not necessarily come from the Kubo TCF.
The paper is structured as follows. In Sec. II, a gen-
eralized TCF is introduced and approximations to it are
performed in the framework of the imaginary time PI
method. The connection of the developed formalism to
the well-established TCFs and methods are discussed in
Sec. II D. The results for parametrized one-dimensional
model systems (see Sec. III) are presented in Sec. IV
along with some recipes how to improve the numerical
behavior. Conclusions and outlook can be found in Sec. V
II. THEORY
A. Generalized time correlation function
The experimentally measured quantity, the absorption
cross-section is proportional to the lineshape function
S0(Ω) =
∞∫
−∞
dt e−iΩtC0(t) , (1)
which is given by the Fourier transform of the dipole
autocorrelation function2
C0(t) ≡
1
Z
tr
[
e−βHˆ dˆ(0)dˆ(t)
]
; (2)
the TCFs will be denoted with C and their respective
Fourier transforms with S throughout the manuscript.
Here Hˆ is the full molecular Hamiltonian of the system
including both electrons and nuclei, Z = tr[exp(−βHˆ)]
is the respective partition function, β ≡ 1/kBT being the
inverse temperature, and dˆ(t) is the total dipole operator
time-evolved with respect to Hˆ.
It is well known that many quantum TCFs can be
defined, all carrying the same information since their
Fourier transforms have simple relations.57 In particular,
applying a shift in imaginary time to the dipole autocor-
relation function, Eq. (2), leads to
Cλ(t) ≡ C0(t+ ıλ~) =
1
Z
tr
[
e−(β−λ)Hˆ dˆ(0)e−λHˆ dˆ(t)
]
,
(3)
hence referred to as the imaginary time shifted TCF. The
aforementioned relation for the Fourier transforms of Cλ
and C0 reads
Sλ(Ω) = e
−λΩ~S0(Ω) (4)
as it is shown in the Supplement. Integrating both sides
of this equation over λ from 0 to β yields the relation
between the absorption spectrum and the well-known
Kubo-transformed TCF.58 In an attempt to formulate
a more general and flexible approach that may lead to
more practical simulation protocols, we propose to em-
ploy a weighting function w(λ) for this integration lead-
ing to
1
β
β∫
0
dλw(λ)Sλ(Ω)︸ ︷︷ ︸
S¯w(Ω)
=
1
β
β∫
0
dλw(λ)e−λΩ~
︸ ︷︷ ︸
pw(Ω)
S0(Ω) , (5)
such that the absorption lineshape can be obtained as
S0(Ω) = p
−1
w (Ω)S¯w(Ω) . (6)
Naturally, setting w(λ) = 1 would yield back the Kubo-
transformed TCF.
3FIG. 1. Schematic picture of a spectrum resulting from the
two summands in Eq. (10). Note that the SCF, which would
lead to different relative intensities at ±ε, is not applied.
Given the flexibility provided by the arbitrary choice
of the weighting function w(λ), we attempt to find a rea-
sonable approximation to C¯w(t),
C¯w(t) =
1
β
β∫
0
dλw(λ)Cλ(t) , (7)
which is a time-domain version of S¯w(Ω), rather than to
approximate the desired lineshape function, S0(Ω), di-
rectly. The prefactor p−1w (Ω) in Eq. (6) compensates the
performed shift in the imaginary time and is thus re-
ferred to as the shift correction factor (SCF). As it will
become clear later, the SCF acts as a “magnifying glass”
or a “filter” emphasizing certain contributions stemming
from particular λ and suppressing the others. It is worth
noting that Eq. (6) serves as a common starting point for
several popular approximations to vibronic spectroscopy
as will be shown later.
B. Practical considerations
In order to formulate a reasonable approximation to
C¯w(t), the central object to consider is the imaginary
time shifted TCF, Cλ(t), defined in Eq. (3). Assum-
ing the Born-Oppenheimer approximation and evaluat-
ing the electronic part of the trace in Eq. (3) in the adi-
abatic basis |a〉 yields
Cλ(t) =
1
Z
∑
a,b
Tr
[
e−(β−λ)HˆaDˆab e
−λHˆbeıHˆbt/~Dˆbae
−ıHˆat/~
]
,
(8)
where the capital Tr[•] stands for a trace in the nuclear
Hilbert space only, Hˆa corresponds to the nuclear Hamil-
tonian with the PES of the a-th electronic eigenstate and
Dˆab = 〈a|dˆ|b〉 is the transition dipole moment. For the
sake of brevity a single transition from an initial elec-
tronic state g to a final state f of a two-level system is
considered in the following. The generalization to the
case of many states is straightforward.
Spelling out the electronic trace in Eq. (8) leads to
Cλ(t) =
1
Z
Tr
[
e−(β−λ)HˆgDˆgfe
−λHˆf eıHˆf t/~Dˆfg e
−ıHˆgt/~+
e−(β−λ)Hˆf Dˆfg e
−λHˆgeıHˆgt/~Dˆgfe
−ıHˆf t/~
]
. (9)
It is possible to shift the final state Hamiltonian as Hˆf ≡
ˆ˜Hf + εfg such that the eigenvalues of Hˆg and shifted
ˆ˜Hf
are in the same energy range and thus the respective fre-
quencies are on the same (nuclear) timescale. Such a shift
is needed for practical purposes, since the TCF would
otherwise oscillate on the electronic timescales, which are
unresolvable by means of nuclear MD methods.26,27 To
reiterate, the shift is equal to zero by construction when
purely vibrational transitions are concerned and this is-
sue does not occur.
Applying the shift to Eq. (9) and evaluating the trace
in the nuclear eigenstates Hˆg|G〉 = EG|G〉 and ˆ˜Hf |F 〉 =
E˜F |F 〉 yield
Cλ(t) =
1
Z
∑
G,F
e−(β−λ)EGe−λ(E˜F+εfg)|〈G|Dˆgf |F 〉|2ei(εfg+E˜F−EG)t/~
+
1
Z
∑
G,F
e−(β−λ)(E˜F+εfg)e−λEG |〈G|Dˆgf |F 〉|2e−i(εfg+E˜F−EG)t/~ ; (10)
note the different sign in front of εfg in the phase
factors. The transitions due to the first and second
summands group near the shift frequencies ±εfg. If
εfg  E˜F − EG, it becomes apparent that both sum-
mands yield completely isolated spectral features around
Ω = ±εfg, see Fig. 1. This makes MD methods unsuit-
able for the present purpose, as the spectrum covers fre-
quency ranges unaccessible to them. Consequently both
summands have to be considered individually in practice.
However, the TCFs described by the individual terms do
not have the properties of the common TCFs described
by Eq. (9). For instance, the respective terms for Kubo
TCF would become complex when treated this way, as
can be easily seen by choosing w(λ) = 1. Therefore the
terms themselves do not constitute an obvious choice for
an approximation by (quasi-)classical methods. In a nut-
shell, for a practical application one can not approximate
the TCF given by Eq. (9) directly, as it requires treat-
ing the dynamics on the electronic timescales, whereas
approximating the summands therein individually does
4not favor the Kubo-transformed TCF, because the sum-
mands are not real functions of time. In the following
only the first term in Eq. (9) is considered, since only
the feature on the positive part of the frequency axis is
important for absorption spectroscopy.
C. Vibronic Spectra via imaginary time PI methods
In the spirit of RPMD techniques, it is useful to con-
sider the quantity of interest, Cλ(t), at time zero for any
given λ.51 To reiterate, only the summand that lead to
absorption spectra is kept in the expression for Cλ(t),
Eq. (9). The nuclear trace therein is evaluated in the co-
ordinate representation and the shift in imaginary time is
equidistantly discretized, i.e. λ = lβ/P , where l ∈ [0, P ]
and P > 0 is a natural number which will become later
the number of beads in the ring polymer. The result has
the form of a configuration-space average
Cλ(0) =
1
Z
∫
dR0〈R0|e−(P−l)βHˆg/P Dˆgfe−lβHˆf/P Dˆfg |R0〉 ,
(11)
where R describes the positions of all the nuclei in the
system; note that since l is a discretized version of λ
we use both interchangeably to simplify the notation.
Following the standard imaginary time path integral
approach,50,59 each exponential term exp(−jβHˆa/P ),
where a = g, f and j = P − l, l can be written as a
product of j identical factors exp(−βHˆa/P ). Further,
in total P − 2 spatial closures ∫ dRk|Rk〉〈Rk| = 1 with
k = 1, . . . l−1 and k = l+1, . . . P−1 for a = f and a = g,
respectively, are inserted in between those factors. One
additional closure with k = l is put right next to Dˆgf yield-
ing the corresponding eigenvalue Dˆgf |Rl〉 = Dgf (Rl)|Rl〉
as it happens for Dˆfg |R0〉 as well. The resulting matrix el-
ements 〈Rk+1| exp(−βHˆa/P )|Rk〉 are approximated via
the symmetric Trotter factorization in order to sepa-
rate position- and momentum-dependent terms. The for-
mer result in the respective eigenvalues, whereas the lat-
ter are supplied by the momenta closures leading after
some straightforward algebra to the well-known kinetic
(spring) terms. These terms stand for harmonic springs
connecting adjacent beads of the resulting ring polymer;
note that they are state-independent and thus coincide
for Hˆg and Hˆf . Finally, the value Cλ(0) gets the form of
a configuration integral over the ring polymer coordinate
space
Cλ(0) ≈
1
Z
∫
dR e−βUl(R)Dgf (Rl)D
f
g (R0) , (12)
where R = (R0, . . .RP−1)
T is the ring polymer config-
uration obeying the cyclic condition RP = R0 and the
FIG. 2. Sketch of the effective ring polymer potential,
Eq. (13) for the case P = 9 and l = 4, where the 0-th and
the l-th bead are marked. The PESs Vg and Vf are shown in
red and blue, respectively. The color of the beads that ”feel“
one of the PESs is chosen accordingly.
effective ring polymer potential
Ul(R) = K(R) +
1
P
[
l∑
k=0
ηkVf (Rk) +
P∑
k=l
ηkVg(Rk)
]
,
(13)
K(R) =
P−1∑
k=0
P
2β2~2
(Rk −Rk+1)TM(Rk −Rk+1) .
(14)
Here K denotes the kinetic spring term, M is the nuclear
mass matrix and ηk is equal to 1/2 if k corresponds to the
first or the last summand, to 0 if there is only one sum-
mand, which is the case if l = 0, P , and to 1 in all other
cases. Importantly each value of l defines a particular
PES and thus a particular realization of the ring poly-
mer, undergoing different dynamics as will become clear
later, see Eq. (21). An example of such a realization of
the ring polymer is illustrated in Fig. 2. One sees that
there are two sets of beads, which “feel” either the upper
or the lower PES as is illustrated by the blue or the red
color, respectively. Note that there are two “boundary”
beads that distinguish one set of beads from the other and
are influenced by the averaged potential (hence depicted
with both colors). The presence of the two distinguish-
able sets of beads breaks the cyclic symmetry of the ring
polymer. Remarkably, in the classical limit, P = 1, l can
be equal to 0 and 1 and thus there would be two realiza-
tions of the ring polymer according to Eq. (13). This can
be viewed as a consequence of the broken cyclic symme-
try of the ring polymer; note that when the PESs are the
same, the two potential energy terms in Eq. (13) coincide
yielding the standard PIMD expression for the ground
state dynamics. Equation 12 remains exact in the limit
P →∞.
In order to evaluate the configuration integral in
Eq. (12) correctly via the standard sampling methods,
the partition function that appears in the expression has
5to normalize the density exp[−βUl(R)]. Thus we have to
multiply and divide the expression by
Zλ = Tr
[
e−(β−λ)Hˆge−λHˆf
]
∝
∫
dR e−βUl(R) (15)
leading to a prefactor ξλ ≡ Zλ/Z that has to be cal-
culated. As it is derived in the Supplement, this pref-
actor can be conveniently and still numerically exactly
extracted as
ξλ =
exp
[
− ∫ λ
0
〈
Vˆf − Vˆg
〉
µ
dµ
]
1 + exp
[
− ∫ β
0
〈
Vˆf − Vˆg
〉
µ
dµ
] , (16)
where the average is defined as
〈•〉λ =
1
Zλ
Tr
[
e−(β−λ)Hˆge−λHˆf •
]
. (17)
Finally, putting together all the obtained results leads
to a relation for C¯w(0)
C¯w(0) ≈
1
P
P∑
l=0
ηlw(λ)ξλ
〈
Dgf (Rl)D
f
g (R0)
〉
λ
, (18)
where the imaginary time integration in Eq. (7) has been
discretized via the trapezoidal rule. It becomes apparent
at this point that one has to independently simulate each
summand in Eq. (18), which corresponds to the respec-
tive realization of the ring polymer defined by a particu-
lar value λ. The factor w(λ) provides an external weight
to the realizations and can be chosen arbitrarily, whereas
the factors ξλ are intrinsic weights that are dictated by
quantum statistical mechanics; note that we consider dis-
tinguishable particles only.
The remaining question is how to approximate
the nuclear dynamics, in particular, how to esti-
mate the non-classical time evolution in Eq. (8), i.e.
exp[−ıHˆf t/~]Dˆfg exp[ıHˆgt/~]. First, an effective Hamil-
tonian Hˆλ is defined for each point in the imaginary time
λ = lβ/P that corresponds to the effective potential
Ul(R), Eq. (13). Second, the Hamiltonian of the a-th
state is rewritten as Hˆa = Hˆλ + Hˆa − Hˆλ for a = g, f in
order to switch to the interaction representation1,2 that
yields
e−iHˆat/~ = e−iHˆλt/~ exp+
{
− ı
~
∫ t
0
[Hˆa(τ)− Hˆλ]dτ
}
(19)
where the time arguments represent a time evolution with
respect to Hˆλ. Third, the dynamics induced by Hˆλ are
approximated by the quasi-classical dynamics of the ring
polymer with respect to
Hλ(R,P) =
1
2P
PTM−1P+ Ul(R) (20)
and the operators are replaced by their classical counter-
parts. The momenta of the ring polymer P are introduced
as conjugate variables to the coordinates R in the usual
fashion. Finally, the desired TCF is approximated as
C¯w(t) ≈
1
P
P∑
l=0
ηlw(λ)ξλ〈
Dgf (Rl)D
f
g (R0(t))e
i/~
∫ t
0
[Vf (R0(τ))−Vg(R0(τ))]dτ
〉
λ
.
(21)
Equation (21) is the main theoretical result of this work.
It should be stressed that this approximation leaves the
density stationary at all times and excludes problems
such as the infamous zero-point energy leakage.60 Ad-
ditionally, this stationarity enables averaging along tra-
jectories, on top of the averaging with respect to the ini-
tial conditions thereby greatly improving the statistical
convergence. The generalization to a larger number of
states amounts to considering each transition separately
according to Eq. (21) and summing the results over.
D. Limiting cases
The formalism presented in the previous section as well
as several important limiting cases are sketched in Fig. 3.
The starting point is Eq. (5), where a specific choice of
the, in principle, arbitrary weighting function, w(λ), is
made. This choice defines the SCF and leads to a particu-
lar TCF, including most of the well-established ones. For
instance, choosing w(λ) = δ(λ), see left column therein,
defines a constant SCF equal to β and corresponds to the
standard dipole autocorrelation function, Eq. (2). Ap-
proximating the dynamics according to Eq. (21) would
lead to the dynamics with respect to the ground state
only, as it is done in the DCL, but taking nuclear quan-
tum effects into account, hence termed PI-DCL. The pure
DCL limit can be straightforwardly obtained by setting
the number of beads P = 1. The neglect of dynam-
ics leads to sampling approaches, and further sacrifice of
nuclear DOFs as such results in single point calculation
methods as it was discussed in the Introduction.
For the case w(λ) = δ(λ) there exists also a completely
different route to approximate the dynamics,45 starting
from Eq. (8) with λ = 0 in the Wigner representation
and taking the semiclassical limit. This results in the
ACL dynamics, that is, the dynamics on the averaged
PES U1/2 ≡ 1/2[Vg + Vf ]. In contrast to the approxima-
tion suggested in this work, the initial conditions for the
ACL are sampled with respect to the PES of the ground
state, U0, thereby making the density non-stationary.
The presence of these non-equilibrium dynamics causes
unphysical negativities in the spectrum as it is discussed
in Sec. IV A and is proven in the Supplement.
Interestingly, the same approximation to the dynam-
ics can be obtained within the presented formalism, by
setting w(λ) = δ(λ − β/2), see second column in Fig. 3,
6FIG. 3. Sketch of the developed formalism with several examples of the weighting function w(λ) that lead to the well-established
TCFs. The legend on the right hand side deciphers the employed convention.
which results in the Schofield TCF,61 being another TCF
that has the desired symmetry properties for quasi- or
semiclassical approximations.62,63 Then the P → 1 limit
of the corresponding ring polymer potential can be inter-
preted as the averaged PES, U1/2, defined above. Thus,
the dynamics in this case would be identical to the ACL
one with the big advantage that the density is stationary.
Since it stems from the Schofield TCF, it is referred to as
Schofield ACL (SACL) in the following. It is worth men-
tioning that analogous to ACL, one can obtain SACL by
starting from the Schofield TCF and following the semi-
classical route described in Ref. 45.
Choosing w(λ) = 1, which corresponds to a democratic
average over all possible ring polymer realizations, re-
sults in the Kubo TCF. We believe that Eq. (21) for this
choice of the weighting function constitutes the limit of
infinite number of mapping variables for the NRPMD
method53,56 in the adiabatic regime; note that a sim-
ilar suggestion was made in Ref. 56. Further, setting
Hˆf = Hˆg yields the standard Kubo-transformed TCF,
which serves as the basis for the state-of-the-art RPMD
method.51,52 Note that the real as well as the imagi-
nary part of C0(t) can be obtained by setting w(λ) =
δ(λ)± δ(λ− β), respectively.
III. COMPUTATIONAL DETAILS
In order to probe a chemically relevant regime, the pre-
sented protocol was applied to a diatomic which mimics
the OH bond of a gas-phase water molecule. The PESs
for the states, Vg and Vf , were represented by a Morse
potential Va(r) = Ea(1− exp[−αa(r − reqa )])2, where the
ground state parameters Eg = 0.185 au, αg = 1.21 au
−1
and reqg = 1.89 au were taken from the qSPC/Fw water
model and r is the distance between O and H atoms.64
To have non-trivial spectra, the frequency and the po-
sition of the minimum for the (final) excited state PES
were chosen to be different from the ground state ones,
whereas the dissociation energy, was set the same Ef =
Eg ≡ E. The particular values for the parameters αf
and reqf for the cases considered are given in the results
section and the respective PESs are sketched in the in-
sets of Fig. 4. Further, the Condon approximation for the
dipoles was used and the spectra were broadened with a
Gaussian function with the dispersion σ = 0.002 au to
account for dephasing due to the interactions with an
environment.
Spectra were simulated according to Eq. (21), with 500
uncorrelated initial conditions for each summand therein
(that is each realization of the ring polymer with respect
to λ) employing MD with a Langevin thermostat at two
7different temperatures; ACL required 5000 trajectories
due to non-stationarity of the dynamics. One was the
ambient T = 300.0 K corresponding to β~ωg = 18.6,
where ωg is the harmonic frequency of the ground state.
The other higher T = 1117.6 K implied β~ωg = 5. As
a side product of this sampling, the prefactors ξλ were
obtained via the gap average 〈Vˆf − Vˆg〉λ according to
Eq. (16). An MD trajectory according to Hλ with a
length of 12000.0 au and a timestep of 3.0 au was per-
formed using the Velocity-Verlet algorithm, starting from
each initial condition. The time evolution resulting from
the kinetic spring term has been performed analytically
as described in Ref. 65. The desired TCF was obtained as
an ensemble average, that is as an average over a swarm
of initial conditions and, owing to the stationarity of the
density, over time, that is along the trajectories. Exact
results were obtained in the basis of 50 eigenstates of the
harmonic oscillator with the frequency ωg.
IV. RESULTS AND DISCUSSION
A. Common weighting functions
The performance of all the aforementioned methods,
namely PI-DCL, DCL, ACL, Schofield, SACL and Kubo,
is compared against the numerically exact reference in
Fig. 4 for the two shifted Morse oscillators, see insets
therein. The shifts were chosen to be reqf − reqg =
0.22 au(left) and reqf −reqg = 0.5 au (right), with a moder-
ate ratio αf/αg = 0.86 and using ambient temperature.
In panel a1) therein the convergence of intrinsic weights,
ξλ, to the exact result is illustrated. To start, the weights
for P = 1 (classical case) are qualitatively wrong. In this
case there are only two points, corresponding to the two
realizations of the classical particle being either in the
ground or in the excited state, see Sec. II for a discus-
sion. Importantly, despite being an exponential quantity,
the intrinsic weights can be obtained with sufficient ac-
curacy with P = 16 and completely converge at P = 32;
note the log scale. These numbers of beads are typical
for reaching convergence for ground-state properties of
water at ambient conditions.60,66 It is natural to expect
the same convergence behavior, when the shift between
PESs is relatively small.
Switching to the absorption spectra depicted in
Fig. 4b1)-d1), one sees that the exact solution reveals a
typical Franck-Condon progression with a Huang-Rhys
factor below 0.5, which implies the maximal intensity at
the 0-0 transition.2,10 For P = 1, panel b1), DCL and
Kubo results are very similar, since ξ0 is much higher
than ξβ , see panel a1), and thus the contributions stem-
ming from the ground state play the most important
role. Both methods fail completely to reproduce the ex-
act spectrum in this parameter regime. In particular,
the intensities are dramatically overestimated (note the
scaling factor) and the maximum is not at the exact 0-0
transition. The vibronic progression is significantly sup-
pressed and features wrong frequencies and almost sym-
metrical shapes, as it was discussed for DCL before.26,27
The shape is more symmetrical for DCL than for Kubo,
because the Kubo SCF, being responsible for the detailed
balance, suppresses the signal below zero frequency; the
SCFs are listed in Fig. 3 and the non-trivial ones are plot-
ted in Fig. 6b). In contrast, ACL results satisfactorily
agree with the exact ones, apart from a slight difference
in the fundamental frequency. Also the infamous negativ-
ities, which are intrinsic to the method can be observed
to the left of the 0-0 transition. Finally, the spectral
intensities resulting from the Schofield function (SACL)
grow uncontrollably due to the SCF. To illustrate, the
SCF that reads exp[~βΩ/2], would yield approximately
3000, 9 · 106 and 2.7 · 1010 for the first, second and third
overtones of the characteristic frequency ωf , respectively;
note that whereas the frequency is growing linearly with
the vibrational quantum number in vibronic progression,
the SCF grows exponentially. This suggests that a more
suitable choice of the SCF can yield better numerical re-
sults, as is discussed in Sec. IV B.
When it comes to more beads, that is P = 16 in
panel c1), PI-DCL exhibits reasonable amplitudes but
still yields fairly symmetric wrong spectral shapes. This
is a manifestation of the fact that the ground-state dy-
namics only cannot reproduce the spectra which are sig-
nificantly dependent on the peculiarities of the excited
state. The Kubo results improve a lot with respect to the
spectral structure, as they include contributions from the
beads evolving on the PES of the excited state, included
due to the intrinsic weights in the proper way. The shape
is still not correct due to over-pronounced contributions
from large values of λ, which in principle can be healed
by a proper choice of the SCF, see Sec. IV B. Schofield
spectra still grow uncontrollably with frequency due to
the SCF, which does not depend on the number of beads.
All these findings remain the same when the spectra
are converged with respect to the number of beads, panel
d1), as it could be already anticipated from the small
difference of the intrinsic weights for P = 16 and P = 32
shown in panel a1).
In order to test a different regime, where the vibronic
progressions are more pronounced, the same system with
the displacement of the PESs increased to reqf − reqg =
0.5 au was considered, see right panels in Fig. 4. Fol-
lowing the same structure of the discussion, the curve
for intrinsic weights is an order of magnitude lower, is
much steeper at the imaginary time borders and con-
verges slower to the exact result. The latter is intuitively
expected, since a larger number of beads is needed to
account for the increased displacement of the PESs as
can be understood from Fig. 2. The difference between
ξ0 and ξβ for P = 1 suggests that the results for Kubo
and DCL would match even closer than it was observed
in panel b1). Indeed, the difference between the two is
barely visible, see panel b2); note that they are still not
identical due to the different SCFs. Again, both show
dramatically overestimated intensities and rather sym-
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FIG. 4. The two-level system with the parameters αf/αg = 0.86 at 300 K, left: r
eq
f −reqg = 0.22 au and right: reqf −reqg = 0.5 au,
see text. Panels a) Intrinsic weights, ξλ, b)-d) absorption spectra for P = 1, 16, 32, respectively. Potential energy surfaces are
sketched in the insets.
metric lineshapes, whereas the ACL spectra are qualita-
tively better, though suffer increasingly from the negativ-
ities. When the number of beads is increased to P = 16,
panel c2), the PI-DCL amplitude becomes very low due
to the underestimated intrinsic weight at λ = 0. The
Kubo spectrum improves over that from DCL but the
peaks are still much broader than in the QM reference
and are not at the correct positions. These trends are
preserved when the beads’ number is increased further
(P = 32, panel d2)). The PI-DCL amplitudes are getting
more reasonable supporting the notion of the converged
intrinsic factors, but the shape and peak positions still
do not fit to the QM result. The quality of Kubo spectra
improves further and the Schofield spectra diverge again.
Practically, there is no qualitative difference in terms of
the performance of each method for the two regimes con-
sidered.
Yet another possible regime can be accessed via in-
creasing the temperature (or, equivalently, by decreasing
the frequencies) while keeping the (other) parameters of
the ground and excited PESs the same, see Fig. 5. Start-
ing with the system with moderate shift in the left pan-
9els one can see that the intrinsic weights, ξλ, are con-
verged. Switching to the spectra in panel b1) one sees
that DCL and Kubo again fail to describe the exact spec-
trum. The ACL spectrum reveals small negativities and
slightly incorrect peak positions but overall demonstrates
the best agreement among the methods considered. In-
terestingly in this regime the Schofield spectrum remains
bound which can be explained by a more moderate SCF
as a consequence of the higher temperature. However the
intensities are still strongly overestimated especially for
higher frequencies.
While the number of beads is increased, panels c), the
PI-DCL results do not improve over pure DCL ones al-
though the amplitudes become better. The Kubo spec-
trum loses the fine structure whereas the envelop resem-
bles the shape of the exact result. The Schofield spectrum
again becomes unbound as it was for the lower tempera-
ture.
The conclusions for the other system are the same
apart from the exploding SACL spectra in panel b2) as
the interested reader can figure out.
B. Possible improvements
As it was shown in the previous section, ACL per-
forms generally quite well with respect to the lineshapes,
but reveals negativities due to non-equilibrium dynamics,
which is a rather severe problem. The equilibrium ver-
sion of ACL, which does not have this deficiency, stems
from Schofield correlation function, hence termed SACL
in Sec. II D. Unfortunately, the respective SCF is enor-
mously large in the relevant frequency regions (Fig. 6b))
thereby leading to a numerical instability (large times
small number) for spectra. It is thus desirable to preserve
the dynamics of SACL having a more “gentle” SCF. To
reiterate, in contrast to intrinsic weights ξλ dictated by
statistics, external weighting function w(λ) can be chosen
arbitrarily. One possibility is to choose
w(λ) = e−|λ−β/2| , (22)
which “smooths” the delta peak around β/2 (correspond-
ing to the Schofield TCF), with the smoothing being con-
trolled by the value of . It can be clearly seen in Fig. 6b)
that the resulting SCFs (green curves) indeed exhibit a
significantly more moderate growth with frequency. An-
other possibility logically follows from the conclusion that
Kubo performs reasonably well, but suffers from over-
pronounced contributions with large λ, thus, suggesting
w(λ) = e−λ . (23)
This constitutes a low-pass filter that suppresses the un-
wanted contributions to spectra. The respective filtered
intrinsic weights, ξλw(λ), are shown in the upper pan-
els of Fig. 6. One sees that the smoothed Schofield in-
cludes all the contributions keeping the emphasis on the
middle one, whereas the low-pass filter indeed suppresses
the contributions with large λ. To reiterate, Kubo and
Schofield can be viewed as two limiting cases, the former
taking all the contributions into account democratically
and the latter picking only a single (λ = β/2) contribu-
tion.
The respective spectra for the system with the small
shift are shown in the lower panels of Fig. 6; the results
for the other system are given in the Supplement. One
sees that at lower temperatures (larger β), panel c1) the
low-pass filter appears to be the better choice. In par-
ticular, it removes the over pronounced high frequency
contributions the Kubo results suffer from, whereas the
smoothed Schofield filter emphasizes these contributions
even more. However, the low-pass filter results in the
dynamical features that are washed out with respect to
the exact spectrum. In contrast, for the higher tem-
perature case low-pass performs as badly as the Kubo
does, whereas the smoothed Schofield filter reveals the
fine spectral structure with a decent quality. In both
cases the smoothed Schofield spectra stay bound, as it is
implied by the choice of the external weight. Unfortu-
nately the suggested weights did not improve the results
for the system with the larger shift, see Supplement.
To summarize, the present study suggests that a non-
standard form of w(λ) can be beneficial in comparison to
common choices with respect to quality and numerical
stability. However, a universal recipe for choosing the
weighting function is hard to formulate for the general
case and requires further investigations.
V. CONCLUSIONS AND OUTLOOK
The central question of this work was to determine
the optimal starting point for approximate quasi-classical
protocols aiming at vibronic spectroscopy. To reiter-
ate, the Kubo-transformed TCF enjoyed success in de-
scribing the ground state dynamics, due to fundamental
symmetry properties that make it the most classical-like
quantum TCF.51,57 Unfortunately, direct practical ap-
plication of the Kubo TCF to vibronic transitions leads
to either numerical or conceptual deficiencies, namely it
is either intractable numerically or becomes a complex
function. Therefore in the present work, we suggested a
generalized form of quantum time correlation functions
and several approximations based on it that can be used,
e.g., for the linear vibronic absorption spectroscopy. The
generalization is done via employing a shift in imaginary
time and introducing a weighting function, thereby unit-
ing many TCFs that have been reported in the literature
before as well as many other yet not considered variants.
Absorption spectra resulting from various weighting
functions and thereby from different TCFs were com-
pared against the exact results, which can be straight-
forwardly obtained for 1D two-level model system con-
sidered here. As it was already shown in the previous
works,26,27 DCL-based methods typically exhibit (incor-
rectly) symmetrical spectral shapes with possibly wrong
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FIG. 5. The structure of the figure coincides with that of Fig. 4 with the only difference being the higher temperature
T = 1117.6 (β~ωg = 5)
frequencies, when the ground and excited PESs differ sig-
nificantly. Apart from the negativities which stem from
the non-equilibrium dynamics, the results of the ACL
method agree well with exact spectra in terms of fre-
quencies and intensity ratios in vibronic progressions. We
would like to stress that these negativities are not trivial
artifacts that can be manually removed from the spec-
tra. A possible solution based on the Schofield TCF,
that leads to an equilibrium dynamics, suffers from an
unhealthy growth of the shift correction factor for both
low- and high-temperature regimes. The performance
of the popular Kubo TCF is in most cases not supe-
rior with respect to the aforementioned ones that treat
excited-state dynamics explicitly, exhibiting washed-out
fine spectral structures and/or incorrect frequencies and
intensities. The results could be improved upon choos-
ing a more complicated weighting function form, however
staying unsatisfactory for large shifts between ground
and excited state PESs.
To summarize, a successful method should employ dy-
namics, which accounts for the involved PESs simulta-
neously. The imaginary-time PI approach not only in-
corporates nuclear quantum effects, but also yields a
possibility to formulate a general form of the quantum
TCF. Approximations to the latter may provide more
practical numerical protocols than those based on the
state-of-the-art Kubo TCF. Nonetheless, the presented
formalism sacrifices the non-adiabatic effects; to allow
for them NRPMD53,54 is hitherto the method of choice.
We believe that the suggested methodology constitutes
the limit of infinite number of mapping variables for the
NRPMD method in the adiabatic regime.
The existing freedom for the choice of the SCF pro-
vides attractive possibilities for finding an optimal one
suited for a particular problem as well as, if possible, for
a class of problems or even for the general case. Prac-
tically, this can be done, e.g., using machine learning
techniques. Importantly, such an optimization can be
performed a posteriori based on the existing dynamical
results without recomputing them. Ideally, this should
be supported by a physical motivation that can specify
the particular form of the weighting function, or explain
the numerically obtained one. This is clearly a project
on its own, which requires a significant additional effort,
and is a subject for a future research.
11
0.01
0.1
0.5
 0  0.2  0.4  0.6  0.8  1
a1)
λ/β
QM
Kubo
smoothed Schofield
low-pass
0.01
0.1
1.0
 0  0.2  0.4  0.6  0.8  1
a2)
λ/β
QM
Kubo
smoothed Schofield
low-pass
          
b1) Kubo
Schofield
smoothed Schofield
low-pass
          
b2) Kubo
Schofield
smoothed Schofield
low-pass
-0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
c1)
P=32
Ω [au]
QM
Kubo
smoothed Schofield
low-pass
-0.02 -0.01 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07
c2)
P=32
Ω [au]
QM
Kubo
smoothed Schofield
low-pass
FIG. 6. The two-level system with the parameters, left: αf/αg = 0.77, df−dg = 0.17 au at T = 300 K and right: αf/αg = 0.86,
df − dg = 0.22 au at T = 1117.6 K, see text. The parameters for the latter coincide with that of left panels in Fig. 4. The
smoothing for the Schofield function βε = 4.8, and for the low-pass filter βε = 3.2. Panels a) Filtered intrinsic weights, ξλw(λ),
b) SCFs, c) absorption spectra for P = 32.
VI. SUPPLEMENTARY MATERIAL
The supplementary material contains the relation be-
tween Sλ(Ω) and the absorption line shape S0(Ω), the
derivation of the expression for the intrinsic weights,
Eq. (16), the proof that the negativities in the spectra
are due to non-equilibrium dynamics and the results of
applying the filters to the system with the large PES
shift.
ACKNOWLEDGMENTS
We acknowledge financial support by the Deutsche
Forschungsgemeinschaft (KU 952/10-1 (S.K.), IV 171/2-
1 (S.D.I.)).
1
S. Mukamel, Principles of nonlinear optical spectroscopy (Oxford
University Press, Oxford, 1995).
2
V. May and O. Ku¨hn, Charge and energy transfer dynamics in
molecular systems (Wiley-VCH, Weinheim, 2011).
3
P. Hamm and M. Zanni, Concepts and methods of 2D infrared
spectroscopy (Cambridge University Press, Cambridge, 2011).
4
H. Y. Hwang, S. Fleischer, N. C. Brandt, B. G. Perkins Jr.,
M. Liu, K. Fan, A. Sternbach, X. Zhang, R. D. Averitt, and
K. A. Nelson, J. Mod. Opt 62, 1447 (2015).
5
M. Cho, Chem. Rev. 108, 1331 (2008).
6
C. Milne, T. Penfold, and M. Chergui, Coord. Chem. Rev. 277-
278, 44 (2014).
7
S. M. Teichmann, F. Silva, S. L. Cousin, M. Hemmer, and
J. Biegert, Nat. Commun. 7, 11493 (2016).
8
S. Grimme, in Reviews in Computational Chemistry, Vol. 20,
edited by K. B. Lipkowitz, R. Larter, and T. R. Cundari (2004)
Chap. 3.
9
M. Wa¨chtler, J. Guthmuller, L. Gonza´lez, and B. Dietzek, Co-
ord. Chem. Rev. 256, 1479 (2012).
10
M. Schro¨ter, S. Ivanov, J. Schulze, S. Polyutov, Y. Yan, T. Pul-
lerits, and O. Ku¨hn, Phys. Rep. 567, 1 (2015).
11
E. J. Heller, J. Chem. Phys. 68, 3891 (1978).
12
S. Lee and E. J. Heller, J. Chem. Phys. 71, 4777 (1979).
13
K. Giese, M. Petkovic´, H. Naundorf, and O. Ku¨hn, Phys. Rep.
430, 211 (2006).
14
R. Schinke, Photodissociation Dynamics (Cambridge University
Press, 1995).
15
H.-D. Meyer, F. Gatti, and G. A. Worth, Multidimensional
Quantum Dynamics: MCTDH Theory and Applications (Wiley-
VCH Verlag GmbH & Co. KGaA, 2009).
16
M. Ben-Nun, J. Quenneville, and T. J. Mart´ınez, The Journal
of Physical Chemistry A 104, 5161 (2000).
12
17
G. A. Worth, M. A. Robb, and I. Burghardt, Faraday Discuss.
127, 307 (2004).
18
I. Tavernelli, Acc. Chem. Res. 48, 792 (2015).
19
D. Marx and J. Hutter, Ab initio molecular dynamics: basic the-
ory and advanced methods (Cambridge University Press, Cam-
bridge, 2009).
20
M. Oncˇa´k, L. Scistik, and P. Slav´ıcˇek, J. Chem. Phys. 133
(2010), 10.1063/1.3499599.
21
N. K. Jena, I. Josefsson, S. K. Eriksson, A. Hagfeldt, H. Siegbahn,
O. Bjo¨rneholm, H. Rensmo, and M. Odelius, Chem. Eur. J. 21,
4049 (2015).
22
L. Weinhardt, E. Ertan, M. Iannuzzi, M. Weigand, O. Fuchs,
M. Ba¨r, M. Blum, J. D. Denlinger, W. Yang, E. Umbach,
M. Odelius, and C. Heske, Phys. Chem. Chem. Phys. 17, 27145
(2015).
23
C. Lawrence and J. Skinner, J. Chem. Phys. 117, 8847 (2002).
24
E. Harder, J. D. Eaves, A. Tokmakoff, and B. Berne, Proc. Nat.
Acad. Sci. 102, 11611 (2005).
25
S. D. Ivanov, A. Witt, and D. Marx, Phys. Chem. Chem. Phys.
15, 10270 (2013).
26
S. Karsten, S. D. Ivanov, S. G. Aziz, S. I. Bokarev, and O. Ku¨hn,
J. Phys. Chem. Lett. 8, 992 (2017).
27
S. Karsten, S. I. Bokarev, S. G. Aziz, S. D. Ivanov, and O. Ku¨hn,
J. Chem. Phys. 146, 224203 (2017).
28
J. C. Tully and R. K. Preston, J. Chem. Phys. 55, 562 (1971).
29
J. C. Tully, Faraday Discuss. 110, 407 (1998).
30
B. G. Levine and T. J. Mart´ınez, Annu. Rev. Phys. Chem. 58,
613 (2007).
31
H. Meyer and W. H. Miller, J. Chem. Phys. 70, 3214 (1979).
32
G. Stock and M. Thoss, Phys. Rev. Lett. 78, 578 (1997).
33
S. Bonella and D. F. Coker, Chem. Phys. 268, 189 (2001).
34
A. Abedi, N. T. Maitra, and E. K. U. Gross, Phys. Rev. Lett.
105, 123002 (2010).
35
F. Agostini, S. K. Min, A. Abedi, and E. K. U. Gross, J. Chem.
Theory Comput. 12, 2127 (2016).
36
B. F. Curchod and I. Tavernelli, J. Chem. Phys. 138, 184112
(2013).
37
G. Stock and M. Thoss, Adv. Chem. Phys. 131, 243 (2005).
38
J. C. Tully, J. Chem. Phys. 137, 22A301 (2012).
39
S. A. Egorov, E. Rabani, and B. J. Berne, J. Chem. Phys. 108,
1407 (1998).
40
E. Rabani, S. A. Egorov, and B. J. Berne, J. Chem. Phys. 109,
6376 (1998).
41
S. D. Ivanov, O. Asvany, A. Witt, E. Hugo, G. Mathias,
B. Redlich, D. Marx, and S. Schlemmer, Nat. Chem. 2, 298
(2010).
42
A. Witt, S. D. Ivanov, and D. Marx, Phys. Rev. Lett. 110,
083003 (2013).
43
M. H. M. Olsson, P. E. M. Siegbahn, and A. Warshel, J. Am.
Chem. Soc. 126, 2820 (2004).
44
J. Gao and D. G. Truhlar, Annu. Rev. Phys. Chem. 53, 467
(2002).
45
N. E. Shemetulskis and R. F. Loring, J. Chem. Phys. 97, 1217
(1992).
46
Q. Shi and E. Geva, J. Chem. Phys. 122, 064506 (2005).
47
Q. Shi and E. Geva, J. Chem. Phys. 129, 124505 (2008).
48
R. P. Feynman and A. R. Hibbs, Quantum Mechanics and Path
Integrals (McGraw-Hill, New-York, 1965).
49
L. Schulman, Techniques and Applications of Path Integration
(Dover Publications, Inc., Mineola, New York, 2005).
50
M. E. Tuckerman, Statistical mechanics: theory and molecular
simulation (Oxford University Press, Oxford, 2010).
51
I. R. Craig and D. E. Manolopoulos, J. Chem. Phys. 121, 3368
(2004).
52
M. Ceriotti, W. Fang, P. G. Kusalik, R. H. McKenzie,
A. Michaelides, M. A. Morales, and T. E. Markland, Chem.
Rev. 116, 7529 (2016).
53
J. O. Richardson and M. Thoss, J. Chem. Phys. 139, 031102
(2013).
54
N. Ananth, J. Chem. Phys. 139, 124102 (2013).
55
M. Thoss and G. Stock, Phys. Rev. A 59, 64 (1999).
56
J. O. Richardson, P. Meyer, M.-O. Pleinert, and M. Thoss,
Chem. Phys. 482, 124 (2016).
57
R. Ramirez, T. Lo´pez-Ciudad, P. Kumar P, and D. Marx, J.
Chem. Phys. 121, 3973 (2004).
58
R. Kubo, J. Phys. Soc. Jpn. 12, 570 (1957).
59
D. Chandler and P. Wolynes, J. Chem. Phys. 74, 4078 (1981).
60
S. Habershon, T. E. Markland, and D. E. Manolopoulos, J.
Chem. Phys. 131, 024501 (2009).
61
P. Schofield, Phys. Rev. Lett. 4, 239 (1960).
62
M. Monteferrante, S. Bonella, and G. Ciccotti, J. Chem. Phys.
138 (2013), 10.1063/1.4789760.
63
J. Beutier, D. Borgis, R. Vuilleumier, and S. Bonella, J. Chem.
Phys. 141, 084102 (2014).
64
F. Paesani, W. Zhang, D. A. Case, T. E. Cheatham, and G. A.
Voth, J. Chem. Phys. 125, 184507 (2006).
65
M. Ceriotti, M. Parrinello, T. E. Markland, and D. E.
Manolopoulos, J. Chem. Phys. 133, 124104 (2010).
66
S. D. Ivanov, A. Witt, M. Shiga, and D. Marx, J. Chem. Phys.
132, 031101 (2010).
