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Abstract
A linear mapping φ from an algebra A into its bimoduleM is called a centralizable
mapping at G ∈ A if φ(AB) = φ(A)B = Aφ(B) for each A and B in A with AB = G.
In this paper, we prove that if M is a von Neumann algebra without direct summands
of type I1 and type II, A is a ∗-subalgebra with M ⊆ A ⊆ LS(M) and G is a fixed
element in A, then every continuous (with respect to the local measure topology t(M))
centralizable mapping at G from A into M is a centralizer.
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surable operator
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1 Introduction
Let A be an associative algebra over the complex field C, M be an A-bimodule,
and L(A,M) be the set of all linear mappings from A into M. If A = M, then
denote L(A,A) by L(A). A linear mapping φ in L(A,M) is called a centralizer if
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φ(AB) = φ(A)B = Aφ(B) for each A and B in A. In particular, if A is a unital algebra
with a unit element I, then φ is a centralizer if and only if φ(A) = φ(I)A = Aφ(I) for
every A in A.
Let G be a fixed element in A. A linear mapping φ in L(A,M) is called a centraliz-
able mapping at G if φ(AB) = φ(A)B = Aφ(B) for each A and B in A with AB = G.
Moreover, we say that G is a full-centralizable point of L(A,M) if every centralizable
mapping at G from A into M is a centralizer.
Suppose that R is a prime ring with a nontrival idempotent, in [5], M. Bresˇar shows
that zero is a full-centralizable point of L(R); and in [13], X. Qi shows that every
nontrival idempotent in R is a full-centralizable point of L(R). In [16], W. Xu, R. An
and J. Hou prove that if H is a Hilbert space with dimH ≥ 2, then every element G in
B(H) is a full-centralizable point of L(B(H)). In [8], J. He, J. Li and W. Qian prove
that ifM is a von Neumann algebra, then every element G inM is a full-centralizable
point of L(M).
Let H be a complex Hilbert space and B(H) be the algebra of all bounded linear
operators on H. Suppose thatM is a von Neumann algebra onH and Z(M) =M∩M′
is the center ofM, whereM′ = {A ∈ B(H) : AB = BA for every B inM}. Denote by
P(M) = {P ∈ M : P = P ∗ = P 2} the lattice of all projections in M and by Pfin(M)
the set of all finite projections in M.
Let T be a closed densely defined linear operator on H with the domain D(T ), where
D(T ) is a linear subspace of H. T is said to be affiliated with M, denote by TηM, if
U∗TU = T for every unitary element U in M′.
A linear operator T affiliated with M is said to be measurable with respect to M,
if there exists a sequence {Pn}
∞
n=1 ⊂ P(M) such that Pn ↑ 1, Pn(H) ⊂ D(T ) and
P⊥n = I − Pn ∈ Pfin(M) for every n ∈ N, where N is the set of all natural numbers.
Denote by S(M) the set of all measurable operators affiliated with the von Neumann
algebra M.
A linear operator T affiliated withM is said to be locally measurable with respect to
M, if there exists a sequence {Zn}
∞
n=1 ⊂ P(Z(M)) such that Zn ↑ I and ZnT ∈ S(M)
for every n ∈ N. Denote by LS(M) the set of all locally measurable operators affiliated
with the von Neumann algebra M.
In [10], M. Muratov and V. Chilin prove that S(M) and LS(M) are both unital
∗-algebras and M⊂ S(M) ⊂ LS(M); the authors also show that if M is a finite von
Neumann algebra or dim(Z(M)) < ∞, then S(M) = LS(M); if M is a type III von
Neumann algebra and dim(Z(M)) =∞, then S(M) =M and LS(M) 6=M.
In [14], I. Segal shows that the algebraic and topological properties of the measur-
able operators algebra S(M) are similar to the von Neumann algebra M. If M is a
commutative von Neumann algebra, thenM is ∗-isomorphic to the algebra L∞(Ω,Σ, µ)
of all essentially bounded measurable complex functions on a measure space (Ω,Σ, µ);
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and S(M) is ∗-isomorphic to the algebra L0(Ω,Σ, µ) of all measurable almost every-
where finite complex-valued functions on (Ω,Σ, µ). In [4], A. Ber, V. Chilin and F.
Sukochev show that there exists a derivation on L0(0, 1) is not an inner derivation, and
the derivation is discontinuous in the measure topology. This result means that the
properties of derivations on S(M) are different from the derivations on M.
So far, there are no papers on the study of the centralizable mappings on algebras
of locally measurable operators. This paper is organized as follows.
In Section 2, we suppose thatM is a von Neumann algebra and recall the definition
of local measurable topology t(M) on LS(M).
Let A be a subalgebra of LS(M). Denote by Lt(M)(A, LS(M)) the set of all
continuous linear mappings with respect to the local measure topology t(M) from
A into LS(M). Suppose that G is a fixed element in A, we say that G is a full-
centralizable point of Lt(M)(A, LS(M)) if every continuous (with respect to the local
measure topology t(M)) centralizable mapping at G from A into M is a centralizer.
In Section 3, we show that ifM is a von Neumann algebra without direct summands
of type I1 and type II, and A is a ∗-subalgebra with M ⊆ A ⊆ LS(M), then every
element G in A is a full-centralizable point of Lt(M)(A, LS(M)).
2 Preliminaries
Let H be a complex Hilbert space andM be a von Neumann algebra on H. Suppose
that T is a closed operator with a dense domain D(T ) in H. Let T = U |T | be the polar
decomposition of T , where |T | = (T ∗T )
1
2 and U is a partial isometry in B(H). Denote
by l(T ) = UU∗ the left support of T and by r(T ) = U∗U the right support of T ,
clearly, l(T ) ∼ u(T ). In [10], M. Muratov and V. Chilin show that T ∈ S(M) (resp.
T ∈ LS(M)) if and only if |T | ∈ S(M) (resp. |T | ∈ LS(M)) and U ∈ M.
In the following, we recall the definition of the local measure topology. Let M be
a commutative von Neumann algebra, in [15], M. Takesaki proves that there exists a
∗-isomorphism fromM onto the ∗-algebra L∞(Ω,Σ, µ), where µ is a measure satisfying
the direct sum property. The direct sum property means that the Boolean algebra of
all projections in L∞(Ω,Σ, µ) is total order, and for every non-zero projection p in M,
there exists a non-zero projection q ≤ p with µ(q) < ∞. Consider LS(M) = S(M) =
L0(Ω,Σ, µ) of all measurable almost everywhere finite complex-valued functions on
(Ω,Σ, µ). Define the local measure topology t(L∞(Ω)) on L0(Ω,Σ, µ), that is, the
Hausdorff vector topology, whose base of neighborhoods of zero is given by
W (B, ε, δ) ={f ∈ L0(Ω,Σ, µ) : there exists a set E ∈ Σ such that
E ⊂ B,µ(B\E) ≤ δ, fχE ∈ L
∞(Ω,Σ, µ), ‖fχE‖L∞(Ω,Σ,µ) ≤ ε},
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where ε, δ > 0, B ∈ Σ, µ(B) < ∞ and χE(ω) = 1 when ω ∈ E, χE(ω) = 0 when
ω /∈ E. Suppose that {fα} ⊂ L
0(Ω,Σ, µ) and f ∈ L0(Ω,Σ, µ), if fαχB → fχB in the
measure µ for every B ∈ Σ with µ(B) <∞, then we denote by fα
t(L∞(Ω))
−−−−−−→ f . In [17],
Yeadon show the topology t(L∞(Ω)) dose not change if the measure µ is replaced with
an equivalent measure.
If M is an arbitrary von Neumann algebra and Z(M) is the center of M, then
there exists a ∗-isomorphism ϕ from Z(M) onto the ∗-algebra L∞(Ω,Σ, µ), where µ
is a measure satisfying the direct sum property. Denote by L+(Ω,Σ, µ) the set of all
measurable real-valued positive functions on (Ω,Σ, µ). In [14], Segal shows that there
exists a mapping ∆ from P(M) into L+(Ω,Σ, µ) satisfying the following conditions:
(D1) ∆(P ) ∈ L
0
+(Ω,Σ, µ) if and only if P ∈ Pfin(M);
(D2) ∆(P ∨Q) = ∆(P ) + ∆(Q) if PQ = 0;
(D3) ∆(U
∗U) = ∆(UU∗) for every partial isometry U ∈ M;
(D4) ∆(ZP ) = ϕ(Z)∆(P ) for every Z ∈ P(Z(M)) and every P ∈ P(M);
(D5) if Pα, P ∈ P(M), α ∈ Γ and Pα ↑ P , then ∆(P ) = supα∈Γ∆(Pα).
In addition, ∆ is called a dimension function on P(M) and ∆ also satisfies the following
two conditions:
(D6) if {Pn}
∞
n=1 ⊂ P(M), then ∆(supn≥1Pn) ≤
∑∞
n=1∆(Pn); moreover, if PnPm = 0
when n 6= m, then ∆(supn≥1Pn) =
∑∞
n=1∆(Pn);
(D7) if {Pn}
∞
n=1 ⊂ P(M) and Pn ↓ 0, then ∆(Pn)→ 0 almost everywhere.
For arbitrary scalars ε, γ > 0 and a set B ∈ Σ, µ(B) <∞, we let
V (B, ε, γ) ={T ∈ LS(M) : there exist P ∈ P(M) and Z ∈ P(Z(M) such that
TP ∈ M, ‖TP‖M ≤ ε, ϕ(Z
⊥) ∈W (B, ε, γ) and ∆(ZP⊥) ≤ εϕ(Z)},
where ‖ · ‖M is the C
∗-norm on M. In [17], Yeadon shows that the system of sets
{T + V (B, ε, γ) : T ∈ LS(M), ε, γ > 0, B ∈ Σ and µ(B) <∞}
defines a Hausdorff vector topology t(M) on LS(M) and the sets
{T + V (B, ε, γ), ε, γ > 0, B ∈ Σ and µ(B) <∞}
form a neighborhood base of a local measurable operator x in LS(M). In [17], Yeadon
also proves that (LS(M), t(M)) is a complete topological ∗-algebra, and the topology
t(M) does not depend on the choices of dimension function ∆ and ∗-isomorphism
ϕ. The topology t(M) on LS(M) is called the local measure topology. Moreover,
if M = B(H), then LS(M) = M and the local measure topology topology t(M)
coincides with the uniform topology ‖ · ‖B(H).
The following lemma will be used repeatedly.
Lemma 2.1. [11] Suppose that M is a von Neumann algebra without direct summand
of type II. For every A in LS(M), there exists a sequence {Zi} of mutually orthogonal
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central projections in M with
∑∞
i=1 Zi = I, such that A =
∑∞
i=1 ZiA and ZiA ∈ M for
every i.
3 Centralizable mappings on algebras of locally
measurable operators
The following theorem is the main result in this paper.
Theorem 3.1. Suppose that M is a von Neumann algebra without direct summands of
type I1 and type II, A is a ∗-subalgebra of LS(M) containing M. Then every element
G in A is a full-centralizable point of Lt(M)(A, LS(M)).
To prove Theorem 3.1, we need the following lemmas.
Lemma 3.2. Let M be a von Neumann algebra and Z be a central projection in
P (Z(M)). Then we have that LS(ZM) = ZLS(M).
Proof. Since the unit element of LS(ZM) is Z, we have that
LS(ZM) = ZLS(ZM) ⊆ ZLS(M).
Similarly, we can obtain that LS((I − Z)M) ⊆ (I − Z)LS(M). Clearly, M = ZM⊕
(I − Z)M, it follows that
ZLS(M) = ZLS(ZM)⊕ ZLS((I − Z)M).
By LS((I − Z)M) ⊆ (I − Z)LS(M), we know that ZLS((I − Z)M) = 0. It means
that ZLS(M) = ZLS(ZM) = LS(ZM).
In the following, we always assume thatM is a von Neumann algebra without direct
summands of type I1 and type II on a Hilbert space H, A is a ∗-subalgebra of LS(M)
containing M.
Lemma 3.3. Suppose that G is a fixed element in A and {Qi}
n
i=1 is a family of mutually
orthogonal central projections in M with sum I. If QiG is a full centralizable point
of Lt(M)(QiA, QiLS(M)) for every i ∈ 1, n, then G is a full centralizable point of
Lt(M)(A, LS(M))
Proof. Let φ be in Lt(M)(A, LS(M)) centralizable at G.
Firstly, we show that φ(QiA) ⊆ QiLS(M). Let Ai be an invertible element in QiM,
and t be an arbitrary nonzero element in C. It is easy to show that
(I −Qi + t
−1GA−1i )((I −Qi)G+ tAi) = G.
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Thus we have that
(I −Qi + t
−1GA−1i )φ((I −Qi)G+ tAi) = φ(G).
Considering the coefficient of t, since t is arbitrarily chosen, we know that (I−Qi)φ(Ai) =
0. It follows that φ(Ai) = Qiφ(Ai) ∈ QiLS(M) for every invertible element Ai in QiM.
Clearly, QiM is a von Neumann algebra and every element in QiM can be written into
the sum of two invertible elements in QiM. Hence we have that φ(Ai) ∈ QiLS(M) for
every Ai in QiM.
For every Ai in QiA, by Lemma 2.1, we know that there exists a sequence {A
n
i } in
QiM converging to Ai with respect to the local measure topology t(M). By Lemma
3.1, we know that QiLS(M) = LS(QiM), since φ(A
n
i ) ∈ QiLS(M) = LS(QiM)
and φ is continuous with respect to the local measure topology t(M), we have that
φ(Ai) ∈ QiLS(M) for every Ai in QiA.
In the following we show that φ is a centralizer from A into LS(M).
Suppose that A and B are two elements in A with AB = G. Since {Qi}
n
i=1 is
a family of mutually orthogonal central projections in A with sum I, we know that
there exist some elements Ai, Bi and Gi in QiA with A =
∑n
i=1Ai, B =
∑n
i=1Bi and
G =
∑n
i=1Gi. Moreover, we have that AiBi = Gi.
Denote the restriction of φ in QiA by φi. By φ(Ai) ⊆ QiLS(M), it implies that
n∑
i=1
φ(Gi) = φ(G) = φ(A)B =
n∑
i=1
φ(Ai)
n∑
i=1
Bi =
n∑
i=1
φ(Ai)Bi.
Hence we can obtain that φi(Gi) = φi(Ai)Bi. Similarly, we have that φi(Gi) =
Aiφi(Bi). By assumption, Gi is a full-centralizable point of Lt(M)(QiA, QiLS(M))
for every i ∈ 1, n, that is φi is a centralizer from QiA into QiLS(M)). It follows that
φ(A) =
n∑
i=1
φi(Ai) =
n∑
i=1
φi(Qi)Ai =
n∑
i=1
φi(Qi)
n∑
i=1
Ai = φ(I)A.
Similarly, we can prove φ(A) = Aφ(I). It means that G is a full-centralizable point of
Lt(M)(A, LS(M)).
For a unital algebra A and a unital left A-module M, we call an element A in A a
right separating point of M if MA = 0 implies M = 0 for every M ∈ M. It is easy to
see that every right invertible element in A is a right separating point of M.
Lemma 3.4. Suppose that G is a fixed element in A. If G is injective and the range
of G is dense in H, then G is a full-centralizable point of of Lt(M)(A, LS(M)).
Proof. Firstly, we show that G is a right separating point of LS(M). Let A be in
LS(M) with AG = 0, by Lemma 2.1, we know that there exists a sequence {Zi}
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of mutually orthogonal central projections in M with
∑∞
i=1 Zi = I, such that A =∑∞
i=1 ZiA and ZiA ∈ M for every i.
By AG = 0, we have that
∑∞
i=1 ZiAG = 0. Since {Zi} are mutually orthogonal
projections, it follows that ZiAG = 0. By the range of G is dense in H and ZiA ∈ M
for every i, it is easy to show that ZiA = 0 for every i. It means that A =
∑∞
i=1 ZiA = 0.
Let φ be in Lt(M)(A, LS(M)) centralizable at G and A be an invertible element in
M. It follows that
φ(I)G = φ(G) = φ(AA−1G) = φ(A)A−1G.
Since G is a right separating point of LS(M), we have φ(I) = φ(A)A−1. That is
φ(A) = φ(I)A for every invertible element A in M. It follows that φ(A) = φ(I)A for
every A inM. Since φ is continuous with respect to the local measure topology t(M),
we know that φ(A) = φ(I)A for every A in A.
Similarly, by ker(G) = {0}, we can obtain that φ(A) = Aφ(I) for every A in A. It
means that φ is a centralizer from A into LS(M).
Lemma 3.5. G = 0 is a full-centralizable point of Lt(M)(A, LS(M)).
Proof. Since M is a von Neumann algebra without direct summand of type I1, it is
well known that M is generated algebraically by all idempotents in M.
Let φ be in Lt(M)(A, LS(M)) centralizable at G. Define a bilinear mapping ϕ from
M×M into LS(M) by ϕ(A,B) = φ(A)B for each A,B in M. By assumption we
have that φ(A)B = 0 for each A,B inM with AB = 0. It follows that AB = 0 implies
ϕ(A,B) = 0. By [7, Theorem 4.1], we can obtain that ϕ(A, I) = ϕ(I,A), it implies that
φ(A) = φ(I)A for every A in M. It also holds for every A in A, since φ is continuous
with respect to the local measure topology t(M).
Similarly, we can prove that φ(A) = Aφ(I) for every A in A. It means that φ is a
centralizer from A into LS(M).
Let A be an element in A. The central carrier C(A) of A in a von Neumann algebra
M is the projection I −P , where P is the union of all central projections Pα in Z(M)
such that PαA = 0.
Lemma 3.6. Suppose that G is a fixed element in A. If C(P ) = C(I−P ) = I, where P
is the range projection of G, then G is a full-centralizable point of Lt(M)(A, LS(M)).
Proof. Let P1 = P, P2 = I − P and denote PiAPj and PiLS(M)Pj by Aij and Bij,
respectively, i, j = 1, 2. For every A in A, denote PiAPj by Aij .
Firstly, we claim that for every element A in LS(M), the condition AAij = 0 implies
APi = 0 and AijA = 0 implies PjA = 0.
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Indeed, since C(Pj) = I, by [9, Proposition 5.5.2] and M ⊆ A, we know that the
range of APj is dense in H. Thus APiAPj = 0 implies APi = 0. On the other hand, if
AijA = 0, then A
∗Aji = 0. Hence A
∗Pj = 0 and PjA = 0.
Besides, since P1 = P is the range projection ofG, we have that P1G = G. Moreover,
for every element A in LS(M), AG = 0 if and only if AP1 = 0.
Let φ be in Lt(M)(A, LS(M)) centralizable at G. In the following, we show that
φ(Aij) ⊆ Bij, respectively, i, j = 1, 2. Suppose that A11 is an invertible element in
A11, and A12, A21, A22 are arbitrary elements in A12,A21,A22, respectively. Let t be
an arbitrary nonzero element in C.
Claim 1: φ(A12) ⊆ B12.
By (P1 + tA12)G = G, we have that φ(G) = φ(P1 + tA12)G. It implies that
φ(A12)G = 0. Hence φ(A12)P1 = 0.
By (P1 + tA12)G = G, we have that φ(G) = (P1 + tA12)φ(G). It follows that
A12φ(G) = A12φ(P1)G = 0. Thus A12φ(P1)P1 = 0 and P2φ(P1)P1 = 0.
By (A11 + tA11A12)(A
−1
11 G−A12A22 + t
−1A22) = G, we have that
φ(A11 + tA11A12)(A
−1
11 G−A12A22 + t
−1A22) = φ(G). (3.1)
Since t is arbitrarily chosen in (3.1), we can obtain that
φ(A11)(A
−1
11 G−A12A22) + φ(A11A12)A22 = φ(G).
Since A12 is also arbitrarily chosen, we can obtain φ(A11)A12A22 = φ(A11A12)A22.
Taking A22 = P2, since φ(A12)P1 = 0, we have
φ(A11A12) = φ(A11)A12. (3.2)
Taking A11 = P1, by P2φ(P1)P1 = 0, it implies that
P2φ(A12) = P2φ(P1)A12 = 0. (3.3)
Thus we can obtain that
φ(A12) = φ(A12)P1 + P1φ(A12)P2 + P2φ(A12)P2 = P1φ(A12)P2 ⊆ B12.
Claim 2 φ(A11) ⊆ B11.
Considering the coefficient of t−1 in (3.1), we have that φ(A11)A22 = 0. Thus
φ(A11)P2 = 0. By (3.2), we obtain that P2φ(A11)A12 = P2φ(A11A12) = 0. It fol-
lows that P2φ(A11)P1 = 0. Therefore, φ(A11) = P1φ(A11)P1 ⊆ B11 for every invertible
element A11 in A11. Since φ is continuous with respect to the local measure topology
t(M), it implies that φ(A11) ⊆ B11 for every A11 in A11.
Claim 3 φ(A22) ⊆ B22.
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By (A11 + tA11A12)(A
−1
11 G−A12A22 + t
−1A22) = G, we can obtain that
(A11 + tA11A12)φ(A
−1
11 G−A12A22 + t
−1A22) = φ(G).
Through a similar discussion for equation (3.1), we can show that
P1φ(A22) = 0 and φ(A12A22) = A12φ(A22). (3.4)
Thus A12φ(A22)P1 = φ(A12A22)P1 = 0. It follows that P2φ(A22)P1 = 0. Therefore,
φ(A22) = P2φ(A22)P2 ⊆ B22.
Claim 4 φ(A21) ⊆ B21.
By (A11 + tA11A12)(A
−1
11 G−A12A21 + t
−1A21) = G, we have that
(A11 + tA11A12)φ(A
−1
11 G−A12A21 + t
−1A21) = φ(G).
According to this equation, we can similarly obtain that P1φ(A21) = 0 and
A12φ(A21) = φ(A12A21). (3.5)
Hence A12φ(A21)P2 = φ(A12A21)P2 = 0. It follows that P2φ(A21)P2 = 0. Therefore,
φ(A21) = P2φ(A21)P1 ⊆ B21.
Claim 5 φ(Aij) = φ(Pi)Aij = Aijφ(Pj) for each i, j ∈ {1, 2}.
By taking A11 = P1 in (3.2), we have that φ(A12) = φ(P1)A12. By taking A22 = P2
in (3.4), we have that φ(A12) = A12φ(P2).
By (3.2), we have φ(A11)A12 = φ(A11A12) = φ(P1)A11A12. It follows that φ(A11) =
φ(P1)A11. On the other hand, φ(A11)A12 = φ(A11A12) = A11A12φ(P2) = A11φ(A12) =
A11φ(P1)A12. It follows that φ(A11) = A11φ(P1) for every invertible element A11 and
so for all elements in A11.
By (3.4) and (3.5), through a similar discussion as above, we can obtain that
φ(A22) = A22φ(P2) = φ(P2)A22 and φ(A21) = A21φ(P1) = φ(P2)A21.
Now we have proved that φ(Aij) ⊆ Bij and φ(Aij) = φ(Pi)Aij = Aijφ(Pj). It follows
that
φ(A) = φ(A11 +A12 +A21 +A22)
= φ(P1)(A11 +A12 +A21 +A22) + φ(P2)(A11 +A12 +A21 +A22)
= φ(P1 + P2)(A11 +A12 +A21 +A22)
= φ(I)A.
Similarly, we can prove that φ(A) = Aφ(I).
In the following, we give the proof of our main result.
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Proof of the Theorem 3.1. Let Q1 = I−C(I−P ), Q2 = I−C(P ), and Q3 = I−Q1−Q2,
where P is the range projection of G. Obviously, Q1 ≤ P and Q2 ≤ I − P , it follows
that {Qi}i=1,2,3 are mutually orthogonal central projections with sum I. Thus we have
that A =
3∑
i=1
(QiA). Denote QiA by Ai. For every element A in A, we can write
A =
3∑
i=1
Ai =
3∑
i=1
QiA.
Next we divide the proof into two cases.
Case 1: Suppose that G is injective, that is ker(G) = {0}.
SinceQ1 ≤ P , we have that ranG1 = ranQ1G = Q1H. By assumption we know that
G1 = Q1G is injective on Q1H. By Lemma 3.4, we know that G1 is a full-centralizable
point of Lt(M)(A1, LS(Q1M)).
Since Q2 ≤ I − P , we have that G2 = Q2G = 0. By Lemma 3.5, we know that G2
is a full-centralizable point of Lt(M)(A2, LS(Q2M)).
Since P is the range projection of G, it follows that ranG3 = ranQ3G = Q3P = P3.
Denote the central carrier of P3 in A3 by CA3(P3). We have that
Q3 − CA3(P3) ≤ Q3 − P3 = Q3(I − P ) ≤ I − P.
Obviously, Q3 − CA3(P3) is a central projection orthogonal to Q2. Thus
Q3 − CA3(P3) + I − C(P ) ≤ I − P.
It implies that Q3 − CA3(P3) + P ≤ C(P ). Hence we have that Q3 − CA3(P3) = 0, that
is CA3(P3) = Q3. Similarly, we can show that CA3(Q3 − P3) = Q3. By Lemma 3.6, we
know that G3 is a full-centralizable point of Lt(M)(A3, LS(Q3M)).
By Lemma 3.2, we can obtain that QiLS(M) = LS(QiM). Hence Gi is a full-
centralizable point of Lt(M)(Ai, QiLS(M)) for each i = 1, 2, 3.
By Lemma 3.3, it follows that G is a full-centralizable point of Lt(M)(A, LS(M)).
Case 2: Suppose that ker(G) 6= {0}.
In this case, G2 and G3 are still full-centralizable points of Lt(M)(A2, LS(Q2M))
and Lt(M)(A3, LS(Q3M)), respectively.
Since ranG1 = Q1H , we have that ker(G
∗
1) = {0}. By Case 1, we know that G
∗
1
is a full-centralizable point of Lt(M)(A1, LS(Q1M)). Next we show that G1 is also a
full-centralizable point of Lt(M)(A1, LS(Q1M)).
In fact, let φ1 be in Lt(M)(A1, LS(Q1M)) centralizable at G1. Define a linear
mapping φ˜1 from A1 into LS(Q1M) by φ˜1(A) = (φ1(A
∗))∗ for every A in A1. Suppose
that A and B are two elements in A1 with AB = G1, we have that B
∗A∗ = G1
∗. It
follows that
φ1(G) = Aφ1(B) = φ1(A)B.
By the definition of φ˜1, we can obtain that
φ˜1(G
∗) = B∗φ˜1(A
∗) = φ˜1(B
∗)A∗.
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Since G∗ is a full-centralizable point of Lt(M)(A1, LS(Q1M)), we have that φ˜1 is a
centralizer. Thus φ1 is also a centralizer. It means that G1 is a full-centralizable point
of Lt(M)(A1, LS(Q1M)).
By Lemma 3.3, we know G is a full-centralizable point of Lt(M)(A, LS(QM)).
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