A general scheme of third order convergence is described for finding multiple roots of nonlinear equations. The proposed scheme requires one evaluation of , , and each per iteration and contains several known one-point third order methods for finding multiple roots, as particular cases. Numerical examples are included to confirm the theoretical results and demonstrate convergence behavior of the proposed methods. In the end, we provide the basins of attraction for some methods to observe their dynamics in the complex plane.
Introduction
Solving nonlinear equations is one of the most important problems in numerical analysis [1, 2] . With the advancement of computers, the problem of solving nonlinear equations by numerical methods has gained more importance than before. A large number of such methods have been derived for simple roots. However, not many methods are known for multiple root case. In this paper, we consider iterative methods to find a multiple root of multiplicity > 1, that is, ( ) ( ) = 0, = 0, 1, . . . − 1, and ( ) ( ) ̸ = 0, of a nonlinear equation ( ) = 0, where ( ) is the continuously differentiable real or complex function. The modified Newton method [3] is an important and basic method for finding multiple roots
which converges quadratically and requires the knowledge of multiplicity of root . In order to improve the order of convergence of (1), several third order methods with known multiplicity have been proposed at the expense of an additional evaluation of second derivative (see [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] ).
Inspired by the work in this direction, here we present a third order scheme of one-point methods without memory for multiple roots. The proposed scheme involves one evaluation of , , and each per step. It is also shown that the well known existing methods by Ostrowski [4] , Hansen and Patrick [5] , Traub [6] , Neta [8] , Osada [7] , Chun et al. [9, 10] , Biazar and Ghanbari [11] , and J. R. Sharma and R. Sharma [12, 13] can be regarded as particular cases of the proposed family.
The paper is organized in six sections. In Section 2, the third order family of methods for multiple roots requiring one evaluation of , , and each per step is proposed and its convergence behavior is discussed. Some particular cases of the family are presented in Section 3. In Section 4, the new methods are compared with the closest competitors in a series of numerical examples. In Section 5, we investigate the basins of attraction for some of the methods to provide the chaotic behavior of such schemes. Concluding remarks are given in Section 6.
The Method and Its Convergence Analysis
Consider the following iterative scheme: 
Proof. Expand ( ), ( ), ( ) in the Taylor series about , where is a multiple root of multiplicity . Thus using the fact that ( ) ( ) = 0, = 0, 1, . . . − 1, and ( ) ( ) ̸ = 0, we have
where
From (4), we get
Let ( ) ( )/ ( ) 2 = +V, where = ( − 1)/ . Then from (7), the remainder V = ( ( ) ( )/ ( ) 2 ) − is infinitesimal with the same order of .
Thus we can use the Taylor series to expand ( ( ) ( )/ ( ) 2 ) = ( + V) about and then obtain ( (
By invocation of (2), (6), and (8), we get the error equation as
In order to achieve the third order convergence, the coefficients 1 and 2 must vanish. Solving 1 = 0 and 2 = 0, we obtain
Hence, (9) becomes
This completes the proof of Theorem 1.
Remark 2.
From the error equation (9), we can find that the iterative method (2) contains the modified Newton method (1) as a second order method also.
Remark 3.
Obviously, the number of function evaluations per iteration required in the scheme defined by (2) is three. We consider the definition of efficiency index [15] as 1/ where is the order of the method and is the number of function evaluations per iteration required by the method. The scheme defined by (2) has the efficiency index equal to 3 1/3 ≈ 1.442
which is much better than 2 1/2 ≈ 1.414 of the modified Newton method.
Some Special Cases of Order Three
In this section, we present some special cases of order three of the presented scheme (2). According to (11) , solving the equations
we get = 2 /2, = (3 − )/2. With these values of and , scheme (2) takes the form
which is Chebyshev's method for multiple roots, proposed in [6, 8] .
Case 2. If ( ) = + ( / ), then ( ) = − / 2 . According to (11) , solving the equations
we get = ( + 1)/2, = −( − 1) 2 /2. With these values, scheme (2) leads to
which is the third order Osada method for multiple roots [7] .
Case 3. Taking ( ) = 1/( + ), then ( ) = − /( + ) 2 . According to (11) , solving the equations
we get = −1/2 and = ( + 1)/2 . With these values, (2) yields
which is Halley's method for multiple roots [5] .
Case 4. Supposing that ( ) = 1/ √ + , then ( ) = − /2( + ) 3/2 . According to (11) , solving the equations
we get = 1/ and = −1/ and hence (2) becomes
which is Ostrowski's square root iteration [4] .
2 . According to (11) , solving the equations
we get
Subcase 1. The choice of = 2 and = − ( ∈ R) gives
With these values, (2) corresponds to the Sharma-Sharma method [13] :
Subcase 2. For the choice of = ( − 1) 2 and = (3 − ), we get = 0 and = 2 2 . These values exhibit the proposed scheme (2) as
which is the third order Chun-Neta method [9] .
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Case 6. For
According to (11) , solving the equations ( + + 2 )/( + + 2 ) = and
Subcase 1. Taking = 0 and = 1 and solving (28), we get
With these values, (2) corresponds to the third order family of multiple roots developed by Biazar and Ghanbari [11] :
where and are given in (29).
Subcase 2. Taking = 2( 2 − 3 + 2), = − 2 + 5 , = 3 2 , and = 2 2 − 6 + 4, (28) gives = −2( 2 − 4 + 1) and = 0. With these values, (2) yields
which is the Sharma-Sharma method [12] .
Subcase 3. With ∈ R, taking
2 ,
(32) and = 0, (28) generates = 1 and = 0. So, (2) leads to
which is the one-parameter family of methods for multiple roots proposed by Chun et al. [10] .
). According to (11) , solving the equations
we get = (( + 2 )/2) + ( 2 /( − 1) 2 ) and = (−( − 1) 2 /2) − (2 /( − 1)). Here (− ) = × 10 − . Table 3 : Computational order of convergence ( ).
Advances in Numerical Analysis So, we introduce a new one-parameter third order method as
where ∈ R. We call this method the Sharma-Bahl method, denoted by SBM.
Numerical Examples
In this section, we employ the presented third order method SBM (35) for = 1/2 to solve some nonlinear equations which not only illustrate the methods practically but also serve to check the validity of the theoretical results we have derived. To check the theoretical order of convergence, we obtain the computational order of convergence ( ) using the formula [16] 
The performance is compared with the methods in our families including the special ones, for some arbitrary chosen functions with roots of known multiplicity . The methods compared include the modified Newton method (MNM) (1), the Osada method (OM) (16), Halley's method (HM) (18) , the Sharma-Sharma method (SSM) (24) for = 3/2, and the Chun-Neta method (CNM) (25).
The test functions along with root correct up to 28 decimal places and its multiplicity is displayed in Table 1 . Table 2 shows the values of initial approximation ( 0 ) chosen from both ends to the root and the values of the error | | = | − | calculated by costing the same total number of function evaluations (NFE) for each method. Table 3 exhibits the computational order of convergence ( ). For numerical illustrations in Table 3 , we use fixed stopping criterion = 0.5 × 10 −28 . The NFE is counted as sum of the number of evaluations of the function plus the number of evaluations of the derivatives. We decide to choose 12 NFE for each method. That means that, for MNM, the error | | is calculated at the sixth iteration, whereas for the remaining methods this is calculated at the fourth iteration. All computations are performed by MATHEMATICA [17] using 600 significant digits.
It can also be observed from the numerical results of Table 2 that all the presented methods are well behaved and that, for most of the functions we tested, the method introduced in this paper has similar performance compared to the other methods, as expected from methods of the same order and same computational efficiency. However, Halley's method (18) and the Chun-Neta method (25) behave better and these are special cases of our proposed scheme for linear rational function (⋅). The results of Table 3 show that the computational order of convergence is in accordance with the theoretical order of convergence. The formulae have been employed on several other nonlinear equations and results are found at par with those presented here. A reasonably close starting value is necessary for the method to converge. The condition, however, practically applies to all iterative methods for solving nonlinear equations.
Finding the Basins
In this section, we find the basins of attraction of complex roots for the a complex function. We consider the simplest case ( ) = ( 2 −1) 2 , which has roots = ± 1 of multiplicity 2. Cayley [18] was the first who considered the Newton method for the roots of polynomial with iterations over the complex numbers.
We take the initial point as 0 ∈ where is a rectangular region [−2.5, 2.5] × [−2.5, 2.5] ⊂ C containing all the roots of ( ) = 0. We consider the stopping criterion for convergence as 10 −3 up to a maximum of 25 iterations. We take a grid of 1024 × 1024 points in .
To generate the pictures, we use MATHEMATICA [17] . We assign the light to dark colors based on the number of iterations in which the considered initial point converges to a root. The root = 1 of ( ) = 0 and the points in the region converging to this root are shaded in cyan color and magenta color is used for the other root = −1 in a similar way. If we have not obtained the desired tolerance in 25 iterations, we do not continue and we decide that the iterative method starting at 0 does not converge to any root and such points are shaded in black color (see [19] [20] [21] [22] ).
The figures given here clearly show that the modified Newton method (Figure 1(a) ) and Halley's method (Figure 1(c) ) are the best, followed by the Osada method (Figure 1(b) ), the Chun-Neta method (Figure 1(d) ), SBM (Figure 1(f) ), and Sharma-Sharma method (Figure 1(e) ). From these pictures, we can guess the behavior and suitability of any method depending upon the circumstances. Thus, concluding, we can say that the linear rational function gives the best choice of weight function (⋅).
Conclusions
In this paper, a general family of one-point third order methods for finding multiple roots of nonlinear equations is presented. This scheme contains some well known methods and recently developed methods as its particular cases. The theoretical results have been checked with some numerical examples, comparing our methods with the modified Newton method and some third order methods. The presented basins of attraction have also demonstrated the strictness of method for choice of starting point.
