Introduction
The synchronized firing among large populations of neurons is thought to underlie several fundamental processes in the brain, ranging from stimulus encoding and memory consolidation to navigation and path integration (Buzsaki, 2006) . Such coordinated firing, which often comes in the form of neural network oscillations, underscores the premise that the brain is designed to rapidly integrate and process signals from many sources. Under pathological conditions, however, these brain circuits can be hijacked to generate aberrant oscillatory network activity. Indeed, abnormal neural network oscillations are associated with several disease states, including schizophrenia, Alzheimer's disease, and epilepsy (Herrmann and Demiralp, 2005) .
Regarding epilepsy, the primary focus of this review, it has long been appreciated that seizure activity can be driven by hyperexcitable oscillatory networks, observations that have been summarized in several recent review articles (Huguenard and McCormick, 2007; McCormick and Contreras, 2001; Steriade, 2005) . In this review, we develop the thesis that normal brain circuits provide a template that epileptic circuits use to generate seizures. The assumption, then, is that normal and epileptic brain circuits share common features. Of course, it would be foolhardy to assume that these circuits are identical-something must distinguish an epileptic circuit from a normal circuit. However, approaching epilepsy without knowledge of the normal underlying physiology and circuitry in the brain appears likewise imprudent. To illustrate this point, we highlight two well-described oscillatory sleep circuits-one in the thalamus and one in the hippocampus-that are linked to epilepsy. In each case, we first describe the normal circuitry mediating the sleep-related oscillations. Then we highlight clinical features of the particular epilepsy associated with the brain structures. Finally, we develop the hypothesis that seizures are generated by mechanisms comparable to those subserving sleep-related oscillations.
The Thalamus and Sleep Spindles: Stitching Together Memories?
The thalamus is a subcortical structure that is critical for the generation of both normal and pathological synchronized oscillatory activity in the cortex (Steriade et al., 1993b) . A welldescribed thalamocortical oscillation is the sleep spindle, an intermittent 10-15 Hz oscillation persisting for 1-3 s that is sonamed because its waxing and waning appearance resembles a spindle of wound string or thread. Spindles are regularly observed during non-REM sleep in normal individuals using electroencephalogram (EEG) recording techniques. EEG electrodes are placed on the scalp and, therefore, primarily record the activity of cortical neurons. As the skull/scalp functions as a low-pass filter that filters out high-frequency events such as action potentials, the voltage deflections in EEG recordings primarily reflect the slower synaptic events driven by action potentials. Thus, the synchronized occurrence of synaptic events in cortical neurons-presumably resulting from the coordinated presynaptic firing of large populations of neuronsunderlies the periodic voltage deflections observed during spindle oscillations ( Figure 1A ). It is noteworthy that the action potentials that drive the synaptic events recorded by cortical EEG electrodes can originate from subcortical structures, a point that will be expanded upon below.
Although Loomis et al. (1935) discovered sleep spindles nearly 75 years ago, the functional relevance of these oscillations remains largely unknown-indeed, the function of sleep in general continues to be a source of debate. However, many recent studies have provided compelling evidence for the hypothesis that sleep spindles are important for the consolidation of memories formed during wakefulness. First, spindles are temporally associated with hippocampal activity patterns believed to underlie the transfer of newly acquired information to the cortex (Buzsaki, 2006; Siapas and Wilson, 1998; Sirota et al., 2003; Steriade, 2006) . Second, the density of spindles increases during sleep periods that follow intensive learning tasks (Eschenko et al., 2006; Gais et al., 2002; Morin et al., 2008; Peters et al., 2008) . Third, long-term synaptic changes are induced in cortical neurons when spindle-like activity is artificially imposed on them (Czarnecki et al., 2007; Rosanova and Ulrich, 2005) . Collectively, these studies are beginning to make inroads into putative functions of spindle oscillations. Moreover, they are a harbinger for what is likely to be a major question for the neuroscience community in the coming years-that is, what function, if any, do brain oscillations serve? In this review, however, we only tangentially address the function of sleep-related oscillations.
That is, the primary objective of this review is not to describe why the brain oscillates; rather, we will focus on recent advances describing how the brain oscillates. For more detailed commentary on sleep and memory, we suggest several recent review articles and/or books Buzsaki, 2006; Buzsaki and Draguhn, 2004; Chee and Chuah, 2008; Rasch and Born, 2007; Stickgold and Walker, 2007) .
Cellular and Network Underpinnings of Sleep Spindles
Spindles result from interactions between extensively interconnected cortical and thalamic neurons. In attempting to parse out mechanisms mediating spindles, it is instructive to borrow from concepts that have evolved during decades of work on central pattern generators, neural networks that underlie rhythmic motor patterns such as walking, breathing, and crustacean feeding behaviors (Grillner, 2006; Hooper and DiCaprio, 2004; Kiehn et al., 2000; Marder, 2000; Marder and Bucher, 2001; Marder and Calabrese, 1996) . In this vein, we will independently consider two aspects of network oscillations: (1) factors that initiate rhythmic activity and (2) factors that sustain/maintain rhythmic activity (i.e., the so-called rhythm generators). As the two are often interrelated, the distinction between rhythm initiation and rhythm maintenance is not always clear. For example, as we discuss below, spindles are intimately associated with a second, slower cortical oscillation, an observation that has motivated the call for considering the two oscillations as unified brain rhythms (Steriade, 2006) . If we do so, then the question arises of whether mechanisms underlying spindle oscillations should include mechanisms underlying the generation of the slow cortical oscillation. The answer is probably ''yes.'' Indeed, a deep understanding of brain function will undoubtedly require knowledge of how activity patterns in different brain structures are coordinated. For practical reasons, however, we will primarily limit our discussion of cortical factors to those that are specifically associated with spindles. We first explore the basis of the spindle rhythm generator. Spindle Rhythm Generator A defining feature of a central pattern generator is the capacity to generate rhythmic activity in the absence of extrinsic phasic timing information (Marder and Bucher, 2001) . That is, a circuit capable of generating rhythmic activity even when it is isolated from the rest of the nervous system. Therefore, we will define the spindle rhythm generator as the fundamental core circuit that is capable of producing rhythmic spindle-like activity. Several decades of research indicate that circuits intrinsic to the thalamus are endowed with this capacity. First, thalamic neurons continue to generate 10 Hz spindle-like activity in decorticated animals (Andersen et al., 1967b; Andersson and Manson, 1971; Morison and Bassett, 1945) . Second, spindle activity is relatively generalized, meaning that oscillatory activity can be simultaneously recorded in many anatomically distinct regions of cortex (see Figure 1A ). This feature of generalization has been used to argue that a subcortical structure with widespread projections to the cortex likely serves as a central pacemaker that coordinates the activity of many cortical neurons. Because the thalamic nuclei make widespread cortical projections (Jones, 2007) and because recordings made with depth electrodes placed in the thalamus reveal that thalamic neurons oscillate in time with cortical spindles (Andersen et al., 1968 (Andersen et al., , 1967a , it has long been hypothesized that the thalamus serves as this pacemaker (Buzsaki, 1991; Fuentealba and Steriade, 2005; Jasper and Kershman, 1941; Penfield and Jasper, 1954; Steriade and Deschenes, 1984; Steriade et al., 1993b) . Finally, in vitro brain slice preparations limited to just portions of the thalamus can sustain robust spindle-like network activity (Bal and McCormick, 1996; Jacobsen et al., 2001; Sanchez-Vives and McCormick, 1997; von Krosigk et al., 1993; Warren et al., 1994) , indicating that the spindle rhythm generator is located in the thalamus.
The cellular and circuit properties of thalamic neurons that give rise to spindle oscillations have been extensively studied experimentally both in vivo and in brain slice preparations. This work revealed that the spindle-generating circuit is essentially composed of two sets of neurons: inhibitory neurons in the reticular thalamic (RT) nucleus and excitatory thalamocortical (TC) neurons in the dorsal thalamic nuclei (Figure 2A ). RT neurons project into the dorsal thalamic nuclei to inhibit TC neurons with the neurotransmitter g-aminobutyric acid (GABA). TC neurons project their axons to the cortex and, en route, send collaterals into the reticular nucleus where they release A 10 Hz low-amplitude spindle oscillation lasting 2 s was recorded on all four channels during stage two sleep (demarked by the horizontal bar). (B1) EEG activity during an absence seizure as evidenced by the hallmark 3 Hz spike-wave discharge on all four channels. Traces correspond to same four channels recorded in (A). (A2 and B2) The section of recordings demarcated by the line below the bottom trace of (A1) and (B1) is expanded in (A2) and (B2). Note the change in vertical gain. EEGs are bipolar recordings and were placed according to the Standard International 10-20 System of Electrode Placement with a transverse montage crossing midline. EEG recordings courtesy of Dr. Kevin Graber, Stanford University Epilepsy Center.
glutamate to excite RT neurons. Additionally, both neuron types receive glutamatergic excitatory input from cortical neurons. Because cortical activation of RT neurons is far more powerful than activation of TC neurons, and because RT neurons inhibit TC neurons, cortical activity primarily inhibits TC neurons, an effect mediated by the disynaptic, RT-dominant pathway (Destexhe et al., 1998; Golshani et al., 2001) .
The reciprocally connected RT-TC neuron circuit generates spindle-like oscillatory activity, through mechanisms described in detail elsewhere (Huguenard and McCormick, 2007; McCormick and Bal, 1997; McCormick and Contreras, 2001) . Briefly, when a RT neuron fires a burst of action potentials, it releases GABA onto TC neurons and activates both GABA A and GABA B receptors. This inhibition hyperpolarizes neurons and deinactivates low-threshold, T-type Ca 2+ channels, enabling TC neurons to produce regenerative calcium spikes that can trigger bursts of action potentials (Huguenard, 1996; Llinas and Jahnsen, 1982) ( Figure 2A ). Thus, due to their ability to generate such a postinhibitory rebound burst of action potentials, TC neurons are paradoxically activated, albeit with a delay, in response to RT neuron inhibition. The stronger the RT-mediated inhibition, the more robust the resulting TC neuron rebound burst. The burst of TC neuron activity is transmitted back to the reticular nucleus and provides the recurrent excitation necessary to reactivate RT neurons and initiate another cycle of the oscillation. Thus, RT-to-TC neuron inhibition followed by TC-to-RT neuron excitation results in the rhythmic alternation of RT and TC neuron bursting activity and constitutes the core circuitry of the putative spindle rhythm generator. The 10 Hz frequency of spindle oscillations reflects the timing properties of RT-to-TC inhibition and TC-mediated recurrent excitation. Because TC neurons also project to the cortex, rhythmic TC neuron activity is relayed to cortical neurons, an action that presumably underlies the oscillatory cortical activity observed during spindles. The aforementioned postinhibitory rebound bursting of TC neurons is critical for sustaining oscillatory activity in the thalamus. As inhibition of TC neurons is mediated by RT neurons, much attention has focused on elucidating factors that regulate RT neuron excitability. An important component of thalamic circuitry that largely determines the strength and pattern of RT neuron activity is intra-RT inhibition. That is, in addition to inhibiting TC neurons, RT neurons also inhibit other RT neurons Sanchez-Vives and McCormick, 1997; Deleuze and Huguenard, 2006) (Figure 2B ), an action mediated by GABA A receptors. Intra-RT inhibition can limit RT neuron burst duration but see Sohal and Huguenard, 2003) and also limits the number of RT neurons involved in a particular cycle of network activity Sohal and Huguenard, 2003) . However, the details regarding how intra-RT inhibition regulates RT neuron bursting are not known. A complete understanding of bursting in RT neurons will likely require a deeper appreciation of how these neurons integrate inhibitory inputs from other RT neurons along with excitatory inputs from both corticothalamic and thalamocortical inputsthat is, how RT neurons integrate inhibitory and excitatory signals. This point is underscored by the observation that blocking inhibition in thalamic slices increases the amplitude and duration of excitatory postsynaptic potential (EPSP) barrages recorded in RT neurons . The issue of inhibitory/ excitatory integration-and the implications of such integration for thalamic oscillations-is developed more fully in later sections (see Tipping the Balance: Submission of Intra-RT Inhibition).
In this section, we limit our discussion to the direct inhibitory mechanisms that regulate RT neuron bursting. Insights into these effects primarily rely on computational approaches. One model proposes that intra-RT inhibition acts to shunt bursting activity in RT neurons (Sohal and Huguenard, 2003; Sohal et al., 2000) . To understand this process, one might conceptualize a centrally located RT neuron firing a strong burst of action potentials (see Figure 2B ). With intra-RT inhibition in place, this RT neuron will activate a significant GABA A receptor-mediated inhibitory conductance in neighboring RT neurons such that Shown is one pair of reciprocally connected RT and TC neurons. RT neurons are GABAergic and inhibit TC neurons via GABA A and GABA B postsynaptic receptors. TC neurons are glutamatergic and excite RT neurons (and cortical neurons). Not shown are the corticothalamic inputs that are proposed to activate spindle rhythm generator. Oscillations (right). Following RT-mediated inhibition, TC neurons generate postinhibitory rebound action potential bursts. These TC burst are responsible for recurrent excitation of RT neurons and activation of the subsequent cycle of the oscillation. Both RT and TC bursting activity is mediated by T-type Ca 2+ channel activity. Plus signs (+) refer to glutamatergic excitation, while minus signs (-) refer to GABAergic inhibition. (B) Mechanisms that contribute to the synchronization and desynchronization of RT neuron activity. Electrical coupling among RT neurons is hypothesized to synchronize their activity. RT-to-RT neuron inhibition (i.e., intra-RT inhibition) is proposed to desynchronize RT neuron activity through a burst-shunting mechanism (Sohal and Huguenard, 2003) . For example, if RT 2 fires slightly before RT 1 and RT 3 , then RT 1 and RT 3 will not fire bursts of activity. Moreover, if the inhibition is sufficiently strong, then recurrent excitation by TC neurons will be ineffective at triggering a subsequent burst in RT 1 and RT 3 . Also shown is the convergence/divergence of RT-to-TC and TC-to-RT connectivity. Line thickness/synapse size does not represent a functional difference in connection strength.
they will not fire-the centrally located RT neuron effectively vetoes burst opportunities in neighboring RT neurons. Moreover, if sufficiently strong, then this conductance will also shunt the recurrent excitation provided by TC neurons, thereby reducing the probability that the neighboring RT neurons will fire a burst on the next cycle of the oscillation (Sohal and Huguenard, 2003) . This hypothesis is supported by experimental evidence demonstrating that RT neuron burst probability is relatively high when intra-RT inhibition is pharmacologically blocked, and low when pharmacologically enhanced (Sohal and Huguenard, 2003) . The effects of a low RT neuron burst probability are two-fold. First, it restricts the number of RT neurons that contribute to any one cycle of the network oscillation, effectively enforcing sparseness in the network. Second, with fewer RT neurons bursting, feed-forward inhibition is weaker and, therefore, less likely to trigger postinhibitory rebound bursts in TC neurons. Weak TC neuron rebound bursting, in turn, renders recurrent excitation of RT neurons less effective, a condition that cannot sustain robust oscillatory activity. Thus, intra-RT inhibition serves to both desynchronize and limit the duration of thalamic oscillations.
In addition to inhibitory connections, electrical synapses mediated by the gap-junction protein connexin-36 also connect RT neurons ( Figure 2B ). Evidence for the presence of such electrical coupling comes from anatomical (Landisman et al., 2002; Liu and Jones, 2003) and physiological studies (Deleuze and Huguenard, 2006; Lam and Sherman, 2006; Landisman et al., 2002) . While intra-RT inhibition serves to desynchronize thalamic circuits, it is thought that electrical coupling among RT neurons does the opposite, although this hypothesis has not been extensively explored in either theoretical or experimental studies. Spindle Initiation and Modulation Thus far, we have attempted to dissect the essential circuit features that enable the generation of rhythmic activity associated with spindles. As described above, the evidence to date indicates that the mechanisms of spindle generation are contained within thalamic circuits. What factors, then, activate these circuits? For reasons discussed above, early models of sleep spindles did not incorporate any specific cortical role in the generation of spindles (Andersen et al., 1967b) . Now, however, it is generally appreciated that the cortex plays important roles in both initiating and shaping spindle oscillations. Regarding initiation, spindles recorded in vivo are often associated with a slower (<1 Hz) cortical oscillation (Contreras and Steriade, 1995; Steriade et al., 1993a Steriade et al., , 1993d . The slow oscillation is driven by cortical circuits, as it survives thalamic lesions (Steriade et al., 1993c) and is absent in the thalamus following cortical lesions (Timofeev and Steriade, 1996) . It has been proposed that, during the slow cortical oscillation, excitatory neurons projecting from the cortex to the thalamus (i.e., corticothalamic neurons) are rhythmically depolarized and fire action potentials, leading to the excitation of RT neurons and subsequent activation of the thalamic spindle rhythm generator (Steriade et al., 1993a) (Figure 3) . Indeed, intracellular recordings of RT neurons in vivo reveal that they receive rhythmic barrages of EPSPs in time with the slow cortical oscillation and that these EPSPs can trigger spindle-like oscillations (Steriade et al., 1993a) . Thus, the correlation between the slow cortical oscillation and thalamic spindles makes a compelling argument for the hypothesis that spindles are evoked by neurons in the cortex. To strengthen this argument, future studies may incorporate strategies involving multisite recording electrodes placed throughout the cortex and thalamus. By simultaneously recording activity in many areas before and during spindles, one could then more precisely determine the temporal relationships between cortical and thalamic firing and better resolve whether activity in the cortex precedes spindle activity in the thalamus-a condition that must be met if cortical activity initiates spindles. Comparable experiments have been carried out to determine factors that initiate thalamocortical seizure activity (see section entitled Is the Spike-Wave a Hypersynchronous Spindle?).
In addition to initiating spindle activity, corticothalamic feedback also appears critical for establishing the high degree of synchrony and coherence associated with cortical spindle activity. That is, the cortex is critical for establishing the spatiotemporal aspects of spindles. Contreras et al. (1996) came to this conclusion after recording spindles in the normal and decorticated cat. They observed that spindles recorded in the intact cortex of anesthetized cats are highly synchronized throughout spatially disparate regions. Next they removed the cortex from one hemisphere and recorded spindles in the remaining intact cortex. They observed that, while the spindles persisted, coherence in different cortical regions was lost. This result was subsequently confirmed for spindles observed during natural sleep (Contreras et al., 1997) . How, then, do corticothalamic projections promote widespread spindle coherence in the cortex? For the proposed answer, we once again turn to the slow (<1 Hz) cortical oscillation. This slow oscillation is itself widely synchronized throughout cortex by widespread cortico-cortical connections (Contreras et al., 1996) . It is hypothesized that the synchronized nature of the slow oscillation promotes the simultaneous activation of many corticothalamic inputs that, in turn, (A) The slow cortical oscillation is generated in the cortex. The spindle rhythm generator is found in the thalamus. (B) As proposed by Contreras and Steriade (1995) and Steriade et al. (1993a Steriade et al. ( , 1993d , cortical activity generated during the slow oscillation is transmitted to the thalamic reticular nucleus and activates the spindle rhythm generator. Spindle activity generated in the thalamus is then relayed back to cortex by thalamocortical neurons. High levels of cortical activity are represented by the plus (+) signs that occur at the peaks of the cortical oscillation (vertical dotted line). activate many, spatially disparate regions of the thalamus. This leads to simultaneous activation of multiple thalamic spindle rhythm generators which then behave more or less in unison (although not with the same extent of hypersynchrony associated with seizure activity, as described later). As the synchronized output of these rhythm generators is relayed back to cortex via extensive and divergent thalamocortical fibers, the spindles elicited in the disparate cortical regions occur at the same time. It is noteworthy that this effect does not occur in vitro where, rather than displaying patterns that are generally spatially invariant, thalamic spindles propagate in distinct waves (Kim et al., 1995) . However, this apparent inconsistency is not surprising, as the vast corticothalamic projections are not maintained in vitro. Indeed, the strong spatiotemporal coherence of thalamic spindle activity recorded in vivo is also lost after decortication (Contreras et al., 1997) .
Finally, circuits within the cortex are also hypothesized to amplify spindle activity. This conclusion was derived primarily from current source density (CSD) analyses of cortical regions during spindle activity (Kandel and Buzsaki, 1997) . This approach enabled the determination of spatiotemporal profiles of current flux in cortical neurons during spindle oscillations and demonstrated that an early, significant current sink, a presumed site of dendritic current flux, occurred in layer IV of cortex. As thalamocortical neurons primarily project to this layer, this observation is consistent with the hypothesis that thalamic activity mediates at least some aspects of spindle activity in the cortex. However, the authors also observed that neurons throughout all cortical layers were activated during spindles, leading to the suggestion that intracortical network activity contributes significantly to the spindle EEG signal. Indeed, the authors conclude that, while thalamocortical neurons may trigger a spindle cycle in the cortex, the EPSPs elicited in cortical neurons by thalamocortical neurons likely do not contribute much to the spindle signal. This is corroborated by anatomical evidence indicating that thalamocortical projections into the cortex are numerically small (White, 1979) . Thus, according to their model, the relatively small triggering signal from the thalamus is powerfully amplified by cortical circuits, in agreement with the concept of the canonical cortical microcircuit (Douglas and Martin, 2004) .
Thalamocortical Dysfunction and Epilepsy
Thus far we have described the mechanisms that contribute to the initiation and generation of a normal, sleep-related thalamocortical oscillation. Thalamocortical networks, however, are also associated with disease, particularly epilepsy. Seizures associated with thalamocortical dysfunction are linked to the idiopathic generalized epilepsies (IGEs). IGEs comprise one-third to onehalf of all epilepsies (Loiseau et al., 1991; Wolf and Goosses, 1986) and include epilepsy subtypes characterized by absence seizures, myoclonic jerks, and/or generalized tonic-clonic seizures (Beghi et al., 2006) . Among the most common IGE subtypes are childhood (CAE) and juvenile (JAE) absence epilepsy, juvenile myclonic epilepsy (JME), and generalized tonic/clonic epilepsy. It is unclear whether the different IGE subtypes constitute independent syndromes, or if they correspond to different points on a broad IGE spectrum (i.e., ''IGEs with variable phenotype''), an issue that requires future deliberation according to the organization largely responsible for defining epilepsy subtypes, the International League Against Epilepsy. For example, the cardinal symptoms associated with CAE and JAE are absences, seizures that are behaviorally subtle, primarily consisting of nonconvulsive staring episodes that last several seconds, during which the patient is unconscious. Patients with JME, however, often express absence seizures (Hirsch et al., 2008; Panayiotopoulos et al., 1989) , despite the fact that this epilepsy syndrome is principally defined by myoclonic seizures (transient muscle twitches).
Regardless of whether the various IGEs are one or many epilepsy syndromes, it is clear that they share two important features. First, the absence seizures associated with the different IGEs include the hallmark synchronized 3 Hz spikewave cortical discharges on essentially all scalp recording electrodes ( Figure 1B )-indeed, this pattern of activity is a defining feature of absence epilepsy. Similar to the argument outlined above regarding thalamic involvement in spindle generation, this attribute of generalization is often used as evidence that the thalamus plays a critical role in the pathologies underlying the IGEs. The second feature common to the IGE subtypes is that they are considered to be inherited disorders. This is wellillustrated by the high concordance (70%-95%) of IGE syndromes within monozygotic twins and the 10-fold higher recurrence risk within first-degree relatives of IGE patients (Sander et al., 2000) .
Not surprising for a presumed genetic disease resulting in hyperexcitable neuronal activity, many of the gene mutations associated with the IGEs occur in proteins that regulate the excitability of neurons: i.e., ion channels, transporter proteins, and neurotransmitter receptors. With respect to CAE and JAE, recent studies suggest that three types of ion channel and receptor genes are implicated: (1) calcium channels, (2) chloride channels, and (3) GABA A receptors. While a fourth gene, EFHC1 (EF-hand domain containing 1), is primarily associated with juvenile myoclonic epilepsy, some patients with mutations in EFHC1 have absence seizures (Suzuki et al., 2004) . Interestingly, EFHC1, which is not thought to be neuronal (Suzuki et al., 2008) , can augment currents mediated by voltage-dependent R-type calcium channels (Suzuki et al., 2004) . However, as very little is known about how EFHC1 dysfunction causes absence seizures, we will restrict our discussion below to those mutations associated with CAE and JAE. To better place those mutations in a functional context, we will first highlight the current, more general views regarding the pathophysiologies believed to underlie absence seizures.
Is the Spike-Wave a Hypersynchronous Spindle? Our understanding of how dysfunctional thalamic circuits promote absence seizures is in its infancy. The hypothesis that human IGEs even result from such circuits has yet to be definitively proven. Nonetheless, one model posits that the circuit responsible for generating absence seizure activity is comparable to the circuit that generates sleep spindles (Huguenard and McCormick, 2007) . Indeed, the rhythmic spike-wave discharge has been referred to as a perversion of the spindle oscillation (McCormick and Bal, 1997). For several reasons, this assumption is reasonable. First, qualitative features including duration of spike-wave events and generalization throughout widespread cortical areas are reminiscent of sleep spindles. Both types of network oscillations occur intermittently, last a few seconds, and can be recorded in many different cortical regions with EEG electrodes (see Figure 1) . Second, recordings from depth electrodes placed in the thalamus of patients with absence epilepsy clearly demonstrate that thalamic activity is oscillatory and phase-locked to the timing of spike-wave discharges recorded in the EEG (Williams, 1953) , an observation that is paralleled by the finding that the cortex and thalamus oscillate together during spindles (Andersen et al., 1968 (Andersen et al., , 1967a ). Third, current source density profiles recorded in the cortex are generally similar during spindle oscillations and spike-wave discharges (Kandel and Buzsaki, 1997) .
Another commonality between spindles and spike-wave discharges is that both are hypothesized to be initiated by cortical activity. While spike-wave discharges have not been linked to the slow cortical oscillation per se, initiation of the discharge is nonetheless thought to involve the cortex. Specifically, Meeren et al. (2002) recorded from a rat model of genetic absence seizures using multiple electrodes in the cortex and thalamus and performed association analyses. The authors discovered that the cortical focus of epileptic activity (i.e., the site that consistently exhibits the first bouts of activity) preceded any recorded activity in the thalamus by 500 ms, enabling the authors to conclude that cortical activity initiates absence seizures. The assumption guiding this strategy, of course, is that the recording electrodes are placed in the appropriate regions to capture the initiating bouts of activity. Therefore, one could argue that the particular placement of electrodes influenced the authors' conclusion. However, using a similar strategy in another animal model of absence epilepsy, Polack et al. (2007) also found that cortical activity preceded thalamic activity during spike-wave discharges. Comparable results were also found by magnetic resonance imaging (MRI) putative brain activity in a rat model (Nersesyan et al., 2004) . Finally, pharmacological inactivation of the cortical focus with lidocaine reduces spike-wave incidence in the entire cortex (Sitnikova and van Luijtelaar, 2004) . It could be argued that lidocaine, a known sodium channel blocker, also likely inhibits the activity of thalamocortical afferents, making it formally possible that any initiating thalamic activity propagating to the cortex is likewise silenced. Nonetheless, the accumulated data thus far support the hypothesis that seizure initiation is cortical in nature.
The primary reason that spindles and spike-wave discharges are believed to emerge from similar circuit mechanisms comes from the observation that both types of oscillations can be recorded in the thalamic slice preparation. Moreover, both oscillations can be recorded within the same slice by performing simple pharmacological manipulations. Specifically, application of GABA A receptor antagonists transforms sparse spindle-like activity recorded in the slice into robust 3 Hz epileptiform oscillations (Huguenard and Prince, 1994a; Kim et al., 1997; Sanchez-Vives and McCormick, 1997; von Krosigk et al., 1993) , a transformation that occurs within minutes and is observed even when recording neurons at the single-cell level. A comparable transformation occurs with infusion of GABA A receptor blockers directly into the thalamus of behaving rats (CastroAlamancos, 1999 ; but see Steriade and Contreras, 1998) . These results suggest that, as with spindles, the spike-wave rhythm generator is found in the thalamus. Moreover, the rapid transition from normal to epileptiform activity argues that dramatic rewiring of thalamic circuitry is not required for the expression of spikewave discharges. In other words, the basic circuitry responsible for the expression of both normal and epileptiform activity is in place.
Switching the Thalamic Circuit
How does GABA A receptor blockade promote the switch between normal and epileptiform activity? The prevailing hypothesis suggests that this blockade eliminates intra-RT inhibition, thereby promoting the hypersynchronous firing of thalamic neurons. Specifically, the burst-vetoing mechanisms that are hypothesized to occur during normal spindles (see Spindle Rhythm Generator section) are removed when intra-RT inhibition is blocked. Without such vetoing mechanisms, a higher percentage of RT neurons will contribute to the oscillation. Indeed, in contrast to the relative sparseness of thalamocortical activity during spindles, neural activity is more robust and highly synchronized during spike-wave discharges, as evidenced by higher-amplitude EEG signals (see Figure 1) .
More conclusive evidence for intra-RT inhibition serving as a mechanism that constrains the oscillatory activity in the thalamus was derived from genetic manipulations. GABA A receptors are heteropentamers, with specific subunit composition varying among neurons in different brain areas (Pirker et al., 2000) . b 3 is one such receptor subunit. GABA A receptors expressed by RT neurons normally contain the b 3 subunit, while those expressed by TC neurons do not. Thus, genetically removing the b 3 subunit from mice essentially eliminates intra-RT inhibition but does not affect RT-to-TC inhibition (Huntsman et al., 1999) . The reduced intra-RT inhibition in b 3 knockout mice is associated with thalamic oscillations that are significantly more robust and coherent (i.e., epileptiform) than their wild-type counterparts (Huntsman et al., 1999) . Importantly, mice lacking the b 3 subunit have a phenotype consistent with Angelman syndrome, including absence-like seizures (DeLorey et al., 1998) . Thus, reducing intra-RT inhibition promotes hypersynchrony among RT neurons and likely contributes to absence seizures. Electrical coupling among the RT neurons also likely contributes to RT hypersynchrony during spike-wave discharges (Deleuze and Huguenard, 2006; Slaght et al., 2002) . In support of this hypothesis is the finding that carbenoxelone, an inhibitor of gap junctional communication, reduces the number and duration of spike-wave discharges in rat and mouse models of absence epilepsy (Gareri et al., 2005) .
If reducing intra-RT inhibition promotes RT hypersynchrony, what then slows the normal 10 Hz oscillation to the pathological 3 Hz oscillation? One hypothesis that has attracted attention is that of differential activation of GABA A and GABA B receptors at the RT-TC synapse. As described above, RT neurons inhibit TC neurons, leading to the generation of postinhibitory rebound activity bursts that are responsible for re-excitation of RT neurons (see Figure 2A) . The RT-TC synaptic response is mixed, composed of both fast GABA A receptor-mediated (ionotropic) and slow GABA B receptor-mediated (metabotropic) inhibition. While both types of inhibition can result in postinhibitory rebound bursting in TC neurons, GABA B receptor-mediated inhibitory postsynaptic potentials (IPSPs) are particularly effective at doing so because they produce long-lasting, strong inhibition that results in substantial deinactivation of T-type calcium channels (Huguenard and Prince, 1994c; von Krosigk et al., 1993) . Moreover, because GABA A and GABA B receptor-mediated IPSPs follow different time courses, the latency to rebound burst onset is different in the two forms of inhibition. If the synapse is dominated by GABA A receptor-mediated inhibition, then the latency from synapse activation to rebound burst is relatively brief. On the other hand, if inhibition at the RT-TC synapse is dominated by GABA B receptor activation, then this latency is longer. Thus, the relative contribution of GABA A and GABA B receptormediated inhibition defines the latency to TC neuron rebound burst onset and, therefore, dictates when RT neurons will be re-excited by TC neurons. As such, the properties of RT-TC inhibition influence the frequency at which the thalamic circuit oscillates. Therefore, it is hypothesized that the transition from a 10 Hz to 3 Hz oscillation reflects a stronger dependence on GABA B receptor-mediated inhibition at the RT-TC synapse (Kim et al., 1997) . The 300 ms duration of synaptically evoked GABA B currents is consistent with this hypothesis. Additionally, GABA B receptor antagonists can eliminate 3 Hz epileptiform activity in both in vitro (Kim et al., 1997) and in vivo (Smith and Fisher, 1996 ) models of absence epilepsy and can do so even with direct intrathalamic infusion (Liu et al., 1992) . These results suggest a critical role for thalamic GABA B receptors in the generation of 3 Hz spike-wave discharges. It is important to emphasize that this hypothesis does not state that dysfunctional RT-TC synapses mediate absence seizures. Rather, it suggests that factors promoting greater GABA B receptor activation at RT-TC synapses likely underlie the slower frequency of thalamic oscillations associated with absence seizures. Indeed, as significant GABA B receptor activation is primarily achieved only with strong presynaptic activation (Destexhe and Sejnowski, 1995; Dutar and Nicoll, 1988; Huguenard and Prince, 1994b; Isaacson et al., 1993; Kim et al., 1997; Scanziani, 2000) , it is hypothesized that any condition/manipulation that facilitates strong, synchronized RT neuron bursting will result in significant GABA B receptor-mediated inhibition of TC neurons and promote slower thalamocortical oscillations. Thus, factors that contribute to RT neuron excitability are actively investigated as potential sources of absence seizure generation. Tipping the Balance: Submission of Intra-RT Inhibition Many factors are involved in defining RT neuron excitability. The intra-RT inhibition described above is one factor that limits RT excitability. As such, it can be directly targeted, as in the b3 knockout mouse, to promote epileptiform activity. However, perturbations that do not directly modulate intra-RT inhibition can also increase RT neuron excitability. For example, if sufficiently strong, enhanced excitatory drive can overcome intra-RT inhibition such that RT neurons generate synchronized and/or robust bursting activity. Evidence for this comes from in vitro studies in which thalamic oscillations were evoked by electrically stimulating cortical inputs with a variable number of stimuli (Bal et al., 2000; Blumenfeld and McCormick, 2000) .
These studies demonstrated that oscillations evoked with one/ few stimulus shocks were sparse and relatively fast (6-10 Hz). However, when many shocks were delivered to the corticothalamic inputs, the resulting oscillation was much more robust and slower (2-4 Hz). Moreover, under these conditions, i.e., when many shocks were delivered, subsequent application of a GABA B receptor antagonist transformed the responses back to sparse and fast oscillations, like those evoked by one shock. Thus, powerful excitatory feedback onto RT neurons from the cortex can transform spindle oscillations into slow, 3 Hz oscillations, a transition that is dependent on activation of GABA B receptors.
The aforementioned studies by Blumenfeld and McCormick and Bal et al. suggest that increased cortical activity could be one mechanism that triggers the expression of spike-wave discharges. This possibility is entirely plausible. However, as TC neurons also excite RT neurons, it is also possible that enhanced TC neuron activity contributes to RT neuron hyperexcitability. Indeed, several genetic animal models of absence epilepsy are associated with elevated (+40%) T-type currents in TC neurons (Song et al., 2004; Tsakiridou et al., 1995; Zhang et al., 2002) , an effect that likely leads to more robust postinhibitory rebound bursting among TC neurons. Interestingly, these studies also show that the kinetics of the T-type currents recorded in epileptic animals are not substantially different from those recorded in control animals. This suggests that altered T-type currents in TC neurons are unlikely to directly contribute to the slow oscillatory features of the spike-wave discharges observed in the epileptic animals. However, if TC neuron firing is nonetheless more robust in the epileptic animals, then it is likely that TC-to-RT excitation is likewise increased. If so, then this secondary increase in excitation onto RT neurons might indirectly contribute to slower, more robust oscillations in much the same manner that increased cortical excitation of RT neurons transforms fast spindles into slow and robust oscillations.
A more recent study demonstrates yet another possible means of promoting RT neuron activity: alteration of the synaptic machinery responsible for RT neuron excitation (Beyer et al., 2008) . Beyer et al. demonstrate that an inbred mouse prone to absence seizures has a mutation in the gene encoding Gria4, an AMPA-type glutamate receptor subunit that is highly expressed by RT neurons. The Gria4 subunit confers rapid decay kinetics to the AMPA receptor. The authors subsequently knocked out the Gria4 gene and observed that the mutant animals have frequent spike-wave discharges similar to the inbred strain. Consistent with the finding that Gria4-containing AMPA receptors mediate fast excitatory transmission is the observation that EPSPs recorded in RT neurons of Gria4 knockout animals are substantially slower than those in wildtype animals. Thus, the authors propose that prolonged excitatory synaptic responses of RT neurons promote RT neuron hyperexcitability and may contribute to the spike-wave discharges observed in the epileptic animals.
A second recent study also probes the question of whether altered synaptic excitation of RT neurons contributes to absence seizures (Menuz and Nicoll, 2008) . However, in contrast to the aforementioned studies, these results suggest that decreased RT excitability contributes to seizure activity. The authors examined a mutant mouse called stargazer that has long been known to have frequent spike-wave discharges (Noebels et al., 1990) . In fact, the stargazer mouse is one of the previously described mutant animals associated with substantially elevated T-type currents in TC neurons (Zhang et al., 2002) . More recently, it has been shown that stargazin, the protein mutated in stargazer mice, regulates AMPA receptor trafficking (Chen et al., 2000; Milstein and Nicoll, 2008) . Thus, the frequency of AMPA receptor-mediated excitatory events is made significantly lower in cultured neurons when stargazin is mutated (Chen et al., 2000) . Menuz and Nicoll found a comparable result in RT neurons recorded from thalamic brain slices taken from stargazer mice. Specifically, AMPA receptor-mediated excitatory events were smaller and less frequent in stargazer RT neurons than in wild-type RT neurons. No difference was found with excitatory events in TC neurons. The authors propose that the observed decrease in RT neuron excitation promotes the disinhibition of thalamocortical networks and, therefore, promotes the generation absence seizures. Given that most evidence indicates that circuits driving absence epilepsy seem to require strong RT-to-TC inhibition, it is not obvious how disinhibition per se would lead to spike-wave discharges. Thus, the recent characterization of excitatory events in stargazer mice in many ways highlights the challenges we face in attempting to elucidate the mechanisms underlying absence seizures. The Hippocampus and Sleep: Why Do We Ripple? The hippocampus is located within the medial temporal lobe of the cortex and, similar to the thalamus, is characterized by robust oscillatory network activity. Primary functions associated with hippocampal oscillations include memory formation and spatial navigation. Under normal conditions, information enters the hippocampus via the dentate gyrus and then proceeds to area CA3, then to area CA1, and finally to the subiculum (Figure 4) . One oscillation associated with both normal and epileptic brains is the sharp wave-ripple complex, a pattern of activity expressed predominantly during sleep that consists of a large, highly synchronized burst of activity in CA3 neurons (sharp wave) followed by the generation of a very fast (200 Hz) oscillation in CA1 neurons (ripples) (Figure 4 ). These events are intermittent, occurring once every few hundred milliseconds to once every 50 s (Ylinen et al., 1995) . The sharp wave-ripple complex has received considerable attention for its potential role in reactivation, a phenomenon in which hippocampal neurons activated during specific learning tasks exhibit elevated activity patterns once again during sleep (Nadasdy et al., 1999; Pavlides and Winson, 1989; Wilson and McNaughton, 1994) . Such reactivation is hypothesized to promote the consolidation of memories within cortical networks (Buzsaki, 2006; Cheng and Frank, 2008; Rasch and Born, 2007; Sutherland and McNaughton, 2000) and is likely to involve sustained changes in synaptic strength such as those observed during long-term potentiation (LTP). Indeed, sharp wave-like stimuli artificially provided to CA3 neurons can induce LTP in CA1 neurons (Buzsaki et al., 1987) . Interestingly, the converse is also true: inducing LTP in CA3/CA1 promotes the expression of sharp wave-ripple complexes (Behrens et al., 2005; Buzsaki, 1984) . The Sharp Wave-Ripple Generator In keeping with our previous distinction between rhythm initiation and rhythm generation, we will primarily discuss the sharp wave component in the context of rhythm initiation and the ripple component in the context of rhythm generation. It is generally accepted that the sharp wave component is initiated by a highly synchronized discharge of CA3 pyramidal neurons that results in compound field EPSPs in the dendritic regions of CA1 neurons (Buzsaki et al., 1992; Maier et al., 2003 ; but see Traub et al., 2001b) . After a few milliseconds, this activity results in 200 Hz rhythmic IPSPs (ripples) in CA1 pyramidal neurons (Ylinen et al., 1995) (Figure 5) . Evidence for such a CA3-to-CA1 progression comes from the observation that in both in vivo (Chrobak and Buzsaki, 1996) and in vitro (Maier et al., 2003) preparations, CA3 activity precedes CA1 activity. Furthermore, CA1 sharp wave-ripple complexes are largely suppressed when the fiber pathway connecting CA3 to CA1 (Schaffer collateral) is cut (Maier et al., 2003) . Also, both components of sharp wave-ripples are eliminated when glutamate receptor antagonists are applied to in vitro models (Maier et al., 2003) , consistent with the hypothesis that CA3-mediated excitation drives these oscillations. While ripple oscillations can be observed in CA3, they are less prominent and more enigmatic than CA1 ripples (Ylinen et al., 1995) . For this reason, we primarily focus on CA1 ripples.
Factors contributing to CA1 ripples remain unclear. However, most evidence from in vivo studies indicates that ripples arise from circuit properties rather than from intrinsic oscillatory properties of CA1 neurons. Specifically, ripples are hypothesized to reflect rhythmic IPSPs generated in the somatic and perisomatic regions of CA1 pyramidal neurons. Evidence for the dependence of ripple oscillations on synaptic inhibition comes from the observation that spiking activity of CA1 inhibitory neurons significantly increases during ripple activity (Ylinen et al., 1995) . Moreover, urethane and ketamine, two anesthetics that modulate GABAergic inhibition, reduce ripple oscillation frequency (Ylinen et al., 1995) . The primary question, then, is how do IPSPs occurring at 200 Hz in CA1 pyramidal neurons arise? According to the proposed hypothesis, CA3 sharp wave excitation activates local inhibitory interneuron circuits in CA1 that function as ripple rhythm generators to produce 200 Hz rhythmic activity (Figure 6 ). This high-frequency rhythmic activity is then imposed on CA1 pyramidal neurons in the form of rhythmic somatic/perisomatic IPSPs-synaptic activity that manifests itself as a ripple oscillation in extracellular recordings of CA1. It is noteworthy that this hypothesis refers to mechanisms of in vivo ripple generation. As discussed below, alternative mechanisms may contribute to ripple oscillations observed in vitro.
The aforementioned hypothesis is consistent with much of the current dogma stating that inhibitory neurons provide the timing information required to drive coherent network oscillations (Bartos et al., 2007; Fries et al., 2007; Maex and De Schutter, 2005; Mann and Paulsen, 2007) . This view has motivated investigators to design computational model networks that utilize synaptic inhibition as a means of generating oscillatory activity. Indeed, many such model networks can generate very fast rhythmic activity, including ripple oscillations. One of the main challenges, however, is to construct a model that captures overall network behavior as well as the physiological activity associated with individual units of the network. With this in mind, it is important to appreciate that while the averaged activity of the population of neurons oscillates during hippocampal ripples, the behavior of single neurons that contribute to the population oscillation is likely different. Specifically, intracellular recordings of individual interneurons within the putative ripple network reveal activity that is neither robust nor highly oscillatory, despite the presence of a strong oscillatory signal in the local field potential (LFP, a metric for population activity recorded with extracellular electrodes) (Csicsvari et al., 1998 Jinno et al., 2007; Klausberger et al., 2003 Klausberger et al., , 2004 Le Van Quyen et al., 2008) (Figure 6B ). Thus, computational models of ripple-generating networks should capture this emergent property of the oscillation. The Inhibition Rendition of Ripple Generation Brunel and Wang (2003) and Geisler et al. (2005) have recently developed model networks that generate robust populationbased oscillations that are driven by nonrhythmic constituent neurons. Moreover, these models, which are composed entirely of inhibitory neurons, can sustain network oscillations in the ripple frequency range (200 Hz). This oscillation arises primarily from two assumed features of the network: (1) inhibition is powerful, and (2) synaptic noise-the stochastic fluctuations in a neuron's membrane potential arising from randomly firing synaptic inputs-is high. Individual network neurons fire whenever their membrane potentials are sufficiently depolarized to reach action potential threshold, an event that occurs sporadically with high synaptic noise. As schematized in Figure 7 , when the network receives strong excitatory drive from external inputs (e.g., CA3-initiated sharp wave), the firing rate of the population of inhibitory neurons within the network is substantially elevated. However, because recurrent inhibition within the network is strong, the firing rate of individual neurons remains relatively low (i.e., sparse), albeit higher than prior to receiving excitation. As the firing rate increases, recurrent inhibition within the network strengthens. At the time of peak population firing, recurrent circuitry delivers a powerful surge of inhibition throughout the network, resulting in an overall decrease in the population firing rate. The firing rate trough occurs roughly 2.5 ms after the peak, a duration defined primarily by synaptic latencies and rise times. As the inhibitory synaptic events decay, the population firing rate builds up once again to a peak level 2.5 ms later, only to be reduced by the next surge in recurrent inhibition. Thus, the activity of the population oscillates between high firing rates during which net excitation is stronger than inhibition and low firing rates during which net inhibition is stronger than excitation ( Figure 7A2 ). As the time lag between two successive cycles of this oscillation is 5 ms, the population firing rate oscillates at 200 Hz. Importantly, while the population readily oscillates under these conditions, only 10% of all network neurons contribute to any cycle of the oscillation, an observation consistent with experimental data. It is important to note that 200 Hz likely represents the upper frequency limit of this inhibitory model network. Specifically, the model can readily oscillate at frequencies greater than 200 Hz, but this would require assigning synaptic delay and rise times with unrealistically short durations. Also important to note is the finding that incorporating excitatory neurons within the model network does not necessarily increase oscillation frequency; on the contrary, excitatory neurons can slow the oscillation frequency to 80 Hz (Brunel and Wang, 2003 ; but see Geisler et al., 2005) . Nonetheless, it is theoretically possible to build a model network of inhibitory neurons that can generate 200 Hz oscillations. Thus, synthesizing the experimental and modeling data, it is hypothesized that ripples emerge when the CA3 sharp wave provides powerful excitation to inhibitory networks in CA1 that generate 200 Hz oscillations, rhythmic activity that is then imposed on CA1 pyramidal neurons in the form of IPSPs.
Gap Junction: What's Your Function?
The hypothesis that strong synaptic inhibition contributes to the generation of ripple oscillations is not without problems. Specifically, in vitro experiments have shown that ripples persist during GABA A receptor blockade (Maier et al., 2003) . Indeed, spontaneous CA1 ripples are observed in the LFP even when all chemical transmission is eliminated (Draguhn et al., 1998) . It is noteworthy that both synaptic potentials and action potentials can contribute Components that contribute to ripple oscillations. Consensus exists that the sharp wave produced by CA3 pyramidal neurons (blue) provides the excitatory drive that initiates the ripple oscillation. Also, it is generally accepted that rhythmic inhibition of CA1 pyramidal neurons (red) underlies ripple oscillations recorded in vivo. What is not clear is how such rhythmic inhibition arises (black box). One hypothesis suggests that rhythmogenic inhibitory networks provide input to CA1 pyramidal neurons (see Figure 7) , while another argues that electrically coupled CA1 pyramidal neuron axons form the substrate for rhythmicity (see Figure 8) . (B) Graphical representation of observed activity patterns during ripple oscillation. Vertical lines placed on horizontal black lines represent extracellularly recorded action potentials of CA3 (blue) and CA1 (red) pyramidal neurons, and CA1 inhibitory neurons (green). The bottom red traces represent synaptic activity of an intracellularly recorded CA1 pyramidal neuron. Before the sharp wave, all neurons are weakly active, and synaptic activity observed in the CA1 pyramidal neuron is low (left panel). During the sharp wave, CA3 pyramidal neurons fire highly synchronized bursts of action potentials, resulting in a moderate elevation of activity in CA1 pyramidal and inhibitory neurons. The sharp wave also causes a CA1 ripple oscillation, which is hypothesized to result from the fast rhythmic inhibition of CA1 pyramidal neurons.
Figure 7. Graphical Description of How Inhibitory Networks May Provide the Rhythmicity that Underlies Ripple Oscillations
(A1) Placing the computational models proposed by Brunel and Wang (2003) and Geisler et al. (2005) in a hippocampal context, the aggregate activity of CA1 inhibitory neurons (green) provides rhythmic drive to CA1 pyramidal neurons (red). As such, local inhibitory networks in CA1 are hypothesized to function as the rhythm generator for ripple oscillations. Excitation provided by CA3 pyramidal neurons (blue) activates CA1 inhibitory networks. (A2) Description of the temporal relationship between CA1 network dynamics and ripple oscillations, as represented by a rhythmic 200 Hz local field potential (LFP). Excitation from CA3 activates CA1 inhibitory neurons. CA1 inhibitory neuron activity is low at the LFP trough and progressively increases in response to CA3 excitation. Concomitant with the increase in inhibitory neuron activity is a strengthening of recurrent inhibition within the network. At the LFP peak, recurrent inhibition is strong and overpowers the CA3 excitatory drive. This causes the activity levels among CA1 inhibitory neurons to decrease. The 5 ms period of the LFP is defined by synaptic delays and rise times associated with inhibitory events. (B) Graphical representation of neuronal activity patterns according to proposed model. As in Figure 6 , vertical lines placed on horizontal time lines represent extracellularly recorded action potentials. The black trace corresponds to the LFP, and the red traces represent synaptic activity of an intracellularly recorded CA1 pyramidal neuron. During the sharp wave, activity levels of individual CA1 inhibitory neurons are not obviously rhythmic. However, rhythmicity is apparent when summating the activity across all individual neurons (CA1 pop. ). As described in (A2), high-frequency population activity is observed at the LFP peak, while low-frequency activity is observed at the LFP trough. CA1 pyramidal neurons receive fast rhythmic inhibition because the activity generated by the inhibitory networks is oscillatory.
to the LFP signal, unlike the case with the EEG signals discussed above. Thus, the persistence of ripples during chemical transmission blockade has led to an alternative hypothesis for which evidence is accumulating: ripples are driven by action potential activity that results from direct, gap junction-mediated electrical coupling among the axons of CA1 pyramidal neurons (Draguhn et al., 1998; Traub et al., 2001a) . This hypothesis was derived from the observation that ripple oscillations are eliminated by halothane (Draguhn et al., 1998; Ylinen et al., 1995) and carbenoxolone (Maier et al., 2003) , two compounds that block gap-junctional communication. Although gap junction blockers are known to have nonspecific actions (Leznik and Llinas, 2005; Rouach et al., 2003; Rozental et al., 2001) , evidence for the presence of CA1 pyramidal neuron axon-axon electrical coupling comes from both anatomy and physiology experiments. First, when a CA1 pyramidal neuron is filled with a dye that traverses gap junctions, neighboring pyramidal neurons are also labeled, revealing a plexus of interconnected, dye-coupled neurons (Schmitz et al., 2001; Valiante et al., 1995; Church and Baimbridge, 1991; Andrew et al., 1982) . When assessing morphological features of the dye-coupled neurons, there is evidence that axons are the coupling sites (Schmitz et al., 2001) . Second, when simultaneously recording a pair of CA1 pyramidal cells with intracellular electrodes, one can elicit a carbenoxolone-sensitive, miniature version of an action potential (''spikelet'') in the axon of one neuron by causing the other neuron to fire an action potential (Schmitz et al., 2001) .
How might axon-axon electrical coupling promote ripple rhythm generation? Once again, computational approaches may provide insights. Traub and colleagues (Traub et al., 2001a; Traub and Bibbig, 2000; Traub et al., 1999 ) have proposed a model (Figure 8 ) that assumes that (1) under relatively depolarized conditions CA1 axons spontaneously generate action potentials, (2) CA1 axon-axon coupling is relatively sparse (i.e., each axon is coupled to 2 others), and (3) axonal gap junctions permit the transfer of action potentials to their coupled neighbors, enabling the activation of coupled axons. If an action potential is spontaneously generated in an axon, then this action potential will propagate to its electrically coupled neighbors. In turn, these secondary action potentials will elicit action potentials in their electrically coupled neighbors and so forth until a wave of action potential-based activity propagates sparsely throughout the CA1 axonal plexus. The duration of this wave of activity is primarily a function of (1) the time required for an action potential to propagate though a gap junction (0.3-0.5 ms) and (2) the size and connectivity of the axonal plexus.
To understand how activity waves are defined by action potential propagation and axonal plexus size, it is instructive to conceptualize a population of neuronal axons that are sparsely coupled to each other. In Figure 8 , we outline an example network with ten coupled nodes (i.e., groups of electrically coupled axons that fire synchronized action potentials). Clearly, the population of CA1 pyramidal neurons is much larger and, therefore, the corresponding plexus is likely to be much larger. However, the parameter that is critical for oscillatory activity is the portion of the plexus that sustains the wave, which is proposed to be less than 20 coupled nodes (Traub et al., 2002) . If it takes 0.5 ms for an action potential from one axon to propagate through a gap junction to its neighbor, and the wave travels through ten coupled nodes, then the duration of the wave is 5 ms. Once the wave reaches the end of the coupled nodes, it does not propagate in the opposite direction because the action potentials are associated with a refractory period. When the wave of activity has terminated, another wave will initiate when the next action potential in the CA1 axon plexus is generated. If the rate of action potential generation within the plexus is high, then waves will occur every 5 ms (i.e., 200 Hz). Thus, to borrow from a description provided by Traub et al. (2002) , the ripple-like activity within the axonal plexus is not an oscillation per se but, rather, a rapid series of propagating waves. What, then, elevates the rate of spontaneous action potential generation such that waves are initiated at ripple frequency? According to the proposed model, the CA3 sharp wave depolarizes CA1 neurons and significantly increases the probability (and, therefore, the rate) that their axons will generate action potentials.
Hypotheses regarding the downstream effects of CA1 axonal waves are thoroughly outlined by Traub et al. (2002) . Briefly, under conditions in which chemical transmission is blocked in vitro, these waves propagate antidromically along the axons until they reach their respective somata ( Figure 8B ). Under more intact conditions, the waves of activity are proposed to propagate orthodromically to provide rhythmic excitatory drive to CA1 inhibitory neurons. In turn, these inhibitory neurons provide feedback onto CA1 pyramidal neurons in somatic/perisomatic regions, resulting in the fast, rhythmic IPSPs presumed to underlie in vivo ripple oscillations.
Recently, a second model based exclusively on electrical coupling among axons has been proposed (Tseng et al., 2008) . In this model, fast oscillatory activity results from the reverberation of action potentials within a closed-loop network of electrically coupled axons. Similar to the model proposed by Traub et al., oscillation frequency is largely determined by the size of the coupled network. Interestingly, Tseng et al. also performed experimental work demonstrating that comparable oscillatory mechanisms occur in the network responsible for the tail-flip escape behavior of crayfish. Moreover, the crayfish network, which consists of a relatively small plexus of electrically coupled axons, can oscillate at frequencies greater than 600 Hz. Thus, both computational and biological networks can generate very fast oscillations using axonal electrical coupling as a substrate.
Ascribing a significant role for electrical coupling in the generation of ripples is, however, complicated by the observation that the oscillations persist in mice lacking connexin-36 (Pais et al., 2003) , the gap junction protein that predominantly mediates electrical coupling among neurons. Ripples persist in these animals either because gap junctions are not important for the oscillations or because long-term removal of the protein, as occurs in knockout animals, results in the upregulation of other gap junction proteins that can mediate axon-axonal electrical coupling and, therefore, sustain ripple activity (Pais et al., 2003) . The inhibition of ripples in the mutant mouse by gap junction blockade (Pais et al., 2003) supports the latter. Future studies using anatomical and physiological approaches comparable to those described above should reveal whether CA1 axons remain electrically coupled in the mutant mouse.
In sum, the mechanisms underlying the ripple rhythm generator remain controversial and rely primarily on insights gleaned from computational techniques. On the one hand, we have a model network driven by powerful synaptic inhibition that must be reconciled with experimental evidence indicating that ripples persist when all chemical synaptic transmission is abolished. On the other hand, we have a model network mediated exclusively by electrical coupling that must be reconciled with the finding that ripples persist in an animal lacking connexin-36, a predominant neuronal gap junction protein. Future studies will ultimately determine which model is closer to reality. Sharp Wave-Ripple Initiation As described above, the initiation of sharp wave-ripple oscillations is thought to involve the synchronized burst of many CA3 pyramidal neurons that send projections to CA1. What factors, then, promote large-scale, coordinated CA3 bursting activity? It has long been appreciated that CA3 pyramidal neurons are under inhibitory control and that releasing these neurons from inhibition promotes their synchronous firing of action potential bursts (Miles and Wong, 1987) . Moreover, blocking inhibition unmasks significant recurrent excitatory connections among CA3 pyramidal neurons (Miles and Wong, 1987) . Therefore, The plexus is arbitrarily composed of 30 axons (red) that can be subdivided into ten nodes according to firing times. Numbers above the plexus represent node number. Nodes one and ten contain one axon each, nodes two and nine contain two axons each, and nodes three through eight contain four axons each. Axons within each node fire action potentials at the same time. The axon in node one is electrically coupled to both axons in node two, which, in turn, are electrically coupled to the axons in node three, and so forth. Thus, when an action potential is spontaneously generated by the axon in node one, the activity quickly propagates through the plexus in a wave-like manner (from left to right). The duration of the wave is determined by the time for an action potential to cross a gap junction and the size of the plexus (specifically, the number of nodes through which the wave propagates). For practical reasons, in this example we define the duration for an action potential to propagate through a gap junction to equal 0.5 ms (it is proposed to be slightly briefer). Because the activity propagates through ten nodes, the duration of the wave is equal to 5 ms (0.5 ms 3 10 nodes). Once the wave of activity terminates, another wave begins when the next spontaneously generated action potential occurs within the plexus (which we arbitrarily set to occur again within node one). During CA3-mediated excitation, the rate of spontaneously generated action potentials within the plexus is high, resulting in propagating waves that occur every 5 ms (i.e., time-locked to the local field potential, LFP). (B) Proposed mechanism for how activity generated by the CA1 pyramidal neuron axon plexus results in rhythmic perisomatic inhibition of CA1 pyramidal neurons. For simplicity, we show only two CA1 pyramidal neurons and two inhibitory neurons. Under normal conditions, action potentials generated within the axon plexus propagate orthodromically to trigger the release of glutamate that excites inhibitory neurons. The inhibitory neurons are rhythmically activated because the output of the plexus is rhythmic. Inhibitory neurons, in turn, rhythmically inhibit the perisomatic region of CA1 pyramidal neurons, resulting in ripple oscillations. Under conditions that block chemical neurotransmission, the rhythmic waves of activity within the axon plexus persist. However, because communication between pyramidal and inhibitory neurons is abolished, the recorded ripple oscillation is a consequence of action potentials propagating antidromically back to the CA1 pyramidal neuron soma. (C) Graphical representation of neuronal activity patterns according to proposed model. As in Figure 6 , vertical lines placed on horizontal black lines represent extracellularly recorded action potentials. The two bottom red traces represent synaptic activity of intracellularly recorded CA1 pyramidal neurons, and the bottom trace corresponds to the LFP. Population activity within the CA1 axon plexus (red, represented as a histogram) is rhythmic during the CA3 sharp wave (blue). The plexus rhythmically activates a population of CA1 inhibitory neurons (CA1 pop. , green), resulting in rhythmic IPSPs in the perisomatic region of CA1 pyramidal neurons (bottom red traces).
Neuron 62, June 11, 2009 ª2009 Elsevier Inc. 623 Neuron Review investigators have set out to determine what endogenous factors modulate inhibition within CA3 that might regulate the expression of highly synchronized pyramidal neuron bursting. One illustrative example of a neurotransmitter that regulates such bursting is adenosine, a nucleoside that is present in the extracellular space at relatively high concentrations. Several reports have demonstrated that blocking adenosine receptors induces synchronized bursting of CA3 pyramidal neurons (Alzheimer et al., 1989 (Alzheimer et al., , 1993 Wu et al., 2009 ). Moreover, Wu et al. (2009) recently showed that augmenting the actions of adenosine can inhibit spontaneously occurring CA3 sharp waves in hippocampal slices. Both pre-and postsynaptic mechanisms may regulate CA3 bursting. Inhibiting the actions of adenosine may remove the presynaptic block that the neurotransmitter preferentially places on excitatory terminals (Lambert and Teyler, 1991; Scanziani et al., 1992; Wu and Saggau, 1994) , thereby enhancing excitatory neurotransmission. Alternatively, as adenosine can activate postsynaptic potassium channels to hyperpolarize neurons (Pan et al., 1995) , blocking adenosine may cause pyramidal neurons to depolarize and make them more likely to burst. Regardless of the mechanism, an intriguing observation is that endogenous extracellular levels of adenosine are reduced by 20% during sleep (Basheer et al., 2004 )-the time when sharp wave-ripples are primarily expressed.
Hippocampal Dysfunction and Epilepsy
The predominant form of epilepsy associated with the hippocampus is mesial temporal lobe epilepsy (MTLE). Like the idiopathic generalized epilepsies described above, little is known regarding the etiology of MTLE. One dominant hypothesis states that events early in life set in motion a process that ultimately engenders networks in the brain hyperexcitable and capable of generating seizures. As this process can occur slowly, the precipitating event does not necessarily immediately result in MTLE. For example, prolonged febrile seizures (i.e., fever-induced seizures occurring in children) are often associated with later-onset MTLE (Falconer, 1971; French et al., 1993; So et al., 1989; Williamson et al., 1993 ; but see Ellenberg and Nelson, 1978) . After the precipitating seizures pass, the brain enters a latent period during which an epileptic circuit ''ripens'' (Earle and Penfield, 1953) . After this latent period, the individual has seizures symptomatic of MTLE, which are commonly characterized by spontaneous motor behaviors that often consist of movements of the mouth (e.g., chewing, licking, tooth grinding). Consciousness and/or memory is often impaired during MTLE seizures, rendering patients unaware of their motor activity. While seizures can be treated with antiepileptic drugs (AEDs), between 60% and 80% of MTLE patients will eventually develop intractable (or refractory) epilepsy (Kwan and Brodie, 2000; Pittau et al., 2009; Semah et al., 1998) , a condition in which seizure frequency is high and is not abated by AEDs. In such cases, surgical removal of the affected medial temporal lobe is a common form of treatment.
MTLE is commonly associated with sclerotic tissue in the hippocampus, with neuronal loss most often occurring in the hilar region of the dentate gyrus, CA3 and CA1 (Margerison and Corsellis, 1966 ; but see Engel et al., 2008) . This association was originally made in studies of resected hippocampi from patients with intractable MTLE (Falconer, 1953) and was subsequently supported by high-resolution MRI scans of intractable MTLE patients (Van Paesschen et al., 1997a) . However, several recent MRI studies have shown that the hippocampi of between 65% and 90% of newly-diagnosed MTLE patients actually appear normal (Liu et al., 2002; Van Paesschen et al., 1998 , 1997b . Assuming that MRI scans are sufficiently sensitive to assess hippocampal damage, these findings suggest that extensive hippocampus sclerosis is not required to initially cause seizures. This finding has led to the hypothesis that repetitive seizure activity in the hippocampus may itself cause the structural damage that is apparent in intractable MTLE patients (Sutula et al., 2003) .
If extensive hippocampal damage does not contribute to MTLE, then how do seizures arise? In a few cases, MTLE is familial, indicating a genetic predisposition for the disease (Berkovic et al., 1996) . In 1995, it was discovered that mutations in the leucine-rich glioma inactivated (LGI-1) gene are associated with familial forms of MTLE (Ottman et al., 1995) . Moreover, the LGI-1 gene is mutated in roughly 50% of all patients with familial MTLE characterized by strong auditory auras (Kalachikov et al., 2002; Ottman et al., 2004) . While LGI-1 is highly expressed in the hippocampus (Senechal et al., 2005) , it remains unknown how LGI-1 dysfunction contributes to MTLE. However, two recent studies have shed light on how LGI-1 regulates neuronal excitability. First, LGI-1 prevents the inactivation of axonal/presynaptic voltage-gated potassium channels that are critical for shaping action potentials (Schulte et al., 2006) . The Kv1.1 and Kvb1 potassium channel subunits coassemble, with the latter subunit conferring rapid inactivation to the channel. Schulte et al. demonstrated that LGI-1 binds to Kv1.1 and prevents Kvb1-mediated channel inactivation. Without channel inactivation, the potassium channel is open for longer periods and, therefore, promotes potassium-mediated repolarization of the membrane potential during the action potential, an effect that likely results in short-duration action potentials. Mutant forms of LGI-1 cannot prevent channel inactivation, leading to significantly briefer potassium currents and, presumably, broader action potentials. These experiments were performed in Xenopus oocytes so direct measurements of action potential kinetics were not possible. The results are nonetheless significant because broadened action potentials are hypothesized to prolong the duration that presynaptic terminals are depolarized, thereby enhancing terminal Ca 2+ influx and subsequent neurotransmitter release. Indeed, Geiger and Jonas (2000) demonstrated that EPSPs recorded in the hippocampus are larger when triggered by broadened action potentials (also see Shu et al., 2006) . These observations are consistent with the finding that mutations in LGI-1 can lead to the hyperexcitable hippocampal networks associated with MTLE. A second function associated with LGI-1 relates to trafficking of AMPA-subtype glutamate receptors (Fukata et al., 2006) . In this context, LGI-1 is believed to encode a secreted protein. These studies demonstrated that exogenous application of LGI-1 to hippocampal slices promotes AMPA receptor-mediated synaptic transmission, an effect attributed to increased surface expression of AMPA receptors. The authors did not perform physiology experiments with mutant LGI-1 so we can only speculate how mutations in the protein might contribute to hyperexcitable networks. If, as might be anticipated, there is less AMPA receptor expression with application of mutant LGI-1, then it is difficult to conceptualize how a reduction in excitatory synaptic transmission might lead to hyperexcitable hippocampal networks. Future studies may elucidate a link. Finally, while these recent studies of LGI-1 provide significant insights into the function of a previously unknown protein, it is important to emphasize that in contrast to the idiopathic generalized epilepsies described above, MTLE is not currently thought to have a strong genetic predisposition. Indeed, a recent study showed that only 7% of all MTLE patients were believed to have a familial form of the disease (Kobayashi et al., 2001) .
As there are few leads into the etiology of MTLE, several investigators have turned to animal models. Most of these models are motivated by the aforementioned hypothesis that prolonged neuronal hyperactivity early in life predisposes the more mature hippocampus to generate seizures. In this regard, these animal models are consistent with the hypothesis because they exhibit a latent period during which seizures are not expressed. In these models, animals are induced to have severe prolonged seizures, a condition known as status epilepticus, with chemoconvulsants such as kainic acid or pilocarpine. Following a latent period, animals acquire a seizure phenotype consistent with MTLE (but see Sloviter, 2008; Buckmaster, 2004; White, 2002) . Also, animal model pathologies are comparable to those discussed in the human literature, such as neuronal degeneration in the dentate gyrus, CA3, and CA1. Of particular relevance to this review is the observation that the electrophysiological activity patterns recorded in these animal models is comparable to activity recorded in human patients. The Fast Ripple Both humans with MTLE (Bragin et al., 1999a; Jacobs et al., 2008) and animals with induced MTLE-like seizures (Bragin et al., 1999c ) generate a very fast (>200 Hz) oscillation called the fast ripple (Figures 5B and 5C ). Fast ripples have received considerable attention because they appear to occur primarilyif not exclusively-in the epileptic hippocampus (Bragin et al., 1999a (Bragin et al., , 1999b Staba et al., 2002) . These events can be recorded with depth electrodes placed within the hippocampi of patients with intractable MTLE during preoperative screening procedures designed to determine the seizure focus for subsequent surgical removal. Interestingly, fast ripples primarily occur in the regions near the seizure onset, leading to the hypothesis that fast ripples reflect hypersynchronous discharges of pyramidal neurons within the epileptogenic region (Bragin et al., 1999b (Bragin et al., , 2000 . Specifically, while ripples and fast ripples can be recorded in both hippocampi, the incidence of fast ripples is higher in the hippocampus ipsilateral to the seizure onset zone (Staba et al., 2007) . Also, epileptic foci are characterized by lower neuronal densities and higher fast ripple-to-ripple discharge ratios. Together, these results suggest that as ripple incidence decreases, the occurrence of fast ripples increases, and that the switch between the two types of oscillations requires a structural reorganization of hippocampal circuits.
Are Fast Ripples Just Fast Ripples?
To begin, it is important to emphasize that current evidence indicates that ripples and fast ripples are distinct phenomena . First, the frequency of fast ripples is generally higher than ripples. Second, unlike ripples, fast ripples are only observed in epileptic brains. Third, ripples primarily occur in a unidirectional manner in that they are initiated by CA3 sharp waves and subsequently generated in CA1. With the exception of occurring near epileptic foci, fast ripples, in contrast, do not appear to be localized to specific regions of hippocampus, nor do they propagate in a stereotyped fashion. Finally, fast ripples are not broadly expressed throughout large areas of hippocampus . Indeed, Bragin et al. (2002) demonstrated that fast ripples are primarily confined to small clusters near epileptic foci the authors termed pathologically interconnected clusters of neurons (PINs). Ripples, in contrast, are not associated with such PINs. Nonetheless, these differences do not preclude the possibility that the general mechanisms underlying ripples and fast ripples are similar. To conclusively determine whether ripple and fast ripple oscillations are derived from either (1) similar but altered circuit mechanisms or (2) completely different circuit mechanisms obviously requires a deep understanding of how both oscillations are generated. In this review, we will attempt to make the argument that comparable circuit mechanisms subserve ripple and fast ripple oscillations. However, as we lack a firm of understanding of how either oscillation is generated, our hypotheses are largely speculative. One piece of evidence that the two oscillations are related comes from the observation that the incidence of ripples and fast ripples appears to be coupled. Specifically, the occurrence of fast ripples increases in the human epileptic hippocampus as the number of observed ripple oscillations decreases. A similar result was found by Foffani et al. (2007) in the pilocarpine animal model of MTLE. Foffani et al. (2007) also found a strong correlation between the peak frequencies of ripple and fast ripple oscillations recorded within slices, suggesting that the two were dynamically connected. Another finding that indicates similar underlying mechanisms is the observation that both oscillation types occur primarily during sleep (Bragin et al., 2000; Pavlides and Winson, 1989) . Thus, ripples and fast ripples appear to rely on similar brain states for expression. Additionally, Bragin et al. (2002) demonstrated that fast ripples persist during GABA A receptor blockade, as was shown for ripples (Maier et al., 2003) . However, to better assess the possibility that the two oscillations rely on similar mechanisms for generation, it will be important to determine whether fast ripples persist when all chemical transmission is blocked, as was shown for ripples (Draguhn et al., 1998) , or whether fast ripples are still present in the connexin-36 knockout animal, as was also shown for ripples (Pais et al., 2003) . The results of such experiments will help us determine whether hypotheses regarding ripple generation can be co-opted to explain how fast ripples are produced. Fast Ripples: Envision Precision There are relatively few studies that describe the mechanisms underlying fast ripples. Here we highlight two recent studies demonstrating the importance of action potential timing precision in the expression of fast ripples in CA3. It is not clear how well the mechanisms underlying CA3 fast ripples can be extrapolated to oscillations observed in CA1 but as there are few studies on the mechanisms of fast ripples we will discuss their results nonetheless. The first study examined hippocampal slices bathed with solution containing elevated concentrations of potassium ions (Dzhala and Staley, 2004) , a manipulation often used to depolarize neurons and make networks hyperexcitable. The authors observed that this manipulation promoted the generation of epileptiform CA3 pyramidal neuron discharges that consisted of fast ripple oscillations. The observation that fast ripple oscillations can be generated in normal slices with acute application of modified bathing solution was subsequently demonstrated by Spampanato and Mody (2007) . Dzhala and Staley observed that as high-potassium solution washed into the slice, the burst onset time of two intracellularly recorded neurons gradually became more synchronized. Additionally, elevated potassium levels promoted highly precise spiking activity within individual bursting neurons, as assessed by measuring the variance of the interspike interval (ISI). Moreover, pharmacological agents that decreased ISI variance (i.e., increased spike precision) also increased the amplitude of fast ripple oscillations while agents that increased ISI variance decreased fast ripple amplitude. Together, the results of Dzhala and Staley demonstrate that hypersynchrony among CA3 neurons is likely to initiate fast ripple oscillations and that subsequent high fidelity firing of CA3 neurons contributes to fast ripples characterized by high amplitudes.
A recent study further supports the hypothesis that the temporal features of action potentials among bursting CA3 pyramidal neurons is pivotal for the emergence of fast ripples (Foffani et al., 2007) . The authors compared ripples and fast ripples in CA3 regions of control and pilocarpine-treated epileptic animals. In slice preparations containing only CA3, the authors observed that the frequency of fast ripples was nearly double that of ripples. Additionally, fast ripples were characterized by greater entropy, indicating that the faster oscillation is more disorganized. To determine the source of network disorganization, they subsequently measured the spontaneous bursting activity of individual CA3 pyramidal neurons. While the average intraburst firing frequency was similar for both groups of animals, the timing of the action potentials was more variable in epileptic animals. Specifically, the second action potential within control bursts occurred at a stereotyped latency following the initial action potential. In epileptic animals, however, the second action potential was associated with more variable latencies (i.e., jitter), an effect attributed to elevated spontaneous synaptic activity in the epileptic animal. So, how does greater spike time variability promote fast ripple activity? The authors propose that such variability in the epileptic hippocampus promotes a phase shift in the oscillatory activity of neighboring ripple-generating networks. To understand this model, one can conceptualize two ripple-generating networks operating in close proximity, both of which generate 250 Hz oscillations (see Staley, 2007 , for an excellent description of their model). When the two networks are simultaneously activated under normal conditions, as might occur when triggered by a common input, the networks behave in unison due to the high temporal precision of pyramidal cell firing. This results in a high-amplitude 250 Hz oscillation because the activity generated by the two networks summates. In contrast, the poor firing precision of pyramidal neurons in the epileptic hippocampus causes the two ripple-generating networks to fire half a cycle out of phase, resulting in a composite 500 Hz oscillation with lower amplitude. The suggestion, then, is that fast ripples reflect subpopulations of pyramidal neurons firing at ripple frequency but 1/2 a cycle out of phase with each other. If true, then it is difficult to envision how increased variability in pyramidal firing-variability that is presumably random-can lead to neuronal subpopulations firing exactly 1/2 a cycle out of phase, a phenomenon that would appear to require a nonrandom shift in neuronal firing properties. Nevertheless, the authors demonstrated that pharmacologically enhancing spike jitter increases ripple frequency, and that pharmacologically decreasing spike jitter decreases fast ripple frequency.
Several conclusions of Foffani et al. are consistent with those of Dzhala and Staley. First, both studies demonstrate that elevated synaptic activity promotes fast ripple generation. Second, both argue that fast ripples are likely to be initiated by a hypersynchronous burst among CA3 pyramidal neurons. Third, both studies demonstrate that altering the precision of spiketiming changes the frequency of hippocampal oscillations. Finally, the two studies show that pharmacologically promoting spike jitter within neurons results in low amplitude oscillations. However, one major inconsistency appears to exist. Dzhala and Staley argue that highly precise firing is associated with fast ripples, a claim substantiated by the observation that pharmacologically enhancing spike jitter decreases the frequency of fast ripples. In contrast, Foffani et al. argue that imprecise firing is responsible for the expression of fast ripples, a claim substantiated by the observation that pharmacologically reducing spike jitter decreases the frequency of fast ripples. While this apparent discrepancy might arise from different experimental conditions (i.e., acute high-potassium solution versus chronic epileptic animal model), these conclusions appear difficult to reconcile. When Activity Is High, Fast Ripples Are Nigh While it is not clear what factors contribute to fast ripples, the aforementioned studies demonstrate that increased neuronal activity promotes the expression of fast ripples. In the animal model study, Foffani et al. suggest that a structural reorganization of the injured area mediates this process because fast ripple expression is positively correlated with CA3 pyramidal layer degeneration. The authors did not observe a significant correlation between fast ripple expression and axonal sprouting. If the increased neuronal activity presumed to underlie fast ripples results from neuronal loss and not sprouting, then it should follow that the neurons that survive in the epileptic tissue exhibit higher spontaneous firing rates. The authors did not discuss whether or how this might arise. One possibility is that potassium regulation by glial cells is altered in the epileptic hippocampus. Extracellular potassium removal is a major function of glial cells (Orkand et al., 1966) . Previous work has demonstrated that glia do not efficiently carry out this function in sclerotic human or rat hippocampal tissue (Heinemann et al., 2000) . Such reduced buffering capacity may elevate extracellular potassium concentrations and, in turn, increase neuronal activity and fast ripple expression. Indeed, bathing solutions with elevated extracellular potassium concentrations are precisely the manipulation used by Dzhala and Staley use to elicit fast ripples.
So, are the rhythm generators for ripples and fast ripples similar? The answer to this question is not known. However, if they are, we once again must address whether these oscillations are driven by generators whose rhythmicity is based on chemical synaptic transmission or on electrical coupling. The results of Dzhala and Staley and Foffani et al. indicate that neural networks can oscillate at vastly different frequencies when the level of synaptic activity within constituent neurons is modulated. To our knowledge, investigators have not yet designed computational models that recapitulate these experimental observations. Nonetheless the aforementioned computational models of Brunel and Wang (2003) and Geisler et al. (2005) do incorporate features that are consistent with these two studies such as the reliance of fast oscillations on high levels of synaptic activity. Despite this consistency, it remains formally possible that the aforementioned gap junction-based models of ripple rhythmogenesis can also generate oscillations in the fast ripple frequency range. One common property of the two gap junction-based models proposed by Traub et al. (2002) and Tseng et al. (2008) is that oscillation frequency is a function of network size: the fewer the number of coupled axons, the faster the oscillation. This feature is particularly intriguing in light of the observation that expression of fast ripples is highly correlated with neuronal degeneration (Foffani et al., 2007; Staba et al., 2007) . If axonal plexus shrinkage accompanies pyramidal neuron degeneration, then this structural change could effectively increase the expression of fast ripples while concurrently decreasing ripple occurrence. The specific features of neuronal death observed in the various animal models are consistent with this hypothesis. In both kainic acid-and pilocarpine-induced status epilepticus, as well as a rodent model of febrile seizures, death among CA3 and CA1 pyramidal neurons is common, with CA3 neurons perhaps more vulnerable (Clifford et al., 1987; Nadler et al., 1978; Pollard et al., 1994; Toth et al., 1998) . Moreover, if the damaged area is associated with elevated concentrations of potassium due to reduced glia buffering, then the rate of spontaneously-generated action potentials within the axonal plexus that drive waves of activity would presumably rise as well.
Concluding Remarks
We have outlined above our current understanding of how two different brain circuits generate sleep-related oscillatory patterns. There is evidence that these circuits are co-opted to generate epileptiform activity, yet much work still needs to be done to determine the relationship between sleep-and epilepsy-related circuits. Moreover, it remains to be determined whether the link between these circuits is coincidental, or whether epilepsy is a disease that, as a general rule, takes advantage of sleep circuits. Any potential link is unlikely to do with the behavior of sleep per se. Rather, we argue that both sleep and epilepsy appear to unmask oscillatory circuits that are likely pervasive in the brain. While their function is incompletely understood, these circuits are likely comparable to those described by Douglas and Martin (2004) -i.e., semiautonomous anatomical microcircuits that process information. If the brain is composed of numerous such microcircuits, and many are rhythmic, then it is not too surprising that a disease characterized by neuronal hyperexcitability manifests itself with oscillatory activity patterns. That is, pathological conditions that render neurons more excitable will channel elevated activity into existing circuitry rather than into completely uncharted pathways. Thus, we argue that the circuitry present in the normal, noninjured brain likely exists as a template upon which pathological changes are placed.
Pathological changes that promote network hyperexcitability include (1) alterations in intrinsic/synaptic excitability and (2) alterations in anatomical structure (i.e., neuronal death, sprouting, synaptogenesis). Indeed, the pathological activity patterns that are the focus of this review reflect these two possibilities, with thalamocortical spike-wave discharges likely resulting from the former and hippocampal fast ripples likely resulting from the latter. This distinction may provide an explanation for another major difference between spike-wave discharges and fast ripples. Specifically, the thalamocortical circuit appears capable of existing in two distinct stable states, while the hippocampal circuit does not. The justification for this statement stems from the observation that thalamocortical circuits generate both spindle and spike-wave discharges while hippocampal circuits appear to generate either ripples or fast ripples. The lack of apparent bistability in the latter circuit, we believe, is easier to comprehend. If fast ripples (and MTLE seizures in general) are the result of long-term structural changes to the hippocampus, then one might expect that the underlying circuitry will only sustain one form of activity pattern. Indeed, the observation by Staba et al. (2007) that structural reorganization in the epileptic hippocampus promotes fast ripple expression while reducing ripple expression is consistent with the hypothesis that the circuitry permanently exists either in a fast ripple-generating or a ripple-generating configuration, but cannot dynamically switch between the two.
The greater challenge, we believe, is to understand why dynamic bistability exists in the pathological thalamocortical circuit. Indeed, it seems quite surprising that both the appearance and incidence of spindle oscillations are unchanged in patients with absence epilepsy (although we are unaware of any systematic studies). Of course, one explanation for this observation is that the circuits responsible for generating spindles and spike-wave discharges are independent. While possible, this seems unlikely for reasons outlined above. If the two activity patterns do result from the same basic circuit, then what is responsible for the dynamic switch between the two activity patterns? Several avenues of research point to the possibility that the reticular thalamic nucleus provides a switching mechanism. Under normal conditions, strong intra-RT inhibition is difficult to overcome and, therefore, maintains the thalamus in a sparse network configuration that favors the generation of spindles. While intra-RT inhibition in normal brains can be overcome to generate spike-wave discharges, very strong and presumably non-physiological excitation of RT neurons is required to do so (e.g., Blumenfeld and McCormick, 2000; Bal et al., 2000) . If genetic mutations elevate the excitability of RT neurons, however, then the threshold required to overcome intra-RT inhibition may be lower, thereby enabling physiological activity patterns to more easily switch thalamic circuits into a hypersynchronous firing mode. Future studies will determine whether it is clinically feasible to keep RT excitation below the threshold for seizure generation, effectively turning off the RT switch for good.
