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Introduzione
Può capitare, durante lo studio di un fenomeno, di essere interessati a
cogliere le relazioni che legano tra loro un certo numero di variabili casuali
relative a fenomeni reali. Si pensi ad esempio ad uno studio di natura sociale
che rileva per ogni comune italiano i tassi di disoccupazione, istruzione, vo-
lontariato e criminalità. Può essere interessante capire quante e quali siano le
relazioni di indipendenza tra queste variabili. Inoltre, può essere opportuno
vericare l'indipendenza tra due variabili al netto dell'informazione ricavata
dalle restanti variabili in esame. A tal ne quindi, in questa tesi, deniremo
un modello graco attraverso la nozione di `grafo di indipendenza' (condizio-
nata). Inizialmente confronteremo due modelli graci gaussiani annidati per
vericare la plausibilità del modello annitato attraverso il test di log-rapporto
di verosimiglianza.
Illustreremo poi due test alternativi più accurati del test di log-verosimiglianza,
soprattutto nel caso in cui il numero di parametri del modello è elevato e
la numerosità campionaria esigua. Il primo test è denominato test di log-
verosimiglianza aggiustato di Skovgaard (1988) mentre il secondo è chiamato
test direzionale. Deniremo quindi i due test, applicandoli al caso in cui il
modello iniziale presenti già delle indipendenze prese per assunzione. Ana-
lizzeremo inne due insiemi di dati provando l'accuratezza dei test in esame
tramite simulazione.
Nello specico, il Capitolo 1 inizialmente sarà dedicato a richiamare i
concetti basilari dell'inferenza di verosimiglianza. In seguito deniremo un
modello graco gaussiano attraverso la densità marginale di S. Presenteremo
alla ne il test rapporto di verosimiglianza.
Nel Capitolo 2 verranno proposte due alternative al test di log-verosimiglianza:
il test di log-verosimiglianza aggiustato di Skovgaard e il test direzionale.
Deniremo poi i due test nel caso dei modelli graci gaussiani senza vincoli
iniziali.
Nel Capitolo 3 si confronteranno i due test proposti con il test di log-
rapporto di verosimiglianza. In particolare si considererà il caso in cui il
modello di partenza presenti già dei vincoli posti per assunzione, ridenendo
il test direzionale per questo modello annidato. Successivamente verranno
analizzati due insiemi di dati reali utilizzando il test di log-rapporto di ve-
rosimiglianza, il test direzionale e il test w di Skovgaard. Verranno quindi
vericate le bontà dei tre test via simulazione.
Capitolo 1
I modelli graci
1.1 Introduzione
In questo capitolo passeremo inizialmente in rassegna le nozioni base
dell'inferenza statistica parametrica basata sulla verosimiglianza (Azzalini,
2001). Presenteremo poi i modelli graci associandoli ai gra di indipenden-
za. Ci interesserà trattare unicamente i modelli graci gaussiani (Dempster,
1972) dato che saranno quelli che utilizzeremo nei capitoli successivi. Inne,
illustreremo il test di log-rapporto di verosimiglianza che sarà confrontato
con le proposte alternative nel capitolo successivo.
1.2 Funzione di verosimiglianza
Supponiamo di avere una matrice y n  p le cui righe sono realizzazioni
indipendenti della stessa variabile casuale Y multivariata di ordine p. Sup-
poniamo inoltre di non sapere quale sia la vera distribuzione F0 di Y ma
sappiamo che appartiene ad una famiglia parametrica F particolare in cui i
soli elementi ignoti sono i parametri da cui è indicizzata. Deniamo quindi
F = fF (y; ) :  2   Rpg;
dove  è il vettore dei parametri e  è lo spazio parametrico, cioè l'insieme
dei valori che può assumere il vettore dei parametri. Per funzioni continue
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possiamo anche scrivere
F = ff(y; ) :  2   Rpg; (1.1)
dove f è una qualsiasi funzione di densità. Questa formulazione riguarda la
statistica parametrica in cui l'inferenza è sostanzialmente relativa agli ignoti
parametri. Tornando al nostro modello F0 abbiamo che esiste un particolare
valore di : 0, associato ad esso. Esistono diversi metodi per la stima
del valore adeguato di 0, nessuno di essi tuttavia ci assicura in generale di
trovare il vero valore del parametro. Si cerca comunque di avvicinarsi il più
possibile al valore corretto prendendo quello piu' plausibile in relazione ai
dati osservati. Il metodo più utilizzato in ambito frequentista è il metodo
della stima di massima verosimiglianza. Per un dato modello del tipo (1.1)
una volta osservato il valore di y relativo alla funzione di densità f(y; ),
l'unico termine ignoto resta . Questa funzione ci da la probabilità che a
priori avevamo di osservare ciò che è stato eettivamente osservato.
Dovendo dare una preferenza tra due valori di  sceglieremo quello che dà
un maggior valore di f(y; ), per il valore di y ssato. Riduciamo quin-
di il problema ad un semplice confronto tra f(y; 0) e f(y; 00), del tipo
f(y; 0)=f(y; 00). È evidente quindi che una costante moltiplicativa c(y) non
dipendente da  si semplica in un confronto di questo tipo.
Inoltre per un campione casuale semplice abbiamo che ciascuna delle sin-
gole osservazioni è indipendente e identicamente distribuita alle altre. La fun-
zione di densità congiunta perciò è data dal semplice prodotto delle singole
densità marginali associate a ciascuna osservazione.
Deniamo quindi la funzione di verosimiglianza L() come
L() = L(; y) =
nY
i=1
c(yi)f(yi; ); (1.2)
dove yi sono le righe della matrice y denita in precedenza. È immediato
capire che per trovare la stima del vero parametro 0 cercheremo il valore
di  che massimizza la (1.2). Ai ni inferenziali è comodo lavorare con la
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trasformata logaritmica della (1.2)
l() =
nX
i=1
log f(yi; ) (1.3)
Dato che la funzione logaritmo è monotona crescente, massimizare (1.2) è
equivalente a massimizzare (1.3). Se (1.1) costituisce una famiglia esponen-
ziale allora
l() = '()Tu(y) K(); (1.4)
dove '() è il parametro canonico, u(y) è la statistica suciente minimale e
K() è funzione solo del parametro .
1.3 Gra di indipendenza
Il concetto di grafo è utilizzato molto spesso in matematica e in informa-
tica, oltre che in statistica. Un grafo è semplicemente una struttura formata
da un insieme di nodi o vertici e di archi che collegano i nodi. Lauritzen
(1996) spiega come un grafo possa essere descritto mediante appunto due
insiemi, l'insieme dei vertici V e l'insieme degli archi E. Gli archi inoltre,
possono essere diretti o non diretti. I primi sono rappresentati da una freccia
e i secondi da un segmento che congiunge due nodi. Un esempio di grafo non
diretto (senza archi diretti) è rappresentato in Figura 1.1.
Lauritzen nel suo lavoro spiega inoltre minuziosamente l'insieme delle
proprietà strutturali di un grafo nelle sue varie forme. Possono essere utili
le nozioni di decomposibilità, riducibilità e collassabilità. Non ci soerme-
remo tuttavia sugli aspetti formali della teoria dei gra ma focalizzeremo
l'attenzione sul concetto generico di grafo di indipendenza.
Costruire un grafo di indipendenza (condizionata) partendo da un insieme
di variabili casuali di numerosità p è in realtà molto semplice. Sia Y =
(Y1; Y2; ::::; Yp) un vettore p-variato distribuito secondo una certa funzione
di densità p-variata fY (y) e sia G un grafo composto da un insieme V di
vertici e un altro insieme E di archi. Ogni nodo appartenete a V rappresenta
una delle p componenti di Y mentre l'assenza di un arco e in E che collega
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due nodi v1 e v2 di V signica che le due variabili associate a v1 e v2 sono
indipendenti condizionatamente alle variabili i cui nodi separano v1 e v2.
Due variabili aleatorie R , Z sono condizionatamente indipendenti ad una
terza variabile aleatoria W se la funzione di densità condizionata congiunta
di R e Z rispetto a W può essere scritta come
fR;ZjW (r; z) = fRjW (r)fZjW (z):
Tramite un grafo è quindi possibile denire chiaramente la struttura di in-
dipendenza (condizionata) che sorregge l'insieme delle p variabili di Y . Il
numero massimo di elementi da cui può essere composto l'insieme E è p(p 
1)=2.
Figura 1.1: Esempio di grafo non diretto con 6 nodi e 7 archi
1.4 I modelli graci parametrici
Un modello graco in statistica è una famiglia di funzioni di densità di
probabilità che incorpora un insieme specico di vincoli di indipendenza con-
dizionata visualizzabili in un grafo di indipendenza e quando si parla di mo-
dellamento graco (graphical modelling) si intende scegliere un opportuno
modello graco per i dati. Possiamo classicare quindi la tecnica del gra-
phical modelling come una delle tecniche statistiche parametriche. Il primo
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passo da compiere quindi è associare all'insieme V dei vertici del grafo una
funzione di densità o di ripartizione.
1.4.1 Modelli graci gaussiani
Quelli che analizzeremo di seguito sono in realtà gli unici modelli gra-
ci che interessano direttamente questa tesi. I modelli graci gaussiani sono
semplicemente dei modelli in cui le variabili casuali relative all'insieme dei
vertici V hanno distribuzione normale multivariata, Y  Np(;
 1). In
questo ambito la procedura per la verica delle indipendenze viene anche
chiamata procedura di selezione della covarianza (covariance selection proce-
dure); il nome risulterà molto chiaro in seguito. L'assunzione piu' semplice
per un insieme di variabili casuali continue è infatti che si distribuiscano
congiuntamente come una normale multivariata.
Riconsideriamo quindi la matrice y e un grafo di indipendenza G. Le
restrizioni associate al grafo G per il modello graco gaussiano relativo alle
righe di y si traducono nella presenza di uno o piu zeri nella matrice di
varianza inversa, indicata con 
, in corrispondenza degli elementi !ij di 

riferiti alle variabili che non presentano un arco in G che le collega (Wermuth,
1976). E' di sostanziale interesse quindi procedere col fare inferenza su 
 =
 1. La densità di Y è quindi data da
f(y; ;
) =
 j
jp
2p
n
expf tr[1
2
(y   1nT )
(y   1nT )T ]g;
dove  rappresenta il vettore p-dimensionale delle medie mentre 
 è una
matrice simmetrica e denita positiva, denominata matrice di concentrazione.
Le stime di massima verosimiglianza per  e 
 sono ^ = yT1n=n e

^ =

yTy
n
  y
T1n1
T
ny
n2
 1
: (1.5)
Il parametro  tuttavia non è di sostanziale interesse per la nostra trattazione
pertanto dovrebbe essere eliminato in qualche modo dal modello. Esistono
diverse strade per eliminare ; potremmo ssarlo alla sua stima di massima
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verosimiglianza e calcolare la verosimiglianza prolo. Tuttavia risulta piu'
vantaggioso ricorrere alla distribuzione marginale di S.
1.4.2 La distribuzione marginale di S
Se nella stima di massima verosimiglianza sostituiamo le righe della ma-
trice y con le variabili vasuali che le hanno generate otteniamo lo stimatore di
massima verosimiglianza. Nello specico, in accordo alla in (1.5) otteniamo
che S = 
^ 1n=(n  1) con 
^ 1 distribuito come

^ 1  Wp(n  1; 
 1=n);
dove Wp è una variabile casuale Wishart di ordine p. Abbiamo quindi che la
densità marginale di X = 
^ 1 è la seguente
f(x; 
 1) = c 1

 1n
 n 12 jxjn 1 p 12 exp [ n2 tr(
x)];
con c = 2
(n 1)p
2 (2)
p(p 1)
4
Qp
i=1  (
n i
2
). Eliminando le costanti moltiplicative
otteniamo la funzione di verosimiglianza marginale
L(
;x) = j
jn 12 exp [ n
2
tr(
x)];
con log-verosimiglianza
l(
;S) =
n  1
2
log j
j   n  1
2
tr(
S): (1.6)
Abbiamo quindi che S è la stima di massima verosimiglianza per 
 1 relativa
a (1.6).
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1.5 Il test rapporto di verosimiglianza
Siamo interessati a valutare la plausibilità di una ipotesi riguardo al
parametro . essa è denita 8<:H0 : 0 2 0H1 : 1 2 1 ;
dove H0 denisce l'ipotesi nulla e H1 l'ipotesi alternativa. L'ipotesi nulla
è quella di cui stiamo vericando la plausibilità. Osserviamo che 0 e 1
costituiscono una partizione dello spazio parametrico .
Deniamo inoltre test statistico come una funzione T (y) dallo spazio cam-
pionario Y alla partizione f0;1g. Il test statistico costituisce una parti-
zione dello spazio campionario: da una parte avremo gli elementi di Y tali
che T (y) = 0, detta regione di accettazione, dall'altra i restanti elementi di
Y , ossia la regione di riuto. Si tratta in genere di trovare un valore critico
T  tale che se la funzione test è maggiore o minore di T , in relazione a come
abbiamo denito il test, l'ipotesi nulla verrà riutata.
Il test statistico più utilizzato nella pratica in relazione alla funzione di
verosimiglianza è il test rapporto di verosimiglianza. Deniamo la statistica
test rapporto di verosimiglianza come
 = (Y ) =
sup20L(;Y )
sup2L(;Y )
=
L(^0;Y )
L(^;Y )
:
È tuttavia più comune ai ni pratici considerare la trasformazione monotona
w(Y ) =  2 log (Y ) = 2(l(^)  l(^0)): (1.7)
Si può mostrare che per n!1 la variabile casuale w(Y ) riferita alla stati-
stica test si distribuisce come un 2d dove d è il numero eettivo di parametri
vincolati in 0.
Nel caso di un modello graco gaussiano con funzione di log-verosimiglianza
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denita in (1.6) otteniamo che il test w(Y ) corrispondente è il seguente
w(Y ) =  (n  1) log j~

^ 1j; (1.8)
dove ~
 è lo stimatore di massima verosimiglianza vincolata di 
 sotto H0.
Il livello di signicatività osservato, anche noto come p-value, nel caso del
test rapporto di verosimiglianza si calcola come
oss = sup20Pfw(Y )  w(y); g: (1.9)
Avremo che per valori piccoli di oss riuteremo l'ipotesi nulla. Generalmente
si riuta il test per oss < 0:05. Il valore di soglia 0.05 tuttavia non è un
vincolo restrittivo ma spesso una pura scelta arbitraria. Siccome nel nostro
caso w(Y ) è distribuito asintoticamente secondo un 2d otteniamo che oss è
approssimabile come completamento della funzione di ripartizione di w(Y )
nel suo valore osservato w(y).
Capitolo 2
Due test alternativi basati sulla
verosimiglianza
2.1 Introduzione
Generalmente il test rapporto di verosimiglianza è il test piu usato nella
pratica per confrontare due modelli annidati in un contesto parametrico. Se
la numerosità campionaria è molto elevata è possibile utilizzare l'approssi-
mazione chi-quadrato per il test di ipotesi. Essa è tuttavia soggetta ad una
bassa accuratezza, come per esempio in modelli graci con molte variabili
e poche osservazioni. È quindi utile poter disporre di approssimazioni piu'
accurate del test in modo tale da avere p-value piu' attendibili. Di seguito
introdurremo un approccio direzionale per il calcolo del p-value in un test di
ipotesi per un generico parametro di interesse. I primi test direzionali sono
stati proposti da Fraser e Massam (1985) e da Skovgaard (1988). L'approc-
cio presentato nel seguito si riferisce a Davison e altri (2014) e consiste nel
misurare il grado di allontanamento dall'ipotesi condizionatamente alla sua
direzione. In questa tesi ci limiteremo a focalizzare l'attenzione ai model-
li graci gaussiani, che corrisponono ad una famiglia esponenziale in cui il
parametro di interesse è funzione lineare del parametro canonico.
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2.2 Log-rapporto di verosimiglianza modicato
Supponiamo ancora di avere un modello parametrico f(y; ) dove y è una
matrice n  p la cui i-esima riga rappresenta l'i-esima osservazione campio-
naria per le p variabili in esame e  2 Rp con ^ = ^(y) che massimizza la
log-verosimiglianza l(; y) = log f(y; ) (che semplichiamo con l()). Indi-
chiamo con y0 il valore osservato della matrice y relativo ai dati la cui stima
di massima verosimiglianza associata è ^0 = ^(y0). Con  () indichiamo in-
vece il parametro di interesse d-dimensionale e vericheremo quindi l'ipotesi
H :  () =  . Nel nostro caso avremo che  = ( ; ) dove  è il parametro
di interesse e  parametro di disturbo. Indichiamo quindi con ^ lo stima-
tore di massima verosimiglianza vincolata di  sotto H le cui componenti
sono: ^ = ( ; ^ ). Inizialmente potremmo approssimare ^ con una nor-
male di media  e matrice di varianza-covarianza stimata attraverso j(^) 1
dove j() =   @2l()
@()@()T
è la funzione di informazione di Fisher osservata.
Riscriviamo quindi (1.7) in
w( ) = 2(l(^)  l(^ ))
Osserviamo però come il miglioramento da O(n 1=2) a O(n 1) nel passaggio
da stimatore di massima verosimiglianza della distribuzione a test di log-
rapporto di verosimiglianza è in qualche modo un artizio. Se d = 1 infatti
il termine O(n 1=2) dell'errore in ciascuna coda della distribuzione si annulla
ma l'inferenza unilaterale non migliora. Skovgaard (2001) sostiene che la
buona accuratezza dell'approssimazione r per l'inferenza di un parametro
scalare di interesse sia dovuta sia all'errore relativo nell'approssimazione del
test che alle propietà nella regione di grandi deviazioni e propose un test
per il caso vettoriale che si prospetta di mantenere l'accuratezza anche nelle
code della distribuzione. La statistica proposta è una modicazione di w( ),
denita come
w( ) = w( )

1  log ( )
w( )
2
; (2.1)
dove ( ) è un fattore di correzione. La statistica test è ancora distribuita
approssimatamente come un 2d. Anche questa statistica ore una misura per
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l'allontanamento dall'ipotesi nulla dove tutte le possibili direzioni rispetto ad
essa sono mediate nel calcolo del p-value.
Al contrario quello che presenteremo è un test che misuri la distanza
dall'ipotesi nulla incorporando l'informazione nei dati condizionandoci alla
direzione rilevante da H .
2.3 Test direzionali per famiglie esponenziali
Assumiamo che il modello sia una famiglia esponenziale con parametro
canonico ' = '() e con statistica suciente u = u(y), quindi
f(y; ) = exp ['()Tu(y) Kf'()g]h(y);
con funzione di log-verosimiglianza l(; y) denita da (1.4). Per convenienza
centreremo inoltre la statistica suciente u nel suo punto osservato u0 =
u(y0); scriveremo quindi
l(; s) = '()T s+ l0() = '()T (u  u0) + l(;u0);
dove quindi s = u  u0 e l(; s = 0) = l(;u = u0). Assumiamo inoltre che i
parametri di interesse e di disturbo siano lineari in '; quindi ' =  = ( ; )
e riscriveremo
l('; s) =  T s1 + 
T s2 + l
0( ; ); (2.2)
dove  e s1 sono d-dimensionali e conseguentemente  è q-dimensionale con
q = p  d.
In questa struttura la distribuzione condizionata di s1 dato s2 dipende
unicamente da  e ha a sua volta la forma di una famiglia esponenziale
f(s1js2; ) = exp( T s1   eK( ))~h2(s1): (2.3)
Tuttavia sia eK e ~h2 raramente possono essere calcolati esplicitamente. Con-
dizionarsi al valore osservato di s2 è come ssare la stima di massima verosi-
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miglianza sotto H che è '^ = ( ; ^ ) e quando lo si calcola nella statistica
suciente osservata u0 si ottiene '^0 .
L'approssimazione alla densità condizionata di f(s1js2; ) può essere
espressa come
f(s; )ds = c exp[l('^0 ; s)  lf'^(s); sg]jj''('^(s); s)j 
1
2ds; s 2 L0; (2.4)
dove c è una costante di normalizzazione e L0 è lo spazio d-dimensionale dove
giace s1 una volta ssato s2 = 0, oppure equivalentemente ^ = ^0 . Inoltre
la stima '^(s) è la soluzione in ' della equazione score: s =  l0'(') =  @l
0(')
@'
mentre la matrice di informazione osservata per ' si ottiene con j''('; s) =
 @2l(';s)
@''T
.
La densità condizionata (2.4) può essere utilizzata per derivare un test
di rapporto di verosimiglianza per il parametro  . Per ottenere p-value più
accurati tuttavia noi ci condizioniamo alla direzione che si forma unendo s0
e s nella retta che deniamo con L. Notiamo che L giace nel sottospazio
L0. Calcoliamo quindi un test unidimensionale misurando la grandezza di s;
tanto più grande sarà la distanza che separa il valore s0 associato al campione
e il valore s associato all'ipotesi nulla, tanto più saremo spinti a riutare
l'ipotesi nulla. Abbiamo che s è quel valure di s per il quale ' = '^0 è la
stima di massima verosimiglianza; dalla (2.2) otteniamo
s =  l0'('^0 ) =
"
l0 ('^
0
 )
0
#
; (2.5)
dove il valore di s dipende da y0. Parametrizziamo quindi L con t, otte-
nendo
s(t) = s + t(s0   s ) = (1  t)s :
Le stime di massima verosimiglianza date da '^(s) variano quindi con s(t).
Con l'aumentare di t tracciano una curva nello spazio parametrico che passa
attraverso la stima di massima verosimiglianza vincolata (t = 0) e attraverso
la stima di massima verosimiglianza (t = 1). Riscriviamo quindi la (2.4)
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riparametrizzata in t
h(t; ) = c exp[l('^0 ; s(t))  lf'^(s(t)); s(t)g]jj''['^fs(t)g; s(t)]j 
1
2 : (2.6)
Non è strettamente necessaria una riparametrizzazione del parametro di di-
sturbo e utilizziamo '^ = argsup (')= l
0(') per denire lo stimatore di mas-
sima verosimiglianza vincolata. Per misurare la divergenza dall'ipotesi nul-
la utilizzeremo quindi la distribuzione condizionata di jjsjj dato il vettore
a = sjjsjj calcolata attraverso un cambio di variabile da s a (jjsjj; a). Lo Jaco-
biano della trasformazione è proporzionale a td 1 dato che t rappresenta la
distanza radiale e a il vettore dei d  1 angoli. Otteniamo quindi
td 1h(t; ) _ td 1 exp[l('^0 ; s(t))  l('^; s(t))]jj''('^)j 
1
2 :
Possiamo ora calcolare il p-value attraverso h(t; ) semplicemente come la
probabilità che t sia maggiore di 1 sotto H , condizionatamente al fatto di
essere nella semiretta s(t), t  0. Otteniamo
p( ) =
r tmax
1
td 1h(t; )dtr tmax
0
td 1h(t; )dt
; (2.7)
dove t = 0 e t = 1 corrispondono rispettivamente a s = s e s = 0. Il
valore tmax è il massimo valore di t possibile per il quale la stima di massima
verosimiglianza esiste se calcolata in s(t). L'accuratezza teorica del test fa
riferimento ad un errore relativo di O(n 3=2) per valori continui in zone di
deviazione locale. La funzione (2.7) è calcolata tramite un rapporto di due
integrali scalari ottenuti tramite approssimazione numerica.
2.4 Test Skovgaard per famiglie esponenziali
Abbbiamo lasciato in sospeso in precedenza il fattore ( ) che con la
nostra nomenclatura per le variabili appartenenti a famiglie esponenziale si
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ottiene tramite
( ) =
f(s  s )T j 1''('^ )(s  s )gd=2
w
d
2
 1('^  '^ )T (s  s )
 jj''('^ )j
jj''('^)j
 1
2
: (2.8)
Il calcolo del p-value si ottiene con s = 0 in corrispondenza a y = y0. L'espres-
sione (2.8) aggiusta la statistica w e consente alla statistica w di correggere
il test w ovunque all'interno dello spazio parametrico.
2.5 Approccio direzionale per modelli graci
gaussiani
Torniamo quindi al caso di interesse, avremo ancora una volta che le
osservazioni provengono da una normale Np(;
 1), dove  e la matrice 

sono sconosciuti e con quest'ultima denita positiva. Supponiamo quindi che
y sia una matrice n  p in cui la i-esima riga è il vettore yTi . La funzione
di log-verosimiglianza è stata denita in (1.6). Questo modello è saturo e la
stima di massima verosimiglianza esiste se e solo se 
^ 1 è denita positiva.
Se siamo intenzionati a vericare la possibilità che alcuni elementi al di fuori
della diagonale siano 0 allora vericheremo la seguente ipotesi: H :  = 0.
Sotto H la stima di massima verosimiglianza vincolata di  è ~ = ~
. In
R è possibile ottenere la matrice ~
 numericamente attraverso il pacchetto
gRim con la funzione cmod. La statistica di log-rapporto di verosimiglianza è
denita da (1.8). Il parametro canonico della famiglia esponenziale in esame
è ' =  = 
 quindi
l(';Y ) = l(;Y ):
Il valore atteso sotto H di s è s denito nella (2.5) e si ottiene da
s =  l
(~
) = n  1
2
(
^ 1   ~
 1):
Tramite s(t) = (1  t)s otteniamo che
l('; t) =
n  1
2
log j
j   n  1
2
trf
[t
^ 1 + (1  t)~
 1]g: (2.9)
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Sostituendo 
 con 
^(t) in (2.9) otteniamo:
l(
^(t); t) =
n  1
2
log j
^(t)j   p(n  1)
2
:
Analogamente sostituendo 
 con ~
 otteniamo
l(~
; t) =
n  1
2
log j~
j   p(n  1)
2
Possiamo quindi calcolare g(t)
g(t) _ j
^(t)j n 12 j~
jn 12 :
La massimizzazione della verosimiglianza in s(t) di questo modello porta a

^ 1(t) = ^(t) con 
^(t) = t
^ 1 + (1   t)~
 1. L'ultimo valore di s lungo la
linea s(t) è s(tmax) dove tmax è calcolato numericamente aumentando gra-
dualemente il valore di t ntanto che la matrice 
^(t) risulta essere denita
positiva. Deniamo quindi le componenti per il calcolo del p-value. Sapendo
che, nel nostro caso
jj''['^fs(t)g; s(t)]j  12 j _ j
^(t)j
p+1
2 ;
otteniamo quindi che
h(t; ) _ j
^(t)j  (n p 2)2 _ jt
^ 1 + (1  t)(~
 1)jn p 22 :
Per quanto concerne il fattore  nella (2.1), abbiamo
( ) =
1
2
[tr(
^ 1 ~

^ 1 ~
)  p] d2 j
 1 ~
j (p+2)2
1
2
(tr(
^ 1 ~
)  p)(  log j
^ 1 ~
j) d2 1
:
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Capitolo 3
Confronto di modelli graci
annidati
3.1 Introduzione
In questo capitolo considereremo un modello graco di partenza in cui
alcuni elementi della matrice 
 sono nulli per assunzione. Calcoleremo quindi
la matrice di informazione per il parametro di questo modello e adatteremo
le formule del test direzionale. Useremo poi il test per confrontare modelli
annidati in due insiemi di dati in cui il numero di variabili e numerosità
campionaria dieriscono. Inne vericheremo le prestazioni dei modelli via
simulazione.
3.2 Il modello non saturo
Supponiamo che ci siano già delle indipendenze condizionate tra le va-
riabili in esame. In altre parole assumiamo che la matrice 
 contenga già
inizialmente degli elementi nulli al suo interno. Ciò a cui potremmo quindi
essere interessati può essere riassunto dai due punti seguenti:
1. riscrivere la funzione di verosimiglianza associata al nuovo modello in
esame
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2. rieettuare analogamente a quanto visto in precedenza il test di ipotesi
volto a vericare la nullità di ulteriori elementi della matrice 
 partendo
da una matrice con già degli elementi nulli.
Si può mostrare che il test log-rapporto di verosimiglianza per questo caso
resta invariato con 
^ in (1.8) che diventa la stima di 
 basata sulle assun-
zioni del modello. Una strada per arontare il problema ci è suggerita da
Roverato e Whittaker (1996). Ciò che si può fare in questo caso è inizial-
mente vettorizzare la matrice 
. La matrice è quadrada p  p quindi una
vettorizzazione completa produrrebbe un vettore con p2 elementi. A noi tut-
tavia interessano solamente gli elementi della matrice triangolare superiore (o
equivalentemente inferiore) corrispondente ad 
. Infatti, dato che la matrice
è simmetrica non ci interessa avere parametri duplicati. Otteniamo quindi al
massimo un totale di p(p + 1)=2 parametri. La funzione di verosimiglianza
relativa alla singola osservazione è
l(!; y) =
1
2
log j
j   1
2
tr(
yyT ) =
1
2
log j
j   1
2
!TJs;
dove ! ed s sono rispettivamente i vettori ottenuti dai p(p + 1)=2 elementi
distinti di 
 e yyT , mentre J è la matrice diagonale formata dal valore 1
in corrispondenza degli elementi !ii e dal valore 2 in corrispondenza agli
elementi di ! della forma !ij con i 6= j. Il vantaggio della vettorizzazione
del parametro 
 è il fatto che ! e s possono essere ordinati in qualsiasi
modo, purchè l'ordinamento che si utilizza sia lo stesso per entrambi i vettori.
Utilizziamo quindi il seguente ordinamento
k = f(i; j) : !ij 6= 0; i  jg :
h = f(i; j) : !ij = 0; i < jg :
Possiamo ordinare arbitrariamente k e h ottenendo
k = fk1; k2; :::; kvg :
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h = fh1; h2; :::; hvg :
Riordiniamo quindi gli elementi corrispettiavamente a k ed h ottenendo
! =

!k
!h

s =

sk
sh

Jkk =
"
Jkk 0
0 Jhh
#
:
Basandoci sul fatto che !h = 0, la funzione di log-verosimiglianza può quindi
essere espressa come
l(!k; y) =
1
2
log j
j   1
2
!Tk Jkksk:
La statistica score ottenuta derivando l(!k; y) rispetto a !k ha la forma
seguente
Uk =
1
2
Jkk(k   sk);
dove k è ottenuto da  nello stesso modo in cui !k è ottenuto da 
.
Nel caso però in cui partiamo da (1.6) per una matrice y np le funzioni
di log-verosimiglianza e score necessitano di essere ricalcolate in modo oppor-
tuno. Infatti, in questo caso, la funzione di log-verosimiglianza si denisce
come
l(!k; y) =
(n  1)
2
log j
j   (n  1)
2
!Tk Jkksk (3.1)
e la score come
Uk =
(n  1)
2
Jkk(k   sk); (3.2)
dove ora il vettore s è ottenuto dalla matrice S.
3.3 Le matrici di informazione
Isserliss (1918) ha mostrato che
var(s) = Iss();
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dove Iss() è la matrice con elemento generico (u; v), dove u determina (i; j)
e v determina (r; s), in accordo con gli insiemi k e h di pagina 24
cov(sij; srs) = irjs + isjr:
La stima di massima verosimiglianza di  quando h è l'insieme vuoto (cioè il
modello saturo) è s mentre nel modello vincolato, dove cioè h non è l'insieme
vuoto, la stima di massima verosimiglianza di k è sk. Se partizioniamo
Iss() in accordo con l'insieme k ed h otteniamo che
Iss() =
"
Iss()kk Iss()kh
Iss()hk Iss()hh
#
e di conseguenza
var(^k) = Iss()kk:
Per un campione casuale semplice di dimensione n otteniamo che asintotica-
mente
^k  N(k; 1
n  1Iss()kk):
Per quanto concerne invece il parametro !k, sappiamo che in una famiglia
esponenziale la matrice di informazione attesa e osservata concidono e si può
calcolare in due modi:
1. attraverso la varianza della funzione score:
I!k = var(Uk) (3.3)
2. oppure derivando la funzione score:
I!k =  
@Uk
@!Tk
Cox e Wermuth (1990) mostrano che per il modello saturo asintoticamente
si ha
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!^  N

!;
1
n  1Iss(
)

;
perciò applicando la regola per l'inversione di una matrice partizionata,
l'inversa della matrice di informazione per !k risulta essere
I 1!k =
1
n  1[Iss(
)kk   Iss(
)kh[Iss(
)hh]
 1Iss(
)hk]: (3.4)
Dalle equazioni (3.2) e (3.3) otteniamo che
I 1!k =

  1
2(n  1)Jkk
@k
@!Tk
 1
;
che coincide con
I 1!k =  2

@!k
@Tk

J 1kk (3.5)
e
@!k
@Tk
=   1
2(n  1)(Iss(
)kk   Iss(
)kh[Iss(
)hh]
 1Iss(
)hk)Jkk
che una volta sostituita in (3.5) dà (3.4), come ci aspettavamo.
3.4 Test direzionale per il confronto di modelli
annidati
In questo paragrafo otterremo l'espressione del test direzionale per il con-
fronto di due modelli graci normali annidati, nel caso in cui il modello
maggiore non sia il modello saturo.
Otteniamo innanzitutto che data la score (3.2), s risulta essere
s =  l!k(~!k) =
(n  1)
2
Jkk(sk   ~k);
dove ~k è la stima di k sotto H mentre
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s(t) = (1  t)s :
A questo punto data la funzione di log-verosigmiglianza di !k denita in
(3.1), otteniamo che la funzione in t risulta essere
l(!k; t) =
(n  1)
2
log j
j   (n  1)
2
!kJkk(~k + t(sk   ~k)); (3.6)
dalla quale ricaviamo che
Jkk^k(t) = Jkk(~k + t(sk   ~k))
e dato che Jkk è una matrice invertibile, otteniamo che
^k(t) = (~k + t(sk   ~k)):
Sapendo che !^k(t) è ottenibile da

^k(t) =
h

^ 1 + t(
^ 1   ~
 1)
i 1
;
in analogia a quanto fatto con !k per la matrice 
, sostituiamo !^k(t) nella
(3.6) ottenendo
l(!^k(t); t) =
(n  1)
2
log j
^k(t)j   (n  1)
2
!^k(t)Jkk^k(t)
e analogamente sostituendo ~!k alla stessa otteniamo
l(~!k; t) =
(n  1)
2
log j~
j   (n  1)
2
~!kJkk^k(t):
Possiamo quindi calcolare g(t) come
g(t) =
"
j~
j
j
^k(t)j
# (n 1)
2
+ exp

(n  1)
2
(!^k(t)  ~!k)Jkk^k(t)

;
inoltre dato che j~
j non dipende da t otteniamo
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g(t) _ j
^k(t)j 
(n 1)
2 + exp

(n  1)
2
(!^k(t)  ~!k)Jkk^k(t)

:
Si verica che anche expf(!^k(t)   ~!k)Jkk^k(t)g è una funzione costante ri-
spetto a t. Perciò otteniamo che
g(t) _ j
^k(t)j 
(n 1)
2 :
Per quanto riguarda la funzione di informazione sappiamo dalla (3.4) che
jj!k!k(!k)j 
1
2 =

1
n  1 jIss(
)kk   Iss(
)kh[Iss(
)hh]
 1Iss(
)hkj
 1
2
:
(3.7)
Pertanto inne otteniamo che
h(!k; t) = j
^k(t)j 
(n 1)
2 

1
n  1 jIss(
)kk   Iss(
)kh[Iss(
)hh]
 1Iss(
)hkj
 1
2
:
Per il calcolo del p-value denito in (2.7) tuttavia è necessario ricorrere a
tecniche numeriche. Utilizzeremo perciò la funzione di R integrate.
3.4.1 Test di Skovgaard per il confronto di modelli an-
nidati
Si può mostrare che ,in questo caso, il fattore di correzione ( ) si ottiene
da
( ) =
f1
4
[Jkk(~k   ^k)]T [(j!k!k(~!k)) 1][Jkk(~k   ^k)]gd=2
[  log j
^ 1 ~
j]d=2 1 1
2
(!^k   ~!k)TJkk(~k   ^k)
 jj!k!k(~!k)j
jj!k!k(!^k)j
1=2
;
dove j!k!k(!k) è denita in (3.7).
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3.5 Analisi di due insiemi di dati reali
3.5.1 Introduzione
Quelle che svilupperemo di seguito saranno le analisi di due insiemi di
dati, i dati marks e i dati cow. Il primo insieme di dati è stato scelto per-
chè contiene poche variabili con un numero sucientemente elevato di unità
statistiche mentre il secondo insieme di dati contiene un numero più ele-
vato di variabili con numerosità campionaria più bassa. Successivamente
vericheremo l'accuratezza dell'inferenza basata sui test di log-rapporto di
verosimiglianza, di Skovgaard e direzionale nei confronti di questi due insiemi
di dati attraverso studi di simulazione.
3.5.2 Analisi dei dati marks
I dati marks sono presenti nel pacchetto R ggm. Sono relativi ad 88 os-
servazioni riguardo a voti conseguiti dagli studenti in 5 materie scolastiche:
algebra, mechanics, vector, analysis, statistics. Il numero di variabili è quindi
relativamente basso rispetto al numero di osservazioni. Ci aspettiamo quin-
di che il test di log-rapporto di verosimiglianza e direzionale diano risultati
piuttosto simili.
Partiamo inizialmente da un modello annidato rispetto a quello saturo.
Assumiamo cioè che ci sia indipendenza condizionata tra alcune delle variabili
in esame. Il modello annidato da cui partiamo inizialmente è rappresentato
attraverso il grafo di Figura 3.1. In altre parole stiamo assumento che il
grafo associato al modello di partenza non abbia più archi rispetto a quanto
rappresentato. Ci chiediamo se sia plausibile che le variabili mechanics e
algebra siano congiuntamente indipendenti dalla variabile vectors che resta
perciò completamente isolata nel grafo di indipendenza. Sotto l'ipotesi nulla
H avremo quindi che il modello è associato al grafo di Figura 3.2.
Il test log-rapporto di verosimiglianza denito in (1.8) ha un p-value che
corrisponde 1:07 10 11; il test aggiustato di Skovgaard invece risulta avere
un p-value uguale a 1:92 10 11; mentre per quanto concerne il test direzio-
nale abbiamo che il p-value risulta essere: 1:91 10 11. Il test log-rapporto
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di verosimiglianza quindi sembra portare ad un p-value due volte inferiore
rispetto agli altri test. Tuttavia siamo di fronte a p-value talmente bassi da
portare fortemente a riutare l'ipotesi nulla per ciascun test.
Proviamo ora a ridurre la dimensione del grafo sotto l'ipotesi nulla. Ci
aspettiamo che con l'aumento della dimensione del parametro  il test di
log-verosimiglianza sia meno adabile degli altri test. Ci troviamo quindi a
valutare l'ipotesi che le variabilimechanics e algebra siano condizionatamente
indipendenti congiuntamente alle ipotesi del caso precedente. Il modelli sotto
l'ipotesi alternativa e nulla sono rappresentati tramite i gra di Figura 3.3.
I p-value per i tre test sono: TRV 1:58 10 17, directional test 8:27 10 17,
Skovgaard test 9:09  10 17. Notiamo ora che i p-value sono diminuiti dra-
sticamente rispetto al caso precedente evidenziando ancora che che gli archi
che stiamo provando ad eliminare non possono essere eliminati dal modello.
Notiamo però che ora il test di log-verosimiglianza da un p-value circa sei
volte inferiore rispetto agli altri due.
Cambiamo ora il modello iniziale introducendo un grafo con una forma
diversa, proviamo quindi ad eliminare quattro archi dal grafo relativo al
modello sotto H1; abbiamo perciò che in questo caso d = dim( ) = 4. Il
modello sotto H1 e sotto H sono rappresentati dai gra di Figura 3.4. I
p-value per i tre test in questo caso sono: TRV 4:43  10 17, directional
2:02  10 16, Skovgaard w* 2:15  10 16. Sembra ancora che il test di log-
verosimiglianza dia un p-value di molto inferiore rispetto agli altri due. Anche
in questo caso comunque siamo fortemente spinti a riutare l'ipotesi nulla con
ciascun test.
3.5.3 Analisi dei dati cow
I dati cow sono relativi ad esperimenti compiuti in un insieme di muc-
che per il controllo dell'azione di un parassita che agisce nel loro intestino.
Durante il periodo del pascolo, da primavera ad autunno, i bovini posso-
no ingerire delle larve che si sono sviluppate da delle uova precedentemente
depositate nel foraggio del quale si cibano. Una volta infettato, l'animale
viene privato delle proprie sostanze nutritive e le proprie difese immunitarie
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Figura 3.1: Grafo relativo al modello assunto di partenza per i dati marks
con dim( ) = 2, siamo quindi sotto H1
si abbassano, lo rendono piu' incline alle malattie di altra natura e inuiscono
negativamente nella sua crescita. Il monitoraggio degli eetti dei trattamenti
richiede che le osservazioni siano eettuate in tempistiche diverse durante il
periodo del pascolo. In questi esperimenti i 60 animali sono stati assegnati
casualmente ai due trattamenti, 30 per gruppo. Sono stati monitorati quindi
i pesi deigli animali in 11 momenti diversi, ogniuno a distanza di 14 giorni
dal precedente ad eccezione dell'undicesimo che è avvenuto 7 giorni dopo il
decimo.
Vogliamo vericare che ci sia o meno una dipendenza markoviana di primo
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Figura 3.2: Grafo relativo al modello da vericare per i dati marks con
dim( ) = 2, siamo quindi sotto H 
ordine tra i tempi dell'esperimento sapendo che la dipendenza è assunta come
markoviana di ordine 2. Il grafo assunto e il grafo ipotetico sono riassunti
in (3.5). I test di log-rapporto di verosimiglianza, direzionale e Skovgaard
portano ad avere i seguenti p-value rispettivamente: 0:01, 0:014, 0:014. Il test
di log-verosimiglianza ha un p-value inferiore rispetto agli altri due ma tutti
ci spingono riutare l'ipotesi nulla. Non è quindi plausibile che la dipendenza
sia markoviana di primo ordine.
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3.6 Studi di simulazione
3.6.1 Introduzione
Sappiamo che sotto l'ipotesi nulla i p-value relativi ai test di nullità per
i parametri di interesse dovrebbero essere distribuiti in modo uniforme nel-
l'intervallo (0; 1). Ciò signica che prendendo per esempio come soglia di
riuto il 5% avremo che il 5% dei p-value staranno al di sotto della soglia
nonostante sia vera H . Questo errore viene detto errore di primo tipo.
Ciò che accade in realtà però è che se il test è poco adabile, come nel
caso del test log-rapporto di verosimiglianza con n piccolo, dove cioè non è
buona l'approssimazione asintotica, ci troveremo ad avere p-value che non si
distribuiscono eettivamente in modo uniforme.
Nelle simulazioni noi partiremo stimando il modello sotto l'ipotesi nulla.
Successiavamente per ciascuna simulazione genereremo (traminte la funzione
di R rmvnorm del pacchetto mvtnorm), un numero ssato m di osservazioni dal
modello sotto H . Adatteremo quindi quel nuovo insieme di dati simulato ai
due modelli in esame e calcoleremo i p-value utilizzando i test di log-rapporto
di verosimiglianza, il wdi Skovggard e il test direzionale; confronteremo poi
i risultati. I modelli che useremo per le simulazioni saranno quelli delle ana-
lisi della sezione precedente. Lo scopo sarà valutare l'accuratezza dei test
utilizzati nelle analisi. Mostreremo che il test direzionale migliora notevol-
mente l'approssimazione del test rapporto di verosimiglianza per i casi in cui
n è troppo basso rispetto ad una dimensione del parametro di interesse che
invece è relativamente grande. L'accuratezza sarà giudicata relativamente
all'uniformità dei p-value, sia gracamente che attraverso opportune tabelle.
Le stime dei modelli sono state calcolate utilizzando il pacchetto R gRim.
3.6.2 Studi di simulazione per i dati marks
Ritorniamo al primo modello in analisi per i dati marks. Abbiamo che il
modello sotto H1 è descritto dal grafo di Figura 3.1 mentre il modello sotto
H è descritto dal grafo di Figura 3.2. Proviamo inizialmente a simulare
dall'ipotesi nulla un campione di numerosità m = 25. Ci aspettiamo che,
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data la bassa numerosità, i p-value del test di log-rapporto di verosimiglianza
si discostino, seppur lievemente, dalla distribuzione ideale. I risultati della
simulazione sono riportati in Figura 3.6 e in Tabella 3.1. Gracamente è facile
osservare come il test di log-rapporto di verosimiglianza produca p-value piu'
bassi rispetto alla distribuzione ideale. La Tabella mostra che questo avviene
in particolare per le soglie piu' basse. Il test di Skovgaard e direzionale invece
sono uniformemente piu' accurati. Aumentando la numerosità campionaria
(m = 50) osserviamo (Figura 3.7 e Tabella 3.1) come le dierenze tra i tre
test siano già pressocchè nulle. Aumentando ulteriormente la numerosità
campionaria osserviamo (Figura 3.8 e Tabella 3.1) come la situazione sia
rimasta quasi invariata. Abbiamo perciò che l'approssimazione asintotica
del test di log-verosimiglianza è davvero molto buona già con m = 50.
Nel secondo caso abbiamo che i modelli sotto H1 e H sono descritti
tramite i gra di Figura 3.3. Simuliamo anche in questo caso utilizzando
inizialmentem = 25. I risultati sono riportati in Figura 3.9 e in Tabella 3.2. Il
peggioramento dell'approssimazione asintotica del test di log-verosimiglianza
è lievemente peggiorata con l'aumento della dimensione del parametro  .
Tuttavia è ancora suciente aumentare di poco la numerosità campionaria
per far si che le dierenze tra i test siano quasi nulle. In Figura 3.10 e Figura
3.11 sono riportati i graci per le simulazioni con m = 50 e m = 100.
Nel terzo caso abbiamo che i modelli sotto H1 e H sono descritti tra-
mite i gra di Figura 3.4. Qui abbiamo che la dimensione del parametro
di interesse è 4 e teoricamente il TRV dovrebbe essere peggiorato ulterior-
mente. Prendiamo ancora inizialmente m = 25. I risultati sono riportati in
Figura 3.12 e in Tabella 3.3. Il peggioramento dell'approssimazione del test
di log-verosimiglianza è ora osservabile piu' distintamente. È necessaria una
numerosità campionaria molto elevata per migliarare l'accuratezza del TRV,
mentre gli altri test orono p-value attendibili per ciascuna delle scelte di m.
In Figura 3.13 e Figura 3.14 sono riportati i graci per le simulazioni com
m = 50 e m = 100.
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nominal 1,0 2,5 5,0 10,0 25,0 50,0 75,0 90,0 95,0 97,5 99,0
lrt 1,5 3,4 6,1 11,8 28,0 52,8 76,8 90,6 95,5 97,8 99,1
directional 0,9 2,5 4,9 9,6 24,9 50,0 75,2 89,8 95,0 97,6 99,0
Skovgaard W* 1,0 2,5 4,9 9,7 25,0 50,1 75,3 89,8 95,0 97,6 99,0
lrt 1,1 2,7 5,4 10,2 25,2 50,4 75,7 90,6 95,1 97,5 99,1
directional 1,1 2,6 5,3 9,8 24,7 50,0 75,5 90,5 95,1 97,5 99,0
Skovgaard W* 1,1 2,6 5,3 9,8 24,7 50,0 75,5 90,5 95,1 97,5 99,0
sim-error 0,1 0,2 0,2 0,3 0,4 0,5 0,4 0,3 0,2 0,2 0,1
Tabella 3.1: Risultati delle simulazioni per m = 25; 150 con gra di Figura
3.1 e Figura 3.2 con R=10000 replicazioni
nominal (%) 1,0 2,5 5,0 10,0 25,0 50,0 75,0 90,0 95,0 97,5 99,0
lrt 1,4 3,4 6,7 12,3 27,8 52,8 76,9 91,2 95,4 97,7 98,9
directional 0,9 2,5 5,1 10,0 24,3 49,5 74,7 90,0 95,0 97,5 98,8
Skovgaard W* 0,9 2,5 5,1 10,0 24,4 49,3 74,3 89,6 94,9 97,2 98,7
lrt 1,1 2,8 5,6 11,1 26,4 51,5 76,1 90,5 95,2 97,7 99,0
directional 0,9 2,3 4,8 10,2 24,7 49,8 75,2 90,1 95,0 97,5 98,9
Skovgaard W* 1,0 2,3 4,9 10,1 24,7 49,8 74,9 90,0 95,0 97,3 98,9
lrt 1,1 2,7 5,2 10,4 26,0 51,3 75,5 90,3 95,4 97,8 99,0
directional 0,9 2,5 4,9 10,0 25,0 50,4 75,1 90,1 95,3 97,7 99,0
Skovgaard W* 0,9 2,5 4,9 9,9 25,1 50,1 75,0 90,1 95,3 97,7 99,0
sim-error 0,1 0,2 0,2 0,3 0,4 0,5 0,4 0,3 0,2 0,2 0,1
Tabella 3.2: Risultati delle simulazioni con i dati marks per m = 25; 50; 100
con gra di Figura 3.3 con R=10000 replicazioni
nominal (%) 1,0 2,5 5,0 10,0 25,0 50,0 75,0 90,0 95,0 97,5 99,0
lrt 1,6 3,7 6,9 12,9 29,8 55,0 77,7 91,1 95,7 97,8 99,0
directional 1,0 2,7 5,4 10,0 26,1 50,7 75,4 89,9 95,1 97,6 98,9
Skovgaard W* 1,0 2,7 5,3 10,0 25,8 50,4 74,8 89,7 94,7 97,3 98,9
lrt 1,3 3,0 5,9 11,4 27,3 52,1 76,4 90,2 95,4 97,6 99,0
directional 1,1 2,6 4,9 10,2 25,3 50,2 75,2 89,8 95,0 97,5 99,0
Skovgaard W* 1,1 2,6 5,0 10,1 25,2 50,0 75,0 89,7 94,8 97,4 98,8
lrt 1,3 2,9 5,4 11,0 26,8 51,7 76,3 90,5 95,1 97,9 99,1
directional 1,2 2,6 5,0 10,4 26,0 50,8 75,8 90,3 95,0 97,9 99,1
Skovgaard W* 1,2 2,7 5,1 10,3 26,0 50,7 75,6 90,3 94,9 97,9 99,1
sim-error 0,1 0,2 0,2 0,3 0,4 0,5 0,4 0,3 0,2 0,2 0,1
Tabella 3.3: Risultati delle simulazioni con i dati marks per i gra di Figura
3.4 con m = 25; 50; 100 con R=10000 replicazioni
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3.6.3 Studi di simulazione per i dati cow
Prendiamo ancora in esame i modelli descritti dai gra di Figura 3.5.
Con una dimensione del parametro di interesse così grande (dim( ) = 9) il
test di log-rapporto di verosimiglianza è molto inadabile e produce p-value
decisamente troppo bassi, per basse numerosità campionarie. Il test dire-
zionale invece, così come il test w di Skovgaard, sembra davvero produrre
p-value estremamente accurati nonostante la bassa numerosità campionaria
(Figura 3.15 e Tabella 3.4). Vediamo dalle Figure 3.16 e 3.17 che nemme-
no una numerosità piu' elevata basta per far si che il test log-rapporto di
verosimiglianza sia attendibile come il test direzionale.
nominal (%) 1,0 2,5 5,0 10,0 25,0 50,0 75,0 90,0 95,0 97,5 99,0
lrt 2,1 4,8 8,7 15,4 33,1 58,4 80,4 92,6 96,3 98,1 99,1
directional 1,0 2,5 5,0 10,0 25,0 50,1 74,7 89,8 95,0 97,5 98,9
Skovgaard W* 1,0 2,6 5,1 10,1 24,9 50,0 74,3 89,6 94,8 97,4 98,8
lrt 1,6 3,4 6,7 12,4 28,8 54,6 78,2 91,3 95,6 97,8 99,3
directional 1,1 2,6 5,0 9,9 24,9 50,5 75,3 90,1 94,9 97,5 99,1
Skovgaard W* 1,1 2,6 5,0 10,0 24,9 50,4 75,1 90,0 94,8 97,5 99,0
lrt 1,2 3,0 5,9 11,2 26,9 52,6 76,8 90,8 95,5 97,9 99,2
directional 1,1 2,6 5,2 10,1 25,1 50,7 75,6 90,2 95,2 97,7 99,1
Skovgaard W* 1,1 2,6 5,2 10,1 25,1 50,6 75,5 90,1 95,1 97,7 99,1
sim-error 0,1 0,2 0,2 0,3 0,4 0,5 0,4 0,3 0,2 0,2 0,1
Tabella 3.4: Risultati delle simulazioni con i dati cow per m = 25; 50; 100
con gra di Figura 3.5 con R=10000 replicazioni
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Figura 3.3: Gra per dati marks con dim( ) = 3, a sinistra abbiamo quello
relativo al modello assunto (sotto H1), a destra il modello da vericare (sotto
H )
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Figura 3.4: Gra per dati marks con dim( ) = 4, a sinistra abbiamo quello
relativo al modello assunto (sotto H1), a destra il modello da vericare (sotto
H )
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Figura 3.5: Gra per dati cow con dim( = 9), a sinistra abbiamo quello
relativo al modello assunto (sotto H1), a destra il modello da vericare (sotto
H )
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Figura 3.6: Risultati delle simulazioni con i dati marks per m=25 relativi ai
gra di Figura 3.1 e Figura 3.2 con R=10000 replicazioni
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Figura 3.7: Risultati delle simulazioni con i dati marks per m=50 relativi ai
gra di Figura 3.1 e Figura 3.2 con R=10000 replicazioni
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Figura 3.8: Risultati delle simulazioni con i dati marks per m=150 relative
ai gra di Figura 3.1 e Figura 3.2 con R=10000 replicazioni
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Figura 3.9: Risultati delle simulazioni con i dati marks per m=25 relativi ai
gra di Figura 3.3 con R=10000 replicazioni
3.6 Studi di simulazione 45
Figura 3.10: Risultati delle simulazioni con i dati marks per m=50 relativi
ai gra di Figura 3.3 con R=10000 replicazioni
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Figura 3.11: Risultati delle simulazioni con i dati marks per m=100 relativi
ai gra di Figura 3.3 con R=10000 replicazioni
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Figura 3.12: Risultati delle simulazioni con i dati marks per m = 25 relativi
ai gra di Figura 3.4 con R=10000 replicazioni
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Figura 3.13: Risultati delle simulazioni con i dati marks per m = 50 relativi
ai gra di Figura 3.4 con R=10000 replicazioni
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Figura 3.14: Risultati delle simulazioni con i dati marks per m=100 relativi
ai gra di Figura 3.4 con R=10000 replicazioni
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Figura 3.15: Risultati delle simulazioni per m=25 relative ai gra di Figura
3.5 per i dati cow con R=10000 replicazioni
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Figura 3.16: Risultati delle simulazioni per m=50 relative ai gra Figura 3.5
per i dati cow con R=10000 replicazioni
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Figura 3.17: Risultati delle simulazioni per m=100 relative ai gra Figura
3.5 per i dati cow con R=10000 replicazioni
Conclusioni
Nel corso di questa tesi abbiamo utilizzato diversi test basati sulla vero-
simiglianza per fare inferenza sulla matrice di concentrazione di un modello
gaussiano. In tutti i casi abbiamo utilizzato la verosimiglianza marginale
ottenuta dalla distribuzione marginale di S. L'utilità dei test di Skovgaard
(2001) e direzionale è dovuta alla bassa accuratezza del test rapporto di vero-
simiglianza in corrispondenza di un gran numero di parametri vincolati sotto
l'ipotesi nulla.
Abbiamo scelto di adottare il test direzionale per la verica di ipotesi che
un modello saturo abbia in realtà un insieme di indipendenze condizionate
rappresentabili tramite un grafo di indipendenza. Successivamente il model-
lo è stato riadattato per il caso in cui inizialmente siano già presenti degli
elementi nulli nella matrice di concentrazione 
.
Nel Capitolo 3 abbiamo analizzato due insiemi di dati per la verica di
ipotesi connessa ad un grafo di indipendenza annidato ad un primo grafo di
partenza in cui abbiamo già delle indipendenze condizionate assunte. Piu'
precisamente sono state compiute tre veriche di ipotesi per il primo dataset
e una singola verica di ipotesi per il secondo insieme di dati. Per ciascuna
ipotesi poi si è vericata la bontà dei test tramite simulazione variando di
volta in volta la numerosità campionaria dei dataset simulati.
Inne, si è mostrato come il test Skovgaard e in particolare il test direzio-
nale siano uniformemente più accurati sia per basse che per alte numerosità
campionarie, in particolare quando il numero di parametri vincolati è alto.
Ulteriori veriche possono essere fatte con insiemi di dati con un gran nu-
mero di variabili e basse repliche campionarie. Un classico esempio è oerto
dai dati di genomica, caratterizzati da un elevato numero di variabili rispetto
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ad esigue numerosità campionarie. Ulteriori approfondimenti sui temi trat-
tati sono consultabili su Davison e altri (2014), Wermuth (1976), Lauritzen
(1996), Darroch e altri (1980), Wood (1993), Barndor-Nielsen e Cox (1979),
Butler (2007), Brazzale (2007), Brazzale e altri (2007) e Fraser e Reid (2006).
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