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Resumen
En esta tesis se estudia el problema de clasicación de las álgebras G-graduadas, salvo isomor-
smo, usando una colección miscelánea de técnicas entre las que se encuentran la cohomología
de grupos, la teoría de representación clásica de grupos y algunas técnicas elementales de teoría
de representación de grupos de Lie. Se dará un criterio general en términos de la cohomología
H2(G; k) para determinar cuándo dos G-álgebras son isomorfas como álgebras graduadas y se
obtendrá una clasicación completa bajo isomorsmos graduados de estas álgebras, en el caso
asociativo, y cuando G sea un grupo cíclico. Usando teoría de representación de grupos, se dará
una clasicación completa de todas las álgebras asociativas sobre grupos nitos en el sentido
general, es decir, sin tener en cuenta la graduación. En el caso no asociativo, daremos una clasi-
cación completa bajo isomorsmos graduados de todas las álgebras complejas G-graduadas
sobre un grupo cíclico G, en el caso en el que la función de asociatividad r sea simétrica en las
dos primeras variables.
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Introducción
Sea G un grupo y sea W un álgebra sobre un anillo conmutativo y unitario R: Diremos que
W tiene una estructura de álgebra graduada con componentes de rango 1 (no necesariamente
conmutativa ni asociativa) si existe una G-graduación W = g2GWg en la cual cada sumando
Wg es un R-módulo libre de rango 1: Recordemos que esto quiere decir que la suma g2GWg
es directa, y que para cada par de elementos a; b 2 G se verica que WaWb  Wab: Diremos
que W no tiene divisores de cero monomiales si para todo par de elementos no nulos wa; wb en
Wa y Wb se cumple que wawb 6= 0: Un álgebra W con estructura de álgebra graduada sobre G,
con componentes de rango 1 y sin divisores de cero monomiales la llamaremos brevemente una
R-álgebra G-graduada.
Si jamos B = fwg : g 2 Gg, una base para W = g2GWg, la estructura de W está
determinada por las constantes de estructura del álgebra, es decir, por una función CB : GG!
A  R, donde A es un subdominio del grupo multiplicativo de R (pedimos que A sea dominio,
de tal manera que W no tenga divisores de cero monomiales) y tal que wawb = CB(a; b)wab:
Como W es un álgebra unitaria, se sigue que si e 2 G es la unidad del grupo, entonces we = 1
es el elemento unitario del álgebra y por tanto wawe = CB(a; e)wa = wa  1 = wa:
Con el n de analizar la no conmutatividad y no asociatividad en este tipo de álgebras en
el caso en el que R es un campo y A  k un subgrupo del grupo multiplicativo k = k   f0g;
denimos, con respecto a la base B; las siguientes funciones de conmutatividad y asociatividad,
q : GG! A y r : GGG! A por:
q(a; b) = C(a; b)C(b; a) 1
r(a; b; c) = C(b; c)C(ab; c) 1C(a; bc)C(a; b) 1 (1)
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donde el exponente "  1"denota el inverso multiplicativo en A:
Cuando G es abeliano, vemos inmediatamente que wawb = q(a; b)wbwa: Y para cualquier
grupo G; en general, se verica fácilmente que wa(wbwc) = r(a; b; c)(wawb)wc:
Denición 0.0.1 Un morsmo entre dos R-álgebras G-graduadas W = g2GWg y V =
g2GVg es un morsmo (unitario) de R-álgebras  : W  ! V el cual satisface que (Wg) 
Vg; para todo g 2 G:
Es fácil ver que esta denición equivale a que existan bases B1 = fwg : g 2 Gg; B2 = fvg :
g 2 Gg; para W y V; respectivamente, tales que Wg = Rwg y Vg = Rvg, y un morsmo de
R-álgebras  :W ! V que cumpla que (wg) = '(g)vg; para una cierta función ' : G! R.
Es claro que  es un isomorsmo si y sólo si '(g) es una unidad en R para todo g 2 G, ya
que por ser W y V R-módulos libres de igual rango,  es biyectiva si y sólo si es inyectiva, y
esto ocurre si y sólo si (wg) = '(g)vg no es cero.
El problema de clasicación de estas álgebras admite al menos tres posibles versiones.
a. W y V pueden ser isomorfas como R-álgebras G-graduadas, es decir si existen  :W  ! V
y  : V  ! W morsmos como en la denición anterior, tales que  y   sean la
identidad.
b. W y V pueden ser isomorfas como R-álgebras en un sentido general, olvidando la graduación;
es decir, sin que se cumpla la condición (Wg)  Vg:
c. W y V admiten graduaciones (posiblemente distintas a las originales) para las cualesW y V
resultan ser isomorfas como álgebras graduadas. En forma precisa, existen graduaciones
W = g2GW 0g y V = g2GV 0g ; y un isomorsmo de R-álgebras  : W  ! V el cual
satisface (W 0g)  V 0g ; para todo g 2 G:
En este trabajo de tesis estudiaremos álgebras sobre R = k; el campo de los reales o
complejos, y graduadas sobre grupos nitos. El primer capítulo contiene las deniciones y
teoremas básicos de la cohomología de grupos, y de la teoría de representación de grupos y
caracteres que se usarán a lo largo de este trabajo.
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En el segundo capítulo estudiaremos el problema de clasicación de las álgebras G- gradu-
adas, salvo isomorsmos, usando una colección miscelánea de técnicas entre las que se encuen-
tran la cohomología de grupos, la teoría de representación de grupos clásica y algunas técnicas
elementales de teoría de representación de grupos de Lie. Se dará un criterio general en tér-
minos de la cohomología H2(G; k f0g) para determinar cuándo dos G-álgebras son isomorfas
como álgebras graduadas (Teoremas 2.1.1 y 2.1.3). Como corolario se obtendrá una clasicación
completa bajo isomorsmos graduados de estas álgebras en el caso asociativo, y cuando G sea
un grupo cíclico.
Usando teoría de representación de grupos y caracteres se dará una clasicación completa
de todas las álgebras asociativas sobre grupos nitos en el sentido general como en (b), es decir,
sin tener en cuenta la graduación. La idea central para lograr dicha clasicación es mostrar
que toda escogencia de base en el álgebra G-graduada que determine constantes de estructura
CB : G  G ! A  k da origen a un isomorsmo entre W y un cociente del anillo grupo
k[A C G]=J , donde A C G es una extensión apropiada de A por G (ver Ejemplo 1.1.1 del
primer capítulo). La estructura de k[AC G] puede ser dilucidada usando teoría de caracteres.
En el caso de álgebras G-graduadas no asociativas daremos una clasicación completa bajo
isomorsmos graduados, como en (a), de todas las álgebras graduadas sobre un grupo cíclico,
en el caso en el que la función de asociatividad del álgebra r sea simétrica en las dos primeras
variables, es decir, cuando satisface r(a; b; c) = r(b; a; c): Es muy probable que las técnicas
usadas para resolver este último problema se puedan extender a grupos abelianos nitos en
general.
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Capítulo 1
Preliminares
1.1 Extesiones de grupos y grupo anillo
Comenzaremos deniendo la noción de extensión de grupos.
Denición 1.1.1 (Extensión de grupos) Sean A y G grupos. Una extensión de A por G
es una secuencia exacta corta
 : 1! A i! E p! G! 1
Notemos que en este caso i(A) C E y E
i(A)
= G: El lector puede ampliar esta denición en la
página 790 de [2].
Ejemplo 1.1.1
Sea W un álgebra G-graduada, y sea C : G  G ! A  k las constantes de estructura
con respecto a una base B escogida. Entonces C da origen a una extensión E de A por G, que
denotaremos por AC G, de la siguiente manera. Sea EW = f(; g) :  2 A; g 2 Gg  AG:
Denimos la operación
(; a)  (; b) = (C(a; b); ab)
Entonces si las constantes C(a; b) hacen deW un álgebra asociativa, EW es un grupo. En efecto
todos los axiomas de grupos se verican fácilmente, excepto posiblemente la asociatividad. La
unidad en EW es el elemento (1; e). Veriquemos la asociatividad:
[(; a)(; b)](; c) = (C(a; b); ab)(; c)
= (C(a; b)C(ab; c); abc)
1
De otro lado
(; a)[(; b)(; c)] = (; a)(C(b; c); bc)
= (C(b; c)C(a; bc); abc)
Luego, comoW es un álgebra asociativa, r(a; b; c) = 1 y por tanto C(b; c)C(a; bc) = C(a; b)C(ab; c)
de donde se sigue la asociatividad del grupo ACG: No es difícil ver que la construcción anterior
produce una extensión 1! A i! EW p! G! 1, donde i() = (; e) y p(; g) = g:
En general, si W no es asociativa, AC G resulta ser un loop, es decir, un conjunto dotado
de una oparación binaria, con elemento unidad a izquierda y derecha, y con inversos a derecha
e izquierda (no necesariamente iguales).
Denición 1.1.2 (Grupo anillo) Sea G un grupo y R un anillo conmutativo. Entonces el
grupo anillo de R sobre G se dene como el conjunto se sumas formales nitas indizadas por
G
R[G] =
(P
g2G
rgg : rg 2 R
)
;
con las operaciones usuales
P
g2G
rgg
P
h2G
rhh =
P
g;h2G
rgrhghP
g2G
rgg +
P
g2G
r
0
gg =
P
g2G
(rg + r
0
g)g
1.2 Cohomología de grupos
Denición 1.2.1 Sea G un grupo nito y D un G-módulo. Denimos C0(G;D) = D; y para
n  1 denimos Cn(G;D) como la colección de todos los mapeos Gn = G    G (n copias)
sobre D. Los elementos de Cn(G;D) son llamados n-cocadenas (de G con valores en D):
Cada Cn(G;D) es un grupo abeliano multiplicativo: C0(G;D) = D son las funciones con-
stantes con valores en D (donde la operación binaria de D se denotará en forma multiplicativa y
no aditiva, como es costumbre). Para n  1; el producto en Cn(G;D) está dado por el producto
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usual de funciones
(f1f2)(g1; g2; : : : ; gn) = f1(g1; g2; : : : ; gn)f2(g1; g2; : : : ; gn):
Denición 1.2.2 Para n  0, denimos la n-cofrontera como el homomorsmo de Cn(G;D)
en Cn+1(G;D) dado por
dnD(')(g1; : : : ; gn+1)
= g1'(g2; : : : ; gn+1)(
nQ
i=2
'(g1; : : : ; gi 1; gigi+1; gi+2; : : : ; gn+1)( 1)
i
)'(g1; : : : ; gn)
( 1)n+1
1. Sea Zn(G;D) = Ker(dnD); para n  0. Los elementos de Zn(G;D) son llamados n-
cociclos.
2. Sea Bn(G;D) = Im(dn 1D ); para n  1; y sea B0(G;D) = 1: Los elementos de Bn(G;D)
son llamados n-cofronteras.
Dado que dnD  dn 1D = 0, se sigue que Im(dn 1D )  Ker(dnD): Por tanto Bn(G;D) es un
subgrupo de Zn(G;D):
Denición 1.2.3 Sea D un G-módulo. El grupo cociente Zn(G;D)=Bn(G;D) es llamado la
n-ésima cohomología de G con coecientes en D y es denotado por Hn(G;D), n  0. Ver
página 764 de [2].
Si W = g2GWg es un álgebra G-graduada, y B una base para W , entonces las constantes
de estructura con respecto a esta base C : G  G ! A  R son elementos de C2(G;A): Un
cómputo elemental muestra que d2C(a; b; c) = r(a; b; c); donde r es la función denida en (1).
Ejemplo 1.2.1
a) Supongamos que f es la función constante a 2 C0(G;A) = A;donde G actúa trivialmente.
Entonces, d0(f)(g) = ga(a) 1 y ker(d0) = fa 2 A : ga = a;8g 2 Gg: Esto es, Z0(G;A) =
AG; y por tanto H0(G;A) = AG:
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b) Sea G un grupo cíclico de orden m con generador  y sea N = 1 +  +   + m 1 2 Z[G].
Entonces N(   1) = (   1)N = m   1 = 0. Tomando una resolución libre para Z;
    1! Z[G] N! Z[G]  1!    N! Z[G]  1! Z[G] aug! Z! 0
donde aug es la función aumentación
aug : Z[G] ! Z
(
m 1P
i=0
ai
i) !
m 1P
i=0
ai
Ahora, aplicando los homomorsmo de Z[G]-módulos para los términos de la resolución y usando
la identicación HomZ[G](Z[G]; A) = A obtenemos la cadena de complejos 1 ! A  1! A N!
A
 1!    :Calculemos los grupos de homología. Para esto basta calcular H0(G;A);H1(G;A) y
H2(G;A) ya que los mapeos en la secuencia anterior aparecen alternadamente.
H0(G;A) = ker(   1) = fa 2 A : a(   1) = 0g
= fa 2 A : a = ag = AG
H1(G;A) =
ker(N)
im(   1) =
NA
(   1)A
donde NA = ker(N) = fa 2 A : Na = 0g:
H2(G;A) =
ker(   1)
im(N)
=
AG
NA
En conclusión tenemos
Hn(G;A) =
8><>:
AG
NA
si n es par y n  2
NA
(   1)A si n es impar y n  1
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En particular, si G actua trivialmente sobre A entonces Na = am y obtenemos H0(G;A) = A
Hn(G;A) =
8<:
A
Am
si n es par y n  2
mA si n es impar y n  1
Como aplicación, consideremos A = Z;Q, Q=Z;R;C y G un grupo ciclico nito de orden m
actuando trivialmente sobre A:
a)
Hn(G;Z ) =
8>>><>>>:
Z si n = 0
Z
Zm
si n es par y n  2
1 si n es impar y n  1
b)
Hn(G;Q) =
8<: Q si n = 01 si n  1
c)
Hn(G;Q=Z ) =
8>>><>>>:
Q=Z si n = 0
1 si n es par y n  2
Z
Zm
si n es impar y n  1
d)
Hn(G;R) =
8>>>><>>>>:
R si n = 0
R
(R)m
si n es par y n  2
1 si n es impar y n  1
además
R
(R)m
=
8<: f1; 1g si m es parf1g si m es impar
Hn(G;C) =
8>>>><>>>>:
C si n = 0
C
(C)m
si n es par y n  2
1 si n es impar y n  1
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Recordemos que en toda teoría de Cohomología hay secuencias largas asociadas a cada secuencia
corta de objetos. En términos precisos tenemos el siguiente resultado..
Teorema 1.2.1 Sea 1 ! A ! B ! C ! 1 una secuencia exacta corta de G-módulos. En-
tonces existe una secuencia exacta larga
1! H0(G;A)! H0(G;B)! H0(G;C) 0! H1(G;A)!    ! Hn(G;C) n! Hn+1(G;A)!   
de grupos de cohomología.
Este teorema se puede encontrar en la página 768 de [2]
Nuestro objetivo es computar explícitamente el homomorsmo conexión : Para tal n
consideremos A  k y la secuencia exacta corta 1 ! A i! k ! k=A ! 1: Aplicando
C(G; ), donde la acción de G sobre k es la trivial, es decir, ga = a; 8a 2 k;8g 2 G,
obtenemos la secuencia exacta corta
1! C(G;A) i! C(G; k) ! C(G; k=A)! 1: (#)
Notemos que existe una identicación natural entre Cn(G; k)=Cn(G;A) y Cn(G; k=A) dada
por
p : Cn(G; k) ! Cn(G; k=A)
f ! f
con f =   f y  : k ! k=A. Claramente p es sobreyectiva y
Ker(p) = ff : f = 1g
= ff : G    G! k : f(g1; : : : ; gn) 2 A;8g1; : : : ; gn 2 Gg
= Cn(G;A):
Luego p induce un isomorsmo entre Cn(G; k)=Cn(G;A) y Cn(G; k=A); y de aquí se sigue la
exactitud de la secuencia (#): Veamos cómo computar el primer homomorsmo conexión 1:
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Lema 1.2.2 (Zig-Zag) Dada una secuencia exacta corta
1! C(G;A) i! C(G; k) p! C(G; k=A)! 1
entre los complejos fC(G;A); dAg; fC(G;K); dKg; fC(G; k=A); dk=Ag; entonces existen trans-
formaciones k llamadas homomorsmos conexión y una secuencia exacta de grupos
   k 1! Hk(G;A) ik! Hk(G; k) k! Hk(G; k=A) k! Hk+1(G;A)!   
Prueba. Es sólo de interés la construcción de 1 : H1(G; k=A) ! H2(G;A). Tomemos
['] 2 H1(G; k=A) y un representante cualquiera de esta clase, ' 2 Ker(d1k=A), y consideremos
el siguiente diagrama
...
...
...
# # #
1 ! C1(G;A) i1! C1(G; k) p1! C1(G; k=A) ! 1
# d1A # d1K # d1k=A
1 ! C2(G;A) i2! C2(G; k) p2! C2(G; k=A) ! 1
# d2A # d2K # d2k=A
1 ! C3(G;A) i3! C3(G; k) p3! C3(G; k=A) ! 1
# # #
...
...
...
donde cada la es una secuencia exacta corta. Como p1 es sobreyectivo podemos escoger
 2 C1(G; k) tal que p1() = '; entonces
p2(d
1
k()) = d
1
k=A(p1()) = d
1
k=A(') = 1;
y la exactitud de las las implica que existe un único 1' 2 C2(G;A) tal que i2(1') =  con
 = d1k():
Veamos que 1' 2 Ker(d2A): En primer lugar tenemos que i3(d2A(1')) = d2k( ) = 1.
Como i3 es inyectiva se sigue que d2A(
1') = 1 y por consiguiente 1' 2 Ker(d2A): Denamos
7
1([']) = [1'] 2 H2(G;A): Vemos que la clase [1'] no depende de ninguna de las escogencias
anteriores. En primer lugar, si se escoge otro elemento  con p1() = ' entonces p1( 1) = 0;
y por la exactitud en el medio de cada la, existe un elemento f 2 C1(G;A) tal que i1(f) =  1
y por tanto d1A(f) = 
1'(1) 1, donde 1 es el único elemento tal que i2(1) =  = d1k().
Esto muestra que 1' y 1 dieren por una cofrontera y por consiguiente denen la misma clase
de equivalencia en H2(G;A): En segundo lugar, veamos que si ' es una cofrontera, entonces
el elemento que le corresponde de acuerdo con esta construcción es cero, y por tanto 1(['])
tampoco depende del representante escogido para la clase [']:
Supongamos que ' = d0k=A(g) con g 2 C0(G; k=A). Si tomamos  2 C0(G; k) tal que
p0( ) = g entonces d0k( ) =  satisface p1() = ': Como cualquier preimagen de ' puede
usarse para computar el homomorsmo conexión, entonces si usamos , vemos que 1(') = 1,
ya que d1k() = 1 ( es una cofrontera).
Ahora computemos el homomorsmo conexión explícitamente. Sean ' : G ! k=A y
 : G! k tales que    = '; como en la construcción anterior. Entonces tenemos que
d1k(g1; g2) = g1(g2)(g1g2)
 1(g1)
= (g2)(g1g2)
 1(g1):
Así 1 está dado por 1'(g1; g2) = (g2)(g1g2) 1(g1) 2 A pues i2(1') = 1:
En forma similar, si  2 C2(G; k) y ' 2 C2(G; k=A) es tal que    = '; se tiene que
2' 2 C3(G;A) con
2'(g1; g2; g3) = (g2; g3)(g1g2; g3)
 1(g1; g2g3)(g1; g2) 1:
El siguiente corolario (1.2.6) proporciona un criterio muy útil para determinar cuándo se
desvanece la cohomología.
Proposición 1.2.3 Sea A un G-módulo tal que Am = 1 para algún entero m  1: Entonces
(Zn(G;A))m = (Bn(G;A))m = (Hn(G;A))m = 1; para todo n  0:
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Prueba. Sea f 2 Cn(G;A) una n-cocadena. Entonces f 2 A si n = 0; y en tal caso
fm = 1; o f es una función de Gn en A; si n  1 y en este caso también se tiene que
fm = 1: Como ((Zn(G;A))m = (Bn(G;A))m = 1; ya que son subgrupos de Cn(G;A), entonces
(Hn(G;A))m = 1:
Proposición 1.2.4 Sea H un subgrupo de G de orden m y sea Cor : Hn(H;A) ! Hn(G;A)
y Res : Hn(G;A) ! Hn(H;A) los homorsmos correstricción y restricción. Entonces Cor 
Res = m; es decir, si c es una clase de cohomología en Hn(G;A) para algún G-módulo A,
entonces
Cor(Re s(c) = cm 2 Hn(G;A); para todo n  0:
Prueba. Denotemos por P  una resolución proyectiva para Z. Si f es también un G-
homomorsmo, entonces gif(g 1i p) = gig
 1
i f(p) = f(p), para 1  i  m. Como la restricción
es el mapeo inducido sobre la inclusión natural de HomZ[G](P ; A) en HomZ[H](P ; A); para
este f; obtenemos
HomZ[G](P
; A) Res! HomZ[H](P ; A) Cor! HomZ[G](P ; A)
f 7 ! f 7 ! fm
De aquí se sigue que Res Cor es elevar a la potencia m; y también lo es sobre la cohomología
de grupos.
Corolario 1.2.5 Sea G un grupo nito de orden m. Entonces (Hn(G;A))m = 1 para todo
n  1 y cualquier G-módulo A:
Prueba. Sea H = 1: Entonces [G : H] = m en la proposición anterior. Luego, para
cualquier clase c 2 Hn(G;A) tenemos que cm = Cor(Res(c)). Dado que Res(c) 2 Hn(H;A) =
Hn(1; A); se sigue que Res(c) = 1; para todo n  1. Así cm = 1 para todo n  1:
Corolario 1.2.6 Sea G un grupo nito con orden relativamente primo al exponente del G-
módulo A. Entonces Hn(G;A) = 1; para todo n  1. En particular, si A es un grupo nito tal
que (jGj ; jAj) = 1; entonces Hn(G;A) = 1; para todo n  1:
Prueba. Esto se sigue debido a que (Hn(G;A))jGj = 1 por el colorario anterior y Hn(G;A)
elevado al exponente de A es trivial por la proposición (1.2.3).
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1.3 Representación de Grupos Finitos
Denición 1.3.1 Sean G un grupo nito, F un campo y V un espacio vectorial sobre F: Una
representación de G, es un homomorsmo de G en GL(V );  : G ! GL(V ): A la dimensión
de V se le denomina el grado de la representación.
De la denición se sigue que si V es un espacio vectorial de dimensión n, entonces jando
una base para V , obtenemos un isomorsmo de GL(V ) = GLn(F ): De este modo cualquier
representación de G induce una representación matricial y viceversa.
El mapeo  dota a V de estructura de F [G]-módulo: en efecto, denamos la acción de un
elemento del anillo grupo sobre un elemento de V como sigue
(
nP
i=1
igi):v =
nP
i=1
i(gi)v .
Entonces, sean gi; gj 2 G y v 2 V: Vemos que
(gigj):v = (gigj)v
= ((gi)  (gj)):v
= (gi)((gj)v)
= gi(gjv)
Recíprocamente, dado un F [G]-módulo V obtenemos un espacio vectorial sobre F y una
representanción de G como sigue. Dado que V es un F [G]-módulo, este es en particular un
F -módulo. Para cada g 2 G tenemos un mapeo de V en V denotado por '(g); y denido por
'(g)v = g  v; 8v 2 V; donde g  v es la acción dada por el elemento del anillo sobre el elemento
v de V: Entonces, por los axiomas de módulo tenemos que 8v; w 2 V y 8;  2 F
'(g)(v + w) = g(v + w)
= g(v) + g(w)
= '(g)v + '(g)w
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Luego para cada g 2 G, '(g) es una transformación lineal. El lector puede encontrar una
demostración del siguiente teorema en la página 806 de [2].
Teorema 1.3.1 Existe una biyección entre F [G]-módulos y los pares (V; ) dada por
fV un F [G]-módulog ()
8<: V un espacio vectorial sobre F ,  : G! GL(V )una representación.
9=;
Denición 1.3.2 Sea V un F [G]-módulo. Un subespacio U de V es llamado G-invariante si
gu 2 U; 8g 2 G;8u 2 U: Una representación V es llamada irreducible si no existen subespacios
propios invariantes no triviales W de V .
1.3.1 Ejemplos de representaciones
1.(Representación trivial) Sea V un espacio vectorial 1-dimensional sobre F . A V se le
puede dotar de estructura de F [G]-módulo de acuerdo a la regla
gv = v 8g 2 G;8v 2 V:
Este módulo proporciona la representación
 : G ! GL(V )
g ! I
donde I es la transformación identidad.
2.(Representación regular) Sea V = F [G] y consideremos este anillo como un módulo sobre
sí mismo. Entonces V proporciona una representación de G de grado igual a jGj, si
tomamos los elementos de G como una base de V , entonces para cada g 2 G tenemos
g:gi = ggi
3.(Representación signo) Sea G = Sn el grupo simétrico en n símbolos y sea V = F , el
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espacio vectorial de dimensión 1. Denimos la función signo, sgn : Sn ! GL(F ) como:
 !
8<: 1F si  es par 1F si  es impar
Claramente sgn es un homomorsmo, por lo que F recibe estructura de G-módulo con la
acción
x =
8<: x si  es par x si  es impar
para  2 G; x 2 F:
4. (Representación permutación) Sea n 2 Z+; G = Sn y V un espacio vectorial n-
dimensional sobre un campo F con base e1; e2; : : : ; en: La acción de G sobre V está dada
para cada  2 G por
:ei = e(i) , 1  i  n;
es decir,  actúa permutando los elementos de la base. Esto permite obtener un homo-
morsmo inyectivo de Sn en GL(V ):
5. (Representación estándar) Sea V = Fn = ffx1; x2; : : : ; xng : xi 2 Fg y la acción de G
en V , está dada por
(x1; x2; : : : ; xn) = (x(1); x(2); : : : ; x(n));
lo cual dene un homomorsmo de grupos Sn ! GL(Fn); que convierte a V = Fn en un
F [Sn]-módulo. Un submódulo importante de dimensión n  1 de Fn es
E =

(x1; x2; : : : ; xn) 2 F :
nP
i=1
xi = 0

La representación asociada a este módulo se llama representación estándar.(ver [2]).
Si V yW son representaciones, la suma directa VW; y el producto tensorial V
W , también
son representaciones, dadas por g(v  w) = gv  gw y g(v 
 w) = gv 
 gw, respectivamente.
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El dual V  = Hom(V; F ) de V es también una representación, denida por '(g) = '(g 1) :
V  ! V  para todo g 2 G:
Además, Hom(V;W ) también proporciona una representación, vía la identicación
Hom(V;W ) = V  
W
Tomando cada elemento de Hom(V;W ) como un mapeo lineal  de V enW , tenemos (g)(v) =
g(g 1v) para todo v 2 V . (ver [2]).
Notemos que la representación dual es un caso especial del anterior. Esta se obtiene si
tomamos W = C con la representación trivial. Es decir, gw = w para todo w 2 C, y por tanto
V  es un G-módulo, dado por (g)v = (g 1v):
En general el espacio vectorial de mapeos G-lineales entre dos representaciones V y W de
G es justamente el subespacio Hom(V;W )G de elementos de Hom(V;W ) jados bajo la acción
de G. (Ver [2]).
Denición 1.3.3 Dos representaciones de G son equivalentes si los correspondientes F [G]-
módulos son isomorfos.
Supongamos que ' : G! GL(V ) y  : G! GL(W ) son dos representaciones equivalentes.
Sea T : V ! W un isomorsmo de F [G]-módulos, en particular un isomorsmo de F -módulo
(Como T es un isomorsmo de espacios vectoriales, entonces V yW tienen la misma dimensión).
Entonces, para todo g 2 G; v 2 V se tiene que T (g:v) = gT (v). Por denición de la acción
de los elementos del anillo, esto signica que T ('(g):v) =  (g)T (v). Es decir, T  '(g) =
 (g)  T , 8g 2 G: En particular, si se identican V y W como espacios vectoriales, entonces
dos representaciones ' y  de G sobre un espacio vectorial V son equivalentes sí y solo si existe
T 2 GL(V ) tal que T  '(g)  T 1 =  (g); 8g 2 G:
Denición 1.3.4 Una subrrepresentación de una representación V es un subespacio vectorial
W de V el cual es invariante bajo G.
Denición 1.3.5 Una representación se llama reducible si contiene al menos una subrrepre-
sentación propia no trivial como subespacio. En caso contrario se llama irreducible.
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Lema 1.3.2 Supongamos que V es un G-módulo que tiene un G-submódulo W y un homomor-
smo de G-módulos  : V ! V tal que (v) 2 W; 8v 2 V y (w) = w; 8w 2 W . Entonces
V =W Ker() y diremos que  es la proyección sobre el submódulo W .
Prueba. Sea v 2 V: Entonces v = (v) + (v   (v)); donde (v) 2 W y v   (v) 2 Ker;
esto último ya que
(v   (v)) = (v)  ((v)) = v   v = 0:
Por tanto V = W +Ker. Ahora, si v 2 W \Ker entonces v 2 W y v 2 Ker y por tanto
v = (v) = 0: Luego W \Ker = (0), y V =W Ker:
Teorema 1.3.3 Sea W una subrrepresentación de una representación V de un grupo nito G.
Entonces existe un subespacio G-invariante complementario W 0 de V tal que V =W W 0:
Prueba. Sea W 0 un subespacio vectorial de V tal que V = W W 0 como espacios vecto-
riales, y sea 0 : V !W la proyección en W: Claramente 0(v) = v; 8v 2W .
Sea
 : V ! V
v ! 1jGj
P
g2G
g(0(g
 1v)):
Veamos que  es G-lineal. Sea h 2 H y v 2 V;
(hv) =
1
jGj
P
g2G
g(0(g
 1hv)) =
1
jGj
P
g2G
h(h 1g)(0(g 1hv))
=
1
jGj
P
k2G
hk(0(k
 1v)) = h(v)
Además, si w 2W; entonces
(w) =
1
jGj
P
g2G
g(0(g
 1w)) =
1
jGj
P
g2G
g(g 1w)
=
1
jGj
P
g2G
w =
1
jGj jGjw = w:
En conclusión  : V ! V es un homorsmo de G-módulos tal que (v) 2 W; 8v 2 V y
(w) = w; 8w 2W . Por el lema anterior tenemos que V =W Ker():
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Corolario 1.3.4 Cualquier representación es una suma directa de representaciones irreducibles.
Lema 1.3.5 (Schur) Sean V y W dos representaciones irreducibles de G y ' : V ! W un
homomorsmo de G-módulos. Entonces
i) ' es un isomorsmo o ' es el homomorsmo trivial.
ii) Si V =W entonces ' = I para algún  2 C, donde I denota la identidad.
Prueba. Supongamos que ' es no trivial. Sabemos que Ker' es un submódulo de V .
Como ' es no trivial, Ker' 6= V; y dado que V es irreducible, se sigue que Ker' = 0; y por
tanto ' es inyectiva. Similarmente, im(') es un submódulo de W diferente de cero; por tanto
im(') =W y ' es sobreyectiva.
Para demostrar (ii) tenemos que como C es algebraicamente cerrado, entonces ' tiene un
valor propio , es decir, para algún  2 C ; ' I tiene un kernel no cero, pero por (i) tenemos
que '  I = 0 y entonces ' = I:
Proposición 1.3.6 Para cualquier representación V de un grupo nito G existe una descom-
posición
V = V a11  V a22      V akk
donde Vi son no isomorfas representaciones irreducibles. La descomposición de V como la suma
directa de k factores es única y los Vi aparecen con multiplicidad ai:
Prueba. Por el lema de Schur, si W es otra representación de G con descomposición
W =Wa11     Warr
y ' : V ! W un mapeo de representaciones, entonces el mapeo ' mapea cada factor V aii en
W
bj
j , y por tanto Wj
= Vi. Aplicando el mapeo identidad de V en V se sigue la unicidad.
El objetivo es describir todas las representaciones irreducibles de G, y encontrar una técnica
para dar una descomposición en suma directa
V = V a11      V akk
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y determinar las multiplicidades ai; para una representación arbitraria V .
Para esto introducimos la teoría de caracteres.
1.3.2 Caracteres
A lo largo de está sección trabajaremos en el campo complejo.
Denición 1.3.6 Sea V un C [G]-módulo. Denimos el caracter de V como la función
V : G ! C
g ! tr(gV : V ! V )
donde tr denota la traza del operador.
Por tanto, una función  : G! C es un caracter si existe un G-módulo V tal que  = V .
Notemos que V (ghg
 1) = V (h); y por tanto V es constante bajo conjugación de clases de
G:
Recordemos que para calcular la traza de una transformación lineal V ! V es suciente
jar una base de V , obtener la matriz de la transformación con respecto a la base escogida, y
sumar los elementos de la diagonal.
Proposición 1.3.7 (Propiedades básicas de los caracteres) Sea V un G-módulo, y sean
g; h 2 G. Entonces:
i) V ((1)) = dimV
ii) V (g 1) = V (g)
iii) jV (g)j  V ((1))
iv) Si V =W entonces V = W :
Prueba. i) V ((1)) es la traza de la matriz identidad V ! V , la cual es igual a dimV:
ii) Recordemos que si V es un G-módulo entonces gV es diagonalizable. Además todos los
valores propios de gV tienes norma 1, ya que si t es el orden de g 2 G, entonces gt = 1, lo
16
cual implica que el polinomio minimal p(x) de la transformación lineal gV divide a xt   1. En
particular p(x) no tiene raíces multiples, y por tanto gV es diagonalizable. Como los valores
propios satisfacen la ecuación xt   1 = 0, todos tienen norma 1:
Si n = dimV , entonces la transformación lineal gV tiene n valores propios, digamos 1; 2; : : : ; n 2
C. Luego V (g) = tr(gV ) =
nP
k=1
k: Además, 
 1
i ; i = 1; : : : ; n son los valores propios de g
 1
V .
Como z 1 = z= jzj2 para todo z 2 C, tenemos que,  1k = k: De donde
V (g
 1) =
nP
k=1
 1k =
nP
k=1
k = V (g):
Además, de V (g) =
nP
k=1
k se deduce que
jV (g)j 
nP
k=1
jkj = n = dimV = V ((1));
lo cual prueba (iii).
iv) Sea ' : V ! W un isomorsmo. Entonces, para todo g 2 G , '  gV = gW  ', y por
tanto gV = ' 1  gW  ' : Así
V (g) = tr(gV ) = tr('
 1  gW  ') = tr(gW ) = W (g):
Proposición 1.3.8 Sean V y W dos G-módulos y g 2 G. Entonces:
i) VW = V + W
ii) V
W = V W
iii) V  = V
Prueba. Sea g 2 G y sean 1 = fv1; : : : ; vmg y 2 = fw1; : : : ; wng bases de vectores propios
de gV y gW respectivamente, con valores propios 1; : : : ; m y 1; : : : ; n. Entonces
V (g) = 1 +   + m
W (g) = 1 +   + n:
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Como 1 [ 2 es una base para V W; y la matriz de gVW con respecto a estas bases es una
matriz por bloques 0@ [gV ]1 0
0 [gW ]2
1A
obtenemos que la traza de esta matriz es la suma de las trazas de gV y de gW ; es decir,
VW = V + W :
Para la segunda armación, notemos que
g(vj 
 wk) = gvj 
 gwk = jvj 
 kwk = jk(vj 
 wk);
y por tanto vj 
 wk es un vector propio de gV
W con valor propio jk. Entonces
V
W (g) =
mP
j=1
nP
k=1
jk =
mP
j=1
j
nP
k=1
k = V (g)W (g):
Para la tercera armación, sea 1 = fv1; : : : ; vmg la base de V  dual a 1: Notemos que
gvj (vk) = v

j (g
 1vk) = vj (
 1
k vk) = 
 1
k v

j (vk)
de donde gvj = 
 1
k v

j , es decir, 

1 es una base de vectores propios de V
. Por tanto
V (g) =
mP
j=1
 1j =
mP
j=1
j = V (g):
Notemos que si n es un entero positivo y V es un G-módulo, el caracter de V n = V   V
es igual a
V + V +   + V = nV :
Por tanto el caracter del G-módulo Sn11      Snrr es n1S1 +   + nrSr :
Denición 1.3.7 Sean  y  dos caracteres. Denimos su producto interno como
h;  i = 1jGj
P
g2G
(g 1) (g) =
1
jGj
P
g2G
(g) (g)
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Además, si cambiamos a g por g 1 tenemos que
h;  i = 1jGj
P
g2G
(g) (g):
Es decir, h;  i = h ; i :
Lema 1.3.9 Sea V un G-módulo. Entonces ' : V ! V , dado por '(v) = 1jGj
P
g2G
gv es un
morsmo de G-módulos que es la proyección en el submódulo V G = fv 2 V : gv = v 8g 2 Gg:
Prueba. Claramente ' es lineal. Veamos que es un morsmo de G-módulos. Sea h 2 G y
v 2 V , entonces
'(hv) =
1
jGj
P
g2G
g(hv) =
1
jGj
P
gh2G
(gh)v = '(v)
=
1
jGj
P
hg2G
(hg)v =
1
jGj
P
g2G
h(gv) = h'(v):
Con esto, ' es un morsmo de G-módulos y '(v) 2 V G; para todo v 2 V: Por otro lado, si
v 2 V G, entonces
'(v) =
1
jGj
P
g2G
gv =
1
jGj
P
g2G
v
=
1
jGj jGj v = v:
Así, por el lema 1.3.2 se tiene que ' es la proyección en el submódulo V G.
Recordemos que si  : V ! V es la proyección en el submódulo W , entonces la igualdad
tr = dimW se sigue inmediatamente de tomar una base para W , extenderla a una base de V
y considerar la matriz de  con respecto a tal base.
Teorema 1.3.10 Sean V y W G-módulos. Entonces hV ; W i es un entero no negativo. Si V
es un G-módulo irreducible, se verifca que hV ; V i = 1: Y si V yW son G-módulos irreducibles
no isomorfos entonces hV ; W i = 0:
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Prueba.
hV ; W i =
1
jGj
P
g2G
V (g)W (g)
=
1
jGj
P
g2G
V 
W (g)
= tr(
1
jGj
P
g2G
gV 
W )
= dim((V  
W )G)
= dim(hom(V;W )G):
Ahora, si V y W son irreducibles, por el lema de Schur, tenemos que
dim(hom(V;W )G) =
8<: 1 si V =W0 si V W
En términos de este producto interno, los caráteres de las representaciones irreducibles de
G son ortonormales. De aquí deducimos el siguiente resultado.
Corolario 1.3.11 El número de representaciones irreducibles de G es menor o igual que el
número de clases de conjugancia.
El siguiente objetivo es probar que no existe una función de clase, no nula y ortogonal a
todos los carácteres, de modo que la igualdad se da en el corolario anterior.
Corolario 1.3.12 Sea V un G-módulo y supongamos que V = Sn11      Snrr , donde los Sj
son G-módulos irreducibles no isomorfos entre sí. Entonces nj =
D
V ; Sj
E
:
Ejemplo 1.3.1 Tomemos la representación regular R de G. Vemos que
R(g) =
8<: 0 si g 6= ejGj si g = e
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Si R = V aii , donde los Vi son G-módulos irreducibles, se sigue que
ai = hV i; Ri =
1
jGjV i(e) jGj = dimVi:
En particular, esto prueba que hay nitas representaciones irreducibles. Como consecuencia
se obtiene la siguiente formula
jGj = dim(R) =P
i
ai dim(Vi) =
P
i
dim(Vi)
2:
Corolario 1.3.13 Sea V un G-módulo y hV ; V i = 1: Entonces V es irreducible.
Prueba. Supongamos que V = Sn11      Snrr , donde los Sj son G-módulos irreducibles,
8j = 1; : : : ; n no isomorfos entre sí. Entonces hV ; V i =
nP
i=1
n2i = 1: Se tiene entonces que
algún nj es 1 y los demás son cero, y V = Sj y por tanto V es irreducible.
Teorema 1.3.14 V es un G-módulo irreducible si y sólo si hV ; V i = 1:
Denotemos el centralizador de g 2 G por CG(g) = fx 2 G : gx = xgg el cual es el
estabilizador de g cuando G actúa en G por conjugación. Por tanto CG(g) es un subgrupo de
G y el tamaño de la clase de conjugación de g es igual a jGj = jCG(g)j :
Corolario 1.3.15 Sea g1; g2; : : : ; gr una colección de representantes de las clases de conju-
gación de G. Sea X la tabla de caracteres de G vista como una matriz r r; y sea C la matriz
diagonal
C =
0BBBBBB@
jCG(g1)j 0    0
0 jCG(g2)j    0
...
...
. . .
...
0 0    jCG(gr)j
1CCCCCCA
Entonces X
T
X = C, donde X
T
denota la conjugada transpuesta de la matriz X:
Prueba. Del teorema 1.3.10 tenemos que las las deX son ortogonales. EntoncesXC 1XT =
I, donde C 1 es una matriz diagonal con entradas de la forma
tamaño de la clase de g
jGj
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Entonces (XC 1) 1 = XT = CX 1; lo cual implica que XTX = C:
Corolario 1.3.16 (Ortogonalidad de las columnas) Si G tiene r clases de conjugación y
1; : : : ; r es una lista completa de caracteres irreducibles entonces
rP
i=1
i(g)i(h) =
8<: jCG(g)j si g  h0 si g  h
Denición 1.3.8 Sea G un grupo nito. Una función de clases es una función  : G! C que
es constante en clases de conjugación de G:
Por ejemplo, para cualquier G-módulo V , su caracter V es una función de clase.
Claramente el conjunto de las funciones de clase forman una subálgebra del algebra de
funciones G! C. En particular, la suma y el producto de funciones de clase es una función de
clase.
Proposición 1.3.17 Sean  : G! C y V una representación de G. Sea
';V =
P
(g):g : V ! V
Entonces ';V es un homomorsmo de G-módulos para todo V si y sólo si  es una función de
clase.
Prueba. Veamos que ';V es G-lineal. Si h 2 G y v 2 V
';V (hv) =
P
(g):g(hv) =
P
(hgh 1):hgh 1(hv):
Sustituyendo hgh 1 por g se ve que la suma anterior es igual a
h
P
(hgh 1):g(v)
= h
P
(g)g(v):
Como  es una función de clase, esta suma es igual a h(';V (v)):
El recíproco es claro.
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Proposición 1.3.18 El número de representaciones irreducibles de G es igual al número de
clases de conjugancia de G:
Prueba. Sea  : G! C una función de clase tal que h; V i = 0; para toda representación
irreducible V . Veamos que  = 0: Consideremos
';V =
P
(g)  g : V ! V:
Por el lema de Schur, ';V = I. Si n = dimV , entonces
 =
1
n
traza(';V )
=
1
n
P
(g)V (g)
=
jGj
n
h; V i
= 0:
Luego ';V = 0 ó
P
(g)  g = 0 para cualquier representación V de G. En particular, si
tomamos V = R la representación regular, pero tenemos que en R los elementos g 2 G, pensados
como elementos de End(R); son linealmente independientes. Por ejemplo, los elementos fg(e)g
son todos independientes. Así (g) = 0 para todo g; como se quería probar.
1.3.3 Grupos Cíclicos
Proposición 1.3.19 Sea G un grupo cíclico de orden n, G = hai ; y sea  2 C una raíz n-ésima
primitiva de la unidad. Para cada j = 0; 1; : : : ; n  1, sea Vj el espacio vectorial de dimensión
1 generado por vj y sea una acción en Vj denida por
avj = 
jvj #
Entonces V0; : : : ; Vn 1 es una lista completa de G-módulos irreducibles.
Prueba. Los G-módulos irreducibles de dimensión 1 se pueden identicar con los homomor-
smos de G! C. En el casocuando G es cíclico de orden n, existen exactamente n diferentes
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homomorsmo dados por
G ! C
a ! i;
para i = 0; 1; : : : ; n   1: Identicando estos homomorsmos como módulos obtenemos los
denidos en (1.3.18), los cuales son irreducibles por tener dimensión 1, y son no isomorfos,
ya que se tiene uno por cada homomorsmo, y dado que el orden de G es n, entonces hay
exactamente n homomorsmos distintos. Además, n = jGj =
n 1P
i=0
(dimVi)
2. Tenemos por tanto
una lista completa de G-módulos.
Ejemplo 1.3.2 Sea n = 5 y G = Z5 el grupo cíclico de orden 5; digamos que G =


a : a5 = 1

:
Como G es abeliano, cada clase de conjugación de G tiene exactamente un elemento. Sea  2 C
una raíz primitiva quinta de la unidad. Usando la proposición anterior obtenemos la siguiente
tabla de caracteres
C5
1
1
1
a
1
a2
1
a3
1
a4
V0 1 1 1 1 1
V 1 1  
2 3 4
V 2 1 
2 4  3
V 3 1 
3  4 2
V 4 1 
4 3 2 
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Capítulo 2
Clasicación de las álgebras G-graduadas
2.1 Introducción
Recordemos que si G es un grupo y W un álgebra sobre un anillo conmutativo y unitario R;
entonces W es una G-álgebra graduada si existe una G-graduación W = g2GWg en la cual
cada sumando Wg es un R-módulo libre de rango 1: Recordemos que W no tiene divisores de
cero monomiales si para todo par de elementos no nulos wa; wb en Wa y Wb se cumple que
wawb 6= 0:
Escojamos para cada R-módulo Wg un generador vg cualquiera. Entonces el conjunto
B = fvg : g 2 Gg es una base libre para W y la estructura multiplicativa del álgebra W
quedará determinada en esta base por una función
CB : GG ! A  R
vavb ! CB(a; b)vab;
donde A  R denota un subdominio de R.
Nota 2.1.1 A lo largo de este trabajo R será igual a los reales o complejos, que denotaremos
por k cuando se quiera hacer referencia a uno cualquiera de estos campos, y G será un grupo
nito.
Con el n de analizar la no conmutatividad y no asociatividad en este tipo de álgebras
denimos, con respecto a la base B; las siguientes funciones de conmutatividad y asociatividad,
q y r:
q(a; b) = C(a; b)C(b; a) 1
r(a; b; c) = C(b; c)C(ab; c) 1C(a; bc)C(a; b) 1;
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donde el exponente "   1" denota el inverso multiplicativo en el campo k: Y para cualquier
grupo G; en general, se verica fácilmente que va(vbvc) = r(a; b; c)(vavb)vc: Si G es abeliano,
vemos inmediatamente que vavb = q(a; b)vbva:
Recordemos la noción de morsmo en esta categoría.
Denición 2.1.1 Un morsmo entre álgebras G-graduadas W = g2GWg y V = g2GVg es
un morsmo (unitario) de k-álgebras  : W  ! V el cual satisface (Wg)  Vg; para todo
g 2 G:
Es fácil ver que esta denición equivale a que existan bases fwg : g 2 Gg; fvg : g 2 Gg;
para W y V; respectivamente, tales que Wg = kwg y Vg = kvg, y un morsmo de k-álgebras
 : W ! V que cumpla que (vg) = '(g)wg; para una cierta función ' : G ! k. Es claro
también que  es un isomorsmo sí y sólo si '(g) 6= 0 para todo g 2 G, ya que por ser W y V
espacios vectoriales de la misma dimensión,  es biyectiva si y solo si es inyectiva, y esto ocurre
si y solo si (vg) = '(g)wg no es el vector cero.
El problema de clasicación de estas álgebras admite al menos tres posibles versiones.
1. W y V pueden ser isomorfas como k-álgebras graduadas, es decir, si existen  :W  ! V
y  : V  ! W morsmos como en la denición anterior, tales que  y   sean la
identidad.
2. W y V pueden ser isomorfas como k-álgebras en un sentido general, olvidando la grad-
uación; es decir, sin que se cumpla la condición (Wg)  Vg.
3. W y V admiten graduaciones (posiblemente distintas a las originales) para las cualesW y
V resulten ser isomorfas como álgebras graduadas. En forma precisa, existen graduaciones
W = g2GW 0g y V = g2GV 0g ; y un isomorsmo de k-álgebras  : W  ! V el cual
satisface (W 0g)  V 0g ; para todo g 2 G:
Nuestro primer teorema de clasicación es el siguiente.
Teorema 2.1.1 Sean V = g2GVg yW = g2GWg dos k-álgebras G-graduadas. Fijemos bases
B1 = fvg : g 2 Gg y B2 = fwg : g 2 Gg para V yW , respectivamente, de tal forma que referidas
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a estas bases, las constantes de estructura para V y W sean C1 y C2. Entonces V es isomorfa a
W como k-álgebras graduadas, sí y sólo si la función C1C 12 con (a; b) 7 ! C1(a; b)(C2(a; b)) 1
está en el kernel de d2 : C2(G; k)! C3(G; k); es decir, d2(C1C 12 ) = 1; y además se verica
que [C1C 12 ] = 1 en H
2(G; k):
Nota 2.1.2 Si V y W son asociativas, con constantes de estructura C1; C2 : G  G ! k;
entonces d2C1 = d2C2 = 1; ya que como notamos en (1.2)
d2Ci(a; b; c) = ri(a; b; c) = 1, i = 1; 2:
En este caso cada Ci dene un elemento en H2(G; k); y la condición [C1C 12 ] = 1 de la
proposición anterior es equivalente a que [C1] = [C2] en H2(G; k):
Prueba. Escribamos cada componente homogénea como Vg = kvg y Wg = kwg: Supong-
amos que V y W son isomorfas como k-álgebras graduadas. Por denición, existe un isomor-
smo de k-álgebras  : V !W que envía a cada vector vg en '(g)wg, donde, ' es una función
' : G! k, es decir, tal que '(g) 6= 0 para todo g 2 G. Por la inyectividad de . Por ser  un
homomorsmo de k-álgebras, se cumple que
(vavb) = (va)(vb)
(C1(a; b)va+b) = '(a)wa'(b)wb
C1(a; b)'(ab)wa+b = '(a)'(b)C2(a; b)wa+b:
Se sigue que
C1(a; b)C
 1
2 (a; b) = '(a)'(ab)
 1'(b): (2.1)
Notemos que d1'(a; b) = '(b)' 1(ab)'(a) y por tanto C1C 12 pertenece a la imagen de d
1 :
C1(G; k)! C2(G; k): Luego d2(C1C 12 ) = 1 y [C1C 12 ] = 1 en H2(G; k):
Recíprocamente, si d2(C1C 12 ) = 1 y [C1C
 1
2 ] = 1 en H
2(G; k); entonces existe ' : G! k
tal que d1' = C1C 12 y por consiguiente se cumple la ecuación (2.1): La función  : V ! W
denida en las bases B1 y B2 por (vg) = '(g)wg es entonces un homomorsmo de k-álgebras,
que es isomorsmo, ya que  es inyectiva y V yW son espacios vectoriales de la misma dimensión
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jGj.
Corolario 2.1.2 Sea W = g2GWg una k-álgebra G-graduada, B y B0 bases para W , C; y C 0
las constantes de estructura de W con respecto a estas bases, y sean r y r0 las correspondientes
funciones de asociatividad. Entonces r = r0; es decir, las funciones de asociatividad de W no
dependen de las bases escogidas.
Prueba. Sean B1 = fwg : g 2 Gg y B2 = fw0g : g 2 Gg: La función identidad I :W  !W
es trivialmente un isomorsmo graduado de álgebras. Si en el teorema anterior hacemosW = V ,
vemos que [C 0C 1] = 1 y por tanto C 0C 1 2 im(d1): Luego, d2(C 0C 1) = 1 y en consecuencia
r0 = d2(C 0) = d2(C) = r:
Notemos ahora que si C1 y C2 toman valores en un subgrupo A del grupo multiplicativo k,
entonces C1C 12 2 C2(G;A): Luego, en caso de ocurrir que d2(C1C 12 ) = 1, tiene sentido hablar
de la clase [C1C 12 ] 2 H2(G;A): El siguiente teorema nos proporciona un criterio en términos
de H2(G;A) para determinar si V y W son isomorfas. Esto representa una ventaja, ya que en
muchas situaciones de interés A será un subgrupo nito del grupo multiplicativo de k:
Teorema 2.1.3  : V ! W es un isomorsmo de k-álgebras, si y sólo si d2(C1C 12 ) = 1; y
[C1C
 1
2 ] 2 ker(i2), donde i2 : H2(G;A) ! H2(G; k) denota el homomorsmo inducido en la
cohomología por la inclusión i : A! k.
Prueba. Consideremos la secuencia exacta corta
1! A i! k ! k=A! 1:
Esta secuencia induce otra secuencia exacta corta de complejos
1! C(G;A) i! C(G; k) ! C(G; k=A)! 1 ((*))
donde hemos identicado al cociente C

(G; k)=C(G;A) con C(G; k=A) vía el ismorsmo
que envía a la clase de un elemento h : G ! k en   h: Por el lema del zig-zag, existe una
secuencia exacta larga en cohomología
   ! H1(G; k) 1! H1(G; k=A) ! H2(G;A) i2! H2(G; k)!   
28
Por la proposición anterior, V yW son isomorfas como k-álgebras graduadas sii d2(C1C 12 ) = 1;
y [C1C 12 ] = 1 en H
2(G; k): Y esto último ocurre si y sólo si i2([C1C 12 ]) = 1:
Como habíamos visto en el ejemplo 1.2.1, si G denota un grupo cíclico de orden n es cierto
que H2(G;C) = C=(C)n = f1g. De aquí que si V yW son álgebras G-graduadas asociativas,
con constantes de estructura C1; C2 : G  G ! A  C, entonces [C1][C2] 1 = 1 y por tanto
son isomorfas. Se verica inmediatamente que C[t]=(tn   1) = n 1r=0Ctr es un representante de
la única clase de isomorsmos.
Si k = R, entonces H2(G;R) = f1g; si n es impar, y es igual al grupo f1; 1g; si n es
par. En el primer caso existe una sóla álgebra asociativa real, R[t]=(tn   1), y en el segundo
a lo sumo dos. No es difícil ver que en este segundo caso hay exactamente dos no isomorfas:
R[t]=(tn   1) y R[t]=(tn + 1):
Por otro lado, si V yW son álgebras G-graduadas sobre un grupo nito G; con constantes de
estructura C1; C2 : GG! A, donde jAj y jGj sean relativamente primos, entonces del corolario
(1.2.6) se sigue que H2(G;A) = f1g. Del teorema anterior se sigue que si d2(C1C 12 ) = 1
entonces V y W son isomorfas como álgebras graduadas. Pero d2(C1C 12 ) = d
2(C1)d
2(C2)
 1 =
r1r
 1
2 , donde ri es la función de asociatividad de Ci: Por tanto, r1 = r2 si y s´olo si V y W son
isomorfas. Hemos demostrado el siguiente teorema.
Teorema 2.1.4 (Primer teorema de clasicación) 1. Sobre los complejos hay exacta-
mente una sola álgebra Zn-graduada asociativa, C[t]=(tn   1):
2. Sobre los números reales hay una sola álgebra Zn-graduada asociativa, R[t]=(tn   1), si n
es impar, y exactamente dos no isomorfas, R[t]=(tn   1) y R[t]=(tn + 1), si n es par.
3. Sean W 1 = g2GW 1g ; y W 2 = g2GW 2g ; álgebras graduadas sobre un grupo nito G:
Fijemos bases B1 y B2 para W1 y W2; respectivamente. Sean C1; C2 : GG! A  k las
constantes de estructura referidas a estas bases, y sean r1;r2 : G3 ! A las correspondientes
funciones de asociatividad. Entonces, si jAj y jGj son enteros relativamente primos, se
tiene que W 1 y W 2 son isomorfas como álgebras graduadas si y sólo si r1 = r2:
4. En particular, siW 1 yW 2 son asociativas, y si jAj y jGj son enteros relativamente primos,
entonces W 1 y W 2 son isomorfas como álgebras graduadas, en cuyo caso podemos tomar
como respresentante de la única clase de equivalencia al anillo grupo k[G]; donde las
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constantes de estructura C : GG! A es la función trivial (a; b) 7 ! C(a; b) = 1; para
todo a; b 2 G:
2.2 Álgebras asociativas
El resultado central que nos permitirá relacionar las k-álgebras graduadas con cocientes del
grupo anillo, es el siguiente.
Teorema 2.2.1 Sea W = g2GWg una k-álgebra graduada asociativa, B una base ja y C :
G  G ! A las constantes de estructura de W con respecto a esta base. Sea A C G la
extensión de A por G construída en el ejemplo 1.1.1. Sea R = k [AC G] el anillo grupo
sobre A C G, y denamos el subespacio vectorial I generado por todos los elementos de la
forma I = h(; g)  (1; g) :  2 A; g 2 Gi. Entonces I  R es un ideal bilateral y R=I es una
k-álgebra isomorfa a W:
Prueba. Veamos que I es un ideal a izquierda, lo cual basta vericarlo en los generadores.
Fijemos (; b) 2 R. Entonces
(; b)((; a)  (1; a)) = (; b)(; a)  (; b)(1; a)
= (aC(b; a); ab)  (C(b; a); ab)
Notemos que
(C(b; a); ab)  C(b; a)(1; ba) 2 I; (1)
(C(b; a); ab)  C(b; a)(1; ba) 2 I: (2)
Multiplicando a izquierda la ecuación (1) por  obtenemos
(C(b; a); ab)  C(b; a)(1; ba) 2 I: (3)
Luego (2)  (3) 2 I. Esto es,
(C(b; a); ba)  C(b; a)(1; ab)  (C(b; a); ab)  C(b; a)(1; ba)
= (aC(b; a); ab)  (C(b; a); ab) 2 I:
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Similarmente se prueba que I es un ideal a derecha, de lo cual se concluye que I es un ideal
bilateral. Ahora sea (; a) 2 AC G y denamos la función
' : AC G ! W 
(; a) ! va
donde W  denota el conjunto de las unidades de W; es decir los elementos w 2 W para los
cuales existe w 1 tal que ww 1 = w 1w = 1: Veamos que ' es un homomorsmo de grupos.
'((; a)(; b)) = '(C(a; b); ab) = C(a; b)vab
Por otro lado
'(; a)'(; b) = vavb = C(a; b)vab
Entonces
'((; a)(; b)) = '(; a)'(; b) y
'(
P
2K
(;a)(; a)) =
P
2K
(;a)va:
La propiedad universal del anillo grupo permite extender ' a una función k-lineal ' : R! W:
Veamos ahora que I  Ker('). Notemos primero que
'((; a)  (1; a)) = '(; a)  '((1; a))
= '(; a)  '(1; a)
= va   1:va
= va   va
= 0;
Esto permite extender ' al cociente ' : R=I ! W : '(P(;a)(; a) ) = P(;a)va; donde
" " denota una clase de equivalencia. Por otro lado denamos la inversa de '; como la función
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k-lineal
 :W ! R=I
va ! (1; a) 
Veamos que  es un homomorsmo de k-álgebras.
(
P
a2G
ava
P
b2G
bvb) = (
P
a;b2G
abC(a; b)vab)
= (
P
g2G
(
P
a+b=g
C(a; b)ab)vab)
=
P
g2G
(
P
a+b=g
C(a; b)ab)(1; g)
 
Por otro lado
(
P
a2G
ava)(
P
b2G
bvb) = (
P
a2G
a(1; a)
 )(
P
b2G
b(1; b)
 )
= (
P
a;b2G
ab(C(a; b); ab)
 )
=
P
g2G
(
P
a+b=g
ab)(C(a; b); g)
 
=
P
g2G
(
P
a+b=g
ab)C(a; b)(1; g)
 
Finalmente, veamos que   ' = Id y '   = Id:
'((
P
a2G
ava)) = (
P
a2G
a(1; a)
 ) =
P
2K
(1;a)va =
P
a2G
ava
('(
P
2K
(;a)(; a)
 )) = (
P
2K
(;a)va) =
P
a2G
(;a)(; a)
 
Por tanto ' es un isomorsmo.
2.3 Clasicación de álgebras asociativas en el caso complejo.
Teorema 2.3.1 Sea W = g2GWg una C-álgebra G-graduadad y asociativa. Sea B una base
y C : G  G ! A  C las constantes de estructura con respecto a B: Sea R = C [AC G].
Entonces R es la representación regular de AC G:
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Prueba. Sabemos que R = V a11   V arr , donde cada Vi es una representación irreducible
de AC G. Por tanto
R(g) =
8<: 0 si g 6= 1jAC Gj si g = 1
Así, tenemos que
ai =


R; Vi

=
1
jAC Gj
P
g2G
R(g)Vi(g)
=
1
jAC Gj jAC GjVi(1)
= dimVi:
Teorema 2.3.2 (Con la notación del teorema anterior) Existe un ismorsmo de C-álgebras
(olvidando la graduación)
' : C [AC G] ! ri=1HomC(Vi; Vi)
s 7! ( i)i=1;::::r
donde  i : Vi ! Vi es el mapeo multiplicación por s:
Prueba. Claramente ' es un C-homomorsmo de álgebras. Por otro lado, si s:vi = 0 para
todo vi  Vi  R; i = 1; : : : ; r, entonces st = 0 para todo t 2 R. Luego s = 0; lo cual muestra
que ' es inyectivo. Notemos que
dimC im(') = dimCR = dimC(ri=1HomC(Vi; Vi))
Por tanto im(') = ri=1HomC(Vi; Vi), y en consecuencia ' es un isomorsmo.
Corolario 2.3.3 W es isomorfa como C-álgebra a un producto nito de álgebras de matrices
Matnini(C); donde ni = dimVi:
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Prueba. Sea J = '(I), donde ' e I son como en el teorema 2.2.1. Entonces J se descom-
pone como J = J1      Jr; donde Ji  HomC(Vi; Vi) es un ideal bilateral. Por tanto
W = R=I = ri=1HomC(Vi; Vi)=Ji:
Como cada una de las álgebrasHomC(Vij ; Vij) es simple, se sigue que Ji = 0 ó Ji = HomC(Vi; Vi).
Esto implica que
W = (ij)HomC(Vij ; Vij)
donde la suma ocurre sobre aquellos sumandos ij para los cuales Jij = (0):
De este teorema se siguen inmediantamente los siguientes dos corolarios.
Corolario 2.3.4 Sea W = g2GCWg una C-álgebra G-graduada y asociativa. Entonces W es
conmutativa si y solo si cada nij = dimVij = 1 y por tanto W ' C     C:
Corolario 2.3.5 Sea W = g2GCWg una C-álgebra G-graduada y asociativa. Entonces W es
un anillo de división si y sólo si W = C:
2.4 Clasicación de álgebras asociativas en el caso real.
Sea G un grupo nito y sea R la representación regular real de R [G] sobre un espacio real de
dimensión nita. Ya vimos que
R = V a11      V arr
En este caso los caracteres forman una base ortogonal (pero no ortonormal) para R:(ver la
referencia [2]). Tenemos entonces que dimR Vi =


R; Vi

= ai


Vi ; Vi

; para todo i =
1; : : : ; r: Por otro lado, veamos que


Vi ; Vi

= dimR(HomR(Vi; Vi)
G):
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Para esto utilizamos la identicación HomR(Vi; Vi)G = (V i 
 Vi)G y aplicamos la formula de
proyección. Así,
dimHomR(Vi; Vi)
G = dimR(V

i 
 Vi)G
=
1
jGj
P
g2G
V i 
Vi(g)
=
1
jGj
P
g2G
Vi(g)Vi(g)
=
1
jGj
P
g2G
Vi(g)Vi(g)
=


Vi ; Vi

:
Ahora, sea Di = HomR(Vi; Vi)G. Este anillo consiste precisamente de los G-homomorsmos de
Vi: Como cada Vi es irreducible bajo la acción de G, entonces el lema de Schur garantiza que Di
es un anillo de división. Cada Vi tiene estructura natural de Di-módulo, dada por  vi = (vi),
que restringido a R; coincide con la multiplicación escalar. Como R ,! Di ,! Vi vemos que
dimDi(Vi) dimR(Di) = dimR(Vi);
y obtenemos la relación
ai =


R; Vi


Vi ; Vi
 = dimR Vi
dimR(HomR(Vi; Vi)G)
=
dimR Vi
dimR(Di)
= dimDi(Vi):
Entonces podemos establecer un homomorsmo inyectivo entre los espacios vectoriales R [G]
y HomDi(Vi; Vi); que es sobreyectivo ya que sus dimensiones coinciden. En efecto,
dimR(HomDi(Vi; Vi)) =
P
(dimDi Vi)
2 dimRDi
=
P
a2i dimRDi
= dimR(R [G]):
Hemos demostrado el siguiente teorema.
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Teorema 2.4.1 El grupo anillo R[G] es isomorfo a una suma directa nita de R-álgebras de
la forma HomDi(Vi; Vi):
Como corolario obtenemos el siguiente teorema de clasicación en el caso real.
Teorema 2.4.2 Sea W = g2GWg una R-álgebra G-graduada y asociativa. Entonces W es
isomorfa a un álgebra de la forma L = ri=1HomDi(Vi; Vi); donde Di denota uno de los sigu-
ientes anillos de división: R;C; o H, el anillo de los cuaterniones.
Prueba. Sabemos que W ' R[A C G]=J , para un cierto ideal bilateral J: Del teorema
anterior se sigue que
R[AC G]=J ' ni=1HomDi(Vi; Vi)=Ji;
donde J ' J1      Jn, con Di = HomR(Vi; Vi)ACG es un anillo de división asociativo sobre
los reales. Pero las únicas R-álgebras de división (asociativas) sobre los reales son R;C y H de
donde se sigue el teorema.
2.5 Clasicación de álgebras complejas no asociativas
En esta sección daremos una clasicación completa de todas las álgebras complejasG-graduadas,
no necesariamente asociativas, sobre grupos cíclicos nitos, para las cuales su función de asocia-
tividad r es simétrica en las dos primeras componentes. Es decir, satisface r(a; b; c) = r(b; a; c);
para todo a; b; c 2 G:
Comenzaremos haciendo una discusión general.
Sea G un grupo abeliano nito, W = g2GWg un álgebra G-graduada y B = fvg : g 2 Gg
una base cualquiera para W . Consideremos el operador lineal Tg; con g 2 G; "multiplicación a
izquierda por vg" de W en W . Es decir,
Tg :W ! W
x ! vg  x
Entonces, si a y b son elementos de G, al aplicar los operadores Ta y Tb en cualquier vector vg
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de la base B se obtiene
Ta(Tb(vg)) = Ta(vbvg)
= va(vbvg)
= r(a; b; g)(vavb)vg
= r(a; b; g)C(a; b)vabvg
= r(a; b; g)C(a; b)Tab(vg)
Por tanto
Tab(vg) = r(a; b; g)
 1C(a; b) 1Ta(Tb(vg)) (2.2)
En forma similar, si intercambiamos a por b se obtiene:
Tba(vg) = r(b; a; g)
 1C(b; a) 1Tb(Ta(vg)): (2.3)
Como Tab = Tba, ya que G es abeliano, se sigue entonces que
Ta(Tb(vg)) = r(a; b; g)C(a; b)r(b; a; g)
 1C(b; a) 1Tb(Ta(vg)):
Y como estamos suponiendo que r(a; b; g) = r(b; a; g), vemos que
Ta(Tb(vg)) = q(a; b)Tb(Ta(vg));
y por tanto, si x es cualquier vector de W se deduce que
Tb(Ta(x)) = q(b; a)Ta(Tb(x)). (2.4)
Sea W = g2GWg una C-álgebra G-graduada sobre un grupo cíclico G = ha : an = 1i de
orden n: Sea wa un elemento no nulo arbitrario en la componente homogénea Wa: Denamos
inductivamente wak = wa wak 1 : De esta denición inductiva se sigue que wa0 = , para cierto
 6= 0 en C: Denamos vak = kwak , donde  es una raíz n-ésima cualquiera de  1, es decir
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n = 1=: Claramente, si k = n; vemos que va0 = 
nwa0 = 
n = 1: Además, es obvio que
vavak 1 = 
kwawak 1 = 
kwak = vak ;
A la base B = f1; va; : : : ; van 1g la llamaremos la base estándar para W: En la discusión que
sigue, las constantes de estructura cB(ar; ak); serán denotadas por brevedad como c(ar; ak):
Notemos que c(a; ar) = 1, para todo r:
Como Ta envía a cada vak en vak+1 ; entonces Ta permuta cícilicamente la base B. Se sigue
sin dicultad que el polinomio minimal para Ta es precisamente Y n   1 = 0. Por tanto los
valores propios de Ta son exactamente las raíces n-ésimas de la unidad, que denotaremos por
f!1; : : : ; !ng. Para cada 1  j  n; denamos zj =
Pn 1
k=0 !
k
j vak : Notemos que si t = smodn
entonces !tjvat = !
s
jvas , ya que si t = s+ nq entonces
!tjvat = !
nq
j !
s
jvas = 1  !sjvas :
En consecuencia la sumatoria
Pn 1
k=0 !
k
j vak puede escribirse sin ambiguedad como
P
k2Zn !
k
j vak :
Veamos ahora que !j 1 es un valor propio asociado al vector propio zj : En efecto
Ta(zj) =
P
k2Zn
!kj vavak = !j
 1 P
k+12Zn
!j
k+1vak+1
= !j
 1 nP
s2Zn
!sjvas = !j
 1zj :
(En esta última suma tomamos s = k + 1).
Por otro lado, de la ecuación (2.4) se obtiene
Tb(Ta(zj)) = q(b; a)Ta(Tb(zj))
Tb(!j
 1zj) = q(b; a)Ta(Tb(zj))
!j
 1Tb(zj) = q(b; a)Ta(Tb(zj))
q(a; b)!j
 1Tb(zj) = Ta(Tb(zj)):
Por tanto Tb(zj) es un vector propio asociado al valor propio q(a; b)!j 1. Como Ta tiene n-
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valores propios distintos, existen !i y zi tales que !i 1 = q(a; b)!j 1 y Tb(zj) = b;jzi, para
algún escalar b;j 6= 0 en C: Si tomamos b = ar vemos entonces que
Tar(zj) = Tar(
P
k2Zn
!kj vak) =
P
k2Zn
!kjC(a
r; ak)var+k (2.5)
= ! rj
n 1P
k+r2Zn
!k+rj C(a
r; ak)var+k (2.6)
= ! rj
P
s2Zn
!sjC(a
r; as r)vas (2.7)
(haciendo s = k + r). Por otro lado,
Tar(zj) = ar;jzi = ar;j
P
s2Zn
!sivas
=
P
s2Zn
ar;jq(a
r; a)s!sjvas (2.8)
Igualando coecientes en las ecuaciones (2.7) y (2.8) se obtiene
!s rj C(a
r; as r) = ar;jq(ar; a)s!sj
y por tanto
C(ar; as r) = ar;jq(ar; a)s!jr: (2.9)
En particular, si s = r; vemos que 1 = C(ar; a0) = ar;jq(ar; a)r!jr: Luego ar;j = q(a; ar)r!j r:
Sustituyendo en (2.9) se obtiene
C(ar; as r) = q(a; ar)r! rj q(a
r; a)s!rj ,
y por tanto C(ar; as r) = q(ar; a)s r: Si hacemos k = s  r se obtiene que
C(ar; ak) = q(ar; a)k = C(ar; a)kC(a; ar) k = C(ar; a)k;
esta última ecuación es cierta debido a que en la base estándar C(a; ar) = 1: Por tanto
r(ar; as; at) = C(as; a)tC(ar+s; a) tC(ar; a)s+tC(ar; a) s (2.10)
= [C(as; a)C(ar; a)C(ar+s; a) 1]t (2.11)
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Hemos demostrado el siguiente teorema.
Teorema 2.5.1 Sea G = har : r = 0; : : : ; n  1i un grupo cíclico de orden n; y sea W =
n 1r=0War ; un álgebra graduada compleja sobre G; para la cual su función de asociatividad r
es simétrica en las dos primeras componentes. Sea B una base estándar para W: Entonces W
queda completamente determinada por la funcion f : G ! A; denida por f(ar) = c(ar; a):
De aquí se deduce que existen exactamente jAjn 2 álgebras graduadas complejas sobre G, no
isomorfas entre sí.
Ejemplo 2.5.1 Sea Z4 =


a; a2; a3; a4 = 1

y W = 3r=0War ; una C-álgebra graduada sobre
Z4 y B una base estándar. Sea A = f1; 1g : El polinomio minimal para Ta es precisamente
Y 4   1 = 0; y por tanto sus valores propios son exactamente las raíces cuartas de la unidad
f!1 =  i; !2 =  1; !3 = i; !4 = 1g. Es fácil ver que los vectores propios asociados a estos
valores propios son
z1 = 1 + iv   v2   iv3
z2 = 1  v + v2   v3
z3 = 1  iv   v2 + iv3
z4 = 1 + v + v
2 + v3
de tal forma que
Ta(z1) =  iz1
Ta(z2) =  z2
Ta(z3) = iz3
Ta(z4) = z4
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Caso 1 : Supongamos que C(a2; a) =  1 y C(a3; a) = 1. Por tanto
Ta(Ta2(z1)) =  Ta2(Ta(z1))
Ta(Ta2(z1)) = iTa2(z1)
Entonces Ta2(z1) es un vector propio asociado al valor propio i;es decir, Ta2(z1) = (a
2; 1)z3:
Luego
(a2; 1) = q(a; a2)2! 21 = ( 1)2(i) 2 =  1
y las constantes de estructuras están dadas por
C(a2; a2) = q(a2; a)2 = 1
C(a2; a3) = q(a2; a)3 =  1
C(a2; a) = q(a2; a) =  1
Similarmente, Ta2(z2) es un vector propio asociado al valor propio 1; es decir, Ta2(z2) =
(a2; 2)z4; con (a2; 2) = 1. Y Ta2(z3) es un vector propio asociado al valor propio  i; es
decir, Ta2(z3) = (a
2; 3)z1;con (a2; 3) =  1. Finalmente, Ta2(z4) es un vector propio aso-
ciado al valor propio  1 : Ta2(z4) = (a2; 4)z2; con (a2; 4) = 1. Ahora, sea b = a3; como
q(a; a3) = 1; entonces
Ta(Ta3(z1)) = Ta3(Ta(z1))
Ta(Ta3(z1)) =  iTa3(z1)
Entonces Ta3(z1) es un vector propio asociado al valor propio  i; es decir, Ta3(z1) = (a3; 1)z1:
Luego
(a3; 1) = q(a; a3)3! 31 = (1)
3(i) 3 = i;
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y las constantes de estructuras están dadas por
C(a3; a) = q(a3; a) = 1
C(a3; a2) = q(a3; a)2 = 1
C(a3; a3) = q(a3; a)3 = 1:
Similarmente, Ta3(z2) es un vector propio asociado al valor propio  1: Es decir, Ta3(z2) =
(a3; 2)z2; con (a3; 2) =  1. Y Ta3(z3) es un vector propio asociado al valor propio i :
Ta3(z3) = (a
3; 3)z3; con (a3; 3) =  i. Finalmente, Ta3(z4) es un vector propio asociado al
valor propio 1 : Ta3(z4) = (a
3; 4)z3; con (a3; 4) = 1: La siguiente tabla muestra las constantes
de estructura para esta álgebra.
CZ4 1 a a
2 a3
1 1 1 1 1
a 1 1 1 1
a2 1 -1 1 -1
a3 1 1 1 1
De manera análoga se analizan los siguientes tres casos
caso 2: q(a; a2) =  1 y q(a; a3) =  1
caso 3: q(a; a2) = 1 y q(a; a3) = 1
caso 4: q(a; a2) = 1 y q(a; a3) =  1
En cada caso obtenemos las constantes de estructura para cada una de estas álgebras
C 0Z4 1 a a
2 a3
1 1 1 1 1
a 1 1 1 1
a2 1 -1 1 -1
a3 1 -1 1 -1
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C 00Z4 1 a a
2 a3
1 1 1 1 1
a 1 1 1 1
a2 1 1 1 1
a3 1 1 1 1
C
000
Z4 1 a a
2 a3
1 1 1 1 1
a 1 1 1 1
a2 1 1 1 1
a3 1 -1 1 -1
En consecuencia, tenemos jAjn 2 = (2)2 algebras graduadas sobre Z4:
Teorema 2.5.2 Sean W1;W2 álgebras Zn-graduadas sobre C o R con constantes de estructura
C1 y C2 en bases estándar B1 y B2, respectivamente y función de asociatividad r; simétrica en
las primeras dos componentes. Entonces W1 =W2 si y solo si C1(ar; a) = C2(ar; a); para todo
1  r  n:
Prueba. Por un teorema anterior sabemos que W1 = W2 si y solo si d2(C1C 12 ) = 1 o
equivalentemente d2C1 = d2C2. Esto es, r1 = r2. Ahora, si r1 = r2 entonces la ecuación (2.11)
es cierta para todo t: En particular, para t = 1. Denamos fi : G ! A por fi(ar) = Ci(ar; a).
Tomando la primera derivación tenemos que
d1fi(a
r; as) = fi(a
s)fi(a
r+s) 1fi(ar):
Entonces, r1 = r2 si y solo si d1f1 = d1f2; lo cual equivale a que (f1f12 ) 2 Ker(d1): Pero
Ker(d1) = H1(G;A) = fh : G! A : h(a)h(b)h(ab) 1 = 1g
= fh : G! A : h es un homomorsmo de gruposg:
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Entonces f1f 12 = h para algún homomorsmo de grupos h. Por tanto f1 = hf2; es decir
C1(a
r; a) = h(a)C2(a
r; a); para todo 1  r  n  1:
Si r = 1 tenemos que 1 = C1(a; a) = h(a)C2(a; a); lo cual implica que h(a) = 1; para todo
a 2 G: En conclusión C1(ar; a) = C2(ar; a) para 1  r  n  1:
2.6 Preguntas abiertas
Con el propósito de continuar este trabajo surgen los siguientes proyectos:
1. Extender la clasición de álgebras G-graduadas para grupos abelianos sin la condición de
simetría en la función r:
2. Extender el caso de grupos cíclicos al caso donde G es abeliano, preservando la simetría
de la función r:
3. Investigar la formula de Kunneth para obtener resultados cohomológicos para una clasi-
cación más general.
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