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Abstract 
Vander Straeten, M. and H. Van de Vel, Multiple root-finding methods, Journal of Comput~tiLxraI and 
Applied Mathematics 40 (1992) 105-l 14. 
For many high-order one-point iteration processes, convergence slows down to order one in case of multipie 
real zeros. A method is proposed that accelerates this convergence and simultaneously computes the 
multiplicity of the zero. This method is also extended ;o the Bairstow iteration process for quadratic factors of 
real polynomials. 
Keywords: Multiple zero (root), order of convergence. 
I. Introduction 
We consider the problem of finding a real zero a of a function f : J + IR, which is assumed 
to behave sufficiently smooth in a neighbourhood of cy. This zero can be found as a fixpoint of 
some iteration function (IF) C)(X) by means of the one-point iteration process (IP) 
X ,+ ! =c/&), i=O, 1, 2 ,..., starting value x0. (I I) * 
Multipoint IPs exist as well, the best-known example of this kind being the secant method, a 
two-point IP. For measuring the speed of convergence of the sequence (xi], the notion of order 
of a (convergent) IP can be used, which according to Traub’s [6] definition is the number 
~3 E IRi such that 
C := lim 
lxi+r-(yI 
id30 I xi -a.l” 
ElRg+. (12) . 
p does not always exist. (A generalization of this definition, which attributes an ordenr to every 
convergent IP, can be found in [l], for example.) The order of one-point IPs is always integer. If 
p > 1 (superlinear convergence), the number of correct figures gained in the course of the 
process increases approximately with a factor p after every iteration step; if p =: 1 (linear 
convergence), the gain after every step is - log,& 
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Besides the zero (x, one sometimes is also interested in its muitiplicitly 
mean here the number m E rW,t such that 
9 by which we simply 
(i.3) 
with g bounded in J and g( ar) # 0. (A more general definition, allowing values 0 and 00 for m, 
. is given in [8].) Mostly, m is integer and hrd den in the analytic prescription of the function f. 
For many one-point IPs, the order p is multiplicity-dependent in the sense that 13 > 1 for 
simple zeros (m = 1) and p = 1 for multiple zeros (m # 1). This fact entails the problem of an 
efficient computation of multiple zeros. In continuation of earlier efforts to cope with the need 
of efficient methods for the simultaneous computation of zeros and their multiplicities [4;7], we 
present an acceleration technique that is applicable to a broad class of suchlike multiplicity-de- 
pendent IPs, making them superlinearly convergent. 
2. Description of the method 
It is assumed throughout that thz given functions f : J + R and 4 : J + J satisfy the 
conditions specified in the previous section. On account of (1.11, (1.2), the behaviour of 4 in a 
neighbourhood of cy can be expressed as 
P--l 
b(x) -a =(x - a)F(m) + C Aj(m)(x -- CY)’ + O(X - CY)‘, (2 1) . 
j=2 
with p>l, F:J’+R, ~EJ’, F(l)=Oand Aj(l)=O,j=2,...,p-l. Werestrictour-classof 
IFS to the case that the associate functions F are bijective. 
We write 4 in the form 
,+(x)=x-h(x). (2 2) . 
Then both 4 and h depend on f, f’ ,...: C$ -4(x, f, f’, . ..). h =h(x, f, f’, . ..I. Let 
m’ E J’. Hence, ar is a zero of multiplicity m/m’ of f ‘irn’ We introduce the functions . 
@(x, ml, f, f ‘, . ..) :=4(x, f ‘lrn’, (f ‘lrn’)‘, . ..). 
H(x, m’,f, f’, . ..).=h(x, fljm’, (fl/m’j’, . ..). 
and we write for short, 
@(x, m’) =x - H(x, m’). (2 3) . 
Consequently, @(x, m) produces an IF of order p for the simple zero Q of f I’*, thus for the 
m-fold zero a of f. If m/m’ E J’ and m’ f m, the IP similar to (1.1) is 
-%+I = ~(Xi, m’), starting value x0. 
\ 
(2 4) . 
Since it converges only linearly, the behaviour of Q, can be expressed in accordance with (2.1) 
as 
@(x, m’) -a = (x -*u)F( :) + :<Aj( ~)(x-_ol)i+O(~-~)p* (2 5) . 
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It now follows from (2.3)-(2.5) that 
lim 
‘i+2 -xi+ I Htxi+ 13 mfl 
= lim - 
i+w Xi+l -Xi i-w H(xi, ml) 
and, hence, 
107 
(2 6) . 
This limit relation suggests the following iterative procedure for determining both a! and VZ: 
(i) choose starting values yo, m,,; 
I 
(ii) Y, := @( Yo, m,,); 
(iii) for i=O, 1, 2,...: (a) mi+, :=miF-* 
It is well known (see [6], for 
transformed by means of Aitken’s 
(b) Yi+2:= @o)i+-13 mi+ll. 
example) that the sequence {Xi} given by 62.4) can be 
62-process into a faster converging sequence {Zi}, given by 
xixi+2 -xi’+ i 
‘i ‘= 
Xi + Xi+2 - 2Xi+ 1 . 
It is easily verified that 
xi+z -xi+ 1 xi+2 -=i 
= 
Xi+* -Xi .Ti+ 1 - Zi ’ 
In view of (2.6), it may then be expected that the sequence { yi}, generated by procedure (P), will 
converge faster than the original sequence {Xi}. This is confirmed by the following theorem. 
Theorem 1. Let p > 1 be the order of the original IP (for simple zeros). Then, the sequences { yi} 
and (mi) generated by procedure (P) are both locally 
a! and m, respectively. 
c&ergen t with order r = i< 1 + \/4p - 3 1 to 
Proof. We introduce the numbers ei := yi - cy, and 
the definition of procedure (P) we infer that 
assume that {e,} --) 0. From (2.3)-(2.5) and 
ei+ I =~(yi, mi)-a=F (t)ei+~Z$fAj(~)ei+o(ep) 
and 
H(Yi, mi) =ei- [@(Yi, mi> -a] 
(2 8) . 
(2 9) . 
1QaE M. Vander Straeten. H. Van de Vel / Multiple root-finding methods 
Combining (2.8) and (2.9) we obtain 
(2 . 
where the coefficients Bi are such that Bi(l) = 0. From (2.9) and (2.10) we find that 
where the coefficients Cj are such that C,(l) = 0. Hence, by virtue of (2.8), procedure 
generates a sequence of numbers mj+ , given by 
nlit I =m +mi’~. -! 1 C. i= 1 , E ej‘+O(ep-'), 1 
which apparent!? converges to m. 
It follows further from (2.8), (2.9) and (2X) that 
-?- 3(e,pei+ I -k e,“, ,), 
with O,( 1) = 0, E f 0. Hence, 
lim I _? 1 = lim 1 Eep-‘et+, I. 
1-z I+= 
Denoting by r rile order of procedure (PI, we have that (see (1.2)) 
(2 . 
(2 
(2 
M:=~iJ--$+R: 
e, 
Substituting this in (2.13) we obtain: 
lim M 1 e,, i 1’ = 1 E I M-‘P- 1)/r lim I ei, 1 I * +(p-‘)‘r, 
i+r i-ax 
horn which we can conc’lude that r must be the positive root of the equation r = 1 + ( p - 1 
Let r’ be the order of convergence of the sequence {mi}. If all coefficients 
identica!!y zero, then it follows that 
K := lim 
hi+, -ml 
i-+x /mi-mIr’ 
, K, K’ER;, 
Cj in (2.11) 
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and. hence, Y’ = Y. If c,, l<s<p- 
Cj(Wl/mi) = O( 1 - ?Tl/WliJ, 
2, is the first nonzero coefficient in (2.1 l), then, since 
K = K ” lim 
I ei I ’ 
i+30 ~mi_m~“-l’ K”wL 
whence it follows that 
Imi -ml =O( lf?il s/(f’- 1)) = o( 1 ei_ * 1 sr/(f- I)), 
Sf/(f’- 1) 
, K”ER;, 
showing again that r’ = r. q 
Roughly spoken, r is somewhat larger than p ‘I2 The smallest order, r = $<l + 6) = 1.618, . 
is also that of the secant method, a not surprising fact, since both this method and procedure 
(P) are (follo wing Traub’s [6] terminology) one-point iterations with memory. When p = 3, 
procedure (P) converges quadratically. 
In general, procedure (P) works for all values of m (including nonintegers) in J’ for which 
F(m) # 0. When m is integer, it is possible to adapt the procedure as follows: it stops as soon 
as the approximate value of m can safely be rounded to the nearest integer, and then the 
iterative computation of (Y is continued by means of 
Xi+1 =@(xi9 m), 
which is, as we know, a faster process of order p. 
3. Examples 
-We give some examples of (classes of) IFS that satisfy the assumptions made in the previous 
section and, hence, can be used in procedure (P). 
First, we consider Traub’s [6] basic sequence of IFS, 
s (-I)‘-’ 
Es,l(X) :=x - c 
j! 
Y(j)fj( x), s = 1, 2,. . . , 
j=l 
where 9 denotes the inverse of f (which is assumed to exist in a nAghbourhood of a simple 
zero). For simple zeros, Es produces sequences of order S. For example, E, is the well-known 
Newton-Raphson IF. For each S, the associated F-function, intrg>duced in (2.11, is given by 
. 
It appears that F,+,(l/k)=O, k=l,... , s, and that there exists an interval J’ containing 
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m = 1 where F,‘+ , # 0 and, hence, F,, , is bijective. So, procedure (P) is applicable. In 
particular, we have for s = 1: 
Ez(x) :=x -u(x), u := f/f I, 
m-l 
F2W := - m ’ 
F,-‘(n) := (1 -n)-‘, H(x, m’) := m’u(x). (3 1) . 
Procedure {PI then takes the form 
mi 
Rli, 1 == 1 __u(yi+,)/u(yi) ’ Yi+Z’=Yi+I -“i+l “(Yi+ I)* 
This method has been proposed in [4] as an improved version of an earlier method in [7]. 
For the next basic IF 
f “W 
E,(x) :=_a~ -u(x) - - 
Zf yx) u2(x)- 
we have that 
F,(m) := 
(1 -m)(l - 2m) 3+&G-i 
2m’ 
9 F; ‘(n) := 
4(1 -n) 
9 m>f, -$<n<l, 
H(x, m’) := m’u(x) $I’ 
f “W 
-u(x) + +(3 -m’) . 
f ‘W I 
It is seen that procedure (9 becomes very complicated. For larger values of s, things are even 
worse, since an analytic expression for F;-’ is no longer available. 
Second, we investigate a class of IFS for which F(m) has the form 
“-1 
F(m) := cts + d, SElq, c, dER, c+d#O. (3 2) . 
Its inverse is given by 
For determining m, we can obviously use the iteration 
mf+ 1 ,H(YiT mi) +dH(J’i+ly mi) ‘=mi H(yi, mi) -cH(yi+lr mi) * (3 3) . 
Several important IFS belong to this class. First, we mention IFS of a generalized Newton- 
Raphson type: 
4(x) :=x - 
glwuw 
g,(x) +g,(x)u(x) ’ gl(a) +Oy (3 4) . 
where g,, g, are arbitrary functions (see [3]). Clearly, the associated F-function has the form 
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(3.2), with s = c = 1, d = 0 and, hence, is identical with the F,-function given in (3.1). When we 
choose g, := f’ and g, := tf”, t # - 1, the IF (3.4) reduces to 
c)(x) :=x - 
46 
1 +t[1 -U’(X)] - P-5) 
The F-function then takes the form 
m-l 
F(m) := 
m-t/(l+t)’ 
thus representing the case s = c = 1, d = -t/(1 + t). When t = - $, (3.5) reduces to Halley’s 
IF, which is known to generate third-order convergent sequences for simple roots. The iterative 
procedure for m becomes 
H(Y,, mi) +H(Y~+,, m,) 
mi+1 ‘=miH(y,, mi)-H(yi+i, mi) ’ 
with 
H(x, m’) := 
2m’u( x) 
1 +m’u’(x) ’ 
Another interesting member of the class under consideration is Ostrowski’s [5] IF, 
u(x) 
(b(r) :=x - /m 3 
which also generates third-order convergent sequences for simple zeros (the so-called square 
root iteration process). Its associated F- and H-functions are 
f’(m) := 1 - m-112, , l/2 4-4 
wx, m’) := cm 1 /q-q, 
and the iteration procedure for m becomes 
rlm,,l:=h 
Wyi, mj) 
H(Yj* mA -H(Yi+,, mi) * 
We illustrate the application of procedure (P) numerically with the IFS of Newton-Raphson, 
Halley and Ostrowski. Test functions are chosen to be 
f,(x) := (x - l)3(x - 2), 
Values of m, and xi are shown in 
x0 = 2, respectively. 
f2(x) := ex(x2 - lf. 
Table 1; starting values 
4. A modified Bairstow method for real polynomials 
are m,,= 1, x0=0 and m,, = 1, 
For polynomials, multiplicity of zeros is always integer. We intend here to compute both real 
and complex zeros of real polynomials, together with their multiplicities, by means of a suitable 
implementation of procedure (P) in the well-known Bairstow method. 
112 
Table 1 
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f,(r):=(x - l)z(x -2) 
i Newton-Raphson Halley 
mi-l xi mi- I Xi 
0.0 O.@ 
1.oooooo 0.285 714285 714 1.oooo!IO O.&l 612903226 
3.727 273 1.064935064935 3.615 020 1.041388008611 
3.370082 0.990261005064 3.100836 0.999 343 896 154 
2.940 634 0.999 776 684 824 3 003994 1.000000436486 
3.009867 1.000000717802 3.000000 1.000000000000 
3.OCO223 0.999 99 999 947 
2.999999 1.ooOOOOOOOOOO 
i Wwton-Raphson Ostrowski 
m,-1 xi mi- I xi 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
3Ilomoo 
ILL84404 
5 ‘16782 
4 ‘?:*lg I_ 
5.8-Y Cl49 
5.152;376 
4.978 142 
5.000801 
5.000004 
2.0 2.0 
1.869565217391 1.000000 1.575 735 93 1288 
0.658556043079 6.015 081 0.959464 306 524 
1.196402607472 5.232 962 1.000924707042 
1.051171626583 5.002 092 0.999 999 806 664 
0.993 542 737 386 5.000@01 1.000000000000 
1.000227718551 
1.000001031605 
0.999 999 999 836 
1.000000000000 
Essentially, this lnethod consists in finding quadratic factors x2 - cyx -- p of a given polyno- 
mial p,!x), whereby (ar, /3) is a solution of the system of nonlinear equations 
A(& P) = 0, B(s, P) = 0, (4 1) . 
arising by putting the coefficients of the linear remainder Ax + B of the synthetic divisiou of 
p&x) by x2 - sx -p equal to zero. 
The system (4.1) can simI 
I 
4b PI 
cbz(s9 PI 
\ 
\ I 
S 
:= 
P 
/ I 
or, in a more explicit form, 
y be solved by using the two-dimensional Newton-Raphson IF 
‘a/l aA -9 \ 
as -G- 
A(& P) 
- 
aB aB 9 (4.2a) 
,as ap, \ 
B(s, P) 
/ 
h(st P) :-= .s - h,(s, p), 42b P> := P - h,(s, p), (4.2b) 
with 
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/D, 
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(4.2~) 
3A aB iIA aB 
D :=----- 
as ap ap as l 
(4.2d) 
The derivatives aA/ap, aB/ap are known to be the coefficients of the (linear) remainder 
obtained by dividing the quotient polynomial of p,(x) by x2 - sx -p in its turn by x2 - sx -p, 
while the other two derivatives appearing in (4.2) are given by 
aA aB aA aB aA 
-=- +s--, 
as ap ap as =pap- 
The IP produced by the IF (4.2) converges quadratically to the solution (a), /3) if x2 - (YX - p is 
a simple factor of p,Jx), i.e., if (a, p) is a simple root of the system (4.1), but only linearly 
otherwise. 
If p,(x) has a multiple factor (x2 - ax - p)‘“, m > 1, then the functions A and B have a 
common factor (s - a)‘“( p - p)“, while the IFS (4.2b) behave as 
1 
Cp,(s, p) - CY = 
( 1 
1 - ; (s -0) + O(s -(Y)?, (4.3a) 
&(s,p)-P=(l-;)(P-p)+o(p-~“. (4.3b) 
Also, when using the functions A’/‘“, B1jtn, the corresponding Ncuvton-Raphson IFS are 
4;Ic(s, p, m’) :=s - m’h!(s, p), +,*is, P9 m’> :=p - m’h,(s, p). (4 4) . 
The use of the IFS (4.4) in the Bairstow method has already been considered in [2], but under 
the requirement that m is known in advance. However, it will be clear from the foregoing that 
properties of the two-dimensional Newton-Raphson IF, in particular (4.31, (4.4), allow applica- 
tion of the following adapted form of procedure (P): 
(i) choose starting values sO, pO, m,; 
. . 
( ) s1 + 4fyso7 PO: m,), 
(if) f 
PI + dgso, Pw m,,h 
or i = 0: 1: 2,. . . : 
( 1 
hl(siy pi) 
a ITli+l :=mi 
h,(si, Pi) -hl(si+l~ Pi+l) ’ 
Observe that step (iii)(a) can equally well be performed by means of the function h,(s, p). 
klso, both functiom h, ?rlcl ti A .A-* 4-r. 2 Ci3il be iised, Pi’OuLiu~~g rd0 sequences I,,‘i+ ,J, I”‘i+ 1, 
I -(I) 1 Iyy1f2) \ ;xih!& can 
be used to compute Si+ 2 and pi+*, respectively, and which converge to the same limit m. 
Experiments have shown that the {nZi} sequence sometimes fails to converge when starting 
values for a! and p are not close enough, or when the zeros of the quadratic factor are real and 
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Table 2 
i my-l , m(2 I I s, P, 
0 1.80227371441 - 1.645 827 984 14 
1 1.000000 1.000000 1.90060353166 - 1.813 18690407 
2 2.019 205 2.189977 2.OOOS2180642 - 2.012340 12784 
* 
: 2.000000 O!l2 626 2.050827 1 99994 2.00000000000 1.999998921 6 
- 
- 1.99968604845 99999162
different, one of them, moreover, being a multiple zero of p,(x). A remedy for this difficulty 
consists in arranging the computational algorithm as foliows. For each quadratic factor: 
(i) perform a few ordinary BGrstow iterations in order to get sufficiently close starting 
values for ar and p; this can be realized, for example, through the application of the stopping 
criterion 
(4 5) . 
(ii) if these values indicate that a pair of complex zeros is being extracted, apply procedure 
(P’); 
(iii) if, however, a pair of real zeros is forthcoming, apply procedure (P) for each of them. 
As a simple example, we consider the polynomial 
pa(x) := (X2 - 2x + 2J2. 
With starting values s0 =po = 0, the o r d inary Bairstow method yields after 5 iteration steps, by 
using criterion (4.5), the values a = 1.9006 and p = - 1.8132. Starting from the values obtained 
after the fourth and fifth iteration steps, and proceeding with procedure (P’) with two 
multiplicity sequences, Table 2 follows. 
When a value m > 1 has been found, refined values for (Y and p can be found by using the 
IFS (4.4). However, as already observed in [2], this may lead to unacceptable rounding errors. It 
is more advantageous to recur to the method advocated there, which is based on the use of 
derivatives of the functions A(s, p) and B(s, p) up to order nz. 
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