Abstract. In this paper, we prove the local uniqueness of an inverse problem arising in the nonstationary flow of a nonhomogeneous incompressible asymmetric fluid in a bounded domain with smooth boundary. The direct problem is an initial-boundary value problem for a system for the velocity field, the angular velocity of rotation of the fluid particles, the mass density and the pressure distribution. The inverse problem consists in the external force recover assuming a integral measurements on the boundary. We characterize the inverse problem solutions using an operator equation of second kind, which is deduced form the application of the Helmholtz decomposition. We introduce several estimates which implies the hypothesis of the Tikhonov fixed point theorem.
Introduction
The fluids with density-dependent and non-symmetric behavior of the stress tensor are belongs of a widely class of fluids which are relevant in many industrial applications and in several areas of science. Concerning to the industrial and laboratory applications, this kind of fluids appears for instance in animal blood flow, lubrication theory, polymer suspensions and liquid crystals [19, 23, 27] . Now, among the sciences we have the following: physics, partial differential equations, functional analysis, control theory, numerical analysis, biology, hydrodynamics, etc [1, 3, 4, 20] . It is known that there exists several theories to describe the behavior of this kind of fluids but there is not still a universal theory to describe all of them. In particular, one of the most important approaches have been done by A. C. Eringen in [12] (see also [13] ), where two relevant facts are introduced. First, it is introduced the concept of micropolar fluids to characterize the fluids consisting of rigid, randomly oriented (or spherical) particles suspended in a viscous medium, where the deformation of fluid particles is ignored. Second, it is deduced the mathematical model for micropolar fluids and consists in a simple and consistent generalization of the classical Navier-Stokes model. Nowadays, the micropolar fluids are also called asymmetric fluids and the mathematical properties are largely studied by several authors, see for instance [3, 5, 6, 7, 8, 10, 24, 25, 28, 32] . However, since the nonhomogeneous asymmetric model is a system related with Navier-Stokes equations, there exists several open questions. In particular, in this paper we address an answer to the question of a source inverse problem. Moreover, for details of some other still unsolved problems related with control and a geometric inverse problems consult the recent survey given by E. Fernández-Cara and collaborators in [15] .
In this paper we study the inverse problem of determining the density functions F and G, modelling the vector external sources for the linear and the angular momentum of particles, in a system for the motion in a finite time t ∈ [0, T ] of nonhomogeneous viscous incompressible asymmetric fluid on a bounded and regular domain Ω ⊂ R 3 , with boundary ∂Ω:
(ρu) t + div (ρu ⊗ u) − (µ + µ r )∆u + ∇p = 2µ r curl w + ρF, in Q T := Ω × [0, T ], (1) 
u(x, 0) = u 0 (x), w(x, 0) = w 0 (x), ρ(x, 0) = ρ 0 (x), on Ω,
u(x, t) = w(x, t) = 0, on
Ω ρ(x, t)u(x, t) · ψ u (x)dx = φ u (t), Ω ρ(x, t)w(x, t) · ψ w (x)dx = φ w (t), t ∈ [0, T ]. (7) Here u, w, ρ and p denotes the velocity field, the angular velocity of rotation of the fluid particles, the mass density and the pressure distribution, respectively. The constant µ > 0 is the usual Newtonian viscosity and the positive constants µ r , c 0 and c d are the additional viscosities related to the lack of symmetry of the stress tensor. The functions ψ u , ψ w , φ u and φ w in the integral overdetermination condition (7) are given and satisfies some restrictions which will be specified later. The differential notation is the standard ones, i.e. the symbols u t , w t and ρ t denotes the time derivatives and ∇, ∆, div and curl denotes the gradient, Laplacian, divergence and rotational operators, respectively. Now, by applying the Helmholtz decomposition to F and assuming a coherent form of G we deduce that the vector fields F and G are representable by the following relations F(x, t) = f (t)(∇h(x, t) − m(x, t)), G(x, t) = g(t)q(x, t), in Ω T ,
where m and q are given functions and f, g and h are unknown functions such that div (ρ∇h) = div (ρm), in Ω,
where n is the outward unit normal vector to ∂Ω. We note that, the determination of f and g, called the coefficients of F and G, solves the inverse problem, since m and q are known. Indeed, if f is determined, we can find h by solving (9)-(11), since m is given. Now, if additionally g is determined, it is clear that F and G can be recovered by (8) . Hence, from (8) , the inverse problem of recovery the vector fields F and G admits an equivalent interpretation like a inverse coefficients determination problem. Moreover, this behavior implies that the inverse problem can be equivalently reformulated as an operator equation of second kind (see subsection 5.1). Similar inverse problems have been extensively studied by Prilepko, Orlovsky, Vasin and collaborators, see the monograph [26] and references therein. In a broad sense, their methodology to analyze the different source inverse problems consists of three big steps:
To introduce the functional framework where the direct problem is well-posed.
To use the definition of the solution of the direct problem, in order to derive an operator equation of the second kind which solvability is equivalent to the solution of the inverse problem. For instance, in order to fix ideas, let us consider the following inverse source problem for the heat equation: given g, ω and φ find a pair of functions {u, f } such that
In this case for the step E 1 , is well known that one of the most general functional frameworks where the well-posedness of the forward problem holds is given by the Lebesgue and Sobolev spaces [11] , see subsection 2.1 or consult [21, 22, 26] for the standard notation of this spaces.
(Ω), we can prove that there exists u ∈ W 2,1 2,0 (Q T ) a unique generalized solution of the forward problem (12) (i.e. except the overdetermination condition). In the second step E 2 , we prove that the solvability of the inverse problem (12) is equivalent to the solution of the second kind operator equation
, where the operator A and the function ψ are defined as follows
Now, concerning to the step E 3 using the fixed point arguments prove that f = Af + ψ has a unique solution. In point of fact, we can prove that the operator equation can be rewritten as follows f =Âf withÂf = Af + φ ′ /g 1 andÂ has a fixed point in L 2 (0, T ). In general, the fact E 3 is a straightforward consequence of a priori estimates for the solution of the direct problem. Clearly, the central difficulty in the analysis of source problems, by applying this approach, is the proof of that the operator satisfies the hypothesis of the fixed point theorem (see Theorem 5.3). Now, we note that, it was proved in [26] that this general methodology can be applied to analyze the inverse source problems for elliptic, hyperbolic, parabolic and even for nonstationary linearized Navier-Stokes system with constant density (in this case also consult [31] ). Recently, Fan and Nakamura in [14] , following the same general approach and the results of J. Simon [29] , have been proved the local solvability of the source problem for Navier-Stokes system with variable density function. In the present paper, we generalize these results for the inverse problem (1)- (11) .
Other general approaches applied to close inverse problems are given in the following fundamental books on inverse problems [2, 17, 18] . In our knowledge many of these techniques have not been applied to analyze inverse source problems for Navier-Stokes and related systems. An exception, in this sense is the recent results obtained by Choulli and collaborators in [9] for the case of the non-stationary linearized NavierStokes equations where as observation data it is assumed that the velocity is given on an arbitrarily fixed sub-domain and over some time interval. We remark that in [9] , in order to solve the inverse problem, the authors have used an approach based on Carleman estimates which was largely applied to geometric inverse problems [15] .
The paper is organized as follows. In section 2, we recall some preliminary concepts and cover the step E 1 of the methodology. In section 3, we develop some a priori estimates which will be useful in the step E 3 . In section 4, we prove the well posedness of the direct problem, i.e. we develop the step E 2 . Finally, in section 5 we set the details of the step E 3 , obtaining the local solvability of the inverse problem (1)-(11).
Preliminaries
In this section we consider the notation of the functional framework, the rigorous definition of direct and inverse problems and the general assumptions.
Some functional spaces
Let us starting by recalling the standard notation of some functional spaces and operators which are familiar in the mathematical theory of fluids modelled by Navier-Stokes system, see [3, 21, 22, 30] . The Banach space of measurable functions that are p-integrable in the sense of Lebesgue or are essentially bounded on Ω are denoted by L p (Ω) for p ∈ [1, ∞[ and by L ∞ (Ω), respectively. We recall that, the norms in L p (Ω) for p ∈ [1, ∞[ and p = ∞ are defined as follows
respectively. The notation W m,q (Ω), where m ∈ N and q ≥ 1 is used for the Sobolev space consisting of all functions in L q (Ω) having all distributional derivatives of the first m orders belongs to L q (Ω), i.e.
The norm of W m,q (Ω) is naturally defined as follows
The 
and V = V (Ω)
where A · B denotes the closure of A in B. Furthermore, for a given Banach space X, we denote by L r (0, T ; X), r ≥ 1, the Banach space of the X-valued functions having bounded the norm · L r (0,T ;B) defined as follows
Concerning to the linear operators, we define the operators: A, L 0 and L. We denote by A the stokes operator defined from D(A) := V ∩ H 2 (Ω) ⊂ H to H by Av = P (−∆v), where P is the orthogonal projection of L 2 (Ω) onto H induced by the Helmholtz decomposition of L 2 (Ω). It is well known that A is an unbounded linear and positive self-adjoint operator, and is characterized by the following identity
where (·, ·) is the usual scalar product in L 2 (Ω). In second place, we consider the strongly uniformly elliptic operators
Note that L is a positive operator under the assumption c 0 + c d > c a , see (3).
Direct and inverse problem solution definitions
Using the described notation on the section 2.1 and the ideas given on [6] , we can give a rigorous formulation of direct and inverse problem related to equations (1)-(11).
Definition 2.1. Consider that the functions f, g, m and q are given. Then, a collection of functions {u, w, ρ, p, h} is a solution of the direct problem (1)- (5) and (8)- (11) if there exists T * ∈]0, T ] such that the functions satisfy the following four conditions (a) Regularity conditions:
(b) Integral identities:
Definition 2.2. Consider that the functions φ u , φ w , ψ u , ψ w m and q are given. Then, a collection of functions {u, w, ρ, p, h, f, g} is called a solution of the inverse problem (1)- (11) if the following three conditions hold:
(i) The functions f and g are belongs to
(ii) The collection {u, w, ρ, p, h} is a solution of the direct problem (1)- (5) and (8)- (11) and (iii) The overdetermination condition (7) is satisfied.
General hypothesis and well-posedness of the direct problem
Hereafter, we make the following regularity assumptions:
The initial velocity u 0 is belongs to D(A) and (H 3 ) The initial angular velocity w 0 is belongs to D(L).
(H 4 ) The functions h and r are belongs to
(H 5 ) The functions ψ u and ψ w are belongs to
(H 6 ) The functions φ u and φ w are belongs to
A priori estimates
The main result of this section is the following theorem:
Then, there exists κ j ∈ R + for j = 1, . . . , 11 and two small enough times T 1 , T 2 ∈ [0, T * ], independents of f and g, such that the following estimates hold
We postpone the proof of Theorem 3.1 to the subsection 3.2, since we requires the introduction of several appropriate space estimates which leads to the inequalities (21)- (27) .
Some space a priori estimates
We recall that, by Pioncaré and the Gagliardo-Nirenberg inequalities we have that there exists C poi > 0 and C gn > 0 depending only on p, q and Ω such that
Also we denote by C
Lemma 3.1. The following estimate holds:
Proof. We deduce the estimate by equations (2) and (4), the hypothesis (H 1 ) and the maximum principle.
. . , 4, defined as follows
such that the following estimates holds
for all t ∈ [0, T * ]. Hereafter, the notation · L p and · H p are used to abbreviate the norm
Proof. Form (9), by applying Lemma 3.1, integration by parts, the boundary condition (10), and Hölder and Young inequalities, we have that
Hence, we see that (34) holds for Π 1 defined by (29) . Now, we can proceed to prove (35). We start be recalling the identities div (ρ∇h) = ρ∆h + ∇ρ · ∇h and div (ρm) = ρdiv (m) + ∇ρ · m, which implies that the equation (9) can be rewritten as follows
Clearly, by the estimate (34) we deduce that the right hand side of (37) is belongs to L 2 (Ω). Then, by the regularity of solutions for (37), the inequality (28), Lemma 3.1 and the estimate (34), we can follow that there exists C reg > 0 independent of h such that the following bound
Thus, by the application of two times of the Young's inequality we complete the proof of (35) with Π 2 of the form given in (30) .
The proof of (36) is given as follows. Taking ∂ t to the first equation of (9), testing the result by h t , using the estimate of Lemma 3.1, the Hölder inequality, the equation (4) and inequality (28), we have that
Then, by (28), the continuous inclusion of H 2 in L ∞ , and the Young inequality, we obtain
which implies (36) by straightforward application of (34) and (35).
Lemma 3.3. There exists Υ i ∈ R + for i ∈ {1, . . . , 5}, depending only on Ω, c a , c 0 , c d , α, β and µ r (independent of f and g), such that the following estimate holds:
Proof. The inequality (38) is a consequence of the regularity of solutions for the Stokes system satisfied by u and p and the uniformly elliptic equation satisfied by w. Indeed, we first note that the equations (1), (2) and (8) imply that u and p satisfies the Stokes problem given by the equation
where the incompressibility condition is given by (2) and the initial and boundary conditions are given by (5) and (6), respectively. Hence, by applying the result given in [30] for the regularity of the solutions for stokes equation, the Minkowski and Hölder inequalities, we deduce that
where C reg 1 is a positive constant depending on µ, µ r and Ω. In the second place, by (3), (8) and (15), we deduce that w satisfies the following equation
Then by the regularity results for the solutions for uniformly elliptic equations (see for instance [11] ), the Minkowski and Hölder inequalities, and (28), we have that
where
is a positive constant depending only on Ω and on the coefficients of L. Now, we note that the second terms on the right hand sides of (40) and (42) can be bound by application of Lemmas 3.1-3.2 and (28). Hence, if we sum the bounded results, we obtain the following inequality
for all t ∈ [0, T * ] with C M = max{C reg 1 , C reg 2 }. Now, for ǫ * ∈ R + we define Υ i for i = 1, . . . , 5 as follows
Thus, selecting ǫ * such that (ǫ * ) 2 > Υ 2 and applying the Young inequality to the last two terms of (43), we get (38). 
Proof. Testing the equations (1) and (3) by u t and w t , respectively; summing the results; and applying the Minkowski and Hölder inequalities, we get
where each J i are defined by the corresponding brackets [ ]. Now, we will prove the estimate by getting some bounds for each J i and then applying a Gronwall type inequality. Indeed, first, for J 1 , by Lemma 3.1, inequality (28), Young inequality and Lemma 3.3, we deduce that
Now, for J i , i = 2, 3, 4, by inequality (28), Lemmas 3.1-3.2 and Young inequality, we deduce that
Inserting (46)- (49) in (45) and selecting ǫ ℓ > max{N ℓ (1 − Ψ 2 ) −1 , 0} for ℓ ∈ {u, w}, where
we find that there exists Ξ 1 , Ξ 2 and Ξ 3 defined as follows
holds for t ∈ [0, T * ]. Now, making use of Lemma 3 given on [16] , we conclude the existence of T 1 depending on ∇u(·, 0) L 2 and ∇w(·, 0) L 2 such the estimate (44) holds with Θ depending only on
Lemma 3.5. Consider T 1 as is given on Lemma 3.4. Then, there exists Φ i , i = 1, . . . , 6, independent of f and g such that the following estimate holds
Proof. Diferentiating (1) and (3) with respect to t; testing the results by u t and w t , respectively; summing the resulting equations; and rearranging the terms we get 1 2
where I i for i = 0, . . . , 6 are defined by the brackets. Hence, the proof of (51) is reduced to get some bounds for each I i based on Minkowski and Hölder inequalities and the previous Lemmas as will be specified below. First, by applying the Lemmas 3.1,3.4 and Young inequality, we find that I 0 can be bounded as follows
for all t ∈ [0, T 1 ]. Now, by Lemmas 3.1 and 3.2, we get that
In the case of I 2 , by applying Lemma 3.1, we have that
. For I 3 , by equation (4), inequality (28), Lemmas 3.1 and 3.4 and noticing that
we deduce that
with ℓ ∈ {u, w} and L is defined as follows
The term I 4 can be bounded by application of equation (4), the inequality (28) and Lemma 3.4, since we can perform the following calculus
with ℓ ∈ {u, w}. An application of equation (4), inequality (28) and Lemma 3.4 implies the following bound for I 5
gn with ℓ ∈ {u, w}. By inequality (28) and Lemma 3.4 we deduce that
4 with ℓ ∈ {u, w}. Inserting (54)-(59) in (52) and selecting ǫ u = 2(µ + µ r ) −1 and ǫ w = 2(c a + c d ) −1 , we deduce that (51) holds with
Proof of Theorem 3.1
The existence of T 1 and κ 1 follows from (50). Now, before starting the proof of (22)- (27), we deduce two estimates. First, differentiating (4) with respect to x i , using (2), testing the result by |ρ x i | q−2 ρ x i and applying the Sobolev inequality we deduce that there exists C sob independent of f and g such that
Second, by the regularity of the solutions for (39) we have that there exists C reg 3 depending only on µ, µ r and Ω such that
Hence, by the Minkowski and Hölder inequalities and (28), we find that there exists
for t ∈ [0, T * ]. Therefore, we derive the proof of (22) by inserting (61) in (60) and using the estimates (35), (36) and (51). The estimate (23) is deduced from (22) and (35). The inequality (24) is obtained from (22), (32), (33), (36) and (38). The estimate (25) is proved by application (21), (32), (33) and (38). The estimate (26) follows from (4), (21) and (25). We complete the proof of the theorem deducing the inequality (27) by combining the results given on (22) and (61).
Well-posedness of the direct problem.
The well-posedness of the direct problem is given by the following Theorem:
Theorem 4.1. Consider that the functions ρ 0 , v 0 , w 0 , m, q, h and r satisfy the hypothesis (
Then, the direct problem (1)- (5) and (8)- (11) possesses a unique solution {u, w, ρ, p, h} in the sense of the definition 2.1.
We note the proof of existence of solutions can be devolping by applying the ideas of Boldrini et. al. [6] . Meanwhile, the uniqueness is a straightforward consequence of a continuous dependence of the system unknowns with respect to the source coefficients, which is proved in the following Lemma.
Lemma 4.1. Consider that the functions ρ 0 , v 0 , w 0 and h satisfying the hypothesis (H 1 )-(H 4 ). Suppose that {u i , w i , ρ i , p i , h i }, i = 1, 2, are two solutions of the direct problem (1)- (5) and (8)- (11) corresponding to the coefficients (f i , g i ) ∈ [H 1 (0, T )] 2 , i = 1, 2, respectively. There exists C independent of (f i , g i ), i = 1, 2, such that the following estimate hold:
for all t belongs to the maximal interval where the solutions are defined.
Proof. In order to simplify the presentation of the estimates we introduce the following notation
where s ∈ [2, ∞[. Hence, by algebraic rearrangements of both forward problems (i = 1 and i = 2), we get the following system
Now, to prove (62) we proceed in two big steps: first we obtain five a priori estimates for the system (63)- (71) and then we apply the Gronwall inequality. First, by equations (2) for u 2 and (66); the boundary condition (67); integration by parts; the Hölder and Young's inequalities; and (28) for p = 2 and q = s ∈]2, 6[, we have that 1 2
where ǫ u > 0 is the parameter used for the Young's inequality. In the second place, by equation (4) for ρ 1 and the boundary condition (67), we note that the left hand side of (63) multiplied by δu can be integrated by parts and simplified as follows
Then, a multiplication of (63) by δu, integration by parts and application of the Hölder inequality leads to 1 2
Hence by the Young's inequality and (28), we have that there exists Γ
For the third estimate, we start from (65) and proceeding by a similar reasoning to the steps (73)-(75) we deduce that there exists Γ
In the fourth place, we deduce a estimate related to δh. Indeed, by equations for δh given on (69)-(71), integration by parts, the Hölder and Minkowski inequalities, and Lemma 3.1, we deduce that
Thus, we have the following two estimates
From (72) and (75), selecting ǫ u = 2(µ + µ r )(5C poi + 1) −1 and ǫ w = 2(c a + c d )(5C poi + 1)
−1 , we deduce that
where Γ δ (t) = max{Γ
We note that Γ δ L 1 (0,T ) < ∞ and Γ u 3 (t) < ∞. Hence, we complete the proof of (62) by application of the Gronwall inequality.
Well-posedness of the inverse problem
The main result of this section is the derivation of a well-posedness result for the inverse problem, which is formalized by the following theorem: Theorem 5.1. Assume that (H 1 )-(H 7 ) are satisfied. Then there exists a unique solution {u, w, ρ, p, h, f, g} of the inverse problem defined on a small enough time T ⋆ .
The proof of Theorem 5.1 is detailed on subsection 5.3. It is based on a reformulation of the inverse problem like as an operator equation of second kind and then by application of the fixed point argument.
Formulation of the inverse problem (1)-(11) as and operator equation
We define the nonlinear operator
where 
Then, by the definition of R given on (79), we have that
, making use of the relation (14) for the operator A and applying the Minkowski and Hölder inequalities, we have that
Hence, by Theorem 3.1 and Lemmas 3.1-3.2, we have that
Thus, by (92), we follow that there exists Θ i , i = 1, 2, 3 independent of η such that R(f, g) Proof. Let us consider (f i , g i ) ∈ D and {u i , w i , ρ i , p i , h i }, for i = 1, 2, the corresponding solution of the direct problem. Then, by the definition of the operator R we deduce that there exists C > 0 independent of {u i , w i , ρ i , p i , h i , f i , g i } such that
with Q t = Ω × [0, t]. Hence, by Lemma 4.1 we deduce that
By induction on n, we deduce that
which implies the conclusion of the Lemma.
Proof of Theorem 5.1
Thanks to Theorem 5.2 we follow that the cornerstone to prove Theorem 5.1 is the proof of the unique solvability of the operator equation (84). To this end, we first note that the Lemmas 5.1 and 5.2 guarantees that the operator R satisfies the hypothesis of the following Tikhonov fixed point theorem:
Theorem 5.3. Let D be a non-empty bounded closed convex subset of a separable reflexive Banach space E and let R : D → D be a weakly continuous mapping. Then R has at least one fixed point in D.
Hence, there exist a solution of (84). Meanwhile, the local uniqueness follows by Lemma 5.3
Appendix A. Constants Γ u i and Γ w i for i ∈ {1, 2, 3}
We denote the right side of (74) by E 1 + E 2 + E 3 where E i , i ∈ {1, 2, 3}, are defined and bounded as follows
≤ C e 3 (t)|δf (t)| 2 + ǫ u α √ ρ 1 δu(·, t) 2 L 2 , where
Then, we deduce the inequality (75) with Γ u 1 (t) = max C e 2 (t) + 3ǫ u 2α , C e 1 (t) , Γ u 2 (t) = ǫ h 2 and Γ u 3 (t) = C e 3 (t).
Meanwhile, for (77) we proceed in a similar way and obtain that Γ w 1 (t) = max C f 2 (t) + 3ǫ w 2α , C f 1 (t) , Γ w 2 (t) = ǫ g 2 and Γ w 3 (t) = C f 3 (t), with
