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COMPOSITIONAL (IN)FINITE ABSTRACTIONS FOR LARGE-SCALE
INTERCONNECTED STOCHASTIC SYSTEMS
ABOLFAZL LAVAEI1, SADEGH SOUDJANI2, AND MAJID ZAMANI1
Abstract. This paper is concerned with a compositional approach for constructing both infinite (reduced-
order models) and finite abstractions (a.k.a. finite Markov decision processes) of large-scale interconnected
discrete-time stochastic control systems. The proposed framework is based on the notion of stochastic simu-
lation functions enabling us to use an abstract system as a substitution of the original one in the controller
design process with guaranteed error bounds. In the first part of the paper, we derive sufficient small-gain
type conditions for the compositional quantification of the probabilistic distance between the interconnection
of stochastic control subsystems and that of their infinite abstractions. We then construct infinite abstrac-
tions together with their corresponding stochastic simulation functions for a class of discrete-time nonlinear
stochastic control systems. In the second part of the paper, we leverage small-gain type conditions for the
compositional construction of finite abstractions. We propose an approach to construct finite Markov decision
processes (MDPs) of the concrete models (or their reduced-order versions) satisfying an incremental input-to-
state stability property. We also show that for a particular class of nonlinear stochastic control systems, the
aforementioned property can be readily checked by matrix inequalities. We demonstrate the effectiveness of
the proposed results by applying our approaches to the temperature regulation in a circular building and con-
structing compositionally a finite abstraction of a network containing 1000 rooms. We employ the constructed
finite abstractions as substitutes to compositionally synthesize policies regulating the temperature in each
room for a bounded time horizon. We also apply our proposed techniques to a fully connected network of 20
nonlinear subsystems (totally 100 dimensions) and construct finite MDPs from their reduced-order versions
(together 20 dimensions) with guaranteed error bounds on their output trajectories.
1. Introduction
Decomposition and in(finite) abstraction play significant roles as two key tools in the analysis and control
of large-scale interconnected systems. Designing controllers to achieve complex specifications for large-scale
systems is inherently difficult. One promising direction is to first employ abstractions of subsystems as a
replacement of original (concrete) ones, then synthesize controllers for the abstract interconnected systems,
and finally refine the controllers back (via an interface map) to the concrete models. Since the mismatch
between the output of the overall interconnected system and that of its abstraction is well-quantified, one can
guarantee that the concrete system also satisfies the same specifications as the abstract ones with guaranteed
error bounds.
The computational complexity in synthesizing controllers for large-scale interconnected systems can be alle-
viated via abstractions in two consecutive stages. In the first phase, one can abstract the original system by
a simpler one with a lower dimension (infinite abstraction). Then one can construct a finite abstraction as
an approximate description of the (reduced-order) system in which each discrete state corresponds to a col-
lection of continuous states of the (reduced-order) system. Since the final abstractions are finite, algorithmic
machineries from computer science are applicable to synthesize controllers enforcing complex properties, e.g.
expressed as temporal logic formulae, over the concrete systems.
In the recent years, there have been several results on compositional verification of stochastic models. Simi-
larity relations over finite-state stochastic systems have been studied either via exact notions of probabilistic
(bi)simulation relations [LS91], [SL95], or approximate versions [DLT08], [DAK12]. Compositional modelling
and analysis for the safety verification of stochastic hybrid systems are investigated in [HHHK13] in which
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random behaviour occurs only over the discrete components – this limits them for being applied to sys-
tems with continuous probabilistic evolutions. Compositional controller synthesis for stochastic games using
assume-guarantee verification of probabilistic finite automata is proposed in [BKW14]. In addition, compo-
sitional probabilistic verification via an assume-guarantee framework based on multi-objective probabilistic
model checking is investigated in [KNPQ13] for finite systems, which supports compositional verification for
a range of quantitative properties.
There have been also several results on the construction of (in)finite abstractions for stochastic systems.
Existing results include finite bisimilar abstractions for randomly switched stochastic systems [ZA14], incre-
mentally stable stochastic switched systems [ZAG15], and stochastic control systems without discrete dynam-
ics [ZMEM+14]. Infinite approximation techniques for jump-diffusion systems are also presented in [JP09]. In
addition, compositional construction of infinite abstractions for jump-diffusion systems using small-gain type
conditions is discussed in [ZRME17]. Construction of finite abstractions for formal verification and synthe-
sis is initially proposed in [APLS08]. The improvement of construction algorithms in terms of scalability is
proposed in [SA13]. The formal abstraction-based policy synthesis is discussed in [TMKA13], and extension
of such techniques to infinite horizon properties is discussed in [TA11]. Recently, compositional construction
of finite abstractions is presented in [SAM15] and [LSZ18b] using dynamic Bayesian networks and small-gain
type conditions, respectively. Compositional construction of infinite abstractions (reduced-order models) is
proposed in [LSMZ17] and [LSZ18a] using small-gain type conditions and dissipativity-type properties of sub-
systems and their abstractions, respectively, both for discrete-time stochastic control systems. To the best
of our knowledge, this is the first work that consolidate a compositional approach for constructing both infi-
nite and finite abstractions of interconnected stochastic systems. Although construction of infinite and finite
abstractions is discussed in [HSA17], but it uses a different notion of relation called δ-lifting without also
providing any compositionality result.
Our main contribution here is to provide a compositional methodology for the construction of both infinite
and finite abstractions. The proposed technique leverages sufficient small-gain type conditions to establish
the compositionality results which rely on relations between subsystems and their abstractions described by
the existence of so-called stochastic simulation functions. These types of relations enable us to compute the
probabilistic error between the interconnection of concrete subsystems and that of their (in)finite abstractions.
In this respect, we first construct infinite abstractions together with their corresponding stochastic simulation
functions for a class of discrete-time nonlinear stochastic control systems. We then propose an approach to
construct finite Markov decision processes of the concrete discrete-time stochastic control systems (or their
reduced-order versions) satisfying an incremental input-to-state stability property. We show that for a class
of discrete-time nonlinear stochastic control systems, the aforementioned property can be readily checked by
matrix inequalities.
We illustrate the effectiveness of the proposed results by applying our approaches to the temperature regulation
in a circular building and constructing compositionally a finite abstraction of a network containing 1000 rooms.
We employ the constructed finite abstractions as substitutes to compositionally synthesize policies regulating
the temperature in each room for a bounded time horizon. To show applicability of our approach to strongly
connected networks with nonlinear dynamics, we also apply our proposed techniques to a fully connected
network of 20 nonlinear subsystems (totally 100 dimensions) and construct finite MDPs from their reduced-
order versions (together 20 dimensions) with guaranteed probabilistic error bounds between their output
trajectories.
Related literature. Our proposed approach here differs from the one in [LSZ18b] in three main directions.
First and foremost, we provide a compositional approach here for the construction of both infinite (reduced-
order models) and finite abstractions (finite MDPs) while the proposed compositional scheme in [LSZ18b]
is only for the construction of finite abstractions. Second, we provide an approach for the construction of
(in)finite MDPs for a class of discrete-time nonlinear stochastic control systems whereas the construction
scheme in [LSZ18b] only handles the class of linear systems. As our third contribution, we applied our results
COMPOSITIONAL (IN)FINITE ABSTRACTIONS FOR LARGE-SCALE INTERCONNECTED STOCHASTIC SYSTEMS 3
to a fully connected nonlinear network by constructing finite MDPs from their reduced-order versions with
guaranteed error bounds. In addition, we provide the proofs of all statements which were omitted in [LSZ18b].
Recently, compositional construction of finite abstractions for interconnected discrete-time stochastic control
systems is also proposed in [LSZ18c], but using a different compositionality scheme based on dissipativity
theory. In general, the proposed compositional synthesis approach here is much less conservative than the one
proposed in [LSZ18c] since the overall approximation error here is computed based on the maximum of the
errors of subsystems instead of their linear combinations which is the case in [LSZ18c]. We refer the interested
readers to [LSZ18b] for a detailed comparison between these two compositionality schemes on a case study.
Compositional construction of finite abstractions for discrete-time Markov processes is also proposed in [SAM15]
using finite dynamic Bayesian networks. The proposed approach in [SAM15] is more general than our setting
here since the proposed framework in [SAM15] does not require original systems to be incremental input-to-
state stable. On the other hand, the abstraction error in [SAM15] depends on the Lipschitz constants of the
stochastic kernels associated with the system. This error converges to infinity when the standard deviation
of the noise goes to zero which is not the case in our setting. Thus, our proposed approach outperforms
significantly the results in [SAM15] for noises with small standard deviation.
2. Discrete-Time Stochastic Control Systems
2.1. Preliminaries. A probability space in this work is presented by (Ω,FΩ,PΩ), where Ω is the sample
space, FΩ is a sigma-algebra on Ω which comprises subsets of Ω as events, and PΩ is a probability measure
that assigns probabilities to events. Random variables introduced here are measurable functions of the form
X : (Ω,FΩ)→ (SX ,FX) such that any random variableX induces a probability measure on its space (SX ,FX)
as Prob{A} = PΩ{X−1(A)} for any A ∈ FX . We directly present the probability measure on (SX ,FX) without
explicitly mentioning the underlying probability space and the function X itself.
We call the topological space S as a Borel space if it is homeomorphic to a Borel subset of a Polish space
(i.e., a separable and completely metrizable space). The Euclidean spaces Rn, its Borel subsets endowed with
a subspace topology, and hybrid spaces are examples of a Borel space. A Borel sigma-algebra is denoted by
B(S), and any Borel space S is assumed to be endowed with it. A map f : S → Y is measurable whenever it
is Borel measurable.
2.2. Notation. The sets of nonnegative and positive integers are denoted by N := {0, 1, 2, . . .} and N≥1 :=
{1, 2, 3, . . .}, respectively. Moreover, the symbols R, R>0, and R≥0 denote, respectively, the sets of real,
positive and nonnegative real numbers. Given N vectors xi ∈ Rni , ni ∈ N≥1, and i ∈ {1, . . . , N}, we use
x = [x1; . . . ;xN ] to denote the corresponding vector of dimension
∑
i ni. We denote by ‖ · ‖ and ‖ · ‖2 the
infinity and Euclidean norm, respectively. Symbols In, 0n, and 1n denote the identity matrix in R
n×n and
the column vector in Rn×1 with all elements equal to zero and one, respectively. The identity function and
composition of functions are denoted by Id and symbol ◦, respectively. We denote by diag(a1, . . . , aN ) a
diagonal matrix in RN×N with diagonal matrix entries a1, . . . , aN starting from the upper left corner. Given
functions fi : Xi → Yi, for any i ∈ {1, . . . , N}, their Cartesian product
∏N
i=1 fi :
∏N
i=1Xi →
∏N
i=1 Yi is defined
as (
∏N
i=1 fi)(x1, . . . , xN ) = [f1(x1); . . . ; fN(xN )]. For any set A we denote by A
N the Cartesian product of
a countable number of copies of A, i.e., AN =
∏∞
k=0 A. A function γ : R≥0 → R≥0, is said to be a class K
function if it is continuous, strictly increasing, and γ(0) = 0. A class K function γ(·) is said to be a class K∞
if γ(r)→∞ as r →∞.
2.3. Discrete-Time Stochastic Control Systems. In this paper, stochastic control systems in discrete
time (dt-SCS) are defined by the tuple
Σ=(X,U,W, ς, f, Y, h), (2.1)
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where X ⊂ Rn is a Borel space as the state space of the system. The measurable space with B(X) being the
Borel sigma-algebra on the state space is denoted by (X,B(X)). Sets U ⊂ Rm and W ⊂ Rp are Borel spaces
as the external and internal input spaces of the system. Notation ς denotes a sequence of independent and
identically distributed (i.i.d.) random variables from a sample space Ω to the set Vς ,
ς := {ς(k) : Ω→ Vς , k ∈ N}.
The map f : X ×U ×W × Vς → X is a measurable function characterizing the state evolution of the system.
Finally, set Y ⊂ Rq is a Borel space as the output space of the system, and map h : X → Y is a measurable
function that maps a state x ∈ X to its output y = h(x).
Evolution of the state of dt-SCS Σ for a given initial state x(0) ∈ X and input sequences ν(·) : N → U and
w(·) : N→W is described as
Σ :
{
x(k + 1) = f(x(k), ν(k), w(k), ς(k))
y(k) = h(x(k))
k ∈ N. (2.2)
We are interested in Markov policies, defined next, to control the system given the dt-SCS in (2.1).
Definition 2.1. For the dt-SCS Σ in (2.1), a Markov policy is a sequence ρ = (ρ0, ρ1, ρ2, . . .) of universally
measurable stochastic kernels ρn [BS96], each defined on the input space U given X ×W and such that for all
(xn, wn) ∈ X ×W , ρn(U |(xn, wn)) = 1. The class of all such Markov policies is denoted by ΠM .
We associate to U and W the sets U and W respectively to be collections of sequences {ν(k) : Ω→ U, k ∈ N}
and {w(k) : Ω→ W, k ∈ N}, in which ν(k) and w(k) are independent of ς(t) for any k, t ∈ N and t ≥ k. The
random sequences xaνw : Ω×N→ X , yaνw : Ω×N→ Y satisfying (2.2) for any initial state a ∈ X , ν(·) ∈ U ,
and w(·) ∈ W are called the solution process and output trajectory of Σ respectively under external input ν,
internal input w and initial state a.
In this paper, our main contribution is to study the interconnected discrete-time stochastic control systems
without internal signals resulting from the interconnection of dt-SCS having both internal and external signals.
Then the interconnected dt-SCS without internal signal is reduced to tuple (X,U, ς, f, Y, h), where f : X ×
U × Vς → X .
In the next sections, we provide an approach for the compositional synthesis of (in)finite abstractions for
interconnected dt-SCS. To do so, we first define the notions of stochastic pseudo-simulation and simulation
functions for quantifying the error between two dt-SCS (with both internal and external signals) and two
interconnected dt-SCS (without internal signals), respectively.
3. Stochastic (Pseudo-)Simulation Functions
In this section, for dt-SCS with both internal and external signals, we first introduce the notion of stochastic
pseudo-simulation functions (SPSF). We then define the notion of stochastic simulation functions (SSF) for
dt-SCS without internal signals. Although the former definition is employed to quantify closeness of two
dt-SCS, the latter is specifically used for interconnected dt-SCS.
Definition 3.1. Consider two dt-SCS Σ= (X,U,W, ς, f, Y, h) and Σ̂ = (Xˆ, Uˆ , Wˆ , ς, fˆ , Yˆ , hˆ), where Wˆ ⊆ W
and Yˆ ⊆ Y . A function V : X × Xˆ → R≥0 is called a stochastic pseudo-simulation function (SPSF) from Σ̂
to Σ if there exist functions α ∈ K∞, κ ∈ K with κ < Id, ρint, ρext ∈ K∞ ∪ {0}, and constant ψ ∈ R≥0, such
that
α(‖h(x) − hˆ(xˆ)‖) ≤ V (x, xˆ), ∀x ∈ X, xˆ ∈ Xˆ, (3.1)
and for all x ∈ X, xˆ ∈ Xˆ, νˆ ∈ Uˆ there exists ν ∈ U such that ∀wˆ ∈ Wˆ ∀w ∈W ,
E
[
V (f(x, ν, w, ς), fˆ(xˆ, νˆ, wˆ, ς))
∣∣x, xˆ, ν, νˆ, w, wˆ] ≤ max{κ(V (x, xˆ)), ρint(‖w − wˆ‖), ρext(‖νˆ‖), ψ}. (3.2)
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We denote Σ̂ PS Σ if there exists an SPSF V from Σ̂ to Σ, and call the control system Σ̂ an abstraction of
concrete (original) system Σ. Note that Σ̂ may be finite or infinite depending on cardinalities of sets Xˆ, Uˆ , Wˆ .
Remark 3.2. As a comparison, the notion of SPSF here is equivalent to the one defined in [LSMZ17, Defi-
nition 3.1] such that the existence of one implies that of the other one. However, the upper bound in (3.2) is
in the max form, whereas the one in [LSMZ17, inequality (4)] is in the additive form.
Remark 3.3. Second condition in Definition 3.1 implies implicitly existence of an interface function ν =
ννˆ(x, xˆ, νˆ) satisfying inequality (3.2) which can be employed to refine a synthesized policy νˆ for Σ̂ to a policy
ν for Σ.
Definition 3.1 can also be stated for systems without internal signals by eliminating all the terms related to
w, wˆ. The precise definition is provided in Definition 9.1 in the Appendix.
The next theorem shows how SSF can be employed to compare output trajectories of two interconnected
dt-SCS (without internal signals) in a probabilistic sense. This theorem is borrowed from [LSMZ17, Theorem
3.3], and holds for the setting here since the max form of SSF here implies the additive form used in [LSMZ17].
Theorem 3.4. Let Σ = (X,U, ς, f, Y, h) and Σ̂ = (Xˆ, Uˆ , ς, fˆ , Yˆ , hˆ) be two dt-SCS without internal signals,
where Yˆ ⊆ Y . Suppose V is an SSF from Σ̂ to Σ, and there exists a constant 0 < κˆ < 1 such that the function
κ ∈ K in (9.2) satisfies κ(s) ≥ κˆs, ∀s ∈ R≥0. For any external input trajectory νˆ ∈ Uˆ that preserves Markov
property for the closed-loop Σ̂, and for any random variables a and aˆ as the initial states of the two dt-SCS,
there exists an input trajectory ν ∈ U of Σ through the interface function associated with V such that the
following inequality holds
P
{
sup
0≤k≤Td
‖yaν(k)− yˆaˆνˆ(k)‖ ≥ ε | [a; aˆ]
}
≤ δ¯
δ¯ :=
{
1− (1 − V (a,aˆ)
α(ε) )(1− ψ̂α(ε) )Td if α (ε) ≥ ψ̂κˆ ,
(V (a,aˆ)
α(ε) )(1− κˆ)Td + ( ψ̂κˆα(ε) )(1− (1− κˆ)Td) if α (ε) < ψ̂κˆ ,
(3.3)
for any ε > 0, where the constant ψ̂ ≥ 0 satisfies ψ̂ ≥ ρext(‖νˆ‖∞) + ψ.
Remark 3.5. Note that ψ = 0 possibly if concrete and abstract systems are both continuous-space but perhaps
with different dimensions and share the same multiplicative noise (cf. Eqn. (2) in [LSMZ17]). In this case,
function V becomes a nonnegative supermartingle if ρext(·) is also equal to zero. Then one can readily extend
the result of Theorem 3.4 to infinite-time horizon and compute the mismatch between two interconnected
systems by applying the results in [LSMZ17, Corollary 3.4].
Next proposition establishes a so-called transitivity property for the computation of error bounds proposed
in Theorem 3.4. This result is important especially when one first constructs a reduced-order model (infinite
abstraction) of an original stochastic system and then uses it to construct a finite MDP. The next proposition
can provide the overall error bound in this two-step abstraction scheme. We refer the interetsed readers to
the second case study in Section 7 for an application of this proposition.
Proposition 3.6. Suppose Σ1, Σ2, and Σ3 are three dt-SCS without internal signals. For any external input
trajectories ν1, ν2, and ν3 and for any random variables a1, a2, and a3 as the initial states of the three dt-SCS,
if
P
{
sup
0≤k≤Td
‖y1a1ν1(k)− y2a2ν2(k)‖ ≥ ε1 | [a1; a2]
}
≤ δ¯1,
P
{
sup
0≤k≤Td
‖y2a2ν2(k)− y3a3ν3(k)‖ ≥ ε2 | [a2; a3]
}
≤ δ¯2,
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for some ε1, ε2 > 0 and δ¯1, δ¯2 ∈]0 1[, then the probabilistic mismatch between output trajectories of Σ1 and Σ3
is quantified as
P
{
sup
0≤k≤Td
‖y1a1ν1(k)− y3a3ν3(k)‖ ≥ ε1 + ε2 | [a1; a2; a3]
}
≤ δ¯1 + δ¯2.
The proof is provided in the Appendix.
4. Interconnected Stochastic Control Systems
We consider a collection of stochastic control subsystems
Σi = (Xi, Ui,Wi, ςi, fi, Yi, hi), i ∈ {1, . . . , N}, (4.1)
where their internal inputs and outputs are partitioned as
wi = [wi1; . . . ;wi(i−1);wi(i+1); . . . ;wiN ], yi = [yi1; . . . ; yiN ], (4.2)
and their output spaces and functions are of the form
Yi =
N∏
j=1
Yij , hi(xi) = [hi1(xi); . . . ;hiN (xi)]. (4.3)
The outputs yii are interpreted as external ones, whereas the outputs yij with i 6= j are internal ones which are
employed to interconnect these stochastic control subsystems. For the interconnection, if there is a connection
from Σj to Σi, we assume that wij is equal to yji. Otherwise, we put the connecting output function identically
zero, i.e. hji ≡ 0. Now we define the concrete interconnected stochastic control systems.
Definition 4.1. Consider N ∈ N≥1 stochastic control subsystems Σi = (Xi, Ui,Wi, ςi, fi, Yi, hi), i ∈ {1, . . . , N},
with the input-output configuration as in (4.2) and (4.3). The interconnection of Σi for any i ∈ {1, . . . , N},
is the concrete interconnected stochastic control system Σ = (X,U, ς, f, Y, h), denoted by I(Σ1, . . . ,ΣN ), such
that X :=
∏N
i=1Xi, U :=
∏N
i=1 Ui, function f :=
∏N
i=1 fi, Y :=
∏N
i=1 Yii, and function h =
∏N
i=1 hii, subject
to the following constraint:
∀i, j ∈ {1, . . . , N}, i 6= j : wji = yij , Yij =Wji.
An example of the interconnection of two concrete control subsystems Σ1 and Σ2 is illustrated in Figure 1.
I(Σ1,Σ2)
Σ1
Σ2
y11ν1
y22ν2
y12
w21 y21
w12
Figure 1. Interconnection of two concrete stochastic subsystems Σ1 and Σ2.
5. Compositional Infinite Abstractions for Interconnected Systems
In this section, we analyze networks of stochastic control subsystems and discuss how to construct their
infinite abstractions together with a simulation function based on corresponding SPSF functions of their
subsystems. We consider here Σ as an original dt-SCS and Σ̂ as its infinite abstraction with (potentially) a
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lower dimension. Suppose we are given N concrete stochastic control subsystems in (4.1) together with their
corresponding infinite abstractions
Σ̂i = (Xˆi, Uˆi, Wˆi, ςi, fˆi, Yˆi, hˆi) (5.1)
where Wˆi = Wi and Yˆi = Yi, with SPSF Vi from Σ̂i to Σi with the corresponding functions and constants
denoted by αi, κi, ρinti, ρexti, and ψi. Now we raise the following small-gain assumption that is essential for
the compositionality result in this section.
Assumption 1. Assume that K∞ functions κij defined as
κij(s) :=
{
κi(s) if i = j,
ρinti(α
−1
j (s)) if i 6= j,
satisfy
κi1i2 ◦ κi2i3 ◦ · · · ◦ κir−1ir ◦ κiri1 < Id (5.2)
for all sequences (i1, . . . , ir) ∈ {1, . . . , N}r and r ∈ {1, . . . , N}.
The small-gain condition (5.2) implies the existence of K∞ functions σi > 0 [Ru¨f10, Theorem 5.5], satisfying
max
i,j
{
σ−1i ◦ κij ◦ σj
}
< Id, i, j = {1, . . . , N}. (5.3)
In the next theorem, we apply Assumption 1 to compute the mismatch between the interconnection of sto-
chastic control subsystems and that of their infinite abstractions in a compositional fashion.
Theorem 5.1. Consider the interconnected dt-SCS Σ = I(Σ1, . . . ,ΣN ) induced by N ∈ N≥1 stochastic control
subsystems Σi. Suppose that each Σi admits an infinite abstraction Σ̂i together with a corresponding SPSF
Vi. If Assumption 1 holds, then function V (x, xˆ) defined as
V (x, xˆ) := max
i
{σ−1i (Vi(xi, xˆi))}, (5.4)
for σi as in (5.3), is an SSF function from Σ̂ = I(Σ̂1, . . . , Σ̂N) to Σ = I(Σ1, . . . ,ΣN ) provided that maxi σ−1i
is concave.
The proof of Theorem 5.1 is provided in the Appendix.
Now in the next subsection, we propose an approach to construct infinite abstractions for a class of discrete-
time nonlinear stochastic control systems. We impose conditions on the dt-SCS Σ enabling us to find SPSF
from its infinite abstraction Σ̂ to Σ. The required conditions are presented via matrix inequalities.
5.1. A class of Nonlinear Stochastic Systems. Here, we focus on a specific class of discrete-time nonlinear
stochastic control systems Σ and quadratic stochastic pseudo-simulation functions V and provide an approach
on the construction of their infinite abstractions. The class of nonlinear systems is given by
Σ :
{
x(k+1)=Ax(k)+Eϕ(Fx(k))+Bν(k)+Dw(k)+Rς(k),
y(k) = Cx(k),
(5.5)
where the additive noise ς(k) is a sequence of independent random vectors with multivariate standard normal
distributions, and ϕ : R→ R satisfies
a ≤ ϕ(c) − ϕ(d)
c− d ≤ b, ∀c, d ∈ R, c 6= d, (5.6)
for some a ∈ R and b ∈ R>0 ∪ {∞}, a ≤ b.
We use the tuple
Σ = (A,B,C,D,E, F,R, ϕ),
to refer to the class of nonlinear systems of the form (5.5).
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[
(1 + 2/pi)(A+BK)TM(A+BK) (A+BK)TM(BL1 + E)
∗ (1 + 2/pi)(BR˜− PBˆ)TM(BR˜ − PBˆ)
]

[
κˆM −FT
−F 2
b
]
(5.8)
Remark 5.2. If E is a zero matrix or ϕ in (5.5) is linear including the zero function (i.e. ϕ ≡ 0), one
can remove or push the term Eϕ(Fx) to Ax, and consequently the nonlinear tuple reduces to the linear one
Σ = (A,B,C,D,R). Then, every time we mention the tuple Σ = (A,B,C,D,E, F,R, ϕ), it implicitly implies
that ϕ is nonlinear and E is nonzero.
Remark 5.3. Without loss of generality and as mentioned in [AK01], we can assume a = 0 in (5.6) for
the class of nonlinear control systems in (5.5). If a 6= 0, one can define a new function ϕ˜(s) := ϕ(s) − as
satisfying (5.6) with a˜ = 0 and b˜ = b− a, and rewrite (5.5) as
Σ :
{
x(k+1)= A˜x(k)+Eϕ˜(Fx(k))+Bν(k)+Dw(k)+Rς(k),
y(k) = Cx(k)
where A˜ = A+ aEF .
Remark 5.4. We restrict ourselves here to systems with a single nonlinearity as in (5.5) for the sake of
simple presentation. However, it would be straightforward to show similar results for systems with multiple
nonlinearities as
Σ :
{
x(k+1)=Ax(k)+
∑M¯
i=1Eiϕi(Fix(k))+Bν(k)+Dw(k) +Rς(k),
y(k) = Cx(k),
where ϕi : R→ R satisfies (5.6) for some ai ∈ R and bi ∈ R>0 ∪ {∞}, for any i ∈ {1, . . . , M¯}.
Here, we employ quadratic SPSF of the form
V (x, xˆ) = (x− P xˆ)TM(x− P xˆ), (5.7)
where P and M ≻ 0 are matrices of appropriate dimensions. In order to show that V in (5.7) is an SPSF
from Σ̂ to Σ, we require the following key assumption on Σ.
Assumption 2. Assume that for some constant 0 < κˆ < 1, there exist matrices M ≻ 0, K, and L1 of
appropriate dimensions such that the matrix inequality (5.8) holds. Note that the left hand side matrix in
(5.8) is symmetric as well.
Now, we provide one of the main results of this section showing conditions under which V in (5.7) is an SPSF
from Σ̂ to Σ.
Theorem 5.5. Let Σ and Σ̂ be two stochastic control subsystems. Suppose Assumption 2 holds and there exist
matrices P , Q, S, and L2 such that one has
AP = PAˆ−BQ, (5.9a)
E = PEˆ −B(L1 − L2), (5.9b)
D = PDˆ − BˆS, (5.9c)
R = PRˆ, (5.9d)
Fˆ = FP, (5.9e)
Cˆ = CP. (5.9f)
Then, function V defined in (5.7) is an SPSF from Σ̂ to Σ.
The proof of Theorem 5.5 is provided in the Appendix. Note that functions α ∈ K∞, κ ∈ K, and ρint, ρext ∈
K∞∪{0} in Definition 3.1 associated with V in (5.7) are defined as α(s) = λmin(M)nλmax(CTC) s2, κ(s) := (1−(1−p˜i)κ˜) s,
ρint(s) := (1 + δ˜)(
1
κ˜p˜i
)(p(1 + 2pi + 1/pi))‖
√
MD‖22 s2, ρext(s) := (1+1/δ˜)( 1κ˜p˜i )(m(1 + 3pi)‖
√
M(BR˜− PBˆ)‖22 s2,
COMPOSITIONAL (IN)FINITE ABSTRACTIONS FOR LARGE-SCALE INTERCONNECTED STOCHASTIC SYSTEMS 9
∀s ∈ R≥0 where κ˜ = 1 − κˆ, and constants 0 < p˜i < 1 and δ˜ > 0 can be chosen arbitrarily. Moreover, positive
constant ψ in (3.2) is equal to zero here.
Remark 5.6. Note that for any linear system Σ = (A,B,C,D,R), stabilizability of the pair (A,B) is sufficient
to satisfy Assumption 2 in where matrices E, F , and L1 are identically zero.
Remark 5.7. Since the results in Theorem 5.5 do not impose any condition on matrix Bˆ, it can be arbitrarily
chosen. One can choose Bˆ = Inˆ to construct a fully actuated infinite abstract system Σ̂, and consequently
make the synthesis problem over it much easier.
Remark 5.8. Since Theorem 5.5 does not impose any condition also on matrix R˜, one can choose R˜ such
that it minimizes function ρext which is given by [GP09]:
R˜ = (BTMB)−1BTMPBˆ.
In the next section, we propose a computational scheme to construct finite MDPs together with their stochastic
pseudo-simulation functions from the concrete models (or their reduced-order versions).
6. Compositional Finite Abstractions for Interconnected Systems
In this section, we consider Σi = (Xi, Ui,Wi, ςi, fi, Yi, hi) as the original subsystems (or their reduced-order
versions constructed in the previous section) and Σ̂i as their finite abstractions given by the tuple
Σ̂i = (Xˆi, Uˆi, Wˆi, ςi, fˆi, Yˆi, hˆi),
with the input-output configuration similar to (4.2) and (4.3), where Wˆi ⊆ Wi and Yˆi ⊆ Yi. Moreover, we
assume there exist SPSF Vi from Σ̂i to Σi with the corresponding functions and constants denoted by αi, κi,
ρinti, ρexti, and ψi. In order to provide another compositionality result of the paper for interconnected finite
systems, we first define the abstraction map Πwji on Wji that assigns to any wji ∈ Wji representative point
wˆji ∈ Wˆji of the corresponding partition set containing wji. The mentioned map satisfies
‖Πwji(wji)− wji‖ ≤ µji, ∀wji ∈ Wji, (6.1)
where µji is an internal input discretization parameter defined similar to δ later in (6.7). Now we define a
notion of interconnection applicable to finite MDPs.
Definition 6.1. Consider N ∈ N≥1 finite stochastic control subsystems Σ̂i = (Xˆi, Uˆi, Wˆi, ςi, fˆi, Yˆi, hˆi), i ∈
{1, . . . , N}. The interconnection of Σ̂i is the finite interconnected stochastic control system Σ̂ = (Xˆ, Uˆ , ς, fˆ , Yˆ , hˆ),
denoted by Î(Σ̂1, . . . , Σ̂N ), such that Xˆ :=
∏N
i=1 Xˆi, Uˆ :=
∏N
i=1 Uˆi, function fˆ :=
∏N
i=1 fˆi, Yˆ :=
∏N
i=1 Yˆii, and
function hˆ =
∏N
i=1 hˆii, subject to the following constraint:
∀i, j∈{1, . . . , N}, i 6= j : wˆji = Πwji (yˆij),Πwji (Yˆij) ⊆ Wˆji.
Now we raise the following small-gain assumption similar to Assumption 1.
Assumption 3. Assume that there exist K∞ functions δ˜f , λ¯ such that (λ¯− Id) ∈ K∞ and K∞ functions κij
defined as
κij(s) :=
{
κi(s) if i = j,
(Id + δ˜f ) ◦ ρinti ◦ λ¯ ◦ α−1j (s) if i 6= j,
satisfy
κi1i2 ◦ κi2i3 ◦ · · · ◦ κir−1ir ◦ κiri1 < Id (6.2)
for all sequences (i1, . . . , ir) ∈ {1, . . . , N}r and r ∈ {1, . . . , N}.
The small-gain condition (6.2) implies the existence of K∞ functions σi > 0, satisfying
max
i,j
{
σ−1i ◦ κij ◦ σj
}
< Id, i, j = {1, . . . , N}. (6.3)
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In the next theorem, we leverage small-gain Assumption 3 to quantify the error between the interconnection
of stochastic control subsystems and that of their finite abstractions in a compositional manner.
Theorem 6.2. Consider the interconnected dt-SCS Σ = I(Σ1, . . . ,ΣN ) induced by N ∈ N≥1 stochastic control
subsystems Σi. Suppose that each Σi admits a finite abstraction Σ̂i together with a SPSF Vi. If Assumption 3
holds, then function V (x, xˆ) defined as
V (x, xˆ) := max
i
{σ−1i (Vi(xi, xˆi))}, (6.4)
for σi as in (6.3), is an SSF function from Σ̂ = Î(Σ̂1, . . . , Σ̂N) to Σ = I(Σ1, . . . ,ΣN ) provided that maxi σ−1i
is concave.
The proof of Theorem 6.2 is provided in the Appendix. Figure 2 shows schematically the results of Theorem
6.2.
Next, we show how to construct finite Markov decision processes from the concrete models (or their reduced-
order versions).
x0 x1
x2
0:9
0:07
0:03
0:6
0:1
0:3
0:2
0:45
0:35
ν^i
w^i
h^i(x^i)
ν^i
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h^i(x^i)d
Σi
PS
x0 x1
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ν^ d
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x0 x1
x2
0:5
0:3
0:2
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0:3
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0:8
0:15
y^ii ν^ y^ii
d
ΣN
. . .
.. .
y^ij
8i 6= j
8i 6= jw^ji = y^ij;Πwji
w^ji
Figure 2. Compositionality results for constructing finite interconnected systems provided
that condition (6.2) is satisfied.
6.1. Finite Abstractions of dt-SCS. Given a dt-SCS Σ, we construct its finite abstraction Σ̂. The ab-
straction algorithm works based on selecting finite partitions of state and input sets as
X = ∪iXi, U = ∪iUi, W = ∪iWi
and selection of representative points x¯i ∈ Xi, ν¯i ∈ Ui, and w¯i ∈Wi as abstract states and inputs.
Given a dt-SCS Σ, its finite abstract Σ̂ can be represented as
Σ̂ = (Xˆ, Uˆ , Wˆ , ς, fˆ , Yˆ , hˆ), (6.5)
where Xˆ = {x¯i, i = 1, . . . , nx}, Uˆ = {u¯i, i = 1, . . . , nu}, Wˆ = {w¯i, i = 1, . . . , nw} are the sets of selected
representative points. Function fˆ : Xˆ × Uˆ × Wˆ × Vς → Xˆ is defined as
fˆ(xˆ, νˆ, wˆ, ς) = Πx(f(xˆ, νˆ, wˆ, ς)), (6.6)
where Πx : X → Xˆ is the map that assigns to any x ∈ X , the representative point xˆ ∈ Xˆ of the corresponding
partition set containing x. The output map hˆ is the same as h with its domain restricted to finite state set
Xˆ and the output set Yˆ is just the image of Xˆ under h. The initial state of Σ̂ is also selected according to
xˆ0 := Πx(x(0)) with x(0) being the initial state of Σ.
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[
(1 + 2/pi)(A+BK)TM(A+BK) (A+BK)TME
∗ (1 + 2/pi)ETME
]

[
κˆM −FT
−F 2
b
]
(6.11)
Remark 6.3. We assume the abstraction map Πx used in (6.6) satisfies the inequality
‖Πx(x) − x‖ ≤ δ, ∀x ∈ X, (6.7)
where δ is the state discretization parameter defined as δ := sup{‖x− x′‖, x, x′ ∈ Xi, i = 1, 2, . . . , nx}.
6.2. General Setting of Nonlinear Stochastic Systems. In this subsection, we assume that the output
map h satisfies the following general Lipschitz assumption: there exists an α˜ ∈ K∞ such that ‖h(x)−h(x′)‖ ≤
α˜(‖x − x′‖) for all x, x′ ∈ X . Note that this assumption on h is not restrictive provided that h is continuous
and one works on a compact subset of X . We impose conditions on the infinite dt-SCS Σ enabling us to find
SPSF from its finite abstraction Σ̂, constructed as in the previous subsection, to Σ. The existence of SPSF
is established under the assumption that the original model (or its reduced-order version) is incrementally
input-to-state stable as in the next definition.
Definition 6.4. A dt-SCS Σ is called incrementally input-to-state stable if there exists function V : X×X →
R≥0 such that ∀x, x′ ∈ X, ∀ν, ν′ ∈ U , ∀w,w′ ∈W , the following two inequalities
α(‖x− x′‖) ≤ V (x, x′) ≤ α(‖x− x′‖), (6.8)
and
E
[
V (f(x, ν, w, ς),f(x′, ν′, w′, ς))
∣∣x, x′, ν, ν′, w, w′]−V (x, x′) ≤ −κ¯(V (x, x′)) + ρ¯int(‖w − w′‖) + ρ¯ext(‖ν − ν′‖),
(6.9)
hold for some α, α ∈ K∞, κ¯ ∈ K, and ρ¯int, ρ¯ext ∈ K∞ ∪ {0}.
In the next subsection, we show that inequalities (6.8)-(6.9) for a candidate quadratic function V and a class
of nonlinear stochastic control systems boil down to some matrix inequalities.
Now, we show that under a mild condition, function V , as in Definition 6.4, is indeed an SPSF from Σ̂, as in
Subsection 6.1, to Σ.
Theorem 6.5. Let Σ be an incrementally input-to-state stable dt-SCS via a function V as in Definition 6.4
and Σ̂ be its finite MDP as in Subsection 6.1. Assume that there exists a function γ ∈ K∞ such that V satisfies
V (x, x′)− V (x, x′′) ≤ γ(‖x′ − x′′‖), ∀x, x′, x′′ ∈ X. (6.10)
Then V is a stochastic pseudo-simulation function from Σ̂ to Σ.
The proof of Theorem 6.5 is provided in the Appendix.
Remark 6.6. Note that by employing the mean value theorem as in [ZMEM+14], assumption (6.10) is always
satisfied for any differentiable function V restricted to a compact subset of X ×X.
Now we provide similar results as in this subsection but tailored to a specific class of nonlinear stochastic
control systems.
6.3. A class of Nonlinear Stochastic Systems. Here, we focus on Σ in (5.5) and propose an approach to
construct its finite abstraction Σ̂. We candidate the following pseudo-simulation function
V (x, xˆ) = (x− xˆ)TM(x− xˆ), (6.12)
where M is a positive-definite matrix of appropriate dimension. In order to show that V in (6.12) is an SPSF
from Σ̂ to Σ, we require the following assumption on Σ.
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Figure 3. On the left: A circular building in a network of 1000 rooms. On the right: A fully
interconnected network of 20 nonlinear components (totally 100 dimensions).
Assumption 4. Assume that for some constant 0 < κˆ < 1, there exist matrices M ≻ 0, and K of appropriate
dimensions such that the inequality (6.11) holds. Note that the matrix in the left hand side of inequality (6.11)
is symmetric as well.
Now, we provide another main result of this paper showing under which conditions V in (6.12) is an SPSF
from Σ̂ to Σ.
Theorem 6.7. Assume system Σ satisfies Assumption 4. Let Σ̂ be its finite abstraction with state discretiza-
tion parameter δ. Then function V defined in (6.12) is an SPSF from Σ̂ to Σ.
The proof of Theorem 6.7 is provided in the Appendix.
Note that the functions α ∈ K∞, κ ∈ K, and ρint, ρext ∈ K∞∪{0} in Definition 3.1 associated with V in (6.12)
are defined as α(s) = λmin(M)
nλmax(CTC)
s2, κ(s) := (1−(1−p˜i)κ˜) s, ρint(s) := (1+δ˜)( 1κ˜p˜i )(p(1+2pi+1/pi))‖
√
MD‖22 s2,
ρext(s) := 0, ∀s ∈ R≥0 where κ˜ = 1− κˆ and constants 0 < p˜i < 1 and δ˜ > 0 can be chosen arbitrarily. Moreover,
positive constant ψ in (3.2) is ψ = (1 + 1/δ˜)( 1
κ˜p˜i
)(n(1 + 3pi)λmax(M)) δ
2.
7. Case Study
In this section, to demonstrate the effectiveness of our proposed results, we first apply our approaches to
the temperature regulation in a circular building (cf. Figure 3 left) and construct compositionally a finite
abstraction of a network containing 1000 rooms. We employ the constructed finite abstractions as substitutes
to compositionally synthesize policies regulating the temperature in each room for a bounded time horizon.
Then, to show its applicability to nonlinear systems in strongly connected networks (cf. Figure 3 right), we
apply our proposed techniques to a fully connected network of 20 nonlinear subsystems (totally 100 dimensions)
and construct the finite MDPs from their reduced-order versions (together 20 dimensions) with guaranteed
probabilistic error bounds on their output trajectories.
7.1. Room Temperature Control. Consider a network of n ≥ 3 rooms each equipped with a heater and
connected circularly (cf. Figure 3 left). The model of this case study is adapted from [MGW18] by includ-
ing stochasticity in the model as additive noise. The evolution of temperatures T can be described by the
interconnected linear dt-SCS
Σ :
{
T (k + 1) = A¯T (k) + γThν(k) + βTE + ς(k),
y(k) = T (k),
where A¯ is a matrix with diagonal elements a¯ii = (1− 2η − β − γνi(k)), i ∈ {1, . . . , n}, off-diagonal elements
a¯i,i+1 = a¯i+1,i = a¯1,n = a¯n,1 = η, i ∈ {1, . . . , n− 1}, and all other elements are identically zero. Parameters η,
β, and γ are conduction factors, respectively, between the rooms i ± 1 and the room i, between the external
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environment and the room i, and between the heater and the room i. Moreover, T (k) = [T1(k); . . . ;Tn(k)],
ν(k) = [ν1(k); . . . ; νn(k)], ς(k) = [ς1(k); . . . ; ςn(k)], TE = [Te1; . . . ;Ten], where Ti(k) and νi(k) are taking values
in sets [19, 21] and [0, 0.6], respectively, for all i ∈ {1, . . . , n}. Outside temperatures are the same for all rooms:
Tei = −1 ◦C, ∀i ∈ {1, . . . , n}, and the heater temperature Th = 50 ◦C. Let us consider the individual rooms
as Σi described as
Σi :
{
Ti(k+1)=AiTi(k)+γThνi(k)+Diwi(k)+βTei+ςi(k),
yi(k) = Ti(k),
where Ai = a¯ii, i ∈ {1, . . . , n}. One can readily verify that Σ = I(Σ1, . . . ,ΣN ) where Di = [η; η]T , and
wi(k) = [yi−1(k); yi+1(k)] (with y0 = yn and yn+1 = y1). Note that since the dynamics of each room is scaler
(no need to reduce the order), our objective here is just to construct the finite abstraction of each room. First,
we fix SPSF as in (6.12). Since the dynamics of the system is linear, condition (6.11) reduces to
(1 + 2/pii)(Ai +BiKi)
TMi(Ai +BiKi)  κˆiMi,
which is nothing more than stabilizability of the temperature dynamic in room i. One can verify that this
condition is satisfied with Mi = 1, Ki = 0, pii = 1, κˆi = 0.48 ∀i ∈ {1, . . . , n}, and η = 0.1, β = 0.4, γ = 0.5.
Then function Vi(Ti, Tˆi) = (Ti − Tˆi)2 is an SPSF from Σ̂i to Σi satisfying condition (3.1) with αi(s) = s2 and
condition (3.2) with κi(s) = 0.99s, ρinti(s) = 0.91s
2, ρexti(s) = 0, ∀s ∈ R≥0, and ψi = 7.6 δ2i .
Now we check small-gain condition (6.2) that is required for the compositionality result. By taking σi(s) = s,
∀i ∈ {1, . . . , n}, condition (6.2) and as a result condition (6.3) are always satisfied without any restriction on
the number of rooms. Hence, V (T, Tˆ ) = maxi(Ti− Tˆi)2 is an SSF from Σ̂ to Σ satisfying conditions (9.1) and
(9.2) with α(s) = s2, κ(s) = 0.99 s, ρext(s) = 0, and ψ = 7.6 δ
2.
We fix n = 1000 and set the state discretization parameter δ = 0.005. The initial states of the interconnected
systems Σ and Σ̂ are selected as 2011000. Using Theorem 3.4, we guarantee that the distance between outputs
of Σ and Σ̂ will not exceed ε = 0.5 during the time horizon Td = 100 with probability at least 98%, i.e.
P(‖y(k)− yˆ(k)‖ ≤ 0.5, ∀k ∈ [0, 100]) ≥ 0.98 . (7.1)
Note that for the construction of finite abstractions, we have selected the center of partition sets as represen-
tative points. Moreover, we assume Yˆij = Wˆji, i.e. µji = 0, ∀i, j ∈ {1, . . . , N}, i 6= j.
Let us now synthesize a controller for Σ via the abstraction Σ̂ such that the controller maintains the tempera-
ture of any room in the comfort zone [19, 21]. We design a local controller for the abstract subsystem Σ̂i, and
then refine it back to subsystem Σi using interface function. We employ the tool FAUST
2 [SGA15] to synthe-
size controllers for Σi by taking the external input discretization parameter as 0.04 and standard deviation
of noise as 0.21, ∀i ∈ {1, . . . , n}. Closed-loop state trajectories of a representative room with different noise
realizations are illustrated in Figure 4 with only 10 trajectories. Our simulations show that two out of 100
trajectories violates the specification, which is in accordance with the theoretical guarantee (7.1).
In Figure 5 which is in logarithmic scale, we have fixed δ = 0.005 and plotted the error (the upper bound of
the probability in (3.3)) as a function of the number of subsystems N and confidence bound ε (cf. (3.3)). As
seen, ψ in (3.3) is independent of the size of the network, and is computed based on the maximum of ψi of
subsystems instead of being a linear combination of them which is the case in [LSZ18c]. Hence, by increasing
the number of subsystems, the error does not change.
7.2. Nonlinear Fully Interconnected Network. In order to show applicability of our approach to strongly
connected networks with nonlinear dynamics, we consider nonlinear dt-SCS
Σ :
{
x(k + 1) = Gx(k) +ϕ(x(k))+ν(k)+Rς(k),
y(k) = x(k),
for some matrix G = (In − τL) ∈ Rn×n where τL is the Laplacian matrix of an undirected graph with
0 < τ < 1/∆, and ∆ is the maximum degree of the graph [GR01]. We assume L is the Laplacian matrix of a
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Figure 4. Closed loop state trajectories of a representative room with different noise real-
izations in a network of 1000 rooms.
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Figure 5. Temperature control: Error bound in (3.3) provided by our approach based on
small-gain condition. Plot is in logarithmic scale for a fixed δ = 0.005, and Td = 100.
complete graph as
L =

n− 1 −1 · · · · · · −1
−1 n− 1 −1 · · · −1
−1 −1 n− 1 · · · −1
...
. . .
. . .
...
−1 · · · · · · −1 n− 1

n×n
, (7.2)
and τ = 0.001. Moreover,R = diag(1n1 , . . . ,1nN ), ς(k) = [ς1(k); . . . ; ςN (k)], ϕ(x) = [1n1ϕ1(F1x1(k)); . . . ;1nNϕN
(FNxN (k))] where n =
∑N
i=1 ni, ϕi(x) = sin(x), and F
T
i =
[
1 0 · · · 0]T ∈ Rni ∀i ∈ {1, . . . , N}. We par-
tition x(k) as x(k) = [x1(k); . . . ;xN (k)] and ν(k) as ν(k) = [ν1(k); . . . ; νN (k)], where xi(k), νi(k) ∈ Rni . Now,
we introduce Σi as
Σi :
{
xi(k + 1)=Aixi(k)+1niϕi(Fixi(k))+νi(k)+Diwi(k) + 1niςi(k),
yi(k) = xi(k),
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where Ai = (Ini − τLi), wi(k) = [y1i; . . . ; y(i−1)i; y(i+1)i; . . . ; yNi], i ∈ {1, . . . , N}, and
Li =

n− 1 −1 · · · −1
−1 n− 1 · · · −1
...
. . .
...
−1 · · · −1 n− 1

ni×ni
, Di = −τ

−1 −1 · · · −1
−1 −1 · · · −1
...
. . .
...
−1 · · · −1 −1

ni×(n−ni)
, ∀i ∈ {1, . . . , N}.
We fix N = 20, n = 100, ni = 5, ∀i ∈ {1, . . . , N}. Then one can readily verify that Σ = I(Σ1, . . . ,ΣN ). Our
goal is to first aggregate each xi into a scalar-valued xˆri (index r signifies the reduced-order version of the
original model), governed by Σ̂ri, which satisfies:
Σ̂ri :
{
xˆri(k+1) = 0.5xˆri(k)+0.1ϕi(xˆri(k))+νˆri(k)+Dˆiwˆri(k)+ςi(k),
yˆri(k) = Cˆixˆri(k),
where Dˆi = 0.0021
T
95, Cˆi = 15, and wˆri(k) ∈ R95. One can readily verify that, for any i ∈ {1, . . . , N},
condition (5.8) is satisfied with Mi = I5, κˆi = 0.003, pii = 1, Pi = 15, L1i = −15, R˜i = 15, bi = 0.003, and Ki
as a 5 × 5 matrix with diagonal elements −0.8, and off-diagonals −0.001. Moreover, for any i ∈ {1, . . . , N},
conditions (5.9) are satisfied by L2i = −0.115. We fix SPSF as in (5.7). By taking p˜ii = 0.99, κ˜i = 0.99 and
δ˜i = 0.1, ∀i ∈ {1, . . . , N}, one can verify that Vi(xi, xˆri) = (xi − 15xˆri)T I5(xi − 15xˆri) is an SPSF from Σ̂ri
to Σi satisfying condition (3.1) with αi(s) = 1/5s
2 and condition (3.2) with κi(s) = 0.99s, ρinti(s) = 0.84s
2,
ρexti(s) = 0, ∀s ∈ R≥0, and ψi = 0, where the input νi is given via the interface function in (9.5) as
νi =−Ki(xi − 15xˆri)− 0.415xˆri + 15νˆri + Swˆri − 15ϕi(Fixi) + 0.115ϕi(Fi15xˆri).
By taking σi(s) = s ∀i ∈ {1, . . . , N} , one can readily verify that the small-gain condition (5.2) and as
a result condition (5.3) are satisfied. Hence, V (x, xˆr) = maxi(xi − 15xˆri)T I5(xi − 15xˆri) is an SSF from
Σ̂r = I(Σ̂r1, . . . , Σ̂rN ) to Σ satisfying conditions (9.1) and (9.2) with α(s) = 1/25s2, κ(s) = 0.99 s, ρext(s) = 0,
∀s ∈ R≥0, and ψ = 0.
Now we proceed with finding an SPSF from finite MDP Σ̂i to the reduced-order model Σ̂ri. One can readily
verify that, for any i ∈ {1, . . . , N}, condition (6.11) is satisfied with Mi = 1, κˆi = 0.007, pii = 1, Ki = −0.49,
and bi = 0.003. By taking p˜ii = 0.99, κ˜i = 0.99 and δ˜i = 0.9 ∀i ∈ {1, . . . , N}, function Vi(xˆri, xˆi) = (xˆri − xˆi)2
is an SPSF from Σ̂i to Σ̂ri satisfying condition (3.1) with αi(s) = 1/5s
2 and condition (3.2) with κi(s) = 0.99s,
ρinti(s) = 0.01s
2, ρexti(s) = 0, ∀s ∈ R≥0, and ψi = 8.42δ2, where the input νi is given via the interface function
in (9.8) as
νˆri =− 0.49(xˆri − xˆi) + νˆi.
By taking σi(s) = s ∀i ∈ {1, . . . , N} , one can readily verify that the small-gain condition (6.2) and as a
result condition (6.3) are satisfied. Hence, V (xˆr, xˆ) = maxi(xˆri− xˆi)2 is an SSF from Σ̂ = Î(Σ̂1, . . . , Σ̂N ), with
µji = 0 ∀i, j ∈ {1, . . . , N}, i 6= j, to Σ̂r satisfying conditions (9.1) and (9.2) with α(s) = 1/25s2, κ(s) = 0.99 s,
ρext(s) = 0, ∀s ∈ R≥0, and ψ = 8.42δ2.
By taking the state set discretization parameter δ = 0.001, and starting the initial states of the interconnected
systems Σ from 0100, Σ̂r and Σ̂ from 020, and using Theorem 3.4 and Proposition 3.6, we guarantee that the
mismatch between outputs of Σ and Σ̂ will not exceed ε = 0.5, (ε1 = ε2 = 0.25), during the time horizon
Td = 100 with probability at least 92%, , i.e.
P(‖y(k)− yˆ(k)‖ ≤ 0.5, ∀k ∈ [0, 100]) ≥ 0.92 .
Similarly, we have fixed δ = 0.001 and plotted in Figure 6 the error between the finite MPD Σ̂ and the concrete
model Σ as a function of the number of subsystems N and confidence bound ε. As seen, by increasing the
number of subsystems, the error does not change since ψ in (3.3) is independent of the size of the network.
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Figure 6. Fully interconnected nonlinear network: Error bound in (3.3) provided by our
approach based on small-gain condition. Plot is in logarithmic scale for a fixed δ = 0.001 and
Td = 100.
8. Discussion
In this paper, we provided a compositional methodology for constructing both infinite abstractions (reduced
order models) and finite MDPs of large-scale stochastic systems. First, we introduced new notions of stochas-
tic pseudo-simulation and simulation functions to compute the probabilistic mismatch between the systems
and their infinite abstractions. We then provided a compositional scheme on the construction of infinite ab-
stractions of interconnected systems using small-gain type reasoning. Accordingly, we constructed infinite
abstractions together with their corresponding stochastic simulation functions for a class of nonlinear stochas-
tic systems. Afterwards, we leveraged small-gain type conditions for the compositional construction of finite
abstractions. We also proposed an approach to construct finite MDPs from the concrete models (or their
reduced-order versions) for stochastic control systems satisfying incremental input-to-state stability property.
We showed that for a class of nonlinear systems, the aforementioned property can be readily checked by matrix
inequalities. Finally, we applied our approaches to the temperature regulation in a circular building and em-
ployed the constructed finite abstractions as substitutes to compositionally synthesize policies regulating the
temperature in each room for a bounded time horizon. We also applied our proposed techniques to a nonlinear
fully connected network and constructed the finite MDPs from their reduced-order versions. Compositional
controller synthesis for large-scale stochastic systems is under investigation as a future work.
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9. Appendix
Definition 9.1. Consider two dt-SCS Σ = (X,U, ς, f, Y, h) and Σ̂ = (Xˆ, Uˆ , ς, fˆ , Yˆ , hˆ) without internal signals,
where Yˆ ⊆ Y . A function V : X × Xˆ → R≥0 is called a stochastic simulation function (SSF) from Σ̂ to Σ if
there exists α ∈ K∞ such that
α(‖h(x) − hˆ(xˆ)‖) ≤ V (x, xˆ), ∀x ∈ X, xˆ ∈ Xˆ, (9.1)
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and for all x ∈ X, xˆ ∈ Xˆ, νˆ ∈ Uˆ , there exists ν ∈ U such that
E
[
V (f(x, ν, ς), fˆ(xˆ, νˆ, ς))
∣∣ x, xˆ, ν, νˆ] ≤ max{κ(V (x, xˆ)), ρext(‖νˆ‖), ψ}, (9.2)
for some κ ∈ K with κ < Id, ρext ∈ K∞ ∪ {0}, and ψ ∈ R≥0.
We call Σ̂ an abstraction of Σ, and denote by Σ̂  Σ if there exists an SSF V from Σ̂ to Σ.
Proof: (Proposition 3.6) By defining
A = {‖y1a1ν1(k)− y2a2ν2(k)‖ < ε1 | [a1; a2; a3]}, B = {‖y2a2ν2(k)− y3a3ν3(k)‖ < ε2 | [a1; a2; a3]},
C = {‖y1a1ν1(k)− y3a3ν3(k)‖ < ε1 + ε1 | [a1; a2; a3]},
we have P{A¯} ≤ δ¯1 and P{B¯} ≤ δ¯2, where A¯ and B¯ are the complement of A and B, respectively. Since
P{A ∩ B} ≤ P{C}, we have
P{C¯} ≤ P{A¯ ∪ B¯} ≤ P{A¯}+ P{B¯} ≤ δ¯1 + δ¯2.
Then
P
{
sup
0≤k≤Td
‖y1a1ν1(k)− y3a3ν3(k)‖ ≥ ε1 + ε2 | [a1; a2; a3]
}
≤ δ¯1 + δ¯2.
Proof: (Theorem 5.1) We first show that for some K∞ function α, SSF V in (5.4) satisfies the inequality
(9.1). For any x = [x1; . . . ;xN ] ∈ X and xˆ = [xˆ1; . . . ; xˆN ] ∈ Xˆ, one gets:
‖h(x)− hˆ(xˆ)‖ = max
i
{‖hii(xi)− hˆii(xˆi)‖} ≤ max
i
{‖hi(xi)−hˆi(xˆi)‖}≤max
i
{α−1i (Vi(xi, xˆi))}
≤ β (max
i
{σ−1i (Vi(xi, xˆi))}) = β(V (x, xˆ))
where β(s) = maxi
{
α−1i ◦ σi(s)
}
for all s ∈ R≥0, which is a K∞ function and (9.1) holds with α = β−1.
We continue with showing (9.2). Let κ(s) = maxi,j{σ−1i ◦κij ◦σj(s)}. It follows from (5.3) that κ < Id. Since
maxi σ
−1
i is concave, one can readily get the chain of inequalities in (9.3) using Jensen’s inequality, and by
defining ρext, and ψ as
ψ := max
i
σ−1i (ψi), ρext(s) :=
{
maxi{σ−1i ◦ ρexti(si)},
s.t. si≥ 0, ‖[s1; . . . ; sN ]‖ = s.
Note that κ and ρext in (9.3) belong to K and K∞ ∪ {0}, respectively, due to their definition provided above.
Hence, V is an SSF from Σ̂ to Σ which completes the proof.
Proof: (Theorem 5.5) According to (5.9f), we have ‖Cx − Cˆxˆ‖2 ≤ nλmax(CTC)‖x − P xˆ‖2, and similarly
λmin(M)‖x−P xˆ‖2 ≤ (x−P xˆ)TM(x−P xˆ). Then one can readily verify that λmin(M)nλmax(CTC)‖Cx−Cˆxˆ‖2 ≤ V (x, xˆ)
holds ∀x, ∀xˆ, implying that inequality (3.1) holds with α(s) = λmin(M)
nλmax(CTC)
s2 for any s ∈ R≥0. We proceed
with showing that the inequality (3.2) holds, as well. Given any x, xˆ, and νˆ, we choose ν via the following
interface function:
ν=ν(x, xˆ, νˆ) := K(x−P xˆ)+Qxˆ+R˜νˆ+Swˆ+L1ϕ(Fx)−L2ϕ(FP xˆ), (9.5)
for some matrix R˜ of appropriate dimension. By employing the equations (5.9a), (5.9b), (5.9c), (5.9d), (5.9e),
and also the definition of the interface function in (9.5), we simplify
Ax+Eϕ(Fx)+Bν(x, xˆ, νˆ)+Dw − P (Aˆxˆ+Eˆϕ(Fˆ xˆ)+Bˆνˆ+Dˆwˆ)+(Rς−PRˆς)
to
(A+BK)(x− P xˆ) +D(w − wˆ) + (BR˜ − PBˆ)νˆ + (BL1+E)(ϕ(Fx)−ϕ(FP xˆ)). (9.6)
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E
[
V (f(x,ν, ς), fˆ(xˆ, νˆ, ς))|x, xˆ, νˆ
]
= E
[
max
i
{σ−1i Vi(fi(xi, νi, wi, ςi), fˆi(xˆi, νˆi, wˆi, ςi))}|x, xˆ, νˆ
]
≤ max
i
σ−1i E
[
Vi(fi(xi, νi, wi, ςi), fˆi(xˆi, νˆi, wˆi, ςi)) |x, xˆ, νˆ
]
= max
i
σ−1i E
[
Vi(fi(xi, νi, wi, ςi), fˆi(xˆi, νˆi, wˆi, ςi)) |xi, xˆi, νˆi
]
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(‖wi − wˆi‖), ρexti(‖νˆi‖), ψi}
}
= max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{‖wij − wˆij‖}), ρexti(‖νˆi‖), ψi}
}
= max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{‖yji − yˆji‖}), ρexti(‖νˆi‖), ψi}
}
= max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{‖hj(xj)− hˆj(xˆj)‖}), ρexti(‖νˆi‖), ψi}
}
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{α−1j (Vj(xj , xˆj))}), ρexti(‖νˆi‖), ψi}
}
= max
i,j
σ−1i
{
max{κij(Vj(xj , xˆj)), ρexti(‖νˆi‖), ψi}
}
= max
i,j
σ−1i
{
max{κij ◦ σj ◦ σ−1j (Vj(xj , xˆj)), ρexti(‖νˆi‖), ψi}
}
≤ max
i,j,l
σ−1i
{
max{κij ◦ σj ◦ σ−1l (Vl(xl, xˆl)), ρexti(‖νˆi‖), ψi}
}
= max
i,j
σ−1i
{
max{κij ◦ σj(V (x, xˆ)), ρexti(‖νˆi‖), ψi}
}
=max{κ(V (x, xˆ)), ρext(‖νˆ‖), ψ}. (9.3)
E
[
V (f(x, ν, w, ς), fˆ (xˆ, νˆ, wˆ, ς))
∣∣ x, xˆ, νˆ, w, wˆ]
= (x−P xˆ)T
[
((A+BK)+δ¯(BL1+E)F )
TM((A+BK)+δ¯(BL1+E)F )
]
(x−P xˆ)+2
[
(x−P xˆ)T ((A+BK)
+ δ¯(BL1 + E)F )
T
]
M
[
D(w − wˆ)
]
+ 2
[
(x− P xˆ)T ((A+BK) + δ¯(BL1 + E)F )T
]
M
[
(BR˜ − PBˆ)νˆ
]
+ 2
[
(w − wˆ)TDT
]
M
[
(BR˜ − PBˆ)νˆ
]
+ νˆT (BR˜− PBˆ)TM(BR˜− PBˆ)νˆ + (w − wˆ)TDTMD(w − wˆ)
≤
[
x−P xˆ
δ¯F (x−P xˆ)
]T[
(1 + 2/pi)(A+BK)TM(A+BK) (A+BK)TM(BL1 + E)
∗ (1 + 2/pi)(BR˜− PBˆ)TM(BR˜ − PBˆ)
][
x−P xˆ
δ¯F (x−P xˆ)
]
+ p(1+2pi+1/pi)‖
√
MD‖22‖w − wˆ‖2 +m(1 + 3pi)‖
√
M(BR˜ − PBˆ)‖22‖νˆ‖2
≤
[
x−P xˆ
δ¯F (x−P xˆ)
]T[
κˆM −FT
−F 2
b
][
x−P xˆ
δ¯F (x−P xˆ)
]
+p(1+2pi+1/pi)‖
√
MD‖22‖w−wˆ‖2+m(1+3pi)‖
√
M(BR˜−PBˆ)‖22‖νˆ‖2
= κˆ(V (x, xˆ))−2δ¯(1−δ¯
b
)(x−P xˆ)TFTF (x−P xˆ)+p(1+2pi+1/pi)‖
√
MD‖22‖w−wˆ‖2+m(1+3pi)‖
√
M(BR˜−PBˆ)‖22‖νˆ‖2
≤ κˆ(V (x, xˆ)) + p(1+2pi+1/pi)‖
√
MD‖22‖w − wˆ‖2 +m(1 + 3pi)‖
√
M(BR˜− PBˆ)‖22‖νˆ‖2
≤max
{
(1−(1−p˜i)κ˜)(V (x, xˆ)), (1+δ˜)( 1
κ˜p˜i
)(p(1+2pi+1/pi))‖
√
MD‖22‖w−wˆ‖2,
, (1+1/δ˜)(
1
κ˜p˜i
)(m(1 + 3pi))‖
√
M(BR˜ − PBˆ)‖22‖νˆ‖2
}
. (9.4)
From the slope restriction (5.6), one obtains
ϕ(Fx)−ϕ(FP xˆ)= δ¯(Fx−FP xˆ)= δ¯F (x−P xˆ), (9.7)
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where δ¯ is a constant and depending on x and xˆ takes values in the interval [0, b]. Using (9.7), the expression
in (9.6) reduces to
((A+BK) + δ¯(BL1+E)F )(x−P xˆ)+D(w−wˆ) + (BR˜−PBˆ)νˆ.
Using Young’s inequality [You12] as cd ≤ pi2 c2+ 12pid2, for any c, d ≥ 0 and any pi > 0, and by employing Cauchy-
Schwarz inequality and (5.8), one can obtain the chain of inequalities in (9.4) in order to obtain an upper bound.
Hence, the proposed V in (5.7) is an SPSF from Σ̂ to Σ, which completes the proof. Note that the last inequality
in (9.4) is derived by applying Theorem 1 in [SGZ18]. The functions α ∈ K∞, κ ∈ K, and ρint, ρext ∈ K∞∪{0}
in Definition 3.1 associated with V in (5.7) are defined as α(s) = λmin(M)
nλmax(CTC)
s2, κ(s) := (1 − (1 − p˜i)κ˜) s,
ρint(s) := (1+ δ˜)(
1
κ˜p˜i
)(p(1 + 2pi+1/pi))‖
√
MD‖22 s2, ρext(s) := (1+1/δ˜)( 1κ˜p˜i )(m(1 + 3pi))‖
√
M(BR˜−PBˆ)‖22 s2,
∀s ∈ R≥0 where κ˜ = 1− κˆ, 0 < p˜i < 1, and δ˜ > 0. Moreover, positive constant ψ in (3.2) is equal to zero.
Proof: (Theorem 6.2) We first show that SSF V in (6.4) satisfies the inequality (9.1) for some K∞ function
α. For any x = [x1; . . . ;xN ] ∈ X and xˆ = [xˆ1; . . . ; xˆN ] ∈ Xˆ , one gets:
‖h(x)− hˆ(xˆ)‖ = max
i
{‖hii(xi)− hˆii(xˆi)‖} ≤ max
i
{‖hi(xi)− hˆi(xˆi)‖} ≤ max
i
{α−1i (Vi(xi, xˆi))}
≤ β (max
i
{σ−1i (Vi(xi, xˆi))}) = β(V (x, xˆ))
where β(s) = maxi
{
α−1i ◦ σi(s)
}
for all s ∈ R≥0, which is a K∞ function and (9.1) holds with α = β−1.
We continue with showing (9.2). Let κ(s) = maxi,j{σ−1i ◦ κij ◦ σj(s)}. It follows from (6.3) that κ < Id.
Since maxi σ
−1
i is concave, one can readily get the chain of inequalities in (9.11) using Jensen’s inequality,
inequality (6.1), and by defining ρext(·), and ψ as
ψ := max
i
σ−1i (Λi), ρext(s) :=
{
maxi{σ−1i ◦ ρexti(si)},
s.t. si≥ 0, ‖[s1; . . . ; sN ]‖ = s,
where Λi := (Id + δ˜−1f ) ◦ (ρinti ◦ λ¯ ◦ (λ¯− Id)−1(maxj,j 6=i{µji}) + ψi). Hence, V is an SSF from Σ̂ to Σ which
completes the proof.
Proof: (Theorem 6.5) Given the Lipschitz assumption on h, since Σ is incrementally input-to-state stable,
and from (6.8), ∀x ∈ X and ∀xˆ ∈ Xˆ, we get
‖h(x)− hˆ(xˆ)‖ ≤ α˜(‖x− xˆ‖) ≤ αˆ(V (x, xˆ)),
where αˆ = α˜ ◦ α−1, which satisfies (3.1) with α(s) := αˆ−1(s) ∀s ∈ R≥0. Now by taking the conditional
expectation from (6.10), ∀x ∈ X, ∀xˆ ∈ Xˆ, ∀νˆ ∈ Uˆ , ∀w ∈W, ∀wˆ ∈ Wˆ , we have
E
[
V (f(x, νˆ, w, ς), fˆ(xˆ, νˆ, wˆ, ς))
∣∣ x, xˆ, νˆ, w, wˆ]− E[V (f(x, νˆ, w, ς), f(xˆ, νˆ, wˆ, ς)) ∣∣ x,xˆ,νˆ,w,wˆ]
≤ E
[
γ(‖fˆ(xˆ, νˆ, wˆ, ς)−f(xˆ, νˆ, wˆ, ς)‖)
∣∣x, xˆ, νˆ, w, wˆ],
where fˆ(xˆ, νˆ, wˆ, ς) = Πx(f(xˆ, νˆ, wˆ, ς)). Using (6.7), the above inequality reduces to
E
[
V (f(x, νˆ, w, ς), fˆ(xˆ, νˆ, wˆ, ς))
∣∣ x, xˆ, νˆ, w, wˆ]− E[V (f(x, νˆ, w, ς), f(xˆ, νˆ, wˆ, ς)) ∣∣ x, xˆ, νˆ, w, wˆ] ≤ γ(δ).
Employing (6.9), we get
E
[
V (f(x, νˆ, w, ς), f(xˆ, νˆ, wˆ, ς))
∣∣ x, xˆ, νˆ, w, wˆ] ≤ V (x, xˆ)− κ¯(V (x, xˆ))+ρ¯int(‖w−wˆ‖).
It follows that ∀x ∈ X, ∀xˆ ∈ Xˆ, ∀uˆ ∈ Uˆ , and ∀w ∈ W, ∀wˆ ∈ Wˆ,
E
[
V (f(x, νˆ, w, ς), fˆ(xˆ, νˆ, wˆ, ς))
∣∣ x, xˆ, νˆ, w, wˆ]− V (x, xˆ) ≤−κ¯(V (x, xˆ))+ ρ¯int(‖w−wˆ‖) + γ(δ).
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Using the previous inequality and by employing the similar argument as the one in [SGZ18, Theorem 1], one
obtains
E
[
V (f(x, νˆ, w, ς), fˆ(xˆ, νˆ, wˆ, ς))
∣∣x, xˆ, νˆ, w, wˆ] ≤ max{κ˜f (V (x, xˆ))+ρ˜int(‖w−wˆ‖)+γ˜(δ)},
where κ˜f = Id− (Id− p˜if )◦κ, ρ˜int = (Id+ δ˜f)◦κ−1 ◦ p˜i−1f ◦ λ¯◦ ρ¯int, γ˜ = (Id+ δ˜−1f )◦κ−1 ◦ p˜i−1f ◦ λ¯◦ (λ¯−Id)−1 ◦γ
where δ˜f , p˜if , λ¯, κ are some arbitrarily chosen K∞ functions with Id − p˜if ∈ K∞, λ¯− Id ∈ K∞, Id − κ ∈ K∞,
and κ ≤ κ¯. Hence, inequality (3.2) is satisfied with ν = νˆ, κ = κ˜f , ρint = ρ˜int, and ρext ≡ 0, and ψ = γ˜(δ).
Hence, V is an SPSF from Σ̂ to Σ.
Proof: (Theorem 6.7) Since Cˆ = C, we have ‖Cx−Cˆxˆ‖2 ≤ nλmax(CTC)‖x−xˆ‖2, and similarly λmin(M)‖x−
xˆ‖2 ≤ (x− xˆ)TM(x− xˆ). One can readily verify that λmin(M)
nλmax(CTC)
‖Cx− Cˆxˆ‖2 ≤ V (x, xˆ) holds ∀x, ∀xˆ, implying
that inequality (3.1) holds with α(s) = λmin(M)
nλmax(CTC)
s2 for any s ∈ R≥0. We proceed with showing that the
inequality (3.2) holds, as well. Given any x, xˆ, and νˆ, we choose ν via the following interface function:
ν = ν(x, xˆ, νˆ) := K(x− xˆ) + νˆ. (9.8)
By employing the definition of interface function, we simplify
Ax+Eϕ(Fx)+Bν(x, xˆ, νˆ)+Dw+Rς −Πx(Axˆ+Eϕ(F xˆ)+Bνˆ+Dwˆ+Rς)
to
(A+BK)(x−xˆ)+D(w−wˆ)+E(ϕ(Fx)−ϕ(F xˆ))+N¯, (9.9)
where N¯ =Axˆ+Eϕ(F xˆ)+Bνˆ+Dwˆ+Rς−Πx(Axˆ+Eϕ(F xˆ)+Bνˆ+Dwˆ+Rς). From the slope restriction (5.6),
one obtains
ϕ(Fx)−ϕ(F xˆ)= δ¯(Fx−F xˆ)= δ¯F (x−xˆ), (9.10)
where δ¯ is a constant and depending on x and xˆ takes values in the interval [0, b]. Using (9.10), the expression
in (9.9) reduces to
((A+BK)+δ¯EF )(x−xˆ)+D(w−wˆ) + N¯ .
Using Young’s inequality [You12] as cd ≤ pi2 c2 + 12pid2, for any c, d ≥ 0 and any pi > 0, by employing Cauchy-
Schwarz inequality and (6.11), and since{ ‖N¯‖ ≤ δ,
N¯TMN¯ ≤ nλmax(M)δ2,
one can obtain the chain of inequalities in (9.12). Hence, the proposed V in (6.12) is an SPSF from Σ̂ to Σ,
which completes the proof. Note that the last inequality in (9.12) is derived by applying Theorem 1 in [SGZ18].
The functions α ∈ K∞, κ ∈ K, and ρint, ρext ∈ K∞ ∪ {0} in Definition 3.1 associated with V in (6.12) are
defined as α(s) = λmin(M)
nλmax(CTC)
s2, κ(s) := (1− (1− p˜i)κ˜) s, ρint(s) := (1 + δ˜)( 1κ˜p˜i )(p(1 + 2pi+ 1/pi))‖
√
MD‖22 s2,
ρext(s) := 0, ∀s ∈ R≥0 where κ˜ = 1 − κˆ, 0 < p˜i < 1, and δ˜ > 0. Moreover, positive constant ψ in (3.2) is
ψ = (1 + 1/δ˜)( 1
κ˜p˜i
)(n(1 + 3pi)λmax(M)) δ
2.
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E
[
V (f(x, ν, ς), fˆ(xˆ, νˆ, ς))|x, xˆ, νˆ
]
= E
[
max
i
{σ−1i Vi(fi(xi, νi, wi, ςi), fˆi(xˆi, νˆi, wˆi, ςi))}|x, xˆ, νˆ
]
≤ max
i
σ−1i E
[
Vi(fi(xi, νi, wi, ςi), fˆi(xˆi, νˆi, wˆi, ςi)) |x, xˆ, νˆ
]
= max
i
σ−1i E
[
Vi(fi(xi, νi, wi, ςi), fˆi(xˆi, νˆi, wˆi, ςi)) |xi, xˆi, νˆi
]
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(‖wi − wˆi‖), ρexti(‖νˆi‖), ψi}
}
= max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{‖wij − wˆij‖}), ρexti(‖νˆi‖), ψi}
}
= max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{‖yji − yˆji + yˆji −Πwji(yˆji)‖}), ρexti(‖νˆi‖), ψi}
}
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{‖hj(xj)− hˆj(xˆj)‖+ ‖yˆji −Πwji (yˆji)‖}), ρexti(‖νˆi‖), ψi}
}
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti(max
j,j 6=i
{α−1j (Vj(xj , xˆj)) + µji}), ρexti(‖νˆi‖), ψi}
}
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), ρinti◦λ¯(max
j,j 6=i
{α−1j (Vj(xj , xˆj))})+ρinti◦λ¯◦(λ¯−Id)−1(max
j,j 6=i
{µji}), ρexti(‖νˆi‖), ψi}
}
≤ max
i
σ−1i
{
max{κi(Vi(xi, xˆi)), (Id + δ˜f ) ◦ ρinti ◦ λ¯(max
j,j 6=i
{α−1j (Vj(xj , xˆj))}), ρexti(‖νˆi‖),Λi}
}
= max
i,j
σ−1i
{
max{κij(Vj(xj , xˆj)), ρexti(‖νˆi‖),Λi}
}
= max
i,j
σ−1i
{
max{κij ◦ σj ◦ σ−1j (Vj(xj , xˆj)), ρexti(‖νˆi‖),Λi}
}
≤ max
i,j,l
σ−1i
{
max{κij ◦ σj ◦ σ−1l (Vl(xl, xˆl)), ρexti(‖νˆi‖),Λi}
}
= max
i,j
σ−1i
{
max{κij ◦ σj(V (x, xˆ)), ρexti(‖νˆi‖),Λi}
}
= max{κ(V (x, xˆ)), ρext(‖νˆ‖), ψ}. (9.11)
E
[
V (f(x, ν, w, ς), fˆ(xˆ, νˆ, wˆ, ς))
∣∣x, xˆ, νˆ, w, wˆ]
= (x−xˆ)T
[
((A+BK)+δ¯EF )TM((A+BK)+δ¯EF )
]
(x−xˆ) + 2
[
(x−xˆ)T ((A+BK)+δ¯EF )T
]
M
[
D(w−wˆ)
]
+ 2
[
(x− xˆ)T ((A+BK) + δ¯EF )T
]
MN¯ + 2
[
(w − wˆ)TDT
]
MN¯
+ (w − wˆ)TDTMD(w − wˆ) + N¯TMN¯
≤
[
x−xˆ
δ¯F (x−xˆ)
]T [
(1 + 2/pi)(A+BK)TM(A+BK) (A+BK)TME
∗ (1 + 2/pi)ETME
] [
x−xˆ
δ¯F (x−xˆ)
]
+ p(1+2pi+1/pi)‖
√
MD‖22‖w − wˆ‖2 + n(1 + 3pi)λmax(M) δ2
≤
[
x−xˆ
δ¯F (x−xˆ)
]T [
κˆM −FT
−F 2
b
] [
x−xˆ
δ¯F (x−xˆ)
]
+p(1+2pi+1/pi)‖
√
MD‖22‖w−wˆ‖2+n(1+3pi)λmax(M) δ2
= κˆ(V (x, xˆ))−2δ¯(1− δ¯
b
)(x−xˆ)TFTF (x−xˆ)+p(1+2pi+1/pi)‖
√
MD‖22‖w−wˆ‖2+n(1+3pi)λmax(M) δ2
≤ κˆ(V (x, xˆ)) + (p(1+2pi+1/pi))‖
√
MD‖22‖w − wˆ‖2 + n(1 + 3pi)λmax(M) δ2
≤max
{
(1−(1−p˜i)κ˜)(V (x, xˆ)), (1+δ˜)( 1
κ˜p˜i
)(p(1+2pi+1/pi))‖
√
MD‖22‖w−wˆ‖2,
(1+1/δ˜)(
1
κ˜p˜i
)(n(1+3pi)λmax(M)) δ
2
}
. (9.12)
