Introduction
Granular materials are of primary importance in a variety of scientific and technological areas such as soil mechanics, geological processes and flows, soft matter physics, powder technology and agronomy. Frictional-contact interactions between particles and physical and/or chemical effects of an interstitial fluid or solid material lead to a nonlinear rheological behavior that has not yet been fully formulated in the framework of a continuum theory. In particular, the state variables in quasi-static and/or inertial granular flows and their evolution with shear strain reflect the complex evolution of the contact network, and still need to be clearly identified and included in a continuum description of the plastic behavior.
The particle-scale variables have been a subject of constant experimental investigation for fifty years, and many features pertaining to the contact network such as fabric anisotropy and force distributions have been analyzed. This move towards particle-scale modeling was later reinforced by the application of the Discrete Element Method (DEM) for the simulation of particle dynamics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . The DEM is based on the step-wise integration of the equations of motion for all particles, described as rigid elements, by accounting for contact interactions and boundary conditions. The DEM can also be seen as an application of the Molecular Dynamics (MD) method to rigid particles. The perfectly rigid nature of the particles involves only the rigid-body degrees of freedom, but the application of classical explicit integration methods requires a regular (smooth) force law at the contact point between two particles with a contact deflection defined from their overlap. Generally, the repulsive force is considered to be proportional to the overlap and a viscous damping term is added to account for inelastic collisions.
A new approach to the DEM emerged from a mathematical formulation of nonsmooth dynamics and algorithmic developments by J.-J. Moreau and M. Jean [13] [14] [15] [16] [17] [18] [19] [20] [21] . This approach, called Contact Dynamics (CD), is based on a nonsmooth formulation of particle dynamics in the sense that the particle velocities and contact forces are simultaneously computed at each time step from the balance of momenta by taking into account the unilateral contact interactions and Coulomb friction law, hence without introducing contact deflection and a repulsive potential. The CD method has been applied to investigate granular materials [22] [23] [24] [25] [26] [27] [28] [29] 9, [30] [31] [32] [33] , as well as masonry and tensegrity structures [34, 35] . For static and plastic shear properties, the CD simulations agree well with MD simulations [36, 22, [37] [38] [39] [40] . The main difference between the two methods in their application to granular materials is the resolution of elastic time scales in the MD method in contrast to the CD method, in which the natural time unit is imposed by particle dynamics and external actions [37, 9, 41] .
The application of the DEM for the investigation of the rheology of granular materials is hindered by the relatively low number of numerically tractable particles as compared to that in real materials. In most reported DEM simulations both in 2D and 3D, the number of particles is below 10 4 , as a result of the restrictions imposed by available computation power and memory. As a consequence, the numerical samples are not always statistically representative of the bulk behavior but are also influenced by spurious wall effects. The packing fraction is generally lower in the vicinity of rigid walls and wall-induced ordering can deeply propagate into the bulk. The distortion of a confining walls can also lead to arching at the corners and generate stress gradients over long distances inside the numerical sample [42] . Such effects are real and arise also naturally in experiments on granular materials. However, the number of particles in experiments is generally much higher and hence the wall effects are more critical in numerical simulations. The undesired effects of wall-like boundaries can be removed by means of periodic boundary conditions. The simulation domain under periodic conditions becomes a unit cell containing the particles with periodic replica of the cell and its particles paving the whole space. Hence, the particles belonging to the borders of the cell interact only with other particles inside the cell or with their images in the neighboring image cells; see Fig. 4 . As a result, the periodic conditions extend the system boundaries to the infinity and the simulation cell simply plays the role of a coordinate system locating particle positions [43] . In other words, the origin of the coordinates becomes immaterial so that the resulting dynamics is invariant by translation and therefore necessarily homogeneous.
In this paper, we present a detailed description of the formulation of periodic boundary conditions for the CD method. Such an extension of the method to periodic boundaries is not theoretically straightforward as it involves periodicity not only in particles positions but also in nonaffine particle velocities and in equations of dynamics. A consistent and general formulation should allow for the application of either stresses or displacements in all directions of space. To do so, the role of the walls should be replaced by the collective degrees of freedom carried by the coordinate system. In this way, the basis vectors become dynamic variables, and their conjugate stresses are expressed as a state function of the granular configuration. This method was first introduced by Parrinello and Rahman for a Hamiltonian conservative system [44] . We extend this approach to granular materials, which are not generally conservative systems as a result of frictional and collisional inelastic dissipation.
In the following, we first introduce the CD method. Then, we consider in detail the kinematics, equations of dynamics and time-stepping schemes under periodic boundary conditions. Finally, we show how the equations of contact dynamics should be modified under periodic boundary conditions. We conclude with a few remarks about the implementation.
Contact Dynamics method

Contact laws
Consider two particles i and j touching at a contact point κ inside a granular material. We assume that a unique common line (here in 2D) tangent to the two particles at κ can be defined. The contact can therefore be endowed with a local reference frame defined by a unit vector n normal to the line and a unit vector t along the line. A potential (or prospective) contact exists if the gap δ n between two particles (partners) is sufficiently small so that a collision may occur between the two particles within a small time interval δt (time step in numerical simulations). If the contact is effective (δ n = 0), a repulsive (positive) normal force f n may appear at κ with a value depending on the particle velocities and forces exerted on the two partners by their neighboring particles; see Fig. 1 . But if δ n > 0 (nonzero gap), the contact is not effective and f n is identically zero. These conditions can also be by the "complementarity relations" δ n ≥ 0, f n ≥ 0 and δ n f n = 0 or cast into the following Signorini's inequalities:
Obviously, this relation can not be reduced to a (mono-valued) functional dependence between δ n and f n .
The above conditions imply that the normal force vanishes when the contact is not effective. However, the normal force may also vanish at an effective contact. This is the case for u n =δ n > 0, i.e. for incipient opening of a contact. Otherwise, the effective contact is persistent, and we have u n =δ n = 0. Hence, Signorini's inequalities can be extended as follows: , and contact frame ( n κ , t κ ). This means that for δ n = 0, Signorini's inequalities hold between the variables u n and f n .
In the same way, the Coulomb friction law at an effective contact can be expressed by a set of inequalities for the friction force f t and sliding velocity u t :
where μ is the friction coefficient. It is assumed that the unit tangent vector t points in the direction of sliding velocity such that u t · t = u t . Coulomb's friction law can not be reduced to a (mono-valued) functional dependence between u t and f t . The use of 'nonsmooth' contact laws in the CD method is consistent with a discrete model of particle motions involving no sub-particle length scale or inherent force scale. But such a coarse model of particle motion implies nonsmooth dynamics, i.e. possible discontinuities in particle velocities and forces due to collisions and variations of the contact network. Hence, the approximation of the contact force f n during a time step δt is a measure problem in the mathematical sense [18, 45] .
A resolved force f s is the density of the measure f s dt with respect to time differential dt. In contrast, an impulse p generated by a collision has no density with respect to dt. In other words, the forces at the origin of the impulse are not resolved at the scale δt. In practice, however, we do not differentiate between these contributions in a coarse (particle-scale) dynamics, and the two contributions sum up to a single measure. The contact force is defined as the average of this measure over δt.
In a similar vein, the left velocities u − n and u − t at time t are not always related by a smooth variation (acceleration multiplied by time step δt) with the right velocities u + n and u + t at t + δt. Hence, the contact laws (2) and (3) are assumed to be satisfied for a weighted mean of the left and right contact velocities:
For a binary collision, the normal force is nonzero, and Signorini's graph implies u n = 0. Therefore, we have −u + n /u − n = e n , and e n represents the normal restitution coefficient. In the same way, for u t = 0, corresponding to a non-sliding contact, we have −u In a dense granular flow, the collisions are not binary, and the generated impulses propagate through the contact network. For this reason, a contact may experience many successive impulses during δt. Such events can be resolved for a sufficiently small time interval δt or tracked by means of an event-driven scheme. However, this strategy is numerically inefficient, and contradicts the spirit of the CD method based on coarse-time dynamics. Hence, the use of intermediate velocities (12) with contact laws is a generalization of restitution coefficients to multiple collisions and contact networks. In this model, the right velocities u + n and u + t (at the end of a time step) are not given by the left velocities multiplied by the coefficients of restitution as in binary collisions but by combining the contact laws with equations of dynamics.
Nonsmooth dynamics
The particle motions are governed by the Newton-Euler equations under the action of external bulk or boundary forces F ext , and the contact forces f κ exerted by neighboring particles at the contact points κ. Let unit vectors (x, ŷ) represent a reference frame in the plane and ẑ =x ×ŷ be the normal to the plane. Each particle is characterized by its mass m, moment of inertia I , mass center coordinates r, mass center velocity U , angular coordinates θ with respect to ẑ, and angular velocity ωẑ. For a smooth motion (twice differentiable), the equations of motion of a particle are (6) where F = κ f κ and M =ẑ · κ c κ × f κ where c κ is the contact vector joining the center of mass to the contact κ and M ext represents the moment of external forces.
For a nonsmooth motion with time resolution δt involving impulses and velocity jumps, an integrated form of the equations of dynamics should be used. Hence, the equations of dynamics should be written as an equality of measures:
where (8) where ( U − , ω − ) and ( U + , ω + ) are the left and right velocities of the particle, respectively, at each time step.
The equations of dynamics can be written in matrix form for a set of 
M(U
+ − U − ) = δt(F + F ext )(9)
Contact dynamics equations
Since the contact laws involve contact variables (u n , u t , f n and f t ), we need to express the equations (9) in terms of the same variables. The contacts are labeled with integers κ ∈ [1, N c ], where N c is the total number of contacts. Like particle velocities, the contact velocities u κ n and u κ t can be collected in a column vector u ∈ R 2N c . In the same way, the contact forces f κ n and f κ t are represented by a vector f ∈ R 2N c . We would like to express the equations of dynamics in terms of f and u. Since the contact velocities u are linear in particle velocities U, the transformation of the velocities is an affine application:
where G is a 2N c × 3N p matrix carrying the information on the geometry of the contact network. A similar linear application relates f to F:
where H is a 3N p × 2N c matrix. We refer to H as a contact matrix. It contains the same information as G. It can be shown that H = G where G is the transpose of G. This property can be inferred from the equivalence between the power F · U developed by "generalized" forces F and the power f · u developed by the bond forces f. In general, the matrix H is singular and, by definition, its null space has a dimension at least equal to 2N c − 3N p .
The matrix H iκ can be partitioned into two matrices H iκ n and H iκ t such that
and
Using these relations, (9) can be transformed into two equations for each contact κ:
We now can write down explicit linear relations between the contact variables from equations (14) and (12) . Let us set W κλ
where k 1 and k 2 stand for n or t. With this notation, (14) can be rewritten as
The coefficients W κκ
for each contact κ can be calculated from the contact network geometry and inertia parameters of the two partners 1 κ and 2 κ of the contact κ. Let c κ i be the contact vector joining the center of mass of particle i to the contact κ. We get
where c κ (16) and (17) is
The two offsets a κ n and a κ t can be expressed from equations (16) and (17) . We refer to equations (19) and (20) or, equivalently, to equations (16) and (17) as contact dynamics equations as they replace the equations of dynamics in terms of contact variables [46] . The two terms a n and a t are given by the following expressions:
The contribution of left velocities (u κ− n , u κ− t ) appears in these equations as an impulse depending on the reduced mass and the restitution coefficient. The contribution of contact forces f λ i acting on the two touching particles are represented by the terms b κ n and b κ t given by
The contact dynamics equations (19) and (20) define a system of two linear equations between the contact variables at each contact point. For given values of a n and a t at a contact, the contact laws (2) and (3) should also be satisfied. Hence, the solution is at the intersection between the straight line (19) and Signorini's graph on one hand, and between (20) and Coulomb's graph, on the other hand; see Fig. 3 . The intersection occurs at a unique point due to the positivity of the coefficients W κκ
To find the solution, one may consider the intersection of contact dynamics equations with the force axis, i.e. by setting u n = u t = 0. This yields two values g κ n and g κ t of f κ n and f κ t , respectively:
It can be shown that the denominator is positive. If g κ
With this value of f κ n , we can determine the solution of the Coulomb problem. If g κ t > μ f κ n , the solution is f κ t = μ f κ n and in the opposite case, i.e. if g κ
Iterative resolution
To solve the system of 2N c contact dynamics equations (in 2D) with the corresponding contact laws, we proceed by an iterative method which converges to the solution simultaneously for all contact forces and velocities. In a multi-contact system, the contributions of b κ n and b κ t to the offsets a κ n and a κ t depend on the forces and velocities at contacts λ = κ; see equations (21), (22), (23) and (24) . Hence, the solution for each contact depends on all other contacts of the system and it must be determined simultaneously for all contacts. A robust method consists in searching the solution as the limit of a
} is stable with regard to the force update procedure within a prescribed precision criterion ε f :
< ε f ∀κ (27) Finally, from the converged contact forces, the particle velocities { U i } can be computed by means of the equations of dynamics (8) .
This iterative procedure provides a robust method which has proven efficient in application to the dynamics of granular materials. The information is treated locally and no large matrices are manipulated during iterations. The number N i of necessary iterations for convergence depends on the precision ε f but not on the time step δt. The number of necessary iterations is substantially reduced when the iteration at each time step is initialized with a good guess of the forces such as those computed in the preceding step. We find that to obtain a correct calculation of force distributions, ε f should be below 10 −3 . This is particularly true for the large class of forces below the average force [23] .
The uniqueness of the solution in a multi-contact system with rigid particles is not guaranteed at each step. There are 3N p equations of dynamics and 2N c contact relations. The unknown variables are the 3N p particle velocities and 2N c contact forces. The indeterminacy arises from the fact that the 2N c contact relations are inequations. Thus, the extent of indeterminacy of the solution reflects all possible combinations of contact forces accommodating the contact inequations. The indeterminacy may be high, but it does not imply significant force variability since the solutions are strongly constrained by contact laws. In practice, as a result of finite numerical precision, the risk of not finding a mechanically admissible solution (satisfying both the contact laws and equations of dynamics) is higher than that of missing the right solution. In other words, the variability of the solution is generally below the precision ε f when the forces are computed at each time step from the forces at the preceding step.
The time-stepping scheme is based on the fact that Signorini's condition (2) for particle positions is the only condition referring to space coordinates. Both the equations of dynamics and contact laws are formulated at the velocity level, and Signorini's condition for particle positions is accounted for by considering only the effective contacts where δ n = 0. Hence, the contact network is defined explicitly from particle positions and it does not evolve during a time step δt. But the iterative determination of forces and velocities is fully implicit, and the right velocities { U i+ , ω i+ } at the end of a time step should be used to increment particle positions. 
When this configuration is used for contact detection, other space-dependent quantities such as the inverse mass parameters
and external forces U i ext should consistently be defined for the same configuration and at the same time t + δt/2. Then, the forces and velocities are iteratively determined for this configuration, and the right particle velocities { U i+ , ω i+ } are calculated. These are the velocities at the end of the time step t + δt:
Finally, the positions are updated by integrating the updated velocities:
This scheme is unconditionally stable due to its inherent implicit time integration. Hence, no damping parameters at any level are needed and the time step δt can be large. The real limit on the time step is imposed by the cumulative round-off errors in particle positions, which are updated from the integration of the velocities. Although the excessive overlaps have no dynamic effect in the CD method, they can falsify the particle configuration and the long-term evolution of the system. This means that the choice of the time step should comply with the necessity of correctly predicting new contacts occurring during the evolution of the system without allowing for excessive overlaps. However, decreasing the time step does not improve the quality of the computations if the convergence criterion is too large. In contrast, in Molecular Dynamics, the time step needs to be small for a more accurate calculation of particle velocities. In this sense, the time step in the CD method is not a precision parameter but a temporal coarse-graining parameter for nonsmooth dynamics. It should be reduced if the impulse dynamics at small time scales is of interest. 
Periodic boundary conditions
In this section, we introduce a general method for the implementation of periodic boundary conditions. We assume here a three-dimensional system but the formalism can naturally be restricted to two dimensions
Kinematics
Let us consider N p particles with their centers contained in a cell of volume V . The cell can have any shape compatible with a periodic tessellation of space. The simplest shape is a parallelogram in 2D. Other shapes such as hexagons are equally possible [43] . The cell and its replicas define a regular lattice characterized by its basis vectors ( a 1 , a 2 , a 3 ). In the case of a parallelepiped, the basis vectors may simply be the three sides of the parallelepiped; see Fig. 4 . The origin O of the simulation cell is a vertex of the cell with coordinates (0, 0, 0), and its replicas are defined by three indices (i 1 , i 2 , i 3 ) corresponding to a translation of the origin by the vector i 1 a 1 + i 2 a 2 + i 3 a 3 . Then, the coordinates r(i ) of the image i of a particle i ∈ of coordinates r(i) are given by:
The particles belonging to the cell , characterized by i 1 = i 2 = i 3 = 0, can interact with the particles of the same cell but also with image particles in the neighboring cells characterized by i k ∈ {−1, 0, 1}. In D dimensions, there are 3 D − 1 cells surrounding the simulation cell and they are involved in the search of contact partners for each particle. The distance between two particles i and j ∈ is the shortest distance separating i from j or from one of its images j . As the system evolves in time, a particle i may leave but one of its images i enters at the same time. In order to keep all original particles in the cell , the status "original" should be reserved to the particles whose centers belong to . Hence, whenever a particle i leaves the simulation cell, it becomes an image of i which then becomes original. This means that, a particle crossing a border of the simulation cell, returns to the cell by crossing another border.
The particle positions can be represented in terms of the basis vectors { a k }:
The components of s(i) define the reduced coordinates of particle i. For the original particles, these coordinates range from 0 to 1, corresponding thus to a point in a unitary cube. The matrix h transforms reduced coordinates s(i) into absolute coordinates r(i). The three columns of h are simply the three components of the basis vectors: h kl = (a l ) k . Equation (34) shows that the position vector r(i) of a particle i can change either as a result of the variation of basis vectors { a k } or due to the evolution of reduced coordinates s k (i). In the first case, the variation is homogeneous as it affects the positions of all particles in the cell whereas the second case affects only the particle i. To distinguish these two contributions, we differentiate equation (34) with respect to time:
The affine velocity field u(i) ≡ḣ s(i) represents a homogeneous deformation of all particles. On the contrary, the velocity field v(i) ≡ h ˙ s(i) is non-affine and describes the proper (or fluctuating) velocities of the particles with respect to a background of homogeneous deformation. Since the homogeneous deformation is carried only by the field u(i), the average value of the fluctuating part v(i) must be zero. Hence, we have
The reduced coordinates can be used to track the image particles. The relations (34) and (33) imply
Therefore, the reduced coordinates of the image particles in the neighboring cells are simply obtained by unit translations along the three space directions k = 1, 2, 3.
Deriving equation (37) with respect to time, we geṫ (38) which means that the reduced velocities are periodic. As a consequence, the non-affine velocities are strictly periodic: (39) By definition, the affine velocities are non-periodic. Indeed, we have
For the calculation of relative velocities at the contact point between an original particle and an image particle, one should thus take this affine transformation of the velocities into account.
The velocity gradient tensor L in the simulation cell derives from the affine field u(i). By definition, we have
whencė L =ḣ h −1 (42) and the strain-rate tensor ε is the symmetric part of L given bẏ
where L represents the transpose of L . The antisymmetric part (L −L )/2 corresponds to rigid rotations of the cell and its replicas. However, these rotations are immaterial for a periodic system. Therefore, at least three elements (over nine) of the tensor L should be fixed. For example, without loosing generality in the deformations of the simulation cell, the basis vectors a 1 and a 2 can be forced to remain on the plane z = 0 and a 3 on the plane y = 0, so that h 13 = h 23 = h 32 = 0. Another solution consists in canceling the antisymmetric part by imposing the velocity gradient tensor to be symmetric L =ε. This implies the symmetry of the matrix h [47] . In addition to the particle degrees of freedom, a granular system with periodic boundary conditions has collective degrees of freedom represented by the matrix h. We have seen that the strain-rate tensor ε (as well as the cumulative deformation tensor ε = ε dt) plays in practice the same role and can thus be used to represent the collective degrees of freedom.
Another useful variable is the metric tensor g defined by g ≡ h h (44) This tensor is symmetric and its diagonal elements describe the lengths of the three basis vectors whereas its off-diagonal elements describe the angles between those vectors [48] .
The "metric" character of the tensor g reflects the fact that the distance | r(i) − r( j)| 2 between two particles i and j is given by
Hence, the periodic system may be described by the reduced coordinates s(i) of the particles moving in a space described by the metrics g. This is strictly equivalent to the representation of the system in terms of the absolute coordinates r(i) and the matrix h considered as independent degrees of freedom. The evolutions of the matrix h and metric tensor g are governed by the equations of dynamics to be discussed below.
For a given configuration { r(i)} of the particles with their replicas, the matrix h can be used to obtain the reduced coordinates s(i) = h −1 r(i). But the definition of the simulation cell , and thus that of h, is not unique. One example is displayed in Fig. 5 where by translating a subset of particles ∈ parallel to − a 1 , one obtains a new cell of the same volume as and containing exactly one replica of each particle. The replicas of the new cell tesselate the space as do those of . The basis vectors in this "modular" transformation change from
The modular transformation, denoted by T / , is linear:
The basis vectors of the matrix h may be modified by T in the course of simulation provided the velocities ḣ are transformed, too. In the example of Fig. 5 , we change from the matrix h = { a 1 , a 2 } and ḣ = {˙ a 1 , ˙ a 2 } to the matrices h = { a 1 , a 2 − a 1 } and ḣ = {˙ a 1 , ˙ a 2 −˙ a 1 }. These transformations should conserve the velocities v(i). Therefore the reduced coordinates and their velocities for all particles must be recalculated as
The modular transformation can be used to separate the collective dynamic variables represented by the matrix h from the graphical representation of the simulation cell. Indeed, h represents at the same time the shape of the simulation cell and collective variables of the system. But an original particle is strictly equivalent to all its images so that the calculations can be performed with the matrix h attributed to a cell and the particles represented in another cell related to by a modular transformation. For instance, let us assume that the initial cell is a rectangular parallelepiped of basis vectors { a 1 , a 2 , a 3 } with a 3 = a 3 , a 1 = α a 1 , a 2 = β a 2 . The particles can thus be represented in the rectangular box by applying the modular transformation T / . In this way, the computation is performed with h but the particles are represented in the rectangular cell . These boundary conditions for shearing are known as Lee-Edwards boundary conditions [43, 49, 50] . As we shall see below, these limit conditions can be used alternatively with shear stress or shear strain imposed. In the same way, the cell dimensions can be fixed. In this case, considering the replicas of the simulation cell , the Lee-Edwards conditions are equivalent to rigid displacements of the neighboring cells in the direction 2 with the rates ḣ 12 h 22 and −ḣ 12 h 22 on the opposite sides of the central cell. This representation has the advantage of keeping the shape of the simulation cell during shear.
Dynamics
In this section, we consider the equations of motion for the particles and collective degrees of freedom by generalizing the formalism of Parrinello and Rahman to dissipative systems [44, [51] [52] [53] . Let us first consider the collective degrees of freedom h kl upon which depends the velocity-gradient tensor L kl and affine velocities u k (i) =ḣ kl s l (i). We assume that these variables are governed by the equations of dynamics: (47) where m h is a "fictive mass" attached to the collective variables, and F (h kl ) represents the "generalized force" associated with h kl . These generalized forces are conjugate variables of h kl in the sense that the rate Ẇ of the work consumed by these
In order to determine F (h kl ) , we exploit the duality between the velocity-gradient tensor and stress tensor. Since L is an Eulerian tensor, its conjugate variable is the Cauchy stress tensor σ , which is also an Eulerian tensor. By definition, the power produced by the stresses per unit volume is the scalar product: W = VL : σ (49) where V = det(h) = a 1 · a 2 × a 3 is the volume of the simulation cell. Inserting the expression of L given by equation (42) in (49), and given the symmetry of the stress tensor, we geṫ W =ḣ : V h −1 σ (50) This relation shows that V h −1 σ is the conjugate variable of ḣ . Hence, according to the definition (48) , the generalized force is identified with (51) and the equation of motion of h becomes m hḧ = V h −1 σ (52) Like the strain tensor, the stress tensor σ is uniform and periodic. In the same way as the matrix h replaces the wall degrees of freedom, the tensor σ plays the same role as the force on the walls. It is the sum of two terms: an external stress σ ext and an internal stress σ int :
With periodic boundary conditions, the internal stress σ int should be expressed from contact forces f and non-affine velocities v of the particles in the simulation cell . It is given by [54] [55] [56] :
where n c is the number density of contacts (number of contacts per unit volume), n p is the number density of the particles, m is the particle mass, and is the branch vector joining the centers of touching particles. The symbol ⊗ denotes the dyadic product. Written in terms of components, we have
where N c and N p are the numbers of contacts and particles, respectively. The first average in the expression (54) runs over all contacts α inside the cell. It reflects transmission of momenta across the contact network. The second average runs over all particles i in the cell. It is simply the expression of the kinetic stress resulting from the momenta transported by the particles. The equation of dynamics for h can thus be written as
with the expression of σ int given by equation (54) . Any desired mixed boundary conditions can be applied through this equation to the simulation cell. For example, for triaxial compression in the direction 3, we impose the components σ (56) [40] .
The Galilean invariance of a periodic system implies that the force resultants F (i) acting on the particles are strictly periodic and independent of affine velocities u =ḣ s. For this reason, stress gradients induced by gravity or other bulk forces are incompatible with periodic conditions. The conjugate generalized velocities are thus the non-affine velocities v(i) of the particles, and the power produced by the force F (i) is given by Ẇ (i) = F (i) · v(i). Hence, the equation of motion should involve those terms of ¨ r = h¨ s + 2ḣ˙ s +ḧ s that contribute to the variation of v. These terms are h¨ s and ḣ˙ s ≡ḣh −1 v =L v. The only remaining term is ḧ s that we subtract from the acceleration ¨ r of the particle to get the variations of v. Hence
Combining with equation (56) for h, we get another writing of the equations of motion that does not refer to the reduced coordinates:
As we shall see below, this is a convenient representation for an implicit integration scheme. It shows the coupling between the absolute degrees of freedom r(i) of the particles and the collective degrees of freedom via the second term which is proportional to the stress and depends on h. We also note that the product V (σ
Since the periodic deformations of the system depend only on the particle centers, the equations of dynamics for particle rotations are not affected by periodic boundary conditions. The rotations ω(i) of the particles are thus periodic and fully disconnected from the collective degrees of freedom. They are thus governed by:
where τ (i) is the resultant of force moments and torques acting on the particle i, and I is the moments-of-inertia matrix.
The mass m h attributed to the collective degrees of freedom in equation (58) is an unphysical parameter. It can be compared to the wall masses when the boundary conditions are walls or clumps of particles. Since we the dynamics should represent that of a large system, the second term of the right-hand side of equation (58) should be small compared to the first term, which describes the dynamics of the particles under the action of contact forces. This means that m h should be large with respect to m(i). In particular, the relaxation time τ towards mechanical equilibrium is proportional to the square root of mass. Hence, if for the investigation of rheology we search for a well-resolved dynamics of the particles, the collective relaxation time controlled by m h should be larger that the relaxation time of each particle controlled by its mass m(i) [57, 58] .
Application to the Contact Dynamics method
The equations to be solved are those of individual particles together with those governing collective degrees of freedom. The integration scheme depends on the numerical method and its variants. For the Contact Dynamics method, it is convenient to use the writings (58) and (56) 
(60)
with
where the Einstein convention for repeated symbols is assumed. Note that in this scheme the kinetic term in the expression of M int and the nonlinear term of rotations are treated explicitly.
We have seen previously that in the CD method, the equations of dynamics are condensed in the contact frames. The complementarity relations expressing Signorini's condition and Coulomb's law of friction are also written in the contact frames. With periodic boundary conditions, starting with equations (60) and (62), an iteration loop can be formed for the simultaneous determination of forces and velocities. During this iterative process, the tensor M is updated together with contact forces (the kinetic term kept constant during each time step). 
For the management of periodic boundaries, we need to update the reduced positions and velocities according to the same implicit scheme:
Some precautions are necessary for successful simulations with periodic boundary conditions. The round-off numerical errors in collective variables are easily amplified as they directly affect the motions of all particles. For a careful distinction between affine and non-affine velocities, it is important to satisfy the condition ˙ s = 0 in spite of such round-off errors. For example, the simulation of uni-axial compaction in a given space direction under the action of an applied stress leads to an equilibrium state with ḣ = 0 and u(i) = 0, but a uniform displacement field v(i) = h ˙ s(i) = 0. In fact, it can be checked that the equation of motion is compatible with this solution, which is a consequence of Galilean invariance of the system of equations. This effect is undesirable for the analysis of the velocity field and it can be avoided by using a co-moving reference frame. In practice, it is equivalent to imposing the conditions ˙ s = 0 at every time step together with the update of the particle positions and velocities. The same issue arises with respect to the rigid rotations of the system. In fact, the stress tensor being symmetric, the antisymmetric part of the strain tensor L is immaterial. Therefore, it is necessary to fix three elements of the strain tensor in 3D (one element in 2D). Another possible solution is to cancel the antisymmetric part, which leads in turn to the symmetry of the matrix h.
Conclusion
The numerical simulation of granular materials with periodic boundary conditions leads to macroscopically homogeneous strains by eliminating spurious effects resulting from wall boundaries. In some cases, the rigid walls may also be replaced by membrane-like walls and other flexible elements, or by direct application of external forces and displacements on the boundary particles. The method presented in this paper is general and equivalent to the application of a homogeneous strain (affine field) and the calculation of the deviations from a homogeneous strain for the particles (non-affine field. Fig. 6 shows an example of the particle velocity field in simple shear with multi-periodic boundary conditions.
In combination with the Contact Dynamics (CD) approach, the periodic boundaries can be used to investigate the rheological behavior of granular materials composed of perfectly rigid particles interacting via frictional contacts under homogeneous conditions. We described the CD method in some detail and a general method to implement the periodic boundary conditions. The formalism and technical details provided in this paper are essential for the CD method as, in contrast to the MD method, there is no repulsive potential acting between particles. Hence, the equations of dynamics are formulated in such as way that the affine velocities do not violate Signorini's conditions.
The periodic boundary conditions can be applied to all space directions but the same formalism may also be applied in only one direction. For example, a 2D simulation cell may be periodic in the direction x but confined by two parallel walls in the direction z. In this case, the formalism is restricted to the coordinate r x of the particles with the corresponding matrix h and its reduced coordinates. One may then apply either a lateral confining stress or a lateral displacement. The case of lateral imposed displacement is trivial, involving only periodicity in position. This is a particular case of "passive" periodicity. But a general approach, as the one presented in this paper, is necessary for the application of a stress along the x direction.
Finally, it is important to remember that multi-periodic boundary conditions are fundamentally incompatible with stress gradients and shear bands as observed in real granular materials. For this reason, the periodic boundary conditions should by no means be considered as a general replacement for wall-like boundaries that occur in most practical applications. Stated differently, the multi-directional periodic boundary conditions should be used when the rheological behavior of granular materials is of interest and the mesoscopic inhomogeneities should be avoided. Such idealized conditions allow us to identify the behavior before the real boundary-value problems can be solved.
