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vRésumé
Ma thèse s’inscrit dans le contexte du développement de GRAVITY, instrument de
deuxième génération du VLTI, dont la première lumière est prévue pour 2014. GRAVITY
pourra recombiner jusqu’à quatre télescopes en bande K (∼ 2, 2 µm). Par stabilisation de
la phase sur une étoile de référence de magnitude aussi faible que K = 10, il permettra
de réaliser des mesures astrométriques avec une précision de 10 µas sur des objets jusqu’à
K = 15, et des images à référence de phase jusqu’à K = 16 avec une résolution de 4 mas.
Mon travail de thèse consiste à développer les algorithmes du suiveur de franges de
GRAVITY, sous-système essentiel pour permettre à l’instrument d’atteindre ces limites
de sensibilité inégalées en interférométrie longue base infrarouge. Pour rendre possible des
intégrations supérieures à 100 s sur la voie scientiﬁque, il devra stabiliser les diﬀérences
de marche à des résidus inférieurs à 350 nm rms sur l’étoile de référence, malgré les
perturbations provoquées par le piston atmosphérique, des vibrations instrumentales, et
des variations de ﬂux des faisceaux recombinés.
Dans ce but, j’ai réalisé des simulations numériques de la boucle de contrôle dans son
ensemble, en modélisant de façon réaliste les diﬀérentes sources de perturbations générant
des ﬂuctuations de diﬀérence de marche et des variations de ﬂux dans les faisceaux re-
combinés. J’ai ainsi démontré que, par l’utilisation d’un contrôleur prédictif basé sur un
ﬁltre de Kalman utilisant un modèle des perturbations pour calculer les commandes aux
actionneurs, les franges seront stabilisées à 310 nm rms sur une étoile de magnitude 10
dans les conditions d’observation attendues au VLTI en 2014. J’ai montré cependant que
ces performances diminuaient fortement pour des conditions moins favorables.
De plus, j’ai analysé l’eﬃcacité du contrôleur Kalman pour compenser le piston atmo-
sphérique et les vibrations par rapport aux algorithmes actuellement utilisés au VLTI. À
partir de mesures sur ciel avec l’instrument PRIMA, j’ai montré que les perturbations sont
mieux corrigées avec un contrôleur Kalman qu’avec le suiveur de franges de PRIMA. De
plus, j’ai démontré par des simulations numériques que le ﬁltre Kalman est plus eﬃcace
pour compenser les vibrations que l’algorithme VTK, consacré à leur correction au VLTI.
J’ai également développé un démonstrateur de laboratoire du suiveur de franges de
GRAVITY, dans le but d’en valider expérimentalement la boucle de contrôle. J’ai ainsi pu
analyser des spéciﬁcités absentes des simulations initiales, telles que la procédure d’éta-
lonnage, et l’analyse de biais induits par une dispersion spectrale imparfaite.
Enﬁn, j’ai participé à un programme astrophysique pour lequel j’ai réalisé et analysé
des observations interférométriques de la binaire X à forte masse Vela X-1 en infrarouge.
J’ai mesuré un vent stellaire de tailles diﬀérentes dans les bandes H et K, démontrant
la présence soit d’un fort gradient de température, soit d’évènements temporaires dans le
vent. Une fois GRAVITY opérationnel, cette étude préliminaire sera étendue à des binaires
X moins lumineuses, grâce à sa sensibilité inédite en interférométrie infrarouge.
Pour conclure, mon travail de thèse a permis de démontrer que les performances du
suiveur de franges sont compatibles avec les spéciﬁcations de GRAVITY, en faisant par
conséquent le premier suiveur de franges à quatre télescopes à fonctionner sur des sources
faibles, et ce malgré des perturbations importantes. GRAVITY et son suiveur de franges
ouvrent ainsi la voie à des observations astrophysiques inédites en interférométrie optique.
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Abstract
My PhD was initiated in the framework of the development of GRAVITY, second
generation instrument for the VLTI, whose ﬁrst light is expected for 2014. GRAVITY will
combine up to four telescopes in the K infrared spectral band (∼ 2.2 µm). By stabilizing
the phase of a reference star of magnitude as faint as K = 10, this instrument will enable
astrometric measurements with a precision of 10 µas on objects of magnitude up toK = 15,
and phase referenced imaging on objects as faint as K = 16 with about 4 mas angular
resolution.
The goal of my PhD consists in developing the fringe tracker algorithms of GRAVITY,
a critical sub-system to reach these sensitivity limits unequaled in infrared long-baseline
interferometry. To enable integrations longer than 100 s on the science beam, the fringe
tracker will have to stabilize the optical path diﬀerences, with residues as low as 350 nm
rms on the reference star, despite disturbance due to atmospheric piston, instrumental
vibrations, and variations of ﬂux in the recombined beams.
In this aim, I performed numerical simulations of the whole control loop, by realistically
modeling diﬀerent disturbance sources inducing path length ﬂuctuations in the beams, and
ﬂux variations in the beams. I demonstrated that fringes will be stabilized down to 310 nm
rms on a K = 10 magnitude star with the expected observing conditions at VLTI in 2014,
with a predictive controller based on Kalman ﬁltering that uses a disturbance model
to compute the actuator commands. However, I showed that this performance strongly
decreases for less optimistic conditions.
In addition, I analyzed the eﬃciency in correcting both atmospheric piston and vi-
brations of the Kalman controller, compared to the algorithms currently used at VLTI.
From on-sky phase measurements with the PRIMA instrument at VLTI, I showed that the
disturbances are better corrected with the Kalman controller than with the PRIMA-FSU.
Moreover, I performed numerical simulations demonstrating that the Kalman controller
is more eﬃcient to compensate vibrations than the VTK algorithm, dedicated to correct
vibrations at VLTI.
Moreover, I developed a laboratory demonstrator of the GRAVITY fringe tracker, to
experimentally validate its algorithms. I thus analyzed instrumental speciﬁcities of the
fringe tracker with this prototype that are not included in the simulations, such as the
calibration process and bias induced by imperfect dispersive optical systems.
Finally, I contributed to an astrophysical study, in which I performed and analyzed
infrared interferometric observations of the X-ray binary Vela X-1. I measured a stellar
wind with diﬀerent sizes in the H and K spectral bands, revealing either a strong tem-
perature gradient in the stellar wind, or transient events in the accretion process. When
GRAVITY is operational, this study will be extended to fainter X-ray binaries, thanks to
the unique sensitivity of the instrument in infrared interferometry.
To conclude, my PhD demonstrated that the performance of the fringe tracker matches
the speciﬁcations of the GRAVITY instrument, making it the ﬁrst four-telescope fringe
tracker operational for faint targets, despite strong disturbances. GRAVITY and the fringe
tracker thus pave the way to astrophysical observation unprecedented in optical interfero-
metry.
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1Chapitre 1
Mise en contexte
Motivé par l’envie d’en savoir toujours plus sur la physique de l’univers et des corps
célestes qu’il abrite, le développement de nouveaux instruments en astronomie a toujours
pour objectif de dépasser les limites des moyens actuels et permettre l’observation de
phénomènes ou d’objets inédits. La recherche instrumentale en haute résolution angulaire
peut se résumer à cette maxime : « Toujours plus sensible, toujours plus petit, toujours
plus détaillé ».
Ma thèse reﬂète justement les eﬀorts qui peuvent être déployés dans ce but. En parti-
culier, il y est présenté les développements eﬀectués pour dépasser les limites de sensibilité
des interféromètres actuels et à l’une des meilleures résolutions atteintes dans le proche
infrarouge, par le développement d’un instrument de nouvelle génération à la pointe de
son domaine.
Dans ce chapitre, je présenterai le contexte dans lequel s’est déroulée cette thèse. Je
décrirai d’abord l’objectif et le principe des observations à haute résolution angulaire, et
présenterai l’instrument GRAVITY pour lequel j’ai eﬀectué ces recherches. Je présenterai
ensuite le principe du suivi de franges, pièce maîtresse de l’instrument qui lui permettra
d’atteindre des limites de sensibilité inégalées.
1.1 Une question de résolution angulaire
Je présenterai dans cette partie la déﬁnition de la résolution angulaire d’un instrument
observant l’inﬁni, dans une approche simpliﬁée. J’expliquerai également l’intérêt particulier
de ce critère en astronomie, via un bref historique des avancées décisives qui ont conduit
à des observations d’une résolution de plus en plus pointue.
1.1.1 Résolution angulaire : déﬁnition, caractéristiques
Pour commencer, il n’est pas inutile de rappeler ce qui déﬁnit la résolution angulaire
d’un télescope, ni d’en citer quelques caractéristiques.
Réponse impulsionnelle d’un instrument
La notion de résolution angulaire repose sur le fait que l’image d’un objet inﬁniment
petit observé à travers un instrument ne donnera jamais une image inﬁniment petite.
Quelles que soient la nature et la qualité de l’instrument, l’image observée est toujours
une tache plus ou moins étalée. Ainsi, pour discerner deux objets dans une image, il
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faut qu’ils soient suﬃsamment distants l’un de l’autre pour que leurs taches-images ne se
brouillent pas. De la même façon, on peut décomposer un objet étendu en une inﬁnité
d’objets ponctuels d’intensités diﬀérentes. En fonction de la taille et de la forme de la
tache-image de chacun de ces points, on ne pourra distinguer que les détails de l’objet
suﬃsamment étendus pour ne pas être fondus dans chaque tache-image individuelle des
points.
On comprend donc que pour connaître le pouvoir de résolution d’un instrument, c’est-
à-dire sa capacité à appréhender les détails ﬁns d’un objet observé, il faut avant tout
connaître sa fonction d’étalement d’un point, ou réponse impulsionnelle, qui déﬁnit l’image
d’un objet ponctuel rendue par l’instrument. À partir de cette caractéristique, on peut
choisir un critère nous permettant de déﬁnir si un détail d’une certaine taille dans un
objet est résolu ou non par l’instrument. Un critère simpliﬁé généralement adopté consiste
à déﬁnir la limite de résolution d’un instrument comme la largeur à mi-hauteur de sa
réponse impulsionnelle. Ainsi, deux objets ponctuels séparés de façon à ce que leurs images
soient distantes de cette valeur seront discernables.
Il est important à ce point de bien faire la distinction entre limite de résolution et
pouvoir séparateur (aussi appelé simplement résolution) d’un instrument. Par déﬁnition, sa
limite de résolution est la taille du plus petit élément qui puisse être résolu par l’instrument,
tandis que son pouvoir séparateur correspond à sa capacité à résoudre spatialement un
objet. Le pouvoir de séparation est donc égale à l’inverse de la limite de résolution de
l’instrument. Plus sa résolution est grande, plus il permet de distinguer de petits éléments
dans un objet.
Un objet à l’inﬁni étant repéré par un angle, on parle alors de limite de résolution
angulaire, séparation angulaire minimale permettant de distinguer deux objets à l’inﬁni. La
ﬁgure 1.1 présente l’image de deux sources ponctuelles pour des séparations respectivement
de gauche à droite non résolue par l’instrument, à sa limite de résolution, et parfaitement
résolue. On voit ainsi dans l’image de gauche que l’objet n’est pas ponctuel, mais il est
impossible d’en connaître la nature.
Figure 1.1 – Illustration du pouvoir séparateur d’un instrument. Les images de deux objets
ponctuels sont représentés. À gauche, les objets sont trop proches pour être résolus. Au milieu, la
séparation entre les deux objets est à la limite de résolution de l’instrument. À droite, les deux
objets sont suﬃsamment séparés pour être clairement discernables sur l’image.
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Limite de diﬀraction
C’est la diﬀraction par la pupille de l’instrument qui limite de façon ultime sa résolu-
tion. Sa réponse impulsionnelle dépend alors à la fois de la forme et de la taille caracté-
ristique de la pupille diﬀractante.
La théorie de la diﬀraction de Fraunhofer montre qu’à l’inﬁni, l’amplitude complexe
d’une onde diﬀractée est directement proportionnelle à la transformée de Fourier de la
fonction transmission de la pupille. Ainsi, l’amplitude complexe A de l’onde émise par un
pointM de l’espace, à une longueur d’onde λ, et diﬀractée par une pupille de transmission
T ne dépend que de la direction d’observation de coordonnées angulaires (θx, θy) :
A(θx, θy) ∝
x
R2
T (U, V ) exp
(
−2iπ
λ
(θxU + θyV )
)
dU dV, (1.1)
dans la limite de l’approximation de Fraunhofer, où le point M est considéré à l’inﬁni si
sa distance d au plan pupille vériﬁe la relation :
d≫ D
2
pup
λ
, (1.2)
avec Dpup une taille caractéristique de l’ouverture.
L’expression de l’amplitude de l’onde est ainsi déﬁnie par la transformée de Fourier
F [t] de la transmission de la pupille t aux coordonnées réduites par la longueur d’onde :
A(θx, θy) ∝ F [t] (θx, θy) , (1.3)
avec la transmission de la pupille aux coordonnées réduites (u, v) = (U/λ, V/λ) :
t(u, v) = T (U, V ). (1.4)
La réponse impulsionnelle S de l’instrument, déﬁnie par l’image d’un point, s’exprime
alors par le module carré de l’amplitude de l’onde :
S(θx, θy) = |A(θx, θy)|2 . (1.5)
Ainsi, connaissant la forme de la pupille de l’instrument, on peut facilement connaître
l’image qu’il donnera d’un point lumineux à l’inﬁni, dans la mesure où il est limité par la
diﬀraction de l’onde par sa pupille, et en déduire sa limite de résolution par la largeur à
mi-hauteur de sa réponse impulsionnelle.
Analyse dans le plan des fréquences spatiales
Une autre approche permettant de connaître le pouvoir séparateur d’un instrument
est d’analyser les fréquences spatiales dont il permet l’observation.
La réponse impulsionnelle d’un instrument correspond dans le domaine fréquentiel à
la transformée de Fourier de l’autocorrélation h de la transmission de la pupille t aux
coordonnées réduites, déﬁnie telle que :
h(u, v) = (t ⋆ t)(u, v), (1.6)
également appelée fonction de transfert optique de l’instrument. La réponse impulsionnelle
correspond ainsi à :
S(θx, θy) = F [h] (θx, θy) . (1.7)
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Dans domaine fréquentiel des coordonnées réduites, l’instrument peut donc être vu
comme un ﬁltre passe-bas ne transmettant que les fréquences spatiales (u, v) pour lesquelles
sa pupille est déﬁnie. Le pouvoir séparateur de l’instrument est alors simplement déﬁni
par la fréquence spatiale maximale accessible.
Ainsi, si Dpup est la taille maximale de la pupille d’un instrument limité par la diﬀrac-
tion, son pouvoir de résolution umax à la longueur d’onde λ correspond alors à :
umax =
Dpup
λ
, (1.8)
et sa limite de résolution est donc inversement proportionnelle à la taille de la pupille :
θRI ∼ λ
Dpup
. (1.9)
On voit que plus la taille de la pupille de l’instrument est grande, plus sa tache de
diﬀraction sera petite, et plus il sera capable d’imager les détails ﬁns des objets observés.
En d’autre termes, plus la pupille est grande, plus son pouvoir séparateur est important.
Exemple d’une pupille circulaire
Considérons maintenant l’exemple très classique d’une simple ouverture circulaire de
diamètre D, couramment utilisée en astronomie pour sa simplicité et sa propriété de
symétrie radiale.
La fonction de transmission d’une telle pupille est déﬁnie par :
T (U, V ) =
{
1 si r =
√
U2 + V 2 ≤ D/2
0 sinon
. (1.10)
D’après la relation 1.3, l’amplitude de l’onde diﬀractée par cette ouverture dans la direction
θ =
√
θ2x + θ
2
y est proportionnelle à la transformée de Fourier de T :
A(θ) ∝ 2J1(πDθ/λ)
πDθ/λ
, (1.11)
où J1 est la fonction de Bessel de première espèce d’ordre 1. La réponse impulsionnelle
correspondante, appelée tache d’Airy, est de la forme :
S(θ) ∝
(
2
J1(πDθ/λ)
πDθ/λ
)2
. (1.12)
Selon le critère déﬁni précédemment, la limite de résolution θ0 d’un instrument de
pupille circulaire de diamètre D est donnée par la largeur à mi-hauteur de la tache d’Airy,
soit :
θ0 ≃ λ/D. (1.13)
La ﬁgure 1.2 présente l’image obtenue de deux objets observés avec un télescope de
pupille circulaire de 8 m de diamètre limité par la diﬀraction, pour diﬀérentes valeurs
de séparation angulaire. On voit qu’à la limite de résolution θ0 = λ/D, correspondant à
57 milli-secondes d’angle (mas) à 2,2 µm, les deux objets sont tout juste résolus.
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Figure 1.2 – Illustration du pouvoir séparateur d’un télescope de pupille circulaire de diamètre
D = 8 m. Les coupes en θy = 0 des images individuelles de deux objets ponctuels sont représentées
(en rouge et vert), ainsi que l’image totale observée (en noir), pour trois valeurs de séparation
angulaire θ diﬀérentes. De gauche à droite, θ vaut respectivement 0,6 λ/D, λ/D, et 1,5 λ/D. La
longueur d’onde est λ = 2, 2 µm. On peut noter que ces séparations sont les mêmes que celle
utilisées dans la ﬁgure 1.1.
1.1.2 De l’œil aux ELTs
Fort de ces notions, on peut analyser rétrospectivement l’évolution des instruments
en astronomie. Étant donné que la résolution augmente proportionnellement au diamètre,
et que le ﬂux collecté augmente proportionnellement au diamètre au carré, on observe
sans surprise une tendance vers des ouvertures toujours plus grandes, et des instruments
toujours plus sensibles et précis.
L’œil humain
Le premier instrument utilisé par l’homme pour observer le ciel est l’œil humain, idéal
pour toutes les observations basiques du ciel. Bien que la taille de sa pupille puisse varier de
2 à 7 mm en fonction des contractions de son iris, la résolution de l’œil est rarement limitée
par la diﬀraction mais principalement par la taille et l’échantillonnage des photorécepteurs
de la rétine (cônes et bâtonnets de diamètre de 2,5 µm), lui conférant un pouvoir de
résolution de 1′. Mis à part quelques rares objets très étendus et lumineux comme la
Lune, le Soleil, quelques galaxies voisines, et des comètes, aucun autre objet céleste n’est
résolu par l’œil.
Lunettes et télescopes
Il fallut attendre l’an 1609 et l’utilisation de la première lunette astronomique par
Galilée pour que la perception du ciel commence à changer. À l’époque, la vision du monde
était ﬁgée par des blocages philosophiques et théologiques à la conception d’Aristote,
selon laquelle l’univers serait séparé en deux parties distinctes et de nature complètement
diﬀérente : le monde sublunaire imparfait et corruptible, et le monde supra-lunaire parfait
et immuable, où tout est sphérique et animé de mouvements circulaires et uniformes.
Avec un diamètre de 8 cm, la lunette de Galilée a une résolution 40 fois meilleure et
une sensibilité 1600 fois plus grande que l’œil nu. Ce gain en sensibilité permit à Galilée
de découvrir une multitude d’étoiles jusqu’alors insoupçonnées, et sa résolution de 1,4′′
rendit possible des découvertes qui bouleversèrent complètement la vision de l’univers :
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– capable de distinguer des détails de l’ordre de 3 km sur la Lune, il peut aﬃrmer que
sa surface est très accidentée, ce qui l’exclut de facto du monde supra-lunaire parfait
et uniforme ;
– il résout les principales planètes du système solaire, et se rend compte que, contrai-
rement aux étoiles, elles forment un disque parfait ;
– il découvre la présence de quatre satellites en orbite autour de Jupiter, preuve que
la Terre n’est pas l’unique centre de rotation de l’univers. Cette observation permet
à Galilée d’appuyer la thèse héliocentrique de Copernic : il est parfaitement envi-
sageable que les planètes orbitent autour du Soleil tout en entraînant des satellites
avec elles.
Après ces découvertes très controversées, l’utilisation de la lunette s’est ensuite déve-
loppée, avec des ouvertures de plus en plus grandes. Le XIXème siècle voit apparaître des
grandes lunettes comme celle de 91 cm de l’Observatoire Lick (1888), celle de 83 cm de
l’Observatoire de Paris (1891), et celle de 1 m de l’Observatoire Yerkes (1897).
À la ﬁn du XIXème, les lunettes se font petit à petit supplanter par un autre type
d’instrument, le télescope, à cause de plusieurs limites technologiques qui rendent diﬃcile
la fabrication de lentilles de grand diamètre et de bonne qualité optique :
– une lentille nécessite un bloc de verre très homogène pour avoir une bonne qualité
optique. Pour fabriquer une grande lunette, il faut donc un grand bloc de verre très
pur, ce qui est diﬃcile à réaliser ;
– les grandes lentilles ont tendance à se déformer sous leur propre poids avec le temps,
ce qui dégrade leur qualité optique ;
– à l’époque, il était diﬃcile de réaliser des grandes lentilles très ouvertes, c’est-à-dire
avec d’importants rayons de courbure. Les lunettes de diamètre de l’ordre du mètre
ont alors des focales de l’ordre de 10–20 m, et donc des tubes aussi longs, ce qui
entraîne des diﬃcultés mécaniques, notamment un encombrement et des ﬂexions
importants.
En outre, le télescope présente des avantages chromatiques non négligeables par rapport
à la lunette : l’angle de réﬂexion d’un rayon lumineux est indépendant de la longueur
d’onde contrairement à la réfraction d’un rayon à travers un dioptre. Un télescope est
donc parfaitement achromatique. C’est ainsi que les principaux observatoires s’équipèrent
entre 1945 et 1980 de télescopes de l’ordre de 3–5 m de diamètres, puis dans les années
1990 de télescopes de classe 8–10 m.
Limitations de l’atmosphère : optique adaptative versus télescope spatial
Il est plus que temps à ce niveau de parler de la bête noire de l’imagerie à haute
résolution angulaire : l’atmosphère. Cette couche d’air, qui entoure la Terre et nous protège
des radiations solaires, est très turbulente et dégrade signiﬁcativement la résolution des
images obtenues avec un grand télescope.
Telle une casserole d’eau en ébullition, l’atmosphère est animée de complexes mou-
vements de convection thermique, auxquels s’ajoutent des mouvements de masse d’air
générés par diﬀérentes conditions météorologiques (vent, diﬀérences de pression. . . ). Les
propriétés physiques et compositions locales de l’air varient constamment, sur des échelles
de temps de l’ordre de quelques millièmes de seconde. Les propriétés optiques de l’air sont
également aﬀectées par ces phénomènes turbulents. Or, l’une des grandes caractéristiques
d’un faisceau lumineux est qu’il se propage de façon à minimiser localement la durée de son
trajet (principe de Fermat). Ainsi, les rayons d’une étoile peuvent parcourir des chemins
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optiques relativement diﬀérents, et arriver sur la pupille du télescope avec des directions
diﬀérentes de leur angle initial, formant ainsi une image décalée au foyer. Lorsque de
grandes pupilles sont utilisées, la perturbation atmosphérique a donc pour conséquence
d’étaler l’image d’un objet ponctuel, donc la réponse impulsionnelle de l’instrument, et
ainsi d’en réduire la résolution. La résolution d’un instrument limité par la turbulence at-
mosphérique, appelée seeing, est de l’ordre de 1′′ au zénith dans des conditions médianes
d’observation, soit la même résolution qu’un instrument de 13 cm limité par la diﬀraction
dans le visible.
Pour contrecarrer les eﬀets de la turbulence atmosphérique sur la résolution des té-
lescopes, deux philosophies diﬀérentes ont été développées en parallèle dans les années
1960 :
– éviter l’atmosphère et satelliser les télescopes ;
– développer des techniques de correction ou de traitement d’image pour restaurer la
résolution des télescopes au sol.
La ﬁgure 1.3 illustre le principe d’imagerie à travers l’atmosphère ainsi que ces deux
méthodes. De nombreuses techniques ont été développées pour permettre d’exploiter la
résolution des télescopes de grand diamètre au sol. Parmi celles-ci, on citera les deux
principales :
– l’optique adaptative (Rousset et al. 1990) qui permet de corriger en temps réel le
front d’onde perturbé grâce à un senseur de front d’onde et un miroir déformable
(illustré à droite de la ﬁgure 1.3) ;
– l’imagerie de tavelure (Labeyrie 1970), qui consiste à traiter a posteriori des images
acquises par de courtes poses de façon à ﬁger l’atmosphère (illustration à gauche de
la ﬁguree 1.3 par exemple).
Figure 1.3 – Gauche : illustration de la perturbation du front d’onde d’un objet à l’inﬁni
par traversée de l’atmosphère. Milieu : imagerie dans l’espace, non perturbée par l’atmosphère.
Droite : restauration de la résolution d’un instrument par optique adaptative et correction du
front d’onde par un miroir déformable.
Pour terminer cette partie, le tableau 1.1 donne la liste les principaux types d’instru-
ment utilisés en astronomie et évoqués dans cette partie, avec leur résolution angulaire à
la limite de diﬀraction.
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Instrument D Résolution Taille sur la Lune
Œil 2 mm 58′′ 105 km
Lunette de Galilée 8 cm 1,4′′ 3 km
Lunette de Meudon 83 cm 137 mas 255 m
Hubble 2,4 m 47 mas 88 m
UT au VLT 8,2 m 14 mas 26 m
E-ELT 39,3 m 3 mas 5 m
Tableau 1.1 – Limite de résolution théorique de diﬀérents instruments dans le visible (λ =
550 nm). Correspondance avec la taille des détails discernables sur la Lune.
1.2 L’interférométrie : une technique particulière
L’imagerie à haute résolution par de grands télescopes a cependant ses limites : la
satellisation de télescopes de grand diamètre est matériellement diﬃcile et onéreuse d’une
part, et la conception de télescopes de diamètre supérieur à 40 m au sol pose de nombreux
déﬁs technologiques, tant mécaniques qu’optiques. Il existe pourtant une alternative pour
faire de l’imagerie à haute résolution angulaire sans avoir à construire nécessairement des
télescopes gigantesques : l’utilisation de pupilles diluées, ou synthèse d’ouverture.
1.2.1 Principe de l’interférométrie
Comme son nom l’indique, le principe de la synthèse d’ouverture est d’utiliser plusieurs
télescopes distants plutôt qu’une grande pupille couvrant la même surface. Le ﬂux collecté
est bien entendu moins important et la sensibilité de l’instrument est par conséquent plus
faible, et le plan des fréquences spatiales est moins bien couvert, mais on démontre facile-
ment qu’un instrument à pupille diluée a la même résolution angulaire qu’un instrument à
pupille pleine : la fréquence spatiale maximale accessible par un tel instrument correspond
en eﬀet non plus au diamètre d’une ouverture, mais à la distance séparant l’extrémité des
pupilles les plus distantes. Dans le cas où la séparation est bien supérieure à la taille des
pupilles individuelles, on approxime la résolution de l’interféromètre à la fréquence spatiale
correspondant à la distance entre les centres des diﬀérentes pupilles (voir ﬁgure 1.4).
Figure 1.4 – Exemple de synthèse de quatre ouvertures : au lieu d’utiliser une pupille pleine de
diamètre B, on l’échantillonne par quelques pupilles de diamètre D plus petit, positionnées avec
un espacement maximal égal à B.
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Considérons un instrument de pupille T formée de deux pupilles plus petites identiques
de transmission complexe T0 séparées par une distance B sur l’axe des abscisses du plan
de la pupille :
T (U, V ) = T0
(
U − B
2
, V
)
+ T0
(
U +
B
2
, V
)
. (1.14)
Par les équations 1.3 et 1.5, on démontre facilement que la réponse impulsionnelle S de
cet instrument à la longueur d’onde λ s’exprime à partir de la réponse impulsionnelle S0
d’une pupille T0 individuelle par :
S(θx, θy) = 2S0(θx, θy)
(
1 + cos
(
2πB
θx
λ
))
. (1.15)
La réponse impulsionnelle de la combinaison de deux pupilles identiques est donc la même
que celle d’une pupille individuelle, à la diﬀérence près qu’elle est modulée à une fréquence
B/λ sur l’axe du vecteur de base ~B séparant les deux ouvertures, résultant des interférences
entre les deux ouvertures. La ﬁgure 1.5 présente l’exemple de la réponse impulsionnelle
d’un instrument de pupille circulaire de diamètre D, celle de la combinaison de deux
pupilles de diamètre D séparées d’une distance B > D, et celle d’un instrument de pupille
de diamètre B. On voit que la seconde réponse impulsionnelle est la même que celle du
premier instrument, mais modulée par une ﬁgure d’interférence. La taille typique d’une
période de cette modulation est de l’ordre de la tache de diﬀraction du troisième instrument
de diamètre équivalent.
La résolution angulaire d’un tel instrument est alors déterminée par la taille angulaire
d’une période –une frange– de cette modulation, soit :
θi =
λ
B
(1.16)
Cependant cette valeur n’est valable que pour résoudre les détails d’un objet sur l’axe
parallèle au vecteur de base ~B. Sur l’axe perpendiculaire, la réponse impulsionnelle est
identique à celle d’une pupille individuelle, de résolution λ/D.
Le principe de l’interférométrie à longues bases est ainsi de combiner plusieurs téles-
copes de petit diamètre par rapport à la longueur des vecteurs de base, en positionnant
les télescopes judicieusement de façon à bien échantillonner le plan de la pupille, ou plan
des fréquences spatiales (u, v) , qui détermine la résolution de l’interféromètre.
1.2.2 Observables interférométriques
Lorsqu’un objet étendu est observé, les images de l’ensemble des points qui le com-
posent sont superposées. Mis à part quelques cas simples, il n’est pas trivial de retrouver
l’information sur l’objet à la limite de résolution d’un interféromètre. La ﬁgure 1.6 présente
l’exemple (simple) d’étoiles binaires de diﬀérente séparation observées avec un interféro-
mètre à deux télescopes. Pour une séparation à la limite de diﬀraction de l’instrument, on
distingue les deux composantes du couple dans l’image (une frange supplémentaire). Pour
des séparations légèrement inférieures à la résolution de l’interféromètre, on voit cepen-
dant que l’image est clairement diﬀérente de la réponse impulsionnelle puisque les franges
sont brouillées. Ainsi, dans l’hypothèse où la distribution spatiale d’intensité de l’objet
observé suit un modèle simple (étoile double, étoile simple étendue, . . . ), une mesure du
contraste des franges permet de mesurer certaines caractéristiques de l’objet, pour peu
que la précision de mesure soit suﬃsante.
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Figure 1.5 – De gauche à droite : transmission de la pupille, réponse impulsionnelle, et coupe
de la réponse impulsionnelle en θy = 0, parallèlement à l’axe ~u.
De haut en bas : pupille circulaire de diamètre D = 8 m; deux ouvertures circulaires de diamètre
D, séparées d’une distance B = 25 m ; pupille circulaire de diamètre B.
Mesure de visibilité complexe
De façon plus formelle, on peut décrire l’image I d’un objet de distribution d’intensité
O par sa convolution avec la réponse impulsionnelle S de l’instrument :
I(~θ) = O
(
~θ
)
∗ S
(
~θ
)
, (1.17)
où a ∗ b est le produit de convolution de a par b. Dans le cas précédemment décrit d’un
interféromètre à deux ouvertures identiques, de réponse impulsionnelle individuelle S0,
séparées par un vecteur de base ~B (équation 1.15), l’image à la longueur d’onde λ peut se
décrire en deux composantes :
I(~θ) = 2O
(
~θ
)
∗ S0
(
~θ
)
︸ ︷︷ ︸
image incohérente
+2O
(
~θ
)
∗ cos
(
2π
~B
λ
.~θ
)
︸ ︷︷ ︸
image cohérente
. (1.18)
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Figure 1.6 – Franges d’interférence simulée, pour des binaires de diﬀérente séparation, obtenues
avec un interféromètre à deux télescopes (D = 8 m, B = 25 m, λ = 2, 2 µm). La séparation de
la binaire est respectivement 0, 2λ/B, 0, 5λ/B, et λ/B (de gauche à droite). L’orientation de la
binaire est alignée avec la base de l’interféromètre.
L’image incohérente correspond à la simple somme des images individuelles des deux ou-
vertures (avec une résolution de λ/D), tandis que l’image cohérente contient l’information
à haute résolution sur l’objet observé.
La mesure des informations caractéristiques de l’objet se fait facilement dans le plan
des fréquences spatiales, en calculant la transformée de Fourier de l’image :
F [I](~ν) = 2
(
F [S0] (~ν)V (~ν) + 1
2
V
(
−
~B
λ
)
+
1
2
V
(
~B
λ
))
, (1.19)
avec V = F [O] la transformée de Fourier de la distribution d’intensité de l’objet, selon
le théorème de Zernike–van Cittert, appelée visibilité complexe de l’objet. La mesure du
contraste des franges fournit ainsi une mesure directe du spectre de l’objet à la fréquence
spatiale ~B/λ.
Idéalement, connaissant la visibilité complexe de l’objet sur l’ensemble des fréquences
spatiales ~ν ∈ R2, on retrouve la distribution d’intensité de l’objet dans ses moindres détails.
En pratique, une observation interférométrique avec deux télescopes ne fournit que l’infor-
mation sur l’objet à une fréquence spatiale précise ( ~B/λ). Cependant, en augmentant le
nombre de mesures avec diﬀérents vecteurs de base, on peut échantillonner suﬃsamment le
plan des fréquences spatiales pour pouvoir reconstruire la distribution spatiale d’intensité
de l’objet O, soit par l’utilisation de modèles simpliﬁés (objet ponctuel, disque. . . ), soit
par des algorithmes permettant de reconstruire une image à partir des données en utilisant
un terme de régularisation contenant des informations a priori sur l’objet (objet plutôt
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lisse, plutôt tranché. . . )(Thiébaut 2008).
Clôtures de phase
La traversée de l’atmosphère terrestre retarde l’onde collectée par un télescope par
rapport aux autres, ce qui a pour eﬀet d’ajouter un terme de phase inconnu au champ
électrique de l’objet. Il est par conséquent impossible de retrouver la phase absolue des
visibilités complexes V de l’objet, qui porte justement l’information déterminante sur la
symétrie de l’objet, et est ainsi indispensable à la reconstruction d’une image à haute
résolution de l’objet O. Ce phénomène est illustré par la ﬁgure 1.7 dans le cas simple d’un
système binaire dont une étoile est quatre foix plus faible que l’autre. On y voit clairement
que c’est la phase des franges qui donne l’information sur la symétrie de l’objet et non leur
contraste. Si la mesure de la phase n’est pas ﬁable, il est impossible de savoir si l’étoile la
plus lumineuse est à gauche ou à droite de l’image.
Figure 1.7 – Images de deux binaires à la limite de résolution d’un interféromètre à deux télescopes
(D = 8m, B = 25m, λ = 2, 2 µm), pour deux rapports de ﬂux diﬀérents. Gauche : image résolue de
la binaire (télescope de diamètre B). Milieu : image par l’interféromètre. Gauche : Coupe centrale.
Illustre le fait que c’est la phase des interférences (position des franges) qui donne l’information
sur la symétrie de l’objet et non le contraste des franges.
Lorsqu’au moins trois ouvertures sont utilisées, il est possible de retrouver une partie
de l’information sur la phase des visibilités complexes par le calcul des clôtures de phase
(Jennison 1958). Cette grandeur est déﬁnie par la somme des phases des visibilités com-
plexes mesurées sur trois bases formant un triangle fermé. Considérons trois télescopes
notés n, m, et o, recombinés sur trois bases ~Bn,m, ~Bm,o, ~Bo,n, observant un objet de vi-
sibilité complexe V . La phase ψn,m mesurée sur l’interférogramme de la base de vecteur
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~Bn,m correspond à :
ψn,m = Ψn,m + φm − φn, (1.20)
où Ψn,m = arg(V ( ~Bn,m/λ)) est la phase propre à l’objet, et φn et φm des déphasages
induits sur l’onde au niveau des télescopes individuels (traversée de l’atmosphère, position
relative des télescopes,. . . ). La clôture de phase Θn,m,o entre ces trois télescopes est déﬁnie
par :
Θn,m,o = ψn,m + ψm,o + ψo,n, (1.21)
et a la propriété d’être indépendante des termes de phases propres à chaque télescope
individuel, qui s’annulent deux à deux :
Θn,m,o = Ψn,m +Ψm,o +Ψo,n. (1.22)
Cette observable a donc la propriété d’être indépendante des perturbations de l’atmosphère
et est représentative uniquement des termes de phase propres à l’objet observé. Par cette
mesure, on peut ainsi retrouver une partie de l’information sur la position du centre de
luminosité d’un objet dans une image obtenue en combinant au moins trois télescopes.
Phase référencée
Une autre façon d’estimer la phase de la visibilité complexe de l’objet malgré le piston
atmosphérique est d’observer simultanément une étoile de référence dont on connaît la
distribution spatiale d’intensité, et qui se trouve dans la même portion de ciel que l’objet
étudié.
En eﬀet, si les deux objets sont vus avec une séparation inférieure à l’angle d’isopla-
nétisme (∼ 10′′), ils subissent les mêmes perturbations en piston φn et φm vues par les
deux télescopes n et m d’une base. Connaissant la phase Ψrefn,m de la visibilité complexe de
l’objet de référence sur cette base, on peut estimer en temps-réel le déphasage induit par
la turbulence atmosphérique en mesurant la phase ψrefn,m de son interférogramme :
φm − φn = ψrefn,m −Ψrefn,m. (1.23)
Ainsi, en mesurant la phase ψn,m des franges de l’objet étudié simultanément à celle de
l’objet de référence, on peut en déduire directement la phase propre à l’objet sur cette
base, relativement à celle de la référence :
Ψn,m = ψn,m − ψrefn,m +Ψrefn,m. (1.24)
Comparée à la mesure de clôtures de phases, cette méthode a l’avantage de fournir une
mesure par base, et non une mesure par triplet indépendant de télescopes : une mesure
de phase référencée peut ainsi être mesurée avec seulement deux télescopes. Elle nécessite
cependant l’observation simultanée d’une étoile de référence à proximité de l’objet étudié.
1.2.3 Principaux observatoires interférométriques
On a donc démontré la puissance des observations interférométriques par rapport à des
observations avec de simples télescopes. Le principal atout de cette technique réside princi-
palement dans sa capacité à faire des observations à très haute résolution, par l’utilisation
de bases de plusieurs dizaines voire centaines de mètres.
Elle a cependant également des inconvénients, à savoir :
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– une faible sensibilité, causée d’une part par l’utilisation de pupilles petites compa-
rées aux longueurs des bases, et d’autre part par la perte de transmission due au
nombre important de systèmes optiques nécessaires pour recombiner les faisceaux
de plusieurs télescopes ;
– la nécessité de faire plusieurs observations avec des bases diﬀérentes pour avoir un
échantillonnage du plan pupille suﬃsant pour reconstruire une image de l’objet à
haute résolution.
Les principaux interféromètres longue base sont détaillés dans le tableau 1.2. L’objet
de ma thèse étant lié à un instrument qui sera installé au VLTI –Very Large Telescope
Interferometer–, il est bon d’en détailler succinctement l’architecture. Cet interféromètre
européen, appartenant à l’ESO –European Southern Observatory– est installé sur le Mont
Paranal au Chili. Il permet de combiner jusqu’à quatre télescopes de 8 m de diamètre,
nommés UTs pour Unit Telescope, ou encore quatre télescopes de 1,8 m de diamètre,
nommés ATs pour Auxiliary Telescope. Les UTs sont ﬁxes et sont également utilisés in-
dividuellement par trois instruments, tandis que les ATs sont mobiles et consacrés aux
observations interférométriques. Ils peuvent être positionnés en diﬀérentes stations sur la
montagne, et ainsi former des bases de taille et d’orientation diverses, pouvant atteindre
200 m de longueur. Le VLTI est équipé de plusieurs instruments oﬀrant la possibilité de
recombiner ces télescopes dans diﬀérentes bandes infrarouges, entre 1,6 µm et 10 µm,
permettant d’analyser des objets avec une résolution angulaire jusqu’à 2,5 mas (à 1,6µm).
Nom Lieu Télescopes Base Note
diamètre nombre min. max.
LBT Arizona 8,4 m 2 23 m
Keck Hawaï 10 m 2 85 m 1
CHARA Californie 1 m 6 34 m 331 m
VLTI Chili 8 m 4 47 m 130 m
1,8 m 4 8 m 202 m
NPOI Arizona 0,12 m 6 2 m 437 m
SUSI Australie 0,14 m 2 5 m 640 m
ISI Californie 1,65 m 3 4 m 70 m
MROI Nouveau Mexique 1,4 m 10 8 m 340 m 2
’OHANA Hawaï 4–10 m 7 85 m 800 m 2
Notes :(1) arrêté en 2012 ; (2) en développement.
Tableau 1.2 – Principaux interféromètres à longues bases, avec leurs caractéristiques.
1.3 L’instrument GRAVITY dans ce contexte
Deux projets sont actuellement en cours de réalisation pour renouveler les instru-
ments du VLTI et permettre la combinaison de quatre télescopes dans diﬀérentes bandes
spectrales de l’infrarouge : MATISSE –Multi-AperTure mid-Infrared SpectroScopic Expe-
riment– fonctionnant dans les bandes L, M, et N de l’infrarouge (de 3,5 à 13 µm) (Lopez
et al. 2008), et GRAVITY –General Relativity Analysis via Vlt InTerferometrY– fonc-
tionnant dans la bande K (à 2,2 µm) (Eisenhauer et al. 2011). On peut également citer
l’instrument PIONIER –Precision Integrated-Optics Near-infrared Imaging ExpeRiment–
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instrument visiteur combinant quatre télescopes en bande H (à 1,65 µm), installé récem-
ment au VLTI et qui cèdera sa place à GRAVITY en 2014.
Je vais par la suite détailler l’instrument GRAVITY, sujet de ce manuscrit.
1.3.1 Objectifs scientiﬁques
L’objectif scientiﬁque principal de GRAVITY est l’observation du centre de la Galaxie,
situé dans la constellation du Sagittaire. De nombreuses poussières dans cette direction
de la galaxie empêchent toute observation aux longueurs d’onde visibles (32 magnitudes
d’absorption dans cette bande spectrale). Cependant, ces poussières sont transparentes
aux longueurs d’onde infrarouge et radio, ce qui justiﬁe le choix de la bande spectrale de
GRAVITY (la forte diﬀusion en radio à cause du plasma chaud dans cette région empêche
les observations à haute résolution angulaire). Des observations tout au long de cette
dernière décennie ont montré qu’une puissante source radio, Sgr A*, se trouvait au centre
de la Galaxie, de masse environ 4 millions de masses solaires (M⊙), compactée dans un
volume bien plus petit que la taille du système solaire, avec un rayon de Schwarzschild
de l’ordre de 0,1 ua (Gillessen et al. 2009). Ces études fournissent à l’heure actuelle la
meilleure preuve de l’existence d’un trou noir super-massif au centre de notre Galaxie.
L’objectif majeur de GRAVITY est d’observer en détail le mouvement de la matière et des
astres à proximité de Sgr A*, aﬁn de vériﬁer expérimentalement la validité des propriétés
théoriques des trous noirs, et de tester la relativité générale en champ fort.
Ainsi, par l’observation des mouvements dynamiques des étoiles très proches du trou
noir (et jusqu’à maintenant non identiﬁées par manque de résolution angulaire), GRAVITY
a pour but de vériﬁer les équations du mouvement dans ce régime gravitationnel, et en
particulier, de mettre en évidence des eﬀets relativistes tels que la précession du périastre
de leurs orbites. L’instrument pourra potentiellement permettre de mesurer le spin du trou
noir, en observant son inﬂuence sur ces orbites (Will 2008 ; Merritt et al. 2010).
De plus, GRAVITY a également pour objectif de permettre d’expliquer l’origine des
sursauts lumineux qui se produisent régulièrement au niveau de Sgr A*, à un rythme de une
à deux fois par jour (voir ﬁgure 1.8, Genzel et al. 2003). Les instruments actuels n’ont pas
la résolution suﬃsante pour permettre d’observer précisément la source de ces radiations et
plusieurs théories proposent des explications diﬀérentes (voir ﬁgure 1.9, Eisenhauer et al.
2011) :
– de la reconnexion magnétique dans les jets expulsés par le trou noir ;
– du gaz chauﬀé pourraient se déplacer sur une orbite très proche de l’horizon du trou
noir ;
– des ﬂuctuations stochastiques d’intensité du disque d’accrétion (bruit rouge).
Bien qu’il ne soit pas possible de résoudre l’environnement à quelques dizaines de micro-
secondes d’angle du trou noir, la précision astrométrique inégalée de GRAVITY permettra
de mesurer les mouvements des points lumineux autour de Sgr A* avec une précision de
cet ordre. Le phénomène à l’origine des sursauts lumineux servira alors de particule-test
pour explorer l’espace-temps en champ fort autour du trou noir (Hamaus et al. 2009).
Enﬁn, mise à part l’étude du centre galactique, GRAVITY permettra également des
avancées notables dans les domaines suivants :
– l’étude des noyaux actifs de galaxie, grâce à la sensibilité inédite de l’instrument
combinée à ses capacités d’imagerie à haute résolution angulaire ;
– la mesure du mouvement réﬂexe des étoiles hôtes d’exoplanètes dans le plan du ciel ;
– l’observation d’étoiles jeunes et de leurs disques circumstellaires de poussière, grâce
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Figure 1.8 – Illustration d’un sursaut lumineux au niveau du centre galactique, observé à quelques
minutes d’intervalle. Tiré de Genzel et al. (2003).
Figure 1.9 – Scenarii expliquant l’origine des sursauts lumineux de Sgr A*.De gauche à droite :
jets de matière éjectée sous forme de grumeaux et reconnexion magnétique dans les jets ; grumeaux
de matière chaude sur une orbite proche de la dernière orbite stable du trou noir ; accrétion de
matière par un disque irrégulier. Image tirée de Eisenhauer et al. (2011).
à la grande sensibilité de l’instrument ;
– l’étude de binaires X, qui permet d’observer de façon indirecte des objets compacts,
par le processus d’accrétion de matière issue de l’étoile compagnon.
1.3.2 Description et spéciﬁcations techniques de l’instrument
L’observation du centre de la Galaxie est l’objectif principal et dimensionnant de GRA-
VITY. Pour permettre l’observation des phénomènes décrits précédemment, il devra at-
teindre les performances suivantes :
– une précision astrométrique de 10 µas (soit 2 cm sur la surface de la Lune) sur une
source de magnitude K = 15 en 5 mn de pose, par rapport à une étoile de référence
située à 1′′ ;
– permettre l’imagerie à référence de phase sur une source de magnitude K = 16 par
poses de 100 s, avec une résolution de ∼ 4 mas (soit 7 m sur la surface de la Lune),
une précision de 10 % sur les mesures de visibilité, et de 6◦ sur la phase relativement
à l’étoile de référence.
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Pour y parvenir, GRAVITY sera un instrument complexe, constitué de plusieurs sous-
systèmes clés de sa réussite. Son architecture globale est présentée en ﬁgure 1.10.
Figure 1.10 – Schéma de principe de GRAVITY. Tiré de Eisenhauer (2011).
Optique adaptative
Pour atteindre les performances en sensibilité attendues, les fronts d’onde collectés
par chaque télescope et recombinés par GRAVITY devront être corrigé des perturbations
atmosphériques. Cependant à cause de l’extinction de 32 magnitudes dans le visible par les
poussières du centre galactique, le système d’optique adaptative actuel du VLTI, MACAO,
n’est pas approprié pour permettre l’observation de Sgr A*, car il est équipé de senseurs de
front d’onde fonctionnant aux longueurs d’onde visibles. GRAVITY sera donc installé avec
des senseurs de front d’onde fonctionnant dans l’infrarouge (bandes H et K), et utilisera
les miroirs déformables de MACAO pour corriger les quatre faisceaux des perturbations
atmosphériques. Ainsi, par l’observation d’une étoile de référence de magnitude K = 7 à
7′′de l’objet observé, ce système d’optique adaptative restaurera la réponse impulsionnelle
des télescopes à un rapport de Strehl de 25 %, et à stabiliser les faisceaux à des résidus de
tip-tilt de 10 mas rms, dans des conditions médianes d’observation à 30◦d’angle zénithal
(Clénet et al. 2010 ; Kendrew et al. 2012). Le schéma mécanique des senseurs de front
d’onde est présenté en ﬁgure 1.11.
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Figure 1.11 – Schéma du senseur de front d’onde infrarouge, montrant les faisceaux issus des
télescopes (en jaune), et le séparateur de faisceaux (STS) à l’interface avec le senseur de front
d’onde. Tiré de Kendrew et al. (2012).
Systèmes de guidage et de couplage
GRAVITY sera équipé d’une caméra d’acquisition permettant de contrôler à la fois
les champs observés par les quatre télescope, leur pupille, et la qualité du front d’onde
(Amorim et al. 2010). Par l’analyse de ces images, les dérives lentes du champ et de la
pupille de chacun des télescopes seront contrôlées et ajustées par le système de couplage
en amont du recombinateur de faisceaux, par des miroirs motorisés. L’analyse du front
d’onde permet de corriger les faisceaux des aberrations statiques des optiques en aval des
senseurs de front d’onde de l’optique adaptative, et de la turbulence dans les tunnels et
lignes à retard du VLTI. De plus, pour optimiser l’injection dans les ﬁbres du recombineur
à haute fréquence, deux faisceaux lasers se propageront dans le train optique de GRAVITY
entre le séparateur de champ du VLTI et le système de couplage de GRAVITY, un pour
contrôler les déplacements de la pupille et un pour contrôler la position du champ. L’étoile
de référence et l’objet étudié, contenus dans le champ de 2′′du VLTI, sont séparés avant
l’injection dans le recombineur par un prisme à angle droit.
Fonctions ﬁbrées
Les quatre faisceaux de l’étoile de référence et les quatre faisceaux de l’objet étudié
sont injectés dans huit ﬁbres optiques monomode en verre ﬂuoré pour ﬁltrer spatialement
le champ. Des rotateurs de polarisation motorisés permettent de contrôler la polarisation
dans les ﬁbres de façon à maximiser le contraste des franges. Les diﬀérences de chemin
optique entre les voies de référence et les voies scientiﬁques sont compensées en étirant les
ﬁbres, enroulées sur un cylindre piézoélectrique (Perrin et al. 2011a).
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Recombinateur en optique intégré
Les faisceaux en sortie des ﬁbres sont injectés dans un recombineur en optique intégrée,
qui permet d’échantillonner les franges des six bases simultanément sur quatre échantillons
en quadrature de phase (Jocou et al. 2010). Ce mode de recombinaison permet d’estimer
les grandeurs interférométriques (contraste et phase des franges) avec un maximum de
sensibilité. La compacité de ce recombineur le rend également très stable mécaniquement
et en température. La ﬁgure 1.12 présente une photo d’un recombinateur en optique intégré
tel que ceux qui seront utilisés par GRAVITY.
Figure 1.12 – Photographie d’un recombinateur en optique intégrée tel que ceux qui seront utilisés
dans GRAVITY pour recombiner les faisceaux de l’étoile de référence et de l’objet étudié. Image
fournie par Laurent Jocou.
Spectromètres
Les faisceaux en sortie des recombinateurs sont imagés par des systèmes optiques
dispersifs (appelés spectromètres dans la suite) sur les détecteurs respectifs de la voie
scientiﬁque et de la voie de référence. Trois résolutions spectrales peuvent être choisies sur
pour la voie scientiﬁque (R ∼ 22, R ∼ 500, ou R ∼ 4000), tandis que la voie de référence a
une faible résolution spectrale ﬁxée à R ∼ 22, pour permettre la stabilisation des franges
par le suiveur de franges (Straubmeier 2011). Je détaillerai le sous-système du suiveur de
franges plus loin dans ce manuscrit.
Détecteurs de nouvelle génération
Les senseurs de front d’onde et le suiveur de franges seront équipés de détecteurs de
nouvelle génération à bas bruit, développées par SELEX-Galileo. Ces caméra sont consti-
tuées d’une matrice de photodiodes à avalanche infrarouge, et sont capables de fournir
des images à une fréquence de plusieurs centaines de Hertz avec un bruit de lecture de
seulement 4 e− rms (Finger et al.).
Métrologie
La position des franges de la voie scientiﬁque par rapport à la voie de référence est
asservie par les lignes à retard diﬀérentielles ﬁbrées grâce à un système de métrologie
interne à GRAVITY. Un laser de métrologie est injecté dans les deux recombinateurs de
faisceaux et est propagé jusqu’aux miroirs jusqu’aux miroirs secondaires des télescopes,
où les diﬀérences de marche diﬀérentielles entre les deux voies sont mesurées en observant
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les ﬁgures d’interférences diﬀusées sur les miroirs secondaires (Gillessen 2011). Par cette
méthode, les diﬀérences de marche diﬀérentielles entre les deux voies sont mesurées avec
une précision de l’ordre de 10 nm, et permettent ainsi les mesures astrométriques entre la
voie de référence et la voie scientiﬁque avec une précision de l’ordre de 10 µas.
1.3.3 Présentation du consortium
GRAVITY est un instrument développé par un consortium européen de six labora-
toires, en collaboration avec l’ESO :
– le Max Planck Institut für extraterrestrische Physik (MPE) ;
– le Max Planck Institut für Astronomie (MPIA) ;
– l’Universität zu Köln (UoC) ;
– le Partenariat Haute résolution Angulaire Sol-Espace (PHASE), comprenant le Labo-
ratoire d’Études Spatiales et d’Instrumentation en Astrophysique (LESIA) et l’Office
National d’Études et de Recherches Aérospatiales (ONERA) ;
– l’Institut de Planétologie et d’Astrophysique de Grenoble (IPAG) ;
– le Laboratório de Sistemas, Instrumentaçao e Modelaçao (SIM).
Le MPE a la responsabilité du projet (institut PI). L’instrument sera assemblé dans ce
laboratoire avant d’être expédié au VLTI mi-2014. Le tableau 1.3 détaille les sous-systèmes
dont est responsable chaque laboratoire.
Pays Laboratoires Sous-systèmes développés
Allemagne MPE Détecteurs ; système de guidage ; métrologie ;
cryostat ; système de couplage ; module d’étalonnage
MPIA Senseur de front d’onde
UoC Spectromètres
France PHASE Fonctions ﬁbrées ; suiveur de franges ;
logiciel de réduction de données ;
étude système de l’optique adaptative ;
étude système de l’astrométrie
IPAG Recombinateurs en optique intégrée
Portugal SIM Caméra d’acquisition
Tableau 1.3 – Laboratoires membres du consortium GRAVITY, et sous-systèmes dont ils sont
responsables.
1.4 Une question de sensibilité
Pour atteindre les performances en sensibilité décrites ci-dessus et encore jamais ob-
tenues par les interféromètres actuels, GRAVITY sera équipé d’un suiveur de franges,
sous-système qui lui permet d’acquérir des données avec un long temps d’intégration.
Dans cette partie, je vais présenter le principe du suivi de franges, puis je décrirai les
performances attendues pour le suiveur de franges de GRAVITY.
1.4.1 Principe du suivi de franges
J’ai évoqué précédemment dans ce chapitre le fait que la phase de l’onde collectée par
chaque télescope est perturbée par la traversée de l’atmosphère.
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Eﬀet de la turbulence sur les interférences
En eﬀet, avant d’être recombinés, les faisceaux alimentant les diﬀérents télescopes
traversent des couches d’atmosphère distantes de plusieurs dizaines, voire centaines de
mètres. À cause des diﬀérences locales de température de l’air, les faisceaux suivent des
chemins optiques diﬀérents, et accumulent des retards les uns par rapport aux autres.
De plus, ces chemins optiques varient temporellement, en fonction de l’importance de la
turbulence de l’atmosphère. Cette perturbation, appelée piston atmosphérique, a pour
conséquence d’ajouter un terme de phase variable au champ électrique de l’objet collecté
par chacun des télescopes, proportionnel au chemin optique parcouru par le faisceau.
Lorsque deux faisceaux sont recombinés, le retard d’une onde par rapport à l’autre,
ou différence de marche, ajoute un terme de phase diﬀérentielle dans la modulation des
interférences de l’équation 1.18, qui décale les franges par rapport à leur position de ré-
férence. Étant donné que la diﬀérence de marche entre deux faisceaux varie continûment
avec le temps et peut atteindre plusieurs microns en fonction de la longueur de la base
entre les télescopes, le piston atmosphérique a pour eﬀet de faire varier la phase des franges
continuellement, c’est-à-dire de les déplacer continuellement par rapport à leur position
nominale.
Ainsi, on comprend que ces mouvements perpétuels des franges limitent la possibilité
d’utiliser des longs temps de pose pour faire ressortir l’image des franges si la luminosité
de l’objet observé est faible. En eﬀet, si les franges bougent de façon signiﬁcative pendant
l’intégration de l’image, la somme des modulations de phases diﬀérentes brouille les franges
et diminue drastiquement leur contraste. Ce phénomène est représenté par la ﬁgure 1.13,
où la diﬀérence de marche entre les télescopes croît régulièrement de façon à décaler
les franges d’une période pendant l’intégration de l’image. On voit que le contraste des
franges est quasi-nul, bien que l’objet observé soit un point non résolu par l’instrument.
Typiquement, le temps de cohérence de l’atmosphère, pendant lequel la turbulence peut
être considérée comme ﬁgée, est de l’ordre de 3 ms en infrarouge. Ainsi, le contraste des
franges est signiﬁcativement diminué dès lors que des temps de poses supérieurs à 30 ms
sont utilisés.
Figure 1.13 – Gauche : simulation de franges d’interférences obtenues sur une étoile non résolue,
intégrée pendant 10 s pendant lesquelles la diﬀérence de marche entre les télescopes varie à cause
de la turbulence atmosphérique. Droite : variation de la diﬀérence de marche simulée.
22 Chapitre 1. Mise en contexte
Solutions possibles
Il y a deux solutions possibles pour limiter la perte de contraste induite par le mouve-
ment continuel des franges :
– ne faire que des intégrations courtes, de l’ordre du temps de cohérence, de façon à
limiter la perte de contraste. Une étoile étalon connue doit être observée avant et
après l’objet scientiﬁque avec le même temps de pose, de façon à estimer la perte
de contraste due au piston atmosphérique. La conséquence de cette solution est une
perte directe de la sensibilité de l’instrument, qui ne peut alors observer que des
objets brillants ;
– utiliser un système qui stabilise les franges pendant de longs temps de pose,en ob-
servant une étoile de référence.
Cette seconde solution est appelée suivi de franges, et le système en question est un
suiveur de franges. Le principe de cette technique consiste à observer une étoile de ré-
férence qui soit suﬃsamment proche de l’objet que l’on souhaite observer pour subir les
mêmes perturbations atmosphériques (angle d’isoplanétisme du piston de l’ordre de 10′′),
et suﬃsamment brillante pour pouvoir observer les interférences à une cadence élevée. En
mesurant la phase des franges de cette étoile de référence, le suiveur de franges estime
la diﬀérence de marche entre les faisceaux recombinés, et déplace des actionneurs sur le
trajet des faisceaux de l’objet étudié de façon à compenser le piston atmosphérique. Par
ce moyen, les franges de l’objet scientiﬁque restent stables et peuvent être intégrées sans
perte de contraste.
Cette technique, développée dans les années 80 par Shao & Staelin (1977, 1980), est
similaire à l’optique adaptative, à ceci près que l’optique adaptative corrige les perturba-
tions induites par l’atmosphère sur le front d’onde au niveau d’un seul télescope, tandis
qu’un suiveur de franges corrige le piston atmosphérique entre plusieurs télescopes, sans
se soucier de la qualité du front d’onde au niveau de chaque ouverture individuelle (mais
fonctionne d’autant mieux que les fronts d’onde sont cohérents à l’échelle de chaque pu-
pille).
À l’heure actuelle, quatre suiveurs de franges sont installés sur diﬀérents interféromètres
et permettent de stabiliser la phase des franges à haute fréquence :
– le suiveur de franges de l’interféromètre du Keck, utilisé pour stabiliser les franges
entre deux télescopes dans les bandes spectrales H, K et L (Colavita et al. 2010) ;
– le suiveur de franges Fringe-Tracking Instrument of NIce and TOrino (FINITO),
utilisé pour suivre les franges entre trois télescopes au VLTI dans la bande spectrale
H (Bonnet et al. 2006 ; Le Bouquin et al. 2008) ;
– le suiveur de franges de l’instrument Phase Referenced Imaging and Microarcsecond
Astrometry (PRIMA), utilisé pour suivre les franges entre deux télescopes au VLTI
dans la bande spectrale K (Sahlmann et al. 2009).
– le suiveur de franges CHARA Michigan Phase-tracker (CHAMP), installé sur l’in-
terféromètre CHARA pour suivre les franges de six télescopes dans les bandes J, H
ou K, opérationnel actuellement avec quatre télescopes (Monnier et al. 2012).
Les autres interféromètres sont uniquement pourvus de système permettant de recentrer
l’enveloppe des franges, à partir de acquisitions eﬀectuées sur l’objet observé, donc à re-
lativement basse fréquence et avec une précision de l’ordre de quelques franges, et ne
permettent donc pas de faire des acquisitions à long temps de pose pour faire ressortir
le signal interférométrique. On peut également citer le suiveur de frange à deux téles-
copes de Palomar Testbed Interferometer (PTI), opérationnel jusqu’au démantèlement de
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l’interféromètre en 2008.
1.4.2 Le suiveur de franges de GRAVITY dans ce contexte
Le suiveur de franges de GRAVITY permettra de suivre les franges formées par quatre
télescopes au VLTI dans la bande spectrale K. Aﬁn de permettre l’observation du centre de
la Galaxie par de longues intégrations, il devra être capable de stabiliser les franges en ob-
servant l’étoile de référence la plus brillante dans le champ de vue de 2′′ du VLTI, IRS 16C,
de magnitude K = 9, 7, et permettre l’intégration des images sur la voie scientiﬁque sans
perte de contraste signiﬁcative. L’environnement du centre galactique est présenté à la
ﬁgure 1.14.
Spéciﬁcations techniques
En tant que cas scientiﬁque principal de GRAVITY, l’observation de Sgr A* dimen-
sionne les performances de son suiveur de franges. Ainsi, suivant les spéciﬁcations de
GRAVITY, pour les conditions médianes d’observation sur le site de Paranal, sans tenir
compte de vibrations instrumentales, et avec des ﬂuctuations d’orientation des faisceaux à
l’entrée des ﬁbres inférieures à 15 mas, le suiveur de franges devra stabiliser les diﬀérences
de marche à moins de 300 nm rms (λ/7) par l’observation d’une étoile de référence de ma-
gnitude K = 10 avec les UTs (et de magnitude K = 7 avec les ATs). En supposant que les
vibrations instrumentales ajoutent aux diﬀérences de marche des ﬂuctuations inférieures
à 150 nm rms, le suiveur de franges devra stabiliser les franges à moins de 350 nm rms
(λ/6).
Un déﬁ de sensibilité
Le principal déﬁ que devra surmonter le suiveur de franges de GRAVITY pour per-
mettre l’observation du centre galactique est de parvenir à stabiliser les franges sur une
étoile de référence de magnitude aussi faible. En eﬀet, IRS 16C est très proche de la limite
de sensibilité de l’interféromètre du Keck, le plus sensible au monde (K ∼ 10, 3).
De plus, pour stabiliser correctement les franges, cette étoile de référence devra être
observée avec des temps de pose très faibles (de l’ordre de quelques millisecondes) pour
pouvoir ﬁger la turbulence à chaque image. La magnitude limite mesurée au Keck est elle
obtenue avec des temps de pose légèrement plus élevés, autorisant une légère perte de
contraste étalonnée par l’observation additionnelle d’étoiles étalons.
Pour parvenir à cette sensibilité inédite, et contrebalancer la complexité de l’instrument
qui va de paire avec une faible transmission, GRAVITY sera également équipé d’une
caméra de nouvelle génération SELEX, composée de photodiodes à avalanche infrarouge,
à très bas bruit de lecture.
Transposition à d’autres applications
Enﬁn, il est à noter que le contrôle temps-réel de la phase sur un instrument optique est
un problème commun à de nombreuses applications. Ainsi, les techniques développées pour
stabiliser les franges sur une source faible pour l’instrument GRAVITY sont transposables
à de nombreux systèmes. On peut citer notamment le contrôle de la phase pour des
satellites d’observation à haute résolution en vol en formation en orbite autour de la Terre,
ou des systèmes de synthèse d’ouverture au sol pour d’autres applications (scientiﬁques
ou militaires).
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Figure 1.14 – Image de l’environnement du centre galactique en infrarouge. Le point rouge
représente le centre galactique, le cercle rouge représente le champ de vue du VLTI, l’étoile brillante
dans ce cercle est IRS 16C, l’étoile de référence du suiveur de franges, et l’étoile la plus brillante
en dehors du cercle est IRS 7, l’étoile de référence des senseurs de front d’onde de GRAVITY.
1.5 Ma thèse dans ce contexte
L’objectif de ma thèse est de développer, optimiser et caractériser l’algorithme du
suiveur de franges de GRAVITY, dans le but d’atteindre les spéciﬁcations techniques
énoncées précédemment, et permettre l’observation du centre galactique. J’ai dans ce but
réalisé des simulations du système de contrôle dans son ensemble, tenant compte de façon
aussi réaliste que possible des diﬀérentes sources de perturbation des faisceaux. J’ai de
plus développé un prototype de laboratoire, dans le but de valider expérimentalement
l’algorithme du suiveur de franges.
Je commencerai tout d’abord par décrire, quantiﬁer, et modéliser les diﬀérents types
de perturbations rencontrées par les faisceaux lumineux (chapitre 2). Je détaillerai en-
suite l’algorithme du suiveur de franges de GRAVITY (chapitre 3). Dans le chapitre 4,
je présenterai l’ensemble des simulations numériques que j’ai eﬀectuées pour caractériser
les performances du suiveur de franges, ainsi que leurs résultats. Je présenterai ensuite le
démonstrateur que j’ai réalisé, et sa contribution à la caractérisation du suiveur de franges
de GRAVITY (chapitre 5). Enﬁn, je terminerai ce manuscrit par une ouverture astrophy-
sique préparatoire à l’exploitation de GRAVITY, en présentant les observations et analyse
de données interférométriques d’un système binaire X que j’ai eﬀectuées pendant ma thèse
(chapitre 6).
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Chapitre 2
Perturbations rencontrées par le
suiveur de franges
J’ai illustré dans le chapitre précédent la nécessité de stabiliser les franges pour rendre
possible de long temps de pose sur les sources faibles en limitant la perte de contraste
provoqué par les ﬂuctuations de diﬀérence de marche. Pour stabiliser les franges de façon
eﬃcace, il est important de bien connaître les perturbations à corriger. Une telle compré-
hension est même indispensable à l’utilisation d’algorithmes prédictifs, qui requièrent une
connaissance préalable de ces perturbations pour optimiser leurs corrections, comme on
l’expliquera dans le chapitre 3.
Nous allons donc ici nous intéresser en détail aux principaux types de perturbations
que devra corriger le suiveur de franges de GRAVITY. Je discuterai tout d’abord de la
turbulence atmosphérique et des diﬀérents modèles permettant de la décrire. J’analyse-
rai ensuite la contribution instrumentale des vibrations dans ces perturbations. Enﬁn, ce
chapitre sera également l’occasion de décrire brièvement les perturbations subies par le
suiveur de franges, à savoir les variations de ﬂux dans le recombinateur de faisceaux.
2.1 Le piston atmosphérique
Intéressons-nous tout d’abord à la turbulence atmosphérique, principale cause des ﬂuc-
tuations de chemin optique subies par la lumière d’une étoile vue depuis la Terre par un
télescope. En tant que facteur limitant de bien des types d’observations, cette perturba-
tion est intensivement étudiée depuis quelques dizaines d’années, tant par des analyses
théoriques que par des mesures directes. Je rappellerai dans cette partie les notions de
base permettant de comprendre l’origine et les caractéristiques de la turbulence atmo-
sphérique 1. Je décrirai ensuite les diﬀérents modèles analytiques permettant de la décrire,
et j’expliquerai comment ces modèles s’insèrent dans mon analyse du suiveur de franges
de GRAVITY.
2.1.1 Aux origines de la turbulence atmosphérique
Deux phénomènes physiques à grande échelle interviennent principalement dans la
formation et l’évolution de la turbulence atmosphérique. L’un est d’origine thermique et
1. Parties 2.1.1 et 2.1.2 inspirées principalement du cours de Gérard Rousset et Marc Séchaud « Pro-
pagation et imagerie à haute résolution à la travers la turbulence atmosphérique ».
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génère des mouvements d’air verticaux ; l’autre est d’origine aérodynamique et produit des
mouvements d’air transversaux.
Le premier phénomène est causé par les diﬀérences de température entre le sol et l’air
à diﬀérentes altitudes. En eﬀet, la Terre est éclairée et chauﬀée par le Soleil de façon non
uniforme : selon le lieu considéré, cet échauﬀement dépend de son environnement géogra-
phique, de sa localisation sur Terre (latitude principalement), de la période de l’année,
et du moment de la journée (jour, nuit). De plus, selon sa nature et son albédo, le sol
accumule la chaleur solaire plus rapidement que l’air. Cette diﬀérence de température sol-
air crée un phénomène de convection thermique : des bulles d’air chaud proches du sol
s’élèvent suivant les courants thermiques dans les diﬀérentes couches de l’atmosphère.
À ces mouvements ascendants s’ajoute un phénomène aérodynamique transversal :
le vent, qui provoque un écoulement d’air turbulent plus ou moins fort selon l’altitude.
À grande échelle, le vent est la combinaison de deux facteurs. Le premier vient de la
circulation de l’air entre l’équateur et les pôles terrestres, due aux diﬀérences de pression
atmosphérique entre ces latitudes. Le second est causé par le mouvement de rotation de
la Terre sur elle-même, qui dévie ces courants en longitude. Bien entendu, les reliefs et
diﬀérences locales de pression et de température modiﬁent ces tendances de façon non
négligeable.
Ces deux phénomènes génèrent ainsi un brassage de masses d’air à différentes tem-
pératures, à différentes échelles. Comme l’indice de réfraction de l’air dépend de la tem-
pérature et de la pression, ces ﬂuctuations entraînent également des variations locales de
l’indice de réfraction.
Les propriétés optiques d’un faisceau traversant un tel milieu turbulent s’expliquent
très simplement par le principe de Fermat : la lumière se propage d’un point à un autre
de façon à minimiser localement son temps de trajet, c’est-à-dire son chemin optique.
Suivant cette loi, les rayons lumineux se propageant dans l’atmosphère sont déviés et
retardés localement en fonction de l’indice de l’air qu’ils traversent. De même, le front
d’onde, qui est par déﬁnition perpendiculaire à la direction de propagation des rayons, est
déformé par la propagation dans ce milieu turbulent.
Pour arriver jusqu’à deux télescopes distants d’une centaine de mètres, deux rayons
lumineux issus d’une étoile traversent donc des épaisseurs d’air très peu corrélées spatiale-
ment et temporellement en terme d’indice de réfraction, et peuvent cumuler des chemins
optiques relativement diﬀérents (voir illustration en ﬁgure 2.1). Notamment, la diﬀérence
de chemin optique entre ces télescopes, appelée différence de marche dans la suite, peut
varier de plusieurs microns en quelques millisecondes. Ce phénomène de ﬂuctuation tem-
porelle de la diﬀérence de marche entre deux télescopes est couramment appelé piston
atmosphérique 2.
2.1.2 Description analytique de la turbulence
La mise en équation de ce phénomène turbulent est plus complexe et fait intervenir
plusieurs grandeurs physiques à l’échelle macroscopique.
2. Bien qu’il s’agisse d’une différence de deux termes de pistons
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Figure 2.1 – Illustration du principe de Fermat : un rayon lumineux se propage d’un point à un
autre de façon à minimiser son trajet optique, et est donc dévié en fonction de l’indice local du milieu
traversé. Ainsi, deux faisceaux traversant deux épaisseurs d’atmosphère turbulente diﬀérentes ne
rencontrent pas exactement les mêmes indices et sont déviés diﬀéremment. De même, le chemin
optique qu’ils ont traversé jusqu’au télescope est légèrement diﬀérent.
Propriétés dynamiques de la turbulence
Le modèle analytique communément adopté pour décrire la turbulence atmosphérique
repose sur l’hypothèse de Kolmogorov (1941) qui suppose que l’énergie cinétique ǫ transfé-
rée d’un écoulement initial à l’écoulement turbulent par unité de temps est constant quelle
que soit l’échelle spatiale de la turbulence considérée, tant qu’elle est supérieure à l’échelle
de dissipation de l’énergie turbulente en chaleur. Cette hypothèse permet de dimensionner
la distribution des ﬂuctuations V de vitesse en fonction de la taille caractéristique l d’un
tourbillon :
V 2 ≈ ǫ2/3l2/3. (2.1)
La déduction du spectre des ﬂuctuations de vitesse, appelé Spectre de Kolmogorov,
est basée sur le formalisme développé par Tatarskii (1961). Il nécessite l’utilisation de
la fonction de structure DV des ﬂuctuations de vitesse, déﬁnie pour un vecteur à trois
dimension ~r =
−−→
MM′ entre deux points M et M’ par :
DV (~r) =
〈
|V (~ρ)− V (~ρ+ ~r)|2
〉
~ρ
. (2.2)
Cette fonction est liée à la fonction de covariance BV des ﬂuctuations de vitesse par la
relation :
DV (~r) = 2
(
BV (~0)−BV (~r)
)
, (2.3)
où la fonction de covariance est déﬁnie par :
BV (~r) = 〈V (~ρ).V ∗(~ρ+ ~r)〉~ρ . (2.4)
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Or la densité spectrale de puissance WV de ces ﬂuctuations est déﬁnie par la transformée
de Fourier de la fonction de covariance, pour un vecteur de fréquence spatiale à trois
dimensions ~κ :
WV (~κ) =
y
BV (~r)e
−2iπ~κ.~r d~r. (2.5)
Une simple analyse dimensionnelle combinant les équations 2.1, 2.4, et 2.5 permet de
déterminer la structure du spectre de Kolmogorov :
WV (~κ) ∝ κ−11/3, (2.6)
avec κ = |~κ| le module de la fréquence spatiale. Ce spectre détermine la distribution en
fréquences spatiales des ﬂuctuations de vitesse d’écoulement de l’air dans l’atmosphère.
Propriétés optiques de la turbulence
Grâce à de cette connaissance de la structure dynamique de la turbulence atmosphé-
rique, il est possible d’en déduire sa structure optique, et notamment les caractéristiques
de son spectre de ﬂuctuations d’indice de réfraction. En eﬀet, Obukhov (1949) et Yaglom
(1949) ont montré que toute grandeur physique d’un écoulement turbulent qui ne modiﬁe
pas sa dynamique et qui est indépendante des réactions au sein de l’écoulement (grandeur
passive et conservatrice) suit également la loi de Kolmogorov 2.1. C’est le cas des gran-
deurs macroscopiques telles que la température, la pression, l’humidité spéciﬁque de l’air
(rapport entre la pression partielle de l’eau et la pression atmosphérique), et l’indice de
réfraction. La fonction de structure DN des ﬂuctuations d’indice de l’air est ainsi déﬁnie
par :
DN (~r) = CN
2r2/3, (2.7)
où r = |~r| est compris entre l’échelle L0 caractéristique de formation de tourbillons (échelle
externe), et l’échelle l0 caractéristique de dissipation de ces tourbillons, et où CN est la
constante de structure d’indice de l’atmosphère, qui caractérise localement la force de
la turbulence. La densité spectrale de puissance WN des ﬂuctuations d’indice est décrite
(Tatarskii 1971) par :
WN (~κ) = 0, 033(2π)
−2/3CN
2κ−11/3. (2.8)
Conséquences sur les propriétés d’une onde lumineuse
Enﬁn, à partir de ce modèle décrivant les ﬂuctuations d’indice dans l’atmosphère, on
peut en déduire le proﬁl des ﬂuctuations de phase subies par une onde lumineuse. En eﬀet,
le déphasage φAB subi par un champ électrique de longueur d’onde λ entre deux points A
et B est lié au chemin optique correspondant LAB par :
φAB =
2π
λ
LAB (2.9)
=
2π
λ
∫ B
A
n(s) ds. (2.10)
Ainsi, considérant une onde plane se propageant à la longueur d’onde λ dans une couche
d’air turbulente d’épaisseur dh assez petite pour négliger la diﬀraction en champ lointain,
le spectre élémentaire Wφ des ﬂuctuations spatiales de la phase de l’onde correspond à
(Tatarskii 1971) :
Wφ(~κ) = 0, 033(2π)
−2/3
(
2π
λ
)2
CN
2 dhκ−11/3. (2.11)
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Le spectre des ﬂuctuations temporelles de phase se déduit de ce spectre spatial en sup-
posant que l’évolution temporelle d’une couche turbulente peut se décrire par une simple
translation latérale suivant la direction et la vitesse du vent ~V dans cette couche, en gar-
dant ainsi le même proﬁl spatial (hypothèse de Taylor de l’atmosphère ﬁgée). L’évolution
temporelle de la phase à l’instant t + τ peut alors se décrire par rapport à la phase à
l’instant t par :
φ(~r, t+ τ) = φ(~r − τ ~V , t). (2.12)
Sous cette hypothèse et en supposant un vent de direction ~x dans un repère orthogonal
(O, ~x, ~y) et de vitesse V , la densité spectrale de puissance wφ des ﬂuctuations de la phase
du front d’onde à la fréquence temporelle f se déduit du spectre des ﬂuctuations spatiales
par la relation (Conan et al. 1995) :
wφ(f) =
1
V
∫ +∞
−∞
Wφ
(
f
V
, κy
)
dκy. (2.13)
Ainsi, suivant le modèle de turbulence précédemment décrit, le proﬁl spectral des ﬂuctua-
tions temporelles de la phase d’une onde traversant une couche turbulente d’atmosphère
se caractérise par la loi de puissance en f−8/3 suivante :
wφ(f) ∝
(
f
V
)−8/3
. (2.14)
Discussion du modèle de Kolmogorov
Ce modèle d’évolution temporelle basé sur l’hypothèse de Kolmogorov constitue la
base principale des analyses de la turbulence atmosphérique. Sa limite est cependant que
son spectre diverge à la fréquence nulle. Or la variance des ﬂuctuations d’une grandeur
physique a pour propriété d’être égale à l’intégrale de son spectre sur l’ensemble des
fréquences :
σ2φ =
∫ +∞
−∞
wφ(f) df. (2.15)
Ainsi, selon ce modèle, la variance σ2φ des ﬂuctuations temporelles de phase est inﬁnie.
Bien qu’il existe des alternatives plus physiques à ce modèle, c’est bien souvent lui qui
est utilisé pour décrire la turbulence car il est validé par l’expérience au premier ordre, est
simple à utiliser et caractériser, a été beaucoup étudié et est par conséquent relativement
bien connu.
2.1.3 Les diﬀérents modèles de turbulence
Dans cette partie, je vais détailler d’une part l’application de ce modèle de Kolmo-
gorov pour décrire le piston atmosphérique, puis je décrirai les alternatives à ce modèle
permettant de caractériser la turbulence de façon plus physique.
Spectre de Kolmogorov de la phase diﬀérentielle
Pour décrire les ﬂuctuations de diﬀérence de marche subies par un interféromètre, il faut
tenir compte d’une part de l’eﬀet de convolution de la phase par la pupille du télescope, et
d’autre part de la combinaison de deux termes de phase décalés l’un par rapport à l’autre
en fonction la séparation des télescopes. Ainsi, considérant deux télescopes de pupilles
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circulaires de diamètre D, et un vecteur de base ~B séparant les ouvertures, et faisant
l’approximation que la phase est moyennée sur l’ensemble de la pupille d’un télescope 3 ,
la distribution spatiale ψ des ﬂuctuations de phase diﬀérentielle est décrite par :
ψ(~r, ~B,D) = g(~r, ~B,D) ∗ φ(~r, t), (2.16)
où g est la fonction qui convolue spatialement la phase φ en phase diﬀérentielle ψ :
g(~r, ~B,D) = (δ(~r + ~B)− δ(~r)) ∗ PD(~r). (2.17)
δ représente la fonction de Dirac, et P la fonction de transmission de la pupille, soit pour
les ouvertures circulaires considérées :
PD(~r) =
4
πD2
{
1 si |~r| ≤ D/2
0 sinon
. (2.18)
Conan et al. (1995) ont démontré que la densité spectrale de puissance des ﬂuctuations
temporelles de phase diﬀérentielle se déduit du spectre des ﬂuctuations de phase par la
relation :
wψ(f) =
1
V
∫ +∞
−∞
∣∣∣∣F [g]
(
f
V
, κy
)∣∣∣∣2Wφ(~κ) dκy, (2.19)
avec F l’opérateur de la transformée de Fourier.
En supposant la base orientée dans la même direction que le vent, parallèle à l’axe ~x,
et considérant une turbulence suivant un modèle de Kolmogorov, cette relation conduit
au spectre temporel suivant (très légèrement modiﬁé par la direction du vent selon Conan
et al. (1995)) :
wψ(f) ∝ sin2
(
πBf
V
)∫ +∞
−∞
(
J1(πDq)
πDq
)2
q−11/3 dκy, (2.20)
avec q la norme de la fréquence spatiale :
q =
√(
f
V
)2
+ κ2y, (2.21)
et J1 la fonction de Bessel de première espèce d’ordre 1. Selon Conan et al. (1995), ce
spectre peut être approximé par un spectre asymptotique continu par morceau w˜ψ tel
que :
w˜ψ(f) ∝


f−2/3 si f < fc1
f−8/3 si fc1 < f < fc2
f−17/3 si f > fc2
, (2.22)
avec les fréquences de coupures telles que fc1 ≃ 0, 2V/B et fc2 ≃ 0, 3V/D.
À basse fréquence, ce spectre suit une loi de puissance en f−2/3, équivalente au proﬁl
spectral de la dérivée de la phase, comme attendu pour caractériser une diﬀérence de
phase entre deux télescopes. Au-delà de la fréquence de coupure fc1 , c’est-à-dire pour des
déplacements l d’air turbulent inférieurs à la longueur de base entre les télescopes l . B,
les termes de phase incidents sur les télescopes sont indépendants l’un de l’autre, et on
retrouve la loi de puissance en f−8/3 typique des ﬂuctuations temporelles de la phase. Au-
delà de la fréquence de coupure fc2 , pour des échelles de temps courtes qui correspondent
à des mouvements de la couche turbulente plus petits que le diamètre du télescope l . D,
le spectre suit une loi en f−17/3 typique de l’eﬀet de moyenne spatiale par la pupille.
3. On néglige l’effet de filtrage par des fibres monomodes
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Les modèles de von Kármán et de Greenwood-Tarazano
Deux alternatives ont été proposées dans la littérature pour palier à la singularité non
physique du modèle de Kolmogorov décrite par l’équation 2.15. Elles sont toutes deux
basées sur la prise en compte de l’échelle externe L0 de la turbulence, au-delà de laquelle
la fonction de structure des ﬂuctuations d’indice de réfraction de l’atmosphère sature à
une valeur ﬁnie.
Rappelons pour commencer le proﬁl du spectre WKoN des ﬂuctuations d’indice issu du
modèle de Kolmogorov (équation 2.8) :
WKoN (~κ) ∝ κ−11/3 (2.23)
La saturation des ﬂuctuations aux basses fréquences est prise en compte d’une part par
le modèle de von Kármán, dont le spectre W vKN des ﬂuctuations d’indice est décrit par
Reinhardt & Collins (1972) :
W vKN (~κ) ∝
(
κ2 +
1
L20
)−11/6
, (2.24)
et d’autre part par le modèle de Greenwood-Tarazano, conduisant à un spectre WGTN de
proﬁl (Greenwood & Tarazano 1974) :
WGTN (~κ) ∝
(
κ2 +
κ
L0
)−11/6
. (2.25)
Les proﬁls asymptotiques des spectres des ﬂuctuations temporelles de la phase diﬀérentielle
utilisant ces deux modèles sont décrits par Buscher et al. (1995) et conduisent dans les
deux cas à une saturation du spectre en-deçà d’une troisième fréquence de coupure à
fc0 ≃ V/L0 :
w˜ψ(f)
vK ∝ w˜ψ(f)GT ∝


f0 si f < fc0
f−2/3 si fc0 < f < fc1
f−8/3 si fc2 < f < fc2
f−17/3 si f > fc2
. (2.26)
Ces spectres, issus de modèles plus physiques que le spectre de Kolmogorov, sont a
priori plus appropriés pour décrire le piston atmosphérique. Je discuterai un peu plus loin
le choix ﬁnal de spectre utilisé pour caractériser le suiveur de franges de GRAVITY.
2.1.4 Analyse énergétique des ﬂuctuations de phase
Dans les parties précédentes, je me suis eﬀorcée de ne décrire que le proﬁl spectral des
ﬂuctuations de phase de l’onde considérée, en éludant la description de leur énergie totale,
mis à part dans l’équation 2.11 où la constante de structure d’indice a été introduite.
Cette partie est consacrée à cette analyse énergétique et à ses variantes selon le modèle de
turbulence adopté.
Déduction de la fonction de structure des ﬂuctuations de phase
À partir de l’expression de la fonction de structure des ﬂuctuations de phase φ, il est
possible d’estimer la variance σψ des ﬂuctuations de la phase diﬀérentielle ψ entre deux
télescopes distants d’un vecteur ~B. En eﬀet, celle-ci vaut par déﬁnition :
σ2ψ =
〈
(ψ − 〈ψ〉)2
〉
, (2.27)
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soit pour des ﬂuctuations de moyenne nulle :
σ2ψ =
〈
ψ2
〉
(2.28)
=
〈
(φ(~r)− φ(~r + ~B))2
〉
(2.29)
= Dφ( ~B). (2.30)
qui correspond exactement à la valeur en ~B de la fonction Dφ de structure des ﬂuctua-
tions de phase. Connaissant cette valeur, on évalue donc facilement l’écart-type σδ des
ﬂuctuations de diﬀérence de marche entre les deux télescopes :
σδ =
λ
2π
√
Dφ( ~B). (2.31)
Application aux modèles Kolmogorov et von Kármán
Pour caractériser plus facilement l’énergie des ﬂuctuations de phase d’une onde, on
introduit le paramètre de Fried r0 (Fried 1966), qui par déﬁnition correspond au diamètre
minimal d’une ouverture pour laquelle la résolution angulaire de l’image est limitée par la
turbulence atmosphérique, suivant le modèle de Kolmogorov. La valeur en ~B de la fonction
DKoφ de structure des ﬂuctuations de phase s’exprime alors pour ce modèle par :
DKoφ ( ~B) = 6, 88
(
B
r0
)5/3
. (2.32)
Dans le cas d’une onde plane, le paramètre de Fried est lié à la constante d’indice CN
déﬁnie dans l’équation 2.7 par la relation (Roddier 1981) :
r
−5/3
0 ≃ 0, 423
(
2π
λ
)2 ∫ L
0
CN
2(h) dh. (2.33)
La valeur en ~B de la fonction DvKφ de structure de phase dans le cas d’un modèle de
turbulence de von Kármán est décrite par Conan et al. (2000) :
DvKφ (
~B) =
0.2878
r
5/3
0
∫ +∞
−∞
κ
(
κ2 +
(
1
L0
)2)−11/6
(1− J0(2πBκ))
(
2J1(πDκ)
πDκ
)2
dκ.
(2.34)
Dans le cas des interféromètres à longue base, où le diamètre des télescopes est négligeable
devant la taille de la base, on peut négliger l’eﬀet de ﬁltrage par la pupille. L’écart-type
des ﬂuctuations de diﬀérence de marche se calcule alors à partir de l’expression simpliﬁée
de la fonction de structure de phase en ~B :
DvKφ ( ~B) =
0.2878
r
5/3
0
∫ +∞
−∞
κ
(
κ2 +
(
1
L0
)2)−11/6
(1− J0(2πBκ)) dκ. (2.35)
À partir de l’expression de ces fonctions de structure, et de la longueur de la base, on
peut ainsi calculer l’importance des ﬂuctuations de diﬀérence de marche pour une valeur
du paramètre de Fried donné. J’utiliserai notamment ces expressions pour déterminer le
modèle le plus approprié aux conditions atmosphériques au VLTI.
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2.1.5 Discussion du modèle choisi pour simuler la turbulence
Le modèle de turbulence adopté par l’ESO (Gitton 2010) pour caractériser les ﬂuc-
tuations en diﬀérence de marche est un modèle asymptotique continu basé sur un modèle
Kolmogorov, suivant les lois de puissance suivantes :
w˜ψ(f) ∝
{
f−2/3 si f < fc1
f−8/3 si f > fc1
. (2.36)
avec la fréquence de coupure fc1 ≃ 0, 2V/B. Ce modèle ne tient pas compte du ﬁltrage
par la pupille des télescopes (loi de puissance en f−17/3) car cet eﬀet n’est en pratique
pas observé dans les spectres des ﬂuctuations de phase mesurés. Comme attendu pour un
modèle de Kolmogorov, ce spectre diverge à la fréquence nulle.
Pour cette raison, j’ai utilisé un spectre de ﬂuctuations en diﬀérence de marche basé sur
le modèle de von Kármán, dont le spectre sature à la fréquence nulle, pour caractériser la
turbulence atmosphérique que corrigera le suiveur de franges de GRAVITY, en négligeant
également la loi de puissance en f−17/3 :
w˜ψ(f) ∝


f0 si f < fc0
f−2/3 si fc0 < f < fc1
f−8/3 si fc2 < f < fc2
, (2.37)
avec fc0 ≃ V/L0, fc1 ≃ 0, 2V/B et fc2 ≃ 0, 3V/D.
L’échelle externe L0 de la turbulence a été mesurée sur le site de Paranal au cours de
deux campagnes en 1998 et en 2007 (Martin et al. 2000 ; Dali Ali et al. 2010), par mesures
des ﬂuctuations de l’angle d’arrivée du front d’onde entre quatre positions par l’instrument
GSM –Generalized Seeing Monitor. Ces deux campagnes de mesure ont conduit à des
valeurs médianes de 22 et 17 m respectivement pour L0. Cependant, les ﬂuctuations de
diﬀérence de marche mesurées au VLTI ne sont pas en accord avec celles prédites par ces
valeurs de L0, et ce de deux points de vue.
D’une part, à énergie ﬁxée, une telle valeur de l’échelle externe de la turbulence at-
ténue considérablement les composantes à basse fréquence des ﬂuctuations par rapport
aux hautes fréquences, comparé aux perturbations obtenues avec une valeur de L0 plus
grande. Pour illustrer ce phénomène, j’ai simulé des séquences temporelles de diﬀérences
de marches à partir du modèle Kolmogorov d’une part 4, et du modèle de von Kármán avec
diﬀérentes valeur de L0 d’autre part 5 (représentés en ﬁgure 2.2), et je les ai comparées
à des séquences de diﬀérences de marche typiques mesurées au VLTI avec le suiveur de
franges FINITO (Gai et al. 2003 ; Bonnet et al. 2006) et le suiveur de frange de PRIMA
(Delplancke et al. 2003 ; Sahlmann et al. 2009), reproduits en ﬁgure 2.3. La comparaison
de ces mesures aux simulations des diﬀérents modèles montre que les valeurs de L0 ∼ 20 m
ne concordent pas avec les mesures observationnelles.
De plus, pour une valeur de L0 = 20 m, les ﬂuctuations de phase saturent à une
fréquence plus élevée que pour de plus grandes valeurs de l’échelle externe de la turbulence,
ce qui induit des variations d’énergie plus faibles. Pour déterminer une valeur de L0 plus
représentative des ﬂuctuations de diﬀérence de marche mesurées à Paranal, j’ai calculé
l’écart-type des ﬂuctuations de diﬀérence de marche pour diﬀérentes valeurs de l’échelle
4. Simulation réalisée par le produit dans le domaine de Fourier du spectre de l’équation 2.36 par le
spectre d’un bruit blanc Gaussien
5. Simulation réalisée par le produit dans le domaine de Fourier du spectre de l’équation 2.37 par le
spectre d’un bruit blanc Gaussien
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Figure 2.2 – Haut-gauche : Modèles asymptotiques des spectres de la diﬀérence de marche,
avec un modèle Kolmogorov et von Kármán avec deux valeurs diﬀérentes de L0 (20 et 100 m).
Les trois spectres sont normalisés pour avoir la même énergie (σδ = 10 µm). Autres : simulation
d’une séquence de perturbation pour ces trois spectres. Ces trois séquences temporelles ont le même
écart-type, mais des composantes fréquentielles très diﬀérentes.
Figure 2.3 – Haut : séquence temporelle de ﬂuctuation de diﬀérence de marche typique mesurée
par FINITO, et mesure de rapport signal-sur-bruit correspondante ; tiré de Le Bouquin et al.
(2008) ;abscisses en secondes, ordonnées en microns. Bas : de même avec le suiveur de franges de
PRIMA ; tiré de Sahlmann et al. (2009) ; abscisses en secondes.
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externe, en fonction de la longueur de base (équations 2.31, 2.32, 2.34), représenté en
ﬁgure 2.4. Une valeur de σδ ∼ 2 µm est obtenue pour une valeur de L0 = 20 m et une
longueur de base de 80 m, tandis que des valeurs typiques de 10 µm sont mesurées à
Paranal (Sahlmann et al. 2009 ; Maire 2007). Un L0 de 100 m est beaucoup plus en accord
avec les mesures obtenues sur ce site.
Figure 2.4 – Écart-type des ﬂuctuations de diﬀérence de marche en fonction de la longueur de
base pour un spectre de Kolmogorov, et un spectre de von Kármán avec diﬀérentes valeurs de L0.
Selon Maire (2007), cette diﬀérence entre la valeur de L0 mesurée sur le site et l’analyse
des mesures des ﬂuctuations de diﬀérence de marche peut s’expliquer par une contribution
instrumentale de l’interféromètre sur la mesure des diﬀérences de chemin optique (turbu-
lence dans les tunnels des lignes à retard, vibrations instrumentales), mais également par
la description mono-couche de l’atmosphère. En eﬀet, la prise en compte de plusieurs
couches d’atmosphère turbulente à des vitesses d’écoulement diﬀérentes peut conduire à
des valeurs d’échelle externe plus grandes que pour un modèle à une seule couche.
Ainsi, pour l’étude des performances du suiveur de franges de GRAVITY, j’utilise-
rai systématiquement dans la suite un spectre de turbulence utilisant un modèle de von
Kármán avec une échelle externe L0 = 100 m. Pour des conditions médianes d’observa-
tion (r0 = 60 cm à λ = 2, 2 µm, correspondant à un seeing de 1′′), l’énergie totale des
ﬂuctuations conduit à un écart-type de la diﬀérence de marche de σδ = 10 µm, valeur que
j’utiliserai pour normaliser le spectre des ﬂuctuations dans le cas de conditions médianes
de piston atmosphérique.
2.2 Les vibrations longitudinales des télescopes
Une fois l’atmosphère turbulente traversée, l’onde lumineuse de l’étoile collectée par
un télescope est généralement à nouveau perturbée avant d’être recombinée avec les sem-
blables échantillonnées par les autres télescopes : des vibrations instrumentales sont éga-
lement susceptibles de s’ajouter aux ﬂuctuations de son chemin optique. Bien entendu, le
trajet optique de l’onde est perturbé de façon bien moins importante par ces vibrations
que par la traversée de 10 km d’atmosphère turbulente (du moins si le télescope a été
conçu pour un interféromètre), mais elles peuvent malgré tout limiter la stabilité des ﬁ-
gures d’interférence si elles sont suﬃsamment importantes, et si les ﬂuctuations induites
par l’atmosphère sont correctement corrigées par le suiveur de franges.
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2.2.1 Origine des vibrations
Les vibrations instrumentales sont présentes en particulier lorsque l’étoile de référence
est observée avec les UTs. Ils sont en eﬀet beaucoup plus sensibles aux excitations mé-
caniques de part leur imposante dimension combinées à la légèreté de leur structure et à
la faible épaisseur des miroirs, dont la forme ﬂexible est constamment analysée et corri-
gée des aberrations statiques par des actionneurs placés sous sa surface (correction par
optique active). En particulier, les trois premiers grands miroirs ont des modes de réso-
nance à basses fréquences susceptibles de générer d’amples oscillations s’ils sont excités.
Des modes de résonance à 14, 18, 24 et 46 Hz ont été identiﬁés pour le miroir M3, le plus
sensible des trois (Poupar et al. 2010).
De plus, contrairement aux ATs qui ne servent qu’à des observations en mode inter-
férométrique, les télescopes de 8 m sont également utilisés individuellement. Chaque UT
possède ainsi quatre foyers où diﬀérents instruments peuvent être installés : deux foyers
Nasmyth sur l’axe d’élévation de part et d’autre du télescope, un foyer Cassegrain der-
rière le miroir primaire sur l’axe d’observation, et un foyer Coudé dans les fondements
souterrains du télescope (voir ﬁgure 2.5). Le miroir M3 peut tourner ou être décalé pour
guider le faisceau lumineux vers l’un de ces foyers, en fonction de l’instrument utilisé par
l’observateur. La courbure du miroir primaire peut être modiﬁée pour adapter la focale
du télescope à l’instrument choisi, grâce à son système d’optique active. Le foyer Coudé,
utilisé par le système d’optique adaptative du VLT et pour le mode interférométrique du
VLT, est atteint par propagation du faisceau sur l’axe d’élévation (comme pour un foyer
Nasmyth) et par un jeu de cinq miroirs supplémentaires.
Ainsi, les trois instruments aux foyers Nasmyth et Cassegrain sont solidaires de la
structure même du télescope, et sont entrainés avec lui dans ses mouvements de com-
pensation de la rotation de la Terre. Pour cette raison, ces diﬀérents instruments sont
la principale source d’excitation des vibrations longitudinales : ils sont pour la plupart
équipés d’électroniques et pour certains de systèmes de refroidissement cryogéniques qui
produisent d’importants mouvements mécaniques et excitent des fréquences de résonance.
Ces vibrations sont transmises et ampliﬁées par la structure même des télescopes. Par
exemple, l’instrument NACO au foyer Nasmyth de UT4 excite fortement une fréquence de
résonnance en tip-tilt à 18 Hz du miroir primaire du télescope, qui se propage par élasticité
en vibration longitudinale du miroir M3. Certains instruments, développés antérieurement
à l’utilisation du mode interférométrique du VLTI, ont ainsi été conçus sans spéciﬁcation
particulière pour limiter les sources de vibrations, et contribuent fortement aux perturba-
tions longitudinales des faisceaux. Selon Poupar et al. (2010), les principaux contributeurs
sont les instruments ISAAC, CRIRES, NACO, HAWK-1 et VISIR (voir la liste dans le
tableau 2.1). Il est intéressant de constater que deux d’entre eux seront prochainement
décommissionnés et remplacés par de nouveaux instruments qui seront peut être moins
bruyants que leurs prédécesseurs.
Enﬁn, en plus de ces sources constantes d’excitation, d’autres facteurs ont tendance
à les ampliﬁer. Ainsi, l’amplitude des vibrations peut être jusqu’à doublée en fonction de
l’élévation du télescope, qui varie régulièrement pour compenser le mouvement de l’étoile
dans le ciel. D’autre part, le vent a également un impact important sur les ﬂuctuations
de chemin optique : elles sont systématiquement ampliﬁées pour des vitesses supérieures
à 10-12 m/s, et sont décuplées dès que le télescope est face au vent. Les ﬂuctuations de
chemin optique et les caractéristiques des vibrations sont donc susceptibles de varier avec
le temps à cause de ces phénomènes.
2.2. Les vibrations longitudinales des télescopes 37
Figure 2.5 – Vue schématique d’un UT de proﬁl et de face.
Tiré de http ://www.eso.org/sci/facilities/paranal/telescopes/ut/index.html.
Foyer
Télescope Nasmyth A Cassegrain Nasmyth B
UT1 (Antu) CRIRES FORS2 KMOS
UT2 (Kueyen) FLAMES XSHOOTER UVES
UT3 (Melipal) ISAAC/SPHERE VISIR VIMOS
UT4 (Yepun) HAWK-1 SINFONI NACO/MUSE
Tableau 2.1 – Liste des instruments aux foyers des UTs. Les noms en italique correspondent
à des instruments en cours de développement, qui remplaceront les anciens instruments courant
2013-2014.
2.2.2 Contrôle et limitation des vibrations
Depuis la compréhension de l’impact des vibrations sur la qualité des données interfé-
rométriques, l’ESO a fait beaucoup d’eﬀorts pour les contrôler et les limiter (Haguenauer
et al. 2010 ; Poupar et al. 2010).
Ainsi, chaque télescope est maintenant équipé du système Manhattan 2, qui consiste
à installer sept accéléromètres sur les trois premiers miroirs (quatre sur M1, un sur M2, et
deux sur M3) pour mesurer et compenser en temps-réel les vibrations qui y sont excitées,
en agissant directement sur les lignes à retard du VLTI. Ce système permet de réduire les
ﬂuctuations de 100 nm rms environ par rapport au niveau initial (Di Lieto et al. 2007 ;
Bonnet et al. 2006).
Comme évoqué précédemment, les instruments qui contribuent principalement à l’exci-
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tation des modes de résonance des vibrations ont été identiﬁés. Ces sources sont maintenant
éteintes ou amorties lorsque l’opération est possible, et la distribution des instruments aux
foyers des quatre UTs a été modiﬁée pour optimiser la réduction des vibrations.
Enﬁn, pour compenser les vibrations longitudinales excitées au-delà des trois premiers
miroirs des télescopes, un algorithme dédié à leur compensation est ajouté au contrôleur du
suiveur de franges. L’algorithme VTK – Vibration TracKing – permet de déterminer l’état
de vibrations de fréquences propres connues à partir des diﬀérences de marche mesurées
par le suiveur de frange (Di Lieto et al. 2008). Cependant, bien que son eﬃcacité ait été
démontrée (réduisant les ﬂuctuations de diﬀérence de marche de 100 nm rms également,
Bonnet et al. (2006)), cet algorithme n’est pas utilisé de façon routinière pour compenser
les vibrations. Son fonctionnement n’est en eﬀet pas trivial, et une mauvaise utilisation est
susceptible de dégrader la stabilisation des diﬀérences de marche plutôt que de l’améliorer.
2.2.3 Modèle des vibrations
Pour analyser le comportement du suiveur de franges de GRAVITY face à ces vi-
brations instrumentales, j’ai utilisé un modèle de vibrations amorties pour simuler des
ﬂuctuations réalistes (sauf pour quelques cas mentionnés explicitement dans le texte).
L’évolution temporelle p d’une vibration longitudinale de fréquence propre f0 excitée par
un bruit blanc gaussien e d’écart-type σe et de coeﬃcient d’amortissement k obéit à l’équa-
tion diﬀérentielle de l’oscillateur harmonique suivante :
d2p
dt2
+ 2ω0k
dp
dt
+ ω20p(t) =
e(t)
τ2e
, (2.38)
avec ω0 = 2πf0 la pulsation propre de la vibration et τe un temps caractéristique de
l’excitation. La densité spectrale de puissance moyenne ωvib de la vibration discrétisée à
un pas d’échantillonnage T suit alors la loi suivante :
ωvib(f) =
σ2e/(16π
4T 3)
f4 + 2f20 f
2(2k2 − 1) + f40
. (2.39)
Plus le coeﬃcient k est grand, plus l’oscillation est amortie. Une valeur nulle correspond
à une pure sinusoïde, et une valeur supérieure à 1 correspond à un régime sans vibration.
La ﬁgure 2.6 présente l’allure du spectre d’une vibration en fonction de son coeﬃcient
d’amortissement. Il est à noter également que l’énergie totale de la vibration (et donc
l’écart-type de ses ﬂuctuations) est proportionnelle à celle de l’excitation σ2e , mais n’y est
pas égale : elle dépend également de sa fréquence propre f0 et de son amortissement k.
Pour chaque télescope, j’ai simulé une série de vibrations amorties de fréquences com-
prises entre 5 et 110 Hz, dont les paramètres (présentés dans le tableau 2.3) sont inspirés
de Poupar et al. (2010) et Di Lieto et al. (2008). L’écart-type cumulé des modèles de
ﬂuctuations de chemin optique dues aux vibrations simulées est présenté en ﬁgure 2.7 (à
gauche) pour chaque télescope. Les spectres simulés des ﬂuctuations de chemin optique
propre à la turbulence atmosphérique et propre aux vibrations sont présentés sur la même
ﬁgure (à droite) pour le télescope UT1. À titre de comparaison, l’écart-type cumulés des
vibrations sur le miroir M3 mesuré en 2009 par Poupar et al. (2010) ainsi qu’un spectre de
diﬀérence de marche mesuré par Sahlmann et al. (2009) sont présentés en ﬁgure 2.8. Les
spectres que je simule présentent une bonne similitude avec ceux mesurés au VLTI, dans
la mesure où ces spectres évoluent en fonction du vent et de la direction d’observation.
Le tableau 2.2 présente le niveau total de vibration utilisé pour simuler les conditions
d’observation actuelles au VLTI.
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Figure 2.6 – Illustration de la résonance d’une vibration en fonction de son coeﬃcient d’amortis-
sement k. Densité spectrale de puissance décrite par l’équation 2.39, normalisée par sa valeur à la
fréquence nulle, et fréquence normalisée par la fréquence propre de la vibration.
UT1 UT2 UT3 UT4
Fluctuations (nm rms) 180 160 230 300
Tableau 2.2 – Écart-type des ﬂuctuations de chemin optique dues aux vibrations simulées pour
chaque télescope. Tiré de Poupar et al. (2010).
Figure 2.7 – Gauche : écart-type cumulé des vibrations en fonction de la fréquence, pour chaque
télescope. Droite : spectre du piston atmosphérique et des vibrations simulées pour le télescope
UT1 (spectre de von Kármán, L0 = 100 m, écart-type de 10/
√
2 µm).
2.3 Les variations de ﬂux
Dans cette partie, on s’intéresse non plus aux perturbations à corriger, mais à celles
subies par le suiveur de franges. Il s’agit ici de variations du ﬂux des faisceaux de chaque
télescope au moment de leur recombinaison. À haut rapport signal-sur-bruit ces ﬂuctua-
tions ne sont pas gênantes pour le suiveur de franges, mais pour des étoiles de référence
à la limite de sensibilité de l’instrument, elles peuvent entrainer des baisses de signal en-
deçà du niveau de bruit du détecteur, et dégrader la précision sur l’estimation correcte
des diﬀérences de marche à compenser, et par conséquent l’eﬃcacité de la correction. Il
convient donc d’analyser la source, la fréquence et l’importance de ces pertes de ﬂux pour
optimiser la stratégie à adopter lorsque ces événements se produisent.
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f0 (Hz) k σe (nm) f0 (Hz) k σe (nm)
UT1 UT2
8 0.003 0.25 13 0.01 1.8
14 0.002 0.5 15 0.003 1.0
16 0.006 1.3 18 0.02 2.5
18 0.006 1.5 24 0.002 3.0
24 0.001 2.5 34 0.004 3.0
34 0.006 5.0 45 0.003 5.0
45 0.003 4.0 96 0.001 6.0
50 0.001 4.0
78 0.001 6.0
96 0.003 7.0
UT3 UT4
14 0.002 1.4 5 0.05 0.8
17 0.01 2.5 10 0.002 0.5
24 0.001 3.7 18 0.001 2.8
34 0.003 2.0 24 0.002 5.0
46 0.002 2.7 34 0.003 4.0
49 0.001 3.0 45 0.004 6.2
86 0.003 11.0 52 0.005 9.0
94 0.002 15.0 68 0.007 13.0
76 0.006 15.0
85 0.002 12.0
96 0.005 18.0
107 0.002 11.0
Tableau 2.3 – Paramètres des vibrations simulées sur chaque télescope.
2.3.1 Analyse qualitative de l’impact des pertes de ﬂux
Tout d’abord, isolons deux télescopes de l’interféromètre pour considérer l’impact des
pertes de ﬂux sur une simple base. La précision sur l’estimation de la diﬀérence de marche
dépend à la fois du contraste des franges et du ﬂux total recombiné (somme des ﬂux des
deux télescopes) par rapport au niveau de bruit. Or le contraste C des franges dépend
entre autre de l’équilibre photométrique entre les deux télescopes :
C ∝ 2
√
r
1 + r
, (2.40)
avec r le rapport de ﬂux entre les deux télescopes. Analysons le cas où l’on suit les franges
d’une étoile à la limite de sensibilité de l’instrument. On peut distinguer deux cas limites
entrainant une mauvaise estimation des diﬀérences de marche :
– les deux télescopes subissent des baisses de ﬂux telles que le ﬂux total est alors
en-deçà du niveau de bruit du détecteur ;
– un télescope subit une perte de ﬂux importante par rapport au second télescope et
réduit ainsi le contraste des franges.
Ces situations extrêmes sont illustrées en ﬁgure 2.9 (respectivement au milieu et à droite
de l’illustration).
Revenons maintenant à notre analyse globale à quatre télescopes, où chacun contribue
à la formation de trois bases diﬀérentes. Les deux circonstances précédemment décrites
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Figure 2.8 – Haut : en pointillés, spectre des résidus de diﬀérence de marche mesuré avec le
suiveur de franges de PRIMA sur les UTs (et sur les ATs en traits pleins). Extrait de Sahlmann
et al. (2009). Bas : écart-type cumulé des vibrations en fonction de la fréquence, mesuré en 2009
sur le miroir M3 de chaque télescope. Extrait de Poupar et al. (2010)
Figure 2.9 – Illustration des principales causes d’une perte de précision sur l’estimation de la
diﬀérence de marche. Les traits pointillés rouges schématisent l’écart-type du bruit, le trait pointillé
noir représente la somme des ﬂux des deux télescopes. La ﬁgure de gauche est obtenue pour des
ﬂux identiques sur les deux télescopes, avec un ﬂux total supérieur au niveau de bruit. La ﬁgure
du milieu est obtenue avec des ﬂux également équilibrés sur chaque télescope (contraste maximal),
mais pour un ﬂux total en-deçà de la sensibilité du détecteur : les franges ne sont pas identiﬁées.
Cette situation peut correspondre aussi bien à l’observation d’une étoile trop faible qu’à celle d’une
étoile brillante mais pour laquelle les deux télescopes ont subit une perte de ﬂux identique (par
exemple, même étoile qu’en ﬁgure de gauche, mais avec une perte de ﬂux de 80 % sur chaque
télescope). La ﬁgure de droite est obtenue avec un ﬂux total supérieur au niveau de bruit, mais
avec une perte de ﬂux de 99 % sur l’un des télescopes : là encore, les franges ne sont pas détectées.
entrainent alors respectivement les situations suivantes :
– une baisse de ﬂux sur deux télescopes en même temps induit la perte d’une seule
base, et diminue le rapport signal-sur-bruit sur presque toutes les autres ;
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– une perte de ﬂux importante sur un seul télescope induit la perte complète de trois
bases.
Dans le premier cas, on peut encore éventuellement estimer la diﬀérence de marche sur
la base « morte » grâce aux relations de clôture de phase, dans la limite où les autres
diﬀérences de marche sont estimées avec une précision suﬃsante. L’autre situation est
plus critique : ce genre d’événement correspond exactement à utiliser un interféromètre
à trois télescopes seulement (trois bases, une clôture de phase), et il n’est pas possible
d’estimer les diﬀérences de marche sur les bases mortes grâce aux relations de clôture.
On ne peut alors qu’attendre que le ﬂux revienne pour pouvoir observer des franges sur
ces bases, soit en espérant que les diﬀérences de marche n’ont pas trop évolué pendant la
perte de ﬂux, soit en envoyant des commandes en aveugle aux actionneurs pour avoir une
diﬀérence de marche minimale au retour du ﬂux dans le recombinateur.
On comprend ainsi l’impact des variations de ﬂux dans un instrument combinant quatre
télescopes comme GRAVITY. On voit également que la « profondeur » des baisses de ﬂux
est un facteur plus critique que leur fréquence pour suivre correctement les franges sur
toutes les bases, lorsqu’on peut utiliser les relations de clôture de phase entre les bases.
2.3.2 Origine des variations de ﬂux
Dans GRAVITY, les faisceaux issus des quatre télescopes sont recombinés grâce à des
guides d’onde en silice, gravés par photolithographie sur un substrat de silicium (Labeye
et al. 2006). La compacité de ce composant en optique intégrée permet ainsi de recombiner
les faisceaux de façon extrêmement stable mécaniquement et en température, au sein d’un
cryostat. Les quatre faisceaux sont injectés dans ce composant par des ﬁbres optiques mo-
nomodes dont les sorties sont collées au recombinateur, injection donc également stable.
La phase critique susceptible de provoquer des variations de ﬂux dans le recombinateur
se situe au niveau de l’injection des faisceaux dans les ﬁbres. En eﬀet, avec un système
d’injection optimal, la largeur du mode de la ﬁbre est de l’ordre de grandeur de la ré-
ponse impulsionnelle du télescope, soit 55 mas avec un UT à 2,2 µm. Un basculement des
faisceaux ou une déformation du front d’onde de l’ordre de cette réponse impulsionnelle
induit alors une perte de couplage importante. On voit donc que pour limiter les pertes
de ﬂux, il faut que les faisceaux, après avoir traversé 10 km d’atmosphère, et de multiples
systèmes optiques en se propageant à l’air libre, soient stables à moins d’une fraction de
55 mas au niveau de l’injection dans les ﬁbres. . .
J’identiﬁe trois principales sources de perturbation des faisceaux en amont des ﬁbres :
– les perturbations résiduelles du front d’onde par l’atmosphère ;
– les vibrations instrumentales des optiques au niveau des UTs ;
– les erreurs de guidage en sortie des optiques adaptatives jusqu’à l’instrument dans
le laboratoire du VLTI.
Erreurs résiduelles du front d’onde
Une ﬁbre optique monomode a la propriété de ﬁltrer spatialement le front d’onde qui
y est injecté, et de ne transmettre que la partie cohérente de l’onde (Perrin et al. 1995 ;
Coudé du Foresto 1998). Cette caractéristique a l’avantage d’améliorer la précision sur
la mesure des visibilités de l’objet étudié en éliminant les pertes de contraste des franges
causées par les déformations du front d’onde. Cependant ce ﬁltrage se traduit par une
perte de ﬂux injecté dans la ﬁbre dès lors que le front d’onde à l’entrée du guide d’onde
n’est pas parfaitement plan.
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Pour limiter les perturbations de front d’onde causées par la traversée de l’atmosphère,
GRAVITY sera installé avec de nouveaux senseurs de front d’onde infrarouge (bandes
spectrales H et K) pour chaque UT (Kendrew et al. 2012), bénéﬁciant de la nouvelle
génération de caméra à bas bruit SELEX (Finger et al. 2010). En eﬀet, le système d’optique
adaptative actuellement au foyer Coudé du VLTI, MACAO – Multi-Application Curvature
Adaptive Optics – est équipé d’un senseur de front d’onde fonctionnant aux longueurs
d’onde visibles (Arsenault et al. 2004), et est donc limité par la faible luminosité des
sources du centre galactique dans cette bande spectrale. Ces nouveaux systèmes d’optique
adaptative du VLTI permettront de redresser le front d’onde de façon à atteindre un
rapport de Strehl de 25 % et un tip-tilt résiduel de 10 mas rms sur une étoile de référence
de magnitude K = 7 décalée de 7′′ par rapport au centre du champ (Clénet et al. 2010),
en utilisant les miroirs déformables de MACAO.
De plus, ce système d’optique adaptative est assisté d’un senseur de front d’onde
interne à GRAVITY (fonctionnant en bande H) (Amorim et al. 2010), qui évalue les résidus
d’erreur de front d’onde au niveau du recombinateur de faisceaux directement sur la source
scientiﬁque elle-même, et qui permet ainsi de corriger les faisceaux des perturbations se
produisant dans les tunnels du VLTI jusqu’à GRAVITY (propagation dans l’air, non sous
vide).
Vibrations instrumentales
L’estimation de 10 mas rms de tip-tilt résiduel après les systèmes d’optique adapta-
tive tient compte en fait non seulement des résidus de perturbation du front d’onde par
l’atmosphère et la propagation des faisceaux dans les tunnels du VLTI, mais également
d’éventuelles vibrations instrumentales qui ne sont pas corrigées par la boucle de contrôle
des optiques adaptatives. Sans vibration, le tip-tilt résiduel imputable à l’atmosphère et
aux tunnels n’est que de 6,6 mas rms.
Ces vibrations instrumentales sont dominées par le mode de résonance à 18,08 Hz du
miroir primaire. Dans les conditions les plus défavorables, cette résonance est principale-
ment excité sur le miroir d’UT4 par les cryostats de la caméra CONICA de l’instrument
NACO, faisant osciller le miroir à une amplitude de 10 mas, mesure eﬀectuée par des
accéléromètres ﬁxés sur les miroirs du télescope. Cette vibration est vue par les systèmes
d’optique adaptative du télescope, mais n’est actuellement corrigée qu’à 30 % de son am-
plitude par le contrôleur de MACAO. Ainsi, à moins d’utiliser de façon routinière 6 un
algorithme adapté au rejet de vibrations dans le système d’optique adaptative de GRA-
VITY, ces dernières sont susceptible de contribuer aux perturbations en tip-tilt à hauteur
de 9,1 mas sur un axe du système (Clénet et al. 2010).
Erreurs de guidage
Enﬁn, la troisième source principale de ﬂuctuations du couplage dans les ﬁbres vient des
erreurs de guidage des faisceaux des télescopes jusqu’à l’instrument dans le laboratoire du
VLTI. Pour limiter ces erreurs, GRAVITY sera équipé de son propre système de guidage :
des faisceaux laser seront émis au niveau de la séparation entre la source de référence de
l’optique adaptative et les sources « interférométriques » 7, faisceaux qui se propageront
6. Cette vibration a déjà été compensée avec succès en utilisant l’algorithme VTK dédié à la correction
de vibrations. Cependant cet algorithme n’est pas utilisé de façon routinière à cause de sa complexité, qui
l’en fait une source de dégradation plutôt que d’amélioration des performances s’il est mal utilisé.
7. L’étoile de référence du suiveur de franges, et l’objet scientifique à l’étude.
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dans tout le train optique jusqu’à la caméra de guidage de GRAVITY (Amorim et al.
2010). Les erreurs de guidage seront corrigées par un miroir de tip-tilt dans le système de
couplage dans les ﬁbres (Pfuhl et al. 2010). Les dérives lentes seront corrigées toutes les
10 s par observation directe de la source de référence du suiveur de franges par la caméra
d’acquisition. Grâce à ce système, les erreurs de guidage devraient être limitées à 6,8 mas
rms (Amorim et al. 2010).
Budget d’erreur spéciﬁé pour GRAVITY
Le budget d’erreur prévu pour GRAVITY tient compte de ces trois sources aux niveaux
décrits dans le tableau 2.4. Il considère quelques paramètres additionnels que l’on ne
détaillera pas ici (erreurs de calibration, dés-alignement de la pupille du senseur de front
d’onde, dispersion atmosphérique qui aﬀecte le guidage en bande H pour une injection
en bande K), ainsi qu’une marge de 5 mas rms. Il totalise ainsi une erreur de tip-tilt à
l’entrée des ﬁbres optiques de 15 mas rms dans des conditions d’observation médianes, en
corrigeant le front d’onde grâce à une étoile de référence de magnitude K = 7 située à 7′′
du centre du champ.
Source de tip-tilt Tip-tilt moyen (mas rms)
Résidus de l’optique adaptative 10
Système de guidage 7
Acquisition de la cible 6
Marge 5
Total 15
Tableau 2.4 – Budget d’erreur de tip-tilt prévu pour GRAVITY. Tiré de Eisenhauer (2011) (Final
Design Review document).
2.3.3 Analyse fréquentielle
Certaines des sources de perturbation n’ont qu’une contribution quasi-statique, de
fréquences inférieures à 0,01 Hz, et ne contribuent qu’en terme d’erreurs systématiques
au budget d’erreur astrométrique de GRAVITY. Leur contribution dynamique aux pertes
de ﬂux peut donc être négligée. Ces sources de tip-tilt quasi-statique correspondent, selon
Eisenhauer (2011), à :
– la dispersion atmosphérique résiduelle (3 mas) ;
– les dérives lentes de la caméra d’acquisition (1,5 mas) ;
– les erreurs d’acquisition de la cible (6 mas).
Je vais plutôt m’intéresser aux contributions du tip-tilt à plus hautes fréquences,
puisque ce sont celles-ci qui provoquent des pertes de ﬂux dans le recombinateur de fais-
ceaux susceptibles de limiter le suivi de franges. Pour être précis, seules les contributions
entre 0,01 Hz (temps d’intégration de 100 s sur la voie scientiﬁque) et 300 Hz–1 kHz (ca-
dence du suiveur de franges) nous intéressent. Les principaux contributeurs de variation
de tip-tilt à ces fréquences sont les sources suivantes :
– résidus de l’optique adaptative (9,6 mas) ;
– résidus du guidage par laser (5,6 mas) ;
– anisoplanétisme des tunnels du VLTI (2,3 mas).
Le total de ces ﬂuctuations de tip-tilt s’élève à 11,3 mas rms.
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Le spectre des perturbations résiduelles en tip-tilt en aval des optiques adaptatives du
VLTI est présenté en ﬁgure 2.10 (ﬁgure de gauche), mesuré par un senseur de front d’onde
sur une source artiﬁcielle. Bien que ce spectre (énergie totale et fréquences de coupures)
varie selon la distance parcourue dans les tunnels du VLTI, le spectre moyen du tip-tilt est
modélisé par des lois de puissance en f−2/3 au basses fréquences jusqu’à 0,01 Hz, f−2 entre
0,01 et 10 Hz, et f−11/3 au-delà de 10 Hz (Eisenhauer 2009). La ﬁgure de droite présente
le spectre des résidus après correction par le système de guidage interne de GRAVITY
(Pfuhl 2011), correspondant à un total de 5,8 mas rms (erreurs quasi-statiques de 1,5 mas
rms comprises).
Figure 2.10 – Gauche : spectre des perturbations en tip-tilt générées dans les tunnels du VLTI,
mesuré pour deux longueurs de propagation diﬀérentes (chemins optiques (OPL) de 14 et 100 m)
par un senseur de front d’onde dans le laboratoire du VLTI (en noir), et modèles correspondants
(en rouge). Tiré de Eisenhauer (2009). Droite : modèle du spectre de perturbations en tip-tilt
induit dans les tunnels (en vert), et spectre des résidus après correction par le système de guidage
laser de GRAVITY (en bleu). Tiré de Pfuhl (2011).
Pour simuler les pertes de ﬂux dans GRAVITY, j’ai cependant utilisé un modèle spec-
tral de tip-tilt résiduel antérieur à ces mesures, basé sur des mesures eﬀectuées avec IRIS
– InfraRed Image Sensor –, le système de guidage actuellement utilisé au VLTI (Gitton
et al. 2004). Le spectre moyen des résidus de tip-tilt de cet instrument est présenté en
ﬁgure 2.11.
Dans la suite, j’ai donc simulé les résidus de tip-tilt de l’optique adaptative et du
système de guidage par le spectre SIRIS suivant, communiqué par Philippe Gitton :
SIRIS(f) ∝


log(f/f1)/ log(f2/f1) si f1 < f < f2
log(f/f3)/ log(f2/f3) si f2 < f < f3
0 sinon
, (2.41)
avec f1 = 2 Hz, f2 = 8 Hz et f3 = 50 Hz comme fréquences de coupures, et normalisé à un
total de 13,7 mas rms. Aux séquences temporelles de tip-tilt résiduel générées à partir de ce
spectre est ajoutée une vibration de fréquence propre 18,1 Hz et d’amplitude 7,1 mas, pour
chacun des quatre faisceaux. Un spectre ainsi simulé, conduisant à un résidu de tip-tilt
total de 14,6 mas rms, est présenté en ﬁgure 2.12 (en haut).
Pour calculer le taux d’injection d’une onde plane dans une ﬁbre de mode gaussien en
fonction du tip-tilt du faisceau incident, on suppose que le système optique de couplage est
optimisé pour le mode de la ﬁbre, que l’on approxime à un mode gaussien. Selon Wallner
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Figure 2.11 – Spectre moyen du tip-tilt atmosphérique (en vert), des résidus après correction
par l’optique adaptative MACAO et propagation dans les tunnels (en bleu foncé), et des résidus
de tip-tilts après correction par MACAO et par le système de guidage IRIS (en bleu turquoise).
Mesures sur ciel avec les UTs. Tiré de Gitton & Haguenauer (2008).
et al. (2002), ce couplage optimal est obtenu pour une conception du système optique telle
que le paramètre χ vaille χ0 = 1, 121, où :
χ =
D
2ωpupille
, (2.42)
avec D le diamètre de la pupille, et ωpupille le conjugué du rayon du mode de la ﬁbre ωfibre
dans le plan pupille (rayon où l’intensité du champ électrique vaut 1/e2 de l’intensité au
centre du champ), déﬁni pour un système de couplage de focale fc par :
ωpupille =
λ fc
π ωfibre
. (2.43)
Ainsi, le couplage optimal pour un réglage parfait est obtenu pour un système de couplage
optique de focale fc telle que :
ωfibre =
2χ0
π
λ fc
D
(2.44)
= 0, 714
λ fc
D
. (2.45)
Le taux de couplage maximal ainsi obtenu est alors η0 = 81 %, dans le cas d’un faisceaux
sans obstruction centrale. Une inclinaison du faisceau dans le plan pupille d’un angle θ
induit un décentrage r = fcθ au niveau de la ﬁbre, et donc une perte de couplage ηfibre :
ηfibre(θ) = η0 exp
(
−2
(
fc θ
ωfibre
)2)
(2.46)
= η0 exp
(
−3, 9
(
θD
λ
)2)
(2.47)
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La partie basse de la ﬁgure 2.12 présente une simulation typique du taux de couplage
ηfibre dans une ﬁbre correspondant aux résidus de tip-tilt précédemment décrits. La perte
de ﬂux moyenne par rapport au couplage optimal est de 80 %, avec des ﬂuctuations d’un
écart-type de 21 % pour un tip-tilt résiduel de 15 mas rms. On voit que le taux de couplage
est régulièrement inférieur à 10 %, avec parfois de chutes à 1 %, ce qui risque de diminuer
fréquemment le contraste des fanges en deça de la détection limite de l’instrument à bas
rapport signal-sur-bruit, et dégrader la précision de l’estimation des diﬀérences de marche
correspondantes.
Figure 2.12 – Haut : spectre du tip-tilt résiduel utilisé pour les simulations de ce manuscrit ;
modèle de la fonction de transfert d’IRIS en rouge, vibration additionnelle en vert, et exemple
de spectre simulé en noir (à partir d’une séquence temporelle de bruit blanc). Bas : séquence
temporelle de couplage dans une ﬁbre, ﬂuctuations correspondant au spectre simulé à gauche.
L’injection maximale est de 81 %, l’injection moyenne est de 65 %.
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2.4 Résumé du chapitre
Dans ce chapitre, j’ai identiﬁé les trois principaux facteurs de perturbations que subira
le suiveur de franges de GRAVITY : le piston atmosphérique et des vibrations instrumen-
tales induiront des ﬂuctuations des diﬀérences de marche sur les six bases de l’instrument,
et des variations en tip-tilt des faisceaux provoqueront des pertes de couplages dans les
ﬁbres monomodes des recombinateurs de faisceaux, et génèreront des ﬂuctuations de ﬂux
dans les franges d’interférence.
J’ai ensuite étudié la contribution spectrale et énergétique de chacune de ces pertur-
bations typiques du site de Paranal, par l’analyse de mesures publiées dans la littérature.
Enﬁn, à partir de ces étude, j’ai modélisé ces trois types de perturbations pour des condi-
tions d’observation typiques du VLTI.
Ces modèles me permettent ainsi de reproduire des séquences temporelles de pertur-
bations typiques de celles que le suiveur de franges de GRAVITY rencontrera. L’ensemble
des simulations numériques que j’ai réalisées est basé sur ces modèles.
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Chapitre 3
Algorithmes du suiveur de franges
de GRAVITY
J’ai analysé dans la partie précédente les diﬀérents types de perturbations que le sui-
veur de franges de GRAVITY sera amené à compenser (turbulence et vibrations instru-
mentales) ainsi que celles qui sont susceptibles de limiter sa performance (ﬂuctuations des
ﬂux injectés). Dans ce chapitre, j’aborde le cœur du suiveur de franges : j’y détaille les al-
gorithmes qui sont utilisés pour corriger au mieux ces perturbations dans l’environnement
précédemment décrit.
Après une brève présentation de la structure globale de l’algorithme, j’en décrirai la
partie consacrée à l’estimation des diﬀérences de marche entre les télescopes. Je détaillerai
ensuite les deux diﬀérents types de contrôle permettant de calculer les corrections à appli-
quer aux actionneurs en piston. Enﬁn, je décrirai les diﬀérents choix stratégiques à adopter
en temps réel qui permettent d’adapter la réponse du suiveur de franges en fonction du
diagnostic de l’état du système.
3.1 Architecture globale du suiveur de franges
Dans cette partie, je vais décrire le squelette global de l’algorithme de suivi de franges
de GRAVITY, aﬁn de permettre une bonne compréhension des diﬀérentes fonctions abor-
dées dans les parties suivantes. Je vais tout d’abord décrire brièvement l’environnement
informatique dans lequel évolue le suiveur de franges. Je présenterai ensuite les principales
sous-fonctions qui structurent l’algorithme.
3.1.1 Environnement matériel du suiveur de franges
Le suiveur de franges n’est qu’un sous-système de la structure complexe de GRAVITY,
instrument lui-même dépendant de l’architecture du VLTI. Dans ce jeu de poupées russes,
il est bon d’identiﬁer clairement la hiérarchie à laquelle est soumis le suiveur de franges :
quels sont les éléments qui lui sont propres, quels sont les éléments sur lesquels il a le
contrôle, et de quels éléments il dépend.
Éléments propres au suiveur de franges
La fonction première du suiveur de franges est d’appliquer des corrections à des ac-
tionneurs en piston à partir d’une image des interférences d’une source de référence, dans
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le but de stabiliser les diﬀérences de marche entre quatre télescopes. Il y a donc trois
éléments que l’on peut considérer comme propres au suiveur de franges :
– un détecteur, dont la fonction est de détecter les franges d’interférence obtenues sur
l’étoile de référence ;
– un calculateur temps-réel, qui calcule les corrections en piston appropriées à partir
des informations déduites des franges ;
– quatre actionneurs en piston, qui appliquent les corrections calculées de façon à
stabiliser les diﬀérences de marche.
Il est à noter que les actionneurs en piston sont des miroirs mobiles à la fois en tip-
tilt et en piston. Leur orientation en tip-tilt, asservie de façon à stabiliser l’inclinaison
des faisceaux grâce à la caméra de guidage de GRAVITY (voir chapitre précédent), est
cependant indépendante de leur position en piston, et par conséquent leur fonction « tip-
tilt » n’est pas prise en compte par le sous-système du suiveur de franges.
La transmission des images du détecteur au calculateur, et des commandes du calcu-
lateur aux actionneurs se fait par des liens directs entre ces trois composants. Le schéma
de principe de cette architecture est présenté en ﬁgure 3.1. À ce niveau, le calculateur
temps-réel est une boîte noire, qui sera décrite ultérieurement.
Figure 3.1 – Schéma des éléments propres au suiveur de franges.
Hiérarchie dans l’environnement informatique de GRAVITY
En dehors de ces composants propres au suiveur de franges, ce sous-système commu-
nique et utilise des ressources partagées avec d’autres sous-systèmes. La ﬁgure 3.2 présente
la place du suiveur de franges dans l’environnement informatique de GRAVITY.
N’étant pas un instrument indépendant, le fonctionnement du suiveur de franges
est assujetti à des commandes venant de l’OS – Operating System – de GRAVITY,
maître d’œuvre informatique de tout l’instrument, qui articule l’opération de tous les
sous-systèmes les uns par rapport aux autres, via un réseau privé consacré aux besoins de
l’OS. En retour, le suiveur de franges doit publier certaines des grandeurs qu’il calcule,
pour trois principales raisons :
– informer en permanence l’OS de GRAVITY de son état ;
– transmettre certaines de ces grandeurs à d’autres sous-systèmes en temps réel ;
– permettre l’archivage de certaines grandeurs, qui seront utilisées ultérieurement par
le logiciel de réduction de données.
La communication de ces données publiques en temps réel se fait via une RMN –
Reflective Memory Network – un réseau dédié à ce type de transfert, permettant la com-
munication en temps réel de données entre plusieurs calculateurs à une fréquence de 1 GHz.
Un système d’enregistrement sauvegarde systématiquement toutes les données transitant
par ce réseau, permettant ainsi d’archiver ces mesures.
Les actionneurs en piston du suiveur de franges ont une course limitée à 30 µm (Pfuhl
2009). Des commandes de désaturation sont envoyées en continu aux lignes à retard du
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VLTI, pour éviter une perte de stabilisation des diﬀérences de marche si l’un de ces ac-
tionneurs arrive en bout de course.
Enﬁn, pour tout transfert de données internes qui n’ont pas besoin d’être publiques
(données de calibration, variables temporaires . . . ), le suiveur de franges utilise de préfé-
rence une base de données en ligne dynamique.
Figure 3.2 – Schéma de la hiérarchie du suiveur de franges dans l’environnement informatique
de GRAVITY.
On peut noter qu’en pratique, GRAVITY et le VLTI ont chacun une RMN qui leur
est propre, et que les commandes de désaturation des actionneurs doivent être transmises
aux lignes à retard du VLTI via la RMN du VLTI, alors que toutes les autres données
publiques ne transitent que par celle de GRAVITY.
3.1.2 Architecture globale de l’algorithme
Après avoir décrit les principaux composants propres au suiveur de franges et le cadre
informatique dont il dépend, intéressons-nous maintenant à la structure de l’algorithme
utilisée pour stabiliser les diﬀérences de marche.
D’un point de vue global, j’identiﬁe trois fonctions indépendantes les unes des autres
dans l’algorithme :
– la première, le senseur de phase, sert principalement à estimer les diﬀérences de
marche entre chaque paire de télescopes à partir de l’image des franges interférences
acquises par le détecteur ;
– la dernière, le contrôleur, sert à calculer les commandes en piston à envoyer aux
actionneurs ;
– la fonction intermédiaire, la machine d’état, permet d’évaluer l’état du suiveur de
franges à partir des estimations du senseur de phase, et adapte la réponse du contrô-
leur en fonction de cette évaluation.
Physiquement, le suiveur de franges de GRAVITY est constitué de deux calculateurs
temps-réel diﬀérents (architecture préconisée par l’ESO). Le senseur de phase est localisé
dans le premier calculateur, la machine d’état et le contrôleur dans le second. Les données
utilisées par les deux calculateurs sont transmises de l’un à l’autre via la RMN. La ﬁgure 3.3
représente l’architecture globale de l’algorithme.
Dans les paragraphes suivants, je commencerai par détailler les parties de l’algorithme
fonctionnant en boucle fermée (le senseur de phase et contrôleur), qui correspond à l’état
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Figure 3.3 – Schéma de l’architecture principale de l’algorithme du suiveur de frange, dans
l’environnement informatique de GRAVITY.
principal du suiveur de franges, celui qui permet de stabiliser les franges. Je décrirai ensuite
la machine d’état et les états secondaires du contrôleur.
3.2 Le senseur de phase
Le senseur de phase a pour but d’estimer au mieux les observables utiles au suiveur de
franges à partir de l’image transmise par le détecteur. Après un premier traitement pour
ne conserver que le signal utile, cette fonction permet d’estimer le ﬂux reçu par chacun
des télescopes (en entrée du recombinateur), le contraste de chaque ﬁgure d’interférence,
la diﬀérence de marche de chaque base, et la précision sur cette estimation.
3.2.1 Prétraitement de l’image brute
Description des images brutes
J’ai évoqué dans le chapitre précédent le fait que les faisceaux sont recombinés grâce à
un composant en optique intégrée. Ce composant permet de recombiner indépendamment
chacune des six paires disponibles avec quatre télescopes. Les franges de chaque base sont
échantillonnées spatialement sur quatre sorties du recombinateur en quadrature de phase,
nommées A, B, C et D, tel qu’illustré par la ﬁgure 3.4 (Lacour et al. 2008 ; Jocou et al.
2010). L’information interférométrique sur les six bases est ainsi codée en 24 sorties par le
recombinateur. Chacune est imagée sur deux pixels du détecteur du suiveur de franges par
un spectromètre, avec un espace de quatre pixels entre chaque échantillon (Straubmeier
2011). Les faisceaux sont dispersés dans la direction orthogonale à l’alignement des sorties
du recombinateur, avec une résolution spectrale R = 22 sur cinq canaux spectraux. De
plus, les polarisations des faisceaux peuvent être séparées selon le mode de l’instrument
utilisé, avec un écart de dix pixels entre chaque polarisation. La ﬁgure 3.5 schématise une
image obtenue avec le détecteur du suiveur de franges. Dans la suite, je ne considérerai
que le mode non-polarisé de l’instrument.
3.2. Le senseur de phase 53
Figure 3.4 – Principe de la modulation de type ABCD : l’intensité des franges est échantillonnée
sur quatre points en quadrature de phase. Si la diﬀérence de marche est nulle comme sur cet
exemple, A correspond à une frange brillante, C à une frange sombre, et B et D sont aux maxima
de la dérivée de la fonction cosinus, points les plus sensibles aux variations de diﬀérence de marche.
Figure 3.5 – Structure d’une image du détecteur du suiveur de franges. L’image en rouge corres-
pond à la conﬁguration de l’instrument où les polarisations sont séparées, l’image en vert correspond
à la conﬁguration avec les deux polarisations superposées.
Algorithme de pré-traitement
En premier lieu, j’épure l’image des biais propres au détecteur, puis connaissant la
structure des images, j’en extrais l’information utile à l’estimation des observables inter-
férométrique.
Soit It l’image transmise par le détecteur à l’itération t. Le premier traitement à
appliquer à cette image consiste à lui soustraire le courant d’obscurité D pour ne garder
que le signal propre à la source observée, et à normaliser le signal obtenu en fonction de la
dynamique G de chaque pixel du détecteur (champ plat du détecteur). Ces deux cartes de
courant d’obscurité et de champ plat doivent être acquises au préalable avant le début de
l’acquisition. Le courant d’obscurité mesuré est rapporté au temps de pose utilisé pendant
le suivi de franges. Le champ plat est mesuré en éclairant uniformément le détecteur. Il
peut être exprimé soit en pourcentage, auquel cas l’image normalisée par le champ plat est
exprimée en ADU 1, soit être étalonné et exprimé en ADU/photon, auquel cas les images
traitées s’expriment en nombre de photons. Le signal St ainsi pré-traité est calculé par la
1. Analog to Digital Unit.
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relation 2 :
St =
It −D
G
. (3.1)
La seconde opération à eﬀectuer sur cette image consiste à en extraire le signal utile,
c’est-à-dire les Np = 24 mesures d’intensité en bande large Qt, et Np ×Nλ mesures d’in-
tensité dispersées qtl , avec Nλ = 5 le nombre de canaux spectraux. Chaque intensité en
bande large est d’une part la somme de deux pixels consécutifs sur l’axe des abscisses du
détecteur (étalement des images sur deux pixels), et d’autre part la somme de cinq pixels
sur l’axe des ordonnées (somme de cinq canaux spectraux). Ainsi, connaissant l’ensemble
{(xi, yi)}i∈[0,Np] des positions inférieures gauche des 24 spectres sur le détecteur, je déﬁnie
les intensités en bande large par la somme suivante :
Qti =
Nλ−1∑
l=0
(
Stxi,yi+l + S
t
xi+1,yi+l
)
i ∈ [1, Np]. (3.2)
De même, les intensités dispersées qtl se calculent pour chaque canal spectral l par la
somme de deux pixels adjacents sur l’axe des abscisses du détecteur. De plus, du fait de
la dispersion du ﬂux sur cinq canaux spectraux, chaque mesure individuelle d’intensité
dispersée est cinq fois plus faible que sa correspondante en bande large (en supposant un
spectre uniforme). Pour avoir des signaux de rapport signal-sur-bruit équivalents entre
les mesures en bande large et celles dispersées, je calcule chaque intensité dispersée à
l’itération t par la moyenne glissante des cinq images précédentes, sommée sur deux pixels
adjacents :
qti,l =
Nλ−1∑
k=0
(
St+kxi,yi + S
t+k
xi+1,yi
)
i ∈ [1, Np], l ∈ [1, Nλ]. (3.3)
En conséquence de cette moyenne glissante pour augmenter le rapport signal-sur-bruit
sur les signaux dispersés, toute grandeur calculée à partir de ces mesures correspondra
également à une moyenne temporelle sur cinq itérations, et aura donc un retard moyen de
deux trames par rapport aux grandeurs calculées en bande large.
3.2.2 Extraction de l’information cohérente
Formalisme de la V2PM
Pour extraire les ﬂux incohérents et la cohérence du champ propres à l’objet observé,
j’utilise le formalisme de démodulation des images par une matrice étalonnée au préalable,
et contenant les paramètres instrumentaux représentatifs de la formation des images. Ce
formalisme a été développé pour la réduction de données de l’instrument AMBER du
VLTI (Millour et al. 2004), et adapté au mode de recombinaison de type ABCD utilisé
par GRAVITY par Lacour et al. (2008).
Considérons l’intensité Qi mesurée en sortie d’une voie du recombinateur résultant
de la combinaison de deux champs électriques An et Am issus des télescopes n et m de
visibilité Vn,m. En négligeant les termes de diaphonie causée par la faible transmission des
faisceaux parasites dans cette voie venant des autres télescopes, cette intensité à l’itération
2. On verra dans la partie suivante que les défauts instrumentaux autres que ceux liés au détecteur
sont pris en compte par une autre étape de l’algorithme.
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t se déduit de la relation suivante :
Qti = |
√
Atn +
√
T imA
t
m|2 (3.4)
= T in|Atn|2 + T im|Atm|2 + 2ℜ
[√
T inT
i
mO
i
n,mA
t
nA
t ∗
mV
t
n,m
]
. (3.5)
Les termes T in et T
i
m correspondent aux facteurs de transmission du ﬂux issus respective-
ment des télescopes n et m dans la voie i du recombinateur, et le terme Oin,m correspond
au terme de cohérence complexe instrumentale entre ces deux amplitudes sur cette voie.
Typiquement, le module et la phase de cette grandeur caractérisent respectivement le
contraste propre à l’instrument et le déphasage introduit par le recombinateur entre les
deux voies pour échantillonner les franges sur quatre sorties en quadrature de phase. Ainsi,
notant F tn = |Atn|2 et F tm = |Atm|2 les ﬂux incohérents dans le recombinateur issus des té-
lescopes, et Ctn,m = A
t
nA
t ∗
mV
t
n,m le ﬂux cohérent entre les deux télescopes, cette relation
s’écrit :
Qti = T
i
nF
t
n + T
i
mF
t
m + 2
√
T inT
i
mℜ
[
Oin,m
]
ℜ
[
Ctn,m
]
− 2
√
T inT
i
mℑ
[
Oin,m
]
ℑ
[
Ctn,m
]
. (3.6)
Cette équation se généralise sous forme matricielle pour calculer l’ensemble des 24 inten-
sités Qt formées par le recombinateur :
Qt = V2PMF t, (3.7)
avec F t le vecteur des ﬂux incohérents et cohérents, formé en trois parties :
F t =
[ [
F ta
]T
a∈[1,Na]
[ℜ [Ctb]]Tb∈[1,Nb] [ℑ [Ctb]]Tb∈[1,Nb]
]T
, (3.8)
Na et Nb étant respectivement le nombre de télescopes et le nombre de bases, V2PM est
la Visibility to Pixel Matrix (V2PM), matrice de passage des cohérences aux intensités,
xT la transposée de x. Cette matrice est formée des termes instrumentaux de transmission
T in et de cohérence O
i
n,m. Il est à noter que cette matrice V2PM se généralise très faci-
lement pour tenir compte des termes de diaphonie. Ces termes ont été ici négligés pour
simpliﬁer l’explication du formalisme adopté. J’attire également l’attention du lecteur sur
le changement d’indexation du vecteur des ﬂux cohérents Ct : étant déﬁni pour chaque
base, on peut l’indexer soit par deux entiers n et m dans [1, Na] tels que n 6= m, repré-
sentatifs des deux télescopes combinés, soit par un entier b dans [1, Nb], représentatif de
la base considérée. Dans la suite, j’utiliserai les deux indexations, de façon à simpliﬁer la
compréhension des équations.
En supposant cette matrice étalonnée au préalable, j’estime ainsi les ﬂux incohérents
et cohérents de la cible à partir des mesures d’intensité par la relation :
F t = P2VMQt, (3.9)
où P2VM est la Pixel to Visibility Matrix (P2VM), matrice pseudo-inverse de la V2PM.
De la même façon, j’extrais des intensités qtl correspondantes les vecteurs F
t
l des ﬂux
incohérents et cohérents de chaque canal spectral l, à partir des P2VM de chaque canal
spectral P2VMl étalonnées au préalable :
F tl = P2VMl q
t
l l ∈ [1, Nλ] . (3.10)
De même, ce vecteur se décompose en trois parties pour chaque canal spectral l :
F tl =
[ [
F ta,l
]T
a∈[1,Na]
[
ℜ
[
Ctb,l
]]T
b∈[1,Nb]
[
ℑ
[
Ctb,l
]]T
b∈[1,Nb]
]T
l ∈ [1, Nλ] . (3.11)
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Analyse de l’information cohérente
Intéressons-nous aux termes complexes de ﬂux cohérents (ou cohérences complexes)
Ctn,m entre deux télescopes n et m, qui se reconstruisent en extrayant les deux dernières
parties du vecteur de ﬂux en bande large F t :
Ctn,m = ℜ
[
Ctn,m
]
+ iℑ
[
Ctn,m
]
. (3.12)
Je considère ici le cas (et les indexations) propres aux cohérences en bande large de l’équa-
tion 3.8, mais l’analyse suivante se généralise également à chaque canal spectral l ∈ [1, Nλ].
Considérons pour l’instant un cas monochromatique d’étoile n’émettant qu’à la lon-
gueur d’onde λ0. Les amplitudes complexes Atn et A
t
m des deux champs électriques recom-
binés sont représentatives de l’onde lumineuse issue de l’étoile ﬁltrée par chaque télescope.
Ces termes, propres à la propagation de l’onde depuis la source jusqu’à l’instrument, ont
des modules semblables, représentatifs du ﬂux injecté dans le recombinateur, et des termes
de phase représentatifs du chemin optique qu’ils ont parcouru jusqu’au recombinateur de
l’instrument. Ainsi, le terme Atn se décompose de la façon suivante :
Atn = |Atn| exp
(
iφtn
)
, (3.13)
où le terme de phase est lié au chemin optique parcouru ptn et à la longueur d’onde λ0 par
la relation :
φtn =
2πptn
λ0
. (3.14)
Il en va de même pour le terme de phase de l’amplitude complexe sur le télescope m, pour
un chemin optique ptm.
Le terme de visibilité complexe V tn,m est lui propre à la cohérence spatiale de l’objet
observé sur cette base :
V tn,m = |V tn,m| exp
(
iΦtn,m
)
, (3.15)
son module valant 1 et sa phase 0 si l’objet n’est pas résolu ou s’il est symétrique sur cette
base.
Le terme de ﬂux cohérent s’exprime donc en fonction de la phase diﬀérentielle ψtn,m =
φtm − φtn par la relation :
Ctn,m = |Atn||Atm||V tn,m| exp
(
iΦtn,m + iψ
t
n,m
)
. (3.16)
La diﬀérence de marche entre deux télescopes étant directement proportionnelle à la phase
diﬀérentielle, on comprend tout l’intérêt de suivre les franges sur une étoile de référence
non résolue par l’instrument : si ses phases propres Φtn,m ne sont pas nulles, il est impossible
d’extraire les termes propres aux diﬀérences de marche à moins de connaître parfaitement
ces termes de phase. Dans la suite, je supposerai donc que la source de référence du suiveur
de franges n’est pas résolue par l’instrument 3. L’équation précédente se simpliﬁe alors :
Ctn,m = |Atn||Atm| exp
(
iψtn,m
)
. (3.17)
Dans le cas polychromatique où l’étoile vue par l’instrument a un spectre Σ étendu en
fonction de λ, l’équation 3.5 se généralise en une somme sur toutes les longueurs d’onde
du spectre. Les termes réels résultent alors d’une simple somme et les ﬂux incohérents F tn
3. Dans le cas contraire, les clôtures de phase non nulles doivent être soustraites au signal mesuré.
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correspondent donc aux ﬂux collectés sur toute la bande spectrale. Le terme de cohérence
complexe de l’équation 3.17 correspond lui à une somme complexe :
Ctn,m = |Atn||Atm|
∫
Σ(σ) exp
(
2iπδtn,mσ
)
dσ, (3.18)
où σ = 1/λ est le nombre d’onde, et :
δtn,m = p
t
m − ptn (3.19)
la diﬀérence de marche entre les deux télescopes. Après une transformée de Fourier et un
changement de variable, on retrouve une expression semblable à l’équation monochroma-
tique 3.17 :
Ctn,m = |Atn||Atm|E(δtn,m) exp
(
2iπ
δtn,m
λ0
)
, (3.20)
où λ0 est la longueur d’onde moyenne du spectre, E est l’enveloppe des franges, transformée
de Fourier du produit du spectre de l’étoile et de la transmission spectrale instrumentale :
E(δtn,m) = F [Σ](δtn,m). (3.21)
3.2.3 Estimation des observables en bande large
Une fois cette analyse préliminaire comprise, l’estimation des observables en bande
large se fait très simplement à partir du vecteur de ﬂux F t calculé par l’équation 3.9.
Tout d’abord, j’extrais les ﬂux incidents
[
F ta
]T
a∈[1,Na]
issus de chaque télescope de la
première partie de ce vecteur F t. Ces ﬂux permettent d’estimer la quantité de photons
collectée par chacun des quatre télescopes, et d’évaluer ainsi si le rapport signal-sur-bruit
sur l’estimation des diﬀérences de marche est suﬃsamment ﬁable pour envoyer des com-
mandes aux actionneurs en piston.
En reconstruisant le terme de cohérence complexe Ctn,m = ℜ
[
Ctn,m
]
+ iℑ
[
Ctn,m
]
de
chaque base à partir des deux dernières parties du vecteur de ﬂux, j’estime ensuite le
contraste des franges en bande large :
Etn,m =
|Ctn,m|√
F tnF
t
m
. (3.22)
Le contraste est un indicateur qui permet d’évaluer si la diﬀérence de marche entre les
télescopes est trop grande pour être estimée avec une bonne précision. Ainsi, en supposant
le spectre de l’étoile et de l’instrument uniformes sur une largeur spectrale ∆σ autour du
nombre d’onde moyen :
Σ(σ) =
{
1/∆σ si − ∆σ2 ≤ σ ≤ ∆σ2
0 sinon
, (3.23)
l’enveloppe des franges dépend de la diﬀérence de marche (équation 3.21) :
Etn,m = sinc
(
π
δtn,m
Lc
)
, (3.24)
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avec la fonction de sinus cardinal déﬁnie telle que sinc(x) = sin(x)/x, et la longueur de
cohérence :
Lc =
1
∆σ
≃ λ
2
0
∆λ
, (3.25)
et ∆λ la largeur spectrale (en longueur d’onde). Pour une diﬀérence de marche proche
ou supérieure à Lc, la faible valeur du contraste des franges diminue drastiquement la
précision sur l’estimation de la diﬀérence de marche. Dans la conﬁguration de GRAVITY,
avec λ0 = 2, 2 µm et ∆λ = 0, 5 µm, la longueur de cohérence en bande large est de l’ordre
de Lc ≃ 9, 7 µm (soit environ huit franges dans l’enveloppe).
Enﬁn (et surtout), de la phase des cohérences complexes Ctb, je déduis la diﬀérence de
marche δP tb à la longueur d’onde moyenne (retard de phase) sur chaque base b ∈ [1, Nb]
(voir équation 3.20) :
δP tb =
λ0
2π
arg
(
Ctb
)
. (3.26)
On voit cependant que cette valeur est estimée modulo λ0. Il n’est donc pas possible par
cet estimateur de savoir quelle frange est observée, seulement son décalage par rapport à
la diﬀérence de marche kλ0, avec k ∈ Z l’ordre interférométrique de la frange.
3.2.4 Estimation du retard de groupe
Explication qualitative
C’est pour pallier à cette indétermination que les franges sont dispersées par le spec-
tromètre sur cinq canaux spectraux. Supposons dans un premier temps que les diﬀérences
de marche entre les télescopes sont indépendantes de la longueur d’onde. Le pas des in-
terférences étant déﬁni par la longueur d’onde, on comprend donc qu’à une diﬀérence de
marche donnée, les phases diﬀérentielles ψtb,l = 2πδ
t
b/λl des diﬀérents canaux spectraux à
la longueur d’onde λl seront toutes diﬀérentes sauf si la diﬀérence de marche est nulle.
De plus, cet écart de phase diﬀérentielle entre les canaux spectraux est proportionnel à δtb
(voir illustration en ﬁgure 3.6). On voit donc intuitivement que l’on peut mettre à proﬁt ce
phénomène et déterminer précisément la diﬀérence de marche en comparant les diﬀérents
canaux spectraux.
Algorithme d’estimation du retard de groupe
Cette estimation se fait de façon plus formelle et plus précise dans l’espace des phases.
Pour cela, j’utilise le formalisme basé sur le calcul du produit spectral croisé, tel que décrit
par Pedretti et al. (2005) et dérivé des techniques d’interférométrie à deux longueurs d’onde
(Polhemus 1973).
Ainsi, à partir des cohérences complexes Ctb,l = ℜ
[
Ctb,l
]
+ iℑ
[
Ctb,l
]
de chaque base
b ∈ [1, Nb] et de chaque canal spectral l ∈ [1, Nλ], reconstruites grâce au vecteur de ﬂux
estimé à l’équation 3.11, je calcule le produit spectral croisé Xtb,l,l+1 entre deux canaux
spectraux adjacent l et l + 1, déﬁni tel que :
Xtb,l,l+1 = C
t
b,l C
t
b,l+1
∗
b ∈ [1, Nb] , l ∈ [1, Nλ − 1]. (3.27)
On voit grâce à l’équation 3.20 (dans sa version dispersée) que la phase χtb,l,l+1 de ce terme
se développe en :
χtb,l,l+1 = 2πδ
t
b(σl − σl+1) (3.28)
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Figure 3.6 – Illustration de franges dispersées : l’intensité est représentée en fonction de la
diﬀérence de marche pour cinq longueurs d’onde diﬀérentes. À première vue, les paquets de frange
semblent identiques, mais en fait les franges ont un pas légèrement diﬀérent pour chaque canal
spectral représenté. On voit qu’à la diﬀérence de marche nulle (trait en pointillés au centre), les
intensités sont maximales quelle que soit la longueur d’onde : c’est la frange blanche centrale. À
une diﬀérence de marche de 5 µm, on voit que les états d’interférences sont très diﬀérents selon la
longueur d’onde : à λ = 2, 0 µm (en rose) l’interférence se fait sur une frange sombre, alors qu’à
λ = 2, 4 µm (en bleu) elle se fait sur une frange brillante. La courbe noire représente les franges
non dispersées, somme des cinq canaux spectraux représentés.
où :
Xtb,l,l+1 =
∣∣∣Xtb,l,l+1∣∣∣ exp (iχtb,l,l+1) , (3.29)
avec σl et σl+1 les nombres d’onde moyens des deux canaux spectraux croisés. Ainsi, en
déﬁnissant la longueur d’onde de battement Λl,l+1 telle que :
Λl,l+1 =
1
σl − σl+1 (3.30)
=
λlλl+1
λl+1 − λl (3.31)
avec λl et λl+1 les longueurs d’onde moyennes des deux canaux spectraux, j’estime la
diﬀérence de marche δtb,l sur la base b pour chaque paire de canaux spectraux adjacents
par :
δtb,l =
Λl,l+1
2π
χtb,l,l+1 l ∈ [1, Nλ − 1]. (3.32)
Enﬁn, je calcule l’estimation ﬁnale de la diﬀérence de marche δGtb sur la base b ∈ [1, Nb]
(retard de groupe) par la moyenne pondérée de ces valeurs sur les diﬀérents spectres
croisés :
δGtb =
Nλ−1∑
l=1
∣∣∣Xtb,l,l+1∣∣∣ δtb,l
Nλ−1∑
l=1
∣∣∣Xtb,l,l+1∣∣∣
. (3.33)
Cette moyenne pondérée permet d’une part d’augmenter la précision de l’estimation par
rapport aux estimations individuelles δtb,l de chaque paire de canaux spectraux, et d’autre
part de tenir compte du spectre de la source et de l’instrument, qui peut induire des
diﬀérences de ﬂux entre les canaux spectraux et ainsi dégrader la précision de l’estimation
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ﬁnale. De plus, le fait de moyenner les diﬀérences de marche individuelles plutôt que de
sommer les produits spectraux croisés dans l’espace complexe puis d’en extraire la phase
permet de tenir compte des diﬀérences de longueur d’onde entre chaque canal spectral et
ainsi d’améliorer l’exactitude de l’estimation.
Enﬁn, on peut noter que les diﬀérences de marche δtb,l sont estimées modulo Λl,l+1.
Compte-tenu de la résolution R = 22 du suiveur de franges de GRAVITY, les diﬀérences
de marche ﬁnales sont donc estimées modulo ∼ 48 µm, de l’ordre de la longueur de
cohérence des interférences dispersées (cf. équation 3.25). Ce domaine de validité de l’es-
timation permet ainsi de mesurer la diﬀérence de marche sans ambiguïté, quelle que soit
l’importance des ﬂuctuations induites par le piston atmosphérique (de l’ordre de 10 µm
rms) et par les vibrations (de l’ordre de 300 nm rms).
Comparaison de deux estimateurs de retard de groupe
Le choix de cet estimateur de retard de groupe résulte d’une étude que j’ai mené au
préalable, dans laquelle j’ai comparé son eﬃcacité à celle de l’estimateur de retard de
groupe utilisé par le suiveur de franges de PRIMA (Sahlmann et al. 2009) et auparavant
par la suiveur de franges de PTI –Palomar Testbed Interferometer– qui n’est actuellement
plus opérationnel (Colavita et al. 1999).
Cet algorithme consiste à calculer par chaque base b la transformée de Fourier discrète
des Nλ cohérences complexes dispersées Ctb,l. Le retard de groupe est alors déﬁni par la
fréquence à laquelle le module de ce spectre est maximal (voir les références précédentes
pour plus de détails).
Pour les comparer, j’ai eﬀectué des simulations de suivi de franges utilisant ces deux
algorithmes à partir de séquences de perturbations identiques, pour diﬀérents rapports
signal-sur-bruit. La ﬁgure 3.7 présente les résultats de ces simulations numériques. On
constate que l’algorithme basé sur la transformée de Fourier discrète est moins eﬃcace
que celui détaillé dans le paragraphe précédent. Les franges sont moins bien stabilisées
à bas rapport signal-sur-bruit lorsque l’estimateur de retard de groupe est plus souvent
sollicité qu’à bas rapport signal-sur-bruit, en raison de pertes de ﬂux dans les faisceaux
plus fréquentes.
Ainsi, dans la suite j’utiliserai exclusivement l’algorithme d’estimation du retard de
groupe basé sur le produit spectral croisé.
3.2.5 Estimation de la diﬀérence de marche à corriger
Discussion des deux estimateurs
Par les calculs précédents, j’ai donc décris deux estimateurs de diﬀérence de marche
diﬀérents : pour chaque base b, le senseur de phase estime à la fois le retard de phase δP tb
par l’équation 3.26, et le retard de groupe δGtb par l’équation 3.33. Ces deux estimateurs
sont complémentaires :
– le retard de phase permet une estimation quasi-instantanée des diﬀérences de marche
(représentatives des résidus présents pendant l’intégration précédente) et permet
donc de les corriger de façon très réactive. Cependant, cette estimation n’est valide
que sur une plage de 2,2 µm, et cet estimateur seul ne permet pas de savoir si
les franges sont stabilisées à la diﬀérence de marche nulle, ou bien sur une frange
brillante d’ordre supérieur ;
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Figure 3.7 – Écart-type des résidus de diﬀérence de marche en fonction de la proportion de
temps utilisant l’estimateur de retard de groupe, avec l’algorithme utilisant la transformée de
Fourier discrète en noir, et le produit spectral croisé en rouge. Une séquence de perturbation en
diﬀérence de marche de 140 s est utilisée, représentative de la turbulence comme décrite dans le
chapitre 2, sans vibrations instrumentales, avec des ﬂuctuations de tip-tilt telles que décrites dans
le chapitre 2 également.
– le retard de groupe, à l’inverse, permet d’estimer des valeurs de diﬀérence de marche
valides sur une large course de 48 µm. Cependant, pour les estimer avec un rapport
signal-sur-bruit équivalent aux estimations du retard de phase, les intensités disper-
sées sont sommées sur les cinq dernières images. Le retard de groupe est ainsi évalué
avec 2 trames de retard par rapport au retard de phase.
Comment combiner au mieux ces deux estimateurs pour stabiliser les franges à la diﬀérence
de marche nulle ?
Pour déterminer la meilleure correction à apporter, il faut rappeler les objectifs du
suiveur de franges :
– les franges doivent rester stabilisées à une phase ﬁxée pendant une intégration sur
la voie scientiﬁque. En eﬀet, si la phase ﬂuctue au cours d’une pose, ou pire, si la
diﬀérence de marche varie lentement de plusieurs franges, le contraste des franges
sur la voie scientiﬁque (qui utilise de longues intégrations de l’ordre de 100 s) sera
drastiquement réduit par ces variations ;
– les diﬀérences de marche doivent être stabilisées sur la frange centrale du paquet de
franges, qui correspond au contraste maximal.
Le contrôle optimal est donc d’utiliser systématiquement le retard de phase pour stabiliser
les interférences sur une frange brillante. Comme cet estimateur est précis et réactif, c’est
le plus approprié pour limiter les ﬂuctuations de phase à l’intérieur d’une frange et limiter
les pertes de contraste dans la voie scientiﬁque.
Analyse du phénomène de dispersion
Il y a cependant plusieurs facteurs qui peuvent provoquer des « sauts de franges », c’est-
à-dire des variations de diﬀérence de marche supérieures à λ0 qui ne sont pas identiﬁées
par l’estimateur de retard de phase. En eﬀet, la turbulence atmosphérique est susceptible
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de provoquer d’importantes variations de diﬀérence de marche, qui peuvent dépasser λ0
de temps en temps, selon l’importance du seeing et de la fréquence de boucle du suiveur
de franges.
Le second paramètre à prendre en compte susceptible de provoquer des sauts de franges
est le phénomène de dispersion. En eﬀet, jusqu’à présent j’ai supposé la diﬀérence de
marche entre les pupilles constante quelle que soit la longueur d’onde (voir partie précé-
dente). Cette hypothèse serait vériﬁée si les diﬀérences de marche liées à la trajectoire de
l’étoile par rapport aux lignes de bases étaient compensées par des lignes à retard sous
vide (voir ﬁgure 3.8), ce qui n’est pas le cas au VLTI : les lignes à retard sont à l’air
libre. Or l’indice de l’air dépend de la longueur d’onde, et donc en vertu de l’équation 2.10
du chapitre 2, le chemin optique également. Les corrections appliquées par les lignes à
retard ne sont donc valables que pour une longueur d’onde donnée, mais pas sur tout le
spectre. De plus, une fraction de ce chemin optique est également compensée dans des
lignes à retard ﬁbrées pour les fonctions astrométriques de GRAVITY. De la même façon,
la dispersion de l’indice du verre ﬂuoré de ces ﬁbres ajoute également une dépendance de
la diﬀérence de marche à la longueur d’onde.
Figure 3.8 – Illustration du phénomène de dispersion : la diﬀérence de marche δ0 dans le vide
liée à la direction de l’étoile est compensée par un chemin géométrique L par les lignes à retard
dans l’air, dont l’indice varie avec la longueur d’onde (contrairement à l’indice du vide).
Analysons ce phénomène de façon quantitative, sur une unique base formée de deux
télescopes. Soit δ0 la diﬀérence de marche dans le vide due à l’orientation de l’étoile par
rapport à la base. Soit L le chemin géométrique ajouté par une ligne à retard dans l’air.
La diﬀérence de chemin optique δ à une longueur d’onde λ au niveau du recombinateur
est alors :
δ(λ) = δ0 − n(λ)L. (3.34)
Selon Daigne & Lestrade (1999), aux conditions de température et de pression dans les
lignes à retard du VLTI telles que T = 289 K et P = 743 hPa (Lévêque et al. 1996),
l’indice de l’air à la longueur d’onde λ s’exprime par :
n(λ) = 1 + α+
β
λ2
+
γ
λ4
, (3.35)
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avec α = 199, 329 10−6, β = 1, 129 10−6 µm2, et γ = 0, 009 10−6 µm4. Supposons que la
ligne à retard annule exactement la diﬀérence de marche à la longueur d’onde λ0 :
L =
δ0
n(λ0)
. (3.36)
À une longueur d’onde λ1 6= λ0, il reste donc une diﬀérence de marche résiduelle entre les
télescopes de :
δ(λ1) = δ0
(
1− n(λ1)
n(λ0)
)
. (3.37)
Typiquement, pour une diﬀérence de marche compensée dans l’air à λ0 = 2, 2 µm équiva-
lente à 10 m dans l’air, il y a une diﬀérence de marche résiduelle de 1 µm à λ1 = 2, 45 µm.
Ainsi, même si la diﬀérence de marche est compensée à une longueur d’onde, le contraste
des franges non dispersées ne sera pas maximal à cause de la diﬀérence de marche rési-
duelle aux autres longueurs d’onde. Ce phénomène est représenté en ﬁgure 3.9. De plus,
à cause de la rotation de la Terre, la diﬀérence de marche dans le vide δ0 varie avec le
temps, et provoque donc un déplacement régulier de l’enveloppe des franges.
Figure 3.9 – Illustration de la dispersion : franges dispersées sur chaque canal spectral, pour des
valeurs de diﬀérence de marche dans l’air équivalentes à 5 m (gauche) et 10 m (droite) dans le vide,
correspondant respectivement à une source d’angle zénithal de 3 et 6◦ observée avec une base de
100 m. La diﬀérence de marche est compensée à la longueur d’onde moyenne (courbe jaune) dans
l’air. Il en résulte que l’enveloppe des franges en bande large est décalée par rapport à la diﬀérence
de marche nulle.
L’estimateur de retard de groupe mesure justement la position du maximum de l’en-
veloppe de cohérence des franges, puisqu’il se calcule à partir du déphase entre les franges
deux longueurs d’onde : le maximum de l’enveloppe de cohérence correspond à la diﬀé-
rence de marche où tous les canaux spectraux sont en phase. Cet estimateur permet par
conséquent de mesurer ce décalage progressif du paquet de franges, et d’être ainsi sûr que
la frange suivie corresponde bien à celle de contraste maximal. Un exemple de décalage
progressif de l’enveloppe des franges à cause de la dispersion dans les lignes à retard est
donné par Le Bouquin et al. (2008) (Figure 4), et montre une dérive de ∼ 500 nm de
l’enveloppe sur une échelle de temps de 30 s.
Enﬁn, pour les fonctions astrométriques de GRAVITY, une partie du chemin optique
des diﬀérents faisceaux sera parcourue dans des lignes à retard diﬀérentielles : les faisceaux
se propageront dans des ﬁbres optiques en verre ﬂuoré, qui seront plus ou moins étirées en
fonction de la position relative de l’étoile de référence du suiveur de franges par rapport
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à la cible scientiﬁque, de façon à corriger les diﬀérences de marche diﬀérentielles entre les
deux objets. Le même phénomène se produit donc pour des diﬀérences de marche plus
faibles (séparations de l’ordre de 2′′, soit ∼ 1, 4 mm de diﬀérence de marche diﬀérentielle
pour une base de 140 m) corrigées dans un milieu de dispersion plus élevée. Pour une
diﬀérence de marche dans la ﬁbre équivalente à 1,4 mm dans le vide compensée à 2,2 µm,
on s’attend à une diﬀérence de marche résiduelle de 300 nm à 2,4 µm (Perrin et al. 2009).
Ainsi, ces deux eﬀets vont contribuer à faire bouger les franges d’interférence dans leur
enveloppe de cohérence, de façon continue au cours de longues intégrations de 100 s.
Diﬀérence de marche à corriger
En conclusion, les franges seront stabilisées systématiquement grâce à l’estimation du
retard de phase sauf si le retard de groupe permet de constater que la frange suivie ne
correspond pas à la frange de contraste maximal. Ainsi, je déﬁnie la diﬀérence de marche
à corriger sur la base b par la relation suivante :
δtb =
{
δP tb si − λ02 ≤ δGtb ≤ λ02
δGtb sinon
. (3.38)
Par cette méthode, les franges sont constamment stabilisées sur la frange brillante de
contraste maximal, sauf lorsqu’un saut de frange est détecté, le temps de recentrer les
franges au maximum de l’enveloppe de cohérence.
Cette stratégie est diﬀérente de celle adoptée par le suiveur de franges de PRIMA, qui
asservi la position des franges à une diﬀérence de marche variable de façon à maintenir le
retard de groupe nul, et la diﬀérence de marche au maximum de cohérence (Sahlmann et al.
2009). En eﬀet, en stabilisant les franges avec cette méthode, les franges resteront asservies
à leur maximum de cohérence, mais déﬁleront lentement à l’intérieur de l’enveloppe. Les
interférences mesurées par de longues poses sur la voie scientiﬁque auront alors un faible
contraste. La stratégie de correction des diﬀérences de marche que j’ai adopté est par
contre similaire à celle utilisée par le suiveur de franges de l’interféromètre du Keck en
mode « référence de phase », principalement utilisé en parallèle de leur instrument nulleur
(Colavita et al. 2010).
3.2.6 Estimation de la précision de mesure
Je montrerai dans la partie suivante qu’avoir en temps réel une estimation de la préci-
sion des mesures de diﬀérence de marche permet d’optimiser la stabilisation des franges,
en jouant sur les relations de clôture de phase qui relient les bases entre elles. C’est donc
également la tâche du senseur de phase que d’estimer la précision sur ces diﬀérences de
marche.
Origine du bruit sur les images
Pour ce faire, il est crucial de connaître parfaitement les caractéristiques du détecteur
utilisé. En eﬀet, deux sources principales sont à l’origine des imprécisions de mesures : le
bruit de photons, et le bruit de lecture de la caméra. De plus, dans le cas de photo-diodes à
avalanche telles que celles qui composeront le détecteur du suiveur de franges de GRAVITY
(matrice de photo-diodes à avalanche infrarouge de SELEX, Finger et al. 2010), le bruit
de photons peut être légèrement ampliﬁé d’un facteur Fapd, proche de l’unité. Connaissant
le bruit de lecture du détecteur σron, pour chaque pixel i ∈ [1, Np] (Np = 24) et à chaque
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itération t, j’estime donc, d’une part, la variance σtQ i
2 sur les intensités Qti en bande large
par :
σtQ i
2
= F 2apdQ
t
i + 10σ
2
ron, (3.39)
et d’autre part, la variance σtq i,l
2 sur les intensités dispersées qti,l sur le canal spectral l
par :
σtq i,l
2
= F 2apd q
t
i,l + 10σ
2
ron. (3.40)
La première partie de ces équations correspond à une estimation du bruit de photons
ampliﬁé par le facteur d’excès Fapd, la seconde correspond à l’estimation du bruit de
lecture de la caméra. Dans la première équation, le facteur 10 correspond au nombre de
pixels additionnés pour obtenir les signaux Qti : cinq canaux spectraux, étalés sur deux
pixels de la caméra. Dans la seconde équation, le facteur 10 correspond au nombre d’images
consécutives additionnées pour obtenir les signaux qti,l : cinq images ajoutées, également
étalées sur deux pixels.
Estimation du bruit sur le retard de phase
Pour estimer ﬁnement la précision sur les diﬀérences de marche, il faut tenir compte des
imperfections instrumentales du recombinateur en optique intégrée, dont les transmissions
sur chaque sortie ne sont pas toujours très équilibrées, et dont les déphasages en quadrature
ne sont pas parfaitement de 90◦. Pour cela, j’utilise l’outil statistique des matrices de
covariance du bruit.
Ainsi, en négligeant les termes de covariance entre les intensités des pixels des images,
je déﬁnie ΣtQ la matrice diagonale de covariance des intensités en bande large :
ΣtQ = diag(σ
t
Q i
2
)
i∈[1,Np]
. (3.41)
Je calcule alors la matrice de covariance ΣtF des ﬂux incohérents et cohérents F
t grâce à
la P2VM en bande large par :
ΣtF = P2VMΣ
t
Q P2VM
T. (3.42)
Pour calculer la variance sur les phases diﬀérentielles ψtb = arg
(
Ctb
)
des six bases b
déﬁnies dans l’équation 3.26, j’utilise le formalisme suivant, développé par Williams et al.
(2006) (voir illustration en ﬁgure 3.10).
Considérons pour l’instant un unique vecteur complexe ~C de phase ψ, de coordonnées
X = [ℜ(~C),ℑ(~C)] dans le repère complexe, et de coordonnées Y = [|C|, 0] dans le repère
(O, ~α, ~β), avec ~α en phase et ~β en quadrature avec ~C. Ces coordonnées se déduisent de X
par la relation :
Y = Θ(ψ)X, (3.43)
avec la matrice de rotation orthogonale :
Θ(ψ) =
[
cosψ sinψ
− sinψ cosψ
]
. (3.44)
Connaissant la matrice de covariance ΣX du bruit dans le repère complexe, la matrice de
covariance ΣY du bruit dans ce repère s’estime alors simplement par la relation :
ΣY = Θ(ψ)ΣXΘ(ψ)
T. (3.45)
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Figure 3.10 – Estimation de la précision sur la mesure de la phase d’un vecteur complexe :
connaissant la dispersion σβ du vecteur sur l’axe β (grâce à la matrice de covariance dans le repère
complexe et à la matrice de changement de repère) et sa norme |C|, on en déduit la précision de
mesure sur la phase du vecteur : σψ = arctan
σβ
|C| .
Le bruit σψ sur la phase se déduit du second terme de la diagonale, σ2β, correspondant à
la variance du bruit sur l’axe ~β par la relation :
σψ = arctan
σβ
|C| . (3.46)
Ce formalisme se généralise facilement à une collection de vecteurs complexes selon
Williams et al. (2006). Pour estimer le bruit σP tδ =
[
σP tδ b
]T
b∈[1,Nb]
sur les diﬀérences de
marche à la longueur d’onde moyenne, j’extrais la matrice ΣtC 12× 12 inférieure droite de
ΣtF contenant les parties réelles et imaginaires des cohérences, et je calcule la matrice de
covariance ΣtY du bruit dans le repère en-phase-quadrature de chaque cohérence complexe :
ΣtY = Θ
tΣtC Θ
tT, (3.47)
avec la matrice Θt diagonale par bloc 4 :
Θt =
[
Ct St
−St Ct
]
, (3.48)
où :
Ct = diag
(
cosψtb
)
b∈[1,Nb]
, (3.49)
et
St = diag
(
sinψtb
)
b∈[1,Nb]
. (3.50)
J’estime ainsi le vecteur des écarts-types σP tδ sur les diﬀérences de marche à partir du
vecteur σt 2β des six derniers termes de la diagonale de la matrice Σ
t
Y :
σP tδ =
λ0
2π
arctan
(
σtβ
|Ct|
)
, (3.51)
avec Ct = [Ctb]
T
b∈[1,Nb]
le vecteur des cohérences complexes en bande large.
4. Il est à noter que la forme de Θt est légèrement différence de celle généralisée par Williams et al.
(2006), car elle est adaptée à la construction par bloc de la matrice ΣtC .
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Estimation du bruit sur le retard de groupe
L’estimation de la précision sur les mesures de diﬀérence de marche du retard de
groupe se fait de façon similaire. À partir des variances σtq i,l
2 des intensités estimées
(équation 3.40), je construis la matrice de covariance des intensités pour chaque canal
spectral l :
Σtq l = diag(σ
t
q i,l
2
)
i∈[1,Np]
, (3.52)
et j’en déduit la matrice de covariance ΣtF l des ﬂux incohérents et cohérents F
t
l :
ΣtF l = P2VMl Σ
t
Q P2VM
T
l , (3.53)
à partir des matrices P2VMl de chaque canal spectral.
Les 2 × 6 derniers termes diagonaux de cette matrice de covariance donnent une es-
timation de la variance du bruit sur les parties réelles σt 2ℜ[C] b,l et imaginaires σ
t 2
ℑ[C] b,l
respectivement des cohérences complexes de chaque base b sur chaque canal spectral l.
J’estime la variance du bruit sur les parties réelles σt 2ℜ[X] b,l,l+1 et imaginaires σ
t 2
ℑ[X] b,l,l+1
du produit spectral croisé Xtb,l,l+1 entre les canaux spectraux l et l+1 respectivement par
les relations :
σt 2ℜ[X] b,l,l+1 = ℜ
[
Ctb,l+1
]2
σt 2ℜ[C] b,l + ℜ
[
Ctb,l
]2
σt 2ℜ[C] b,l+1
+ ℑ
[
Ctb,l+1
]2
σt 2ℑ[C] b,l + ℑ
[
Ctb,l
]2
σt 2ℑ[C] b,l+1 (3.54)
σt 2ℑ[X] b,l,l+1 = ℑ
[
Ctb,l+1
]2
σt 2ℜ[C] b,l + ℑ
[
Ctb,l
]2
σt 2ℜ[C] b,l+1
+ ℜ
[
Ctb,l+1
]2
σt 2ℑ[C] b,l + ℜ
[
Ctb,l
]2
σt 2ℑ[C] b,l+1. (3.55)
Pour chaque paire de canaux spectraux adjacents (l, l + 1), je construis la matrice de
covariance ΣtX l,l+1 par bloc des produits spectraux croisés correspondants :
ΣtX l,l+1 =

 diag
(
σt 2ℜ[X] b,l,l+1
)
0
0 diag
(
σt 2ℑ[X] b,l,l+1
)

 , (3.56)
de façon à estimer la matrice de covariance du bruit ΣtY l,l+1 des produits spectraux croisés
dans le repère en-phase-quadrature :
ΣtY l,l+1 = Θ
t
l,l+1Σ
t
X l,l+1Θ
tT
l,l+1, (3.57)
avec Θtl,l+1 la matrice des rotations d’angles égaux aux phases χ
t
b,l,l+1 des produits spec-
traux croisés :
Θtl,l+1 =
[
Ctl,l+1 S
t
l,l+1
−Stl,l+1 Ctl,l+1
]
, (3.58)
où :
Ctl,l+1 = diag
(
cosχtb,l,l+1
)
b∈[1,Nb]
, (3.59)
et
Stl,l+1 = diag
(
sinχtb,l,l+1
)
b∈[1,Nb]
. (3.60)
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J’estime le bruit σtδ l,l+1 sur les diﬀérences de marche mesurées sur chaque paire de canaux
spectraux adjacents (équation 3.32) en extrayant le vecteur σtβ l,l+1des six derniers termes
diagonaux de ΣtY l,l+1, variances sur les axes de quadrature, par :
σtδ l,l+1 =
Λl,l+1
2π
arctan

 σtβ l,l+1∣∣∣Xtl,l+1∣∣∣

 . (3.61)
Enﬁn, j’estime la précision σGtδ sur les diﬀérences de marche (retard de groupe) calcu-
lées par l’équation 3.33 par :
σGtδ =
√√√√Nλ−1∑
l=1
∣∣∣Xtb,l,l+1∣∣∣2 σt 2δ l,l+1
Nλ−1∑
l=1
∣∣∣Xtb,l,l+1∣∣∣
. (3.62)
Bruit sur les diﬀérences de marche à corriger
Pour ﬁnir, étant donné que la diﬀérence de marche servant à calculer les commandes
aux actionneurs correspond soit au retard de phase soit au retard de groupe selon la valeur
de cette dernière (voir équation 3.38), j’associe de la même manière à cette grandeur une
estimation du bruit correspondant, pour chacune des six bases b ∈ [1, Nb] :
σtδ b =
{
σP tδ b si − λ02 ≤ δGtb ≤ λ02
σGtδ b sinon
. (3.63)
Ces estimations instantanées du bruit sur les diﬀérences de marche permettent d’éva-
luer la précision de leur mesure. Elle peut en eﬀet varier signiﬁcativement entre deux ité-
rations, en fonction des variations de ﬂux sur les télescopes et de la diﬀérence de marche
résiduelle. J’utiliserai ces estimations du bruit de mesure dans la suite pour améliorer la
stabilisation des franges.
3.3 Le contrôleur en boucle fermée
À partir de ces estimations des diﬀérences de marche sur les six bases reliant les
télescopes, la principale tâche du suiveur de franges est de déterminer les commandes
optimales à appliquer aux quatre actionneurs en piston qui permettront de minimiser ces
résidus. Pour cela, je vais considérer deux types de contrôle : un contrôleur classique de
type intégrateur, et un contrôleur prédictif basé sur un ﬁltre de Kalman.
3.3.1 Contrôleur intégral
Le principe d’un contrôleur intégral (ou intégrateur) est relativement simple : connais-
sant l’erreur par rapport à la consigne, c’est-à-dire le résidu de diﬀérence de marche dans
notre système où la consigne est nulle, on ajoute directement cet écart (à un gain près) à
la position des actionneurs, aﬁn de corriger l’erreur estimée.
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Du contrôleur PID à l’intégrateur pur
Le type de contrôleur utilisé classiquement en automatisme pour asservir des systèmes
de contrôle de grandeur physique est un contrôleur PID, pour Proportionnel Intégral Dé-
rivé, basée sur une architecture à 3 niveaux. Dans une boucle d’asservissement telle que
représentée par la ﬁgure 3.11, la fonction de transfert C du contrôleur s’exprime en fonction
de la variable p de Laplace par l’expression suivante :
C(p) = KP +
1
τI p
+ τD p, (3.64)
avec KP le gain proportionnel, τI celui de l’intégrateur, et τD celui du contrôleur dérivé.
L’ajustement de ces trois gains est en général suﬃsant pour optimiser la réponse d’un
système de régulation.
Figure 3.11 – Schéma d’asservissement de la boucle de contrôle. C est la fonction de transfert du
contrôleur, H celle du système, e est la consigne à laquelle on souhaite asservir le système, s est la
mesure, d est l’erreur à la consigne, et u la commande appliquée aux actionneurs. Les grandeurs
sont exprimées dans le domaine de Laplace, et p est la variable de Laplace.
Ainsi, dans le cas du contrôleur du suiveur de franges, j’ai ﬁxé le gain de la fonction
dérivative à zéro. En eﬀet, cette fonction ampliﬁe les composantes hautes fréquences du
spectre des erreurs, et est par conséquent très sensible au bruit. Dans un système bruité tel
que le notre, il faut annuler ce gain pour éviter les instabilités. Concernant la fonction pro-
portionnelle du contrôleur, l’augmentation de son gain a pour eﬀet d’augmenter la rapidité
de la correction, mais en dégradant la stabilité de l’asservissement (envoi de commandes
en position directement proportionnelles à l’erreur instantanée). Mes optimisations des
gains proportionnel et intégral sur une grille de valeurs, préliminairement aux simulations
de la boucle de contrôle, ont conduit à des valeurs nulles pour le gain proportionnel. Cette
tendance devra être conﬁrmée par des tests sur ciel une fois GRAVITY installé au VLTI.
Dans la suite, je ne décrirai qu’un contrôleur utilisant seulement la fonction intégrale du
PID, étant donnée que la fonction proportionnelle est inutilisée dans les simulations.
La fonction de transfert du contrôleur se simpliﬁe alors à l’expression suivante :
C(p) =
1
τI p
, (3.65)
et la correction u calculée par le contrôleur dépend de l’erreur d entre la consigne et la
mesure :
u(p) =
d(p)
τI p
. (3.66)
Dans le domaine temporel, cette commande U aux actionneurs correspond à :
U(t) =
1
τI
∫ t
0
D(t) dt, (3.67)
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qui se discrétise à l’itération t avec un pas d’échantillonnage T :
U t =
T
τI
t∑
τ=0
Dτ (3.68)
U t = U t−1 +
T
τI
Dt. (3.69)
La commande intégrale correspond à ajouter à la position précédente de l’actionneur
l’erreur entre la consigne et la mesure pondérée par le gain K = T/τI .
Considérations générales
En pratique, le gain optimal du contrôleur dépend du délai entre le moment où l’écart
à la consigne se forme, et le moment où la correction est réellement appliquée. Or j’ai
expliqué dans la partie précédente que les estimateurs de retard de phase et de retard de
groupe utilisés pour évaluer les résidus de diﬀérence de marche ne sont pas égaux en terme
de réactivité, et notamment que l’estimation du retard de groupe repose sur une moyenne
glissante de cinq images. Il faut donc adapter la réponse du contrôleur en fonction de
l’estimateur utilisé.
De plus, dans le cas de GRAVITY, les franges sont suivies sur six bases simultanément
et six diﬀérences de marche sont estimées. Cependant, quatre actionneurs sont disponibles
(et je montrerai plus loin que trois suﬃsent) pour annuler les diﬀérences de chemin optique.
Compte tenu de cette conﬁguration, deux questions se posent :
– comment inverser de façon optimale ces six observables en quatre commandes ?
– vaut-il mieux calculer les corrections dans l’espace des actionneurs ou dans celui des
bases où les diﬀérences de marche sont estimées ?
Ces diﬀérentes questions vont être successivement étudiées dans cette partie.
Gain de l’intégrateur
Dans un monde idéal où l’on serait capable d’estimer rapidement la diﬀérence de
marche entre deux télescopes, et d’appliquer instantanément la correction correspondante
aux actionneurs, la commande optimale serait d’ajouter directement l’écart mesuré aux
positions des actionneurs pour rectiﬁer l’erreur (gain unitaire).
En pratique cependant, les perturbations évoluent avec le temps, et le temps d’estimer
l’erreur, et que la correction soit eﬀectivement appliquée par les actionneurs, celle-ci n’est
déjà plus appropriée à l’erreur réelle. Si la correction met trop de temps à être appliquée
par les actionneurs, une commande de plus en plus importante sera appliquée avant d’en
voir l’eﬀet sur les résidus estimés, et le système se mettra à osciller et diverger. Il faut donc
appliquer une commande progressive, en ajoutant à la position des actionneurs seulement
une fraction de l’erreur estimée, ce qui permet d’éviter ce genre d’instabilité. Le gain
optimal du contrôleur dépend principalement du temps de réponse entre la mesure de
l’erreur et l’application de la correction, et du bruit sur la mesure.
Or, j’ai expliqué dans la partie précédente que l’estimateur de retard de phase fournit
une estimation de la diﬀérence de marche à partir de la dernière image acquise par le
détecteur, tandis que l’estimateur de groupe utilise une moyenne glissante sur les cinq
dernières images pour estimer la diﬀérence de marche. Les deux estimations sont donc
eﬀectuées avec des délais diﬀérents, correspondants au moment où commence le calcul à
une demie itération pour le premier et de 2,5 itérations pour le second (voir ﬁgure 3.12).
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Par conséquent, le gain du contrôleur devra être adapté en fonction de l’estimateur utilisé,
de façon à ce que le contrôle de la diﬀérence de marche reste stable et optimal quelles que
soient les valeurs des résidus. Ainsi, pour chaque base b ∈ [1, Nb] et à chaque itération t,
je déﬁnie le gain Ktb du contrôleur tel que :
Ktb =
{
KP si − λ02 ≤ δGtb ≤ λ02
KG sinon
. (3.70)
Figure 3.12 – Diagramme de temps du suiveur de franges : la commande appliquée aux action-
neurs à l’itération t + 1 résulte d’une seule image pour l’estimateur de retard de phase, et de la
moyenne de cinq images pour l’estimateur de retard de groupe. Dans le premier cas, l’eﬀet de
moyenne pendant le temps d’intégration T donne une estimation de la diﬀérence de marche à
l’instant (t− 0, 5)T , et dans le second cas, à l’instant (t− 2, 5)T .
Les calculateurs temps-réel du suiveur de franges permettent de calculer les commandes
en une itération du contrôleur au maximum. De plus, les actionneurs en piston du suiveur
de franges de GRAVITY correspondent à des systèmes du second ordre avec une fréquence
de coupure à −3 dB de fc = 220 Hz. Ils ont donc un temps de réponse minimal pour une
précision de 5 % de la commande envoyée de :
t5 % ≥
2, 86
2πfc
, (3.71)
soit 2 ms pour les actionneurs considérés. Ainsi, considérant que le suiveur de franges
fonctionne à une cadence de 250 Hz, il faut compter un retard de deux itérations entre
l’instant moyen où se forment les diﬀérences de marche et celui où les actionneurs ap-
pliquent les corrections dans le cas où l’estimateur de retard de phase évalue l’erreur, et
de quatre itérations dans le cas ou l’estimateur de retard de groupe est utilisé. On peut
dès lors donner une première approximation des gains optimaux correspondants :
KP ≃ 0, 5 (3.72)
KG ≃ 0, 25. (3.73)
Ces valeurs ne sont cependant qu’indicatives. Les gains optimaux dépendent également
de la précision sur l’estimation des diﬀérences de marche, et sont susceptibles d’être plus
faibles en cas de faible rapport signal-sur-bruit.
Inversion diﬀérences de marche-pistons
La seconde particularité de la conﬁguration de GRAVITY à prendre en compte est
le fait que l’on mesure des diﬀérences de marche sur six bases, qui sont corrigées grâce
à quatre actionneurs en piston. Il faut donc estimer les chemins optiques parcourus par
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les faisceaux jusqu’aux quatre télescopes à partir des diﬀérences de marche estimées. En
réalité, il n’est pas possible de retrouver la valeur des chemins optiques absolues à partir des
diﬀérences de marche, et on ne peut évaluer que les valeurs des pistons relativement à une
référence qui leur est commune. Ainsi, seuls trois actionneurs pourraient être utilisés pour
annuler les six diﬀérences de marche, en choisissant l’un des télescopes comme référence de
piston aux autres. Cependant, étant donné que quatre actionneurs sont à disposition du
suiveur de franges de GRAVITY, je calculerai quatre commandes en piston de moyenne
nulle, donc déﬁnies relativement par rapport au piston moyen sur les quatre pupilles. C’est
en eﬀet la référence optimale pour éviter la saturation rapide des actionneurs.
Soit M la matrice permettant de calculer le vecteur δt des diﬀérences de marche à
partir d’un vecteur pt de quatre pistons :
δt = M pt. (3.74)
Dans la suite, je prendrai pour exemple des vecteurs de diﬀérences de marche et de pistons
ordonnés tels que :
δt =
[
δt1,2 δ
t
1,3 δ
t
1,4 δ
t
2,3 δ
t
2,4 δ
t
3,4
]T
, (3.75)
et
pt =
[
pt1 p
t
2 p
t
3 p
t
4
]T
, (3.76)
avec ptn le piston sur le télescope n, et δ
t
n,m la diﬀérence de marche entre les télescopes n
et m. En vertu de l’équation 3.19, la matrice M est formée telle que :
M =


−1 1 0 0
−1 0 1 0
−1 0 0 1
0 −1 1 0
0 −1 0 1
0 0 −1 1


. (3.77)
Connaissant le vecteur des diﬀérences de marche, on cherche à eﬀectuer l’opération
inverse de façon à calculer les termes de piston à appliquer aux actionneurs. On cherche
donc une matrice M¯ telle que :
pt = M¯ δt. (3.78)
La façon la plus simple est de calculer la matrice M+ pseudo-inverse de M par décom-
position en valeurs singulières. Je calcule ainsi les matrices unitaires U (6×6) et V (4×4)
et la matrice S diagonale des valeurs singulières (6× 4) telles que :
M = USVT, (3.79)
et je construis la matrice pseudo-inverse de M telle que :
M+ = VS†UT, (3.80)
avec S† la matrice (4×6) dont les termes diagonaux correspondent aux inverses des termes
diagonaux non nuls de S, tous les autres termes étant nuls. Dans le cas de la matrice déﬁnie
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à l’équation 3.77, j’utilise la décomposition suivante :
U =
1
6


0 3 3 3 3 0
3 0 3 −3 0 3
3 3 0 0 −3 −3
3 −3 0 4 −1 1
3 0 −3 −1 4 −1
0 3 −3 1 −1 4


, S =


2 0 0 0
0 2 0 0
0 0 2 0
0 0 0 0
0 0 0 0
0 0 0 0


, V =
1
2


−1 −1 −1 1
−1 1 1 1
1 −1 1 1
1 1 −1 1

 ,
(3.81)
conduisant à la matrice pseudo-inverse telle que :
M+ =
1
4
MT. (3.82)
On voit que l’une des quatre valeurs singulières de cette décomposition est nulle, sur la
dernière colonne de la matrice S, montrant que le système est sur-contraint. Ce mode
correspond au piston de référence, invisible par les mesures de diﬀérences de marche. En
lui associant le vecteur singulier
[
1 1 1 1
]T
, on force ainsi la somme des piston à la
valeur nulle. Cette inversion matricielle permet donc de calculer les valeurs de piston liées
aux mesures de diﬀérence de marche de telle sorte que la moyenne des pistons soit nulle.
Cette méthode, bien qu’optimale en temps de calcul, ne met pas pleinement à proﬁt
les relations de clôture entre les bases. En eﬀet, si un objet non résolu est observé par un
triplet de télescopes (n,m, o), la somme de ses diﬀérences de marche s’annule, en vertu de
l’équation 3.19 :
δtn,m + δ
t
m,o + δ
t
o,n = 0. (3.83)
Ainsi, à partir des estimations de deux diﬀérences de marche de ce triplet, on peut avoir
une meilleure estimation de la troisième si son incertitude de mesure est grande. Cette
opération se généralise en mettant à proﬁt l’estimation du vecteur σtδ des incertitudes
de mesure des diﬀérences de marche calculées par l’équation 3.63 pour chaque base, en
calculant la matrice pseudo-inverse pondérée deM. Suivant le raisonnement de Menu et al.
(2012), je déﬁnis ainsi la matrice 6 × 6 Wtδ des poids sur les diﬀérences de marche telle
que :
Wtδ = diag
(
1
σt 2δ b
)
b∈[1,Nb]
. (3.84)
L’inverse généralisée pondérée MtW
† se calcule par :
MtW
†
= Wt †p M
TWtδ, (3.85)
où Wt †p est la pseudo-inverse de la matrice des poids sur les pistons :
Wtp = M
TWtδM. (3.86)
Cette opération permet de redistribuer le poids des incertitudes de mesure sur les dif-
férences de marche dans l’inversion matricielle pour avoir une estimation optimale des
pistons.
Son impact n’étant pas trivial, je vais l’illustrer par deux exemples basiques. Consi-
dérons tout d’abord le cas où les incertitudes de mesure σtδ b sont identiques sur toutes
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les bases b, et égales à σδ. Les matrices de poids sur les diﬀérences de marche et sur les
pistons valent alors respectivement :
Wtδ =
1
σ2δ
I, Wtp =
1
σ2δ
MTM (3.87)
=


3 −1 −1 −1
−1 3 −1 −1
−1 −1 3 −1
−1 −1 −1 3

 , (3.88)
avec I la matrice identité. La décomposition en valeurs singulières de cette seconde matrice
conduit à l’inverse suivante :
Wt †p =
σ2δ
16
MTM, (3.89)
et par conséquent à l’inverse généralisée pondérée :
MtW
†
=
1
16
MTMMT (3.90)
=
1
4
MT (3.91)
=
1
4


−1 −1 −1 0 0 0
1 0 0 −1 −1 0
0 1 0 1 0 −1
0 0 1 0 1 1

 . (3.92)
Ainsi, si les incertitudes de mesures sont identiques sur les six bases, on retrouve comme
attendu la matrice pseudo-inverse non pondérée de l’équation 3.82. Considérons mainte-
nant le cas où le rapport signal-sur-bruit est nul sur la base 3–4 (choisie arbitrairement).
Les matrices de poids sur les diﬀérences de marche et les pistons valent alors, avec les
notation décrites précédemment :
Wtδ =
1
σ2δ


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 0


, Wtp =
1
σ2δ


3 −1 −1 −1
−1 3 −1 −1
−1 −1 2 0
−1 −1 0 2

 . (3.93)
On peut noter les poids plus faibles sur les troisièmes et quatrièmes colonnes et lignes de la
matrice de poids des pistons, dus au poids nul sur la base 3–4, comparé au cas précédent
(équation 3.88). La décomposition en valeurs singulières de cette matrice conduit à la
matrice pseudo-inverse suivante :
Wt †p =
σ2δ
16


3 −1 −1 −1
−1 3 −1 −1
−1 −1 5 −3
−1 −1 −3 5

 , (3.94)
et à la matrice pseudo-inverse pondérée de M :
MtW
†
=
1
4


−1 −1 −1 0 0 0
1 0 0 −1 −1 0
0 1, 5 −0, 5 1, 5 −0, 5 0
0 −0, 5 1, 5 −0, 5 1, 5 0

 . (3.95)
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On constate que la dernière colonne de cette matrice est nulle : la diﬀérence de marche
sur la base 3–4 ne sera eﬀectivement pas prise en compte dans le calcul des pistons. De
plus, en comparant cette matrice à celle du cas précédent (équation 3.92), on voit que
le calcul des pistons fait intervenir les valeurs des diﬀérences de marches des bases 1–4
et 2–4 pour le télescope 3 (troisième ligne), et des bases 1–2 et 2–3 pour le télescope 4
(quatrième ligne), tandis que le calcul des pistons sur les télescopes 1 et 2 reste inchangé.
Ainsi, par l’utilisation des relations de clôture de phase entre les triplets de télescopes
1–3–4 et 2–3–4, l’estimation des pistons sur les télescopes 3 et 4 est eﬀectuée sans tenir
compte de la diﬀérence de marche à rapport signal-sur-bruit nul.
Cependant, les valeurs des poids étant ré-estimées à chaque itération du suiveur de
franges, cette pondération est relativement couteuse en temps de calcul car elle utilise une
décomposition en valeurs singulières (pour calculerWt †p ) à chaque itération du calculateur.
Elle est cependant cruciale à faible rapport signal-sur-bruit où les pertes de ﬂux sur un
télescope sont fréquentes, car elle permet au contrôleur d’être bien plus robuste, comme
on le verra dans le chapitre 4.
Ainsi, pour inverser les diﬀérences de marche en pistons dans l’équation 3.78, la mé-
thode optimale est d’utiliser la matrice d’inversion pondérée M¯ = MtW
† tant que le contrô-
leur fonctionne à une cadence suﬃsamment lente pour réaliser ce calcul. Si le suiveur de
frange fonctionne à un régime soutenu, typiquement en observant une étoile brillante par
rapport à la sensibilité de l’instrument, l’inversion non pondérée par la matrice M¯ = M+
est préférable pour limiter le temps de calcul, et justiﬁée car le gain en robustesse apporté
par l’inversion pondérée est faible à haut rapport signal-sur-bruit.
Dans les simulations eﬀectuées dans le chapitre 4, j’utiliserai principalement l’inversion
pondérée pour cette opération, excepté dans la partie 4.5 où je simulerai et comparerai les
deux inversions.
Espace de calcul des commandes
Après avoir discuté des gains optimaux du contrôleur intégral, et après avoir analysé la
meilleure façon d’estimer quatre pistons à partir de six mesures de diﬀérence de marche, se
pose maintenant la question de l’ordre dans lequel doivent se faire ces opérations. Faut-il :
– d’abord calculer six commandes permettant de corriger les six résidus de diﬀérence
de marche estimés par le senseur de phase puis calculer les quatre commandes aux
actionneurs correspondantes ?
– d’abord calculer les pistons correspondants aux résidus de diﬀérence de marche es-
timés, puis calculer les commandes aux actionneurs à partir de ces quatre pistons ?
En d’autres termes, faut-il calculer les commandes dans l’espace des bases, avec donc six
contrôleurs, ou bien dans l’espace des ouvertures, avec quatre contrôleurs ? La réponse
n’est pas triviale et les deux schémas doivent être considérés.
Dans l’espace des bases, je calcule les commandes aux actionneurs de la façon suivante :
1. amélioration des estimations de résidus de diﬀérence de marche par redistribution
des poids 5 :
δtw = I
t
wδ
t, (3.96)
où Itw est la matrice d’identité pondérée déﬁnie par :
I
t
w = MM
t
W
†
; (3.97)
5. Cette étape est omise si le contrôleur est utilisé dans sa version non pondérée.
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2. calcul du vecteur des six corrections utδ en diﬀérence de marche grâce au vecteur K
t
des six gains déﬁni à l’équation 3.70 :
utδ = K
tδtw; (3.98)
3. calcul des positions U t des actionneurs correspondantes, par inversion des com-
mandes en diﬀérence de marche en commandes en piston par la matrice M¯ (pondérée
ou non) :
U t = U t−1 + M¯utδ. (3.99)
La matrice Itw permet de ré-estimer les diﬀérences de marche en tenant compte des diﬀé-
rents poids dans les relations de clôture.
Dans l’espace des ouvertures, je calcule les commandes aux actionneurs par l’algorithme
suivant :
1. calcul du vecteur pt des pistons sur les quatre ouvertures correspondant aux esti-
mations des diﬀérences de marche, par inversion avec la matrice M¯ (pondérée ou
non) :
pt = M¯δt; (3.100)
2. calcul des nouvelles positions U t des actionneurs en piston, par application du vecteur
Ktp de gain sur les quatre ouvertures :
U t = U t−1 +Ktpp
t. (3.101)
Je déﬁnis le gain Ktp n sur chaque ouverture n par la moyenne des gains K
t
n,m (retard de
phase ou retard de groupe) sur les trois bases (n,m) liées à ce télescope, pour m ∈ [1, Na]
et m 6= n. En eﬀet, chaque commande en piston est calculée à partir de trois diﬀérences de
marche pouvant être mesurées avec deux estimateurs de réponses diﬀérentes. Il faut donc
que la commande envoyée à l’actionneur soit un compromis entre les diﬀérentes temps de
réponse des trois estimateurs utilisés pour optimiser la commande. Si par exemple deux
bases sur les trois liées au télescope n ont une diﬀérence de marche estimée par le retard de
phase tandis que le retard de groupe est utilisé pour estimer la troisième, le piston résiduel
sur ce télescope sera principalement estimé à partir de mesures de retard de phase, avec un
retard faible par rapport à la conﬁguration inverse (deux estimations du retard de groupe
et une du retard de phase). On peut alors utiliser un gain relativement plus élevé que
dans la conﬁguration inverse. Ce calcul se généralise sous forme matricielle avec la valeur
absolue de la matrice M par :
Ktp =
1
3
∣∣∣MT∣∣∣Kt. (3.102)
J’analyserai et comparerai ces deux versions du contrôleur dans le chapitre 4 présentant
le résultat des simulations numériques.
3.3.2 Contrôleur Kalman
Le contrôleur Kalman est un algorithme prédictif plus complexe qu’un simple intégra-
teur. Le calcul de ses commandes est basé sur un modèle des perturbations et permet ainsi
de calculer des corrections adaptées aux ﬂuctuations de diﬀérence de marche d’une part,
et d’autre part de prévoir l’état des perturbations en cas d’estimation momentanément
peu ﬁable des résidus (typiquement à faible rapport signal-sur-bruit).
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Contexte du ﬁltrage Kalman
Le ﬁltrage Kalman est un algorithme récursif développé par Kalman (1960) qui permet
d’estimer l’état d’un système à partir d’un modèle et d’une série de mesures bruitées.
C’est un algorithme très utilisé dans divers domaines de l’automatisme, allant du suivi de
cibles (visages, missiles. . . ) (Han et al. 2008), à la navigation (Hu et al. 2003), en passant
par l’économie (Harvey 1987). Dans le domaine de l’instrumentation en astronomie, ce
ﬁltre a été adapté il y a quelques années aux systèmes d’optique adaptative par Le Roux
et al. (2004) et Petit et al. (2004) dans le but de compenser de façon optimale à la
fois les perturbations atmosphériques et les vibrations instrumentales impactant le front
d’onde. Ce développement est en passe d’être concrétisé sur ciel avec le système d’optique
adaptative SAXO – SPHERE AO for eXoplanet Observation – (Sauvage et al. 2010) de
l’instrument SPHERE –Spectro-Polarimetric High-contrast Exoplanet Research – (Beuzit
et al. 2010).
Basé sur cette expérience dans le domaine de l’optique adaptative, l’algorithme du
ﬁltre Kalman a été récemment adapté au suivi de franges à deux télescopes par Lozi et al.
(2011) pour le démonstrateur PERSEE – Pegase Experiment for REsearch and Stabili-
zation of Extreme Extinction – d’interférométrie spatiale à frange noire polychromatique
(pour stabiliser les faisceaux dirigés par les sidérostats avec une grande précision par rap-
port au recombinateur). Ce formalisme a ensuite été adapté au suivi de franges à quatre
télescopes par Menu et al. (2012) dans le cadre de GRAVITY, en démontrant que pour ce
type de contrôle, le calcul des commandes dans l’espace des bases est mieux adapté qu’un
contrôle modal.
La suite de cette partie présente l’algorithme du contrôleur Kalman que j’ai adopté
pour le suiveur de franges de GRAVITY, et est principalement basé sur les travaux de
Menu et al. (2012).
Modèle d’évolution des perturbations
J’ai expliqué dans le chapitre 2 que les perturbations en diﬀérence de marche rencon-
trées par le suiveur de franges de GRAVITY sont constituées d’une part d’une composante
due à la turbulence atmosphérique, et d’autre part de plusieurs composantes dues à des
vibrations instrumentales à diﬀérentes fréquences propres. On peut donc décomposer les
ﬂuctuations temporelles δpert tb de la diﬀérence de marche sur chaque base b en une somme
des ﬂuctuations propres à chaque composante des perturbations :
δpert tb = δ
atm t
b +
Nv b∑
i=1
δvib i tb , (3.103)
où δatm tb est la composante propre à la turbulence atmosphérique, et δ
vib i t
b est la contri-
bution d’une vibration parmi Nv b sur la base b.
J’ai montré dans la partie 2.2.3 que l’évolution temporelle δvib ib d’une vibration peut
être décrite par un modèle d’oscillateur de fréquence propre f i0, amorti par un coeﬃcient
d’amortissement ki, entretenu par une excitation eib, et qu’elle obéit à l’équation diﬀéren-
tielle suivante :
d2δvib ib
dt2
+ 2ωi0k
idδ
vib i
b
dt
+ ωi 20 δ
vib i
b (t) =
eib(t)
τ2e
, (3.104)
avec ωi0 = 2πf
i
0. Cette évolution temporelle se discrétise par l’équation récursive d’ordre
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deux suivante, aussi appelée processus auto-régressif d’ordre deux (Petit et al. 2006) :
δvib i t+1b = a
i
1 δ
vib i t
b + a
i
2 δ
vib i t−1
b + v
i t
b , (3.105)
avec les coeﬃcients :
ai1 = 2 exp
(
−kiωi0T
)
cos
(
ωi0T
√
1− ki
)
(3.106)
ai2 = − exp
(
−2kiωi0T
)
. (3.107)
Le terme d’excitation est généralement inconnu et est modélisé par un bruit blanc gaussien
d’écart-type σiv b. L’erreur du modèle auto-régressif d’ordre deux par rapport au spectre
d’une vibration est illustré en ﬁgure 3.13 (à gauche). On voit que ce modèle représente
très bien une vibration amortie telle que décrite par l’équation 3.104, à part une légère
divergence aux hautes fréquences.
J’ai également décrit dans le chapitre 2 qu’un coeﬃcient d’amortissement k ≥ 1 permet
de décrire l’évolution d’un système non résonnant, obéissant à des lois de puissance en f0
aux basses fréquences f , en f−2 autour de la fréquence propre f0 (largeur dépendant
de k), et en f−4 à haute fréquence. Suivant le raisonnement de Meimon et al. (2010),
j’approxime l’évolution temporelle de la turbulence atmosphérique décrite par le modèle
spectral de l’équation 2.37 (lois de puissances en f0, f−2/3 et f−8/3) par ce même processus
auto-régressif d’ordre deux :
δatm t+1b = a
atm
1 δ
atm t
b + a
atm
2 δ
atm t−1
b + v
atm t
b , (3.108)
avec les coeﬃcients :
aatm1 = 2 exp
(
−katmωatm0 T
)
cos
(
ωatm0 T
√
1− katm
)
(3.109)
aatm2 = − exp
(
−2katmωatm0 T
)
, (3.110)
et vatm tb un bruit blanc gaussien d’écart-type σ
atm
v b . Ce modèle ne correspond pas parfaite-
ment à l’évolution temporelle de la turbulence décrite dans le chapitre 2, comme l’illustre
la ﬁgure 3.13 (à droite), mais a le mérite de correspondre au processus récursif d’ordre p
le plus proche du modèle décrit par les lois de puissances de l’équation 2.37, obtenu pour
p = 2.
Les modèles d’évolution des diﬀérentes composantes décrits par les équations 3.105 et
3.108 peuvent se formaliser sous la forme matricielle suivante, en ne considérant toujours
qu’une base b :
xt+1b = Ab x
t
b + v
t
b, (3.111)
où le vecteur xtb de taille 2(1 + Nv b) décrit l’état des composantes des perturbations à
l’itération t et t − 1, le vecteur vtb de taille 2(1 + Nv b) contient les termes d’excitation à
l’itération t, et la matrice Ab de taille 2(1+Nv b)× 2(1+Nv b) contient les paramètres des
modèles auto-régressifs d’ordre deux des composantes des perturbations :
xtb =
[
δatm tb δ
atm t−1
b δ
vib 1 t
b δ
vib 1 t−1
b . . . δ
vibNv b t
b δ
vibNv b t−1
b
]T
(3.112)
vtb =
[
vatm tb 0 v
1 t
b 0 . . . v
Nv t
b 0
]T
(3.113)
Ab =


Aatmb 0 . . . 0
0 A1b . . . 0
...
...
. . .
...
0 0 . . . ANv bb

 , (3.114)
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Figure 3.13 – Spectres des perturbations (en noir) et spectre du modèle auto-régressif d’ordre
deux correspondant (en rouge), pour une vibration à gauche, et la turbulence à droite (telle que
caractérisée dans le chapitre 2.
et
Aatmb =
[
aatm1 a
atm
2
1 0
]
(3.115)
Aib =
[
ai1 a
i
2
1 0
]
i ∈ [1, Nv b]. (3.116)
Cette équation, appelée équation d’état, permet de décrire l’évolution temporelle de chaque
composante individuelle de la perturbation sur la base b, par le vecteur xt qui caractérise
l’état des perturbation à l’itération t. Elle se généralise très simplement dans le cas de six
bases en considérant que toutes les composantes des perturbations sont indépendantes les
unes des autres, donnant ainsi l’équation d’état suivante :
xt+1 = Axt + vt, (3.117)
avec xt le vecteur d’état de dimension 2(6 +Nv), vt le vecteur des termes d’excitation de
même taille, et A la matrice de taille 2(6 +Nv)× 2(6 +Nv) des paramètres des modèles,
où Nv est le nombre total de vibrations sur l’ensemble des six bases :
Nv =
Nb∑
b=1
Nv b (3.118)
et :
xt =
[
xt1
T
. . . xtNb
T
]T
(3.119)
vt =
[
vt1
T
. . . vtNb
T
]T
(3.120)
A = diag (Ab)b∈[1,Nb] . (3.121)
Modèle d’évolution du système
En fonctionnement en boucle fermée, l’estimation des diﬀérences de marche fournie
à chaque itération par le senseur de phase est en réalité une mesure bruitée de résidus
par rapport à la position des actionneurs, déterminée par les commandes précédentes.
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Ainsi, l’estimation des diﬀérences de marche δtw à l’itération t, pondérée par la matrice de
l’équation 3.97, se décompose par le modèle discret suivant :
δtw = δ
pert t−1 −MU t−2 + wt, (3.122)
où wt est le bruit de mesure sur les diﬀérences de marche estimées à l’itération t, U t−2 la
position des actionneurs appliquée pendant l’itération t − 1, et δpert t−1 les perturbations
moyennes intégrées pendant l’itération t− 1.
Cette équation se généralise avec l’équation 3.103 sous forme matricielle pour décrire
l’évolution des diﬀérences de marche estimées par rapport aux diﬀérentes composantes des
perturbations :
δtw = Cx
t −MU t−2 + wt, (3.123)
où C est une simple matrice 6 × 2(6 + Nv) permettant de sommer les composantes des
perturbations correspondant à l’itération t− 1 :
C =


C1 . . . 0
...
. . .
...
0 . . . CNb

 , (3.124)
avec Cb des vecteurs de taille 2(1 +Nv b) déﬁnis pour chaque base b par :
Cb =
[
0 1 0 1 . . . 0 1
]
. (3.125)
L’équation 3.123, dite équation d’observation du système, permet de lier les mesures de
résidus de diﬀérence de marche à l’espace des diﬀérentes composantes des perturbations.
Dans la suite (et dans les simulations présentées dans le chapitre 4) j’utiliserai systé-
matiquement la version pondérée des diﬀérences de marche, qui permet d’améliorer leur
estimation par les relations de clôture de phase en tenant compte de l’estimation de la
précision de mesure sur chaque base.
Algorithme de contrôle
À partir de cette description de l’évolution temporelle du système et des perturbations,
le ﬁltre de Kalman permet de prédire le prochain état des perturbations à partir des
estimations antérieures. Ainsi, en notant xˆt|t
′
l’estimation des états des perturbations à
l’itération t connaissant toutes les mesures de résidu jusqu’à l’itération t′, le ﬁltrage Kalman
se résume aux deux équations :
xˆt|t = xˆt|t−1 +G∞
(
δtw +MU
t−2 − C xˆt|t−1
)
(3.126)
xˆt+1|t = Axˆt|t (3.127)
La première équation met à jour l’état des perturbations grâce à la nouvelle estimation
des résidus δt, qui permet d’estimer l’erreur entre cette mesure et la prédiction précédente
de l’état des perturbations. La seconde équation prédit l’état suivant des perturbations
grâce à leur modèle d’évolution temporelle. À partir de cette prédiction de l’état des
perturbations, on voit facilement que la commande optimale consiste à anticiper sur les
prochaines valeurs des ﬂuctuations de diﬀérence de marche et de positionner les actionneurs
de façon à l’annuler :
U t = M¯K xˆt+1|t, (3.128)
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où M¯ = MtW
† est la matrice d’inversion pondérée, et K est la matrice complémentaire de
C :
K =


K1 . . . 0
...
. . .
...
0 . . . KNb

 , (3.129)
avec Kb des vecteurs de taille 2(1 +Nv b) déﬁnis pour chaque base b par :
Kb =
[
1 0 1 0 . . . 1 0
]
. (3.130)
On voit là toute la diﬀérence en ce contrôleur basé sur un ﬁltre de Kalman et un
contrôleur classique de type intégrateur. Les commandes correctives sont calculées à partir
d’un modèle d’évolution des perturbations (équation 3.127), mis à jour par les mesures
(équation 3.126), tandis que pour un contrôleur classique, les commandes sont calculées
seulement à partir des mesures d’erreur elles-même.
Gain du ﬁltre Kalman
Dans l’équation 3.126 de mise à jour de l’état des perturbations, les erreurs entre
les mesures et les prédictions sont pondérées par G∞, matrice des gains du Kalman de
dimensions 2(6 +Nv)× 6. Cette matrice déﬁnit les poids optimaux entre le modèle et les
mesures et est calculée à partir de la matrice de covariance du bruit de mesure Σw et de
la matrice Σv de covariance des bruits d’excitation des perturbations :
Σw = diag
(
σ2δ
)
b∈[1,Nb]
(3.131)
Σv = diag (Σv b)b∈[1,Nb] , (3.132)
où :
Σv b =


σatmv b
2
0 0 0 . . . 0 0
0 0 0 0 . . . 0 0
0 0 σ1v b
2
0 . . . 0 0
0 0 0 0 . . . 0 0
...
...
...
...
. . .
...
...
0 0 0 0 . . . σNv bv b
2
0
0 0 0 0 . . . 0 0


. (3.133)
La matrice G∞ se calcule par l’opération suivante :
G∞ = Σ∞C
T
(
CΣ∞C
T + κΣw
)−1
, (3.134)
où Σ∞ est la solution de Riccati suivante, qui se résout par itérations successives :
Σ∞ = AΣ∞A
T −AΣ∞CT
(
CΣ∞C
T + κΣw
)−1
CΣ∞A
T +Σv. (3.135)
κ est un facteur empirique qui augmente artiﬁciellement la matrice de covariance du bruit,
aﬁn de tenir compte des erreurs de modèle des perturbations et du bruit de mesure. En
eﬀet, les composantes des perturbations sont modélisées par des excitations gaussiennes,
ce qui n’est pas forcément le cas des vraies perturbations. Ce coeﬃcient permet ainsi de
tenir compte de ces erreurs de modèle dans le calcul du gain, en augmentant la matrice
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de covariance du bruit d’un facteur 3 à 5 dans le cas de GRAVITY (valeur qui résulte de
simulations).
Connaissant les bruits de mesure moyens sur les diﬀérences de marche 〈σP tδ 〉t et 〈σGtδ 〉t
calculées par les estimateurs de retard de phase et de retard de groupe, je calcule donc
deux gains de Kalman optimaux GP∞ et G
G
∞, et j’adapte la matrice G∞ en fonction de la
valeur de diﬀérence de marche adéquate :
G∞ =
[
G1 . . . GNb
]
(3.136)
où Gb est la colonne b de la matrice G∞ telle que :
Gb =
{
GP∞ b si − λ02 ≤ δGtb ≤ λ02
GG∞ b sinon
. (3.137)
De cette façon, le gain de chaque commande en diﬀérence de marche sera adaptée au bruit
de mesure correspondant.
3.3.3 Identiﬁcation des paramètres du Kalman
Le cadre du contrôle basé sur le ﬁltre de Kalman est donc bien déﬁni et relativement
simple, puisqu’il est constitué de trois équations (3.126, 3.127 et 3.128) à base de produits
matriciels. Cependant, il n’a d’intérêt que si les diﬀérentes composantes des perturbations
sont correctement identiﬁées au préalable, que la matrice A représente ﬁdèlement l’évolu-
tion de ces composantes, et que les termes d’excitation {σatmv , {σiv}i∈[1,Nv ]} et de bruit de
mesure σδ soient correctement estimés.
Séquence de perturbations en boucle pseudo-ouverte
J’eﬀectue cette identiﬁcation en deux étapes. La première consiste à obtenir une série
de mesures qui soit représentative des perturbations en diﬀérence de marche rencontrées
sur chaque base. L’idéal serait pour cela de pouvoir estimer les diﬀérences de marche en
boucle ouverte, c’est-à-dire les mesurer directement avec le senseur de phase, pendant un
temps suﬃsamment long pour pouvoir identiﬁer les diﬀérentes composantes des pertur-
bations. Ce type de mesure n’est cependant pas possible, car sans contrôle en temps réel,
les ﬂuctuations de diﬀérence de marche sont trop importantes pour que le contraste des
franges reste plus de quelques millièmes de seconde à une valeur suﬃsante pour pouvoir
estimer avec précision la phase diﬀérentielle, et donc avoir une mesure directe des pertur-
bations. j’extrapole donc les ﬂuctuations de diﬀérence de marche dues aux perturbations
à partir d’une série de mesures en boucle fermée, connaissant l’estimation des résidus et
la correction appliquée aux actionneurs. On voit que pour cette méthode, il est important
de bien connaître la réponse des actionneurs pour pouvoir reconstruire ﬁdèlement la sé-
quence de perturbation. Connaissant la position moyenne U t−2 des actionneurs pendant
l’itération t − 1 et l’estimation pondérée δtw des résidus de diﬀérence de marche calculée
pendant l’itération t (à partir de l’image intégrée pendant l’itération t− 1), je reconstruis
ainsi la perturbation moyenne pendant l’itération t− 1 en boucle pseudo-ouverte :
δPO t−1 = δtw +MU
t−2, (3.138)
qui sert de base pour identiﬁer les paramètres du modèle des perturbations.
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Ajustement spectral
La seconde étape consiste à identiﬁer les contributions des diﬀérents types de pertur-
bations au sein de cette série de mesures. Pour cela, j’adopte la méthode d’ajustement
spectral décrite par Meimon et al. (2010) et améliorée par Menu et al. (2012). Le prin-
cipe consiste à identiﬁer et caractériser les diﬀérentes composantes dans le spectre de la
séquence de perturbations mesurée en boucle pseudo-ouverte. En eﬀet, dans le domaine fré-
quentiel, les diﬀérentes composantes ont des signatures très diﬀérentes et bien identiﬁables
contrairement au domaine temporel où elles sont toutes mélangées. Ainsi, un spectre de
perturbations typique est constitué :
– d’une composante en bande large due à la turbulence, s’étalant de façon continue
sur toutes les fréquences ;
– d’un certain nombre de pics localisés aux fréquences propres des diﬀérentes vibra-
tions ;
– d’un plateau constant, visible aux hautes fréquences, caractéristique du niveau de
bruit.
Un modèle de spectre de perturbations typique est présenté en ﬁgure 3.14.
Figure 3.14 – Spectre typique des perturbations : une composante large bande due au piston
atmosphérique, des pics de vibration étroits et très localisés, et une queue plate à haute fréquence
due au bruit de mesure blanc.
La procédure utilisée pour déterminer les paramètres du modèle de chaque composante
est basée sur la méthode de maximisation de la vraisemblance entre le spectre mesuré et le
modèle des perturbations décrit par Meimon et al. (2010), en faisant varier les paramètres
du modèle sur une grille prédéﬁnie. Étant donné que chaque composante des perturbations
a une signature bien identiﬁable dans le spectre, on peut construire le modèle de façon
itérative, composante par composante, en isolant les parties du spectre les plus représen-
tatives de la composante modélisée. Cette méthode permet de maximiser la vraisemblance
du modèle aux données sur une grille tridimensionnelle, en déterminant les paramètres
a1, a2 et σv du modèle autorégressif d’ordre deux les plus adaptés à chaque composante
individuelle, au lieu de calculer le modèle des perturbations sur une grille de dimensions
2(1 +Nv b).
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La composante la plus facile à estimer est le bruit de mesure σδ, que j’identiﬁe en
isolant le spectre des perturbations aux hautes fréquences.
J’identiﬁe ensuite les paramètres du modèle du piston atmosphérique en plusieurs
étapes. Aﬁn de ne pas obtenir des paramètres biaisés par les pics de vibration, il faut
isoler les parties du spectre propres à turbulence seule (Menu et al. 2012). À ce point du
processus d’identiﬁcation, on n’a cependant aucun a priori sur leur position fréquentielle
dans le spectre. Il faut d’abord calculer une première estimation du modèle de la turbulence
sur l’ensemble du spectre aﬁn de pouvoir y détecter des pics de résonance. Une vibration
est détectée dès lors que le spectre mesuré dépasse le modèle pré-estimé d’un facteur sept,
et les bandes fréquentielles où le spectre dépasse le modèle d’un facteur quatre autour de
ce pic sont exclues de l’itération suivante servant à modéliser la turbulence. Ce procédé est
eﬀectué plusieurs fois aﬁn d’être certain que toutes les vibrations sont exclues du spectre
utilisé pour maximiser la vraisemblance du modèle.
Chaque pic de vibration ainsi détecté est ensuite individuellement modélisé, en maximi-
sant la vraisemblance du modèle aux données sur une grille aﬃnée en estimant la fréquence
propre, amortissement, et excitation de la vibration par la position, largeur, et énergie du
pic détecté.
Mise à jour du modèle de perturbations
Le modèle ainsi construit correspond en quelque sorte à une photographie des pertur-
bations, représentative de ses caractéristiques pendant l’intervalle de temps correspondant
aux mesures en boucle pseudo-ouverte. Ces paramètres sont cependant susceptibles de
varier avec le temps pour de nombreuses raisons : dérive de vibrations, apparition, dispari-
tion, atténuation ou ampliﬁcation d’une résonance, diminution ou augmentation du seeing,
changement de la vitesse ou de la direction du vent . . . Di Lieto et al. (2008) montrent ainsi
que les vibrations mesurées au VLTI varient de quelques dixièmes de Hertz en fréquence
propre, et de quelques dizaines de nanomètres sur des échelles de temps de l’ordre de 10 s.
Pour tenir compte des variations temporelles à moyen terme, il faut régulièrement mettre
à jour le modèle des perturbations et les matrices correspondantes.
Tandis que la toute première identiﬁcation du modèle se calcule à partir de la séquence
en boucle pseudo-ouverte acquise grâce à un contrôleur classique (intégrateur), les mises à
jour suivantes sont alors calculées en stabilisant les franges avec le contrôleur Kalman. Ce-
pendant, bien que la première étape du processus d’identiﬁcation doive se faire en boucle
fermée et en temps réel pour pouvoir stabiliser les franges proches de la diﬀérence de
marche nulle et avoir ainsi une bonne estimation des perturbations correspondantes en
boucle pseudo-ouverte, le calcul du modèle par ajustement spectral nécessite lui d’être
calculé sur un calculateur non-temps-réel, en parallèle. Il fait en eﬀet intervenir des opé-
rations gourmandes en temps de calcul (transformées de Fourier, calcul de spectre sur
une grille de paramètres, calcul itératif de résolution de l’équation de Riccati. . . ) et dure
typiquement quelques secondes. Aﬁn de pouvoir faire cette mise à jour régulière (typique-
ment toutes les 10–20 s) tout en continuant de suivre les franges, le calcul du modèle doit
donc être déporté sur un calculateur diﬀérent de façon à ne pas ralentir les calculateurs
temps-réel utilisés pour estimer les diﬀérences de marche et calculer les commandes aux
actionneurs.
De plus, la transition d’un modèle à un nouveau doit être transparente pour le contrô-
leur. Pour cela il faut s’assurer que les dimensions des matrices restent compatibles entre-
elles avant et après une mise à jour : en eﬀet, dans l’équation 3.126, le vecteur d’état xˆt|t−1
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prédit à l’itération précédente est mis à jour via les matrices C et G∞ (et donc la matrice
A via le calcul du gain). Si une nouvelle vibration est identiﬁée ou si une ancienne n’est
plus détectée, il faut que la transition soit transparente pour le contrôleur, ce qui peut
être fait par deux méthodes diﬀérentes :
– soit utiliser des matrices de taille constante pour toutes les mises à jour du modèle,
en prévoyant un nombre de vibrations ﬁxe et suﬃsamment grand, quitte à ﬁxer les
paramètres des composantes absentes à zéro ;
– soit supprimer ou ajouter des lignes de zéros dans le vecteur d’état xˆt|t−1 de l’itération
précédente, si des vibrations disparaissent ou apparaissent entre deux mises à jour.
L’inconvénient de la première méthode est qu’elle peut conduire à systématiquement utili-
ser des matrices relativement grosses (typiquement 132×132 pour la matrice A en limitant
le modèle à dix vibrations par base au maximum). L’inconvénient de la seconde est qu’elle
nécessite une opération supplémentaire dans le contrôleur fonctionnant en temps réel, aﬁn
d’ajouter ou supprimer des lignes du vecteur xˆt|t−1. Cependant, cette opération est minime
comparée au gain de temps de calcul potentiel dû à la réduction des tailles des matrices.
Enﬁn, pour limiter le temps de transition après une mise à jour du modèle, il faut
s’assurer que les vibrations qui restent présentes dans le modèle entre deux mises à jour
restent à la même position dans les matrices utilisées par le contrôleur Kalman. Sans
cela en eﬀet, les valeurs de xˆt|t−1 ne sont plus en accord avec les paramètres appropriés
du modèle, et toute l’antériorité des mesures est alors perdue. Pour éviter de perdre en
eﬃcacité le temps que le contrôleur se stabilise suite à une mise à jour du modèle, il faut
identiﬁer chaque vibration individuelle par sa fréquence propre et suivre son évolution
d’une mise à jour à l’autre.
3.4 La machine d’état
La machine d’état est la partie de l’algorithme qui décide de l’état du système en
fonction de certains paramètres pertinents ou de commandes de l’OS de GRAVITY, et qui
adapte son fonctionnement selon certains critères. Dans une architecture aussi complexe
que GRAVITY, j’ai identiﬁé trois niveaux d’état du système : je déﬁnis en eﬀet un état
spéciﬁque à chacune des six bases, un état pour chaque télescope, et un état global du
suiveur de franges, dépendants les uns des autres.
3.4.1 État par base
Le plus bas niveau du système, dont l’état déﬁnit la majorité de ceux aux étages
supérieurs du système, se situe au niveau des diﬀérentes bases. C’est un état passif, au
sens où il n’est qu’une transcription des observables du senseur de franges en états, et que
l’état d’une base seule n’induit pas directement un comportement particulier du suiveur
de franges.
Les diﬀérents états possibles et les transitions entre chaque sont résumés par le schéma
présenté en ﬁgure 3.15. Pour chaque base, je déﬁnis les trois états principaux suivants :
Pas de franges : état d’une base si les franges ne sont pas détectées à l’itération t.
Cet état peut correspondre soit à une perte de ﬂux sur l’un des deux télescopes
correspondants, soit à une diﬀérence de marche élevée sur cette base (au-delà de
limite de l’enveloppe de cohérence), soit à une cible résolue sur cette base ;
Frange centrale : état d’une base dont les franges sont centrées à une diﬀérence de
marche proche de zéro à ±λ0/2. L’estimateur de retard de phase est alors utilisé
86 Chapitre 3. Algorithmes du suiveur de franges de GRAVITY
pour mesurer la diﬀérence de marche résiduelle.
Frange latérale : état d’une base dont les franges sont centrées à une diﬀérence de
marche plus grande que la frange centrale. L’estimateur de retard de groupe est
alors utilisé pour mesurer la diﬀérence de marche résiduelle.
Les transitions entre ces diﬀérents états sont régies par les diﬀérentes estimations ef-
fectuées par le senseur de phase. Ainsi, la transition entre les états « Frange centrale »
et « Frange latérale » dépend de la valeur du retard de groupe tel que décrit par l’équa-
tion 3.38 : si sa valeur absolue sur une base devient inférieure à λ0/2 entre deux itérations,
l’état de la base bascule de l’état « Frange latérale » à « Frange centrale », et inversement
si le retard de groupe est supérieur à λ0/2 en valeur absolue. Dans tous les cas, l’état de
la base bascule à « Pas de frange » dès lors que l’incertitude sur la diﬀérence de marche
devient trop importante pour que la correction appliquée soit ﬁable. La transition s’eﬀec-
tue en fonction de la valeur de σtδ b par rapport à un seuil σs (à déﬁnir et ajuster par des
tests avec l’instrument).
L’état des six bases est déﬁni dès lors que le suiveur de franges est en marche et que
son détecteur acquiert des images. Ils sont indépendants de l’état des télescopes et du
suiveur de franges tant qu’il est en marche, car ils résultent uniquement d’estimations
issus du senseur de phase : si par exemple seulement deux télescopes sont utilisés (choix
de l’observateur, télescope ou ligne à retard indisponible. . . ), cinq bases resteront ﬁgées à
l’état « Pas de frange » car le rapport signal-sur-bruit sur les pixels correspondants sera
nul. De même, ils sont valables aussi bien quand le système est en boucle ouverte qu’en
boucle fermée.
Figure 3.15 – États par base.
3.4.2 État par télescope
Les états des télescopes correspondent quand à eux à des états actifs : l’état sur un
télescope déﬁnit en eﬀet de l’action à entreprendre et le type de commande à envoyer à
l’actionneur correspondant. L’état par télescope a ainsi un impact direct sur le fonction-
nement du contrôleur.
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Chaque base est reliée aux deux télescopes la constituant, et chaque télescope est
relié aux trois autres par trois bases diﬀérentes. On comprend donc que l’état de chaque
télescope est principalement déterminé par l’état des trois bases auxquelles il est relié.
Liens avec les états des bases
Je généralise les états par base décrits précédemment en un état binaire général :
Franges : correspond aux deux états « Frange centrale », et « Frange latérale ». Cet état
sera numéroté 1 dans la suite ;
Pas de frange : cet état (décrit dans la partie précédente) sera numéroté 0 dans la suite.
En notant Etb le vecteur des états binaires des six bases à l’itération t, le vecteur E
t
a des
nombres de bases à l’état binaire 1 des quatre télescopes se calcule par l’équation :
Eta = |MT|Etb (3.139)
Je déﬁnis l’état fondamental d’un télescope par « En poursuite » s’il a au moins une base
à l’état 1 pour permettre d’estimer une commande à l’actionneur de ce télescope, et par
« Perdu » si aucune des trois bases qui lui sont liées n’a de franges.
En fonction du nombre de bases à l’état 1 sur les quatre télescopes, je montre dans le
tableau 3.1 qu’il y a exactement onze conﬁgurations diﬀérentes qui peuvent être identiﬁées,
grâce aux symétries de l’architecture à quatre télescopes. Il y a en eﬀet au total 64 états
possibles du vecteur Etb des états des bases (2
6), mais en ne distinguant pas les télescopes
les uns par rapport aux autres, ou les bases les unes par rapport aux autres, ce nombre se
réduit à onze cas génériques. Pour le démontrer, je procède de la façon suivante :
– je considère les conﬁgurations où k bases n’ont pas de franges, avec k allant succes-
sivement de un à six, reporté dans la deuxième colonne du tableau ;
– pour chaque conﬁguration, je dénombre les cas possibles (k parmiNb = 6), et analyse
les symétries de l’architecture oﬀertes par la conﬁguration étudiée ;
– pour chaque situation générique identiﬁée, je dénombre les cas correspondants, re-
portés dans la troisième colonne du tableau ;
– on peut vériﬁer que la somme des cas des situations génériques correspond bien au
nombre de cas possibles Ck6.
La somme de la colonne trois du tableau 3.1 étant égale à 64, tous les cas possibles sont
bien considérés par ces onze conﬁgurations génériques.
Pour tous ces états sauf pour un, l’état fondamental d’un télescope à lui seul permet
de déterminer l’action à entreprendre par la machine d’état, indépendamment des autres
télescopes. La seule exception correspond à la conﬁguration sur l’antépénultième ligne
du tableau 3.1 (indiquée en gras dans le tableau), lorsqu’il n’y a que deux bases avec
des franges, et qu’elles sont opposées (ne partageant aucun télescope en commun) : les
franges peuvent alors être suivies par les quatre télescopes, mais sous forme de deux
paires de télescopes découplées l’une de l’autre. Lorsque cette conﬁguration se présente,
il faut parvenir à retrouver les franges sur les autres bases sans perdre celles sur les deux
bases correctes. Il faut alors chercher les franges en déplaçant deux télescopes de façon
synchronisée, en maintenant le suivi de franges sur les deux paires de télescopes où les
franges sont présentes. Cette conﬁguration est facilement identiﬁable, car c’est la seule
pour laquelle chacun des télescopes n’a qu’une seule base à l’état 1 sur les trois bases qui
lui sont liées.
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Schéma Bases Nbr Bases par télescope Commentaires
à 1 cas T1 T2 T3 T4
6 ×1 3 3 3 3
5 ×6 3 3 2 2
4 ×3 2 2 2 2 Bases à 0 opposées
4 ×12 3 2 2 1 Bases à 0 sur le même télescope
3 ×4 3 1 1 1 Bases à 1 sur le même télescope
(une clôture perdue)
3 ×12 2 2 1 1 Deux bases à 0 opposées
3 ×4 2 2 2 0 Bases à 0 sur le même télescope
(une clôture restante)
2 ×12 2 1 1 0 Bases à 1 sur le même télescope
2 ×3 1 1 1 1 Bases à 1 opposées
1 ×6 1 1 0 0
0 ×1 0 0 0 0
Tableau 3.1 – Conﬁgurations reliant l’état des bases à celui des télescopes. Les télescopes sont
numérotés de 1 à 4 dans le sens horaire à partir du coin supérieur gauche. Leur couleur est bleue
s’ils ont au moins une base permettant de calculer une commande à l’actionneur correspondant
(En poursuite), rouge sinon (Perdu). Les bases sont vertes si leur état est à 1, rouge sinon. La
conﬁguration en gras correspond à un cas particulier qui nécessite un traitement particulier (voir
dans le texte).
Déﬁnition des états et transitions par télescope
Un fois ce lien entre l’état des bases et celui des télescopes analysé, on peut alors
aisément déﬁnir les diﬀérents états possibles de chaque télescope, ainsi que les transitions
entre chaque état. Ainsi, je distingue sept états diﬀérents pour chaque télescope :
En marche : état dans lequel se place un télescope opérationnel lorsque le suiveur de
franges est dans l’attente d’une commande de l’OS de GRAVITY. L’actionneur en
piston correspondant reste ﬁxé à sa position initiale ;
Indisponible : état dans lequel se place un télescope non fonctionnel si l’un de sous-
système de GRAVITY ou du VLTI est non utilisé indisponible (actionneur, ligne à
retard, télescope. . . ). Aucune commande n’est envoyée à l’actionneur correspondant ;
Étalonnage : état dans lequel se place un télescope lorsqu’il est dans l’attente de com-
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mandes en position de la part de l’OS de GRAVITY pour étalonner l’instrument ;
Poursuite : état d’un télescope lorsqu’il suit les franges : la position de l’actionneur qui
lui est lié est actualisée par le contrôleur du suiveur de franges ;
En attente : état d’un télescope ayant momentanément perdu toutes ses franges : l’ac-
tionneur correspondant reste ﬁgé à sa position actuelle et une temporisation est
incrémentée ;
Recherche de franges : état d’un télescope dont l’actionneur se déplace linéairement
pour chercher les franges sur une des bases qui lui sont liées ;
Recherche et poursuite synchronisées : état d’un télescope dont l’actionneur se dé-
place linéairement pour chercher les franges sur deux des bases qui lui sont liées,
tout en suivant les franges sur la troisième base.
Ces états et les diﬀérentes transitions permettant de basculer de l’un à l’autre sont
représentés en ﬁgure 3.16. Un télescope n bascule dans l’état « Poursuite » dès lors que
les franges sont visibles sur au moins une des trois bases qui lui sont liées (Eta n ≥ 1),
sauf si les quatre télescopes n’ont tous qu’une base avec des franges présentes (Eta =[
1 1 1 1
]
). À l’inverse, si les franges ne sont présentes sur aucune de ses trois bases,
ou si les quatre télescopes ont tous des franges sur une unique base, le (ou les quatre)
télescope(s) en question se met(tent) dans l’état « En attente » dans l’éventualité où cette
perte ne serait que temporaire, et une temporisation est initialisée. Si le télescope reste
dans cet état pendant un certain temps τl (à déﬁnir et optimiser lors de l’intégration
de GRAVITY), il bascule alors dans l’état « Recherche de franges » ou « Recherche et
poursuite synchronisée ».
Les transitions déclenchant la mise en marche, l’étalonnage, et la recherche initiale des
franges sont déclenchées par l’OS de GRAVITY.
3.4.3 État global du suiveur de franges
Enﬁn, au niveau global du suiveur de franges, je déﬁnis six états diﬀérents :
En marche : état qui déclenche la mise en marche de tout le système du suiveur de
franges ;
Indisponible : état du suiveur de franges s’il y a suﬃsamment de défaillance pour em-
pêcher l’opération minimale à deux télescopes ;
Étalonnage : état du suiveur de franges rendant possible l’étalonnage du système ;
Recherche de franges : état du système lorsque les franges sont cherchées par les quatre
actionneurs ;
Poursuite intégrateur : état du système lors de la première poursuite des franges, tant
que le modèle du contrôleur Kalman n’a pas été identiﬁé ;
Poursuite Kalman : état du système lors qu’il suit les franges et que le modèle du
Kalman a été identiﬁé.
Les diﬀérents états possibles du suiveur de franges et les conditions de transition de l’un
à l’autre sont résumés dans le schéma en ﬁgure 3.17. Ces diﬀérentes transitions sont prin-
cipalement régies par des commandes spéciﬁques de l’OS de GRAVITY (mise en marche,
arrêt, étalonnage de l’instrument, initialisation du suivi de franges). Les seules commandes
générales gérées par la machine d’état du suiveur de franges à ce niveau consistent à déclen-
cher le suivi une fois les franges trouvées, et à choisir le contrôleur à utiliser (intégrateur ou
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Figure 3.16 – États par télescope. Les transitions en rouge sont déclenchées par des commandes
spéciﬁques de l’OS GRAVITY.
Kalman). Dès lors qu’un modèle d’évolution des perturbations est disponible, le suivi de
frange s’eﬀectue avec le contrôleur Kalman. À l’inverse, si aucun modèle n’est disponible,
le suivi est réalisé avec le contrôleur intégrateur. Il est à noter que si l’utilisateur souhaite
suivre les franges uniquement avec l’intégrateur pour diverses raisons (tests, réinitialisation
du modèle. . . ), il suﬃt de rendre le modèle indisponible à la vue du contrôleur.
3.5 Résumé du chapitre
J’ai présenté dans ce chapitre l’ensemble de l’algorithme qui sera utilisé pour stabiliser
les franges d’interférence de l’instrument GRAVITY. Après une description de l’architec-
ture globale de l’algorithme, j’ai détaillé les diﬀérents estimateurs permettant d’estimer
les diﬀérences de marche résiduelles, et les choix que j’ai adoptés pour en optimiser la
précision.
J’ai ensuite présenté le contrôleur permettant de stabiliser les franges à partir des
estimations des diﬀérences de marche. J’ai décris deux algorithmes de contrôle basés sur
des architectures diﬀérentes : un contrôleur intégral calculant ses commandes correctives
à partir des erreurs de diﬀérence de marche estimées, et un contrôleur Kalman dont les
commandes sont calculées à partir d’un modèle des perturbations et mises à jour par les
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mesures de diﬀérence de marche.
Enﬁn, j’ai identiﬁé les diﬀérents états dans lequel peut trouver le suiveur de franges,
et j’ai notamment spéciﬁé la façon dont sont gérées les commandes aux actionneurs en
fonction de l’état des interférences sur chaque bases.
Figure 3.17 – États du suiveur de franges.
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Chapitre 4
Simulations numériques du suiveur
de franges
Dans les deux chapitres précédents, j’ai décrit d’une part les diﬀérents types de per-
turbation auxquels devra faire face un suiveur de franges au VLTI, et d’autre part les
algorithmes choisis pour stabiliser les franges de l’instrument GRAVITY. Il est temps à
présent de donner un peu de relief à ces algorithmes et d’évaluer leur eﬃcacité.
Pour cela, deux méthodes très diﬀérentes et complémentaires peuvent être utilisées.
Par la première, ces algorithmes sont mis en œuvre au moyen de simulations numériques
qui reproduisent le suiveur de franges et son environnement le plus ﬁdèlement possible.
L’autre méthode consiste à développer un prototype de laboratoire du suiveur de franges
pour en mesurer réellement les performances.
J’ai étudié ces deux types de validation pendant ma thèse, à des degrés de développe-
ment et d’aboutissement diﬀérents. La partie instrumentale de cette analyse sera présentée
dans le chapitre 5. Je vais discuter des résultats des simulations numériques dans celui-ci.
Après une brève description du contexte dans lequel ces simulations ont été réalisées
et de leurs objectifs dans une première partie, j’en décrirai ensuite les divers résultats : les
trois parties suivantes détailleront les performances du contrôleur de la boucle d’asservis-
sement, et en particulier celles de l’algorithme de Kalman par diﬀérentes études. Dans la
dernière partie, je présente le résultat de simulations de suivi de franges dans l’hypothèse
de l’utilisation d’une version dégradée du recombinateur de faisceaux.
4.1 Langage de programmation
J’ai réalisé ces simulations en langage de programmation IDL – Interactive Data Lan-
guage – à partir d’un squelette de code développé à l’ONERA par Frédéric Cassaing dans
le contexte d’un appel d’oﬀre lancé par l’ESO pour déterminer la conﬁguration de suivi
de franges optimale pour ses instruments de deuxième génération au VLTI. Le but ﬁnal
de ce code est de pouvoir analyser tout type de recombinaison de faisceaux, de contrôleur,
et de perturbation, en simulant la chaîne d’asservissement des franges de bout en bout à
partir d’un algorithme fonctionnant en temps réel.
La majorité des simulations présentées dans ce chapitre ont été réalisées à partir de
ces routines. J’ai complété ce code pour l’adapter à la conﬁguration instrumentale de
GRAVITY, pour y inclure les algorithmes décrits dans le chapitre 3, et pour y simuler des
perturbations typiques du VLTI telles que décrites dans le chapitre 2. Seules les simulations
94 Chapitre 4. Simulations numériques du suiveur de franges
décrites en parties 4.3 et 4.4 n’utilisent pas l’architecture de ce code, mais une version
simpliﬁée à deux télescopes, plus économique en temps de calcul et moins rigide.
4.2 Simulations du suiveur de franges de GRAVITY
Dans cette partie, je présente le résultat de nombreuses simulations ayant pour but de
comparer un intégrateur classique au contrôleur Kalman, soumis à diﬀérentes conditions
d’observation. En outre, ces simulations ont pour objectif de prévoir la conﬁguration op-
timale du suiveur de franges de GRAVITY en fonction du niveau de perturbation auquel
il est soumis, et de la luminosité de l’étoile observée.
4.2.1 Description des simulations
Commençons par décrire la façon dont sont menées ces simulations. Certains para-
mètres, qui sont détaillés dans le tableau 4.1 garderont des valeurs ﬁxes pour l’ensemble
de ces calculs. Les paramètres que je fais varier pour tester l’eﬃcacité des contrôleurs sont
résumés dans le tableau 4.2 avec leur plage de variation.
Paramètre Notation Valeur Source
Longueur d’onde moyenne (µm) λ0 2,2 Conception
Bande spectrale (µm) ∆λ 0,5 Conception
Nombre de canaux spectraux Nλ 5 1
Nombre de télescopes Na 4 Conception
Nombre de bases Nb 6 Conception
Diamètre des télescopes (m) D 8,2 2
Longueur de base moyenne avec les UTs (m) B 80 Conception
Transmission totale (%) ηinst 1 3
Bruit de lecture (e− rms) RON 4 4
Facteur d’excès de bruit FAPD 1,5 5
Temps de cohérence (ms) τ0 3,4 6
Vitesse du vent (m/s) V 12 6
Échelle externe de la turbulence (m) L0 100 Chap. 2
Nombre de poses N 30 000 1
Sources :(1) Perrin et al. (2011b) ; (2) Correspond en fait au diamètre du miroir primaire des UTs.
La pupille étant définie par M2, le diamètre effectif du miroir est de 8,0 m ; (3) selon Eisenhauer (2011), la
transmission totale du suiveur de franges est de 0,65 %. Cette valeur tient compte de la perte de couplage
d’une onde plane dans des fibres à mode gaussien de 81 %, et de 80 % de perte moyenne de couplage
due aux fluctuations résiduelles de tip-tilts ; ces deux paramètres sont pris en compte indépendamment
dans nos simulations, ce qui conduit à une transmission totale de 1 % ; (4) Sturm (2011) (RON=5 e− rms,
objectif 3 e− rms) ; (5) Communication de Frank Eisenhaueur ; valeur récemment mesurée de 1,1 (Finger
et al.) ; (6) Gitton (2010).
Tableau 4.1 – Paramètres choisis pour les simulations.
Simulation des images
Aﬁn d’évaluer les performances du suiveur de franges de GRAVITY, j’ai simulé l’archi-
tecture correspondant à cet instrument, c’est-à-dire une combinaison de quatre télescopes
formant bases, dans la bande K. Des images sont calculées à chaque itération de la boucle
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Paramètre Notation Valeur
Magnitude en bande K K 6 – 12
Tip-tilt par télescope (mas rms) σtt 15 ; 20
Niveau de vibrations (nm rms, DDM) σvib 0 ; 150 ; 240–380
Niveau de DDM atmosphérique (µm rms) σatm 10 ; 15
Fréquence de boucle (Hz) f 100 – 1 000
Nombre d’itération en boucle pseudo-ouverte Nm 2 000 – 5 000
Tableau 4.2 – Diﬀérents paramètres simulés avec leur plage de variation. Justiﬁcation de ces
choix dans le texte.
simulant le suiveur de franges, tenant compte à la fois des nouvelles perturbations instan-
tanées, des corrections calculées par le contrôleur, et d’un retard de deux trames entre la
perturbation simulée et l’application de la correction. Ce retard de deux trames est dû
d’une part au temps d’intégration nécessaire pour acquérir une image représentative de
la nouvelle perturbation, et d’autre part au temps nécessaire au suiveur de franges pour
calculer et appliquer la correction appropriée. Dans ces simulations, j’ai supposé la réponse
des actionneurs instantanée. J’approxime ainsi ce retard à deux trames, multiple du temps
de pose pour simpliﬁer l’implémentation des simulations. La ﬁgure 4.1 présente un schéma
explicatif du séquencement adopté pour ces simulations.
Figure 4.1 – Discrétisation temporelle adoptée pour nos simulations : à l’itération (n − 1) une
image I est calculée, représentative de la perturbation intégrée entre l’itération (n− 2) et (n− 1),
donc à une moyenne en n− 1, 5. Les diﬀérences de marche δˆ et les corrections U correspondantes
sont calculées à partir de cette image entre les itérations n−1 et n, et envoyée à l’itération suivante
n, et appliquée entre n et n+ 1, soit n+ 0, 5 en moyenne. Il y a donc deux trames de retard entre
la perturbation estimée et la commande appliquée.
Je calcule la luminosité L de l’étoile de référence à partir de sa magnitude K par la
relation suivant :
L = L010
−K/2,5, (4.1)
avec une luminosité à magnitude nulle L0 = 670 Jy à 2,2 µm selon Campins et al. (1985).
Dans cette analyse, j’ai simulé des étoiles de magnitude allant de 6 à 12. Le ﬂux Fmax à
l’entrée de chaque ﬁbre est calculé à partir du nombre de photons collectés par un télescope
de diamètre D, pendant un temps d’intégration T = 1/f , avec une transmission totale de
l’instrument ηinst, et une résolution spectrale R sur l’ensemble de la bande K :
Fmax = ηinst
πD2
4R
LT. (4.2)
Aﬁn d’optimiser les performances du suiveur de franges en fonction de la luminosité de
l’étoile de référence, j’ai réalisé ces simulations sur une plage de fréquence de boucle f
variant de 100 Hz à 1 kHz. La valeur transmission instrumentale ηinst utilisée (voir ta-
bleau 4.1) tient compte de la transmission de l’atmosphère, du VLTI, du recombinateur,
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de l’eﬃcacité quantique du détecteur, du rapport de Strehl après correction par les sys-
tèmes d’optique adaptative.
Je simule le ﬁltrage par les ﬁbres monomodes en fonction du tip-tilt résiduel instantané
θ (voir chapitre 2, partie 2.3.3) par un taux de couplage :
ηfibre(θ) = η0 exp
(
−2
(
fcθ
ωfibre
)2)
. (4.3)
Le couplage optimal d’une onde plane dans une ﬁbre de mode gaussien ωfibre est obtenu
pour un système d’injection de focale fc telle que :
ωfibre = 0, 714
λ0fc
D
, (4.4)
donnant alors un taux de couplage maximal η0 = 81 % (Wallner et al. 2002). On obtient
ainsi le ﬂux incohérent de chaque ouverture par :
Fcoh = ηfibre(θ)Fmax. (4.5)
Les images sont calculées sur le même schéma de recombinaison de type ABCD que
pour GRAVITY (Lacour et al. 2008 ; Jocou et al. 2010) : les franges formées par chaque
paire de télescopes sont échantillonnées spatialement sur quatre pixels en quadrature de
phase à chaque itération (voir ﬁgure 3.4). Ce type de combinaison est en eﬀet optimal
selon Blind et al. (2011), comparé aux schémas utilisant une modulation temporelle pour
mesurer les franges, qui sont plus sensibles au piston atmosphérique. Il permet d’estimer
le ﬂux total, la phase et le contraste des franges sur chaque base à chaque image (Shao
& Staelin 1977). Dans la pratique les voies en opposition de phase (A-C et B-D) sont
parfaitement déphasées de π par simple conservation de l’énergie dans les guides d’onde
du composant en optique intégrée. Par contre, la modulation de π/2, introduite dans une
voie des guides par modiﬁcation locale très précise de l’indice du guide, est en général
imparfaite et légèrement chromatique (Benisty et al. 2009). J’ai donc pris soin d’inclure
ces imperfections dans les simulations. Le tableau 4.3 présente les valeurs de déphasage
de ∼ π/2 que j’ai utilisées dans les simulations. Elles sont basées sur des mesures réelles
de déphasage des composants qui seront utilisés dans GRAVITY, fournies par Laurent
Jocou.
Enﬁn, ces 24 intensités (6 bases × 4 pixels en quadrature de phase) sont calculées
sur cinq canaux spectraux pour permettre l’estimation du retard de groupe des franges,
en supposant le spectre de la source et de l’instrument uniforme. À ces images j’ajoute
ﬁnalement du bruit issu de deux diﬀérentes sources :
– du bruit de photon, ampliﬁé d’un facteur 1,5 à cause de l’excès de bruit généré par
le détecteur (photo-diode à avalanche) ;
– du bruit de lecture du détecteur de 4 e− rms 1, ampliﬁé d’un facteur
√
2 car les
sorties du recombinateur du suiveur de franges de GRAVITY sont imagées sur deux
pixels.
Algorithmes utilisés et conditions simulées
À chaque itération de la boucle, j’estime les diﬀérences de marche sur chacune des
six bases avec le senseur de phase décrit dans le chapitre 3, en utilisant l’algorithme de
produit spectral croisé pour le calcul du retard de groupe.
1. L’efficacité quantique simulée du détecteur est 100 %
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Base 1-2 1-3 1-4 2-3 2-4 3-4
Déphasage moyen (◦) 92 94 95 103 107 79
Variation sur le spectre (◦) 2 15 15 7 9 11
Tableau 4.3 – Déphasage simulé entre les voies A et B pour chacune des bases à la longueur
d’onde moyenne λ0, et variation sur l’ensemble de la bande spectrale, représentatifs des déphasages
mesurés pour les recombinateurs de GRAVITY (transmis par Laurent Jocou).
J’utilise les deux types de contrôleurs décrits dans le chapitre 3 dans ces simulations,
aﬁn de pouvoir comparer leurs performances respectives :
– le contrôleur intégral pondéré, dans ses deux versions calculant les commandes dans
l’espace des diﬀérences de marche et dans l’espace des pistons ;
– le contrôleur Kalman pondéré, utilisant un modèle de perturbations calculé à partir
d’une courte séquence de suivi de franges, cette séquence étant simulée au préalable
avec l’intégrateur pondéré dans sa version calculant les commandes dans l’espace
des pistons.
Des séquences en boucle pseudo-ouverte de diﬀérentes longueurs Nm sont utilisées aﬁn
d’analyser l’inﬂuence de ce paramètre sur l’eﬃcacité du contrôleur Kalman (voir. ta-
bleau 4.2). J’ai optimisé les gains du contrôleur intégral sur une grille de valeurs au
préalable, par de courtes simulations, et les ai ﬁxés à KP = 0, 4 et KG = 0, 18.
Pour chaque magnitude de l’étoile de référence simulée, j’ai mis la robustesse et l’ef-
ﬁcacité de ces contrôleurs à l’épreuve en simulant diﬀérentes conditions d’observation
(résumées dans le tableau 4.2) :
– deux niveaux de tip-tilt résiduel : le niveau médian de 15 mas rms tel qu’attendu
grâce au système de guidage interne de GRAVITY, et un niveau plus élevé de 20 mas
rms en cas de fortes perturbations moins bien compensées par les optiques adapta-
tives des télescopes ;
– deux niveaux de piston atmosphérique : un niveau de 10 µm rms sur les diﬀérences
de marche, correspondant à un seeing de 1′′ 2, et un niveau de 15 µm correspondant
à de fortes perturbations avec un seeing de 1,7′′ ;
– trois niveaux de vibrations : le niveau actuellement mesuré sur chacun des UTs au
VLTI (cf. tableau 2.2), allant de 240 à 380 nm rms en diﬀérence de marche selon la
base considérée, un niveau total de 150 nm rms sur chaque base tel qu’espéré lors
de l’utilisation de GRAVITY (et servant de spéciﬁcation au suiveur de franges), et
un niveau de vibrations nul aﬁn de faire des comparaisons à cette situation idéale.
Méthode adoptée
Les simulations en boucle fermée de suivi de franges avec ces diﬀérents contrôleurs et
dans les conditions décrites ci-dessus sont réalisées sur des séquences de N = 30 000 points.
Chaque simulation dans cet espace de paramètres a été réalisée dix fois, avec à chaque
fois de nouvelles séquences aléatoires de perturbations. Ainsi, pour chaque condition d’ob-
servation simulée, j’obtiens une estimation de la performance de chaque contrôleur sur 60
observables (6 bases × 10 simulations).
Pour réduire les erreurs statistiques dues au tirage aléatoire simulant les perturbations,
les résultats présentés dans la suite résultent de la médiane sur ces 60 mesures de l’écart-
type des résidus de diﬀérence de marche. L’incertitude statistique sur les écarts-types
2. Le seeing médian à Paranal est de 0,8′′, Gitton (2010).
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présentés est ainsi réduite à 9 nm au maximum. Les écarts-types sont calculés sur les
29 000 derniers points de chaque séquence, éludant ainsi les 1 000 premiers points pendant
lesquels le contrôle des franges peut ne pas être encore stabilisé.
Enﬁn, chaque simulation est réalisée pour 10 fréquences d’échantillonnage comprises
entre 100 Hz et 1 kHz. Pour chaque magnitude K simulée, je ne présente le résultat qu’à
la fréquence de boucle optimale, conduisant à la valeur de l’écart-type des résidus la plus
faible, et qui correspond au meilleur compromis entre le niveau de bruit sur l’image et la
bande passante de la boucle d’asservissement.
Note : Dans le reste de cette partie décrivant le résultat de ces simulations, je parlerai
pour simpliﬁer de « diﬀérence de marche résiduelle » ou de « résidus de diﬀérence de
marche ». Ces termes feront systématiquement référence à la valeur minimale de la médiane
des 60 écart-types des résidus de diﬀérence de marche en fonction de la fréquence.
4.2.2 Résultats détaillés des simulations
Je présente dans la ﬁgure 4.2 le fruit de ces simulations réalisées pour un niveau de
perturbation atmosphérique moyen, c’est-à-dire avec un niveau de diﬀérence de marche
de 10 µm rms, correspondant à un seeing de 1′′. Les fréquences optimales correspondantes
sont présentées en ﬁgure 4.4. La ﬁgure 4.3 ne présente quant à elle que les performances
des intégrateurs et du contrôleur Kalman dont le modèle est identiﬁé sur 5 000 points, sur
une échelle de résidus plus petite.
Inﬂuence de la taille de la séquence en boucle pseudo-ouverte
Tout d’abord, on peut noter que de manière générale le contrôleur Kalman est d’autant
plus eﬃcace que la séquence en boucle pseudo-ouverte utilisée pour identiﬁer le modèle de
perturbation est grande. Cette constatation est d’autant plus vraie à fort niveau de bruit :
grandes magnitudes, tip-tilt résiduel et/ou niveau de vibrations important, où l’on voit
clairement le bénéﬁce d’un grand nombre de points pour calculer le modèle.
En eﬀet, plus il y a de mesures dans la séquence en boucle pseudo-ouverte, meilleur est
le rapport signal-sur-bruit du spectre de perturbations reconstruit, et meilleure est leur
identiﬁcation. Il est d’autant plus utile d’avoir un grand nombre de points dans le mo-
dèle pour bien identiﬁer les composantes des perturbations aux basses fréquences, comme
certaines vibrations, ou pour améliorer le modèle de la turbulence sur un large domaine
spectral.
Dans l’absolu, on ne peut cependant pas augmenter indéﬁniment le nombre de points
utilisé pour identiﬁer le modèle de perturbations. Il a en eﬀet une durée de validité li-
mitée, en particulier pour les vibrations dont les caractéristiques varient lentement (sur
des échelles de quelques secondes à quelques minutes), selon la force et la direction du
vent, ou l’orientation des télescopes. Ainsi, utiliser des séquences trop longues en boucle
pseudo-ouverte pourrait entraîner une mauvaise identiﬁcation des vibrations (par exemple
identiﬁer une vibration très amortie au lieu d’une vibration très piquée dont la fréquence
dérive avec le temps).
Quoi qu’il en soit, ces variations temporelles des perturbations ne sont pas prises en
compte dans ces simulations. J’aurai l’occasion de reparler de l’inﬂuence de ce phénomène
dans les parties 4.3 et 4.4.
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Figure 4.2 – Diﬀérences de marche résiduelles en fonction de la magnitude de l’étoile, obtenues
pour chaque contrôleur, pour un niveau médian de piston atmosphérique (10 µm rms en diﬀérence
de marche). Les simulations ont été réalisées sous deux niveaux de tip-tilt résiduel : 15 mas rms
(gauche) et 20 mas rms (droite) par pupille ; et trois niveaux de vibrations diﬀérents : pas de
vibrations (haut), faible niveau de vibrations de 150 nm rms par base (milieu), et niveau de
vibrations actuel avec les UT allant de 240 à 380 nm rms selon la base considérée (bas). La
droite horizontale en pointillés représente un niveau résiduel de 350 nm rsm, correspondant à la
spéciﬁcation du suiveur de franges de GRAVITY sur une étoile de magnitude K = 10.
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Figure 4.3 – Gros plan de la ﬁgure 4.2, présentant les diﬀérences de marche résiduelles obtenues
avec les intégrateurs et le contrôleur Kalman basé sur un modèle de perturbations à 5 000 points.
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Figure 4.4 – Fréquence de boucle optimale en fonction de la magnitude de l’étoile obtenue pour
chaque contrôleur, avec les mêmes conditions d’observation que pour les ﬁgures 4.2 et 4.3. Le palier
à 1 kHz est une limite des simulations, la plage des fréquences simulées s’étendant entre 100 et
1000 Hz.
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Inﬂuence du niveau de vibration
À haut rapport signal-sur-bruit (jusqu’à K ∼ 9), on voit très clairement l’intérêt du
contrôleur Kalman par rapport aux intégrateurs : tandis que les résidus de diﬀérence de
marche obtenus avec les intégrateurs sont dominés aux basses magnitudes par le niveau
moyen de vibrations, le contrôleur Kalman y est lui quasiment insensible, stabilise les
franges à 120 nm rms maximum à magnitude K = 6, et à moins de λ/10 jusqu’à K = 8, 5
(dans les conditions les plus défavorables). En l’absence de vibration, le contrôleur Kalman
présente des performances très similaires aux intégrateurs, et corrige donc la turbulence
atmosphérique aussi eﬃcacement que les contrôleurs classiques.
Cet avantage du contrôleur Kalman en présence de fortes vibrations est bien entendu
donné par son utilisation d’un modèle des perturbations, qui lui permet (lorsqu’elles sont
correctement modélisées) de corriger de façon indépendante la turbulence atmosphérique
et chacun des pics de vibration, en anticipant l’état de chacune de ces composante, tandis
qu’un contrôleur intégral classique ne fait que les atténuer en fonction de leur fréquence
et de sa bande passante.
À magnitude élevée, les performances des intégrateurs et du contrôleur Kalman dimi-
nuent très rapidement. Cela est dû à la combinaison de deux causes :
– pour garder un rapport signal-sur-bruit raisonnable, la fréquence de boucle doit
être diminuée pour collecter suﬃsamment de photons. Or réduire la fréquence a un
impact direct sur la bande passante du système qui dès lors compense moins les
hautes fréquences ;
– les variations de tip-tilt se traduisent par des pertes de ﬂux régulières sur les ouver-
tures. Or la perte d’un télescope fait non seulement perdre l’avantage de la redon-
dance entre les mesures de diﬀérence de marche fournie par les relations de clôture
de phase, mais gaspille un tiers du ﬂux issu des autres télescopes dans une recom-
binaison où le signal est de toute façon trop faible pour estimer avec précision le
piston correspondant.
De plus, à bas rapport signal-sur-bruit, le contrôleur Kalman est moins robuste que
les intégrateurs, même en présence de fortes vibrations. Cette inversion de tendance est
due à l’utilisation d’un modèle de perturbation incorrect par le ﬁltre Kalman. En eﬀet, j’ai
rappelé précédemment que ce modèle de perturbation est calculé à partir d’une séquence
acquise au préalable en boucle fermée en utilisant un contrôleur intégral, qui sert de base
pour reconstruire la séquence de perturbations correspondante en boucle pseudo-ouverte.
Or si les franges ne sont pas stabilisées correctement lors de ces séquences préliminaires,
la séquence de perturbation reconstruite n’est plus suﬃsamment représentative de la per-
turbation réelle, et par conséquent le modèle utilisé par le contrôleur Kalman n’est plus
approprié.
Il est d’ailleurs intéressant de noter que l’algorithme Kalman est moins robuste que les
intégrateurs dès lors que ces derniers stabilisent les franges à des résidus supérieurs à ∼ λ/4
(soit ∼ 550 nm). Ce niveau de stabilité correspond en eﬀet à celui que l’on mesurerait en
boucle ouverte pour une diﬀérence de marche aléatoire de distribution gaussienne, quel que
soit son écart-type tant qu’il est supérieur à λ/4, comme l’explicite la ﬁgure 4.5. Ainsi,
utiliser une séquence aussi peu stabilisée pour reconstruire les perturbations en boucle
pseudo-ouverte a deux conséquences : elle conduit d’une part à un modèle à faible rapport
signal-sur-bruit peu représentatif des perturbations. D’autre part, l’estimation incorrecte
du bruit sur les diﬀérences de marche aﬀectera directement le calcul du gain du contrôleur
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Kalman, qui ne sera dès lors plus optimal puisque basé sur une statistique gaussienne
erronée.
Figure 4.5 – Écart-type estimé de la phase d’une série aléatoire de nombres complexes suivant
une distribution gaussienne de moyenne nulle, en fonction du véritable écart-type simulé. On voit
que si un terme de phase n’est pas stable à moins de 180◦ rms, son écart-type est ﬁltré à une valeur
constante de ∼ 103◦ (soit λ/3, 5 en diﬀérence de marche) par la conversion en nombre complexe.
Simulation réalisée sur des séries de 10 000 nombres complexes de module unitaire.
Inﬂuence du tip-tilt résiduel
Pour des magnitudes brillantes, les deux niveaux de tip-tilt simulés ont peu d’inﬂuence
sur les performances des contrôleurs. En eﬀet, la fraction de temps à rapport signal-sur-
bruit trop faible est très petite car le nombre de photons collectés par les télescopes est
suﬃsamment important pour éviter les pertes de ﬂux qui empêcheraient une estimation
précise de la diﬀérence de marche sur les diﬀérentes bases.
À faible rapport signal-sur-bruit et à fort niveau de tip-tilt, les performances du suiveur
de franges sont dégradées de façon similaire pour les intégrateurs comme pour le contrôleur
Kalman. Alors qu’on s’attendrait à ce que le contrôleur Kalman soit plus robuste grâce
à sa capacité de prédire l’état des perturbations par l’utilisation d’un modèle, il n’en est
rien et il est tout autant aﬀecté par les pertes de ﬂux que les intégrateurs. Là encore,
sa robustesse est limitée par l’imprécision sur l’estimation des perturbations en boucle
pseudo-ouverte avec un intégrateur classique, qui n’est pas particulièrement robuste aux
pertes de ﬂux. De façon globale, l’augmentation du niveau de tip-tilt de 15 à 20 mas rms
induit la perte d’une demi-magnitude en sensibilité du suiveur de franges, quel que soit le
contrôleur utilisé.
Inﬂuence de la turbulence atmosphérique
Pour estimer la performance du suiveur de franges en présence de fort piston atmo-
sphérique et analyser la robustesse des contrôleurs, j’ai réalisé des simulations identiques,
mais avec un niveau de diﬀérence de marche atmosphérique de 15 µm. Considérant un
modèle de turbulence de Von Kàrmàn avec une échelle externe de la turbulence de 100 m,
cela correspond à un fort seeing de 1,7′′ (Conan et al. 2000). La ﬁgure 4.6 présente le résul-
tat de ces simulations avec chacun des contrôleurs en fonction de la magnitude. Les traits
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pointillés rappellent les résidus calculés avec 10 µm de turbulence atmosphérique. Une
vue détaillée de ces résultats est présentée en ﬁgure 4.7 avec seulement les deux intégra-
teurs et le contrôleur Kalman utilisant un modèle à 5 000 points. Les fréquences optimales
déterminées par ces simulations sont présentées dans la ﬁgure 4.8.
À haut rapport signal-sur-bruit le suiveur de franges est peu sensible à cette forte
turbulence : jusqu’à K ∼ 8, les intégrateurs et le contrôleur Kalman ne perdent qu’environ
30 nm rms en stabilité sur les diﬀérences de marche et corrigent donc encore parfaitement
la turbulence et les vibrations.
À bas rapport signal-sur-bruit, la sensibilité du suiveur de franges est globalement
réduite d’une demie à une magnitude par rapport aux conditions atmosphériques médianes,
quel que soit le contrôleur utilisé.
Ces tendances sont similaires pour les deux niveaux de tip-tilt et trois niveaux de
vibrations simulés.
4.2.3 Identiﬁcation du modèle sur une étoile brillante
Le résultat des simulations précédentes a montré que pour suivre les franges d’une étoile
de magnitude élevée, les performances du contrôleur Kalman étaient en partie limitées par
l’utilisation d’un modèle trop bruité, empêchant l’identiﬁcation précise des perturbations.
Une solution pour palier à cette faiblesse consiste à calculer le modèle des perturbations à
partir de séquences à haut rapport signal-sur-bruit par l’observation d’une étoile brillante
avec un intégrateur, avant de suivre les franges avec le contrôleur Kalman sur l’étoile
faible. En eﬀet en supposant qu’il existe une étoile de magnitude K = 7 suﬃsamment
proche de l’étoile de référence peu lumineuse, on peut négliger les erreurs d’anisoplanétisme
et considérer que le ﬂux des deux étoiles traverse les mêmes couches d’atmosphère et
subissent les mêmes perturbations, tant pour la turbulence que pour les vibrations. Les
perturbations reconstruites à partir d’une acquisition sur l’étoile brillante seront alors
identiﬁées avec un rapport signal-sur-bruit plus élevé et seront susceptibles de fournir un
modèle de perturbation plus exact au contrôleur Kalman.
La ﬁgure 4.9 présente le résultat de simulations dans lesquelles j’ai calculé le modèle
utilisé par le contrôleur Kalman, à partir d’une séquence en boucle pseudo-ouverte acquise
sur une étoile de magnitude K = 7. Le gain du contrôleur Kalman reste lui calculé à
partir du bruit sur les diﬀérences de marche estimé directement sur l’étoile de référence
peu brillante, en asservissant les franges avec intégrateur pendant une courte séquence
préliminaire. Le gain du contrôleur Kalman est ainsi optimisé pour l’étoile dont on souhaite
stabiliser les franges.
On constate que l’amélioration apporté par cette technique est fortement lié au niveau
de vibrations. En eﬀet, en présence de turbulence atmosphérique seulement, il n’y a au-
cune amélioration dans le suivi de franges avec le contrôleur Kalman utilisant un modèle
à haut rapport signal-sur-bruit (ﬁgure 4.9 première ligne). En présence d’un faible niveau
de vibration, les résidus sont légèrement plus stables aux magnitudes élevées (K > 10)
par cette méthode. Par contre, avec le niveau de vibrations tel qu’actuellement au VLTI,
l’identiﬁcation des perturbations sur une étoile brillante améliore sensiblement les perfor-
mances du contrôleur Kalman aux magnitudes élevées. Cette méthode apporte alors un
gain de 250 nm rms sur la stabilité des franges pour une étoile de magnitude 10.
Ces résultats conﬁrment donc le fait que les performances du contrôleur Kalman sont
limitées par la précision du modèle utilisé, et en particulier pour les vibrations. En eﬀet, la
turbulence atmosphérique est une composante présente sur tout le spectre des fréquences
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Figure 4.6 – Diﬀérences de marche résiduelles en fonction de la magnitude de l’étoile, obtenues
pour chaque contrôleur, pour un fort niveau de piston atmosphérique (15 µm rms en diﬀérence
de marche). Ces simulations ont été réalisées sous deux niveaux de tip-tilt résiduel : 15 mas rms
(gauche) et 20 mas rms (droite) par pupille ; et trois niveaux de vibrations diﬀérents : pas de
vibrations (haut), faible niveau de vibrations de 150 nm rms par base (milieu), et niveau de
vibrations actuel avec les UT allant de 240 à 380 nm rms selon la base considérée (bas). La
droite horizontale en pointillés représente un niveau résiduel de 350 nm rsm, correspondant à la
spéciﬁcation du suiveur de franges de GRAVITY sur une étoile de magnitude K = 10. Les autres
courbes en pointillés rappellent les diﬀérences de marche résiduelles obtenues pour 10 µm rms de
perturbation atmosphérique présentées dans la ﬁgure 4.2.
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Figure 4.7 – Gros plan de la ﬁgure 4.6, présentant les diﬀérences de marche résiduelles obtenues
avec les intégrateurs et le contrôleur Kalman basé sur un modèle de perturbations à 5 000 points.
Les courbes en pointillés rappellent les diﬀérences de marche résiduelles obtenues pour 10 µm rms
de perturbation atmosphérique présentées à la ﬁgure 4.3.
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Figure 4.8 – Fréquence de boucle optimale en fonction de la magnitude de l’étoile, obtenue
pour chaque contrôleur, pour les mêmes conditions d’observation qu’en ﬁgures 4.6 et 4.7. On peut
noter la fréquence optimale très élevée de l’intégrateur dans certaines conditions pour une étoile
de référence de magnitude 11, contrairement à toute attente. C’est du au fait qu’une telle étoile de
référence est bien au-delà de la limite de sensibilité du suiveur de frange dans ces conditions pour
toutes les fréquences simulées : il n’y a alors pas de valeur optimale signiﬁcative.
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Figure 4.9 – Diﬀérences de marche résiduelles en fonction de la magnitude de l’étoile, obtenues
avec les deux intégrateurs et le contrôleur Kalman utilisant un modèle basé sur une séquence de
5 000 en boucle pseudo-ouverte sur une étoile de magnitude K = 7. Résultats pour un niveau
de turbulence médian, sous deux niveaux de tip-tilt résiduel : 15 mas rms (gauche) et 20 mas
rms (droite) par pupille ; et trois niveaux de vibrations diﬀérents : pas de vibrations (haut),
faible niveau de vibrations de 150 nm rms par base (milieu), et niveau de vibrations actuel
avec les UT allant de 240 à 380 nm rms selon la base considérée (bas). La droite horizontale
en pointillés représente un niveau résiduel de 350 nm rsm, correspondant à la spéciﬁcation du
suiveur de franges de GRAVITY sur une étoile de magnitude K = 10. La courbe en pointillés
bleus rappelle les diﬀérences de marche résiduelles obtenues dans les mêmes conditions mais en
identiﬁant les perturbations à partir du ﬂux de l’étoile elle-même (voir ﬁgure 4.2).
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temporelles, et est donc plus facilement identiﬁable que les vibrations localisées dans une
bande étroite autour d’une fréquence. En outre, plus les vibrations sont fortes, plus elles
sont facilement identiﬁables dans le spectre des perturbations reconstruites à partir d’une
séquence à haut rapport signal-sur-bruit, et donc mieux corrigées.
4.2.4 Analyse des fréquences d’échantillonnage optimales
Ces simulations m’ont également permis de déterminer la fréquence d’échantillonnage
optimale pour une magnitude et des conditions d’observation données. Ces fréquences
optimales résultent du compromis entre la bande passante du contrôleur et la précision de
l’estimation des diﬀérences de marche :
– la bande passante, qui est de l’ordre d’un dixième de la fréquence d’échantillon-
nage, doit être la plus grande possible pour permettre de corriger eﬃcacement les
vibrations et les composantes du piston atmosphérique à haute fréquence ;
– plus la fréquence d’échantillonnage est faible, plus le temps de pose est élevé, et
meilleur est le rapport signal-sur-bruit sur l’estimation des diﬀérences de marche,
qui détermine également l’eﬃcacité de la correction.
On constate que la fréquence optimale ne dépend que marginalement du niveau de
vibration. En eﬀet, étant donné que le spectre des vibrations est identique pour toutes
les simulations (mise à part le niveau total de vibration), une modiﬁcation de la bande
passante du contrôleur n’apportera pas un gain signiﬁcatif par rapport à la perte de
précision sur l’estimation des diﬀérences de marche.
Par contre la fréquence optimale varie clairement avec le niveau de tip-tilt : plus celui-
ci est important, plus les pertes de ﬂux sont fréquentes et importantes. Une diminution
de la fréquence d’échantillonnage permet alors de collecter plus de ﬂux et de compenser
la perte de précision induite par ces ﬂuctuations.
Enﬁn, on constate que de manière générale, la fréquence optimale d’un contrôleur
Kalman est plus basse que celle d’un intégrateur. Cela signiﬁe soit que le contrôleur Kalman
a besoin d’une meilleure précision sur l’estimation des diﬀérence de marche pour être
eﬃcace, soit qu’il n’a pas besoin d’augmenter signiﬁcativement sa bande passante pour
corriger eﬃcacement les perturbations. Un compromis entre ces deux explications semble
le plus probable. D’une part, étant donné que le gain du contrôleur dépend du niveau de
bruit sur l’estimation des diﬀérences de marche, si la précision sur cette estimation est
bonne, l’eﬃcacité du contrôleur en sera d’autant meilleure. D’autre part, par sa capacité
prédictive, le contrôleur Kalman a une meilleure bande passante qu’un contrôleur intégral
qui a intérêt à utiliser une fréquence élevée pour corriger les vibrations.
Pour conclure, on voit également que la fréquence maximale de 1 kHz utilisée pour ces
simulations est atteinte pour des magnitudes plus brillantes que K ≃ 8 dans le cas d’un
niveau de tip-tilt de 15 mas rms. Une fréquence d’échantillonnage plus élevée (potentiel-
lement jusqu’à 2 kHz) permettrait certainement d’améliorer encore les performances du
contrôleur. Cependant, une telle cadence n’est possible que si les calculateurs temps-réel
utilisés sont suﬃsamment rapides pour cela, ce qui n’est a priori pas le cas de ceux du
suiveur de franges de GRAVITY. Les tests réalisés par les ingénieurs système du l’équipe
GRAVITY au LESIA ont en eﬀet montré que la fréquence maximale des calculateurs
temps réels du suiveur de franges est de l’ordre de 1 kHz avec les algorithmes utilisés.
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4.2.5 Discussion sur ces simulations
L’eﬃcacité du contrôleur Kalman
De manière générale, ces simulations me permettent de conﬁrmer le fait que le contrô-
leur Kalman est adapté à corriger les perturbations de diﬀérence de marche rencontrées
par un suiveur de franges, et qu’il est particulièrement eﬃcace pour corriger des vibrations
instrumentales, contrairement aux intégrateurs classiques.
En eﬀet, à haut rapport signal-sur-bruit, il est quasiment insensible au niveau de
perturbation, quelle que soit l’importance des vibrations, et permet de stabiliser les franges
à des résidus plus faibles qu’un intégrateur. Cependant, pour des magnitudes élevées, la
tendance s’inverse car l’eﬃcacité du contrôleur Kalman est limitée par la précision du
modèle de perturbation sur lequel il est basé : dès lors que les diﬀérences de marche
mesurées au préalable avec un intégrateur ne sont pas stabilisées à moins de λ/4, les
vibrations n’y sont pas précisément identiﬁées. De même, la capacité de prédiction du
contrôleur Kalman, qui pourrait être un avantage en présence de pertes de ﬂux régulières,
est fortement inhibée par les imprécisions du modèle, qui l’empêchent de calculer des
commandes appropriées dans ces conditions.
J’ai cependant montré que ces phénomène peut être en partie limité en calculant le
modèle à partir de mesures sur une étoile plus brillante. Cette méthode permet en eﬀet
de reconstruire les perturbations à partir de résidus plus stables et donc moins bruités. Le
modèle qui en découle est alors plus en accord avec les vraies perturbations, notamment
pour les vibrations. Les performances relatives du contrôleur Kalman sont alors d’autant
meilleures que les vibrations sont fortes, en comparaison avec les intégrateurs.
Performances par rapport aux spéciﬁcations de GRAVITY
J’ai déjà évoqué dans le chapitre 1 que GRAVITY était entièrement dimensionné pour
l’observation de l’environnement du trou noir super-massif au centre de notre Galaxie,
et que l’étoile la plus brillante à moins de 2′′ de cette cible était IRS 16C, seule étoile
susceptible de servir de référence au suiveur de franges de GRAVITY pour étudier le
centre galactique. Cette étoile de magnitude K = 9, 7 sert donc de base aux spéciﬁcations
du suiveur de franges, à savoir :
« Pour des conditions médianes de turbulence sur le site du VLTI, en considé-
rant un tip-tilt résiduel des faisceaux de 15 mas rms à l’entrée du recombina-
teur, le suiveur de franges de GRAVITY doit être capable, par l’observation
d’une étoile de magnitude K = 10 avec les UTs, de stabiliser les franges
1. à moins de 300 nm rms, sans tenir compte des vibrations instrumentales,
en supposant qu’elles s’ajouteront aux résidus de façon incohérente (ob-
jectif : 200 nm rms) ;
2. à moins de 350 nm rms, supposant que les vibrations au VLTI seront
réduites à un niveau de 150 nm rms en diﬀérence de marche quand GRA-
VITY sera opérationnel (objectif : 250 nm rms). »
Les simulations que j’ai présentées dans cette partie ont été réalisées de façon à être
aussi ﬁdèles que possible aux conditions réelles d’observation que rencontrera le suiveur
de franges de GRAVITY. Les conditions de ces deux spéciﬁcations correspondent aux
résultats présentés respectivement en haut à gauche et au milieu à gauche des ﬁgures 4.2
et 4.3. Les performances simulées pour une étoile de magnitude 10 sont regroupées dans
le tableau 4.4.
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Par ces simulations, je démontre donc que le contrôleur Kalman permet d’atteindre les
deux spéciﬁcations du suiveur de franges de GRAVITY, lui donnant une marge de près
de 70 nm rms et 40 nm rms sur les deux limites spéciﬁées. L’intégrateur avec contrôle sur
les pistons limite également les résidus à moins de 300 nm rms en l’absence de vibrations,
mais les deux intégrateurs échouent à stabiliser les franges au niveau demandé par la
spéciﬁcation en présence de faibles vibrations. Le contrôleur Kalman est donc d’un intérêt
crucial pour permettre l’observation du centre galactique avec GRAVITY.
Cependant, je montre également que les résultats obtenus pour les conditions spéciﬁées
sont à la limite des performances du contrôleur Kalman. Elles dépendent principalement
de la réduction du niveau de vibrations actuel des UTs, sans quoi les franges ne pourront
pas être stabilisées à moins de 830 nm rms à magnitude 10, et ne seront stabilisées à
350 nm rms qu’aux magnitudes inférieures à 9. De même une moins bonne stabilisation
du tip-tilt ou une atmosphère plus turbulente diminuent systématiquement la sensibilité
du suiveur de franges.
DDM résiduelle (nm rms)
Contrôleur Sans vibr. Vibr. spéciﬁées Vibr. actuelles
Intégrateur (×4) 279 411 830
Intégrateur (×6) 366 383 898
Kalman (Nm = 5000) 228 308 986
Spéciﬁcation 300 350 -
Objectif 200 250 -
Tableau 4.4 – Performances simulées du suiveur de franges pour une étoile de magnitude K = 10,
avec 15 mas rms de tip-tilt résiduel des faisceaux, et 10 µm rms de turbulence atmosphérique, pour
diﬀérents contrôleurs.
Enﬁn, ces résultats ont été obtenus en simulant une réponse instantanée des actionneurs
de piston, tandis que la bande passante à 3 dB de ceux utilisés par GRAVITY est de 220 Hz.
Ce paramètre aura relativement peu d’impact pour suivre les franges à magnitude 10 tel
qu’attendu par les spéciﬁcations puisqu’une fréquence de boucle de 300 Hz au maximum est
nécessaire pour collecter suﬃsamment de ﬂux pour estimer les diﬀérences de marche avec
précision. Par contre cette bande passante limitée atténuera les performances du suiveur
de franges pour l’observation d’étoiles plus lumineuses, pour lesquelles une cadence plus
élevée est en théorie optimale et permet d’augmenter la bande passante du contrôleur.
On peut déjà estimer que les performances du suiveur de franges seront aﬀectées pour
des fréquences de boucle supérieures à ∼ 500 Hz, soit pour des magnitudes inférieures à
8–9 selon les conditions d’observation. De plus, aux basses magnitudes, il faudra également
tenir compte de la réponse des actionneurs lors du calcul du modèle de perturbations : on a
déjà eu un aperçu dans les précédentes simulations de l’eﬀet d’un modèle ne se rapportant
pas correctement aux véritables perturbations. Il sera donc important de déconvoluer la
réponse des actionneurs avant l’identiﬁcation des perturbations à partir des séquences
en boucle pseudo-ouverte, pour ne pas sous-évaluer l’énergie des vibrations ou biaiser le
modèle de la turbulence. Enﬁn, pour optimiser le calcul des commandes aux actionneurs
dans le cas d’une fréquence de boucle élevée, il faudrait idéalement que la réponse des
actionneurs soit prise en compte par le contrôleur Kalman lui-même, tel que décrit par
Correia et al. (2008) dans le cadre des systèmes d’optique adaptative.
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4.3 Comparaison du contrôleur Kalman et du VTK
J’ai montré dans la partie précédente que le contrôleur Kalman était particulièrement
eﬃcace pour corriger les vibrations instrumentales. Il existe cependant déjà au VLTI un
algorithme dédié à leur compensation en temps réel, l’algorithme VTK – Vibration Tra-
cKing. Dans cette partie, je vais présenter le résultat de simulations dont le but est de
comparer les performances des deux algorithmes.
4.3.1 Présentation de l’algorithme VTK
Le VTK est un algorithme issu de la famille des contrôleurs actifs de vibrations, qui
ont été largement étudiés lors des deux dernières décennies pour diverses applications dans
l’industrie (Sievers & von Flotow 1992 ; Fuller & von Flotow 1995). Depuis la découverte
que les vibrations des télescopes au VLT sont un problème majeur pour exploiter au mieux
la résolution oﬀerte par les UTs, cet algorithme a été successivement adapté au contrôle
de vibrations longitudinales pour le suivi de franges au VLTI avec FINITO (Di Lieto et al.
2008), et au contrôle de vibrations en tip-tilt pour le système d’optique adaptative de
l’instrument de deuxième génération du VLT MUSE (Muradore et al. 2012). Cependant,
bien que le VTK soit implémenté au VLTI et qu’il puisse être utilisé avec les deux suiveurs
de franges actuellement opérationnels, il n’est utilisé avec FINITO qu’occasionnellement
sur demande de l’utilisateur, et n’a encore pas eu l’opportunité d’être utilisé avec le suiveur
de franges de PRIMA.
Cet algorithme permet de corriger un jeu de vibrations dont on connaît grossièrement
les fréquences propres au préalable à 1 Hz près, et fonctionne en parallèle à un intégrateur
classique qui sert à compenser la turbulence atmosphérique à large bande. Pour chaque
vibration ciblée, il génère une commande basée sur deux sinusoïdes en quadrature de phase
à la fréquence de la vibration, et décalées d’une phase qui dépend à la fois du retard pur
du contrôleur et du résidu de vibration mesuré. De plus, il utilise une boucle à verrouillage
de phase pour mettre à jour la fréquence de la vibration à chaque itération, permettant
ainsi de s’adapter à des variations temporelles des harmoniques (Wu & Bodson 2003).
Enﬁn, lorsqu’une perte de ﬂux est détectée, le signal généré est atténué progressivement
jusqu’à ce que le rapport signal-sur-bruit soit suﬃsamment élevé pour permettre d’estimer
à nouveau avec précision les résidus de diﬀérence de marche.
On peut déjà énumérer plusieurs diﬀérences d’architecture entre le contrôleur Kalman
et l’algorithme VTK :
– le VTK ne peut apporter de correction que sur de ﬁnes bandes spectrales autour
de fréquences prédéﬁnies. Il ne peut donc corriger que des vibrations et nécessite
obligatoirement de fonctionner en parallèle avec un contrôleur bande large classique
pour compenser la turbulence atmosphérique, tandis que le contrôleur Kalman peut
traiter des perturbations sur des bandes larges comme sur des bandes étroites (vi-
brations et turbulence) dans la mesure où elles sont correctement modélisées ;
– le contrôleur Kalman pondère la correction de chaque perturbation de façon statis-
tiquement optimisée selon leur énergie et le bruit de mesure du système grâce à son
vecteur de gain, tandis que le VTK calcule ses corrections directement sans tenir
compte du rapport signal-sur-bruit sur les résidus de diﬀérence de marche ;
– le VTK peut adapter ses corrections à des variations temporelles des paramètres
des vibrations (changement de fréquence ou d’amplitude), tandis que les corrections
du contrôleur Kalman sont ﬁgées sur un modèle fréquentiel ﬁxe, « photographie »
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des paramètres du modèle autorégressif d’ordre deux des perturbations sur une une
dizaine de secondes.
Les deux algorithmes ont aussi une similitude : tout deux ont besoin d’un a priori sur les
perturbations qu’ils corrigent, par l’acquisition d’une séquence en boucle pseudo-ouverte
pour le contrôleur Kalman, et en ﬁxant manuellement le nombre de vibrations à corriger et
leur fréquence à 1 Hz près pour le VTK (ce qui pourrait être automatisé par une acquisition
en boucle pseudo-ouverte comme pour le contrôleur Kalman).
4.3.2 Description des simulations
Pour pouvoir comparer les deux algorithmes, j’ai donc adapté l’algorithme VTK en
langage IDL, dans sa conﬁguration actuellement utilisée au VLTI, avec l’aide et les conseils
avisés de Nicola di Lieto et de Lorezo Pettazzi.
Simulation des images
La plupart des paramètres que j’ai utilisés dans ces simulations sont les mêmes que
ceux décrits dans la partie précédente. Je ne vais donc présenter ici que les diﬀérences.
Seuls deux faisceaux recombinés sur une base ont été simulés. En eﬀet, bien que FI-
NITO (pour lequel le VTK est utilisé) permette de suivre les franges de trois télescopes,
les diﬀérences de marche ne sont stabilisées que sur deux bases sur trois, en n’envoyant
de commandes qu’à deux lignes à retard, et sans utiliser la relation de clôture de phase
entre les trois télescopes pour améliorer le contrôle. Ainsi, les deux bases sont stabilisées
aveuglement l’une de l’autre, comme si l’on utilisait indépendamment deux paires de té-
lescopes et non un triplet. J’ai donc simulé la même architecture, en isolant seulement une
base de ce schéma. Ainsi, tout le ﬂux incohérent de chaque télescope est utilisé pour cette
recombinaison (au lieu d’être divisé en trois dans le cas de GRAVITY pour être recombiné
en trois bases).
Les franges sont échantillonnées sur quatre pixels en quadrature de phase, de la même
façon qu’en partie 4.2, en utilisant les déphasages imparfaits de la base 1-2 (voir ta-
bleau 4.3). Du bruit de photons ampliﬁé d’un facteur FAPD = 1, 5 et du bruit de lecture
de 4
√
2 e− rms sont ajoutés à chaque image. Les simulations sont également réalisées dans
la bande K à 2,2 µm. Cependant, pour simpliﬁer la comparaison, les images sont calculées
sur l’ensemble de la bande K, sans dispersion spectrale. Aucune estimation du retard de
groupe n’est donc calculée, et les brusques sauts de franges risquent donc de ne pas être
détectés. Cependant, on verra par la suite que cette architecture simpliﬁée permet malgré
tout de comparer les algorithmes Kalman et VTK de plusieurs points de vue.
Enﬁn, je simule une fréquence de boucle de 2 kHz aﬁn d’utiliser un cadencement du
même ordre que celui utilisé au VLTI par l’algorithme VTK. La réponse des actionneurs
est supposée instantanée et seul un pur retard de deux trames est simulé entre l’intégration
des perturbations et l’application de la correction correspondante.
On peut déjà noter qu’en terme de ﬂux, ces simulations dans une conﬁguration sim-
pliﬁée sont relativement comparables à celles réalisées dans la partie précédente : tandis
que la fréquence de boucle élevée fait perdre un facteur 6,7 sur le nombre de photons
collectés par rapport à une fréquence de 300 Hz (fréquence typique pour suivre les franges
d’une étoile de magnitude 10 avec GRAVITY), l’utilisation de tout le ﬂux d’un télescope
sur une seule base augmente le ﬂux incohérent d’un facteur 3, et l’utilisation de toute la
bande spectrale sur un seul pixel diminue le bruit d’un facteur
√
5 au minimum (cas à
faible rapport signal-sur-bruit où le bruit de lecture domine). Ces simulations sont donc
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comparables en terme de sensibilité. En terme de performances, ces simulations à 2 kHz
devraient conduire à des résultats plus optimistes, car la bande passante du contrôleur est
alors plus élevée.
Algorithmes de suivi de franges
J’estime la phase des franges et le rapport signal-sur-bruit sur la visibilité par l’algo-
rithme utilisé par le suiveur de franges de PRIMA et détaillé dans Sahlmann et al. (2009).
Dans cette conﬁguration à seulement une base, le rapport signal-sur-bruit est simplement
utilisé pour déﬁnir l’état du système : poursuite des franges, commandes ﬁgées, ou re-
cherche de franges, où les transitions entre chaque état sont décrites par Sahlmann et al.
(2009) et Le Bouquin et al. (2008).
Je compare trois contrôleurs dans ces simulations : un simple contrôleur proportion-
nel-intégral (PI), ce même contrôleur PI combiné à l’algorithme VTK, et le contrôleur
Kalman.
Les gains KP et KI du contrôleur PI simulés ici sont les mêmes que ceux utilisés avec
FINITO au VLTI. La commande en position U appliquée à l’actionneur à l’itération n est
calculée en fonction de l’estimation de la phase résiduelle dépliée φ¯ par :
Un = KI
λ0
2π
φ¯n +KP
λ0
2π
φ¯n−1 + Un−1, (4.6)
avec KP = 0, 063 et KI = 0, 007. La phase φ est dépliée d’éventuels sauts de 2π en la
supposant continue et variant de moins de π entre deux estimations :
φ¯n =


φn + 2π si φn − φ¯n−1 < −π
φn − 2π si φn − φ¯n−1 > π
φn sinon
. (4.7)
Lorsque l’algorithme VTK est utilisé, j’ajoute à cette commande des termes correctifs
spéciﬁques aux vibrations. Ces corrections sont également calculées à partir de l’estimation
de la phase φ˚, ﬁltrée au préalable par un ﬁltre passe-haut de façon à isoler les composantes
haute-fréquence relatives aux vibrations. Un simple ﬁltre du premier ordre est utilisé,
ﬁltrant le fréquences inférieures à 3 Hz, tel qu’utilisé par Di Lieto et al. (2008) :
φ˚n = φn − φn−1 + 0.99φ˚n−1 (4.8)
Je calcule les corrections ajoutées pour chaque vibration comme décrit par Di Lieto et al.
(2008) en utilisant les mêmes paramètres que ceux utilisés au VLTI. Seul le retard pur du
système est adapté à notre schéma à retard de deux trames.
Enﬁn, je calcule les commandes du contrôleur Kalman de la même façon que dans les
parties précédentes, à ceci près qu’aucune répartition du bruit entre les bases n’est calculée,
puisqu’une seule base est utilisée dans ce schéma. Le modèle des perturbations est calculé
à partir d’une séquence de 5 000 images acquises en boucle fermée avec le contrôleur PI,
à partir de laquelle la perturbation correspondante est reconstruite en boucle pseudo-
ouverte.
Perturbations simulées
Dans la suite, j’ai réalisé les simulations de suivi de franges à partir de séquences
de piston atmosphérique issues d’un modèle de von Kàrmàn avec une échelle externe de
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l’atmosphère L0 = 100 m, telle que décrite dans le chapitre 2. La turbulence est normalisée
à un écart-type de 12 µm rms (sauf dans la partie 4.3.6), ce qui correspond à un seeing
de 1,3′′ selon Conan et al. (2000). Les vibrations simulées seront décrites un peu plus loin
dans cette partie. Enﬁn, aucune perte de ﬂux n’est simulée, excepté en partie 4.3.6 où la
robustesse des contrôleurs est spéciﬁquement étudiée.
Les résultats présentés ci-dessous sont là encore le fruit de dix simulations avec des
séquences de perturbations diﬀérentes, aﬁn de réduire l’incertitude sur la statistique des
résultats. Les écarts-types présentés dans les diﬀérents tableaux présentent systématique-
ment la médiane sur ces dix simulations, tandis que les spectres présentés dans les ﬁgures
correspondent à une seule séquence de perturbations (la première de la série de dix).
4.3.3 Eﬃcacité selon la nature de la vibration
Pour commencer, je vais comparer la capacité de chaque contrôleur à compenser dif-
férents types de vibration. En eﬀet, on a vu que le modèle de vibration utilisé par le
contrôleur Kalman est basé sur un modèle auto-régressif d’ordre deux, particulièrement
bien adapté aux vibrations légèrement amorties. Quant à l’algorithme VTK, ses corrections
générées par des sinusoïdes en quadrature le rendent a priori bien adapté aux vibrations
peu amorties. Cette partie a donc pour but de vériﬁer ces hypothèses. C’est également l’oc-
casion de caractériser la robustesse des diﬀérents contrôleurs à des variations temporelles
des vibrations, comme celles observées au VLTI.
Pour vériﬁer ces hypothèses, j’ai donc simulé des perturbations en piston ne comprenant
qu’une seule vibration ajoutée au piston atmosphérique, aﬁn de ne pas biaiser les résultats
par la propension des contrôleurs à corriger plusieurs pics de vibration à la fois. De plus,
ces simulations sont réalisées à haut rapport signal-sur-bruit sur une étoile de magnitude
K = 6. J’ai simulé successivement six vibrations :
1. une vibration purement sinusoïdale, de fréquence 18 Hz et d’amplitude 400 nm ;
2. une vibration amortie de fréquence propre 18 Hz, excitée par un bruit Gaussien
d’écart-type 5 nm, de coeﬃcient d’amortissement k = 0, 001 (correspondant à une
résonance de 54 dB par rapport à la fréquence nulle), dont l’écart-type total est ﬁxé
à 280 nm rms ;
3. une vibration amortie de fréquence propre 18 Hz, excitée par un bruit Gaussien
d’écart-type 5 nm, de coeﬃcient d’amortissement k = 0, 005 (correspondant à une
résonance de 40 dB par rapport à la fréquence nulle), dont l’écart-type total est ﬁxé
à 280 nm rms ;
4. une vibration sinusoïdale dont la fréquence varie linéairement de 16 à 20 Hz, d’am-
plitude 400 nm ;
5. une vibration sinusoïdale de fréquence moyenne 18 Hz modulée sur une amplitude
de 1 Hz à une fréquence de 0,01 Hz, et d’amplitude 400 nm ;
6. la même vibration à fréquence dérivante que la numéro quatre, mais dont l’amplitude
moyenne de 400 nm est lentement modulée sur 80 nm à une fréquence de 0,04 Hz.
Les simulations des trois premières vibrations permettront ainsi de caractériser la capacité
des contrôleurs à corriger des vibrations purement sinusoïdales ou légèrement amorties,
tandis que les simulations des trois dernières vibrations permettront de mesurer leur robus-
tesse à compenser des vibrations variant temporellement. Il est à noter que les fréquences
des vibrations sont toutes ﬁxées à 18 Hz (choix arbitraire), aﬁn d’utiliser la même zone
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spectrale des fonctions de transfert des trois contrôleurs. De même les amplitudes de vi-
brations sont choisies de telle sorte que toutes aient un écart-type de ∼ 280 nm rms, et
donc la même énergie dans le spectre des perturbations.
Le tableau 4.5 présente la médiane sur les dix simulations de l’écart-type des résidus
de diﬀérence de marche, pour les six cas simulés. La ﬁgure 4.11 montre les spectres de la
perturbation et des résidus obtenus avec les trois contrôleurs pour l’un des dix échantillons
simulés, pour chaque type de vibration. Enﬁn, le tableau 4.6 présente une estimation des
vibrations résiduelles obtenues avec chaque contrôleur. Je calcule la variance de ces résidus
de vibrations en intégrant le spectre des résidus de diﬀérence de marche sur une petite
bande spectrale autour de la vibration, après avoir pris soin de soustraire la contribu-
tion énergétique propre au résidu de turbulence atmosphérique, estimée en moyennant le
spectre sur une bande spectrale dix fois plus large. Le principe de ce calcul est schématisé
en ﬁgure 4.10.
Figure 4.10 – Schéma présentant le principe utilisé pour estimer l’énergie d’une vibration. La
contribution énergétique < DSP > de la turbulence atmosphérique est estimée en moyennant le
spectre autour de la fréquence propre f0 de la vibration sur une bande spectrale dix fois plus large
que la vibration, en négligeant la contribution du pic de vibration étroit. La variance de la vibration
σ2vib est estimée en intégrant le spectre duquel on a soustrait cette contribution atmosphérique sur
une bande spectral étroite df .
On constate que quelles que soient les perturbations simulées, le contrôleur Kalman
est bien plus eﬃcace que les contrôleur PI et PI associé au VTK (tableau 4.5), conduisant
à des résidus de diﬀérence de marche 3 à 5 fois plus faibles par rapport à l’algorithme
VTK. En observant les spectres de la ﬁgure 4.11, on voit que c’est majoritairement dû à
une meilleure correction de la turbulence atmosphérique par rapport au contrôleur PI. Il
s’avère en eﬀet que les gains de ce contrôleur sont volontairement réduits pour privilégier
la stabilité du contrôleur à son eﬃcacité, et ainsi limiter la divergence des commandes
en cas de perte de ﬂux ou d’augmentation soudaine des perturbations. Étant donné que
le contrôleur Kalman utilise un gain statistiquement optimisé par rapport au bruit de
mesure et à la variance des perturbations, il n’est pas confronté à cette diﬃculté. De plus
ces premières simulations étant réalisées à haut rapport signal-sur-bruit et sans variation
de ﬂux, la perte de stabilité de la boucle est très improbable et ne justiﬁe pas l’utilisation
de faibles gains.
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Type de DDM résiduelle (nm rms)
Vibration PI PI + VTK Kalman
1 255 176 54
2 264 256 63
3 256 262 55
4 266 192 57
5 252 186 60
6 265 190 59
Tableau 4.5 – Écart-type des résidus de diﬀérence de marche, obtenus avec les trois contrôleurs
simulés, pour chacune des six conditions d’observation simulées : les simulations ont été réalisées
pour une étoile de magnitude six, avec 12 µm rms de turbulence atmosphérique, sans perte de ﬂux,
avec six types de vibrations diﬀérentes. Voir dans le texte pour le détail des caractéristiques des
vibrations.
Type de Vibr. simulée Vibr. estimée Vibr. résiduelle (nm rms) Largeur
Vibration (nm rms) (nm rms) PI PI + VTK Kalman intégrée (Hz)
1 283 284 191 40 10 1
2 280 275 187 158 33 1
3 280 261 176 167 11 1
4 283 279 191 50 32 4
5 283 279 187 63 28 2
6 284 279 192 52 29 4
Tableau 4.6 – Écart-type des résidus de vibration, estimés par intégration du spectre dans une
zone de 0,5 à 2 Hz autour de la vibration, après soustraction d’une estimation du résidu de tur-
bulence atmosphérique. La troisième colonne indique la largeur spectrale utilisée pour estimer le
résidu de vibration. La quatrième colonne présente l’écart-type de la vibration non corrigée, cal-
culé de la même façon à partir du spectre de la turbulence, et la deuxième colonne présente le
véritable écart-type simulé. La comparaison entre les colonnes deux et quatre donne ainsi une idée
de l’exactitude de la méthode pour estimer les résidus de vibrations.
Concernant la correction propre aux vibrations (voir tableau 4.6), on constate comme
attendu que le contrôleur PI est proprement ineﬃcace à les corriger, et laisse entre 40 et
45 % de leur énergie non compensée dans le spectre des résidus. Il n’est capable de les
corriger en partie que parce que leur fréquence propre de 18 Hz est légèrement inférieure
à sa bande passante. Le contrôleur Kalman est le plus eﬃcace à corriger les vibrations
quelle que soit leur nature, ne laissant que 0,1 à 1,4 % de leur énergie dans les résidus,
tandis que le VTK compense les vibrations à 2–4 % de leur énergie, excepté pour les
vibrations amorties où plus de 30 % de l’énergie des vibrations est encore présente dans
les résidus. De plus, le contrôleur Kalman est tout à fait robuste aux variation temporelles
en fréquence et en amplitude simulées pour les trois dernières vibrations, puisqu’il les
corrige mieux que le VTK. Il est intéressant de noter que l’identiﬁcation du modèle de
perturbation est réalisée sur des séquences en boucle pseudo-ouvertes représentatives du
début des variations temporelles (les 5 000 premiers points), et que ce sont visiblement les
fréquences correspondantes qui sont le mieux corrigées (voir les spectres résiduels de la
colonne de droite de la ﬁgure 4.11) : la fréquence des vibrations 4 et 6 est croissante avec
le temps, allant de 16 Hz en début de simulation à 20 Hz à la ﬁn. Les 5 000 points utilisés
pour identiﬁer le modèle correspondent donc aux fréquences proches de 16 Hz, qui sont
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Figure 4.11 – Densités spectrales de puissance de la perturbation (noir) et des résidus de diﬀérence
de marche avec le contrôleurs PI (rouge), PI associé au VTK (vert), et Kalman (bleu), pour chacune
des six conditions d’observation analysées, indexées de haut en bas et de gauche à droite.On note
que le spectre obtenu avec le contrôleur PI est très peu visible : il est en eﬀet superposé avec
celui obtenu avec l’algorithme VTK, excepté aux fréquences correspondant aux vibrations. Ce
phénomène est parfaitement attendu, puisque la correction apportée par le VTK n’est appliquée
que sur étroite bande fréquentielle autour des vibrations, et que les autres composantes fréquentielle
de la perturbation sont corrigées par le contrôleur PI.
eﬀectivement mieux corrigées par le contrôleur Kalman.
Il faut enﬁn apporter deux compléments sur les remarques précédentes concernant les
performances du VTK :
– dans le cas de vibrations amorties ou s’étalant sur une bande spectrale un peu
large, il est possible d’ajuster un paramètre particulier de l’algorithme du VTK
pour optimiser sa correction. Ainsi, en reproduisant ces simulations en utilisant un
facteur d’oubli λ = 0.99 au lieu de λ = 0.998 (voir Di Lieto et al. (2008) pour
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plus de détails), les résidus obtenus pour les vibrations large-bande sont du même
ordre que ceux obtenus avec le contrôleur Kalman, alors que ceux obtenus pour la
vibration purement sinusoïdale restent inchangés. L’étude détaillée de l’algorithme
VTK est cependant au-delà de l’objectif de ces simulations, et j’ai donc privilégié
son utilisation avec ses paramètres par défaut, tel qu’utilisé au VLTI ;
– la correction de vibrations amorties apportée par le VTK dépend également de
la fréquence propre des vibrations. Ainsi, en reproduisant les simulations avec la
vibration 2 (la moins amortie) en utilisant le même coeﬃcient d’amortissement, le
même écart-type, mais en changeant sa fréquence propre à 24 Hz, le VTK apporte
une meilleure compensation que pour une fréquence propre de 18 Hz, ne laissant
que 100 nm rms de résidus de diﬀérence de marche spéciﬁques à cette vibration, soit
13 % de son énergie initiale.
Suite à cette analyse du comportement des diﬀérents contrôleurs en fonction de la
nature des vibrations, je simulerai uniquement de pures sinusoïdes.
4.3.4 Eﬃcacité selon l’importance des vibrations
Je vais maintenant discuter de la capacité des trois algorithmes à corriger diﬀérents
niveaux d’importance des vibrations. Je réaliserai cette fois encore les simulations sur une
étoile de magnitude K = 6 pour ne pas biaiser les conclusions par la robustesse au niveau
de bruit des contrôleurs. Pour la même raison, aucune variation de ﬂux n’est simulée. À
la turbulence atmosphérique de 12 µm rms précédemment décrite, j’ajoute cette fois cinq
vibrations purement sinusoïdales, dont les caractéristiques sont décrites dans le tableau 4.7,
et dont l’écart-type total est normalisé à trois valeurs diﬀérentes : 250, 350 et 450 nm rms.
On peut d’ores et déjà noter que ces niveaux de vibrations correspondent globalement à
ceux actuellement mesurés au VLTI avec les UTs (entre 240 et 380 nm rms selon la base
utilisée), et que dans une certaine mesure les résultats de ces simulations peuvent donc
être comparés à ceux mesurés avec les suiveurs de franges opérationnels au VLTI.
Vibr. 1 Vibr. 2 Vibr. 3 Vibr. 4 Vibr. 5
Fréquence (Hz) 18 24,2 25,7 47 79
Amplitude (nm) 400 200 100 300 250
Tableau 4.7 – Spectre des vibrations simulées, précisant leur fréquence propre et amplitude
relative respectives. La valeur de leur amplitude n’est qu’indicative car ce spectre est normalisé à
diﬀérents niveaux de vibrations comme précisé dans le texte.
Je présente l’écart-type des diﬀérences de marche résiduelles (médiane sur les dix
échantillons) pour chaque contrôleur testé et chaque niveau de vibrations simulé dans le
tableau 4.8. Dans le tableau 4.9, je détaille les résidus spéciﬁques à chacune des vibrations
dans chacun des cas. Les spectres de la turbulence et des résidus de diﬀérence de marche
sont présentés dans la ﬁgure 4.12 pour une simulation dont le niveau total de vibrations
est de 350 nm rms. Il est à noter que les spectres obtenus pour les niveaux de vibrations
de 250 et 450 nm rms sont très semblables à celui de la ﬁgure 4.12 et n’apportent que peu
d’informations complémentaires comparés aux tableaux 4.8 et 4.9.
On constate tout d’abord que le contrôleur PI est ineﬃcace à corriger les vibrations,
et que les diﬀérences de marche résiduelles sont dominées par les vibrations non compen-
sées, quel que soit le niveau total de vibration. De plus, le détail des résidus de vibrations
présenté dans le tableau 4.9 indique que les trois vibrations basse-fréquence qui sont infé-
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Niveau de DDM résiduelle (nm rms)
Vibration (nm rms) PI PI + VTK Kalman
250 292 201 63
350 364 203 62
450 439 205 68
Tableau 4.8 – Écart-type des résidus de diﬀérence de marche, obtenus avec les trois contrôleurs
simulés, pour les trois niveaux de vibrations simulés. Les simulations ont été réalisées pour une
étoile de magnitude six, avec 12 µm rms de turbulence atmosphérique, sans perte de ﬂux, avec les
cinq vibrations sinusoïdales décrites dans le tableau 4.7.
Niveau de Vibr. Vibr. simulée Vibr. estimée Vibr. résiduelle (nm rms)
vibr. (nm rms) No (nm rms) (nm rms) PI PI + VTK Kalman
1 166 166 112 31 8
2 83 83 68 19 14
250 3 42 43 36 14 9
4 125 124 131 17 7
5 104 104 119 12 12
1 233 232 157 35 7
2 116 116 94 9 9
350 3 58 59 49 20 11
4 174 174 184 24 7
5 145 145 166 16 12
1 299 298 201 38 11
2 149 149 121 10 15
450 3 75 75 63 23 14
4 224 224 236 31 12
5 187 187 214 22 16
Tableau 4.9 – Écart-type des résidus de vibrations pour chaque niveau de vibrations simulé,
estimés par intégration du spectre dans une zone large de 1 Hz autour de la vibration, après sous-
traction d’une estimation du résidu de turbulence atmosphérique. La quatrième colonne présente
l’écart-type de la vibration initiale, calculé de la même façon à partir du spectre de la turbulence, et
la troisième colonne présente le véritable écart-type simulé. La comparaison entre ces deux colonnes
donne ainsi une idée de l’exactitude de la méthode pour estimer les résidus de vibrations.
rieures à la bande passante du contrôleur sont légèrement compensées, respectivement à
environ 45, 66 et 72 % de leur énergie initiale, alors que les deux vibrations à plus haute
fréquence sont légèrement ampliﬁées par le contrôleur, à environ 111 et 131 % de leur
énergie initiale respectivement (quel que soit le niveau total de vibration). Enﬁn, il est
intéressant à ce point de tracer quelques comparaisons avec les résultats obtenus avec le
suiveur de franges de PRIMA en utilisant les UTs, décrits par Sahlmann et al. (2009). En
eﬀet, les simulations réalisées avec le contrôleur PI présentent les mêmes paramètres de
contrôle que ce suiveur de franges : acquisition en bande K, avec deux télescopes de 8 m,
même type de recombinaison des faisceaux sur quatre pixels, même algorithme de démodu-
lation de la phase, et même contrôleur sans compensation particulière des vibrations. Les
observations décrites dans cet article ont été conduites en 2009 avec les télescopes UT3 et
UT4, combinaison perturbée à l’époque par 333 nm rms de vibrations selon Poupar et al.
(2010). À haut rapport signal-sur-bruit, ce suiveur de franges stabilisait les diﬀérences de
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Figure 4.12 – Densité spectrale de puissance de la perturbation (noir) et des résidus de diﬀérence
de marche avec le contrôleurs PI (rouge), PI associé au VTK (vert), et Kalman (bleu), pour un
niveau total de 350 nm rms de vibrations, 12 µm de turbulence, pour une étoile de magnitude six
sans variation de ﬂux.
marche à 440 nm rms avec un seeing médian de 1,1′′, à une fréquence de boucle de 1 kHz.
Mes simulations à un niveau de vibrations équivalent (350 nm rms) avec un contrôleur
PI conduisent à des résidus de 360 nm rms. Ainsi, ces simulations conduisent à des résul-
tats très similaires à ceux réellement mesurés au VLTI dans les mêmes conditions. Il faut
également noter que ces simulations sont réalisées à une cadence deux fois plus élevée, et
corrigent donc mieux les perturbations avec une bande passante deux fois plus grande,
ce qui explique en partie les résultats plus optimistes de nos simulations. De plus, le ni-
veau de vibrations de 330 nm rms sur la base UT3-UT4 n’est mesuré que jusqu’aux trois
premiers miroirs, et il est plus que probable que le niveau total de vibrations en incluant
toute la chaîne optique soit bien supérieur. Sous cette hypothèse, mes simulations avec un
niveau de vibrations de 450 nm rms conduisant à des résidus de 440 nm rms en diﬀérence
de marche avec le contrôleur PI sont alors parfaitement en accord avec les mesures de
Sahlmann et al. (2009) dans ces mêmes conditions.
Concernant l’eﬃcacité des algorithmes VTK et Kalman, on constate qu’ils sont tous
deux parfaitement insensibles au niveau de vibrations dans ces simulations à haut rapport
signal-sur-bruit (visible dans les tableaux 4.8 et 4.9), et qu’ils sont tous deux dominés
par les résidus de turbulence atmosphérique, avec 44 à 59 nm rms de résidus propres aux
vibrations avec le VTK, et 21 à 31 nm rms avec le contrôleur Kalman. Là encore, on
constate que le contrôleur Kalman est beaucoup plus eﬃcace que le PI associé au VTK
pour corriger la turbulence atmosphérique, et qu’à haut rapport signal-sur-bruit le PI pâtit
de sa stratégie privilégiant la stabilité à l’eﬃcacité. Concernant la correction propre aux
vibrations, le contrôleur Kalman est légèrement plus eﬃcace que le VTK, ne laissant dans
les résidus que 0,1 à 5 % de leur énergie initiale, pour 0,5 à 12 % avec l’algorithme VTK.
Le détail des énergies résiduelles de chacune des vibrations est reporté dans le tableau 4.10
Enﬁn, on peut s’attarder sur l’eﬃcacité des contrôleurs à compenser les vibrations 2 et
3, relativement faibles et de fréquences propres séparées de 1,5 Hz. On constate que la plus
faible des deux est systématiquement sous-compensée par les deux algorithmes, quel que
soit le niveau total de vibration. En eﬀet, leurs fréquences propres n’étant séparées que de
1,5 Hz, leur identiﬁcation à partir de l’estimation de la diﬀérence de marche résiduelle est
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rendue plus diﬃcile, et la plus énergétique des deux est alors plus facilement compensée.
Cet eﬀet est lié à la longueur de la séquence en boucle pseudo-ouverte utilisée pour iden-
tiﬁer les perturbations. Avec une longueur de 2,5 s (5 000 itérations à une fréquence de
2 kHz), cette séquence permet de détecter des composantes fréquentielles avec une résolu-
tion de 0,4 Hz. Les deux vibrations sont donc eﬀectivement résolues dans cette séquence
en boucle pseudo-ouverte, mais moins de quatre éléments de résolution permettent de les
échantillonner. Une séquence plus longue permettrait certainement de mieux les identiﬁer.
Énergie résiduelle (%)
Contrôleur PI + VTK Kalman
Niveau de vibr. (nm rms) 250 350 450 250 350 450
Vibr. 1 3,5 2,3 1,6 0,2 0,1 0,1
Vibr. 2 5,2 0,6 0,5 2,8 0,6 1,0
Vibr. 3 11,1 11,9 9,4 4,6 3,6 3,5
Vibr. 4 1,8 1,9 1,9 0,3 0,2 0,3
Vibr. 5 1,3 1,2 1,4 1,3 0,7 0,1
Tableau 4.10 – Énergie résiduelle des vibrations en utilisant les algorithmes VTK et Kalman,
pour les trois niveaux de vibrations simulés.
4.3.5 Robustesse au niveau de bruit
J’ai donc montré qu’à haut rapport signal-sur-bruit, les algorithmes VTK et Kalman
sont tous deux très eﬃcaces à corriger les vibrations, quelles que soient leurs énergies. Je
vais maintenant m’intéresser à leur robustesse au niveau de bruit, en simulant des étoiles
de diﬀérentes magnitudes, allant de 6 à 10. J’utilise pour cela le même spectre de vibrations
que précédemment, avec les cinq vibrations caractérisées dans la tableau 4.7, normalisées
à un niveau total de 350 nm rms.
Les écarts-types des résidus de diﬀérence de marche sont présentés dans le tableau 4.11
pour chaque magnitude simulée. Les résidus spéciﬁques à chaque vibration sont présentés
dans le tableau 4.12.
DDM résiduelle (nm rms)
Magnitude PI PI + VTK Kalman
6 364 203 62
7 364 204 72
8 366 205 85
9 365 203 139
10 - a -a 182
a. Sauts de franges non détectés
Tableau 4.11 – Écart-type des résidus de diﬀérence de marche, obtenus avec les trois contrôleurs
simulés, pour des étoiles de diﬀérentes magnitudes. Les simulations ont été réalisées avec 12 µm
rms de turbulence atmosphérique, sans perte de ﬂux, avec les cinq vibrations sinusoïdales décrites
dans le tableau 4.7, normalisées à un total de 350 nm rms.
On constate que les contrôleurs PI et PI associé au VTK sont insensibles au niveau
de bruit, jusqu’à la limite de sensibilité des contrôleurs à magnitude 10 pour laquelle
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Vibr. Vibr. simulée Vibr. estimée Vibr. résiduelle (nm rms)
Magnitude No (nm rms) (nm rms) PI PI + VTK Kalman
1 233 232 157 35 7
2 116 116 94 9 9
6 3 58 59 49 20 11
4 174 174 184 24 7
5 145 145 166 16 12
1 233 232 157 35 7
2 116 116 94 9 8
7 3 58 59 49 21 11
4 174 174 184 24 7
5 145 145 166 17 11
1 233 232 157 32 13
2 116 116 94 10 11
8 3 58 59 50 21 11
4 174 174 184 24 10
5 145 145 167 17 22
1 233 232 158 33 29
2 116 116 95 9 22
9 3 58 59 50 20 18
4 174 174 184 24 19
5 145 145 166 17 28
Tableau 4.12 – Écart-type des résidus de vibrations pour chaque magnitude simulée, estimés par
intégration du spectre dans une zone large de 1 Hz autour de la vibration, après soustraction d’une
estimation du résidu de turbulence atmosphérique.
le manque d’estimation du retard de groupe empêche de détecter les sauts de franges
provoqués par la réduction de leur performance. De plus, là encore les performances du
contrôleur PI sont comparables à celles mesurées avec le suiveur de franges de PRIMA,
dont la limite de sensibilité avec les UTs est estimée entre les magnitudes 8,6 et 11,7 selon
Sahlmann et al. (2009).
Le contrôleur Kalman quant à lui montre une légère dépendance au niveau de bruit
et perd progressivement en eﬃcacité lorsque la magnitude augmente, à la fois dans sa
correction des vibrations (voir la progression des résidus dans le tableau 4.12) et dans celle
de la turbulence : à magnitude 9, avec un total de 53 nm rms spéciﬁque aux vibrations, la
contribution propre à la turbulence dans les résidus s’élève à 128 nm rms, contre 58 nm
rms à magnitude 6. Le contrôleur Kalman reste cependant globalement plus eﬃcace que le
VTK combiné au contrôleur PI, notamment pour compenser la turbulence atmosphérique,
ce qui lui permet de ne pas subir de saut de franges non détecté à magnitude 10, à condition
que la courte séquence en boucle pseudo-ouverte servant de base au modèle ne contienne
pas de saut de franges. À magnitude 9, les algorithmes VTK et Kalman sont aussi eﬃcaces
l’un que l’autre pour compenser les vibrations, avec un total de 49 nm rms spéciﬁque aux
vibrations pour le premier, et 53 nm rms pour le second.
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4.3.6 Robustesse aux pertes de ﬂux
Je vais à présent m’intéresser plus spéciﬁquement à la robustesse des diﬀérents contrô-
leurs aux pertes de ﬂux. Pour cela, je simule cette fois des variations résiduelles du tip-tilt
des faisceaux à l’entrée des ﬁbres monomodes de 15 et 18 mas rms, provoquant ainsi
des variations du ﬂux incohérent dans les guides, qui se traduisent par des pertes de ﬂux
régulières à bas rapport signal-sur-bruit. Cependant, étant donné que ces simulations n’es-
timent pas le retard de groupe des franges, les perturbations doivent être réduites à un
niveau sous-réaliste aﬁn de ne pas subir de sauts de franges pendant les pertes de ﬂux,
qui ne seraient alors pas détectés. Pour cette étude, la turbulence atmosphérique est donc
réduite à 8 µm rms, correspondant à un seeing de 0,8′′, et une étoile de magnitude K = 7
est utilisée comme référence pour suivre les franges. Le même spectre des cinq vibrations
décrites dans le tableau 4.7 est simulé, normalisé à un total de 200 nm rms. Les conditions
d’observation ici simulées ne sont donc pas représentatives de perturbations réalistes, mais
permettent malgré tout d’apprécier et de comparer la robustesse aux pertes de ﬂux des
deux algorithmes VTK et Kalman.
Les écarts-types des résidus de diﬀérence de marche pour chacune des simulations
sont présentées dans le tableau 4.13, et les résidus spéciﬁques à chaque vibration dans le
tableau 4.14.
Tip-tilt DDM résiduelle (nm rms)
(mas rms) PI PI + VTK Kalman
0 213 123 53
15 218 140 71
18 228 184 69
Tableau 4.13 – Écarts-types des résidus de diﬀérence de marche, obtenus avec les trois contrôleurs
simulés, pour trois niveaux de tip-tilt résiduel des faisceaux. Les simulations ont été réalisées avec
8 µm rms de turbulence atmosphérique, pour une étoile de magnitude 7, avec les cinq vibrations
sinusoïdales décrites dans le tableau 4.7, normalisées à un total de 200 nm rms.
Tip-tilt Vibr. Vibr. simulée Vibr. estimée Vibr. résiduelle (nm rms)
(mas rms) No (nm rms) (nm rms) PI PI + VTK Kalman
1 133 133 90 34 10
2 66 67 54 23 10
15 3 33 34 29 12 11
4 100 99 105 20 7
5 83 83 95 15 10
1 133 133 91 62 13
2 66 68 55 45 11
18 3 33 35 29 13 7
4 100 99 105 40 8
5 83 83 95 35 9
Tableau 4.14 – Écart-type des résidus de vibrations pour deux niveaux de tip-tilt non nul, estimés
par intégration du spectre dans une zone large de 1 Hz autour de la vibration, après soustraction
d’une estimation du résidu de turbulence atmosphérique.
On constate que les performances de l’algorithme VTK diminuent considérablement
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avec le niveau de tip-tilt et qu’il corrige moins bien les vibrations en présence de pertes
de ﬂux, bien que ses corrections soient progressivement atténuées en cas de détection de
perte de ﬂux. Ainsi, avec 15 mas rms de variation de tip-tilt, la contribution des vibrations
aux résidus de diﬀérences de marche s’élève à 50 nm rms avec cet algorithme, et à 94 nm
rms avec 18 mas rms de tip-tilt, soit 12 % et 26 % de l’énergie des résidus de diﬀérence
de marche respectivement. Le contrôleur Kalman est quant à lui insensible aux variations
de ﬂux, et bénéﬁcie complètement de la capacité prédictive que lui oﬀre l’utilisation d’un
modèle de perturbation pour calculer ses commandes.
4.3.7 Résumé et discussion
En résumé, grâce à ces simulations utilisant une architecture de suivi de franges sim-
pliﬁée (deux télescopes, pas de dispersion, contrôle basé sur la phase résiduelle seulement
sans retard de groupe), j’ai pu réaliser une comparaison relativement complète des deux
algorithmes VTK et Kalman, tous deux optimaux pour compenser des vibrations instru-
mentales. Voici les grandes lignes de ces résultats :
– un contrôleur classique de type PI est complètement insuﬃsant pour corriger des
pics de vibration ;
– les algorithmes VTK et Kalman sont tous deux appropriés pour cette tâche ;
– ces deux algorithmes sont tous deux insensibles au niveau total de vibrations (à haut
rapport signal-sur-bruit) ;
– l’algorithme Kalman est plus eﬃcace pour corriger les vibrations que le VTK, en
particulier à haut rapport signal-sur-bruit ;
– l’eﬃcacité du contrôleur Kalman diminue lorsque le niveau de bruit augmente alors
que le VTK reste stable ;
– le contrôleur Kalman est très robuste aux variations et pertes de ﬂux, tandis que le
VTK y est très sensible et voit son eﬃcacité chuter avec l’augmentation du tip-tilt
des faisceaux.
À cela on peut ajouter deux commentaires annexes :
– le contrôleur Kalman est beaucoup plus eﬃcace que le contrôleur PI pour corriger la
turbulence atmosphérique. Cependant, cet avantage est dû à un réglage volontaire
du contrôleur PI privilégiant la stabilité à l’eﬃcacité, quelle que soit la luminosité de
l’étoile observée. L’optimisation des gains du PI en fonction de la magnitude de la
cible permettrait d’obtenir des performances similaires à ce que donne le contrôleur
Kalman de façon automatique ;
– l’algorithme VTK utilisant ses paramètres par défaut n’est pas optimisé pour corriger
des vibrations amorties, et nécessite un réglage particulier pour leur compensation.
Globalement, ces résultats sont en accord avec les conclusions tirées dans la partie
précédente sur le contrôleur Kalman, dans la mesure où ces simulations sans estimation du
retard de groupe n’ont pas permis d’atteindre ses limites, observées précédemment lorsque
les résidus de diﬀérence de marche mesurés pour calculer le modèle de perturbations sont
trop importants (supérieurs à ∼ λ/4). Ainsi, j’ai conﬁrmé dans ces deux premières parties
que le contrôleur Kalman est très eﬃcace pour corriger les vibrations, qu’il est insensible
à leur niveau global à haut rapport signal-sur-bruit, et qu’il est au moins aussi eﬃcace
qu’un contrôleur classique pour compenser la turbulence atmosphérique.
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4.4 Performances du Kalman sur des mesures sur ciel
Dans les deux parties précédentes, j’ai montré que les simulations numériques étaient
très encourageantes vis-à vis de l’eﬃcacité du contrôleur Kalman à corriger les vibrations
longitudinales au VLTI, en plus du piston atmosphérique. On a également eu l’occasion de
constater que selon ces simulations, le contrôleur Kalman permettrait de mieux corriger
la turbulence que le suiveur de franges FINITO, qui utilise un contrôleur avec des gains
volontairement réduits.
Dans une tentative de se détacher un tant soit peu de ces résultats entièrement basés
sur des simulations, j’ai obtenu des données de suivi de franges mesurées avec le suiveur
de franges de PRIMA au VLTI, lors des campagnes de mise en service de l’instrument.
À partir de ces ﬁchiers, il est possible de reconstruire des séquences de perturbation en
boucle pseudo-ouverte qui sont représentatives des véritables perturbations de diﬀérence
de marche au VLTI. Dans cette partie, j’analyse l’eﬃcacité du contrôleur Kalman à corriger
les perturbations de ces mesures sur ciel.
4.4.1 Description des simulations
Pour chaque ﬁchier de mesure, je reconstruis la séquence δPO de perturbation cor-
respondante en boucle pseudo-ouverte, à partir des phases φˆ estimées par le senseur de
franges de PRIMA, de la longueur d’onde en bande large λ0 moyennée sur les voies ABCD
du recombinateur, et des commandes U envoyées aux lignes à retard du VLTI. Je prends
soin de supprimer les parties correspondant à des recherches de franges dans les séquences
des phases φˆ et des commandes U . Une fois de plus, je suppose qu’il y a un retard de
deux trames entre le moment où une correction est appliquée et le moment où l’image qui
conduit à cette commande est intégrée (voir ﬁgure 4.1). La séquence des perturbations
reconstruite est ainsi représentative des vraies perturbations en diﬀérence de marche au
bruit de mesure près qui est inclus dans l’estimation de la phase :
δPOn = Un−1 +
λ0
2π
φˆn+1 (4.9)
Je simule le suivi de franges sur cette séquence de perturbation avec un contrôleur
Kalman en appliquant les étapes suivantes à chaque itération de la boucle :
1. estimation des résidus de diﬀérence de marche, par la diﬀérence entre la perturbation
δPO et la commande calculée par le contrôleur Kalman deux itérations plus tôt ;
2. calcul de la commande par le contrôleur Kalman à partir de ce résidu.
Il est à noter que cette analyse ne simule pas la création de l’image, ni l’estimation des
phases à partir de l’intensité mesurée sur les pixels, mais seulement la partie « contrôle »
du suiveur de franges, avec les mêmes interfaces entrée-sortie que le véritable contrôleur
du suiveur de franges (résidu de diﬀérence de marche et commande aux lignes à retard).
Le bruit de mesure est compris dans la perturbation δPO (reconstruite à partir de l’estima-
tion des phases bruitées) et suppose la dépendance du bruit avec la diﬀérence de marche
résiduelle négligeable.
Le modèle de perturbation utilisé par le contrôleur Kalman est calculé sur les Nm
premiers points de la séquence de perturbation reconstruite δPO, et la simulation du
contrôle en boucle fermée est réalisée sur tout le reste de la séquence avec le contrôleur
Kalman. J’ai réalisé ces simulations pour quatre valeurs diﬀérentes de Nm, allant de 2 000
à 5 000 points.
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4.4.2 Description des données PRIMA
Pour cette analyse, j’ai obtenu un échantillon de 31 ﬁchiers de mesures du suiveur de
franges de PRIMA, fourni par Roberto Abuter. Toutes les mesures ont été réalisées en
utilisant deux ATs (télescopes AT3 et AT4) disposés sur les stations G2 et J2 (base de
91 m). Bien que ces télescopes soient moins sujets aux vibrations que les UTs, l’observation
des spectres de perturbations reconstruites montre que presque tous les ﬁchiers présentent
une forte vibration à environ 100 Hz, et qu’une bonne partie d’entre eux présentent plu-
sieurs pics de vibrations s’étalant entre 50 et 300 Hz environ. Ces données vont donc me
permettre de vériﬁer la capacité du ﬁltre Kalman à corriger des vibrations instrumentales.
Les conditions d’observation de l’ensemble des ﬁchiers sont résumées dans le tableau
4.15. Elles sont représentatives d’une atmosphère plutôt stable par rapport aux conditions
médianes d’observation sur le site de Paranal (seeing médian de 0,8′′, temps de cohérence
de 3,4 ms), mais s’étendent cependant sur une gamme assez large de conditions atmosphé-
riques.
Les ﬁchiers représentent des séquences de 300 s, échantillonnées pour la plupart à 1 kHz
exceptés sept ﬁchiers qui ont été obtenus en utilisant une fréquence d’échantillonnage de
250 Hz (ﬁchiers indexés 8 à 14 dans la suite).
Paramètre Minimum Maximum Médiane
Seeing (′′) 0,49 1,19 0,73
Temps de cohérence (ms) 2,5 5,5 4,0
Masse d’air traversée 1,0 1,4 1,1
Vitesse du vent (m/s) 2,0 8,2 6,0
Orientation du vent (◦) 4 358 28
Magnitude de l’étoile 2,1 4,88 3,04
Tableau 4.15 – Conditions d’observation des mesures obtenues avec le suiveur de franges de
PRIMA, avec pour chaque paramètre les valeurs minimales, maximales et médianes sur les 31
ﬁchiers. Les médianes du seeing et du temps de cohérence sur ces ﬁchiers représentent des conditions
d’observation légèrement plus favorables que les conditions médianes au VLTI (qui correspondent
à un seeing de 0,8′′ et un temps de cohérence de 3,4 ms).
4.4.3 Résultats sur l’ensemble des données
La ﬁgure 4.13 présente pour chacun des ﬁchiers dans la colonne de gauche l’écart-
type des résidus mesuré avec le suiveur de franges de PRIMA (directement déduit de
l’estimation des phases) et ceux que j’ai simulés avec le contrôleur Kalman, et à droite
la diﬀérence entre l’écart-type mesuré avec PRIMA et ceux simulés avec le contrôleur
Kalman, pour chaque longueur Nm de séquence utilisée pour le modèle. Dans la partie
haute, les écarts-types sont calculés sur toute la longueur de chaque ﬁchier (soit environ
300 s), tandis que dans la partie basse ils représentent la médiane des écarts-types calculés
sur une fenêtre de 1 s glissant sur l’ensemble du ﬁchier (soit la médiane de ∼ 300 écarts-
types calculés sur 1 s), de la même façon que calculé par Sahlmann et al. (2009), et qui
permet de ne pas prendre en compte les périodes de recherche de franges ou de brusque
variations dans le calcul de l’écart-type. Le tableau 4.16 détaille quelques statistiques sur
les écarts-types mesurés par PRIMA et simulés avec le contrôleur Kalman pour les 31
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ﬁchiers, et le tableau 4.17 des statistiques sur la diﬀérence d’écart-type des résidus entre
les mesures PRIMA et les simulations du contrôleur Kalman.
Figure 4.13 – Gauche : écart-type des résidus de diﬀérence de marche mesurés avec le suiveur
de franges de PRIMA et simulés avec le contrôleur Kalman utilisant des séquences de diﬀérentes
longueurs pour calculer le modèle. Écart-type calculés sur 300 s en haut, et sur des fenêtres glis-
santes de 1 s en bas. Droite : diﬀérence entre les écarts-types mesurés par PRIMA et ceux simulés
avec le contrôleur Kalman, calculés sur 300 s en haut, et sur des fenêtres glissantes de 1 s en bas.
Écart-type des résidus (nm rms)
calculé sur 300 s calculé sur 1 s
Contrôleur Min Max Médiane Min Max Médiane
Prima 231 843 622 142 767 379
Kalman (Nm = 2000) 176 696 471 115 733 327
Kalman (Nm = 3000) 168 701 460 108 734 324
Kalman (Nm = 4000) 171 677 449 112 712 315
Kalman (Nm = 5000) 160 686 443 99 726 318
Tableau 4.16 – Minimum, maximum et médiane sur les 31 ﬁchiers des écarts-types des résidus
de diﬀérence de marche avec le contrôleur Kalman, pour chaque longueur de séquence servant
à calculer le modèle des perturbations. Statistiques pour les écarts-types calculés sur toute la
longueur des ﬁchiers à gauche, et sur des fenêtres glissantes de 1 s de large à droite. Les valeurs en
gras présentent les valeurs minimales en fonction de Nm.
Ces simulations montrent que le contrôleur Kalman est systématiquement plus eﬃcace
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Diﬀérence d’écart-type PRIMA - Kalman (nm rms)
calculé sur 300 s calculé sur 1 s
Nm Min Max Médiane Min Max Médiane
2000 -127 361 177 -41 134 30
3000 62 363 183 -38 139 34
4000 59 363 167 -38 145 40
5000 71 364 163 -34 147 43
Tableau 4.17 – Minimum, maximum et médiane sur les 31 ﬁchiers des diﬀérences d’écart-types
des résidus mesurés par PRIMA moins ceux simulés avec le contrôleur Kalman, pour chaque
longueur de séquence servant à calculer le modèle des perturbations. Statistiques pour les écarts-
types calculés sur toute la longueur des ﬁchiers à gauche, et sur des fenêtres glissantes de 1 s de
large à droite. Les valeurs en gras présentent les valeurs maximales en fonction de Nm.
que le contrôleur du suiveur de franges de PRIMA sur des échelles de temps de 300 s (à
part pour un ﬁchier, en n’utilisant que 2000 points pour calculer le modèle de perturba-
tions), améliorant la stabilité des franges d’une valeur médiane d’environ 170 nm rms sur
l’ensemble des ﬁchiers par rapport au suiveur de franges de PRIMA.
Ces contrôleurs sont tous deux plus eﬃcaces sur de courtes échelles de temps de 1 s,
qui font abstraction de soudaines hausses des perturbations, susceptibles de faire perdre
les franges (ou la frange centrale) au suiveur de franges (Mérand et al. 2012). Le contrôleur
Kalman stabilise les franges à des résidus environ 150 nm rms plus faibles, et le contrôleur
de PRIMA à des résidus 250 nm plus faibles (voir tableau 4.16). Là encore, le contrôleur
Kalman est globalement plus eﬃcace que le contrôleur PI du suiveur de franges de PRIMA
sur ces courtes échelles de temps (excepté pour 5 ﬁchiers), et améliore la stabilité des
franges de 30 à 40 nm rms par rapport au suiveur de franges de PRIMA (médiane sur les
31 ﬁchiers, voir tableau 4.17).
Enﬁn, comme on a pu le constater en partie 4.2.2 à haut rapport signal-sur-bruit, la
longueur de la séquence servant à identiﬁer le modèle a peu d’inﬂuence sur l’eﬃcacité du
contrôleur Kalman. L’augmenter permet principalement d’accroître le rapport signal-sur-
bruitde la séquence, si les pics sont suﬃsamment séparés.
La ﬁgure 4.14 présente les écarts-types obtenus en fonction des conditions d’obser-
vation. Il y a cependant trop peu de ﬁchiers et des conditions trop peu dispersées pour
établir objectivement une tendance dans les performances des contrôleurs en fonction de
ces paramètres. Cette représentation conﬁrme simplement que le contrôleur Kalman est
plus eﬃcace que le PI.
4.4.4 Analyse de la simulation sur un jeu de données
Dans cette partie, je m’intéresse à un jeu de données en particulier aﬁn d’analyser
plus précisément les spectres des résidus de diﬀérence de marche. J’ai choisi pour cela le
ﬁchier 22 dont la séquence de perturbation présente de nombreux pics de vibrations. Le
tableau 4.18 présente les conditions d’observation correspondantes, et le tableau 4.19 les
écarts-types des résidus correspondants. Je présente dans la ﬁgure 4.15 (haut) le spectre
des 5000 premiers points de la séquence de perturbation reconstruite, avec le modèle de
perturbation utilisé pour le contrôle du ﬁltre Kalman. La partie basse de la ﬁgure présente
le spectre des perturbations reconstruites, le spectre des résidus de diﬀérence de marche
mesurés par le suiveur de franges de PRIMA, et le spectre des résidus en simulant un
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Figure 4.14 – Écarts-types des résidus en fonction des conditions d’observation, mesurés avec le
suiveur de franges de PRIMA (rouge), simulés avec un contrôleur Kalman (Nm = 5000) (vert), et
diﬀérence entre ces deux valeurs (noir). Calcul sur ∼ 300 s.
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contrôleur Kalman.
Paramètre valeur
Seeing (′′) 0,59
Temps de cohérence (ms) 4,7
Masse d’air traversée 1,1
Vitesse du vent (m/s) 6,5
Orientation du vent (◦) 9
Magnitude de l’étoile 3,04
Tableau 4.18 – Conditions d’observation des mesures obtenues avec le suiveur de franges de
PRIMA pour le ﬁchier 22.
Écart-type des résidus (nm rms)
Contrôleur calculé sur 300 s calculé sur 1 s
Prima 706 425
Kalman (Nm = 2000) 662 452
Kalman (Nm = 3000) 619 426
Kalman (Nm = 4000) 627 436
Kalman (Nm = 5000) 577 400
Tableau 4.19 – Résidus de diﬀérence de marche du ﬁchier 22, selon le contrôleur utilisé.
Dans le spectre de la courte séquence utilisée pour identiﬁer le modèle, on constate
qu’il y a une forêt de vibrations très énergétiques comprises entre 50 et 500 Hz, la plus
importante étant à ∼ 100 Hz. Elles sont toutes bien identiﬁées et correctement modélisées
par la procédure d’ajustement spectral utilisée pour calculer le modèle de perturbations.
Une fausse détection de pic de vibration s’est cependant produite à la fréquence 4 Hz.
Dans le spectre des résidus, on constate tout d’abord que le contrôleur Kalman ap-
porte un gain important sur la correction de la turbulence atmosphérique par rapport au
contrôleur du suiveur de franges de PRIMA, comme je l’avais également montré dans la
partie 4.3 avec le contrôleur PI utilisé pour ces simulations. On constate également que
toutes les vibrations identiﬁées dans le modèle sont mieux compensées par le contrôleur
Kalman par rapport au contrôleur de PRIMA :
– les vibrations aux fréquences 100, 110, 400 et 450 Hz sont complètement supprimées
par le contrôleur Kalman ;
– celles aux fréquences 60, 70, 150 et 350 Hz sont fortement corrigées par le contrôleur
Kalman ;
– la turbulence atmosphérique à la fréquence 4 Hz est mieux compensée car une vi-
bration y a été faussement détectée dans la séquence préliminaire ;
– seule la vibration à 250 Hz n’est pas correctement compensée.
On constate également que des vibrations sont apparues dans le spectre des résidus aux
fréquences 30, 35, 40 et 50 Hz, qui n’étaient pas présentes dans le spectre de la séquence
préliminaire de 5000 points. Ils ne sont donc par conséquent pas du tout compensés par le
contrôleur Kalman. De plus, les deux faibles vibrations vers 200 Hz qui étaient présentes
dans la séquence préliminaire de 5000 points semblent avoir disparu dans le reste de la
séquence de perturbation (le spectre seul des perturbations est reproduit en ﬁgure 4.16
pour permettre la comparaison). Les perturbations à ces fréquences ne sont donc pas
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Figure 4.15 – Analyse du ﬁchier 22. Haut : spectre de la séquence de 5000 points utilisé pour
identiﬁer les perturbations (en noir), et modèle calculé (rouge). Bas : spectre des perturbations
reconstruites en boucle pseudo-ouverte (noir), des résidus de diﬀérence de marche mesurés par le
suiveur de franges de PRIMA (rouge), et simulé avec le contrôleur Kalman (vert). Les fréquences
des vibrations identiﬁées dans le modèle sont repérées dans chaque graphe par des traits verticaux
bleus.
correctement compensées à ces fréquences.
4.4.5 Résumé et conclusions
Grâce à ces données issues du suiveur de franges de PRIMA, j’ai ainsi pu comparer les
performances du contrôleur Kalman à celles du contrôleur de PRIMA dans des conditions
réalistes de perturbations. Bien que ces mesures n’étaient représentatives que de perturba-
tions liées aux ATs et obtenues à haut rapport signal-sur-bruit, elles permettent cependant
de conﬁrmer plusieurs points concernant le contrôleur Kalman :
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Figure 4.16 – Spectre des perturbations reconstruites du ﬁchier 21. Les fréquences des vibrations
identiﬁées dans le modèle sont indiquées par des traits verticaux bleus.
– cet algorithme est parfaitement adapté à la correction des perturbations en diﬀérence
de marche pour stabiliser les franges ;
– le contrôleur Kalman est systématiquement plus eﬃcace que le suiveur de franges
de PRIMA pour stabiliser les franges sur de longues périodes (gain de 170 nm rms
sur les résidus). Il est également légèrement plus eﬃcace sur des échelles de temps
de l’ordre de 1 s (gain de 35 nm rms sur les résidus) ;
– ce gain en performance du contrôleur Kalman est attribué à deux raisons. La pre-
mière est qu’il est plus eﬃcace que le suiveur de franges de PRIMA pour compenser
la turbulence atmosphérique, d’une part parce que son gain est optimisé selon le
bruit de mesure de l’observation, alors que les gains du contrôleur de PRIMA sont
ﬁxes, et d’autre part parce que sa capacité prédictive (commandes basées sur un
modèle) le rend plus robuste aux baisses de signal, qui déclenchent le « gel » des
commandes lorsqu’elles sont détectées par la machine d’état de PRIMA. C’est pro-
bablement pour cette même raison que le gain en stabilité du contrôleur Kalman sur
PRIMA est principalement visible sur de grandes échelles de temps plutôt que sur
1 s (les périodes de 1 s correspondant à un gel des commandes sont ﬁltrées par la
médiane) ;
– la seconde raison est que le contrôleur Kalman est très eﬃcace pour corriger les
vibrations instrumentales, lorsqu’elles sont identiﬁées dans son modèle.
Par ces simulations, j’ai également conﬁrmé que des vibrations instrumentales pou-
vaient apparaître ou disparaître en cours d’observation, et que le contrôleur Kalman n’est
pas robuste à ces changements : il ne corrige que les vibrations contenues dans son modèle
et pas celles qui apparaissent plus tard, et si une vibration de son modèle disparaît en cours
d’observation, la correction des perturbations à la fréquence correspondante n’est plus op-
timale. Cependant, la mise à jour du modèle de perturbation de façon régulière (toutes les
5–10 s) (voir chapitre 3) devrait permettre au contrôleur Kalman de toujours corriger les
perturbations présentes en cours d’observation, et probablement aﬃner leur identiﬁcation
sur la séquence de perturbations en boucle pseudo-ouverte reconstruite à partir de résidus
stabilisés par le contrôleur Kalman lui-même plutôt que par un contrôleur classique (qui
fournit à priori des résidus moins stables).
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4.5 Recombinateur de type ABC : adaptation du suiveur
de franges
Pour clore ce chapitre sur les simulations numériques du suiveur de franges, je vais pré-
senter dans cette partie les résultats d’une étude déclenchée par un éventuel changement
dans la conception de la métrologie de GRAVITY, susceptible d’avoir des répercussions
sur les performances du suiveur de franges (entre autres). Le résultat des simulations pré-
sentées dans cette partie a pour but de quantiﬁer l’impact de ce changement sur l’eﬃcacité
du suiveur de franges.
4.5.1 Contexte : mesures astrométriques de GRAVITY
Commençons par rappeler brièvement le principe des mesures astrométriques, qui re-
quiert l’installation de deux sous-systèmes spéciﬁques dans l’instrument GRAVITY, à
savoir la métrologie et les lignes à retard diﬀérentielles.
Principe de l’astrométrie
L’astrométrie est un domaine d’étude s’intéressant aux mesures précises de position
(relative ou absolue) des astres sur la sphère céleste, dans le but d’en analyser les variations
temporelles. Les applications de cette science sont multiples puisque rien n’est ﬁxe dans
l’univers : corps du système solaire, cinématique stellaire, dynamique des galaxies. . . Plus
spéciﬁquement, voici une liste non exhaustive des domaines de recherche où elle a un
apport majeur en physique stellaire :
– caractérisation du mouvement propre des étoiles ;
– mesure de parallaxe des astres pour déterminer leur distance à la Terre ;
– mesure de déplacements d’un astre dans un système multiple (dont la détection
d’exoplanètes).
Tout l’intérêt de cette technique réside dans la précision de mesure que l’on peut
atteindre : plus la précision est bonne plus on peut caractériser des mouvements de faibles
amplitudes ou sur de courtes échelles de temps. Avec une grande précision astrométrique,
on peut par exemple mesurer la parallaxe d’étoiles plus lointaines, détecter des compagnons
de plus faible masse dans les systèmes doubles, caractériser un déplacement d’une étoile
sur une large orbite en un temps plus court. . .
Il existe deux méthodes modernes qui permettent de faire des mesures astrométriques
de haute précision de nos jours. La principale est d’utiliser des satellites pour s’aﬀranchir
des limitations dues à l’atmosphère terrestre, comme le ﬁt le satellite HIPPARCOS – HIgh
Precision PARallax COllecting Satellite – de 1989 à 1993 avec une précision astrométrique
de 700 à 900 µas dans le visible (Perryman et al. 1997), où comme le fera son successeur
GAIA – Global Astrometric Interferometer for Astrophysics – à partir de 2013, avec une
précision de 7 à 300 µas dans le visible également, selon la luminosité de la cible (Prusti
2012). La seconde méthode pour faire des mesures astrométriques de précision est bien sûr
l’interférométrie (optique ou radio), dont l’erreur astrométrique diﬀérentielle entre deux
cibles angulairement proches est d’autant plus faible que la séparation entre les télescopes
est grande (Shao & Colavita 1992).
4.5. Recombinateur de type ABC : adaptation du suiveur de franges 135
Principe de la mesure astrométrique en interférométrie
Le principe des mesures astrométriques en interférométrie est résumé par la ﬁgure 4.17,
simpliﬁé à deux télescopes. Il consiste à observer simultanément deux étoiles proches avec
N télescopes, et à recombiner les faisceaux de ces deux cibles individuellement. L’une des
deux (l’étoile a) sert de référence astrométrique à la seconde (étoile b). La diﬀérence de
marche due à l’angle zénithal θa de l’étoile a est compensée par les lignes à retard du VLTI.
En supposant les deux étoiles très proches l’une de l’autre, on peut négliger les erreurs
d’anisoplanétisme et considérer que leurs ﬂux traversent les mêmes couches d’atmosphère,
et subissent donc les mêmes turbulences. Le suiveur de franges stabilise donc les franges
des deux étoiles simultanément. Si les chemins optiques parcourus par les faisceaux des
deux étoiles sont identiques, les paquets de franges de chaque base ne sont donc séparés
que d’une diﬀérence de marche δa − δb dépendant de la base B et de la position angulaire
des deux étoiles, donc de leur séparation dθ à l’ordre zéro (dθ = θa−θb ≪ 1◦ 3). La mesure
de cette diﬀérence de marche diﬀérentielle permet donc de mesurer précisément la position
angulaire de l’étoile b relativement à l’étoile a.
Cette mesure n’est cependant réalisable que si la condition sur l’égalité des chemins
optiques est respectée. À cette ﬁn, deux sous-systèmes sont ajoutés à l’architecture de
l’instrument : la métrologie sert à mesurer au mieux toute diﬀérence de marche entre
les voies traversées par les faisceaux de chaque étoile, et les lignes à retard diﬀérentielles
servent à les compenser. La partie la plus critique est donc de mesurer précisément ces
diﬀérences de marche non communes aux deux voies, à 5 nm près pour obtenir une précision
astrométrique de 10 µas pour une base de 100 m.
Cette précision astrométrique est justement l’une des spéciﬁcations de GRAVITY. Pour
l’atteindre, un faisceau laser à 1,9 µm sera injecté dans deux sorties de chacun des deux
recombinateurs de faisceaux utilisés pour l’étoile a et l’étoile b. Ce faisceau se propagera
ainsi à contre-sens dans tout le train optique, jusqu’au miroir secondaire des télescopes.
Les deux sorties des recombinateurs par lesquelles sera injecté le laser de métrologie sont
choisies de façon à illuminer les quatre télescopes, l’une dans la voie D de la base 1-4, l’autre
dans la voie D de la base 2-3. La diﬀérence de chemin optique parcouru par les faisceaux
des deux étoiles sera mesurée au niveau des quatre miroirs secondaires des télescopes, en
analysant les interférences formées par les deux faisceaux de métrologie issus des deux
recombinateurs. La position des lignes à retard diﬀérentielles sera ensuite asservie à cette
mesure.
4.5.2 Injection du laser de métrologie
La solution initiale retenue pour injecter le faisceau du laser de métrologie dans les
optiques intégrées de GRAVITY était d’utiliser une lame dichroïque, qui permettait de
réﬂéchir le ﬂux du laser à 1,9 µm vers le recombinateur tout en transmettant le ﬂux des
étoiles à 2,2 µm vers les détecteurs. L’inconvénient de cette technique est que le chemin
optique traversé dans l’air jusqu’à l’injection dans l’optique intégrée n’est pas commun aux
deux voies a et b et est susceptible de changer en fonction des variations de température.
Pour limiter l’imprécision liée à ce mode d’injection, une solution secondaire a été
envisagée, qui consiste à injecter directement le ﬂux du laser de métrologie dans l’optique
intégrée par contact optique avec deux ﬁbres de longueurs égalisées entre les voies a et b.
Les chemins optiques non communs sont alors minimisés, mais au prix de la perte totale
3. En pratique, les deux cibles sont dans le champ de vue de 2′′du VLTI : dθ < 2′′
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Figure 4.17 – Principe des mesures astrométriques en interférométrie avec une base de longueur B
formée par deux télescopes T1 et T2. Deux étoiles proches a et b, de séparation angulaire θa−θb ≪ 1,
sont observées simultanément, et leur faisceaux sont recombinés individuellement. La diﬀérence de
marche de l’étoile de référence est compensée par la ligne à retard principale. Compte-tenu de la
faible séparation angulaire entre les deux étoiles, on considère que leur ﬂux lumineux traverse les
mêmes couches d’atmosphère pour arriver jusqu’à chaque télescope, et que le suiveur de franges
corrige des perturbations identiques aux deux cibles. Idéalement, les faisceaux des deux cibles
parcourent donc des chemins optiques identiques, à la diﬀérence de marche diﬀérentielle δa − δb
près, qui est compensée par la ligne à retard diﬀérentielle. La mesure de diﬀérence de marche
diﬀérentielle résiduelle permet de mesurer avec une grande précision la séparation angulaire θa−θb
entre les deux cibles, à condition de connaître la base B avec précision.
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de deux sorties des recombinateurs de faisceaux, dont le ﬂux sortant est obstrué par les
ﬁbres optiques. Un schéma de principe de ces deux solutions est présenté en ﬁgure 4.18.
Figure 4.18 – Deux solutions possibles pour injecter le laser de métrologie dans les recombinateurs
de faisceaux. La première injecte les deux faisceaux en utilisant une lame dichroïque, qui permet
de ne pas couper le ﬂux à 2,2 µm sortant des deux voies de l’optique intégrée. La seconde injecte
directement les deux faisceaux du laser de métrologie dans l’optique intégrée par contact optique
avec les ﬁbres optiques, ce qui réduit au minimum les trajets optiques non communs aux deux
voies, mais empêche d’imager le ﬂux des sorties correspondantes sur les détecteurs.
Cette seconde solution n’est pas encore validée pour être mise en œuvre dans la concep-
tion de GRAVITY, et est actuellement à l’étude. Ce choix a en eﬀet des répercutions ma-
jeures sur l’ensemble de l’instrument, puisque cette solution permet en eﬀet d’en améliorer
la précision astrométrique, au prix d’une perte de sensibilité et potentiellement d’une perte
de précision sur l’estimation des visibilités de la cible de la voie scientiﬁque, et d’une perte
de performance du suiveur de franges. Il convient donc d’analyser l’impact d’une telle
décision sur la stabilisation des diﬀérences de marche.
De plus, pour limiter la perte en ﬂux et en précision sur les phases et visibilités, une
technique possible serait de suivre les franges à une consigne non nulle de telle sorte que
les voies obstruées soient asservies à une diﬀérence de marche correspondant à une frange
noire. Enﬁn, suivre les franges successivement à diﬀérentes consignes pourrait éventuelle-
ment permettre de supprimer des biais liés à la perte de symétrie dans l’échantillonnage
des franges sur trois signaux en quadrature de phase au lieu de quatre.
Dans cette partie, je vais donc analyser l’impact sur les performances du suiveur de
franges du choix de cette solution d’injection du laser de métrologie.
4.5.3 Adaptation aux consignes non nulles
Suivre des franges à une consigne de diﬀérence de marche non nulle n’est cependant
pas aussi trivial que pour d’autres asservissements classiques, pour lesquels il « suﬃt »
d’appliquer l’algorithme de contrôle sur l’écart entre la consigne et la mesure des résidus.
Deux diﬃcultés sont en eﬀet à prendre en compte : les relations de clôture de phase d’une
part, et l’incertitude sur l’ordre de la frange dont la phase est estimée d’autre part.
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Contrainte des relations de clôture de phase
Pour comprendre la diﬃculté imposée par ces relations de clôture de phase, commen-
çons par considérer une architecture à seulement trois télescopes (i, j, k). Supposons que
l’étoile observée par le suiveur de franges soit non-résolue. Les phases propres de l’objet
étant alors nulles, les phases diﬀérentielles mesurées ne sont dues qu’aux perturbations
vues par chaque télescope et sont liée par la clôture de phase Cijk nulle de ce triplet
Cijk = 0 ⇒ φij + φjk + φki = 0, (4.10)
où la phase diﬀérentielle φij entre deux télescopes i et j est déﬁnie par la diﬀérence des
déphasages ϕi et ϕj vus par chaque télescope :
φij = ϕj − ϕi. (4.11)
Si le suiveur de franges asservit les trois diﬀérences de marche (donc les trois phases
diﬀérentielles) à une consigne nulle, la relation 4.10 est vériﬁée, et il n’y a pas de problème
d’asservissement. Cependant, si une consigne Φ1 non nulle est imposée sur l’une des bases,
l’asservissement des deux autres bases ne pourra se faire sans biais que si la relation 4.10 est
vériﬁée. Ainsi, les trois consignes sont liées entre elles par deux paramètres indépendants,
les consigne Φ1 et Φ2 imposées sur deux bases, ﬁxant la consigne sur la troisième base :

φij = Φ1
φjk = Φ2
φki = −Φ1 − Φ2
(4.12)
Ce simple cas à trois télescopes nous fait donc entrevoir qu’il ne sera pas si simple d’asser-
vir les deux bases impactées par la métrologie à une consigne non nulle tout en maintenant
l’asservissement sur la frange blanche pour les quatre autres bases.
Analysons maintenant cette contrainte appliquée à l’architecture à quatre télescopes
de GRAVITY, notés (i, j, k, l). En supposant une fois de plus que la cible est une étoile
non résolue, les phases diﬀérentielles sont liées entre elles par trois relations de clôtures
nulles indépendantes :
Cijk = 0 ⇒ φij + φjk + φki = 0 (4.13)
Cijl = 0 ⇒ φij + φjl + φli = 0
Cikl = 0 ⇒ φik + φkl + φli = 0.
La quatrième relation de clôture est liée aux trois précédentes par la relation
Cijk + Cikl = Cijl + Cjkl (4.14)
L’asservissement ne peut être réalisé que si les consignes sur les six bases respectent ces
relations de clôture. Or ce système est entièrement déterminé par trois paramètres indé-
pendants Φ1, Φ2 et Φ3 tels que : 

φij = Φ1
φik = Φ1 +Φ3
φil = Φ1 +Φ2 +Φ3
φjk = Φ3
φjl = Φ2 +Φ3
φkl = Φ2
(4.15)
Ces relations nous permettent d’ores et déjà de répondre à deux questions cruciales :
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– peut-on suivre les franges sur deux bases opposées (i-j et k-l) avec des consignes
non nulles, et asservir les quatre autres bases à une consigne nulle ?
Autrement dit : soient Φ1 6= 0 et Φ2 6= 0 ; existe-t-il Φ3 ∈ R tel que φik = φil =
φjk = φjl = 0 ? La réponse est non : par exemple, il n’est pas possible de ﬁxer les
consignes Φik et φil à zéro si Φ2 est non nulle ;
– peut-on suivre la même consigne sur toutes les bases ?
Autrement dit existe-t-il des combinaisons (Φ1,Φ2,Φ3) telles que φij = φik = φil =
φjk = φjl = φkl ? La réponse est oui, l’unique solution est alors Φ1 = Φ2 = Φ3 = 0,
pour laquelle toutes les consignes sont nulles.
Deux autres combinaisons de paramètres sont intéressantes dans notre cas imposé par la
modiﬁcation de l’injection du laser de la métrologie : les deux voies obturées par les ﬁbres
optiques correspondent toutes deux aux voies D des quatre sorties en quadrature de phase.
Il faudra donc imposer des consignes Φ1 etΦ2 identiques sur les deux bases correspondantes.
Je présente dans la ﬁgure 4.19 les combinaisons de consigne possibles en fonction du choix
des paramètres (Φ1,Φ2,Φ3) dans ce cas, et dans le cas où ces deux consignes sont opposées.
Sur les bases autres que celles modiﬁées par la métrologie, on souhaite a priori asservir
les franges à des consignes aussi proches de zéro que possible pour rester à proximité de
la frange blanche. Dans le cas où Φ1 = Φ2, la meilleure combinaison est donc donnée pour
Φ3 = −Φ1.
Figure 4.19 – Combinaisons de consignes possibles sur les six bases, dans le cas où Φ1 = Φ2 = Φ
à gauche, et dans le cas où Φ1 = −Φ2 = Φ à droite. Une coupe verticale pour une valeur de Φ3
choisie indique les six consignes correspondantes, en unité de Φ.
Précaution à prendre concernant l’ordre des franges
La seconde diﬃculté à suivre les franges à des consignes non nulles est due au fait
que la phase est estimée modulo 2π. Si la consigne est ﬁxée à une valeur proche de ±π,
l’asservissement est rendu très instable par l’indétermination de l’ordre de la frange suivie,
et oscillera entre deux franges. La ﬁgure 4.20 présente un schéma explicatif de ce genre de
situation instable.
Il convient donc de constamment vériﬁer l’ordre de la frange observée avec l’estimation
du retard de groupe aﬁn d’être sûr de rester sur la frange centrale d’une part, et d’autre
part de déplier l’erreur à la consigne si celle-ci est supérieure à π.
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Figure 4.20 – Schéma explicatif du risque d’instabilité provoqué par des consignes proches de ±π.
Deux ﬁgures de franges sont représentées avec des déphasages diﬀérents, en pointillés à l’instant
t1 et en trait plein à l’instant t2. Les commandes appliquées aux actionneurs sont basées sur les
écarts ǫ1 et ǫ2 à la consigne. Si le déphasage entre les deux instants est bien inférieur à π, la
seconde commande sera erronée, car estimée à partir d’une frange diﬀérente de celle de la première
commande. Dans ce cas, la commande appropriée eût été ǫ′
2
, soit ǫ2 − 2π.
4.5.4 Simulations de suivi de franges modiﬁé par la métrologie
Compte-tenu des modiﬁcations de l’algorithme pour tenir compte du suivi de franges
à des consignes non-nulles, je vais maintenant présenter les simulations réalisées pour
analyser l’impact de la perte de deux sorties du recombinateur sur la stabilisation des
franges à diﬀérentes consignes.
Description des simulations
Pour cela, j’ai réalisé des simulations avec le schéma de recombinaison habituel (voir
partie 4.2.1), ainsi qu’avec un recombinateur modiﬁé (que l’on appellera « recombinateur
ABC » pour simpliﬁer dans la suite) aﬁn de pouvoir comparer facilement les deux cas.
Pour simuler le recombinateur ABC, j’ai supprimé deux lignes de la matrice V2PM aﬁn
de créer des images de 22 pixels par canal spectral. Les lignes supprimées correspondent
aux voies D des bases 1–4 et 2–3. La matrice pseudo-inverse de cette V2PM modiﬁée est
utilisée pour estimer les cohérences complexes de chaque base à partir de l’image bruitée.
Les phases et retards de groupe de chaque base sont ensuite estimés avec les algorithmes
habituels à partir des cohérences complexes.
J’ai utilisé de simples intégrateurs pour asservir les franges dans ces simulations. En
eﬀet, cette modiﬁcation du recombinateur n’aﬀecte que l’estimation des diﬀérences de
marche, et non le calcul des commandes. Cependant, j’ai utilisé deux versions de l’in-
tégrateur : dans l’une les pistons sont calculés par inversion directe de l’estimation des
diﬀérences de marche, tandis que dans l’autre cette inversion est pondérée par le bruit sur
les diﬀérences de marche, de façon à améliorer leur estimation par les relations de clôture
entre les bases (voir partie 3.3.1).
Les consignes imposées aux six bases sont choisies telles que Φ1 = Φ2 = Φ et Φ3 = −Φ,
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comme décrit précédemment : 

φ12 = 0
φ13 = Φ
φ14 = Φ
φ23 = Φ
φ24 = Φ
φ34 = 0
(4.16)
J’ai simulé quatre consignes Λc de diﬀérence de marche diﬀérentes pour ces simulations :
0, λ/4, λ/2, et −λ/4.
Chaque simulation est répétée dix fois avec à chaque fois des séquences de perturba-
tion diﬀérentes, simulées de la même façon qu’en partie 4.2. Les résultats dans la suite
présentent systématiquement des moyennes sur ces dix simulations.
Résultat des simulations à haut rapport signal-sur-bruit
Aﬁn de valider l’adaptation des algorithmes à des consignes non nulles telle que décrite
précédemment, j’ai tout d’abord réalisé de simples simulations à haut rapport signal-sur-
bruit, avec une étoile de magnitude K = 6, à 1 kHz, avec 10 µm de turbulence atmo-
sphérique, et sans vibration ni variation de ﬂux. Dans la ﬁgure 4.21, je présente l’erreur
moyenne à la consigne en fonction de la consigne nominale Λc, pour chaque base, avec les
deux contrôleurs (pondéré et non pondéré), et avec les deux versions de recombinateur dif-
férentes (modiﬁé ou non par la métrologie). La ﬁgure 4.22 présente l’écart-type des résidus
de diﬀérence de marche pour chaque base en fonction de la consigne nominale, également
pour chacune de ces situations.
On constate que les diﬀérences de marche sont correctement asservies à la consigne
imposée, à une précision inférieure au nanomètre, quelle que soit la valeur de la consigne. La
modiﬁcation de l’algorithme de façon à suivre les consignes non nulles est donc appropriée,
même pour des consignes proches de λ/2. On constate également qu’à haut rapport signal-
sur-bruit, la perte de deux sorties du recombinateur n’impacte pas la précision du suivi
de franges. De même, à haut rapport signal-sur-bruit, le fait de suivre les franges à des
consignes non nulles n’a aucun impact sur la stabilité de cet asservissement : les résidus
de diﬀérence de marche restent stable à 68 nm rms près quelle que soit la consigne, le
recombinateur, ou le contrôleur utilisé.
Résultat des simulations à bas rapport signal-sur-bruit
L’impact des consignes non nulles et/ou de la modiﬁcation du recombinateur sur l’ef-
ﬁcacité du suiveur de franges se révèle à faible rapport signal-sur-bruit. Pour le mettre en
relief, j’ai réalisé ces mêmes simulations pour suivre les franges d’une étoile de magnitude
K = 10, à une fréquence de 300 Hz, avec des pertes de ﬂux provoquées par un tip-tilt
résiduel de 15 mas, avec une turbulence atmosphérique de 10 µm, et 150 nm de vibra-
tions. La ﬁgure 4.23 présente les erreurs moyennes aux consignes ﬁxées pour chaque base,
en fonction de la consigne nominale Λc pour chaque situation simulée, et la ﬁgure 4.24 les
écarts-types correspondants.
Commençons par analyser les erreurs aux consignes (ﬁgure 4.23). On constate tout
d’abord qu’à faible rapport signal-sur-bruit, elles ne sont plus systématiquement nulles,
mais sont clairement proportionnelles à la consigne imposée : plus la consigne est grande,
plus l’erreur d’asservissement à cette position est grande ; les bases 1–2 et 3–4, dont les
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Figure 4.21 – Erreur à la consigne en fonction de la consigne Λc, pour chaque base. À chaque
valeur de Λc en abscisse , six points sont représentés (un par base). Les deux bases susceptibles
d’être modiﬁées par la métrologie sont en couleur (elles ne sont modiﬁées que dans les schémas du
bas) ; les deux bases pour lesquelles la consigne est systématiquement nulle sont représentées par
des signes +, les deux autres par des signes ×. Simulations à haut rapport signal-sur-bruit, sans
vibrations ni pertes de ﬂux.
Figure 4.22 – Écart-type des résidus de diﬀérence de marche de chaque base, en fonction de la
consigne Λc, à haut rapport signal-sur-bruit.
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Figure 4.23 – Erreur à la consigne en fonction de la consigne Λc, pour chaque base. Les deux
bases susceptibles d’être modiﬁées par la métrologie sont en couleur ; les deux bases pour lesquelles
la consigne est systématiquement nulle sont représentées par des signes +, les deux autres par des
signes ×. Simulations avec une étoile de magnitude K = 10, avec 150 nm rms de vibrations, 10 µm
de turbulence atmosphérique, et 15 mas de tip-tilt résiduel.
Figure 4.24 – Écart-type des résidus de diﬀérence de marche de chaque base, en fonction de la
consigne Λc, pour une étoile de magnitude K = 10, avec 150 nm rms de vibrations, 10 µm de
turbulence atmosphérique, et 15 mas de tip-tilt résiduel.
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franges sont stabilisées à la diﬀérence de marche nulle, n’ont quant à elles aucune erreur
dans leur asservissement.
De plus, cette erreur est légèrement plus importante sur l’ensemble des bases à consigne
non nulle avec un recombinateur ABC qu’avec un recombinateur normal : pour une
consigne de λ/2, l’erreur est de ∼ 750 nm avec un recombinateur ABC au lieu de ∼ 650 nm
avec un recombinateur ABCD, lorsque l’inversion des diﬀérences de marche en piston n’est
pas pondérée. Ce même phénomène se produit également dans la version pondérée des si-
mulations. On constate également que toutes les bases à consigne non nulle sont aﬀectées
de la même façon avec la même erreur, qu’il s’agisse d’une base modiﬁée par la métrologie
ou non. C’est simplement dû aux relations de clôture, qui contraignent l’ensemble des rési-
dus selon les relations 4.13. Ainsi, avec un recombinateur ABC, toutes les bases pâtissent
de la perte de précision sur l’estimation de deux diﬀérences de marche.
Par contre, le fait de pondérer l’inversion des diﬀérences de marche pour utiliser au
mieux les relations de clôture lors de l’estimation des pistons est beaucoup plus eﬃcace
pour suivre les franges à la consigne assignée : pour une consigne de λ/2, l’erreur sur la
consigne n’est plus que de 15 nm avec le recombinateur ABCD au lieu de 650 nm, et de
∼ 35 nm au lieu de 750 nm avec le recombinateur ABC.
Analysons maintenant la stabilité des franges (ﬁgure 4.24). On constate tout d’abord
que dans la version modiﬁée du recombinateur, les diﬀérences de marche estimées sur les
deux bases modiﬁées du recombinateur ABC sont clairement moins bien stabilisées que
sur les quatre autres bases : il y a plus de 100 nm rms de diﬀérence dans la version non
pondérée des simulations, et près de 50 nm rms de diﬀérence dans la version pondérée.
Cette perte d’eﬃcacité est eﬀectivement attendue compte-tenu du fait que les diﬀérences
de marche de ces deux bases sont estimées avec une moins bonne précision, à partir de
trois intensités en quadrature de phase au lieu de quatre.
Par contre, on se serait attendu à ce que la stabilité des franges varie de façon plus
importante en fonction de la consigne, et qu’en particulier l’écart-type des résidus sur ces
deux bases modiﬁées pour une consigne de λ/4 soit du même ordre que celui sur les bases
non-modiﬁées : en eﬀet une consigne de λ/4 correspond à asservir la frange sombre sur la
voie D du recombinateur, et ainsi à limiter la perte de ﬂux sur ces deux bases. On constate
cependant que les écarts-types des résidus sont en eﬀet minimisés pour cette consigne avec
le contrôleur pondéré, mais qu’ils restent cependant supérieurs aux autres bases. Cette
perte de stabilité malgré la consigne appropriée est due au fait que les diﬀérences de
marche sont estimées à partir de seulement 3 mesures d’intensité au lieu de quatre. Le fait
de mesurer une intensité nulle sur un quatrième pixel est malgré tout une information en
soit qui aurait amélioré la précision sur l’estimation de la diﬀérence de marche. Cet eﬀet se
retrouve également dans l’analyse de la matrice V2PM modiﬁée par la perte de deux lignes.
Elle a en eﬀet toujours 16 valeurs singulières non nulles, car l’estimation des quatre ﬂux
et des six cohérences complexes de l’objet est toujours possible, malgré la perte de deux
voies sur des bases opposées. Cependant, quatre valeurs singulières sont signiﬁcativement
plus faibles que pour la matrice V2PM non modiﬁée et montrent que deux cohérences
complexes seront estimés avec une incertitude plus grande. Ainsi, même en stabilisant les
franges à une consigne de λ/4 sur ces deux bases modiﬁées, la diﬀérence de marche reste
malgré tout moins bien estimée.
Enﬁn, on constate comme attendu que les franges sont mieux stabilisées avec un contrô-
leur pondéré tirant au mieux proﬁt des relations de clôture qu’un contrôleur non pondéré,
avec des écarts-types des résidus réduits de plus 1 µm. Les franges sont également glo-
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Figure 4.25 – Erreur à la consigne (haut) et écart-type des résidus de diﬀérence de marche (bas)
de chaque base, en fonction de la consigne Λc, pour une étoile de magnitudeK = 10, 1, avec 150 nm
rms de vibrations, 10 µm de turbulence atmosphérique, et 15 mas de tip-tilt résiduel.
balement mieux stabilisées avec le recombinateur ABCD qu’avec sa version modiﬁée par
la métrologie (∼ 1630 nm rms avec la version ABCD contre ∼ 1700 nm rms avec la ver-
sion ABC pour un contrôleur non pondéré, et 440 nm rms contre 500 nm rms avec un
contrôleur pondéré). Cependant, cette perte de stabilité avec le recombinateur modiﬁé est
simplement due à la perte de ﬂux liée à l’obstruction de deux sorties sur 24 de l’optique
intégrée, ce qui correspond à une perte de sensibilité de 0,1 magnitude. En eﬀet, la ﬁ-
gure 4.25 présente les erreurs moyennes aux consignes et écarts-types des résidus dans le
cas d’une étoile de magnitude K = 10, 1, avec seulement un recombinateur non modiﬁé
par la métrologie. On voit que les écarts-types valent également 1700 nm rms dans le cas
d’un contrôleur non pondéré, et 500 nm rms avec un contrôleur pondéré, soit exactement
la même eﬃcacité de suivi qu’avec le recombinateur ABC pour une étoile de magnitude
10.
4.5.5 Résumé des simulations et discussion
Par cette analyse, j’ai donc mis en relief de nombreux points. En premier lieu, sur le
fait de suivre les franges à des consignes non nulles :
– dès lors que plus de trois télescopes sont utilisés et que des relations de clôture de
phase interviennent entre les bases, le choix de la valeur des consignes est contraint
par ces relations. Notamment, il n’est pas possible d’imposer une consigne identique
sur toutes les bases, sauf si la consigne est nulle ;
– à faible rapport signal-sur-bruit, l’erreur d’asservissement à la consigne est directe-
ment proportionnelle à la consigne : plus la consigne imposée est loin de la diﬀérence
de marche nulle, plus l’erreur moyenne est grande ;
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– de plus, l’erreur à la consigne dépend également du niveau de bruit global : plus il
est élevé, plus l’erreur est importante ;
– si le bruit est plus important sur une base, toutes les autres pâtissent de son impréci-
sion à cause des relations de clôture et l’erreur d’asservissement est plus importante
sur toutes les bases où la consigne est non nulle ;
– l’utilisation de consignes non nulles a peu d’impact sur la stabilité de l’asservisse-
ment. Avec un algorithme optimisé (inversion pondérée des diﬀérences de marche),
l’écart-type des résidus ne dépend pas de la valeur de la consigne.
Ces simulations m’ont en particulier permis d’analyser l’impact de la perte de deux
sorties du recombinateur sur le suivi de franges :
– les diﬀérences de marche sont estimées avec une précision moins bonne sur les deux
bases concernées, ce qui accroît l’erreur à la consigne sur toutes les bases dont la
consigne est non nulle (cf paragraphe ci-dessus) ;
– les franges sur ces deux bases sont moins bien stabilisées que sur les autres bases,
quelle que soit la consigne ;
– asservir les franges à une consigne telle que la voie obstruée soit sur une frange
sombre minimise l’instabilité de l’asservissement, mais n’est pas équivalent à utiliser
quatre intensités en quadrature de phase pour estimer la diﬀérence de marche ;
– l’écart-type des résidus de diﬀérence de marche avec un recombinateur modiﬁé est
similaire à celui qu’obtiendrait un recombinateur non modiﬁé en observant une étoile
moins lumineuse de 0,1 magnitude, ce qui correspond bien à la perte d’un douzième
du ﬂux total.
Pour conclure sur l’impact du choix de ce recombinateur sur le suiveur de franges
de GRAVITY, la conséquence la plus importante est la perte de stabilité des franges
due à la baisse de sensibilité de l’instrument. Étant donné que le suiveur de franges est
à la limite de ses spéciﬁcations pour une étoile de magnitude 10, en particulier avec le
niveau de vibrations actuel au VLTI (voir partie 4.2), choisir cette version modiﬁée du
recombinateur serait risquer de ne pas être capable de stabiliser suﬃsamment les franges
sur l’étoile IRS 16C pour observer correctement le centre galactique avec GRAVITY. Il
est à noter qu’obtenir des erreurs non nulles aux consignes ﬁxées n’a pas de conséquence
critique sur le suiveur de franges ou sur l’acquisition des franges sur la voie scientiﬁque, à
part une petite baisse des visibilités sur ces bases. Asservir les franges à une diﬀérence de
marche non nulle n’a pas d’importance en soit, ce qui compte c’est qu’elle reste stable à
la position choisie.
4.6 Conclusions sur les simulations de suivi de franges
Nous sommes arrivés au bout de ce chapitre consacré aux simulations numériques de
suivi de franges. Il est utile à ce point d’en discuter les limites et d’en résumer l’ensemble
des résultats.
4.6.1 Limites de ces simulations
La première limitation que l’on peut souligner est que dans toutes les simulations
décrites ci-dessus, j’ai supposé la réponse des actionneurs instantanée, pour simpliﬁer la
mise en œuvre des simulation. La bande passante à 3 dB de ceux qui seront utilisés
pour GRAVITY a été mesurée à 220 Hz. Cette bande passante limitée ne devrait pas
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aﬀecter les résultats à faible rapport signal-sur-bruit de ces simulations, pour lesquelles
une fréquence inférieure à 300 Hz a été utilisée. En particulier, les conclusions concernant
les spéciﬁcations du suiveur de franges de GRAVITY restent inchangées. Par contre, pour
des étoiles plus lumineuses que K = 8, 5 où une fréquence de boucle supérieure à 500 Hz
est censée être optimale, le temps de réponse des actionneurs limitera éventuellement ces
performances aux hautes fréquences. Pour un contrôle des diﬀérences de marche optimal,
la fonction de transfert des quatre actionneurs devra être étalonnée et les commandes
adaptées à ces réponses. Dans le cas du contrôleur intégral, cela consiste principalement à
diminuer les gains en fonction du temps de réponse des actionneurs, de façon à éviter les
instabilités (ou divergences du système). Dans le cas du contrôleur Kalman, l’opération
est un peu plus complexe : il faut en eﬀet d’une part tenir compte de ces réponses au
moment de la construction des séquences de perturbation en boucle pseudo-ouverte, de
façon a connaître avec précision la position moyenne des actionneurs à chaque itération
de la boucle, et d’autre part adapter les commandes du contrôleur Kalman aux fonctions
de transfert des actionneurs, tel que décrit par Correia et al. (2008).
De plus, j’ai simulé dans ce chapitre des perturbations temporellement invariantes, no-
tamment pour les vibrations, à part pour quelques simulations simples dans la partie 4.3
dans lesquelles la fréquence et l’amplitude de quelques vibrations variaient avec le temps.
On sait cependant que la turbulence atmosphérique ainsi que les vibrations instrumen-
tales au VLTI sont susceptibles de varier sur des échelles de temps de quelques dizaines
de seconde, comme je l’ai conﬁrmé dans la partie 4.4. Pour corriger eﬃcacement ces vi-
brations, le modèle de perturbations utilisé par le contrôleur Kalman devra être mis à
jour régulièrement toutes les 10 s comme expliqué dans le chapitre 3, de façon a corriger
constamment les vibrations présentes et ne pas dégrader sa performance en corrigeant des
vibrations fantômes.
4.6.2 Résumé des simulations
Malgré ces deux simpliﬁcations délibérées pour simpliﬁer la mise en œuvre du pro-
gramme de simulations, les conditions de suivi de franges simulées sont cependant suﬃsam-
ment réalistes caractériser ses algorithmes. Elles me permettent notamment de conclure
sur la possibilité d’atteindre les performances attendues dans le cadre du programme
scientiﬁque de GRAVITY. Je vais maintenant résumer les résultats déterminants que j’ai
obtenus par l’ensemble de ces simulations.
J’ai étudié en partie 4.2 l’eﬃcacité du suiveur de franges de GRAVITY en fonction de la
luminosité de l’étoile observée et déterminé systématiquement la fréquence de boucle don-
nant des performances optimales. J’ai également étudié sa robustesse à diﬀérentes qualités
de conditions d’observation, en simulant diﬀérents niveaux de piston atmosphérique, de
vibrations instrumentales, et de stabilité d’injection du ﬂux dans les ﬁbres. Pour cela, j’ai
caractérisé les performances de deux contrôleurs : un intégrateur classique et un contrôleur
utilisant un ﬁltre de Kalman dont le calcul des commandes est basé sur un modèle des
perturbations déterminé au préalable. J’ai montré par ces simulations que le contrôleur
Kalman est globalement plus eﬃcace que l’intégrateur. Il est insensible au niveau de per-
turbation à haut rapport signal-sur-bruit, alors que la performance de l’intégrateur est
limitée par le niveau de vibrations longitudinales. J’ai cependant montré qu’à bas rapport
signal-sur-bruit, ses performances sont limitées par la qualité de son modèle de perturba-
tion, qui est déterminé à partir d’une séquence acquise à l’aide d’un intégrateur. Ainsi, si
les franges ne sont pas stabilisées à un écart-type inférieur à λ/4 pendant cette séquence
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préliminaire, le contrôleur n’est plus apte à stabiliser eﬃcacement les franges. J’ai montré
qu’il permet néanmoins d’atteindre les spéciﬁcations ﬁxées pour le suiveur de franges de
GRAVITY, à savoir de stabiliser les franges à moins de 350 nm rms sur une étoile de
magnitude 10 pour un niveau de vibrations de 150 nm rms. De plus, ces simulations m’ont
permis de montrer que les performances à haut rapport signal-sur-bruit des deux contrô-
leurs sont limitées par la fréquence d’échantillonnage maximale de 1 kHz du calculateur
temps-réel utilisé. De manière générale, la fréquence optimale a tendance à baisser si les
ﬂuctuations en tip-tilt augmentent, mais reste stable quel que soit le niveau de perturba-
tions. Enﬁn, le contrôleur Kalman est plus eﬃcace pour des fréquences d’échantillonnage
inférieures à celles d’un intégrateur.
Les simulations présentées en partie 4.3 m’ont permis de comparer le contrôleur Kal-
man à l’algorithme VTK utilisé au VLTI pour corriger les vibrations longitudinales. J’ai
démontré que le contrôleur Kalman est légèrement plus eﬃcace que cet algorithme pour
cette tâche. J’ai également montré qu’il est plus eﬃcace pour corriger la turbulence atmo-
sphérique que le contrôleur PI utilisé au VLTI, car ses gains sont statistiquement optimisés
selon le niveau de bruit et de perturbation, tandis que les gains du contrôleur PI sont ﬁ-
gés à des valeurs privilégiant la stabilité du contrôleur à son eﬃcacité. Les résultats de
ces deux premières parties ont été soumis pour publication dans le journal Astronomy &
Astrophysics. La version de cet article soumise le 14 aout 2012 est présentée dans l’an-
nexe 6.4.2 (Choquet et al. 2012).
Dans la partie 4.4, j’ai réalisé des simulations de suivi de franges à partir de véritables
séquences de mesure sur ciel eﬀectuées par le suiveur de franges de PRIMA. J’ai conﬁrmé
par ces simulations que le contrôleur Kalman est plus eﬃcace qu’un contrôleur classique
pour corriger les vibrations, et qu’il est également plus eﬃcace que PRIMA pour corriger
la turbulence atmosphérique. Sa performance est limitée par l’apparition ou la disparition
de vibrations en cours de suivi, changements qui ne sont pas compris par son modèle de
turbulence statique.
Enﬁn dans la dernière partie, j’ai étudié l’impact de suivre les franges à une diﬀérence
de marche non nulle, et analysé les conséquences d’une modiﬁcation du recombinateur de
faisceau pour améliorer la précision astrométrique de l’instrument. J’ai montré que le choix
des consignes de diﬀérence de marche est contraint par les relations de clôture de phase.
De plus, à faible rapport signal-sur-bruit les franges ne sont pas stabilisées exactement à la
consigne demandée : l’erreur est proportionnelle à la consigne et augmente avec le niveau
de bruit. La modiﬁcation du recombinateur, qui induit la perte de deux de ses sorties,
entraîne une perte de stabilité des franges sur les bases impactées, ainsi qu’une perte de
stabilité sur toutes les autres bases entrainée par la baisse de sensibilité liée à la perte d’un
douzième du ﬂux de l’étoile.
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Chapitre 5
Réalisation d’un prototype de la-
boratoire
Dans le chapitre précédent j’ai présenté les performances théoriques de l’algorithme du
suiveur de franges de GRAVITY, obtenues par des simulations numériques de la boucle
de contrôle et des modélisations réalistes des conditions d’observation au VLTI.
Pour valider de façon expérimentale les performances de cet algorithme et optimiser le
fonctionnement de la machine d’état du contrôleur, j’ai consacré une partie de ma thèse
au développement d’un prototype de laboratoire du suiveur de franges. L’objectif de ce
démonstrateur est de simuler des conditions d’observations similaires à celles rencontrées
au VLTI, développer l’algorithme de suivi de franges dans un environnement informa-
tique fonctionnant en temps réel, et analyser la performance atteinte dans le contrôle des
diﬀérences de marche.
Dans ce chapitre, je présenterai principalement certaines étapes intermédiaires et obs-
tacles à considérer pour le bon fonctionnement d’un suiveur de franges opérationnel. Ainsi,
après une brève description du montage instrumental mis en œuvre pour l’élaboration de
ce démonstrateur, je détaillerai deux aspects du suivi de franges qui n’ont pas été abordés
dans les chapitres précédents, mais dont l’analyse s’est révélée indispensable au cours du
développement expérimental. Le premier point concerne l’étalonnage de l’instrument, et
le second l’uniformité de la longueur d’onde eﬀective en sortie du recombinateur. Je pré-
senterai enﬁn le bilan partiel obtenu grâce à ce montage, et j’en discuterai les résultats et
les perspectives.
5.1 Description du prototype
Cette partie est consacrée à la description du démonstrateur du suiveur de franges
développé à Meudon. J’y présente le montage optique réalisé d’une part, et l’environnement
informatique utilisé pour contrôler les diﬀérences de marche d’autre part.
5.1.1 Le montage optique
Choix de la bande spectrale
Plutôt que d’utiliser la même bande spectrale que GRAVITY, le prototype du suiveur
de franges a été réalisé dans la bande H. Plusieurs raisons ont motivé ce choix :
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– l’utilisation de la bande K n’est pas nécessaire pour démontrer expérimentalement
le fonctionnement des algorithmes ni pour en caractériser les performances ;
– le coût d’un montage en bande K est beaucoup plus élevé qu’en bande H (détecteur
et ﬁbres optiques principalement) ;
– une caméra fonctionnant à 2 µm doit être refroidie dans une enceinte cryogénique
pour en limiter le bruit thermique et le courant d’obscurité, ce qui est considérable-
ment moins pratique d’utilisation qu’une caméra en bande H simplement refroidie
par des modules Peltier ;
– un composant en optique intégrée conçu pour fonctionner en bande H et semblable
à celui utilisé pour GRAVITY (recombinateur de quatre faisceaux sur quatre sor-
ties en quadratures de phase de type ABCD) était disponible à l’IPAG, suite aux
développements eﬀectués pour l’instrument PIONIER.
Les caractéristiques de cette caméra en bande H sont donc bien entendu diﬀérentes de
celles de la caméra SELEX qui sera utilisé par le suiveur de franges de GRAVITY. Son
bruit de lecture est notamment de 380 e−, lorsqu’elle est refroidie à 250 K (donnée du
constructeur).
Principaux éléments du prototype
L’objectif primaire de ce prototype est de démontrer le principe du suivi de franges
à quatre télescopes et d’optimiser les algorithmes de contrôle. J’ai donc développé un
montage relativement simple, constitué uniquement des composants élémentaires d’un
suiveur de franges similaire à celui de GRAVITY.
Le schéma optique du prototype est présenté en ﬁgure 5.1, et une photographie du
banc optique en ﬁgure 5.2. Un large faisceau collimaté est intercepté par quatre miroirs
qui réﬂéchissent la lumière en direction de systèmes d’injection dans des ﬁbres monomodes
et simulent les télescopes du VLT. Trois de ces miroirs sont montés sur des platines de
translation piézoélectriques dans le but de contrôler en temps réel les diﬀérences de marche
sur les six bases ainsi formées. Les trois commandes en piston sont calculées par rapport
à la position du télescope ﬁxe, contrairement à la conﬁguration à quatre actionneurs de
GRAVITY pour laquelle les commandes sont calculées par rapport au piston moyen sur
les quatre télescopes.
Les systèmes d’injection dans les ﬁbres sont disposés de façon à égaliser les chemins
géométriques parcourus par les quatre faisceaux. Les quatre faisceaux sont injectés dans
des ﬁbres monomodes à maintien de polarisation, dont les longueurs ont été égalisées de
façon à limiter l’eﬀet de dispersion décrit dans la partie 3.2.5 de ce manuscrit.
Le ﬂux sortant des quatre ﬁbres est injecté dans un recombinateur de faisceaux en
optique intégrée permettant d’échantillonner les franges des six bases sur quatre sorties
en quadrature de phase (modulation de type ABCD). Les 24 sorties de ce composant sont
imagées sur un détecteur infrarouge par un système d’imagerie sur cinq canaux spectraux,
avec séparation des deux polarisations.
Enﬁn, le contrôle des diﬀérences de marche est assuré par un calculateur temps-réel,
cœur du démonstrateur, qui contient l’algorithme de suivi de franges. Ses trois fonctions
primaires se résument à :
– lire les images acquises par le détecteur ;
– estimer les diﬀérences de marche entre les télescopes ;
– envoyer des commandes aux actionneurs en piston.
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Figure 5.1 – Schéma optique du prototype du suiveur de franges de GRAVITY.
1 : source ; 2 : platines de translation piézoélectriques ; 3 : ﬁbres optiques monomode équilibrées
en dispersion ; 4 : recombinateur de faisceaux en optique intégrée ; 5 : système d’imagerie ; 6 :
détecteur ; 7 : calculateur temps-réel.
Figure 5.2 – Photographie du banc optique du démonstrateur. Les numéros se rapportent aux
éléments décrits dans la légende de la ﬁgure 5.1. La source et le calculateur temps-réel sont en
dehors de l’image.
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5.1.2 L’environnement informatique
Trois diﬀérentes architectures informatiques ont été développées à l’interface du mon-
tage optique pour stabiliser les franges. Elles sont conçues avec respectivement pour cal-
culateur :
1. un ordinateur de bureau non temps-réel, utilisant un programme en Labview pour
suivre les franges ;
2. un ordinateur fonctionnant avec un OS temps-réel commercial, consacré uniquement
au contrôle des diﬀérences de marche, utilisant un programme en Labview temps-réel,
et assisté d’un ordinateur de bureau pour la gestion des tâches non temps-critique
(aﬃchage d’observables, envoi de commandes) ;
3. les calculateurs temps-réel qui seront utilisés par l’instrument GRAVITY, utilisant
un programme en TAC – Tools for Advanced Control – qui est le langage de pro-
grammation utilisé pour les applications temps-réel au VLT (Bauvir et al. 2004).
Pour mettre en œuvre cette troisième architecture, j’ai été aidée par Roderick Dembet
et Pierre Fédou, ingénieurs, pour implanter l’algorithme en TAC dans les calculateurs de
GRAVITY, et par Emmanuel Chambon, Brice Delpèche, Kevin Tretout, Ferhat Ahmim,
et Hugo Ricateau, stagiaires et étudiants, pour développer de l’interface entre le détecteur
et ces calculateurs.
La première architecture a été développée pour une utilisation temporaire, avec pour
but principal de permettre la mise en œuvre du système optique, et le débogage du pro-
gramme de contrôle. Cette version initiale du prototype m’a permis de suivre les franges
avec un algorithme simpliﬁé, à une faible cadence à cause de l’utilisation d’une architec-
ture non temps-réel, comme je le détaillerai en partie 5.4, ne permettant de corriger que
les faibles perturbations locales du laboratoire.
Le développement de la seconde architecture, fonctionnant en temps réel, est nécessaire
pour augmenter la fréquence du contrôleur et permettre de corriger des perturbations en
piston plus réalistes. La validation du suivi de franges avec cette architecture n’a cependant
pas pu être menée à terme, faute de temps. Deux diﬃcultés ont principalement retardé la
validation de cette étape :
– les interfaces entre l’ordinateur temps-réel, le détecteur, et les platines piézoélec-
triques n’étaient pas triviales. Il a fallu synchroniser le déclenchement des acquisi-
tions à la fréquence du contrôleur d’une part, et construire une carte électronique
permettant l’asservissement en position des platines piézoélectriques par la lecture
de jauges de contrainte d’autre part ;
– la gestion de systèmes fonctionnant en temps réel n’est également pas triviale et
nécessite un apprentissage et des attentions particulières.
Ce dernier point mérite d’être brièvement détaillé, car ce type de gestion sera potentiel-
lement également utilisé pour évaluer le contrôle des franges avec les calculateurs temps-
réel de GRAVITY, via les interfaces graphiques de l’utilisateur. Ce schéma de gestion,
illustré en ﬁgure 5.3, utilise un ordinateur temps-réel sur lequel fonctionne l’algorithme de
contrôle des franges. Cet ordinateur ne doit en aucun cas être retardé par des fonctions
d’aﬃchage, sous peine de réduire sa fréquence de boucle, et ainsi limiter la bande passante
du contrôleur. Les fonctions d’aﬃchage et de modiﬁcation de paramètres sont déportées
sur un ordinateur de contrôle, qui fonctionne à une cadence réduite (typiquement 20 Hz) et
non temps-critique. Les deux ordinateurs sont placés sur un même réseau local pour per-
mettre la communication des paramètres et des observables de l’un à l’autre. La réception
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et l’envoi de données sur l’ordinateur temps-réel se fait à faible fréquence (typiquement
20 Hz) et avec une priorité minimale aﬁn de ne pas retarder les boucles de contrôle des
franges. Dans le cas du démonstrateur du suiveur de franges, deux boucles temps-critique
fonctionnent sur l’ordinateur temps-réel. La première envoie un signal de déclenchement
de l’acquisition de l’image du détecteur. La seconde exécute l’algorithme du suiveur de
franges à chaque image reçue, et envoie les corrections calculées aux actionneurs en piston.
Ces deux boucles sont synchronisées, et tournent avec une priorité maximale chacune sur
un processeur de l’ordinateur temps-réel.
Figure 5.3 – Schéma de principe de la gestion des diﬀérentes boucles de contrôle. L’ordinateur
temps-réel est utilisé pour la stabilisation des diﬀérences de marche. L’ordinateur de contrôle
permet à l’utilisateur de communiquer avec l’ordinateur temps-réel. Les deux machines sont placées
sur un même réseau local. Deux boucles temps-critique fonctionnent sur l’ordinateur temps-réel.
La première (BTC 1) sert au déclenchement de l’acquisition des images du détecteur. La deuxième
(BTC 2) contient l’algorithme du suiveur de franges. Une troisième boucle non temps-critique
permet la réception et l’envoi de données à l’ordinateur de contrôle à une fréquence réduite.
5.2 Étalonnage de l’instrument
Dans cette partie, je détaille la procédure d’étalonnage de l’instrument et les algo-
rithmes utilisés pour en extraire les caractéristiques instrumentales d’intérêt.
Cette étape d’étalonnage est absolument nécessaire pour permettre l’estimation précise
des grandeurs photométriques et interférométriques propres à l’étoile observée (les vecteurs
de ﬂux 3.8 et 3.11 du chapitre 3). Elle consiste à caractériser les paramètres de transmission
et de cohérence complexe instrumentale regroupés dans les matrices V2PM pour les deux
polarisations, en bande large et pour chaque canal spectral (équations 3.9 et 3.10), ainsi
que la longueur d’onde moyenne du spectre et les longueurs d’onde eﬀectives de chaque
canal spectral et de chaque polarisation. Dans toute la procédure d’étalonnage décrite
dans la suite, on suppose que les images utilisées sont systématiquement pré-traitées par
soustraction du fond de ciel 1 et normalisation par le gain du détecteur. La procédure est
uniquement décrite avec les notations et indexations propres aux mesures en bande large
1. Ou « fond de laboratoire » puisque cet étalonnage est réalisé avec une source interne à l’instrument.
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dans le chapitre 3, mais elle se généralise pour caractériser les paramètres pour chaque
canal spectral l ∈ [1, Nλ].
5.2.1 Transmissions instrumentales
La première étape consiste à mesurer les transmissions instrumentales T in subies par
les faisceaux issus de chaque télescope n ∈ [1, Na], depuis la source d’étalonnage jusqu’au
détecteur, pour chaque sortie du recombinateur i ∈ [1, Np].
Protocole expérimental
La procédure, réitérée pour chaque faisceau n, consiste à obturer les entrées de l’ins-
trument correspondant aux télescopes autres que n, et acquérir une série d’images dont
on calcule la moyenne temporelle 〈Qti〉t. L’équation 3.5 se simpliﬁe alors en ne conservant
que les termes photométriques propres au télescope n :
〈Qti〉t = T in〈F tn〉t. (5.1)
Algorithme d’estimation des transmissions
En faisant l’hypothèse raisonnable que le ﬂux collecté sur la voie n est imagé sans
perte sur le détecteur, j’estime le ﬂux total 〈F tn〉t par la somme des signaux reçus par le
détecteur :
〈F tn〉t =
Np∑
i=1
〈Qti〉t. (5.2)
La transmission de chaque sortie i du recombinateur de faisceaux est alors estimée sim-
plement par l’opération :
T in =
〈Qti〉t
〈F tn〉t
. (5.3)
5.2.2 Cohérences complexes instrumentales et longueurs d’onde eﬀec-
tives
La seconde étape consiste à caractériser les termes de cohérence complexe instrumen-
taux Oin,m (c’est-à-dire contrastes et phases instrumentaux) subis par chaque couple de
faisceaux issus des télescopes (n,m) depuis la source jusqu’au détecteur, pour chaque sortie
i du recombinateur.
Protocole expérimental
La procédure d’étalonnage consiste à obturer toutes les entrées de l’instrument sauf
celles correspondant au couple (n,m), et à mesurer les ﬁgures d’interférence en faisant
varier linéairement la diﬀérence de marche entre les deux télescopes grâce à l’un des ac-
tionneurs en piston sur la voie n ou m. Cette procédure est à réitérer pour les six couples
de télescopes à disposition.
On obtient ainsi pour chaque sortie i du recombinateur une série de mesures d’intensités
Qti pour diﬀérentes valeurs connues de diﬀérence de marche δ
t appliquées par l’actionneur.
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En supposant la source étalon non résolue, l’équation 3.5 s’écrit alors :
Qti(δ
t) = T in|Atn|2 + T im|Atm|2 + 2ℜ
[√
T inT
i
mO
i
n,mA
t
nA
t ∗
m
]
= T inF
t
n + T
i
mF
t
m + 2
√
T inT
i
mF
t
nF
t
m E(δ
t)|Oin,m| cos
(
ψ0n,m + 2πσ
i
0δ
t + ψin,m
)
, (5.4)
où E est l’enveloppe de cohérence des franges (voir équation 3.21), σi0 = 1/λ
i
0 le nombre
d’onde eﬀectif de la bande spectrale considérée (bande large ou bande d’un canal spec-
tral) correspondant à la voie i du recombinateur, ψ0n,m la diﬀérence de marche initiale
entre les deux télescopes, inconnue et supposée constante le temps que s’eﬀectue l’étalon-
nage, |Oin,m| le contraste instrumental moyen sur la bande spectrale considérée, et ψin,m la
phase diﬀérentielle instrumentale entre les deux faisceaux (n,m). La cohérence complexe
instrumentale que l’on souhaite étalonner s’écrit :
Oin,m = |Oin,m| exp
(
iψin,m
)
. (5.5)
Extraction de l’information cohérente
La première étape du calcul consiste à isoler l’information cohérente de ces interféro-
grammes. Pour cela, je calcule la moyenne des intensités sur l’ensemble des diﬀérences de
marche. Ce ﬂux moyen correspond à l’information photométrique de la ﬁgure d’interfé-
rence :
〈Qti〉δt = T in 〈F tn〉t + T im 〈F tm〉t. (5.6)
L’information cohérente normalisée Qˇti correspond à :
Qˇti(δ
t) =
Qti(δ
t)− 〈Qti〉δt
〈Qti〉δt
(5.7)
= Eph E(δ
t) |Oin,m| cos
(
ψ0n,m + 2πσ
i
0δ
t + ψin,m
)
, (5.8)
où Eph est le contraste dégradé par le déséquilibre photométrique entre les deux voies :
Eph =
2
√
T inT
i
mF
t
nF
t
m
T in〈F tn〉t + T im〈F tm〉t
. (5.9)
L’extraction des termes instrumentaux à étalonner se fait plus facilement dans le plan de
Fourier que dans le domaine temporel, où les variables δt et σ sont conjuguées. Je calcule
donc Q˜i, transformée de Fourier de l’information cohérente de l’interférogramme :
Q˜i(σ) = F
[
Qˇti
]
(σ) (5.10)
= Eph|Oin,m|Σ(σ) ∗
[
δ(σ − σi0) + δ(σ + σi0)
2
]
exp
(
i
σ
σi0
(ψin,m + ψ
0
n,m)
)
, (5.11)
avec Σ le spectre normalisé de la bande spectrale considérée, δ(σ) la fonction de Dirac en
σ, et a∗b le produit de convolution de a par b. En extrayant la partie Q˜+i de la transformée
de Fourier aux fréquences σ positives, cette expression se simpliﬁe en :
Q˜+i (σ) =
Eph
2
|Oin,m|Σ(σ − σi0) exp
(
i
σ
σi0
(ψin,m + ψ
0
n,m)
)
. (5.12)
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Contraste instrumental
Le contraste instrumental |Oin,m| se dérive de cette transformée de Fourier en calculant
l’énergie Si couverte par le spectre de la bande spectrale considérée :
Si =
∫ ∞
0
∣∣∣Q˜+i (σ)∣∣∣ dσ (5.13)
=
Eph
2
|Oin,m|. (5.14)
En supposant que les ﬂux de la lampe étalon injectés dans les deux voies n et m sont
égaux, F tn = F
t
m, et connaissant les transmissions instrumentales étalonnées au préalable,
j’estime le contraste instrumental par l’équation :
|Oin,m| = 2Si
T tn + T
t
m
2
√
T tnT
t
m
(5.15)
Longueurs d’onde eﬀectives
La longueur d’onde eﬀective σi0 de la bande spectrale considérée est la longueur d’onde
moyenne du spectre Σ correspondant. Pour tenir compte de la forme du spectre dans
l’estimation de la longueur d’onde moyenne, je calcule la moyenne pondérée du module de
l’expression 5.12 :
σi0 =
∫ ∞
0
∣∣∣Q˜+i (σ)∣∣∣ σ dσ∫ ∞
0
∣∣∣Q˜+i (σ)∣∣∣ dσ (5.16)
Phases de modulation instrumentales
Étant donné que la phase diﬀérentielle ψ0n,m entre les faisceaux est inconnue, l’esti-
mation des phases instrumentales absolues ψin,m est impossible. On ne peut caractériser
leur valeurs que relativement à une phase de référence. On déﬁnit cette référence comme
étant la phase instrumentale sur l’une des quatre voies du recombinateur directement liées
aux entrées du couple de faisceaux (n,m), choisie arbitrairement comme étant la voie A,
d’index i = A. La phase instrumentale Ψin,m de chaque voie i relativement à cette voie
de référence A correspond alors à la phase du produit de la transformée de Fourier de
l’équation 5.12 de la voie i au conjugué de la voie A, à la fréquence correspondant au
nombre d’onde eﬀectif de la bande considérée :
Ψin,m = ψ
i
n,m − ψAn,m (5.17)
= arg
(
Q˜+i (σ
i
0)Q˜
+ ∗
A (σ
A
0 )
)
. (5.18)
La phase ΨAn,m est nulle par déﬁnition.
5.2.3 Clôtures de phase instrumentales
Bien que l’étalonnage des phases instrumentales absolues ψin,m soit impossible, il est
cependant nécessaire d’étalonner les clôtures de phase instrumentales aﬁn de ne pas biaiser
l’estimation des clôtures propres à l’objet observé.
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Protocole expérimental
Pour étalonner ces clôtures instrumentales, il faut acquérir une série d’images Qti en
injectant les faisceaux dans les quatre entrées de l’instrument, aﬁn de pouvoir mesurer
les clôtures de phase sur les quatre triplets de télescopes. En eﬀet, des termes de phases
non nuls sont ajoutés aux faisceaux dans le composant en optique intégrée, déphasages
diﬀérents pour chacune des bases, en fonction du chemin optique parcouru dans le com-
posant par chaque faisceau recombinés. Il en résulte des clôtures de phases instrumentales
signiﬁcativement non nulles.
Algorithme d’estimation des clôtures instrumentales
À partir d’une V2PM temporairement construite avec les cohérences complexes tem-
poraires Oˇin,m déﬁnies telles que :
Oˇin,m = |Oin,m| exp
(
iΨin,m
)
, (5.19)
je calcule la matrice pseudo-inverse ˇP2VM temporaire correspondante, qui me permet
d’estimer les cohérences complexes Ctn,m de la source pour chaque couple de télescopes
(n,m), déﬁnies à l’équation 3.12. La phase de ces termes représente la phase diﬀérentielle
ψtn,m causée par la diﬀérence de chemin optique entre les deux télescopes, biaisée par la
phase absolue instrumentale ψAn,m de la voie A servant de référence :
arg
(
Ctn,m
)
= ψtn,m + ψ
A
n,m. (5.20)
Pour chaque triplet de télescopes, je calcule la clôture de phase moyenne 〈θtn,m,o〉t
déﬁnie telle que :
〈θtn,m,o〉t =
〈
arg
(
Ctn,m
)
+ arg
(
Ctm,o
)
+ arg
(
Cto,n
)〉
t
. (5.21)
La clôture de phase liée aux termes de pistons sur les trois télescopes étant nulle, cette
clôture moyenne correspond exactement à la clôture de phase instrumentale, déﬁnie par :
〈θtn,m,o〉t = θAn,m,o (5.22)
= ψAn,m + ψ
A
m,o + ψ
A
o,n. (5.23)
Cette opération se généralise par l’opération matricielle suivante :
ΘA =
〈
NΨt
〉
t
, (5.24)
où ΘA est le vecteur des quatre clôtures de phase instrumentales, Ψt le vecteur des six
phases des cohérences complexes, et N la matrice de passage de l’un à l’autre. Ainsi, avec
les notations du chapitre 3, on a :
Ψt = arg
([
Ct1,2 C
t
1,3 C
t
1,4 C
t
2,3 C
t
2,4 C
t
3,4
]T)
(5.25)
ΘA =
[
θA1,2,3 θ
A
1,2,4 θ
A
1,3,4 θ
A
2,3,4
]T
(5.26)
N =


1 −1 0 1 0 0
1 0 −1 0 1 0
0 1 −1 0 0 1
0 0 0 1 −1 1

 (5.27)
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Je déﬁnis un vecteur de phases correctives Ψ˜An,m tel que :
NΨ˜An,m = Θ
A, (5.28)
par exemple avec les notations précédentes :
Ψ˜A =
[
0 0 0 θA1,2,3 θ
A
1,2,4 θ
A
1,3,4
]T
. (5.29)
Ce vecteur de phases permet ainsi de caractériser complètement les cohérences complexes
introduites par l’instrument, qui sont alors déﬁnies pour chaque couple de télescopes (n,m)
et chaque voie i du recombinateur de faisceaux par :
Oin,m = |Oin,m| exp
(
i(Ψin,m + Ψ˜
A
n,m)
)
, (5.30)
où Ψ˜An,m est l’élément du vecteur Ψ˜
A correspondant à la base considérée.
5.2.4 Caractéristiques instrumentales du démonstrateur
La ﬁgure 5.4 présente les caractéristiques instrumentales du démonstrateur à la lon-
gueur d’onde moyenne, pour une seule polarisation, moyennées sur onze mesures réparties
entre le 24 janvier et 10 février 2012.
Analyse des transmissions mesurées
Chaque faisceau n étant divisé en trois pour interférer avec les Na−1 autres faisceaux,
puis en quatre pour échantillonner les franges par une modulation de type ABCD, on
s’attend à des valeurs de transmission typiques de 1/12 pour les douze sorties auxquelles
contribue le télescope n, et nulles pour les douze autres sorties.
En pratique, les transmissions diﬀèrent sensiblement de cette valeur nominale de 1/12,
principalement à cause des diﬀérences de transmission au sein du recombinateur de fais-
ceaux en optique intégrée, dues a des imperfections de fabrication, qui varient d’un compo-
sant à un autre (Benisty et al. 2009). Les transmissions de valeur nominale nulle diﬀèrent
également légèrement de zéro, par propagation du ﬂux dans le substrat du composant, en
dehors des guides d’onde, et qui est susceptible de générer des termes de diaphonie dans
les interférences. Ces fuites sont cependant faibles, et contribuent à moins de 0,7 % du
ﬂux total de chaque télescope pour le recombinateur du démonstrateur.
Ces valeurs sont très stables temporellement sur cette période de mesures, et varient
de moins de 0,9 % rms par rapport aux valeurs moyennes.
Analyse des contrastes du démonstrateur
La valeur optimale du contraste instrumental est de 100 % aﬁn d’obtenir des mesures
des grandeurs interférométriques avec une précision maximale. En pratique, le composant
en optique intégrée réduit légèrement le contraste à des valeurs comprises entre 82 et 98 %
selon la sortie considérée, et selon le composant utilisé, selon Benisty et al. (2009).
Les valeurs de contraste instrumental mesurées avec le démonstrateur présentent une
valeur moyenne légèrement plus faible de 73 %. Il est à noter cependant que ces valeurs ont
été caractérisées en supposant les ﬂux équilibrés à l’entrée des quatre ﬁbres. Des diﬀérences
de ﬂux peuvent potentiellement biaiser ces mesures. Il est cependant possible d’amélio-
rer la caractérisation des contrastes instrumentaux en tenant compte des transmission
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Figure 5.4 – Caractéristiques instrumentales du démonstrateur, moyennes de onze mesures ef-
fectuées entre le 24 janvier et le 10 février 2012. De gauche à droite, et de haut en bas :
transmissions T in ; contraste
∣∣Oin,m∣∣ ; phases instrumentales Ψin,m relativement à ψAn,m ; phases ad-
ditionnelles Ψ˜An,m contenant les clôtures de phases instrumentales. Ces deux dernières grandeurs ne
sont représentées que pour les valeurs aux quatre voies i directement liées au couple de télescopes
(n,m). Les valeurs en pointillés noirs représentent les valeurs nominales d’un instrument parfait.
instrumentale caractérisées au préalable. Cependant, à moins d’eﬀectuer des mesures pho-
tométriques permettant de mesurer les diﬀérences de ﬂux entre chaque télescope à l’entrée
du recombineur, il n’est pas possible d’estimer la perte de contraste induite uniquement
par le recombineur.
Ces mesures de contraste sont relativement stables sur une échelle de temps de quinze
jours, avec une dispersion maximale de 2 % rms par rapport à leur valeur moyenne.
Analyse des phases mesurées
Les modulations optimales pour échantillonner les ﬁgures d’interférence en quatre me-
sures correspondent à des déphasages parfaitement en quadrature, c’est-à-dire avec des
phases de 90, 180 et −90◦ respectivement sur les voies B, C et D de chaque base relative-
ment à la voie A.
En pratique, les voies en opposition de phase (C par rapport à A, et D par rapport
à B) ont un déphasage très précisément de 180◦ à moins d’un 1◦ près, par conservation
de l’énergie. Par contre les voies en opposition de phase (B par rapport à A) diﬀèrent
signiﬁcativement du déphasage nominal de 90◦, avec des diﬀérences très variables selon
les bases considérées. Pour le démonstrateur, les valeurs mesurées pour les déphasages
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correspondant aux voies B des six bases s’échelonnent entre 32◦ et 101◦. Le déphasage de
32◦ pour la base 1–4 est très diﬀérent de la valeur nominale de 90◦et impacte directement
la précision de l’estimation des diﬀérences de marche entre ces deux télescopes. Selon
Benisty et al. (2009), cette erreur de déphasage pourrait être due à une inhomogénéité
dans la constitution du substrat du composant à l’endroit de ce déphasage.
Ces mesures de phases relatives sont toutes très stables temporellement, avec une
dispersion de moins de 2◦ rms sur les onze étalonnages eﬀectués entre le 24 janvier et le
10 février 2012.
Les clôtures de phase instrumentales peuvent, elles, avoir des valeurs très diverses d’un
composant à l’autre, et n’ont pas de valeur nominale attendue. Les mesures eﬀectuées en
janvier et février sont relativement stables et présentent une dispersion d’environ 4◦ rms
par rapport à leur valeur moyenne.
5.3 Linéarité des estimateurs de phase
Dans cette partie, je vais présenter une diﬃculté rencontrée au cours de l’élaboration
du démonstrateur de suiveur de franges, non modélisée lors des simulations présentées
dans le chapitre 4, mais qui est susceptible de dégrader les performances du contrôleur en
fonction de la qualité optique du spectromètre du suiveur de franges de GRAVITY. Cette
diﬃculté est engendrée par des diﬀérences de longueur d’onde eﬀective entre les quatre
voies A, B, C et D échantillonnant les franges sur une même base.
5.3.1 Explication du problème
J’ai montré dans le chapitre 3 que les cohérences complexes Ctb sont estimées à chaque
itération t et pour chaque base b à partir des intensités mesurées sur les quatre sorties
ABCD correspondantes du recombinateur par inversion de la matrice de passage V2PM
(équation 3.9). De la phase de cette cohérence complexe, on déduit la diﬀérence de marche
δtb entre les deux télescopes considérés, connaissant la longueur d’onde eﬀective λ0 (ou λl
pour estimer le retard de groupe).
Cependant, une diﬃculté se pose si la réponse spectrale et les longueurs d’onde ef-
fectives λi0 des voies A, B, C et D sont diﬀérentes. Les interférences se font alors à des
longueurs d’onde diﬀérentes sur ces voies. La cohérence complexe est alors estimée, via la
matrice P2VM, par des opérations linéaires entre des états d’interférence à des longueurs
d’onde diﬀérentes, ce qui introduit une non-linéarité dans l’estimation de la phase et des
diﬀérences de marche (alors estimée à la longueur d’onde moyenne entre les quatre voies),
phénomène typique d’un battement entre deux modulations de fréquences diﬀérentes.
Ce phénomène, observé par le suiveur de franges de PRIMA (Sahlmann et al. 2009,
2010), a été également rencontré avec le démonstrateur du suiveur de franges de GRA-
VITY. La conséquence de cet eﬀet sur l’eﬃcacité du suivi de franges est que plus la
diﬀérence de marche est grande, plus son estimation est biaisée. La correction appliquée
à l’actionneur sera alors erronée. L’eﬃcacité de suivi ne sera pas fondamentalement dé-
gradée tant que la non-linéarité des estimateurs de diﬀérence de marche reste inférieure
à la longueur d’onde moyenne. La pire situation correspond au cas où la non-linéarité
est suﬃsamment importante pour estimer une diﬀérence de marche nulle pour plusieurs
valeurs de diﬀérence de marche eﬀectives entre les télescopes. Dans cette situation en eﬀet,
les franges sont susceptibles d’être stabilisées à une valeur non nulle de la diﬀérence de
marche, réduisant le contraste des franges et diminuant ainsi la précision sur l’estimation
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des visibilités. De plus, une telle situation est instable puisque le contrôleur risque de se
stabiliser en diﬀérentes valeurs de la diﬀérence de marche au cours d’une pose de la voie
scientiﬁque, et ainsi en diminuer le contraste des franges. Enﬁn, une estimation biaisée
de la diﬀérence de marche ajoute également un biais important sur les mesures astromé-
triques, calculées par la diﬀérence de phase entre la voie scientiﬁque et la voie du suiveur
de franges.
Figure 5.5 – Illustration de la non-linéarité de l’estimateur de retard de groupe liée à des lon-
gueurs d’onde disparates sur une même base. Une rampe de diﬀérence de marche est appliquée par
l’actionneur du télescope 3, le retard de groupe est estimé pour la base formée entre les télescopes
1 et 3.
5.3.2 Caractérisation de la perte de linéarité
Pour simpliﬁer les notations et indexations, considérons uniquement des interférences
formées sur une seule base pour une diﬀérence de marche δ, échantillonnées sur quatre
sorties i ∈ [ABCD] en quadrature de phase de nombres d’onde eﬀectifs σi, dont on mesure
les intensités Ii, sur un unique canal spectral pour le moment. En supposant les caractéris-
tiques instrumentales parfaitement étalonnées, la cohérence complexe C estimée à partir
de ces intensités (via la matrice V2PM par exemple) correspond à l’opération linéaire
suivante :
C = (IA − IC) + i(IB − ID). (5.31)
En supposant les déphasages des voies en opposition de phase parfaitement égaux à
180◦(hypothèse tout à fait raisonnable), le rapport des parties imaginaire et réelle de
la cohérence complexe, qui permet d’en déduire la phase ψ, correspond à :
ℑ[C]
ℜ[C] = tan(ψ) (5.32)
=
cos(2πδσB + ψB) + cos(2πδσD + ψB)
cos(2πδσA) + cos(2πδσC)
, (5.33)
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où ψB est le déphasage de la voie B par rapport à A. En supposant ce déphasage parfai-
tement égal à 90◦, cette expression s’écrit sous la forme :
tan(ψ) =
sin(2πδσ¯BD) cos(2πδ∆σBD)
cos(2πδσ¯AC) cos(2πδ∆σAC)
, (5.34)
avec σ¯AC et σ¯BD les nombres d’onde moyens entre les voies A et C et les voies B et D
respectivement :
σ¯AC =
σA + σC
2
(5.35)
σ¯BD =
σB + σD
2
, (5.36)
et ∆σAC et ∆σBD la dispersion des nombres d’onde par rapport à ces moyennes :
∆σAC =
σA − σC
2
(5.37)
∆σBD =
σB − σD
2
. (5.38)
On voit que l’expression littérale du biais introduit par les diﬀérences de nombre d’onde
n’est pas triviale. Dans la suite, je donnerai des ordres de grandeur de l’erreur d’estimation
de la diﬀérence de marche, que je comparerai ensuite à l’erreur obtenue par une simulation
numérique.
La phase ψi de la cohérence complexe de la ﬁgure d’interférence échantillonnée sur la
voie i s’exprime par :
ψi = 2πδ(σ0 + σˆ
i) (5.39)
= 2πσ0
(
δ + δ
σˆi
σ0
)
(5.40)
avec σ0 le nombre d’onde moyen sur les quatre voies, et σˆi la diﬀérence sur la voie i :
σi = σ0 + σˆ
i. (5.41)
La diﬀérence de marche δˆ, estimée à la longueur d’onde moyenne, peut s’approximer par
l’expression suivante, à partir de l’écart-type ∆σ0 de la dispersion des nombres d’onde sur
les quatre voies ABCD :
δˆ ∼ δ + δ∆σ0
σ0
. (5.42)
Cette estimation présente une erreur ǫ proportionnelle à la diﬀérence de marche, de l’ordre
de :
ǫ ∼ δ∆σ0
σ0
. (5.43)
L’estimateur de retard de phase étant utilisé uniquement pour estimer la diﬀérence de
marche autour de la frange centrale, l’erreur maximale ǫPmax sur cette estimation sera donc
de l’ordre de :
ǫPmax ∼
λ0
2
∆σ0
σ0
(5.44)
∼ ∆λ0
2
, (5.45)
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où∆λ0 est la dispersion des longueurs d’onde sur les quatre voies ABCD concernées. Ainsi,
une dispersion de 5 % dans ces longueurs d’onde (soit une disparité de 110 nm pour une
longueur d’onde moyenne de 2,2 µm) induit une erreur maximale de l’ordre de 50 nm sur
l’estimation du retard de phase.
Dans le cas de l’estimateur de retard de groupe, on peut évaluer l’ordre de grandeur
de l’erreur de façon similaire, en décomposant la phase χil,l+1 du produit spectral croisé
sur la voie i entre deux canaux spectraux l et l + 1 de nombres d’onde σil et σ
i
l+1 :
χil,l+1 = 2πδ(σ
i
l − σil+1) (5.46)
= 2πδ(
1
Λl,l+1
+ σˆil − σˆil+1) (5.47)
=
2π
Λl,l+1
(
δ + δΛl,l+1(σˆ
i
l − σˆil+1)
)
, (5.48)
où Λl,l+1 est la longueur d’onde de battement déﬁnie au chapitre 3 à partir de la moyenne
σl et σl+1 des nombres d’onde sur les quatre voies ABCD pour chaque canal spectral :
Λl,l+1 =
1
σl − σl+1 . (5.49)
On peut donc estimer l’ordre de grandeur de la diﬀérence de marche mesurée par l’esti-
mateur de retard de groupe :
δˆG ∼ δ + δΛl,l+1
√
∆σ2l −∆σ2l+1, (5.50)
soit avec une erreur ǫG proportionnelle à la diﬀérence de marche :
ǫG = δΛl,l+1
√
∆σ2l −∆σ2l+1. (5.51)
La ﬁgure 5.6 illustre la non-linéarité de l’estimation de la diﬀérence de marche obtenue
en simulant une disparité de longueur d’onde sur quatre voies en quadrature de phase, avec
l’estimateur de retard de phase à gauche, et l’estimateur de retard de groupe à droite. Elle
montre une bonne concordance entre les erreurs estimées à l’équation 5.43 et 5.51 (en
pointillés sur les graphes inférieurs de la ﬁgure) et la véritable erreur d’estimation.
5.3.3 Conséquence sur le suiveur de franges de GRAVITY
À partir des performances attendues pour le spectromètre du suiveur de franges de
GRAVITY, on peut estimer la perte de linéarité dans les estimateurs suite aux disparités
en longueur d’onde entre les 24 sorties du recombinateur de faisceaux. La ﬁgure 5.7 présente
les décalages de longueur d’onde de chaque sortie par rapport à la sortie centrale, pour
chaque canal spectral. Avec le schéma optique actuel de ce spectromètre, on s’attend donc
à une disparité en longueur d’onde maximale de 1,1 nm.
À partir des tables de longueur d’onde attendues pour chaque sortie et chaque canal
spectral du suiveur de franges de GRAVITY, transmises par Christian Straubmeier (Uni-
versité de Cologne, responsable des spectromètres de GRAVITY), j’ai simulé la linéarité
de l’estimation de la diﬀérence de marche attendue pour l’estimateur de retard de phase
et de retard de groupe, présentées pour chaque base à la ﬁgure 5.8. Avec une telle disparité
de longueurs d’onde, l’erreur d’estimation de la diﬀérence de marche devrait être inférieure
à 50 nm sur une plage de 14 µm. Cette erreur est tout à fait acceptable. En eﬀet, une
erreur d’estimation de la diﬀérence de marche est équivalente à une modiﬁcation du gain
du contrôleur. L’impact d’une erreur de moins de 1 % sur la diﬀérence de marche aura un
impact faible sur la bande passante du contrôleur.
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Figure 5.6 – Haut : simulation de l’estimation de la diﬀérence de marche à partir de quatre
intensités en quadrature de phase de longueurs d’onde diﬀérentes, pour l’estimateur de retard de
phase (à gauche) et de retard de groupe (à droite). Bas : erreur d’estimation sur la diﬀérence
de marche, pour les deux estimateurs. Les traits en pointillés représentent l’estimation de l’erreur
par les équations 5.43 et 5.51. (λ1A = 2, 2 µm, λ
1
C = 2, 2 µm, λ
1
B = 2, 25 µm, λ
1
D = 2, 3 µm ;
λ2A = 2, 3 µm, λ
2
C = 2, 3 µm, λ
2
B = 2, 35 µm, λ
2
D = 2, 4 µm).
5.4 Résultats du suiveur de franges
Dans cette partie je présente les résultats préliminaires obtenus avec la première ver-
sion du démonstrateur, utilisant un environnement informatique non temps-réel. Les deux
versions temps-réel développées après ne sont à l’heure actuelle pas encore parvenues à
stabiliser les franges obtenues avec le démonstrateur.
5.4.1 Résultats obtenus avec un intégrateur
Dans la version du contrôleur présentée ici, l’algorithme du suiveur de franges est
déployé sur un ordinateur de bureau, non temps-réel. Ainsi, la boucle de contrôle n’est pas
cadencée à une fréquence ﬁxe, et les opérations sont plus ou moins ralenties, en fonction des
opérations secondaires gérées par le même processeur : aﬃchage de fenêtres graphiques,
analyse des mouvements de la souris, exécution d’applications en tâche de fond. . . Ainsi, le
contrôle des franges peut s’eﬀectuer avec des fréquences instantanées s’échelonnant entre
10 et 250 Hz. Pour cette même raison, l’algorithme fonctionne à une fréquence moyenne
de l’ordre de 50 Hz, relativement faible comparée à celle nécessaire pour corriger des
perturbations comme le piston atmosphérique ou des vibrations hautes fréquences.
La ﬁgure 5.9 présente des résultats typiques obtenus avec cette version du démonstra-
teur, en boucle ouverte et en boucle fermée. Aucune perturbation en piston n’est générée, le
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Figure 5.7 – Disparité des longueurs d’onde attendue pour GRAVITY : écart en longueur d’onde
par rapport à la voie centrale du recombinateur, pour chaque canal spectral. L’écart maximal est
inférieur à 1,2 nm. Données transmises par Christian Straubmeier.
contrôleur corrige simplement les perturbations locales du laboratoire, qui sont de l’ordre
de 100 nm rms sur 30 s. Le contrôleur utilisé est un intégrateur avec un gain de 0,4. Les
résidus mesurés en boucle fermée sont inférieurs à 10 nm rms, soit une atténuation d’un
facteur 10 sur les ﬂuctuations en boucle ouverte.
5.4.2 Résultats obtenus avec un contrôleur Kalman
Une seconde étape validée avec cette version non temps-réel du prototype avant le
développement de sa version temps-réel fut de démontrer le fonctionnement du contrôleur
Kalman, avec l’aide de Jonathan Menu, stagiaire. Il est à noter que pour cette démons-
tration, le contrôle est calculé au niveau des trois modes non nuls de la décomposition en
valeurs singulières, et non au niveau des six diﬀérences de marche. De plus, la cadence
du contrôleur est volontairement ﬁxée à une fréquence ﬁxe de 17 Hz, suﬃsamment basse
pour permettre l’exécution d’applications secondaires sans ralentir le fonctionnement du
suiveur de franges. Enﬁn, pour valider l’eﬃcacité du contrôleur à corriger des vibrations
instrumentales, une oscillation est artiﬁciellement générée avec l’un des actionneurs en
piston (correspondant au télescope 2), avec une fréquence de 1 Hz et une amplitude de
400 nm.
La ﬁgure 5.10 présente les densités spectrales de puissance des diﬀérences de marche
mesurées avec le démonstrateur en boucle ouverte, avec un intégrateur de gain 0,4, et avec
le contrôleur Kalman (corrections calculées sur les trois modes). La ﬁgure 5.11 présente
les écarts-types cumulés en fonction de la fréquence pour ces mêmes mesures.
On voit très clairement la présence de la vibration à 1 Hz dans les spectres des diﬀé-
rences de marche mesurées en boucle ouverte sur les trois bases liées au télescope 2. On
constate qu’elle n’est qu’en partie corrigée par l’intégrateur, à hauteur de 75 % de son
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Figure 5.8 – Erreurs attendues sur les estimateurs de diﬀérence de marche avec les longueurs
d’onde attendues pour le spectromètre du suiveur de franges de GRAVITY, sur les six bases. Les
bases 1 et 6 ont un biais légèrement supérieur aux autres bases car elles correspondent aux sorties
extrêmes du recombinateur, où les disparités en longueur d’onde sont les plus importantes.
énergie initiale en moyenne sur les trois bases aﬀectées, tandis qu’elle est corrigée à 99,8 %
avec le contrôleur Kalman. De plus, sur l’ensemble des séquences mesurées, les diﬀérences
de marche sont stabilisées à des résidus de 56 nm rms avec le contrôleur Kalman, contre
103 nm rms avec l’intégrateur, en moyenne sur les six bases. Cette démonstration conﬁrme
donc expérimentalement que le contrôleur Kalman est plus eﬃcace qu’un contrôleur inté-
gral classique pour stabiliser les diﬀérences de marche en présence de vibrations.
On constate cependant que les perturbations sont légèrement ampliﬁées par le contrô-
leur Kalman dans la bande fréquentielle légèrement supérieure à la fréquence propre de la
vibration, entre 1 et 2 Hz. Cette ampliﬁcation contamine toutes les bases, qu’elles soient
aﬀectées ou non par la vibration à 1 Hz. Il en résulte que les diﬀérences de marche non
aﬀectées par la vibration sont moins bien stabilisées par le contrôleur Kalman que par
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Figure 5.9 – Haut : fermeture de la boucle de contrôle avec le démonstrateur du suiveur de
franges. Diﬀérences de marche estimées sur les six bases avant et après enclenchement de l’asser-
vissement (à t = 4, 2 s). Bas : spectres des résidus de diﬀérence de marche, moyennés sur les six
bases, mesurés en boucle ouverte et en boucle fermée.
l’intégrateur (notamment sur les bases 1–4 et 3–4). Cet eﬀet est très certainement dû au
fait que les corrections sont calculées dans l’espace des modes par le contrôleur Kalman.
Chaque mode étant une combinaison linéaire des pistons sur les quatre télescopes (voir
les trois premières colonnes du vecteur V, équation 3.81), les composantes des perturba-
tions présentes sur chaque télescope individuel se retrouvent dans le spectre de chacun des
trois modes. Ainsi, une vibration identiﬁée dans les spectres des modes mesurés en boucle
pseudo-ouverte est diﬃcilement attribuable à un télescope ou une base en particulier, et
est corrigée de façon similaire par les quatre actionneurs en piston.
Il n’a cependant pas été possible de conﬁrmer cette hypothèse par des tests avec un
contrôleur Kalman avec des correction calculées dans l’espace des diﬀérences de marche,
faute de temps.
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Figure 5.10 – Densités spectrales de puissances mesurées sur les six bases du démonstrateur, en
boucle ouverte (noir), avec un intégrateur (rouge), et un contrôleur Kalman (vert). Une vibration
à 1 Hz est artiﬁciellement ajoutée par l’actionneur en piston du télescope 2.
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Figure 5.11 – écarts-types cumulés mesurés sur les six bases du démonstrateur avec un intégrateur
(rouge) et un contrôleur Kalman (vert). Les données mesurées sont les mêmes qu’en ﬁgure 5.10.
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5.5 Résumé et perspectives
Dans ce chapitre j’ai présenté le démonstrateur du suiveur de franges développé dans le
but de valider et caractériser expérimentalement les algorithmes de contrôle des diﬀérences
de marche qui seront utilisés pour GRAVITY. Ce démonstrateur a été bénéﬁque à plusieurs
titres :
– il a permis l’apprentissage de la gestion optimisée de boucles fonctionnant en temps
réel, et des méthodes de transfert de données entre systèmes temps-réel sans en
ralentir le cadencement ;
– il a permis de mettre en relief des considérations nécessaires au bon fonctionnement
de l’instrument, qui n’ont pas été analysées par des simulations numériques : les
procédures et algorithmes d’étalonnage de l’instrument d’une part, et l’impact de
disparités des réponses spectrales des sorties du recombinateur utilisées pour estimer
les diﬀérences de marche d’autre part.
– il a permis de démontrer l’eﬃcacité du contrôleur Kalman à corriger des perturba-
tions issues de turbulences et de vibrations instrumentales, et de conﬁrmer que ce
contrôleur est plus eﬃcace qu’un intégrateur pour corriger les vibrations.
Deux versions temps-réel de l’algorithme sont actuellement en cours de développement :
– une version de laboratoire utilisant un ordinateur avec un OS temps-réel commercial ;
– une version développée sur les calculateurs temps-réel du suiveur de franges de GRA-
VITY.
La première version a depuis peu toutes les interfaces matérielles nécessaires entre le cal-
culateur et le démonstrateur (détecteur et actionneurs), et ne nécessite plus que l’interface
logicielle des actionneurs dans la boucle temps-réel pour permettre le contrôle des diﬀé-
rences de marche et la caractérisation expérimentale des algorithmes.
En parallèle, des interfaces matérielles ont également été développées entre les calcula-
teurs temps-réel de GRAVITY et le démonstrateur, aﬁn de pouvoir valider les algorithmes
directement avec l’architecture informatique utilisée au VLTI. Un premier asservissement
des franges via ces calculateurs devrait être réalisé prochainement, sous quelques semaines.
Ces calculateurs seront intégrés à l’instrument complet à partir de juin 2013 au MPE à
Garching, aﬁn de réaliser des tests et caractérisations des algorithmes avec les véritables
interfaces de l’instrument. À la mi-2014, l’ensemble de l’instrument sera ensuite envoyé au
Chili pour être intégré au VLTI, dans le but d’être mis en service et oﬀert à la communauté
scientiﬁque ﬁn 2014.
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Application astrophysique : Vela
X-1
Après tous ces développements instrumentaux, optimisations et tests du suiveur de
frange de l’instrument GRAVITY, il est temps de s’intéresser à ce que l’on peut observer
avec des interféromètres à longues bases. J’ai brièvement évoqué les atouts et inconvénients
de ces instruments dans le chapitre 1. Dans celui-ci, on passe à la pratique.
On va s’intéresser ici à une espèce particulière, la binaire X à forte masse. On verra tout
d’abord à quoi correspond ce type d’objet astrophysique. On s’intéressera ensuite à l’un
de ses spécimens, Vela X-1, que l’on a observée au cours de deux campagnes d’observation
en mars 2010 et mars 2012 avec le VLTI. Je décrirai les instruments utilisés et analyserai
les mesures obtenues pour chacune de ces observations. Je conclurai sur les perspectives
ouvertes par ces résultats.
6.1 Vela X-1 : une binaire X à forte masse
6.1.1 Le bestiaire des binaires X
Les binaires X sont des systèmes doubles dont l’un des composants est un objet compact
issu de la mort d’une étoile (naine blanche, étoile à neutron ou trou noir stellaire), l’autre
composant est une étoile de la séquence principale ou en ﬁn de vie. Dans leurs mouvements
orbitaux conjoints, la première accrète de la matière de la seconde. En tombant sur l’objet
compact, cette matière est alors soumise à un intense champ de gravitation, et est échauﬀée
à des températures extrêmes. L’objet compact, habituellement trop peu lumineux pour
être observable, devient alors très lumineux dans les hautes énergies, notamment dans les
rayons X. D’où leur nom de binaires X. Environ 300 binaires X sont répertoriées dans
notre Galaxie et dans les nuages de Magellan (Liu et al. 2006, 2007).
Les binaires X sont réparties en deux grandes classes, en fonction de la masse du com-
posant visible du couple : si la masse du système est dominée par celle de l’objet compact,
on parlera de binaire X à faible masse. Le compagnon visible est alors généralement une
étoile naine de type spectral supérieur à B, ayant une masse inférieure ou de l’ordre de
celle de notre Soleil. 187 binaires X à faible masse sont connues dans notre Galaxie et
dans les nuages de Magellan, cataloguées par Liu et al. (2007). Quant aux systèmes dans
lesquels le compagnon visible possède une masse supérieure à 10 masses solaires (de type
O ou B), ils sont appelés binaires X à forte masse. Liu et al. (2006) en dénombrent 114
dans notre Galaxie.
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J’ai démontré tout au long de ce manuscrit que la sensibilité est encore un luxe en
interférométrie, et qu’à moins d’utiliser un suiveur de franges eﬃcace, les interféromètres
à longues bases actuels n’atteignent guère des sensibilités meilleures que la magnitude 9.
Dans les parties suivantes, on s’intéressera donc uniquement à la classe des binaires à
forte masse. Ce sont en eﬀet des cibles bien plus faciles à observer car elles sont beaucoup
plus lumineuses aux longueurs d’onde optiques (visible et infrarouge) que leurs cousines à
faible masse, grâce à la présence du corps massif dans ces couples. Pour preuve, selon Liu
et al. (2007), les deux binaires X à faible masse les plus lumineuses dans le visible ont des
magnitudes respectives V < 7, 8 et V < 10, 7, alors que 18 binaires X à forte masse sont
plus lumineuses que V = 9, et 40 plus lumineuses que H = 9 dans le proche infrarouge.
Parmi les binaires X à forte masse, il existe également deux principales sous-catégories
(Chaty 2011), qui se distinguent par des processus d’accrétion différents :
– la première catégorie regroupe les systèmes dont le compagnon visible est entouré
d’un disque. L’accrétion se fait alors au moment où l’objet compact traverse le disque,
et peut être extrêmement variable selon l’excentricité de l’orbite, et l’importance du
disque circum-stellaire. Dans ces systèmes, le compagnon optique est une étoile Be
à rotation rapide, dans (ou proche de) la séquence principale (classe III à V), ayant
un vent équatorial relativement lent (150–600 km/s) et dense (∼ 10−7 M⊙/an) qui
crée un disque de gaz autour de l’étoile (Waters et al. 1988). Un schéma de principe
de ce type de binaire X est présenté ﬁgure 6.1 ;
– dans la seconde catégorie, le compagnon visible est une supergéante qui émet un fort
vent stellaire (∼600–900km/s). L’objet compact accrète alors directement le vent s’il
est sur une orbite suﬃsamment proche, ou via un disque d’accrétion si la supergéante
remplit son lobe de Roche.
Figure 6.1 – Principe de la binaire X à étoile Be. L’objet compact (ici une étoile à neutron) est sur
une orbite excentrique autour de l’étoile Be qui ne remplit pas son lobe de Roche. Au passage au
périastre, l’objet compact traverse le disque et accrète la matière éjectée par l’étoile Be à rotation
rapide, provoquant ainsi une augmentation de la luminosité de l’objet compact dans le domaine
des rayons X. Extrait de Tauris & van den Heuvel (2006).
6.1.2 L’apport de l’interférométrie infrarouge
Les binaires X sont intensément observées dans le domaine des hautes énergies (rayons
X et gamma), ce qui permet de caractériser l’environnement proche des deux corps via
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l’analyse de l’intensité et de la variabilité de leur émission à ces longueurs d’onde. La nature
grumeleuse du vent stellaire des supergéantes a ainsi pu être caractérisée en observant
précisément les variations de l’émission X de l’objet compact au cours de son orbite (Walter
& Zurita Heras 2007).
Cependant, cette méthode ne permet pas de caractériser la géométrie et les propriétés
physiques de cet environnement sur une échelle plus large, et est limitée à la caractérisa-
tion de ses propriétés locales au passage de l’objet compact. Comment sont modiﬁés ou
reformés les disques des étoiles Be au passage de l’objet compact ? Comment est struc-
turé le vent stellaire des supergéantes par le mouvement orbital de l’objet compact ? Y
a-t-il de la matière propulsée par ces passages ? Ces questions ne sont pas résolues pour
l’instant, seules quelques simulations numériques permettent d’avoir une idée des réponses
de certaines d’entre elles. Hadrava & Čechura (2012) montrent par exemple que la force
de Coriolis créée par le mouvement de l’objet compact peut générer une queue de gaz en
traversant le vent stellaire des supergéantes sur leurs orbites.
La diﬃculté de faire de telles analyses à une échelle plus grande vient du fait que ce
sont des objets très petits et serrés, situés à des distances de l’ordre du kilo-parsec. Si on
considère une supergéante de taille ∼30 R⊙ située à 1 kpc, il faut typiquement une réso-
lution angulaire de 1,4 mas pour observer son environnement à 10 rayons stellaires. Seules
des observations interférométriques avec des bases de l’ordre de 100 m peuvent résoudre la
forme globale du vent stellaire à cette échelle dans l’infrarouge proche ou le visible. Jusqu’à
présent, seule la binaire X CI Cam a été observée par interférométrie par Thureau et al.
(2009), en combinant des observations en bande H et K avec les interféromètres IOTA et
PTI. CI Cam est une binaire X à étoile Be dont la nature de l’objet compact est encore
indéterminée (trou noir ou naine blanche). Ces observations ont permis de conﬁrmer la
présence d’un anneau de poussière autour du système, et ont montré qu’il avait une forme
très clairement asymétrique et inhomogène, s’étendant à ∼37 u. a. de l’étoile. Mise à part
cette observation particulièrement intéressante, aucune autre tentative n’a été conduite
pour résoudre l’environnement proche de binaires X.
6.1.3 Présentation de Vela X-1
Dans ce contexte, j’ai pu obtenir une série d’observations au VLTI du système Vela X-
1, candidat particulièrement intéressant à bien des points de vue : parmi les plus brillantes
aux longueurs d’onde optiques, parmi les plus lumineuses dans le domaine des rayons X,
certainement la plus connue et la plus observée des binaires X. Intéressons-nous donc à
cet exemplaire bien particulier.
Découverte de la binaire X
La « faible » source X Vela X-1 1 fut découverte le 20 Septembre 1966 à l’occasion
d’un tir de fusée 2 par Chodil et al. (1967), lancée à 168 km d’altitude dans le but de
caractériser l’intensité de sources X déjà connues. Cette découverte fut ensuite conﬁrmée
par d’autres tirs de fusée (Gursky et al. 1968), puis par le satellite Uhuru (Giacconi et al.
1971), premier satellite entièrement consacré à l’observation de sources cosmiques dans le
domaine des rayons X.
1. Aussi appelée Vel XR-1, ou GX 263+3, ou 4U 0900-40
2. L’atmosphère terrestre étant complètement opaque dans cette bande spectrale, les observations dans
le domaine des rayons X ont tout d’abord été conduites par des tirs de fusée, puis par l’utilisation de
satellites.
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Les observations qui suivirent mirent en évidence une variabilité de la source, qui fut
attribuée à des éclipses dues à la présence d’un compagnon. La supergéante HD 77 581
(aussi nommée GP Vel) fut associée à la source X Vela X-1 par Brucato & Kristian (1972).
Ainsi fut découverte la binaire X à éclipse Vela X-1–HD 77 581. Dans la suite, pour
distinguer en toute rigueur le système binaire Vela X-1 de l’objet compact Vela X-1, on
privilégiera les noms 4U 0900-40 pour désigner l’étoile à neutron et HD 77 581 pour le
compagnon visible, et on gardera la dénomination Vela X-1 uniquement pour désigner
l’ensemble du système binaire.
Caractéristiques des deux composants
La source X 4U 0900-40 est un pulsar de période 283 s (McClintock et al. 1976). Sa
masse, dernièrement estimée à MX = 1, 77 M⊙ par Rawls et al. (2011), est encore de
nos jours extrêmement discutée, et est responsable en partie de la célébrité de Vela X-1.
Sa valeur très élevée (l’une des plus élevées connues) et déterminée de façon très précise
en combinant mesures de vitesses radiales et mesures de durée d’éclipse, permet en eﬀet
d’exclure certains modèles de structure interne des étoiles à neutron. La structure de la
matière soumise à des conditions extrêmes dans ces corps stellaires est en eﬀet de nos jours
encore mal connue. Elle est décrite par une équation d’état de la matière qui dépend de la
masse et de la taille du résidu stellaire, et de laquelle découle une limite maximale pour la
masse de toute étoile à neutron. Il existe plusieurs théories et plusieurs équations d’état
qui conduisent à diverses masses limites, allant de 1,5 à 3 M⊙. La détermination précise
de la masse de 4U 0900-40 est donc d’un intérêt très particulier pour comprendre l’état
de la matière soumise à de hautes densités.
Le compagnon visible HD 77 581 est une supergéante de type spectral B0.5Ib. Sa
masse est évaluée à MO = 24 M⊙ et son rayon à RO = 32 R⊙. Elle émet un fort vent
stellaire de vitesse terminale V = 1105 km/s, et subit une perte de masse estimée à
M˙0 ∼ 2× 10−6 M⊙/an.
Les deux corps sont sur une orbite très serrée, avec une séparation de ax sin i = 49 R⊙.
Le pulsar n’est donc qu’à ∼ 1, 5 rayon stellaire, bien ancré dans le vent de la supergéante.
Leur période orbitale est de 9 jours, ce qui est relativement court pour une binaire X à
forte masse.
Les principales grandeurs caractéristiques de Vela X-1 sont regroupées dans le ta-
bleau 6.1. Les tailles angulaires correspondantes sont présentées dans le tableau 6.2. La
résolution des deux corps du système est donc bien au-delà des capacités des interfé-
romètres optiques actuels. Par contre, la caractérisation de l’environnement à quelques
rayons stellaires leur est accessible et est susceptible d’apporter des compléments d’infor-
mations inédits sur ce système.
Caractéristiques de l’environnement du système
L’environnement de Vela X-1 a été sondé à plusieurs reprises en analysant l’activité de
l’étoile à neutron dans le domaine des rayons X par le satellite INTEGRAL (Winkler et al.
2003). En plus d’un fort niveau moyen d’activité dû à la proximité entre les deux corps,
l’intensité lumineuse du système est très variable en rayons X, présentant en eﬀet d’intenses
sursauts lumineux (jusqu’à 20 fois sa luminosité moyenne) et de soudaines extinctions en-
deçà de la sensibilité limite des instruments, variant sur des échelles de temps irrégulières
de plusieurs jours, heures, ou même quelques minutes.
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Objet Paramètre Valeur Référence
d (kpc) 1, 9± 0, 2 1
ax sin i (R⊙) 49, 10± 0.06 a 2
Vela X-1 P (d) 8, 964368± 0, 000040 2
e 0, 0898± 0, 0012 2
i (deg) 78, 8± 1, 2 3
4U 0900-40 LX (erg/s) 3, 5× 1036 4
MX (M⊙) 1, 770± 0, 083 3
MO (M⊙) 24, 00± 0, 37 3
RO (R⊙) 31, 82± 0, 28 3
HD 77 581 M˙0 (M⊙/an) 1, 5− 2× 10−6 4
V (km/s) 1105± 100 5
a. 113, 98 ± 0.13 secondes-lumière dans l’article donné en référence.
Références : (1) Sadakane et al. (1985) ; (2) Bildsten et al. (1997) ; (3) (Rawls et al. 2011) ; (4)
Watanabe et al. (2006) ; (5) Prinja et al. (1990).
Tableau 6.1 – Carte d’identité de Vela X-1.
Paramètre Valeur (mas)
ax sin i 0, 12± 0, 01
RO 0, 078± 0, 008
Tableau 6.2 – Tailles angulaires caractéristiques de Vela X-1, en supposant une distance de
1,9 kpc à la Terre.
Ces variations sont globalement attribuées à des inhomogénéités du vent de la super-
géante par Kreykenbohm et al. (2008) et Fürst et al. (2010) :
– les sursauts seraient dus à l’accrétion de grumeaux denses de matière stellaire, et/ou
à la formation temporaire de petits disques d’accrétion instables autour de l’étoile à
neutron. La matière y étant stockée se ferait soudainement accréter au moment de
la destruction de ces disques, générant des sursauts lumineux à de hautes énergies ;
– les brusques extinctions seraient dues soit au passage de grumeaux denses sur la
ligne de visée, soit à des chutes d’activité de l’étoile à neutron liées à son passage
dans des vides du vent stellaire, déclenchant des eﬀets d’« hélice » (Lamb et al. 1973 ;
Illarionov & Sunyaev 1975) : la taille de la magnétosphère du pulsar (qui dépend de
l’intensité du champ magnétique et du taux d’accrétion) augmente au-delà de son
rayon de co-rotation, et la force centrifuge empêche alors la matière d’entrer dans la
magnétosphère et de se faire accréter par l’étoile à neutron. Ce phénomène complexe
a en eﬀet été identiﬁé par Cui (1997) sur deux pulsars, et pourrait être également la
cause des extinctions de la luminosité de Vela X-1 aux rayons X.
L’observation précise de ces extinctions par l’instrument Suzaku, plus sensible (Kunieda
& Suzaku Team 2005), a montré qu’elles étaient très prononcées (d’un facteur 20 en-deçà
de sa luminosité moyenne), mais non totales, et que l’étoile à neutron continuait de pulser
faiblement pendant ces bas régimes (Doroshenko et al. 2011). Ce ﬂux résiduel est attribué
à des fuites de matière à travers la magnétosphère de l’étoile à neutron par des instabilités
de Kelvin-Helmholz (Burnard et al. 1983).
De plus, sur une échelle plus grande, la présence d’une traînée de matière en aval de
l’étoile à neutron a été évoquée à plusieurs reprises lors de mesures spectroscopiques (Sada-
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kane et al. 1985 ; Watanabe et al. 2006), telles que simulées par Hadrava & Čechura (2012).
L’observation directe de telles structures par interférométrie serait donc particulièrement
intéressante.
Achevons cet état de connaissance de Vela X-1 par une belle image : sur une échelle
beaucoup plus grande que ces structures du vent stellaire façonnées par l’étoile à neutron,
et encore plus grande que les structures locales sondées aux hautes énergies par l’activité de
l’objet compact, une onde de choc parabolique a été imagée par Kaper et al. (1997), à 54′′
au Nord du système (soit 0,49 pc). Ce bel arc, reproduit en ﬁgure 6.2, prouve que le système
se déplace à très grande vitesse dans le milieu interstellaire vers le Nord. Ces observations
conﬁrment l’hypothèse que Vela X-1 appartiendrait à l’origine à l’association d’étoiles OB
Vel OB1, située à 1 820 pc au Sud de Vela X-1 (direction parfaitement opposée à l’onde
de choc), qu’elle a fuie il y a 2,5 millions d’années à une vitesse de 90 km/s, au moment
de l’explosion de la supernova qui a créé l’étoile à neutron 4U 0900-40.Ce phénomène,
prédit par Blaauw (1961) pour toutes les binaires X à forte masse, serait provoqué après
une phase de transfert de masse rapide de l’étoile primaire à son compagnon, jusqu’à ce
que le rapport de masse s’inverse et que la primaire devienne une étoile à hélium, puis
qu’elle explose en supernova. La détente provoquée par l’éjection de l’enveloppe de gaz de
la supernova donne une vitesse supérieure à 10 km/s au système, qui reste lié si la masse
du compagnon est suﬃsamment élevée.
Figure 6.2 – Image de l’onde de choc au Nord de Vela X-1. Extrait de Kaper et al. (1997).
Vela X-1 est donc une binaire intéressante à bien des points de vue. Je vais maintenant
décrire ce que j’ai observé et analysé grâce aux instruments AMBER et PIONIER du
VLTI, et voir comment nos mesures peuvent compléter ce panorama.
6.2 Observations en bande K
Commençons par les observations obtenues avec AMBER le 26 mars 2010, en mode
« service » (c’est-à-dire eﬀectuées par un astronome de l’ESO). Après une petite présenta-
tion de l’instrument, je décrirai en détail les grandeurs mesurées pendant ces observations.
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6.2.1 Présentation de l’instrument AMBER
AMBER – Astronomical Multi-BEam combineR – est un instrument installé au VLTI
depuis 2004 (Petrov et al. 2007). Il permet de combiner trois télescopes et ainsi d’obtenir
une information sur la symétrie de la cible grâce à une mesure de clôture de phase. Il
fonctionne dans les bandes spectrales J, H et K (de 1 à 2,4 µm), et oﬀre trois résolutions
spectrales diﬀérentes (30, 1 500 et 12 000), en faisant actuellement le seul instrument du
VLTI oﬀrant des mesures interférométriques à haute résolution spectrale.
Les faisceaux sont ﬁltrés spatialement par des ﬁbres optiques monomodes pour per-
mettre des mesures de visibilité de haute précision : les erreurs de front d’onde sont trans-
posées en ﬂuctuations d’intensités, ne gardant ainsi que le ﬂux cohérent, et un terme de
piston représentatif de la diﬀérence de marche moyenne du front d’onde. Une petite fraction
du ﬂux de chaque faisceau est prélevée avant la recombinaison pour obtenir des mesures
photométriques simultanément aux mesures interférométriques, permettant d’étalonner le
ﬂux cohérent. Les franges sont obtenues par recombinaison multi-axiale à codage spatial,
en focalisant les trois faisceaux dans une conﬁguration non redondante sur une même zone
du détecteur.
L’information interférométrique (phases et visibilités carrées) est récupérée pour cha-
que canal spectral par démodulation de l’image par une P2VM 3 étalonnée au préalable à
l’aide d’une source interne.
6.2.2 Description des observations
Vela X-1 a été observée le 26 mars 2010, ce qui correspond à une phase orbitale de
0,3. La moyenne résolution spectrale (R = 1500) de l’instrument dans la bande spectrale
K a été utilisée, en combinant trois télescopes de 8,2 m : UT1, UT3, et UT4, aﬁn d’avoir
la sensibilité suﬃsante pour pouvoir observer la cible à cette résolution, Vela X-1 ayant
une magnitude K = 5, 6 à 2,2 µm. Le tableau 6.4 résume les caractéristiques géométriques
des bases obtenues dans cette conﬁguration. Le plan (u,v) couvert lors de l’observation est
présenté en ﬁgure 6.3. Le suiveur de franges FINITO a été utilisé pour réaliser ces observa-
tions aﬁn d’en stabiliser les franges. L’étoile HD 76 304 du catalogue Mérand et al. (2005),
de diamètre angulaire 0, 749± 0, 010 mas a été utilisée pour étalonner cette observation.
Nom Distance (◦) Type Magnitude K Diamètre Ref.
HD 76 304 1,6 K0II-III 3,96 0, 749± 0, 010 1
Références : (1) Mérand et al. (2005).
Tableau 6.3 – Détail de l’étoile choisie pour étalonner les observations de Vela X-1 avec AMBER.
6.2.3 Analyse photométrique et spectrale
La somme des spectres bruts obtenus par les trois télescopes est présentée dans la
ﬁgure 6.4 (en haut) pour Vela X-1 et son étoile étalon. Le rapport de ﬂux moyen Fcal/Fsci =
4, 4 correspond bien à la diﬀérence de magnitude δK = −1, 6 attendue entre les deux
objets : K = 4, 0 pour l’étalon, K = 5, 6 pour Vela X-1. Les spectres normalisés par
le ﬂux moyen des deux étoiles sont également présentés sur cette même ﬁgure (en bas).
On y distingue déjà clairement deux raies d’absorption propres à Vela X-1 aux longueurs
3. P2VM : aura été définie dans les chapitres précédents.
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Base Longueur (m) Orientation (deg)
UT3–UT4 62,5 110,8
UT1–UT3 102,4 32,4
UT1–UT4 130,2 60,4
Tableau 6.4 – Caractéristiques géométriques des bases utilisées pour l’observation de Vela X-1
avec AMBER. L’orientation des bases est donnée par rapport à l’axe Nord-Sud, comptée positive-
ment vers l’Est.
Figure 6.3 – Plan (u,v) couvert par l’observation de Vela X-1 le 26 mars 2010 avec l’instrument
AMBER en mode moyenne résolution.
d’onde 2,11 et 2,16 µm. Toute la partie du spectre aux courtes longueurs d’onde (jusqu’à
∼ 2, 03 µm) est très bruitée par des bandes d’absorption de l’eau et de monoxyde de
carbone de l’atmosphère terrestre. Je n’exploiterai pas cette partie du spectre pour éviter
de mal interpréter.
Les longueurs d’onde étalonnées par l’instrument n’étant pas correctes, la table des
longueurs d’onde a été calculée par Antoine Mérand en ajustant une partie du spectre
mesuré riche en raies telluriques au modèle d’un spectre atmosphérique synthétique, créé
à partir de la base de données HITRAN (Rothman et al. 2009) regroupant les paramètres
spectroscopiques de molécules atmosphériques, un modèle d’atmosphère tenant compte
de la quantité de vapeur d’eau en fonction de la masse d’air traversée par la lumière
(Kerber et al. 2010), et la dispersion des ﬁbres optiques de l’instrument. La précision sur
les longueurs d’onde est de 1 nm.
Le spectre de Vela X-1 étalonné par HD 76 304 est présenté en ﬁgure 6.5. On mesure
quatre raies bien visibles dans ce spectre, l’une d’elles en émission à 2,058 µm, les trois
autres en absorption aux longueurs d’onde 2,113, 2,162 et 2,166 µm.
On retrouve parfaitement ces raies dans les spectres d’étoiles de type B0.5Ib (spectre
du milieu, ﬁgure 6.6) dans cette bande, qui sont décrites par Hanson et al. (1996) comme
étant toutes des raies de transition de l’Hélium, exceptée la raie à 2,166 µm, la raie
« Brackett-γ », qui est la seule raie de l’hydrogène dans cette bande spectrale. Les transi-
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Figure 6.4 – Haut : Spectres bruts de Vela X-1 et de l’étalon HD 76 304 obtenus avec AMBER,
sommés sur les trois télescopes. Bas : Mêmes spectres rapportés au ﬂux moyen de chaque étoile.
Figure 6.5 – Spectre de Vela X-1 étalonné par le spectre de l’étalon HD 76 304.
tions atomiques correspondantes sont résumées dans le tableau 6.5 telles que décrites par
Hanson et al. (1996). L’attention du lecteur est attirée sur le fait que la raie de l’hélium
à 2,058 µm se trouve au beau milieu d’une bande d’absorption de notre atmosphère (voir
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ﬁgure 6.4). Sa forme est donc potentiellement mal étalonnée, ce qui peut expliquer la dif-
férence de forme entre la raie mesurée avec AMBER et celle observée par Hanson et al.
(1996).
Transition λ (µm) Remarques
H I (4-7) 2,1661 Raie Brackett-γ
He I (2s 1S − 2p 1P 0) 2,0581
He I (3p 3P 0 − 4s 3S) 2,1126 3 transitions non résolues
(2,11274, 2,11267 et 2,11258 µm)
He I (7f 3F 0 − 4d 3D 2,1625
et 7f 1F 0 − 4d 1D)
Tableau 6.5 – Transitions atomiques attendues pour une étoile de type B0.5Ib, selon Hanson
et al. (1996)
Figure 6.6 – Spectres d’étoiles de type B0.5 dans la bande K. Extrait de Hanson et al. (1996).
Cette analyse spectrale m’a donc permis de détecter des raies caractéristiques de la
supergéante HD 77 581. Il sera particulièrement intéressant de voir dans les parties sui-
vantes si ces signatures se retrouvent dans les grandeurs interférométriques aﬁn de voir si
on peut en préciser l’origine physique : ces absorptions/émissions se produisent-elles à une
distance précise dans le vent de l’étoile ? Sont-elles corrélées à l’orbite de l’objet compact ?
Ou au contraire sont-elles générées uniformément au sein du vent stellaire ?
6.2.4 Analyse des clôtures de phase
La clôture de phase de Vela X-1 étalonnée par HD 76 304 est présentée en ﬁgure 6.7 en
fonction de la longueur d’onde. Ses valeurs aux courtes longueurs d’onde (jusqu’à 2,08 µm)
sont extrêmement bruitées (précision moyenne de 13◦) car cette bande spectrale correspond
à une forte absorption de l’atmosphère (voir ﬁgure 6.4).
En moyennant la clôture sur toutes les longueurs d’onde de façon à en réduire l’incer-
titude, je mesure un signal de clôture de 3, 8± 0, 6◦. Il y a donc un faible signal signiﬁca-
tivement non nul, qui suggérerait une légère asymétrie dans la distribution d’intensité de
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Figure 6.7 – Clôture de phase de Vela X-1 étalonnée par HD 76 304, en fonction de la longueur
d’onde. Les positions spectrales des quatre raies détectées dans le spectre sont représentées par des
tirets bleus verticaux.
Vela X-1. Cette asymétrie est certainement corrélée à la position de l’étoile à neutron sur
son orbite autour de la supergéante, qui correspond à une phase orbitale où les deux corps
sont quasiment à leur séparation maximale dans le ciel (phase de 0,33). Le tableau 6.6
détaille les valeurs de la clôture de phase aux longueurs d’onde des raies détectées dans
le spectre de Vela X-1. On constate que le signal de clôture à ces longueurs d’onde n’est
pas signiﬁcativement diﬀérent du signal de clôture du continuum. On ne peut donc pas
aﬃrmer que ces signatures spectrales sont liées à une asymétrie particulière du vent stel-
laire. Elles ne sont donc a priori pas corrélées au passage de l’étoile à neutron. Ces raies
sont donc a priori propres au vent stellaire de la supergéante, et ne sont pas générées par
l’objet compact.
Raie λ (µm) Clôture mesurée (◦)
He I 2,058 −3± 13
He I 2,113 4± 9
He I 2,162 5± 7
Brackett-γ 2,166 1± 8
Tableau 6.6 – Détail des clôtures de phase mesurées avec AMBER aux longueurs d’onde des
quatre raies détectées dans le spectre de Vela X-1
6.2.5 Les visibilités carrées
Les mesures de visibilités carrées de Vela X-1 obtenues lors de cette observation sont
présentées en ﬁgure 6.8, pour les trois bases formées par le triplet UT1-UT3-UT4. On
mesure des visibilités carrées bien inférieures au continuum aux longueurs d’onde 2,096
et 2,128 µm : les visibilités carrées mesurées à la première longueur d’onde sur la base
UT1-UT3 et à la deuxième longueur d’onde sur la base UT3-UT4 ont toutes deux des
valeurs négatives avec des précision de mesure supérieures à 100 %. Ces valeurs erronées
sont probablement des artefacts de mesures, et non un signal spectral propre à la source,
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car il n’y a pas de raies spectrales particulières à ces longueurs d’onde. Ces erreurs sont
probablement dues à un défaut du détecteur sur les pixels correspondants ou à une erreur
de l’algorithme de réduction de données.
La plus courte base (UT3-UT4) est visiblement non résolue, tandis que les deux autres
le sont partiellement, à 81 et 77 % respectivement sur les bases UT1-UT3 et UT1-UT4. Les
visibilités carrées moyennes et les précisions moyennes sont résumées dans le tableau 6.7.
On résout donc marginalement une structure dans l’environnement de la binaire X, pro-
bablement due au vent de la supergéante.
Figure 6.8 – Visibilités carrées de Vela X-1, étalonnées par HD 76 304, mesurées sur les trois
bases formées par les télescopes UT1, UT3 et UT4. Les positions des quatre raies détectées dans
le spectre sont représentées par les traits bleus. Les lignes horizontales vertes représentent les
visibilités carrées moyennées sur la bande spectrale 2,030–2,264 µm.
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Base UT3-UT4 UT1-UT3 UT1-UT4
〈V 2〉 (%) 98± 4 81± 5 77± 4
Tableau 6.7 – Visibilités carrées de Vela X-1, étalonnées par HD 76 304, moyennées entre 2,030 µm
et 2,264 µm, et précisions correspondantes.
Les visibilités carrées aux longueurs d’onde des raies détectées dans le spectre de
Vela X-1 sont présentées dans le tableau 6.8. De même que pour les clôtures de phase,
ces valeurs ne sont pas signiﬁcativement diﬀérentes des visibilités carrées moyennes (voir
tableau 6.7). Ces signatures spectrales ne sont pas générées à une distance particulière de
l’étoile, mais dans l’ensemble de la structure qui est marginalement résolue sur l’ensemble
du spectre.
V 2 (%)
Raie λ (µm) UT3-UT4 UT1-UT3 UT1-UT4
He I 2,058 95± 11 80± 9 75± 9
He I 2,113 97± 11 79± 9 71± 8
He I 2,162 105± 12 82± 9 70± 8
Brackett-γ 2,166 96± 11 80± 9 74± 8
Tableau 6.8 – Visibilités carrées de Vela X-1 aux longueurs d’onde des quatre raies détectées
dans le spectre de l’étoile.
6.2.6 Caractérisation de l’environnement de la binaire
L’environnement stellaire de Vela X-1 étant partiellement résolu par ces observations
AMBER, il est dès lors possible de le dimensionner qualitativement dans cette bande
spectrale. Pour ce faire, j’ajuste au mieux nos mesures par un modèle géométrique repré-
sentatif de la distribution lumineuse de notre cible. On a vu dans la partie 6.2.4 que la
clôture de phase mesurée pendant cette observation est relativement faible. Je choisis donc
volontairement d’utiliser un modèle centro-symétrique pour décrire notre système, que je
ne comparerai qu’aux mesures de visibilités carrées aﬁn de limiter le nombre de degrés de
liberté de cet ajustement.
De plus, il est prématuré de se prononcer sur une forme quelconque de la structure
observée, à cause du peu de mesures eﬀectuées : avec seulement une observation sur trois
bases, l’échantillonnage du plan (u,v) est minimal et ne permet pas de discriminer une
forme plutôt qu’une autre (gaussienne, disque uniforme, assombrissement centre-bord. . . ).
Pour évaluer la taille de la structure résolue par nos observations, j’ajuste donc à nos
mesures un modèle de disque uniforme ayant pour seul paramètre variable le diamètre
angulaire du disque.
J’ai rappelé dans le chapitre introductif (chapitre 1) qu’il existe une simple transforma-
tion de Fourier entre la distribution d’intensité de l’objet observé et la visibilité mesurée
en combinant deux télescopes séparés par un vecteur de base ~B. Pour ajuster les mesures
Vˆ 2 de visibilité carrée au modèle d’un disque uniforme Im de diamètre D tel que :
Im(r,D) =
4
πD2
{
1 si r ≤ D/2
0 sinon
, (6.1)
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il nous faut donc les comparer aux valeurs V 2m correspondant au modèle :
V 2m(ν,D) =
∣∣∣TF[Im(r,D)](ν)∣∣∣
=
(
2
J1(πνD)
πνD
)2
, (6.2)
pour chaque fréquence spatiale ν du plan (u,v), déﬁnie pour chaque base ~B et chaque
longueur d’onde λ par
ν = | ~B|/λ. (6.3)
Le meilleur modèle au sens des moindres carrés est obtenu pour la valeur DK du dia-
mètre minimisant l’écart quadratique χ2 entre le modèle et les mesures sur l’ensemble des
fréquences spatiales F
χ2(DK) = min
D
(
χ2(D)
)
, (6.4)
où l’écart quadratique χ2 est déﬁni tel que
χ2(D) =
∑
ν∈F
(
V 2m(ν,D)− Vˆ 2(ν)
σV 2(ν)
)2
. (6.5)
Aﬁn d’évaluer facilement la qualité de l’ajustement du modèle aux données, j’utilise de
préférence l’écart quadratique réduit χ2r , calculé en normalisant le χ
2 par le nombre de
degrés de liberté Ndl du système :
χ2r =
χ2
Ndl
, (6.6)
le nombre de degrés de liberté étant déﬁni par la diﬀérence entre le nombre Nd de mesures
et le nombre Np de paramètres à ajuster (le diamètre du disque étant le seul paramètre
de notre modèle) :
Ndl = Nd −Np. (6.7)
Le χ2 réduit a ainsi l’avantage d’être indépendant du nombre de variables du système, et
est ainsi un peu plus parlant que le χ2 brut : on voit en combinant les équations 6.5 et
6.6 qu’un χ2 réduit d’une valeur proche de l’unité correspond à un écart du modèle aux
données de l’ordre de grandeur de l’incertitude de mesure σV 2 et donc à un bon ajustement.
Une valeur de χ2r inférieure à 1 indique que l’écart aux données est globalement inférieur
à la précision des mesures et que les barres d’erreur sous surestimées. Inversement, un χ2
réduit supérieur à 1 indique que soit les barres d’erreur sont sous-estimées, soit le modèle
n’est pas compatible avec les données.
Par cette méthode, le meilleur modèle correspondant à nos mesures est obtenu avec
un disque de diamètre DK = 1, 27 mas, pour un χ2 réduit χ2r(DK) = 0, 24. Cette valeur
du χ2r inférieure à 1 indique donc que ce meilleur modèle est bien compatible avec les
données, et que leurs barres d’erreur sont même surestimées. La ﬁgure 6.9 présente les
visibilités carrées obtenues avec ce modèle comparées aux visibilités carrées mesurées par
ces observations.
Aﬁn de déterminer avec réalisme l’incertitude sur ce diamètre, la façon la plus objective
est de chercher la variation du diamètre depuis sa valeur optimale DK pour laquelle le
modèle n’est plus approprié à nos mesures, c’est-à-dire pour laquelle l’écart quadratique χ2
s’est éloignée de sa valeur minimale de façon signiﬁcative. Pour cela, je cherche la variation
σD qui augmente le χ2 du nombre de degrés de liberté Ndl du système :
χ2(DK ± σD) = χ2(DK) +Ndl, (6.8)
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Figure 6.9 – Visibilités carrées de Vela X-1 (noir), et visibilités carrées obtenues avec un modèle
de disque uniforme de diamètre angulaire DK = 1, 27 mas (rouge).
qui correspond à une simple variation de 1 du χ2r par rapport à sa valeur minimale :
χ2r(DK ± σD) = χ2r(DK) + 1. (6.9)
La ﬁgure 6.10 présente le χ2 réduit calculé en fonction du diamètre du disque modélisé. Les
lignes verticales l’en bornent d’une variation de 1 de part et d’autre de sa valeur minimale,
déﬁnissant ainsi une incertitude de +0, 34 mas et −0, 40 mas sur le diamètre estimé DK ,
que l’on arrondit à sa valeur maximale σD = 0, 40 mas.
Figure 6.10 – χ2 réduit obtenu en comparant les visibilités carrées mesurées au modèle d’un disque
uniforme, en fonction du diamètre angulaire du disque. Les tirets rouges indiquent le diamètre du
meilleur modèle au sens des moindres carrés (1,27 mas) et le χ2 réduit correspondant (0,24). Les
traits pointillés noirs bornent une variation de 1 du χ2 réduit par rapport à sa valeur minimale, et
indiquent les variations correspondantes du diamètre du modèle.
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6.2.7 Conclusions sur ces observations
Pour prendre un peu de recul sur cette analyse, voici un résumé de ce que nous a
apporté (ou pas) ce jeu d’observation de Vela X-1 avec l’instrument AMBER, dans la
bande spectrale K :
– les raies observées dans le spectre de l’étoile sont générées uniformément dans le vent
de la supergéante HD 77 581 et ne sont pas particulièrement excitées ou atténuées
localement au passage de l’étoile à neutron ;
– un faible signal de 3, 8 ± 0, 6◦dans le continuum de la clôture de phase indique la
présence d’une légère asymétrie dans le vent stellaire due à la position orbitale du
pulsar ;
– une structure a partiellement été résolue autour du système, que l’on a pu dimension-
ner à un diamètre DK = 1, 3±0, 4 mas. Compte-tenu du diamètre de la supergéante
(voir tableau 6.2), c’est très certainement le vent stellaire de l’étoile que l’on a ob-
servé, et non l’étoile elle-même.
En supposant le système Vela X-1 à une distance de 1, 9±0, 2 kpc de la Terre, la structure
résolue par ces observations s’étendrait sur un diamètre de 531 ± 173 R⊙, soit 8 ± 3 fois
la taille de la supergéante.
6.3 Observations en bande H
Après ces premières mesures déjà riches en informations, j’ai pu observer une nouvelle
fois Vela X-1 au VLTI, en utilisant cette fois-ci l’instrument PIONIER, pendant quatre
demi-nuits, entre le 25 et le 31 mars 2012.
6.3.1 Présentation de l’instrument PIONIER
PIONIER –Precision Integrated-Optics Near-infrared Imaging ExpeRiment – est un
instrument développé par nos collègues grenoblois de l’IPAG et installé très récemment au
VLTI en octobre 2010 (Le Bouquin et al. 2011). C’est le premier instrument permettant
de combiner enﬁn quatre télescopes de cet observatoire, et en particulier les quatre UT de
8,2 m de diamètre de ce site. L’histoire a d’ailleurs voulu que la toute première combinaison
de ces quatre géants se fasse le 17 mars 2011, 10 ans jour pour jour après les premières
franges obtenue au VLTI par l’instrument VINCI (Glindemann et al. 2001). PIONIER
ouvre ainsi la voie aux instruments de seconde génération GRAVITY et MATISSE. Pour
chacune de ses observations, il délivre ainsi six mesures de visibilités (le double d’AMBER),
et quatre clôtures de phase, dont trois indépendantes (le triple d’AMBER).
C’est un instrument fonctionnant en proche infrarouge dans la bande spectrale H (1,45–
1,8 µm). Il oﬀre trois résolutions spectrales diﬀérentes (bande large, R ∼ 15, R ∼ 35),
et utilise la lumière naturelle de la cible, c’est-à-dire sans séparer les polarisations, ce qui
permet d’utiliser tout le ﬂux de l’étoile et d’augmenter la sensibilité de l’instrument.
Les faisceaux sont ﬁltrés spatialement par des ﬁbres optiques monomodes tout comme
AMBER. La recombinaison de quatre faisceaux est eﬀectuée en utilisant un composant en
optique intégrée, avec normalement deux sorties par base en opposition de phase (AC).
Cependant, suite à un problème technique avec ce recombinateur, un composant de type
ABCD a été utilisé pendant notre observation, échantillonnant les franges de chaque base
sur quatre sorties en quadrature de phase. Les franges sont mesurées temporellement par
balayages successifs, c’est-à-dire en faisant varier linéairement la diﬀérence de marche entre
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chaque paire de faisceaux, à l’aide de quatre miroirs montés sur des platines de translation
piézoélectriques. La ﬁgure 6.11 montre une photo de l’instrument dans les sous-sol du
VLTI.
Figure 6.11 – Photographie de l’instrument PIONIER dans le laboratoire du VLTI, à la place
qui sera occupée par GRAVITY d’ici deux ans. En avant-plan on voit l’un des modules d’injection
dans une ﬁbre, reproduit trois fois en arrière plan.
6.3.2 Description des observations
Vela X-1 a été observée pendant quatre demi-nuits, les 25, 27, 29 et 31 mars 2012,
couvrant ainsi presque entièrement une période orbitale de 9 jours de la binaire. Les
phases correspondantes sont résumées dans le tableau 6.9. Les observations ont été faites
en mode visiteur, par Jean-Baptiste Le Bouquin et moi-même, nous permettant d’optimiser
la conﬁguration de l’instrument en fonction des conditions atmosphériques, notamment sa
résolution spectrale, l’échantillonnage des franges, et le mode de lecture du détecteur. Sur
l’ensemble des quatre nuits, les observations ont été faites soit en bande large soit avec
une faible dispersion spectrale (R ∼ 15). Le résumé des observations est présenté dans le
tableau 6.10, avec le nombre d’observation par nuit en fonction de la résolution choisie.
Chaque observation correspond à cinq acquisitions successives de Vela X-1 intercalées
entre deux observations d’étoiles étalons. Pour augmenter le rapport signal-sur-bruit de
nos mesures, je moyennerai systématiquement les cinq acquisitions de chaque observation.
Date MJD Phase orbitale
25 mars 2012 56012 0,872
27 mars 2012 56014 0,095
29 mars 2012 56016 0,319
31 mars 2012 56018 0,542
Tableau 6.9 – Date des observations de Vela X-1 avec PIONIER, et phases orbitales correspon-
dantes.
Les quatre télescopes auxiliaires (AT) de 1,8 m ont été utilisés pour ces observations en
étant disposés sur les stations A1, I1, K0 et G1 (voir plan du site de Paranal en ﬁgure 6.12).
188 Chapitre 6. Application astrophysique : Vela X-1
Date Nobs Résolution Seeing
25 mars 7 Faible 0,5–0,9′′
27 mars 4 Faible 0,5 –0,8′′
2 Bande large 0,9 –1′′
29 mars 1 Faible 1,4′′
7 Bande large 0,9–1,5′′
31 mars 7 Faible 0,7–1,1′′
1 Bande large 1′′
Tableau 6.10 – Nombre d’observations par nuit en fonction de la résolution choisie : bande large
(R ∼ 5) ou faible dispersion (R ∼ 15).
Télescopes Stations Longueur (m) Orientation (deg)
AT1–AT2 A1–I1 106,7 84,0
AT1–AT3 A1–K0 129,0 63,9
AT1–AT4 A1–G1 80,0 107,9
AT2–AT3 I1–K0 46,6 12,0
AT2–AT4 I1–G1 46,6 40,0
AT3–AT4 K0–G1 90,5 26,0
Tableau 6.11 – Caractéristiques géométriques des bases utilisées pour l’observation de Vela X-1
avec PIONIER. L’orientation des bases est donnée par rapport à l’axe Nord-Sud, comptée positi-
vement vers l’Est.
Les caractéristiques géométriques des six bases sont présentées dans le tableau 6.11. Le
plan (u,v) couvert par ces observations est présenté en ﬁgure 6.13. On constate d’ores
et déjà qu’il est beaucoup mieux échantillonné que celui obtenu pour les observations
AMBER (voir ﬁgure 6.3), pour deux principales raisons :
– en combinant quatre télescopes, PIONIER fournit deux fois plus de points de mesure
qu’AMBER qui ne combine que trois télescopes (six points de mesure au lieu de
trois) ;
– pour chaque nuit, ces observations cumulent entre six et huit observations étalées
sur plusieurs heures, au lieu d’une unique observation avec AMBER. La rotation de
la Terre permet d’échantillonner un point du plan (u,v) légèrement diﬀérent entre
chaque observation eﬀet d’hypersynthèse). De plus, PIONIER est un instrument
d’une eﬃcacité et d’une ﬂuidité admirables, qui ne prend en moyenne que 10 minutes
pour chaque observation (pointage de l’étoile compris), permettant ainsi de mitrailler
sa cible au cours d’une nuit (six à huit observations de Vela X-1 par demi-nuit, et
autant d’observations d’étalons).
De plus, on voit aussi très clairement l’intérêt de l’observation en bande H plutôt qu’en
bande K : pour des longueurs de base équivalentes (62 à 130 m avec AMBER, 47 à
129 m avec PIONIER), les fréquences spatiales échantillonnées sont plus grandes d’un
facteur ∼ 4/3, grâce à la meilleure résolution angulaire due à une longueur d’onde plus
courte d’un facteur ∼ 3/4. Par contre, l’avantage certain d’AMBER réside dans sa grande
résolution spectrale, nous permettant d’une part d’échantillonner le plan (u,v) sur 340
canaux spectraux au lieu d’un ou trois avec PIONIER, et d’autre part (et surtout !) de
conduire une analyse interférométrique et spectrale simultanément.
Pour ﬁnir sur cette description générale des observations, quelques mots sur les étoiles
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Figure 6.12 – Schéma géométrique du site du VLTI. Les quatre stations utilisées pour nos
observations avec PIONIER sont colorées en bleu.
Figure 6.13 – Plan (u,v) obtenu pendant nos observations de Vela X-1 avec PIONIER, pour
chacune des quatre nuits. Chaque point représente la moyenne de cinq observations successives.
utilisées pour étalonner nos mesures sur Vela X-1. Quatre étoiles diﬀérentes ont été choi-
sies : HD 74 417, HD 76 111, HD 80 934, HD 75 708 (la première n’ayant été utilisée que
la première nuit). Leurs caractéristiques sont détaillées dans le tableau 6.12. Elles ont été
sélectionnées pour leur proximité angulaire avec Vela X-1 et pour leur luminosité compa-
rable.
6.3.3 Analyse des visibilités
Les visibilités carrées de Vela X-1 sont présentées dans la ﬁgure 6.15 pour chaque nuit
d’observation, étalonnées par les étoiles précédemment décrites. Alors qu’on pourrait s’at-
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Nom Distance (◦) Type Magnitude H Diamètre Ref.
HD 74 417 4,9 K3III 4,32 0, 806± 0, 010 1
HD 76 111 1,8 K0III 5,44 0, 411± 0, 029 2
HD 80 934 4,2 K0III 5,17 0, 467± 0, 033 2
HD 75 708 4,5 G8III 5,69 0, 362± 0, 026 2
Références : (1) Mérand et al. (2005) ; (2) Lafrasse et al. (2010).
Tableau 6.12 – Détail des étoiles choisies pour étalonner les observations de Vela X-1 avec
PIONIER.
tendre à résoudre plus facilement l’environnement de la supergéante puisque la résolution
spatiale est meilleure en bande H qu’en bande K, on constate que l’on ne résout rien
de signiﬁcatif et que les visibilités carrées ne valent pas moins de 90 %. Le tableau 6.13
présente les visibilités carrées de chaque base pour les quatre nuits, moyennées sur l’en-
semble des observations et des canaux spectraux. Même les plus grandes bases sont très
marginalement résolues.
〈V 2〉 ± 〈σV 2〉 (%)
Date A1–I1 A1–K0 A1–G1 I1–K0 I1–G1 K0–G1
25 mars 99± 1 98± 2 99± 1 97± 2 99± 1 99± 1
27 mars 98± 1 98± 2 102± 2 99± 1 100± 1 96± 1
29 mars 92± 3 97± 2 98± 2 98± 3 97± 1 98± 2
31 mars 99± 2 97± 2 99± 1 95± 2 99± 1 99± 1
Tableau 6.13 – Visibilités carrées de Vela X-1 moyennées pour chaque base, et pour chaque nuit.
Figure 6.14 – χ2 réduit obtenu en comparant les visibilités carrées mesurées au modèle d’un
disque uniforme, en fonction du diamètre angulaire du disque. Les tirets rouges représentent la
valeur du χ2 réduit obtenu pour une étoile ponctuelle (diamètre nul). Les traits pointillés noirs
bornent une variation de 1 du χ2 réduit par rapport à cette valeur, et indiquent le diamètre du
modèle correspondant à cette variation signiﬁcative du χ2r.
Cependant, à défaut de résoudre une quelconque structure autour du système Vela X-
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1, l’excellente précision obtenue sur ces mesures peut me permettre de contraindre la
taille maximale de l’environnement stellaire de la supergéante visible en bande H. Pour
cela, j’utilise la même méthode que précédemment pour estimer la taille du vent stellaire
à partir des visibilités carrées mesurées par AMBER (partie 6.2.6). Comme il n’y a de
diﬀérence signiﬁcative ni entre les quatre nuits d’observation, ni entre les diﬀérents canaux
spectraux, je compare l’ensemble des visibilités carrées obtenues avec PIONIER à celles
qu’on obtiendrait en observant un disque uniforme de diamètreD. La ﬁgure 6.14 représente
le χ2 réduit en fonction du diamètre du modèle. Comme attendu au vu des visibilités
carrées, le meilleur modèle au sens des moindres carré, obtenu pour un diamètre de 0,3 mas,
n’est pas signiﬁcativement plus réaliste qu’un modèle d’étoile ponctuelle : la diﬀérence de
χ2 réduit entre un modèle de diamètre nul et de diamètre 0,3 mas est inférieure à 1.
Dans ce cas, la contrainte la plus réaliste sur la taille maximale de l’environnement de
Vela X-1 est de la déﬁnir par une variation signiﬁcative du χ2 par rapport à un modèle
d’étoile non résolue, et non par rapport au meilleur modèle de disque de diamètre 0,3 mas.
Par cette méthode, ces observations me permettent de conclure que le vent stellaire de
la supergéante a un diamètre de 0,55 mas tout au plus dans la bande spectrale H, soit
225 R⊙ en supposant Vela X-1 éloignée de 1,9 kpc.
6.3.4 Analyse des clôtures de phase
Avec des mesures de visibilité aussi proches d’un objet résolu, on s’attend également à
mesurer des clôtures de phase proches de 0. C’est eﬀectivement le cas, comme le montre
la ﬁgure 6.16, qui représente les clôtures mesurées par PIONIER pour chaque nuit d’ob-
servation. Cependant, en moyennant la clôture de chaque triplet sur toute la nuit pour
en augmenter le rapport signal-sur-bruit, on constate qu’il y a une légère oscillation des
clôtures qui sort des barres d’erreur au long des quatre nuits d’observation, d’amplitude
0,5◦ tout au plus, comme on le constate sur la ﬁgure 6.17. On observe donc une très lé-
gère variation de la symétrie de la cible en fonction de la phase orbitale de la binaire,
qui est certainement liée à l’interaction de l’étoile à neutron dans le vent stellaire de la
supergéante.
Toutefois, ce signal de clôture est très diﬃcile à caractériser par ajustement à de simples
modèles. . . En ne conservant que ces signaux moyennés sur toute une nuit, on obtient seule-
ment Nd = 3 mesures indépendantes (la quatrième clôture étant une combinaison linéaire
des trois autres). En cherchant à contraindre l’asymétrie dans la distribution lumineuse
de la cible par le plus simple modèle qu’il soit, c’est-à-dire un couple d’étoiles ponctuelles,
il y a Np = 3 paramètres à contraindre : deux paramètres de position relative d’une étoile
par rapport à l’autre, ainsi qu’un paramètre de rapport de ﬂux entre les deux. Comme le
montre l’équation 6.7, il n’y a aucun degré de liberté pour ajuster ces paramètres à nos
trois mesures indépendantes de chaque nuit. Il n’est donc pas possible de caractériser le
système à partir de nos mesures, à moins de poser des hypothèses fortes sur sa géomé-
trie (typiquement en ﬁxer un paramètre), ou bien d’utiliser les mesures de clôture non
moyennées avec un signal noyé dans le bruit. . .
Pour contraindre un minimum la géométrie du système, j’ai cependant succinctement
étudier cette asymétrie responsable d’un signal de clôture de 0,5◦ au maximum, au jour
des hypothèses suivantes :
– on utilise le simple modèle de deux points non résolus, séparés d’une distance ρ et
d’un angle θ en coordonnées polaires, de rapport de ﬂux r ;
– on suppose ρ = 0, 5 mas pour être en accord avec notre analyse des visibilités carrées
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Figure 6.15 – Visivilités carrées étalonnées de Vela X-1, pour chacune des nuits d’observation,
en fonction du module de la fréquence spatiale.
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Figure 6.16 – Clôtures de phase étalonnées de Vela X-1, pour chacune des nuits d’observation,
en fonction du module de la fréquence spatiale maximale entre les trois bases du triplet considéré.
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Figure 6.17 – Clôtures de phase de Vela X-1 en fonction de la date, moyennées sur toute la nuit
pour augmenter le rapport signal-sur-bruit.
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θ (◦) r
-90 -
0 0.1
90 -
180 0.1
Tableau 6.14 – Paramètres d’un modèle de système binaire de séparation 0,5 mas générant un
signal de 0,5◦ dans les clôtures de phase formées dans la même conﬁguration que nos observations
de Vela X-1 avec PIONIER, pour quatre valeurs d’angle polaire diﬀérentes. Les angles ±90◦ne
produisent pas de signal de clôture supérieur à 0,25◦.
(voir partie précédente).
En générant des clôtures de phase correspondant au modèle, je cherche, pour diﬀérentes
valeurs de θ, la valeur du rapport de ﬂux qui produit un signal de 0,5◦ au maximum
dans les clôtures du modèle, à l’aide du logiciel Aspro2 4 du Jean-Marie Mariotti Center.
Les résultats de cette analyse grossière sont présentés dans le tableau 6.14. Bien que
cette étude mérite d’être plus poussée, elle nous montre déjà que sous les hypothèses
précédentes, l’asymétrie observée a plutôt une orientation Nord-Sud que Est-Ouest, et
qu’elle ne contribue pas à plus de 10 % du ﬂux total mesuré.
6.4 Discussion des résultats
Après ces analyses des deux observations de Vela X-1, il est temps de prendre un peu
de recul et de comparer et discuter leurs résultats.
6.4.1 Résumé des épisodes précédents
Résumons les principaux résultats de ces observations : d’une part les mesures avec
AMBER m’ont permis de résoudre clairement une structure autour de Vela X-1, dont
j’ai pu évaluer le diamètre à 531 ± 173 R⊙ ; et d’autre part, les observations PIONIER
n’ont rien résolu de signiﬁcatif dans cet environnement malgré leur meilleure résolution
angulaire, à part une légère asymétrie selon la phase orbitale du système, et m’ont permis
de ﬁxer une limite supérieure de 225 R⊙ au diamètre de l’environnement stellaire de la
supergéante. La ﬁgure 6.18 résume la géométrie du système et place nos résultats dans
ce contexte.Ces deux résultats ne sont a priori pas compatibles. On peut avancer deux
scenarii possibles pour expliquer ces diﬀérentes mesures.
Un fort gradient de température
L’une des diﬀérences majeures entre ces deux observations réside dans leur bande
spectrale : celles obtenues avec AMBER ont été eﬀectuées à 2,15 µm, tandis que les
mesures avec PIONIER ont été faites à 1,68 µm.
En supposant que l’émission lumineuse suit une loi de corps noir, la loi de Wien nous
permet de lier sa température T à la longueur d’onde λmax de son maximum d’émission :
λmaxT = 2, 898× 10−3 m.K. (6.10)
4. Simule les clotûres de phase obtenues en fonction du modèle de distribution lumineuse de la cible,
pour la même configuration que nos observations de Vela X-1 avec PIONIER.
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Figure 6.18 – Schéma résumant la géométrie de Vela X-1.
La première observation en bande K m’a donc permis de résoudre une structure de tem-
pérature dominante à 1 350 K, les suivantes favorisant l’observation de matière bien plus
chaude à 1 725 K. La loi de Stefan-Boltzmann nous permet de relier le rayon R d’une étoile
à sa température T via sa luminosité L :
L = 4πσR2T 4, (6.11)
avec σ la constante de Stefan. En supposant la luminosité de l’étoile constante en fonction
de la longueur d’onde, et que le vent stellaire suit cette loi du corps noir, le rayon du vent
stellaire devrait dépendre de sa température selon la relation :
R ∝ 1
T 2
. (6.12)
Or nos mesures correspondent plutôt à une loi de puissance en T−3,5.
Si ces mesures sont eﬀectivement compatibles, cela induirait qu’il y a un gradient de
température plus important que celui prédit par la loi de Stefan-Boltzmann au sein du
vent stellaire de la supergéante : le vent à 1 725 K s’étendrait alors beaucoup plus loin de
l’étoile que la matière « chaude », qui resterait conﬁnée près de sa source dans un rayon de
1,8 rayon stellaire (112,5 R⊙). Ce fort gradient de température au sein du vent stellaire
pourrait être lié à la présence de l’étoile à neutron qui orbite justement à 1,5 rayon stellaire
de sa compagne. Sa présence sur cette orbite proche de la supergéante pourrait par exemple
conﬁner le vent stellaire chaud à l’intérieur de son orbite, et isoler thermiquement le vent
stellaire à des distance plus éloignées.
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Une enveloppe diﬀuse temporaire
Le second scenario repose sur le fait que les observations AMBER et PIONIER sont
séparées de deux longues années. Il est ainsi possible qu’on ait observé en mars 2010 une
structure temporaire, qui aurait simplement disparu deux ans plus tard par diﬀusion dans
le milieu interstellaire. J’ai déjà évoqué la forte variabilité de Vela X-1 dans le domaine des
hautes énergies, et le fait qu’elle est sujette à de brusques sursauts lumineux comme à de
soudaines extinctions quasi-totales à ces longueurs d’onde (voir partie 6.1.3). Il n’est donc
pas à exclure que cette variabilité lumineuse soit corrélée à une variabilité de la géométrie
de son environnement, puisque son intensité dans le domaine des rayons X reﬂète l’activité
de l’accrétion de matière par l’étoile à neutron.
Cette hypothèse pourrait être étayée par une récente publication de Bosch-Ramon
et al. (2012), montrant par simulations numériques que dans les systèmes binaires pulsar-
supergéante dans lesquels l’étoile à neutron n’accrète pas de matière, l’interaction entre
le vent des deux corps produit des ondes de choc souﬄant la matière sur des distances de
plusieurs dizaines de rayons stellaires.
Or j’ai expliqué dans la partie 6.1.3 que les extinctions de Vela X-1 aux hautes énergies
étaient interprétées par des arrêts de son activité d’accrétion, par eﬀet d’hélice, étant
protégée par son champ magnétique. Si à cette occasion, une onde de choc est produite
entre le vent de la supergéante et celui du pulsar dans cette phase « éteinte », c’est peut-
être ce phénomène que l’on a observé en 2010, suite à une extinction importante de son
accrétion.
6.4.2 Quelques perspectives
Bien que ces observations aient été fructueuses et que j’aie pu caractériser pour la
première fois l’environnement stellaire de Vela X-1 à haute résolution, elles apportent
également un nouveau lot de questions, notamment sur la variabilité éventuelle de son en-
vironnement stellaire. Des observations complémentaires sont indispensables pour trancher
la question.
Pour cela, on peut envisager diﬀérents types d’observation :
– de nouvelles observations interférométriques en bande K pour conﬁrmer si la struc-
ture observée en 2010 était temporaire ou non ;
– des observations simultanées ou légèrement antérieures (à moins de 9 jours) aux
hautes énergies pour surveiller son activité d’accrétion, qui pourrait être responsable
d’une nouvelle structure diﬀuse ;
– des observations interférométriques en infrarouge moyen, pour voir si des structures
plus froides peuvent être résolues autour du système.
Tout un programme pour résoudre 5 le mystère qui entoure Vela X-1 !
5. Angulairement ! :)
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Conclusion
Rappelons brièvement le contexte de ma thèse. L’interférométrie longue base est une
technique oﬀrant des capacité de résolution angulaire inégalées par les autres techniques
d’observation (optique adaptative, télescopes spatiaux, traitement d’image a posteriori),
atteignant une limite de résolution entre 1 et 40 mas, du visible à l’infrarouge lointain. À
l’heure actuelle, cette technique est cependant très limitée en terme de sensibilité, de part
l’utilisation d’une faible surface collectrice (utilisation de petites pupilles en petit nombre,
excepté au VLTI lorsque les quatre UTs sont recombinés), et d’un train optique complexe
conduisant à une faible transmission. De plus, les ﬂuctuations de chemin optique induites
par la turbulence atmosphérique, de l’ordre du micron en quelques dizaines de millise-
condes, empêchent toute mesure précise de contraste par intégration des franges sur de
longues poses, à moins d’utiliser un suiveur de franges qui stabilise la phase en temps réel.
Par conséquent, le développement d’algorithmes eﬃcaces de contrôle de la phase,stabilisant
les franges pendant quelques dizaines de secondes à des résidus de diﬀérence de marche
d’une fraction de longueur d’onde, est un enjeu crucial pour permettre à l’interféromé-
trie de rivaliser en terme de sensibilité avec les autres techniques instrumentales en haute
résolution angulaire.
GRAVITY est un instrument de deuxième génération du VLTI qui permettra de re-
combiner jusqu’à quatre télescopes dans la bande infrarouge K, et dont la première lumière
est prévue pour 2014. Aﬁn de rendre possible l’observation du centre galactique, principal
objectif scientiﬁque de l’instrument, le suiveur de franges de GRAVITY devra être capable
de stabiliser les diﬀérences de marche à des résidus inférieurs à 350 nm rms sur six bases
conjointement, par l’observation d’une étoile de référence de magnitude 10, limite de sensi-
bilité des interféromètres actuels. Ma thèse a pour objectif le développement, optimisation
et caractérisation de l’algorithme de suivi de franges de GRAVITY.
Dans ce but, j’ai analysé, dimensionné, et modélisé les diﬀérentes sources de pertur-
bations subies par les faisceaux recombinés. En plus du piston atmosphérique, principale
cause de ﬂuctuation des diﬀérences de marche, les faisceaux sont également perturbés
par d’importantes vibrations instrumentales lorsque les UTs sont utilisés, contribuant aux
ﬂuctuations des chemins optiques à hauteur de 150 à 300 nm rms. De part l’utilisation
de ﬁbres monomodes pour ﬁltrer spatialement le champ électrique de l’onde, les faisceaux
recombinés subissent également des variations d’intensité, qui rendent diﬃcile la détection
des franges à la limite de sensibilité de l’instrument.
J’ai ensuite développé l’algorithme du suiveur de franges, permettant d’estimer les
diﬀérences de marche sur chaque base de l’interféromètre, et calculant des corrections
optimisées à appliquer aux actionneurs en piston. Le système de contrôle est basé sur un
ﬁltre de Kalman adapté au suivi de franges à quatre télescopes, qui permet de calculer
des commandes optimisées à partir d’une connaissance a priori des perturbations et du
bruit de mesure. J’ai également analysé la stratégie de contrôle de l’ensemble du système
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en fonction des diﬀérents états dans lesquels le suiveur de franges est susceptible de se
trouver.
Pour optimiser ces algorithmes, j’ai complété des routines développées par Frédéric
Cassaing à l’ONERA, permettant de simuler diﬀérents types de suiveurs de franges, et je
les ai adaptées à l’architecture de GRAVITY et aux conditions d’observation au VLTI. J’ai
ainsi pu caractériser les performances de l’ensemble de l’algorithme du suiveur de franges,
et montrer notamment qu’il est capable de stabiliser les franges à 310 nm rms sur une étoile
de magnitude 10 dans les conditions d’observation attendues au VLTI en 2014, notamment
grâce au contrôleur Kalman. J’ai également réalisé des simulations avec l’algorithme VTK
actuellement utilisé au VLTI pour corriger les vibrations instrumentales. J’ai démontré
que le contrôleur Kalman est plus eﬃcace pour cette tâche, et qu’il fournit de plus une
meilleure correction du piston atmosphérique que le contrôleur intégral des suiveurs de
franges du VLTI. De plus, l’ESO m’ayant fournit des séquences de diﬀérences de marche
mesurées par le suiveur de franges de PRIMA, j’ai pu réaliser des simulations de suivi de
franges à partir de perturbations réalistes et représentatives des conditions d’observation
au VLTI. J’ai montré que le contrôleur Kalman est plus eﬃcace que le suiveur de franges de
PRIMA pour corriger les vibrations instrumentales et le piston atmosphérique, améliorant
la stabilité des franges de 170 nm rms en moyenne. Enﬁn, j’ai réalisé des simulations
de suivi de franges dans une version dégradée du recombinateur de GRAVITY, envisagée
pour améliorer la précision astrométrique de GRAVITY. J’ai montré que cette architecture
induirait une perte de précision dans la stabilisation des franges, même en asservissant les
diﬀérences de marche à une consigne non nulle qui aurait pu être plus appropriée à cette
nouvelle architecture de l’instrument.
Parallèlement à ce travail de caractérisation des algorithmes par des simulations numé-
riques, j’ai développé un démonstrateur du suiveur de franges de GRAVITY dans le but de
valider expérimentalement les performances simulées. Il a permis de démonter un premier
fonctionnement des boucles de contrôle utilisant un intégrateur classique et un contrôleur
Kalman. De plus, le développement de ce prototype m’a permis d’analyser le fonction-
nement de systèmes temps-réel, et d’étudier la procédure et les algorithmes d’étalonnage
de l’instrument. De plus, il a mis relief la non-linéarité des estimateurs de diﬀérence de
marche en cas de disparité des longueurs d’onde eﬀectives des diﬀérentes voies servant à
échantillonner les franges. À partir des caractéristiques du spectromètre de GRAVITY,
j’ai pu déterminer que les estimateurs de diﬀérence de marche de l’instrument seront rai-
sonnablement linéaires et n’aﬀecteront pas les performances du suiveur de franges.
Enﬁn, j’ai participé au cours de cette thèse à un programme astrophysique, portant
sur l’étude de la binaire X à forte masse Vela X-1 par des observations interférométriques
en infrarouge. J’ai analysé des observations de ce système obtenues dans la bande K avec
l’instrument AMBER, et à partir desquelles j’ai pu mesurer un vent stellaire s’étendant à
huit rayons stellaires autour de la supergéante de ce système. J’ai également eﬀectué des
observations de Vela X-1 en bande H avec l’instrument PIONIER, dont j’ai mesuré un
vent stellaire de seulement trois fois la taille de la supergéante. J’en ai déduit la présence
soit d’un fort gradient de température dans le vent de la supergéante, soit d’une enveloppe
diﬀuse temporaire, qui pourrait être liée à des irrégularité dans le processus d’accrétion
par l’étoile à neutron de matière en provenance de la supergéante.
Pour conclure, mon travail de thèse montre que le suiveur de franges de GRAVITY
permettra de stabiliser les franges pendant plus de 100 s à λ/6 sur une étoile de référence
de magnitude K = 10. Grâce à cette performance, GRAVITY sera capable d’observer
des objets de magnitude K = 16 avec une résolution inégalée, en faisant l’interféromètre
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infrarouge avec la meilleure sensibilité au monde. Ainsi, une fois GRAVITY installé, le
VLTI fonctionnera enﬁn au régime nominal pour lequel il a été conçut 30 ans plus tôt, en
recombinant les quatre grands télescopes de 8 m de diamètre sur des bases de 50 à 130 m.
Il permettra ainsi d’aborder une large gamme de questions ouvertes sur l’astrophysique
galactique et extragalactique moderne (relativité en champ fort, noyaux actifs de galaxie,
exoplanètes, . . . ).
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ABSTRACT
To enable optical long baseline interferometry toward faint objects, long integrations are necessary despite atmospheric turbulence.
Fringe trackers are needed to stabilize the fringes and thus increase the fringe visibility and phase signal-to-noise ratio (SNR), with
efficient controllers robust to instrumental vibrations, and to subsequent path fluctuations and flux drop-outs.
We report on simulations, analyzes and comparison of the performances of a classical integrator controller and of a Kalman controller,
both optimized to track fringes on a 4-telescope single-mode long baseline interferometer in the near-infrared, under realistic observ-
ing conditions based on the design of the Very Large Telescope Interferometer (VLTI) GRAVITY instrument (turbulence, vibrations,
detection noise, and instrument photometric performance), for different source magnitudes, disturbance conditions, and sampling
frequencies. We also simulate and compare the performances of the Kalman controller with the vibration tracking algorithm (VTK)
already in use at VLTI and optimized to cancel out high frequency vibrations.
We find that both controller performances follow a two-regime law with the star magnitude, a constant disturbance limited regime, and
a diverging detector and photon noise limited regime. Moreover, we find that the Kalman controller is optimal in the high and medium
SNR regime due to its control based on an accurate disturbance model. In the low SNR regime, the model is not accurate enough
to be more robust than an integrator controller. Identifying the disturbances from high SNR measurements improves the Kalman
performances in case of strong optical path difference disturbances.
Key words. Instrumentation: high angular resolution – Atmospheric effects – Methods: numerical – Techniques: interferometric
1. Introduction
Atmospheric turbulence is presently a major limiting factor for
the sensitivity of ground-based optical long baseline interferom-
eters. Because of the short coherence time of atmospheric tur-
bulence – typically τ0 = 20 ms in the near infrared – basic ob-
servations are indeed limited to short exposure times, and as a
consequence to bright targets. Without precaution, the random
fringe motion induced by the turbulent atmosphere would com-
pletely blur fringe contrast and spoil the high angular resolution
information.
To overcome this limitation, a servo-system called fringe
tracking has been developed by Shao & Staelin (1977) and
demonstrated three years later (Shao & Staelin 1980). By sta-
bilizing the interferometric fringes to a fraction of wavelength,
such a system would indeed enable exposure times of several
minutes without the visibility loss inherent to the fringe mo-
tion, and therefore give access to new sensitivity limits. Fringe
trackers have since proven themselves to be essential, not only
to observe faint targets, but also to perform astrometry with
a sub milliarcsecond (mas) accuracy. That explains why the
main long baseline interferometers are currently being pro-
vided either with instruments including their own fringe track-
ers: PRIMA (Delplancke et al. 2006), GRAVITY (Eisenhauer
⋆ PhD Fellow of the Research Foundation – Flanders (FWO)
et al. 2011), or with shared fringe trackers: fringe tracker of
the Keck Interferometer (Colavita et al. 2010), CHAMP for the
CHARA array (Berger et al. 2008), FINITO for the Very Large
Telescope Interferometer (VLTI) (Gai et al. 2003; Le Bouquin
et al. 2008).
The VLTI is the most powerful observatory to match high
sensitivity and high angular resolution. It is indeed the only long-
baseline interferometer allowing to combine four 8.2 m unit tele-
scopes (UTs) on the one hand, with thus the greatest available
collecting surface, and it provides baselines with lengths ranging
from 8 m to 202 m with the movable auxiliary telescopes (ATs)
on the other hand, with thus a resolution of 2 mas at 2.2 µm. The
four UTs were combined for the first time by Le Bouquin et al.
(2011) with the H-band visitor instrument PIONIER (Berger
et al. 2010), leading the way to new results with interferome-
ters. An efficient fringe tracker will greatly contribute to such
advances, and the European Southern Observatory (ESO) has
recently called for proposals for an optimized fringe tracker suit-
ing to its next generation of instruments (Blind et al. 2011). In
this context, the GRAVITY instrument (Eisenhauer et al. 2011),
planned to be on sky in 2014 at VLTI, will combine up to four
telescopes in the K band with its own fringe tracker. It will lead
to unprecedented imaging of targets of magnitudes up to K = 16
with 100 s exposure time (Gillessen et al. 2010), thanks to fringe
tracking on an unresolved reference star of magnitude up to 10,
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which is the current best sensitivity limit (Keck Interferometer,
Ragland et al. 2010) in this band. This will enable observations
of the close environment of Sgr A*, the supermassive black hole
in the center of the Galaxy, for which GRAVITY has been de-
signed.
However, this is particularly challenging for multipurpose fa-
cilities such as the VLTI. Each individual UT can be used alone
and is equipped with several instruments fixed at its different
foci. These instruments (electronics, coolers. . . ) excite vibration
frequencies differing from one UT to another, leading to impor-
tant path length fluctuations which add to the atmospheric ones
on the one hand, and to variations of the flux injected into the
beam combiner on the other hand. ESO follow up the evolution
of mechanical vibrations and make strong efforts to limit their
effects (Haguenauer et al. 2010; Poupar et al. 2010). Vibrations
from the first three mirrors of each telescope are measured by a
set of accelerometers and compensated by the optical delay lines.
Di Lieto et al. (2008) developed an adaptive narrow-band algo-
rithm (Vibration tracking algorithm, VTK) that compensates for
some pre-selected remaining resonant frequencies.
An alternative approach is to compensate for all vibrations
without any a priori and for the turbulence at the same time.
This can be possible thanks to a Kalman controller, which is a
predictive algorithm based on the model of the disturbances. The
formalism was first developed by Kalman (1960), then has been
recently transposed to adaptive optics (AO) systems by Meimon
et al. (2010) and Petit et al. (2004). Based on this experience,
Kalman filtering was adapted to 2-way fringe trackers by Lozi
et al. (2011) and to 4-way fringe trackers by Menu et al. (2012).
This paper aims at comparing the performances of the
Kalman controller and of an optimized Integral controller in a 4-
telescope fringe tracker subjected to disturbances representative
of the VLTI observing conditions. In this goal, realistic numeri-
cal simulations were made to analyze their robustness against vi-
brations and flux dropouts. In addition, 2-telescope simulations
were performed to compare the performance of the Kalman and
VTK controllers with respect to vibrations.
In Sect. 2 of this paper, we describe the simulation of the
disturbance sequences, and in Sect. 3 the parameters used for
the detection train. In Sect. 4 the algorithms used to estimate
the optical path difference (OPD) on each baseline, and to con-
trol the piston actuators are presented. In Sect. 5, the simulations
done to evaluate the performances of the integrator and Kalman
controllers in the framework of GRAVITY are presented with
their results, and those to compare the VTK and Kalman algo-
rithms are presented in Sect. 6. These results are analyzed and
discussed in Sect. 7.
2. Simulation of the disturbances
We analyze the closed-loop behavior of the fringe tracker with an
iterative time-domain simulator reproducing the entire acquisi-
tion and control process of the fringe tracker. Discrete sequences
of disturbance representative of observing conditions at VLTI
are injected in the simulator. At each iteration, the image on the
fringe tracker detector is computed from the OPD residuals, then
is processed by the algorithm of the fringe tracker to deduce new
piston commands.
Our simulations are based on a set of parameters whose val-
ues are specified by the design of the GRAVITY instrument.
They are listed in Table 1. To evaluate the robustness of the
fringe tracker controller, we simulated different observing con-
ditions. The parameters and their range of variations are listed in
Table 2.
Table 1. Values used in the simulations for the fixed parameters.
Item Value
Average wavelength (µm) 2.2
Spectral bandwidth (µm) 0.5
Number of spectral channels 5
Number of telescopes 4
Number of baselines 6
Telescope diameter (m) 8.2
Average baseline length (m) 80
Total transmission (%) 0.8
Detector RON (e−) 4
APD noise excess factor1 1.5
Seeing (′′) 0.8
Atmospheric coherence time (ms) 3.4
Wind speed (m/s) 12
Atmospheric turbulence outer scale (m) 100
Number of frames 30 000
(1) Noise excess factor of an Avalanche Photo-Diode. See Sect. 3.2.
Table 2. Values used in the simulations for the varying parameters.
Item Values
K-band star magnitude 6 – 12
Tilt per axis (mas rms) 15 & 20
Vibrations level None; Low level; Current level1
Atmospheric OPD (µm rms) 10 & 15
Loop frequency (Hz) 100 – 1000
Kalman model (frames) 2 000 – 5 000
(1) See Table 4 for the RMS values.
This section describes the simulation of the disturbances,
namely the modeling of the atmospheric piston, of the longi-
tudinal vibrations, and of the flux variations.
2.1. Modeling of piston disturbances
We simulate the piston disturbances by N-point sequences of
piston fluctuations defined for each apertures. The sequence of
piston disturbances, hereafter {Pn}n∈~1,N, is computed from the
sum of the two main causes of perturbations, atmospheric piston
and longitudinal vibrations.
2.1.1. Atmospheric piston
To simulate the atmospheric disturbance on each aperture, we
used a Von Ka´rma´n model (Reinhardt & Collins 1972), with a
refractive-index spatial power spectrum ΦN proportional to
ΦN(κ) ∝
(
κ2 + 1/L20
)−11/6
, (1)
with κ the spatial frequency. Unlike a basic Kolmogorov model
which diverges at zero frequency, this model includes a finite at-
mospheric outer scale L0, which leads to the saturation of the
spectrum at low frequencies. Note that a Kolmogorov model
is used to characterize the atmospheric piston in the Interface
Control Document (ICD) between VLTI and its instrument.
Parameters related to the atmospheric turbulence may thus differ
between our simulations and the ICD for that specific reason.
The asymptotic OPD temporal power spectrum density
(PSD) S atm for a Von Ka´rma´n model is described by Buscher
2
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et al. (1995). It follows an f 0 law for low temporal frequen-
cies f , an f −2/3 power law between the two cut-off frequencies
f1 ∼ 0.2V/B and f2 ∼ V/L0, where V is the wind speed and B the
length of the baseline, and an f −8/3 law for higher frequencies:
S atm( f ) ∝



f 0 if f < f1
f −2/3 if f1 < f < f2
f −8/3 if f > f2
. (2)
Atmospheric piston sequences are simulated by multiplying in
Fourier space the spectra of white Gaussian noise sequences
with this asymptotic power spectrum. The time-sequences are
then scaled to match the OPD variance σ2atm.
A typical value of L0 = 22 m was measured at Paranal dur-
ing two measurement campaigns with the Generalized Seeing
Monitor (GSM) instrument in 1998 and 2007 (Martin et al. 2000;
Dali Ali et al. 2010). For median seeing conditions of 0.8′′at
Paranal, this should lead to a typical value of 1.8 µm RMS for
the atmospheric OPD in the K band (Conan et al. 2000; Maire
et al. 2006). However, values around 10 µm are measured at the
VLTI in this spectral band with the instruments AMBER (Maire
2007) and PRIMA (Sahlmann et al. 2009), related to larger at-
mospheric outer scale values around 100 m. Maire (2007) at-
tributes the important difference with the GSM measurements to
an instrumental contribution from the VLTI in the OPD fluctu-
ations. However, to clearly identify the instrumental impact of
the interferometer, GSM and OPD measurements should be car-
ried out simultaneously. Moreover, we calculated atmospheric
OPD sequences for observing conditions with L0 = 22 m and
σatm = 1.8 µm on the one hand, and with L0 = 100 m and
σatm = 10 µm on the other hand. Time sequences are pre-
sented in Fig. 1 with the corresponding PSD and asymptotic Von
Ka´rma´n models. The model using a higher value for L0 leads to
an important damping of the high frequencies, which is simi-
lar to measured OPD sequences with the PRIMA fringe sensor
unit (Sahlmann et al. 2009). Therefore, to have a OPD distur-
bance spectrum and standard deviation fitting with OPD mea-
surements at VLTI, we chose to simulate the atmospheric piston
sequences with a Von Ka´rma´n model and an atmospheric outer
scale value of L0 = 100 m, and scaled the atmospheric distur-
bance to a standard deviation of σatm = 10 µm. A typical simu-
lated atmospheric OPD sequence is presented in Fig. 1 (c).
2.1.2. Piston vibrations
To simulate the total piston disturbance sequences {Pn}n∈~1,N,
we add a series of vibration disturbances to the previously de-
scribed atmospheric piston sequences. Strong vibrations are in-
deed excited by the instruments installed at the focuses of the
UTs and propagate along the telescope structure. We modeled
each vibration peak by a damped harmonic oscillator excited by
a Gaussian noise v, characterized by three parameters: the nat-
ural frequency f0, the damping coefficient k, and the variance
of the excitation σ2v. The temporal evolution pv(t) of a piston
vibration is defined by the following differential equation (Petit
2006):
d2pv
dt2
+ 4πk f0
dpv
dt
+ 4π2 f 20 pv(t) =
v(t)
T 2
, (3)
where T is the sampling pitch. The related temporal PSD S vib is
thus expressed by
S vib( f ) =
σ2vT/(16π
4T 4)
f 4 + 2 f 2
0
f 2(2k2 − 1) + f 4
0
. (4)
Table 3. Parameters of the vibration peaks simulated on each telescope.
The standard deviation of their excitations are for the simulated current
conditions at VLTI observatory.
Telescope 1 Telescope 2
f0 (Hz) k σv (nm) f0 (Hz) k σv (nm)
8 0.003 0.25 13 0.01 1.8
14 0.002 0.5 15 0.003 1.0
16 0.006 1.3 18 0.02 2.5
18 0.006 1.5 24 0.002 3.0
24 0.001 2.5 34 0.004 3.0
34 0.006 5.0 45 0.003 5.0
45 0.003 4.0 96 0.001 6.0
50 0.001 4.0
78 0.001 6.0
96 0.003 7.0
Telescope 3 Telescope 4
f0 (Hz) k σv (nm) f0 (Hz) k σv (nm)
14 0.002 1.4 5 0.05 0.8
17 0.01 2.5 10 0.002 0.5
24 0.001 3.7 18 0.001 2.8
34 0.003 2.0 24 0.002 5.0
46 0.002 2.7 34 0.003 4.0
49 0.001 3.0 45 0.004 6.2
86 0.003 11.0 52 0.005 9.0
94 0.002 15.0 68 0.007 13.0
76 0.006 15.0
85 0.002 12.0
96 0.005 18.0
107 0.002 11.0
Table 4. Standard deviation of the simulated piston vibration sequences.
Vibration Total vibration RMS (nm)
level Tel. 1 Tel. 2 Tel. 3 Tel. 4
Current 180 160 230 300
Expected 106 106 106 106
The corresponding piston vibration sequence is computed by
multiplying in the Fourier space the modeled vibration PSD and
the spectrum of a white Gaussian noise sequence. The piston vi-
bration spectrum is supposed to be constant during individual
sequences.
Two different levels of vibrations are tested in our simula-
tions: the current level at VLTI on the UTs, and the one expected
by ESO for 2014 thanks to the strong efforts to reduce the vibra-
tions (Poupar et al. 2010). For the current conditions, we used
the vibration parameters listed in Table 3 for the four telescopes.
This corresponds to a resonance of 54 dB for the purest vibration
(k = 0.001), and 20 dB for the more damped (k = 0.05). These
values have been inspired by the vibration spectra measured on
the UTs by Di Lieto et al. (2008) and Poupar et al. (2010). For
the vibration level expected for 2014, we used the same vibra-
tion parameters, and scaled the total OPD standard deviations to
σvib = 150 nm, as specified for the fringe tracker of GRAVITY
(Perrin et al. 2011). The total standard deviations of the simu-
lated vibration are shown in Table 4 for both vibration levels.
The simulated cumulative piston vibration spectra under current
VLTI conditions are presented in Fig. 2.
The PSD of a disturbance sequence on the telescope 1 is
shown in Fig. 3, with the models for the atmospheric turbulence
and longitudinal vibrations.
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Fig. 1. Simulated OPD sequences with the corresponding PSD and models, for an outer scale L0 of 22 m and 100 m, with respective OPD standard
deviations of 1.8 µm and 10 µm. From top to bottom, left to right: (a) Typical OPD sequence of atmospheric disturbance with L0 = 22 m and
σatm = 1.8 µm. (b) PSD of the OPD sequence (a) (black) and asymptotic model (red). (c) Typical OPD sequence of atmospheric disturbance with
L0 = 100 m and σatm = 10 µm. (d) PSD of the OPD sequence (c) (black) and model(red). The parameters used are B = 80 m and V = 12 m.s
−1.
Fig. 2. Cumulative piston modeled for each telescope, in the current
conditions at VLTI.
2.2. Flux variations
For a single-mode fiber interferometer, the flux variations come
from residual wavefront errors and tip-tilt fluctuations of the
beams at the input of the fibers. The number of photons at the
inputs of the beam combiner is hereafter defined by the sequence
{Fn}n∈~1,N.
2.2.1. Total coherent flux
The brightness E of a star of magnitude K is defined by
E = E010
−K/2.5, (5)
with E0 = 670 Jy in the K band (Campins et al. 1985).
Fig. 3. PSD of a disturbance sequence on telescope 1 (black) and models
used: Von Ka´rma´n model for the atmospheric piston (red), and vibration
model in the current conditions at VLTI (green).
The maximum coherent flux Fmax coming to the input of
each fiber during one frame is computed for the whole K band
by
Fmax = T
πD2
4Rbb fFT
E, (6)
with D the diameter of the telescope, Rbb the broad-band K band
spectral resolution, fFT the frame rate, and T the overall trans-
mission of the system, from the primary mirror to the detector.
We simulated an overall transmission of 1 % as modeled
for GRAVITY. This leads to a typical flux of 400 photons per
aperture and per frame at the input of the beam combiner for a
4
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Fig. 4. Simulated coupling efficiency sequence.
magnitude K=10 star, a telescope diameter of 8.2 m, and a loop
frequency of 300 Hz.
2.2.2. Fiber injection efficiency
The tip-tilt fluctuations leading to flux variations come from
three different contributions: UT vibrations, residual wavefront
aberrations from the AO, and tilt errors from the beam relay and
guiding system.
We modeled the tilt vibrations on the UTs by a pure sinu-
soidal vibration at frequency 18.1 Hz with random phases for
each telescope, and a standard deviation of 5 mas as specified
for GRAVITY.
We modeled the residual tilt from the AO system as well as
the tilt from guiding errors with the temporal PSDmeasured with
the IRIS tilt sensor (Gitton et al. 2004). We used the following
empirical model for the spectrum S IRIS, deduced from past ESO
measurements1:
S IRIS( f ) ∝

log( f / f1)/ log( f2/ f1) if f1 < f < f2
log( f / f3)/ log( f2/ f3) if f2 < f < f3
0 otherwise
, (7)
with the cut-off frequencies f1 = 2 Hz, f2 = 8 Hz and
f3 = 50 Hz. We multiplied this model with the spectra of white
Gaussian noise sequences to get random tilt sequences for each
aperture. GRAVITY comprises a guiding camera to stabilize the
beam in the VLTI lab, thus reducing the impact of residual tilt
and vibration. The tip-tilt sequences simulating AO residuals and
guiding errors are respectively scaled to a standard deviation of
8.8 mas and 10.5 mas, as specified for GRAVITY.
The total tip-tilt sequences {θn}n∈~1,N are computed from the
sum of these three simulated tilt sequences.
To compute the coupling ratio into the single-mode fibers,
we assumed that the fiber coupler numerical aperture is opti-
mized for the mode of the fibers. FollowingWallner et al. (2002),
the fiber mode field radius ω0 is then
ω0 ≃ 0.714
λ0 fc
D
, (8)
with fc the fiber coupler focal length. The coupling efficiency η
for a beam tilted by an angle θ with respect to the optical axis is:
η(θ) = η0 exp
−2
(
fcθ
ω0
)2 , (9)
1 Philippe Gitton private communication
Fig. 5. Representation of the simulated discretized time-scheme. At it-
eration n, the OPDs δˆn are estimated from the image In−1 delivered
at the end of the previous iteration, which is representative of piston
disturbances Pn−1 integrated between time steps n − 2 and n − 1. The
corresponding correction on the delay lines Un is applied during the
following iteration.
with an optimum coupling efficiency η0 = 81% (without tilts and
misalignments).
We thus simulated the sequence {Fn}n∈~1,N of coherent flux
fluctuations such that:
Fn = Fmaxη0 exp
−2
(
fcθn
ω0
)2 . (10)
For a telescope of diameter D = 8.2 m, the average loss from
optimal coupling is 80 % with a standard deviation of 20 %. A
typical normalized flux sequence (a) and the corresponding tip-
tilt spectrum (b) are presented in Fig. 4.
3. Simulation of the detection system
3.1. Acquisition sequence
To simulate a realistic acquisition temporal process, we intro-
duced a two-frame delay between the correction applied by the
piston actuators and the corresponding effective disturbances.
This takes into account one frame for the fringes to be acquired,
and one frame for the fringe tracker to compute the correspond-
ing corrections, which are applied at the beginning of the next
frame. This time scheme is illustrated in Fig. 5. The response of
the actuators is assumed to be instantaneous at this point.
3.2. Beam combiner and detector
So as to properly estimate the residual OPDs (see Sect. 4.1),
fringes are spectrally dispersed. The full K band is divided into
Nλ = 5 spectral channels with effective wavelengths {λl}~1,Nλ =
{1.95 µm, 2.075 µm, 2.2 µm, 2.325 µm, 2.45 µm}.
The complex amplitude vector Aln is computed for each spec-
tral channel l, with phases deduced from the difference between
the piston disturbances Pn and the piston actuator positions, i.e.
the commands Un−1 computed at the previous iteration:
A
l
n =
√
Fn
Nλ
exp
(
2iπ
Pn − Un−1
λl
)
. (11)
To simulate the interferences, we used a pairwise ABCD
beam combination with spatial coding (Benisty et al. 2009),
where each couple of beams produces 4 intensities in phase
quadrature (ABCD-like combination, Shao & Staelin (1977)).
This configuration is indeed optimal to sample fringes from 4
telescopes as explained in Blind et al. (2011), and corresponds
to the fringe sampling chosen for the GRAVITY VLTI instru-
ment. To create a realistic ABCD-like combination, the modu-
lations in phase opposition (A-C and B-D) are exactly 180◦ due
to energy conservation, whereas the quadrature phase shifts are
non-perfect and weakly wavelength-dependent.
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Table 5. Simulated phase shifts of the B-A quadrature (nominal value of
90 ◦) for the 6 baselines. The first line presents the average of the phase
shifts over the spectral channels. The second line presents the variation
range over the spectral channels.
Baseline 1-2 1-3 1-4 2-3 2-4 3-4
Phase (λ0) 92 94 95 103 107 79
shifts (◦) (∆λ) 2 15 15 7 9 11
The simulated A-B phase shifts are inspired from measure-
ments of the GRAVITY integrated optics beam combiner2 and
are detailed in Table 5. They present departures from the nom-
inal 90◦ phase shift from 2◦ to 17◦ and an average chromatic
spread of 9.8◦. Each interference pattern has a reduced contrast
of 75 % to account for overall contrast loss of the instrument,
partial polarization effects, and OPD turbulence residuals.
A Nλ ∗ 24 pixel dispersed image In on the detector is com-
puted, where each row corresponds to one spectral channel. The
24 intensity row Iln at spectral channel l is computed thanks to
the corresponding visibility-to-pixel matrix (V2PM), following
the formalism developed by Lacour et al. (2008):
I
l
n = V2PM
l × Cln, (12)
where V2PMl is the V2PM at spectral channel l, and Cln is the
vector of the coherences, defined in three parts such that:
C
l
n = [CF
l
n ℜ
(
CC
l
n
)
ℑ
(
CC
l
n
)
]T, (13)
with CF
l
n the 4 flux vector, defined for each aperture i by:
CF
l (i)
n =
∣∣∣Al (i)n
∣∣∣2 , (14)
and CC
l
n the 6 complex coherence vector, defined for each base-
line k combining the telescopes (i, j) by:
CC
l (k)
n = A
l (i)
n A
l ( j)
n
∗
. (15)
Finally, two sources of noise are added to each pixel of the
image In:
– Photon noise, amplified by a factor 1.5 to take into account
the noise excess factor from an avalanche photo-diode detec-
tor (APD);
– Read-out noise of RON = 4 e− rms, amplified by a factor
√
2
to account for a spread of the intensities over two detector
pixels due to non-perfect imaging optics.
These parameters are the characteristics of the SELEX-Galileo
detector of the GRAVITY fringe tracker (Finger et al. 2010).
4. Description of the fringe tracker algorithms
Fringe tracking can be split into two equally important parts:
first, a good OPD estimation, and second, an efficient controller.
The algorithms used to estimate the OPD and the different con-
trollers that will be compared in this paper are presented in this
section.
2 Laurent Jocou private communication
4.1. OPD estimation
The 6 residual OPD vector δˆn at time step n is computed from the
last available image In−1. Two operators are used for its estima-
tion. The phase delay (PD) OPDs are estimated from the wide-
band intensities. The group delay (GD) OPDs are estimated from
the dispersed intensities and are related to the maximum of the
coherence envelope. The PD estimation gives the more accurate
estimation of the OPDs since the signal-to-noise ratio (SNR) is
higher for the wide band intensities than for the dispersed ones.
However its drawback is that the OPDs are estimated modulo the
wide-band averaged wavelength λ0, which is not enough to prop-
erly estimate the residual OPDs of sudden strong disturbances.
In that case, the GD OPD estimation is necessary to detect the
so-called fringe jumps.
4.1.1. Phase delay estimation
The 24 wide-band intensity vector Iwb
n−1 is computed from the
sum of the Nλ dispersed pixels:
I
wb
n−1 =
Nλ∑
l=1
I
l
n−1. (16)
The wide-band coherence vector Cˆwbn is estimated at time-step n
from the wide-band pixel-to-visibility matrix (P2VM) P2VMwb,
pseudo-inverse matrix of the wide-band V2PM:
Cˆ
wb
n = P2VM
wb × Iwbn−1. (17)
The residual PD OPD vector is deduced from the phase of the
part of the coherence vector related to the corresponding com-
plex coherences:
δˆ
PD
n =
λ0
2π
arg
(
CˆC
wb
n
)
(mod λ0). (18)
The resulting PD OPDs are thus computed modulo λ0, giv-
ing an estimation of the OPD within the acquired fringe (a range
of 2.2 µm in the K band), but with no information about its in-
terferometric order.
4.1.2. Group delay estimation
To estimate the position of the envelop of coherence, the fringes
are spectrally dispersed over Nλ spectral channels, and the group
delay OPD is estimated from the coherence measurements on
these spectral channels. As a consequence from this spectral dis-
persion, the SNR on each coherence is lowered by a factor Nλ.
To increase the SNR, the GD OPDs are estimated from the sum
I˜n−1 of the last Nλ images:
I˜n−1 =
Nλ∑
n′=1
In−n′ . (19)
As a consequence, the GDOPD estimated at frame n is a moving
average of the Nλ previous envelop positions.
The GD OPD is then estimated with an algorithm similar to
the double Fourier interferometry used at IOTA (Pedretti et al.
2005). The complex coherence vector Cˆln is estimated at time
step n for each spectral channel l using P2VMl:
Cˆ
l
n = P2VM
l × I˜ln−1. (20)
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The cross-spectrum products between the complex coher-
ences of each adjacent spectral channel are computed. The cross-
spectrum product Xn(l1, l2) of the coherence between channels l1
and l2 is defined by the product of the first one with the conjugate
of the second one:
Xn(l1, l2) = CˆC
l1
n
·
(
CˆC
l2
n
)
∗
. (21)
To increase the SNR, the GD OPD vector is estimated from the
average of the Nλ − 1 phases of the cross-spectrum products be-
tween each consecutive spectral channels:
δˆ
GD
n
=
1
Nλ − 1
Nλ−1∑
l=1
Λ(l,l+1)
2π
arg (Xn(l, l + 1)) (mod Λ(l,l+1)),(22)
where Λ(l,l+1) is the beating wavelength between the spectral
channels l and l + 1:
Λ(l,l+1) =
λlλl+1
λl+1 − λl
. (23)
The resulting GD OPDs are thus computed within a range of
32 µm in the K band, enabling the knowledge of the interfero-
metric order of the measured fringe.
4.1.3. Final OPD estimation
To solve for the ambiguity on fringe order, the OPD δˆ
(k)
n on each
baseline k is estimated such that:
δˆ(k)
n
=
{
δˆ
PD (k)
n if
∣∣∣δˆGD (k)n ∣∣∣ < λ0/2
δˆ
GD (k)
n otherwise
. (24)
The phase of the fringe is thus tracked except when a fringe jump
occur. The system is therefore stabilized to the zero-phase of the
central fringe, enabling long integrations on the science beam
with no loss in the visibility accuracy.
4.2. OPD noise estimation
The actuator commands are computed to take advantage of the
redundancy of the 4-telescope 6-baseline architecture, with 3 in-
dependent closure phases (see Sect. 4.3), and improve the accu-
racy on the OPD estimation. In this purpose, the OPD noise is
estimated at each frame n for the PD and GD estimators.
The variance σI
2
n−1
of each pixel of the last available image
In−1 is estimated by:
σI
2
n−1 = 1.5In−1 + 2RON
2, (25)
taking into account the detector characteristics as described in
Sect. 3.2: The first part of the equation corresponds to the photon
noise amplified by the noise excess factor of the detector, and the
second part corresponds to the detector read-out noise on two
pixels.
4.2.1. PD OPD noise
The covariance matrix ΣI
wb
n−1 of the wide band intensities is com-
puted:
ΣI
wb
n−1 = diag

Nλ∑
l=1
(
σI
l
n−1
)2 . (26)
We then deduce the covariance matrix of the wide band complex
coherence:
ΣC
wb
n
= P2VM
wb
× ΣI
wb
n−1 ×
(
P2VM
wb
)H
, (27)
where MH is the adjoint matrix of M. The variance σC
wb (k)
n
2
of
the complex coherence of the baseline k is defined as the diago-
nal term of the corresponding covariance matrix:
σC
wb (k)
n
2
= ΣC
wb (k,k)
n
. (28)
The PD OPD noise vector σPDn is estimated from the noise
σ
wb
φ n on the phase of the complex coherence (see Appendix A
for the derivation of the noise on the phase of the complex co-
herence):
σPDn =
λ0
2π
σ
wb
φ n. (29)
4.2.2. GD OPD noise
The covariance matrix ΣI
l
n−1 of the intensities of spectral channel
l is computed from the sum of the NGD last pixel noise estima-
tions:
ΣI
l
n−1 = diag

NGD∑
n′=1
(
σI
l
n−n′
)2 . (30)
We then deduce the covariance matrix of the complex coherence
of each spectral channel l:
ΣC
l
n
= P2VM
l
× ΣI
l
n−1 ×
(
P2VM
l
)H
. (31)
The vector σC
l
n
2
of the variance of the complex coherences is
computed as the diagonal terms of this covariance matrix:
σC
l (k)
n
2
= ΣC
l (k,k)
n
. (32)
The variance vector σXn
2(l, l + 1) of the cross-spectrum product
between each adjacent spectral channels l and l + 1 is derive as
described in Appendix B.
Finally the GD OPD variance vector is computed from
the average of the Nλ − 1 variances σ
l,l+1
φ n
2
of the phase of
the cross-product between each adjacent spectral channels (see
Appendix A for the derivation of the noise on the phase of the
cross product):
σGDn =
1
Nλ − 1
√√
Nλ−1∑
l=1
(
Λ(l,l+1)
2π
)2
σ
l,l+1
φ n
2
. (33)
4.2.3. OPD noise
The OPD noise on the baseline k is determined in the same way
as the corresponding OPD value:
σ(k)
n
=
{
σPD
(k)
n if
∣∣∣δˆGD (k)n ∣∣∣ < λ0/2
σGD
(k)
n otherwise
. (34)
4.3. OPD controllers
In this section we describe the different controllers compared in
our simulations: an integrator controller and a controller based
on the Kalman algorithm.
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4.3.1. Integrator controller
The integrator controller is implemented in two different
schemes to investigate the better way to compute 4 piston com-
mands from 6 estimated OPDs. In the first scheme (hereafter
called OPD control scheme), commands are computed in base-
line space to correct for the residual OPDs, then the correspond-
ing piston commands are computed. In the second scheme (the
piston control scheme), residual pistons are estimated from the
estimated OPDs, then actuators commands are computed to cor-
rect for the piston residuals.
To take into account the Nλ latency from the GD estimator,
two different integrator gains are used, KPD and KGD. The opti-
mum gain on the baseline (k) is set such that:
K(k)n =
{
KPD if
∣∣∣δˆGD (k)n ∣∣∣ < λ0/2
KGD otherwise
. (35)
Kn is the vector of gains on each baseline. KPD and KGD were
optimized with closed-loop simulations on a grid of values for
both gains.
Moreover, to take advantage of the redundancy in the 4 tele-
scopes – 6 baselines architecture, weighted recombinations of
the OPD residues are computed by redistributing of the OPD
noise between the 6 baselines, as described by Menu et al.
(2012). Let M be the transfer matrix computing the 6 OPD vector
corresponding to a 4 piston vector:
δˆn = M × pˆn, (36)
The weighted recombination of the OPDs is achieved by com-
puting the weighted generalized inverse M
W †
n of the matrix M:
MW †n =
(
MT × Wn × M
)†
× MT × Wn, (37)
with the weight matrix Wn defined as the inverse of the diagonal
matrix of the OPD noise variance σ2n:
Wn = diag
(
1/σ2n
)
. (38)
This weighted combination is used in both the OPD and piston
scheme of the integrator controller.
OPD control scheme: In this configuration, the weighted re-
combination of the OPDs δˆWn is first computed
δˆ
W
n = 1
W
n × δˆn, (39)
with the weighted identity matrix
1Wn = M × M
W †
n . (40)
OPD commands u
opd
n are then computed to compensate for
these residual OPDs:
u
opd
n = Kn × δˆn. (41)
They are lastly inverted to compute the piston commands Un:
Un = Un−1 + M
W †
n × u
opd
n . (42)
Piston control scheme: In the aperture space control config-
uration, the residual piston vector pˆn is first deduced with the
weighted inversion of the OPD vector δˆn:
pˆn = M
W †
n × δˆn. (43)
The correction Un of the integrator controller is then com-
puted and sent to the piston actuators:
Un = Un−1 + (N × Kn) × pˆn. (44)
The matrix N converts the baseline gain vector Kn into an aper-
ture gain vector by averaging the gain on the three baselines re-
lated to each aperture:
N =
1
3
∣∣∣MT∣∣∣ . (45)
4.3.2. Kalman controller
The Kalman controller is a recursive algorithmwhich can predict
the new state of the disturbances from a set of previous measure-
ments and from the model of the evolution of the system.
We simulated an OPD scheme Kalman-filter as described by
Menu et al. (2012). We only detail in this section the differences
between our algorithm and the one described in this paper, and
give a brief summary of the principle of the controller:
1. A pseudo-open loop (POL) sequence is acquired using a
classical piston scheme integrator controller to track the
fringe. The OPD disturbances are estimated from the esti-
mated OPD residuals and actuator commands.
2. An auto-regressive model of order 2 (AR2 model) of the dis-
turbances is computed for each baseline from the POL se-
quences.
3. The Kalman gain matrix is computed providing optimal
gains for the components of the AR2 model (atmospheric
disturbance and each individual vibration), based on the
measurement and disturbance covariance matrices.
Based on this preliminary analysis, at each loop iteration the fol-
lowing steps are achieved by the Kalman controller:
1. The errors between the OPD residual measurements and the
OPD residual expected from the model are computed.
2. The current state of disturbances is updated with these errors
weighted by the Kalman gain.
3. The next state of the disturbances is estimated with the AR2
model.
4. OPD commands are computed from this estimation.
5. Actuators commands are computed from OPD commands
with the weighted pseudo-inverse matrix M
W †
n .
All OPD measurements are recombined by redistributing the
weights as in Eq. 39, with the corresponding weighted covari-
ance matrix:
Σ
W
n = 1
W
n × Σn × 1
W T
n , (46)
with the raw covariance matrix
Σn = diag
(
σ
2
n
)
. (47)
The difference with the Kalman controller described inMenu
et al. (2012) is that different Kalman gains are computed from
the phase and group delay POLmeasurements and their different
noise levels. The Kalman gain used for each baseline at step 2 of
the control process depends on the OPD selected by Eq. 24.
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5. Results of the simulations
The performances of the integral and of the Kalman controllers
were simulated for different star magnitudes, observing condi-
tions (different vibration levels, tip-tilt levels, atmospheric piston
levels), and loop frequencies (ranging from 100 Hz to 1 kHz).
The various parameters are summarized in Table 2. Both ver-
sions (piston and OPD scheme) of the integral controller were
simulated, and the disturbance model used for the Kalman con-
troller was identified with POL sequences of 4 different lengths.
To improve the statistics on the results, each simulation is
performed 10 times with different disturbance sequences. In the
following, we present results at the loop frequency minimizing
the median of the OPD residuals. The results of the optimization
of the loop frequency are given in Appendix C, and thus give the
best compromise between the controller bandwidth and accuracy
of the OPD estimation.
5.1. Performances at different vibration levels
We analyzed the performances of the controllers by simulating
3 different vibration levels: no longitudinal vibration, a low vi-
bration level as expected at VLTI for 2014 (150 nm rms OPD
on each baseline), and the vibration level currently estimated at
VLTI on the UTs (cf. Tables 3 and 4). The residual OPDs at
optimal loop frequency are presented in Fig. 6 as a function of
magnitude, for the 3 vibration levels, with flux variations due to
15 mas rms residual tip-tilt. The corresponding optimal frequen-
cies are presented in Fig. C.1.
For reference stars of magnitude up to ∼9.5, the piston and
OPD schemes of the integrator are equally efficient, for the three
vibration levels. The piston scheme integrator is more robust
to fainter magnitudes and presents a gain of a few hundred of
nanometers rms over the OPD scheme.
Without vibrations (Fig. 6, top), the Kalman controller and
the piston scheme integrator have very similar performances,
whatever the magnitude.
At high SNR, the Kalman is mainly insensitive to the vi-
bration level, unlike the integrator controllers. This can be seen
when comparing the middle and top graphs of Fig. 6: for a star of
magnitude 6 with strong vibrations, the OPD residuals increase
of a few tens of nanometer with the Kalman controllers, and of
more than 100 nm rms with the integrator controllers.
At low SNR, the performances of the integrator and Kalman
controllers sensibly decrease. The Kalman controller is less ro-
bust than the integrator controller at faint magnitudes. The dis-
turbance model is estimated from POL sequences using close
loop measurements with a classical integrator: at high SNR, the
fringes are properly tracked during the POL sequence (down to
100 – 200 nm rms), and the disturbance model is estimated with
a good precision. The vibrations are thus efficiently damped by
the Kalman controller and not by the integrator controller be-
cause they have frequencies beyond the integrator bandwidth.
At low SNR, the model is identified from a poorly tracked POL
sequence (OPD residuals greater than 500 nm rms with the in-
tegrator controller), and the errors on the model lead to a better
control with the integrator controller than with the Kalman con-
troller.
The performances of the Kalman controller are slightly im-
proved if the length of the POL sequence used to identify the dis-
turbance model is increased. The longer the POL sequence, the
better the SNR in the identification of the disturbances. This is
especially useful to properly model the atmospheric disturbance
since more lower frequencies are acquired.
Fig. 6. OPD residuals as a function of magnitude. Top: no vibration;
middle: Expected vibration level at VLTI; bottom: Current vibration
level at VLTI. The atmospheric OPD level is 10 µm rms and, and the
residual tip-tilt of the beams is 15 mas rms.
5.2. Performances at different flux variation levels
The robustness of the controllers to flux dropouts was analyzed
by simulating a residual tip-tilt jitter of the beams with two dif-
ferent levels: 15 mas rms as expected for GRAVITY after guid-
ing correction, and 20 mas rms. The residual OPDs at optimal
loop frequency are presented in Fig. 7 as a function of magni-
tude, for both tip-tilt levels, with OPD vibrations of 150 nm rms
and atmospheric disturbance of 10 µm rms. The corresponding
optimal frequencies are presented in Fig. C.2.
At high SNR (up to magnitude 8), the Kalman and the in-
tegrator controllers are equally insensitive to flux variations,
and the OPD residuals are hardly larger with 20 mas than with
15 mas rms residual tip-tilt. The impact of flux dropouts is quite
low at high SNR, and the consequent control errors are minimal.
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Fig. 7. OPD residuals as a function of magnitude, with flux variations
due to 15 mas rms (top) and 20 mas rms (bottom) residual tip-tilt. The
OPD disturbances are 10 µm rms atmospheric OPD and 150 nm rms
vibration OPD.
At low SNR, both controllers are almost equally robust to
flux dropouts. Their performances as a function of magnitude
are shifted of a quarter of magnitude between the two simu-
lated tip-tilt levels. With a reference star of faint magnitude,
flux variations induce frequent flux dropouts. The efficiency of
the Kalman controller depends on the quality of the disturbance
model, and consequently on the integrator controller accuracy.
The predictive power of the Kalman filter is thus inhibited by
the poor quality of the model at low SNR, and the Kalman con-
troller is not more robust than the integrator controller.
5.3. Performances at different atmospheric OPD levels
We analyzed the performances of the controllers with 10 µm and
15 µm rms atmospheric piston, respectively 1 ′′and 1.7 ′′seeing,
assuming a Von Ka´rma´n model with 100 m outer scale (Conan
et al. 2000). The residual OPDs are presented in Fig. 8 for both
atmospheric levels, with 150 nm rms vibrations and 15 mas rms
residual tip-tilt of the beams. The corresponding optimal fre-
quencies are presented in Fig. C.3.
The performances of each controller as a function of mag-
nitude are noticeably similar for both disturbance levels, except
that they are shifted by half a magnitude, giving an idea of the
impact of seeing.
5.4. Kalman model identification on a bright star
To analyze the impact of the disturbance modeling errors in the
Kalman controller, further simulations were done by estimating
the disturbance model on a bright reference star of magnitude
Fig. 8. OPD residuals as a function of magnitude. The simulated atmo-
spheric OPD are 10µm rms (top) and 15 µm rms (bottom). The vibration
level is 150 nm rms per baseline, and flux variations are due to 15 mas
rms residual tip-tilt of the beams.
K = 7 before tracking on the faint star, assuming anisoplanatism
errors can be neglected. Identifying the disturbance model on
a bright star before tracking on a fainter star could indeed be
particularly interesting to enable fringe tracking on more ref-
erence targets. The noise and Kalman gain are still computed
with the faint star POL measurement. The simulations were per-
formed with loop frequencies ranging from 100 to 500 Hz. The
OPD residuals with high and low SNR models are presented for
150 nm rms OPD vibrations in Fig. 9, and in Fig. 10 for the
current level of vibration at VLTI.
For a low vibration level (Fig. 9), the gain in performances
with the second method is only a few tens of nanometers at low
SNR. There is no clear improvement with the Kalman controller
using better disturbance models. The performances are limited
by noise level and flux dropouts.
For stronger vibrations (Fig. 10), the identification of the dis-
turbances with high SNR POL sequences clearly improves the
Kalman performances. At magnitude 10 the OPD residuals are
lowered by 250 nm rms by identifying the disturbances model
with a K = 7 reference. At low SNR, the vibration level is too
high for the integrator to properly track the fringes during the
POL sequence (OPD residues of 820 nm rms at magnitude 10),
and the disturbance model estimated from these measurements
is not accurate enough to provide an efficient fringe tracking
with the Kalman controller. On the other hand, with high SNR
POL sequences, the estimated disturbance model provides com-
mands whose quality depends on the magnitude of flux dropouts.
However the vibration level is too important during flux dropouts
to achieve OPD residuals below 350 nm rms at magnitude 10
with the Kalman controller.
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Fig. 9. OPD residuals as a function of magnitude, for 10 µm rms at-
mospheric OPD, 150 nm rms vibration OPD, and 15 mas rms residual
tip-tilt of the beams. Top: disturbance model is computed from a POL
sequence acquired on the star itself. Bottom: the model is computed
observing a brighter object (K = 7).
6. Comparison with the VTK algorithm
In this section, the Kalman controller is compared to the VTK
algorithm (Di Lieto et al. 2008), optimized to cancel out vibra-
tions, and already in use at VLTI. We have simulated the VTK
algorithm as implemented at VLTI and used with FINITO, with
identical parameters.
The goal of these simulations is to compare the performance
of the Kalman controller with an alternative controller aimed at
reducing vibrations, the VTK, which is routinely used on sky.
The two algorithms are compared for a simple 2-telescope archi-
tecture, with no spectral dispersion (no group delay estimator).
The group delay of the fringes is thus not estimated and only the
phase of the fringes is tracked. The comparison of the two algo-
rithms with GRAVITY-like architecture (4 telescopes, 5 spectral
channels) is beyond the scope of this paper.
6.1. Description of the simulations
To compare the VTK and the Kalman algorithms, a broad-band
image of 4 pixels is computed (Nλ = 1), using the beam com-
biner phase shifts of baseline 1-2 (see Table 5). The phase de-
lay OPD and the SNR are estimated with the algorithms de-
scribed by Sahlmann et al. (2009) and used for the PRIMA
Fringe Sensor Unit (FSU). The atmospheric disturbance is simu-
lated as decribed in Sect. 2.1.1 and scaled to an OPD disturbance
level of 12 µm rms. The simulated loop frequency is 2 kHz.
The VTK algorithm is simulated as described by Di Lieto
et al. (2008): a classical proportional-integral (PI) controller is
Fig. 10. Same as Fig. 9, except for the vibration level, which is set to
the current vibration level at VLTI (from 240 to 380 nm rms OPD)
used to correct for the broad-band (atmospheric) disturbance.
The low frequency components of the OPD residuals are filtered
out to feed the adaptive algorithm with only high frequencies.
The VTK algorithm is applied to a set of predefined vibrations
and the optimized corrections are added to the commands of the
PI controller.
The VTK algorithm is built on a recursive least square al-
gorithm to minimize the vibration residual at a given frequency.
Part of the algorithm is dedicated to track the vibration param-
eters in case of amplitude or frequency drifts. Commands are
slowly smoothed down to zero when flux dropouts are detected
by the PI controller. Further details on the algorithm can be
found in Di Lieto et al. (2008). We simulated the same param-
eters as those currently used at VLTI, except for the Plant pure
delay, which was adapted to the two-frame delay simulation of
the processing and communication delay.
The model identification process and Kalman controller are
adapted from Sect. 4.3.2 to a single-baseline control. We used
5000 frame POL sequences to compute the disturbance model.
Finally, each simulation is performed with 10 different ran-
dom disturbance sequences in order to improve the statistics on
the results. The standard deviations presented in Table 6 to 8 are
the median values over the 10 simulations.
6.2. Comparison of the algorithms
The performances of the algorithms to track fringes on one base-
line are analyzed for several vibration levels and several noise
levels.
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Table 6. OPD residual using three different controllers, for the vibra-
tions labeled in Sect. 6.2.1.
Vibration OPD residuals (nm rms)
label PI VTK Kalman
1 255 176 54
2 265 190 59
3 269 204 55
4 288 209 58
Table 7. Vibration residual with the three different controllers, for the
vibrations labeled in Sect. 6.2.1.
Vibration Vibration residuals (nm rms)
label PI VTK Kalman
1 191 40 10
2 192 52 29
3 190 66 27
4 220 87 10
6.2.1. Efficiency for different kinds of vibrations
To analyze the robustness of the controllers against the nature
of the vibration (damped or pure harmonic), and to varying vi-
brations, we simulated 4 kinds of vibrations at high SNR (K=6)
without flux variations:
1. a pure sinusoidal vibration, with a frequency of 18 Hz, and
an amplitude of 400 nm;
2. a sinusoidal vibration with a frequency drifting from 16 Hz
to 20 Hz, and an amplitude of 400 nm with a modulation of
80 nm;
3. a sinusoidal vibration at 18Hz with a modulation of 1 Hz,
and an amplitude of 400 nm with a modulation of 80 nm;
4. a damped vibration of natural frequency 24 Hz and damping
coefficient k = 0.001 (using the model Eq. 4), scaled to a
standard deviation of 280 nm rms. This corresponds to an
excitation of 54 dB compared with a fully damped vibration.
The standard deviations of the OPD residuals for each vi-
bration are presented in Table 6, using a classical PI controller,
the PI controller with the VTK algorithm, and the Kalman algo-
rithm. For each controller, we estimated the vibration residuals
by integrating the PSD around the residual peak, after subtrac-
tion of the estimation of the atmospheric residues. The vibration
residuals are presented in Table 7. The power spectrum density
(PSD) of the OPD residuals are shown in Fig. 11 for each con-
troller for the case of the vibration with modulated frequency
and amplitude (vibration labeled 3).
The VTK and the Kalman algorithms both provide a bet-
ter correction of the disturbance than the PI controller. They are
mostly insensitive to the nature of the vibration. The Kalman
algorithm is globally slightly more efficient to cancel out vi-
brations, particularly against slightly damped vibrations (see
Table 7). In addition, the Kalman controller is more efficient
than the VTK-based controller to correct atmospheric piston (cf.
Fig. 11).
6.2.2. Efficiency versus total level of vibration
We analyzed the efficiency of the controllers to correct for dif-
ferent vibrations levels, at high SNR (K = 6), without flux varia-
tion. We simulated 5 pure sinusoidal vibrations and scaled the to-
tal vibration level to three different standard deviations: 250 nm
Fig. 11. Power spectrum density of the disturbance and of the OPD
residuals using the three controllers, for a star of magnitude 6, with-
out flux variation. The simulated disturbance are the atmospheric OPD
and a sinusoidal vibration with modulated frequency and amplitude (vi-
bration labeled 3 in Sect. 6.2.1).
Table 8. Simulated vibration spectrum, with natural frequency and rel-
ative amplitude of the peaks. The global spectrum is normalized to a
total vibration level as specified in the text.
Vib 1 Vib 2 Vib 3 Vib 4 Vib 5
Frequency (Hz) 18 24.2 25.7 47 79
Amplitude (nm) 400 200 100 300 250
Table 9. OPD residuals using three different controllers, for a K = 6
star, without flux variations, for three different vibration levels, with the
vibration spectrum described in Table 8.
Vibration OPD residuals (nm rms)
level (nm rms) PI VTK Kalman
250 292 201 63
350 364 203 62
450 439 205 68
rms, 350 nm rms, and 450 nm rms. The vibration spectrum is
detailed in Table 8.
The standard deviations of the OPD residuals for the three
simulated vibration levels are presented in Table 9. The vibration
residuals are presented in Table 10 for the total vibration level of
350 nm rms, and the PSD of the OPD residuals are shown in
Fig. 12 for this same vibration level.
The PI controller is clearly limited by the vibrations: the total
OPD residues level is dominated by the vibration level. Note
that these OPD residuals obtained with the PI controller for a
vibration level between 350 and 450 nm rms are fully consistent
with the OPD residuals measured at VLTI with the K-band, 2-
telescope, PI-controller fringe tracker of PRIMA with the UTs
at high SNR (Sahlmann et al. 2009). This confirms the realism
of our simulations and our modeling of the disturbance level.
The VTK and the Kalman controllers are both poorly sensitive
to the change of vibration level. The Kalman algorithm is still
more efficient to correct for the atmospheric disturbance than
the PI controller, and consequently than the VTK controller. The
correction of vibrations is also more efficient with the Kalman
controller than with the VTK (see Table 10).
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Table 10. Vibration residuals with the three different controllers, for
the total vibrations level of 350 nm rms. The label of the vibrations are
related to the spectrum in Table 8.
Vibration Vibration residuals (nm rms)
label PI VTK Kalman
Vib 1 157 35 7
Vib 2 94 9 9
Vib 3 49 20 11
Vib 4 184 24 7
Vib 5 166 16 12
Fig. 12. Power spectrum density of the disturbance and of the OPD
residuals using the three controllers, for star of magnitude 6, with no
flux variation. The simulated disturbance are the atmospheric OPD and
the 5 sinusoidal vibrations described in Table 8, scaled to a total stan-
dard deviation of 350 nm rms.
6.2.3. Performances for different noise levels
To analyze the efficiency of the controllers as a function of SNR,
we simulated the same 5 sinusoidal vibrations (cf. Table 8) with
the total vibration level set to 350 nm rms for magnitudes rang-
ing from 6 to 10, without flux variations.
The standard deviations of the OPD residuals are presented
in Table 11 for each magnitude. The vibration residuals for mag-
nitudes 7 and 9 are presented in Table 12. Here again, the re-
sults get with the PI controller are consistent with the perfor-
mances measured at VLTI by the PRIMA FSU by Sahlmann
et al. (2009), which can track fringes down to ∼ 340 nm rms
on stars as faint as K = 8.6. In addition, from this comparison,
we can deduce that the fringe tracker of GRAVITY should have
about the same sensitivity as the PRIMA FSU.
The Kalman controller is still globally more efficient than
the VTK algorithm whatever the reference star magnitude
(Table 11). The performance of the Kalman controller depends
on the quality of the disturbance model, and consequently on
the performance of the integrator controller, and also depends
on noise level, as the Kalman gain is set to a value optimized
to the level of confidence in the OPD measurements. The higher
the noise level, the less accurate the disturbance model, and the
lower the Kalman gain. The performance of the Kalman filter
thus depends on the star magnitude.
In addition, the Kalman controller clearly improves the sen-
sitivity of the fringe tracker compared to the integrator or VTK
controllers: for a star of magnitude 10, undetected fringe jumps
occur and the integrator and VTK controllers can not track the
central fringe on long time scales without group delay estima-
tion. On the contrary, the Kalman controller is not affected by
short fringe jumps, and its predictive capability enables phase
Table 11. OPD residuals using three different controllers, for different
star magnitudes. The simulated vibrations are described in Table 8, and
scaled to a total of 350 nm rms.
OPD residuals (nm rms)
Magnitude PI VTK Kalman
6 364 203 62
7 364 204 72
8 366 205 85
9 365 203 139
10 –1 –1 182
Notes. (1) Undetected fringe jumps occurs at low SNR, because the
OPD is estimated from phase delay measurements in this basic compar-
ison, with no disentanglement with a group delay estimation (see Sec.
6.1). The residuals are not relevant when fringe jumps occurs.
Table 12. Vibration residuals with the three different controllers, at
magnitudes 7 and 9, without flux variation. The label of the vibrations
are related to the parameters in Table 8, and the total vibration level is
scaled to 350 nm rms.
Vibration Vibration residuals (nm rms)
Magnitude label PI VTK Kalman
Vib 1 157 35 7
Vib 2 94 9 8
7 Vib 3 49 21 11
Vib 4 184 24 7
Vib 5 166 17 11
Vib 1 158 33 29
Vib 2 95 9 22
9 Vib 3 50 20 18
Vib 4 184 24 19
Vib 5 166 17 28
tracking on long time scales without group delay correction.
However, this performance is only possible if no fringe jump oc-
cur during the short POL sequence acquired with the integrator
controller in these simulations with no group delay estimation.
Otherwise the disturbance model is biased by undetected fringe
jumps.
6.2.4. Robustness against flux dropouts
To analyze the robustness of the algorithms to flux dropouts in
this basic architecture, we simulated five sinusoidal vibrations
(see Table 8) scaled to a total vibration level of 200 nm rms, for
a K = 7 star, and we simulated flux variations due to residual
tip-tilt of the beams with three different levels: 0, 15 and 18 mas
rms. The atmospheric OPD disturbance is lowered to 8 µm rms
to avoid fringe jumps during flux dropouts, as no group delay is
computed for the VTK algorithm.
The standard deviations of the OPD residuals are presented
in Table 13 for each tip-tilt level. The vibration residuals for the
15 mas and 18 mas rms tip-tilt levels are presented in Table 14.
The Kalman controller is more robust than the VTK al-
gorithm despite the smoothing of the corrections when flux
dropouts happen. The better performance of the Kalman versus
the VTK algorithm is mainly due to the predictive capability of
the Kalman controller.
7. Discussion
We performed simulations of a 4-telescope fringe tracker un-
der realistic disturbances based on observing conditions at VLTI
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Table 13. OPD residuals using three different controllers, for the three
simulated tip-tilt levels, 8 µm rms atmospheric OPD and 200 nm rms
vibration OPD, on a K = 7 reference star.
Tip-tilt OPD residuals (nm rms)
(mas rms) PI VTK Kalman
0 213 123 53
15 218 140 71
18 228 184 69
Table 14. Vibration residuals with the three different controllers, with
tip-tilt variations of 15 and 18 mas rms. The label of the vibrations are
related to the parameters in Table 8
Tip-tilt Vibration Vibration residuals (nm rms)
(mas rms) label PI VTK Kalman
Vib 1 89 34 10
Vib 2 54 23 10
15 Vib 3 29 12 7
Vib 4 105 20 8
Vib 5 95 15 10
Vib 1 91 62 13
Vib 2 55 45 11
18 Vib 3 29 13 7
Vib 4 105 41 8
Vib 5 95 35 9
(flux variations, vibrations, and seeing conditions) and compared
the performances obtained with an optimized integrator con-
troller and with a controller based on a Kalman filter. We also
compared the performances of the Kalman filter with the VTK
algorithm currently used at VLTI to correct for high frequency
vibrations. We discuss in this section some characteristics de-
duced from these simulations and analyze these performances in
the framework of GRAVITY.
7.1. High and mid SNR regime
At high SNR the gain of performances with the Kalman algo-
rithm over an integrator controller is very clear. Whereas the
integrator controller is clearly limited by the vibrations, the
Kalman is almost insensitive to the vibration level, and more
generally to the disturbance level in this range of magnitude. The
disturbance model is accurately estimated and the actuator com-
mands are computed with accurate recognition of the vibrations.
This is also the case of the VTK controller which is insensitive to
the vibration level (Table 9). In addition, the Kalman controller
is much more efficient than the VTK to correct for the atmo-
spheric disturbance whatever the noise or disturbance level, and
is globally slightly better to correct vibrations.
In addition, the high degree of redundancy in the 4-telescope
6-baseline architecture, with 3 independent closure phases, sig-
nificantly improves the efficiency of Kalman and integrator con-
trollers compared to a 2-telescope architecture. Their efficiency
to track fringes is globally constant for stars of magnitude up to
8.5.
7.2. Low SNR regime
At low SNR, the performances of the Kalman controller signif-
icantly decrease with star magnitude. This can be attributed to
two reasons:
– In the low SNR regime, recurrent flux dropouts at the fiber
injection level limit or suppress the benefits of the redun-
Table 15. OPD residuals at magnitude 10, with 150 nm rms OPD vi-
brations, 10 µm rms atmospheric OPD, 15 mas rms residual tip-tilt per
beam.
Controller OPD residuals
(nm rms)
Piston scheme integrator 411
OPD scheme integrator 383
Kalman (POL 2 000 frames) 356
Kalman (POL 3 000 frames) 339
Kalman (POL 4 000 frames) 321
Kalman (POL 5 000 frames) 308
Table 16. OPD residuals at magnitude 10, without longitudinal vibra-
tions, 10 µm rms atmospheric OPD, 15 mas rms residual tip-tilt per
beam.
Controller OPD residuals
(nm rms)
Piston scheme integrator 279
OPD scheme integrator 366
Kalman (POL 2 000 frames) 235
Kalman (POL 3 000 frames) 239
Kalman (POL 4 000 frames) 230
Kalman (POL 5 000 frames) 228
dancy provided by the closure phases. The robustness of the
controller is then significantly degraded.
– Because of poor efficiency fringe tracking during the POL
sequence with the integrator controller, the model of distur-
bance is not accurately estimated and the corrections are not
properly adapted to correct for the disturbances. In this situ-
ation, the control can be improved by identifying the distur-
bance model from high SNR POL sequences (cf. Fig. 10).
For observing conditions leading to OPD residues of more than
∼ λ/4 with the integrator controller (faint magnitude, high dis-
turbance or flux dropout level), the noise on the POL sequence
is too important to provide an accurate identification of the dis-
turbance model and the Kalman controller is less robust than a
classical integrator controller.
This degradation of the Kalman performances with SNR is
also noticed in the VTK/Kalman simulations (Sect. 6.2.3), but
Kalman is still performing better than the VTK for the simu-
lated conditions, as the fringes were properly tracked by the PI
controller during the POL sequences.
7.3. Specifications for GRAVITY
The fringe tracker reference target for the main science case of
GRAVITY is IRS16C with a magnitude K = 9.7. Based on this
object, the specifications for the fringe tracker of GRAVITY are
to achieve fringe tracking down to 350 nm rms on a K = 10 ref-
erence source with the UTs, assuming vibrations below 150 nm
rms OPD, 15 mas rms residual tip-tilt per beam, and median see-
ing conditions. Moreover, fringe tracking down to 300 nm rms
OPD must be achieved without vibrations in the same observing
conditions, assuming that OPD vibrations will add incoherently
to the residues.
From our simulations, the Kalman controller enables the
fringe tracker of GRAVITY to reach the specification, unlike the
integrator controller. The OPD residuals for each controller for
fringe tracking at magnitude 10 under the specified conditions
are detailed in table 15. The use of a long POL sequence of 5 000
frames to identify the disturbance model provides a 40 nm rms
14
230 Publication concernant le suiveur de franges
E´. Choquet et al.: Comparison of 4-telescope fringe tracking algorithms for single-mode near-infrared interferometers
margin to the specified OPD residual level, at the cost of memory
and time calculation to identify the model.
Without vibrations, the Kalman algorithm also provides a
better control than the integrator controller, although both algo-
rithms reach the specification of GRAVITY. The corresponding
OPD residuals are detailed in table 16. The Kalman controller
provides ∼70 nm rms margin to the specified OPD residual level.
However, these performances at magnitude 10 are close to
the limits of the Kalman controller. They quickly degrade with
stronger disturbances: for 350 nm rms OPD residuals, the fringe
tracker sensitivity is lowered by half a magnitude for 20 mas rms
tip-tilt of the beams or for 15 µm rms atmospheric OPD. The
damping of the vibration level at VLTI is also crucial, for with
the current vibration level on the UTs, fringe tracking at mag-
nitude 10 can not be expected to provide OPD residuals lower
than 800 nm rms, and the 350 nm rms residual level can only be
reached with a K = 9.2 star.
7.4. Limits on the simulations
To simulate realistic atmospheric piston sequences, we used a
Von Ka`rma`n model with an atmospheric outer scale L0 = 100 m,
normalized to a total level of 10 µm rms OPD. This leads to OPD
variations of 220 nm rms on time-scales of 48 ms. Yet, a value of
310 nm rms is specified by ESO in the ICD to characterize atmo-
spheric turbulence under median conditions for such time-scales,
which corresponds to a total disturbance level of 15 µm rms OPD
with our model. According to this document, the simulated per-
formances should thus be shifted by half a magnitude toward
brighter stars (see Sec. 5.3). However, we used a von Ka`rma`n
model based on real measurements from OPD measurements at
VLTI instead of the Kolmogorov model used in the ICD. Unlike
the von Ka`rma`n model, the Kolmogorov model diverges at zero
frequency and leads to a total piston variation depending on the
time-scale. Considering the difference between these two mod-
els, a total of 10 µm rms OPD with the simulated von Ka`rman
model may still corresponds to median conditions at VLTI.
Moreover, we simulated an instantaneous response for the
piston actuators, whereas a 3 dB bandwidth of 220 Hz is ex-
pected for the tip-tilt-piston actuators of GRAVITY. However,
the limited bandwidth should not change the general conclu-
sions of these simulations. We can anticipate a small loss in per-
formances in fringe tracking on reference sources brighter than
K = 8.5 whose optimal frequency is greater than 500 Hz.
Finally, we considered time-invariant vibrations in the sim-
ulations of the GRAVITY fringe tracker, whereas instrumental
vibrations at VLTI may have varying frequency or amplitude.
To correct efficiently such vibrations with the Kalman filter, the
disturbance model have to be regularly updated on time-scales of
5-10 s. In addition, refreshing the disturbance model from OPDs
stabilized with a Kalman filter could also improve the controller
efficiency, compared to pseudo-open loop sequences stabilized
with a classical controller.
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Appendix A: Derivation of the noise of the phase
Let V be a complex visibility of phase and modulus φ and |V | re-
spectively in the complex plane. Let σV = (σx, σy) be the noise
on V in the complex plane, with σx and σy the real and imag-
inary parts respectively. Assuming that the noise are not corre-
lated, the noise on the complex vector V is thus described by an
ellipse of semi-minor axis σx and semi-major axis σy in the ba-
sis
(
V,ℑ,ℜ
)
centered on V (see Fig. A.1). A point on the ellipse
with coordinates (x, y) in this basis verifies the equation :
(
x
σx
)2
+
(
y
σy
)2
= 1 (A.1)
In the radial orthonormal basis (V,V‖,V⊥) defined respectively
by the axis parallel and orthogonal to V, the same point of coor-
dinates (u, v) verifies the equation:
(
u cos φ − v sin φ
σx
)2
+
(
u sin φ + v cos φ
σy
)2
= 1 (A.2)
The noise σφ on the phase can be approximated by the
differential phase between the V and the point of the ellipse
whose partial derivative in u is null (which corresponds to the
point of maximal coordinate on the axis B⊥). Two points verify
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Fig. A.1. Representation of the complex visibility V and of the noise
σV in the complex plane (V,ℜ,ℑ) and in the radial basis (V,V‖,V⊥).
these relations, with coordinates (u1, v1) and (u2, v2) in the basis
(V,V‖,V⊥):
u1,2 = ±
cos φ sin φ(σ2y − σ
2
x)√
σ2y cos φ
2
+ σ2x sin φ
2
(A.3)
v1,2 = ±
√
σ2y cos φ
2
+ σ2x sin φ
2 (A.4)
The noise σφ on the phase is thus:
σφ = max
(∣∣∣∣∣∣arctan
(
v1
|V | + u1
)∣∣∣∣∣∣ ,
∣∣∣∣∣∣arctan
(
v2
|V | + u2
)∣∣∣∣∣∣
)
(A.5)
This expression neglect the covariance terms between the
real and the imaginary part of the complex vector. We refer to
Williams et al. (2006) for the analytical expression on the noise
on the phase in case of correlation between both measurements.
Appendix B: Derivation of the noise of the cross
product operator
The cross-product operator for a single baseline can be expressed
as a function z of two complex numbers x and y:
z = xy∗ (B.1)
The expression of the real and imaginary parts of z are developed
respectively as:
ℜ(z) = ℜ(x)ℜ(y) + ℑ(x)ℑ(y) (B.2)
ℑ(z) = ℜ(y)ℑ(x) −ℜ(x)ℑ(y) (B.3)
The variance of these expressions is expressed respectively as:
σ2
ℜ(z)
= ℜ(y)2σ2
ℜ(x)
+ℜ(x)2σ2
ℜ(y)
+ℑ(y)2σ2
ℑ(x)
+ℑ(y)2σ2
ℑ(y)
(B.4)
σ2
ℑ(z)
= ℑ(y)2σ2
ℜ(x)
+ℑ(x)2σ2
ℜ(y)
+ℜ(y)2σ2
ℑ(x)
+ℜ(x)2σ2
ℑ(y)
(B.5)
With σ2
ℜ(x)
and σ2
ℑ(x)
the variance of the real and imaginary part
of x respectively.
Appendix C: Optimal frequencies
Fig. C.1. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 6.
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Fig. C.2. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 7.
Fig. C.3. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 8.
Fig. C.4. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 9.
Fig. C.5. Optimal frequencies as a function of the magnitude for condi-
tions related to Fig. 10.
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Abstract
My PhD was initiated in the framework of the development of GRAVITY, second
generation instrument for the VLTI, whose ﬁrst light is expected for 2014. GRAVITY will
combine up to four telescopes in the K infrared spectral band (∼ 2.2 µm). By stabilizing
the phase of a reference star of magnitude as faint as K = 10, this instrument will enable
astrometric measurements with a precision of 10 µas on objects of magnitude up toK = 15,
and phase referenced imaging on objects as faint as K = 16 with about 4 mas angular
resolution.
The goal of my PhD consists in developing the fringe tracker algorithms of GRAVITY,
a critical sub-system to reach these sensitivity limits unequaled in infrared long-baseline
interferometry. To enable integrations longer than 100 s on the science beam, the fringe
tracker will have to stabilize the optical path diﬀerences, with residues as low as 350 nm
rms on the reference star, despite disturbance due to atmospheric piston, instrumental
vibrations, and variations of ﬂux in the recombined beams.
In this aim, I performed numerical simulations of the whole control loop, by realistically
modeling diﬀerent disturbance sources inducing path length ﬂuctuations in the beams, and
ﬂux variations in the beams. I demonstrated that fringes will be stabilized down to 310 nm
rms on a K = 10 magnitude star with the expected observing conditions at VLTI in 2014,
with a predictive controller based on Kalman ﬁltering that uses a disturbance model
to compute the actuator commands. However, I showed that this performance strongly
decreases for less optimistic conditions.
In addition, I analyzed the eﬃciency in correcting both atmospheric piston and vi-
brations of the Kalman controller, compared to the algorithms currently used at VLTI.
From on-sky phase measurements with the PRIMA instrument at VLTI, I showed that the
disturbances are better corrected with the Kalman controller than with the PRIMA-FSU.
Moreover, I performed numerical simulations demonstrating that the Kalman controller
is more eﬃcient to compensate vibrations than the VTK algorithm, dedicated to correct
vibrations at VLTI.
Moreover, I developed a laboratory demonstrator of the GRAVITY fringe tracker, to
experimentally validate its algorithms. I thus analyzed instrumental speciﬁcities of the
fringe tracker with this prototype that are not included in the simulations, such as the
calibration process and bias induced by imperfect dispersive optical systems.
Finally, I contributed to an astrophysical study, in which I performed and analyzed
infrared interferometric observations of the X-ray binary Vela X-1. I measured a stellar
wind with diﬀerent sizes in the H and K spectral bands, revealing either a strong tem-
perature gradient in the stellar wind, or transient events in the accretion process. When
GRAVITY is operational, this study will be extended to fainter X-ray binaries, thanks to
the unique sensitivity of the instrument in infrared interferometry.
To conclude, my PhD demonstrated that the performance of the fringe tracker matches
the speciﬁcations of the GRAVITY instrument, making it the ﬁrst four-telescope fringe
tracker operational for faint targets, despite strong disturbances. GRAVITY and the fringe
tracker thus pave the way to astrophysical observation unprecedented in optical interfero-
metry.
Keywords : Optical interferometry, high angular resolution, fringe tracking, GRAVITY,
atmopsheric turbulence.
Résumé
Ma thèse s’inscrit dans le contexte du développement de GRAVITY, instrument de
deuxième génération du VLTI, dont la première lumière est prévue pour 2014. GRAVITY
pourra recombiner jusqu’à quatre télescopes en bande K (∼ 2, 2 µm). Par stabilisation de
la phase sur une étoile de référence de magnitude aussi faible que K = 10, il permettra
de réaliser des mesures astrométriques avec une précision de 10 µas sur des objets jusqu’à
K = 15, et des images à référence de phase jusqu’à K = 16 avec une résolution de 4 mas.
Mon travail de thèse consiste à développer les algorithmes du suiveur de franges de
GRAVITY, sous-système essentiel pour permettre à l’instrument d’atteindre ces limites
de sensibilité inégalées en interférométrie longue base infrarouge. Pour rendre possible des
intégrations supérieures à 100 s sur la voie scientiﬁque, il devra stabiliser les diﬀérences
de marche à des résidus inférieurs à 350 nm rms sur l’étoile de référence, malgré les
perturbations provoquées par le piston atmosphérique, des vibrations instrumentales, et
des variations de ﬂux des faisceaux recombinés.
Dans ce but, j’ai réalisé des simulations numériques de la boucle de contrôle dans son
ensemble, en modélisant de façon réaliste les diﬀérentes sources de perturbations générant
des ﬂuctuations de diﬀérence de marche et des variations de ﬂux dans les faisceaux re-
combinés. J’ai ainsi démontré que, par l’utilisation d’un contrôleur prédictif basé sur un
ﬁltre de Kalman utilisant un modèle des perturbations pour calculer les commandes aux
actionneurs, les franges seront stabilisées à 310 nm rms sur une étoile de magnitude 10
dans les conditions d’observation attendues au VLTI en 2014. J’ai montré cependant que
ces performances diminuaient fortement pour des conditions moins favorables.
De plus, j’ai analysé l’eﬃcacité du contrôleur Kalman pour compenser le piston atmo-
sphérique et les vibrations par rapport aux algorithmes actuellement utilisés au VLTI. À
partir de mesures sur ciel avec l’instrument PRIMA, j’ai montré que les perturbations sont
mieux corrigées avec un contrôleur Kalman qu’avec le suiveur de franges de PRIMA. De
plus, j’ai démontré par des simulations numériques que le ﬁltre Kalman est plus eﬃcace
pour compenser les vibrations que l’algorithme VTK, consacré à leur correction au VLTI.
J’ai également développé un démonstrateur de laboratoire du suiveur de franges de
GRAVITY, dans le but d’en valider expérimentalement la boucle de contrôle. J’ai ainsi pu
analyser des spéciﬁcités absentes des simulations initiales, telles que la procédure d’éta-
lonnage, et l’analyse de biais induits par une dispersion spectrale imparfaite.
Enﬁn, j’ai participé à un programme astrophysique pour lequel j’ai réalisé et analysé
des observations interférométriques de la binaire X à forte masse Vela X-1 en infrarouge.
J’ai mesuré un vent stellaire de tailles diﬀérentes dans les bandes H et K, démontrant
la présence soit d’un fort gradient de température, soit d’évènements temporaires dans le
vent. Une fois GRAVITY opérationnel, cette étude préliminaire sera étendue à des binaires
X moins lumineuses, grâce à sa sensibilité inédite en interférométrie infrarouge.
Pour conclure, mon travail de thèse a permis de démontrer que les performances du
suiveur de franges sont compatibles avec les spéciﬁcations de GRAVITY, en faisant par
conséquent le premier suiveur de franges à quatre télescopes à fonctionner sur des sources
faibles, et ce malgré des perturbations importantes. GRAVITY et son suiveur de franges
ouvrent ainsi la voie à des observations astrophysiques inédites en interférométrie optique.
Mots-clés : Interférométrie optique, haute résolution angulaire, suivi de franges, GRA-
VITY, turbulence atmosphérique.
