operating on the class SSi of measurable, essentially bounded, complex-valued functions ƒ of one real variable y defined for 0<;y<77, and satisfying the condition that lim^,, f(y) exists. The kernel K(x, y) is defined for 0 <x <£, 0 <y <rj, and the integral is interpreted in the Lebesgue sense. Hill derived a set of conditions on K(x> y) necessary and sufficient that the transformation (1) be regular on 3Si, that is, that for every ƒ in 3Si, U X (J) be defined for all x, and lim^ U x (f)=lim y + V f(y). In §2 of the present paper we generalize Hill's results for a transformation on a class SS m of bounded measurable functions of m real variables to a class of functions of n real variables. This transformation can be expressed in the form (1) with x standing for 00 « 00 y « 00 and y for y 1 , y 2 , • • • , y m . In §3 we define for each kernel K(x, y) its domain of regularity $ as the largest class of functions on which (1) is regular, and we determine some conditions necessary and sufficient that a function ƒ be in $. We employ these results in §4 to derive conditions on K(x, y) necessary and sufficient for the transformation (1) to be regular on certain classes of functions more inclusive than 33 m . Finally, in §5, we consider several particular cases of the problem of determining a kernel with a specified class of functions as its domain of regularity.
2. Hill's theorem in many variables. We use the following notation throughout this paper : x stands for the ordered set of n real variables The proof of this theorem will not be given here since the notation which makes it possible to state the theorem in this form also suggests the necessary minor modifications in Hill's proof of the special case in which n=m = l. 
PROOF. We need only show (4) and (5) equivalent here. We have for any b > \ Lf \, PROOF. Here we need only show (4) and (6) equivalent. If K is regular on 25 m and ƒ satisfies (4), by the preceding theorem, ƒ satisfies (5) and so obviously (6).
For any b> \LA ,
If/satisfies (6) and is regular on 23 m , then for any e>0, there exist a b> |L f | and anZ<^ such that the right-hand side is less than e for x in (X, J). But the left-hand side does not depend on b; so U x (f)->Lf as x-»£ and (6) It is known that there exists a close connection between the theory of moments and Jacobi matrices on one side, and the theory of selfadjoint operators in Hubert space on the other. This connection has been thoroughly investigated by Stone in the tenth chapter of his textbook on Hubert space.f The solution of both the moment problem and the spectral resolution of self-adjoint operators relies on the possibility of representing a class of analytic functions with positive imaginary parts in the upper half-plane by Stieltjes integrals of the form f +c0 dp(X) J _«, X -z However, the spectral resolution requires the representation of more general functions than those involved in the solution of the problem of moments. The bounded self-adjoint operators do not, and I wish to show that the spectral theorem for bounded operators can be deduced immediately from the well known theorems concerning the problem of moments. Let H be a bounded self-adjoint operator, ƒ an element of the Hubert space, R<L -(H-ZI)~1 the resolvent of H. It
