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"We but mirror the world. All the tendencies
present in the outer world are to be found in
the world of our body. If we could change
ourselves, the tendencies in the world would
also change. As a man changes his own na-
ture, so does the attitude of the world change
towards him. This is the divine mystery su-
preme. A wonderful thing it is and the source
of our happiness. We need not wait to see
what others do."
(Original quote for the saying: "Be the change
you wish to see in the world")
– Mahatma Gandhi

RESUMO ESTENDIDO
Uma plataforma off-shore normalmente produz petróleo bruto e
gás natural. O gás é tratado para a remoc¸ão da humidade e sua pressão
e sua temperatura são modificadas de acordo com sua aplicac¸ão final.
Parte do gás é direcionado para a linha de exportac¸ão de gás para ser
comercializado. Muitas vezes o gás é utilizado por poc¸os que operam
com elevac¸ão por gaslift. O gás natural também é usado em turbinas
para gerar eletricidade. Um sistema de compressão de gás é uma parte
importante de uma unidade de produc¸ão off-shore de petróleo. O tipo
de compressor mais usado em um sistema de compressão de gás é o
compressor centrífugo. Uma falha do compressor pode fazer com que
uma unidade de produc¸ão completa seja desligada. Os compressores
centrífugos têm limites operacionais muito restritos e são muito sen-
síveis a mudanc¸as na vazão de entrada de gás ou nas propriedades
do mesmo. O compressor pode entrar em surge, que é uma condic¸ão
operacional instável caracterizada pelo fluxo reverso de gás dentro do
compressor e que pode acontecer quando a vazão de entrada de gás é
muito baixa. Um compressor centrífugo que opera em surge não com-
primirá o gás corretamente, causando danos permanentes à máquina.
O procedimento normal utilizado quando se detecta a ocorrência de
surge é parar o compressor. Geralmente, os compressores centrífugos
são instalados com um controle regulatório que inclui a prevenc¸ão de
surge. No entanto, mudanc¸as bruscas na vazão de entrada de gás e
na composic¸ão do gás são conhecidas por fazer com que o compressor
centrífugo pare com freqüência. Esta dissertac¸ão propõe um controla-
dor MPC que reduz o consumo de energia do sistema de compressão
e melhora sua protec¸ão contra surge. Este trabalho também apresenta
a modelagem de uma estac¸ão de compressão real composta de dois
compressores de três estágios. Com base na análise do comportamento
do sistema e da relac¸ão dinâmica entre as entradas e saídas do sistema,
são propostas e testadas duas formulac¸ões de MPC diferentes. Para
ajustar o controlador MPC foi aplicada a técnica de ajuste satisfatório,
melhorando o desempenho do controlador.
Palavras-chave: Sistemas de compressão. MPC. Ajuste de controla-
dores
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ABSTRACT
An offshore oil production unit normally produces crude oil and
natural gas. The gas is treated for removal of moisture and its pressure
and temperature are conditioned to its target application. Part of the
gas is directed to the gas export line for sales. Often it is used by wells
operating with gas lift. Natural gas is also used in turbines to generate
electricity. A gas compression system is an important part of an offshore
oil production unit. The most important type of equipment used in a
gas compression system is the centrifugal compressor. A compressor
failure may cause a complete production unit shut down. Centrifugal
compressors have a limited operational range and are very sensitive to
changes in the gas flow rate or in its properties. Compressor surge is
an unstable operational condition characterized by reverse flow inside
the compressor and it can happen when the gas flow rate is too low. A
centrifugal compressor operating in surge mode will not compress the
gas as required and the machine could be damaged permanently. The
normal procedure used when surge is detected is to stop the compressor.
Usually centrifugal compressors are installed with a regulatory control
that includes the avoidance of surge. But abrupt changes in gas flow-
rate and gas composition are known to cause centrifugal compressor to
stop the production operations too often. This dissertation proposes a
MPC controller that reduces the energy consumption of the compres-
sion system and improves its protection against surge. This work also
presents the modeling of a real compression station composed of two
three-stage compressors. Based on the analysis of the system’s behavior
and the dynamic relation between inputs and outputs, two different
MPC formulations are proposed and tested. To tune the MPC controller
the satisficing tuning technique is applied, improving the controller’s
performance.
Keywords: Compression system. MPC. Tuning.
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SYMBOLS
A1 Area of the impeller (m2)
CVN Flow coefficient
G Dynamic matrix of the system
IS Index of surge
J Compressor moment of inertia (kgm2)
Kiexp Integral gain of the outlet pressure controller
Kpexp Proportional gain of the outlet pressure controller
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Q Gas volume flow rate (m3/s)
R Gas constant (J/mol)
Td Discharge temperature of a compression stage (K)
Ts Suction temperature of a compression stage (K)
Vp Plenum volume (m3)
Vh Outlet header volume, it represents the total volume
associated with the pipes (m3)
Vin Volume of the compressor inlet drum (m3)
Z Gas compressibility
\Psi (\omega ,m) Compressor characteristic curve
\eta p Polytropic efficiency of the compression
\mu Compressor slip factor
\omega Compressor speed (rad/s)
\tau c Torque exerted by the compressor load (Nm)
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min,1 Gas mass flow rate entering the compression train 1
(kg/s)
min,2 Gas mass flow rate entering the compression train 2
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min Inlet gas mass flow rate (kg/s)
mout,1 Gas mass flow rate from compressor train 1 (kg/s)
mout,2 Gas mass flow rate from compressor train 2 (kg/s)
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mout Outlet gas mass flow rate (kg/s)
mp1 Gas mass flow rate delivered to process 1 (kg/s)
mp2 Gas mass flow rate delivered to process 2 (kg/s)
mr Gas mass flow rate through antisurge valve (kg/s)
m Gas mass flow rate through the compressor (kg/s)
pd Discharge pressure of the compressor stage (bar)
pp Pressure in the plenum (Pa)
ps Suction pressure of a compression stage (m3/s)
pin Pressure in the inlet header (bar)
pout Pressure in the outlet header (bar)
ps,1 Suction pressure of stage 1 of compression train 1
(bar)
ps,2 Suction pressure of stage 1 of compression train 2
(bar)
pdij Discharge pressure of stage ij, where i refers to the
compressor line and j to the compressor stage (bar)
r2 Impeller radius (m)
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1 INTRODUCTION
The gas compression system is an important component of off-
shore oil and gas production plants. It is responsible for increasing
the pressure of the gas coming from the separator, supplying a cer-
tain gas flow rate at specific pressure, humidity, and temperature,
according to the desired operating point and the specifications of
the subsequent systems. The compressed gas can then be exported,
used for gas-lift, used to generate electrical energy, or return to the
reservoir in injection wells.
The compression system has to process the gas flow rate de-
livered by the separator. Stopping a compressor may cause this gas
to accumulate and the pressure on the separator to rise above safety
limits. In that case the uncompressed gas has to be flared, which is
an operation subject to environmental regulation. In critical situa-
tions oil wells may have to be closed until the compression system
starts to work again.
Oil and gas production facilities are equipped with centrifugal
compressors, which have limited operational ranges. A good review
of centrifugal compressor applications as well as ways to enhance
the capability of the compressor can be found in [3].
One of the main causes of compressor shutdown is the occur-
rence of a phenomena called surge [4],[5]. Surge is an unstable op-
eration condition of a compressor. It is characterized by alternation
of flow directions inside the compressor with oscillations in the gas
pressures and flow-rates. Surge usually occurs when the inlet gas
flow rate is below specified limits and the pressure ratio is too high
[3],[4]. The surge region is one of the operation limitations of cen-
trifugal compressors. Another operation limitation is the stonewall
region, which is characterized by high flow-rates with gas veloci-
ties around the sound speed. Operation in the stonewall region is
normally avoided because of mechanical wear on the compressor.
Besides, the compressor manufacturer may recommend maximum
and minimum rotation speeds of the shaft.
Given these operation limits the gas flow rate through the
compressor can be changed in two ways: the surplus gas can be
flared to decrease the gas flow rate or the compressed gas can be
recycled back the compressor suction to increase the gas flow rate
through the compressor. The gas flaring is handled by the flare valve
that opens when the pressure is too high. The recirculation of the
compressed gas is handled by the antisurge regulatory control sys-
tem. It is designed to manipulate the recycle valves in order to keep
the compressor operating in a safe region. But changes in the gas
27
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molecular weight with abrupt variations in the gas flow-rate, for ex-
ample, may cause the regulatory control system to fail and the com-
pressor to go into surge, causing the system to stop. It is known that
plant shut-down due to failure in the compression system caused by
surge is a recurrent problem.
Usually the solution to the surge problem is to avoid its occur-
rence [4]. In [6] it is stated that active surge control solutions have
been proposed but they are not yet available for industrial applica-
tions.
To understand and prevent this phenomena several models
have been proposed in the literature. The phenomenological mod-
eling of centrifugal compressors was first presented in 1976 by Gre-
itzer in [7]. He introduces a single stage centrifugal compressor de-
scribed by a set of differential and algebraic equations. In [8], [2],
[5], and [9], Greitzer model is presented with modifications.
Another alternative to deal with surge and improve the com-
pression system’s performance is to use advanced controlled tech-
niques. Model Predictive Control (MPC) is an advanced control
strategy successfully applied in the industry [10] which deals easily
with constraints, multiple variables, and delays. MPC predicts the
system’s output through an explicit model of the system and calcu-
lates the control actions through the minimization of an objective
function, considering the constraints of the system.
Control applications for centrifugal compressors are normally
designed to deal with the fast dynamics of the machine. For ad-
vanced control systems based in MPC controllers, this imposes a
constrain in the computational time, since the MPC would have to
perform its calculations at a high sampling rate. MPC controllers
have been applied to control centrifugal compressors at high sam-
pling rate in [11], [12]. In [5] a MPC controller is designed to con-
trol the pressure and avoid to the surge. The minimization of the
recycled gas is taken into account and the MPC is proposed as a re-
placement for the PID controllers of the regulatory control system.
Even though the MPC is considered to be able to replace mul-
tiple control loops with good results [13], in the compression sys-
tem studied in this dissertation it is not possible to replace the regu-
latory system, given that the regulatory control loops are embedded
in the compression system. For that, the proposed MPC has to work
as a layer above the low level PID controllers.
The tunning of large scale MPC is a difficult problem and its
solution relies on the knowledge of the processes and, oftentimes, in
several try and error attempts. To overcome such problems, several
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works proposed techniques to procedurally obtain the weights for
the objective function [14, 15]
In this work, the satisficing approach presented in [16] was
chosen. In this technique the weights are calculated on-line accord-
ing to the operation point of the system, depending on which ob-
jective is further away from its goal. Considering the amount of
variables and objectives, there are several possible combinations of
weights that will determine the performance of the controlled sys-
tem.
1.1 OBJECTIVES AND CONTRIBUTIONS
The objective of this dissertation is to present the application
of an MPC controller designed to improve the compression system’s
performance, avoiding shut-down due to surge, and improving en-
ergy consumption. The centrifugal compression system of a particu-
lar off-shore oil and gas production platform is studied in this work.
The MPC is implemented as a higher control level that runs at a low
sampling rate (with sampling time equal to 5 seconds), above the
PID regulatory control system. Even though the system can reach
the surge point in less than 1 second, the MPC can still help the
overall system’s performance by anticipating actions to avoid surge
and improving energetic efficiency.
The main contribution of this study is the modeling of a com-
plete compression system, composed by two parallel 3-stage com-
pression trains. The phenomenological model includes not only the
typical modeling of a compression stage, but also the regulatory PID
controllers, heat exchangers, vessels, the recycle lines and valves,
and the exportation line.
Another contribution is the inclusion of the surge indexes as
controlled variables so that they can be used for prediction and are
affected by the manipulated variables. The index is easy to compute
and takes into account the gas flow rate though the compressor
and the minimum gas flow rate to avoid surge, calculated at every
iteration based on the system’s state.
Finally, a strategy to tune the controller is also proposed. The
satisficing tuning technique is able to dynamically change the con-
trol tuning to prioritize the variables that are closer to violate their
operation limits.
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1.2 ORGANIZATION OF THE DISSERTATION
This dissertation is organized as follows: chapter 2 reviews
the theory of Model Predictive Control (MPC), with emphasis in the
recursive Dynamic Matrix Control (DMC), and presents a tuning
technique implemented to improve the controller’s performance.
Chapter 3 has a description of the compressor model and a
discussion of the possible controlled and manipulated variables.
Chapter 4 details the implementation of the different solu-
tions and the results. Finally, chapter 5 gives the conclusions.
2 MODEL PREDICTIVE CONTROL
This chapter presents an overview on MPC with its main con-
cepts, with emphasis in the design of the DMC algorithm and the
satisficing tuning technique, since they are used in this work.
Model predictive control is one of the most successful ad-
vanced control techniques applied in industry [10]. This success is
due to the fact that MPC strategies can be applied to Single Input
Single Output (SISO) and Multiple Inputs Multiple Outputs (MIMO)
systems, with or without delay and constraints on outputs and con-
trol actions.
MPC is not limited to an unique control strategy. This name
is used to designate a large group of control algorithms that:
\bullet use an explicit model of the process to predict the system’s
behavior in a finite moving time horizon;
\bullet calculate a sequence of future control actions through the min-
imization of an objective function.
The differences between the existent MPC algorithms rely on
the different types of prediction and disturbance models, objective
functions, and on the procedure to deal with the constraints and to
obtain the control law.
Although there are several different MPC algorithms, they all
have these three common elements:
\bullet prediction model including a prediction error treatment method
used to predict the systems behavior through a certain time
period;
\bullet objective function, which contains the control objective, for
example tracking a reference or minimizing energy consump-
tion;
\bullet a procedure to obtain the control law, which minimizes the
objective function.
The following section explains these elements in further de-
tails.
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2.1 MPC ELEMENTS
2.1.1 Prediction model
The prediction model is in general given by a set of equations
that models the input to output relation of the controlled system,
but it could also be a fuzzy model or any other representation of
the relation between the inputs, disturbances and outputs. The pre-
diction model is an important element of the MPC strategy. As a
general rule, the performance of MPC algorithms is connected to
how well their underlying models can predict the plant input-output
dynamics, therefore a good effort is put into defining prediction
models that reflect reality as good as possible. The prediction error
treatment method is different in every MPC algorithm.
The prediction model is composed by: the process model and
the disturbances model. The predicted outputs of the system are
then a combination of the outputs of the process model and the
outputs of the disturbance model.
2.1.1.1 Process model
The process model defines the relation between the inputs
and the outputs of the system. The model can be linear or nonlinear.
The most common linear models are:
\bullet impulse response;
\bullet step response;
\bullet transfer function;
\bullet state space.
2.1.1.2 Disturbance model
The model for the disturbances is as important as the pro-
cess model. The representation most widely used to describe deter-
ministic and stochastic disturbances is known as Auto-Regressive
Integrated Moving Average. This method models the differences be-
tween the model output and the process output as:
\eta (t) =
C(z - 1)e(t)
D(z - 1)
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where the polynomial D(z - 1) includes an integrator \Delta = 1  - z - 1,
e(t) is a white noise with average zero. The parameters of the poly-
nomials C e D are used to describe the stochastic characteristics
of \eta and the use of the integrator in D is very important in order
to take into account step disturbances, which are very common in
practice. This model can represent random changes, steady state
off-sets, etc. This is the model used in GPC, EPSAC, EHAC, and in
other controllers with a few modifications.
A particular case of disturbance model is the one used in the
DMC algorithm, where the predicted disturbance \^\eta is considered
constant and equal to the measured disturbance \eta , so \^\eta (t+ k | t) =
\eta (t) for all k > 0, and e(t) = y(t)  - \^y(t) is the error between the
process output y(t) and the model output \^y(t). The computation of
\^y(t) is presented in section 2.2.
Other representations of these models and the analysis of
the effects the disturbance model has on the control system can
be found in [17, 18].
2.1.1.3 Free and forced response
MPC with linear models consider the systems response to be a
combination of two parts: the free response and the forced response.
The idea is to consider the control sequence u(t) as a superposition
of two sequences:
u(t) = uf (t) + uc(t)
in which uf (t) corresponds to the past input values, that are kept
constant in the future, that means:
uf (t - j) = u(t - j) for j = 1, 2, . . .
uf (t+ j) = u(t - 1) for j = 0, 1, 2, . . .
and uc(t) corresponds to the future input values so they are equal
to zero in the past and equal to the future control actions in the
future:
uc(t - j) = 0 for j = 1, 2, . . .
uc(t+ j) = u(t+ j) - u(t - 1) for j = 0, 1, 2, . . .
The free response yf (t) is the output prediction when the in-
put is equal to uf (t). The forced response yc(t) corresponds to the
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predictions when the input is equal to uc(t). If a disturbance model
is available, the free response may include the outputs of that model
as well, so the predictions are as close to reality as possible.
2.1.2 Objective function
The objective function is chosen according to the control’s
purpose. In most cases the goal is to minimize the error between the
predicted outputs \^y and their references yr penalizing the control
increments \Delta u. For a Single Input Single Output case, this results
in the equation:
J =
N2\sum 
j=N1
\delta (j)[\^y(t+j | t) - yr(t+j)]2+
Nu\sum 
j=1
\lambda (j)[\Delta u(t+j - 1)]2 (2.1)
where:
\bullet N1 and N2 - minimum and maximum prediction horizon. They
define the time window where it is desired that the output y
follows the reference yr. For example, the selection of a large
N1 implies that the mistakes on the first N1 - 1 instants are not
important and the obtained closed-loop response will tend to
be smooth. In the case of systems with a delay d, the prediction
horizon should start after d, so N1 > d, since there will be no
response from the system to input u(t) until the instant t = d.
\bullet Nu - control horizon. It defines the time window where it is
important to limit the control action. Thus, the number of
decision variables of the minimization problem is defined by
Nu. Note that a bigger Nu implies in a more complex prob-
lem, on the other hand better responses can be obtained be-
cause of the bigger number of degrees of freedom. Usually,
the control horizon is smaller than the prediction horizon,
Nu < N , where N = N2  - N1. Practical experiments show
that Nu = N/5 gives good results.
\bullet \delta (j) and \lambda (j) - weights for error and control action. They
are fundamental in the MPC formulation because they define
which variables are more important in the cost function. These
weighting sequences are often chosen constant or exponential
over the horizon. For example, a function of the type \delta (j) =
\alpha N2 - j could be used so that the error penalization varies through
the horizon.
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Using the idea of forced and free responses to describe the
predictions of the process output in the cost function, the predic-
tion errors can be written as functions of the future control actions.
Therefore, the future control movements can be computed minimiz-
ing J , as they are the only unknown variables of J .
2.1.2.1 Constraints
In practice, all processes are subject to constraints in both
input and output variables. Examples of these constraints are the
maximum and minimum limits of the actuators (e.g. valves), the
maximum speed variation of a drive (e.g. servo drives) or the limits
that can be achieved by the outputs of a system due to safety issues.
In addition, there are economic objectives for the system operation
that generally lead the controller to choose operating points at the
limits. Thus, if the control actions are properly calculated for the
system to work very close to the economic optimum point, the qual-
ity and cost of the production process are optimized [19]. For these
reasons, it is important to consider the problem’s constraints in the
calculation of the control increments. The constraints are included
to the optimization problem as a set of equations of type:
umin \leq u(t) \leq umax \forall t (2.2a)
\Delta umin \leq u(t) - u(t - 1) \leq \Delta umax \forall t (2.2b)
ymin \leq y(t) \leq ymax \forall t (2.2c)
The MPC control action can be obtained at each sampling
time solving a static optimization problem defined by:
\mathrm{m}\mathrm{i}\mathrm{n}
\Delta \bfu 
J (2.3a)
subject to A\Delta \bfu < b (2.3b)
where J is the objective function and A and b define the constraints
2.2.
For unconstrained problems, the solution that minimizes J
can be obtained analytically, but for constrained problems it can
not. In this case, solving J requires a much larger computational
effort than in the unconstrained case. If J is a quadratic function
and the constraints are linear, the constrained optimization problem
defined in 2.3 can be solved by any standard/off-the-shelf quadratic
programming solver. Despite the complexity of the calculation, the
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MPC’s ability to take restrictions into consideration is one of the
reasons for its success in industrial applications.
In practice, there are several points to be carefully considered
in the solution of a constrained MPC. The formulation of the prob-
lem should correctly define the constraints, and manage them when
necessary. This management allows the correct operation of the op-
timization algorithm, releasing or smoothing the constraints, when
possible. Also, from the point of view of the implementation of the
optimization algorithm, is important to improve the efficiency and
the minimization of computation times [20].
2.1.3 Control law
In every MPC algorithm the goal is to calculate u(t + k | t),
with k = 0, 1, . . . , Nu. For this it is necessary to:
\bullet calculate the predictions \^y(t+k | t) as a function of the future
control increments;
\bullet replace the predictions in the objective function J ;
\bullet calculate the control increments \Delta \bfu that minimize J , consid-
ering the restrictions.
With these steps the future control increments in the control
horizon are calculated. However, only the first increment is applied
to the system.
2.1.4 Reference tracking and band control
One of the MPC’s advantages is the possibility of using future
references, when these values are available, to calculate the con-
trol signal. This allows the system to reach faster the desired new
value. The values of yr(t+ k) used in the objective function are not
necessarily the actual system’s reference. In practical applications,
strategies to soften the reference changes are typically used. These
strategies are similar to filters used in classical control structures
with two degrees of freedom:
yr(t) = r(t) (2.4)
yr(t+ k) = \alpha yr(t+ k  - 1) + (1 - \alpha )r(t+ k)
where \alpha is a parameter between 0 and 1 and k = 1, . . . , N . Equation
2.4 represents a first order low pass filter that can be adjusted to
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smooth r more or less depending on the \alpha value. These filters are
commonly used in several MPC controllers, such as GPC and DMC.
Sometimes there is no reference yr(t) to track, but a range
in which the controller has to keep the controlled variable y. The
band is defined by a lower limit ymin and an upper limit ymax. To
implement this band control, yr(t) is a decision variable of the op-
timization problem created to minimize the objective function J. If
ymin \leq y(t) \leq ymax then the solution is yr(t) = y(t), but if ymax \leq y
then yr(t) = ymax and if if y \leq ymin then yr(t) = ymin.
2.2 DYNAMIC MATRIX CONTROLLER (DMC)
The DMC is a well known MPC strategy, largely applied in
refineries and chemical plants. A detailed description of the DMC
can be found in the book of Camacho and Bordons [19], chapter 3.
This section has a description of the modified DMC algorithm used
in this work and proposed in [21].
DMC is a MPC strategy that can be applied for open-loop
stable plants (and can be generalized for processes with integrator
modes, but this case will not be considered here). The step response
of the system is used to obtain the predictions:
\^y(t+ k| t) =
\infty \sum 
i=1
gi\Delta u(t+ k  - i) + \eta (t+ k| t) (2.5)
where \eta (t + k| t) is the prediction error in time t + k. This error is
considered constant through the horizon. So \eta (t + k| t) = \eta (t| t) =
y(t) - yo(t| t), where yo is the prediction without corrections. Replac-
ing the prediction error and rearranging equation 2.5 results in:
\^y(t+ k| t) =
k\sum 
i=1
gi\Delta u(t+ k  - i) +
\infty \sum 
i=1
gk+i\Delta u(t - i) + y(t) (2.6)
 - 
\infty \sum 
i=1
gi\Delta u(t - i)
\^y(t+ k| t) =
k\sum 
i=1
gi\Delta u(t+ k  - i) (2.7)
+
\infty \sum 
i=1
(gk+i  - gi)\Delta u(t - i) + y(t)
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The infinite summation can be replaced by a M -terms sum-
mation because gk+i  - gi \sim = 0, \forall i > M , as the process is stable and
the step response coefficients tends to a constant value. Now the
prediction equation is:
\^y(t+ k| t) = \sum ki=1 gi\Delta u(t+ k  - i) + (2.8)\sum M
i=1(gk+i  - gi)\Delta u(t - i) + y(t)
Consider a prediction horizon N and a control horizon Nu,
the predictions can be written in matrix form:
\^y = G u + I\Delta u(t - 1) + 1Ny(t) (2.9)
where \bfone N is a N \times 1 vector of ones,
\bfI \Delta \bfu (t - 1) =
\left[    
(g2  - g1) (g3  - g2) . . . (gM+1  - gM )
(g3  - g1) (g4  - g2) . . . (gM+2  - gM )
...
... \cdot \cdot \cdot ...
(gN+1  - g1) (gN+2  - g2) . . . (gN+M  - gM )
\right]    
\times 
\left[    
\Delta u(t - 1)
\Delta u(t - 2)
...
\Delta u(t - M)
\right]    ,
\bfG \bfu =
\left[    
g1 0 . . . 0
g2 g1 . . . 0
...
... \cdot \cdot \cdot ...
gN gN - 1 . . . gN - Nu
\right]    
\left[    
\Delta u(t)
\Delta u(t+ 1)
...
\Delta u(t+Nu  - 1)
\right]    ,
and \^\bfy = [\^y(t + 1| t), . . . , \^y(t +N | t)]T . Note that in the computation
of G and I, gi = gM if i > M .
Equation (2.9) can be rewritten as:
\^\bfy = \bfG \bfu + \bff \bfr (2.10)
where \bff \bfr = \bfI \Delta \bfu (t  - 1) + \bfone Ny(t) is the system’s free response as it
only depends on the past values of the control action and process
output.
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From this equation, if the initial conditions are null then the
free response is equal to zero. If an unit step is applied in u,
\Delta u(t) = 1,\Delta u(t+ 1) = 0, \cdot \cdot \cdot ,\Delta u(t+Nu  - 1) = 0
the output [\^y(t + 1), \^y(t + 2), \cdot \cdot \cdot , \^y(t + N)]T is equal do the first
column of the matrix G. So, the first column of G can be obtained
trough the systems step response.
Note that matrix G has dimension N \times Nu and vector \bfu di-
mension is Nu \times 1, although only \Delta u(t) should be computed and
used as the rest of the future control actions are discarded.
As shown in [19] and [22], the free response can be obtained
recursively. The prediction for the instant t+k can be obtained with
the available information in t and t - 1 given by:
yo(t+ k| t) =
\infty \sum 
i=k+1
gi\Delta u(t+ k  - i)
yo(t+ k| t - 1) =
\infty \sum 
i=k+2
gi\Delta u(t+ k  - i)
The difference between them is only the control action\Delta \bfu (t - 
1), which was not know at t - 1. Hence, by subtracting one equation
from the other:
yo(t+ k| t) - yo(t+ k| t - 1) = gk+1\Delta u(t - 1)
+
\infty \sum 
i=k+2
gi\Delta u(t+ k  - i) (2.11)
 - 
\infty \sum 
i=k+2
gi\Delta u(t+ k  - i)
yo(t+ k| t) = gk+1\Delta u(t - 1) + yo(t+ k| t - 1)
Therefore, at every iteration, before the DMC algorithm calcu-
lates the control increments, the prediction has to be updated with
the latest known control action \Delta u(t - 1):
yo = yo +
\left[    
g1
g2
...
gM
\right]    \Delta u(t - 1)
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yo is the vector with the prediction without considering the mea-
sured disturbances or corrections. Afterwards yo is shifted in time
to become a prediction from t+1 to t+M , whereas formerly it was
a prediction from t to t+M - 1. When the first element of the vector
is discarded a new element has to be added at the end of the vector
to keep yo with size M \times 1. Considering that the process is stable:
yo(t+M  - 1| t) =
\infty \sum 
i=M
gi\Delta u(t+M  - 1 - i)
yo(t+M | t) =
\infty \sum 
i=M+1
gi\Delta u(t+M  - i)
=
\infty \sum 
i=M
gi+1\Delta u(t+M  - 1 - i)
yo(t+M | t) - yo(t+M  - 1| t) =
\infty \sum 
i=M
(gi+1  - gi)\Delta u(t+M  - 1 - i)
Since gi+1  - gi \sim = 0, \forall i > M , we have yo(t +M | t) \sim = yo(t +
M  - 1| t). So the shifted prediction yo becomes:
yo =
\left[      
yo(t+ 1| t)
yo(t+ 2| t)
...
yo(t+M  - 1| t)
yo(t+M  - 1| t)
\right]      
This recursive method simplifies the prediction calculations
avoiding the need to keep track of the past values of \Delta \bfu . This
method also facilitates the application of the prediction error treat-
ment method presented in [21], where the authors proposed a fil-
ter to compute the non measured disturbances of the system. The
prediction correction depends on the error between the measured
output and the predicted one, and on the parameters of the filter:
c(t) = \beta c(t - 1) + (1 - \beta )(y(t) - yo(t| t)) (2.12)
where c(t) is the prediction correction, \beta is the parameter of the
filter, y(t) is the measured output, yo(t| t) is the predicted output
without correction.
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Measured disturbances can also be included in the predic-
tions if there is a model for the disturbance. Considering measured
disturbances and prediction corrections, the free response becomes:
fr = fr +
\left[    
g1
g2
...
gM
\right]    \Delta u(t - 1) +
\left[    
h1
h2
...
hM
\right]    \Delta w(t - 1) + \bfone Mc(t)
where [h1 h2 ... hM ] are the coefficients of the step response of the
disturbance model, \Delta w is the disturbance variation, and where \bfone M
is a M \times 1 vector of ones.
2.3 MPC TUNING WITH SATISFICING TECHNIQUE
The function shown by equation 2.1 is a typical objective func-
tion used in SISO MPC algorithms and it has multiple objectives: the
reference tracking \delta (j)[\^y(t+j | t) - yr(t+j)]2 and the control actions
penalization \lambda (j)[\Delta u(t+ j  - 1)]2. The weights for each objective \lambda 
and \delta are usually determined by the control designer. These cho-
sen values are usually fixed and determined based on the designer’s
knowledge about the process.
The satisficing MPC (SMPC) presented in [16] uses the sat-
isficing theory to calculate the appropriate weights of the objective
function for the current system’s state.
The SMPC algorithm is a distributed MPC designed to attend
the objectives and constraints of different local controllers. The solu-
tion to this distributed problem is the analytic center of the region
that satisfies all the local controllers. This point is also the solu-
tion of the centralized problem with the equivalent weights in the
objective function. In the SMPC the weights change according to
the operation point, seeking a satisfactory tuning. The weights are
calculated dynamically to give priority to the less satisfied local ob-
jectives. The satisfactory system’s performance is obtained through
the maximum value that an objective can add to the total objective
function. So if an objective is close to its maximum value, the weight
associate to it will be increased forcing the controller to give priority
to this local objective. Satisficing tuning can be applied to any type
of MPC controller that uses weights in the objective function.
The tuning procedure is explained below. Each objective has
a satisficing factor called Fsat that is calculated based on the largest
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contribution expected for the objective. For the reference tracking
objective, for example, it is calculated as:
Fsat =
N2\sum 
j=N1
[e\ast ref (t+ j | t)]2 (2.13)
where e\ast ref is the largest expected error between the reference and
the predicted output [\^y(t+ j | t) - yr(t+ j)], and N1 and N2 define
the prediction horizon N .
For the control actions penalization Fsat can be calculated as:
Fsat =
Nu\sum 
j=1
[\Delta u\ast (t+ j  - 1)]2 (2.14)
where \Delta u\ast is the largest expected control increment and Nu is the
control horizon . The maximum contribution expected or tolerated
for each objective is chosen by the control designer.
The main difference between the manual and the satisficing
tuning is that in the first the chosen weights are usually kept con-
stant and in the second they change given priority to the objectives
that are closest to their limit Fsat.
The weight \lambda to be attributed to a term of the cost function
at a given time instant is then calculated by:
\lambda =
1
Fsat  - \=F (2.15)
where F is the value of the objective at iteration k. The value of F
can be calculated by equations 2.13 and 2.14 but instead of using
the largest expected control action and reference error, the actual
values of \Delta u and eref should be used. The weight is calculated
through this procedure at every iteration.
When F approaches its satisficing factor (F \rightarrow Fsat), \lambda in-
creases indefinitely (\lambda \rightarrow \infty ). If F surpass Fsat, according to 2.15
\lambda < 0 which has no practical meaning. Thus, to avoid such prob-
lems, these critical conditions are tested before the weights are cal-
culated. If one of these conditions is true, then the weight calculated
on the previous iteration (k  - 1) is used, meaning that \lambda k = \lambda k - 1.
It is important to highlight that the maximum values used
to calculate Fsat are not boundaries. These are desired values, not
operational constraints.
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2.4 FINAL COMMENTS
This chapter presented an overview on MPC theory and its
elements, highlighting the recursive DMC algorithm. These are im-
portant concepts that were used in the MPC formulations presented
in chapter 4. Finally, the satisficing technique to tune the MPC con-
troller was presented. This satisficing theory will be used in the pro-
posed DMC of this dissertation, allowing the simplification of the
tuning procedure. The next chapter presents the modeling of the
compression system studied in this dissertation.

3 COMPRESSION SYSTEM
This chapter presents an overview of centrifugal compressors
and its applications in off-shore oil and gas facilities. It also has a
detailed description of the mathematical model used in the design
of the MPC’s prediction model and in the system simulations.
In production plants, compressors are the subsystems respon-
sible for giving energy to the gas to increase its pressure, suppling a
certain gas flow rate at a specific pressure according to the desired
operating point and the specifications of the subsequent subsystem.
Figure 3.1 was adapted from [1] and presents an offshore produc-
tion platform with its main subsystems. The multiphase flow ema-
nating from the wells is separated in three phases when it reaches
the separator. The gas phase is directed to the compression system
where its humidity, temperature, and pressure are changed to meet
the operation requirements. The compressed gas can then be ex-
ported, used for gas-lift, used to generate energy, or return to the
reservoir in injection wells.
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Figure 3.1: Production platform, adapted from [1]
The compression system has to process the gas flow rate de-
livered by the separator and if the compressor fails this gas accumu-
lates causing the separator’s pressure to rise. To prevent this pres-
sure from exceeding safety limits, part of the uncompressed gas has
to be flared. Another undesired situation is an inlet gas flow rate
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below specified limits, which can take the compressor to an unsta-
ble region of operation. In this case, there can be a reverse gas flow
inside the compressor that causes oscillations in the pressure and
flow of the gas. This phenomenon is known as compressor surge
[3][4].
The centrifugal compression system of a particular platform
is studied in this work. A compression stage is made of two parts:
the impeller and the diffuser. The gas is sucked through the center
of the impeller and pushed by the centrifugal force to the diffuser,
where the kinetic energy of the accelerated gas is then converted
to pressure. The amount of energy a gas mass unit receives from
the compressor is called head [3]. However not all the energy is
used to increase the pressure. Due to friction and other irreversible
losses, part of the energy is lost in the form of heat. Subsection 3.3.2
presents in more details the head calculation and its relation to the
pressure increase.
For a compressor stage, the variables and parameters that de-
fine its performance are:
\bullet ps - suction pressure
\bullet Ts - suction temperature
\bullet pd - discharge pressure
\bullet MW - molecular weight of the gas mixture
\bullet Z - gas compressibility
\bullet k - gas specific heat ratio
\bullet \eta p - polytropic efficiency
These variables and parameters define the gas flow rate that
the compressor is able to process and the amount of power required
to achieve it. They also define the temperature of the compressed
gas, or the discharge temperature Td. Centrifugal compressors are
designed to operate within a relatively small range of pressures,
flows and gas characteristics. There are two phenomena that limit
the operation of centrifugal compressors: stonewall or choke and
surge. These phenomena, as well as the strategies to avoid them,
are presented in section 3.1.
In this study the compression system consists in two parallel
compressors with three stages each. A schematic of the system is
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presented in figure 3.2. The two parallel compressor trains are con-
nected to the inlet header at the entrance of the system and to an
exportation header at the exit.
The pressures in the system are the inlet pressure pin, the out-
let pressure pout, the discharge pressures pdij , where ij refers to the
compression stage j of the compressor train i. The discharge pres-
sure of one stage of compression is equal to the suction pressure of
the next stage. The pressure ratio r is the relation between the dis-
charge and the suction pressures of a certain stage and it represents
how much the gas pressure has been increased. The gas mass flow
rate entering and exiting the process are respectively min and mout.
The mass flow rate through the compressor is m and mass flow rate
through the recycle valve is mr.
The compression system also has PID controllers that are re-
sponsible for stabilizing the suction pressure, the discharge pres-
sure, and the antisurge control. This regulatory layer was also mod-
eled as part of the system so the prediction models would consider
the influence of the PID controllers on the system. The MPC con-
troller will not replace these PID controllers, but will work in a layer
above the regulatory system to improve the systems performance.
Figure 3.2: Compression system
3.1 SURGE AND STONEWALL
Surge is an unstable condition for the compressor operation
that results in reverse gas flow rate though the compressor and fluc-
tuations in the delivered pressure and flow rate [23, 6]. The surge
phenomenon is associated with high pressure ratios and gas flow
rates below the nominal flow rate of the compressor and thus con-
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stitutes the lower boundary for stable flow rates. The occurrence of
surge can severely damage the mechanical components of the com-
pressor. It is important to determine the surge point so an antisurge
controller can avoid surge by keeping the system operating in the
stable operation region. Surge control in industrial applications still
relies on preventing the surge occurrence [5]. For every pressure
ratio and rotational speed there is a minimum volumetric flow rate,
determined by the surge line, that guarantees the system’s stable
operation. In figure 3.3, the minimum flow is represented by point
D. A well known antisurge control strategy is to use recycle valves
to send part of the discharged compressed gas back to the suction
to increase the flow through the compressor when necessary. Sec-
tion 3.4.3 explains in further details the antisurge control system
installed by the manufacturer in the compression system studied in
this work. The compressor manufacturer, through a series of tests,
determines the operation limits of the compressor stage. The surge
and the stonewall or choke are the two phenomena that limit the
compressor’s operation and they are determined by the manufac-
turer. Figure 3.3, taken from [24], illustrates the relation between
the volume flow rate Q and the pressure ratio r between the surge
and stonewall limits. The compressor map for a real compressor
does not define the points to the left of the surge line because the
tests are not performed in the unstable region.
The stonewall phenomenon is associated with flow rates well
above the nominal flow rate and it defines the upper boundary for
stable flows. Stonewall is characterized by the occurrence of sonic
speed in the compressor’s impeller. It occurs when the system re-
sistance decreases and flow increases. For a compressor of a sin-
gle stage, the phenomenon happens when the head becomes null
[24] and r = 1, which means the gas is flowing through the com-
pressor without being compressed. The efficiency decreases due to
increased energy losses in the form of heat. Some manufacturers
limit the compressor’s operation to the choke or stonewall region,
but others allow their machine to operate in the choke region as
long as the head is not negative [3].
.
3.2 SURGE INDEXES
The surge indexes are variables created to measure the dis-
tance between the current operation point and the surge line. In
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Figure 3.3: Surge and Stonewall
[25] a surge indicator that is not affected by the gas molecular
weight is proposed. But the pressure drop on the orifice plate used
to measure the volumetric gas flow has to be known and, for that,
calculating this surge indicator in practice is difficult. In [13] a sim-
pler surge index is presented as a performance indicator:
IS =
Qsurge
Qcp
(3.1)
where Qcp is the volumetric flow rate of gas through the stage and
Qsurge is the minimum volumetric flow that must go through that
same stage to avoid surge at that operating point. The desired value
for the index is IS < 1. The steps to calculate Qsurge are detailed
in 3.3.1.
The IS values range from 0 to 1, where 1 means that the
system went into surge. In this study IS is not only considered a
performance indicator but also tested as a controlled variable for
the MPC controllers discussed in chapter 4. Since the system has six
stages, three for each compression train, the complete system has
six indexes of surge, which are grouped in vector IS.
3.3 MODELING
The mathematical model of the compressor presented in this
section is based on Greitzer [7]. Greitzer model is also used in [26],
[4], [27], [28], [29], [24], [30] e [31].
The equations that define the dynamics of a compression stage
were taken from [2]. The main equations are:
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dp
dt
=
a20
Vp
(m - mt) (3.2)
dm
dt
=
A1
Lc
(\Psi (\omega ,m)ps  - pp) (3.3)
d\omega 
dt
=
1
J
(\tau d  - \tau c) (3.4)
\tau c = m\mu \omega r
2
2 (3.5)
where:
a0 - sonic velocity (m/s),
Vp - plenum volume (m3),
A1 - area of the impeller (m2),
Lc - length of the duct (m),
\Psi (\omega ,m) - compressor characteristic curve,
J - compressor moment of inertia (kgm2),
\mu - compressor slip factor,
r2 - impeller radius (m),
are the parameters and constants of the model and:
m - mass flow rate entering the plenum (kg/s),
mt - mass flow rate through the throttle (kg/s),
ps - suction pressure (Pa),
pp - pressure in the plenum (Pa),
\tau d - driver torque (Nm),
\tau c - torque exerted by the compressor load (Nm),
\omega - compressor speed (rad/s),
are the variables and states that change with time.
Figure 3.4 represents the model for a compression stage pro-
posed by Gravdahl in [2]. In this work the model of the compres-
sion stage is slightly different, as the following simplifications were
made:
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Figure 3.4: Compression stage configuration proposed in [2]
.
\bullet there is no accumulation of gas in the compressor, so in equa-
tion 3.3 dmdt = 0. This means \Psi (\omega ,m)p0 = pp. This simplifi-
cation relies on the fact that the variations on m with time
inside the compressor would be very rapid and the use of the
algebraic expression assumes an instantaneous change.
\bullet it is assumed that the regulatory control system is part of the
model.
\bullet the compressor manufacturer data sheet is used to obtain the
relation between discharge and suction pressure to the suction
volumetric flow rate Q and compressor angular velocity \omega , so
\Psi (\omega ,Q) = pp/ps.
\bullet there is no mass exchange between gas and liquid phase in the
scrubber.
\bullet there is no energy losses in the heat exchanger. For the sake
of control algorithms development this simplification is con-
sidered acceptable.
\bullet there is no change in the gas compressibility with pressure. It
is expected that Z changes would not lead to changes on the
MPC algorithm choices.
The following subsections describe the equations used in this
study. It is important to highlight that gas flow rates, pressures, tem-
peratures, valve openings, and the rotational speeds of the two com-
pression trains are states or algebraic variables of the model and
they can change through time. The other elements of the model are
constants and parameters.
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3.3.1 Compression stage
In this work, each compression stage has the main compres-
sor line and a recycle line with an antisurge valve used to prevent
the occurrence of surge. In the main line there is a heat exchanger, a
gas scrubber, and a compressor unit. The heat exchanger is respon-
sible for keeping the gas temperature at the desired reference; the
gas scrubber removes the gas condensate that forms because of the
high pressure in the system; finally, the compressor unit is responsi-
ble for providing energy to the gas, increasing its pressure. Figure
3.5 shows the compression stage modeled in this section.
Figure 3.5: Compression stage modeled in this work
Each stage can be described by the same set of differential
equations, therefore the next subsections present the modeling of
the inlet header, of the outlet header, and of only one stage of com-
pression. Since the three stages of each compression train are con-
nected in series, the discharge pressure of one stage is equal to the
suction pressure of the subsequent stage.
The original differential equations 3.2 to 3.5 do not include
temperature changes caused by the heat exchanger or the dynamics
of the recycled gas mass flow rate. So these equations were included
in the model. In the model proposed in this study, the gas accumu-
lation in the plenum is not considered. Instead dpdt is a function of
the gas accumulation in the scrubber V (equation 3.2).
The compressor characteristic curve \Psi (\omega ,m) was obtained
from the compressor map provided by the manufacturer. The map
shows the relation between pressure ratio pd/ps, rotational speed \omega ,
and gas flow rate mcp through each compression stage. Besides, the
map also shows the surge line, which represents the minimum flow
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rate to avoid surge, given pd/ps and \omega . An example of compression
map is given in figure 3.8.
After the modifications and the addition of the heat exchanger
and recycle loop dynamics, the set of equations 3.2 to 3.5 was
changed. The new set of equations that represents a compression
stage is:
dps
dt
=
ZRTs
MWVs
(mhe  - mcp) (3.6)
d\omega 
dt
=
1
J
(\tau d  - \tau c) (3.7)
\tau c = \omega mcp\mu r
2
2 (3.8)
mhe = mr +m
s
in (3.9)
where:
Z - gas compressibility factor
MW - gas molecular weight (kg/mol)
R - gas constant (J/mol)
ps - suction pressure of the stage (Pa)
Ts - suction temperature of the stage (K)
Vs - volume of the scrubber (m3)
mhe - gas mass flow rate through the heat exchanger (kg/s)
mcp - gas mass flow rate through the compressor unit (kg/s)
mr - gas mass flow rate through the recycling line (kg/s)
msin - gas mass flow rate that enters the stage (kg/s)
The discharge pressure of stage i is equal to the suction pres-
sure of the subsequent stage i + 1, so pd,i = ps,i+1, and ps is deter-
mined by solving the differential equation 3.6 for each stage. The
pressure ratio for each stage is ri = pd,i/ps,i. From equation 3.3,
considering dmdt = 0, the pressure ratio is related to \omega and mcp by:
\Psi (\omega ,mcp) =
pd
ps
(3.10)
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In a compression stage, the relation between r, \omega , and the
volumetric flow rate Qcp is given by the manufacture’s compression
map and can be approximated through a polynomial:
r = a+ bx - cy  - dx2 + exy + fy2 (3.11)
with:
r =
pd
ps
y =
\omega 
\omega nom
x =
Qcp
y
where \omega nom is the compressor nominal rotational speed. Since, r
and y are known, x is the one of the roots of 3.11. Figure 3.6 shows
the relation between the volumetric flow rate and the pressure ratio
for a few normalized rotational speeds. The surge line shown in the
figure is where the pressure ratio is maximum and dr/dQ = 0. The
surge volumetric flow Qsurge is Q at the point where dr/dQ = 0.
dr
dQ
=
dr
dx
dx
dQ
dr
dQ
= b
dx
dQ
+ 2dx
dx
dQ
+ ey
dx
dQ
(3.12)
Replacing x = Qsurge/y, y = \omega /\omega nom, and dx/dQ = 1/y in
equation 3.12:
dr
dQ
=
b
y
+
2d
y
x+ e = 0
2d
y2
Qsurge =  - b
y
 - e
Qsurge =
 - (by + ey2)
2d
Qsurge =
 - b\omega 
2d\omega nom
+
 - e\omega 2
2d\omega 2nom
To simplify the calculations, Qsurge can be written as a func-
tions of \omega :
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Qsurge = k1\omega + k2\omega 
2
k1 =
 - b
2d\omega nom
k2 =
 - e
2d\omega 2nom
The manufacture’s compression map does not show the sys-
tem’s behavior for the region where dr/dQ < 0, the part of the curve
to the left of the surge line, because this is the unstable operation
region and the system is not tested in these operation conditions.
The compressor’s stable operation region is to the right of the surge
line. So x is the root of polynomial 3.11 that is to the right of the
point where dr/dQ = 0.
Figure 3.6: Relation between volumetric flow rate, pressure ratio,
and normalized rotational speed
The gas volumetric flow rate Qcp through the compressor is
calculated from x, Qcp = xy. The gas mass flow rate through a
compressor stage mcp depends of the gas density \rho :
mcp = \rho Qcp (3.13)
\rho =
MW
ZRTs
ps (3.14)
The recycled gas mass flow rate is computed using the equa-
tions for valves working with compressible fluids as recommended
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by [32]:
mr = NunCV Y pd
\sqrt{} \biggl( 
MWx
ZRTd
\biggr) 
(3.15)
CV = CVN\Phi r (3.16)
Fk =
k
1.4
(3.17)
x = min
\biggl( 
pd  - ps
pd
, FkxT
\biggr) 
(3.18)
Y = 1 - x
3FkxT
(3.19)
where:
mr - gas mass flow rate through the recycling line (kg/s)
Nun - constant that converts the units
CVN - flow coefficient
k - heat capacity ratio
The discharge temperature of the compressed gas can be ob-
tained as:
Td = Ts
\biggl( 
pd
ps
\biggr) k - 1
\eta pk
. (3.20)
where:
\eta p - polytropic efficiency
3.3.2 Power consumption
The head H is the amount of work per mass unit that has to
be applied to the gas to compress it. According to [24], the energy
balance in the compression can be expressed as:
H + dq = dh+
c2
2
+ gdz (3.21)
where dq is the heat exchanged inside the impeller, dh is the varia-
tion of the gas enthalpy, c
2
2 is the kinetic energy of the gas, and gdz
is the gravitational energy of the gas.
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The process is considered to be adiabatic, so there is no heat
exchange and dq = 0. The kinetic and gravitational energies are too
small and can also be disregarded. So the head can be considered
the energy required to change the enthalpy of the gas and it is given
by:
H = dh (3.22)
The enthalpy variation is:
dh =
dp
\rho 
(3.23)
where p is the gas pressure and \rho is the gas density.
Thus, the work per mass unit required to compress a gas from
pressure p1 to pressure p2 can be obtained by:
H =
\int p2
p1
dp
\rho 
(3.24)
The gas density \rho can be expressed differently if the compres-
sion is isentropic, isothermal, or polytropic. The isentropic compres-
sion is adiabatic and reversible and the entropy is constant. The
isothermal is also reversible and in this case the temperature re-
mains constant. The polytropic compression is adiabatic but irre-
versible and in this case the efficiency of the compression is con-
stant.
The polytropic compression is considered more appropriate
according to [3]. In that case,
p
\rho n
= cte (3.25)
\rho = \rho 1
\biggl( 
p
p1
\biggr) 1/n
(3.26)
n is the polytropic exponent. Replacing equation 3.26 in 3.24:
H =
p
1/n
1
\rho 1
\int p2
p1
dp
p1/n
(3.27)
After solving the integral in equation 3.27, the head equation
becomes:
H =
p
1/n
1
\rho 1
\Biggl( 
p
 - 1
n +1
 - 1
n + 1
\Biggr) \bigm| \bigm| \bigm| \bigm| \bigm| 
p2
p=p1
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with
\rho 1 =
p1MW
Z1RT1
(3.28)
where MW is the gas molecular weight, Z1 is the gas compressibil-
ity at point 1, and T1 is the gas temperature at point 1. Replacing
equation 3.28 in 3.3.2 gives:
H =
Z1RT1
MW
n
n - 1
\Biggl[ \biggl( 
p2
p1
\biggr) n - 1
n
 - 1
\Biggr] 
. (3.29)
The polytropic exponent n can be expressed in therms of the poly-
tropic efficiency \eta p and the gas specific heat ratio k:
n - 1
n
\approx k  - 1
\eta pk
(3.30)
The polytropic efficiency \eta p is also calculated from a polyno-
mial obtained from the compressor’s manufacturers data sheet.
Thus, the equation for the head becomes:
H =
Z1RT1
MW
\eta pk
k  - 1
\Biggl[ \biggl( 
p2
p1
\biggr) k - 1
\eta pk  - 1
\Biggr] 
. (3.31)
The absorbed compressor power P is given by:
P =
mcpH
\eta p
(3.32)
where mcp is the gas mass flow rate going through the compressor.
3.3.3 Inlet header
The inlet header is represented by a compressor inlet drum
with volume Vin, shown in figure 3.7.
The gas phase from the separator reaches the compression
system with a mass flow rate min. From the inlet header, the gas
mass flow rate is divided between the two compression trains. Con-
nected to this vessel is also the flare line with a flare valve. This
valve opens releasing gas to the flare if the pressure in the inlet
header pin reaches its maximum limit. The pressure pin depends on
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Figure 3.7: Inlet header
the mass balance in the vessel.
dpin
dt
=
RZTin
MWVin
(min  - min,1  - min,2  - mflare) (3.33)
min,1 = k
1
he
\sqrt{} 
MW
ZRTin
\sqrt{} 
pin(pin  - p1s) (3.34)
min,2 = k
2
he
\sqrt{} 
MW
ZRTin
\sqrt{} 
pin(pin  - p2s) (3.35)
where:
pin - pressure in the inlet header
Vin - volume of the compressor inlet drum
Tin - temperature of the gas entering the compression system
min - gas mass flow rate entering the compression system
min,1 - gas mass flow rate entering the compression train 1
min,2 - gas mass flow rate entering the compression train 2
mflare - gas mass flow rate in the flare line
ps,1 - suction pressure of stage 1 of compression train 1
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ps,2 - suction pressure of stage 1 of compression train 2
In equations 3.34 and 3.35, khe,1 and khe,2 are constants that
represent the pressure drop in the heat exchanges 1 e 2.
3.3.4 Outlet header
The dynamics of the outlet header pressure pout is obtained
from the mass balance:
dpout
dt
=
ZRTh
MWVh
(mout,1 +mout,2  - mexp  - mp1  - mp2) (3.36)
Where:
Vh - outlet header volume, it represents the total volume associated
with the pipes.
mout,1 - gas mass flow rate from compressor train 1,
mout,2 - gas mass flow rate from compressor train 2,
mexp - gas mass flow rate delivered the exportation line,
mp1 - gas mass flow rate delivered to process 1,
mp2 - gas mass flow rate delivered to process 2.
The modeling of the pressure in the exportation line was sim-
plified to avoid the use of partial differential equations. The pres-
sure was modeled as a combination of pressure loss and pressure
variation due to the gas accumulation in the line. It is assumed that
in the export line there is a gas flow mext which is independent.
Furthermore it is assumed that in the steady state mdexp = mexp and
that this transition has a first order dynamic. The pressure pexp is
then written as:
pexp = pexp,1 + pexp,2 (3.37)
dmdexp
dt
=  - m
d
exp
\sigma mexp
+
mexp
\sigma mexp
(3.38)
p2exp = kexp,1(m
d
exp +mext)
2 (3.39)
dpexp,1
dt
= Kdexp
\bigl( 
mexp  - mdexp
\bigr) 
(3.40)
Kdexp =
ZRTh
MWVlexp
(3.41)
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where:
\sigma mexp - time constant,
kexp,1 - constant that depends on the length and diameter of the ex-
port line, the friction factor, and the average pressure through
the line,
Vlexp - volume of the exportation line.
3.4 REGULATORY CONTROL
The regulatory control system is formed by PID controllers
and it was also modeled as part of the compression system. Every
PID has an anti-windup. The regulatory control system considered
in the compressor modeling presented in this dissertation is com-
posed by:
1. Inlet gas pressure and load sharing control
2. Outlet gas pressure and exportation flow control
3. Antisurge control
4. Suction temperature control
3.4.1 Inlet pressure and load sharing
The compressor inlet pressure pin depends on the mass bal-
ance of the vessel Vin, shown in equation 3.33.
The manipulation of min,1 and min,2 can take pin to the de-
sired value. The flows min,1 and min,2 depend on the rotational
speed of the compressor w, which depends on the power P applied
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to the compressor. The control law for pin is given by:
epin =  - pspin + pin (3.42)
upin,1 = Kppinepin +Kipin
\int t
0
epin(\tau )d\tau + ubias,1 (3.43)
upin,2 = Kppinepin +Kipin
\int t
0
epin(\tau )d\tau + ubias,2 (3.44)
ubias,1 = Kpbiasedsm,1 +Kibias
\int t
0
edsm,1(\tau )d\tau (3.45)
ubias,2 = Kpbiasedsm,2 +Kibias
\int t
0
edsm,2(\tau )d\tau (3.46)
edsm,1 = d
mean
surge  - dsurge,1 (3.47)
edsm,2 = d
mean
surge  - dsurge,2 (3.48)
dsurge,1 = Q1  - Qsurge,1 (3.49)
dsurge,2 = Q2  - Qsurge,2 (3.50)
dmeansurge =
dsurge,1 + dsurge,2
2
(3.51)
where:
epin - error between the setpoint and pin,
pspin - setpoint for pin,
Kppin - proportional gain of the inlet pressure controller,
Kipin - integral gain of the inlet pressure controller
Kpbias - proportional gain of the load sharing controller,
Kibias - integral gain of the load sharing controller
Q1 and Q2 - volumetric flow rate through the first stage of com-
pressor train 1 and 2, respectively
Qsurge,1 and Qsurge,2 - surge volumetric flow rate for the first stage
of compressor train 1 and 2, respectively
The terms ubias,1 and ubias,2 implement the load sharing, so
that both compressor trains are always at the same distance of the
surge point.
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3.4.2 Outlet header pressure
The outlet header pressure pout depends on the mass balance
mout,1 + mout,2  - mexp  - mp1  - mp2, as shown in equation 3.36.
The gas flow rate directed to the exportation line mexp is regulated
by the exportation valve opening \phi exp. The pressure pout can be
changed by manipulating \phi exp. The control law for \phi exp is given by:
epout = p
sp
out  - pout (3.52)
\phi exp =  - Kcexp \ast epout  - Kiexp
\int t
0
epout(\tau )d\tau 
where:
epout - error between the setpoint and pout,
pspout - setpoint for pout,
Kpexp - proportional gain of the outlet pressure controller,
Kiexp - integral gain of the outlet pressure controller
3.4.3 Antisurge control
Compressor data sheets are usually provided by the compres-
sor manufacturer. They contain important information on the com-
pressor’s behavior and operating points. Figure 3.8 shows a typical
compressor map taken from a compressor’s data sheet. The graph
shows the relation between the volumetric flow rate at compressor’s
suction and the pressure ratio for different rotational speeds. In the
map, the red solid line is known as the surge line. As explained
in section 3.1, this line defines the minimum flow required to avoid
surge, Qsurge. Anti surge control techniques usually consider a safer
surge line, called control surge line or safe surge line, represented
by the blue dashed line on the graph. Commonly, the control surge
line is the surge line plus a slack of 5  - 10\% of the minimum flow
rate.
If the compressor is working at a point to the left of the safe
surge line then the flow rate through the compressor is below the
minimum. Recycling part of the compressed gas can increase the
gas flow through the compressor, preventing the system to go into
surge. And if the compressor is working at a point to the right of
the safe surge line, no action is required.
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Surge line
Control line
Figure 3.8: Example of a compressor map
So the antisurge control of this system consists on opening a
recycle valve allowing part of the discharged compressed gas to go
back to compressor suction. This will increase the compressor’s gas
flow keeping it above the minimum and avoiding surge.
The minimum flow obtained through the control surge line
Qsurge is used to define the setpoint for the PI controller Qspsurge as
shown in equation 3.53.
Qspsurge = Qsurge(1 + slack) (3.53)
For each stage there is an antisurge recycling valve. The valve
opening, \phi r is determined by the control law in equation 3.55.
es = Q
sp
surge  - Q (3.54)
\Phi r = Kpres +Kir
\int t
0
es(\tau )d\tau (3.55)
where:
Q - flow through the compressor stage,
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Kpr - proportional gain of the PI controller,
Kir - integral gain of the PI controller,
3.4.4 Suction temperature control
On the suction of each compression stage there is a heat ex-
changer that keeps the suction temperature at a desired value. The
gas temperature control is based on the coolant flow.
Figure 3.9: Gas flows through the heat exchanger
Figure 3.9 shows the important flows used in the modeling of
the temperature control where:
mE - gas mass flow from inlet header or from the previous stage,
mr - recycled gas mass flow,
mhe - gas mass flow trough the heat exchanger,
mc - coolant mas flow,
The amount of energy in the heat exchanger is given by Win:
Win = mrcgTd +mEcgTE +\Phi hem
max
c ccTc. (3.56)
where:
TE - inlet gas temperature,
Td - discharge gas temperature (same as the temperature of the
recycled gas),
Ts - suction gas temperature,
Tc - coolant temperature,
cg - gas specific heat,
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cc - coolant specific heat,
\Phi he - heat exchanger valve opening.
In steady state the coolant and the gas temperatures are con-
sidered the same since the modeling assumes no heat losses:
Wout = (mhecg +\Phi hem
max
c cc)T
ss
s (3.57)
Considering no energy loss, Win =Wout and
T sss = (mRcgTd +mEcgTE +\Phi hem
max
c ccTC) /(mTCcg+\Phi hem
max
c cC).
(3.58)
Assuming a first order dynamics, the suction temperature’s
differential equation Ts is:
dTs
dt
=  - Ts
\sigma Ts
+
T sss
\sigma Ts
(3.59)
The heat exchanger’s valve opening \Phi he is given the control
law in equation 3.61:
eTs = T
sp
s  - Ts (3.60)
\Phi he = KpTseTs +KiTs
\int t
0
eTs(\tau )d\tau (3.61)
3.5 SYSTEM SIMULATION
This section analyses the system’s behavior without the MPC
layer. Here only the regulatory control is active. This results will be
the base for comparison of the proposed MPC controllers in the next
chapters. The two compressor trains are identical so only the results
of one the trains are shown in this section.
The compression system nonlinear model described in section
3.3 was implemented in Matlab and the differential equations were
solved with ODE45. For the simulations and comparisons a simple
scenario was chosen, where the inlet flow varies as illustrated in
figure 3.10. This input flow is the main disturbance applied to the
system to create the scenario. The simulation starts with the flow
on its nominal value. Then the flow drops by 50\%. This drives the
system to the surge region. After the drop, the inflow rises to 115\%
of its nominal value, forcing the system to flare gas. The results of
the regulatory controlled system are shown in figures 3.11 to 3.17.
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Figure 3.10: Inlet gas flow
Figure 3.11 shows that the inlet pressure controller is able to
keep pin at its setpoint p
sp
in = 6.2 when min is low, but when min is
higher than the compressor’s capacity, the rotational speed reaches
its maximum limit and pin increases. When pin reaches the relief
valve pressure limit, the flare valve opens and allowing gas to flow
to the flaring system, as can be seen in figure 3.12.
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Figure 3.11: Results of the regulatory control system - inlet header
pressure
Figures 3.13 to 3.15 show the surge indexes and the antisurge
valves openings. As min decreases the surge indexes increase. When
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Figure 3.12: Results of the regulatory control system - flared gas
they reach 0.95 the antisurge valves open to increase the gas flow
through the compressor and avoid surge. But min keeps decreasing
and, when \phi ASV,1 is totally opened, stage 1 starts to approach the
surge region. Figure 3.13 shows that the antisurge valve of stage
1 saturates. When IS1 = 1 the compressor is surging. If one stage
goes into surge the system shuts down even if the other stages are
not surging.
Figure 3.16 shows the outlet header pressure pout. The regu-
latory control keeps it at its setpoint pspout = 176. Figure 3.17 show
that the consumed power decreases when min is low and increases
almost to its maximum when min increases.
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Figure 3.13: Results of the regulatory control system - Stage 1
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(b) Antisurge valve opening
Figure 3.14: Results of the regulatory control system - Stage 2
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(b) Antisurge valve opening
Figure 3.15: Results of the regulatory control system - Stage 3
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Figure 3.16: Results of the regulatory control system - outlet header
pressure
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Figure 3.17: Power consumption
The simulated scenario shows that for a gas inflow drop of
50\% this system would go into surge. A real compression system
would stop working if it went into surge. So, the system’s behavior
observed when IS = 1 is not real. However, this simulation shows
that, for this min disturbance, the regulatory control was not able
to avoid surge. Based on that, an advanced control algorithm could
be implemented to improve the compression system’s performance.
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3.6 CONTROL OBJECTIVES
The MPC designed for the compression system has these con-
trol objectives:
\bullet To avoid surge and system’s shutdown increasing the Mean
Time Between Failure (MTBF) of the compressor system
\bullet To minimize gas flaring
\bullet To minimize energy consumption
The setpoints for the regulatory control could be used as ma-
nipulated variables for the MPC controller. The antisurge PID con-
troller allows another signal to override its output, sending a differ-
ent signal to the antisurge valve. So the antisurge valve openings
could also be manipulated variables.
To avoid the occurrence of surge, the surge indexes could be
used as controlled variables. The compressors energy consumption
E could be expressed as a component of the control objective func-
tion J . The compressors energy consumption can be expressed as
the sum of the integral of the power along the prediction horizon
for each compressor.
E =
2\sum 
j=1
Ej (3.62)
Ej =
\int to+N
to
Pj(t)dt (3.63)
Besides these objectives, the suction and discharge pressures
of each stage have to be kept within their operation limits. They
could also be included as controlled variables or as constraints for
the optimization problem that calculates the control increments.
3.7 LINEAR MODEL
The nonlinear model of the compression system, including
the regulatory control, is given by a set of algebraic and differential
equations. The outputs y of the system are a function of the states
x and the control signals u. This relation is represented by equation
3.64.
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y = f(x, u) (3.64)
In [33] the Practical Non Linear MPC (PNMPC) is introduced.
In this work the author shows that the matrix G used by the MPC
may be obtained from the Jacobian matrix of the system:
G =
\biggl[ 
\partial f
\partial u
\biggr] 
=
\left[      
\partial f(t+1| t)
\partial u(t) 0 . . . 0
\partial f(t+2| t)
\partial u(t)
\partial f(t+2| t)
\partial u(t+1) . . . 0
...
...
. . .
...
\partial f(t+N | t)
\partial u(t)
\partial f(t+N | t)
\partial u(t+1) . . .
\partial f(t+N | t)
\partial u(t+N - 1)
\right]      (3.65)
If the system is considered to be time-invariant, then G can
be approximated to:
G =
\biggl[ 
\partial f
\partial u
\biggr] 
=
\left[      
\partial f(t+1| t)
\partial u(t) 0 . . . 0
\partial f(t+2| t)
\partial u(t)
\partial f(t+1| t)
\partial u(t) . . . 0
...
...
. . .
...
\partial f(t+N | t)
\partial u(t)
\partial f(t+N - 1| t)
\partial u(t) . . .
\partial f(t+1| t)
\partial u(t)
\right]      (3.66)
Thus, for a linear system as well as for a linearized repre-
sentation [34], the matrix G is equivalent to the one built in the
DMC controller algorithm. The first column of the matrix G is the
step response of the system and it is also used to calculate the free
response. The vector with the step response coefficients g can be
obtained by:
g =
f(\=x, \=u+\Delta u) - f(\=x, \=u)
\Delta u
(3.67)
where (\=x, \=u) is the point where the function is linearized. In this
study, the system was linearized off-line at an equilibrium point that
corresponds to the system’s steady state xss and uss. So, \=x = xss and
\=u = uss. The same linearized models were used through the entire
simulations.
3.7.1 Step responses analysis
Instead of the coefficients of the step responses normally used
in linear MPC control systems, the coefficients obtained using the
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PNMPC technique were used here. For a linear system these coef-
ficients would be identical to the ones obtained with the applica-
tion of a step [33]. However for a nonlinear system the PNMPC
coefficients correspond to the coefficients of the linearized system.
For simplicity, these coefficients will be called step responses. This
subsection presents the analysis of these linear models so the most
adequate variables can be selected to be used by the MPC controller.
Considering the setpoints and manipulations that can be changed
in the compression system regulatory system, the possible manipu-
lated variables are:
\bullet u1 - setpoint of the inlet gas pressure (pspin)
\bullet u2 - setpoint of the outlet gas pressure (pspout)
\bullet u3 - opening of the antisurge valve of stage 11 (\phi ASV,11)
\bullet u4 - opening of the antisurge valve of stage 12 (\phi ASV,12)
\bullet u5 - opening of the antisurge valve of stage 13 (\phi ASV,13)
\bullet u6 - opening of the antisurge valve of stage 21 (\phi ASV,21)
\bullet u7 - opening of the antisurge valve of stage 22 (\phi ASV,22)
\bullet u8 - opening of the antisurge valve of stage 23 (\phi ASV,23)
Based on the control objectives described in section 3.6, the
possible controlled variables are:
\bullet y1 - discharge pressure of stage 11 (pd11)
\bullet y2 - discharge pressure of stage 12 (pd12)
\bullet y3 - discharge pressure of stage 21 (pd21)
\bullet y4 - discharge pressure of stage 22 (pd22)
\bullet y5 - surge index of stage 11 (IS11)
\bullet y6 - surge index of stage 12 (IS12)
\bullet y7 - surge index of stage 13 (IS13)
\bullet y8 - surge index of stage 21 (IS21)
\bullet y9 - surge index of stage 22 (IS22)
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\bullet y10 - surge index of stage 23 (IS23)
\bullet y11 - consumed power (P )
The step responses coefficients were normalized by:
srnormnm = srnm
rangemu
ynnom
\times 100\% (3.68)
where srnm is the vector with the step response coefficients between
the controlled variable n and the manipulated variable m, rangemu
is the range of the manipulated variable m, and ynnom is the nominal
value of the controlled variable n. Thus, srnormnm shows the percent-
age variation of n in relation to its nominal value, for a variation in
m.
Figures 3.18 to 3.21 show the step responses between the pos-
sible manipulated variables u and the possible controlled variables
y. The coefficients of the step responses were normalized by equa-
tion 3.68. The inter stage discharge pressures pd (y1 to y4), shown
in figure 3.18, are highly sensitive to changes in u1 and u2. But y1
and y3 are linearly dependent of y2 and y4 respectively. Besides,
if u1 and u2 are kept within their limits, y1 to y4 also stay within
their limits. So instead of using them as controlled variables, their
lower and upper limits were included in the problem’s constraints
to be safe. The indexes of surge IS (y5 to y10), shown in figures
3.19 and 3.20, are highly influenced by changes in the antisurge
valve openings (u3 to u8). The consumed power P (y11), shown in
figure 3.21, is influenced by all the manipulated variables. The gain
between u1 and P is negative while the gain between the rest of the
manipulated variables and P is positive. These results suggest that,
at this operating point, P could be minimized if u1 is maximized
while u2 to u8 are minimized.
3.7. Linear model 77
-1
00
1
0
y1
u
1
u
2
u
3
u
4
u
5
u
6
u
7
u
8
y2
-1
00
1
0
y3 y4
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
1
5 0 -5 1
5 0 -5
Fi
gu
re
3.
18
:M
at
ri
x
of
th
e
st
ep
re
sp
on
se
s
be
tw
ee
n
th
e
po
ss
ib
le
m
an
ip
ul
at
ed
an
d
co
nt
ro
lle
d
va
ri
ab
le
s
78 Chapter 3. Compression System
u
1
u
2
u
3
u
4
u
5
u
6
u
7
u
8
-1
0 0 10
y5
-1
0 0 10
y6y7
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
3
00
-1
0
Figure
3.19:M
atrix
ofthe
step
responses
betw
een
the
possible
m
anipulated
and
controlled
variables
3.7. Linear model 79
u
1
u
2
u
3
u
4
u
5
u
6
u
7
u
8
-1
00
1
0
y8
-1
00
1
0
y9 y10
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
3
0 0
-1
0
Fi
gu
re
3.
20
:M
at
ri
x
of
th
e
st
ep
re
sp
on
se
s
be
tw
ee
n
th
e
po
ss
ib
le
m
an
ip
ul
at
ed
an
d
co
nt
ro
lle
d
va
ri
ab
le
s
80 Chapter 3. Compression System
u
1
u
2
u
3
u
4
u
5
u
6
u
7
u
8
0
1
0
y11
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
0
1
0
50
-1
5
Figure
3.21:M
atrix
ofthe
step
responses
betw
een
the
possible
m
anipulated
and
controlled
variables
3.7. Linear model 81
The relation between P and pin is particularly interesting.
There is a direct relation between the gas mass flow rate mcp and
consumed power P , meaning that an increase on mcp implies in the
greater consumption of power. At the same time there is a direct
relation between the head H and P . Since the head depends on
the pressure ratio r = pd/ps and assuming a fixed discharge pres-
sure pd, it is possible to conclude that there is an inverse relation
between the suction pressure ps and the consumed power P . That
is, if the suction pressure is increased, less power is required in the
compression process.
P =
mcpH
\eta p
(3.69)
H =
Z1RT1
MW
\eta pk
k  - 1
\Biggl[ \biggl( 
pd
ps
\biggr) k - 1
\eta pk  - 1
\Biggr] 
. (3.70)
When the compressor is not recycling, the static gain between
ps and P is negative. In this situation, changes in the pressure will
not result in changes in the gas mass flow through the compressor.
But when the compressor is recycling gas to avoid surge, a reduction
in ps moves the system away from the surge region, which leads to
a reduction on the recycled gas flow mr and consequently on the
flow through the compressor mcp. As explained before, a reduction
in mcp leads to a reduction in power consumption. So, if there is
gas recirculation, the static gain between ps and P could become
positive.
Figure 3.22 shows the static relation between pin, P , and
\phi 1ASV . These values were obtained for a low gas flow rate, when
the compression system is forced to recycle gas to avoid surge. The
dashed blue line represents the relation between pin and the anti-
surge valve opening of the first stage \phi 1ASV in steady state. In this
situation, smaller values of pin require smaller \phi 1ASV to avoid surge.
The solid red line represents the relation between pin and the con-
sumed power P . In this situation the gain between these variables
changes signal. For this reason, including the model for pin \times P in
the prediction model of the MPC could decrease the system’s perfor-
mance instead of improving it.
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Figure 3.22: Static relation between pin, P , and \phi ASV,1
3.7.2 Variables selection
Considering the step responses analysis presented in 3.7.1,
and which setpoints and valve openings can be changed in the com-
pression system regulatory system, the possible manipulated vari-
ables are:
\bullet pspin - setpoint of the inlet gas pressure
\bullet pspout - setpoint of the outlet gas pressure
\bullet \phi ASV,11 - opening of the antisurge valve of stage 11
\bullet \phi ASV,12 - opening of the antisurge valve of stage 12
\bullet \phi ASV,13 - opening of the antisurge valve of stage 13
\bullet \phi ASV,21 - opening of the antisurge valve of stage 21
\bullet \phi ASV,22 - opening of the antisurge valve of stage 22
\bullet \phi ASV,23 - opening of the antisurge valve of stage 23
Based on the control objectives described in section 3.6, the
possible controlled variables are:
\bullet IS11 - surge index of stage 11
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\bullet IS12 - surge index of stage 12
\bullet IS13 - surge index of stage 13
\bullet IS21 - surge index of stage 21
\bullet IS22 - surge index of stage 22
\bullet IS23 - surge index of stage 23
Besides these variables, the energy consumption E could be
included as an additional objective in the objective function to guar-
antee energy minimization.
The energy consumption depends on the power consumed
by the compression system. As explained before, the static gain be-
tween pin and P changes with the operation point. Changes in the
signal of static gains can be difficult for the linear MPC algorithm to
correct and the controller could not work properly.
3.8 FINAL COMMENTS
This chapter described the compression system studied in this
dissertation, with a detailed description of the system’s mathemat-
ical model. This nonlinear model was used to simulate the system
and to study its behavior. This model, that is one of the contribu-
tions of this work, was published in [25, 35].
This chapter also presented an analysis of the potential con-
trolled and manipulated variables to be used by the MPC controllers
to achieve the control objectives. Based on the variables selection,
the linearized prediction models were then obtained from the non-
linear model.
Next chapter presents two MPC controllers. In the first one,
the manipulated variables are driven to values that minimize the
power consumption. The total energy is then minimized indirectly.
In the second formulation, the energy consumption is minimized
directly in the objective function. This requires a linear model to ex-
press the dynamics between the manipulated variables and energy
consumption

4 IMPLEMENTATION AND RESULTS
This chapter presents the two different MPC configurations
that were tested to achieve the control objectives and improve the
compression system’s performance. The results were also compared
with the system controlled by the regulatory layer only. The MPC
controller implemented for this study is a recursive DMC controller
with a correction filter like the one proposed in [21].
The MPC controller is implemented as a layer above the low-
level or regulatory control, formed by the PID controllers, as illus-
trated in figure 4.1.
MPC
PID
Process
Figure 4.1: MPC and PID interaction
These experiments were also implemented in Matlab and the
differential equations were solved with ODE45. The sampling time
for the MPC controller is 5s. The process was simulated using the
complete non-linear model of the plant described in section 3.3.
Each MPC has a set of controlled variables, henceforth called
y, and manipulated variables, henceforth called u. The selection of
these variables was based on the control objective defined for the
compression system, and system analysis presented on chapter 3.
As explained before, the control actions are uk = uk - 1+\Delta \bfu k
and the increments \Delta \bfu k are obtained through the minimization of
a cost function subject to constraints.
The MPC controllers studied in this dissertation have differ-
ent objective functions and tuning strategies. Section 4.1 has a de-
tailed explanation of the MPC implementations tested in the sce-
nario with no additional modeling errors. The results of the appli-
cation of both MPC formulations were very similar, but only MPC2
could be improved by a more appropriated tuning of the controller.
In section 4.2 a robustness test is presented. In the test, modeling
errors were introduced and only the second MPC implementation
was considered robust.
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4.1 MPC IMPLEMENTATIONS
The MPC controllers exposed in this section are variations of
the DMC algorithm, as explained in section 2.2. The first MPC imple-
mented (section 4.1.1) does not consider the energy consumption
directly in its formulation due to its very nonlinear relation with
the manipulated variables. The energy consumption was included
in the second MPC formulation (section 4.1.2). As this process has
variables with very different dynamics and amplitudes, tuning the
MPC is not straightforward. Hence, in section 4.1.3 the satisficing
tuning technique was applied to the MPC2 formulation to obtain
more appropriate weights. The application of the technique led to a
improved controller performance. The results were also compared
against the system controlled only with the PID controllers. This
comparison is carried out in the same scenario explained in sec-
tion 3, where the gas flow rate that enters the compression system
was used to disturb the plant’s behavior. Figure 4.2 represents the
changes in the gas flow rate min during the simulation. The flow
starts at 21.5857 kg/s, then it drops to 50% of the initial value,
causing the system to go into surge without a proper control strat-
egy. After that the flow rises to 115% of its initial value, causing the
input pressure to go above its maximum limit, that can cause the
flare of part of the entering gas.
0 5 10 15 20 25 30 35
Time [min]
10
15
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kg
/s 
Figure 4.2: Gas flow rate that enters the compression system - min
The controlled and manipulated variables, the objective func-
tion, and the constraints were chosen based on the compression
system analysis presented in chapter 3 and are described for each
controller in the following sections.
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4.1.1 MPC 1
The energy consumption can be minimized if pin is maxi-
mized and pout and mr are minimized. For this compression sys-
tem it is easy to determine the ideal values for the manipulated
variables that guarantee energy saving. So, instead of considering
the consumed energy as a term in the control objective function,
this first MPC was designed to drive the manipulated variables to
their ideal values whenever possible. With this formulation, it is not
necessary to include the model that relates the power with the ma-
nipulated variables, so the controller will not have to deal with its
nonlinearities.
Controlled and manipulated variables
To achieve the control objectives the MPC1 controlled vari-
ables (y) are:
\bullet y1: surge index of stage 11 (IS11)
\bullet y2: surge index of stage 12 (IS12)
\bullet y3: surge index of stage 13 (IS13)
\bullet y4: surge index of stage 21 (IS21)
\bullet y5: surge index of stage 22 (IS22)
\bullet y6: surge index of stage 23 (IS23)
To keep these variables controlled, the MPC1 manipulated
variables (u), are:
\bullet u1: setpoint of the inlet gas pressure (Pinsp)
\bullet u2: setpoint of the outlet gas pressure (Poutsp)
\bullet u3: opening of the antisurge valve of stage 11 (\phi ASV,11)
\bullet u4: opening of the antisurge valve of stage 12 (\phi ASV,12)
\bullet u5: opening of the antisurge valve of stage 13 (\phi ASV,13)
\bullet u6: opening of the antisurge valve of stage 21 (\phi ASV,21)
\bullet u7: opening of the antisurge valve of stage 22 (\phi ASV,22)
\bullet u8: opening of the antisurge valve of stage 23 (\phi ASV,23)
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Thus, MPC1 sends setpoints to the inlet pressure PID con-
troller and to the outlet pressure PID controller, and defines the
position of the antisurge valves.
Objective function
The objective of this formulation, J (equation 4.1), is to bring
the control variables y to their references yr and the manipulated
variables u to their targets ut while minimizing the control variation
\Delta \bfu .
J = [\^y - yr]TQy[\^y - yr] + \Delta \bfu TQu\Delta \bfu + [u - ut]TQt[u - ut] (4.1)
Control tuning
The diagonal matrices Qy,Qu, and Qt are formed respectively
by the weights defined for reference error, target error, and control
variation. These weights were chosen manually:
Qy = diag([10, 10, 10, 10, 10, 10])
Qu = diag([0.1, 0.1, 1, 1, 1, 1, 1, 1])
Qt = diag([0.01, 0.01, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1])
These values were chosen so that the reference error was the
first priority and the target error the last priority in the objective
function minimization. It is important to highlight that \^y are kept in
a band, as explained is section 2.1.4.
Constraints
The problem’s constraints are defined in 4.2. There are lower
and upper boundaries for manipulated and controlled variables, u
and y. The control increment \Delta \bfu is also limited, so the changes in
the control actions are smooth.
\Delta \bfu min \leq \Delta \bfu \leq \Delta \bfu max (4.2a)
umin \leq u \leq umax (4.2b)
\^ymin \leq \^y \leq \^ymax (4.2c)
(4.2d)
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The boundaries for the controlled variables are:
0 \leq y1 \leq 0.93
0 \leq y2 \leq 0.93
0 \leq y3 \leq 0.93
0 \leq y4 \leq 0.93
0 \leq y5 \leq 0.93
0 \leq y6 \leq 0.93
The boundaries for the manipulated variables are:
5.27 \leq u1 \leq 6.2
160 \leq u2 \leq 200
\Phi rreg,11 \leq u3 \leq 1
\Phi rreg,12 \leq u4 \leq 1
\Phi rreg,13 \leq u5 \leq 1
\Phi rreg,21 \leq u6 \leq 1
\Phi rreg,22 \leq u7 \leq 1
\Phi rreg,23 \leq u8 \leq 1
The lower boundaries for the positions of the antisurge valves
change at every iteration. The MPC has to calculate a valve opening
that is greater than the one defined by the regulatory control system
so umin = \Phi rreg. This ensures that the MPC will never close the
valves if the regulatory system decides to open them, condition that
can violate the compressor manufacturer’s warranty.
Results
Figures 4.3 to 4.8 show the results of the application of MPC1
in the simulated scenario presented in figure 4.2. In the figures, the
dashed black lines represent the system’s performance with the reg-
ulatory system only and the blue solid lines are the results of the
application of the MPC1 controller. In figures 4.3a, 4.4a, and 4.5a
the doted black lines are the maximum limit of the surge indexes.
The results show that MPC1 was able to prevent the system to go
into surge, since the indexes never reach the value 1, even when
the gas flow rate is at its minimum. But MPC1 was not able to keep
the indexes below their upper limit in the steady state. This problem
could be solved by selecting a more appropriate set of tuning values.
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If the weights for this objective were greater, the indexes might be
kept below 0.93. However, when this was tried, the control actions
were too aggressive, which suggested that other weights should be
changed. The results presented in this section are the best ones ob-
tained by manual tuning. In this solution 22 weights have to be
selected to tune the controller. Tuning a MIMO MPC is always diffi-
cult, and the manual procedure is not simple. Before studying an im-
proved method for MPC tuning, a different formulation is analyzed.
So the next solution includes the energy consumption directly in the
objective function and only the target for u1 is kept. The number of
weights that have to be selected was then reduced, facilitating the
tuning.
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Figure 4.3: Results of the application of MPC1 - Stage 1. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC1, doted black line: surge index upper limit
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Figure 4.4: Results of the application of MPC1 - Stage 2. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC1, doted black line: surge index upper limit
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Figure 4.5: Results of the application of MPC1 - Stage 3. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC1, doted black line: surge index upper limit
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Figure 4.6: Results of the application of MPC1 - inlet header pres-
sure. Dashed black line: regulatory control without MPC, solid blue
line: regulatory control with MPC1
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Figure 4.7: Results of the application of MPC1 - outlet header pres-
sure. Dashed black line: regulatory control without MPC, solid blue
line: regulatory control with MPC1
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Figure 4.8: Results of the application of MPC1 - flared gas. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC1
4.1.2 MPC 2
This formulation is similar to the previous one in two points:
the manipulated variables and constraints remain the same as in
MPC1. But now energy consumption is minimized directly. To in-
clude the energy consumption, the objective function was changed.
Since the energy E is a function of the consumed power P , the
models relating u to P were included and a constraint that limits P
was added. But, as explained in subsection 3.7.1, the static gain be-
tween P and the inlet pressure pin changes signal depending on the
operation point. Because of this nonlinearity the linearized model
may induce the controller to take actions in the wrong direction.
For that, the linearized model between P and pin was disregarded.
The targets for the manipulated variables were eliminated, except
the one for the inlet pressure setpoint, to guarantee that pin would
return to its nominal value whenever possible.
Controlled and manipulated variables
The controlled variables y1 - 6 and the manipulated variables
u1 - 8 remained the same.
Objective function
In this case, the objective J (equation 4.3) is to bring the con-
trol variables y to their references yr (inside the band) and the ma-
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nipulated variable u1 to its target while minimizing the control vari-
ation \Delta \bfu and the energy consumption E.
J = [\^y - yr]TQy[\^y - yr] + \Delta \bfu TQu\Delta \bfu 
+ (u1  - pnomin )TQt(u1  - pnomin ) + EQE (4.3)
Control tuning
The weight for the minimization of the energy consumption
was set to 1 and added as QE . The new diagonal matrices are:
Qy = diag([100, 100, 100, 100, 100, 100, 1])
Qu = diag([0.1, 0.001, 1, 1, 1, 1, 1, 1])
Qt = 0.0005
QE = 1
In this formulation, \^y are also kept in a band, as explained in section
2.1.4. So, if 0 \leq \^y \leq 0.93 then Qy = 0.
Constraints
Since the energy consumption is a function of the power con-
sumption, the lower and upper limits for power were added. As the
power value is normalized, the lower limit is 0 and the upper limit
is 1. All other constraints were maintained.
Results
The results obtained with the application of the second MPC
formulation are shown in figures 4.9 to 4.14. In the figures, the
dashed black lines represent the system’s performance with the reg-
ulatory system only and the blue solid lines are the results of the
application of the MPC2 formulation. In figures 4.3a, 4.4a, and 4.5a
the doted black lines are the maximum limit of the surge indexes.
These results are very similar to the ones obtained with the first
MPC formulation, presented in subsection 4.1.1. Even though the
power consumption was reduced, the controller could not keep the
surge indexes below their upper limit.
This formulation was also tested with different tunings and
in some cases the control actions were too aggressive while in oth-
ers they were smooth but the system’s response was too slow. Thus,
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it was also difficult to tune manually the weights in MPC2. This
suggests the use of a different method for this tuning, which is pre-
sented hereafter.
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Figure 4.9: Results of the application of MPC2 - Stage 1. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC2, doted black line: surge index upper limit
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Figure 4.10: Results of the application of MPC2 - Stage 2. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC2, doted black line: surge index upper limit
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Figure 4.11: Results of the application of MPC2 - Stage 3. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC2, doted black line: surge index upper limit
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Figure 4.12: Results of the application of MPC2 - inlet header pres-
sure. Dashed black line: regulatory control without MPC, solid blue
line: regulatory control with MPC2
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Figure 4.13: Results of the application of MPC2 - outlet header pres-
sure. Dashed black line: regulatory control without MPC, solid blue
line: regulatory control with MPC2
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Figure 4.14: Results of the application of MPC2 - flared gas. Dashed
black line: regulatory control without MPC, solid blue line: regula-
tory control with MPC2
4.1.3 MPC with satisficing tuning
The results shown in the previous subsections suggest that
the MPC could be a good approach to improve the compression sys-
tem control, however tuning the parameters of the weight matrices
Qy, Qu, and Qt have showed to be difficult, mainly because of the
different dynamics and ranges that each variable has. To overcome
this problem, the satisficing MPC tuning was used. The results of
MPC1 were not improved with this technique, so only the results of
MPC2 are shown in this section. The satisficing technique requires
that acceptable ranges for each variable are defined, as explained
in section 2.3. For this problem, the ranges were chosen as:
F\Delta usat = Nu[0.1
2 202 0.052 0.052 0.052 0.052 0.052 0.052]T
Futsat = Nu[5
2]T
F ysat = N [0.01
2 0.012 0.012 0.012 0.012 0.012]T
FEsat = N [0.5
2]T
where:
F\Delta usat - factor used to calculate the weights of Qu for the control
increments \Delta \bfu ,
Futsat - factor used to calculate the weight of Qt for the target error
(u1  - pnomin ),
4.1. MPC implementations 103
F ysat - factor used to calculate the weights of Qy for the reference
error [\^y - yr],
FEsat - factor used to calculate the weight of QE for energy con-
sumption minimization E,
Nu - control horizon,
N - prediction horizon.
Results
The results obtained by tuning MPC2 with the satisficing tun-
ing technique are shown in figures 4.15 to 4.21. The performance
of MPC1 was not improved by the technique so only the results ob-
tained with MPC 2 are shown. The black dashed lines correspond to
the compression system with the regulatory control only. The blue
dash-dot lines correspond to the results of the application of MPC2
with manual tuning while the red solid lines are the results of the
application of MPC2 with satisficing tuning.
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Figure 4.15: Results of the satisficing tuning applied on MPC2 -
Stage 1. Dashed black line: regulatory control without MPC, solid
blue line: regulatory control with MPC2 tuned manually, solid red
line: regulatory control with MPC2 tuned with the satisficing tech-
nique, doted black line: surge index upper limit
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Figure 4.16: Results of the satisficing tuning applied on MPC2 -
Stage 2. Dashed black line: regulatory control without MPC, solid
blue line: regulatory control with MPC2 tuned manually, solid red
line: regulatory control with MPC2 tuned with the satisficing tech-
nique, doted black line: surge index upper limit
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Figure 4.17: Results of the satisficing tuning applied on MPC2 -
Stage 3. Dashed black line: regulatory control without MPC, solid
blue line: regulatory control with MPC2 tuned manually, solid red
line: regulatory control with MPC2 tuned with the satisficing tech-
nique, doted black line: surge index upper limit
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The performance of the controller was improved by the satis-
ficing tuning. The overshoot of the surge indexes was reduced, and
the MPC2 was able to maintain the indexes at their limit in steady
state.
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Figure 4.18: Results of the satisficing tuning applied on MPC2 - in-
let header pressure. Dashed black line: regulatory control without
MPC, solid blue line: regulatory control with MPC2 tuned manually,
solid red line: regulatory control with MPC2 tuned with the satisfic-
ing technique
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Figure 4.19: Results of the satisficing tuning applied on MPC2 - out-
let header pressure. Dashed black line: regulatory control without
MPC, solid blue line: regulatory control with MPC2 tuned manually,
solid red line: regulatory control with MPC2 tuned with the satisfic-
ing technique
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Figure 4.20: Results of the satisficing tuning applied on MPC2 -
flared gas. Dashed black line: regulatory control without MPC, solid
blue line: regulatory control with MPC2 tuned manually, solid red
line: regulatory control with MPC2 tuned with the satisficing tech-
nique
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Figure 4.21: Results of the satisficing tuning applied on MPC2 - con-
sumed power. Dashed black line: regulatory control without MPC,
solid blue line: regulatory control with MPC2 tuned manually, solid
red line: regulatory control with MPC2 tuned with the satisficing
technique
Figure 4.21 shows the power consumed by the compression
system and, even though MPC2 minimizes it directly, there is no sig-
nificant difference in the consumption. Due to the changes executed
in pin, both MPC controllers were able to decrease the amount of
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Table 4.1: MPC performance comparison
Regulatory MPC1 MPC2 MPC2
manual satisficing
Energy consumption 100% 96.24% 97.92% 97.01%
Flared gas 100% 9.22% 5.15% 5.15%
Recycled gas 100% 60.07% 66.23% 63.46%
flared gas.
Table 4.1 summarizes the performance of the proposed MPCs.
The results obtained by simulating the system without any MPC
controller were considered the worst case scenario, therefore they
represent 100% of energy consumption, gas flaring, and gas recy-
cling. For example, the application of the MPC2 algorithm cause
the system to recycle only 63.46% of the total amount of gas recy-
cled by the system with the regulatory control only. The application
of MPC1 resulted in a smaller energy consumption than the appli-
cation of MPC2 because MPC1 recycled less gas. However, MPC1
fail to keep the surge indexes below their maximum limit, as shown
in figures 4.3a to 4.5a. MPC2 spends more energy recycling more
gas to keep IS \leq 0.93, as shown in figures 4.15a to 4.17a. The per-
formance comparison presented in table 4.1 shows little difference
between MPC2 manual and MPC2 satisficing. The main advantage
of the satisficing tuning technique is that it provided a satisfactory
tune for the MPC controller faster then other heuristic techniques.
4.2 ROBUSTNESS ANALYSIS
To further investigate the proposed solutions a robustness
analysis was made. To do so, errors in critical parameters were in-
troduced. These parameters were selected based on the practical
knowledge of the process engineers regarding the studied compres-
sion system:
\bullet Molecular weight of the gas - \pm 15\%
\bullet Moment of inertia of the compressors turbines - \pm 40\%
\bullet Antisurge valves coefficients - \pm 20\%
\bullet Scrubber volumes - \pm 40\%
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The linearized prediction model was obtained at the same
equilibrium point used by the manufacturer to obtain the compres-
sor’s data sheet, that is the same gas molecular weight, flow rate,
and pressure to be the nominal values defined by the manufacturer.
The scenario presented in the previous section was simulated 50
times. Each time, randomly chosen errors were added to the listed
parameters. In each simulation the prediction model remained the
same but the plant was different. The error added to each parame-
ter was randomly chosen in a rectangular distribution between the
defined limits. Figures 4.22a to 4.28 show the results of the robust-
ness test applied to MPC2. The black solid lines represent the regu-
latory control results and the colored dashed lines are the results of
the MPC2 in several simulations. Even though there are differences
in the results, they are very similar. The optimization problem cre-
ated to obtain the control increments was never infeasible and MPC
controller worked properly at every simulation.
4.2. Robustness analysis 111
0 5 10 15 20 25 30 35
Time [min]
0.7
0.8
0.9
1
IS
1 
[-]
(a) Surge index
0 5 10 15 20 25 30 35
Time [min]
0
0.5
1
Φ
A
SV
,1
 
[-]
(b) Antisurge valve opening
Figure 4.22: Results of the robustness test - stage 1. Solid black line:
regulatory control without MPC, colored dashed lines: regulatory
control with MPC2, doted black line: surge index upper limit
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Figure 4.23: Results of the robustness test - stage 2. Solid black line:
regulatory control without MPC, colored dashed lines: regulatory
control with MPC2, doted black line: surge index upper limit
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Figure 4.24: Results of the robustness test - stage 3. Solid black line:
regulatory control without MPC, colored dashed lines: regulatory
control with MPC2, doted black line: surge index upper limit
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Figure 4.25: Results of the robustness test - inlet header pressure.
Solid black line: regulatory control without MPC, colored dashed
lines: regulatory control with MPC2
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Figure 4.26: Results of the robustness test - outlet header pressure.
Solid black line: regulatory control without MPC, colored dashed
lines: regulatory control with MPC2
4.2. Robustness analysis 115
0 5 10 15 20 25 30 35
Time [min]
0
0.05
0.1
m
fla
re
 
[k
g/s
]
Figure 4.27: Results of the robustness test - flared gas. Solid black
line: regulatory control without MPC, colored dashed lines: regula-
tory control with MPC2
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Figure 4.28: Results of the robustness test - consumed power. Solid
black line: regulatory control without MPC, colored dashed lines:
regulatory control with MPC2
With these results it is expected that the MPC2 could be ap-
plied to the real compression system. The same test was performed
with the MPC1, but in this case the results showed that this solution
is less robust. The optimization problem was infeasible in the ma-
jority of the simulations and the MPC algorithm could not calculate
the control actions for control the system.
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4.3 FINAL COMMENTS
This chapter presented the implementations of two MPC con-
trollers and the results of their application. It also presented the
results of the applications of the satisficing tuning technique and
the results of a robustness test.
In the first MPC formulation, the total energy is minimized in-
directly as the controller drives the manipulated variables to values
that minimize the power consumption. This formulation was tried
so that the nonlinearities between the power consumption and the
inlet header pressure would not affect the system’s performance,
since the model that relates them would not be used. But these
results were not satisfactory and could not be improved by the sat-
isficing tuning. MPC1 also failed the robustness test.
The second MPC formulation had better results than the first
one. In MPC2 formulation the energy consumption was included
in the objective function so it could be minimized directly. MPC2’s
performance was improved by the application of the satisficing tech-
nique. MPC2 passed the robustness test because it worked well even
when critical parameters of the model were changed.
5 CONCLUSIONS
In this dissertation a MPC controller was proposed to improve
the performance of an compression system. For that, a detailed de-
scription of the system’s mathematical model was presented, along
with the analysis of the system’s behavior and of the potential con-
trolled and manipulated variables to be used by the MPC controllers
to achieve the control objectives. A tuning technique was also tested
to improve the system’s performance and a robustness test was per-
formed. Two MPC formulations were presented. In the first one,
the energy consumption is minimized indirectly while in the second
formulation the energy consumption is minimized directly in the ob-
jective function. Only the second formulation achieved the control
objectives and proved to be robust to the disturbance applied.
The main contributions of this dissertation are:
\bullet the modeling and analysis of a complete compression system
from a real oil production platform,
\bullet the formulation of a MPC controller as a control layer above
the regulatory system, running at a higher sampling period,
\bullet the application of a tuning technique that improved the sys-
tem’s performance.
In the literature, several compressor models can be found, but
they usually describe the compression on a single stage. In this dis-
sertation, the modeled system consists of two parallel 3-stage com-
pressors with an inlet header and an outlet header. Chapter 3 pre-
sented the modeling and analysis of the compression system. This
modeling resulted in two publications [25, 35].
This work also presented a MPC controller capable of prevent-
ing surge and while minimizing energy consumption. Chapter 2 pre-
sented important concepts used in the MPC formulation along with
the satisficing technique to tune the MPC controller. The applica-
tion of this technique improved the MPC controller’s performance.
The possibility of implementing the MPC as a control layer above
the regulatory PID controllers with a greater sampling time was in-
vestigated. Even though the surge phenomena occurs in less than a
second and the MPC was set to run every 5 seconds, the MPC’s pre-
dictive ability allowed the controller to drive the system to a safer
operation point, preventing surge.
Regarding practical outcome, because of the success of the
proposed control strategy in the simulated plant, the algorithm will
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be implemented in a real-time control software. After exhaustive
testings, it may be applied on a real oil and gas production platform.
Regarding academic follow-up, it will be performed a test to assess
the MPC controller’s performance in a scenario of a compression
train shutdown.
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