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Abstract
Let A be a finite subset of N, and let n ∈ N. then NIM(A;n) is the two player game in which players
alternate removing a ∈ A stones from a pile with n stones; the first player who cannot move loses. This
game has been researched thoroughly.
We discuss a variant of NIM in which Player 1 and Player 2 start with d and e dollars, respectively.
When a player removes a ∈ A stones from the pile, he loses a dollars. The first player who cannot move
loses, but this can now happen for two reasons:
1. The number of stones remaining is less than min(A).
2. The player has less than min(A) dollars.
This game leads to much more interesting win conditions than regular NIM.
We investigate general properties of this game. We then obtain and prove win conditions for the sets
A = {1, L} and A = {1, L, L+ 1}.
1 Introduction
Notation 1.1. We use A ⊆fin B to indicate that A is a finite subset of B.
Definition 1.2. Let A ⊆fin N and let n ∈ N. NIM(A;n) is played as follows:
• There is a pile of n stones, with two players, Player 1 and Player 2, alternating moves. Player 1 goes
first. A player’s move consists of removing a ∈ A stones from the pile.
• A player loses if they cannot move. If there are less than min(A) stones remaining, then the player
loses.
Notation 1.3. When we say a player takes s, we mean that the player takes s stones from the pile.
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Definition 1.4. Player 1 wins when the player has a strategy that will make them win the game no matter
what Player 2 does; similar for Player 2 wins. If the game uses the set A ⊆fin N, we use WA(n) = 1 to
denote that Player 1 wins when there are n stones in the pile; similar for Player 2. With A understood, we
can simply use W (n).
NIM is an example of a combinatorial game. Such games have a vast literature (see the selected bibli-
ography of Frankel [1]). Variants on the 1-pile version have included letting the number of stones a player
can remove depend on how many stones are in the pile [5], letting the number of stones a player can remove
depend on the player [2], allowing three players [7], viewing the stones as cookies that may spoil [6], and
others. Grundy [4] and Sprague [8] showed how to analyze many-pile NIM games by analyzing the 1-pile
NIM games that it consists of. NIM games are appealing because they are easy to explain, yet involve
interesting (and sometimes difficult) mathematics to analyze.
Example 1.5. Below are the win conditions for NIM games on the sets we are interested in: A = {1, L}
and A = {1, L, L+ 1}.
• Let L be even and ≥ 2, with A = {1, L}. then W (n) = 2 iff n ≡ 0, 2, 4, · · · , L− 2 (mod L+ 1).
• Let L be even and ≥ 2, with A = {1, L, L+ 1}. then W (n) = 2 iff n ≡ 0, 2, 4, · · · , L− 2 (mod 2L).
• Let L be odd and ≥ 3, with A = {1, L, L+ 1}. then W (n) = 2 iff n ≡ 0, 2, 4, · · · , L− 1 (mod 2L+ 1).
Definition 1.6. Let A ⊆fin N, let n ∈ N, and let d, e ∈ N∪∞ (d =∞ means that Player 1 has infinite cash,
similar for Player 2). The NIM with Cash game NIM(A;n; d, e) is played as follows:
• Two players, Player 1 and Player 2, alternate moves. Player 1 goes first. A player’s move consists of
removing a ∈ A stones from the pile, and losing a dollars.
• Before any playing, there are n stones in the pile, with Player 1 having d dollars and Player 2 having
e dollars.
• A player loses if they cannot move. Either, there are less than min(A) stones in the pile, or the player
does not have enough money to take away min(A) stones.
Notation 1.7. Player 1 wins when the player has a strategy that will make them win the game no matter
what Player 2 does; similar for Player 2 wins. If the game uses the set A ⊆fin N, we use W cash
A
(n; d, e) = 1
to denote that Player 1 wins when there are n stones in the pile, the player has d dollars, and Player 2 has
e dollars; similar for Player 2. With the game understood, we will simply refer to this as W (n; d, e).
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Notation 1.8. Let A ⊆fin N. NIM(A) denotes the NIM with Cash game using the set A.
Definition 1.9. Let A ⊆fin N. For NIM(A) :
• We say that Player 1 wins normally if W (n; d, e) = 1, and the player has enough money to employ the
strategy used in regular NIM. Note that this is equivalent to W (n; d,∞) = 1. Similar for Player 2.
• If a player wins by removing min(A) on every move, we say that the player wins miserly.
We are interested in determining who wins for all cases for NIM{1, L} and NIM{1, L, L+ 1}. We wrote
a dynamic program that will, on input A, n, d, e, determine which player wins. This program runs in time
O(n). In addition, this method lacks the simplicity of just a formula, as illustrated in Example 1.5. We seek
this kind of formula, and note that it can be used to obtain an O(1) algorithm.
In the following sections, we will more rigorously define the win function, as well as introduce the terms
lower class, middle class, and upper class. We will prove important theorems concerning these terms. In the
last three sections, we obtain and prove win conditions for A = {1, L}, then A = {1, L, L+1} (L even), and
A = {1, L, L+ 1} (L odd).
There has been one paper on NIM with Cash before [3]. That paper and this one have some overlap.
The cases where either one player is rich or both are poor (which are easy cases) are in both papers. For
the case of both players being either rich or poor, that paper has an abstract approach which is complicated
and hard to use. This paper instead gives concrete criteria for particular examples.
2 The Win Function
In order to make our definition of the win function more rigorous, we will explicitly define it in this section.
Definition 2.1. Define a function W : N3 → {1, 2} that maps the number of stones in the pile and the
amount of money each player has to the player who wins (1 or 2).
Notation 2.2. If Player 1 wins, then we write W (n; d, e) = 1 for the NIM with Cash game (with A
understood), and W (n) for the regular NIM game. Similar for Player 2 wins. Should we wish to conveniently
describe the losing player, we will use 3−W (n; d, e) or 3−W (n).
3 What is Upper Class?
We are mainly interested with the following question: What is the minimum amount of money a player
needs to win normally?
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Intuitively, we want to say that a player is upper class if they have enough money to be able to take
stones from the pile the whole game and play using normal strategy. However, this is problematic because
this intuition only makes sense for the winning player. We will define upper class for the losing player as
well; this will be helpful for two reasons:
1. If the losing player (in normal NIM) is upper class, and the winning player (in normal NIM) is not, it
turns out that the losing player wins NIM with Cash.
2. It will be useful for induction proofs later.
Definition 3.1. Let A ⊆fin N. Define a function U : N → N that maps the number of stones in the pile to
the minimum amount of money a player needs to be upper class. Let U1(n) and U2(n) denote these amounts
for Players 1 and 2, respectively.
We now present a definition of the upper class function for both players, which includes the fix we
mentioned earlier.
Definition 3.2. Let A ⊆fin N and let n ∈ N. Then,
• If n < min(A), then U1(n) = U2(n) = 0 (Player 1 cannot move, so Player 2 wins by default).
• If W (n) = 1, then
– U1(n) is defined to be the least value of U2(n−a)+a across all a ∈ A, a ≤ n such thatW (n−a) = 2.
– U2(n) is defined to be the greatest value of U1(n− a) across all a ∈ A, a ≤ n.
• If W (n) = 2, then
– U1(n) is defined to be the least value of U2(n−a)+a across all a ∈ A, a ≤ n such that U1(n−a) =
U2(n).
– U2(n) is defined to be the greatest value of U1(n− a) across all a ∈ A, a ≤ n.
It is easy to check by induction on n that this definition is equivalent to our intuition for winning players.
Note also that our definition for U1(n) when W (n) = 2 can be reformulated as the maximum number of
stones that Player 1 can take from the pile over the course of the game across all possible cases of both
players playing normally. For example, when A = {1, 3, 4}, U1(9) = 6 (Player 2 wins) because Player 1 can
take 1 on his first move, 4 on his second move, and 1 on his last move; it can be easily verified that this is
the optimal case, and that both players are playing normally. Similar for U2(n) when W (n) = 1.
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Now, we will present two theorems (which are straightfoward proofs by induction on n) to answer our
question for A = {1, L}, L even and {1, L, L+1}. Note that the A = {1, L} case for L odd essentially reduces
to A = 1. Let Uwin(n) denote U1(n) when W (n) = 1 or U2(n) when W (n) = 2. Let Ulose(n) denote U1(n)
when W (n) = 2 or U2(n) when W (n) = 1.
Theorem 3.3. For A = {1, L}, L even:
• Uwin(n) = L
⌊
n
L+ 1
⌋
, for n ≡ 0 (mod L+ 1).
• Uwin(n) = L
⌊
n
L+ 1
⌋
+ 1, for n ≡ 1 (mod L+ 1).
• Uwin(n) = L
⌊
n
L+ 1
⌋
+ 1, for n ≡ 2 (mod L+ 1).
• Uwin(n) = L
⌊
n
L+ 1
⌋
+ 2, for n ≡ 3 (mod L+ 1).
• Uwin(n) = L
⌊
n
L+ 1
⌋
+ 2, for n ≡ 4 (mod L+ 1).
...
• Uwin(n) = L
⌊
n
L+ 1
⌋
+
⌊
L− 2
2
⌋
, for n ≡ L− 2 (mod L+ 1).
• Uwin(n) = L
⌊
n
L+ 1
⌋
+
⌊
L− 1
2
⌋
, for n ≡ L− 1 (mod L+ 1).
• Uwin(n) = L
(⌊
n
L+ 1
⌋
+ 1
)
, for n ≡ L (mod L+ 1),
or equivalently, writing n = k(L+ 1) + i, where 0 ≤ i < L+ 1 gives us:
• If i < L, then Uwin(n) = Lk +
⌈
i
2
⌉
.
• If i = L, then Uwin(n) = L(k + 1).
Similarly,
• If n < L, then Ulose(n) =
⌊
n
2
⌋
.
• If n ≥ L, i < L, then Ulose(n) = L
(
k −
1
2
)
+
⌊
i
2
⌋
+ 1.
• If i = L, then Ulose(n) = L
(
k +
1
2
)
.
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Theorem 3.4. For A = {1, L, L+ 1}, L even:
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
, for n ≡ 0 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ 1, for n ≡ 1 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ 1, for n ≡ 2 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ 2, for n ≡ 3 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ 2, for n ≡ 4 (mod 2L).
...
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+
⌈
L− 2
2
⌉
, for n ≡ L− 2 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+
⌈
L− 1
2
⌉
, for n ≡ L− 1 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L, for n ≡ L (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L+ 1, for n ≡ L+ 1 (mod 2L)
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L+ 1, for n ≡ L+ 2 (mod 2L)
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L+ 2, for n ≡ L+ 3 (mod 2L)
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L+ 2, for n ≡ L+ 4 (mod 2L)
...
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L+
⌈
L− 2
2
⌉
, for n ≡ 2L− 2 (mod 2L).
• Uwin(n) =
3
2
L
⌊
n
2L
⌋
+ L+
⌈
L− 1
2
⌉
, for n ≡ 2L− 1 (mod 2L),
or equivalently, writing n = 2Lk + i, where 0 ≤ i < 2L gives us:
• If 0 ≤ i < L, then Uwin(n) =
3Lk
2
+
⌈
i
2
⌉
.
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• If L ≤ i ≤ 2L− 1, then Uwin(n) =
3Lk
2
+ L+
⌈
i− L
2
⌉
.
Similarly,
• If 0 ≤ i < L+ 1, then Ulose(n) =
3Lk
2
+
⌊
i
2
⌋
.
• If L+ 1 ≤ i ≤ 2L− 1, then Ulose(n) =
3Lk
2
+ L+
⌊
i− L
2
⌋
.
For A = {1, L, L+ 1}, L odd:
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
, for n ≡ 0 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ 1, for n ≡ 1 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ 1, for n ≡ 2 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ 2, for n ≡ 3 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ 2, for n ≡ 4 (mod 2L+ 1).
...
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+
⌈
L− 2
2
⌉
, for n ≡ L− 2 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+
⌈
L− 1
2
⌉
, for n ≡ L− 1 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+
⌈
L
2
⌉
, for n ≡ L (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ L+ 1, for n ≡ L+ 1 (mod 2L+ 1)
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ L+ 1, for n ≡ L+ 2 (mod 2L+ 1)
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ L+ 2, for n ≡ L+ 3 (mod 2L+ 1)
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ L+ 2, for n ≡ L+ 4 (mod 2L+ 1)
...
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• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ L+
⌈
L− 1
2
⌉
, for n ≡ 2L− 1 (mod 2L+ 1).
• Uwin(n) =
3L+ 1
2
⌊
n
2L+ 1
⌋
+ L+
⌈
L
2
⌉
, for n ≡ 2L (mod 2L+ 1),
or equivalently, writing n = (2L+ 1)k + i, where 0 ≤ i < 2L+ 1 gives us:
• If 0 ≤ i < L+ 1, then Uwin(n) =
(3L+ 1)k
2
+
⌈
i
2
⌉
.
• If L+ 1 ≤ i ≤ 2L, then Uwin(n) =
(3L+ 1)k
2
+ L+
⌈
i− L
2
⌉
.
Similarly,
• If 0 ≤ i < L+ 2, then Ulose(n) =
(3L+ 1)k
2
+
⌊
i
2
⌋
.
• If L+ 2 ≤ i ≤ 2L, then Ulose(n) =
(3L+ 1)k
2
+ L+
⌊
i− L
2
⌋
.
The following lemma is very useful and easy to verify.
Lemma 3.5. If W (n) = 1, then W (n;U(n),∞) = 1. If W (n) = 2, then W (n;∞, U(n)) = 2.
4 What is Middle Class?
How much money does a player have if he has less than U dollars, but enough money to last the whole
game? We will rigorously define this quantity for this section.
Definition 4.1. We say that Player 1 is middle class if both of the following hold:
• Player 1 is not upper class.
• Player 1 will be able to finish the game no matter what Player 2 does if he takes min(A) the entire
game.
Similar for Player 2.
Definition 4.2. Let A ⊆fin N. Define a function M : N → N that maps the number of stones in the pile
to the minimum amount of money a player needs to be middle class. Let M1(n) and M2(n) denote these
amounts for Players 1 and 2, respectively.
The following theorem follows from our definition of middle class. and can be applied to our sets A =
{1, L} and A = {1, L, L+ 1} (L can be even or odd).
Theorem 4.3. Let A = {1, L} or {1, L, L+ 1}. Then,
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• If n ≡ 0 (mod 2) :
– M1(n) =
n
2
+ 1 and M2(n) =
n
2
.
• If n ≡ 1 (mod 2) :
– M1(n) = M2(n) =
n+ 1
2
.
5 What is Lower Class?
It is possible for players to have only enough money to play miserly. First, some more definitions.
Definition 5.1. We say a player is lower class if
• he is not middle class.
• he goes broke if he does not take min(A) each turn.
We will simply set the lower class money amount for Player 1 as every nonnegative integer less than
M1(n) and similarly, every nonnegative integer less than M2(n) for Player 2. The following theorem, which
is intuitively obvious, makes this more rigorous.
Theorem 5.2. Let the variable P1 ∈ N, describe the set of all possible values for which Player 1 is poor,
and similarly for Player 2. Then, we have the inequalities
0 ≤ P1 < M1(n)
and
0 ≤ P2 < M2(n).
6 Win Conditions
Here, we will employ our definitions to present win conditions for NIM with Cash for the sets A = {1, L}
and A = {1, L, L+ 1}.
The following two theorems can be applied to both of our sets.
Theorem 6.1. Let A ⊆fin N. If at least one player is upper class, then
1. If d ≥ U1(n) and e < U2(n), then W (n; d, e) = 1.
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2. If d < U1(n) and e ≥ U2(n), then W (n; d, e) = 2.
3. If d ≥ U1(n) and e ≥ U2(n), then W (n; d, e) = W (n).
Proof. We will prove all parts using an induction on n, Definition 3.2, Lemma 3.5, and a key intuition.
1. We first give the intuition. Observe that if W (n) = 2, Player 2 has less than U1(n) dollars, and Player
1 has at least U2(n) dollars, Player 2 will go broke if he never switches his strategy from normal. Thus,
Player 1 can take min (A) after each time Player 2 plays a normal move; when Player 2 decides to
switch strategies, Player 1 is then in a winning position and has enough money to win. Formally, the
proof uses Definition 3.2 and an induction on n.
2. The proof has the same intuition and formality as (1).
3. Intuitively this holds, as upper class for the winning player means that he will be able to play normally
and win the game.
Theorem 6.2. Let A ⊆fin N. If at least one player is lower class, then
1. If d ≥M1(n) and e < M2(n), then W (n; d, e) = 1.
2. If d < M1(n) and e ≥M2(n), then W (n; d, e) = 2.
3. If d = e < M1(n), then W (n; d, e) = 2.
4. If e < d < M1(n), then W (n; d, e) = 1.
5. If d < e < M2(n), then W (n; d, e) = 2.
Proof. Applying definitions 4.1 and 5.1, we see that Player 2 will go broke first in (1) and (4), and that
Player 1 will go broke first in the remaining two cases. The result follows.
The following three theorems describe win conditions for when both players are middle class, and can
also be referred to as the staircase theorems. Once we are finished presenting the theorems and proofs, we
will provide diagrams to explain this name. Recall for these theorems that M1(n) =
n
2
+ 1,M2(n) =
n
2
for
even n and M1(n) = M2(n) =
n+ 1
2
for odd n.
Theorem 6.3 (Staircase Theorem for {1, 2}). If A = {1, 2}, we can determine who wins using the following
statements.
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1. n ≡ 0 (mod 6) :
• If d < M1(n) + 1 and e < M2(n) + 1, then W (n; d, e) = 1.
• If d < M1(n) + 1 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 2, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
• If M1(n) + k ≤ d < M1(n) + k + 1 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k ≤ d < M1(n) + k + 1 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− 1 and e < U2(n)− 1, then W (n; d, e) = 1.
• If d ≥ U1(n)− 1 and e ≥ U2(n)− 1, then W (n; d, e) = 2.
2. n ≡ 1, 5 (mod 6) :
• If d < M1(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 1, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 2, then W (n; d, e) = 2.
• If M1(n) + 3 ≤ d < M1(n) + 4 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 3 ≤ d < M1(n) + 4 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
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• If M1(n) + k + 1 ≤ d < M1(n) + k + 2 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k + 1 ≤ d < M1(n) + k + 2 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− 1, then W (n; d, e) = 1.
3. n ≡ 2, 4 (mod 6) :
• If d < M1(n) + 1 and e < M2(n) + 1, then W (n; d, e) = 1.
• If d < M1(n) + 1 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 2, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
• If M1(n) + k ≤ d < M1(n) + k + 1 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k ≤ d < M1(n) + k + 1 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− 1, then W (n; d, e) = 1.
4. n ≡ 3 (mod 6) :
• If d < M1(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 1, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 2, then W (n; d, e) = 2.
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• If M1(n) + 3 ≤ d < M1(n) + 4 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 3 ≤ d < M1(n) + 4 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
• If M1(n) + k + 1 ≤ d < M1(n) + k + 2 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k + 1 ≤ d < M1(n) + k + 2 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− 1 and e < U2(n)− 1, then W (n; d, e) = 1.
• If d ≥ U1(n)− 1 and e ≥ U2(n)− 1, then W (n; d, e) = 2.
Proof. We will prove all of the statements using induction on n and n − 1. It is easy to check the base
cases. Observe that cases in which n is even have essentially the same win conditions, apart from the ending
subcases, which are trivial to prove. Similar for when n is odd.
Without loss of generality, let n ≡ 0 (mod 2). Assume that for every even integer up to n :
• if M1(n) + k ≤ d < M1(n) + k + 1, and e < M2(n) + k + 1, then W (n; d, e) = 1. (1)
• if M1(n) + k ≤ d < M1(n) + k + 1, and e ≥M2(n) + k + 1, then W (n; d, e) = 2. (2)
Moreover, assume that for every odd integer up to n− 1 :
• if M1(n) + k + 1 ≤ d < M1(n) + k + 2, and e < M2(n) + k + 1, then W (n; d, e) = 1. (3)
• if M1(n) + k + 1 ≤ d < M1(n) + k + 2, and e ≥M2(n) + k + 1, then W (n; d, e) = 2. (4)
Then we need to prove that the equivalent claims for n+ 2 and n+ 1 stones are true, respectively.
For n+ 2 stones, let us examine what happens when
n
2
+ k + 2 ≤ d <
n
2
+ k + 3 and e <
n
2
+ k + 2,
where we have used our definitions for M1(n) and M2(n).
If both players each take 1 on their first moves, we are back to the game where there are n stones,M1(n)+k ≤
d < M1(n) + k + 1, and e < M2(n) + k + 1, for which we know that W (n; d, e) = 1.
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If Player 1 takes 1, but Player 2 takes 2, both on their first moves, then
n
2
+ k + 1 ≤ d <
n
2
+ k + 2 and e <
n
2
+ k.
Note that there are n− 1 stones, so applying inductive hypothesis (3) yields
if
n
2
+ k + 1 ≤ d <
n
2
+ k + 2 and e <
n
2
+ k + 1, then W (n; d, e) = 1.
Comparing the two conditions yields the conclusion that Player 1 wins the game even if Player 2 takes 2,
which completes part of the induction.
For n+ 2 stones, now let us examine what happens when
n
2
+ k + 2 ≤ d <
n
2
+ k + 3 and e ≥
n
2
+ k + 2.
If both players take 1 on their first move, then it follows by the same reasoning as before that W (n; d, e) = 2.
By using the same reasoning, if Player 1 now takes 2, Player 2 can choose to take 2, so Player 2 also wins,
completing another part of the induction.
For n+ 1 stones, now let us examine what happens when
n
2
+ k + 2 ≤ d <
n
2
+ k + 3 and e <
n
2
+ k + 2.
If both players take 1 on their first move, it follows that Player 1 wins by the same reasoning as before.
If Player 1 takes 1, but Player 2 takes 2, both on their first moves, then
n
2
+ k + 1 ≤ d <
n
2
+ k + 2 and e <
n
2
+ k.
Note that there are n− 2 stones, so applying inductive hypothesis (1) yields
if
n
2
+ k ≤ d <
n
2
+ k + 1 and e <
n
2
+ k, then W (n; d, e) = 1.
Note that Player 1 having more money does not affect the outcome of the game in this case. Comparing the
two conditions yields the conclusion that Player 1 wins the game even if Player 2 takes 2, which completes
another part of the induction.
For n+ 1 stones, now let us examine what happens when
n
2
+ k + 2 ≤ d <
n
2
+ k + 3 and e ≥
n
2
+ k + 2.
If both players take 1 on their first move, then it follows that W (n; d, e) = 2.
If Player 1 now takes 2, Player 2 can choose to take 2, and it follows that Player 2 also wins, completing the
induction.
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Theorem 6.4 (Staircase Theorem for {1, L}, L Even and ≥ 4). If A = {1, L}, L even and ≥ 4, we can
determine who wins using the following statements.
1. n ≡ 0, 2, 4, · · · , 2k, · · · , L− 2 (mod 2L+ 2) :
• If d < M1(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) +
3L
2 − 2 and e < M2(n) + L− 1, then W (n; d, e) = 1.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) +
3L
2 − 2 and e ≥M2(n) + L− 1, then W (n; d, e) = 2.
• If M1(n) +
3L
2 − 2 ≤ d < M1(n) +
5L
2 − 3 and e < M2(n) + 2L− 2, then W (n; d, e) = 1.
• If M1(n) +
3L
2 − 2 ≤ d < M1(n) +
5L
2 − 3 and e ≥M2(n) + 2L− 2, then W (n; d, e) = 2.
...
• If M1(n) + (L− 1)k+
L
2 − 1 ≤ d < M1(n) + (L− 1)k+
3L
2 − 2 and e < M2(n) + (L− 1)k+L− 1,
then W (n; d, e) = 1.
• If M1(n) + (L− 1)k+
L
2 − 1 ≤ d < M1(n) + (L− 1)k+
3L
2 − 2 and e ≥M2(n) + (L− 1)k+L− 1,
then W (n; d, e) = 2.
...
• If d ≥ U1(n)− L+ 1 and e < U2(n)− L+ 1, then W (n; d, e) = 1.
• If d ≥ U1(n)− L+ 1 and e ≥ U2(n)− L+ 1, then W (n; d, e) = 2.
2. n ≡ 1, 3, 5, · · · , 2k + 1, · · · , L− 1, 2L+ 1 (mod 2L+ 2) :
• If d < M1(n) + L− 1 and e < M2(n) +
L
2 − 1, then W (n; d, e) = 2.
• If d < M1(n) + L− 1 and e ≥M2(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) + L− 1 ≤ d < M1(n) + 2L− 2 and e < M2(n) +
3L
2 − 2, then W (n; d, e) = 1.
• If M1(n) + L− 1 ≤ d < M1(n) + 2L− 2 and e ≥M2(n) +
3L
2 − 2, then W (n; d, e) = 2.
• If M1(n) + 2L− 2 ≤ d < M1(n) + 3L− 3 and e < M2(n) +
5L
2 − 3, then W (n; d, e) = 1.
• If M1(n) + 2L− 2 ≤ d < M1(n) + 3L− 3 and e ≥M2(n) +
5L
2 − 3, then W (n; d, e) = 2.
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...
• If M1(n) + (L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1 and e < M2(n) + (L − 1)k +
L
2 − 1, then
W (n; d, e) = 1.
• If M1(n) + (L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1 and e ≥ M2(n) + (L − 1)k +
L
2 − 1, then
W (n; d, e) = 2.
...
• If d ≥ U1(n)− L+ 1, then W (n; d, e) = 1.
3. n ≡ L,L+ 2, L+ 4, · · · , L+ 2k, · · · , 2L (mod 2L+ 2) :
• If d < M1(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) +
3L
2 − 2 and e < M2(n) + L− 1, then W (n; d, e) = 1.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) +
3L
2 − 2 and e ≥M2(n) + L− 1, then W (n; d, e) = 2.
• If M1(n) +
3L
2 − 2 ≤ d < M1(n) +
5L
2 − 3 and e < M2(n) + 2L− 2, then W (n; d, e) = 1.
• If M1(n) +
3L
2 − 2 ≤ d < M1(n) +
5L
2 − 3 and e ≥M2(n) + 2L− 2, then W (n; d, e) = 2.
...
• If M1(n) + (L− 1)k+
L
2 − 1 ≤ d < M1(n) + (L− 1)k+
3L
2 − 2 and e < M2(n) + (L− 1)k+L− 1,
then W (n; d, e) = 1.
• If M1(n) + (L− 1)k+
L
2 − 1 ≤ d < M1(n) + (L− 1)k+
3L
2 − 2 and e ≥M2(n) + (L− 1)k+L− 1,
then W (n; d, e) = 2.
...
• If d ≥ U1(n)− L+ 1, then W (n; d, e) = 1.
4. n ≡ L+ 1, L+ 3, L+ 5, · · · , L+ 2k + 1, · · · , 2L− 1 (mod 2L+ 2) :
• If d < M1(n) + L− 1 and e < M2(n) +
L
2 − 1, then W (n; d, e) = 2.
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• If d < M1(n) + L− 1 and e ≥M2(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) + L− 1 ≤ d < M1(n) + 2L− 2 and e < M2(n) +
3L
2 − 2, then W (n; d, e) = 1.
• If M1(n) + L− 1 ≤ d < M1(n) + 2L− 2 and e ≥M2(n) +
3L
2 − 2, then W (n; d, e) = 2.
• If M1(n) + 2L− 2 ≤ d < M1(n) + 3L− 3 and e < M2(n) +
5L
2 − 3, then W (n; d, e) = 1.
• If M1(n) + 2L− 2 ≤ d < M1(n) + 3L− 3 and e ≥M2(n) +
5L
2 − 3, then W (n; d, e) = 2.
...
• If M1(n) + (L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1 and e < M2(n) + (L − 1)k +
L
2 − 1, then
W (n; d, e) = 1.
• If M1(n) + (L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1 and e ≥ M2(n) + (L − 1)k +
L
2 − 1, then
W (n; d, e) = 2.
...
• If d ≥ U1(n)− L+ 1 and e < U2(n)− L+ 1, then W (n; d, e) = 1.
• If d ≥ U1(n)− L+ 1 and e ≥ U2(n)− L+ 1, then W (n; d, e) = 2.
Proof. We will prove all of the statements using induction on n and n− 1, using the same argument in the
proof for {1, 2}. It is easy to check the base cases and the ending subcases.
Without loss of generality, let n ≡ 0 (mod 2). Assume that for every even integer up to n :
• If M1(n) + (L− 1)k+
L
2 − 1 ≤ d < M1(n) + (L− 1)k+
3L
2 − 2 and e < M2(n) + (L− 1)k+L− 1, then
W (n; d, e) = 1. (5)
• If M1(n) + (L− 1)k+
L
2 − 1 ≤ d < M1(n) + (L− 1)k+
3L
2 − 2 and e ≥M2(n) + (L− 1)k+L− 1, then
W (n; d, e) = 2. (6)
Moreover, assume that for every odd integer up to n− 1 :
• If M1(n) + (L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1 and e < M2(n) + (L − 1)k +
L
2 − 1, then
W (n; d, e) = 1. (7)
• If M1(n) + (L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1 and e ≥ M2(n) + (L − 1)k +
L
2 − 1, then
W (n; d, e) = 2. (8)
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Then we need to prove that the equivalent claims for n+ 2 and n+ 1 stones are true, respectively.
For n+ 2 stones, let us examine what happens when
n
2
+ 2 + (L− 1)k +
L
2
− 1 ≤ d <
n
2
+ 2 + (L− 1)k +
3L
2
− 2 and e <
n
2
+ 1 + (L − 1)k +
L
2
− 1,
where we have used our definitions for M1(n) and M2(n).
If both players each take 1 on their first moves, we are back to the game where there are n stones, M1(n) +
(L − 1)k ≤ d < M1(n) + (L − 1)k + L − 1, and e < M2(n) + (L − 1)k +
L
2 − 1, for which we know that
W (n; d, e) = 1.
If Player 1 takes 1, but Player 2 takes L, both on their first moves, then
n
2
+ (L − 1)k +
L
2
≤ d <
n
2
+ (L− 1)k +
3L
2
− 1 and e <
n
2
+ (L− 1)k −
L
2
.
Note that there are n+ 1− L stones, so applying inductive hypothesis (7) yields
if
n
2
+ (L− 1)k −
L
2
+ 1 ≤ d <
n
2
+ (L− 1)k +
L
2
and e <
n
2
+ (L− 1)k, then W (n; d, e) = 1.
Note that in this case, Player 1 having more money and Player 2 having less money does not affect the
outcome. Comparing the two conditions yields the conclusion that Player 1 wins the game even if Player 2
takes L, which completes part of the induction.
For n+ 2 stones, now let us examine what happens when
n
2
+ 2 + (L− 1)k +
L
2
− 1 ≤ d <
n
2
+ 2 + (L− 1)k +
3L
2
− 2 and e ≥
n
2
+ 1 + (L − 1)k +
L
2
− 1,
If both players take 1 on their first move, then it follows by the same reasoning as before that W (n; d, e) = 2.
By using the same reasoning, if Player 1 now takes L, Player 2 can choose to take L, so Player 2 also wins,
completing another part of the induction.
For n+ 1 stones, now let us examine what happens when
n
2
+ 1 + (L− 1)k ≤ d <
n
2
+ 1 + (L− 1)k + L− 1 and e <
n
2
+ 1 + (L − 1)k +
L
2
− 1.
If both players take 1 on their first move, it follows that Player 1 wins by the same reasoning as before.
If Player 1 takes 1, but Player 2 takes L, both on their first moves, then
n
2
+ (L− 1)k ≤ d <
n
2
+ (L− 1)k + L− 1 and e <
n
2
+ (L − 1)k −
L
2
.
Note that there are n− L stones, so applying inductive hypothesis (5) yields
if
n
2
+ (L− 1)k ≤ d <
n
2
+ (L − 1)k +
L
2
− 2 and e <
n
2
+ (L− 1)k +
L
2
− 1, then W (n; d, e) = 1.
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Note that Player 1 having more money and Player 2 having less money does not affect the outcome of the
game in this case. Comparing the two conditions yields the conclusion that Player 1 wins the game even if
Player 2 takes L, which completes another part of the induction.
For n+ 1 stones, now let us examine what happens when
n
2
+ 1 + (L− 1)k ≤ d <
n
2
+ 1 + (L− 1)k + L− 1 and e ≥
n
2
+ 1 + (L − 1)k +
L
2
− 1.
If both players take 1 on their first move, then it follows that W (n; d, e) = 2.
If Player 1 now takes L, Player 2 can choose to take L, and it follows that Player 2 also wins.
The edge cases in the win conditions are trivial to prove, so we are done with our induction.
Theorem 6.5 (Staircase Theorem for {1, 2, 3}). If A = {1, 2, 3}, we can determine who wins using the
following statements.
1. n ≡ 0 (mod 4) :
• If d < M1(n) + 1 and e < M2(n) + 1, then W (n; d, e) = 1.
• If d < M1(n) + 1 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 2, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
• If M1(n) + k ≤ d < M1(n) + k + 1 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k ≤ d < M1(n) + k + 1 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− 1 and e < U2(n)− 1, then W (n; d, e) = 1.
• If d ≥ U1(n)− 1 and e ≥ U2(n)− 1, then W (n; d, e) = 2.
2. n ≡ 1, 3 (mod 4) :
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• If d < M1(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 1, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 2, then W (n; d, e) = 2.
• If M1(n) + 3 ≤ d < M1(n) + 4 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 3 ≤ d < M1(n) + 4 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
• If M1(n) + k + 1 ≤ d < M1(n) + k + 2 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k + 1 ≤ d < M1(n) + k + 2 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− 1, then W (n; d, e) = 1.
3. n ≡ 2 (mod 4) :
• If d < M1(n) + 1 and e < M2(n) + 1, then W (n; d, e) = 1.
• If d < M1(n) + 1 and e ≥M2(n) + 1, then W (n; d, e) = 2.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e < M2(n) + 2, then W (n; d, e) = 1.
• If M1(n) + 1 ≤ d < M1(n) + 2 and e ≥M2(n) + 2, then W (n; d, e) = 2.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e < M2(n) + 3, then W (n; d, e) = 1.
• If M1(n) + 2 ≤ d < M1(n) + 3 and e ≥M2(n) + 3, then W (n; d, e) = 2.
...
• If M1(n) + k ≤ d < M1(n) + k + 1 and e < M2(n) + k + 1, then W (n; d, e) = 1.
• If M1(n) + k ≤ d < M1(n) + k + 1 and e ≥M2(n) + k + 1, then W (n; d, e) = 2.
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...
• If d ≥ U1(n)− 1, then W (n; d, e) = 1.
Proof. We proceed with the same method of induction outlined in the proof of A = {1, 2}, but this time,
we have to account for the cases when the player takes 3. We leave the proof of these win conditions as an
exercise to the reader.
Theorem 6.6 (Staircase Theorem for {1, L, L+1}, L Even and ≥ 4). If A = {1, L, L+1}, L even and ≥ 4,
we can determine who wins using the following statements.
1. n ≡ 0, 2, 4, · · · , 2k, · · · , L− 2, L+ 2, L+ 4, L+ 6, · · · , L+ 2k + 2, · · · , 2L− 2 (mod 2L) :
• If d < M1(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) + L− 1 and e < M2(n) +
L
2 , then W (n; d, e) = 1.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) + L− 1 and e ≥M2(n) +
L
2 , then W (n; d, e) = 2.
• If M1(n) + L− 1 ≤ d < M1(n) +
3L
2 − 1 and e < M2(n) + L, then W (n; d, e) = 1.
• If M1(n) + L− 1 ≤ d < M1(n) +
3L
2 − 1 and e ≥M2(n) + L, then W (n; d, e) = 2.
• If M1(n) +
3L
2 − 1 ≤ d < M1(n) + 2L− 1 and e < M2(n) +
3L
2 , then W (n; d, e) = 1.
• If M1(n) +
3L
2 − 1 ≤ d < M1(n) + 2L− 1 and e ≥M2(n) +
3L
2 , then W (n; d, e) = 2.
...
• If M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1 and e < M2(n) +
Lk
2 , then W (n; d, e) = 1.
• If M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1 and e ≥M2(n) +
Lk
2 , then W (n; d, e) = 2.
...
• If d ≥ U1(n)−
L
2 and e < U2(n)−
L
2 , then W (n; d, e) = 1.
• If d ≥ U1(n)−
L
2 and e ≥ U2(n)−
L
2 , then W (n; d, e) = 2.
2. n ≡ 1, 3, 5, · · · , 2k + 1, · · · , 2L− 1 (mod 2L) :
• If d < M1(n) +
L
2 and e < M2(n) +
L
2 − 1, then W (n; d, e) = 1.
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• If d < M1(n) +
L
2 and e ≥M2(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) +
L
2 ≤ d < M1(n) + L and e < M2(n) + L− 1, then W (n; d, e) = 1.
• If M1(n) +
L
2 ≤ d < M1(n) + L and e ≥M2(n) + L− 1, then W (n; d, e) = 2.
• If M1(n) + L ≤ d < M1(n) +
3L
2 and e < M2(n) +
3L
2 − 1, then W (n; d, e) = 1.
• If M1(n) + L ≤ d < M1(n) +
3L
2 and e ≥M2(n) +
3L
2 − 1, then W (n; d, e) = 2.
...
• If M1(n) +
Lk
2 ≤ d < M1(n) +
L(k+1)
2 and e < M2(n) +
L(k+1)
2 − 1, then W (n; d, e) = 1.
• If M1(n) +
Lk
2 ≤ d < M1(n) +
L(k+1)
2 and e ≥M2(n) +
L(k+1)
2 − 1, then W (n; d, e) = 2.
...
• If d ≥ U1(n)−
L
2 , then W (n; d, e) = 1.
3. n ≡ L (mod 2L) :
• If d < M1(n) +
L
2 − 1, then W (n; d, e) = 2.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) + L− 1 and e < M2(n) +
L
2 , then W (n; d, e) = 1.
• If M1(n) +
L
2 − 1 ≤ d < M1(n) + L− 1 and e ≥M2(n) +
L
2 , then W (n; d, e) = 2.
• If M1(n) + L− 1 ≤ d < M1(n) +
3L
2 − 1 and e < M2(n) + L, then W (n; d, e) = 1.
• If M1(n) + L− 1 ≤ d < M1(n) +
3L
2 − 1 and e ≥M2(n) + L, then W (n; d, e) = 2.
• If M1(n) +
3L
2 − 1 ≤ d < M1(n) + 2L− 1 and e < M2(n) +
3L
2 , then W (n; d, e) = 1.
• If M1(n) +
3L
2 − 1 ≤ d < M1(n) + 2L− 1 and e ≥M2(n) +
3L
2 , then W (n; d, e) = 2.
...
• If M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1 and e < M2(n) +
Lk
2 , then W (n; d, e) = 1.
• If M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1 and e ≥M2(n) +
Lk
2 , then W (n; d, e) = 2.
...
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• If d ≥ U1(n)−
L
2 , then W (n; d, e) = 1.
Proof. We will prove all of the statements using induction on n and n− 1, using the same argument in the
proofs for {1, L}.
Without loss of generality, let n ≡ 0 (mod 2). Assume that for every even integer up to n :
• If M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1 and e < M2(n) +
Lk
2 , then W (n; d, e) = 1. (9)
• If M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1 and e ≥M2(n) +
Lk
2 , then W (n; d, e) = 2. (10)
Moreover, assume that for every odd integer up to n− 1 :
• If M1(n) +
Lk
2 ≤ d < M1(n) +
L(k+1)
2 and e < M2(n) +
L(k+1)
2 − 1, then W (n; d, e) = 1. (11)
• If M1(n) +
Lk
2 ≤ d < M1(n) +
L(k+1)
2 and e ≥M2(n) +
L(k+1)
2 − 1, then W (n; d, e) = 2. (12)
Then we need to prove that the equivalent claims for n+ 2 and n+ 1 stones are true, respectively.
For n+ 2 stones, let us examine what happens when
n
2
+ 2 +
Lk
2
− 1 ≤ d <
n
2
+ 2 +
L(k + 1)
2
− 1 and e <
n
2
+ 1 +
Lk
2
,
where we have used our definitions for M1(n) and M2(n).
If both players each take 1 on their first moves, we are back to the game where there are n stones, M1(n) +
Lk
2 − 1 ≤ d < M1(n) +
L(k+1)
2 − 1, and e < M2(n) +
Lk
2 , for which we know that W (n; d, e) = 1.
If Player 1 takes 1, but Player 2 takes L, both on their first moves, then
n
2
+
Lk
2
≤ d <
n
2
+
L(k + 1)
2
and e <
n
2
+
Lk
2
+ 1− L.
Note that there are n+ 1− L stones, so applying inductive hypothesis (11) yields
if
n
2
+
L(k − 1)
2
+ 1 ≤ d <
n
2
+
Lk
2
+ 1 and e <
n
2
+
Lk
2
, then W (n; d, e) = 1.
Note that in this case, Player 1 having more money and Player 2 having less money does not affect the
outcome. Comparing the two conditions yields the conclusion that Player 1 wins the game even if Player 2
takes L, which completes part of the induction.
If Player 1 takes 1, but Player 2 takes L+ 1, both on their first moves, then
n
2
+
Lk
2
≤ d <
n
2
+
L(k + 1)
2
and e <
n
2
+
L(k − 2)
2
.
Note that there are n− L stones, so applying inductive hypothesis (9) yields
if
n
2
+
L(k − 1)
2
− 1 ≤ d <
n
2
+
Lk
2
− 1 and e <
n
2
+
L(k − 1)
2
, then W (n; d, e) = 1.
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Note that in this case, Player 1 having more money and Player 2 having less money does not affect the
outcome. Comparing the two conditions yields the conclusion that Player 1 wins the game even if Player 2
takes L+ 1, which completes another part of the induction.
For n+ 2 stones, now let us examine what happens when
n
2
+ 2 +
Lk
2
− 1 ≤ d <
n
2
+ 2 +
L(k + 1)
2
− 1 and e ≥
n
2
+ 1 +
Lk
2
,
If both players take 1 on their first move, then it follows by the same reasoning as before that W (n; d, e) = 2.
By using the same reasoning, if Player 1 now takes L or L+1, Player 2 can choose to take the same amount,
so Player 2 also wins, completing another part of the induction.
For n+ 1 stones, now let us examine what happens when
n
2
+
Lk
2
+ 1 ≤ d <
n
2
+
L(k + 1)
2
+ 1 and e <
n
2
+
L(k + 1)
2
If both players take 1 on their first move, it follows that Player 1 wins by the same reasoning as before.
If Player 1 takes 1, but Player 2 takes L, both on their first moves, then
n
2
+
Lk
2
≤ d <
n
2
+
L(k + 1)
2
and e <
n
2
+
L(k − 1)
2
.
Note that there are n− L stones, so applying inductive hypothesis (9) yields
if
n
2
+
L(k − 1)
2
≤ d <
n
2
+
Lk
2
and e <
n
2
+
L(k − 1)
2
, then W (n; d, e) = 1.
Note that Player 1 having more money does not affect the outcome of the game in this case. Comparing the
two conditions yields the conclusion that Player 1 wins the game even if Player 2 takes L, which completes
another part of the induction.
If Player 1 takes 1, but Player 2 takes L+ 1, both on their first moves, then
n
2
+
Lk
2
≤ d <
n
2
+
L(k + 1)
2
and e <
n
2
+
L(k − 1)
2
− 1.
Note that there are n− L− 1 stones, so applying inductive hypothesis (11) yields
if
n
2
+
L(k − 1)
2
≤ d <
n
2
+
Lk
2
and e <
n
2
+
Lk
2
− 1, then W (n; d, e) = 1.
Note that Player 2 having less money does not affect the outcome of the game in this case. Comparing
the two conditions yields the conclusion that Player 1 wins the game even if Player 2 takes L + 1, which
completes another part of the induction.
For n+ 1 stones, now let us examine what happens when
n
2
+
Lk
2
+ 1 ≤ d <
n
2
+
L(k + 1)
2
+ 1 and e ≥
n
2
+
L(k + 1)
2
.
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If both players take 1 on their first move, then it follows that W (n; d, e) = 2.
If Player 1 now takes L or L+ 1, Player 2 can choose to take the same amount, and it follows that Player 2
also wins.
The ending subcases in the win conditions are trivial to prove, so we are done with our induction.
Theorem 6.7 (Staircase Theorem for {1, L, L+ 1}, L Odd). If A = {1, L, L+ 1}, L odd, we can determine
who wins using the following statements.
1. If n ≡ 0, 2, 4, · · · , 2k, · · · , L− 1, 3L+ 3, 3L+ 5, 3L+ 7, · · · , 3L+ 2k + 3, · · · , 4L (mod 4L+ 2) :
• If d < M1(n) +
L−1
2 , then W (n; d, e) = 2.
• If M1(n) +
L−1
2 ≤ d < M1(n) +
L−1
2 + L and e < M2(n) + L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 ≤ d < M1(n) +
L−1
2 + L and e ≥M2(n) + L, then W (n; d, e) = 2.
• If M1(n) +
L−1
2 + L ≤ d < M1(n) +
L−1
2 + 2L and e < M2(n) + 2L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 + L ≤ d < M1(n) +
L−1
2 + 2L and e ≥M2(n) + 2L, then W (n; d, e) = 2.
• If M1(n) +
L−1
2 + 2L ≤ d < M1(n) +
L−1
2 + 3L and e < M2(n) + 3L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 + 2L ≤ d < M1(n) +
L−1
2 + 3L and e ≥M2(n) + 3L, then W (n; d, e) = 2.
...
• If M1(n)+
L−1
2 +Lk ≤ d < M1(n)+
L−1
2 +L(k+1) and e < M2(n)+L(k+1), then W (n; d, e) = 1.
• If M1(n)+
L−1
2 +Lk ≤ d < M1(n)+
L−1
2 +L(k+1) and e ≥M2(n)+L(k+1), then W (n; d, e) = 2.
...
• If d ≥ U1(n)−
L−1
2 , then W (n; d, e) = 1.
2. If n ≡ 1, 3, 5, · · · , 2k + 1, · · · , L, 3L+ 4, 3L+ 6, · · · , 3L+ 2k + 4, · · · , 4L+ 1 (mod 4L+ 2) :
• If d < M1(n) + L and e < M2(n) +
L−1
2 , then W (n; d, e) = 1.
• If d < M1(n) + L and e ≥M2(n) +
L−1
2 , then W (n; d, e) = 2.
• If M1(n) + L ≤ d < M1(n) + 2L and e < M2(n) +
L−1
2 + L, then W (n; d, e) = 1.
• If M1(n) + L ≤ d < M1(n) + 2L and e ≥M2(n) +
L−1
2 + L, then W (n; d, e) = 2.
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• If M1(n) + 2L ≤ d < M1(n) + 3L and e < M2(n) +
L−1
2 + 2L, then W (n; d, e) = 1.
• If M1(n) + 2L ≤ d < M1(n) + 3L and e ≥M2(n) +
L−1
2 + 2L, then W (n; d, e) = 2.
...
• If M1(n) + Lk ≤ d < M1(n) + L(k + 1) and e < M2(n) +
L−1
2 + Lk, then W (n; d, e) = 1.
• If M1(n) + Lk ≤ d < M1(n) + L(k + 1) and e ≥M2(n) +
L−1
2 + Lk, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− L and e < U2(n)−
L−1
2 , then W (n; d, e) = 1.
• If d ≥ U1(n)− L and e ≥ U2(n)−
L−1
2 , then W (n; d, e) = 2.
3. If n ≡ L+ 1 (mod 4L+ 2) :
• If d < M1(n) +
L−1
2 , then W (n; d, e) = 2.
• If M1(n) +
L−1
2 ≤ d < M1(n) +
L−1
2 + L and e < M2(n) + L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 ≤ d < M1(n) +
L−1
2 + L and e ≥M2(n) + L, then W (n; d, e) = 2.
• If M1(n) +
L−1
2 + L ≤ d < M1(n) +
L−1
2 + 2L and e < M2(n) + 2L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 + L ≤ d < M1(n) +
L−1
2 + 2L and e ≥M2(n) + 2L, then W (n; d, e) = 2.
• If M1(n) +
L−1
2 + 2L ≤ d < M1(n) +
L−1
2 + 3L and e < M2(n) + 3L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 + 2L ≤ d < M1(n) +
L−1
2 + 3L and e ≥M2(n) + 3L, then W (n; d, e) = 2.
...
• If M1(n)+
L−1
2 +Lk ≤ d < M1(n)+
L−1
2 +L(k+1) and e < M2(n)+L(k+1), then W (n; d, e) = 1.
• If M1(n)+
L−1
2 +Lk ≤ d < M1(n)+
L−1
2 +L(k+1) and e ≥M2(n)+L(k+1), then W (n; d, e) = 2.
...
• If d ≥ U1(n)− L, then W (n; d, e) = 1.
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4. If n ≡ L+ 2, L+ 4, L+ 6, · · · , L+ 2k + 2, · · · , 3L (mod 4L+ 2) :
• If d < M1(n) + L and e < M2(n) +
L−1
2 , then W (n; d, e) = 1.
• If d < M1(n) + L and e ≥M2(n) +
L−1
2 , then W (n; d, e) = 2.
• If M1(n) + L ≤ d < M1(n) + 2L and e < M2(n) +
L−1
2 + L, then W (n; d, e) = 1.
• If M1(n) + L ≤ d < M1(n) + 2L and e ≥M2(n) +
L−1
2 + L, then W (n; d, e) = 2.
• If M1(n) + 2L ≤ d < M1(n) + 3L and e < M2(n) +
L−1
2 + 2L, then W (n; d, e) = 1.
• If M1(n) + 2L ≤ d < M1(n) + 3L and e ≥M2(n) +
L−1
2 + 2L, then W (n; d, e) = 2.
...
• If M1(n) + Lk ≤ d < M1(n) + L(k + 1) and e < M2(n) +
L−1
2 + Lk, then W (n; d, e) = 1.
• If M1(n) + Lk ≤ d < M1(n) + L(k + 1) and e ≥M2(n) +
L−1
2 + Lk, then W (n; d, e) = 2.
...
• If d ≥ U1(n)−
L−1
2 , then W (n; d, e) = 1.
5. If n ≡ L+ 3, L+ 5, · · · , L+ 2k + 1, · · · , 3L+ 1 (mod 4L+ 2) :
• If d < M1(n) +
L−1
2 , then W (n; d, e) = 2.
• If M1(n) +
L−1
2 ≤ d < M1(n) +
L−1
2 + L and e < M2(n) + L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 ≤ d < M1(n) +
L−1
2 + L and e ≥M2(n) + L, then W (n; d, e) = 2.
• If M1(n) +
L−1
2 + L ≤ d < M1(n) +
L−1
2 + 2L and e < M2(n) + 2L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 + L ≤ d < M1(n) +
L−1
2 + 2L and e ≥M2(n) + 2L, then W (n; d, e) = 2.
• If M1(n) +
L−1
2 + 2L ≤ d < M1(n) +
L−1
2 + 3L and e < M2(n) + 3L, then W (n; d, e) = 1.
• If M1(n) +
L−1
2 + 2L ≤ d < M1(n) +
L−1
2 + 3L and e ≥M2(n) + 3L, then W (n; d, e) = 2.
...
• If M1(n)+
L−1
2 +Lk ≤ d < M1(n)+
L−1
2 +L(k+1) and e < M2(n)+L(k+1), then W (n; d, e) = 1.
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• If M1(n)+
L−1
2 +Lk ≤ d < M1(n)+
L−1
2 +L(k+1) and e ≥M2(n)+L(k+1), then W (n; d, e) = 2.
...
• If d ≥ U1(n)− L and e < U2(n)−
L−1
2 , then W (n; d, e) = 1.
• If d ≥ U1(n)− L and e ≥ U2(n)−
L−1
2 , then W (n; d, e) = 2.
6. If n ≡ 3L+ 2 (mod 4L+ 2) :
• If d < M1(n) + L and e < M2(n) +
L−1
2 , then W (n; d, e) = 1.
• If d < M1(n) + L and e ≥M2(n) +
L−1
2 , then W (n; d, e) = 2.
• If M1(n) + L ≤ d < M1(n) + 2L and e < M2(n) +
L−1
2 + L, then W (n; d, e) = 1.
• If M1(n) + L ≤ d < M1(n) + 2L and e ≥M2(n) +
L−1
2 + L, then W (n; d, e) = 2.
• If M1(n) + 2L ≤ d < M1(n) + 3L and e < M2(n) +
L−1
2 + 2L, then W (n; d, e) = 1.
• If M1(n) + 2L ≤ d < M1(n) + 3L and e ≥M2(n) +
L−1
2 + 2L, then W (n; d, e) = 2.
...
• If M1(n) + Lk ≤ d < M1(n) + L(k + 1) and e < M2(n) +
L−1
2 + Lk, then W (n; d, e) = 1.
• If M1(n) + Lk ≤ d < M1(n) + L(k + 1) and e ≥M2(n) +
L−1
2 + Lk, then W (n; d, e) = 2.
...
• If d ≥ U1(n)− L, then W (n; d, e) = 1.
Proof. We employ the same argument as in the proof for {1, L, L+ 1}, L even. The details of the proof are
left as an exercise to the reader.
This proves all of our conjectured win conditions. We proceed with schematic diagrams of the middle
class win conditions in order to supplement our proofs.
Example 6.8. If we plot all lattice points (d, e) such that both players are middle class, and color them
either green or red, for when Player 1 or Player 2 wins, respectively, we obtain a ”staircase.”
Here is an example for when n = 43, and A = {1, 6} :
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From our win conditions for {1, L}, L even, we can verify that each ”step” on the staircase is L − 1 units
long and L− 1 units tall. In this case, observe that each ”step” is 5 units long and 5 units tall.
Here is an example for when n = 42, and A = {1, 3, 4} :
From our win conditions for {1, L, L+ 1}, L odd, we can verify that each ”step” on the staircase is L units
long and L units tall. In this case, observe that each ”step” is 3 units long and 3 units tall.
Here is an example for when n = 48, and A = {1, 4, 5} :
From our win conditions for {1, L, L+ 1}, L even, we can verify that each ”step” on the staircase is L2 units
long and L2 units tall. In this case, observe that each ”step” is 2 units long and 2 units tall.
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