Making better business decisions is often the key to gaining competitive advantage. An important factor in effective decision-making is the ability to access, understand, and utilise business information easily. In this paper, we propose a framework that focuses on integrating data analysis tools into the Web and providing hypermedia functionality to them, and supporting the development of hypermedia functionalities with Web usage mining techniques. In this framework, data analysis tools play the role of utilizing historical data to discover useful information and improve the process of business decisions. Augmenting data analysis tools with rich hypermedia functionality would streamline access to and provide rich navigational features around related information, while augmenting hypermedia facilities with Web usage mining would allow them to dynamically restructure the Web site to fit users' browsing needs based on past navigation history. We believe that the proposed framework should result in new ways to view and manage data analysis tools and help users easily browse Web sites.
Introduction
Making better business decisions is the key to gaining competitive advantage. The field of data analysis addresses the question of how best to use historical data to discover useful information and improve the process of business decisions. An important factor in effective decision-making is the ability to access, understand, and utilize business information easily. Prior research on data analysis, especially on data mining, has focused on applications in different domains (e.g. electronic commerce, science and engineering, health and medicine, and Web usage mining), data and result visualization, development of novel mining algorithms, efficiency and scalability issues in data mining, data preprocessing, integration of data analysis tools, distributed data mining, security and privacy issues, etc. However, little effort has been spent on taking full advantage of hypermedia functionality (i.e. a rich layer of links and other navigation, structuring, and annotating functionality) to help users easily access information.
Our overall intent is to propose a framework that emphasizes providing hypermedia functionality through the Web to data analysis tools not enhanced with hypermedia. The Web's standard interface, multimedia presentation, multiple platform support, pointand-click capability, server extensibility, and low-cost global access have made it a powerful and popular platform for information access. To embrace the many advantages of the Web, we propose to use it as the platform for integrating data analysis tools. However, the Web only provides simple hypermedia function-ality. We believe that augmenting data analysis tools with direct access and hypertext structuring, annotation and navigation functionality should result in new ways to: view and manage a data analysis tool's knowledge and processes conceptually; navigate among items of interest and task stages; enhance knowledge with comments and relationships; and target information displays to individual users and their tasks [8, 17] .
To integrate data analysis tools into the Web and provide hypermedia functionality to them with minimal changes, we propose to use mapping rules. Data analysis tools dynamically generate information to display and thus require some mapping mechanism to automatically map the generated content to hypertext constructs. This mapping mechanism generates useful links that give users direct access to the data analysis tools' primary functionality, gives access to metadata about system objects, guides users to browse information objects, and enables annotation and ad hoc links [16, 18] .
An important feature about the framework is the use of Web usage mining techniques to support the development of the hypermedia facilities. Web usage mining is the process of applying data mining techniques to Web data (e.g. Web server logs) in order to extract interesting usage patterns [22] . Augmenting hypermedia facilities with Web usage mining would allow them to dynamically restructure the Web site to fit users' browsing needs based on past navigation history instead of hypermedia functionalities being hard-coded over static content.
This paper contributes a framework that focuses on integrating data analysis tools into the Web and providing them with hypermedia functionality, whilst supporting the development of hypermedia functionalities with Web usage mining techniques. This should result in new ways to view and manage data analysis tools and help users browse Web sites.
In Section 2 we present a hypermedia-enabled and Web-based data analysis framework. Section 3 discusses various hypermedia functionalities and benefits of supplementing data analysis tools with hypermedia support. Section 4 discusses Web usage mining. In Section 5 we propose to merge the framework with XML standards. Section 6 presents a procedure for building mapping rules. Section 7 concludes with a larger view of our research.
A hypermedia-enabled and web-based data analysis framework
Our proposed framework emphasises the integration of the Web with data analysis tools, providing each tool with hypermedia functionality. A novel feature of the framework is the use of the hypermedia engine that contains mapping rules for automatically generating an extremely rich layer of links for accessing the data analysis tools' primary functionality and hypermedia functionalities such as navigation, structuring and annotation. Figure 1 sketches the framework with seven examples of data analysis tools. A major research issue concerns what functionality each component logically should provide. Note that while the actual framework will include some or all of this functionality, its architecture may physically implement the functionality in different modules than those shown here.
The framework identifies eight logical components: operational and external data, transformation tools, data warehouse and other databases, data analysis tools, pattern discovery, hypermedia engine, Web servers, and browsers.
In Figure 1 : (1) Operational data are raw data contained in operational and legacy systems of an organization. Data sources include flat files and nonrelational and relational databases. External data (e.g. industry average salaries) could be data on the Internet or collected by other organisations. (2) Transformation tools are in charge of extracting, consolidating, filtering, cleansing, converting, and aggregating data before loading it into the data warehouse. (3) A data warehouse is a 'subject-oriented, integrated, non-volatile and time-variant collection of data in support of management's decisions' [34] . An enterprise data warehouse is a database that contains enterprise-wide and cross-functional data extracted, transformed and loaded from operational or external data sources in support of data analysis and business decision-making. It contains detailed historical data recording business operations over a period of time that may range from a few months to many years. The data in the warehouse is not updated in real time, but refreshed periodically. Typically, an enterprise data warehouse is used for making tactical and strategic business decisions covering several subjects or business areas, such as customers, products, vendors, and sales. A data mart is a subset of corporate data that addresses a specific subject area or business function, and serves a specific business unit, department, or set of users. An example of a data mart is the maintaining of a particular department's sales information. A data 
Supplementing data analysis tools with hypermedia support
Hypermedia can be viewed as the science of relationship management -structuring, annotating and navigating information through relationships, i.e. links [10] . What benefit do users gain from providing data analysis tools with hypermedia support? Users may find it difficult to understand and take advantage of the myriad of inter-relationships in data analysis tools (data, metadata, analyzed results, and reports). Hypermedia helps by streamlining access to, and providing rich navigational features around related information, thereby increasing user comprehension of information and its context [9] . Hypermedia researchers have developed several hypermedia features to help users easily navigate information, and reduce cognitive overhead and disorientation (i.e. becoming 'lost in the hyperspace' [20] ). This support includes backtracking, history lists, paths, trails, guided tours, overview diagrams, structure-based queries, timestamps, footprints, fisheye views, annotations, bi-directional links, multi-destination ('n-ary') links, etc.
Bush introduced the idea of trails [13] or paths. A trail is a logical sequence of links through information spaces [9, 59] . They provide a context for browsing a series of related documents. Trails are usually implemented using graphic interface such as nodes, icons or cards. The trail allows detours from it. Unlike the trail, however, a guided tour prohibits detours.
Many hypermedia systems provide a content-based query facility that is a text string search based on keywords or phrases [9] . Unlike a content-based query, however, a structure-based query is based on node or link attributes [33, 40] .
Overview diagrams are graphical maps for providing a view of the relationships among interconnected nodes [9] . There are two levels of overview diagrams: global and local [49] . Global overview diagrams provide a coarse-grained picture of the hypermedia network and can also provide access to local overview diagrams. Local overview diagrams provide a finegrained picture of the local neighbourhood of a node. Overview diagrams should use checkmarks to serve as footprints to indicate both the current node and previously visited nodes [49, 50] .
The fisheye view is an alternative to overview diagrams. The fisheye view is a tree-like diagram that can show the hypermedia network in a balance of local detail and global context based on the degree of interest [29] . The fisheye view shows great detail for nodes that are important and close to the user's current node of interest and gradually diminishing amounts of detail for nodes that are progressively farther away [50] .
A bi-directional link allows users to initiate the link from both ends. The system should provide a mechanism to help a user find the source from the destination and then navigate backwards from destination to source. A multi-destination link connects one source and multiple destinations. One way to implement multi-destination links is to pop up a dialog box which lists available links that each lead to a different destination [60, 63] .
Backtracking is probably the most popular navigation facility, which allows users to go back to the previously visited node. Backtracking reduces cognitive overhead and disorientation in that users can always return from a detour or an incorrect browsing [9] . A history list shows all or some of the previously visited nodes and allows users go directly to any one of them. Most Web browsers have already provided backtracking and history list facilities.
An annotation (comment) facility allows users to add additional information to objects and exchange ideas [9] . Some major hypermedia systems provide an annotation facility: KMS [5] , Intermedia [14] , etc. Annotations are relationships declared by users instead of being inferred based on system structure. There are two types of annotations: public and private. A public annotation facility allows users to create comments and access them without any access control. Private annotations are only for individuals or groups who have the appropriate access permission.
The timestamp facility displays the time since the user last visited the node in the hypermedia network. The time information can help users recognise the information context since it relates it to their personal experience of how they browse the information spaces [49] .
Supplementing the hypermedia engine with Web usage mining techniques
Data mining techniques have been applied to Web data in order to extract interesting usage patterns [22] that can be used in Web personalization, providing automatic index pages and automatic tour guides, charting the footprints, predicting future HTTP requests, restructuring Web sites, building adaptive Web sites, etc. Web data include Web server logs, user registration data, etc. Web usage mining techniques have been used to discover association rules, clustering, classification, and sequential patterns [45, 58] . The discovered Web usage patterns can be used to support the development of hypermedia service components to help users easily access data analysis tools and navigate the Web site.
Association rules, first introduced in [2] , capture the relationships among items based on their patterns of co-occurrence across transactions in a market basket database. The Apriori [4] is the most popular algorithm for discovering association rules. In the context of Web usage mining, association rules refer to 'sets of pages that are assessed together with a support value exceeding some specified threshold' [58] . An association rule could be, for instance, 80% of users who accessed Web pages A and B also visited page C. Association rules can be used to improve navigation efficiency by pre-fetching Web pages for the users [43] . Mobasher et al. [45] have applied association rule and cluster mining techniques to discover aggregate user profiles represented by a set of Uniform Resource Identifiers (URIs), for the purpose of automatic Web personalization. Lin et al. [41] used association rule mining as an underlying technology for collaborative recommendation systems that allow personalized recommendations of items of potential interest to users based on similarities and dissimilarities among different users' tastes. Cho et al. [19] suggested a methodology for personalized recommendations in an ecommerce environment. The suggested methodology is based on a variety of data mining techniques such as decision tree induction, association rule mining and product taxonomy.
Clustering is a technique to group together a set of items having similar characteristics. Cooley et al. [22] identified two types of cluster: user clusters and page clusters. Clustering of users tends to establish groups of users exhibiting similar browsing behaviour, which can be used to provide personalized Web content to users [58] . Clustering of pages can discover groups of pages having related contents, which can be used to create permanent or dynamic Web pages that suggest related links to a user based on the user's query or past history of browsing behaviour [58] . Shahabi et al. [56] and Yan et al. [62] proposed clustering of user sessions to predict future user behaviour. Nasraoui et al. [48] used a relational competitive fuzzy clustering algorithm to mine session profiles of users from Web server access logs, for the purpose of Web personalization. Perkowitz and Etzioni [52] applied a novel statistical cluster-mining technique [51] to Web server logs to produce candidate clusters, which were then dynamically converted into Web index pages containing a link to each page in the cluster. Mobasher et al. [46] presented two effective techniques, based on clustering of user transactions and clustering of page views to discover overlapping aggregate profiles that can be effectively used by recommender systems for real-time Web personalization. Runkler and Bezdek [55] applied the relational alternating cluster estimation (RACE) technique to Web logs to extract typical Web page sequences that reflect particular user interests.
Classification is the task of mapping a data item into one of several pre-defined classes [27] . In the context of Web usage mining, classification focuses on developing a profile for users who access particular Web pages based on their demographic information or access patterns [21] . A classification could be, for instance, 35% of consumers who placed an on-line order in personal computers were in the 20-25 age group and were students. Machine learning algorithms or statistics methods that can be applied to mining classification rules include neural networks [54] , decision trees [53] , instance-based learning algorithms [6, 39] , naive Bayesian classifiers [38] , k-nearest neighbour [28] , regression, or time series forecasting. Ypma and Heskes [65] applied a mixture of hidden Markov models (HMMs) to Web logs in order to model click streams of Web surfers for classification of Web pages and user clustering. Joshi et al. [35] used unsupervised classification and fuzzy clustering methods to analyse the semi-structured data stored in access logs, for the purpose of Web personalization. Kim et al. [37] proposed a genetic algorithm-based multiple classifier combination method and applied it to the customer's purchase behaviour prediction.
The technique of sequential pattern discovery attempts to find inter-session patterns such that the presence of a set of items is followed by another item in a time-ordered set of sessions or episodes [58, 22] . The sequential pattern-mining problem was first introduced in [3] , in which three algorithms (AprioriAll, AprioriSome, and DynamicSome) were presented. Other algorithms for mining sequential patterns include GSP (Generalized Sequential Patterns) [57] , PSP [42] , and SPADE (Sequential Pattern Discovery using Equivalence Classes) [66] . The PSP (Prefix-tree for Sequential Pattern) algorithm was integrated into the WebTool system [43] for mining either association rules or sequential patters, which can be used to dynamically customise the hypertext organization and generate navigational hints. Chen et al. [15] proposed a maximal forward (MF) reference algorithm to convert Web log data into a set of references without backward references (i.e. maximal forward references), which were then used to determine frequent traversal pattern (i.e. large reference sequences) by using full-scan (FS) and selective-scan (SS) algorithms. Mobasher et al. [47] applied the general sequential patterns technique to Web personalization and the contiguous sequential patterns (e.g. frequent navigational paths) technique to Web pre-fetching. 
Merging the framework with XML standards
XML is becoming increasingly popular for interchanging and publishing documents and has been advocated by the hypermedia and Web research communities for implementing hypertext linking. We shall explore merging the framework with newly emerging Web standards for meta-language, hypermedia linking and stylesheets: XML, XLink, Xpointer, and XSL.
A major challenge in the hypermedia engine implementations of our framework is the integration of independent data analysis tools to create a complete solution. One of the obstacles to integration has been the lack of standards to enable interoperability across various data analysis tools. eXtensible Markup Language (XML) provides a possible solution to this problem.
There are three worldwide and text-based mark-up languages for interchanging and publishing documents in a standard and open format: Standard Generalised Mark-up Language (SGML), XML, and HTML. SGML and XML are well-accepted and standard metalanguages for describing mark-up languages. SGML allows the development of custom and domain-specific document formats through Document Type Definitions (DTDs). A DTD is a set of rules defining the logical sequence of elements within an SGML or XML document and specifying the allowed content and attributes of each element. However, SGML is too complicated for most Web use due to its overwhelming number of options and customization features [11, 23] . XML is a subset meta-language of SGML designed specifically to enable generic SGML to be served, received, and processed on the Web in the way that is now possible with HTML [12] . HTML is a mark-up language and is therefore called an 'SGML application', as opposed to a meta-language. HTML is for marking up document elements, but not for semantic metadata. Metadata provides information about the data and the elements within a document, helpful in conveying the meaning and attributes about each in a machine-readable format. HTML only supports a fixed and limited tagset that conveys display information about elements [61] , such as making them boldface. The extensibility and flexibility of XML enable it to integrate information from disparate sources and heterogeneous systems. When integrating multiple tools, XML is recognised as a significant potential approach for defining interchange format for exchanging information across multiple data analysis tools. XML Linking Language (XLink) is a powerful and compact specification for the use of links in XML documents. XLink allows elements to be inserted into XML documents in order to create and describe links between resources. A resource is any addressable unit of information or service (e.g. files, images, documents, programs, and query results). XLink provides a framework for creating unidirectional, bi-directional and multi-destination links (links associating more than two resources), associating metadata with a link, and expressing external links (links residing in a location separate from the linked resources) [26] . XLink offers two types of link: simple and extended links. A simple link associates a local starting resource with a remote ending resource, with an arc going from the former to the latter. HTML-style <A> links fall into this category. A local resource is an XML element that resides within the same physical document of the link, while a remote resource is an XML element that resides within a different document of the link and is referred to with a Uniform Resource Identifier (URI) address. An arc specifies the direction for following a link. An extended link is a link that contains an arbitrary number of local or remote resources and a set of arcs. A unidirectional link allows users to initiate the link from the starting resource. XLink allows links to be in-line or out-ofline. An in-line link resides within one of the resources it joins, whereas an out-of-line link does not reside in any of the resources that it joins. XLink supports link databases (linkbases), which are XML documents that contain collections of out-of-line extended links. Linkbases allow users to create a link that emanates from a resource to which they have no write access, or from a resource that offers no way to embed linking constructs.
XML Pointer Language (XPointer) Framework is intended to be used as a basis for fragment identifiers for any resource whose Internet media type is one of text/xml, application/xml, text/xml-external-parsedentity, or application/xml-external-parsed-entity [31] . XPointer Framework works with three additional schemes: XPointer element() scheme for basic addressing of XML elements [32] , XPointer xmlns() scheme for correct interpretation of namespace prefixes in pointers [24] , and XPointer xpointer() scheme for addressing portions of XML documents [25] .
Extensible Stylesheet Language (XSL) is a language for expressing stylesheets. An XSL stylesheet is a file that specifies the presentation of a class of XML documents by describing how an instance of the class is transformed into an XML document that uses the formatting vocabulary [1] . XSL consists of three parts: Extensible Stylesheet Language Transformations Hypermedia-enabled and web-based data analysis framework (XSLT) [36] , XML Path Language (XPath) [7] , and XML Formatting Objects [1] . XSLT is a language for transforming XML documents into simple text, the legacy HTML vocabulary, or XML documents using any other vocabulary. Xpath is an expression language for addressing parts of an XML document, which is designed to be used by XSLT and XPointer. XSL Formatting Objects is an XML vocabulary for specifying formatting semantics.
Major browsers provide no or limited support for XLink and XPointer. Internet Explorer 6.0 does not provide native support for XLink and XPointer at all. Mozilla and Navigator 6.2 only support simple links. Once major browsers that provide full support for XLink and XPointer are available, it will be easier for the hypermedia engine to implement advanced linking functionality.
Building mapping rules
Mapping rules are a set of if-then rules that determine what actions to perform based on parameters (e.g. system type and object ID) and then call procedures to do the job. The mapping rules would reside in and be invoked by data analysis mapping components within the hypermedia engine. When providing large data analysis tools with hypermedia support, a facility that automatically creates useful links from dynamically generated information would be helpful. Mapping rules convert dynamically generated information to hypermedia constructs (nodes, links, and anchors). Mapping rules create useful links that enable users to view and manage objects that are accessed, handled, and generated by data analysis tools, and enable users to access hypermedia functionality such as annotation, index, and guided tours. This paper extends the procedures for building mapping rules described in our earlier work [17] by considering Web usage mining, and divides them into twelve steps.
Step 1. Identify users. Data analysis tools converting to Web interfaces might have a much broader range of users than systems without interfaces. Knowing the audience of a system helps the developer broadly determine the entire range of important objects, metadata, commands, and relationships. For example, when using an OLAP server in our architecture, the CEO of a car manufacturer might want to browse the sales of each car type in the last six quarters, perform sales forecasting, add or retrieve comments, search a specific report, etc. User analysis will help the developer focus on specific areas during the following steps.
Step 2. Analyse tasks. This step determines which tasks users will need to perform within data analysis tools; then the system developer can identify system objects, commands performed on objects, their metadata, and relationships among those associated with the tasks. This step also analyses which functionalities of the data analysis tool are appropriate for a Web interface. To integrate with multiple systems, the developer should also identify and understand the tasks that users will want to perform among systems. Task analysis provides a basis for the next three steps.
Step 3. Identify objects. Objects needing to be identified include all items displayed in Web pages (graphs, labels, data value, etc.), as well as objects making up the system's internal structure. In an OLAP system, objects of the internal structure include cubes, dimension tables, fact tables, attributes, measures and entries. Note that the developer identifies the types of object and not individual instances.
Step 4. Identify metadata. Metadata is data about data. In data warehousing, metadata refers to definitions of data warehouse objects, such as tables, columns, queries, reports, business rules, or transformation algorithms [30] . Metadata can serve either as blueprint to the technical aspects of the warehouse or as a roadmap to assist users in navigating the data mart and warehouse, and locating useful information within them by using meaningful business terms. A good set of metadata helps business users use a data warehouse and data analysis tool effectively, which creates the potential for faster and better decision-making. System developers must identify what metadata is helpful for users wishing to locate useful information, and then build mapping rules to access it.
Step 5. Identify relationships among system objects. Identifying explicit and implicit relationships for system objects forces developers to consider what information is of interest to users and then build mapping rules to access it. Sometimes meaningful relationships cannot be accessed directly, so developers have to declare relationships and store them in the relationship database.
Yoo and Bieber [64] identify the several types of relationship for system objects. Each gives the user easy access to some aspect(s) of an object: . Configuration/Aggregation relationship: connects a part to other parts or to a whole functionally or structurally. . Membership/Grouping relationship: connects a member of a collection to other members or to a whole collection. Step 6. Identify possible algorithms for mining relationships. Machine learning techniques and statistical methods have been widely used in finding data patterns, relationships and trends. We propose to use those techniques or methods to discover information patterns or relationships identified in step 5. This step is to choose or develop appropriate algorithms and then use them to build mapping rules that automatically map the content generated by data analysis tools to hypertext constructs (nodes: documents and screens; links: commands and relationships; link markers: for selecting links).
Step 7. Identify commands. Commands underlying the <A> tags give users direct access to the primary functionality of data analysis tools, various metadata, relationships of objects, or navigational facilities. After identifying the implementation commands, we can then build mapping rules. The displayed labels for each command may be different from actual system commands. The hypermedia engine should pass the actual system commands to its data analysis tool. For example, in the context of an OLAP data cube for car sales, commands for accessing information about sales of a particular car and a particular year might include viewing sales chart, sales forecasting, guided tours, search, adding comments, viewing comments, drilling down, etc.
Step 8. Build command, annotation, and relationship databases. Developers have to create a command database that stores commands for accessing the primary functionality of data analysis tools, various relationships of information objects, metadata, and hypermedia facilities. Developers also have to create an annotation database that stores user-created comments, and a relationship database that stores relationships that cannot be accessed directly from data analysis tools and developer-created metadata about objects.
Step 9. Identify possible hypermedia facilities. Developers need to decide which hypermedia facilities the system should provide for users to browse Web pages or contents generated by data analysis tools based on the anticipated user characteristics, the way that users perform tasks with the systems, the features of data analysis tools, available Web usage mining techniques, and available Web technologies.
Step 10. Identify Web usage patterns. After identifying hypermedia facilities, developers should decide whether Web usage mining techniques could be used to discover patterns to support the development of hypermedia service components. Developers must also decide whether to develop new mining algorithms or apply existing ones to Web logs to identify interesting usage patterns and then build hypermedia service components to make use of those usage patterns.
Step 11. Design user interface. This step is used to decide how to present hypermedia and other integration services in a useful and intuitive way. Developers should decide how to design the layout of information objects. Developers must also decide what kind of interface is appropriate for listing functions of data analysis tools: tree-like structures or pull-down menus? And what kind of interface is appropriate for listing the commands of data analysis tools: frame or pop-up dialog box (window)?
Step 12. Build mapping rules. The main purpose of mapping rules is to identify useful elements and create links for them. The rules reside in and become invoked by data analysis mapping components within the hypermedia engine. We identify three types of links: command, navigational, and object. Command links are for operating on objects of data analysis tools. Navigational links contain commands for invoking hypermedia facilities (see Figure 2) . Object links represent system objects (see Figure 3) . We explain each by using an OLAP system as the target data analysis tool.
Hypermedia-enabled and web-based data analysis framework
Command and navigational links. When a user selects a link representing an object of a specific data analysis tool (e.g. OLAP), mapping rules residing in the data analysis component retrieve commands for operating upon the selected object and commands for providing hypermedia functionality based on the system name and object type. For this process, mapping rules should provide the following functions: . Search the command database for commands accessing various relationships and hypermedia facilities on the selected system object. . Map commands to actual program names and then to links. . Form an HTML document that includes mapped links and sends the document to the Web server for display. For example, when a user selects an object link representing a car type, mapping rules will execute these functions and create the following HTML document (see Figure 2) . In reality, the system would present all commands (or a filtered subset).
Here Figure 3 shows a simplified example in which the command accesses a structural relationship. Mapping rules will execute the five aforementioned functions and send the HTML document to the Web server for display.
Note that the link anchor does not contain a type attribute for specifying the command type. We call this type of link anchor an 'object link anchor' since it represents a system object displayed in the Web page. When a user selects an object link, the 'OLAP.asp' application within the link anchor will be invoked to retrieve available commands for operating on the selected object.
Conclusion
The constantly increasing volume of data collected from different sources, both internal and external to an enterprise, is creating difficulties in taking advantage of all available information. An integrated approach to discover useful information, organise the layout of the information, and assist user navigation is therefore particularly important. In this paper, we propose a framework that makes extensive use of the Web, hypermedia, Web usage mining, data warehousing, data analysis and XML technologies. We believe that the framework should result in new ways to access, understand and utilise business information and metadata and thus leading to improvement of the quality of business decisions.
The framework has four important features. First, to embrace the many advantages of the Web, we propose to use it as the platform for integrating data analysis tools. The ease and availability of the Web would facilitate access to the information discovered by data analysis tools. Second, we propose to augment data analysis tools with direct access and hypertext structuring, annotation and navigation functionality. It should result in new ways to: view and manage a data analysis tool's knowledge and processes conceptually; navigate among items of interest and task stages; enhance knowledge with comments and relationships; and target information displays to individual users and their tasks. Third, we suggest using Web usage mining techniques to support the development of the hypermedia facilities. It would allow hypermedia facilities to dynamically restructure the Web site to fit users' browsing needs and assist user navigation based on past navigation history. The final feature is the use of dynamic relationship mapping to integrate data analysis tools into the Web and add additional hypermedia links to them. This will facilitate adding useful hypermedia functionality to Web-based data analysis applications.
We believe that integrating hypermedia-supported data analysis tools and Web usage mining on the Web should constitute a major thrust for data analysis (business intelligence) research. It will go a long way toward making complex data warehouses and their data analysis tools more accessible and understandable. Technologies in the area of data analysis, hypermedia, Web mining and XML could build on this framework, allowing it to achieve its full business potential. We hope this paper will call people's attention to this opportunity.
