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The acoustic environment contains biologically relevant information on timescales from microseconds to tens of seconds. The auditory
brainstem nuclei process this temporal information through parallel pathways that originate in the cochlear nucleus from different
classes of cells. Although the roles of ion channels and excitatory synapses in temporal processing have been well studied, the contribu-
tion of inhibition is less well understood. Here, we show in CBA/CaJ mice that the two major projection neurons of the ventral cochlear
nucleus, the bushy and T-stellate cells, receive glycinergic inhibition with different synaptic conductance time courses. Bushy cells, which
provide precisely timed spike trains used in sound localization and pitch identification, receive slow inhibitory inputs. In contrast,
T-stellate cells, which encode slower envelope information, receive inhibition that is eightfold faster. Both types of inhibition improved
the precision of spike timing but engage different cellular mechanisms and operate on different timescales. Computer models reveal that
slow IPSCs in bushy cells can improve spike timing on the scale of tens of microseconds. Although fast and slow IPSCs in T-stellate cells
improve spike timing on the scale of milliseconds, only fast IPSCs can enhance the detection of narrowband acoustic signals in a complex
background. Our results suggest that target-specific IPSC kinetics are critical for the segregated parallel processing of temporal informa-
tion from the sensory environment.
Introduction
The sensory environment contains multiple streams of informa-
tion that must be efficiently processed and categorized by the
CNS. Temporal information in particular is not represented on
the sensory surface directly and must be processed by central
mechanisms. Parallel central pathways often handle different as-
pects of temporal information. In the auditory system, acoustic
information spans an extremely wide range of timescales, from
microseconds to tens of seconds (Joris et al., 1994; Ulanovsky et
al., 2004). The parallelization of auditory information processing
begins with the segregation of synaptic connections from the
auditory nerve (AN) onto the projection neurons in the cochlear
nucleus (CN) (Cant and Benson, 2003).
Two cell classes, the bushy and T-stellate cells of the ventral
CN (VCN), are the origins of major afferent fiber tracts innervat-
ing higher auditory structures. Bushy cells encode precise tempo-
ral information that can be used for azimuthal sound localization
(Joris and Yin, 2007) and pitch identification (Shofner, 2008) and
can fire spikes that report the phase of sound waves with a preci-
sion of tens of microseconds (Joris et al., 1994). In contrast,
T-stellate cells discard such fine structure and instead encode
slower temporal features, such as the sound envelope, on a milli-
second timescale (Rhode and Greenberg, 1994; Wang and Sachs,
1994). Envelope cues are used for grouping sounds across fre-
quency channels (Wang and Sachs, 1994, 1995; Elhilali et al.,
2009) and are important in processing speech (Shannon et al.,
1995; Swaminathan and Heinz, 2012). A constellation of mecha-
nisms differentiates bushy and T-stellate cells, including the sizes
and convergence of their excitatory synapses from the AN
(Spirou et al., 2005; Cao and Oertel, 2010) and their intrinsic
excitability and ion channel expression (Oertel, 1983; Rothman
and Manis, 2003a). However, little is known about the role that
inhibitory inputs play in these two cell types. Bushy and T-stellate
cells both receive extensive glycinergic inhibition (Altschuler et
al., 1986; Caspary et al., 1994; Gai and Carney, 2008) from two
sources, the narrowly tuned tuberculoventral (TBV) cells of the
dorsal CN (DCN) (Wickesberg and Oertel, 1990; Saint Marie et
al., 1991) and the broadly tuned D-stellate cells of the VCN
(Smith and Rhode, 1989; Arnott et al., 2004) (see Fig. 1A). Indi-
rect evidence suggested that glycinergic inhibition to bushy and
T-stellate cells could have different time courses (Harty and Ma-
nis, 1996), raising questions about the contribution of IPSC ki-
netics to differential neural processing in these two cell types.
We found that bushy and T-stellate cells receive inhibition
with target-specific IPSC kinetics that support temporal process-
ing on different timescales. Surprisingly, we found that the finely
tuned temporal processing of bushy cells is improved by a slow
glycinergic inhibition that limits spike initiation to the strongest
and fastest excitatory inputs. In contrast, the slower temporal
processing of T-stellate cells uses exceptionally fast glycinergic
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inhibition to transiently terminate poorly timed firing. We then
used computer models to show how the time courses of inhibi-
tion play essential roles in different aspects of temporal process-
ing in both cell types. We conclude that the time course of
inhibition plays a crucial role in the analysis of the temporal
information in acoustic signals.
Materials and Methods
All experiments were performed in accordance with protocols approved
by the Institutional Animal Care and Use Committee at the University of
North Carolina at Chapel Hill.
Brain slice preparation
Parasagittal brain slices (350 m in thickness) containing all three re-
gions of the CN [anteroventral CN (AVCN), posteroventral CN
(PVCN), and DCN] were prepared from CBA/CaJ mice of either sex
(aged postnatal days 29 –39). Mice were anesthetized with a mixture of
ketamine (80 mg/kg) and xylazine (8 mg/kg) and decapitated, and the
brainstem was removed and immediately immersed into artificial CSF
(ACSF), which was prewarmed to 34°C and bubbled with 5% CO2 and
95% O2. The ACSF contained the following (in mM): 122 NaCl, 3 KCl,
1.25 NaH2PO4, 25 NaHCO3, 20 glucose, 3 myo-inositol, 2 sodium pyru-
vate, 0.4 ascorbic acid, 2.5 CaCl2, and 1.5 MgSO4. The brainstem was
divided at the midline, each side was trimmed to a small block, and
parasagittal slices were cut with a Vibratome 1000 (Technical Products).
Slices were incubated in ACSF at 34°C for 30 min before they were trans-
ferred to a temperature-controlled (34°C) submersion chamber on
fixed-stage microscope (FS2; Carl Zeiss) for electrophysiological record-
ings. ACSF constantly flowed through the chamber at 3 ml/min during
the recording session. Cells were visualized with 40 water-immersion
objective.
Electrophysiological recordings
Standard whole-cell patch-clamp recording techniques were used in the
experiments. Patch pipettes were pulled from borosilicate glass (KG-33;
King Precision Glass) with a Sutter P2000 puller (Sutter Instruments).
Voltage-clamp recordings were made with Cs-based internal solution
containing the following (in mM): 105 CsMetSO3, 35 CsCl, 5 EGTA, 10
HEPES, 4 magnesium ATP, 0.3 Tris-GTP, 10 Tris-phosphocreatine, and
3 QX-314, pH set to 7.2 with CsOH. Whole-cell access resistance was
15 M and was compensated 75% online. Cells were held at 70 mV
for all voltage-clamp recordings. For current-clamp recordings, the
potassium-based internal solution contained the following (in mM):
126 K -gluconate, 6 KCl, 2 NaCl, 10 HEPES, 0.2 EGTA, 4 magnesium
ATP, 0.3 Tris-GTP, and 10 Tris-phosphocreatine, pH set to 7.2 with
KOH. The concentrations of drugs used were as follows: 50 M APV,
5 M CNQX, 10 M SR95531 [2-(3-carboxypropyl)-3-amino-6-(4-
methoxyphenyl)pyridazinium bromide], 0.5 M TTX, and 0.5 M
strychnine (2 M strychnine for EPSC data in Fig. 3A only). SR95531
and/or TTX were only applied in some spontaneous IPSC (sIPSC)
recordings. All recordings were made with a Multiclamp 700B ampli-
fier (Molecular Devices) under control of custom-written program in
MATLAB (MathWorks).
A 75-m-diameter concentric stimulating electrode (FHC) was
placed on the AN root to evoke both excitatory and inhibitory responses
in both bushy and T-stellate cells. To generate inhibition without con-
taminating AN excitation and to obtain more reliable inhibitory re-
sponses, in some experiments, an additional stimulating electrode was
placed in the DCN. The DCN stimuli were delayed by 2 ms relative to AN
stimuli. The duration of each electrical stimulus was 100 s, and its
strength was adjusted to 1.1–1.4 times the threshold.
Cell identification
Alexa Fluor 488 (Invitrogen) was added in the internal solution to visu-
alize the cellular morphology online. Bushy cells have short dendrites
that are heavily branched, whereas T-stellate cells have long and smooth
dendrites that are less branched and orient on a plane that parallels the
isofrequency sheets formed by the fascicles of AN fibers. When a K -
gluconate-based internal was used, the cell type was also confirmed by
examining the firing patterns to depolarizing current pulses. Bushy cells
fire phasically to positive current injections, whereas T-stellate cells fire
regular trains of action potentials (see Fig. 1C,D) (Wu and Oertel, 1984).
D-Stellate cells were identified morphologically by their long smooth
dendrites that cross the fascicles of AN fibers, as well as by their regular
firing pattern and the fast and prominent sag produced by Ih in response
to hyperpolarizing pulses (Fujino and Oertel, 2001). They were excluded
from this study.
Data analyses
sIPSCs were detected and measured with a custom program in MATLAB
using a scaled-template method (Clements and Bekkers, 1997). The de-
cay phase of the averaged sIPSCs was fit with a single-exponential (for
T-stellate cells) or a double-exponential (for bushy cells) function with
Igor Pro (Wavemetrics). EPSCs were best fit with either single- or
double-exponential function. The weighted decay time constant of PSCs
with double-exponential fitting were calculated as follows: w  fast 
Afast  slow  Aslow, where Afast and Aslow are the normalized amplitude
of each component and Afast  Aslow  1. Peak-scaled nonstationary
noise analysis (Traynelis et al., 1993) for sIPSCs was performed with
MiniAnalysis Program (Synaptosoft). For this analysis, sIPSC traces were
first digitally low-pass filtered at 3 kHz. Candidate events were detected
automatically using fixed threshold and then manually curated to re-
move contaminating overlapping events and events arising from false
triggering by noise. The analysis was only performed in cells with at least
150 events (average of 455  83 events, n  18). For current-clamp
recordings, the spike timing was measured as the latency from the onset
of the stimulation to the peak of each spike. The membrane time constant
was estimated by fitting hyperpolarizing traces driven by small negative
current injections from onset to the negative peak with exponential
curves. Input resistance was calculated from the slope of the current–
voltage relationship for small hyperpolarizing currents.
Computational models
To test hypotheses about the functional significance of glycine receptor
kinetics in the different classes of VCN neurons, we constructed two
computational models. Although both models included the detailed bio-
physics of ion channels expressed in the VCN neurons, they differed in
their purpose and overall design.
Overview of model 1. The first model was designed specifically to help
understand the experimentally observed relationship, shown in Figures 5
and 6, between the time course of inhibition and the precision of spike
timing in the bushy and stellate cells. This model is modified from a
previous model (Spirou et al., 2005). The model consisted of several
sequential stages.
(1) Spikes are triggered in the presynaptic axon, represented by a
Hodgkin–Huxley model (adjusted to a temperature of 37°C assuming
a Q10 of 3.0), by direct current injection. For comparison with exper-
imental data, trains of 50 stimulus pulses were delivered at either 100
or 400 Hz.
(2) Each action potential produces a state change in the equations
describing synaptic facilitation and depression (Dittman et al., 2000) and
thus determines the probability of transmitter release at any given mo-
ment. To estimate the parameters for the synapses in the VCN, the rapid,
non-summating portion of EPSC or IPSC amplitudes for 50, 100, 200,
and 400 Hz stimulus trains and recovery times were measured for indi-
vidual cells (see Fig. 8A1,A2,C1,C2) and were fit against this kinetic
scheme. The full dataset for each cell, representing responses to different
frequencies and the recovery time courses, were all fit at one time
(MATLAB function fmincon). Receptor desensitization was not included
in this step, because it was modeled as part of the postsynaptic receptor
mechanism. The fitting parameters were averaged from fits to individual
cells and were applied uniformly to all synapses associated with a given
parent terminal. The fit parameters are shown in Table 1 for each cell type
and synaptic input.
(3) Multiple steps in the synaptic release process are stochastic
(Ribrault et al., 2011). Thus, at each synapse within the terminal, the
instantaneous release probability calculated from step 2 is compared with
a uniform random number draw to determine whether or not release
occurs in response to an action potential.
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(4) Individual quanta are not released synchronously at the end bulb of
Held (Isaacson and Walmsley, 1995). Given that the end bulb terminal
has multiple synaptic sites, asynchrony of release could influence the
timing of action potential initiation on a timescale of tens of microsec-
onds and thus could be an important factor in the spike timing precision
of bushy cells. Thus, we incorporated a release latency distribution esti-
mated from Isaacson and Walmsley (1995), their Figure 5D (extracted
with Igor Pro, version 6.22). The data points were fit to a log-normal
distribution, P	t
  1t2 e	Int
222 , with   0.050 ms at the begin-
ning of the trains, and increasing with an exponential time course ( 
35.9 ms) to 0.10 ms at the end of a 50 pulse train. The mean release
latency, , also increased, from 0.844 to 0.949 ms across the same trains,
with a time constant of 21.6 ms at 400 Hz. Thus, an asymptotic exponen-
tial latency shift of 100 s was also included in the model. Although the
simulations of end bulb of Held input to bushy cells include this stochas-
tic release mechanism, subsequent analysis showed that neither the vari-
able release latency nor a variable release amplitude was necessary to
observe the main effect of inhibition in the bushy cells. The stellate cell
models did not include variable release latency.
(5) Each release event generates a single brief transient of transmitter
in the model. Because the time course of the transmitter concentration is
not easily measured experimentally, it was estimated from a stepwise
curve-fitting process. First, an approximate time course of the transmit-
ter concentration was determined by fitting the observed EPSC or IPSC
time course to a rectangular pulse of transmitter, using the postsynaptic
receptor kinetic models described below. The rectangular pulse was then
replaced with a smooth function (Eq. 1), and the model was fit against the
EPSC or IPSC time course while allowing the transmitter time course,
but not the amplitude or receptor kinetics, to vary. In a final step, the
synaptic current time course was fit against averaged data with the addi-
tional free parameters in the receptor models, as described below.
[Glu]	t
  A  1.0  et	tg/3
  et/g, (1)
For EPSCs, the time course of glutamate in the cleft was represented by
Equation 1, where g determines the kinetics of the glutamate pulse, and
A is the peak transmitter concentration (in millimolar). For IPSCs, we
represented the time course of the glycine concentration in the synaptic




with kv  531 ms
1, ku  4.17 ms
1, and Xmax  0.731 mM for stellate
cells. For bushy cells, kv  4  10
9 ms 1, ku  4.46 ms
1, and Xmax 
0.737 mM (Xmax is a scaling term for the cleft transmitter concentration).
Consistent with the role of the glycine transporters GLYT1 and GLYT2 in
retrieving glycine from the cleft (Betz et al., 2006), the uptake term is
absorbing. The kinetic model is driven with [Gly]vesicle as a Dirac (instan-
taneous) pulse for each release event. The resulting time courses are
shown in Figure 8, B2 and D2 (bottom traces in each panel). Although
these are plausible representations for the transmitter concentration time
course in the cleft, they are neither directly experimentally constrained,
nor are they entirely independent of the receptor model. Nonetheless, the
resulting model postsynaptic currents accurately reflect the time course
of measured EPSCs and IPSCs in the target cells. To mimic the variability
of quantal size, the concentration of transmitter associated with each
release event was chosen from a Gaussian distribution with a mean esti-
mated from the fitting above, and a coefficient of variation of 0.3.
(6) The transmitter pulse then drives kinetic state models of the post-
synaptic receptors. For EPSCs, a detailed state model of AMPA receptors
postsynaptic to AN terminals on bushy neurons of the nucleus magno-
cellularis of the chicken (Raman and Trussell, 1992) was adapted for this
study. These neurons are homologous to mammalian bushy cells, and
they have very similar synaptic conductances (Gardner et al., 2001). The
time course of the receptor model was adjusted to match that of mouse
bushy cells, by allowing the opening and closing rates, Ro1, Ro2, Rc1, and
Rc2, of the model to vary [see Table 2; all other parameters remained as
described (Raman and Trussell, 1992)], with an assumed Q10 of 1.5
(Spirou et al., 2005). To prevent the model parameters from falling into
local minima caused by noise, the model was fit against an empirical
equation that describes the time course of averaged EPSCs measured in
bushy and stellate cells:
I	t
  IDC  A  	1  e
t/r
n  F  et/f  	1  F

 et/S (3)
where r is the time constant for the rising exponential, n represents
ligand binding cooperativity (for the simulations run here, n  2), f is
the fast decay time constant for the EPSC, s is the slow decay time
constant, F determines the fraction of fast versus slow decay, and A is the
amplitude of the EPSC. The parameters of these EPSC kinetic fits to
Equation 3 are given in Table 3. The peak open conductance of the
receptors in this model varies with the “cleft” glutamate concentration
and was 5% of the total conductance of the available channels with 1–3
mM glutamate.
AN synapses in the mouse also have NMDA receptors (Cao and Oertel,
2010). NMDA receptors were represented by a state model (Kampa et al.,
2004), with the desensitization kinetic parameters Rd1 set to 0.1 ms
1
and Rd2 set to 10
4 ms 1. The rate constants in the model were originally
measured at 23°C, so each rate constant was scaled assuming a Q10 of 2.0
(Korinek et al., 2010). These receptors were driven by the same glutamate
transients as the AMPA receptors. Based on data from CBA P17 bushy
Table 1. Synaptic dynamics
Parameter Bushy EPSC Stellate EPSC Bushy IPSC Stellate IPSC
FI 0.294 0.434 0.185 0.231
K0 0.523 0.672 2.30 1.234
kmax 19.3 52.8 27.7 45.4
Kd 0.113 0.0821 0.123 0.0118
Ks 11.5 14.3 8.85 17.9
kf 17.8 18.2 5.71 19.1
d 15.2 3.98 0.124 98.1
s 17912 16917 9.60 17614
f 9.75 11.38 0.378 32.3
D 0.578 2.47 4.00 2.52
F 0.604 1.45 0.726 2.33
Glu 2.13 5.87 5.62 3.07
Kinetic parameters correspond to variables as described by Dittman et al. (2000), their Table 1. F1, Resting release
probability; Glu, peak concentration of glutamate during release. Parameters are the averages of fits to bushy and
stellate cell data such as that shown in Figure 8, A1, A2, C1, and C2. Bushy cell IPSCs are for 100 Hz stimulus trains
without recovery. All other datasets include 50, 100, 200, and 400 Hz stimulation with 1–2 s recovery.  values are
in milliseconds.
Table 2. AMPA receptor model kinetic parameters
Parameter Original Bushy Stellate
Ro1 100 107.9 39.3
Ro2 2 0.619 4.4
Rc1 2 3.68 0.667
Rc2 0.25 0.321 237
g 0.1 0.25
A 0.77 1.567
AMPA receptor kinetic values obtained by fitting the model of Raman and Trussell (1992) to measured EPSCs in the
mouse VCN.  values are in milliseconds; R values are in 1/millisecond.
Table 3. EPSC and IPSC kinetic parameters
Parameter Bushy EPSC Stellate EPSC Bushy IPSC Stellate IPSC
r 0.253 0.190 0.499 0.173
f 0.160 1.073 1.269 0.966
s 0.765 3.308 11.240 3.568
F 0.984 0.917 0.682 0.912
N 3 3 4 3
EPSC and IPSC parameters obtained from fits of Equation 3 to measured EPSCs and IPSCs.  values are in milliseconds;
n values are the number of cells measured.
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cells (Cao and Oertel, 2010), the NMDA to total current ratio at 40 mV
was 0.3, whereas for T-stellate cells, it was 0.53. These correspond to
NMDA/AMPA conductance ratios at 40 mV of 0.43 and 1.13,
respectively.
For IPSCs, the kinetics were determined by fitting Equation 3 to IPSCs
from individual cells (Table 3). Bushy cell IPSCs have a significant slow
decay time constant (see Results) and a slower rise time, whereas stellate
cell IPSCs are dominated by a fast decay time constant. The representa-
tive postsynaptic time courses were then evaluated against several state
models of glycine receptors. A six-state model (see Fig. 8B2, Gly6S) pro-
vided the best fit for IPSCs in bushy cells (Table 4), with the exception of
a slight deviation of the current immediately after the peak of the IPSC. A
different kinetic scheme (Legendre, 1998) provided the best fit for IPSCs
in stellate cells (see Fig. 8D2, GlyPL; Table 4). Although these models are
based on experimental measurements of receptor kinetics and include
features such as receptor desensitization and multiple open states, they
are not intended to be mechanistically comprehensive.
All synaptic conductances in the model were scaled to account for peak
receptor open probability, to allow direct comparisons with experimen-
tally measured conductances.
7) The single-compartment postsynaptic cell models were adapted
from our previous work (Rothman and Manis, 2003a,b,c), after scaling of
the rates to 34°C as described previously (Rothman and Manis, 2003c).
Bushy cells were based on the type II model (Rothman and Manis,
2003c). We adjusted the magnitudes of the high-threshold K  conduc-
tance (58 nS), low-threshold K  conductance (80 nS), the hyperpolar-
ization activated current (30 nS), and the total capacitance (26 pF) to
match the mean values measured in mouse (Cao and Oertel, 2010). The
sodium channel was replaced with a model of wild-type NaV1.1 channels
from Barela et al. (2006). The response of the modified model to current
injection is plotted in Figure 8E and shows the same phasic firing pattern,
voltage-dependent rectification, and time-dependent voltage sag with
hyperpolarization as seen with mouse, guinea pig, and rat bushy cells
(Oertel, 1983; Manis and Marx, 1991; Francis and Manis, 2000).
The T-stellate cells were based on the type I model (Rothman and
Manis, 2003c). We adjusted the conductances to reflect the properties of
mouse T-stellate cells (Rodrigues and Oertel, 2006; Oertel et al., 2011).
The sodium channel was changed to wild-type NaV1.1 (Barela et al.,
2006), with a conductance of 800 nS and the activation voltage shifted
positive by 4.3 mV. The conductance of the high-threshold K  channels
(250 nS), the hyperpolarization-activated current conductance (18 nS),
and the leak current (8.0 nS) established an input resistance of 74 M.
The total cell capacitance was set to 25 pF. This model (Fig. 8F ) fires with
regular trains of action potentials, similar to mouse T-stellate cells in
vitro, achieving a sustained firing rate of nearly 400 Hz at 1 nA. Inhibitory
interneurons (representing either D-stellate cells or DCN TBV cells)
were created using the type II–I model (Rothman and Manis, 2003c).
Structure of model cells, synapses, and network. To complete the model,
a simple deterministic network was assembled from synapses and model
cells to mimic the known circuit of the CN. The patterns of convergence,
strengths of the connections, and network delays for this network are
listed in Table 5. The strengths of some of the synaptic connections were
explored parametrically as shown in Figure 9. For the simulations of the
effect of inhibition on bushy cells, the inhibitory inputs were discon-
nected from the AN and stimulated directly, to reflect the experimental
situation.
The model was constructed using NEURON (version 7.2) and con-
trolled by Python (versions 2.6, 2.7) scripts. Fitting of models to data to
determine the specific parameters used a mixture of Python (numpy and
scipy from www.scipy.org and OpenOpt from www.openopt.org)
scripts, embedded NEURON (version 7.2) models, and MATLAB
routines.
Overview of model 2. The second model was developed to test the
importance of the IPSC time course in a network-based computation of
comodulation masking release (CMR), based on the model from Press-
nitzer et al. (2001), with a number of specific differences. Biophysically
realistic neurons from Rothman and Manis (2003c) were used to repre-
sent the different cells types. Given that the effects of inhibition shown in
model 1 did not depend on either stochastic release of single quanta or on
variability in quantal size, a simple 	 function was used to represent the
postsynaptic conductance. Simulated AN fiber spike trains were gener-
ated for multiple acoustic stimuli using the auditory periphery model of
Zilany et al. (2009). For each set of acoustic stimulus waveforms, we
generated responses to 50 stimulus repetitions for each of 50 AN fibers,
with characteristic frequencies varying from one-fourth of the stimulus
center frequency (4.0 kHz) to four times the center frequency (e.g., 1–16
kHz).
The acoustic stimulus sets were designed as described by Grose and
Hall (1989) and consisted of an on-frequency masker, an on-frequency
signal, and flanking bands that were absent [reference (REF) condition],
comodulated with the on-frequency masker [comodulated (CM) condi-
tion], or modulated with different phases such that the flanking bands
spanned the unit circle in phase [codeviant (CD) condition]. The sound
level of the on-frequency masker was varied (signal/masker ratio) when
measuring signal detectability. Spike trains were generated using the set-
tings for low-threshold (high spontaneous rate) AN fibers, and the on-
frequency and off-frequency masker stimuli were set to 35 dB SPL; the
signal stimulus level was adjusted relative to the on-frequency masker
(signal/masker ratio). Simulations using midthreshold AN fibers with
the same set of acoustic stimuli showed results similar to simulations
using low-threshold fibers.
The network model, implemented in the simulation package Brian
(Goodman and Brette, 2009), contained of population of target cells
(either T-stellate or bushy cells), innervated by a subpopulation of AN
fibers at 4 kHz (see Fig. 10D). T-Stellate cells used the type IC model
(Rothman and Manis, 2003c), whereas D-stellate cells used the type
I–II model, which included a small amount of low-threshold conduc-
tance. Bushy cells were modeled with the standard type II parameters.
The on-characteristic frequency (4 kHz) AN fibers were connected
with a probability of 0.2 with 4.5 nS synapses to a bank of 25 T-stellate
cells (average convergence, 5 AN fibers/T-stellate cell) or with a prob-
ability of 0.1 with 22 nS synapses to a bank of 25 bushy cells (average
convergence, 2.5 AN fibers/bushy cell). Each D-stellate cell received
input from 25% of the AN fibers with 4.5 nS synapses, but the inputs
spanned the full range of frequencies (1–16 kHz). The 50 D-stellate
cells in turn converged with a probability of 0.2 onto the T-stellate or
0.1 onto bushy cells. The weights of D-stellate cells were adjusted with
a space constant of 0.1 (D-stellate connections to the target cells were
Table 4. Glycine receptor model parameters
Parameter (Gly6S) Bushy Parameter (GlyPL) Stellate
Rd 1.178 ms
1 a1 1.00 ms
1
Rr 0.00005 ms
1 a2 0.138 ms
1
Rb 0.00940 mM
1 ms 1 b1 1.700 ms
1
Ru2 0.000086 ms
1 b2 8.051 ms
1
Ro1 0.188 ms
1 kon 0.0386 ms
1
Ro2 1.064 ms
1 koff 13.14 ms
1
Ru1 0.0287 ms
1 R 0.843 ms 1
Rc1 0.104 ms
1 D 12.82 ms 1
Rc2 1.731
Parameters for the two models representing glycine receptor kinetics in bushy and stellate cells. The parameters
correspond to the state transitions for each model in Figure 8.
Table 5. Network model convergence and synaptic conductances
Bushy cell T-Stellate cell D-Stellate cell
AN fibers (n) 2 5b 10
Synaptic sites/fiber (n) 90a 5 5
AMPA R conductance 40 –70 nS 2–10 nS 5
Inhibitory inputs (n) 10 8 N/A
Synapses/inhibitory fiber (n) 10 5 —
Glycine R conductance 0 – 40 nS 0 –200 nS —
Network delay from AN 0 ms 0 ms 0.3 ms
Release  from AN 0.05 ms 0.05 ms 0.05 ms
Release  from inhibition 0.2 ms 0.2 ms N/A
aWang and Manis (2005).
bFerragamo et al. (1998)
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therefore somewhat local), with a maximum conductance of 7.5 nS.
There were no explicit delays built into the network. Because each cell
is driven by different sets of AN fibers or inhibitory neurons, there is
asynchrony in the arrival of EPSPs and IPSPs that likely would make
small delays have an undetectable effect. Nonetheless, we confirmed
that introducing additional delays of 0 – 4 ms in the inhibition onto
bushy or T-stellate cells had no significant effect on the CMR detec-
tion. The specific connections in the network were assigned ran-
domly, using the above connection patterns as a template, and
differed for each run of the model. Consequently, the results depend
not on the fine structure of the network architecture but instead
rather on the overall pattern of connectivity within the network. Re-
sponses to each stimulus condition were run four times with different
detailed connection patterns, and the results are plotted as the
mean  SD from these runs. Spike times were captured from each of
the target cells in the network; thus, the histograms and signal detect-
ability results for each run are computed from the spike patterns of 25
target cells.
The synapses from the D-stellate to T-stellate cells were described
by an 	 function conductance with a time constant of 1.3 ms, whereas
D-stellate to bushy cell synapses were described by an 	 function with
a time constant of 11 ms, consistent with our experimental results.
The effect of changing this time constant was also parametrically
explored in the model. When comparing the effects of different IPSC
time courses, the amplitude of the 	 function was normalized accord-
ing to the time constant, so that the integral of the current (i.e., the
total charge associated with a synaptic event) remained constant. With this
adjustment, the target cells fired in response to the stimuli at approximately
the same rate independent of the time course of inhibition.
The difference in responses to the various stimulus conditions was
assessed using a d measure, following a previous analyses (Pressnitzer et
al., 2001). Briefly, for each stimulus condition, the mean spike rate and
variance were computed across the 25 target cells in 20 ms wide bins. For
each bin, i, a value of di was computed as follows:
di  2  	RAi  RBi
2Ai2  Bi2 , (4)
where RAi is the mean spike rate for response with the signal plus
masker in time bin i, RBi is the mean rate for the response for the
masker alone in time bin i, and  2Ai and 
2
Bi are the variances of the
spike counts in the corresponding stimulus conditions for the ith bin.
d was then computed as the root mean square value of di across all
time bins (e.g., across the entire response). The base value for d,
when the stimulus was weak relative to the masker, could have a mean
value 0 because the spike rates often were slightly different for the
two conditions.
Statistical analyses
All statistical analyses were performed with Prism (GraphPad Software).
Significant differences were detected using two-tailed Student’s t test,
unpaired unless otherwise stated. Multiple groups were compared with a
one-way ANOVA, followed by Tukey’s post hoc tests. Data were pre-
sented as mean  SEM throughout, except for modeling results in Fig-
ures 10 and 11, which show mean  SD.
Results
Glycinergic IPSCs are slow in bushy cells and fast in
T-stellate cells
We measured the time course of glycinergic IPSCs in bushy and
T-stellate cells in parasagittal brain slices of mouse CN (Fig. 1).
Evoked IPSCs (eIPSCs) were elicited by stimulating the TBV cells
in the DCN (Fig. 1A,B), while blocking glutamatergic transmis-
sion with CNQX and APV. Cells were held at 70 mV for all
voltage-clamp recordings. eIPSCs in bushy cells had dramatically
slower decay times than those in T-stellate cells. The decay phase
of the eIPSCs in bushy cells was best fit with a double-exponential
function (Fig. 1E), with a fast time constant of 3.69  0.18 ms
(normalized amplitude, 49.2  2.3%) and a slow time constant of
17.81  1.05 ms (normalized amplitude, 50.8  2.3%) (n  31
cells; weighted decay time constant, w  11.12  0.78 ms). In
contrast, the decay of the eIPSCs in T-stellate cells was best fit
with a single-exponential function with a time constant of 1.23 
0.08 ms (Fig. 1F, n  26 cells; t(55)  11.5, p  0.001 compared
with bushy cells). There was no significant difference between the
amplitudes of eIPSCs in bushy cells (554.2  149.8 pA, n  31)
and in T-stellate cells (521.0  92.4 pA, n  26) (t(55)  0.18,
p  0.86). eIPSCs in both cell types were completely blocked by
500 nM strychnine (Fig. 1E,F), indicating that they are mediated
by glycine receptors. We conclude that bushy and T-stellate cells
receive target-specific glycinergic inhibition with distinct kinetics
from TBV cells in the DCN.
To test whether all glycinergic IPSCs onto bushy cells and
T-stellate cells differ in their kinetics, we measured the time
course of sIPSCs. The time course of sIPSCs in bushy and
T-stellate cells was similar to that of their eIPSCs (Fig. 1G–K).
The decay phase of bushy cell sIPSCs was best fit with a double-
exponential function (fast  3.08  0.21 ms; normalized ampli-
tude, 47.4  2.0%; slow  13.94  1.03 ms; normalized
amplitude, 52.6  2.0%; n  32; weighted w  8.75  0.63 ms;
Fig. 1I), whereas the decay of T-stellate cell sIPSCs was best fit
with a single-exponential function (  1.06  0.06 ms, n  27).
The decay of sIPSCs in bushy cells was significantly slower than
that of T-stellate cells (Fig. 1J; t(57)  11.2, p  0.001). Although
T-stellate cells had a slightly higher average sIPSC frequency than
bushy cells (bushy, 1.25  0.18 Hz, n  32; T-stellate, 1.99  0.34
Hz, n  27), the difference did not reach significance (t(57) 
1.99, p  0.052). There was no difference in sIPSC amplitudes
(bushy, 113.3  8.0 pA, n  32; T-stellate, 99.3  7.4 pA, n 
27; t(57)  1.30, p  0.20). Furthermore, there was no overlap
in decay time constants between the two cell types when indi-
vidual events were pooled across cells (Fig. 1K ), suggesting
that the IPSC shape represents a categorical distinction be-
tween cell types and is not specific to the TBV inputs. The large
(eightfold) difference in IPSC time course most likely depends
on postsynaptic mechanisms and specifically on the glycine
receptor subunit composition.
Because different glycine receptor subtypes can have different
distributions of single-channel conductances (Wässle et al.,
2009), we estimated the mean single channel conductance from
sIPSCs using peak-scaled nonstationary noise analysis (Hartveit
and Veruki, 2007) (Fig. 2). In bushy cells, the estimated single-
channel conductance was 28.9  3.9 pS (n  9), whereas in
T-stellate cells it was 44.8  4.9 pS (n  9) (t(16)  2.54, p 
0.022). Together, the electrophysiological data demonstrate that
bushy and T-stellate cells express functionally different glycine
receptor subtypes.
Both bushy and T-stellate cells receive fast EPSCs
The target-specific differences in IPSC kinetics indicate that gly-
cinergic inhibition might influence signal processing in bushy
and T-stellate cells in different ways. Because neural computation
relies on both excitatory and inhibitory inputs, in addition to
voltage-gated membrane conductances, we next measured the
time course of EPSCs within each cell type and directly compared
with that of IPSCs to explore how IPSCs might interact with
EPSCs during synaptic processing.
We recorded EPSCs from both bushy and T-stellate cells in the
high-frequency region of AVCN (Fig. 1A) in the presence of
strychnine to block IPSCs. The mean decay time constant of
sEPSCs in bushy cells was 0.22  0.01 ms (n  27), whereas that
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in T-stellate cells was 0.62  0.11 ms (n  8) (t(33)  6.91, p 
0.001). AN eEPSCs had decay time constants of 0.34  0.02 ms
(n  25) in bushy cells and 1.10  0.12 ms (n  8) (t(31)  10.5,
p  0.001) in T-stellate cells. Both bushy and T-stellate cells
receive fast EPSCs, consistent with previous studies (Gardner et
al., 2001; Cao and Oertel, 2010). However, there is a sharp
contrast between the time courses of EPSCs and IPSCs within
each cell type. Glycinergic sIPSCs were 40 times slower than
the sEPSCs in bushy cells, whereas sIPSCs were only slightly
slower than sEPSCs in T-stellate cells (Fig. 3).
It is unlikely that the slow IPSCs in bushy cells transiently interact
with submillisecond EPSCs on a one-on-one basis. Instead, the
slower glycinergic inhibition in bushy cells may tonically adjust the
engagement of voltage-gated ion channels and thus indirectly mod-
ulate spike timing. In contrast, the kinetics of IPSCs in T-stellate cells
is comparable with that of their EPSCs. This makes it possible for
inhibition to interact temporally with rapid acoustically driven fluc-
tuations in excitation. The short 2 ms delay between AN eEPSPs and
the appearance of IPSPs (Wickesberg and Oertel, 1990) (see also Fig.
6C), attributable to one additional synapse in the inhibitory circuit
(Fig. 1A) further supports this possibility.
Figure 2. Glycine receptors in bushy and T-stellate cells have different single-channel con-
ductances. A, Mean current and ensemble variance of 539 sIPSC events from a bushy cell. B, The
variance-mean current plot from the cell in A was described by a parabolic curve, from which the
mean single-channel conductance of the glycine receptors was estimated. C, D, Analysis of 461
sIPSC events from a T-stellate cell as in A and B. E, Summary of single-channel conductances in
both cell types. Estimation of single-channel conductance was based on the driving force of 50
mV for chloride.
Figure 1. Glycinergic IPSCs show different decay time courses in bushy and T-stellate cells. A, Diagram of the CN circuit. Red, AN fibers (excitatory); blue, TBV tract (inhibitory); gray
area, high-frequency region of AVCN. B, Image of a parasagittal CN slice. A cut between PVCN and DCN prevents antidromic stimulation of AN fibers. C, D, Typical current-clamp responses
of bushy (C) and T-stellate (D) cells. E, eIPSCs in bushy cells (red) were blocked by strychnine (gray). Black line, Double-exponential fit to decay (w is weighted time constant; see
Materials and Methods). F, eIPSC of a T-stellate cell (blue) was blocked by strychnine (gray) and was fit with a single exponential (black). Traces in E and F are average of 60 responses.
G, H, sIPSCs from bushy (red) and T-stellate (blue) cells were blocked by strychnine (gray; all traces in the presence of APV, CNQX, and TTX). Strychnine block of eIPSCs and sIPSCs was
observed in 11 of 11 bushy cells and 10 of 10 T-stellate cells. Calibration in inset: 100 pA, 20 ms. I, Averaged sIPSCs from the cell in G (red, 923 events) and (H ) (blue, 791 events),
normalized to peak. Black traces, Fits of averaged bushy (red) and T-stellate (blue) sIPSCs with double and single exponentials, respectively. J, eIPSC and sIPSC decay kinetics are similar
within, but different between, cell types. Unpaired t test: *p  0.05, ***p  0.001. K, Kinetics of single sIPSCs pooled from four T-stellate (blue, 1454 events) and six bushy (red, 744
events) cells. Different symbols represent different cells. Ctrl, Control; Stry, strychnine.
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Inhibition summates more in bushy cells than in
T-stellate cells
The functional effect of inhibition not only depends on the kinet-
ics of single IPSCs but also on the integrative properties of the
postsynaptic neurons and on short-term synaptic dynamics.
Both bushy and T-stellate cells receive high levels of synaptic
drive in vivo. TBV and D-stellate neurons, the main sources of
glycinergic input, can also fire at rates up to 400 Hz in response to
sound (Young and Voigt, 1982; Rhode, 1999; Arnott et al., 2004).
Because synapses can show short-term plasticity when driven at
high rates, we next evaluated the contribution of glycinergic in-
hibition during repetitive stimulation. TBV cells in DCN (Fig.
1A,B) were stimulated with 50-pulse trains at 100 and 400 Hz,
while glutamatergic transmission was blocked with APV and
CNQX. In voltage clamp, the slow IPSCs in bushy cells summate
at both 100 and 400 Hz and generate sustained inhibitory cur-
rents (Fig. 4A), despite depression of the individual IPSCs. We
calculated a summation ratio as the average of the baseline
current immediately before each IPSC to the peak IPSC over
the last 40 pulses of the train (Fig. 4 A, B), expressed as a per-
centage of the peak current. The IPSC summation ratio in
bushy cells was 63.6  3.3% at 100 Hz (n  10) and 93.3 
1.0% at 400 Hz (n  8). In contrast, fast IPSCs in T-stellate
cells remain distinct at 100 Hz, and the summation ratio was
2.3  0.5% (n  10) (t(18)  18.1, p  0.001 compared with
bushy cells), whereas at 400 Hz IPSCs partially overlapped and
had a summation ratio of 44.3  3.8% (n  10) (t(16)  11.3,
p  0.001 compared with bushy cells).
We further tested the effect of inhibition in current-clamp
recordings, because bushy and T-stellate cells differ in intrinsic
membrane properties. Bushy cells have significantly shorter
membrane time constants than T-stellate cells (bushy, 1.49 
0.05 ms, n  24; T-stellate, 3.88  0.31 ms, n  21; t(43)  8.19,
p  0.001) and have lower input resistances (bushy, 40.2  2.0
M, n  24; T-stellate, 81.5  8.0 M, n  21; t(43)  5.31, p 
0.001). As shown in Figure 4, C and D, 100 and 400 Hz trains
generate slow IPSPs in bushy cells that summate to produce a
constant hyperpolarization (IPSP summation ratio, 52.5  3.6%
at 100 Hz, n  18; 96.6  0.4% at 400 Hz, n  17). In T-stellate
cells, 100 Hz trains evoked well-isolated IPSPs with no sustained
hyperpolarization during the train (summation ratio, 1.5 
4.6%, n  9; t(25)  8.42, p  0.001 compared with bushy cells).
At 400 Hz, T-stellate cell IPSPs show significant summation
(87.4  1.8%, n  10; t(25)  5.75, p  0.001 compared with
bushy cells) that leads to a sustained hyperpolarization similar to
that in bushy cells. Therefore, slow IPSPs in bushy cells convey
little information about the timing of inhibitory inputs and gen-
erate tonic inhibition during repetitive activation, especially at
high frequencies. In contrast, the fast IPSPs in T-stellate cells
convey precise temporal information about presynaptic spikes,
especially at lower frequencies.
Glycinergic inhibition plays different roles for temporal
processing in bushy and T-stellate cells
Bushy cells and T-stellate cells are the origins of pathways that
process different temporal aspects of the sound stimulus. There-
fore, we next explored how the differences in time course of gly-
cinergic inhibition contribute to these functional specifications
by examining the temporal precision of spikes in bushy and
T-stellate cells, with and without inhibition.
In bushy cells, AN stimulation alone did not reliably evoke
identifiable IPSPs because IPSPs were often slow and small in
amplitude. It is difficult to tell whether the lack of identifiable AN
eIPSPs in bushy cells is attributable to disrupted inhibitory circuit
during slicing. Therefore, inhibition was introduced by directly
stimulating TBV cells in the DCN via a second stimulating elec-
trode, with a 2 ms delay relative to AN stimulation, while the AN
fibers were cut between PVCN and DCN (Fig. 1B). Spikes from
the last 40 pulses (during which the response reached a steady
state) of the 50-pulse train were analyzed. At 100 Hz, glycinergic
inhibition evoked by DCN stimulation failed to change the firing
probability of bushy cells (AN stimulation alone, 0.98  0.02; AN
plus DCN stimulation, 0.97  0.02; n  8 cells; paired t test, t(7) 
1.78, p  0.12). The spike latency, relative to the onset of AN
stimulation, was also unchanged (Fig. 5A–C). The spike jitter,
calculated as the SD of the spike latency, was similar without and
with evoked inhibition (AN alone, 59  12 s; AN plus DCN,
64  16 s; n  8 cells; paired t test, t(7)  0.578, p  0.58).
Accordingly, there was no significant difference in the vector
strength [a measure of the spike synchronization to a periodic
stimulus (Goldberg and Brown, 1969)] of the firing between the
two conditions (AN alone, 0.9991  0.0003; AN plus DCN,
0.9988  0.0005 s; n  8 cells; paired t test, t(7)  0.809, p 
0.45) (Fig. 5D).
However, at 400 Hz, glycinergic inhibition significantly de-
creased the firing probability of bushy cells from 0.60  0.09
spikes/stimulus (AN stimulation alone) to 0.26  0.09 spikes/
stimulus (AN plus DCN stimulation) (Fig. 5F–H, n  8 cells;
paired t test, t(7)  4.17, p  0.004). The spike latency was less
variable with inhibition (Fig. 5G,H), and the spike jitter de-
creased from 144  15 s (AN alone) to 107  10 s (AN plus
DCN) (n  8; paired t test, t(7)  3.78, p  0.007). The vector
strength of the firing increased significantly, from 0.933  0.012
(AN alone) to 0.963  0.006 (AN plus DCN) (n  8, Fig. 5K;
paired t test, t(7)  3.50, p  0.010). Although this is a small but
significant numerical improvement in vector strength, the nearly
30% decrease in spike jitter should greatly contribute to the pre-
cise coding of acoustic phase by bushy cells (Joris et al., 1994).
In contrast to bushy cells, AN stimulation alone reliably
evoked EPSPs, spikes, and IPSPs in T-stellate cells (Fig. 6C), so
that separate TBV stimulation was not necessary to activate inhi-
bition. In these experiments, the role of inhibition was evaluated
by comparing spike trains in the presence and absence of strych-
nine. At 100 Hz, AN stimulation eEPSPs and spikes that were
followed by IPSPs that prevented additional depolarization and
additional spikes (Fig. 6A–C). When inhibition was blocked by
strychnine, individual stimuli could evoke multiple spikes that
arose from prolonged EPSPs. Consequently, the firing probabil-
Figure 3. Comparison of IPSC versus EPSC kinetics. A, eIPSCs and eEPSCs from two example
bushy cells (top) and two T-stellate cells (bottom). Each trace is an average of 30 –50 trials,
normalized to the peak current. The arrow indicates the time of stimulation. The stimulus
artifact was removed. B, Example sIPSCs and sEPSCs obtained from an example bushy (top) and
a T-stellate cell (bottom). The difference between EPSC and IPSC kinetics can be clearly seen in
the same cells. E, sEPSC event; I, sIPSC event. No drugs were used to block excitatory or inhibitory
receptors. Cs-based internal solution contained 35 mM chloride, so both EPSCs and IPSCs appear
as inward currents.
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ity increased from 0.75  0.07 spikes per stimulus in control to
1.43  0.12 in strychnine (n  15 cells; Fig. 6G; paired t test, t(14)
 5.38, p  0.001). The extra spikes decreased the temporal
precision of firing, and the vector strength fell from 0.89  0.04 in
control to 0.62  0.05 in strychnine (n  15 cells; Fig. 6F; paired
t test, t(14)  5.43, p  0.001). The spike jitter increased from
780  159 s in control to 1673  165 s with strychnine (n  15
cells; paired t test, t(14)  5.00, p  0.001). At 400 Hz (Fig. 6H–L),
glycinergic inhibition onto T-stellate cells did not significantly
change their firing probability (control, 0.89  0.08; strychnine,
0.92  0.09; n  9 cells; paired t test, t(8)  0.491, p  0.64), vector
strength (control, 0.504  0.089; strychnine, 0.396  0.075; n  9
cells; paired t test, t(8)  1.99, p  0.082), or spike jitter (control,
595  84 s; strychnine, 671  57 s; n  9 cells; paired t test, t(8) 
0.873, p  0.41).
Because EPSCs recorded at 70 mV (Fig. 3; representing
AMPA currents) are fast in both bushy and T-stellate cells, we
next tested whether the prolonged EPSP in T-stellate cells had
a contribution from NMDA receptors. Both APV and strych-
nine were applied after the recordings of T-stellate cells in
strychnine alone (Fig. 6 A, B). APV eliminated the delayed
spikes and restored the temporal precision of firing at 100 Hz.
The vector strength was 0.96  0.02 in control, decreased to
0.76  0.03 with strychnine, and recovered to 0.97  0.01
under both strychnine and APV (n  6 cells; Fig. 6F; repeated-
measures ANOVA, F(2,5)  31.6, p  0.001). Tukey’s post hoc
tests indicate a significant difference between the control and
strychnine conditions ( p  0.001) and between the strychnine
and strychnine plus APV conditions ( p  0.001), but there
was no significant difference between the control and strych-
nine plus APV conditions ( p  0.05). The firing probability
was 0.91  0.06 in control, increased to 1.49  0.10 with
strychnine, and recovered to 1.00  0.01 with both strychnine
and APV (n  6; Fig. 6G; repeated-measures ANOVA, F(2,5) 
26.8, p  0.001). Tukey’s post hoc tests indicate a significant
difference in firing probability between the control and
strychnine conditions ( p  0.001) and
between the strychnine and strychnine
plus APV conditions ( p  0.00), but
there was no significant difference be-
tween the control and strychnine plus APV
condition (p  0.05). We conclude that ac-
tivation of NMDA receptors in T-stellate
cells prolongs the time course of AN-driven
EPSPs (Cao and Oertel, 2010; Oertel et al.,
2011), and this can be countered by the fast
and well-timed glycinergic inhibition at low
frequencies.
The effects of glycinergic inhibition on
spike jitter show that, paradoxically, slow
glycinergic inhibition promotes temporal
encoding in bushy cells at a timescale of
tens of microseconds, whereas fast inhibi-
tion in T-stellate cells improves spike tim-
ing at a much slower timescale of
milliseconds.
Inhibition affects spike threshold
differently in two cell types
The time course of inhibition can influ-
ence the gating of voltage-gated ion chan-
nels and thus influences the precision of
firing in response to excitatory inputs.
Therefore, we next explored how spike threshold was affected by
inhibition in both bushy and T-stellate cells.
Bushy cells fire action potentials when the slope of a mem-
brane potential depolarization exceeds a certain threshold
(McGinley and Oertel, 2006). However, it is often difficult in
bushy cells to distinguish the onset of the action potential from
the fast rising phase of the EPSP. Therefore, to estimate threshold
voltage for spike initiation, we calculated the maximum of the
first derivative (Fig. 7A) of EPSPs that failed to trigger spikes
during the last 40 responses to 400 Hz trains. The 90th percentile
of the distribution of rising slopes of all EPSPs (as marked by
arrows in Fig. 7B) was then taken as the lower bound of the
threshold slope that triggers spikes. Measured in this way, the
threshold slope was significantly higher in the presence of glycin-
ergic inhibition (54.6  5.8 mV/ms) than without inhibition
(41.0  4.9 mV/ms) during 400 Hz trains (n  10 cells; Fig. 7C;
paired t test, t(9)  4.13, p  0.0033). In the presence of the slow
inhibition, only the fastest-rising and largest EPSPs were able to
initiate spikes, consistent with the effects of inhibition reported in
vivo (Kuenzel et al., 2011). Because the EPSPs are composed of
release events from multiple synaptic sites, those EPSPs with the
most synchronous release will be most effective in generating
spikes, and this will also increase the precision of spike timing.
We also examined the effect of inhibition on spike thresholds
in T-stellate cells. The spike thresholds of T-stellate cells can be
readily measured as the voltage at which the second derivative of
the voltage is maximum during the rising phase of the EPSP–
spike complex (Fig. 7D). The first spike in response to each stim-
ulus during the last 40 pulses of the 100 Hz trains was used to
calculate the average spike threshold with (control) and without
(strychnine) inhibition (Fig. 7E). As shown in Figure 7F, inhibi-
tion did not change the spike threshold of T-stellate cells (control,
35.23  0.89 mV; strychnine, 35.32  0.91 mV; n  15 cells;
paired t test, t(14)  0.350, p  0.73). This suggests that inhibition
plays a different role in T-stellate cells than in the bushy cells.
Figure 4. Glycinergic transmission during repetitive stimulations. A, Example eIPSCs of a bushy and a T-stellate cell to 50-pulse
stimulation at the DCN. Stimulus timing is indicated by tick marks above the traces. Dashed line, Baseline current; gray dot, IPSC
“foot” current; black dot, IPSC peak current. The foot and peak IPSC are not labeled in 400 Hz traces for clarity. Cells were voltage
clamped at 70 mV. B, Average summation ratio (foot/peak IPSC size) of the last 40 IPSCs in bushy and T-stellate cells. C,
Current-clamp recordings of a bushy and a T-stellate cell to 50-pulse stimulation. Dashed line, Resting membrane potential (bushy,
54.8 mV; T-stellate, 50.3 mV); gray dot, IPSP foot potential; black dot, IPSP peak potential. D, Average summation ratio
(foot/peak IPSP size) of the last 40 IPSPs in bushy and T-stellate cells. Voltage-clamp recordings (A, B) used Cs -based internal
solution with 35 mM Cl ; current-clamp recordings (C, D) used K -based internal solution (see Materials and Methods). Traces in
A and C are averages of between 5 and 20 repetitions. The stimulus artifacts were removed from all traces. All recordings were
made in the presence of APV and CNQX. Unpaired t test: ***p  0.001.
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Target-specific IPSC kinetics are essential for
temporal processing
To gain insight into how IPSCs with different time courses con-
tribute to the fidelity of spike timing in bushy and T-stellate cells,
we constructed computational models to simulate the physiology
of both cell types. The models included AN inputs driving sto-
chastic synapses with rate-dependent release dynamics (Fig.
8A1,A2,C1,C2), postsynaptic receptors that matched the time
course of measured EPSCs and IPSCs (Fig. 8B1,B2,D1,D2), and
biophysically based spiking models of bushy and T-stellate neu-
rons (Fig. 8E–H). The models thus captured the essential features
of synaptic release, receptor kinetics for both excitation and in-
hibition, and the intrinsic postsynaptic excitability (for details
about the model cells and network constructions, see Materials
and Methods).
The excitatory and inhibitory conductance levels were sys-
tematically varied over a physiologically plausible range to eval-
uate the performance of the models. Twenty repetitions of
response to 50-pulse stimulus trains were generated at each com-
bination of excitation and inhibition. Each run used a different
seed for the random number generator at each synaptic site and,
thus, the timing and amplitude of release and the shapes of the
EPSPs, vary from run to run. Postsynaptic spike probability and
vector strength were measured over the last 40 responses in the
50-pulse train, exactly as in the experimental situation.
In the bushy cell model with slow inhibitory conductances,
increasing excitation increases firing probability, whereas in-
creasing inhibition systematically decreases the firing probability
(Fig. 9A) for 400 Hz trains. For the weaker excitatory conduc-
tances (40 – 60 nS), vector strength increases monotonically with
increasing inhibition (Fig. 9B), whereas with stronger excitation
(65, 70 nS), increasing inhibition has little effect. When we re-
placed the slow inhibitory conductances in the bushy cell model
with the faster synaptic conductances seen in T-stellate cells, in-
creasing inhibition had little effect on spike probability (Fig. 9C)
or in improving spike timing (Fig. 9D). This difference between
slow and fast IPSCs can be better appreciated when compared for
a single excitatory conductance level (50 nS) (Fig. 9E,F, showing
the mean  SEM of 10 runs for each combination). A two-way
ANOVA showed that the IPSC time course and the inhibitory
conductance level both influenced the vector strength (F(8,162) 
6.24, p  0.0001), with the largest effect (F(1,162)  147.7, p 
0.0001) revealing that the slow IPSCs resulted in higher vector
strengths than the fast IPSCs. Bonferroni’s post hoc tests revealed
that the effect of IPSC time course was significant (p  0.001) for
all values of gI  10 nS, including the combination of excitatory
Figure 5. The role of glycinergic inhibition on temporal processing in bushy cells. A, Example responses of a bushy cell to 100 Hz stimulation at AN (excitation), DCN (inhibition), or both sites
(excitation and inhibition) with DCN stimulation delayed 2 ms relative to AN. Stimulus onsets are indicated by the tick marks above the traces. The stimulus artifact was removed in all traces. B, Folded
period histogram of spike peak latency during the last 40 stimuli, compiled over 10 repetitions, from the cell in A. Inhibition did not improve spike timing. C, Expanded view of the individual responses
during the train to show spike jitter with (red) and without (gray) DCN inhibition. D, Summary of changes in vector strength for eight bushy cells. E, Summary of change in firing probability per
stimulation. F, Responses of the same bushy cell as in A to 400 Hz stimulation at AN (excitation), DCN (inhibition), or both sites (excitation and inhibition). Tick marks above traces show stimulus
timing. G, Folded period histogram of spike peak latency during the last 40 pulses of the trains from the cell in F, summed over 10 repetitions of the stimulus train. Spike jitter was reduced with
inhibition. H, Example traces during the train to show spike jitter with (red) and without (gray) DCN inhibition. I, J, Responses of the bushy cell model to 400 Hz stimulation, in the same layout as in
F and G. K, Inhibition improved vector strength of bushy cells in both experimental study (gray; exp) and computer model simulations (white; model). Same labels apply in L. L, Inhibition decreased
firing probability. Paired t test: **p  0.01, ***p  0.001.
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and inhibitory conductances ( gE  50 nS, gI  20 nS) that
matched the experimentally observed firing probabilities with
and without inhibition (Fig. 5L). When the slow IPSCs were re-
placed with fast IPSCs (  1.3 ms), no improvement in spike
timing was seen for any IPSC strengths (Fig. 9E,F). Neither the
variable release latency nor trial-to-trial variations in quantal size
were necessary for these results in the model. These model results
suggest that that slow glycinergic inhibition onto bushy cells
helps to improve the temporal precision of spike timing to re-
peated synaptic inputs, whereas fast inhibition is unable to pro-
vide the same improvement.
We then performed a similar set of simulations for the
T-stellate cell model, using 100 Hz stimulus trains. Here, increas-
ing inhibition with fast kinetics decreases firing probability (Fig.
9G) and improves vector strength primarily through the suppres-
sion of secondary spikes (Fig. 9H). The largest effects of inhibi-
tion occur when EPSCs are large and trigger multiple spikes per
stimulus. When the fast inhibition (  1.3 ms) was replaced with
slow inhibition (  11 ms), the same overall effects were visible,
although the improvement in vector strength was not as large
(Fig. 9 I, J). A two-way ANOVA showed that both the IPSC time
course and the inhibitory conductance level influenced the vector
strength (F(11,216)  475.8, p  0.0001), with the largest total
variance difference attributable to gI (F(11,216)  7454, p 
0.0001), although the IPSC time course also had a significant
effect (F(11,216)  17,426, p  0.0001). Bonferroni’s post hoc tests
revealed that there was a significant effect of IPSC time course
(p  0.001) for all values of gI  20 nS, including for the combi-
Figure 6. The role of glycinergic inhibition on temporal processing in T-stellate cells. A, Responses of a T-stellate cell to 100 Hz stimulation in control (blue), strychnine (gray), and strychnine plus
APV (black). B, Folded period histogram of the spike peak latency. Data were from five 50-pulse trains under each condition. C, Example traces of a T-stellate cell during the train show that IPSPs in
control (blue) prevented supernumerary spikes, as shown in gray, whereas inhibition was blocked by strychnine. IPSPs (arrowhead) were delayed by 2 ms relative to EPSPs. D, E, Responses of the
T-stellate cell model to 100 Hz stimulation, in the same layout as in A and B. F, Blocking glycinergic inhibition decreased the vector strength of T-stellate cells, which was restored by additional block
of NMDA-receptor-mediated currents. For experimental data: control (Ctrl) and strychnine (Stry), n  15; strychnine plus APV, n  6. For modeling data: n  10 runs in each group. G, Blocking
inhibition increased the firing probability, which was restored by additional block of NMDA-receptor-mediated currents. For experimental data: control and strychnine, n  15; strychnine plus APV,
n  6. For modeling results: n  10 runs in each group. H, Example responses of a T-stellate cell to 400 Hz stimulation under control (blue) or in the presence of strychnine (gray). I, Folded period
histogram of spike times from the last 40 stimuli, accumulated over 10 trains, under each condition. J, Expanded view of individual responses of the T-stellate cell during the train. K, Summary change
in vector strength for nine T-stellate cells. L, Summary change in spikes per stimulus for the same T-stellate cells. **p  0.01, ***p  0.001.
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nation of excitation and inhibition ( gE  8 nS, gI  100 nS) that
led to firing probabilities in the presence and absence of inhibi-
tion that matched our experimental data (Fig. 6G). With fast
inhibition (  1.3 ms) at 100 Hz, a single spike was generated per
stimulus cycle, and there was only one peak in the period histo-
gram (Fig. 6D,E). In the absence of inhibition, the model cell
showed prolonged depolarization and repeated spikes that de-
creased the spike timing precision. In agreement with experimen-
tal observations (Fig. 6A–C), removing both inhibition and
NMDA currents shortened the EPSPs and reduced supernumer-
ary spikes (Fig. 6F,G) (vector strength from modeling data in Fig.
6F: control, 0.933  0.002; strychnine, 0.688  0.004; strychnine
plus APV, 0.968  0.001; n  10 runs in each group; repeated-
measures ANOVA, F(2,9)  4290, p  0.001) (firing probability
from modeling data in Fig. 6G: control, 1.027  0.008; strych-
nine, 1.220  0.011; strychnine plus APV, 0.887  0.005; n  10
runs in each group; repeated-measures ANOVA, F(2,9)  4010,
p  0.001; Tukey’s post hoc tests indicate p  0.001 for all pairwise
comparisons). These results suggest that fast inhibition is some-
what more effective in improving spike timing in T-stellate cells,
but it is not essential and leaves open the question of why
T-stellate cells have such fast inhibitory conductances.
Fast inhibition improves narrowband signal detection in
T-stellate cells but not bushy cells
CMR is a psychophysical phenomenon in which the detection of
an on-frequency signal (“signal”) in the presence of modulated
on-frequency masker (“masker”) is improved by adding off-
frequency sounds (“sidebands”) that are comodulated with the
masker (Hall et al., 1984). T-Stellate cells have been shown to
exhibit CMR in their spike trains, and this sensitivity can be ex-
plained by a simple circuit consisting of a wideband inhibitory
input (such as from D-stellate cells) that converges onto cells
receiving narrowband excitation from the AN (Pressnitzer et al.,
2001).
To test whether fast inhibition onto T-stellate cells is necessary
for CMR, we implemented a network model of the CN (see Ma-
terials and Methods) to test whether the brief time course of
inhibition in T-stellate cells is critical for CMR. Sound stimuli
under three conditions (REF, CM, and CD, as shown in Fig.
10A1–C1) were presented to a model of the cochlea and AN
(Zilany et al., 2009) to generate spike trains. These spike trains
activated AN terminals in the VCN network (Fig. 10D). Inhibi-
tory interneurons, representing D-stellate cells, received input
from a wide range of AN fibers and provided inhibition to a bank
of target T-stellate cells. Signal detectability was probed by com-
paring spike trains in responses to stimuli with and without the
on-frequency signal (Fig. 10A–C), and a d statistic was com-
puted as described previously (Pressnitzer et al., 2001) (see Ma-
terials and Methods). Larger d values imply greater detectability
of the signal.
The poststimulus time histograms (PSTHs) in Figure 10, A2
and A3, compare responses to equal signal/masker ratios for the
REF condition (Fig. 10A2) with the response to the on-frequency
masker alone (Fig. 10A3). In the presence of the masker, it is
difficult to identify the signal at all as shown in Figure 10A2.
However, in the CM condition, the off-frequency comodulated
components drive the inhibitory cell and suppress the response to
the on-frequency masker (Fig. 10B3) while not suppressing the
response to the signal (Fig. 10B2); thus, the signal stands out. In
the CD condition, there is a strong response during a portion of
the on-frequency masker in the absence of the on-frequency sig-
nal (Fig. 10, compare C3, C1), but the addition of the on-
frequency signal fails to elicit any additional spikes (Fig. 10C2).
The detectability of the signal over a range of signal/masker
ratios is summarized in Figure 10E. With fast inhibition, the sig-
Figure 7. Fast and slow inhibition differentially affect spike thresholds. A, Maximum rising slope of an example EPSP from a bushy cell. Black, EPSP trace; gray, first derivative. B, Inhibition
increased the maximum rising slopes of EPSPs that failed to trigger spikes during 400 Hz trains in an example bushy cell. Left, Scatter plot of EPSPs; right, histogram showing the distribution of
maximum rising slopes; gray, with glycinergic inhibition (ANDCN stim); black, without glycinergic inhibition (AN stim). Arrows indicate estimated threshold slope. C, Summary of threshold slopes
from 10 bushy cells with and without inhibition. D, Spike threshold of an example T-stellate cell. Black, spike trace; gray, second derivative. E, Inhibition did not change the spike thresholds of an
example T-stellate cell. Left, Scatter plot of spike threshold during the last 40 pulses of the train; right, histogram showing the distribution of spike thresholds; black, with inhibition [control (ctrl)];
gray, without inhibition [strychnine (stry)]. Arrows indicate average spike thresholds. F, Summary of average spike thresholds from 15 T-stellate cells.
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nal detectability increased moderately with increasing signal/
masker ratios under the REF condition, was the largest in the CM
condition, but showed little change in the CD condition. The d
for the CM condition increased significantly over the REF condi-
tion for signal/masker ratios above 0 dB and was greater than the
CD condition for signal/masker ratios above 15 dB. However,
when the time course of the inhibition onto the T-stellate cell
model was slowed to that seen in bushy cells (  11 ms; Fig.
Figure 8. Cellular and network models for bushy and T-stellate cells. A1, Example of rate-dependent depression and recovery for AN EPSCs in a bushy cell. Symbols, The time course of the release probability,
PrF(t)D(t)F1,where F(t) is thefacilitationtermasafunctionoftime[F(0)1.0], D(t) is thedepressionterm[D(0)1.0],and F1 is theinitialvaluethatsetsthereleaseprobability(fromTable1)ofbushy
cell EPSCs in response to stimulation of the AN. The lines are simultaneous fits of the kinetic model for all frequencies and time points for an individual cell. A2, Example of rate-dependent depression and recovery
for TBV tract eIPSCs in a bushy cell. Lines indicate fits as in A1. B1, Fit of state models for bushy cell EPSCs to the time course of synaptic currents. Top axes, The “Exp fit to data” is from Equation 3, using the
parameters in Table 3. The dashed line is the fit to the state model of Raman and Trussell (1992) (R&T Model fit), with the parameters given in Table 2. Bottom axes, Time course of the synaptic cleft glutamate
transient associated with the fit. A2, The time course of bushy cell IPSCs was best fit by a six-state model with two open states. Inset, Six-state model (Gly6S). Top axes, The solid line (“Exp fit to data”) is from
Equation 3, using the parameters in Table 3. The dashed line is from the model, with the parameters shown in Table 4. Bottom axes, Time course of the synaptic cleft glycine transient, estimated using Equation
1. C1, C2, The time course and fits of release probability for T-stellate cell EPSCs (C1) and IPSCs (C2) in the same layout as in A1 and A2. The kinetic parameters are listed in Table 1. D1, D2, Fits of state model for
T-stellate cell EPSCs (D1) and IPSCs (D2). The panels are in the same layout as in B1 and B2, with the parameters given in Tables 2-4. For details of the fitting procedures, see Materials and Methods. E, F, Response
of the bushy and T-stellate model cells (mouse parameters) to current injections, respectively. G, Current–voltage relationships of bushy and T-stellate cell model. Open symbols, Bushy cell; filled symbols,
T-stellate cell; circles, steady-state voltage; squares, peak voltage. H, Firing rates of bushy and T-stellate cell model to current injections. Open symbols, Bushy cell model; filled squares, T-stellate cell model.
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10F), the CM and CD conditions were equivalent, and the signal
detectability was poor at all signal/masker ratios. Thus, with slow
inhibition, there was no release from masking at any signal/
masker ratio.
We then evaluated signal detectability as a function of the
IPSC decay time constant at 0 dB signal/masker ratio. Remark-
ably, detection of the signal was better in the CM condition
than the REF condition only when the IPSC decay time con-
stant is less than 2.5 ms (Fig. 10G). Signal detectability is
better than the CD condition for IPSCs faster than 4.0 ms.
These results suggest that fast inhibition onto T-stellate cells is
critical for detecting narrowband signals in complex wideband
acoustic environments.
To gain insight into how the rapid decay of IPSPs contributes
to the masking release, we examined the time course of synaptic
currents during responses to the CMR stimuli (Fig. 11). The ex-
citatory input follows the expected pattern, in which EPSPs occur
during both the modulation periods of the on-frequency masker
and the signal. With inhibitory inputs that decay rapidly (Fig.
11A, 1.3 ms), the inhibition from the D-stellate cells is strong
during the crest of the maskers but rapidly decays when the
masker modulation is at a minimum. At this time, the cell is
released from inhibition and can respond to the on-frequency
signal, which is generating EPSPs. However, when the inhibition
time course is slow (Fig. 11C, 11 ms), inhibition does not com-
pletely decay during the valleys. As a result, the cell fails to show a
strong differential response to the EPSPs of the on-frequency
signal, which are subject to the residual inhibition from the pre-
vious modulation cycle. These simulations suggest that the CMR
depends on a transient imbalance between inhibition and excita-
tion that occurs because the fast inhibition does not carry over
into the masker valleys, allowing the excitation to drive the cell in
response to the on-frequency signal.
We also tested whether bushy cells showed a similar CMR
effect in the model by replacing the model T-stellate cells with
model bushy cells. The presence of comodulated flanking side-
bands in model bushy cells did not improve signal detection rel-
ative to the REF condition, independent of the IPSC decay time
course (Fig. 12). Codeviant flanking sidebands reduced detect-
ability of the signal at all signal/masker ratios. These results are
consistent with previous physiological observations that, al-
though CMR can be detected in some bushy cells, it is not as
prevalent as in stellate cells (Pressnitzer et al., 2001). The lack of a
difference between the REF and CM conditions, regardless of the
decay rate of inhibition, appears to result from two related fac-
tors. First, the modeling results suggest that the strong AN exci-
tation in bushy cells overpowers the weaker wideband inhibition
during both the masker and any residual inhibition occurring in
the dips of the masker, regardless of the IPSP decay time course,
leading to spiking and detection of the on-frequency signal. Sec-
ond, the d values from the bushy cell model for both the REF and
CM conditions are larger than those observed in the T-stellate
model under any conditions, which suggests that a ceiling effect
may be present that prevents additional improvements in detect-
ability of the signal.
Figure 9. IPSC kinetics control temporal precision in simulated bushy and T-stellate cells. A,
Parametric exploration of firing probability in bushy cell model for different combinations of
excitatory (same symbols as in B) and inhibitory (abscissa) conductance levels for 400 Hz stim-
ulus trains. Slow inhibition (  11 ms) as observed experimentally in bushy cells was used.
Spike probability was used to choose parameters shown in model simulation in Figure 5. B,
Vector strength across the same parameter space as in A. C, Similar to A but using fast IPSC time
course (  1.3 ms) observed in T-stellate cells, in the bushy cell model. D, Vector strength
across the same parameter space as in C. E, F, Firing probability and vector strength of the bushy
cell model in response to 50-pulse stimulation at 400 Hz with either slow or fast IPSCs. Excitatory
conductance used: gE 50 nS. Arrowhead, The selected conductance levels used in Figure 5I–L.
G, Parametric exploration of firing probability in T-stellate cell model for different combinations
of excitatory (symbols as in H ) and inhibitory (abscissa) conductance levels for 100 Hz stimulus
trains. Fast inhibition (  1.3 ms) observed experimentally in T-stellate cells was used. Spike
probability was used to choose parameters shown in model simulations in Figure 6. H, Vector
strength across the same parameter space as in G. I, J, Same as in G, H, except slow inhibition
(  11 ms) was used. K, L, Firing probability and vector strength of the T-stellate model in
response to 50-pulse stimulation at 100 Hz with slow or fast IPSCs. Excitatory conductance used:
4
gE 8 nS. The arrowhead marks the conductance levels used in Figure 6D–G. Data are the mean
and SEM of 10 independent runs of the model, using different seeds for the stochastic processes
of transmitter release latency and release probability. SEs in E and K are small and masked by
data symbols.
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Discussion
We have shown how glycinergic inhibition plays critical roles in
temporal information processing at the first neural station of the
central auditory system. In bushy cells, glycinergic IPSCs with
slow kinetics generate tonic inhibition that increases the spike
threshold, which helps improve spike precision on a timescale of
tens of microseconds, thus enhancing the fine temporal coding of
the auditory information (Oertel, 1999). IPSCs in T-stellate cells
are eight times faster than those in bushy cells and convey a rapid
and transient inhibition, which does not affect spike threshold
but counteracts the slow NMDA currents. This inhibition elimi-
nates poorly timed spikes, resulting in improved spike timing on
a millisecond timescale. Although the improvement in spike tim-
ing for T-stellate cells is on a slower timescale than in bushy cells,
it is suitable for encoding envelope cues. Our models demon-
strate that the differences in IPSC time courses are essential for
neural processing in both cell types, because using fast inhibition
in bushy cells or slow inhibition in T-stellate cells is predicted to
impair the temporal precision of spikes relative to that seen with
native IPSC time courses. Moreover, in T-stellate cells, only
IPSCs with decay time constants 2.5 ms can improve signal
detection in the presence of modulated maskers in the VCN net-
work model. Our findings suggest that the specific kinetics of
glycinergic inhibition play an essential role in the processing of
temporal information in the CN. Given that IPSCs with diverse
kinetics are widely observed elsewhere in the nervous system,
with decay time courses varying from a few milliseconds (Awa-
tramani et al., 2004; Magnusson et al., 2005; Graham et al., 2006;
Beato, 2008; Wässle et al., 2009) to tens of milliseconds (Taka-
hashi et al., 1992; Veruki et al., 2007; Balakrishnan and Trussell,
2008; Wässle et al., 2009), target-specific IPSC kinetics may serve
as a common mechanism tailored to the unique physiological
processing roles of different neurons.
Neural computation relies on the spatial and temporal interplay
of inhibitory and excitatory inputs as well as the nonlinearity of
voltage-dependent conductances. The IPSC time courses that we
have measured are members of a constellation of mechanisms that
distinguish cell types that process different aspects of the acoustic
environment in the VCN. Bushy cells have a short membrane time
constant and high membrane conductance that results from low-
Figure 10. Fast inhibition is required for T-stellate cells to exhibit CMR. A1, Spectrogram of the REF stimulus, consisting of a masker (red) and a signal (blue), each amplitude modulated at 10 Hz.
A2, PSTHs (5 ms bin width) showing responses in one trial across 25 T-stellate cells. Blue bars indicate timing of the signal. A3, PSTH with no signal. The signal elicits spikes (A2) during minima in
the masker (A3). Ordinate spike rate is normalized per cell. n  total spike count. B1, Spectrogram for the CM condition. B2, PSTH as in A2. The cells fire primarily during the signal. B3, PSTH during
CM condition with no signal. C1, CD condition, in which the flanking sidebands are not phase coherent with the masker. C2, PSTH of CD condition as in A2. C3, PSTH of CD condition with no signal.
The cells fire primarily during the masker in both C2 and C3. D, Network schematic showing wideband AN inputs to the inhibitory D-stellate cell and on-frequency excitatory AN input to the target
bushy or T-stellate cell. Synapses are marked with either open (excitatory) or filled (inhibitory) symbols. IC, Inferior colliculus. E, Detectability (d) of the signal with changes in signal/masker ratio,
for fast inhibition. CMR (relative to the CD condition) occurs for signal/masker ratios greater than 15 dB. Error bars are SDs of four runs with different random draws of network connectivity. F,
Detectability, as in E with slow inhibition. The CM sounds fail to improve detectability of the signal. G, Detectability is best with fast IPSCs. For model details, see Materials and Methods.
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voltage-activated potassium (Rothman and Manis, 2003a; Cao et al.,
2007) and Ih (Cao et al., 2007) channels. The specialized AN synapses
onto bushy cells, the end bulbs of Held (Manis et al., 2011), produce
exceptionally large and brief conductance changes, which help pre-
serve the timing of spikes that report phase information used for
binaural localization and pitch judgments. Slow IPSPs that summate
can limit spike generation to the largest and fastest-rising EPSPs (Fig.
7) and thus contribute to improvements in spike timing. In contrast
to bushy cells, T-stellate cells have a slower membrane time constant
and higher resting input resistance, so that excitatory inputs generate
larger and longer-lasting EPSPs. The higher input resistance also
allows fast inhibition to significantly influence the membrane poten-
tial and transiently interact with EPSPs to regulate firing. The inte-
grated roles of inhibitory kinetics, cell-specific excitatory strength,
and intrinsic membrane conductances are supported by results from
our cellular and network models. A related, but mechanistically dis-
tinct, interaction is present in bushy cells of the avian nucleus mag-
nocellularis, which receive slow depolarizing GABAergic IPSCs that
help improve temporal processing by increasing activation of the
low-voltage-activated potassium conductance (Monsivais et al.,
2000). In contrast, neurons in the medial superior olive, which re-
ceive balanced excitatory and inhibitory inputs and which exhibit
much lower input resistances than bushy cells (Couchman et al.,
2010), receive fast IPSCs that might help encode microsecond inter-
aural time differences (Smith et al., 2000; Brand et al., 2002; Magnus-
son et al., 2005) (but for a different interpretation, see Joris and Yin,
2007). Therefore, the contribution of target-specific inhibitory ki-
netics also depends on the complement of cell-specific excitatory
inputs and intrinsic properties.
Although the inhibition is primarily tonic in bushy cells, it shifts
from being phasic at 100 Hz to tonic at 400 Hz in T-stellate cells. In
both cell types, the sustained firing rate for excitatory inputs (AN
fibers) and inhibitory inputs (TBV cells and D-stellate cells) can
range from near 0 Hz to 400 Hz during acoustic stimulation. Our
results suggest that temporal processing in bushy cells is improved
most when the inhibitory inputs are firing at high frequencies. In
T-stellate cells, entrainment to repetitive stimulation is improved
when the inhibitory inputs are firing in synchrony with excitation at
lower rates. However, dynamic acoustic events can result in transient
high rates of firing of the inhibitory interneurons. Such periods
of high-frequency activity would result in brief periods of
summation, followed by a rapid decay when the inhibition
terminates. It is likely that this pattern is partially what under-
lies the CMR sensitivity of T-stellate cells (Fig. 11).
Natural acoustic environments contain many time-varying
broadband sounds, such as produced by the wind passing through
leaves and grasses, as well as modulated sounds containing narrow-
band components typical of conspecific acoustic communication
signals (Lewicki, 2002; Singh and Theunissen, 2003). CMR, which
has been demonstrated in avians, rodents, and dolphins and humans
(Hall et al., 1984; Klump and Langemann, 1995; Branstetter and
Finneran, 2008; Klink et al., 2010), allows detection of narrowband
sounds in the presence of such natural wideband fluctuating mask-
ers. The need for fast inhibition in the stellate cell pathway has not
been obvious, although several models have used brief inhibition to
investigate the integrative properties of VCN stellate cells (Banks and
Sachs, 1991; Lai et al., 1994; Wang and Sachs, 1995). Conversely,
studies with iontophoresis of inhibitory receptor antagonists suggest
that a time-invariant inhibition onto stellate cells is sufficient to ex-
plain their responses to narrowband sounds and does not affect the
processing of signals in the presence of unmodulated wideband
noise (Gai and Carney, 2008). Our modeling shows that fast inhibi-
tion is necessary for CMR, although the fluctuation frequency is low
(10 Hz). CMR can also be observed for fluctuating maskers up to
100 Hz (Carlyon et al., 1989; Eddins and Wright, 1994). In the
model, we detected CMR at 10, 20, and 50 Hz but not 100 Hz (data
not shown). We suggest, based on the time course of inhibition
during the CMR condition (Fig. 11), that when the masking signal
terminates, the inhibition quickly ceases, leaving the cells responsive
to sounds within their narrow excitatory area. In this way, the fast
inhibition helps generate temporal contrast between broadband and
narrowband sounds.
Glycinergic IPSC kinetics are governed mainly by the receptor
	 subunits (Lynch, 2009; Wässle et al., 2009) but can also be
modified by synchronization of transmitter release (Magnusson
et al., 2005), transmitter pooling at the cleft (Balakrishnan et al.,
2009), cotransmission of GABA and glycine (Lu et al., 2008),
phosphorylation or dephosphorylation of receptors (Gentet and
Clements, 2002), or changes in the internal concentration of
chloride in the postsynaptic cell (Pitt et al., 2008). The diversity of
Figure 11. Excitatory and inhibitory synaptic conductances during CMR as measured in
T-stellate cell model. Data are shown for the CMR condition with a signal/masker ratio of 0 dB
with 10 Hz modulation, as in Figure 10. A, Fast inhibition is driven by the off-frequency signals
but it ceases rapidly in the valleys during the on-frequency signal (indicated by bars above the
traces). The positive-going waveform is the total inhibitory conductance to the cell. The
negative-going waveform is the total excitatory conductance to the cell. B, Cell spiking pattern
for the trial shown in A shows firing increases during the release in inhibition, reflecting the
drive from the on-frequency signal. C, Same format as A but with the fast inhibition replaced by
slowly decaying inhibition. Although modulated by the off-frequency signals, the inhibition
does not fully decay between cycles of the masker. D, Same format as B except with slow
inhibition. Although the firing rate is modulated by the masker, the release during the signal is
less clearly timed to the signal, and detection of the on-frequency signal is impaired.
Figure 12. Kinetics of IPSCs do not affect CMR in bushy cell model. Detectability of on-
frequency signals in the presence of an on-frequency masker and flanking sidebands (same as in
Fig. 10A1,B1,C1), for different signal/masker ratios, for model bushy cells. Although the flaking
bands provide little improvement in detection for either fast or slow IPSCs relative to the REF
condition, the signals are significantly masked in the presence of codeviant flanking bands. A,
Using fast inhibition; B, using slow inhibition. Error bars are SDs.
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receptor subunits, combined with the numerous posttransla-
tional mechanisms that can modify glycinergic transmission, can
provide highly regulated, target-specific IPSC kinetics that fit the
functional needs of individual neurons. In the VCN, we found
that the decay time courses of eIPSCs and sIPSCs within either
bushy or T-stellate cells were similar, which suggests that the cells
mainly express one combination of glycine receptor subunits at
all synapses, regardless of the sources of afferent terminals. Our
estimates of single-channel conductances and the sIPSC decay
time constants in T-stellate and bushy cells are consistent with
those of the 	1
 and 	2
 isoforms of the glycinergic receptor
found in retinal neurons, respectively (Gill et al., 2006; Veruki et
al., 2007; Wässle et al., 2009), after adjusting for temperature
differences assuming a Q10 of 2.1 (Smith et al., 2000). Posttrans-
lational mechanisms may also contribute to receptor kinetics di-
versity within a cell population but seem unlikely to be the sole
basis of the large difference in kinetics between bushy and
T-stellate cells. It has been widely observed that, in other regions
of the nervous system, glycinergic receptors composed of 	2

subunits are abundant early in development and, with matura-
tion, gradually switch to the adult 	1
 isoform. The trend is not
always true in all neural circuits (Lynch, 2009). Our study sug-
gests that such a switch might occur in T-stellate cells during
development and might not occur in bushy cells, which would be
consistent with the continued presence of 	2 mRNA in the
AVCN through adulthood (Piechotta et al., 2001).
In summary, parallel processing is a fundamental feature of
central sensory information processing and is especially promi-
nent in the central auditory system, in which different aspects of
the acoustic waveform are processed through separate neural
pathways before converging in higher nuclei. These pathways are
initiated at the level of the CN (Cant and Benson, 2003), through
populations of cells that receive specialized excitatory synapses
and express particular complements of ion channels. Our find-
ings reveal that, at this first integrative step in the CN, the target-
specific time course of glycinergic inhibition is yet another neural
mechanism that contributes to the parallel processing of auditory
information in the time domain.
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