In recent years, a great deal of attention has been devoted to Krylov subspace techniques for reduced-order modeling of large-scale dynamical systems. The surge of interest was triggered by the pressing need for efficient numerical techniques for simulations of extremely large-scale dynamical systems arising from circuit simulation, structural dynamics, and microelectromechanical systems. In this paper, we begin with a tutorial of a Lanczos process based Krylov subspace technique for reduced-order modeling of linear dynamical systems, and then give an overview of the recent progress in other Krylov subspace techniques for a variety of dynamical systems, including second-order and nonlinear systems. Case studies arising from circuit simulation, structural dynamics and microelectromechanical systems are presented.
Introduction
The continual and pressing need for accurately and efficiently simulating dynamical behaviors of complex physical systems arising from computational science and engineering has led to increasingly large and complex models. Reduced-order modeling techniques play an indispensable role by providing an efficient computational prototyping tool to replace such a large-scale model by an approximate smaller model, which is capable of capturing dynamical behavior and preserving essential properties of the larger one.
A myriad of reduced-order modeling methods has been presented in various fields. Most of these methods fall into two categories. The first one is comprised of the techniques based on the optimization of the reduced-order model according to a suitably chosen criterion. The second category consists of the E-mail address: bai@cs.ucdavis.edu (Z. Bai).
0168-9274/02/$22.00  2002 IMACS. Published by Elsevier Science B.V. All rights reserved. PII: S 0168-9274(02 )0 0 11 methods which preserve exactly a limited number of parameters of the original model. The work of [25] provides a survey of early work on these methods. Over the past several years, Krylov subspace based techniques have emerged as one of the most powerful tools for reduced-order modeling of large-scale systems. We would like to call the reader's attention to recent surveys on the topic [27, 29, 3] , which are complimentary to this work.
In order to introduce first-time readers to this topic, we will begin with a tutorial of Krylov subspace techniques for reduced-order modeling of linear dynamical systems, specifically, on moment-matching methods based on the Lanczos process. Then we give an overview of the recent progress of other methods for linear systems. We will also discuss the work which extends the Krylov subspace techniques for reduced-order modeling of second-order, semi-second-order, and nonlinear systems. There are plenty of questions remaining unsolved with regard to those methods discussed in this paper, particularly on semisecond-order systems and nonlinear systems. We will list these open questions throughout the paper.
Our motivation for studying reduced-order modeling techniques stems from the need for efficient simulation tools for dynamical systems arising in circuit simulation, structural dynamics and microelectromechanical systems (MEMS). We will report our experiences with case studies arising from these applications.
To encourage first-time readers to try out some of approaches discussed in this paper, we have set up a web site at http://www.cs.ucdavis.edu/∼bai to include basic implementation of some methods, along with some test data. We hope this will also be regarded as an effort to exchange software and test problems amongst researchers and practitioners who are interested in using these tools.
The rest of this paper is organized as follows. In Section 2, we introduce linear dynamical systems and associated computational tasks and challenges. Then we give a tutorial on Lanczos process based moment-matching methods for reduced-order modeling of linear systems. The remaining parts of Section 2 are devoted to the discussion of some essential properties associated with linear dynamical systems and how to preserve these properties in a reduced-order model, and finally we review other reduced-order modeling methods for linear systems. In Section 3, we discuss the treatment of secondorder systems by the Krylov subspace based methods with the moment-matching property. Sections 4 and 5 report some preliminary work on the generalization of Krylov subspace techniques for semisecond-order and nonlinear systems. Concluding remarks are in Section 6.
With a few exceptions, we follow the notational conventions used in [27, 29] . Specifically, we use boldface letters to denote vectors and matrices, 0 for zero vectors or matrices, I for the identity matrix, e k for the kth unit vector (the kth column of I ). The dimensions of these matrices and vectors are conformed with dimensions used in the context, · T denotes transpose, i = √ −1, (s) is the real part of a complex variable s and R, C denote the sets of real and complex numbers, respectively. We use R m,n denotes the set of rational functions with real numerator polynomial of degree at most m and real denominator polynomial of degree at most n.
Linear dynamical systems
A continuous time-invariant (lumped) multi-input multi-output linear dynamical system is of the form Cẋ(t) + Gx(t) = Bu(t), y(t) = L T x(t),
with initial condition x(0) = x 0 . Here t is the time variable, x(t) ∈ R N is a state vector, u(t) ∈ R m the input excitation vector, and y(t) ∈ R p the output measurement vector. C, G ∈ R N×N are system matrices, B ∈ R N×m and L ∈ R N×p are input and output distribution arrays, respectively. N is the state space dimension and m and p are the number of inputs and outputs, respectively. In most practical cases, we can assume that m and p are much smaller than N and m p.
Linear systems arise in many applications, such as the network circuit with linear elements [87] , structural dynamics analysis with only lumped mass and stiffness elements [22, 23] , linearization of a nonlinear system around an equilibrium point [27] , and a semi-discretization with respect to spatial variables of a time-dependent differential-integral equations [73, 88] .
The matrices C and G in (1) are allowed to be singular, and we only assume that the pencil G + sC is regular, i.e., the matrix G + sC is singular only for a finite number of values s ∈ C. The assumption that G + sC is regular is satisfied for all applications we are concerned with that lead to systems of the form (1) . In addition, C and G in (1) are general nonsymmetric matrices. However, in some important applications, C and G are symmetric, and possibly positive definite or positive semidefinite. For example, with proper formulation, C and G are symmetric indefinite for a linear circuit network that consists of only resistors, inductors and capacitors (in short, a linear RLC circuit). An important special case is RC networks consisting of only resistors and capacitors; in this case, one of C and G is symmetric positive definite. Note that when C is singular, the first equation in (1) is a first-order system of linear differentialalgebraic equations. The corresponding linear system is called a descriptor system or a singular system.
The linear system of the form (1) is often referred to as the representation of the system in the time domain, or in the state space. Equivalently, one can also represent the system in the frequency domain via a Laplace transform. Recall that for a vector-valued function f (t), the Laplace transform of f (t) is defined by
The physically meaningful values of the complex variable s are s = iω, where ω 0 is referred to as the frequency. Taking the Laplace transform of the system (1), we obtain the following frequency domain formulation of the system:
where X(s), Y (s) and U (s) represents the Laplace transform of x(t), y(t) and u(t), respectively. For simplicity, we assume that we have zero initial conditions x(0) = x 0 = 0 and u(0) = 0. Eliminating the variable X(s) in (3), we see that the input U (s) and the output Y (s) in the frequency domain are related by the following p × m matrix-valued rational function
H (s) is known as the transfer function or Laplace-domain impulse response of the linear system (1).
The following types of analysis are typically performed for a given linear dynamical system of the form (1):
• Static (DC) analysis, to find the point to which the system settles in the equilibrium, or rest, condition, namelyẋ(t) = 0;
• Steady-state analysis, also called frequency response analysis, to determine the frequency responses H (s) of the system to external steady-state oscillatory (i.e., sinusoidal) excitation; • Modal frequency analysis, to find system natural vibrating frequency modes and their corresponding modal shapes; • Transient analysis, to compute the output behavior y(t) subject to time-varying excitation u(t);
• Sensitivity analysis, to determine the proportional changes of the time response y(t) and/or steadystate response H (s) to a proportional change in system parameters. This paper will focus on applying reduced-order modeling techniques for steady-state and transient analysis.
Linear dynamical systems have been studied extensively, especially for the case C = I , for example, see [49] . Numerous techniques have been developed for performing various analyses of the system. One of the primary computational challenges we are confronted with today is the large state dimension N of the system (1). For example, in circuit simulation and structural dynamics applications, N could be as large as 10 6 . In addition, the differential equations in the system (1) are often stiff from multi-energy and multi-scaling simulation. The system may be required to be analyzed repeatedly for different excitation inputs u(t).
As a tutorial on Krylov subspace techniques for large-scale linear dynamical systems, in the rest of this section we mostly confine our discussion to single-input single-output systems, i.e., p = m = 1. We will use lower case letters b and l to denote the input and output distribution vectors, instead of the capital letters B and L. Consequently, the transfer function defined in (4) is a scalar function, and will be denoted by H (s). References will be given for the treatments of multi-input multi-output systems.
Eigensystem methods
Let us first review eigensystem methods as an introduction to the steady-state analysis of the linear system. To compute H (s) about a selected expansion point s 0 , let us set
where we assume that G + s 0 C is nonsingular. Then H (s) can be cast as
In other words, we reduce the representation of the transfer function H (s) using only one matrix A. Assume that the matrix A is diagonalizable,
Let f = S T l = (f j ) and g = S −1 r = (g j ), then the transfer function H (s) can be expressed as a partialfraction expansion,
This is known as the pole-residue representation. p j = s 0 +1/λ j are poles of the system, 1 κ j = −f j g j /λ j are residues, and ρ ∞ = λ j =0 f j g j is a constant, which corresponds to the poles at infinity (or zero eigenvalues). Note that it costs O(N 3 ) operations to diagonalize A, and only O(N) operations to evaluate the transfer function H (s) for each given point s.
Unfortunately, in practice, diagonalization of A is prohibitive when it is ill-conditioned or is too large. As a remedy for the possible ill-conditioning of diagonalization, we may use the numerically stable Schur decomposition. Let A = QT Q T be the Schur decomposition of A. Then
Now, it costs O(N 2 ) to evaluate the transfer function H (s) at each given point s. Alternatively, one can use the Hessenberg decomposition of A as suggested in [54] .
To reduce the cost of diagonalizing A or computing its Schur decomposition for large N , we may use partial eigendecomposition. This is also referred to as the modal superposition method, for example, see [22] . By examining the pole-residue representation (6) , it is easy to see that the motivation of this approach comes from the fact that only a few poles (and associated eigenvalues) around the region of frequencies of interest are necessary for the approximation of H (s). Those poles are called the dominant poles. Therefore, to study the steady-state response to an input of the form u(t) =ũe iωt , whereũ is a constant vector, we express the solution as x(t) = S k v(ω)e iωt , where S k contains k selected modal shapes (eigenvectors) of the matrix pair {C, G} needed to retain all the modes whose resonant frequencies lie within the range of input excitation frequencies. Then one may solve the system
for v(ω). Once the selected dominant poles and their corresponding modal shapes S k are computed, the problem of computing the steady-state response is reduced to solving the k × k system (7). In practice, it is typical that only a relatively small number of the modal shapes is necessary, i.e., k N . The problem of finding a few modal shapes S k within a certain frequency range is one of the well-known algebraic eigenvalue problems in numerical linear algebra [4] .
Reduced-order modeling
The desired attributes of reduced-order modeling of the linear dynamical system (1) include replacing the full-order system by a system of the same type but with a much smaller state-space dimension such that it has an admissible error between the full-order and reduced-order models. Furthermore, the reduced-order model should also preserve essential properties of the full-order system. Such a reducedorder model would let designers efficiently analyze and synthesize the dynamical behavior of the original system within a tight design cycle. Specifically, given the linear dynamical system (1), we want to find a reduced-order linear system of the same form
where
The state-space dimension n of (8) should generally be much smaller than the state-space dimension N of (1), i.e., n N . Meanwhile, the outputỹ(t) of (8) approximates the output y(t) of (1) in accordance with some criteria for all u in the class of admissible input functions. Furthermore, the reduced-order system (8) should preserve essential properties of the full-order system (1) .
Note that the p × m matrix-valued transfer function of the reduced-order model (1) is given by
Hence, for the steady-state analysis in the frequency domain, the objectives of constructing a reducedorder model (8) include that the reduced-order transfer function H n (s) should be an approximation of the transfer function H (s) of the full-order model over the frequency range of interest with an admissible error, and that H n (s) preserves essential properties of H (s).
Padé approximation and moment-matching
Note that the scalar transfer function H (s) of (4) is a rational function. More precisely, H (s) ∈ R N−1,N , where N is the state-space dimension of (1). The Taylor series expansion of H (s) of (5) about s 0 is given by
where m j = l T A j r for j = 0, 1, 2, . . . , are called moments about s 0 . Since our primary concern is large state-space dimension N , we seek to approximate H (s) by a rational function H n (s) ∈ R n−1,n over the range of frequencies of interest, where n N . A natural choice of such a rational function is a Padé approximation. A function H n (s) ∈ R n−1,n is said to be an nth Padé approximant of H (s) about the expansion point s 0 if it matches with the moments of H (s) as far as possible. Precisely, it is required that
For a thorough treatment of Padé approximants, we refer the reader to [12] . Note that equation (10) presents 2n conditions on the 2n degrees of freedom that describe any function H n (s) ∈ R n−1,n . Specifically, let
where b 0 is chosen to be equal to 1, which eliminates an arbitrary multiplicative factor in the definition of H n (s). Then the coefficients {a j } and {b j } of polynomials P n−1 (s) and Q n (s) can be computed as follows. Multiplying Q n (s) on both sides of (10) yields
Comparing the first n (s − s 0 ) k -terms of (12) for k = 0, 1, . . . , n − 1 shows that the coefficients {b j } of the denominator polynomial Q n (s) satisfy the following system of simultaneous equations:
The coefficient matrix of (13) is called the Hankel matrix, denoted as M n . Once the coefficients {b j } are computed, then by comparing the second n (s − s 0 ) k -terms of (12) for k = n, n + 1, . . . , 2n − 1, we see that the coefficients {a j } of the numerator polynomial P n−1 (s) can be computed according to
It is clear that H n (s) defines a unique nth Padé approximant of H (s) if, and only if, the Hankel matrix M n is nonsingular. We will assume that this is the case for all n. This formulates the framework of the asymptotic waveform evaluation (AWE) techniques as they are known in circuit simulation, first presented in [70] around 1990. The manuscript [20] has a complete treatment of the AWE technique and its variants. A survey of the Padé techniques for model reduction of linear systems is also presented in the earlier work [17] . It is well-known that in practice, the Hankel matrix M n is generally extremely ill-conditioned. Therefore, the computation of Padé approximants using explicit moments is inherently numerically unstable. Indeed, this approach can be used only for very small values of n, such as n 20, even with some sophisticated schemes to improve the conditioning of the underlying Hankel matrix M n . As a result, the approximation range of a computed Padé approximant is limited to only a narrow frequency range around the selected expansion point s 0 . A large number of expansion points is generally required for the approximation of the transfer function H (s) over a broad frequency range of interest. Since for each expansion point s 0 , one has to be concerned with the cost of applying the matrix A = −(G + s 0 C) −1 C, which is generally the most expensive part of the overall computational cost, one would like to use as few expansion points as possible by increasing the order n of Padé approximants with a selected expansion point s 0 . Fortunately, numerical difficulties associated with explicit moments can be remedied by exploiting the well-known connection between the Padé approximants and the Lanczos process. We will discuss this connection in the next section.
Krylov subspaces and the Lanczos process
A Krylov subspace is a subspace spanned by a sequence of vectors generated by a given matrix and a vector as follows. Given a matrix A and a starting vector r, the nth Krylov subspace K n (A, r) is spanned by a sequence of n column vectors:
This is sometimes called the right Krylov subspace. When the matrix A is nonsymmetric, there is a left Krylov subspace generated by A T and a starting vector l defined by
Note that the first 2n moments {m j } of H (s) in (9), which define the Hankel matrix M n in the Padé approximant (13) , are connected with Krylov subspaces through computing the inner products between the left and right Krylov sequences: [53] . Given a matrix A, a right starting vector r and a left starting vector l, the Lanczos process generates the desired basis vectors {v i } and {w i }, known as the Lanczos vectors. Moreover, these Lanczos vectors are constructed to be biorthogonal
The Lanczos vectors can be generated by two three-term recurrences. These recurrences can be stated compactly in matrix form as follows
n , where T n and T n are the tridiagonal matrices
and they are related by a diagonal similarity transformation
If the Lanczos process is carried to the end with N being the last step, then it can be viewed as a means of tridiagonalizing A by a similarity transformation:
where T N is a tridiagonal matrix, with T n as its n × n leading principal submatrix, n N . An algorithm template for the basic Lanczos process is presented in Fig. 1 . The Lanczos vectors are determined up to a scaling. We use the scaling v j 2 = w j 2 = 1 for all j . We note that the Lanczos process could stop prematurely due to δ k = 0 (or δ k ≈ 0 considering the finite precision arithmetic) at step 7 in Fig. 1 . This is called breakdown. Our assumption of the nonsingularity of the Hankel matrix M n guarantees that no breakdown occurs, see [64] . In practice, the problem is curable by a variant of the Lanczos process, for example, a look-ahead scheme is proposed in [33] . An implementation of the Lanczos process with a look-ahead scheme to overcome the breakdown can be found in QMRPACK [35] . 
Reduced-order modeling using the Lanczos process
Let us first consider the Lanczos process as a process for tridiagonalizing the matrix A. Then by (15), the transfer function H (s) of the original system (1) can be rewritten as
where T N is an (N − 1) × (N − 1) matrix obtained by deleting the first row and column of T N . Note that for the second equality, we have used the following Cauchy-Binet theorem to the matrix I − (s − s 0 )T N : 
Now, let us turn to large-scale linear systems where the order N of the matrix A is too large to fully tridiagonalize, and where the Lanczos process terminates at n ( N) Then it is natural to define an nth reduced-order approximation of the transfer function H (s) as
where T n is the n × n leading principal submatrix of T N , as generated by the first n steps of the basic Lanczos process outlined in Fig. 1 . In analogy to (16), we have the zero-pole representation of H n (s):
where T n is an (n − 1) × (n − 1) matrix obtained by deleting the first row and column of T n .
Now, the question is: what is H n (s)?
The answer, which seems surprising to many first-time readers, is that H n (s) is the Padé approximation of H (s) as computed by using explicit moments in Section 2.3. To show this, let us first recall the following lemma, which was originally developed in [89] for a convergence analysis of the Lanczos algorithm for eigenvalue problems. 
A verification of this lemma can be easily carried out by induction. By Lemma 1, we immediately see that the first 2n moments of H (s) and H n (s) are matched:
for j = 0, 1, . . . , 2n − 1. Furthermore, by Taylor expansions of H (s) and H n (s) about s 0 and (19), we have
Therefore, we conclude that H n (s) is a Padé approximant of H (s).
This Lanczos-Padé connection at least goes back to [40] and [41] . The work of [26, 37] advocates the use of the Lanczos-Padé connection instead of the mathematical equivalent, but numerically unstable AWE method [70] in the circuit simulation community. The Lanczos-based Padé approximation method has become known as the PVL (Padé Via Lanczos) method, as coined in [26] . An overview of various Krylov methods and their applications in model reduction for state-space control models in control system theory is presented in [13] . The presentation style here partially follows the work of [11] . In the following, we present two examples, one from circuit simulation and one from structural dynamics, as empirical validation of the efficiency of the PVL method. We note that in both cases, we only use one expansion point s 0 over the entire range of frequencies of interest. However, the degree of the underlying Padé approximants constructed via the Lanczos process is as high as 60, which seems to be an impossible mission by using explicit moment-matching as discussed in Section 2.3.
The first example demonstrates the efficiency of the PVL method for a popular circuit problem, which simulates a lumped element network generated by a 3-D electro-magnetic problem modeled via the partial element equivalent circuit (PEEC) model [20, 26] . The PEEC model is obtained by appropriate discretizations of the boundary integral formulation of Maxwell's equations for the electric and magnetic fields at any point in a conductor [73] . The order of the system matrices C and G is 306. To capture the dynamic behavior of the transfer function H (s) over the broad frequency range
, it is necessary to evaluate H (s) at a large number of frequency points. We used a total of 1001 frequency points. On the left of The second example is from dynamics analysis of automobile brakes, extracted from MSC/NASTRAN, a finite element analysis software for structural dynamics [50] . The order of the mass matrix M and stiffness matrix K is 834. The transfer function is of the form 
Error estimation
An important question associated with the PVL method is how to determine the order n of a Padé approximant H n (s), or equivalently, the number of steps of the Lanczos process in order to achieve a desired accuracy of the approximation. In [10] , through an algebraic derivation, it is shown that forward error between the full-order transfer function H (s) and the reduced-order transfer function H n (s) is given by
From (20), we see that there are essentially two factors to determine the forward error of the PVL method, namely σ 2 τ n1 (σ )τ 1n (σ ) and γ n+1 (σ ). Numerous numerical experiments indicate that the first factor, which can be easily computed during the PVL approximation, is the primary contributor to the convergence of the PVL approximation, while the second factor tends to be steady when n increases. Note that τ n1 (σ ) and τ 1n (σ ) are the (1, n) and (n, 1) elements of the inverse of the tridiagonal matrix I − σ T n . This is in agreement with the rapid decay phenomenon observed in the inverse of a band matrix [58] . Fig. 4 shows typical convergence behavior of the factor |σ 2 τ n1 (σ )τ 1n (σ )| for a fixed σ . The direct computation of the second factor γ n+1 (σ ) would cost just as much as computing the original transfer function. It is advocated that w T n+1 Av n+1 be used as an estimation of the factor γ n+1 (σ ) near convergence. With this observation, it is possible to implement the PVL method with an adaptive stopping criteria to determine the required number of Lanczos iterations, see [10] . Related work for error estimation can be found in [48, 42] and recently in [62] .
More efficient and accurate error estimations of the PVL approximation and its extension to the other moment-matching based Krylov techniques warrant further study. One alternative approach is to use the technique of backward error analysis. By some algebraic derivation, it can be shown that the reducedorder transfer function H n (s) of (17) can be interpreted as the exact transfer function of a perturbed full-order system. Specifically,
Therefore, one may use F n for monitoring convergence. However, it is observed that this is generally a conservative monitor and often does not indicate practical convergence. An open problem is to find an optimal normwise relative backward error
With this optimal backward error and perturbation analysis of the transfer function H (s), one may be able to derive a more efficient error estimation scheme.
Reduced-order modeling in the time domain
We now show how to construct a reduced-order model of the linear system (1) in the time domain for transient analysis. With a selected expansion point s 0 as for the steady-state analysis, the linear system (1) under the so-called "shift-and-invert" transformation becomes
Let V n be the Lanczos vectors generated by the Lanczos process with matrix A and starting vectors r and l as discussed in Section 2.4. Then considering the approximation of the state vector x(t) by another state vector, constrained to stay in the subspace spanned by the columns of V n , namely,
yields an over-determined linear system with respect to the state variable z(t):
After left-multiplying the first equation by
Then an nth reduced-order model of the linear system (1) in the time domain is naturally defined as
T n r and l n = V T n l. By using the governing equations of the Lanczos process presented in Section 2.4, the quadruples (C n , G n , r n , l n ) can be simply expressed as C n = −T n , G n = (I n − s 0 T n ), r n = ρ 1 e 1 , and l n = η 1 δ 1 e 1 . Fig. 5 shows the PVL method for transient analysis of a small RLC network presented in [20, p. 29] . The system matrices C and G have order 11. An input excitation u(t) of 0.1 ns rise/fall and 0.3 ns duration was simulated. The convergence for orders 2 and 4 of the reduced-order models in the time domain is shown in Fig. 5 . The expansion point is chosen to be s 0 = π × 10 9 . In this example, we have observed the discrepancy between the rate of convergence of the frequency response and transient response. The relationship between convergence of the frequency response and transient response is a subject of further study.
Stability and passivity
In this section, we discuss two essential properties associated with the linear dynamical system (1), namely stability and passivity. One question is whether or not the tendency of the system response to grow or decay in time characterizes the system's stability. The second question is whether or not the system's capability of generating energy from sources used to excite it characterizes the system's passivity. For the linear system (1), stability can be formally defined via the poles of the transfer function H (s).
Definition 2. A linear(ized) system is stable
• if all the poles p j of H (s) lie in C − := {s ∈ C | (s) < 0} and • if all the poles p j of H (s) on the imaginary axis, (p j ) = 0, are simple.
A stable system guarantees a bounded response to a bounded input, see for example, [2] . If the linear dynamical system (1) describes an actual physical system, such as a functioning electronic circuit, then it will necessarily be stable. Note that for the transfer function H (s) given by (5), any pole p j is of the form p j = s 0 + 1/λ j , where λ j ∈ λ(A). However, in general, not every p j of the above form is a pole of H (s). Indeed, the poles of H (s) are given by the above form if, and only if, the triple {A, r, l} in (5) is a minimal realization of H (s). Recall that for a given transfer function H (s), a representation (5) is called a minimal realization if the state-space dimension N is minimal. Assuming that (5) is a minimal realization, then the task of verifying whether the full-system system and its reduced-order system are stable becomes the problem of computing eigenvalues of matrices A and T n .
In an actual physical system, the property of passivity is guaranteed by the physical elements of the system, for example, a linear RLC circuit is always passive. Mathematically, a passive system is defined by
For a time-invariant linear dynamical system (1), passivity is equivalent to the positive realness of the associated transfer function H (s).
Using standard results from complex analysis, such as the maximum modulus theorem, one readily obtains the following well-known conditions for the transfer function H (s) to be positive real.
Theorem 4. The transfer function H (s) of a SISO time-invariant linear dynamical system is said to be passive if (1) H (s) has no poles in
Note that condition (2) is always satisfied since the quadruples {C, G, b, l} in (1) are assumed to be real. Condition (1) can be checked by computing the eigenvalues of the matrix A as given in (5) . In view of (1), a passive linear dynamical system is necessarily stable. In [6] , it is shown how condition (3) can be checked via computing the eigenvalues of a certain matrix pencil derived from the representation of H (s). In particular, condition (3) implies that all zeros of H (s) must also in C − .
Passivity (and positive realness) is a very important concept in system and control theory. Since the introduction of the concept of positive realness by Brune [16] in 1931, there is a large volume of work concerned with characterizing and testing the positive realness. A history and summary of these works can be found in [2, 14] and references therein. It is described as an evergreen research topic. The eigenvalue-based characterization and test for positive realness for a SISO transfer function [6] is developed for the applications associated with the reduced-order modeling techniques. Recent related work includes [38, 56] .
Post-processing for stability and passivity
It is well-known that when applied to stable and passive linear dynamical systems, reduced-order modeling techniques based on Padé approximation in general do not preserve the stability and passivity of the original system. For some applications, such as the use of Padé-based reduced-order models for efficient computation of the frequency response, the possible occurrence of unstable poles is not an issue [26] . However, a reduced-order model is often used to replace a large linear subsystem in a stable and passive nonlinear system to reduce the complexity of the simulation of the overall system. In this context, it is crucial that the reduced-order models of the linear subsystems are stable and passive in order to ensure stability of the coupled systems.
In [7] , a post-processing technique for the PVL method is proposed to modify the nth order Padé approximant H n (s) to make it stable, and if the original system is passive, also passive. The resulting variant of the PVL method is called the PVLπ method. The following is an outline of the PVLπ procedure:
(1) Run n steps of the PVL to obtain an nth Padé approximant
(2) Check stability by computing poles of H n (s) via eigenvalues of T n . (3) If passivity is desired, check zeros of H n (s) via eigenvalues of T n . (4) If H n (s) has poles and/or zeros in C + , then move these unstable poles and zeros into the left half of the complex plane through a rank-one updating of T n , subsequently, we have a modified Padé approximant
where T n = T n + "rank-one update". (5) If H n (s) has no more poles in C + , then H n (s) is stable. (6) If H n (s) has neither poles nor zeros in C + , then H n (s) satisfies the necessary condition for passivity. (7) Check the remaining sufficient condition ( H n (j ω)) 0 for all ω ∈ R for passivity of H n (s) via the criterion developed in [6] .
By the proper rank-one update of T n , we are not only able to move unstable poles and/or zeros, but also are able to show that
where m = + k, corresponds to the zeros and k poles to be moved. This implies that PVLπ treats the accuracy of Padé approximation for stability and passivity. Unfortunately, we are not aware of a systematic way of choosing prescribed positions in the left half of the complex plane for unstable poles and/or zeros to be moved to so that it is guaranteed that all poles and zeros of the modified Padé approximant H n (s) are stable, and meanwhile there is the least loss of moments matched. PVLπ is a trial-and-error procedure. It might be necessary to repeat steps (4) to (7) for a different set of positions for the unstable poles and/or zeros. In the following example, a strategy is proposed to move unstable poles. This example is a continuation of the PEEC circuit as presented in Section 2.5 and is reported earlier in [7] . With the proper formulation, the circuit is stable with all poles of H (s) in the left half of the complex plane. The PVL method with 60 iterations produces the frequency response H 60 (s) within the admissible error (see Fig. 2 ). However, the Padé approximant H 60 (s) is not stable due to 15 unstable 
Fig. 7. PVLπ approximation (left), and errors |H (s) − H n (s)| (PVL) and |H (s) − H n (s)| (PVLπ ) (right).
poles in the right half plane. Using PVLπ , we move unstable poles to stable ones by simply reflecting unstable poles with respect to the imaginary axis and obtain a stable partial Padé approximant H 60 (s) (see Fig. 6 ). The left plot of Fig. 7 
shows the curves |H (s)| and | H 60 (s)|, and the right plot shows error curves |H (s) − H n (s)| (PVL) and |H (s) − H n (s)| (PVLπ )
, for the relevant frequency range. The error curves show that the accuracy of the stable reduced-order transfer function H 60 (60) remains satisfactory.
There are three ingredients in the PVLπ method. The first is the intimate connection between the Lanczos process and formal orthogonal polynomials, see for example [33] . In fact, each pair of right and left Lanczos vectors can be expressed in the form v j = ξ j ψ j −1 (A) r and w j = η j ψ j −1 (A T ) l, where ψ j −1 is a monic polynomial of degree j − 1 and ξ j , η j = 0 are suitable scaling factors. The bi-orthogonality (14) of the Lanczos vectors is equivalent to the formal orthogonality 
whereψ (s) andφ k (s) are fixed polynomials whose roots are the prescribed zeros and k poles, respectively. The parameters of the polynomials ψ n−1− (s) and ϕ n−k (s) are free. These parameters are chosen such that the first 2n − m moments of H (s) and H n (s) are matched. A rational function of this form is called a partial Padé approximation as proposed in [15] . Finally, this partial Padé approximation of the transfer function H (s) can be interpreted as a partial inverse eigenvalue problem, namely, find a vector z such that partial eigenvalues of
are prescribed. This rank-one updating strategy generalizes methods proposed in [39] on computation of certain Gaussian-type quadratures.
Reduced-order modeling in finite precision
In this section, we discuss the robustness issue of the reduced-order modeling techniques in the presence of finite-precision arithmetic. We examine an important special case of the linear dynamical system (1) where the system matrices C and G are symmetric and positive semidefinite, and the input and output distribution arrays B and L are identical. For example, by employing so-called modified nodal analysis, a linear circuit with only resistors and capacitors (an RC circuit) results in such a system. It can be shown that such a system is automatically stable and passive. Assume G + s 0 C is positive definite for a selected expansion point s 0 . Let G + s 0 C = MM T be the Cholesky factorization of G + s 0 C. Then the associated transfer function can be written as
To exploit the symmetry of the transfer function Z(s), we can use a symmetric band Lanczos process, as proposed in [75, 28] . Given A T = A and m starting vectors B = Q 1 = [q 1q 2 . . .q m ], an n-step symmetric band Lanczos process generates a sequence of linearly independent Lanczos vectors Q n = [ q 1 q 2 . . . q n ], such that they span the same subspace as the first n linearly independent columns of the Krylov space
The Lanczos vectors {q i } can be computed recursively from the following governing relations 
As in the classical Lanczos process, the symmetric band Lanczos process generates the entries of T n directly. Therefore, after n steps of the symmetric band Lanczos process, a reduced-order transfer function of dimension n is defined as follows:
where R n = Q T n B. This is referred to as the SyMPVL method to denote a symmetric matrix Padé approximation via Lanczos process [32] . Since A is positive semidefinite, T n is also positive semidefinite. As a result, in exact arithmetic, the reduced-order model Z n (s) is stable and passive. It inherits the essential properties of the original full-order model.
However, in the presence of finite precision arithmetic, roundoff may cause the computed projection T n of A to be indefinite. Consequently, the reduced-order transfer function Z n (s) may be unstable and non-passive. For example, Fig. 8 shows the dominant poles of Z(s) for an extracted RC circuit, where C and G are matrices of order N = 1346, and the number of inputs (and outputs) is m = 10. SyMPVL produces a reduced-order model with admissible error after n = 60 iterations. The dominant poles of the original model are all stable, as shown in the third plot of Fig. 8 . However, the reduced-order transfer function Z n (s) has unstable dominant poles, see the first plot in Fig. 8 . For analysis and synthesis of such a linear system, positive semi-definiteness of T n is necessary. This robustness issue of numerical methods in the presence of finite-precision arithmetic arises repeatedly in practical applications. Robustness is vital for an industrial-strength numerical method and its software.
In [8] , a remedy is proposed to replace the symmetric band Lanczos process as used in SyMPVL by a mathematically equivalent process but based on a suitably coupled Lanczos process such that it generates the LDL T factors of T n , instead of T n itself. In this way, we can enforce (or verify) positive semidefiniteness of T n directly. In a compact matrix form, the Lanczos-type process with coupled recurrence can be stated as
with the following orthogonality conditions: Fig. 8 . Dominant poles of a RC circuit (bottom), computed by SyMPVL (top) and SyMPVL2 (middle).
where L n and U n are lower and upper triangular matrices, respectively. V n consists of Lanczos vectors, P n auxiliary vectors and V df n deflation vectors. By multiplying (26) from the left by U T n and from the right by U n , and by using (23) , it follows that the representation of the projection of A onto the Krylov subspace spanned by the Lanczos vectors V n is given by
Thus, the factors U n and D n of the LDL T factorization of the projection matrix T n are directly computed in this coupled recurrence based Lanczos process. The positive definiteness of T n is ensured by the diagonal entries {p
Subsequently, a reduced-order transfer function of dimension n is defined as
This is called the SyMPVL2 method in [8] , as a modified version of SyMPVL. The middle plot of Fig. 8 shows the dominant poles computed by SyMPVL2. The diagonal entries of D n generated by SyMPVL2 are all positive, and the matrix U T n D n U n is positive definite. Another desirable by-product of SyMPVL2 is that, for the same dimension n, the reduced-order transfer function Z (c) n (s) is typically more accurate as illustrated in Fig. 9 .
Finally, we remark that, in a different context, the benefit of using a coupled, instead of a non-coupled, Lanczos process was also noted and exploited in [34, 44] . The technique of directly computing the factorized form of a solution is also shown in other applications, such as solving a stable and non-negative definite Lyapunov matrix equation of the form AX + XA T = −C, where A is stable, and C is positive semidefinite. It is known that the solution X is positive semidefinite, namely X can be represented as X = LL T . In [45] , it is shown how to directly compute the Cholesky factor L of X, instead of X. Another example is to compute eigenvalues of a tridiagonal matrix T in high relative precision. As shown in recent work [65] , it is better to work with the LDL T form of T , instead of T directly. Those efforts highlight ingenuity in the work of numerical analysis and scientific computing.
Other reduced-order modeling methods and software availability
So far, we have focused on the Lanczos-based Krylov subspace techniques with the property of moment-matching for reduced-order modeling of the linear dynamical system (1). Among the early work in this class of methods, besides the aforementioned, we would like to highlight the work of De Villemagne and Skelton [25] in 1987. In this paper, a methodology that exploits the notion of an oblique projection is studied. It has flexibility to allow the reduced-order model to match various combinations of different types of parameters of the full-order model, such as lower frequency (s 0 = 0) and high frequency (s 0 = ∞) moments. It also contains an up to date list of papers on model reduction techniques. In engineering applications of Krylov subspace based reduced-order model techniques, the works of Nour-Omid and Clough [61] (1984) and Craig, Jr. and Hale [24] (1988) in structural dynamics are among the earliest ones we are aware of.
We have mostly discussed the treatment of single-input single-output systems. A generalization of the PVL method for multi-input multi-output systems is reviewed in [31] . Naturally, it is called the MPVL method since it is based on a Lanczos-type process for multiple starting vectors. Besides Lanczos process based methods, Arnoldi process based methods have also been studied extensively. In [43] , an implicitly restarted Lanczos method was developed. In [42] , a rational Krylov subspace based method was proposed. For RLC, PRIMA is also widely accepted in the circuit simulation community, which combines the Arnoldi process and a direct orthogonal projection [63] . The connection between PRIMA and SyMPVL is explained in [29] .
All moment-matching methods involve local approximations in nature. There is a class of global approximation methods, mostly based on the theory of balanced realization [59] . They sometimes are also called Gramian-based model reduction methods, or SVD-based model reduction methods [86, 3] . The crux of this class of methods for applying to large-scale linear dynamical systems lies in solving two large-scale Lyapunov matrix equations for the system gramians. Low rank approximations to the system gramians have been proposed by using Lanczos and Arnoldi-based Krylov subspace techniques in [48, 47] . In the latest work [82] , a low rank approximation to a cross gramian is proposed which overcomes the possible inconsistency by solving system gramians independently. Besides Krylov subspace based techniques, ADI based methods for solving the underlying Lyapunov equations are also presented in the recent work [67, 55] .
In contrast to the vast amount of literature on Krylov-subspace based methods for reduced-order modeling, there is little software available in the public domain. To the knowledge of the author, the PVL method and its variants, and PRIMA have become kernels of proprietary CAD tools for interconnect analysis and other applications in circuit simulation. On the other hand, it is not too hard for readers to implement a Krylov-subspace based reduced-order modeling method, since a major part of the work is based on implementation of Lanczos or Arnoldi processes or their variants. Algorithm templates and their software for these processes can be found in [4] and references therein. In an effort to exchange software and test data for studying, comparing and benchmarking various numerical methods, the author has put a set of Matlab codes which implement the basic Lanczos-based method as outlined in this section at the web site http://www.cs.ucdavis.edu/∼bai. In addition, a few test data sets, such as the widely used PEEC example, are also available at this site.
Second-order dynamical systems
Second-order models arise naturally in the study of many types of physical systems, with common examples being electrical, mechanical and structural dynamical systems. A time-invariant multi-input multi-output second-order system is described by
Mq(t) + Dq(t) + Kq(t) = P u(t), y(t) = E
T q(t), (27) with initial conditions q(0) = q 0 andq(0) =q 0 . Here t is the time variable, q(t) ∈ R N is a vector of state variables, u(t) ∈ R m the input force vector, and y(t) ∈ R p the output measurement vector. M, D, K ∈ R N×N are system matrices, such as mass, damping and stiffness matrices as they are called in structural dynamics. P ∈ R N×m is an input distribution array, E ∈ R N×p is an output measurement array. N is the state-space dimension. m and p are the number of inputs and outputs, respectively. In most practical cases, m and p are much smaller than N .
The second-order system (27) can be reformulated into an equivalent linear system of the form (1) in many different ways. We will use the following linear system equivalent to (27) :
with
where W can be any N × N nonsingular matrix. A common choice of W is to be the identity matrix, W = I . If M, D and K are all symmetric and M is nonsingular, as often occurs in structural dynamics, we can choose W = M. The result is that C and G in the linearized system (28) are symmetric matrices. The symmetry of the original system is preserved.
Assume that for simplicity, we have zero initial conditions q(0) = q 0 = 0,q(0) =q 0 = 0 and u(0) = 0 in (27) . Taking the Laplace transform (2) of the second-order system (27), we have
Eliminating Q(s) in (29) 
results in the frequency domain input-output relation Y (s) = H (s)U (s), where H (s) is the p × m matrix-valued transfer function, given by
In view of the equivalent linearized system (28), the transfer function H (s) can also be expressed as
The power series expansion of H (s) about s = 0 can be formally written as
where M i are called (low-frequency) moments. These moments can be compactly expressed in terms of the linearized system (28) as
where it is assumed that the matrix K in (29) is invertible.
Eigensystem methods
Using the linearization formulation (28) of the second-order system (27) , one can immediately use the eigensystem methods of linear systems as discussed in Section 2.1 for the frequency response analysis of the second-order system (27) . However, in this section, we exploit the idea of eigensystem methods and treat the second-order system (27) directly.
Assume that the input forced excitation u(t) of the second-order system (27) is of the harmonic form u(t) =ũ e iωt with frequency ω, whereũ is a constant vector. Correspondingly, a harmonic form of state variables q(t) =q(ω) e iωt . When this is substituted into the first equation of (27) , it turns out that we need to solve the following parameterized linear system of equations
forq(ω). This is called the direct frequency response analysis method [22, 81] . With a given frequency ω 0 , one can use a linear system solver, either direct or iterative, to obtain the desiredq(ω 0 ). Recently, efforts have been made to solve such parameterized linear system of equations more efficiently by iterative methods; for examples, see [80, 57] . Alternatively, we can try to reduce the cost of solving the large-scale parameterized linear system of Eqs. (30) by first invoking an eigensystem analysis. This is referred as modal frequency response analysis in structural dynamics [81] . By transferring coordinatesq(ω) of the state vector q(t) to new coordinates z(ω),
where W k consists of k selected modal shapes to retain the modes whose resonant frequencies lie within the range of forcing frequencies. Then Eq. (30) is approximated by
Multiplying W T k from the left yields a k × k parameterized linear system of equations with respect to z(ω):
The main question now is how to obtain the desired modal shapes W k . One can simply extract the desired modal shapes W k from eigenvectors of the matrix pair (M, K) by ignoring the contribution of the damping term. This is referred to as the modal superposition method in the structural dynamics community. It is applicable under the assumption that the damping term is composed of certain structure, for example, the so-called Rayleigh damping D = αM + βK, where α and β are scalars [22] . In general, one may need to solve the full quadratic eigenvalue problem (λ 2 M + λD + K)w = 0 for the desired modal shapes W k . In practice, it is often the case that only a relatively small number of modal shapes are necessary, i.e., k N . Mathematical theory and numerical techniques for quadratic eigenvalue problems can be found in the recent survey [85] and references therein.
Reduced-order modeling based on linearization
The reader may notice that the modal superposition method presented in the previous section is a way to construct a reduced-order model for the frequency response analysis. We now discuss how to use the Krylov subspace techniques for the reduced-order modeling of the second-order system (27) , without explicitly using modal shapes. One straightforward approach is to apply the Krylov subspace techniques reviewed in Section 2 to the linearized system (28) . The approach can be simply outlined as follows:
(1) Linearize the second-order system (27) by properly defining 2N × 2N matrices C and G of the equivalent linear system (28) . Select an expansion point s 0 around the frequencies of interest. i.e., let x(t) ≈ V n z(t). This yields the reduced-order model of the second-order system (27) in the following linear formulation:
In Fig. 10 , we demonstrate the numerical results of this approach for a linear-drive multi-mode resonator structure reported in [21] There are a couple of advantages to the linearization approach, namely, one can directly exploit existing reduced-order modeling techniques developed for linear systems, and furthermore, one can also exploit the structures of linearized system matrices C and G in a Krylov process to reduce the computational costs. However, the linearization approach also has a number of disadvantages. Particularly, it ignores the physical meaning of the original system matrices and more importantly, the reduced-order model is no longer in a second-order form. For engineering design and control of dynamical systems, it is highly desirable to have a reduced-order model preserving the second-order form [83] .
Reduced-order modeling based on second-order systems
In this section, we discuss a Krylov subspace method which produces a reduced-order model of the second-order form. This is based on the work of Su and Craig, Jr. [83] . The key observation goes as follows. By the linearization (28) of the second-order system (27) , the desired Krylov projection subspace for reduced-order modeling is
where R d j is an N -vector corresponding to the displacement portion of the vector R j , and R v j is an Nvector corresponding to the velocity portion of the vector R j , as referred to in [83] . Then by the structure of the matrices C and G, we have
We observe that the j th velocity portion vector R 
as the projection subspace. In practice, for numerical stability, one may use the Arnoldi process to generate an orthonormal basis Q n of the desired subspace. The resulting procedure is outlined in Fig. 11 . By the change-of-state coordinates, namely, approximating the state vector q(t) by another state vector z(t) constrained to the subspace span{Q n }: q(t) ≈ Q n z(t), this immediately yields a reduced-order model of the original system (27) in a second-order form:
end for (17) Normalization (18) ( where
, and E n = Q T n E. In [83] , a number of advantages of this approach are credited in terms of preserving stability, symmetry and physical meaning of the original system. Here we present an example for the frequency response analysis of a second-order system of order 400, which comes from a finite element model of a shaft on bearing supports with a damper. The data were extracted from MSC/NASTRAN and are used in [51] to test an algorithm for solving symmetric quadratic eigenvalue problems. In the top of Fig. 12 , we plot the magnitudes of the exact transfer function H (s), and approximate ones by the model superposition method (MSP) as discussed in Section 3.1 and by the Krylov subspace method (ROM). For the modal superposition method, we use the 80 mode shapes W 80 from the matrix pair (M, K). The reduced-order model (31) is also of order 80. The bottom plot of Fig. 12 shows the relative errors between the exact and approximation based on the modal superposition method (dash-dot line) and the exact and the approximation based on the Krylov subspace method (dashed line). The plots indicate that no accuracy has been lost by the Krylov subspace method. Numerical results are also reported in [71] for simulating the dynamics of a micromirror.
In terms of the moment-matching property, Su and Craig, Jr. [83] show that under the assumption of symmetry of the matrices M, D and K, and the nonsingularity of M and K, the reduced-order model (31) matches the first 2n moments of the full-order system (27) . Precisely, note that the transfer function of the reduced-order model (31) is given by or equivalently, it can be written in linear form
Then the power series expansion of H n (s) about s = 0 is given by
where the moments M i can be expressed compactly in terms of the corresponding linearized system as
n B n for j = 0, 1, 2, . . . . Then it can be shown that H (s) and H n (s) match the first 2n moments:
It is assumed that no deflation occurs in the Krylov process defined in Fig. 11 .
There are a number of problems remaining unanswered. For example, can the approach be generalized to the nonsymmetric and possibly singular system matrices M, D and K? How should we take deflation into account in the Krylov process and what is its effect in terms of the moment-matching property? How do we introduce the shifting strategy to generalize the frequency response analysis around an arbitrary expansion point s 0 ? Work in these directions is in progress and will be reported elsewhere.
Semi-second-order dynamical systems
A time-invariant multi-input multi-output second-order system with nonlinear excitation force may be written as a semi-second-order system of the following form:
Mq(t) + Dq(t) + Kq(t) = P u(q,q, t),
where the system data M, D, K, P and E have the same interpretation as in the standard second-order system (27) . The exception is that the excitation force u is not only from external sources, but also could be from internal sources. u is a nonlinear function of q and possiblyq. Such systems arise in a number of applications, particularly in the emerging area for the simulation of MEMS devices [79] . The semi-second-order system (32) is currently used as the governing equations in SUGAR, a system level simulation package for MEMS devices [84] . For example, Fig. 13 shows a simple electrostatic gap-closing actuator used as a demo in SUGAR, where the excitation force u includes the electrostatic force between the plates and is proportional to v(t) 2 /gap(q) 2 , where v(t) is the voltage between electrodes and gap(q) is a scalar function of q for the distance between two plate electrodes. For more detail about the description of the electrostatic gap-closing actuator, see [5] . The mathematical model and properties of the electrostatic actuator are also studied in [66] .
Instead of treating the semi-second-order system (32) as a general nonlinear system, we can exploit the structure of the system and use the idea of "nonlinear dynamics using linear modes". This idea is suggested in [1] , where a nondamped system (D = 0) is considered and the eigenmodes of M and K are used to extract a reduced-order model. In [5] , we develop a Krylov subspace based reduced-order modeling technique. We simply first ignore the nonlinearity in the force term u, and treat the system as an ordinary second-order system. Using the approach as discussed in Section 3.2, a projection subspace V n is first constructed, which may be viewed as spanned by the linear Krylov modes, and then the state vector q is expanded in terms of the constructed subspace, namely, q(t) ≈ V n z(t). A reduced-order model in terms of the vector z(t) is given by where the definitions of C n , G n , B n and L n are the same as in Section 3.2. Note that the excitation force term u(q, t) of the full-order system is replaced by u(V n z, t) in the reduced-order model. When the reduced-order model is solved by a numerical method, it is necessary that u(V n z j , t) can be efficiently evaluated for a given z j , where z j is an approximation of z(t) at time step t = t j .
In Fig. 14, we illustrate this scheme for the transient analysis of the electrostatic actuator shown in Fig. 13 . The first plot shows the output y(t) of the full-order system and the outputỹ(t) of the reducedorder system The second plot shows the accuracy of the reduced-order model in terms of the relative error y(t) −ỹ(t) / y(t) for the 6th order of the reduced-order model. The order of the original model is N = 30. Even for such a small model, we have observed a factor of 60 speedup, see [5] for more details. While a number of satisfactory results are reported based on the idea of "nonlinear dynamics using linear modes", as indicated in the recent work [36] , linear (eigen-or Krylov-)modes may not adequately capture all the features of nonlinear behaviors. It is still the subject of further study to understand this approach and its limitations. We will further discuss this issue in the following section.
Nonlinear dynamical systems
Several model reduction techniques for nonlinear dynamical systems have been studied by researchers in various fields. Two of the most well-known methods are the Karhunen-Loève decomposition based methods and methods of balanced truncation. Karhunen-Loève decomposition based methods are also known as proper orthogonal decomposition (POD) methods. Methods of balanced truncation extend the success of balanced truncation of linear systems to nonlinear systems. It is beyond the scope of this paper to review these methods. The interested reader is referred to [46, 77] . The latest work includes [52, 72] . Means of applying Krylov subspace techniques for adaptively extracting accurate reduced-order models of large-scale nonlinear dynamical systems is a relatively open problem. There has been much current interest in developing such techniques. In this section, we discuss two methods, which extend Krylov subspace techniques for linear dynamical systems as discussed in Section 2.
We consider multi-input multi-output nonlinear dynamical systems of the form:
with initial condition x(0) = x 0 , where x ∈ R N is the state variables, N is the dimension of the state space. u ∈ R m and y ∈ R p are inputs and outputs, respectively. B ∈ R N×m is the input distribution array. L ∈ R N×p is the output measurement array. We assume that the nonlinear state evolution function f (x) : R N → R N is smooth, i.e., C ∞ , and has an equilibrium. Without loss of generality we take this equilibrium at 0, i.e., f (0) = 0.
Examples of the origins of nonlinear dynamical systems of the form (33) include the simulation of time-varying nonlinear circuit elements by independent excitation source [30, 19] , and MEMS, such as micro-pressure sensor [60] . The modeling of the dynamical behavior of a voltage-controlled parallelplate electrostatic actuator as shown in Fig. 15 also derives a set of state equations of the form (33) [78, p. 138] . Such an electrostatic actuator invokes multi-domain parameters, such as mass, stiffness and damping in the mechanical domain, and an excitation force network in the electrical domain.
In the following, we discuss two approaches for the reduced-order modeling of the nonlinear system (33) . The first approach is called the linearization method. It linearizes the system around the equilibrium point, and then extracts a Krylov subspace for reduced-order modeling. Specifically, suppose that the power series expansion of f (x) about the equilibrium point 0 is written
where A 1 ∈ R N×N is the Jacobian or the first derivative of f , and A 2 ∈ R N×N 2 is the second derivative matrix of f , and so on. ⊗ is the Kronecker product. We linearize the original nonlinear system (33) by only using the first term in the expansion (34) of f , and obtain a linear system:
We can then immediately apply a reduced-order modeling method discussed in Section 2 for the linearized system (35) , and obtain a linear reduced-order model. The outputỹ is regarded as an approximation of the output y of the original system (35) . If we are interested in a small region of the state space near the equilibrium point, or so-called small-signal analysis, then as demonstrated in [30] , this approach provides an efficient tool for analyzing the nonlinear system (33). Alternatively, one may also use the linearized model (35) to extract a Krylov projection subspace spanned by V n . Then, by substituting x ≈ V n z into the original nonlinear system (33), a nonlinear reduced-order model is obtained: We assume that V n is an orthonormal basis of the projection subspace. One of the issues associated with this approach is that one must have a representation of g(z) = V T n f (V n z) that can be efficiently stored and evaluated. The challenge of this issue is highlighted in [60] . If f has a certain structure, then one may exploit such structure to derive an efficient representation of g. For example, in [19, 18] , f is considered as a quadratic function f (x) = Ax + J (x ⊗ x), and in [36] , f is represented as a gradient of a scalar function f (x) = ∇ x φ(x).
It is often the case that in order to obtain some pre-knowledge about the dynamical behavior of the fullorder nonlinear system, we intentionally linearize a system even if it is not near the equilibrium and accept some degree of error rather than confront the full-order nonlinear system. To understand the limitation of this approach, namely, when a reduced-order model strictly based on linear information, namely, the Jacobian of the nonlinear state evaluation function f , is accurate enough for a particular application, we may invoke the tool of variational analysis to analyze the contribution of the higher order nonlinear term [74, p. 113] . As a by-product, we may also use the resulting sequence of linearized systems to develop a technique for the reduced-order model of the nonlinear dynamical system. Preliminary results are reported in [68] .
The second approach is intended to explicitly incorporate the higher order nonlinear terms in the power series expansion (34) of f into the construction of a Krylov projection subspace. The approach is based on the Carleman bilinearization of a nonlinear system. See, for example, [74, 76] for the Carleman bilinearization. The following is an outline of this approach, which is recently suggested in [69] . For simplicity, we consider the single-input single-output case of the nonlinear system (33) . By Carleman bilinearization, the nonlinear system (33) can be approximated by a bilinear system given in the following form ẋ = Ax + Nxu +bu,
Then by applying the multi-dimensional Laplace transform, it can be shown that the kth degree transfer function of the bilinear system (36) is given by
From the power series expansion of (s j I − A) −1 , it is natural to define the corresponding multi-moments as m ( 1 , 2 , . . . , k ) = (−1) nĉT
where i are nonnegative integers. The expressions of the transfer function (37) and the associated multimoments (38) suggest that a projection subspace V n can be constructed by a nest of Krylov subspaces Once the basis V n of the projection subspace is extracted, we can approximate the state vectorx(t) by another state vector z(t) constrained to the subspace span{V n }, i.e., letx(t) ≈ V n z(t). This yields a reduced-order modeling of the bilinear system (36):
This approach can explicitly incorporate higher order nonlinear terms of the state evolution function f and meanwhile an existing Lanczos or Arnoldi process for generating a Krylov projection basis can be applied. However, one critical issue associated with this approach is the rapid growth of the dimension of the bilinear system (36) as a result of Carleman linearization. For example, even if we only use the first two terms in the power series expansion (34) of f , the order of the resulting bilinear system is about O(N 2 ). However, the matrices A i in the power series expansion (34) of f are generally extremely sparse, and the matrices A and N in the bilinear system (36) are highly structured, so one can exploit these facts in a Krylov process, namely through the matrix-vector multiplications during the Lanczos or Arnoldi process, and produce a useful reduced-order model. In Fig. 16 , we show the transient responses of a RC circuit with nonlinear resistors taken from [19] . The dimension of the original full-order nonlinear system is N = 100. The solid line is the exact response y(t), computed as the solution of the full-order system. The dashed line is the response of the linearized system (35) of reduced-order 45. The dash-dot line is the response of the bilinear system (39) of the reduced-order 17. The response of the reduced-order bilinear system is significantly more accurate than the linearized system. We have only limited experience with this approach. Work in this direction is still in progress and will be reported in [9] .
Concluding remarks
An accurate and effective reduced-order model of large-scale dynamical systems can be applied for steady state analysis, modal frequency analysis, transient analysis and sensitivity analysis. As a result, it can significantly reduce design and simulation cycles. Such a computational prototyping tool often speeds up the process by orders of magnitude. In the past few years, we have witnessed exciting progress in reduced-order modeling of large-scale dynamical systems using Krylov subspace techniques. Numerous efficient algorithms have been developed for the reduced-order modeling of linear and second-order systems. They have demonstrated great success in some applications, such as circuit simulation.
Looking ahead, automatic generation of an accurate and effective reduced-order model directly based on the description of a physical system or device is not only an algorithmic issue, but also a challenging software issue. The development of industrial strength software is necessarily quite involved due to various robustness and efficiency issues related to the underlying Krylov processes. It will be a subject of further study. Reduced-order modeling of large-scale nonlinear dynamical systems is ultimately important and hard. Research into the development of Krylov subspace based techniques has just begun. Meanwhile, new challenges are arising in the simulation of multi-energy domain and multi-scaling systems. Finally, we note that accuracy and integration issues related to the coupling between a reducedorder model of a subsystem and the rest of the system are still open problems.
