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Abstract 
The topographic LS-factor is one of the most difficult factors of the Revised Universal Soil Loss 
Equation (RUSLE) to define in a landscape with varying topography. For the application of the RUSLE 
not only at the plot but at catchment or landscape level, different multiple flow algorithms (MFA) 
have been developed and applied in various studies. However, these different MFAs in combination 
with various convergence values and applied at different resolutions of digital elevation models 
(DEM) have not been addressed so far. This publication focuses on filling this gap in the context of 
the agricultural area of Switzerland.  
To evaluate different factors of slope steepness (S-factor) and slope length (L-factor), we tested four 
different multiple flow algorithms (MFA) (Deterministic Infinity (DINF), Multiple Flow Direction (MFD), 
Multiple Triangular Flow Direction (MTFD), Watershed (WAT)) and compared them with the MFA 
approach (Flow 95 in MUSLE87) used in the existing erosion risk map of Switzerland with a resolution 
of two metres. The MFAs we tested, used three different convergence settings and two digital terrain 
models (DEM) – one with a very fine two metre resolution (DEM2) and one with a coarser resolution 
of 25 m (DEM25) – enabling us to examine the influence of DEM resolution on the LS-factor. In total, 
we evaluated 21 L-factor variations to assess the significance for the prediction of the potential 
erosion risk. The calculations were applied at a local (test area Frienisberg, 88.7 ha) and at a regional 
scale (Lyss, 11,855 ha) in the agricultural Swiss Plateau. Both test areas were segmented into field 










field block can contain several fields with different types of agricultural land use and is delineated by 
surrounding hydrological barriers. For these field blocks, the various L-factors were calculated 
automatically using Geographic Information Systems (GIS). Finally, the LS-factors were calculated for 
two selected MFAs. 
The L-factors calculated with the various MFAs and the high-resolution DEM2 differed negligibly in 
terms of statistical values (mean values, standard deviation) and in the spatial distribution of the 
pixels both among each other and in comparison to the L-factor of the existing erosion risk map. As 
expected, using the coarser DEM25 resulted in considerably lower S-factors but surprisingly in higher 
L-factors, so that there was little difference in the average LS values between the DEM25 and the 
DEM2. However, spatial distribution of the L-factor values and the soil erosion risk was much more 
differentiated in the DEM2 and better reflected the topogra hy compared with the DEM25. Erosion 
risk hotspots such as slope depressions with concentrated runoff and thalweg erosion could be 
reliably identified. Moreover, the lower-resolution DEM25 was not well suited to the chosen 
approach with field blocks of a mean size of 5 ha, as the intersection of polygon and raster data 
produced edge errors depending on the clipping method. This study showed that a high-resolution 
DEM was more important for the calculation of the LS-factor and potential soil erosion risk than the 
choice of MFA, and that the calculation of LS-factors based on field blocks offered a number of 
advantages mainly in determining the channel network and maximum flow length .  











Soil degradation including soil erosion is a well-known global, regional, and local problem highlighted 
by several stakeholders such as the Food and Agriculture Organization (FAO), farmers, policymakers, 
and social and natural scientists (Keizer et al. 2016; Borrelli et al. 2017). Soil loss is an important topic 
and was discussed at many conferences during the United Nations-declared International Year of 
Soils 2015. It was also a topic of numerous meetings of the United Nations Development Programme 
(UNDP 2015) in the run-up to establishment of the UN Sustainable Development Goals. 
Water erosion is often modelled for short-term periods, with physical-event-based models in small or 
only a few catchments (Morgan 2009; Mitasova et al. 2013). On the other hand numerous semi- 
empirical, plot-field-scale models exist for assessing soil erosion risk at regional, national, continental 
and world-wide scales (Panagos et al. 2015b; Borrelli et al. 2017; Benavidez et al. 2018). Calculating a 
nationwide long-term erosion risk map requires large quantities of data that are not available from 
the official authorities in wished quality. An empirical-based model like the Universal Soil Loss 
Equation (USLE) (Wischmeier and Smith 1978) and revised versions such as the Revised Universal Soil 
Loss Equation (RUSLE) (Renard et al. 1997), allow the use of data of varying accuracy. Therefore, the 
USLE and RUSLE are still the most frequently used erosion models despite numerous deficiencies, 
weaknesses, and limits (Favis-Mortlock et al. 2001; Boardman 2006; Benavidez et al. 2018). The 
combination of geographical information systems (GIS) and computer processing power allows 
better resolution input data to be used for modelling studies and projects. Consequently, many 
RUSLE-based erosion risk models were recently established in several countries with databases of 
various resolutions (e.g. Borrelli et al. 2016, Italy, 25 m; Kotremba et al. 2016, Rheinland-Pfalz in 
Germany, 1 m; Hrabalíková and Janeček 2017, Czech Republic, 5 m), as well for the entire European 
area (Panagos et al. 2015b, 25 m) and at a global scale (Naipal et al. 2015; Borrelli et al. 2017, 250 m). 
Often, the RUSLE approach is combined with remote sensing data to calculate the RUSLE-factors 
(Ismail and Ravichandran 2008; Kamaludin et al. 2013) or with sediment delivery models for 










Next to the C-factor, the LS-factor is the most sensitive parameter in estimating soil loss in RUSLE 
(Auerswald 1987; Panagos et al. 2015a). The L and S factors are combined as the topographic LS-
factor. The slope length factor (L) is more problematic to calculate than the slope steepness factor (S) 
and it plays a key role for the application of the RUSLE erosion model (Hickey 2000; Winchell et al. 
2008; Hoffmann et al. 2013; Oliveira et al. 2013; Liu et al. 2015; Hrabalíková and Janeček 2017). For 
catchment-scale studies the one-dimensional slope length factor of individual slopes in the USLE was 
replaced by the upslope contributing area in newer studies to respect the topography of complex 
watersheds or big two- or three-dimensional areas. Different approaches and algorithms to calculate 
these slope length factors was described by Van Remortel et al. (2001), Garcia Rodriguez and 
Gimenez Suarez (2010), Hoffmann et al. 2013, Oliveira et al. (2013), and Zhang et al. (2017). These 
are the unit stream power method (Moore and Burch 1986; Moore et al. 1991; Mitasova et al. 1996), 
raster grid cumulation (Hickey 2000), and upslope contributing area methods (Moore and Wilson 
1992, Desmet and Govers 1996). The method of Desmet und Govers (1996) was recently improved 
by several authors: Winchell et al. (2008) as well as Garcia Rodriguez and Gimenez Suarez (2012). 
Panagos et al. (2015a) used the unit contributing area approach based on Desmet and Govers (1996) 
to calculate LS-factors for Europe, and Borrelli et al. (2017) calculated it for the whole world. To avoid 
possible overestimation and extreme values of L-factors, often theoretical maximum values are 
defined. Those maximum values are often 122 m or the equivalent length in number of pixels 
depending on resolution because surface runoff will usually concentrate in less than 122 m, although 
longer slope-lengths are occasionally found (Fu et al. 2006; Yang 2015; Borrelli et al. 2017). In other 
studies, thresholds for slope changes that indicate deposition were used (Liu et al. 2011; Zhang et al. 
2013; Yang 2015; Zhang et al. 2017). Based on the two approaches of Hickey (2000) and Van 
Remortel et al. (2001), new models and tools for LS-factor calculations were developed by Liu et al. 
(2011), Zhang et al. (2013), Yang (2015), and Zhang et al. (2017), including deposition zones, channel 










The upslope contributing area, also known as flow accumulation, contains the total upslope area or 
all upslope pixels flowing in single pixels. The choice of a flow-routing algorithm has a big influence 
on the calculation of the contributing area (Wilson et al. 2008). Multiple flow direction algorithms are 
better accepted than single flow algorithms, because convergent and divergent flows are better 
represented in real landscapes (Wilson et al. 2008; Orlandini et al. 2012). Some multiple flow 
direction algorithms can describe overland flow dispersion (Freeman 1991; Quinn et al. 1991; 
Tarboton 1997; Seibert and McGlynn 2007). These algorithms are not only used for LS-factor 
determination in soil erosion modelling, but are also important for identifying critical source areas in 
hydrological modelling (Thomas et al. 2016; Thomas et al. 2017). Even though there have been 
significant advances in recent decades in erosion modelling with RUSLE, especially thanks to 
geospatial technologies such as GIS (Benavidez et al. 2018; Borrelli et al. 2018), there are hardly any 
comparative studies on different available LS-factor calculations and their variations. Accordingly, 
little is known about whether and why they differ and how big the differences are. 
To ensure hydrological connectivity DEM correction is an important aspect of hydrological modelling 
and soil erosion modelling. The correction or filling of the DEM provides hydrological connectivity 
and also corrects artefacts of DEM production. In advance of the LS-factor calculation and the use of 
a high-resolution DEM with multiple flow algorithms, most newer studies pre-process the DEM, 
applying DEM correction (Van Remortel et al. 2001; Liu et al. 2015; Yang 2015). In hydrological 
modelling, a total connectivity without absolute sinks is necessary to model the flow pathways to the 
outlet of the catchment area (Thomas et al. 2017). The necessity of DEM correction also depends on 
the accuracy and resolution of the DEM. Lane et al. (2004) distinguish between pits, hollows, and 
flats. Pits are mostly single cells with minimal slope to neighbouring cells, and often they are 
artefacts or errors of the DEM. Hollows are multiple neighbouring pixels creating drainless sinks. Flats 
are planar areas without flow direction. The problem is how to distinguish between real sinks and 
artificial sinks (artefacts of the DEM) to best represent reality (Lane et al. 2004; Thomas et al. 2016). 










2006). To date, there are hardly any comparative studies and reliable statements about the benefits 
or problems of different DEM correction methods for LS-factor calculation. 
Several authors have mentioned the fundamental importance for soil erosion risk assessment of cell 
size and the accuracy of DEMs on the production of different terrain parameters like slope steepness 
and slope length (Hickey 2000; Thompson et al. 2001; Kienzle 2004). Local artefacts can occur when 
the resolution is very high or the accuracy is low (Hengl 2006). It is accepted that, the lower the 
resolution of a DEM, the greater the smoothing effects that reduce the slope steepness (Kienzle 
2004). For example, in a comparison of DEMs with 5, 10, 25, 50, and 100 m raster cell sizes, Kienzle 
(2004) determined an underestimation of slope steepness with bigger raster cell data, concluding 
that raster cell sizes > 25 m are no longer able to accurately represent steep slopes. On the other 
hand, a very high-resolution DEM can lead to very high LS-factor values and therefore to an 
overestimation of soil erosion risk by RUSLE. Many studies show an overestimation of the risk of 
erosion based on the RUSLE approach compared to measured soil erosion (Abu Hammad et al. 2004, 
Rymszewicz et al. 2015). Some researchers have tried to understand the resolution effect of the 
digital elevation models (DEM) on the RUSLE topographic LS-factor, but most of them use a DEM 
resolution of 10 m or coarser: e.g. Claessens et al. (2005) [10–100 m], Wu et al. (2005) [10m–250m], 
and Mondal et al. (2017) [30–330 m]. Higher-resolution DEMs were only used by Deumlich (2012) [1–
25 m], Fu et al. (2015) [2–30 m], Yang (2015) [5–100m], and Wang et al. (2016) [2–30m]. So far, it has 
not yet been systematically examined whether different DEM resolutions result in different LS-factor 
values and whether use of high-resolution DEMs results in higher L-, S-, and LS-factors.  
Switzerland already has an online high-resolution [2 m] erosion risk map (ERM2) for agricultural land, 
hosted by the government (Prasuhn et al. 2013). The ERM2 is based on the MUSLE 87 approach 
(Moore and Burch 1986; Moore et al. 1991) and was calculated in ArcView on a 2 m grid with an 
outdated plugin which is no longer supported (AVErosion, Vers 1.1, Schäuble 2005). The MUSLE 87 
approach involves the possibility of long-term erosion risk calculations with the program Flow 95, a 










worth in practice as an aid to the enforcement of legal bases and as a consulting tool for farmers and 
agricultural advisors (Prasuhn et al. 2013). However, it needs to be upgraded, as it is based on data 
older than 2010 and only up-to-date maps of all RUSLE input parameters and the calculated erosion 
risk are credible to farmers and public authorities. The DEM of the ERM2 was created with LIDAR in 
2007 and was the first version of a DEM with a 2 m resolution covering all of Switzerland up to 2,000 
m altitude. This first version of the DEM contains artefacts because of production errors, like cutting 
effects between different national map extents, and technical errors (Swisstopo 2009). It is therefore 
essential to find an adequate replacement for the existing approach. In addition to using the latest 
data, it is very important to recalculate the LS-factor – the most important factor in the potential risk 
of erosion. The current ERM2 has led to high soil erosion risk values compared to measured soil 
erosion (Prasuhn 2011). We suspected one of the reasons for this to be that the DEM’s high 
resolution of 2 m leads to high LS-factor values. In our study we therefore also examine different 
DEM resolutions, using a 2 m DEM (DEM2) and a 25 m DEM (DEM25). For computational reasons, the 
21 different L-factor calculation methods cannot be tested for the whole agricultural area of 
Switzerland (7,686,981 ha or 19,217 million pixels including grassland and alpine area). In this study, 
we therefore analysed two test areas with different map scales. 
Overall, the current state of the art can be summarized by stating that DEM data are available almost 
everywhere in the world – but differ in quality and spatial resolution. These data can easily be 
prepared using GIS technologies, and standard software packages offer a variety of ways to then 
calculate S-, L-, and LS-factors. 
In this article, we present an extensive comparative analysis with which we pursued two aims. The 
first was to show whether different multiple flow algorithms (MFAs) and convergence options result 
in different modelled water flow properties influencing LS-factor calculations. To find this out, we 
compared four common MFAs (Deterministic Infinity (DINF), Multiple Flow Direction (MFD), Multiple 
Triangular Flow Direction (MTFD), Watershed (WAT)) for L-factor calculation, including varying 










MUSLE87). The second aim was to examine the effect of two DEMs with different resolutions (2 m vs 
25 m). We expected the use of a very high-resolution DEM (2m) to result in higher S-, L-, and LS-
factor values and therefore in a higher potential erosion risk. All in all, we analysed 21 variations at a 
local (Frienisberg) and a regional (Lyss) scale, in areas typical of the Swiss Plateau. The calculations 
for both test areas are processed in field blocks or micro-catchments of 5 ha mean size. These field 
blocks enabled us to distinguish between agricultural and non-agricultural areas and to adequately 
represent the topographic complexity and patchiness of landscapes in Switzerland. The LS-factor 
calculations were then executed with two chosen MFAs and both DEMs. Our results are intended to 
contribute to a better understanding of different L- and LS-factor calculations and to provide a basis 
for informed selection of suitable calculation methods so as to m del soil erosion risk as realistically 
as possible using RUSLE.  
2. Methods: 
2.1. Methodological overview 
This section provides a brief guide to the huge amount of data and results produced in this study. We 
processed 20 L-factor calculations with three convergence options plus the MUSLE 87 approach used 
in the current ERM2. This was done for two different test areas, which we explain in detail in section 
2.2 below. Further, we used two different DEMs and two different clipping approaches (hard and soft) 
(Table 1). Finally, we compared the resulting L-, S- and LS-factors. More details about the methods 











Table 1: Overview of the 21 approaches and basic data (in bold frame) used for comparison of statistical features; Lyss and 
Frienisberg are the two test areas (see section 2.2) 

















 2 m 25 
m 
Lyss  Frienisberg  soft hard    
Saga Gis 
MFD 
0 x x x x x  x x  
1.1 x x x x x x x x x 
1.25 x x x x x  x x  
MTFD 
0 x x x x x  x x  
1.1 x x x x x  x x  
1.25 x x x x x  x x  
GrassGis WAT 
1 x x x x x  x x  
5 x x x x x x x x x 
10 x x x x x  x x  
Saga Gis DINF 1.1 x x x x x  x x  
AVErosion in 
ArcView 
MUSLE 87 - x  x x x  x   
1
 Calculated according to Desmet & Govers 
1996 
2
 Calculated according to McCool 1987 
3
 Product of 1 and 2 
MFD: Freeman 1991; MTFD: Seibert and McGlynn 2007; WAT: Ehlschlaeger 
1989, Quinn et al. 1991; DINF: Tarboton 1997; MUSLE 87: Moore and Burch 
1986, Moore et al. 1991 
2.2. Study area 
The Frienisberg test area represents the local scale, comprising 88.7 ha or 221,673 pixels at 2 x 2 m. 
Frienisberg has a varied topography and is a hilly region between the northern Prealps and the 
Jurassic alps on the Swiss Plateau (Figure 1). It is located about 20 km north-west of Bern, with 
altitudes ranging from 591 to 729 m (Table 2). The topography consists of very steep (slopes > 24.2°) 
and flat areas (slopes < 2.9°), with ridges, channels, peaks, and very small pits (sinks). Most soils in 
the test area are quite permeable Cambisols and Luvisols over ground moraine; they are mostly 
sandy loams which have been rated as having moderate erodibility. The predominant family farms 
apply mixed farming methods of growing crops and keeping livestock. Crop rotations are versatile 
and mostly have a high proportion of temporary grass-clover mixtures. The Frienisberg area lies in 
the moderate climate zone with an annual average temperature of approximately 8.5 °C and annual 
precipitation from 1035 to 1150 mm. Frienisberg is one of five long-term monitoring areas in which 
erosion damage has been mapped since 1987. Over a period of 10 years, the visible erosion features 
on 203 arable fields in the area were continuously mapped and quantified by Prasuhn (2011; 2012). 










single field was 96 t. Rill and ephemeral gully erosion accounted for 75%, while inter-rill erosion took 
place only in 25% of the cases (Prasuhn 2011). Gully erosion has not been reported so far. Frienisberg 
is also one of 17 case studies around Europe in an EU project called RECARE (Preventing and 
Remediating Degradation of Soils in Europe through Land Care, 2013–2018, www.recare-project.eu), 
which investigated the influence of measures to combat different soil threats. Frienisberg is part of 
the Lyss test area. This second, larger national map extent (1:25,000) represented the regional scale 
in our study, covering 11,855 ha or 29,637,170 pixels of 2 x 2 m. The Lyss area consists mainly of 
arable land typical of the Swiss Plateau. Topographically it is more balanced than the Frienisberg area, 
with fewer steep and more flat slopes, as well as a few small plains. The L-factor calculation and its 
statistical evaluation are mainly based on the local scale (Frienisberg) (Figure 1c); the DEM correction, 
slope calculation, as well as S-factor and LS-factor calculations focus on the bigger map extent of Lyss 
(Figure 1b).  
 
Figure 1: Overview of study area; a) Map of Switzerland, b) 2,305 field blocks of Lyss national map extent at 1:25,000, c) 










2.3. Basic data and calculations  
2.3.1. Digital elevation model (DEM) 
We used two different DEMs available for the whole area of Switzerland to study the influence of 
raster size and accuracy of the data. The DEM2 we used was produced with Light Detection and 
Ranging (LIDAR) technology. Vertical accuracy, at ± 0.5 m 1 σ, is very high (Swisstopo 2015). The 
DEM25 was derived from the 1:25,000 map set of Switzerland. Mean deviation is 1.5 m in the Jura 
region and Swiss Plateau, 2 m in the Prealps and Ticino, and 3–8 m in the Alps (Swisstopo 2005). The 
differences in mean value of the two DEMs in metres above sea level for both test areas (Frienisberg 
and Lyss) are very low (Table 2). 
Table 2: Comparison of statistic features of the 2 m and the 25 m DEM based on the 25 m mask for Frienisberg and Lyss; [m 
a. s. l. = meters above sea level]; mask (see Table 4)  
 Frienisberg, masked  Lyss, masked  
Resolution of DEM 2 m 25 m 2 m 25 m 
Number of cells (N) 151,280 941 20,745,979 132,829 
Area [ha] 60.5 58.8 8,298 8,302 
Minimum [m a. s. l.] 591 600.5 431.6 432.1 
Maximum [m a. s. l.] 728 722.7 789.5 789.8 
Mean [m a. s. l.] 660.8 660.7 521.3 521.5 
Standard deviation [m a. s. l.] 26.8 26.6 69.9 69.8 
2.3.2. Digital elevation model (DEM) correction 
Using a raw DEM generated with LIDAR results in a number of hydrological sinks and artefacts acting 
as absolute sinks. These absolute sinks can be avoided using a fill function, to obtain a connected 
DEM essential for hydrological models. This correction of the DEM is an important step to 
hydrologically connect the DEM and was done with the Arc Hydro Tools in ArcGis v.10.2.2, reported 
in Maidment (2002). Different fill heights lead to a more or less flooded area or a more or less 
hydrologically connected DEM. Therefore, different fill heights were tested (0.2; 0.5; 2.0; 4.0; 6.0 m; 
fill all) to see how big the affected area is. Fill All corresponds to a DEM completely hydrologically 
connected. During the application of DEM correction, a minimum slope gradient between 
neighbouring cells of 0.1° was enforced. This DEM correction was applied in a pre-processing to both 










and catchment area are calculated in Saga-Gis and GrassGis, and the results are included in the S-
factor and L-factor calculation. 
2.3.3. Field block map 
The Swiss landscape is characterized by topographic complexity, patchiness, and small-scale farming 
(Alder et al. 2015). This makes field blocks – a reference unit used in Germany (Volk et al., 2010; 
Tetzlaff et al., 2013) – a good basis for calculating the L-factor. The landscape model (Vector 25) as 
basis data for the field block map in the ERM2 is also derived from Swisstopo (2008). Field blocks 
were extracted with the same approach mentioned in Prasuhn et al. (2013). The agricultural area of 
Switzerland is represented in the field blocks and covers grassland, meadows, pastures, crop fields, 
and grapes. Field blocks were delineated by surrounding hydrological barriers like roads, railways, 
forests, villages, rivers, lakes, and other objects that prevent a continuous water flow. A field block 
can thus contain several cultivation plots, feature different types of use (arable land, permanent 
grassland, vineyards, or different field crops), and be cultivated by different farmers. These field 
blocks serve as the calculation unit for the different LS-factor methods and represent hydrological 
micro-catchments, into which no water can flow from the outside and no water can leave.  For each 
grid cell in a field block we calculated the L-, S-, and LS-factors. Frienisberg consists of 14 field blocks 
with a mean size of 6.3 ha; Lyss consists of 2,305 field blocks with a mean size of 5.1 ha (Figure 1). 
The field block map of Switzerland includes 180,920 field blocks ranging from 0.25 ha to 1,444 ha in 
size, with a mean value of 5.0 ha, a standard deviation of 11.0 ha, and a median of 2.4 ha (Prasuhn et 
al. 2013). 
2.3.4. Clipping method 
A further factor influencing the waterflow calculation is the clipping method between vector (field 
block) and raster data with different resolutions (DEM2 vs DEM25). Using a soft clipping method in 
GIS systems means that the accuracy of the DEM used and its raster cells are more important than 
the accuracy of the cutting elements (field blocks, vector data). By contrast, with the hard clipping 










DEM. For example, when soft clipping is applied with the DEM25, small roads are ignored to preserve 
information. But when hard clipping is applied, all small roads are cut into the DEM, regardless of 
data loss (Table 4, Figure 8). The hard clipping method also provides a suitable mask based on the 
DEM25 for statistical analyses. For the statistical comparison of the S, L, and LS-factor values of the 2 
m and 25 m elevation models, the 2 m model was always scaled down to the size of the 25 m model 
(masked, hard clipped). This results in considerable data loss towards the boundary of the field 
blocks on both DEMs due to the edge effects on the 25 m model. However, to calculate LS-factors for 
the whole of Switzerland with the DEM2, we used the soft clipping method without masking. With 
the DEM2, the clipping method is not important and the data loss is very low. In this article, the soft 
clipping method without masking was also used in all maps with DEM2. 
2.3.5. USLE approaches and derivates 
The RUSLE/MUSLE 87 (Eq.1) approach is based on the widely used USLE estimation (Wischmeier and 
Smith 1978), and consists of six factors, where L is the slope length factor [no unit], S is the slope 
steepness factor [no unit], K is soil erodibility factor [t*ha*h*ha-1*MJ-1*mm-1], R is the rainfall and 
run-off erosivity factor [MJ*mm*ha-1*h-1*y-1], C [no unit] is the cover and management factor, and P 
[no unit] is the support practice factor. The multiplication of the factors L * S * K * R results in the 
potential erosion risk for each grid cell, whereas the multiplication of all six factors leads to the actual 
soil erosion risk in tonnes per hectare and year (Wischmeier and Smith 1978, Renard et al. 1997). The 
calculation in this study is limited to the potential soil erosion risk. The computations are based on a 
regular grid of equal-sized grid cells (2 m x 2 m or 25 m x 25 m). 
               Eq. 1 
The USLE/RUSLE approach was originally designed to predict long-term average annual soil loss 
associated with rill and inter-rill erosion on hillslopes, but not gully erosion or deposition of soil 
material. Furthermore the RUSLE-approach base on a standard plot with 22.1 m length and a slope of 
5.1°. The use of multiple flow algorithms makes it possible to distribute virtual water on various 










topography. In addition, ephemeral gully erosion (thalweg erosion) is represented well (Prasuhn 
2011). Finally, the USLE/RUSLE approach only predicts “edge-of-field” erosion, while catchment 
erosion estimates are adjusted downward by a sediment delivery ratio (Boomer et al. 2008).  
2.3.6. L- and S-factor approaches and combinations 
There are numerous LS-factor calculation methods (Wischmeier and Smith 1978; Moore and Burch 
1986; Moore et al. 1991; Renard et al. 1997; Böhner and Selige 2006) with connected and separated 
L- and S-factor calculations. Connected LS-factor calculations (Moore and Burch 1986; Moore et al. 
1991; Böhner and Selige 2006) use a smoothing calculation, like mean slope values for the catchment 
calculation or constant values for rill and inter-rill properties (Moore and Burch 1986; Moore et al. 
1991; Moore and Wilson 1992). To consider the precise topography given by a high-resolution 2 m-
DEM and also for confirmability, we applied separate S- and L-factor calculations. 
2.3.7. S-factor calculation 
Many S-factor equations exist in the literature, valid and measured for inclinations of up to 9.1°–11.3° 
(Zingg 1940; Smith and Whitt 1947; Smith and Wischmeier 1957; Wischmeier and Smith 1978; 
McCool et al. 1987; Nearing 1997). Other studies extrapolated or assessed the S-factor to steeper 
inclinations like 28.8° (Hurni 1979; Liu et al. 1994). To select a suitable method for our area, we 
tested different approaches based on virtual slope values (slopes 0°–45°) (Figure 2). There are 
different properties of slope and S-factor relations among the chosen equations, especially at high 
slopes > 10 degrees. Most arable land in Switzerland is on slopes < 10 degrees (see section 3.2), 
where the differences of the compared approaches are not very high. Therefore, we opted for the 
approach of Renard et al. (1997), which is used in the RUSLE and based on Mc Cool et al. (1987). This 











Figure 2: Selection of different S-factor approaches calculated for a virtual slope steepness of 45° separated into steep 
slopes > 10° and low slopes < 10° 
Slope was computed in SAGA-Gis (System for Automated Geoscientific Analyses) from the corrected 
DEM using the Zevenbergen and Thorne (1987) method for both DEMs. The S-factor (Eq.2 and Eq.3) 
was calculated with the well-known RUSLE approach in Renard et al. (1997) based on McCool et al. 
(1987), where Slow is for slopes smaller than 5.1° and Ssteep is for slopes equal or greater than 5.1°.   is 
the slope in degrees. 
                                  Eq. 2 
                                    Eq. 3 
2.3.8. L-factor calculation 
The L-factor (Eq.4) was calculated with the approach of Desmet und Govers (1996), where A is the 
upslope contributing area in square metres, d is the raster resolution in metres, m (Eq.5) is the slope 
length exponent showing the relation between rill and inter-rill erosion,   (Eq.6) is the slope direction, 
and   is the slope angle in degrees. 
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The L-factor approach was combined with four different multiple flow direction algorithms and 
compared with the approach of Schäuble (2005) from the current ERM2, referred to as MUSLE 87:  
- Deterministic Infinity (DINF), SagaGis 
- Multiple Flow Direction (MFD), SagaGis 
- Multiple Triangular Flow Direction (MTFD), SagaGis 
- Watershed (WAT), GrassGis 
- MUSLE 87, AVErosion in ArcView 
The DINF algorithm provides pseudo multiple flow properties because it only respects the next two 
deeper cells of a raster file (Tarboton 1997). The MFD (Freeman 1991) algorithm shares virtual water 
with every next deeper raster cell and the MTFD combines the DINF properties and the MFD 
properties and concentrates water flow in valleys, depressions, and natural sinks (Seibert and 
McGlynn 2007). The WAT approach computes the water flow like an MFA and includes an option 
with least-cost search in the algorithm (Ehlschlaeger 1989; Quinn et al. 1991). Other MFAs like 
Terraflow (Arge et al. 2003) in GrassGis, Rho (Fairfield and Leymarie 1991), and DEMON (Costa-Cabral 
and Burges 1994) algorithms in Saga-Gis were not processed due to calculation problems and the 
need for some physical parameters, such as amount or content of water and soil properties for 
event-based models. 
2.3.9. LS-factor 
L-and S-factors can be combined through multiplication and lead to different values depending on 
approaches and resolutions. Some LS-factor calculations are coupled to simplify the process of 
modelling in programmes like SagaGis or GrassGis but can hinder the confirmability (Moore et al. 
1991; Moore and Wilson 1992; Böhner and Selige 2006). Most of the available LS algorithms are 
already implemented within GIS software, such as IDRISI, SagaGIS, GrassGis, ArcGIS, etc. SagaGis 
v.2.1.2 and GrassGis v.7.0.3 use different options to respect convergence properties of water flow. In 
SagaGis the default value is 1.1, the minimum value is 0, and the maximum is 1.25. In GrassGis the 
default value is 5, the minimum value is 1, and the maximum value is 10. These options were tested 










water flows with higher dispersion and for high convergence values (1.25, 10) the water flows in a 
more concentrated manner. 
3. Results 
3.1. Hydrological connectivity 
Considering different filling heights for a DEM correction allows the elimination of artefacts and small 
sinks of varying sizes. Depending on the fill height, more or less pixels/area are filled or flooded and 
hydrologically connected (Table 3) in Lyss. “Fill All” means a completely hydrologically connected 
DEM, where big sinks (e.g. depressions) are filled. Fill heights of 0.2, 0.5, 2.0, and 4.0 m lead to very 
similar results with only about 4% of filled area in Lyss. With about 14% of filled or flooded area in 
Lyss, fill heights higher than 4 m have considerably more influence (Table 3). To consider only a partly 
filled DEM – respecting bigger sinks as not connected – the fill height 0.5 m was applied on both 
DEMs and used for all following calculations. 
Table 3: Different fill heights and filled agricultural area in hectares and in % for Lyss [11,854.9 ha] and DEM2. 
Fill height [m] 0.2 0.5 2.0 4.0 6.0  Fill All 
Filled area [ha] 426.1 427.5 428.4 428.6 1705.3 1705.8 
Filled area [%] 3.59 3.60 3.61 3.62 14.38 14.39 
The clipping effect of the 25 m grid with the field block map shows big differences in the number of 
raster cells and the area size between the soft clipping and the hard clipping method respectively, 
independent of region (Table 4). Using the DEM25 with the hard clipping method, 33% (Lyss) or 31% 
(Frienisberg) fewer pixels/less area is captured compared to the soft clipping method. Similar values 
of area loss resulted when soft vs hard clipping (masked) method is compared regarding the DEM2. 
In contrast, the area of the field block polygons and soft clipped raster cells corresponded very well 
to the DEM2. For the DEM25, the deviations are slightly larger, but still small (Table 4). This effect 












Table 4: Differences of soft and hard [mask] clipping methods for statistical analysis and comparison with DEM2, DEM25 
and original polygon data; n = number of raster cells or polygons 
Test area Frienisberg  Lyss  
Clipping method [resolution] n Area [ha] n Area [ha] 
Soft clipped [25 m] 1,400 87.5 191,993 12,000 
Soft clipped [2 m] 221,673 88.7 29,637,170 11,855 
Hard clipped [25 m] [mask] 941 58.8 132,832 8,302 
Hard clipped [2 m] [masked; based on 25 m mask] 151,280 60.5 20,745,979 8,298 
Area of polygons 14 88.7 2305 11,854 
3.2. Slope and S-factor [-] 
Regarding slope and S-factor, both DEMs show visually almost the same properties in Frienisberg 
(Figure 3). In Frienisberg, the mean of slope values is 2.5% higher for the DEM2 compared to the 
DEM25. With 3.2% higher mean values of S-factor of the DEM2 compared to DEM25, the difference 
in the slope values is slightly higher (Table 5). In Lyss, the S-factor of the DEM25 has 24% lower mean 
values compared to the higher-resolution DEM2 or 20% lower mean values of slope regarding the 
different resolutions (Table 6). Also, the maximum values and standard deviation of the S-factor 
regarding the DEM25 are much lower than the ones of DEM2. In contrast to Frienisberg, mean and 
standard deviation of Lyss show lower S-factor values. In Frienisberg the mean S-factor values of 
DEM2 and DEM25 have lower differences than Lyss but almost the same difference of about 20% 
regarding the standard deviation of S-factor (Table 5, Table 6).  
Table 5: Slope [°] and S-factor [-] statistics for Frienisberg, hard clipped method (masked) 
Frienisberg Slope [2 m] Slope [25 m] S-factor [2 m] S-factor [25 m] 
Number of cells (N) 151,280 941 151,280 941 
Area [ha] 60.5 58.8 60.5 58.8 
Minimum  0 0.7 0.03 0.16 
Maximum 45.8 23.1 11.5 6.1 
Mean 9.11 8.88 2.18 2.11 












Table 6: Slope [°] and S-factor [-] statistics for Lyss, hard clipped method (masked) 
Lyss Slope [2 m] Slope [25 m] S-factor [2 m] S-factor [25 m] 
Number of cells (N) 20,745,979 132,832 20,745,979 132,832 
Area [ha] 8298 8302 8298 8302 
Minimum 0 0 0.03 0.03 
Maximum 65.2 45.5 14.88 11.48 
Mean 3.63 2.92 0.83 0.63 
Standard deviation 3.43 2.93 0.87 0.69 
In Lyss the frequency analysis of the different grid resolutions shows a high amount of very low S-
factor values for the DEM25 (Figure 4). For values higher than 10° the frequency is low for both 
resolutions. Only 7.1% (842 ha) of the agricultural area (11,855 ha) of Lyss have slope values higher 












Figure 3: Topographical properties of Frienisberg; a) Slope [°] and b) S-factor [-] calculated with the RUSLE approach based 
on Swisstopo DEM 2015 [2 m]; c) Slope [°] and d) S-factor [-] calculated with RUSLE approach based on Swisstopo DEM 2005 











Figure 4: Frequency analysis of slope [°] (dotted lines) and S-factor [-] (solid lines) for the 2 m DEM (blue) and the 25 m DEM 
(green) for Lyss; hard clipped  
3.3. L-factor [-] 
The L-factor maps show different properties of the different MFAs in Frienisberg (e.g. Figure 5 a, d, g; 
low convergence values; e.g. Figure 5 c, f, i; high convergence values). The visual differences and 
similarities among the chosen MFAs and convergences are small. Some show more concentrated 
water flow properties (Figure 5; e, f, h and i corresponding to MTFD 1.1–1.25, WAT 5 and WAT 10) 
and some more divergent (Figure 5; a, b, c, d, g, j, k corresponding to MFD 0–1.25, MTFD 0, WAT1, 
DINF1.1 and MUSLE 87) water flow properties. For the DEM2, the MFA and convergence values have 
a low influence on the mean L-factor values (Table 7). Higher convergence values result in less 
dispersion of water flow, while lower convergence values lead to more dispersion. Frequency 
analyses of the 11 L-factors show that higher convergence values have less normal distributed 




















Figure 5: L-factor in Frienisberg calculated with 2 m resolution; a) MFD Con. Value = 0, b) MFD Con. Value = 1.1, c) MFD Con. 
Value = 1.25, d) MTFD Con. Value = 0, e) MTFD Con. Value = 1.1, f) MTFD Con. Value = 1.25, g) WAT Con. Value = 1, h) WAT 
Con. Value = 5, i) WAT Con. Value = 10, j) DINF Con. Value = 1.1, k) MUSLE 87; Con.= Convergence; soft clipped 
The comparison of the 10 L-factor mean values (see Table 7, Figure 5, Figure 6) calculated with the 
approach of Desmet and Govers (1996) and the MUSLE 87 method (a total of 11 variations), also 
used in the ERM2 of Switzerland by Prasuhn et al. (2013) show very low differences in the region of 




















Figure 6: Frequency (y-axis) distribution of the L-factor [-](x-axis) using MFAs with different convergence values in 
Frienisberg for DEM2; Lines: Mean and mean ± 1* standard deviation; soft clipped 
In the following, we concentrated on the MFD and on the WAT approach to compare the two tools, 
Saga-Gis and GrassGis. For the single field blocks in Frienisberg, the WAT algorithm shows lower 
mean values than MFD (Figure 7a, number of field blocks see Figure 1c), and higher convergence 
values lead to lower mean values, but, conversely, higher maximum values. The maximum values 
(Figure 7b) differ more within the MFAs, and one field block shows higher maximum values for the 
MFD approach compared to the WAT approach (field block 12). The field blocks 2, 3, 4, 5, 7, 9, 10, 
and 11 show higher maximum values for the MFD 0 compared to the WAT 1 approach. The MFD 
approach shows that the higher the convergence values, the more concentrated the water flows are 
calculated, and therefore the higher the maximum values (Figure 7b). 
 
Figure 7: Mean a) and maximum b) L-factor values for selected MFD and WAT algorithms including different convergence 










3.3.1. Effect of different resolution (2 m vs 25 m) 
For the calculation of the L-factor based on the low-resolution DEM25, the clipping method applied is 
very important. The soft clipping method led to longer waterflow properties compared to the hard 
clipping method, which shows particularly clearly in the road pixels (Figure 8). The visual properties 
of the DEM25 also show small differences within the compared maps, but mean L-factor values are 
higher than using the DEM2 when a soft clipping method is applied (Table 7). The mean L-factor 
values calculated with SagaGis algorithms (MFD, MTFD, DINF) are 1.4–1.8 times higher and those 
calculated with Grass-Gis algorithms (WAT) 1.1–1.3 times higher using the DEM25 compared to the 
DEM2 when the soft clipping method is applied (Table 7; d). When the hard clipping method is 
applied, the differences are not that big, but the L-factor values using the DEM25 remain higher than 












Figure 8: L-factor in Frienisberg calculated with Desmet and Govers’s (1996) approach based on Swisstopo DEM (2005) with 
25 m resolution; a & c = MFD Con. Value = 1.1, b & d = WAT Con. Value = 5; Con. = Convergence; a & b = soft clipped, c & d 











Table 7: Compared MFAs and calculated resolution factor for the L-factor [-] for Frienisberg; Res. = Resolution; hard clipped 
(masked) only with MFD1.1 and WAT 5; No = method 
No Algorithm MFD MTFD WAT DINF MUSLE 
87 
 Convergence Values 0 1.1 1.25 0 1.1 1.25 1 5 10 1.1 - 
a) Mean Res. [2 m] soft 
clipped 
3.34 2.94 2.91 3.34 2.64 2.64 2.92 2.56 2.41 2.55 2.69 
b) Mean Res. [25 m] 
soft clipped 
4.87 4.5 4.47 5.5 4.75 4.75 3.3 3.16 3.11 3.84 - 
c) Mean Res [25 m] 
hard clipped [mask] 
- 3.8 - - - - - 2.8 - - - 
d) Res. factor: b / a 1.46 1.53 1.54 1.65 1.8 1.8 1.13 1.23 1.29 1.51 - 
The boxplots (Figure 9) show that, independent of resolution, the higher the convergence values, the 
lower the mean and median values – which also corresponds to Table 7. There are bigger differences 
among the different MFA approaches (mean and median values) for the DEM25 (Figure 9a; WAT vs 
MFD, MTFD and DINF) than for the DEM2 (Figure 9b).  
 
Figure 9: L-factor boxplots of different algorithms and convergence values (con. value) for Frienisberg, Square = mean ± 1 * 
Standard deviation, Filled dot = Mean, outliers excluded, upper horizontal line maximum of 75% quartile, lower horizontal 
line minimum of 25% quartile; a) Resolution: 25 m; b) Resolution: 2 m; soft clipped on both DEMs; corresponds to a and b 
of Table 7 
In Lyss, the resolution of the DEM shows the same properties of the mean L-factor values as in 










(Table 8). But the variation of L-factor values (Minimum, Maximum, Standard deviation) are higher 
for the DEM2 compared to the DEM25 (Table 8).  
Table 8: L-factor [-] with different resolutions and MFA approaches for Lyss; hard clipped method (masked)  
L-factor [-] MFD 1.1 [2 m] WAT 5 [2 m] MFD 1.1 [25 m] WAT 5 [25 m] 
Number of cells (N) 20,745,979 20,745,979 132,832 132,832 
Area [ha] 8298 8298 8302 8302 
Minimum 0.4 0.4 1 1 
Maximum 77.5 246.4 15.0 26.5 
Mean 1.60 1.71 2.24 1.87 
Standard deviation 1.16 1.66 1.04 0.73 
3.4. LS-factor [-] 
The LS-factor was also only calculated for the algorithms MFD 1.1 and the WAT 5 (Figure 10). We 
reduced the number of approaches to avoid computational complexity and to consider standard 
convergence values only with MFD 1.1 and WAT 5. The visual comparison of both approaches for the 
Frienisberg region show a similar spatial distribution pattern of the LS-factors (Figure 10). The mean 
LS-factor in Frienisberg is higher using MFD 1.1 (= 7.8) than using WAT 5 (= 6.8) for the DEM2. It is 
also higher for MFD 1.1 (= 8.7) than WAT 5 (6.3) for the DEM25 (Table 9). The statistical analysis of 
LS-factor values of Lyss confirm the tendencies of Frienisberg. The mean values of LS-factors are a 
little higher for MFD 1.1 than for WAT 5 for both DEMs. In the steeper area of Frienisberg, the 
differences of both MFAs are more distinct compared to the more balanced area of Lyss (Table 10).  
For both Frienisberg and Lyss, the descriptive statistic of the LS-factor does not show the same 
properties as the L-factor for the different DEMs (Table 9, Table 10). The MFD algorithm shows a 
slightly higher mean value for the low-resolution grid DEM25 compared to the DEM2. The WAT 
approach shows the opposite: a higher mean value of the WAT approach with DEM2 compared to 
DEM25. The higher tendency of mean L-factor value comparing the DEM25 (1.87) with the DEM2 
(1.71) decreases after multiplication with the S-factor for the WAT approach in Lyss (LS-factor: 
DEM25: 1.5; DEM2: 1.76; Table 8, Table 9, Table 10). 
For Lyss, Figure 11 shows percentages of area for slope, S-factor, L-factor, and LS-factor for defined 










include a considerably higher area of 22% for the DEM2 compared to 14% for the DEM25. Notably, 
very high values hardly occur in the DEM25. L-factors with very high values > 7.3 occur much more 
frequently in the DEM2 than in the DEM25. But even in the lowest L-factor class (0.41–2) there is a 
larger area proportion in the DEM2 than in the DEM25. This partly compensates high S-factor values 
with low L-factor values in the DEM2, except for the highest values. Therefore, the LS-factor classes 
have similar values in the different resolutions except in the two highest classes (Figure 11). In 












Figure 10: LS-factor [-] multiplied based on approaches of L- and S-factor [-] a & c = MFD 1.1, b & d = WAT 5, a & b [2 m], c & 











Table 9: LS-factor [-] statistic of two different algorithms and resolutions calculated for Frienisberg; hard clipped method 
(masked) 
LS-factor [-] MFD 1.1 [2 m] WAT 5 [2 m] MFD 1.1 [25 m] WAT 5 [25 m] 
Number of cells (N) 151,280 151,280 941 941 
Area [ha] 60.5 60.5 58.8 58.8 
Minimum 0.03 0.03 0.03 0.03 
Maximum 450 746 39.9 29.9 
Mean 7.8 6.8 8.7 6.3 
Standard deviation 8.4 8.21 6.9 5.1 
Table 10: LS-factor [-] statistic of two different algorithms and resolutions calculated for Lyss; hard clipped method (masked) 
LS-factor [-] MFD 1.1 [2 m] WAT 5 [2 m] MFD 1.1 [25 m] WAT 5 [25 m] 
Number of cells (N) 20,745,979 20,745,979 132,832 132,832 
Area [ha] 8298 8298 8302 8302 
Minimum 0.03 0.03 0.03 0.03 
Maximum 450 1308 68 59 
Mean 1.79 1.76 1.88 1.50 
Standard deviation 3.20 3.50 2.83 2.06 
 
Figure 11: Percentage of area in different categories of Slope a), S-factor b), L-factor (MFD 1.1) c), and LS-factor (MFD 1.1) d) 
for Lyss; hatched bar = resolution of 2 m; blue bar resolution of 25 m; hard clipped method (masked); the classes selected 
for the y-axes are not or only to a limited extent comparable among Slope, S-factor, L-factor, and LS-factor 
To consider the big influence of field blocks for the LS-factor calculation, we computed the LS-factor 
without field blocks in Lyss based on the DEMs without any flow barriers. Using the MFD algorithm 










higher (with field blocks 1.88, without 6.36) for the DEM25 and 49.7% higher (with field blocks 1.79, 
without 3.56) for the DEM2. Table 11 summarizes the main results.  
Table 11: Overview of the main results (mean values of L- and LS-factor for the 2m and 25m grid) for Frienisberg (lightly 























2m 25m 2m 25mx 
Saga Gis 
MFD 
0 3.34 4.87 - - - - 
1.1 2.94 4.5 
3.24 3.8 7.8 8.7 
1.60 2.24 1.79 1.88 
1.25 2.91 4.47 - - - - 
MTFD 
0 3.34 5.5 - - - - 
1.1 2.64 4.75 - - - - 
1.25 2.64 4.75 - - - - 
GrassGis WAT 
1 2.92 3.3 - - - - 
5 2.56 3.16 
2.85 2.8 6.8 6.3 
1.71 1.87 1.76 1.5 
10 2.41 3.11 - - - - 
Saga Gis DINF 1.1 2.55 3.84 - - - - 
AVErosion in ArcView MUSLE 87 - 2.69 - - - - - 
1
 Calculated according to Desmet & Govers 1996 
2
 Product of L- and S-factor 
Lightly shaded: Frienisberg; strongly shaded: Lyss  
- = not calculated or not available 
MFD: Freeman 1991; MTFD: Seibert and McGlynn 2007; WAT: 
Ehlschlaeger 1989, Quinn et al. 1991; DINF: Tarboton 1997; 












4.1. Digital elevation model (DEM) correction and hydrological connectivity 
A correction of the digital terrain model is especially necessary for high-resolution terrain models and 
use of multiple flow algorithms (Liu et al. 2015; Yang 2015). The aim of partial sink filling (with 0.5 m, 
Table 3) was to eliminate small sinks and artefacts, but allow that larger sinks or depressions in the 
terrain are not necessarily connected. Flow sinks are real existing drainless sinks or plains and are not 
the result of vertical errors of the DEM. Thomas et al. (2016) showed that flow sinks are widespread 
and 16 - 33% of catchment areas are hydrologically disconnected from the aquatic network. In Lyss, 
the correction of the DEM does not have a big influence: because of the varied topography absolute 
sinks are large and would need high fill heights (> 4 m; Table 3) to balance them. At the selected 
filling level of 0.5 m, only in 4% of the area, the DEM is corrected and sinks are filled such that the 
water flow through those areas is connected. The fill height value 0.5 m also covers the accuracy of ± 
0.5 m 1 σ of the DEM (SwissALTI3D 2015).  
The field block map leads to differences between the DEM25 and the DEM2 due to clipping 
inaccuracies. Owing to the small size of the field blocks (mean value of 5 ha), there is an undesirable 
edge effect, especially with the DEM25. Small roads or other objects preventing a continuous water 
flow were sometimes not respected in the 25 m grid during the soft clipping method. This leads to 
higher slope lengths or slope contributing areas, and also to higher L-factor mean values using the 
DEM25 MFAs compared to the DEM2 MFAs (Table 7, Figure 8). When hard clipping is applied 
peripheral areas are sometimes lost. In addition, flow barriers like forests and small streets are not 
necessarily flow barriers in every situation (Volk et al. 2010). During heavy rains those areas can act 
as external water sources and are therefore not considered in the field block map approach also 
mentioned in Prasuhn et al. (2013). 
Soft clipping without mask is the standard method to receive most of the raster information and will 










DEM. For this high-resolution DEM, the clipping method is not that important and data loss due to 
the clipping method is negligible (0% in Frienisberg and 0.01% for Lyss) (Table 4).  
4.2. S-factor approaches 
Comparing different S-factor approaches for slope values higher than 10° lead to big differences 
(Figure 2). Very high slope values do not appear very often, so the effect of slopes higher than 10° is 
not very strong for Lyss (Figure 4). The RUSLE approach shares with other widely used approaches 
similar S-factor values (e.g. Zingg 1940; Hurni 1979; Nearing 1997; see ) up to a slope steepness of 
10°. Some S-factor approaches are only extrapolated and not measured on slope values higher than 
11.3° (Hurni 1979; Liu et al. 1994). Most of the slope values (98.9%) in the study area are below 20° 
(Lyss), where most of the nine S-factor approaches do not show big differences (Figure 2). 
Hrabalíková and Janeček (2017) compared four different S-factor approaches and concluded that the 
values of the S-factor are within a similar range and that there is no significant difference. Thus, the 
choice of S-factor calculation for our purposes does not have a big influence. In the selected 
approach (RUSLE after Renard et al., 1997), however, there are large differences in the calculated S-
factors, depending on the resolution of the DEM used. The DEM25 leads to significantly lower S-
factors due to smoothing effects, both in mean values as well as in the maximum values and 
standard deviation (Table 5, Table 6, Figure 11). This is in line with findings in other studies (Di 
Stefano et al. 2000, Kienzle 2004). In terms of soil erosion, this means that with increasing DEM 
resolution, the S-factors increase and thus also soil erosion. 
4.3. L-factor approaches 
The MFAs do not differ very much regarding the L-factors and the mean values of the default 
convergence options with MFD 1.1, MTFD 1.1, WAT 5, DINF 1.1, and MUSLE 87 in Frienisberg and the 
DEM2 (Figure 5, 6, 9). Between the highest of the default convergence options (MFD 1.1 = 2.94) and 
the lowest (DINF 1.1 = 2.55), mean L-factor values vary only about 13%. Compared with the highest 
and lowest convergence options of the MFA (MFD 0 = 3.34, MTFD 0 = 3.34, and WAT 10 = 2.41) the 










clipped approach show a difference of 33% between the highest L-factor value (MTFD 1.1 = 4.75) and 
the lowest one (WAT 5= 3.16). Comparing the mean L-factor values of the highest and lowest 
convergence options (MTFD 0 = 5.5, WAT 10 = 3.11) the difference is 43% in Frienisberg when the 
soft clipped approach is applied (Table 7). For both DEMs, the higher the convergence values of MFA, 
the lower the mean values of the L-factor. Comparing masked (hard clipped) and not masked (soft 
clipped) approaches in Frienisberg of the DEM25, the differences between MFD 1.1 (3.8 vs 4.5) are 
16% and 11% for WAT 5 (2.8 vs 3.16) but have still higher mean L-factor values compared to the 
DEM2 (Table 7). In Lyss the differences of mean L-factor values are low for both DEMs, but also 
higher for the DEM25 than the DEM2. The L-factor of MFD 1.1 and WAT 5 showed a mean of 1.6 and 
1.71 (DEM2) – i.e. 28% and 9% lower than with the DEM25 (mean values 2.24 and 1.87) (Table 8). 
The use of multiple flow algorithms rather than single flow algorithms has now become an 
established method in most water flow or soil erosion modelling studies (Mitasova et al. 1996; 
Panagos et al. 2015a, b; Zhang et al. 2017). Wilson et al. (2008) compared the hydrological 
performance of various flow-routing algorithms and found that the single flow direction method 
produced more ‘low flow’ cells. Orlandini et al. (2012) showed that the multiple flow direction 
method performed best at very high DEM resolutions. Multiple flow direction algorithms can 
accommodate convergent and divergent flow and perform better than single flow direction method 
algorithms for real terrains. But it is not easy to evaluate the performance of the algorithms with field 
observations. Accordingly, there are hardly any such studies. Most of them are based on visual or 
qualitative assessments and recommend the algorithms used based on "goodness-of-fit" (Wilson et 
al., 2008). We too can only perform such a qualitative assessment in this study. 
It is questionable whether the empirical relationships between the LS factor and the soil erosion risk 
underpinning RUSLE can be downscaled or upscaled from the size of standard USLE plots (22.1 m) to 
the 2 m or 25 m grid or even other grid resolutions. The adjustment of the slope length factor L on 
the basis of the calculation of the contributing area with MFAs may also be questioned. The observed 










its empirical limitations (Prasuhn et al. 2013). The approach with MFA and high-resolution DEM of 
our study is actually used today as a standard method in GIS-based modelling. Whether this 
procedure is permissible or not is not the aim of this study. 
4.4. LS-factor approaches 
Comparing the LS-factors calculated with MFD 1.1 and WAT 5 using DEM2 for Frienisberg and Lyss, 
there are no big differences between the two algorithms (Figure 10, Table 9, Table 10). In Lyss, the 
mean LS-factor is slightly higher (+ 2%) using the MFD 1.1 (1.79) than using the WAT 5 (1.76). The 
deviation of the values is greater (+ 9%) for WAT 5, where standard deviation was 3.50 compared to 
3.20 for MFD 1.1. When we compare the two MFAs using the DEM25, the difference is higher. The 
mean LS-factor for the MFD 1.1 (1.88) is higher than for WAT 5 (1.50) (+ 25%). In addition, MFD 1.1 
generates higher standard deviation and maximum values compared to WAT 5. In the smaller and 
steeper Frienisberg area, similar differences between the two MFAs result, but these are somewhat 
more accentuated (Table 9, Table 10). 
For Frienisberg, the LS-factor of the lower-resolution DEM25 has a higher mean value than the DEM2 
for the MFD approach, but a lower mean value when using the WAT approach (WAT: - 7.4%; MFD: + 
11.5%) and in Lyss (WAT: - 14.7%; MFD: + 5%; Table 9, Table 10) Other studies (Claessens et al. 2005: 
10–100 m; Wu et al. 2005: 10–250 m; Mondal et al. 2017: 30–330 m) show lower mean values using 
the low-resolution DEM compared to the high-resolution DEM, but do not consider DEMs with 
resolutions higher than 10 m. Deumlich (2012) compared different resolutions (1–25 m), modelling, 
on two field blocks of 69/141 ha, an average soil loss of 1.2/1.4 t ha-1 using DEM2 and 0.75/0.99 t ha-1 
using DEM25. The average potential soil loss is doubled, from the highest resolution grid (1 m) to the 
coarsest (25 m). In a study in northern China, Wang et al (2016) compared grid sizes of 2, 5, 10, 25, 
and 30 m, and used the 2 m resolution grid as a reference to calculate soil loss. They reported a 
decrease of 47% with a 30 m DEM, and said the DEM2 is the most accurate in describing the 
topography and the micro-relief. Fu et al. (2015) [2–30 m] reported that LS-factor of 10 m resolution 










those in our study with lower mean values for a 5 m grid compared to a 20 m grid, but higher mean 
values for a 30 m grid. This corresponds to a break between 20–30 m and also includes the standard 
plot size of RUSLE estimation of 22.1 m (Wischmeier and Smith 1978; Renard et al. 1997). Bhattarai 
and Dutta (2007) highlight that the better results of the 30 m resolution compared to the 90 m using 
the USLE methodology, is probably due to fact this resolution is closer to the 22.1 m slope length, the 
length used in the derivation of the USLE relationships.  
In Lyss, 99.8% of calculated LS values were < 30, 98.9% < 15, and 83.1% < 3 for the DEM2. For the 
DEM25, 99.9% of calculated LS values in Lyss were < 30, 99.2% < 15, and 81% < 3 (Figure 11). We 
compared LS-factors calculated with Equation 2-4 with the LS-factor values of the tables 4.1-4.3 in 
the main reference RUSLE handbook of Renard et al. (1997) based on 122 m slope length. These 
RUSLE tables 4.1-4.3 represent LS-factor values for uniform slopes. Table 4.1 is used for rangeland 
and pasture with a low interrill/rill ratio. Table 4.2 is used for cropland and pasture with a moderate 
interrill/rill ratio and Table 4.3 for construction sites with high ratio of interrill and rill (Renard et al. 
1997). For slopes up to 3% the differences between the calculated values and the indicated values in 
the tables were relatively small (average deviation between 4-24%), depending on the used RUSLE 
table (4.1-4.3). For slopes between 3- 15% our approach always resulted in slightly higher LS-values 
(average deviation 10-49%) compared to the RUSLE tables (4.1-4.3). For slopes greater than 15%, 
which account for less than 1% of the total area (Figure 11), the deviation (average deviation 
between 24-55%) from our approach increased with increasing slope compared to the RUSLE –tables 
4.1-4.3 (Renard et al. 1997). Yang (2015) calculated for New South Wales, Australia, a similar 
distribution of LS-factor values as in our study. The LS-values range from 0.05 to 60 with a mean of 
2.60 based on a 30 m resolution DEM. Nearly all (99%) of the calculated LS values are < 30, 80% < 10, 
and 30% < 1.0. Very high L- and LS-factor values of single pixels are quite justified. Those pixels occur 
mainly in terrain depressions, where a lot of water can flow together and the upslope contributing 
area is very big. In those areas, very high soil loss values are manifested as rills or thalweg erosion 










that the DEM25 is insufficient to illustrate small-scale erosion phenomena. Even the results of 
DEM10 and DEM5 reflect the properties of erosion only in a simplified manner in the mentioned case. 
But flow paths are well represented using DEM1. Gertner et al. (2002) reported that DEMs with 
resolutions lower than 5 m are not suitable for the calculation of LS-factors due to large variations in 
upslope contributing areas. Thomas et al. (2017) reported that optimal DEM resolutions of 
hydrologically sensitive areas are between 1–2 m. Unlike the previously mentioned studies, one 
other study implies higher mean LS-factor values regarding the 10 m and 20 m resolution DEM 
compared to the 5 m resolution DEM on watersheds in Korea (Koo et al. 2016). 
The chosen approach with field blocks as micro-catchments of 5 ha mean area as a basis for 
calculating LS-factors is only very suitable for high-resolution DEMs, such as the DEM2 used here. In 
coarser-resolved DEMs, clipping effects lead to large uncertainties and errors. When using DEM2, 
however, the chosen approach with the micro-catchment has many advantages. The problem of the 
maximum slope length or maximum number of pixels of the upslope contributing area, which is 
frequently discussed in the literature, does not exist. Several other problems are also elegantly 
bypassed, e.g. the need for complex models to identify breaks in slope length that involve changes in 
the slope turning point; the challenge of enabling variable cut-off slope angles; and the challenge of 
adequately considering channel networks to locate soil erosion and deposition zones (Van Remortel 
et al. 2001; Liu et al. 2015; Yang 2015; Zhang 2017). Maximum slope length value (e.g. 305 m; Renard 
et al. 1997) is already respected with the field block approach. Also, the channel network is already 
included and does not have to be additionally separated. Borrelli et al. (2016) used a similar approach 
as in our study. They used remote sensing techniques to introduce the “field boundaries/channelled 
flow concept” in a national-scale RUSLE application for Italy. The DEM25 was previously segmented 
to represent some potential man-made or natural structures, e.g. agricultural canals, roads, soil 
furrows, or gullies. Maugnard et al. (2013) also performed a soil erosion risk map of Wallonia 
(Belgium) with 10 m pixel resolution based on hydrologically isolated plots similar to the applied field 










shows that massively higher mean LS-factors result (3.56 vs 1.79) if the whole area is considered as a 
homogeneous landscape without barriers. Winchel et al. (2008) compared different LS-factor 
calculations with and without terrain barriers and a cut at 333 m slope length and a 30 m DEM of 40 
hydrologic units in the USA and confirm our observation in their analysis. 
It could be pointed out that the use of various algorithms for detecting the LS-factor remains a 
subject of controversial discussions despite numerous new developments, GIS technologies, and 
better computing capacity (Mitasova et al. 2013; Oliveira et al. 2013; Hrabalíková and Janeček 2017). 
Desmet and Govers (1996) stated that the LS values predicted by the GIS method are generally 
higher by 10–50% than those obtained by manual approach. In contrast, Hrabalíková and Janeček 
(2017) found that the LS values generated by the GIS method were generally 10–30% lower than 
those obtained by the manual method. These findings are in agreement with the conclusions of 
Yitayew et al. (1999) stating that the mean annual erosion was mostly under-predicted by the GIS 
methods. Garcia Rodriguez and Gimenez Suarez (2010) observed an overestimation in the values of 
the LS-factor, when it is calculated in the traditional way. Hrabalíková and Janeček (2017) conclude 
that the GIS-based RUSLE soil loss estimates from five of seven different approaches to calculation of 
LS-factor are lower than the measured average annual soil loss and two approaches over-predicted 
the measured soil loss. 
5. Conclusion and Outlook 
To calculate the L-factor of the RUSLE, we compared four different multiple flow direction algorithms 
(DINF, MFD, MTFD, WAT) with different convergence settings and the previously used MFA (MUSLE 
87) of the existing erosion risk map in Switzerland. We performed this comparison with a high-
resolution DEM2 and a coarser DEM25 in two different test areas in the Swiss Plateau, based on 
previously segmented micro-catchments of variable spatial dimension with a mean size of 5 ha. In 
total, we performed 21 different L-factor calculations. Selected approaches were calculated with the 










In terms of L-factor values, the MFAs tested in both areas using the DEM2 did not differ considerably. 
The L-factor values also did not differ much from those obtained in the approach used for the current 
erosion risk map (ERM2). As the convergence values increases, the mean L-factors decrease slightly 
in all MFAs. The choice of the MFA does not play a big role in the calculation of the soil erosion risk in 
DEM2 in our area, and there is no big difference to the approach used for the ERM2. With the 
DEM25, notably lower mean L-factors are calculated with WAT than with MFD, MTFD, and DINF. 
Surprisingly, L-factors calculated using the DEM25 are slightly higher for all MFAs than for the same 
MFAs when using the DEM2. Regarding the S-factors, however, smoothing effects in the coarser 
DEM25 lead to lower values compared to those calculated using the DEM2. 
For the LS-factor calculation, only the two approaches MFD 1.1 and WAT 5 were compared for both 
DEMs. The MFD 1.1 and WAT 5 differ only slightly on the DEM2. Comparing the two DEMs gives an 
ambivalent picture. MFD 1.1 produces lower mean LS values on the DEM2 than on the DEM25, 
whereas WAT 5 produces higher values for the DEM2 than the DEM25. With the 25 m model, hard 
clipping results in a considerable loss of data at the edges of the field blocks. This is not so important 
for the calculation of S and L-factors and mean values, but would lead to a significant 
underestimation of soil loss when calculating absolute soil loss rates. With soft clipping, the data loss 
on the DEM25 is lower, but the slope lengths and thus the L-factor increase. This would lead to an 
overestimation of the soil loss. The DEM25 is therefore unsuitable for the chosen approach with field 
blocks (micro-catchments averaging 5 ha). 
We do not have experimental data to evaluate the results of the 21 L-factor variations. Therefore, we 
cannot say what is more convenient, but we can make a qualitative assessment and point out 
differences. The low influence of the different MFAs and the convergence options on the L- and LS-
factor calculations came as a surprise, but are confirmed by our study. Furthermore, our results do 
not confirm the hypothesis that a higher DEM resolution leads to higher L-, S-, and LS-factor values. 
In a subsequent study, the various chosen LS-factors will be calculated with the other factors of the 










and compared it with long-term measured soil loss from field data on soil erosion damage mapping 
of a monitoring program (Prasuhn 2011, 2012). The LS-factor approach that best reflects the reality is 
then applied and will be used to validate and fine-tune the RUSLE model for the new erosion risk 
map of Switzerland. 
Although the influence of the resolution of the DEM on mean LS-factor values is not very big, it is 
very important for the characterization of a land surface in terms of concavity and complexity. The 
spatial distribution in the DEM2 is varied and much more differentiated and better represents reality. 
This is crucial for the credibility of an erosion risk map to farmers, consultants, and advisors, as well 
as for the targeted planning of mitigation measures. 
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21 different L-factor calculations were processed 
Field blocks are crucial for spatial confinement of contributing area 
Various multiple flow algorithms result in similar L-factor values 
DEM2 and DEM25 hardly differ in calculated mean LS-factor values 
DEM2 delivers a very good spatial distribution and reflects reality precise 
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