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Front form dynamics of a Quantum Field Theory is not a manifestly rotational invariant for-
malism. In the present work we investigate to which extent rotational invariance is restored in the
non-perturbative solution of Quantum Electrodynamics. We consider the positronium spectrum in
full (3+1) dimensions. Closed expressions for the Hamiltonian matrix elements for arbitrary com-
ponents Jz of the total angular momentum are derived. An improved accuracy (as compared to
previous work) allows for the numerical calculation of the positronium eigenstates in all Jz-sectors.
We nd numerically degenerate eigenvalues as expected from rotationally invariant formalisms and
the right multiplet structures up to large Bohr quantum numbers n. Our results indicate that ro-
tational invariance is unproblematic even in front form dynamics. The implications of the applied
eective Hamiltonian approach are discussed.
I. INTRODUCTION
Quantum Field Theories in front form dynamics [?]
seem to be a promising tool to understand the physics of
relativistic QCD-bound states. However, neither have
all intrinsic problems [?,?,?] of this Hamiltonian ap-
proach been solved, nor is it clear if and how eective
theories, accounting for problems associated with nite
cutos, will work. There are two motivations for the
present work. On the one hand, there is the obvious
obstacle that light-cone Hamiltonian eld theories are
not manifestly rotationally invariant by construction of
the light-cone variables. In particular, the requirement
of an invariance under rotations around the transverse
axes is dicult to fulll, since the corresponding oper-
ators are complicated and involve the interaction. All
approximations in solving Quantum Field Theories de-
stroy full Poincare invariance. The question arises, what
this means to the results of such a theory: do the re-
sults obey rotational symmetry (as observed in nature)
or not? This seemingly simple question polarized the
opinions for quite a long time. In fact, Hamiltonian eld
theory is not manifestly Poincare invariant. Either one
has rotational invariance and the Lorentz boosts contain
the interaction, being therefore complicated dynamical
operators (instant form), or one has Lorentz invariance
and the rotation operators are complicated dynamical
operators (front form). We are interested in quantitative
answers and investigate if the Jz levels form degenerate
multiplets or not [?]. The degeneracy of corresponding
states is taken for a manifestation of rotational symme-
try.
The second motivation for this work is the necessity
to study eective Hamiltonian approaches in Quantum
Field Theories. Some seemingly dierent formalisms
have been suggested in this eld recently [?,?,?,?]. The
quality of their output has to be studied. We have done
so in one approach [?] and ask after a successful applica-
tion of this method, how the results can be understood.
As a typical physical system we chose a realistic, well-
understood, but non-trivial problem, namely positron-
ium. It has been studied before with a very much dis-
junct motivation [?]. The front form formalism is ideally
suited for this case of two particles of same mass. In
ordinary approaches, the severe problems of recoil cor-
rections make it much easier to calculate the hydrogen
or muonium spectra than to solve for the eigenvalues of
positronium [?].
This article is structured as follows. In Section II,
the positronium model used in the present work is de-
scribed. We stress the fact that a rigorous derivation
of the corresponding eective Hamiltonian can be per-
formed within a general formalism of eective interac-
tions [?]. Section III deals with the construction of ad-
equate numerical methods. A rigorous numerical treat-
ment of the Coulomb singularity is necessary to solve for
the eigenstates in the sectors of the theory where Jz 6=0.
It leads to an improved convergence of the eigenvalues
with the number of integration points even in the sector
Jz=0. The generalization of the model and the calcula-
tion of its Hamiltonian for arbitrary Jz is described in
Section IV. The results of the actual calculations with
this new eective Hamiltonian are shown in Section V.
Some eort is put in the investigation of higher excited
states to show the range of applicability of our model.
We nd the correct multiplet structure up to at least a
Bohr quantum number n=5. Detailed tables allow for
the comparison of the results of the present work with
those of equal-time perturbation theory. We emphasize
the use of a large coupling constant, =0:3. The large
coupling is necessary both to test the present approach
in a non-perturbative setting and to be able to pose the
question of rotational invariance at all [?]. We analyze
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the results of our model concerning cuto dependencies.
The wavefunctions are investigated concerning their sym-
metry properties. A summary and a discussion of our
results follow. To interpret the results, the theory of the
Poincare group is studied in the context of front form
dynamics in Appx. A.
II. THE POSITRONIUM MODEL
The model of positronium considered in the present
work has been described elsewhere [?, Sec. II]. We shortly
review its main properties for convenience. The task is
to construct an eective, relativistic Hamiltonian opera-
tor for the positronium system. Solving the eigenvalue
equation
HLCj ni = M
2
nj ni; (1)
one obtains the mass (squared) eigenvalues and the cor-
responding eigenfunctions of the positronium model. We
start at the canonical Hamiltonian matrix elements for
QED and QCD in front form dynamics, listed in [?] and
[?,?], respectively. The Hamiltonian of the system is in
general an innite dimensional matrix. We obtain a nite
dimensional Hamiltonian by introducing cutos. This
matrix with, say, N Fock sectors (blocks) can be mapped
onto a 2  2 block matrix by subsequent projections of
the Bloch-Feshbach formalism [?,?,?]. The recipe is to
express the Nth Fock state by all N−1 others. We will
elaborate on this subject below. Having two Fock sec-
tors, we call one P -space and the other Q-space. For
positronium we have the sectors jeei and jeeγi [?] with
the projection operators P^ and Q^, respectively. It is very
important to notice that the Q-space is already an eec-









Q is a piece of the original N dimensional
block matrix, and XeQ are all (unknown) contributions
of higher Fock states. Physically speaking, the model
positronium cannot decay into photons, contrary to ob-
servation. Moreover, a single virtual photon as an inter-
mediate state cannot occur. The part of the hyperne
splitting connected to the annihilation graph is therefore
missing. The inclusion of this graph into the theory will
be presented in a future publication [?]. Nonetheless, the
vector space is now well-dened mathematically, and we








We note that in the limit where N goes to innity, all
symmetries have to be restored [?]. The details of the -
nal projection of the Q-space onto the P -space are given
below to elucidate the method. We solve for the state
Q^j i = jeeγi with the help of a resolvent involving a
redundant parameter ! by substituting the a priori un-
known eigenvalue M2n,
G(!) := Q^(! −HLC)
−1Q^: (4)
The result is a nonlinear equation
HeLC(!)j n(!)i = M
2
n(!)j n(!)i; (5)
where the states, the eective Hamiltonian
HeLC(!) := P^HLCP^ + P^HLCQ^(! −HLC)
−1Q^HLCP^ ; (6)
and the mass eigenvalue M2n(!) depend on the redundant
parameter !. In principle, we also have to satisfy the ob-
vious constraint that M2n(!) = !. The eective Hamilto-
nian operates in P -space only. The corresponding graphs
are displayed in Fig. 1. To simplify the problem in the Q-
space, the only non-diagonal (seagull) graph was omitted
in Ref. [?] on an ad hoc basis. We show in what follows
that this omission is not an assumption, but is a natural
consequence of the projection mechanism.
We introduce a method of calculating an analytic ex-
pression for the redundant parameter. The derivation
given here should be considered rather a plausibility ar-
gument than a strict proof. Nevertheless, it gives some
intuition concerning the physics behind the formalism.
The energy denominator contains the unknown (param-
eterized) eigenvalue ! of the whole eigenvalue problem
and the sector-Hamiltonian operating in Q-space. The
latter can be divided into a kinetic part M2Q, i.e. the free
mass (squared) of the Q-space, and an interaction VQ:
HQ = M
2
Q + VQ: (7)
As pointed out above, this poses a dicult problem: a
non-diagonal operator has to be inverted and as a con-
straint it has to be guaranteed that the masses are equal
to the mass parameter. The latter results in a mathemat-
ical xpoint equation. To avoid at least the rst of these
diculties, we divide the interaction into a diagonal part
hVQi and a non-diagonal part VQ
VQ = hVQi+ VQ: (8)
By dening formally
T  := ! − hVQi; (9)
we changed the notation of Ref. [?] to stress two points.
Firstly, T  is not just a xed value of !. This would be
inconsistent, because ! is a real number, whereas T  is
a function of the light-cone momenta. Secondly, T  is
a kinetic energy according to Eq. (9), where a potential
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energy is subtracted from a total energy. We expand the















T  −M2Q − VQ
:
As a rst approximation we consider the rst term of the
expansion only. It does not contain any non-diagonal
term and is a simple c-number. We label
−2Q2 := l2e + l
2
e ; (11)
where le := (k
0
e − ke)




momentum transfers of the electron and positron. The
total momentum transfer Q2 cannot be confused with the
eective Q-space. The approximation has severe conse-









with the unknown function (x; k?; x
0; k0?;T
). This
function can be calculated by evaluating the two graphs
of Fig. 1 according to the rules of front form perturbation
theory [?,?], but using the momentum transfer, Eq. (11),
as energy denominator for the summation over the inter-
mediate states. One obtains













We use the singularity induced by the truncation of the
series (10) to determine the parameter ! in the problem
by demanding that this collinear singularity vanishes:
(x; k?; x
0; k0?;T
) = 0; 8x; x0; k?; k
0
?: (13)
In fact, this is the only way to ensure the solubility of















which indeed has the form of a kinetic energy. It can-
not be overstated that exactly this form of the expression
(14) follows from the structure of the underlying eective
theory [?]. The physical interpretation of this procedure
is the following. The Q-space contains all interactions
of the higher Fock sectors by eectively summing them.
In this complicated eective interaction, we disregard all
non-diagonal contributions and compensate this by the
special choice !  T . One can therefore say that T 
contains an approximation of the summed interactions
of the higher Fock states.
FIG. 1. (a) The seagull graph in P -space, (b) the iterated
vertex interaction (x > x0) in P -space. The hatched rectangle
symbolizes the eective energy denominator.
We proceed to calculate the matrix elements of the
now well-dened eective Hamiltonian. It operates in
P -space only. The matrix elements are dened by the
integral equation in which they are contained: it is con-







































This form of the eective integral equation is very use-
ful for a comparison with the matrix elements calculated
in [?]. The main topic of the present work is the inves-
tigation of rotational invariance of QED in front form
dynamics. In this context, it is useful to write the inter-


























is gauge invariant and a Lorentz scalar. We restrict the
integration domain D using the covariant cuto of Lep-




 2 + 4m2; (17)
which allows for states having a kinetic energy below the
cuto . The explicit functions are listed in Appx. B.
The renormalization scheme is the same as in Ref. [?,
Appx. A].
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Because of a confusion of technical terms in the lit-
erature we stress the following in this context. The
formalism applied here is sometimes referred to as a
Tamm-Danco approach. However, the Tamm-Danco
approach was invented for nuclear forces in instant form
dynamics. Its three main steps become very clear in the
work of Tamm [?, x2]. The rst step is to truncate the
Fock space to two sectors (P - and Q-space). Then a pro-
jection of one space onto the other is performed. The
emerging energy denominator (or resolvent) is modied
to render the system solvable as a third step. What we
have done is a regularization of the innite Hamiltonian,
and a derivation of an eective Hamiltonian by subse-
quent projections of Fock sectors onto another. One can
proof that in the limit of innitely many Fock sectors, the
resolvents become diagonal for bound states [?]. In our
approach it is clear that a sheer truncation must fail, be-
cause essential parts of the Fock space are missing. How-
ever, with some care, one can state that our method is
the equivalent of the Tamm{Danco method [?,?] trans-
posed in front form dynamics. It remains to treat the
so-derived eective Hamiltonian with a renormalization
group analysis. We will show that the dependence of our
results is logarithmic (weak) in the cuto .
III. IMPROVING THE ACCURACY
The main goal of the present work is the investigation
of rotational symmetry in front form dynamics. Here,
one faces the unfamiliar fact that only one out of three
rotation operators is kinematic. As a consequence, front
form states are classied properly by their component
Jz of the total angular momentum, whereas neither Jx
and Jy are good quantum numbers, nor is J
2. Arguing
physically, one assumes that the dynamics of the sys-
tem is such that the solutions of the theory are states of
denite J2. Nevertheless, one should keep in mind that
rotational symmetry is not manifest on the light-cone.
Consequently, the smallest perturbation or approxima-
tion, will destroy rotational symmetry of a problem in
front form dynamics.
To investigate rotational invariance in front form dy-
namics, we have to calculate the entire positronium spec-
trum, i.e. solve for the mass eigenvalues for arbitrary Jz.
This has not been done before. In Ref. [?], only the Jz=0
sector of Eq. (15) is considered, because it is the most
simplest. In contrast to the light-cone Schro¨dinger or
the Coulomb equation, the counterterms for the Coulomb
singularity cannot be calculated analytically in this case.
As can be seen from the helicity tables in Appendix B, in
the case Jz=0 essentially two dierent diagonal matrix el-
ements occur: one for parallel, the other for anti-parallel
helicities. Krautga¨rtner et al. [?] were able to inte-
grate out analytically one of two variables in the contin-
uous part of the counterterm for anti-parallel helicities.
As a result, only one integration had to be performed
numerically. However, it is impossible to analytically in-
tegrate out this variable from both matrix elements and
consequently in [?] the same counterterm was used for
both diagonal matrix elements. The convergence and the
spectra obtained with this simplication were reasonably
good. Indeed, the use of identical counterterms is well
justied when Jz=0, since both functions have the same
singularity structure and comparable values.
FIG. 2. The spectrum of the eective integral equation for
 = 0:3; = 1:0mf ; Jz = 0. The mass squared eigenvalues
M2n in units of the electron mass m
2
f are shown as functions of
the number of integration points N  N1 = N2. The calcula-
tion was done using the full numerically integrated Coulomb
counterterms. The 100 lowest eigenvalues are displayed.
However, the other Jz sectors are more complicated:
one has four distinct diagonal matrix elements, one of
which is much smaller than the others. Consequently, to
improve the numerics is both indispensable to be able to
calculate mass eigenvalues for Jz 6= 0 as it is useful for
improved convergence in the Jz=0 sector. The recipe is
to calculate all four counterterms corresponding to the
individual diagonal matrix elements numerically. This
means an entirely numerical two dimensional integration
in contrast to a one dimensional analytic integration over
the variable cos , followed by a numerical integration of
the o-shell mass , as performed in [?]. The variables
are dened in Appx. C. The even better convergence
of the spectra with the number of integration points is
achieved at the cost of a drastically increased numerical
eort, i.e. CPU time. Fig. 2 of the present work was
calculated with correct counterterms and corresponds to
Fig. 10 of Ref. [?], obtained with half-analytical coun-
terterms. A direct comparison of the convergence prop-
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erties of the spectra is shown in Fig. 3, where we plot-





measure for the convergence of the eigenvalues to their
value at N = 21. Note the improvement of convergence
due to the use of correct counterterms. This is the re-
sult of the aforementioned small, but distinct, dierence
between the diagonal matrix elements. If only one coun-
terterm is used, adjusted to the singularity structure of
one special diagonal matrix element, the Coulomb singu-
larity of the other diagonal element is over-compensated.
As a consequence, the calculated eigenvalue is smaller
than it should be. This is exactly the eect observed in
the spectra.
FIG. 3. Convergence of the eigenvalues: (a) left
side: correct counterterms, (b) right side: half an-
alytical approximation of counterterms. The function
(N) := 1000[M2(N) −M2(21)] is a measure for the con-
vergence of the eigenvalues to their value at N = 21. Note the
improvement of convergence due to the use of correct coun-
terterms. The lowest ten eigenvalues are plotted.
The \state of the art" theoretical results for the mass
eigenvalues of positronium are given by Gupta et al.
[?]. For a comparison of our results to perturbation the-
ory with a large coupling constant,  = 0:3, we have
compiled the positronium mass spectrum in Table I. Usu-
ally one classies the states according to their quantum
numbers of total angular momentum J , orbit angular
momentum L, and total spin S. This is valid only for ro-
tationally invariant systems, or, in our case, in the non-
relativistic limit. These quantum numbers constitute the
spectroscopic notation 2S+1LJ . We choose a convention
for the time reversal operation
VHjJ; Jzi := (−1)
(J−Jz)jJ; Jzi (18)
to label the states as if they would be nonrelativistic
levels. This is just a pedestrian approach to identify
them. The singlet states are known as parapositronium,
the triplet states as orthopositronium. We display the
non-relativistic notation for the states in Table I to make
the comparison to other data easier. The eigenvalues are






TABLE I. The positronium spectrum for  = 0:3,
 = 1:0mf , N1=N2=21. The n
2S+1LJ notation, the quan-
tum numbers under charge conjugation, C, and T -parity, H,
are shown in the rst columns. The rst row of binding coef-
cients (BETPT;n) comes from equal time perturbation the-
ory calculations up to order O(4). In the following row our
results are listed with an estimate of nite N errors. Also
shown is the dierence B := BETPT;n −Btheor;n. The last
row contains the relative discrepancy to perturbation theory
in percent.
n Term C H BETPT;n Btheor;n B
100B
Bexp;n
1 11S0 +1 −1 1:118125 1:049553(17) 6:857 6:13
2 13S1 −1 +1 0:998125 1:001012(111) −0:289 0:29
3 21S0 +1 −1 0:268633 0:260237(169) 0:840 3:13
4 23S1 −1 +1 0:253633 0:253804(217) −0:017 0:07
5 21P1 −1 −1 0:253633 0:257969(161) −0:434 1:71
6 23P0 +1 +1 0:261133 0:267070(156) −0:594 2:27
7 23P1 +1 −1 0:255508 0:259667(206) −0:416 1:63
8 23P2 +1 +1 0:251008 0:255258(177) −0:425 1:69
9 31S0 +1 −1 0:117014 0:115206(314) 0:181 1:54
10 33S1 −1 +1 0:112569 0:113441(363) −0:087 0:77
11 31P1 −1 −1 0:112569 0:114490(270) −0:192 1:71
12 33P0 +1 +1 0:114792 0:117133(271) −0:234 2:04
13 33P1 +1 −1 0:113125 0:115127(326) −0:200 1:77
14 33P2 +1 +1 0:111792 0:113717(281) −0:192 1:72
15 31D2 +1 −1 0:111681 0:112816(150) −0:114 1:02
16 33D1 −1 +1 0:111681 0:113427(155) −0:175 1:56
17 33D2 −1 −1 0:111792 0:112978(161) −0:119 1:06
18 33D3 −1 +1 0:111363 0:112511(156) −0:115 1:03
19 41S0 +1 −1 0:065071 0:065490(588) −0:042 0:64
20 43S1 −1 +1 0:063196 0:064786(598) −0:159 2:52
21 41P1 −1 −1 0:063196 0:065003(467) −0:181 2:86
22 43P0 +1 +1 0:064133 0:066115(470) −0:198 3:09
23 43P1 +1 −1 0:063430 0:065331(487) −0:190 3:00
24 43P2 +1 +1 0:062868 0:064700(478) −0:183 2:91
25 41D2 +1 −1 0:062821 0:063968(294) −0:115 1:83
26 43D1 −1 +1 0:062821 0:064262(308) −0:144 2:29
27 43D2 −1 −1 0:062868 0:064099(319) −0:123 1:96
28 43D3 −1 +1 0:062687 0:063864(303) −0:118 1:88
29 41F3 −1 −1 0:062660 0:063141(96) −0:048 0:77
30 43F2 +1 +1 0:062660 0:063297(112) −0:064 1:02
31 43F3 +1 −1 0:062677 0:063234(119) −0:056 0:89
32 43F4 +1 +1 0:062588 0:063098(103) −0:051 0:81
33 51S0 +1 −1 0:041341 0:043253(1259) −0:191 4:62
34 53S1 −1 +1 0:040381 0:042913(1278) −0:253 6:27
35 51P1 −1 −1 0:040381 0:042840(641) −0:246 6:09
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FIG. 4. The singlet wavefunction for anti-parallel spins
as a function of the longitudinal momentum fraction x
and the transverse momentum k?, omitting the depen-
dence on the angle ’. The calculation was done with
 = 0:3; = 1:0mf ; Jz = 0; N1 = 41; N2 = 11.
The nite N error estimates given in the table were ob-
tained by comparing the results for the maximum num-
ber of integration points with those for the next high-
est number of points. The actual errors are denitely
smaller, because the eigenvalues converge exponentially
with the number of integration points N . A word seems
in order on the magnitude of the errors. Surprisingly,
the largest errors are those of the states with the largest
binding coecients, in particular of the ground state. An
explanation could be that we work in momentum space.
Consequently, the higher excited states, widely spread in
coordinate space, are condensed in momentum space and
therefore in the region of many integration points.
Note the good agreement of our results, Table I, with
perturbation theory. Even the higher excited states are
described correctly. The singlets 1S0 tend to be calcu-
lated as too weakly bound, especially for n=1 and n=2.
This eect is reversed for the triplets 3S1. We stress that
the whole bound state spectrum is accessible with our
method, not only the rst few states. To support this
statement, it is instructive to investigate the properties
of the higher states of the spectrum. Its main features are
the following and can be seen from Table I. Firstly, there
is a well-dened number of states for each xed Bohr
quantum number n. In the case considered here (Jz=0),
there are 4(n− 1) + 2 states. This number should be re-
produced for as large an n as possible. It turns out that
the multiplets contain the correct number of states in our
model up to at least n=5. Secondly, each state has well-
dened quantum numbers of charge conjugation C and
T -parity H. It is an important result that only those
combinations of quantum numbers C and H which are
expected from the theory, occur in each set of eigenval-
ues for any given Bohr quantum number n in our calcu-
lations. Thirdly, the ordering of the multiplets seems to
have minor errors. For instance, the 2 1S0 state and the
2 1P0 state are permuted, cf. Table I: the S-state should
be the lowest according to perturbation theory up to or-
der O(4). This nite cuto eect is explained below.
FIG. 5. The singlet wavefunction for parallel spins
as a function of the longitudinal momentum fraction x
and the transverse momentum k?, omitting the depen-
dence on the angle ’. The calculation was done with
 = 0:3; = 1:0mf ; Jz = 0; N1 = 41; N2 = 11.
FIG. 6. The triplet wavefunction for anti-parallel spins
as a function of the longitudinal momentum fraction x
and the transverse momentum k?, omitting the depen-
dence on the angle ’. The calculation was done with
 = 0:3; = 1:0mf ; Jz = 0; N1 = 41; N2 = 11.
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The wavefunctions of positronium are obtained in the
same calculation as the spectrum. The wavefunctions for
the singlet and the triplet components are displayed in
this section. Similar plots in Ref. [?] seem to indicate
numerical problems because they show internal struc-
ture. It turns out that this is due merely to mistakes
in the graphing package used. The smoothing functions
are quite sensitive to the data and boundary conditions
employed [?].
The wavefunctions have two components: one with
parallel ("") and the other with anti-parallel ("#) helici-
ties. They are normalized in the polar coordinates  and






[ (i; cos j ; "") +  (i; cos j ; "#)] = 1: (20)
FIG. 7. The triplet wavefunction for parallel spins
as a function of the longitudinal momentum fraction x
and the transverse momentum k?, omitting the depen-
dence on the angle ’. The calculation was done with
 = 0:3; = 1:0mf ; Jz = 0; N1 = 41; N2 = 11.
The variables , cos  have been discretized with the
Gauss-Legendre algorithm. For some details of numeric
aspects of the calculations see Appx. C.
It is important to notice that the wavefunction itself
is not rotationally invariant. We suppressed a plot which
shows the decrease of the singlet wavefunction with anti-
parallel helicities as the o-shell mass  increases, be-
cause it is almost identical with the plot calculated with
half-analytical counterterms, presented in Fig. 11 (bot-
tom) of Ref. [?]. The similarity is due to the large number
of integration points (N1=41; N2=11) used in both cal-
culations. The broken rotational invariance of the wave-
function is no surprise. One reason is the fact that the
associated operators F1 and F2 of rotations around the
transverse axes are dynamical, i.e. contain the interac-















tational invariance of the integration measure. This is
important to ensure the rotational symmetry of the whole
theory. It is worth mentioning that the breaking of ro-
tational invariance of the wavefunction is noticeable only
for large cutos . With a cuto of  = 1:0mf , the de-
viation of curves with dierent cos  is not visible. In the
next section, we shall investigate the same properties of
the corresponding wavefunction in the Jz=1 sector.
There is, due to the renormalization scheme used, a
logarithmic divergence of the eigenvalues with the cut-
o , cf. Fig. 7 of Ref. [?]. In Fig. 8 and Fig. 9 the
eigenvalues are shown as functions of the cuto for n=1
and n=2, respectively. One notices that the dierent
eigenstates diverge logarithmically with the cuto, and
that the coecients of these divergencies are dierent. It
is reasonable to t the curves of Fig. 8 with a polyno-
mial in log , because this is the behavior expected from
the renormalization scheme. If one omits the points for
 > 20mf because the entirely numerical counterterm
integrations can become problematic in this region, the
curves are tted well by
M2s () = 3:90545− 0:03510 log + 0:00746 log
2 ;
M2t () = 3:90976− 0:01858 log + 0:00789 log
2 : (22)
The small coecient of the log2  term veries the loga-
rithmic dependence of the eigenvalues on the cuto. In
fact, one nds that the cuto dependence of the eigenval-
ues becomes even weaker if one includes the annihilation
channel [?].
One notices several level crossings for n=2. As was
stated earlier, the eigenvalues of n=2 for =1:0mf are
permuted for the two lowest states of this multiplet be-
cause of the crossing. The levels do indeed cross, as
can be proven by tracing them back to their sectors of
denite C- and H-quantum numbers. A consequence of
these crossings is the fact that the order of the eigenval-
ues is correct in the region between the crossings of the
2 1S0/2
1P0 and the 2
3P1/2
1P0 states, 1:5    7. A
further investigation of these crossings up to n=4 shows,
that the states with C= + 1 and H=− 1 are those that
fall o fastest with  and tend to cross other levels.
An important ratio of eigenvalues to be compared to re-
sults of other calculations is the hyperne splitting. The
hyperne coecient




















was introduced by Fermi [?]. Fermi calculated Chf =
1
3
for hydrogen-like atoms, which is the exact result up to
order O(4) [?]. The term in brackets is the contribu-
tion from the one-photon annihilation. This coecient
is listed in Table II together with the binding coecients
dened in Eq. (19). The coecients were calculated with
the improved counterterms, as opposed to Table V of
Ref. [?]. Comparing with the values given there, one no-
tices that the singlet falls o slower with  for the old
counterterms. Consequently the values for the hyperne
coecient Chf are smaller there. The value of this coef-
cient, using Eq. (23) without the annihilation contribu-
tion, is displayed, too. In the region of large couplings
considered in this work, also contributions of higher or-
ders in the coupling constant are important. Note the
remarkable eect: the value for Chf is 40% larger up to
O(4) than up to O(6 ln)!
FIG. 8. Cuto dependence of the triplet (upper curve) and
singlet (lower curve) ground state,  = 0:3. The cuto is
given in units of the electron mass.
Concluding, one can state that the best values as com-
pared to equal time perturbation theory are obtained for
 ’ 1:5mf : the hyperne splitting has the right order
of magnitude, the order of the eigenvalues is correct, and
the ground state is at the value of perturbative calcu-
lations. Although one can think of tting the obtained
data to the results of perturbation theory, we decided
to follow the renormalization scheme of [?, Appx. A] to
show the consistency of the positronium model described
in Section II, rather than to produce results competing
with the accuracy of elaborate perturbative calculations.
Moreover, it is not clear how reliable the results of ETPT
are in the regime of a large coupling, cf. the signicant
dependence of Chf on the order of perturbative calcula-
tions.
FIG. 9. Cuto dependence of the rst excited states (n=2)
for  = 0:3. The cuto is given in units of the electron mass.
Note the level crossings.
TABLE II. The binding coecients of the singlet (Bs) and
the triplet states (Bt) for  = 0:3; N1 = 25; N2 = 21 as func-
tions of the cuto  in electron masses. Additionally, the
values for equal-time perturbation theory up to order O(4)
(ETPT) and up to order O(6 ln) (cf. Eq. [23]) are shown.
Cuto  Bs Bt Chf
1.0 1.04903964 1.00046227 0.13493713
1.8 1.16373904 1.06860934 0.26424917
3.6 1.25570148 1.10111328 0.42941166
5.4 1.29978050 1.11163578 0.52262422
7.2 1.32941912 1.11782782 0.58775360
9.0 1.35223982 1.12233652 0.63862028
10.8 1.37112216 1.12596311 0.68099735
12.6 1.38744792 1.12904455 0.71778713
14.4 1.40198469 1.13175363 0.75064183
16.2 1.41520247 1.13419048 0.78058886
18.0 1.42740143 1.13641774 0.80828803
ETPT 1.11812500 0.99812500 0.33333333
O(6 ln) 0.23792985
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IV. THE HAMILTONIAN MATRIX WITH
GENERAL JZ
With the improved numerical accuracy, we can now
proceed to solve for the positronium spectrum in all sec-
tors of Jz and investigate whether rotational invariance
is valid or not in front form dynamics. It should be
noted that the denition of angular momentum opera-
tors in front form dynamics is problematic because they
include the interaction. The main properties of angular
momenta in instant- and front form dynamics are com-
piled in Appx. A. We have formulated a well-dened
positronium model in Section II. To solve it for arbi-
trary Jz, we go back to the denition of the integral used
in Ref. [?] to integrate out the angular degree of freedom
(’) by substituting it with the discrete quantum number
Jz





















These general matrix elements are listed in a transpar-
ent notation in Appx. B, cf. Ref. [?, Table IV]. In gen-
eral, these functions contain a dependence on the angles.
Hence, it is not clear how the general ’ dependence of
the matrix elements will look like, if one inserts an ar-
bitrary Lz=Jz−Sz into Eq. (24). Fortunately, a simple
scheme can be set up to construct the functions for all
Jz=n; n2Z. In particular, one can prove that the ma-
trix elements depend only on the dierence ’ − ’0. The
general function has the shape
F (x; k?; x
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It is straightforward to evaluate this expression with the









































were used. Using these relations, one can calculate the
matrix elements for arbitrary Jz. The results are listed
in Table V.
V. THE POSITRONIUM SPECTRUM FOR
GENERAL JZ
The positronium spectrum is calculated numerically
from the matrix elements of Table V. Although we imple-
mented the correct counterterms described in Section III,
which automatically accounts for the properties of the di-
agonal matrix elements for Jz 6= 0, we must be even more
careful. In the former calculations (Jz=0), we made use
of the discrete symmetries C andH [?, Sec. IV(A)]. These
symmetry properties are not explicitly conserved for the
more general case Jz 6= 0. We ignore possible point sym-
metries in the problem, and solve for the spectrum with-
out symmetrizing the Hamiltonian. By looking at the
symmetry properties of the wavefunctions, we shall see
how justied this care was. The numerical eort increases
enormously: because of the unsymmetrized Hamiltonian,
the dimensions of the matrices to be diagonalized are four
times larger than before. Since the number of operations
grows with the third power of the matrix dimensions in a
standard diagonalization algorithm, the CPU time used
is 16 times longer.
To understand the structure of the spectra it suces
to calculate eigenvalues say for seven dierent values,
Jz = −3;−2; : : : ;+3. We nd that the eigenvalues are
identical for Jz= + n and Jz= − n as can also be seen
from Fig. 10. The individual spectrum for Jz, Fig. 11,
is an example for the convergence of spectra with Jz 6=0.
The singlet ground state is absent in this plot because
it is impossible to have states with Jz = n in multiplets
with J < n. The numerical stability (i.e. convergence)
is very good: in each of the gures the lowest eigen-
value is almost independent of the number of integration
points. In fact, the convergence of the eigenvalues is ex-
ponential with the number of integration points. It was
investigated with the same method as described in Sec-
tion III. This is the more surprising, as we adjusted the
Coulomb counterterm [?] based on the non-relativistic
ground state wavefunction, and the excited state wave-
functions are quite dierent.
Fig. 10, the summary of the spectra for dierent Jz,
is central to this section. It has two prominent features.
Firstly, there are multiplets of states with dierent Jz
that are degenerate. We shall discuss the numerical ev-
idence in what follows. Secondly, there is a limited odd
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number of degenerate states for each eigenvalue. The
interpretation of these facts is obvious. The positron-
ium mass spectrum is a physical observable, Lorentz in-
variant and therefore independent of the Lorentz frame
used and of the mathematical algorithm applied. Rota-
tional symmetry tells us that there has to be a dened
number of degenerate states for each xed value of the
total angular momentum ~J . Conversely, since this is ex-
actly what we observe here, we can infer the quantum
number J from the number of degenerate states for a
xed eigenvalue M2n. Concluding, the 1; 3; 5; : : : degen-
erate states constitute the singlets, triplets, pentuplets,
: : : of a J = 0; 1; 2; : : : multiplet. In Table III, the spec-
trum obtained for Jz=1 is compiled to compare it with
the eigenvalues for Jz=0. Apart from the absence of the
states with J=0, the table displays an almost complete
coincidence of the corresponding states. Only for the
triplet 13S1, the gap between the two states of dier-
ent Jz is bigger, though the numerical error is actually
smaller.
FIG. 10. Compiled spectra of positronium with dierent
Jz = −3;−2; : : : ;+3. All spectra have been calculated with
 = 0:3; = 1:0mf ; N1 = N2 = 21. The mass squared eigen-
values M2n in units of the electron mass m
2
f are shown. The
notation for the states is 3S+1LJzJ . The resolution of the plot
is inadequate for the multiplets. Nevertheless, the numerical
degeneracy of the three triplet ground states 3S−11 ,
3S01 , and
3S11 becomes very clear.
FIG. 11. The spectrum of the eective integral equation for
 = 0:3; = 1:0mf ; Jz = 1. The mass squared eigenvalues
M2n in units of the electron mass m
2
f are shown as functions
of the number of integration points N  N1 = N2. The cal-
culation was done using the entirely numerically integrated
Coulomb counterterms. Note that the singlet ground state is
absent. For n=1 only the triplet 3S1 survives the projection
on the Jz=1 sector. Cf. Fig. 2.
FIG. 12. Deviation of corresponding eigenvalues for
Jz=0 and Jz=1 multiplets (=0:3;=1:0mf ) with grow-
ing number of integration points. The graphs show
M2 := M2n(Jz=0) − M
2
n(Jz=1) for the states 1
3S1 (4),
23P1 (2), and 2
1P1 ().
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We have to investigate the signicance of the degen-
eracy with respect to the number of integration points
and with respect to the cuto . It turns out that that
the corresponding eigenvalues are not exactly degener-
ate, but to a very good approximation. To nd out if
this discrepancy is merely a numerical artifact or a prop-
erty of the positronium model, we consider Figure 12.
Here, the mass (squared) discrepancy between the Jz=0
and Jz=1 eigenvalues is plotted versus the number of in-
tegration points N for three dierent states. One notices
the convergence of M2 with N .
FIG. 13. Deviation of corresponding eigenvalues for Jz=0
and Jz=1 ( = 0:3) as functions of the cuto . The graphs
show M2 := M2n(Jz=0)−M
2
n(Jz=1) for the states 1
3S1 (4)
[upper box], and 23P1 (2), and 2
1P1 () [lower box]. Note that
the scales of the two boxes dier by a factor of 100.
To determine the asymptotic value, we t the dier-
ence of the curves M2i (N; Jz=0) and M
2
i (N; Jz=1) with
the exponential function
f(N) = a− b exp f(N −N0)=cg : (27)
We use a 2 t and nd for the triplet 1 3S1 a =
−(5:47  0:95)  10−5, b = (1:88  0:03)  10−4; and
c = 4:03 0:11: It is therefore clearly justied to call the
triplet states numerically degenerate. We mention that
Kaluza and Pirner [?] nd in light-cone perturbation
theory a discrepancy between the case of Jz=0 and Jz=1.
This is due to the perturbative method applied there and
even expected from the point of view taken in the present
work. Perturbation theory to any nite order breaks the
symmetries of the theory which are not manifest! Since
rotations contain the interaction in front form dynamics,
the associated symmetry will be broken in a perturbative
approach.
For the cuto dependence of the eigenvalues for non-
vanishing Jz the statements given in the context of Sec-
tion II hold equally. A main result of the present work is
the documentation of the restoration of rotational sym-
metry in the solution of front form dynamics. Conse-
quently, the investigation of the degeneracy of eigenval-
ues of same total angular momentum, but dierent Jz is
crucial. The discrepancy between corresponding eigen-
values of Jz=0 and Jz=1 as functions of the cuto is
displayed in Fig. 13.
TABLE III. The positronium spectrum for  = 0:3;
 = 1:0mf ; N1 = N2 = 21. The non-relativistic notation for
the terms and the binding coecients for Jz=0 and Jz= + 1
are shown. The numerical errors are estimated from the dif-
ference between the values for maximum and next to maxi-
mum number of integration points. In fact they are smaller,
because the eigenvalues converge exponentially with the num-
ber of integration points.
n Term Bn(Jz=0) Bn(Jz= + 1) 10
5 Bn
1 11S0 1:049553(17) | |
2 13S1 1:001012(111) 1:000376(71) 63:53
3 21S0 0:260237(169) | |
4 23S1 0:253804(217) 0:253720(208) 8:33
5 21P1 0:257969(161) 0:257982(166) −1:30
6 23P0 0:267070(156) | |
7 23P1 0:259667(206) 0:260075(159) −40:80
8 23P2 0:255258(177) 0:255253(172) 0:47
9 31S0 0:115206(314) | |
10 33S1 0:113441(363) 0:113413(261) 2:79
11 31P1 0:114490(270) 0:114529(282) −3:96
12 33P0 0:117133(271) | |
13 33P1 0:115127(326) 0:115116(273) 1:13
14 33P2 0:113717(281) 0:113719(280) −0:26
15 31D2 0:112816(150) 0:112842(158) −2:66
16 33D1 0:113427(155) 0:113496(277) −6:90
17 33D2 0:112978(161) 0:112982(162) −0:43
18 33D3 0:112511(156) 0:112515(158) −0:41
19 41S0 0:065490(588) | |
20 43S1 0:064786(598) 0:064774(596) 1:25
21 41P1 0:065003(467) 0:065062(486) −5:91
22 43P0 0:066115(470) | |
23 43P1 0:065331(487) 0:065282(475) 4:88
24 43P2 0:064700(478) 0:064706(480) −0:65
25 41D2 0:063968(294) 0:064041(317) −7:32
26 43D1 0:064262(308) 0:064371(348) −10:97
27 43D2 0:064099(319) 0:064088(314) 1:06
28 43D3 0:063864(303) 0:063875(305) −1:07
29 41F3 0:063141(96) 0:063106(103) 3:51
30 43F2 0:063297(112) 0:063232(116) 6:52
31 43F3 0:063234(119) 0:063210(118) 2:32
32 43F4 0:063098(103) 0:063422(158) −32:44
33 51S0 0:043253(1259) | |
34 53S1 0:042913(1278) 0:042915(740) −0:19
35 51P1 0:042840(641) 0:042905(675) −6:53
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One notices that there is a slight deviation of the cut-
o dependence of the triplets 13S1 for dierent Jz. The
deviations of the other states (23P1 and 2
1P1) are sup-
pressed by roughly a factor of 100. This weak dependence
of M2n on the cuto is suppressed, if the annihilation
channel is included [?].
The Jz 6= 0 wavefunctions show more structure than
those with Jz=0, due to the lower symmetry. In the
Jz=0 sector, there are two dierent components of the
wavefunctions: one for parallel, the other for anti-parallel
helicities. Consequently, there are only two plots shown
for the singlet and triplet wavefunctions in Section II:
Figs. 4, 5 and Figs. 6, 7, respectively. This is not a con-
sequence of the symmetrized Hamiltonian. If the non-
symmetrized Jz=0 Hamiltonian matrix is diagonalized,
the same eigenfunctions are found as in the symmetric
case, but twice as many occur. The only dierence is a
sign, depending on the parity quantum number. When
Jz 6=0, we encounter four distinct components of each of
the eigenfunctions, corresponding to four dierent helic-
ity combinations. We elaborate on this subject by con-
sidering the components of the triplet wavefunction for
Jz=1, Figs. 15(a)-(d), and those of the next higher state,
Figs. 16(a)-(d). In both cases, the components for anti-
parallel helicities are identical, though displayed dier-
ently to show their full shape. For the triplet, the com-
ponents with parallel helicities have nothing in common:
the ("")-component peaks at x=0:5; k?=0 and is almost
rotationally invariant, whereas the (##)-component van-
ishes at k?=0 and is shaped more like the components
with anti-parallel helicities. Note the extremely diering
peak values: the anti-parallel components are suppressed
by a factor of 40, compared to the ("")-component, the
(##)-component even by a factor of 1400! As with the







 (i; cos j ; 1; 2) = 1:
The asymmetry of the components is a consequence of
the missing symmetry of the Jz 6= 0 sector with respect
to T -parity. This property is found in all wavefunctions
of these sectors. We have displayed here the wavefunc-
tion(s) of the next excited state to show another impor-
tant fact: the wavefunction Fig. 16(a) has a small, but
noticeable deviation from the reflection symmetry with
respect to the x = 0:5 plane. This symmetry around
x=0:5 is due to the charge conjugation symmetry C: if
one permutes particle and antiparticle, one substitutes
x with 1 − x. The fact that this symmetry is respected
by all wavefunctions other than Fig. 16(a) shows, that
this symmetry is conserved. The slight deviations can
be explained as numerical errors, or more likely, as errors
due to the interpolating function of the graphing package
used.
The decrease of the triplet wavefunction 13S1("") with
parallel helicities is plotted in Fig. 14. These curves for
dierent cos j have to be compared to those of Ref. [?,
Fig. 11b]. In both cases, rotational symmetry is broken,
since the decrease of the wavefunction is not isotropic
but depends on the angle . There are some dierences
between the sectors Jz=0 and Jz=1. One is the fact
that the smallest value of the wavefunction for Jz=1 is
roughly 9  10−6, whereas for Jz=0 its approximately
three times smaller. Another dierence is the value of
 from that on the deviations in the decreases become
noticeable. For Jz=0 this value is at  ’ 10, contrary
to  ’ 3 in the Jz=1 sector. Moreover, the curves of
dierent cos  seem to be grouped for Jz=1. In any case,
the important result is the same as in the case of Jz=0:
the wavefunctions are not rotationally invariant.
FIG. 14. The decrease of the Jz = +1 triplet ground
state wavefunction with parallel helicities as a function of
the momentum variable . The parameters are  = 0:3,
 = 20:0mf , N1 = 41, N2 = 11. There are six dierent
curves corresponding to six values of the discretized angle
variable, : they show the decrease in  with increasing .
Notice the deviations from rotational symmetry for   10.
Another way to study rotational symmetry in front
form dynamics would require the diagonalization of op-
erators at least as complicated as the light-cone Hamilto-
nian itself, namely the operators of transverse rotations.
We listed them in Appx. A. It is clear that this is a non-
trivial task. All eorts up to date have focused on con-
structing and diagonalizing the light-cone energy opera-
tor, and not the other dynamical operators. Surely, this
is an interesting project. However, we were able to con-
struct an eective Hamiltonian and to solve for its spec-
trum in all sectors of dierent z-components of the total
angular momentum. In this way, we can learn from the
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physical observables (spectrum), how quantum numbers
concerning the complicated operators can be attributed
to the states without diagonalizing these operators.
VI. SUMMARY AND DISCUSSION
In this work, we calculated the entire spectrum and
wavefunctions of positronium in full (3 + 1) dimensions
in front form dynamics. The problem has been solved
for all components of the total angular momentum, Jz.
An eective Hamiltonian in the jeei-sector has been used.
The corresponding integral equation has been mapped to
a matrix eigenvalue problem and solved numerically. The
counterterm technology for the Coulomb singularity has
been implemented correctly for the rst time. We note
that as a result, the computer code is applicable to arbi-
trary potentials. The convergence is improved noticeably
compared to [?]. Consequently, the obtained spectrum
agrees very well with known results: the multiplets of a
xed Bohr quantum number n contain the correct num-
ber of states up to at least n = 5. Additionally, we nd
that the correct combinations of quantum numbers of the
point symmetries (C; H) are contained in each of these
multiplets.
Closed expressions for arbitrary Jz were derived for
the matrix elements of the eective Hamiltonian. Here,
the correct implementation of the Coulomb counterterms
is indispensable, because the values of the diagonal ma-
trix elements dier from each other by orders of mag-
nitude. We stress the fact that these counterterms are
due to numerical problems and have nothing to do with
the physics of the positronium model. We neither use
any special prescription to restore gauge invariance, as
suggested by Coester [?], nor do we construct non-
covariant counterterms for this purpose, as necessary in
front form perturbation theory [?]. We point out the im-
portance of the non-perturbative approach used in the
present work. It has been shown in several models, in-
cluding QED3+1 [?], that perturbation theory in front
form dynamics yields results where rotational symme-
try is explicitly broken. This is clear from our point of
view. Exact rotational symmetry is expected only if it is
summed over all Fock states and all momenta. We use an
eective theory, where the eects of all Fock states are in-
cluded in the eective interaction. Consequently, we nd
that states of dierent Jz but same total angular mo-
mentum J are numerically degenerate. There are slight
deviations from exact degeneracy also for a large num-
ber of integration points. The latter can be explained by
the restrictions of the positronium model used, e.g. nite
cuto and others. These degeneracies make it possible to
classify the states according to their quantum numbers
of total angular momentum a posteriori and make the di-
agonalization of the complicated operators of transverse
rotations superfluous. Even more, it shows that rotations
are unproblematic on the light cone, because rotational
symmetry is restored in the solution, a previously worry-
ing fact. The results show very good agreement with the
values obtained by equal-time perturbation theory up to
order O(4).
Other methods have been proposed to deal with the
problems of eective theories [?,?,?]. Although these
formalisms are very elaborate, there are problems in cal-
culating actual ‘numbers’. One is the impossibility to
analytically solve for the spectrum of the emerging com-
plicated Hamiltonian in these approaches. An instructive
analytical study is that of Jones et al. [?]. The use of
flow equations [?] to renormalize the bare Hamiltonian
results in the same eective Hamiltonian matrix elements
[?] for the positronium system, apart from a soft (expo-
nential) cuto. Complementary to these formalisms, we
construct rst an eective Hamiltonian to account for
the many-body aspects of the theory [?], solve for the
spectra with a non-perturbative method and then have
to analyze the results using renormalization techniques to
study the implications of Quantum Field Theory. In fact,
there are hints that the three approaches [?,?,?] could
be equivalent [?,?].
Concluding, the formalism of DLCQ together with
the theory of eective interactions, as described in [?],
can be combined to yield non-perturbative results for
a relativistic bound system in very good agreement
with other standard methods. Even in (3+1) dimen-
sions it is possible to construct a consistent and solv-
able model for bound states with an arbitrarily large
coupling. The computer codes created during this
work seem very useful to test other eective theo-
ries. We oer them to the community. They are
available on the World Wide Web (WWW) under
http://pluto.mpi-hd.mpg.de/~trittman/code.html.
As an outlook we reflect on calculations of QCD bound
states in true (3+1) dimensions. In the eective methods
applied in the present work, the dierence between QED
and QCD relies in the couplings. It is shown in Ref.
[?] that the projection of the 4 theory in the Bloch-
Feshbach formalism to the P -space gives rise to a mass
renormalization, whereas the projection of the Q-space
is equivalent to the renormalization of the coupling con-
stant. The method of iterated resolvents [?] allows for
the calculation of these coupling functions for both QED
and QCD, but this is tedious work and has not been tack-
led. The implementation of a phenomenological running
coupling for QCD, e.g. that of Ref. [?], into the existing
computer code seems possible and a promising way to
understand hadrons as QCD-bound states.
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APPENDIX A: ANGULAR MOMENTUM IN
FRONT FORM DYNAMICS
To provide the theoretical background for the calcula-
tions, we review the properties of angular momenta on
the light-cone. The material presented here was inspired
by a section on the same subject in [?].
1. Unitary representations of the Poincare group
The Poincare group has 10 generators: the four-
momentum P, and the generalized angular momenta,
constituting an anti-symmetric tensor M = −M,
subject to the usual commutation relations This group
has two Casimir operators, i.e. two invariant functions
of the generators. One is the mass (squared) operator
M2 := PP, which cannot be confused with the in-
dexed tensor of angular momenta M . The other is the






The components of this vector obey the commutation re-
lations
[W;W  ] = iW
P; (A1)
and commute with P. The spin operator ~| can be de-






; i = 1; 2; 3: (A2)
It is therefore a linear function of the Pauli-Lubanski vec-
tor. The coecients ui are three orthonormal, operator
valued, space-like basis vectors, orthogonal to P. They
have the properties











The basis vectors transform under a Lorentz transforma-
tion like
U y()ui(P )U() = ui(P ) 6= ui(P ):
These two basis systems are related by a rotation, since
ui(P ) and ui(P ) are both orthonormal space-like vec-
tors, orthogonal to P. This transformation is referred
to as a Wigner rotation by Coester [?]
RW (; P )ij := u

i (P )uj(P ):
One can show that the Lorentz transformation of the spin
operator is equivalent to a Wigner rotation of its compo-
nents
U y()~| (P )U() = RW (; P )~|:
This follows from the denition (A2) of the spin operator
and holds for every vector bi(P ) = u

i (P )V, where V is
an arbitrary four-vector. The spin operator has the cor-
rect SU(2) commutation relations, as can be proven using
(A1) and the properties of the basis vectors, Eqs. (A3).
Lorentz transformations  have the general property
  g

 = g : (A4)
If one denes u0 :=
P
M




 g = g ;
which has the same structure as Eq. (A4). The opera-
tor valued matrix u  is thus an SO(1; 3) representation
of some Lorentz transformation B(P ) which can be in-
terpreted with some care as the Lorentz transformation
to the rest frame of P : u  (P )P = g0M . The spin








We are interested in bound state calculations, i.e. in com-












n pn is the (absolute) momentum of the
system.
2. Connection between canonical spin and front
form helicity
So far, everything was independent of the choice of the
basis vectors u(P ), i.e. of the form of the Hamiltonian
dynamics.
The instant form, i.e. canonical, choice of the basis
u(P ) is related to the front form basis u(P ) by the
so-called Melosh rotation [?]
RM (P )ij := ui(P )  uj(P ):
Its SU(2) representation is
D1=2[RM (P )] =
M + P+ − i~  (z^  ~P?)p
(M + P+)2 + P 2?
:
where z^ is the unit vector in z-direction. The essential
observation for a relation between instant form spin and
light-cone helicity is that the canonical spin of the n-th
particle of a composite system can be expressed in the
front form basis
15
sn;i = ui(kn)  B(P )
Wn
Mn




The translation of the total angular momentum from
equal time to light-cone coordinates is therefore obtained
by a Melosh rotation.
3. Field theories on the light-cone
There are two dierent ways to construct front form
particle dynamics. One approach starts from the mass
and spin operators which have to fulll some constraints
on their commutation relations. The three Hamiltonians
of front form dynamics can then be expressed as func-
tions of the kinematic generators and of the mass and
spin operators
P− =























The dynamical operators commute with each other
[P−; ~F?] = [F1; F2] = 0: (A5)
The other approach is that of Fock space eld theories.
Here, the fundamental quantities are the Hamiltonians
which are derived from a Lagrangian density. The spin



































Very important is the fact that Poincare invariance is
destroyed, as soon as truncations of the Fock space or
regularizations of Fock sectors are implemented. In par-
ticular, the requirement of an invariance under rotations
around the transverse axes is dicult to fulll since the
corresponding operators are complicated and involve the
interaction. Even worse, in a truncated Fock space for-
malism the full Poincare invariance is absent if it is not
restored by an additional (ad hoc) prescription [?, p. 11]!
It is therefore impossible for our positronium model to
be Poincare invariant. We show its covariance by looking
at the results, i.e. at the physical observables such as the
invariant mass spectrum. If full rotational invariance is
restored in the solution, the states of same total angular
momentum ~J but dierent Jz , become degenerate.
The most direct way would of course be to construct
the operators F1 and F2 explicitly and the to diagonalize
the operator of total angular momentum J 2. This has
not been done up to now. Because of the vanishing com-
mutators of the dynamical operators with P−, Eq. (A5),
it is clear that the diagonalization of the rotation op-
erators will be much simpler with an already diagonal
Hamiltonian HLC : only the states with degenerate mass
eigenvalues will be coupled by ~F?.
However, we restrict ourselves in the present work to
the calculation of the spectrum of the light-cone Hamil-
tonian and nd that we can classify the eigenstates with
regard to J 2 even without constructing or diagonalizing
the rotation operators ~F?.
APPENDIX B: TABLES OF EFFECTIVE
MATRIX ELEMENTS
The dependence of the eective interaction on the he-
licities of in- and out-going particles is displayed in the
form of tables. The matrix elements of the eective in-
teraction depend on the one hand on the momenta of
the electron and positron, respectively, and on the other
hand on their helicities before and after the interaction.
The latter dependencies occur during the calculation of






cated Kronecker deltas. A good survey is obtained, how-
ever, when displaying these functions in the form of a
table. In the remainder of this Appendix, the tables
are given for the general, angle-dependent eective ma-
trix elements, Table IV, and for the matrix elements of
arbitrary Jz, after integrating out the angles, Table V.
The following notation is used for functions of the type
F (x; k?;x
0; k0?). An asterisk denotes the permutation of
particle and anti-particle
F 3 (x; k?;x
0; k0?) := F3(1− x;−k?; 1− x
0;−k0?):
TABLE IV. General helicity table of the eective interac-
tion.



































If the function additionally depends on the component
of the total angular momentum Jz = n, a tilde symbol-
izes the operation ~Fi(n) = Fi(−n).
1. The general helicity table
Note that the general matrix elements in Table IV de-























































































The momentum transfer reads











































2. The helicity table for arbitrary Jz
For an arbitrary Jz = n with n 2 Z one obtains, follow-
ing the description given in Section IV, the helicity Table













































































Involved in this expression are the denitions













































(1− aA) : (B1)
APPENDIX C: CHANGE OF VARIABLES
We want to express the variables x;~k? in terms of the
equal-time variables ~p?; pz. In the center of mass system
one has
p+1 = E + pz; p
+
2 = E − pz; (C1)
where E =
p
m2 + ~p 2. If we write the relative momen-
tum in polar coordinates
~p = ( sin  cos’;  sin  sin’;  cos ); (C2)
the denition of the front form momentum fractions yield
TABLE V. Helicity table of the eective interaction for
Jz = n, x > x
0.















12 ="" G1(1; 2) G

3(1; 2) G3(1; 2) 0
12 ="# G

3(2; 1) G2(1; 2) G4(1; 2) − ~G3(2; 1)
12 =#" G3(2; 1) G4(1; 2) ~G2(1; 2) − ~G3(2; 1)
12 =## 0 − ~G3(1; 2) − ~G










~k? = ~? = ( sin  cos’;  sin  sin’): (C4)














These are exactly the coordinates as used by Karmanov
[?] for the deuteron wavefunction and by Sawicki [?,








The new variable  plays the ro^le of an o-shell mass, as




= 4(m2f + 
2):
The restriction on the momenta (17) translates into
4(m2f + 
2)  2 + 4m2f (C7)
and is therefore a restriction on the o-shell mass.
After integrating out the angles, we are left with two
variables, namely  and cos . The integrations over
these coordinates are performed with a Gauss-Legendre




]; cos  2 [−1; 1]: (C8)
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FIG. 15. The triplet ground state wavefunction for Jz= + 1 as a function of the longitudinal momentum frac-
tion x and the transverse momentum k?, omitting the dependence on the angle ’. The calculation was done with
 = 0:3; = 1:0mf ; N1 = 41; N2 = 11. Shown are: (a) ("")-component, (b) ("#)-component, (c) (#")-component, (d)
(##)-component.
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FIG. 16. The 23P1 wavefunction for Jz= + 1 as a function of the longitudinal momentum fraction x and the transverse
momentum k?, omitting the dependence on the angle ’. The calculation was done with  = 0:3; = 1:0mf ; N1 = 41; N2 = 11.
Shown are: (a) ("")-component, (b) ("#)-component, (c) (#")-component, (d) (##)-component.
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