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6Роздiл 1
Рух частинки у силовому просторi
У цьому роздiлi на наочних прикладах розглядаються основнi пiдхо-
ди до моделювання руху частинок у рiзних силових полях: однорiдному,
гравiтацiйному, електричному, електромагнiтному. У роздiлi подано
основнi критерiї, якими повинен користуватися дослiдник при пiдборi
рiзницевої схеми для iнтегрування вiдповiдних рiвнянь руху.
1.1 Постановка задачi
Побудуйте траєкторiї руху матерiальної частинки масою m у сило-
вому полi
−→
F =
−→
F (x, y) (або
−→
F =
−→
F (x, y, z, t) у загальному випадку)
при заданих початкових умовах: x0 = x(0), y0 = y(0), v0x = vx(0),
v0y = vy(0).
1.2 Теоретичний матерiал
Розглянемо два види сил першочергової важливостi— це електричнi
та гравiтацiйнi сили, причому i тi, й iншi є далекодiючими i потенцiальни-
ми. Рух окремої частинки визначається дiєю прикладеної до неї заданої
зовнiшньої сили
−→
F [1]. Якщо це поле потенцiальне, то його можна пода-
ти за допомогою скалярного потенцiалу U :
−→
F = −−→∇U, −→∇U ≡ ∂
∂−→x . (1.1)
Стан точкової частинки масиm визначається чотирма координатами (у
двовимiрному випадку): вектором просторового положення−→x = {x, y} i
векторомшвидкостi−→v = {vx, vy}. Координати частинки задовольняють
рiвняння руху
d−→x
dt
= −→v →
{
dx
dt
= vx,
dy
dt
= vy
}
,
d−→v
dt
=
1
m
−→
F →
{
dvx
dt
=
1
m
Fx,
dvy
dt
=
1
m
Fy
}
. (1.2)
7Основними прикладами такого руху є рух частинки в однорiдному
силовому полi, у центрально-симетричному силовому полi, у централь-
ному полi сил пружностi i т.п. В узагальнених випадках можуть бути
врахованi сили в’язкого тертя.
У зв’язку з тим, що сила F залежить лише вiд просторових коор-
динат x (i вiд часу t у загальному випадку), права частина кожного з
рiвнянь (1.2) не залежить вiд тiєї величини, для якої записане рiвняння.
Отже, для чисельного моделювання цiєї системи рiвнянь особливо пiд-
ходить рiзницева схема з переступом, оскiльки координату та швидкiсть
частинки потрiбно визначати тiльки у моменти часу, що чергуються.
Важливо вiдмiтити, що пiд час руху частинки у потенцiальному си-
ловому полi виявляються двi надзвичайно важливi властивостi: оборо-
тнiсть часу i збереження енергiї. Отже, будь-яка схема iнтегрування тра-
єкторiї частинки повинна забезпечувати оборотнiсть часу i збереження
енергiї (якщо не строго, то хоча б iз високим порядком точностi) [2]. По-
кажемо, що метод з переступом враховує данi властивостi. Розглядаючи
моменти часу t, t+4t, t+ 24t, t+ 34t i т.д., маємо
−→x n = −→x n−2 + 2∆t−→v n−1,
−→v n+1 = −→v n−1 + 2∆t 1
m
−→
F (−→x n, tn). (1.3)
Зрозумiло, що розглянута рiзницева схема є оберненою у часi, тому
що якщо∆t′ = −∆t, то
−→x n−2 = −→x n + 2∆t′−→v n−1,
−→v n−1 = −→v n+1 + 2∆t′ 1
m
−→
F (−→x n, tn), (1.4)
i отриманi рiвняння цiлком аналогiчнi рiвнянням iз прямим ходом часу
(1.3). Очевидно, що у випадку, коли схема iнтегрування траєкторiї ча-
стинки порушувала б оборотнiсть часу, то в системi таких частинок спо-
стерiгалося б зростання ентропiї, обумовлене чисельними ефектами.
Для перевiрки умови збереження енергiї перепишемо друге рiвняння
(1.3) для швидкостей у виглядi
−→v n+1 −∆t 1
m
−→
F (−→x n, tn) = −→v n−1 +∆t 1
m
−→
F (−→x n, tn). (1.5)
8Пiдносячи це рiвняння до квадрата, маємо
(vn+1)2 − 2∆t−→v n+1 1m
−→
F (−→x n, tn) + (∆t)2
(
1
mF (x
n, tn)
)2
=
= (vn−1)2 + 2∆t−→v n−1 1m
−→
F (−→x n, tn) + (∆t)2
(
1
mF (x
n, tn)
)2
.
Таким чином, змiна кiнетичної енергiї на двох часових шарах становить
1
2
m(vn+1)2 − 1
2
m(vn−1)2 = (−→v n+1 +−→v n−1)−→F (−→x n, tn)∆t. (1.6)
Використовуючи рiзницевi рiвняння (1.3) для координат на двох часових
шарах, виключимо швидкостi з правої частини рiвняння (1.6):
1
2
m(vn+1)2 − 1
2
m(vn−1)2 =
1
2
(−→x n+2 −−→x n−2)−→F (−→x n, tn). (1.7)
Права частина цього рiвняння являє собою змiну потенцiальної енер-
гiї частинки на промiжку часу [tn−1, tn+1], узяту з протилежним знаком.
Але оскiльки цю змiну потенцiальної енергiї не можна виразити у вигля-
дi рiзницi значень потенцiалу, енергiя частинки цiлком не зберiгається.
Проте права частина рiвняння (1.7) становить рiзницеву апроксимацiю
iнтеграла
∫ n+1
n−1
−→
F (−→x n, tn)d−→x iз другим порядком точностi. Таким чином,
хоча строге збереження енергiї i не спостерiгається, похибка є малою, i
поки схема обернена, викривлення вiдсутнi.
Проаналiзуємо основнi типи силових полiв [3].
Рух частинки в однорiдному полi. В усiх точках простору вектор
сили має сталi проекцiї на осi координат. У такому випадку за вiдсутно-
стi сили тертя частинка рухається по параболi, а за її наявностi – по
бiльш складнiй траєкторiї.
Рух у центрально-симетричному полi. Проекцiї на осi координат
можна визначити, виходячи iз рис. 1.1а. Якщо частинка притягується
до центра, то залежно вiд початкових координат i швидкостей вона ру-
хається по гiперболi, параболi або елiпсу; якщо вiдштовхується — по
гiперболi.
9Рух у магнiтному полi. Рух зарядженої частинки у магнiтному по-
лi з iндукцiєю
−→
B буде двовимiрним, якщо початкова швидкiсть частин-
ки перпендикулярна до силових лiнiй магнiтного поля. При цьому з бо-
ку поля дiє сила Лоренца, яка спрямована перпендикулярно до вектора
швидкостi (рис. 1.1б). Заряджена частинка буде рухатися по колу, радi-
ус якого зменшується за наявностi гальмiвної сили.
Рух частинки в електричному та магнiтному полях.Нехай силовi
лiнiї електричного поля
−→
E лежать у площинi рисунка i спрямованi вгору,
а силовi лiнiї магнiтного поля
−→
B спрямованi на нас i є перпендикулярнi
до вектора
−→
E . Якщо заряд частинки додатний, то на нього з боку еле-
ктричного поля дiє стала сила qE, спрямована вгору, якщо вiд’ємний—
униз (див.табл. 1.1). Якщо початкова швидкiсть частинки дорiвнює ну-
лю, то траєкторiєю її руху є циклоїда.
1.3 Алгоритми
Розглянемо алгоритм чисельного моделювання руху частинки у за-
значених вище полях. У випадку центрально-симетричного або одно-
рiдного поля за вiдсутностi сил тертя метод iз переступом дає непога-
нi результати. У такому разi алгоритм моделювання зводиться до таких
крокiв:
а б
Рисунок 1.1— Рух у центрально-симетричному (а) та магнiтному (б) полях
10
Таблиця 1.1— Сили, що дiють на частинку, та їх проекцiї на осi координат
Тип поля Сили Проекцiї сил
Однорiдне
−→
F =
−→
k −→x Fx = kxx
Fx = kyx
kx, ky — константи
Центрально-
симетричне
F = GmM
r2
або F = k qQ
r2
, Fx = −F cosα = −F xr
r =
√
x2 + y2 Fy = −F sinα = −F yr
Магнiтне
−→
F = k−→v −→B Fx = −|F | sin γ = |F | vy|v|
Fy = −|F | cos γ = −|F | vx|v|
|v| =
√
v2x + v2y
Електро-
магнiтне
−→
F 1 = k−→v −→B ,−→F 2 = q−→E Fx = |F1| vy|v|
Fy = |F2| − |F1| vx|v|
  1 Задаємо параметри фiзичної системи: масу частинки m, поча-
тковi координати x(t = 0), y(t = 0); компоненти вектора швидкостi
vx(t = 0), vy(t = 0), проекцiї сили Fx, Fy (вiдповiдно до отриманих ви-
разiв (табл. 1.1), крок за часом4t та параметри поля.  2 Беремо t = 0. Просуваємося на пiвкроку за часом, перера-
ховуючи швидкiсть: vx(t + 1/24t) = vx(t) + Fx(x(t), y(t))/4t/(2m),
vy(t+ 1/24t) = vy(t) + Fy(x(t), y(t))/4t/(2m).  3 Цикл за часом. 3.1 Розраховують координату та швидкiсть частинки у наступний
момент часу:
x(t + 4t) = x(t) + vx(t+4t/2)4t,
y(t + 4t) = y(t) + vy(t+4t/2)4t,
vx(t + 4t+ 1/24t) = vx(t+ 1/24t) + Fx(t+4t)
m
4t, (1.8)
vy(t + 4t+ 1/24t) = vy(t+ 1/24t) + Fy(t+4t)
m
4t.
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На цьому етапi результати обчислень, наприклад (x(t+4t), y(t+4t)),
виводимо на екран або у файл. 3.2 Збiльшуємо час t на крок 4t. Якщо цикл по t закiнчився —
вихiд iз циклу.
Розглянемо бiльш загальний випадок— наявнiсть сили тертя. У та-
кому разi права частина ДУ, що описує рух тiла, залежить не тiльки вiд
координати, але й вiд швидкостi. У такому випадку бiльш прийнятним є
модифiкований метод Ейлера1.
1.4 Приклади
Подана у додатку програма дозволяє вивчити рух частинки у си-
лових полях рiзних типiв (якi задаються вiдповiдними проекцiями сил
(табл.1.1) за наявностi сили тертя
−→
F = −r−→v .
Результати роботи програми поданi на рис. 1.2.
Як бачимо з рис. 1.2, результати повнiстю вiдповiдають зазначеним у
роздiлi припущенням про можливу форму траєкторiї частинки. У випад-
ку однорiдного поля (проекцiї сил збiгаються з напрямком осей коорди-
нат) частинка рухається по довiльнiй траєкторiї (рис. 1.2а). У випадку
центрально-симетричного та гравiтацiйного поля радiус траєкторiї по-
ступово зменшується (рис. 1.2б-в). У випадку електромагнiтного поля
траєкторiя становить циклоїду зi змiнним радiусом витка; через певний
час траєкторiя частинки вироджується у пряму лiнiю.
1Сила, що дiє на частку в магнiтному полi, залежить вiд швидкостi, i навiть схема Ей-
лера, яка використана у прикладi, виявляється тут недостатньо точною (хоча за умови
малого кроку4t вона дає непоганi результати). Можна рекомендувати схему розрахун-
ку, що базується на рiвностi вигляду
x(t+4t) = x(t) + x˙(t)4t+ x¨(t)4t
2
2
+
...
x(t)
4t3
6
+O(4t4), (1.9)
причому x˙(t) = v(t), x¨(t) = F (t)/m, а
...
x(t) з тiєю самою точнiстю виражається як
(f(t)− f(t−4t))/4t.
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Питання для самоконтролю
1 Якими критерiями необхiдно користуватися при пiдборi чисельно-
го методу для моделювання руху частинки у силовому просторi?
2 Напишiть рiвняння руху частинки у рiзних силових полях за наяв-
ностi сили тертя.
3 Побудуйте модель руху частинки у тривимiрному центрально - си-
метричному силовому просторi.
4 Побудуйте модель руху частинки у тривимiрному електричному по-
лi.
a б
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Рисунок 1.2— Чисельне моделювання руху частинки у силових полях:
а) однорiдне поле; б) центрально-симетричне поле; в) магнi-
тне поле; г) електромагнiтне поле
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Завдання для самостiйної роботи
1 Проаналiзуйте рух точкового об’єкта у полi гравiтацiйних сил, якi
дiють за законом обернених квадратiв F = GmM/r2. Промоде-
люйте ситуацiї, при яких об’єкт рухається по гiперболi, параболi
та елiпсу. Вивчiть характер руху штучного супутника Землi, який
входить у верхнi шари атмосфери (поява сили в’язкого тертя).
2 Вивчiть рух точкового об’єкта у полi сил вiдштовхування. Про-
моделюйте дослiди Резерфорда щодо вiдхилення альфа-частинок
ядрами атомiв золота. Припускається, що альфа-частинка не про-
никає в ядро: взаємодiя мiж частинкою та ядром описується зако-
ном Кулона. В експериментi припускають, що частинка спочатку
розташована на великiй вiдстанi вiд ядра (де кулонiвська сила є
малою) i прямолiнiйно рухається уздовж осi x у бiк ядра зi сталою
швидкiстю v1. Пiсля розсiювання частинка буде рухатися прямо-
лiнiйно iз сталою швидкiстю v2. Зрозумiло, що частинка та ядро
повиннi бути зсунутими уздовж осi y на певну вiдстань (прицiль-
ний параметр). Змiнюючи прицiльний параметр, проведiть серiю
комп’ютерних експериментiв.
3 Промоделюйте рух зарядженої частинки у камерi Вiльсона, яка
знаходиться в однорiдному магнiтному полi. Врахуйте, що в мi-
ру свого руху частинка втрачає кiнетичну енергiю. Магнiтне поле
спрямоване перпендикулярно до площини екрана.
4 Вивчiть рух зарядженої частинки у схрещених електричному i ма-
гнiтному полях, спрямованих паралельно i перпендикулярно до пло-
щини екрана вiдповiдно.
5 Вивчiть рух матерiальної точки в гравiтацiйному полi двох масив-
них тiл. Проведiть комп’ютернi експерименти при рiзних початко-
вих умовах.
6 Задайте довiльне силове поле, наприклад перiодичне, i промоде-
люйте рух частинки у ньому.
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Роздiл 2
Моделювання руху систем взаємодiючих частинок
У роздiлi розглядається один iз найпоширенiших комп’ютерних ме-
тодiв моделювання систем багатьох частинок (твердi тiла, класичнi
рiдини та гази тощо)— метод молекулярної динамiки. Подано основ-
нi теоретичнi вiдомостi щодо чисельного визначення макроскопiчних
(термодинамiчних) властивостей класичних середовищ за допомогою
усереднення за часом. На наочному прикладi показано основнi прийо-
мищодо реалiзацiї зазначеного методу: усунення поверхневих ефектiв,
пiдвищення точностi розрахункiв i т.п.
2.1 Постановка задачi
Побудуйте траєкторiї руху N матерiальних частинок з масами mi
(i = 1..N ), що взаємодiють мiж собою iз силами Fij = Fij(mi,mj , rij)
(rij — вiдстань мiж частинками i та j) у силовому полi
−→
F i =
−→
F (mi,−→x i)
при заданих початкових координатах−→x (t = 0) та швидкостях−→v (t = 0).
Визначте внутрiшню енергiю (або температуру) системи у рiвноважному
станi.
2.2 Теоретичний матерiал
2.2.1 "Точне"моделювання системиN тiл.Методмолекулярної ди-
намiки
Побудуємо машинну модель системи N взаємодiючих тiл, яку буде-
мо використовувати для одержання iнформацiї, по-перше, про макро-
скопiчнi термодинамiчнi властивостi системи i, по-друге, про мiкроско-
пiчнi молекулярнi властивостi. Зазначимо, що для реалiзацiї такої систе-
ми можна використати два пiдходи. У методi молекулярної динамiки,
який пропонується у цьому роздiлi, будується система диференцiальних
рiвнянь, кожне з яких описує стан окремої частинки. Точна еволюцiя у
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часi системи зN частинок простежується шляхом поступового iнтегру-
вання рiвнянь руху для кожної частинки.Пiсля достатнього числа крокiв
за часом вважається, що термодинамiчна рiвновага настала, i термоди-
намiчнi властивостi визначаються за допомогою усереднення за часом
тих мiкроскопiчних властивостей, якi є предметом вивчення. У мето-
дi Монте-Карло (див. наступний роздiл) використовуються принципи
статистичної механiки Гiббса, i термодинамiчнi властивостi визначаю-
ться шляхом усереднення за ансамблем.
Розглянемо основнi iдеї методу молекулярної динамiки. Припусти-
мо, що мiжN(N − 1)/2 парами частинок дiє двочастинковий потенцiал.
Як придатний приклад такого потенцiалу можна розглянути потенцiал
Леннарда-Джонса
U(r12) = 4ε
{(
σ
r12
)12
−
(
σ
r12
)6}
, (2.1)
де r12 — вiдстань мiж частинками 1 i 2, а ε (”вiдстань” взаємодiї части-
нок 1 та 2) i σ (глибина потенцiальної ями або ”енергiя”)— сталi. Такий
потенцiал добре описує притягання у випадку, коли частинки вiддаленi
на значну вiдстань, i вiдштовхування, коли вони зближенi. У такому ра-
зi еволюцiя системи у часi вiдбувається вiдповiдно до детермiнiстичних
законiв руху кожної частинки, причому сила взаємодiї Fij спрощується
i подається так:
−→
F (|−→x i −−→x j |) = − ∂
∂−→x iU(|
−→x i −−→x j |). (2.2)
В останньому рiвняннi просторова похiдна визначає градiєнт, розрахо-
ваний у точцi розмiщення i-ї частинки2.
Оскiльки нашою метою є вивчення якiсних властивостей систем ба-
гатьох частинок, то можна ввести деякi спрощення: динамiка системи—
класична, частинки— хiмiчно-iнертнi тiла. Стан системи задається 6N-
вимiрним вектором, що утворений просторовими координатами i компо-
нентами швидкостей усiх частинок. Вiдповiдно до законiв руху Ньютона
2При розрахунках звичайно використовується скалярна сила F (r) = −∂U/dr, а не
потенцiал, що дозволяє уникнути рiзницевого диференцiювання за простором.
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еволюцiя системи у часi визначається системою:
d−→x i
dt
= −→v i,
mi
d−→v i
dt
=
−→
F i +
N∑
j=1,j 6=i
F (mi,mj , |−→x i −−→x j |)(
−→x i −−→x j)
|−→x i −−→x j | , (2.3)
де
−→
F i — рiвнодiюча зовнiшнiх сил, що дiють на i-ту частинку з боку тiл,
якi не входять у систему; F (mi,mj , |−→x i − −→x j |) — внутрiшня сила, що
дiє на i-ту частинку з боку j-ї частинки; множник (−→x i−−→x j)/|−→x i−−→x j |
вводиться для врахування напрямку дiї сили.
Модель (2.3) має широке застосування й охоплює велике число ме-
ханiчних систем. Крiм вивчення класичних рiдин та твердих тiл (див.
нижче), ця модель дозволяє вивчити рух частинки у центрально-симе-
тричному полi iншої частинки, абсолютно пружний i непружний уда-
ри, рух молекул газу, дифузiю, рух планет, рух взаємодiючих частинок в
однорiдному полi, рух взаємодiючих частинок у центрально-симетрич-
ному полi i т.п.
Труднощi вивчення системи з далекодiючими силами полягають у
тому, що кожна частинка ефективно взаємодiє з будь-якою iншою ча-
стинкою. Тому в системi з N частинок у загальному випадку необхiдно
врахувати N(N − 1)/2 взаємодiй. Отже, навiть для чисельних методiв
числоN обмежене зверху величиною порядку 103, оскiльки виникає не-
обхiднiсть стежити за мiльйоном взаємодiй. Однак 103 частинок досить
для прояву статистичних властивостей ансамблю i це дає нам можли-
вiсть ”експериментального” вивчення статистичної механiки.
Розглянемо спочатку рiзницеву апроксимацiю рiвнянь (2.3). Як i у
випадку однiєї частинки (роздiл 4), найбiльш простий пiдхiд полягає в
апроксимацiї рiвнянь за методом з переступом:
−→x ni = −→x n−2i +−→v n−1i 2∆t,
−→v n+1i = −→v n−1i +
1
mi
[−→
F i(mi,−→x ni )+ (2.4)
+
N∑
j=1,j 6=i
F (mi,mj , |−→x ni −−→x nj |)
(−→x ni −−→x nj )
|−→x ni −−→x nj |
 2∆t.
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Ми забезпечимо точне збереження енергiї й одночасно спростимо обчи-
слення, якщо будемо використовувати третiй закон рухуНьютона: збiль-
шення iмпульсу i-ї частинки, обумовлене взаємодiєю з j-ю частинкою,
дорiвнює зменшенню iмпульсу j-ї частинки, обумовленому i-ю частин-
кою.
Якщо повний об’єм, зайнятий системою, дорiвнює V , то з кожною
частинкою можна зв’язати вiльний об’єм:
1
n
=
4pi
3
a3 =
V
N
. (2.5)
Тутn— концентрацiя частинок; a— характерна вiдстань взаємодiї. Вар-
то вибирати досить малий крок за часом, щоб для усiх i виконувалася
умова
∆t <<
a
|−→v | . (2.6)
2.2.2 Визначення термодинамiчних властивостей класичних
середовищ за допомогою усереднення за часом
Можливостi безпосереднього застосування наведеної вище моделi
до нестацiонарних систем багатьох тiл незначнi. Найбiльш корисне за-
стосування такої машинної моделi полягає у визначеннi термодинамi-
чних (рiвноважних) макроскопiчних властивостей системи, що досягає-
ться усередненням станiв окремих частинок за усiєю системою. Очеви-
дно, для точнiшого визначення статистичного середнього потрiбно взяти
досить велике число частинок у системi. Так, у системах частинок iз ко-
роткодiючими силами для прояву статистичних властивостей достатньо
узяти 1000 частинок. Тому, зокрема, пiд час вивчення класичних рiдин i
твердих тiл, де молекулярнi сили є короткодiючими (наприклад, вандер-
ваальсiвського типу), моделi двочастинкової взаємодiї набули найбiль-
шого поширення.
Якщо вiдомi потенцiали чи сили, що дiють мiж частинками (молеку-
лами), якi утворюють класичну рiдину, машинна модель системи взає-
модiючих частинок дозволяє одержати рiвняння стану середовища, опи-
сує такi термодинамiчнi властивостi, як фазовi переходи, магнiтна i дi-
електрична проникностi. Однак часто сили, що дiють мiж молекулами,
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невiдомi. Незважаючи на це, постулюючи вигляд цих сил, можна за до-
помогою таких моделей одержати можливi властивостi цих систем i вна-
слiдок порiвняння з експериментом можна, у свою чергу, визначати по-
лiпшенi молекулярнi потенцiали.
Мiкроскопiчнi чи молекулярнi властивостi легко усереднити за усiма
частинками i за великим числом крокiв за часом, у результатi чого будуть
отриманi шуканi макроскопiчнi термодинамiчнi властивостi. Наприклад,
термодинамiчна величина— внутрiшня енергiя— визначається за фор-
мулою
E =
d
2
kT + U, (2.7)
де d/2kT — середня кiнетична енергiя на одну частинку (d— вимiрнiсть
простору; k— стала Больцмана; T — температура), а U — усереднена
потенцiальна енергiя, що припадає на одну частинку. Для визначення
температури усереднимо повну кiнетичну енергiю системи за багатьма
крокамиK за часом:
d
2
kT =
1
N
1
K
K∑
n=1
N∑
i=1
1
2
m(vni )
2 (2.8)
й аналогiчно усереднимо повну потенцiальну енергiю:
U =
1
2N
1
K
K∑
n=1
N∑
i=1
N∑
j=1,j 6=i
U(|−→x ni −−→x nj |). (2.9)
2.2.3 Детермiнiстичний хаос
Зазначимо, що ”оборотнiсть” руху, яку в розглянутiй задачi забезпе-
чує чисельний метод, є чисто математичною. У рамках комп’ютерної ре-
алiзацiї у системi частинок iз часом обов’язково проявиться непередба-
чуванiсть за рахунок наростання, пiдсилення малих невизначеностей3
— так званий детермiнiстичний хаос (див. розд. 7). Розглянемо реалi-
зацiю зазначеного ефекту ”молекулярного хаосу” на прикладi простої
3що є наслiдком округлення при машинних розрахунках.
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моделi, що носить назву ”бiльярд Синая”. Це гiпотетичний бiльярд, у
якому кулi не зупиняються з часом. Достатньо велика послiдовнiсть зi-
ткнень куль неминуче приводить до наростання малих вiдхилень вiд роз-
рахованих траєкторiй за рахунок неможливостi з нескiнченною точнiстю
розрахувати кути зiткнень. Наростання ефекту малих впливiв вiдбуває-
ться так швидко, що для розрахунку положень куль вже через хвили-
ну, необхiдно враховувати такi надмалi вiдхилення, що в реальному свiтi
можуть бути викликанi впливом гравiтацiї сусiднiх галактик!
Алгоритм розрахунку руху куль протягом iнтервалу часу∆t є доста-
тньо простим [4]:  1 Визначимо моменти зiткнення для кожної пари куль без враху-
вання можливих перешкод з боку iнших куль та стiнок, а також моменти
зiткнення кожної iз куль зi стiнками.  2 Виберемо найбiльш раннє з числа цих зiткнень (вiдкинувши по-
передньо тi, якi вiдбувалися в минулому). Якщо промiжок часу до цього
зiткнення t′ бiльший, нiж заданий iнтервал ∆t, то протягом часу ∆t не
вiдбудеться нiяких зiткнень, так що координата i-ї кулi в момент t ви-
значаються очевидним чином:
−→ri (t) = −→ri +−→vi∆t,
де−→ri ,−→vi — радiус-вектор та швидкiсть i-ї кулi в попереднiй момент ча-
су. Якщо ж t′ < ∆t, то потрiбно розрахувати зсунення куль за час t′,
— у результатi цього зсунення пара куль (скажiмо, i-та та j-та) дося-
гає зiткнення. Потiм розраховуємо змiну швидкостей цiєї пари куль, що
вiдбувається у результатi зiткнення.  3 Зменшуємо час на величину (∆t − t′) i, якщо заданий iнтервал
часу не вичерпаний, переходимо до п.1, iнакше переходимо до розгляду
наступного iнтервалу часу.
Момент зiткнення кулi, наприклад, iз правою стiнкою, визначається
з рiвняння x + vxt′ = L − R , де L — лiнiйний розмiр площини, R —
радiус кулi. Змiна швидкостi при такому зiткненнi vx = −vx. Момент
зiткнення пари куль t′ (час, коли центри куль зближаються на вiдстань
2R) визначається з рiвняння∣∣−→ri (t′)−−→rj (t′)∣∣ = 2R,
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або (−→ri +−→vi t′ −−→rj −−→vj t′)2 = 4R2. (2.10)
Розв’язуючи отримане квадратне рiвняння вiдносно t′ отримуємо шука-
ний час.
Змiна швидкостi пiсля зiткнення розраховується згiдно з формулою
−→vi = −→vi − mj
mi +mj
4−→v , −→vj = −→vj + mi
mi +mj
4−→v , (2.11)
де4−→v = −→n (−→n (−→vi −−→vj )),−→n = (−→ri −−→rj )/2R.
Поданий алгоритм реалiзовано мовою MATLAB у програмi Sinaj
(наводиться у додатку).
Порiвнюючи поданi у наступних пiдроздiлах програми (на С++ та
MATLAB), можна побачити, що програми такого типу на МATLAB є
значно компактнiшими та бiльш прозорими. Оскiльки MATLAB опе-
рує цiлими матрицями, зникає необхiднiсть виконувати обчислення над
компонентами векторiв (у даному випадку векторiв швидкостей та коор-
динат). З iншого боку, програми на С++ виконуються значно швидше,
що надає їм переваги за умови значної кiлькостi частинок у системi.
2.3 Алгоритми
Як зазначалося, нашою метою є вивчення систем багатьох частинок
(N ≈ 1023), а модель молекулярної динамiки обмежена лише N ≈ 103
частинками, ми не можемо помiстити систему у резервуар iз жорстки-
ми стiнками4. Це обов’язково призведе до значних поверхневих ефектiв
(вiдбиття вiд стiнок), що значно зменшить якiсть отриманих результатiв.
Для мiнiмiзацiї подiбних ефектiв розглянемо перiодичнi граничнi умови.
Для двовимiрного випадку це означає, що частинка, досягаючи стiнки
прямокутного плоского резервуара, з’являється з протилежного боку.
Iнакше кажучи, ми згортаємо плоский резервуар у тор, при цьому про-
тилежнi сторони прямокутної областi з’єднуються.
4Нагадаємо, що стала АвогадроNA ≈ 1023— кiлькiсть структурних елементiв (ато-
мiв, молекул i т.п.) в 1 молi речовини.
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Ураховуючи наведене зауваження, подамо алгоритм моделювання
системи так:  1 Задаємо параметри фiзичної системи: кiлькiсть частинок N , лi-
нiйнi розмiри резервуара Lx та Ly, масу частинокmi, початковi коорди-
нати кожної частинки xi(t = 0), yi(t = 0); компоненти векторiв швид-
костей vxi(t = 0), vyi(t = 0); проекцiї зовнiшнiх сил Fxi, Fyi, параметри
потенцiалу (ε та σ у випадку потенцiалу Леннарда-Джонса), крок за ча-
сом4t.  2 Розраховуємо повний iмпульс системи в x− та y− напрямках i
коригуємо швидкостi таким чином, щоб повний iмпульс системи дорiв-
нював нулю. Для цього окремо пiдсумовуємо проекцiї vxi та vyi, знахо-
димо середнє значення та вiднiмаємо вiд кожної проекцiї отримане се-
реднє.  3 Беремо t = 0. Згiдно iз запропонованим методом знаходимо ком-
поненти швидкостi vxi(t+ 1/24t), vyi(t+ 1/24t) у наступний момент
часу: 3.1 Вiзьмемо i = 1, axi = 0, ayi = 0, i = 1..N (i— номер частин-
ки). 3.2 Sx = 0, Sy = 0, j = i+ 1. 3.3 Якщо j > N , то переходимо до п. 3.5, iнакше розраховуємо
мiнiмальну вiдстань мiж частинками i та j:
rx = xi(t)− xj(t),
ry = yi(t)− yj(t), (2.12)
r =
√
r2x + r2y.
Через перiодичнiсть граничних умов вiдстань мiж частинками не мо-
же перевищувати половини лiнiйного розмiру резервуара (рис. 2.1). Вiд-
повiдно вiднiмаємо вiд rx (або ry) величину Lx (або Ly), якщо вiдстань
мiж частинками перевищила Lx/2 (Ly/2).
Розраховуємо сумарну силу, яка дiє на i-ту частинку з боку сусiднiх
частинок (змiннi Sx, Sy) та коригуємо швидкостi частинок, якi провзає-
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модiяли з i-ю частинкою, наприклад, так:
Sx = Sx + F (mi,mj , r)
rx
r
,
Sy = Sy + F (mi,mj , r)
ry
r
,
axj = axj − F (mi,mj , r)rx
r
, (2.13)
ayj = ayj − F (mi,mj , r)rx
r
.
 3.4 Беремо j = j + 1 i переходимо до п.3.3 3.5 Ураховуючи третiй закон Ньютона (збiльшуючи iмпульс однi-
єї iз взаємодiючих частинок, зменшуємо iмпульс iншої), розраховуємо
швидкiсть i-ї частинки на наступному кроцi:
vxi
(
t+
1
2
4t
)
= vxi(t) + (Sx + axi)
1
2
4t,
vyi
(
t+
1
2
4t
)
= vyi(t) + (Sy + ayi)
1
2
4t. (2.14)
 3.6 Беремо i = i + 1. Якщо i = N , то переходимо до наступного
пункту, iнакше до пункту 3.2.
Рисунок 2.1— Мiнiмальна вiдстань мiж частинками 1 та 2 становить
rx = b+ c, rx < a через перiодичнiсть прямокутного резерву-
ара
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  4 Розраховуємо координати частинок у наступнi моменти часу. 4.1 Припускаємо, що t = 0. 4.2 Цикл по i до N . Перебираємо всi частинки, перераховуючи
координати згiдно з формулою:
xi(t+4t) = xi(t) + vxi
(
t+
1
2
4t
)
4t,
yi(t+4t) = yi(t) + vyi
(
t+
1
2
4t
)
4t. (2.15)
Корегуємо координати за умови виходу за межi резервуара. 4.3 Виконуємо розрахунки згiдно з пунктами 3.1-3.6. 4.4 Отриманi швидкостi та координати застосовуємо для розра-
хункiв термодинамiчних характеристик системи, виводимо на екран або
у файл. 4.5 Збiльшуємо час на крок4t: t = t+4t та переходимо до п.4.2.
Якщо цикл по t закiнчився— вихiд iз програми.
2.4 Приклади
2.4.1 Рух системи взаємодiючих частинок
Подана у додатку програма дозволяє провести моделювання руху
N частинок з масами mi = 1, взаємодiя яких описується потенцiалом
Леннарда-Джонса. Щоб уникнути зайвих ускладнень, ми не врахову-
ємо дiю зовнiшнього поля (
−→
F i = 0). Програма дозволяє вiзуалiзувати
рух частинок у прямокутному резервуарi та простежити за змiною пере-
нормованої температури системи.
Результати роботи програми зображенi на рис. 2.2.
За допомогою розробленої програми був проведений ряд експери-
ментiв, пов’язаних з вимiрюванням температури у системi. У випадку,
коли початковий розподiл не є рiвномiрним уздовж площини резерву-
ара, на графiку температури простежується певний перехiдний режим,
що супроводжується значними флуктуацiями. З часом температура на-
буває певного стацiонарного значення з невеликими вiдхиленнями в око-
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лi середнього.Флуктуацiї температури можна зменшити, збiльшуючи кiль-
кiсть частинок у системi. При рiвномiрному початковому розподiлi ча-
стинок перехiдний режим практично не простежується (рис. 2.2), при
цьому, як бачимо з рисунка, значення перенормованої температури ста-
новить T ≈ 240.
2.4.2 ”Бiльярд Синая”
Подана у додатку програма дозволяє провести моделювання руху 2
куль однакової маси радiусом R у прямокутному резервуарi з лiнiйними
розмiрами Lx × Ly. Програма складається з двох M-файлiв: головний
модуль Sinaj та функцiя Raschet, що виконує розрахунок траєкторiї руху
куль на заданому промiжку часу4t.
Питання для самоконтролю
1 У чому полягає суть методу молекулярної динамiки?
a б
t0 2 4 6
T
160
180
200
220
240
260
280
Рисунок 2.2— Чиcельне моделювання руху N взаємодiючих частинок з по-
тенцiалом мiжмолекулярної взаємодiї Леннарда-Джонса:
а) вiзуалiзацiя руху частинок у перiодичному резервуарi;
б) експериментально отримана залежнiсть температури T вiд
часу t
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2 У яких випадках (з якою метою) застосовується метод молекуляр-
ної динамiки?
3 Якi обмеження накладаються на систему при застосуваннi методу
молекулярної динамiки?
4 Якi фiзичнi параметри систем багатьох частинок можна обчислити
за допомогою комп’ютерного моделювання?
5 Дайте визначення детермiнiстичного хаосу. Назвiть причини його
появи.
6 Чи завжди рух системи багатьох частинок є непередбачуваним?
7 Яким чином можна уникнути впливу граничних умов ("ефекту стiн-
ки") при точному моделюваннi рухуN частинок?
Завдання для самостiйної роботи
1 Використовуючи наведений у роздiлi алгоритм, промоделюйте по-
ведiнку системи iз 200 частинок та визначте повну енергiю систе-
ми, температуру та тиск. Критерiй рiвноваги пiдберiть самостiйно.
2 Проведiть моделювання системи багатьох частинок на значних iн-
тервалах часу. Зачекайте, поки система не опиниться у станi рiв-
новаги. Визначте рiвноважну густину ймовiрностi P (v) того, що
швидкiсть частинки знаходиться в iнтервалi вiд v до v + ∆v; по-
будуйте вiдповiдний графiк. Для розв’язання задачi розбиваємо
iнтервал швидкостей [0..vmax] на n частин i визначаємо кiлькiсть
частинок, швидкостi яких лежать у межах кожного промiжку да-
ного iнтервалу. Вiдповiдно ймовiрнiсть реалiзацiї певної швидкостi
дорiвнює вiдношенню кiлькостi частинок у цьому iнтервалi до за-
гальної кiлькостi частинок у системi. Результуючий графiк побу-
дуйте шляхом усереднення результатiв принаймнi за 200 кроками
за часом. Чи збiгається отримана залежнiсть з вiдомим розподi-
лом Максвелла-Больцмана?
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3 Отримайте залежнiсть повної енергiї системи вiд температури (у
рiвноважному станi). Оцiнiть окремо вклади кiнетичної та потен-
цiальної енергiї та побудуйте вiдповiднi графiки.
4 Розгляньте систему iз N частинок. Використовуючи вiдому фор-
мулу Ейнштейна, розрахуйте коефiцiєнт самодифузiї:
D =
R(t)2
2dt
, (t→∞)
де d— вимiрнiсть простору; R(t)2 — середнiй квадрат зсуву, роз-
рахований за формулою
R(t)2 = 〈|ri(t2)− ri(t1)|2〉,
де ri — координата i-ї частинки; 〈〉 — оператор усереднення за
всiма частинками.
5 На основi комп’ютерної моделi вивчiть рух двох або трьох части-
нок, мiж якими дiють сили притягання.
6 Вивчить рух двох матерiальних частинок, мiж якими дiють сили
вiдштовхування.Промоделюйте центральний та нецентральний уда-
ри.
7 Промоделюйте розрив снаряду на кiлька осколкiв рiзної маси в
однорiдному полi тяжiння. Пiсля вибуху виникає сила вiдштовху-
вання, що швидко зменшується у мiру вiддалення осколкiв.
8 Вивчiть рух матерiальної точки в гравiтацiйному полi двох масив-
них тiл. Припустiть обчислювальнi експерименти при рiзних поча-
ткових координатах i швидкостях точки.
9 Промоделюйте рух декiлькох планет Сонячної системи. Припу-
стiть, що маса Сонця в багато разiв бiльша за масу будь-якої пла-
нети системи.
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10 Промоделюйте рух молекул газу в прямокутнiй замкнутiй посуди-
нi. Врахуйте, що при зiткненнi молекули з горизонтальною (вер-
тикальною) стiнкою посудини вертикальна (горизонтальна) прое-
кцiя її швидкостi змiнює свiй знак на протилежний.
11 Промоделюйте дифузiю двох газiв. Нехай спочатку молекули з ма-
самиm заповнюють лiву половину посудини, а молекули з масами
M — праву. Задайте випадковi значення швидкостей молекул. Як
змiнюється концентрацiя молекул газiв у посудинi з часом?
12 Промоделюйте рух молекул газу в однорiдному полi тяжiння. До-
ведiть, що в мiру збiльшення висоти концентрацiя молекул газу
зменшується за експоненцiальним законом.
13 Промоделюйте рух молекул газу в гравiтацiйному полi кулi великої
маси.
14 Використовуючи програму Sinaj, переконайтеся у наявностi хаосу
у системi двох куль. Для цього у деякий момент часу t помiняйте
швидкостi куль на протилежнi −→vi = −−→vi та простежте, чи будуть
кулi повертатися у вихiдний стан "прокладеними"ранiше траєкто-
рiям. Для якiсного дослiдження досить зафiксувати шляхи части-
нок на екранi (використовуючи замiсть маркера ’o’ маркер ’.’ i ви-
бравши для нього варiант виведення без видалення попереднього
зображення (set(plothandle,'EraseMode','none')),а при по-
вторному запуску куль можна змiнити колiр траєкторiй.
15 Отримайте на екранi картину розподiлу частинок у площинi (vx,
vy).
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Роздiл 3
Моделювання систем багатьох частинок методом
Монте-Карло
У роздiлi розглядається "швидкий" статистичний спосiб вивчення
систем багатьох частинок — метод Монте-Карло [5]. Метод грун-
тується на статистичнiй механiцi Гiббса i використовує iдею усере-
днення за ансамблем замiсть усереднення за часом, що дозволяє уни-
кнути розв’язання диференцiальних рiвнянь руху системи частинок.
Як приклад метод застосовується для вивчення фазових перетворень
у вiдомiй iз теорiї магнетизму моделi Iзинга.
3.1 Постановка задачi
Проведiть мiкроканонiчне моделювання двовимiрної моделi Iзинга
методом Монте-Карло з використанням динамiки перевертання спiну.
Розрахуйте намагнiченiсть системи та проаналiзуйте її залежнiсть вiд
температури.
3.2 Теоретичний матерiал
3.2.1 Мiкроканонiчний ансамбль
Розглянемо замкнуту систему, що складається зN елементiв (части-
нок). За макроскопiчнi характеристики системи оберемо об’єм V та пов-
ну енергiю E, якi будемо вважати сталими. Крiм того, припустимо, що
система є iзольованою, тобто впливом на неї зовнiшнiх факторiв можна
знехтувати. Вiдзначимо, що якщо на макроскопiчному рiвнi система ха-
рактеризується трьома величинамиN , V ,E, то на мiкроскопiчному рiвнi
iснує величезне число конфiгурацiй, що реалiзують заданий макростан.
Таким чином, на можливi мiкростани накладається єдине обмеження:
вони повиннi бути такими, щоб забезпечити зазначенi макроскопiчнi ха-
рактеристики системи. Як вiдомо [6], для такої системи виконується по-
29
стулат про рiвнiсть апрiорних iмовiрностей: система у будь-який момент
часу може опинитися з однаковою ймовiрнiстю в одному з можливих мi-
кростанiв. Це означає, що для системи зW досяжними станами ймовiр-
нiсть знайти систему у мiкростанi ν дорiвнює
Pν = 1/W. (3.1)
Для визначення середнiх значень фiзичних величин, що характери-
зують макроскопiчну систему, можна використовувати два способи.Пер-
ший спосiб — вимiрюють фiзичнi величини протягом досить великого
промiжку часу, за який у системi реалiзується велика кiлькiсть дося-
жних мiкростанiв, i проводять усереднення. Подiбне усереднення у рам-
ках методу молекулярної динамiки виконувалось у попередньому роз-
дiлi. Другий спосiб — статистичний, що базується на ергодичнiй гiпо-
тезi5. Суть цього методу полягає у такому. Незважаючи на очевидний
фiзичний змiст середнiх за часом, у статистичнiй фiзицi вводять понят-
тя статистичних середнiх у даний момент часу, що обчислюються за ан-
самблем мiкростанiв, якi вiдповiдають заданому макростану. Тобто за-
мiсть розгляду еволюцiї однiєї системи у часi розглядається набiр, або
ансамбль, систем, що вiдповiдають одному й тому самому макроскопi-
чному стану. Повне число систем в ансамблi дорiвнює числу можливих
мiкростанiв. Iмовiрнiсть знайти в ансамблi тотожних систем ν-ту реалi-
зацiю (конфiгурацiю елементiв (частинок) визначається виразом (3.1).
Ансамбль систем, що характеризується величинами N , E, V та опи-
сується розподiлом iмовiрностей виду (3.1), називається мiкроканонi-
чним ансамблем.
Будемо вважати, що система характеризується деякою величиною
m, значення якої в ν-му станi дорiвнюєmν . Тодi середнє значенняm за
ансамблем визначається як
〈m〉 =
W∑
ν=1
mνPν . (3.2)
5Гiпотеза про збiг середнiх значень величин, що обчислюються усередненням за ча-
сом та усередненням за ансамблем реалiзацiй, називається ергодичною гiпотезою.
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З останнього рiвняння бачимо, що для розрахунку середнього за ансам-
блем необхiдно знати значення ймовiрностей Pν . При невеликiй кiлько-
стi елементiв значення ймовiрностей можна визначити методом перебо-
ру: фiксуючиN та V , розглянути всi мiкростани, що забезпечують повну
енергiю E. Однак при збiльшеннi числа елементiв цей метод стає не-
прийнятним через великий об’єм обчислень. У цих умовах доводиться
використовувати наближенi методи, серед яких одним iз найефективнi-
ших є метод Монте-Карло.
3.2.2 Метод Монте-Карло
Загальна iдея методу Монте-Карло для мiкроканонiчного ансамблю
складається в одержаннi репрезентативної вибiрки з повного числа мi-
кростанiв й оцiнцi з її використанням значення 〈m〉:
〈m〉 = 1
M
M∑
i=1
mi, (3.3)
де M — велике число — кiлькiсть систем у вибiрцi. У найпростiшо-
му виглядi алгоритм одержання репрезентативної вибiрки має такий ви-
гляд:
1. Фiксуємо повне число частинокN та об’єм системи V .
2. Змiнюємо випадковим чином координати i швидкостi окремих ча-
стинок.
3. Беремо конфiгурацiї мiкростанiв, що мають задану повну енергiю.
Необхiдно зазначити, що ця процедура виявляється досить неефе-
ктивною, томущо бiльшiсть конфiгурацiй узагалi не матимуть необхiдної
повної енергiї i повиннi бути вiдкинутi.
Розглянемо бiльш ефективну процедуру, яка враховує вимоги стати-
стичної механiки, а саме: ансамбль буде канонiчним, якщо ймовiрнiсть
того, що система належить ансамблю, пропорцiйна exp(−E/kT ). Такий
ансамбль можна побудувати чисельно за допомогою процесу Маркова.
Алгоритм побудови ансамблю:
1. НехайN частинок спочатку розподiленi усерединi об’єму V будь-
яким довiльним чином. Вiзьмемо певну частинку (наприклад, µ = 1) i
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перемiстимо її випадковим чином у будь-яку точку квадрата зi стороною
a:
xi+1µ = x
i
µ + a(R1 −
1
2
),
yi+1µ = y
i
µ + a(R2 −
1
2
), (3.4)
де R1 i R2 — випадковi числа з iнтервалу 0 ≤ R ≤ 1.
2. У результатi на кроцi i + 1 утвориться нова система, стан якої
описується вектором (xi+11 , y
i+1
1 , .., x
i+1
N , y
i+1
N ). Оскiльки випадковi чи-
сла рiвноймовiрнi, то новий стан отримано способом, що вiдповiдає ви-
мозi рiвностi апрiорних iмовiрностей. При перемiщеннi частинки вiдбу-
лася змiна енергiї∆E, яку можна обчислити так:
∆E =
N∑
ν=1,ν 6=µ
[
U(|−→x i+1µ −−→x i+1ν |)− U(|−→x iµ −−→x iν |)
]
, (3.5)
де U — потенцiал взаємодiї.
3. Перед нами є задача побудувати канонiчний ансамбль так, щоб
частота появи систем, що його утворюють, була пропорцiйною до вели-
чини exp(−E/kT ). Такий розподiл за ансамблем можна одержати, вирi-
шуючи питання, буде отримана система дозволеною чи нi. Якщо ∆E <
0, тобто перемiщення приводить до системи з меншою енергiєю, то си-
стема включається в ансамбль. З iншого боку, якщо ∆E > 0, тобто
утворилася система з бiльшою енергiєю, то система включається в ан-
самбль лише з iмовiрнiстю exp(−∆E/kT ). Для цього вибирається третє
випадкове число R3, i якщо R3 < exp(−∆E/kT ), то нова система при-
єднується до ансамблю, а якщо нi, то нова система вiдкидається, i до
ансамблю ще один раз додається стара система. На цьому даний крок
завершений, i протягом наступного кроку перемiщується iнша частинка
µ′.
Очевидно, що чим бiльше систем мiститься в ансамблi, тим кращий
буде розв’язок, але для задоволення умови рiвностi апрiорних iмовiр-
ностей необхiдно побудувати принаймнi Mmin = NL/a систем. Вибiр
параметра a теж може бути довiльним, однак установлено, що при ви-
значеннi термодинамiчних величин збiжнiсть буде бiльшшвидкою, якщо
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значення a буде порядку вiдстанi мiж частинками. Шукану термодина-
мiчну змiнну можна одержати просто як середнє за ансамблем.
У загальному випадку метод усереднення за ансамблем за методом
Монте-Карло значно перевищує за швидкодiєю прямий метод усере-
днення за часом з використанням детермiнiстичних рiвнянь руху. Однак
цей метод зорiєнтований лише на рiвноважнi системи, що обумовлює
бiльш вузьку область його застосування.
3.2.3 Iдеальний газ
Розглянемо методику застосування методуМонте-Карло до вивчен-
ня фiзичних характеристик простих систем, типу класичного iдеального
газу (швидкостi частинок неперервнi та необмеженi, енергiя частинок не
залежить вiд їх положення, повна енергiя є сумою кiнетичних енергiй
окремих частинок). У даному випадку можна запропонувати спрощену
процедуру Монте-Карло, запропоновану в [5].
Цей метод полягає у подiлi вихiдної макроскопiчної системи на двi
пiдсистеми: вихiдну, яку в подальшому будемо називати просто систе-
мою, i пiдсистему, що складається з одного елемента, який ми назве-
мо ”конденсатором”. Обходячи елементи системи i передаючи енергiю,
”конденсатор” забезпечує змiну конфiгурацiї системи. Якщо енергiї, яка
накопичена у ”конденсаторi”, виявляється досить, вiн вiддає енергiю то-
му елементу системи, якому потрiбна енергiя для здiйснення змiни кон-
фiгурацiї. I навпаки, якщо для змiни конфiгурацiї потрiбно зменшити енер-
гiю системи, енергiя частково передається ”конденсатору”. Єдине обме-
ження полягає в тому, що енергiя ”конденсатора” повинна бути позитив-
ною. Описана процедура алгоритмiчно має такий вигляд:  1 Задаємо початкову конфiгурацiю системи iз заданим значенням
повної енергiї.  2 Вибираємо випадковим чином частинку i робимо спробу змiнити
її швидкiсть.  3 Обчислюємо повну енергiю системи у новому станi.  4 Якщо у новому станi енергiя системи виявляється меншою, то
система вiддає енергiю ”конденсатору” i нова конфiгурацiя приймає-
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ться. Якщо у новому станi енергiя системи виявляється бiльшою, то но-
ва конфiгурацiя приймається, якщо енергiї ”конденсатора” досить, щоб
передати її системi. У протилежному разi нова конфiгурацiя не прийма-
ється i частинка зберiгає свою вихiдну швидкiсть.  6 Якщо змiна швидкостi не змiнює енергiю системи, то нова кон-
фiгурацiя приймається.
Перелiченi вище дiї повторюються до одержання репрезентативної
вибiрки мiкростанiв. Очiкується, що через деякий промiжок часу систе-
ма досягне рiвноважного стану, в якому система та ”конденсатор” мати-
муть деякi середнi (для кожного) значення енергiї. При цьому значення
повної енергiї системи залишається сталим.
Зазначимо, що моделювання мiкроканонiчного ансамблю при сталiй
енергiї проводиться незалежно вiд температури. При цьому температура
системи може бути визначена на основi кiнетичних енергiй усiх частинок
iз спiввiдношення (1/2)m〈v2〉 = (d/2)kBT , де d— вимiрнiсть простору.
Вiдмiтимо, що мiкроканонiчний ансамбль не можна вважати абсо-
лютно адекватною моделлю реальних статистичних систем, оскiльки ре-
альнi системи не є iзольованими, а знаходяться у тепловому контактi
з навколишнiм середовищем. Оскiльки розмiр системи, що дослiджу-
ється, як правило, набагато менший за розмiр навколишнього середо-
вища, її звичайно називають мiкросистемою, а оточуюче середовище—
тепловим резервуаром. При цьому закон збереження енергiї належить
до всiєї системи, що складається з мiкросистеми та теплового резер-
вуара. Розглянемо велике число уявних копiй мiкросистеми i теплово-
го резервуара, що можуть бути описанi за допомогою мiкроканонiчного
ансамблю. При цьому мiкросистему разом iз тепловим резервуаром мо-
жна вважати iзольованою термодинамiчною системою. Оскiльки най-
бiльший iнтерес становлять рiвноважнi значення фiзичних величин, що
описують мiкросистему, необхiдно знати ймовiрнiсть, з якою мiкроси-
стема опиниться у станi iз заданою енергiєю. Ансамбль, який описує
розподiл iмовiрностей станiв мiкросистеми, що знаходиться в термоди-
намiчнiй рiвновазi з тепловим резервуаром, називається канонiчним
ансамблем . У загальному випадку, мiкросистемоюможна вважати одну
або декiлька частинок серед iнших частинок теплового резервуара.При-
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кладом такої мiкросистеми є ”конденсатор” (див. поперед. пiдроздiл),
який можна вважати мiкросистемою, мiкроканонiчний стан якої визна-
чається лише її енергiєю Ec. Таким чином, метод вiдшукання розподi-
лу ймовiрностей у канонiчному ансамблi полягає у тому, щоб виконати
чисельне моделювання ”конденсатора”, що обмiнюється енергiєю з iде-
альним газом та визначити густину розподiлу p(Ec). Обчислювальний
алгоритм, що дозволяє розв’язати цю задачу, досить очевидний:  1 Проводимо моделювання канонiчного ансамблюметодомМонте-
Карло, зберiгаючи на кожному кроцiМонте-Карло значення енергiї ”кон-
денсатора” Ec.  2 Для знайденої реалiзацiї значень енергiї ”конденсатора” обчи-
слюємо розподiл iмовiрностей P (Ec)4E .  3 Визначаємо функцiональну залежнiсть P (Ec)4E вiд темпера-
тури теплового резервуара.
Зазначимо, що при коректному обчисленнi отриманий розподiл енер-
гiї ”конденсатора”матиме вигляд канонiчного розподiлу (розподiлу Боль-
цмана) [6]. Цей розподiл прийнято записувати у такому виглядi:
P (Ec) =
1
Z
exp
(
− Ec
kBT
)
, (3.6)
де Z - нормувальний множник. Як бачимо, канонiчний розподiл хара-
ктеризується температурою. Звiдси робимо висновок, що у канонiчному
ансамблi будь-який макростан визначається параметрами T ,N , V .
Остання формула забезпечує простий спосiб обчислення темпера-
тури на основi середньої енергiї ”конденсатора”, яка, за визначенням,
дорiвнює
〈Ec〉 =
∫∞
0 Ec exp
(
− EckBT
)
dEc∫∞
0 exp
(
− EckBT
)
dEc
= kBT. (3.7)
Таким чином, середня енергiя ”конденсатора” дорiвнює температурi
теплового резервуара (в одиницях kB). Цей результат справедливий ли-
ше за умови, якщо енергiя набуває неперервних значень. При комп’ю-
терному моделювання температура буде дещо вiдрiзнятися вiд передба-
чуваного значення (3.7).
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3.2.4 Модель Iзинга
Розглянемо одновимiрну гратку iзN закрiплених вузлiв (спiнiв), ко-
жний з яких характеризується числом si, де si = +1, якщо спiн спря-
мований "вгору", i si = −1, якщо вiн спрямований "униз". Таким чи-
ном, будь-яка конкретна конфiгурацiя такої системи задається набором
змiнних s1, s2, .., sN . Повна енергiя системи залежить вiд конфiгурацiї
спiнiв i визначається за формулою
E = −J
N∑
i,j
sisj − h
N∑
i
si, (3.8)
де перша сума береться за всiма парами спiнiв, якi є сусiднiми, друга—
за усiма спiнами. J — константа обмiнної взаємодiї; константа h хара-
ктеризує зовнiшнє поле. Помiтимо, що коли J > 0, то стани з однона-
прямленими спiнами ↑↑ (або ↓↓) є енергетично вигiднiшими, нiж пари рi-
знонапрямлених спiнiв (↓↑), оскiльки така конфiгурацiя зменшує енер-
гiю системи. Вiдповiдно при застосуваннi цiєї моделi до опису фазових
перетворень у магнетиках необхiдно очiкувати, що при J > 0 стан з мi-
нiмальною повною енергiєю спiнiв є феромагнiтним, тобто таким, коли
середнє сумарне число спiнiв, орiєнтованих в одному напрямку, не до-
рiвнює нулю. Якщо J < 0, бiльш вигiднiшими є стани зi спiнами проти-
лежної спрямованостi, i стан системи є антиферомагнiтним.
Для вивчення часової поведiнки системи (наприклад, переходу си-
стеми у рiвноважний стан) вводять так звану динамiку "перевертання
спiну". У цiй динамiцi на кожному кроцi iтерацiйного процесу випадко-
вим чином вибирається i перевертається (si = −si) спiн, якщо новий
стан спiну є енергетично вигiднiшим (метод Монте-Карло). Цей алго-
ритм, наприклад, є придатним наближенням до реальної динамiки анi-
зотропного магнiту, спiни якого пов’язанi з коливаннями гратки.
При моделюваннях системи Iзинга практичне значення має розра-
хунок середньої намагнiченостi
〈m〉 = 〈
N∑
i
si〉, (3.9)
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теплоємностi
C =
1
kBT 2
(
〈E2〉 − 〈E〉2
)
, (3.10)
магнiтної сприйнятливостi (за вiдсутностi зовнiшнього поля)
χ =
1
kBT
(
〈m2〉 − 〈m〉2
)
. (3.11)
Оскiльки нас цiкавлять властивостi нескiнченної системи, при моде-
люваннi бажано ввести перiодичнi граничнi умови (рис. 3.1а). Крiм того,
помiтимо, що для двовимiрної моделi Iзинга ймовiрнiсть перевертання
спiну зводиться до п’яти випадкiв, поданих на рис. 3.1б, що може бути
використано для оптимiзацiї розрахункових витрат.
a б
Рисунок 3.1— Модель Iзинга: (а) тороїдальнi перiодичнi граничнi умови (на
рисунку показанi сусiднi спiни до спiнiв, окреслених колами);
(б) п’ять можливих конфiгурацiй, якi описують змiну енергiї
при перевертаннi центрального спiну
3.3 Алгоритми
Розглянемо алгоритм реалiзацiї методу Монте-Карло для дослiдже-
ння моделi Iзинга.
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  1 Випадковим чином формуємо початкову конфiгурацiю (випадко-
вi напрямки спiнiв).  2 Виконуємо випадкову змiну в поточнiй конфiгурацiї. Наприклад,
випадковим чином вибираємо спiн i перевертаємо його.  3 Розраховуємо змiну енергiї4E системи, обумовлену змiною кон-
фiгурацiї.  4 Якщо4E ≤ 0, то беремо нову конфiгурацiю. Якщо4E > 0, то
розраховуємо ймовiрнiсть переходу у новий стан P = exp(−4E/kBT ).
Генеруємо випадкове число R: 0 ≤ R ≤ 1. Якщо R ≤ P , беремо нову
конфiгурацiю, iнакше зберiгаємо попередню конфiгурацiю.  5 Якщо виконано достатньо iтерацiй за методомМонте-Карло (си-
стема наближається до рiвноваги), переходимо до наступного пункту,
iнакше переходимо до кроку 2.  6 Розраховуємо фiзичнi параметри системи.  7 Переходимо до кроку 2 або завершуємо iтерацiйну процедуру
при виконаннi значної кiлькостi iтерацiй.
Для виведення поточної просторової конфiгурацiї спiнiв у MATLAB
зручно використовувати графiчнi функцiї quiver3 (тривимiрне векторне
поле) або bar3 (тривимiрна дiаграма). Наприклад, якщо поточна конфi-
гурацiя спiнiв мiститься у двовимiрному масивi S, то застосування фун-
кцiї quiver3 можливе у такий спосiб:
i=1:9;
j=1:9;
% Çàäà¹ìî êîîðäèíàòè òî÷îê ó òðèâèìiðíîìó ïðîñòîði
% äëß âèâåäåííß âåêòîðíèõ ñòðiëîê; ó íàøîìó âèïàäêó
% (U,V,S) - êîìïîíåíòè âåêòîðà, Z - ïëîùèíà, ßêà ¹
% îñíîâîþ âåêòîðíèõ ñòðiëîê.
U(i,j)=0;
V(i,j)=0;
Z(i,j)=0;
quiver3(Z,U,V,S);
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Результат роботи функцiї quiver3 поданий на рис.3.2а. Аналогiчним чи-
ном можна застосувати функцiю bar3:
bar3(S);
Результат роботи функцiї bar3 поданий на рис.3.2б.
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Рисунок 3.2— Графiчне зображення поточної конфiгурацiї спiнiв за допомо-
гою функцiй quiver3 (а) та bar3 (б)
3.4 Приклади
3.4.1 Iдеальний газ
Виконаємо чисельне моделювання ”конденсатора”, що обмiнюється
енергiєю з iдеальним газом, та визначимо густину розподiлу p(Ec). Для
цього, фiксуючи енергiю "конденсатора"кожного разу при змiнi швид-
костi певної частинки, отримуємо масив можливих значень енергiї Ec.
Далi, подiляючи дiапазон можливих значень енергiї на окремi дiлянки,
визначаємо, скiльки разiв енергiя системи (протягом експерименту) по-
трапила в ту чи iншу дiлянку. У результатi отримуємо шукану густину
розподiлу. Приклад програми, що виконує таке моделювання, наводи-
ться у додатку.
Результати роботи програми:
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E_c =0.5910 (середня енергiя конденсатора);
Aver_v = -5.0861e-004 (середня швидкiсть);
Num = 0.4665 (вiдносна кiлькiсть прийнятих конфiгурацiй).
Ec0 1 2 3 4
N p(Ec) 
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Рисунок 3.3— Густина розподiлу енергiї лабораторної системи (” конденса-
тора”). Суцiльна крива— результат апроксимацiї
Аналiзуючи результати роботи програми, можна зробити такi виснов-
ки:
1. Кiлькiсть конфiгурацiй, якi прийнятi до ансамблю, становить 50%
вiд загальної кiлькостi розглянутих систем.
2. Середня швидкiсть, що припадає на кожну частинку, як це й очi-
кувалося, фактично дорiвнює нулю.
3. Як бачимо з рис. 3.3, розподiл iмовiрностей описується експонен-
цiальною залежнiстю, яка має вигляд розподiлу Больцмана.
4. Аналiзуючи результати апроксимацiї, робимо висновок, що тем-
пература теплового резурвуара (b = 0.66) у межах точностi моделi при-
близно дорiвнює середнiй енергiї конденсатора (Ec = 0.591), що добре
узгоджується з (3.7).
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3.4.2 Модель Iзинга
Подана у додатку програма дозволяє провести моделювання дво-
вимiрної моделi Iзинга з перiодичними межами методом Монте-Карло.
Припускається, що система знаходиться у тепловому резервуарi iз тем-
пературою T , зовнiшнє поле вiдсутнє. Програма виводить на екран за-
лежнiсть середньої намагнiченостi вiд знерозмiреної температури резер-
вуара, при цьому реєстрацiя змiни намагнiченостi вiдбувається на ко-
жному кроцi методу Монте-Карло. Результати роботи програми зобра-
женi на рис. 3.4.
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Рисунок 3.4— (a) Модель Iзинга. Експериментально отримана залежнiсть
намагнiченостi 〈m〉 вiд температури T теплового резервуара.
Результати моделювання на гратцi розмiром 64x64. Вихiднi
данi: J/kB = 1, зовнiшнє поле вiдсутнє h = 0, кiлькiсть iте-
рацiй за методом Монте-Карло Niter = 1000. (б) Намагнiче-
нiсть нiкелю як функцiя температури. Суцiльна крива— тео-
ретична, побудована на основi теорiї середнього поля. Точки
— експеримент. Tc — температура Кюрi. Данi взятi з робо-
ти [7]
На рис. 3.4 показана залежнiсть намагнiченостi вiд температури, роз-
рахована в рамках проведеного комп’ютерного експерименту (рис.3.4а)
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та реального експерименту з нiкелем (рис. 3.4б). Як бачимо, результати
якiсно збiгаються, що свiдчить про адекватнiсть моделi Iзинга при опи-
сi переходiв феромагнетик-парамагнетик у реальних системах. Бiльш
плавну залежнiсть 〈m〉(T ) можна отримати, збiльшивши розмiр систе-
ми та кiлькiсть iтерацiй методу Монте-Карло. Як бачимо з рисунка, при
збiльшеннi температури намагнiченiсть поступово зменшується i стає
нульовою при певному критичному значеннi Tc. Така поведiнка нама-
гнiченостi дає пiдставу вiднести цей перехiд iз феромагнiтного стану до
парамагнiтного до числа фазових переходiв другого роду. Як вiдомо з те-
орiї магнетизму, критична температура, при якiй зникає намагнiченiсть,
називається точкою Кюрi (Tc = 358oC).
Питання для самоконтролю
1 У чому полягає суть методу Монте-Карло? Назвiть недолiки та
перваги цього методу.
2 Назвiть основнi iдеї вивчення систем багатьох частинок за допо-
могою методу Монте-Карло.
3 Якими факторами визначається точнiсть методу Монте-Карло?
4 У чому полягає рiзниця мiж методами молекулярної динамiки та
методом Монте-Карло?
5 Назвiть основнi етапи побудови мiкроканонiчного ансамблю.
6 Якi обмеження накладаються на систему багатьох частинок при
застосуваннi методу Монте-Карло?
7 Наведiть алгоритм моделювання системи ”Iдеальний газ”.
8 Назвiть основнi iдеї, покладенi в основу моделi Iзинга
9 Яким чином можна уникнути врахування граничних умов у моделi
Iзинга?
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10 Назвiть основнi чинники, що впливають на точнiсть моделювання
спiнових систем за допомогою моделi Iзинга.
11 Якi фiзичнi параметри спiнових систем можна розрахувати за до-
помогою моделi Iзинга?
Завдання для самостiйної роботи
1 Промоделюйте рух однiєї класичної частинки наведеним у роздi-
лi методом Монте-Карло. Швидкiсть частинки змiнюється на ви-
падкову величину±4v. Частинка повнiстю характеризується сво-
єю кiнетичною енергiєю. При заданiй температурi T та початковiй
швидкостi v0 знайдiть середню енергiю 〈E〉 та середню швидкiсть
〈v〉. Побудуйте залежнiсть густини ймовiрностi P реалiзацiї стану
з енергiєю E. Переконайтеся, що отримана залежнiсть є розподi-
лом Больцмана.
2 Використовуючи умови задачi 1, розгляньте випадокN невзаємо-
дiючих частинок (iдеальний газ). Надайте всiм частинкам однако-
ву початкову швидкiсть v0.
3 Використовуючи умову задачi 2, оцiнiть час переходу системи у
стан теплової рiвноваги. Критерiй переходу у рiвноважний стан
пiдберiть самостiйно.
4 Використовуючи умову задачi 2, побудуйте залежнiсть середньої
енергiї, яка припадає на одну частинку, вiд температури резерву-
ару T . Середню енергiю розраховуйте пiсля переходу системи у
рiвноважний стан.
5 Використовуючи умову задачi 2, оцiнiть середнiй квадрат флукту-
ацiй енергiї 〈4E2〉 = 〈E2〉 − 〈E〉2 при рiзних температурах.
6 Промоделюйте поведiнку одновимiрної моделi Iзинга з перiоди-
чними межами (ланцюжок замкнутий у кiльце) за вiдсутностi зов-
нiшнього поля. Вiзуально простежте за змiною конфiгурацiї спiнiв
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i оцiнiть час переходу системи у рiвноважний стан. Реалiзуйте роз-
рахунок намагнiченостi та енергiї системи.
7 Використовуючи умову задачi 6, проведiть моделювання за умови
наявностi зовнiшнього поля (h 6= 0).
8 Використовуючи двовимiрну модель Iзинга, розрахуйте теплоєм-
нiсть та магнiтну сприйнятливiсть системи. При розрахунках не-
обхiдно врахувати, що перехiд у рiвноважний стан (який є базовим
для обчислень фiзичних параметрiв) iз початкової конфiгурацiї за-
ймає певний промiжок машинного часу.
9 Використовуючи двовимiрну модель Iзинга, оцiнiть час переходу
системи у рiвноважний стан. Критерiй рiвноваги пiдберiть само-
стiйно.
10 Використовуючи умову задачi 8, нарисуйте графiки залежностi се-
редньої енергiї 〈E〉, теплоємностi C та сприйнятливостi χ вiд тем-
ператури T . При якiй температурi вiдбувається фазовий перехiд
(зникає намагнiченiсть)?
11 Використовуючи кiнетичне визначення температури, вiдповiдно до
якого для одновимiрної моделi температура визначається iз спiв-
вiдношенняm〈v2〉/2 = T/2 (деm〈v2〉/2— середня кiнетична енер-
гiя на частинку, T — температура в одиницях kB), та наведену у
додатку функцiю Ideal_gas, отримайте ”кiнетичну” температуру
T газу.
12 Використовуючи функцiю Ideal_gas (наведена у додатку), побу-
дуйте графiк густини ймовiрностi P (Ec) того, що ”конденсатор”
має енергiю Ec. Покажiть, що отримана залежнiсть є розподiлом
Больцмана (або канонiчним розподiлом):
P (Ec) = Ae−
Ec
T .
13 Використовуючи функцiю Ideal_gas (наведена у додатку), прове-
дiть дослiдження залежностi точностi визначення температури вiд
числа частинок системи та числа крокiв методу Монте-Карло.
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Роздiл 4
Моделювання дифузiйних процесiв
У роздiлi розглядаються ключовi питання щодо побудови моделей
дифузiйних процесiв. Наводяться основнi чисельнi методи розв’язання
рiвнянь у частинних похiдних та визначаються межi їх застосовано-
стi. На наочному прикладi моделювання поширення тепла у прямоку-
тнiй пластинцi показанi основнi прийоми програмної реалiзацiї наве-
дених у роздiлi алгоритмiв.
4.1 Постановка задачi
Є прямокутна пластина зi сталим коефiцiєнтом температуропровiд-
ностi D. Задано початковий розподiл температури T = T (x, y), поту-
жнiстьWi та координати (xi, yi) джерел тепла.Проаналiзуйте змiну тем-
ператури рiзних точок пластини з часом.
4.2 Теоретичний матерiал
4.2.1 Рiвняння дифузiї
У цьому роздiлi ми будемо використовувати комп’ютер для чисель-
ного розв’язання рiвняння у частинних похiдних (рiвняння дифузiї), що
описує багато фiзичних явищ, наприклад, тепловий потiк або дифузiю
домiшок у нерухомiй рiдинi. Перебiг дифузiї можна уявити як процес
розчину краплi фарби у склянцi води.Фарба складається iз великої кiль-
костi окремих частинок, кожна з яких неодноразово вiдштовхується вiд
молекул води, що її оточують, тобто рухається випадковим щляхом. Че-
рез величезну кiлькiсть частинок фарби їхнi iндивiдуальнi випадковi ру-
хи утворюють надзвичайно детермiновану загальну модель. Для побудо-
ви такої моделi ми переходимо на вищий iєрархiчний рiвень опису проце-
су розчинення фарби (вiд мiкроскопiчного до мезоскопiчного опису). На
цьому рiвнi будується рiвняння еволюцiї концентрацiї фарби у просторi
та часi, при цьому покладається, що рiдина є суцiльним середовищем.
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Подiбним чином можна уявити теплову енергiю, яка поширюється
завдяки випадковим взаємодiям сусiднiх частинок. Зазначимо, що по-
няття суцiльних середовищ i неперервних полiв є абстрактними. Однак
вони знаходять широке застосування у фiзицi: у класичнiй електродина-
мiцi рiвняння Максвелла формулюються за допомогою визначення не-
перервних функцiй джерела; тверде тiло часто для простоти трактується
як суцiльне; рiзноманiтнi середовища (рiдини, гази, плазма i т.п.) можна
спрощено трактувати як суцiльнi. На основi цих уявлень у просторi й ча-
сi визначають неперервнi функцiї, що описують властивостi середовища
i, застосовуючи кiлькiснi закони фiзики, одержують рiвняння у частин-
них похiдних, що зв’язують властивостi середовища у просторi й часi.
Оскiльки нас цiкавить саме процес теплопровiдностi, отримаємо вiд-
повiдне рiвняння дифузiї, на базi якого будуватимемо розв’язання по-
ставленої задачi [2]. За законом збереження енергiї швидкiсть змiни енер-
гiї в об’ємi V повинна дорiвнювати потоку енергiї −→q через поверхню S,
яка охоплює даний об’єм:
∂
∂t
∫∫∫
ε(−→x , t)dτ = −
∫∫ −→q −→dS, (4.1)
де ε(−→x , t) — густина енергiї; dτ — елементарний об’єм. Застосовую-
чи теорему Остроградського-Гаусса до правої частини рiвняння (4.1),
одержуємо ∫∫∫ (
∂ε
∂t
+
∂
∂−→x
−→q
)
dτ = 0, (4.2)
де −→x = (x, y, z). Нехай густина енергiї ε є пропорцiйною температурi .
З експерименту вiдомо, що потiк тепла−→q залежить вiд градiєнта темпе-
ратури. Тому, вводячи коефiцiєнт пропорцiйностi (коефiцiєнт теплопро-
вiдностi)D, одержимо рiвняння дифузiї
∂T
∂t
− ∂
∂−→x D
∂
∂−→x T = 0. (4.3)
Зрозумiло, що у випадку сталого коефiцiєнта дифузiї та наявностi
джерел теплаWi усереденi об’єму V рiвняння (4.3) перепишеться так:
∂T
∂t
−D ∂
2
∂−→x 2T =
N∑
i=1
Wi(−→x ), (4.4)
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де N — кiлькiсть джерел тепла. Розглянемо далi основнi методи та по-
милки, якi виникають при чисельному iнтегруваннi рiвнянь типу (4.4).
4.2.2 Огляд методiв для параболiчних рiвнянь
Основнi принципи рiзницевих методiв, наведенi у попереднiх роздi-
лах, показують, що функцiї, неперервнi у просторi й часi, можна замiни-
ти векторами, компоненти яких визначаються лише у дискретних точках
простору i часу [8]- [20]. У випадку звичайних диференцiальних рiвнянь
точнiсть та стiйкiсть розв’язку пов’язана у першу чергу з характерни-
ми часовими характеристиками цих рiвнянь (наприклад, iз часом зага-
сання або часом осциляцiї). Аналогiчно точнiсть i стiйкiсть чисельного
розв’язку рiвнянь у частинних похiдних залежать вiд характерних ча-
сових масштабiв процесiв, якi описуються цими рiвняннями. Тому у за-
гальному випадку перед застосуванням рiзницевого методу до рiвнянь у
частинних похiдних важливо встановити деякi iстотнi фiзичнi властиво-
стi таких рiвнянь.
Явнийметод першого порядку точностi.Найпростiшийшлях роз-
в’язання рiвняння дифузiї за часом— використати явний метод першо-
го порядку, аналогiчний методу Ейлера для звичайних диференцiальних
рiвнянь (роздiл 3). Як i ранiше, у момент часу t = 0 початковi умови
визначають залежну змiнну на просторовiй сiтцi {xj} (xj — координата
j-го вузла просторової сiтки). Розглянемо одновимiрний випадок (лан-
цюжок iз N вузлiв, розмiщених на вiдстанi4, в кожному з яких визна-
чена змiнна u). Нам необхiдно проiнтегрувати рiвняння
∂un
∂t
−D∂
2u
∂x2
= 0 (4.5)
у межах кроку за часом∆t. Просторовий оператор ∂2/∂x2 — друга по-
хiдна за простором, яка за аналогiєю до другої похiдної за часом визна-
чається так:
∂2
∂x2
u ≈ u
n
j+1 − 2unj + unj−1
42 , (4.6)
де4— крок за простором, unj = u(tn, xj). У такому випадку un+1j зна-
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ходиться з рiзницевого рiвняння
un+1j = u
n
j +
D∆t
42 (u
n
j+1 − 2unj + unj−1). (4.7)
Зазначимо, що опис методiв дослiдження стiйкостi рiзницевих схем
виходить за рамки цього посiбника; без доведення наведемо умову стiй-
костi цього методу:
∆t ≤ 0.54
2
D
. (4.8)
Отже, щоб одержати стiйкий чисельний розв’язок, ми повиннi виби-
рати крок за часом, менший за максимально припустимий крок (4.8).
Цей результат можна пояснити фiзично. Максимальний припустимий
крок за часом ∆tmax дорiвнює часу дифузiї на характернiй довжинi 4,
що збiгається з просторовим кроком сiтки. Величина∆tmax є часом по-
ширення iнформацiї уздовж довжини 4. Оскiльки метод розв’язання є
явним, то iнформацiя наn+1 часовому кроцi в точцi j може бути отрима-
на лише з навколишнiх точок. Тому в явному методi iнформацiя ”поши-
рюється” по сiтцi лише зi швидкiстю 4/∆t, i якщо ця швидкiсть через
великий крок за часом виявляється занадто малою, можна чекати появи
некоректних результатiв.
Неявний метод Кранка-Нiкольсона. Метод Кранка-Нiкольсона
для параболiчних рiвнянь аналогiчний неявному методу другого порядку
для звичайних диференцiальних рiвнянь (роздiл 3). Усереднюючи про-
сторовий дифузiйний член за часом, отримуємо неявну схему
un+1j = u
n
j +
D∆t
242
(
un+1j+1 − 2un+1j + un+1j−1
)
+
D∆t
242
(
unj+1 − 2unj + unj−1
)
.
(4.9)
Метод Кранка - Нiкольсона є безумовно стiйким. Крiм того, вiн має
точнiсть другого порядку як за часовим, так i за просторовим кроком i
завдяки цим перевагам широко застосовується. Однак точнiсть i стiй-
кiсть схеми були отриманi цiною ускладнення системи рiвнянь для ви-
значення величин un+1j . У (4.9) новi значення u
n+1
j визначенi неявно,
що потребує додаткового розв’язання матричного рiвняння на кожно-
му кроцi за часом.
48
Нестiйкийметод "з переcтупом".Увипадку звичайних диференцi-
альних рiвнянь метод "з переcтупом" має ряд позитивних властивостей.
На перший погляд, цей метод можна застосовувати i для розв’язання
рiвняння дифузiї
un+1j = u
n−1
j + 2
D∆t
42
(
unj+1 − 2unj + unj−1
)
. (4.10)
Можна довести6, що один iз коренiв для множника переходу7 зав-
жди менший за (-1), i тому метод є безумовно нестiйким.
Метод Дюфора - Франкеля
un+1j = u
n−1
j + 2
D∆t
42
[
unj+1 −
(
un+1j + u
n−1
j
)
+ unj−1
]
. (4.11)
Використовуючи нескладнi перетворення (4.11), знайдемо явний ви-
раз для функцiї un+1j у кожному вузлi сiтки:
un+1j =
(
1− α
1 + α
)
un−1j +
α
1 + α
(
unj+1 + u
n
j−1
)
, (4.12)
де
α = 2
D∆t
42 . (4.13)
Наведена явна схема є стiйкою. Зрозумiло, що поданий метод має
великi можливостi, але необхiдно вiдзначити, що для великих крокiв за
часом рiзницева схема призводить до коливань, хоча i незростаючих.
6Доведення виходить за рамки цього посiбника, тому зацiкавленому читачу пропо-
нуємо ознайомитись iз спецiальною лiтературою за чисельними методами.
7Множник переходу g = εn+1/εn, де εn+1 та εn — вiдповiдно похибка на n + 1- та
n-му часових кроках.
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4.3 Розв’язання рiвнянь у частинних похiдних з
використанням MATLAB
4.3.1 Розв’язання методом скiнченних рiзниць
Програма розв’язання рiвняння дифузiї методом скiнченних рiзниць
на МАTLAB наводиться у пiдроздiлi 4.5.28.
4.3.2 Розв’язання з використанням пакета ToolBoxPartial Differenti-
al Equations (PDE)
Пакет ToolBox Partial Differential Equations (PDE) призначений для
розв’язання задач механiки, теплопровiдностi, текучостi рiдини, електро-
статики та електродинамiки, якi зводяться до диференцiальних рiвнянь у
частинних похiдних у двовимiрних областях складної форми. До складу
TOOLBOX входить додаток PDETOOL iз графiчним iнтерфейсом ко-
ристувача, а також набiр функцiй, корисних пiд час написання власних
додаткiв для розв’язання задач методом скiнченних елементiв. Середо-
вище PDETOOL дозволяє задати геометрiю областi, тип i коефiцiєнти
диференцiального рiвняння, граничнi й початковi умови, зробити розби-
вання областi на скiнченнi елементи (трiангуляцiю), розв’язати отрима-
ну систему лiнiйних рiвнянь та вiзуалiзувати результат.
Як приклад застосування пакета PDE розглянемо таку задачу: зна-
Рисунок 4.1: — Геометрiя задачi
йти розподiл температури в обла-
стi, що зображена на рис. 7.1.
Границi прямокутника є теплоiзо-
льованими, а краї отвору пiддаю-
ться нагрiванню; температура на
краях змiнюється лiнiйно у часi.
Всерединi областi немає розпо-
дiлених джерел тепла; у початко-
вий момент часу температура дорiвнює нулю. Температура буде зроста-
ти на краях отвору протягом 10 секунд.
8Для повноцiнного ознайомлення з основами вiзуального проектування та моделю-
вання динамiчних систем пропонуємо ознайомитися з роботами [21]- [28]
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Розв’язання поставленої задачi проводиться у декiлька етапiв:
1-й етап— конструювання областi задачi.
За допомогою команди pdetool завантажуємо пакет PDE. Констру-
ювання областi передбачає створення прямокутника та кола заданих
розмiрiв i вилучення кола з прямокутника. Зручно розмiстити область
таким чином, щоб центр збiгався з початком координат, тодi координати
нижнього лiвого кута прямокутника будуть (−1.5,−0.5), а його висота i
ширина 1 i 3 вiдповiдно. Для створення прямокутника необхiдно скори-
статися командою меню Draw → Rectangle/square. Утримуючи лiву
кнопку мишки, рисуємо мишкою необхiдну прямокутну область. Точно
задаємо її положення i розмiри. Для цього подвiйним клацанням мишки
викликаємо дiалогове вiкно Object Dialog. У рядках Left i Bottom за-
даємо координати нижнього лiвого кута прямокутника: -1.5 i -0.5 вiд-
повiдно. У рядках Width i Height— ширину i висоту прямокутника: 3 i
1 вiдповiдно. Name за замовчуванням буде R1.
Рисуємо коло з центром у точцi (0, 0) i радiусом 0.3 (команда меню
Draw → Ellipse/circle(centered)). Рисування при натиснутiй клавiшi
Ctrl дозволяє створити правильне коло або квадрат. У дiалоговому вi-
кнi Object Dialog задаємо положення кола та його радiус. Встановлю-
ємо зв’язок мiж зображеними примiтивами (прямокутником i колом), з
яких складається область; коло повинне бути вилучене з прямокутника.
Для цього в рядку областi введення Set formula записуємо формулу
R1 - C1.
2-й етап— встановлення коефiцiєнтiв та граничних умов.
МенюOptions мiстить пiдменюApplication, що дозволяє задати тип
розв’язуваної задачi. Пункт Heat Transfer вiдповiдає задачi про розпо-
дiл тепла. Визначаємо модельне рiвняння: за допомогою команди меню
PDE → PDESpecification викликаємо дiалогове вiкно PDE Speci-
fication, у якому потрiбно задати коефiцiєнти рiвняння, що описує по-
ставлену задачу. На панелi Equation мiститься загальний вигляд рiвня-
ння теплопровiдностi: rho*C*T'-div(k*grad(t))=Q+h*(Text-T). Лiва
панель вiкна PDE Specification дозволяє вибрати тип задачi: Elliptic
— вiдповiдає задачi про стацiонарний розподiл тепла; Parabolic— вiд-
повiдає нестацiонарному випадку. Для нашої задачi встановлюємо пере-
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микач у полi Parabolic. Права панель призначена для визначення кое-
фiцiєнтiв рiвняння:
◦ густина rho=1;
◦ теплоємнiсть ñ=1;
◦ коефiцiєнт теплопровiдностi k = 1;
◦ потiк тепла Q = 0;
◦ коефiцiєнт конвективного теплообмiну h = 0;
◦ зовнiшня температура Text = 0.
За допомогою команди менюBoundary → BoundaryMode перево-
димо середовище PDETOOL у режим встановлення граничних умов. У
цьому режимi вiдображаються тiльки межi областi. Звернiть увагу, що
прямокутник має чотири межi, за числом сторiн, i коло теж складається
з чотирьох дуг. Задаємо граничнi умови для верхньої межi прямокутни-
ка. Для цього клацанням мишки активiзуємо верхню межу прямокутни-
ка i за допомогою команди Boundary → SpecifyBoundaryConditions
викликаємо вiкно Boundary Condition, призначене для вибору типу
граничних умов 9. Оскiльки потiк через межу прямокутної областi є вiд-
сутнiм, у вiкнi Boundary Condition встановлюємо перемикач у поло-
ження Neuman (умова Неймана n*k*grad(T)+q*T=g).
Очевидно, що для одержання теплоiзольованих меж потрiбно зада-
ти коефiцiєнти q i g такими, що дорiвнюють 0. Згрупуємо чотири части-
ни кола й у рядку Text вводимо формулу 100*t (умова Дiрiхле), змiнна
t позначає час. Задаємо початковий розподiл температури та iнтервал
часу, на якому необхiдно знайти наближений розв’язок. Для цього за
допомогою команди меню Solve → Parameters викликаємо дiалого-
ве вiкно Solve Parameters. У вiкнi Time встановлюємо вектор моментiв
часу (вiд 0 до 10 з кроком 0.5), а у вiкнi u(t0) — початковий розподiл
температури (нуль у нашому випадку).
3-й етап— розв’язання i вiзуалiзацiя результатiв
Розв’язання складається з двох крокiв:
1) трiангуляцiї— покриття сконструйованої областi сiткою,що скла-
дається з трикутникiв;
9Оскiльки граничнi умови є однаковими, то при натиснутiй клавiшi Shift можна ви-
дiлити вiдразу всi чотири сторони прямокутника.
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2) розв’язання задачi на цiй розрахунковiй сiтцi.
Перехiд у режим трiангуляцiї здiйснюється за допомогою команди
Mesh → MeshMode. Область задачi розбивається на досить великi
трикутнi елементи. Для одержання розв’язку з високою точнiстю поча-
ткової трiангуляцiї недостатньо, потрiбно зменшити крок розбиття обла-
стi. Це можна зробити за допомогою команди Mesh → RefineMesh.
Кожен вибiр цiєї команди приводить до рiвномiрного зменшення розмi-
рiв трикутникiв. Необхiдно мати на увазi, що вибiр занадто дрiбної сiтки
може призвести до значних витрат часу на розв’язання системи лiнiйних
рiвнянь методом скiнченних елементiв. Повернення до початкової трiан-
гуляцiї— команда менюMesh→ InitializeMesh.
Для знаходження розв’язку активiзуємо меню Solve → SolvePDE.
У вiкнi pdetool з’являється розподiл температури в областi у кiнцевий
момент часу (t=10 у нашому випадку) (рис.4.2). За допомогою коман-
ди меню Plot → Parameters можна викликати дiалогове вiкно Plot
Selection, що дозволяє вибрати тип та вигляд результату.
4.3.3 Розв’язання за допомогою пакета SIMULINK
Розглянемо розв’язання одновимiрного рiвняння теплопровiдностi за
допомогою пакета SIMULINK. Рiвняння еволюцiї у нашому випадку має
вигляд
∂u
∂t
= D
∂2u
∂x2
. (4.14)
Перейдемо вiд неперервної до дискретної моделi: отримуємо систе-
му звичайних диференцiальних рiвнянь, кожне з яких описує динамiку
змiни величини u в окремих вузлах простору. У матричному виглядi така
система рiвнянь може бути подана таким чином:
du
dt
= D(Au+B), (4.15)
де права частина являє собою дискретне наближення до D(∂2u/∂x2),
(ми замiняємо (∂2u/∂x2) у (t, x) на u(t, xj+1) − 2u(t, xj) + u(t, xj−1)).
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Рисунок 4.2— Результати моделювання з використанням пакета ToolBox
Partial Differential Equations: розподiл тепла у двовимiрнiй
пластинi з отвором
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МатрицяA має вигляд
A =

−2 1 0 0 0 ... 0
1 −2 1 0 0 ... 0
0 1 −2 1 0 ... 0
0 0 1 −2 1 ... 0
...
...
...
. . . . . . . . .
...
0 0 . . . 0 1 −2 1
0 0 0 . . . 0 1 −2

. (4.16)
Вектор B являє собою граничнi умови. Далi, вiдповiдно до системи
рiвнянь (4.15), сконструюємо модель (рис. 4.3). Використовуючи меню
Scope
Integrator
1
s
Gain1
2
Gain
K*u
Constant
-C-
Рисунок 4.3— Модель рiвняння (4.15) у програмi SIMULINK
програми SIMULINK задамо початковi (D = 4,−10 ≤ x ≤ 10,4x = 1,
t ∈ [0, 10]) та граничнi (на кiнцях стрижня температура пiдтримується
сталою i дорiвнює 10 та 20 вiдповiдно) умови. Початковi умови для u за-
даються у блоцi INTEGRATOR. У вiкнiBlock Properties уводимо рядок:
[10*ones(9,1);15;20*ones(9,1)] (тобто задаємо початкове значення
температури у кожнiй з 19 внутрiшнiх точок стрижня (крiм граничних
точок): [10, 10, .., 10, 15, 20, 20, .., 20]). Тут використовується число 15 як
компромiс у точцi x = 0 (середнє значення мiж 10 та 20). Аналогiчним
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чином змiнюємо властивостi блока GAIN: у вiкнi властивостей уводимо
матрицюA:
-2*eye(19)+diag(ones(18,1),1)+diag(ones(18,1),-1)
та обираємо тип множення — матричне Matrix(K*u). У блоцi GAIN1
вводимо константу множення D. Блок CONSTANT являє собою грани-
чнi умови (вектор B). Перший елемент вектора B дорiвнює 10, остан-
нiй 20, елементи мiж ними дорiвнюють 0. Таким чином, у вiкнi власти-
востей даного блока вводимо рядок [10; zeros(17,1);20]. Далi збе-
рiгаємо модель пiд iм’ям heat_1d_model.mdl i запускаємо процес си-
муляцiї. Результати моделювання подаються у вiкнi SCOPE у виглядi 19
кривих, що вiдображають часову змiну температури кожної з 19 внутрi-
шнiх точок стрижня.
Зазначимо, що результати моделювання можна зберегти та викори-
стати у робочому просторi системиMATLAB. Запуск моделi iз робочого
вiкна MATLAB виконується командою
>> [T,U]=sim('heat_1d_model.mdl',[0,5])
Результат моделювання на промiжку t ∈ [0, 5]— масиви T (час) та U
(матриця iз 19 стовпцiв— температура кожної з точок у кожний момент
часу iз масиву T) стають доступними для використання. До матрицi U
додамо додатковi стовпцi значень температури у кiнцевих точках:
>> u=[10*ones(length(T),1),U,20*ones(length(T),1)]
Далi виконуємо команди:
>> x=-10:10
>> surf(x,T,u)
Результат моделювання подано на рис. 4.4.
Як бачимо з рисунка, температура точок лiвої половини зростає з ча-
сом; температура правої половини зменшується. Вiдповiдно через про-
мiжок часу 4t = 5 температура кожної з точок стрижня виходить на
певний стацiонарний рiвень, при цьому профiль температури описується
лiнiйною залежнiстю T (x).
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Рисунок 4.4— Розв’язання рiвняння теплопровiдностi у пакетi SIMULINK
4.3.4 Розв’язання за допомогою команди pdepe
Функцiя pdepe застосовується для розв’язання рiвнянь у частинних
похiдних (з однiєю просторовою координатою) вигляду
c
(
x, t, u,
∂u
∂x
)
∂u
∂t
= x−m
∂
∂x
(
xmf
(
x, t, u,
∂u
∂x
))
+ s
(
x, t, u,
∂u
∂x
)
,
(4.17)
де c— дiагональна матриця; f — потiк; s— джерела. Використання па-
раметра m дозволяє розв’язувати одновимiрнi задачi з лiнiйною геоме-
трiєю (m = 0), розглянути цилiндричну (полярну) (m = 1) або сферичну
(m = 2) систему координат.
Початковi умови визначаються для вектора невiдомих:
u(x, t0) = u0(x). (4.18)
Граничнi умови задаються у такому виглядi:
p(x, t, u) + q(x, t)f
(
x, t, u,
∂u
∂x
)
= 0. (4.19)
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Як приклад розглянемо розв’язання рiвняння
∂u
∂t
= D
∂
∂x
(
∂u
∂x
)
, (4.20)
де−5 ≤ x ≤ 5, t ∈ [0, 4],D = 4
з початковими
u(x, 0) = cos(pix/4) (4.21)
та граничними
u(−5, t) = 0 (4.22)
pie−t +
∂u
∂x
(5, t) = 0 (4.23)
умовами.
Наступний M-файл розв’язує подану задачу.
function pdepe_my
m = 0; % ãåîìåòðiß ¹ ëiíiéíîþ
x = linspace(-5,5,21);
% ðîçáèâà¹ìî iíòåðâàë x ñiòêîþ iç 21 âóçëà
t = linspace(0,4,81);
sol = pdepe(m,@pdex1pde,@pdex1ic,@pdex1bc,x,t);
% âèäiëß¹ìî ïåðøèé åëåìåíò ðîçâ'ßçêó ßê u.
u = sol(:,:,1);
surf(x,t,u)
% áóäó¹ìî çàëåæíiñòü u(x,t) òà ïiäïèñó¹ìî îñi
xlabel('Distance x')
ylabel('Time t')
% Ôóíêöiß, ùî îïèñó¹ ðiâíßííß (7.34)
function [c,f,s] = pdex1pde(x,t,u,DuDx)
c = 1;
f = 4*DuDx;
s = 0;
% Ôóíêöiß, ùî çàäà¹ ïî÷àòêîâi óìîâè
function u0 = pdex1ic(x)
u0 = cos(pi*x/4);
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% Ôóíêöiß, ùî çàäà¹ ãðàíè÷íi óìîâè çãiäíî çi
% ñïiââiäíîøåííßìè (7.36-7.37)
function [pl,ql,pr,qr] = pdex1bc(xl,ul,xr,ur,t)
% óìîâà Äiðiõëå íà ëiâîìó êiíöi
pl = ul;
ql = 0;
% óìîâà Íåéìàíà íà ïðàâîìó êiíöi
pr = pi*exp(-t);
qr = 1;
Результат роботи подано на рис. 4.5.
Рисунок 4.5— Розв’язання рiвняння (4.20) за допомогою команди pdepe
Як бачимо з рисунка, система досить швидко ”забуває” про поча-
тковий неоднорiдний розподiл температури. Через промiжок часу4t =
4 за рахунок дифузiї температура вздовж стрижня вирiвнюється, вихо-
дячи на стацiонарний рiвень, що вiдповiдає граничним умовам. У даному
випадку температура вздовж стрижня дорiвнює нулю.
4.4 Алгоритми
У цьому пiдроздiлi наводиться алгоритм числового розв’язання рiв-
няння дифузiї за допомогою явного методу першого порядку точностi.
Розглянемо двовимiрний випадок (для одновимiрного випадку опускає-
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мо iндекс j в усiх рiвняннях):
∂T
∂t
−D
(
∂2
∂x2
+
∂2
∂y2
)
T =
N∑
i
Wi(xi, yi).
Алгоритм розв’язання задачi можна описати так:  1 Розбиваємо континуальний простiр поля пластини на однаковi
домени розмiром 4 × 4. Вважаємо, що температура вздовж окремого
домена є сталою величиною.  2 Задаємо коефiцiєнт дифузiїD (у неоднорiдному випадку— окре-
мо вздовж кожного вимiру Dx, Dy), початковий розподiл температури
Ti,j(t = 0) (де i, j визначають координати окремого домена на гратцi),
координати i потужностi джерел теплаWi,j . Припускаємо, що t = 0.  3 Запускаємо цикл за t. 3.1 Шляхом послiдовного перебору всiх вузлiв гратки (окремих
доменiв) за допомогою рiзницевої схеми перераховуємо температури до-
менiв на наступному кроцi за часом. На цьому етапi створюємо два ци-
кли за i та за j i перераховуємо температуру кожного домена за форму-
лою обраного методу. У випадку явної схеми першого порядку точностi
розрахункова формула має вигляд
Ti,j(t+∆t) = Ti,j(t) +D
(
Ti,j+1(t)− 2Ti,j(t) + Ti,j−1(t)
42 ∆t+
+
Ti+1,j(t)− 2Ti,j(t) + Ti−1,j(t)
42 ∆t
)
+Wi,j4t. (4.24)
 3.2 Виводимо поточний розподiл температури на екран, зафарбо-
вуючи елементи так, що рiзним температурам вiдповiдають рiзнi кольо-
ри.  3.3 Збiльшуємо час на крок ∆t. Повертаємося до операцiї 3.1.
Якщо цикл за t закiнчився— переходимо до п.4.  4 Вихiд iз програми.
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4.5 Приклади
4.5.1 Моделювання поширення тепла у двовимiрнiй
пластинi
Розглянемо програмну реалiзацiю алгоритму моделювання пошире-
ння тепла у тонкiй двовимiрнiй пластинцi, на краях якої пiдтримується
стала температура T1 = 10 та T2 = 100. Початкова температура всiх
внутрiшнiх точок - 0. Ми припускаємо, що додаткових джерел тепла не
iснує. Для розв’язання рiвняння дифузiї
∂T
∂t
−D
(
∂2
∂x2
+
∂2
∂y2
)
T = 0
розiб’ємо континуальний простiр поля пластини на однаковi домени (по-
дамо у виглядi граткиM ×N з кроком4 = 1) (рис.4.6) i будемо вважа-
ти, що температура вздовж окремого домена є сталою. Для вiзуалiзацiї
0 1 2 N N+1
T2 T2 T2 T2 T2………… T2 T2 T2 T2 T2
N+2 T1 N+3 T1
T1 T1
T1 T1
.. ..
.. ..
T1 T1
T1 T1
T1 T1
T1 T1
T2 T2 T2 T2 T2………… T2 T2 T2 T2 T2
(N+1)+(N+2)(M+1)
Рисунок 4.6— Моделювання поширення тепла у двовимiрнiй пластинi: кон-
тинуальний простiр розбивається на окремi домениM × N з
кроком4 = 1
процесу поширення тепла зручним є подання степеня нагрiтостi окре-
мих дiлянок пластини градацiями одного (наприклад, сiрого) кольору,
при цьому припускаємо, що мiнiмальнiй температурi T = T1 вiдповiдає
чорний колiр, а максимальнiй T2 — бiлий. У поданому в додатку при-
кладi використовується 16 градацiй сiрого кольору. Результат роботи
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Рисунок 4.7— Поширення тепла у тонкiй пластинi, межi якої пiдтримуються
при сталiй температурi
програми (наведена у додатку) поданий на рис.4.7, де показана картина
розподiлу тепла у пластинi у момент часу t = 5. Вiзуально простежуючи
за характером нагрiвання пластини, можна зробити висновок, що да-
ний процес, вiзуально, абсолютно тотожний процесу розчинення краплi
фарби у склянцi води. Це пояснюється тим, що, як зазначалося на по-
чатку роздiлу, мезаскопiчнi рiвняння, що описують обидва процеси, аб-
солютно однаковi. Температура плавно ”перетiкає” вiд бiльш нагрiтих
дiлянок до менш нагрiтих, тобто у системi вiдбувається процес дифузiї
тепла.
4.5.2 Розв’язання рiвняння дифузiї у програмi MATLAB
Наступна програма на MATLAB (наводиться у додатку) дозволяє
розрахувати температурний профiль пластини зi сталою температурою
на межах i вивести розподiл температури на екран.
Результат роботи програми поданий на рис. 4.8.
Як i очiкувалося, температура у системi поступово вирiвнюється з
часом, наближаючись до значення T = 10 для усiх точок пластини.
Питання для самоконтролю
1 Отримайте рiвняння дифузiї.
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Рисунок 4.8— Розподiл температури у полi пластини у рiзнi моменти часу:
а) t = 1; б) t = 10; в) t = 50; г) t = 100
2 Назвiть стiйкi методи, якi можуть бути застосованi для розв’язан-
ня рiвняння теплопровiдностi.
3 Назвiть стiйкi методи, якi можуть бути застосованi для розв’язан-
ня гiперболiчних рiвнянь.
4 Яким чином формулюється умова стiйкостi для багатовимiрної за-
дачi?
5 Назвiть основнi iдеї, якi лежать в основi алгоритму моделювання
дифузiйних процесiв.
6 Яким чином можна уникнути врахування граничних умов при мо-
делюваннi дифузiйних процесiв?
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Завдання для самостiйної роботи
1 Виберiть декiлька активних елементiв у центрi одновимiрного стри-
жня, температура яких є високою. Побудуйте графiк залежностi
температури вiд координати i проаналiзуйте змiну розподiлу тем-
ператури вздовж стрижня з часом.
2 Розв’яжiть попередню задачу у випадку, коли стрижень є неодно-
рiдним, наприклад, коефiцiєнт температуропровiдностi його лiвої
половини бiльший, нiж правої.
3 Задайте джерело тепла, потужнiсть якого перiодично змiнюється з
часом з достатньо малою частотою. Промоделюйте тепловi хвилi.
4 Нехай температура групи елементiв, що знаходяться у центрi пла-
стини, є досить високою. Проаналiзуйте змiну розподiлу темпера-
тури з часом у випадках однорiдної та iзотропної пластини.
5 Розв’яжiть попередню задачу для випадку, коли пластина неодно-
рiдна.
6 Промоделюйте нагрiвання анiзотропної пластини джерелами те-
пла, розмiщеними в центрi.
7 Поблизу центра пластини є група поглиначiв тепла (джерел тепла
з вiд’ємною потужнiстю). Вивчiть змiну розподiлу температури з
часом.
8 Пластина з отвором мiстить джерело i поглинач тепла. Проаналi-
зуйте розподiл температури у рiзнi моменти часу.
9 Температура групи елементiв поблизу центра пластини пiдтримує-
ться сталою. Проаналiзуйте розподiл температури, якщо пластина
має джерела тепла з додатною (вiд’ємною) потужнiстю.
10 Розв’яжiть попередню задачу у випадку, коли пластина анiзотро-
пна, тобто її коефiцiєнт температуропровiдностi залежить вiд обра-
ного напрямку.
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Роздiл 5
Моделювання руху системи зв’язаних осциляторiв
У роздiлi розглядається методика моделювання системи зв’язаних
осциляторiв, якi здiйснюють одновимiрнi поперечнi або поздовжнi ко-
ливання.
5.1 Постановка задачi
Промоделюйте рух системи iз N осциляторiв з масами mi та жорс-
ткiстю пружин ki, зв’язаних мiж собою пружинкамижорсткiстю qi. Лан-
цюжок осциляторiв розмiщений у в’язкому середовищi. Нехай початко-
вий зсув xi(t = 0) та швидкiсть vi(t = 0) кожного iз осциляторiв вiдомi.
Розгляньте випадки, коли на окремi осцилятори дiє змушувальна сила
fi(t) [29,30].
5.2 Теоретичний матерiал
5.2.1 Поперечнi коливання
Розглянемо ланцюжок осциляторiв з масами mi та коефiцiєнтами
жорсткостi пружин ki; мiж окремими осциляторами iснують пружнi си-
ли з коефiцiєнтами qi (рис. 5.1).
Сила, яка дiє на окремий осцилятор, визначається стисканням та
розтягуванням зв’язаних з ним пружинок, силою пружностi−kixi само-
го осцилятора та силою в’язкого тертя −rvi (vi — швидкiсть i-го осци-
лятора). На кожний i-й осцилятор з боку сусiднiх i + 1-го та i − 1-го
осциляторiв дiє сила
Fi = qi(xi−1 − xi) + qi+1(xi+1 − xi), (5.1)
де xi — зсув i-го осцилятора вiд положення рiвноваги. Отже, згiдно з
другим законом Ньютона рух окремого осцилятора описується рiвнян-
ням
miai = mi
d2xi
dt2
= Fi − rvi − kixi, (5.2)
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Рисунок 5.1— Поперечнi коливання точкових осциляторiв, з’єднаних пру-
жинками. x2, x4 — вiдхилення вiд положення рiвноваги вiд-
повiдно другого та четвертого осциляторiв; осцилятори 1 та 7
є закрiпленими
де ai — прискорення i-го осцилятора. Отже, маємо системуN-рiвнянь,
яка може бути розв’язана методами, запропонованими у роздiлi 2.
5.2.2 Поздовжнi коливання
Розглянемо коливальний рух лiнiйного ланцюжка частинок, з’єдна-
них пружинками з коефiцiєнтами пружностi qi (рис. 5.2). Крайовi осци-
лятори є закрiпленими:
x0 = xN+1 = 0. (5.3)
Рисунок 5.2— Поздовжнi коливання точкових осциляторiв, з’єднаних пру-
жинками: x1 — вiдхилення першого осцилятора вiд положе-
ння рiвноваги; a— вiдстань мiж осциляторами
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Оскiльки сила, що дiє на i-й (i = 2..N −1) осцилятор, визначається ли-
ше стисканням та розтягуванням пружинок лiворуч та праворуч i силою
тертя, то рiвняння руху i-го осцилятора набирає вигляду
mi
d2xi
dt2
= qi(xi−1 − xi) + qi+1(xi+1 − xi)− rvi. (5.4)
Рiвняння руху крайових осциляторiв мають вигляд
m1
d2x1
dt2
= −q1x1 + q2(x2 − x1)− rv1, (5.5)
mN
d2xN
dt2
= −qN+1xN + qN (xN−1 − xN )− rvN . (5.6)
5.3 Алгоритми  1 Задаємо параметри системи й початковi умови: число осциля-
торiв N , їхнi маси mi, коефiцiєнти пружних зв’язкiв ki та qi, зсув xi та
швидкiсть vi частинок у початковий момент часу t = 0, крок за часом
4t, сили fi, що дiють на окремi частинки.  2 Беремо t = 0.  3 Цикл за t. 3.1 Перебираємо всi осцилятори i для кожного з них розрахову-
ємо швидкiсть та зсув у наступний момент часу t + 4t, наприклад, за
модифiкованим методом Ейлера:
Fi(t) = qi(xi−1(t)− xi(t)) + qi+1(xi+1(t)− xi(t)), (5.7)
vi(t+4t) = vi(t) + Fi(t)− rvi(t)− kixi(t)
mi
4t, (5.8)
xi(t+4t) = xi(t) + vi(t+4t)4t, (5.9) 3.2 Виводимо результати на екран або до файла. 3.3 Якщо цикл за t закiнчився— вихiд iз циклу.
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Однiєю з основних проблем чисельного розв’язання диференцiаль-
них рiвнянь (ДР) i систем ДР є проблема вибору кроку iнтегрування,
оскiльки при досить великому кроцi iнтегрування виникають нестiйкi
розв’язки, тобто розв’язки, похибка яких починає зростати у часi експо-
ненцiальношвидко. Один iз способiв перевiрки стiйкостi методу полягає
у контролi величини повної енергiї, що у разi вiльних коливань повинна
зберiгатись. Отже для перевiрки правильностi вибору кроку iнтегрува-
ння можна використовувати такий алгоритм:  1 Задаємо початковi зсуви i швидкостi осциляторiв.  2 Задаємо часовий iнтервал, на якому шукається розв’язок систе-
ми ДУ, та число точок, в яких шукається чисельний розв’язок системи
ДУ.  3 Знаходимо розв’язок системи ДУ.  4 Обчислюємо значення енергiї системи зв’язаних осциляторiв у
кожен момент часу.  5 Аналiзуємо змiну енергiї системи у часi на заданому часовому
iнтервалi та оцiнюємо точнiсть виконання закону збереження енергiї.  6 При незадовiльнiй точностi розв’язку змiнюємо параметри роз-
в’язку (п. 2) (або обираємо iнший метод) та повторюємо пп.3-5.
5.4 Приклади
Розглянемо декiлька прикладiв програм (наведенi у додатку). Перша
програма дозволяє провести моделювання рухуN однакових осцилято-
рiв з масамиm. Крайнi осцилятори є закрiпленими. Програма моделює
поширення iмпульсу вздовж ланцюжка у випадку, коли крайнiй лiвий
осцилятор робить пiвколивання пiд дiєю вимушувальної гармонiчної си-
ли f1 = A sin(ωt) (t ∈ [0...T/2], T = 2pi/ω — перiод коливання; A —
амплiтуда коливань; ω— частота коливань). Через половину перiоду лi-
вий осцилятор повертається у вихiдне положення й у наступнi моменти
часу вiн залишається нерухомим. Програма припиняє свою роботу при
натисканнi на будь-яку клавiшу.
Друга програма дозволяє провести моделювання руху ланцюжка ос-
циляторiв, якi здiйснюють поздовжнi коливання уздовж осi x.
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Третя програма (мовоюMATLAB) дозволяє провести перевiрку стiй-
костi обраного чисельного методу шляхом контролю величини повної
енергiї у випадку вiльних коливань.
5.4.1 Вiзуалiзацiя руху системи осциляторiв:
поперечнi коливання та поздовжнi коливання
Результат роботи програми поданий на рис. 5.3. З рисунка бачимо,
що середнiй час поширення фронту хвилi уздовж ланцюжка (вiд лiво-
го осцилятора до крайнього правого осцилятора) при даних параметрах
системи становить t ≈ 0.3.
5.4.2 Перевiрка виконання закону збереження енергiї для
системи зв’язаних осциляторiв
Результат роботи програми поданий на рис. 5.4. Аналiз залежностi
повної енергiї коливальної системи вiд часу показує, що повна енергiя
на обраному часовому iнтервалi фактично не змiнюється (не бiльше нiж
на 1% ). Отже, обрана кiлькiсть точок (крок iнтегрування) є достатньою
для проведення експериментiв з даною моделлю.
Питання для самоконтролю
1 Побудуйте двовимiрну модель рухуN осциляторiв.
2 Яким чином модифiкується модель при переходi вiд поперечних
коливань до поздовжнiх?
3 Наведiть алгоритм розв’язку системи ДУ, що описує рух ланцюж-
ка осциляторiв.
4 Наведiть алгоритм перевiрки придатностi чисельної схеми для про-
ведення моделювання зазначеної системи.
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t = 0.02 t = 0.05
t = 0.1 t = 0.15
t = 0.2 t = 0.25
t = 0.3 t = 0.35
Рисунок 5.3— Вiзуалiзацiя процесу поширення хвилi вздовж ланцюжка
зв’язаних осциляторiв
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Рисунок 5.4— (a) Змiна енергiї 1-го (крива 1), 5-го (крива 2) та 15-го (кри-
ва 3) осциляторiв з часом; (б) змiна повної енергiї системи з
часом
Завдання для самостiйної роботи
1 Промоделюйте коливання двох зв’язаних осциляторiв. Розглянь-
те випадки: 1) на один iз осциляторiв дiє зовнiшня сила; 2) один з
осциляторiв має початковий зсув; 3) один з осциляторiв має поча-
ткову швидкiсть. Виконайте комп’ютернi експерименти при рiзних
параметрах моделi.
2 Проаналiзуйте коливання трьох зв’язаних осциляторiв, розглянув-
ши всi перелiченi вище випадки та виконавши комп’ютернi експе-
рименти при рiзних параметрах моделi.
3 Промоделюйте коливання 50 осциляторiв, зв’язаних пружинами,
у випадку, коли на лiвий крайнiй осцилятор подiяла короткочасна
сила. Розгляньте випадки, коли правий крайнiй осцилятор є закрi-
пленим (а) та незакрiпленим (б).
4 Вивчiть змiну фази iмпульсу при вiдбиваннi вiд ”бiльш щiльного”
та ”менш щiльного” середовища. Для цього промоделюйте поши-
рення iмпульсу вздовж ланцюжка осциляторiв у випадку, коли ма-
са однiєї половини осциляторiв та жорсткiсть їх пружин вiдрiзня-
ється вiд аналогiчних параметрiв iншої половини.
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5 Розгляньте рух коливальної системи, що складається iзN зв’яза-
них осциляторiв (N > 20), вважаючи, що mi = 1, ki = 1, при
початкових умовах xi(0) = 0, x˙i(0) = 0 пiд дiєю зовнiшньої сили
f(t) = A sin(Ωt), прикладеної до крайнього лiвого осцилятора.
• Знайдiть частоти власних коливань ωi (i = 1..N ) розглянутої
системи зв’язаних осциляторiв.
• Вивчiть рух кожного з тiл системи зв’язаних осциляторiв при
Ω = ωi, використовуючи для цього залежностi xi, vi, Ei та
їхнi спектри.
• Вивчiть рух коливальної системи у випадках Ω < min(ωi) та
Ω > max(ωi).
• Вивчiть залежнiсть швидкостi поширення збурювання у лан-
цюжку вiд частоти зовнiшньої сили. Пояснiть отриманий ре-
зультат.
• Вивчiть залежнiсть швидкостi поширення збурювання у лан-
цюжку вiд маси осциляторiв.
• Вивчiть залежнiсть швидкостi поширення збурювання у лан-
цюжку вiд жорсткостi пружин.
У результатi розв’язку наведеної задачi доведiть такi положення:
• розглянута система є фiльтром, що не пропускає коливання з
частотами Ω << min(ωi) та Ω >> max(ωi);
• при частотi зовнiшньої сили Ω << min(ωi) система робить
коливання як єдине цiле з частотою,що дорiвнює частотi зов-
нiшньої сили;
• при частотi зовнiшньої сили Ω >> max(ωi) амплiтуди коли-
вань частинок спадають у напрямку правого кiнця ланцюжка.
6 Використовуючи умову попередньої задачi та вважаючи, що си-
стема складається з осциляторiв рiзних мас, дайте вiдповiдь на
таке запитання: як впливає подiбний розподiл мас на поводжен-
ня системи i швидкiсть поширення збурювання?
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7 Використовуючи умову попередньої задачi та вважаючи, що си-
стема складається з рiзних пружинок, дайте вiдповiдь на запитан-
ня: як впливає така конфiгурацiя на поводження системи i швид-
кiсть поширення збурювання?
8 Побудуйте залежнiсть, що вiдображає змiну повної кiнетичної енер-
гiї системи осциляторiв з часом. Виконайте розрахунок кiнетичнлї
енергiї окремих осциляторiв. Проаналiзуйте отриманi залежностi.
9 Побудуйте залежнiсть, що вiдображає змiну повної потенцiальної
енергiї з часом. Виконайте розрахунок потенцiальної енергiї окре-
мих осциляторiв. Проаналiзуйте отриманi залежностi.
10 Порiвняйте результати двох попереднiх задач для енергiї окремих
осциляторiв та енергiї системи в цiлому. Покажiть, що результую-
ча крива становить пряму лiнiю.
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Роздiл 6
Моделювання поширення механiчної хвилi
Роздiл присвячений моделюванню одновимiрних механiчних хвиль у
суцiльних пружних середовищах. Моделювання проводиться на основi
лiнiйного хвильового рiвняння, яке виводиться у граничному випадку
великого числа зв’язаних лiнiйних осциляторiв (роздiл 5).
6.1 Постановка задачi
Промоделюйте поширення одновимiрної хвилi у суцiльному пружно-
му середовищi. Як вихiднi данi задачi взято: закони руху (коливань) окре-
мих дiлянок середовища i швидкiсть поширення збурювання. Необхiдно
розрахувати зсув елементiв середовища у наступнi моменти часу.
6.2 Теоретичний матерiал
6.2.1 Побудова моделi
У роздiлi 5 ми розглянули мiкроскопiчну картину поширення механi-
чної хвилi: коливальний рух ланцюжка iзN зв’язаних осциляторiв, який
у спрощеному випадку може бути описаний системою рiвнянь
mi
d2xi
dt2
= qi(xi−1 − xi) + qi+1(xi+1 − xi), (6.1)
де xi — поперечний зсув i-го осцилятора вiд положення рiвноваги; па-
раметр qi описує взаємодiю i-го осцилятора з сусiднiм (i − 1)-м осци-
лятором. Для спрощення аналiзу ми не враховуємо силу в’язкого тертя,
яка легко може бути додана до правої частини кожного з рiвнянь поданої
системи (роздiл 5). У випадку однакових осциляторiв (q = qi, m = mi,
i = 1..N ) останнє рiвняння переписується у виглядi
m
d2xi
dt2
= q(xi+1 − 2xi + xi−1). (6.2)
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Перейдемо тепер вiд коливального руху до хвильового, або, iнши-
ми словами, вiд мiкроскопiчного до макроскопiчного опису процесу по-
ширення хвилi. Використовуючи (6.2), отримаємо неперервне хвильове
рiвняння, яке буде базовим для моделювання процесiв поширення одно-
вимiрних хвиль. Для цього розглянемо граничний випадок N →∞. За-
мiнимо xi(t), де i— дискретна змiнна на функцiю x(y, t), де y — непе-
рервна змiнна. Тодi рiвняння (6.2) перепишеться у виглядi
∂2x(y, t)
∂t2
=
qa2
m
1
a2
(x(y + a, t)− 2x(y, t) + x(y − a, t)), (6.3)
де a— вiдстань мiж окремими осциляторами. Далi, розвиваючифункцiю
x(y ± a, t) у ряд Тейлора (до другого порядку включно)
x(y ± a, t) = x(y, t)± a∂x
∂y
+
a2
2
∂2x
∂y2
(6.4)
та скорочуючи вiдповiднi складовi, перепишемо рiвняння (6.3) у виглядi
∂2x(y, t)
∂t2
=
qa2
m
∂2x(y, t)
∂y2
. (6.5)
Припускаючи, що
qa2
m
= V 2f , (6.6)
де Vf — фазова швидкiсть хвилi, отримуємо хвильове рiвняння
∂2x(y, t)
∂t2
= V 2f
∂2x(y, t)
∂y2
. (6.7)
Останнє рiвняння описує процес поширення одновимiрної хвилi уздовж
осi y (рис. 6.1).
Хвильове рiвняння другого порядку (6.7) можна записати у виглядi
системи двох рiвнянь першого порядку:
∂v
∂t
= Vf
∂θ
∂y
, (6.8)
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Рисунок 6.1— Одновимiрна хвиля: x(y, t)— вiдхилення вiд положення рiв-
новаги; Vf — фазова швидкiсть
∂θ
∂t
= Vf
∂v
∂y
, (6.9)
де v = ∂x/∂t—швидкiсть зсуву; θ = ∂x/∂y— кутове вiдхилення.Перш
нiж розглянути методи, якi можуть бути використанi для розв’язання да-
ної системи рiвнянь, зазначимо, що (6.7) можна переписати так:
∂x
∂t
= v, (6.10)
∂v
∂t
= V 2f
∂2x(y, t)
∂y2
(6.11)
i застосувати явну схему iнтегрування (роздiл 4).
6.2.2 Огляд методiв для гiперболiчних рiвнянь
Явний метод першого порядку точностi. Розглянемо найпростi-
ший спосiб iнтегрування одновимiрного рiвняння перенесення
∂u
∂t
+ v
∂u
∂x
= 0 (6.12)
за допомогою явної схеми першого порядку точностi. Наближаючи (6.12)
у межах кроку за часом∆t, маємо
un+1j = u
n
j −
v∆t
24 (u
n
j+1 − unj−1). (6.13)
Рiзницевiй схемi (6.13) властива нестiйкiсть для будь-яких часових
крокiв∆t, i вона показує, що не всi явнi та простi схеми є корисними.
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КонсервативнийметодЛакса.Замiнюючи unj у схемi (6.13) на про-
сторове середнє, маємо
un+1j =
1
2
(unj+1 + u
n
j−1)−
v∆t
24 (u
n
j+1 − unj−1). (6.14)
Запишемо умову застосованостi даного методу:
∆t ≤ 4|v| . (6.15)
Для цього методу крок за часом потрiбно вибирати менше наймен-
шого характерного фiзичного часу задачi, що у випадку рiвняння пере-
несення є не що iнше, як час, за який швидкiсть v приводить до перебiгу
на вiдстань4.
Консервативний метод "з переступом". При iнтегруваннi гiпер-
болiчних рiвнянь з першим порядком точностi за часом у рiвняння вно-
ситься дестабiлiзувальна складова, оскiльки часовий iнтервал не є цен-
трованим за часом. Для стабiлiзацiї стiйкостi додають бiльш сильну про-
сторову складову (метод Лакса). Як результат — сильно згладжений
чисельний розв’язок.
Бiльш якiсну апроксимацiю дає метод "з переступом".
Допомiжний крок
un+1j = u
n−1
j −
v∆t
4 (u
n
j+1 − unj−1); (6.16)
Основний крок
un+2j+1 = u
n
j+1 −
v∆t
4 (u
n+1
j+2 − un+1j ). (6.17)
Зрозумiло, що при застосуваннi даного методу необхiдний об’єм па-
м’ятi подвоюється у порiвняннi з методом першого порядку. Виконуючи
аналiз стiйкостi, можна довести, що метод може застосовуватися лише
для рiвнянь перенесення i лише при виконаннi умови
∆t ≤ 4|v| . (6.18)
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Двокрокова схема Лакса - Вендрофа. Двокроковий метод Лакса
- Вендрофа забезпечує центрування за часом шляхом визначення про-
мiжних значень функцiй на напiвцiлих кроках за часом tn+1/2.
Допомiжний крок
u
n+1/2
j+1/2 =
1
2
(unj + u
n
j+1)−
v∆t
24 (u
n
j+1 − unj ); (6.19)
Основний крок
un+1j = u
n
j −
v∆t
4 (u
n+1/2
j+1/2 − u
n+1/2
j−1/2 ). (6.20)
Пiсля кожного основного кроку промiжнi значення величин un+1/2j+1/2 ста-
ють непотрiбними й у подальшому не використовуються.
Умова стiйкостi методу:
∆t ≤ 4|v| . (6.21)
Вiдзначимо, що у методi Лакса-Вендрофа не вноситься нiяких сто-
роннiх i додаткових чисельних мод. Ця перевага методу визначає його
широке застосування.
6.2.3 Багатовимiрнi явнi методи
Умова стiйкостi ∆t ≤ 4/|v|, накладена на крок за часом, застосов-
на до цiлого ряду методiв й у N-вимiрному просторi переходить у таку
умову
∆t ≤ 4|−→v |√N , (6.22)
де вектор швидкостi−→v — найбiльша швидкiсть поширення сiткою.
УN - вимiрному просторi методу Лакса, наприклад, набирає вигля-
ду
−→u n+1 = 1
2N
N∑
α=−N
−→u nα −
N∑
α=1
(−→u nα −−→u n−α) −→v ∆t24 . (6.23)
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Iндекси, що визначають конкретну точку сiтки, опущенi, й рiвняння не-
обхiдно розглядати у кожному вузлi гратки; iндекс α належить до 2N
сусiднiм точкам уN-вимiрному просторi.
У поширенiй двовимiрнiй постановцi схема набирає вигляду
un+1i,j =
1
4
(uni+1,j + u
n
i−1,j + u
n
i,j+1 + u
n
i,j−1)−
∆t
24vx(u
n
i+1,j − uni−1,j)−
−∆t
24vy(u
n
i,j+1 − uni,j−1).
(6.24)
Умова стiйкостi
∆t ≤ 4
(v2x + v2y)1/2
√
2
. (6.25)
6.3 Алгоритми  1 Дискретизуємо модель: розбиваємо неперервне пружне сере-
довище (вiсь y в одновимiрному випадку), у якому поширюється хви-
ля, граткою iз N вузлiв (в одновимiрному випадку), вiдстань мiж якими
(крок за граткою)4y. Створюємо два масиви X[N] та V[N], в яких буде-
мо зберiгати вiдповiдно зсув та швидкiсть точок середовища уN точках
гратки.  2 Задаємо параметри моделi: крок за часом 4t, швидкiсть поши-
рення хвилi Vf , початковi координати та швидкостi кожної iз N точок
середовища (xi(0), yi(0), i = 1..N ), а також рiвняння коливань окремих
точок середовища, наприклад рiвняння коливань крайньої лiвої точки
x1 = A sin(ωt). Припускаємо, що t = 0.  3 Цикл за t. 3.1 Збiльшуємо час на4t: t = t+4t. 3.2 Цикл за i. 3.2.1 Розраховуємо швидкiсть i-ї точки середовища у даний мо-
мент часу згiдно з методом Ейлера:
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vi(t+4t) = vi(t) + V 2f
xi+1(t)− 2xi(t) + xi−1(t)
(4y)2 4t. (6.26) 3.2.2 Записуємо розраховану швидкiсть i-ї точки у масив V. 3.2.3 Збiльшуємо i на 1 та повертаємося до пункту 3.2.1. Якщо
цикл за i закiнчився, беремо i = 1 та переходимо до пункту 3.3. 3.3 Цикл за i. 3.3.1 Розраховуємо координату i-ї точки середовища у даний мо-
мент часу згiдно з методом Ейлера:
xi(t+4t) = xi(t) + vi(t+4t)4t. (6.27) 3.3.2 Якщо вiдомi закони коливання окремих точок середовища,
розраховуємо їхнiй зсув у даний момент часу згiдно iз заданими закона-
ми. 3.3.3 Записуємо розраховану координату i-ї точки у масив X. 3.3.4 Збiльшуємо i на 1 та повертаємося до пункту 3.3.1. Якщо
цикл за i закiнчився, переходимо до пункту 3.4. 3.4 Записуємо отриманi данi (масив Õ та V) у файл або виводимо
на екран. В останньому випадку стираємо попереднiй рисунок та накре-
слюємо новий, з’єднуючi окремi елементи масиву X лiнiями. 3.5 . Повернення до пункту 3.1. Якщо цикл за t закiнчився— ви-
ходимо iз циклу.
6.4 Приклади
Подана програма (наводиться у додатку) дозволяє провести моде-
лювання поширення одновимiрної хвилi у пружному середовищi. Поча-
тковi координати та швидкостi елементiв середовища ми беремо такими,
що дорiвнюють нулю. Крайня лiва точка виконує два повних коливан-
ня згiдно iз законом A sin(ωt) та у подальшому є нерухомою. Правий
кiнець є закрiпленим. Початковi данi: амплiтуда коливань A=4, часто-
та omega=1, швидкiсть поширення хвилi V_f=2, крок за часом dt=0.01,
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крок за простором dy=1. Програма припиняє свою роботу при натискан-
нi на будь-яку клавiшу. Результат роботи програми поданий на рис. 6.2.
З рисунка бачимо, що середнiй час поширення фронту хвилi (при даних
параметрах системи) становить t ≈ 19.
Питання для самоконтролю
1 На основi яких припущень будується модель хвилi?
2 Якi рiзницевi схеми можуть бути застосованi при моделюваннi хви-
льових процесiв?
3 Який параметр моделi хвилi визначає густину середовища, в якому
вона поширюється?
4 Отримайте модель двовимiрної хвилi.
Завдання для самостiйної роботи
1 Модифiкуючи наведену вище програму, промоделюйте проходже-
ння i вiдбиття хвилi вiд середовища з бiльшою густиною. Для цьо-
го роздiлiть середовище на двi частини i припустiть, що швидкiсть
поширення хвилi в однiй iз частин системи (яка вважається бiльш
густою) є меншою.
2 Вивчiть поширення i вiдбиття хвилi (одиночного iмпульсу або цу-
гу) вiд закрiпленого i незакрiпленого кiнця пружного середовища.
3 Промоделюйте iнтерференцiю хвиль, яка виникає в результатi вiд-
биття падаючої хвилi або випромiнювання двох когерентних хвиль.
4 Проаналiзуйте залежностi довжини хвилi вiд частоти та швидкостi
поширення.
5 Промоделюйте поширення хвилi i її вiдбиття вiд закрiпленого (або
незакрiпленого) кiнця середовища у випадку, коли його iнший кра-
йовий елемент здiйснює гармонiчнi коливання.
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Рисунок 6.2— Вiзуалiзацiя процесу поширення хвилi у пружному середови-
щi. Джерело хвиль здiйснює два повних коливання. Правий
кiнець є закрiпленим
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6 Вивчiть поширення i вiдбиття хвилi у випадку, коли лiвий елемент
середовища здiйснює пiвколивання.
7 Простежте за суперпозицiєю хвиль, що випромiнюються двома,
вiддаленими один вiд одного на певну вiдстань, елементами, якi ко-
ливаються з однаковими (рiзними) частотами.
8 Промоделюйте виникнення стоячої хвилi при вiдбиттi гармонiчної
хвилi вiд правого закрiпленого (незакрiпленого) кiнця шнура.
9 Промоделюйте iнтерференцiю двох хвиль, якi поширюються назу-
стрiч одна однiй.
10 Використовуючи наведену модель, експериментально отримайте
залежнiсть довжини хвилi вiд частоти.
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Роздiл 7
Моделювання хаотичних динамiчних систем
Уроздiлi розглядаються нелiнiйнi динамiчнi системи, поведiнка яких
є випадковою, незважаючи нате, що вона визначається детермiнiсти-
чними законами. На простих прикладах наводяться основнi пiдходи до
аналiзу та моделювання таких систем, бiльш вiдомих пiд назвою ”хао-
тичнi системи”.
7.1 Постановка задачi
На прикладi логiстичного вiдображення продемонструйте ефект чу-
тливостi хаотичної системи до малих збурень початкових умов, визна-
чте показник Ляпунова та оцiнiть можливий час прогнозування пове-
дiнки хаотичної системи. Проведiть моделювання багатопараметричної
системи Лоренца та визначте параметри, при яких система демонструє
хаотичну поведiнку.
7.2 Теоретичний матерiал
Динамiчний (або детермiнований) хаос – нерегулярна непередбачу-
вана поведiнка виключно нелiнiйної динамiчної системи, яка виникає за
вiдсутностi впливу жодного випадкового чинника. Iснування хаосу по-
в’язане з чутливiстю до малих збурень початкових умов системи. Така
невизначенiсть у початкових умовах може бути обумовлена, наприклад,
кiнцевою точнiстю вимiрювальних приладiв.
Критерiєм хаосу є наявнiсть додатного старшого показника Ляпу-
нова, розрахунок якого може бути виконано як аналiтично (наприклад,
для простих рекурентних вiдображень), так i чисельно (для бiльш реа-
лiстичних моделей динамiчних систем) [31]. Розглянемо обидва випадки
бiльш детально.
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7.2.1 Опис хаотичних систем за допомогою вiдображень
Нехай δx(0)– нескiнченно мала вiдстань мiж двома точками у фазо-
вому просторi, якi належать рiзним фазовим траєкторiям у момент часу
t = 0, δx(t) – вiдстань мiж цими точками у момент часу t. Тодi можна
записати
|δx(t)| ≈ |δx(0)| exp(λt), (7.1)
де параметр λ називається показником Ляпунова. Якщо λ > 0, то двi
фазовi траєкторiї, якi виходять iз малого околу певної точки простору
(початковi координати зсунутi на незначну вiдстань), з часом розходя-
ться експоненцiально швидко (рис. 7.1(а)). Iз спiввiдношення (7.1) мо-
жна отримати формулу для розрахунку показника Ляпунова:
λ = lim
t→∞
δx(0)→0
1
t
ln
∣∣∣∣ δx(t)δx(0)
∣∣∣∣ . (7.2)
У загальному випадку вiн є функцiєю початкової координати.
Фазовi траєкторiї динамiчної системи, як правило, не можуть роз-
ходитися до нескiнченностi внаслiдок фiзичної обмеженостi руху. Тому
через деякий час вони наближаються до межi фазового об’єму, яку не
можуть перетнути. Це призводить до перемiшування фазових траєкто-
рiй (рис. 7.1б) – властивiсть, що притаманна статистичним системам.
Таким чином, чутливiсть динамiчної системи до малих збурень початко-
вих умов та обмеженiсть її фазового об’єму обумовлюють виникнення
динамiчного хаосу. Вiдповiдно прогноз поведiнки такої системи на три-
валий час стає неможливим.
Розгляд хаотичних динамiчних систем зручно почати з простих при-
кладiв – одновимiрних дискретних вiдображень, якi мають вигляд
xn+1 = f(xn), (7.3)
де x – динамiчна змiнна; f(x) – певна однозначна нелiнiйна функцiя;
n = 0, 1, 2, . . . .
Отримаємо загальний вигляд формули для розрахунку показникаЛя-
пунова у випадку, коли динамiчна система описується одновимiрним вi-
дображенням вигляду (7.3). Для цього у виразi (7.2) час t замiнимо на
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Рисунок 7.1— Розбiжнiсть фазових траєкторiй, якi виходять iз близьких то-
чок фазового простору (а) та їх перемiшування при досягненнi
межi фазового об’єму (б)
номер iтерацiїN , вiдстань δx0 мiж початковими точками траєкторiй по-
значимо як ε, вiдстань δxN мiж точками пiсля N iтерацiй запишемо як
|fN (x0 + ε)− fN (x0)|. У результатi отримаємо
λ = lim
N→∞
ε→0
1
N
ln
∣∣∣∣δxNε
∣∣∣∣ = limN→∞
ε→0
1
N
ln
∣∣∣∣fN (x0 + ε)− fN (x0)ε
∣∣∣∣ .
Виконавши в цьому виразi граничний перехiд ε→ 0, одержимо
λ = lim
N→∞
1
N
ln
∣∣∣∣dfN (x0)dx0
∣∣∣∣. (7.4)
Для подальшого перетворення виразу (7.4) використаємо формулу
похiдної вiд складної функцiї. Наприклад, приN = 2 можна записати
df2(x)
dx
∣∣∣∣
x0
=
d
dx
f [f(x)]
∣∣∣∣
x0
= f ′[f(x0)]f ′(x0) = f ′(x1)f ′(x0),
де x1 = f(x0). А для довiльногоN вираз (7.4) набирає вигляду
λ = lim
N→∞
1
N
ln
∣∣∣∣∣dfN (x0)dx0
∣∣∣∣∣ = limN→∞ 1N ln
∣∣∣∣∣
N−1∏
i=0
f ′(xi)
∣∣∣∣∣.
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Таким чином, остаточний вигляд формули для розрахунку показникаЛя-
пунова у випадку одновимiрного вiдображення, поданого у виглядi (7.3),
є таким
λ = lim
N→∞
1
N
N−1∑
i=0
ln
∣∣f ′(xi)∣∣. (7.5)
Вiдображення “зуб пили”.Як перший приклад розглянемо модель-
ну динамiчну систему, яка описується таким рiвнянням
xn+1 = {2xn}, (7.6)
де фiгурнi дужки позначають дробову частину числа, x0 ∈ [0, 1]. Нескла-
дно перевiрити, що усi наступнi значення xn також належать одинично-
му iнтервалу. У зв’язку з цим рiвняння (7.6) називають вiдображенням
одиничного iнтервалу на самого себе. Розв’язок вiдображення “зуб пи-
ли” має вигляд
xn = {2nx0}. (7.7)
Рiвняння (7.6) можна записати у виглядi (див. рис. 7.2)
xn+1 =

2xn, 0 ≤ x < 1/2,
2xn − 1, 1/2 ≤ x < 1,
0, x = 1.
(7.8)
Виберемо як початкову умову x0 = 1/8. У такому випадку траєкто-
рiя динамiчної системи (7.6) задається послiдовнiстю чисел
1
8
,
2
8
,
4
8
, 0, 0, . . . ,
яка збiгається до 0. Якщо початкова умова, наприклад, x0 = 1/9, тодi
ми отримаємо перiодичну траєкторiю (рис. 7.3):
1
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2
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,
4
9
,
8
9
,
7
9
,
5
9
,
1
9
, . . . .
Для подальшого дослiдження властивостей послiдовностi чисел, що
утворюється вiдображенням (7.6), перейдемо до їх двiйкового подання.
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Рисунок 7.2— Графiк вiдображення ”зуб пили”
Початкова умова у двiйковому поданнi має вигляд
x0 =
∞∑
k=1
ak2−k = 0, a1a2a3... ,
де цифри ak набувають значення або 0, або 1, тобто ak ∈ {0, 1}. Якщо
початкове значення x0 знаходиться у лiвiй половинi одиничного iнтер-
валу (x0 < 1/2), тодi перший розряд пiсля коми у двiйковому поданнi
числа x0 дорiвнює нулю (a1 = 0); якщо x0 ≥ 1/2, тодi a1 = 1. Дiя пере-
творення f(x) = {2x} на двiйкове число x0 зводиться до перемiщення
коми праворуч на один розряд i видалення цiлої частини. Таке перетво-
рення двiйкової послiдовностi називається змiщенням Бернуллi. Отже,
на першiй iтерацiї отримаємо
x1 = f(x0) = 0, a2a3a4 . . . ,
на n-й iтерацiї
xn = 0, an+1an+2an+3 . . .
Число 1/8 у двiйковому поданнi – скiнченний дрiб 0,001. При поча-
тковiй умовi x0 = 1/8 пiсля третьої iтерацiї ми отримаємо 0. Число 1/9 у
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Рисунок 7.3— Графiк перiодичної траєкторiї для вiдображення «зуб пили»
при x0 = 1/9. Точки з’єднанi суцiльною лiнiєю для бiльш на-
очного подання
двiйковому поданнi– перiодичний дрiб 0,(000111). При початковiй умо-
вi x0 = 1/9 пiсля шостої iтерацiї послiдовнiсть значень вiдображення
повторюється. Отже, якщо початкове значення x0 – рацiональне чи-
сло з iнтервалу [0, 1], тодi xn – або перiодична послiдовнiсть, якщо x0 –
нескiнчений двiйковий дрiб, або збiгається до 0, якщо x0 – скiнченний
двiйковий дрiб.
Iррацiональнi числа з iнтервалу [0, 1] подають у виглядi неперiоди-
чних двiйкових дробiв. Якщо початкове значення– iррацiональне число,
тодi динамiчна система (7.6) має неперiодичну траєкторiю. Ми може-
мо задати початкову умову довiльною послiдовнiстю нулiв та одиниць у
двiйковому поданнi. Випадкову послiдовнiсть цифр отримаємо шляхом
пiдкидання монети: якщо випадає орел, записуємо 0, решка – 1. На-
приклад, при початковiй умовi x0 = 0, 1010000 . . . динамiчна система
перебуває пiд час своєї еволюцiї в лiвiй та в правiй половинi одиничного
iнтервалу вiдповiдно до випадкової послiдовностi, тобто вона має стати-
стичнi властивостi, як i при пiдкиданнi монети.
Iррацiональнi числа у виглядi двiйкових дробiв задаються з кiнцевою
точнiстю. При цьому, якщо двi початковi умови починають рiзнитися з
n + 1 двiйкового розряду пiсля коми, то ця рiзниця з кожною iтерацi-
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Рисунок 7.4— Графiк хаотичної траєкторiї для вiдображення «зуб пили» при
x0 = 1/
√
80. Точки з’єднанi суцiльною лiнiєю для бiльшої на-
очностi
єю збiльшується. Пiсля n iтерацiй значення будуть вiдрiзнятися вже в
першому розрядi пiсля коми, тобто динамiчна система (7.6) повнiстю за-
буває свiй початковий стан, що притаманно хаотичнiй поведiнцi. Таким
чином, якщо x0 – iррацiональне число, то траєкторiя динамiчної системи
(7.6) – хаотична, наприклад, як на рис. 7.4 при x0 = 1/
√
80.
Знайдемо показник Ляпунова для вiдображення ”зуб пили” за фор-
мулою (7.5). Оскiльки похiдна f ′(x) дорiвнює 2, маємо λ = ln 2 ≈ 0, 693.
Отже, показник Ляпунова є бiльшим за 0, що свiдчить про експоненцi-
альну розбiжнiсть фазових траєкторiй динамiчної системи.
Зазначимо, що експоненцiальна розбiжнiсть фазових траєкторiй при-
таманна i динамiчнiй системi, що описується рiвнянням xn+1 = 2xn.
Проте хаос в нiй не спостерiгається. Це пояснюється тим, що в цiй си-
стемi, на вiдмiну вiд системи (7.6), рух є необмеженим, унаслiдок чого
перемiшування траєкторiй стає неможливим.
Логiстичне вiдображення.Як другий приклад розглянемо логiсти-
чне вiдображення, яке описується таким рiвнянням:
xn+1 = 4xn(1− xn), (7.9)
Початкове значення x0 належить одиничному iнтервалу, тому ко-
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Рисунок 7.5— Графiк логiстичного вiдображення
жне наступне значення xn також належить одиничному iнтервалу. Гра-
фiк функцiї f(x) = 4x(1− x) подано на рис. 7.5.
Логiстичне вiдображення (7.9) може описувати, наприклад, динамi-
ку чисельностi бiологiчної популяцiї в замкненому середовищi. При цьо-
му xn – нормована на одиничний iнтервал чисельнiсть особин в n-й рiк.
Кiлькiсть особин xn+1 у наступний рiк пропорцiйна, з одного боку, кiль-
костi особин xn у попереднiй рiк, а з iншого – вiльнiй частинi життєвого
простору, яка дорiвнює (1− xn). Отже, xn+1 ≈ xn(1− xn).
Покажемо, що логiстичне вiдображення (7.9) можна звести до вiдо-
браження "зуб пили" (7.6). Для цього, виконуючи замiну змiнної
xn = (yn + 1)/2,
отримаємо квадратичне вiдображення
yn+1 = 1− 2y2n, (7.10)
яке еквiвалентне логiстичному вiдображенню. При цьому значення yn
належать iнтервалу [−1, 1]. Наступне перетворення координати зроби-
мо за формулою yn = − cos 2pizn. Враховуючи, що функцiя cos 2pizn
– перiодична з перiодом 1, область значень для zn можна обмежити,
zn ∈ [0, 1]. Пiдставимо останнiй вираз для yn в (7.10) та застосуємо три-
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Рисунок 7.6— Графiк хаотичної траєкторiї для логiстичного вiдображення
при x0 = 0, 1. Точки з’єднанi суцiльною лiнiєю для бiльшої
наочностi
гонометричне перетворення 2 cos2 ϕ− 1 = cos 2ϕ. У результатi отрима-
ємо рiвняння
cos 2pizn+1 = cos 4pizn,
розв’язок якого можна подати у виглядi zn+1 = 2zn+k (k – цiле число),
або, враховуючи обмеженiсть для zn, у виглядi
zn+1 = {2zn}. (7.11)
Таким чином, логiстичне вiдображення (7.9) зводиться до вiдомого вiдо-
браженням "зуб пили"(7.11), розв’язок якого подається виразом (7.7).
Якщо початкове значення x0 таке, що
z0 = (1/2pi) arccos(1− 2x0)
– iррацiональне число, тодi логiстичне вiдображення демонструє хаоти-
чну поведiнку (рис. 7.6).
Ураховуючи виконанi перетворення змiнних, точний розв’язок рiв-
няння (7.9) можна записати у виглядi
xn =
1
2
− 1
2
cos [2n arccos(1− 2x0)] . (7.12)
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Показник Ляпунова для логiстичного вiдображення можна отрима-
ти чисельно (див. програму у додатку), використовуючи формулу (7.5).
Враховуючи, що похiдна f ′(x) = 4 − 8x для N = 100 iтерацiй має-
мо λ ≈ 0, 693. Отже, показник Ляпунова є додатним, що свiдчить про
експоненцiальну розбiжнiсть фазових траєкторiй.
На прикладi логiстичного вiдображення продемонструємо чутливiсть
даної системи до малих збурень початкових умов, притаманну всiм ди-
намiчним хаотичним системам. Для цього порiвняємо двi траєкторiї з
x0 = 0, 1 та x0 = 0, 10001 (рис. 7.7). Вiдносна похибка у визначеннi
початкових умов становить 0, 01%. Як бачимо з рисунка, починаючи з
10-ї iтерацiї значення розходяться. Згодом абсолютна похибка∆xn мо-
же бути порiвнянною з розмiром областi,∆xn ∼ 1.
Динамiчна система, яка чутлива до малих збурень початкових умов,
також буде чутливою до малих збурень на кожнiй iтерацiї. При чисель-
ному моделюваннi малими збуреннями є похибки округлення. Якщоман-
тиса двiйкового числа дорiвнює N , тодi для хаотичної траєкторiї поча-
тковi умови повнiстю забуваються приблизно черезN iтерацiй. Проiлю-
струємо це твердження на прикладi логiстичного вiдображення, викори-
ставши при цьому точний розв’язок (7.12). Для зберiгання дiйсних чи-
Рисунок 7.7— Графiки хаотичних траєкторiй для логiстичного вiдображення
при x0 = 0, 1 (кола, суцiльна лiнiя) та x0 = 0, 10001 (хрести-
ки, пунктирна лiнiя))
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Рисунок 7.8— Порiвняння наближених (кола, суцiльна лiнiя) i точних (хре-
стики, пунктирна лiнiя) значень логiстичного вiдображення
при x0 = 1/8 (а) та вiдносна похибка (б)
сел використаємо тип float (23 бiти для зберiгання мантиси). Критерiєм
розбiжностi точних значень x˜n з наближеними xn є вiдносна похибка
δxn = ∆xn/x˜n × 100%, де ∆xn = |xn − x˜n| – абсолютна похибка. Ре-
зультати порiвняння наведенi на рис. 7.8. Початкове значення x0 = 1/8
у двiйковому поданнi – скiнченний дрiб, тому воно задається абсолю-
тно точно, i розбiжностi, що виникають, пов’язанi виключно з похибками
округлення. Як бачимо з рисунка, чисельний прогноз поведiнки хаоти-
чної системи можливий лише для першихN = 24 iтерацiй10.
10кiлькiсть розрядiв мантиси числа.
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7.2.2 Детермiнiстичний хаос у реалiстичних моделях
У попередньому пiдроздiлi були розглянутi приклади динамiчних си-
стем, що мають штучний характер. У зв’язку з цим постають питання, чи
може виникати хаос у бiльш реалiстичних моделях, опис яких базується
на використаннi диференцiальних рiвнянь, i якщо це так, якi пiдходи мо-
жуть бути застосованi при комп’ютерному моделюваннi та аналiзi таких
систем. Вiдповiдь на цi питання дамо на прикладi вiдомої моделi Лорен-
ца [37,38].
Система Лоренца. Система Лоренца складається iз трьох дифе-
ренцiальних рiвнянь першого порядку, що описують конвекцiю рiдини,
яка пiдiгрiвається знизу. У 1961 роцi при чисельному розв’язаннi побу-
дованої системи рiвнянь Едвард Лоренц виявив установлення хаотично-
го режиму, який характеризувався складною неперiодичною поведiнкою
змiнних системи у часi. Пiзнiше його модель була застосована для опи-
су роботи лазера, дисипативного осцилятора з iнерцiйним збудженням
тощо, спектр динамiчних режимiв яких мiстить хаотичну складову.
У загальному випадку модель Лоренца має вигляд
dx
dt
= σ(y − x),
dy
dt
= rx− y − xz, (7.13)
dz
dt
= −bz + xy,
де σ, r, b— константи. Змiнна x характеризує швидкiсть обертання кон-
векцiйних валiв, величини y та z вiдповiдають за розподiл температури
по горизонталi та вертикалi. Параметр b визначається геометрiєю кон-
векцiйної комiрки; параметр σ є пропорцiйним числу Прандтля; пара-
метр r пов’язаний iз числом Релея i вiдiграє роль керуючого параметра.
Збiльшення r до певного порогового рiвня супроводжується виникне-
нням конвекцiйних валiв; при великих значеннях керуючого параметра
система демонструє хаотичну поведiнку.
Для чисельного аналiзу моделi (7.13) застосуємо адаптивний метод
Рунге-Кутта 3-го порядку з довiльним вибором кроку за часом та оцiн-
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кою похибки на кожному кроцi. Динамiчний вибiр кроку за часом є ко-
рисним у тому разi, коли траєкторiя системи випробовує рiзкi змiни, що
є характерною рисою хаотичних систем.
МетодРунге-Кутта.Як правило, математична модель хаотичної си-
стеми (наприклад, система Лоренца) складається iз декiлькох диферен-
цiальних рiвнянь першого порядку:
d−→x
dt
= f(−→x , t),
де−→x = x, y, z....
Для розв’язання даної системи використаємо такий алгоритм (схема
Рунге-Кутта):
1. Задаємо необхiдну точнiсть обчислень ε та максимально допусти-
ме значення кроку за часом4tmax.
2. На кожному кроцi за часом розраховуємо коефiцiєнти:
−→
k 1 = f(−→x (t), t)4t,−→
k 2 = hf(−→x (t) +−→k 1, t+4t)4t, (7.14)−→
k 3 = hf(−→x (t) + (−→k 1 +−→k 2)4t/4, t+4t/2)4t,
де4t— крок за часом.
3. Оцiнюємо поточну δ та максимально допустиму δmax похибки:
δ = max((
−→
k 1 − 2−→k 3 +−→k 2)4t/3),
δmax = ε ·max(max(−→x ), 1.0), (7.15)
де max— максимальне (за модулем) значення серед компонентiв векто-
ра, вказаного у дужках.
4. Якщо δ < δmax, розраховуємо значення
−→x у наступний момент
часу t+4t:
−→x (t+4t) = −→x (t) + (−→k 1 + 4−→k 3 +−→k 2)4t/6. (7.16)
5. Змiнюємо величину кроку4t:
4t = min(4tmax, 0.94t(δmax/δ)1/3), (7.17)
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де min— мiнiмальне (за модулем) значення iз заданого масиву.
ПоказникЛяпунова.Чисельна процедура обчислення старшого по-
казника Ляпунова для багатопараметричної динамiчної системи наводи-
ться у пiдроздiлi ”Алгоритми”.
7.3 Алгоритми
Розглянемо алгоритм обчислення старшого показника Ляпунова.  1 Отримуємо чисельний розв’язок динамiчних рiвнянь на iнтерва-
лi часу, який є достатнiм для того, щоб траєкторiя система вийшла на
атрактор. У результатi одержуємо деяку точку фазового простору−→x (0),
яку будемо вважати за вихiдну.  2 Розраховуємо траєкторiю, що виходить iз точки−→x (0), та збурену
траєкторiю, що стартує з точки−→x (0)+−→δx0. При цьому норма ||−→δx0|| = ε.
Для цього знаходимо чисельний розв’язок системи на iнтервалi часу T i
отримуємо вектор стану−→x 1 ≡ −→x (T ) i його збурення−→δx1 у даний момент
часу. Вiдношення ||−→δx1||/ε характеризує змiну норми вектора збурення
за час T .  3 Перевизначимо цей вектор так, щоб його напрямок залишився
тим самим, а норма дорiвнювала вихiдному значенню ε, а саме
−→
δx1 = ε
−→
δx1/||−→δx1||.
Виконуємо розв’язання на наступному iнтервалi часу T , узявши за по-
чаткову точку та початкове збурення−→x (0) = −→x 1 та−→δx0 = −→δx1 вiдповiд-
но (пункт 2). Далi процес триває. Пiсля достатньої кiлькостi iтерацiй N
переходимо до пункту 4.  4 Розраховуємо старший показник Ляпунова:
λ ' 1
NT
N∑
i=1
ln
||−→δxi||
ε
. (7.18)
Бiльш точну статистичну оцiнку показника Ляпунова можна отримати,
повторивши процедуру 1-4 для рiзних початкових умов та рiзних збу-
рень у початковий момент часу з подальшим усередненням за кiлькiстю
експериментiв.
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7.4 Приклади
7.4.1 Моделювання вiдображення ”зуб пили”
Подана у додатку програма дозволяє провести моделювання вiдобра-
ження ”зуб пили”. За початкову умову обрано iррацiональне число, x0 =
1/
√
80. Результат роботи програми подано на рис. 7.4, опис якого наво-
диться у вiдповiдному пiдроздiлi даного роздiлу.
7.4.2 Моделювання логiстичного вiдображення
Подана у додатку програма дозволяє провести моделювання логi-
стичного вiдображення та отримати значення показника Ляпунова. Ре-
зультат роботи програми подано на рис. 7.6-7.8, опис яких наводиться у
вiдповiдному пiдроздiлi даного роздiлу.
7.4.3 Система Лоренца
Подана у додатку програма дозволяє провести моделювання систе-
ми Лоренца методом Рунге-Кутта 3-го порядку. Вихiднi данi: σ = 10,
r = 28, b = 8/3; початковi умови x(0), y(0), z(0) обираються випадко-
вим чином; час моделювання T = 200; крок за часом динамiчно змiню-
ється у процесi моделювання (вихiдне значення 4t = 0.2). Результати
моделювання наводяться на рис. 7.9а-в.
Як бачимо з рисунка, еволюцiя кожної змiнної у часi становить хао-
тичну залежнiсть, з якої важко отримати будь-яку iнформацiю про вла-
стивостi системи. Якщо об’єднати всi три змiннi на одному графiку в
тривимiрному просторi, можна отримати досить нетривiальну картину
(рис. 7.9г). Розглянемо цей результат бiльш детально. Якщо зв’язок мiж
змiнними був би вiдсутнiй, у тривимiрному фазовому просторi ми отри-
мали б хаотичну хмару точок. Якщо взаємозалежнiсть була б однозна-
чною та лiнiйною, результатом була б лiнiя або петля. Замiсть цього ми
отримали графiк, розмiщений у певних межах, що має характернi конту-
ри, якi нагадають два крила метелика. Крiм того, як показав детальний
аналiз, фазова точка нiколи не проходить по одних i тих самих траєкторi-
ях, що вiдображає лише часткову упорядкованiсть системи (стан систе-
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Рисунок 7.9— Еволюцiя змiнних (а)-(в) та фазовий портрет (г) системи Ло-
ренца
ми нiколи не повторюється). Таким чином, отриманий графiк є заплута-
ним клубком траєкторiй, який має фрактальну структуру. Будь-яка тра-
єкторiя, що починається у вiддаленiй точцi фазового простору, з часом
потрапляє у цей клубок, проходячи по власнiй траєкторiї11. Такий атра-
ктор, як вiдомо, вiдображає поведiнку детермiновано хаотичної системи
11Така множина точок у фазовому просторi, до якої прямують усi траєкторiї називає-
ться атрактором.
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i належить до атракторiв особливого типу— дивним (хаотичним, стоха-
стичним) атракторам.
Таким чином, на основi виконаного чисельного аналiзу системи мо-
жна зробити такi висновки:
1. Фазовi траєкторiї, якi утворюють дивний атрактор, нiколи не на-
кладаються ( система нiколи не проходить у точностi таким самим шля-
хом, яким уже пройшла). Крiм того, якщо збiльшити будь-яку частину
дивного атрактора, що буде вiдповiдати прорахунку поведiнки системи
при деяких параметрах, узятих з бiльшою точнiстю, можна побачити, що
окремi траєкторiї розпадаються на ряд дочiрнiх траєкторiй, з порожнiми
промiжками мiж ними. Збiльшивши невелику дiлянку збiльшеної обла-
стi ще раз, можна помiтити наступний ряд траєкторiй, якi є невидимими
при меншому роздiленнi. Наприклад, якщо при значеннi змiнної y = 1.5
у данiй дiлянцi фазового простору (тобто при певних значеннях параме-
трiв x та z, що вiдповiдають данiй областi фазового простору) проходить
одна траєкторiя, що свiдчить про можливiсть реалiзацiї такого стану си-
стеми, то при збiльшеннi цiєї дiлянки можна побачити, що ця траєкторiя
розпадається на чотири траєкторiї, якi вiдповiдають значенням змiнної
y = 1.492, 1.515, 1.535, 1.567, у той час як промiжнi стани, наприклад
мiж 1.492 та 1.515, стають недосяжними при даних x та z. Ця цiкава
топологiчна особливiсть характеризує обмежену передбачуванiсть по-
ведiнки системи, що залежить вiд точностi початкових даних.
2. Як показав проведений аналiз, хаотична система є стiйкою до зов-
нiшнiхшумiв. Якщо вiдхилити початкове положення точки усерединi див-
ного атрактора, тобто змiнити початковий стан системи, вже через неве-
ликий промiжок часу слiд даного збурення пiдшумовою завiсою власних
флуктуацiй системи буде втрачено. В той же час схожа за силою дiя на
лiнiйну систему призведе до значної змiни динамiки, а можливо, i до пов-
ного руйнування системи.
7.4.4 Розрахунок старшого показника Ляпунова
Поданий у роздiлi ”Алгоритми” алгоритм розрахунку показника Ля-
пунова реалiзовано у програмi, лiстинг якої наводиться у додатку.
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Питання для самоконтролю
1 Назвiть причини виникнення динамiчного хаосу.
2 Отримайте формулу для показника Ляпунова у випадку однови-
мiрного вiдображення.
3 При якiй умовi поведiнка вiдображення ”зуб пили” регулярна /
хаотична?
4 Що таке змiщення Бернуллi?
5 Через скiльки крокiв хаотична динамiчна система ”забуває” свiй
початковий стан?
6 Отримайте розв’язок для логiстичного вiдображення.
7 Наведiть алгоритм моделювання хаотичної системи, модель якої
описується диференцiальними рiвняннями.
8 Шо таке хаотичний атрактор?
9 Скiльки вимiрiв може мати простiр дивного атрактора?
10 Назвiть властивостi дивного атрактора.
11 Яким чином розраховується показник Ляпунова для багатопара-
метричних систем, що описуються диференцiальними рiвняння-
ми?
Завдання для самостiйної роботи
1 Вiдображення "тент"дається рiвнянням
xn+1 =
{
2xn, 0 ≤ xn < 1/2;
2(1− xn), 1/2 ≤ xn ≤ 1.
Знайдiть показник Ляпунова.
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2 Проаналiзуйте, при яких початкових умовах логiстичне вiдобра-
ження матиме перiодичну траєкторiю. Побудуйте вiдповiдний гра-
фiк.
3 Виконайте перевiрку впливу кiнцевої точностi подання дiйсних чи-
сел у комп’ютерi на можливiсть прогнозу поведiнки хаотичної си-
стеми. Для цього, використовуючи поданi у роздiлi вiдображення,
отримайте траєкторiю xn(n) системи при певнiй фiксованiй по-
чатковiй умовi. Потiм, використовуючи ту саму початкову умову,
на кожнiй iтерацiї виконайте послiдовно операцiї дiлення, а по-
тiм множення xn на 10. Цей прийом дозволяє виконати обрiзання
останнього розряду. Порiвняйте отриманi траєкторiї. Зробiть ви-
сновки.
4 Використовуючи пограми, наведенi у додатку, розрахуйте залеж-
нiсть показника Ляпунова вiд параметрiв системи Лоренца σ, r, b.
Експериментально знайдiть пороговi значення даних параметрiв,
при яких динамiка системи стає хаотичною.
5 Побудуйте карту динамiчних режимiв (у площинi σ — r або b —
r) для системи Лоренца. На основi показника Ляпунова визначте
областi, якi визначають хаотичний режим.
6 Проаналiзуйте чутливiсть системи Лоренца до збурень початко-
вих умов. Оцiнiть залежнiсть величини кiнцевого вiдхилення тра-
єкторiї вiд початкового збурення для рiзних часових iнтервалiв.
7 Для дослiдження внутрiшньої будови атрактораЛоренца виконай-
те його поперечний перерiз, що має назву ”перетин Пуанкаре”.
Цей прийом зменшує число вимiрiв iз трьох до двох.Щоразу, коли
траєкторiя перетинає площину, вона залишає на нiй точку. Вико-
найте аналiз отриманого рисунка. Доведiть, що, незважаючи на те,
що при такому аналiзi втрачається частина iнформацiї, вiн є кори-
сним для вивчення властивостей хаотичної системи.
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Додаток А
(довiдковий)
 Рух частинки у рiзних силових полях (до роздiлу 1)
...
double dt, M, m, r, B, q, E;
void F_const(double x, double y, double vx,double vy,
double *Fx, double *Fy)
// Ôóíêöiß ïîâåðòà¹ ïðîåêöi¨ ñèëè F ó âèïàäêó
// îäíîðiäíîãî ïîëß.
{
*Fx=1.0;
*Fy=3.0;
};
void F_centr(double x, double y, double vx,double vy, \
double *Fx, double *Fy)
// Ôóíêöiß F_centr ïîâåðòà¹ ïðîåêöi¨ ñèëè F ïiä ÷àñ
// ðóõó ó öåíòðàëüíî-ñèìåòðè÷íîìó ïîëi.
{
double r=sqrt(x*x+y*y);
double F=M*m/(r*r);
if (fabs(r)<1e-2) exit(0);
*Fx=-F*x/r;
*Fy=-F*y/r;
};
void F_Magnit(double x, double y, double vx,double vy, \
double *Fx, double *Fy)
// Ôóíêöiß F_Magnit ïîâåðòà¹ ïðîåêöi¨ ñèëè F ïiä ÷àñ
// ðóõó ó ìàãíiòíîìó ïîëi.
{
double v=sqrt(vx*vx+vy*vy);
double F=B*v*q;
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*Fx=F*vy/v;
*Fy=-F*vx/v;
};
void F_Magnit_Electr(double x, double y, double vx,
double vy, double *Fx, double *Fy)
// Ôóíêöiß F_Magnit ïîâåðòà¹ ïðîåêöi¨ ñèëè F ïiä ÷àñ
// ðóõó ÷àñòèíêè ó ìàãíiòíîìó òà åëåêòðè÷íîìó ïîëi.
{
double v=sqrt(vx*vx+vy*vy);
double F=B*v*q;
*Fx=F*vy/v;
*Fy=q*E-F*vx/v;
};
void E_K (void(*Func)(double,double,double,double,double*,
double*),double x0, double y0,double v_x0,
double v_y0)
// Ðåàëiçàöiß ìåòîäó "ç ïåðåñòóïîì".
{
double t, x, y, v_x, v_y, Fx, Fy;
t=0;
// âèâîäèìî íà åêðàí òî÷êó ç êîîðäèíàòàìè (x0,y0)
x=x0;
y=y0;
v_x=v_x0;
v_y=v_y0;
while (!kbhit())
{
Func(x,y,v_x,v_y,&Fx,&Fy);
v_x=v_x+(Fx-r*v_x)/m*dt;
v_y=v_y+(Fy-r*v_y)/m*dt;
x=x+v_x*dt;
y=y+v_y*dt;
// âèâîäèìî íà åêðàí òî÷êó ç êîîðäèíàòàìè (x,y)
t+=dt;
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};
};
void main()
{
B=2; q=1; dt=0.001, M=500, m=10, r=0.1, E=1;
double x0=-10, y0=10, v_x0=3, v_y0=2;
// Âèêëèêà¹ìî ôóíêöiþ Perestup. ßê ïåðøèé ïàðàìåòð
// ïåðåäà¹ìî àäðåñó âiäïîâiäíî¨ ôóíêöi¨ (ôàêòè÷íî -
// òèï ïîëß).
E_K(&F_const,x0,y0,v_x0,v_y0);
// Çà íåîáõiäíîñòi çíiìà¹ìî êîìåíòàð
// E_K(&F_centr,x0,y0,v_x0,v_y0);
// E_K(&F_Magnit,x0,y0,v_x0,v_y0);
// E_K(&F_Magnit_Electr,x0,y0,v_x0,v_y0);
};
 Рух системи взаємодiючих частинок (до роздiлу 2)
const N=100; // Êiëüêiñòü ÷àñòèíîê
const Lx=20; // Ëiíiéíi ðîçìiðè ïðßìîêóòíîãî ðåçåðâóàðà
const Ly=20;
const Scale=10; // Ìàñøòàá âèâåäåííß òî÷îê íà åêðàí
double vx[N], vy[N], x[N], y[N], xbak[N], ybak[N], vmax=20;
double t=0, dt=1e-3, epsilon=0.5, sigma=1;
void Initial()
{
int j=1, i=1, k=0;
double rx, ry, r;
randomize();
// Âèïàäêîâèì ÷èíîì çàäà¹ìî êîîðäèíàòè òà ïðîåêöi¨
// øâèäêîñòåé êîæíî¨ ÷àñòèíêè
for (i=0; i<N; i++)
{
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x[i]=random(Lx);
y[i]=random(Ly);
vx[i]=vmax*(2.0*random(1001)/1000.0-1);
vy[i]=vmax*(2.0*random(1001)/1000.0-1);
};
// Êîðèãó¹ìî êîîðäèíàòè òàêèì ÷èíîì, ùîá
// ÷àñòèíêè áóëè ðîçïîäiëåíi ó ðåçåðâóàði
// áiëüø-ìåíø ðiâíîìiðíî
for(;;)
{
int flag=0;
for (i=0; i<N-1; i++)
for (int j=i+1; j<N; j++)
{
rx=x[j]-x[i];
ry=y[j]-y[i];
r=sqrt(rx*rx+ry*ry);
if (r<1)
{
x[j]=random(Lx);
flag=1;
};
};
if (!flag) break;
};
// Ðîçðàõîâó¹ìî ïîâíèé iìïóëüñ ñèñòåìè â õ-
// òà y-íàïðßìêàõ i êîðèãó¹ìî øâèäêîñòi
// òàêèì ÷èíîì, ùîá ïîâíèé iìïóëüñ ñèñòåìè
// äîðiâíþâàâ íóëþ
double SumVx=0, SumVy=0;
for (i=0; i<N; i++)
{
SumVx+=vx[i];
SumVy+=vy[i];
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}
SumVx/=N;
SumVy/=N;
for (i=0; i<N; i++)
{
vx[i]-=SumVx;
vy[i]-=SumVy;
}
};
// ßêùî âiäñòàíü ìiæ ÷àñòèíêàìè ïåðåâèùó¹ ïîëîâèíó
// ãåîìåòðè÷íîãî ðîçìiðó ðåçåðâóàðà - çìåíøó¹ìî ¨¨
// âiäïîâiäíî äî ïðèïóùåííß ïðî ïåðiîäè÷íiñòü ìåæ
// ðåçåðâóàðà (äèâ. îïèñ äî ïðîãðàìè)
void Test1(double *dx, double *dy)
{
int sign=*dx>0?1:-1;
if (fabs(*dx)>Lx/2.0)
*dx=*dx-sign*Lx;
sign=*dy>0?1:-1;
if (fabs(*dy)>Ly/2.0)
*dy=*dy-sign*Ly;
};
// ßêùî ÷àñòèíêà äîñßãà¹ ñòiíêè ðåçåðâóàðà, òî
// âîíà ç'ßâëß¹òüñß ç iíøîãî áîêó
void Test2(double *x, double *y) {
if (*x<0) *x=*x+Lx;
if (*x>Lx) *x=*x-Lx;
if (*y<0) *y=*y+Ly;
if (*y>Ly) *y=*y-Ly;
};
// Ðèñó¹ìî ÷àñòèíêè íà åêðàíi
void Out(double x[N], double y[N], double x1[N], \
double y1[N])
{
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for (int i=0; i<N; i++)
{
...
// Âèäàëß¹ìî ÷àñòèíêè ç êîîðäèíàòàìè x[N], y[N].
// Äëß öüîãî ßê ïîòî÷íèé êîëið âèáèðà¹ìî êîëið ôîíó
// i ìàëþ¹ìî äàíèì êîëüîðîì ÷àñòèíêè íà åêðàíi.
// Êîîðäèíàòè ïåðåðàõîâó¹ìî çãiäíî çàäàíîãî ìàñøòàáó
// x[N/2]*Scale, y[N/2]*Scale
...
// Âèáèðà¹ìî iíøèé êîëið äëß âèâåäåííß ÷àñòèíîê.
// Âèâîäèìî ÷àñòèíêè ó òî÷êè ç êîîðäèíàòàìè
// x1[i]*Scale, y1[i]*Scale
}
};
// Âèâîäèìî íà åêðàí çàëåæíiñòü òåìïåðàòóðè âiä ÷àñó
void GrT(double t, double T)
{
...
// Âèâîäèìî òî÷êó ç êîîðäèíàòàìè ((400+t*50),(300-T))
// íà ãðàôiê
...
};
// Ðîçðàõîâó¹ìî òðà¹êòîði¨ ðóõó ñèñòåìè ÷àñòèíîê
double x_n[N], y_n[N], vx_n[N], vy_n[N], a[N],b[N];
void Simula()
{
int i;
double rx, rx6, ry, ry6, Fx, Fy, r, r6, F;
double t=0, T, SumX, SumY;
// Íà íàñòóïíèõ êðîêàõ çà ÷àñîì êîîðäèíàòè òà øâèäêîñòi
// ÷àñòèíîê ðîçðàõîâó¹ìî çà ìåòîäîì ç ïåðåñòóïîì
for (i=0; i<N-1; i++)
{
SumX=SumY=0;
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for (int j=i+1; j<N; j++)
{
rx=x[i]-x[j];
ry=y[i]-y[j];
Test1(&rx,&ry);
r=sqrt(rx*rx+ry*ry);
r6=pow(sigma/r,6);
F=24*epsilon*sigma/r*r6*(2*r6-1);
SumX=SumX+F*rx;
SumY=SumY+F*ry;
// Çãiäíî ç òðåòiì çàêîíîì Íüþòîíà, çáiëüøóþ÷è
// iìïóëüñ (øâèäêiñòü) îäíi¹¨ iç âçà¹ìîäiþ÷èõ
// ÷àñòèíîê, çìåíøó¹ìî iìïóëüñ iíøî¨
a[j]-=F*rx;
b[j]-=F*ry;
};
vx[i]=vx[i]+(SumX+a[i])*dt/2;
vy[i]=vy[i]+(SumY+b[i])*dt/2;
};
vx[i]=vx[i]+a[i]*dt/2;
vy[i]=vy[i]+b[i]*dt/2;
while (!kbhit())
{
T=0;
for (i=0; i<N; i++)
{
x_n[i]=x[i]+vx[i]*dt;
y_n[i]=y[i]+vy[i]*dt;
Test2(&x_n[i],&y_n[i]);
};
...
// Îáíóëß¹ìî ìàñèâè a òà b
...
for (i=0; i<N-1; i++)
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{
SumX=0;
SumY=0;
for (int j=i+1; j<N; j++)
{
rx=x_n[i]-x_n[j];
ry=y_n[i]-y_n[j];
Test1(&rx,&ry);
r=sqrt(rx*rx+ry*ry);
r6=pow(sigma/r,6);
// Ïîõiäíà âiä ïîòåíöiàëó Ëåííàðäà-Äæîíñà
F=24*epsilon*sigma/r*r6*(2*r6-1);
SumX=SumX+F*rx;
SumY=SumY+F*ry;
a[j]-=F*rx;
b[j]-=F*ry;
};
vx_n[i]=vx[i]+(SumX+a[i])*dt;
vy_n[i]=vy[i]+(SumY+b[i])*dt;
};
vx_n[i]=vx[i]+a[i]*dt;
vy_n[i]=vy[i]+b[i]*dt;
// Ðîçðàõîâó¹ìî òåìïåðàòóðó ñèñòåìè
for (i=0; i<N; i++)
T+=vx_n[i]*vx_n[i]+vy_n[i]*vy_n[i];
T=T/N;
GrT(t,T);
Out(x,y,x_n,y_n);
...
// êîïiþ¹ìî åëåìåíòè ìàñèâó $x_n$ ó ìàñèâ $õ$,
// âiäïîâiäíî $ó_n$ ó ìàñèâ $ó$, $vx_n$ ó $vx$,
// $vy_n$ ó ìàñèâ $vy$
...
t+=dt;
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};
};
void main() {
...
Initial();
Simula();
...
}
 Бiльярд Синая (до роздiлу 2)
%%%%%%%%%%%%%%%%%%
% Ïðîãðàìà Sinaj %
%%%%%%%%%%%%%%%%%
global R Lx Ly; R=5; Lx=100; Ly=100;
r=[10 60; 40 80]; % õ- òà ó-êîîðäèíàòè êóëü
v=[10 3; 6 7]; % õ- òà ó-êîìïîíåíòè øâèäêîñòåé êóëü
plothandle = plot(r(1,:),r(2,:),'o', ...
'Color','black', ...
'MarkerSize',25);
% Ñòâîðþ¹ìî ãðàôi÷íèé îá'¹êò - plot, çà äîïîìîãîþ ßêîãî
% ðèñó¹ìî íà åêðàíi êóëi ó òî÷êàõ ç x-êîîðäèíàòàìè r(1,:)
% (óñi ñòîâïöi ïåðøîãî ðßäêà ìàòðèöi r) òà ó-êîîðäèíàòàìè
% r(2,:). Êóëi ðîçìiðîì 25 ÷îðíîãî êîëüîðó âèâîäßòüñß íà
% åêðàí ó ôîðìi êîëà ('o'). Ó ïîäàëüøîìó ðîáîòà ç äàíèì
% îá'¹êòîì âèêîíó¹òüñß ÷åðåç äåñêðèïòîð plothandle çà
% äîïîìîãîþ êîìàíäè set.
axis([0 Lx 0 Ly]);
% Âñòàíîâëþ¹ìî ìåæi çìiíè õ- òà ó-êîîðäèíàò.
dt=0.05; % êðîê çà ÷àñîì
t=0;
pause;
% ïàóçà çàáåçïå÷ó¹ íåãàéíå âèâåäåííß çîáðàæåííß íà åêðàí;
% äëß ïðîäîâæåííß íåîáõiäíî íàòèñíóòè áóäü-ßêó êëàâiøó
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while t<100, % ÷àñ ðîçðàõóíêiâ
[r,v]=Raschet(r,v,dt); % Âèêëèêà¹ìî ôóíêöiþ Raschet,
% ïåðåäà¹ìî ïî÷àòêîâi êîîðäèíàòè (ìàñèâ r), øâèäêîñòi
% (ìàñèâ v) òà ÷àñîâèé iíòåðâàë. ßê âèõiäíi äàíi
% [r,v] ôóíêöiß ïîâåðòà¹ íîâi êîîðäèíàòè òà øâèäêîñòß
% ÷åðåç ÷àñ dt.
pause(0.001); % ïàóçà äëß âèñîêîøâèäêiñíèõ ÅÎÌ
set(plothandle,'xdata',r(1,:),'ydata',r(2,:));
% Ïåðåðèñîâó¹ìî êóëi íà åêðàíi.
t=t+dt;
end;
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ïiäïðîãðàìà ðîçðàõóíêó òðà¹êòîðié ðóõó êóëü íà ïðîìiæêó %
% ÷àñó dt %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [r,v]=Raschet(rin,vin,dt);
global R Lx Ly;
RR=4*R*R;
eps=1E-8;
r=rin; v=vin;
Left_Down_Corner=[R R; R R];
% Êîîðäèíàòè ëiâî¨ íèæíüî¨ ìåæi îáëàñòi äëß îáîõ
% êóëü, ßêà ¹ äîñòóïíîþ öåíòðàì êóëü
Right_Upper_Corner=[Lx-R Ly-R ;Lx-R Ly-R];
% Êîîðäèíàòè ïðàâî¨ âåðõíüî¨ ìåæi
t=dt;
while (t>0)
time_Left_Down_col=(Left_Down_Corner-r)./v;
% Ðîçðàõîâó¹ìî óñi ìîæëèâi ìîìåíòè çiòêíåííß ç ëiâîþ
% (ó õ-íàïðßìêó) òà íèæíüîþ (ó y-íàïðßìêó) ñòiíêàìè
% äëß îáîõ êóëü.
time_Left_Down_col=time_Left_Down_col+...
1E8*((time_Left_Down_col <=0));
% ßêùî çiòêíåííß âiäáóëîñß ó ìèíóëîìó
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% time_Left_Down_col<=0,
% äàíèé ìîìåíò ÷àñó çiòêíåííß íåñêií÷åííî çáiëüøó¹ìî
% (ó ïîäàëüøîìó âií âèêîðèñòîâóâàòèñß íå áóäå), iíàêøå
% çàëèøà¹ìî áåç çìií
time_Right_Upper_col=(Right_Upper_Corner-r)./v;
time_Right_Upper_col=time_Right_Upper_col+...
1E8*((time_Right_Upper_col <=0));
[t1,j1]=min(time_Left_Down_col(:));
[t2,j2]=min(time_Right_Upper_col(:));
% Âèáèðà¹ìî íàéáiëüø ðàíí¹ çiòêíåííß iç ñòiíêàìè
% (t1 òà t2), i êóëþ, ßêà çiòêíóëàñß iç ñòiíêîþ
% (j1 òà j2).
if(t1<t2)
t0=t1;j0=j1;
else
t0=t2;j0=j2;
end;
% çãiäíî ç íàâåäåíèìè ôîðìóëàìè çíàõîäèìî ìîìåíò
% çiòêíåííß êóëü
r0=r(:,1)-r(:,2);
v0=v(:,1)-v(:,2);
rr=r0'*r0;
vv=v0'*v0;
rv=r0'*v0;
d=rv*rv-(rr-RR)*vv; % äèñêðèìiíàíò
if (d>0)&(rv<0)&(vv>eps)
time_col=-(sqrt(d)+rv)/vv;
else
time_col=inf; % íåñêií÷åííiñòü
end;
if(t<t0)&(t<time_col)
% ßêùî ïîòî÷íèé ÷àñ ìåíøèé çà ÷àñ
% çiòêíåííß êóëü çi ñòiíêîþ àáî îäíà ç îäíîþ
r=r+v.*t; % ðîçðàõîâó¹ìî íîâi êîîðäèíàòè êóëü
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elseif (t0<time_col) % ßêùî äîñßãëè ÷àñó çiòêíåííß iç
% ñòiíêîþ
r=r+v.*t0;
v(j0)=-v(j0); % çìiíþ¹ìî íàïðßìîê ðóõó ÷àñòèíêè ïðè
% çiòêíåííi iç ñòiíêîþ
else % çiòêíåííß êóëü îäíà ç îäíîþ
t0=time_col;
r=r+v.*t0;
r0=r(:,1)-r(:,2);
v0=v(:,1)-v(:,2);
dv=r0'*v0/RR*r0;
ddv=[-dv,dv ];
% çìiíþ¹ìî øâèäêîñòi âiäïîâiäíî äî íàâåäåíèõ
% ó ðîçäiëi ôîðìóë
v=v+ddv;
end;
t=t-t0;
end;
 Моделювання класичного iдеального газу (до роздiлу 3)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ïðîãðàìà ìiêðîêàíîíi÷íîãî ìîäåëþâàííß ìåòîäîì %
% Ìîíòå-Êàðëî êëàñè÷íîãî iäåàëüíîãî ãàçó. %
% Ñêëàäà¹òüñß iç äâîõ ìîäóëiâ, ùî ðîçòàøîâàíi ó %
% ôàéëàõ main.m òà ideal_gas.m. %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%
% Ëiñòiíã ôàéëó main.m %
%%%%%%%%%%%%%%%%%%%%%%%%
E=30; % åíåðãiß ñèñòåìè
N=100; % ÷èñëî ÷àñòèíîê
NTrial=1000; % êiëüêiñòü âèïðîáóâàíü
dV=2.5; % ìàêñèìàëüíå çíà÷åííß çìiíè øâèäêîñòi
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V=(2*E./N).^0.5; % øâèäêiñòü, ùî ïðèïàäà¹ íà îäíó ÷àñòèíêó
% äëß çàäàíî¨ åíåðãi¨ ñèñòåìè E=N (mv^2/2)
% m=1
for i=1:N
v(i)=V; % ìàñèâ øâèäêîñòåé
end;
[E_c Aver_v Num E_mas]=Ideal_gas(N,E,NTrial,v,dV);
% Ôóíêöiß Ideal_gas ïîâåðòà¹ ñåðåäí¹ çà àíñàìáëåì
% çíà÷åííß åíåðãi¨ ''êîíäåíñàòîðà'' E_c, ñåðåäíþ
% øâèäêiñòü íà îäíó ÷àñòèíêó ñèñòåìè Aver_v òà
% âiäñîòîê ïðèéíßòèõ êîíôiãóðàöié Num.
E_c
Aver_v
Num
% Áóäó¹ìî ðîçïîäië åíåðãi¨ "êîíäåíñàòîðà".
x_min=min(E_mas); % ìiíiìàëüíå çíà÷åííß åíåðãi¨
% "êîíäåíñàòîðà"
x_max=max(E_mas); % ìàêñèìàëüíå çíà÷åííß åíåðãi¨
% "êîíäåíñàòîðà"
Nint=50; % êiëüêiñòü iíòåðâàëiâ, íà ßêi ðîçáèâà¹òüñß
% âiäðiçîê [x_min; x_max] äëß ïîáóäîâè
% ãiñòîãðàìè
i=1:Nint;
x(i)=x_min+(x_max-x_min)/(Nint-1)*(i-1);
h=hist(E_mas,x); % ôóíêöiß ïîâåðòà¹ ðîçïîäië E_mas
% ñåðåä length(x) iíòåðâàëiâ, öåíòðè
% ßêèõ çàçíà÷åíi ó ìàñèâi z
bar(x,h); % áóäó¹ìî ãiñòîãðàìó
axis([0 x_max 0 max(h)])
colormap white
hold on
% Äàëi, âèêîðèñòîâóþ÷è ïàêåò Curve Fitting Tool
% âèêîíó¹ìî àíàëiç ãiñòîãðàìè i çíàõîäèìî ïàðàìåòðè
% ôóíêöi¨, ùî íàáëèæó¹ ïðåäñòàâëåíi íà ãiñòîãðàìi
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% äàíi. Ðåçóëüòàò àïðîêñèìàöi¨ âèâîäèìî íà åêðàí ...
y=a*exp(-x/b); % a=13500 b=0.66 - ðåçóëüòàò àïðîêñèìàöi¨
% çà îòðèìàíèìè äàíèìè ïîòî÷íîãî åêñïåðèìåíòó
plot(x,y);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ëiñòiíã ôàéëó ideal_gas.m %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function [E_k Aver_v Num E_mas]=Ideal_gas(N,E,NTrial,v,dV)
% ôóíêöiß, ßêà ïîâåðòà¹ óñåðåäíåíi çíà÷åííß:
% åíåðãiß êîíäåíñàòîðà (E_k),
% øâèäêiñòü íà îäíó ÷àñòèíêó (Aver_v),
% ÷èñëî ïðèéíßòèõ êîíôiãóðàöié (Accept).
% Ìèòò¹âi çíà÷åííß åíåðãi¨ êîíäåíñàòîðà (E_mas).
E_k=0;
E_mas(1)=E_k;
Vtot=sum(v);
Vsum=0;
Esum=0;
Num=0;
m=2;
for j=1:NTrial
for i=1:N
dv=(2*rand(1)-1)*dV; % âèïàäêîâà çìiíà øâèäêîñòi
i_r=floor(N*rand(1)+1); % âèïàäêîâèì ÷èíîì âèáèðà¹ìî
% ÷àñòèíêó
VTrial=v(i_r)+dv; % çìiíþ¹ìî ¨¨ øâèäêiñòü
de=0.5*(VTrial.^2-v(i_r)^2);
% ðîçðàõîâó¹ìî çìiíó êiíåòè÷íî¨ åíåðãi¨,
% ùî âiäáóëàñß ó ðåçóëüòàòi çìiíè
% øâèäêîñòi ÷àñòèíêè
if de<=E_k % ßêùî åíåðãiß çìåíøèëàñß, ïðèéìà¹ìî
% êîíôiãóðàöiþ
v(i_r)=VTrial;
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% ìiíß¹ìî øâèäêiñòü âèáðàíî¨ ÷àñòèíêè
Vtot=Vtot+dv;
Num=Num+1;
E_k=E_k-de;
end;
Esum=Esum+E_k;
Vsum=Vsum+Vtot;
E_mas(m)=E_k;
m=m+1;
end;
end;
E_k=Esum/(NTrial*N);
Num=Num/(NTrial*N);
Aver_v=1/N*Vsum/(NTrial*N);
%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ðåçóëüòàòè ðîçðàõóíêiâ %
%%%%%%%%%%%%%%%%%%%%%%%%%%
E_c =0.5910
Aver_v = -5.0861e-004
Num = 0.4665 Модель Iзинга (до роздiлу 3)
// Ðîçìið ñèñòåìè
const int Lx=64;
const int Ly=64;
// Êiëüêiñòü iòåðàöié çà ìåòîäîì Ìîíòå-Êàðëî
const N_iter=1000;
int Spins[Lx][Ly];
long int M;
double T=2; // Òåìïåðàòóðà òåïëîâîãî ðåçåðâóàðà,
// â ßêîìó çíàõîäèòüñß ñèñòåìà
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int Sum(int i, int j)
// Ôóíêöiß ïîâåðòà¹ ñóìó çà óñiìà íàéáëèæ÷èìè
// ñóñiäàìè âóçëà (i,j). Ïðè çíàõîäæåííi ñóìè
// âðàõîâó¹ìî ïåðiîäè÷íiñòü ãðàíè÷íèõ óìîâ.
{
int left, right, up, down;
if (i==0)
left=Spins[Lx-1][j];
else
left=Spins[i-1][j];
if (i==Lx-1)
right=Spins[0][j];
else
right=Spins[i+1][j];
if (j==0)
up=Spins[i][Ly-1];
else
up=Spins[i][j-1];
if (j==Ly-1)
down=Spins[i][0];
else
down=Spins[i][j+1];
return left+right+up+down;
};
void Monte()
// Ðåàëiçàöiß ìåòîäó Ìîíòå-Êàðëî
{
int Sum_Nb=0, left, right, up, down;
double DeltaE, P;
for (int n=1; n<=Lx*Ly; n++)
{
int i=random(Lx); //Âèïàäêîâèì ÷èíîì âèáèðà¹ìî ñïií
int j=random(Ly);
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// Ðîçðàõîâó¹ìî åíåðãiþ, ßêó âíîñèòü âèáðàíèé ñïií
// òà éîãî îòî÷åííß ó çàãàëüíó åíåðãiþ ñèñòåìè ç
// ïðîòèëåæíèì çíàêîì. ßêùî îòðèìàíå çíà÷åííß ìåíøå
// íóëß, âiäïîâiäíî ó ïîâíó åíåðãiþ âîíî âõîäèòü
// ç äîäàòíèì çíàêîì, çáiëüøóþ÷è åíåðãiþ óñi¹¨
// ñèñòåìè. Îòæå, ïåðåâåðòà¹ìî ñïií i ðîçðàõîâó¹ìî
// íàìàãíi÷åíiñòü. Ñïií ïåðåâåðòà¹òüñß i ó ðàçi,
// êîëè åíåðãiß çáiëüøó¹òüñß, àëå íå ïåðåâèùó¹ ïåâíå
// çíà÷åííß çãiäíî ç ðîçïîäiëîì Ãiááñà (äèâ. îïèñ äî
// ïðîãðàìè).
Sum_Nb=Spins[i][j]*Sum(i,j);
if (Sum_Nb<=0)
{
Spins[i][j]=-Spins[i][j];
M=M+2*Spins[i][j];
}
else
{
DeltaE=2*Sum_Nb;
P=exp(-DeltaE/T);
if (random(11)/10.0<P)
{ Spins[i][j]=-Spins[i][j];
M=M+2*Spins[i][j];
};
};
};
};
void Out(double x, double y)
{
// Âèâîäèìî íà åêðàí òî÷êó ç êîîðäèíàòàìè
// (x*10,y*50); 10,50 - ìàñøòàáè âèâåäåííß
};
void main()
{
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double NMagn;
randomize();
while (T>0.1)
{
M=0;
NMagn=0;
// Âèïàäêîâèì ÷èíîì ðîçòàøîâó¹ìî ñïiíè íà ãðàòöi
for (int i=0; i<Lx; i++)
for (int j=0; j<Ly; j++)
{
if (random(11)/10.0 > 0.5)
Spins[i][j]=1;
else
Spins[i][j]=-1;
M=M+Spins[i][j];
};
for(i=0; i<N_iter; i++)
{
Monte();
NMagn=NMagn+M;
};
// Ñåðåäíß íàìàãíi÷åíiñòü íà ñïií
NMagn=NMagn/(N_iter*Lx*Ly);
Out(T,fabs(NMagn));
T=T-0.1;
};
}; Моделювання поширення тепла у пластинi (до роздiлу 4)
...
#define GRAD 16.0 // Êiëüêiñòü ãðàäàöié ñiðîãî êîëüîðó
// Ëiíiéíi ðîçìiðè ïëàñòèíè
const Lx=100;
const Ly=40;
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const time_max=200;
const T1=10, T2=100; // Òåìïåðàòóðà íà êðàßõ ïëàñòèíè
int SideX=3, SideY=3, dX, dY, LenX, LenY;
float D=200, dt=0.001, t;
// Òåìïåðàòóðó êîìiðîê ïëàñòèíè áóäåìî çáåðiãàòè â
// â îäíîâèìiðíîìó ìàñèâi T
float T[Lx*Ly+2*(Lx+Ly)];
float func(int i, int j)
{
return T[i+(Lx+2)*j]+D*dt*(T[i+1+(Lx+2)*j]+T[i-1+(Lx+2)*j]+
T[i+(Lx+2)*(j-1)]+T[i+(Lx+2)*(j+1)]-4*T[i+(Lx+2)*j]);
}
void CalcNext()
{
float TempMas[Lx*Ly+2*(Lx+Ly)];
for(int j=1; j<=Ly; j++)
for(int i=1; i<=Lx; i++)
TempMas[i+(Lx+2)*j]=func(i,j);
for (int i=0;i<=Lx+1;i++)
TempMas[i]=TempMas[i+(Ly+1)*(Lx+2)]=T1;
for (j=1;j<=Ly+1;j++)
TempMas[(Lx+2)*j]=TempMas[(Lx+2)*j-1]=T2;
...
// Ïîíîâëþ¹ìî ìàñèâ T øëßõîì êîïiþâàííß â íüîãî
// çíà÷åíü åëåìåíòiâ ç ìàñèâó TempMas
...
}
void OutPix()
{
for (int j=1; j<=Ly; j++)
for (int i=1; i<=Lx; i++)
{
...
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// Âèâîäèìî íà åêðàí êîìiðêè âiäïîâiäíîãî êîëüîðó
// ç íîìåðîì (GRAD-1)/(T2-T1)*(T[j*(Lx+2)+i]-T1))
...
}
}
void Simula()
{
...
t=dt;
for(int j=1;j<=Ly;j++)
for(int i=1;i<=Lx;i++)
T[i+(Lx+2)*j]=T1;
for (int i=0;i<=Lx+1;i++)
T[i]=T[i+(Ly+1)*(Lx+2)]=T1;
for (j=1;j<=Ly+1;j++)
T[(Lx+2)*j]=T[(Lx+2)*j-1]=T2;
OutPix();
while (t<=time_max && !kbhit())
{
CalcNext();
// Äëß çìåíøåííß âèòðàò ìàøèííîãî ÷àñó ïîíîâëåííß
// åêðàíà âèêîíó¹ìî ëèøå êîæíó 33-òþ iòåðàöiþ çà ÷àñîì.
if (!fmod(ceil(t*1000), 33))
OutPix();
t+=dt;
}
...
}
void main()
{
...
Simula();
}
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 Розрахунок температурного профiлю (до роздiлу 4)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ðîçðàõóíîê ðîçïîäiëó òåïëà ó òîíêié äâîâèìiðíié ïëàñòèíi %
% iç ñòàëîþ òåìïåðàòóðîþ íà ìåæàõ. Ïðîãðàìà ñêëàäà¹òüñß %
% iç äâîõ ôàéëiâ: ãîëîâíîãî ìîäóëß main òà M-ôàéëà-ôóíêöi¨ %
% heat2d, ùî ðåàëiçó¹ àëãîðèòì ðîçðàõóíêó òà âèâåäåííß %
% ðåçóëüòàòiâ íà åêðàí. %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%
% Òåêñò ôàéëó main.m %
%%%%%%%%%%%%%%%%%%%%%%
dx=1; % êðîê çà ïðîñòîðîì (îäíàêîâèé ó õ- òà ó-íàïðßìêàõ)
dt=0.01;% êðîê çà ÷àñîì
Tmax=60; % ÷àñ ìîäåëþâàííß
D=2;% êîåôiöi¹íò äèôóçi¨
% ðîçìið ïëàñòèíè
Nx=50; Ny=50;
T=0:dt:Tmax;
init=10*ones(Nx,Ny); % òåìïåðàòóðà íà ìåæàõ äîðiâíþ¹ 10
init(2:Nx-1,2:Ny-1)=0; % òåìïåðàòóðà óñåðåäèíi îáëàñòi 0
heat2d(T,init,D,dx,dt); % âèêëèê ïðîöåäóðè ðîçðàõóíêiâ
%%%%%%%%%%%%%%%%%%%%%%%%
% Òåêñò ôàéëà heat2d.m %
%%%%%%%%%%%%%%%%%%%%%%%%
function heat2d(t,init,D,dx,dt)
[i,j]=size(init);
n=length(t);
koef=D*dt/dx^2;
u=init;
[X,Y]=meshgrid(1:i,1:j);
for k=1:n-1
u(2:i-1,2:j-1)=koef*(u(3:i,2:j-1)+u(1:i-2,2:j-1)+...
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u(2:i-1,3:j)+u(2:i-1,1:j-2))+...
(1-4*koef)*u(2:i-1,2:j-1);
mesh(X,Y,u)
axis([1 i 1 j 0 10]);
pause(0.01);
end;
 Поперечнi коливання осциляторiв (до роздiлу 5)
const int N=60; // Êiëüêiñòü îñöèëßòîðiâ
// Ïàðàìåòðè ìîäåëi (äèâ. îïèñ äî ïðîãðàìè)
float m=1, r=0.2, k=0.02, dt=0.001, A=30, Omega=4, q=80;
void main() {
static float v[N], x[N];
int x_centr, y_centr;
float x_bak, accel, F, t;
t=0;
while (!kbhit())
{
for (int i=0; i<N; i++)
{
x_bak=x[i];
// Ðîçðàõóíîê øâèäêîñòi òà êîîðäèíàòè ó
// íàñòóïíèé ìîìåíò ÷àñó çà ìåòîäîì Åéëåðà
F=q*(x[i-1]-x[i])+q*(x[i+1]-x[i]);
accel=(F-r*v[i]-k*x[i])/m;
v[i]=v[i]+accel*dt;
x[i]=x[i]+v[i]*dt;
// Çñóâ êðàéíüîãî ëiâîãî îñöèëßòîðà.
// 3.14/Omega - ïiâïåðiîä êîëèâàíü
if (Omega*t<3.14)
x[0]=A*sin(4*t);
else
x[0]=0;
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x[N-1]=0; // Çñóâ êðàéíüîãî ïðàâîãî îñöèëßòîðà
x_centr=10*i;
y_centr=240-ceil(x[i]*5);
...
// Âèäàëß¹ìî ïîïåðåäíié ðèñóíîê, äëß ÷îãî
// êîëüîðîì ôîíó ðèñó¹ìî îñöèëßòîð ó òî÷öi
// (x_centr,240-ceil(x_bak*5))
// Âñòàíîâëþ¹ìî íîâèé êîëið äëß âèâåäåííß
// îñöèëßòîðà òà ðèñó¹ìî îñöèëßòîð ó òî÷öi
// (x_centr,y_centr);
...
}
t=t+dt;
};
};
 Поздовжнi коливання осциляторiв (до роздiлу 5)
// Ìîäåëþâàííß ðóõó ëiíiéíîãî ëàíöþæêà îñöèëßòîðiâ,
// ßêi çäiéñíþþòü ïîçäîâæíi êîëèâàííß óçäîâæ îñi x.
const int N=10; // Êiëüêiñòü îñöèëßòîðiâ
// Ïàðàìåòðè ìîäåëi (äèâ. îïèñ äî ïðîãðàìè)
float m=1, r=0, dt=0.001, q=80;
float v[N], x[N], a[N], x_bak[N];
void Out() {
int x_centr, y_centr;
for (int i=0; i<N; i++)
{
x_centr=60*i+ceil(x[i]*20);
...
// Âèäàëß¹ìî ïîïåðåäíié ðèñóíîê, äëß ÷îãî
// êîëüîðîì ôîíó ðèñó¹ìî îñöèëßòîð ó òî÷öi
// (60*i+ceil(x_bak[i]*20),240)
// Âñòàíîâëþ¹ìî íîâèé êîëið äëß âèâåäåííß
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// îñöèëßòîðà òà ðèñó¹ìî îñöèëßòîð ó òî÷öi
// (x_centr,240);
...
};
};
void main() {
int size=sizeof(x_bak);
float F, t;
// Ïðèïóñêà¹ìî, ùî óñi îñöèëßòîðè çíàõîäßòüñß ó
// ïîëîæåííi ðiâíîâàãè. Ïî÷àòêîâà øâèäêiñòü
// êîæíîãî îñöèëßòîðà äîðiâíþ¹ íóëþ.
for (int i=0; i<N; i++)
{
v[i]=0;
x_bak[i]=0;
x[i]=0;
};
x[0]=2; // Âèâîäèìî ïåðøèé îñöèëßòîð iç ïîëîæåííß
// ðiâíîâàãè. Íàäà¹ìî éîìó ïî÷àòêîâèé çñóâ 2.
x_bak[0]=2;
Out();
t=0;
while (!kbhit())
{
for (int i=1; i<N-1; i++)
{
F=q*(x[i-1]-x[i])+q*(x[i+1]-x[i]);
a[i]=(F-r*v[i])/m;
}
F=q*(x[1]-x[0])-q*x[0];
a[0]=(F-r*v[0])/m;
F=q*(x[N-2]-x[N-1])-q*x[N-1];
a[N-1]=(F-r*v[N-1])/m;
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// Ðîçðàõîâó¹ìî íîâó øâèäêiñòü òà êîîðäèíàòó çà
// ìåòîäîì Åéëåðà.
for (i=0; i<N; i++)
{
v[i]=v[i]+a[i]*dt;
x[i]=x[i]+v[i]*dt;
};
Out();
...
// Ïîíîâëþ¹ìî ìàñèâ x_bak øëßõîì êîïiþâàííß â
// íüîãî çíà÷åíü åëåìåíòiâ ç ìàñèâó x
...
};
t=t+dt;
};
 Розрахунок енергiї системи осциляторiв (до роздiлу 5)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Îïèñ ôóíêöi¨, ùî ïîâåðòà¹ çíà÷åííß ïðàâèõ ÷àñòèí %
% ñèñòåìè ÄÓ. ßê âõiäíi äàíi ôóíêöiß îòðèìó¹ äâà %
% ìàñèâè: ìàñèâ ìîìåíòiâ ÷àñó, ìàñèâ ïî÷àòêîâèõ êîîðäèíàò %
% òà øâèäêîñòåé êîæíîãî iç N îñöèëßòîðiâ %
%(õ(1)- êîîðäèíàòà 1-ãî îñöèëßòîðà, õ(2)- éîãî øâèäêiñòü, %
% õ(3)- êîîðäèíàòà 2-ãî îñöèëßòîðà, õ(4)- éîãî øâèäêiñòü %
% i ò.ä. Òåêñò ïðîãðàìè ðîçìiùó¹òüñß ó ôàéëi oscilr.m. %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function y=oscilr(t,x)
global k m N % Ãëîáàëüíi çìiííi (âiäïîâiäíî æîðñòêiñòü
% ïðóæèíîê, ìàñè òà êiëüêiñòü îñöèëßòîðiâ)
y=zeros(2*N,1);
% Ìàñèâ $y$ ìiñòèòü ïðàâi ÷àñòèíè ñèñòåìè ðiâíßíü.
% y(1) - øâèäêiñòü ïåðøîãî îñöèëßòîðà
% y(2) - ñèëà, ùî äi¹ íà ïåðøèé îñöèëßòîð
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% y(3) - øâèäêiñòü äðóãîãî îñöèëßòîðà
% y(4) - ñèëà, ùî äi¹ íà äðóãèé îñöèëßòîð
% i ò.ä.
y(1)=x(2);
y(2)=-(k(1)/m(1))*x(1)-(k(2)/m(1))*(x(1)-x(3));
j=3;
for i=2:N-1
y(j)=x(j+1);
y(j+1)=-(k(i)/m(i))*(x(j)-x(j-2))-...
(k(i+1)/m(i))*(x(j)-x(j+2));
j=j+2;
end;
y(2*N-1)=x(2*N);
y(2*N)=-(k(N)/m(N))*(x(2*N-1)-x(2*N-3))-...
k(N+1)/m(N)*x(2*N-1);
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Îïèñ ôóíêöi¨, ùî ðîçðàõîâó¹ åíåðãiþ êîæíîãî ç %
% îñöèëßòîðiâ ó çàäàíèõ òî÷êàõ ÷àñîâîãî iíòåðâàëó. %
% Òåêñò ïðîãðàìè ðîçìiùó¹òüñß ó ôàéëi Energ.m. %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function E=Energ(N,m,k,M)
NT=length(M); % Êiëüêiñòü òî÷îê íà ÷àñîâîìó iíòåðâàëi
c=1;
for j=1:N % öèêë çà óñiìà îñöèëßòîðàìè
for i=1:NT % öèêë çà óñiìà ìîìåíòàìè ÷àñó
if j>1
if j<N
e(i)=0.5*m(j)*M(i,2*j).^2...
+0.25*k(j)*(M(i,2*j-1)-M(i,2*j-3)).^2+...
0.25*k(j+1)*(M(i,2*j-1)-M(i,2*j+1)).^2;
% Ðîçðàõîâó¹ìî ïîâíó åíåðãiþ i-ãî îñöèëßòîðà ó
% j-é ìîìåíò ÷àñó ßê ñóìó êiíåòè÷íî¨ $mv^2/2$
% òà ïîòåíöiàëüíî¨ $kx^2/2$ åíåðãié.
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end;
end;
if j==1
e(i)=0.5*m(1)*M(i,2)^2+0.5*k(1)*M(i,1)^2+...
0.25*k(2)*(M(i,1)-M(i,3))^2;
end;
if j==N
e(i)=0.5*m(N)*M(i,2*N)^2+0.5*k(N+1)*M(i,2*N-1)^2+...
0.25*k(N)*(M(i,2*N-1)-M(i,2*N-3))^2;
end;
end;
energ(:,c)=e'; % c - iíäåêñ îñöèëßòîðà.
% energ(:,c) - óñi ðßäêè ñ-ãî ñòîâïöß
c=c+1;
end;
E=energ;
Для обчислення миттєвих значень енергiї тiл коливальної системи та її
повної енергiї у командному вiкнi виконуємо таку послiдовнiсть команд:
>> global k m N % îïèñ ãëîáàëüíèõ çìiííèõ
>> N=30; % êiëüêiñòü îñöèëßòîðiâ
>> n=1:N;
>> m(n)=1; % çàäà¹ìî ìàñè îñöèëßòîðiâ
>> i=1:N+1;
>> k(i)=1; % çàäà¹ìî êîåô. æîðñòêîñòi ïðóæèíîê
>> n=1:2*N;
>> xv(n)=0; % ïî÷àòêîâi êîîðäèíàòè òà øâèäêîñòi
>> xv(1)=0.7; % êîîðäèíàòà ïåðøîãî îñöèëßòîðà
>> Tfin=50*pi; % çàäà¹ìî ÷àñîâèé iíòåðâàë
>> NumPoint=2^14-1;
% êiëüêiñòü òî÷îê ÷àñîâîãî iíòåðâàëó
>> [T,M]=ode45('oscilr',[0:Tfin/NumPoint:Tfin],xv);
>> E=Energ(N,m,k,M);
% Ìàñèâ Å ìà¹ ðîçìiðíiñòü [(NumPoints) x (N)] i
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% ìiñòèòü âåëè÷èíó åíåðãi¨ êîæíîãî ç
% îñöèëßòîðiâ ó çàäàíi ìîìåíòè ÷àñó
>> for i=1:NumPoint+1
s=E(i,:); % s - îäíîâèìiðíèé ìàñèâ, ùî ìiñòèòü
% åíåðãi¨ óñiõ îñöèëßòîðiâ ó i-é
% ìîìåíò ÷àñó
Efull(i)=sum(s); % Çíàõîäèìî ñóìó çà óñiìà
% îñöèëßòîðàìè ó i-é ìîìåíò ÷àñó
>> end;
>> subplot(1,2,1);
>> plot(T,E(:,1),T,E(:,5),T,E(:,15)) % Âèâîäèìî íà åêðàí
% åíåðãiþ 1-ãî, 5-ãî òà 15-ãî îñöèëßòîðiâ â óñiõ òî÷êàõ
% ÷àñîâîãî iíòåðâàëó
>> axis([0 30 0 0.25]);
>> subplot(1,2,2);
>> plot(T,Efull)
% Âèâîäèìî íà åêðàí ïîâíó åíåðãiþ ñèñòåìè â óñiõ òî÷êàõ
% ÷àñîâîãî iíòåðâàëó
 Моделювання поширення хвилi (до роздiлу 6)
const N=140;
float t=0, dt=0.01, dy=1, A=4, omega=1, V_f=2;
float v[N],x[N],x_bak[N];
void Init()
{
for(int i=0; i<N-1; i++)
{
x[i]=0;
v[i]=0;
};
x[0]=A*sin(omega*t);
...
// Çàïîâíþ¹ìî ìàñèâ x_bak øëßõîì êîïiþâàííß â íüîãî
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// çíà÷åíü åëåìåíòiâ ç ìàñèâó x
...
};
void Out()
{
for(int i=1; i<N; i++)
{
...
// Âèäàëß¹ìî ïîïåðåäíié ðèñóíîê, äëß ÷îãî
// êîëüîðîì ôîíó ïðîâîäèìî ëiíiþ âiä òî÷êè
// (i*4-4,240-ceil(x_bak[i-1]*30)) äî òî÷êè
// (i*4,240-ceil(x_bak[i]*30)).
// Âñòàíîâëþ¹ìî íîâèé êîëið äëß âèâåäåííß
// îíîâëåíî¨ äiëßíêè ëiíi¨ âiä òî÷êè
// (i*4-4,240-ceil(x[i-1]*30)) äî òî÷êè
// (i*4,240-ceil(x[i]*30))
...
};
};
void main()
{
Init();
while (!kbhit())
{
t=t+dt;
for(int i=1; i<N-1; i++)
v[i]=v[i]+V_f*V_f*(x[i+1]-2*x[i]+x[i-1])/(dy*dy)*dt;
for(i=1; i<N-1; i++)
x[i]=x[i]+v[i]*dt;
// Ëiâà òî÷êà çäiéñíþ¹ äâà ïîâíèõ êîëèâàííß
// (t=2T=2*2*pi /omega), à ïîòiì ïåðåáóâà¹ ó
// íåðóõîìîìó ñòàíi.
if (t<2*2*3.14/omega)
x[0]=A*sin(omega*t);
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else
x[0]=0;
x[N-1]=0; // Îñòàííß òî÷êà ïðóæíîãî ñåðåäîâèùà ¹
// çàêðiïëåíîþ
Out();
...
// Çàïîâíþ¹ìî ìàñèâ x_bak øëßõîì êîïiþâàííß â íüîãî
// çíà÷åíü åëåìåíòiâ ç ìàñèâó x
...
}
};
 Моделювання вiдображення "зуб пили"(до роздiлу 7)
...
double frac(double y);
void main()
{
double x=1/sqrt(80);
int i = 0, N = 30;
... // i òà x çáåðiãà¹ìî ó ôàéëi
for (i=1; i<=N; i++)
{
x = frac(2*x);
... // i òà x çáåðiãà¹ìî ó ôàéëi
}
...
}
double frac(double y)
{
double w;
w = y - floor(y);
return w;
}
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 Логiстичне вiдображення (до роздiлу 7)
// Ïîðiâíßííß íàáëèæåíèõ i òî÷íèõ çíà÷åíü ëîãiñòè÷íîãî
// âiäîáðàæåííß
...
typedef float realtype;
void main()
{
realtype x0=1/8., x=x0, x_ex, abs_err=0, rel_err=0;
int i = 0, N = 60;
... // çàïèñó¹ìî ó ôàéë i, x, x_ex, abs_err, rel_err
for (i=1; i<=N; i++)
{
x = 4*x*(1-x);
x_ex = 1/2.*(1-cos(pow(2,i)*acos(1-2*x0)));
abs_err = fabs(x-x_ex);
rel_err = abs_err/x_ex*100;
...
// çàïèñó¹ìî ó ôàéë i, x, x_ex, abs_err, rel_err
}
...
}
// Çíàõîäæåííß ïîêàçíèêà Ëßïóíîâà äëß ëîãiñòè÷íîãî
// âiäîáðàæåííß
...
double f_(double y);
void main()
{
double x=0.1, s=0;
int i = 0, N = 100;
s += log(fabs(f_(x)));
for (i=1; i<=N-1; i++)
{
x = 4*x*(1-x);
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s += log(fabs(f_(x)));
}
s = s/N;
... // âèâîäèìî s íà åêðàí
}
double f_(double y)
{
double z;
z = 4-8*y;
return z;
}
 Система Лоренца (до роздiлу 7)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ïðîãðàìà ñêëàäà¹òüñß iç äâîõ ôóíêöié. Ãîëîâíî¨ - %
% ôóíêöiß lorenz òà äîïîìiæíî¨ lor, ßêà ìiñòèòü ïðàâó %
% ÷àñòèíó ìîäåëüíèõ ðiâíßíü ñèñòåìè %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function lorenz
global sigma r b
% Çàäà¹ìî çíà÷åííß ïàðàìåòðiâ ñèñòåìè
sigma = 10;
r = 28.0;
b = 8.0/3.0;
FunFcn='lor';
% Âèïàäêîâèì ÷èíîì âèáèðà¹ìî ïî÷àòêîâi óìîâè
y0(1)=rand*30+5;
y0(2)=rand*35-30;
y0(3)=rand*40-5;
t0=0;
t = t0;
y = y0(:);
tol = 0.001; % Òî÷íiñòü ðîçâ'ßçêó
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tf=200; % ×àñ ìîäåëþâàííß
pow = 1/3; % Ïàðàìåòð îöiíêè êðîêó çà ÷àñîì (äèâ. ðîçä 7)
hmax = (tf-t)/10; % Ìàêñèìàëüíî äîïóñòèìèé êðîê çà ÷àñîì
h = (tf - t)/1000; % Ïîòî÷íèé êðîê çà ÷àñîì
cla;
handle = plot3(y(1),y(2),y(3),'Marker','.', 'markersize',...
1,'erase','none');
axis([-10, 10,-10, 10, 0, 60]);
xlabel('X');
ylabel('Y');
zlabel('Z');
while t<tf
% Ðîçðàõîâó¹ìî êîåôiöi¹íòè çãiäíî ç ìåòîäîì Ðóíãå-Êóòòà
k1 = feval(FunFcn, t, y);
k2 = feval(FunFcn, t+h, y+h*k1);
k3 = feval(FunFcn, t+h/2, y+h*(k1+k2)/4);
% Îöiíþ¹ìî ïîõèáêó
delta = max(abs((h*(k1 - 2*k3 + k2)/3)));
% Ðîçðàõîâó¹ìî ïðèïóñòèìó ïîõèáêó
tau = tol*max(max(abs(y)),1.0);
% Ðîçðàõîâó¹ìî íîâi êîîðäèíàòè
if delta <= tau
t = t + h;
y = y + h*(k1 + 4*k3 + k2)/6;
set(handle,'xdata',y(1),'ydata',y(2),'zdata',y(3))
drawnow;
end;
if delta ~= 0.0
% Ðîçðàõîâó¹ìî îïòèìàëüíèé êðîê çà ÷àñîì
h = min(hmax, 0.9*h*(tau/delta)^pow);
end
end
function yd = lor(t,y)
139
global sigma r b
yd = [sigma*(y(2)-y(1)); r*y(1)-y(2)-y(1)*y(3); ...
-b*y(3)+y(1)*y(2)];
 Розрахунок показника Ляпунова (до роздiлу 7)
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Ðîçðàõóíîê ïîêàçíèêà Ëßïóíîâà äëß ñèñòåìè Ëîðåíöà. %
% Ôóíêöiß lor, ßêà ìiñòèòü ïðàâó ÷àñòèíó ìîäåëüíèõ %
% ðiâíßíü ñèñòåìè %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function lyapunov
global sigma r b
% Çàäà¹ìî çíà÷åííß ïàðàìåòðiâ ñèñòåìè
sigma = 10;
r = 28.0;
b = 8.0/3.0;
% ×àñ åêñïåðèìåíòó - 200;
% ÷àñ âèõîäó ñèñòåìè íà àòðàêòîð - 100;
% ÷àñîâèé iíòåðâàë ðîçðàõóíêó íà îäíié
% iòåðàöi¨ - 5
time=[100 5 200];
p=0.5; % Ïî÷àòêîâå çáóðåííß
L=0;
N=0;
% Âèïàäêîâèì ÷èíîì âèáèðà¹ìî ïî÷àòêîâi óìîâè
Y(1)=rand*30+5;
Y(2)=rand*35-30;
Y(3)=rand*40-5;
[T,Y]=ode23s(@lor,[0,time(1)],Y);
Yend=Y(end,:);
for i=time(1):time(2):time(3)-time(2),
% Ðîçðàõóíîê âèõiäíî¨ òðà¹êòîði¨ íà îäíié
% iòåðàöi¨
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[T,Y]=ode23s(@lor,[i,i+time(2)],Yend);
% Ðîçðàõóíîê çáóðåíî¨ òðà¹êòîði¨
[T,dY]=ode23s(@lor,[i,i+time(2)],Yend+p);
Delta=Y(end,:)-dY(end,:);
% Ðîçðàõóíîê íîðìè
norma=norm(Delta,2);
L=L+log(norma/p);
Yend=Y(end,:);
N=N+1;
end;
% Ðîçðàõîâó¹ìî ïîêàçíèê Ëßïóíîâà
L=L/N
function yd = lor(t,y)
global sigma r b
yd = [sigma*(y(2)-y(1)); r*y(1)-y(2)-y(1)*y(3); ...
-b*y(3)+y(1)*y(2)];
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