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Abstract. Proper operation of the Active Disturbance Rejection
(ADR) controller requires a precise determination of the so-called to-
tal disturbance affecting the considered dynamical system, usually esti-
mated by the Extended State Observer (ESO). The observation quality
of total disturbance has a significant impact on the control error values,
making room for a potential improvement of control system performance
using different structures of ESO. In this article, we provide a quanti-
tative comparison between the Luenberger and Astolfi/Marconi (AM)
observers designed for three different extended state representations and
utilized in the trajectory tracking ADR controller designed for a mechan-
ical system. Included results were obtained in the simple simulation case,
followed by the experimental validation on the main axis of a telescope
mount.
Keywords: active disturbance rejection control (ADRC), extended state
observer (ESO), trajectory tracking, mechanical system
1 Introduction
Research interest in the Active Disturbance Rejection (ADR) control method,
initially introduced in [4], has been gradually growing in recent years resulting in
its frequent use in the domains of industrial- [10,18,14] and mobile robotics [13].
Instead of relying on the precise model of the control object, the ADR method
depends on a feedforward cancellation of the so-called total disturbance, usually
estimated by the Extended State Observer (ESO) with a single additional state,
see [3]. Since the control quality obtained with the ADR-based controller is
highly dependent on the total disturbance estimation accuracy, we may improve
control performance by choosing the structure of ESO that is more suitable to
the expected type of disturbance. Instead of increasing the observer gains to
estimate quickly varying disturbances, one can implement an ESO augmented
by multiple states, see [11], or use a Resonant Extended State Observer (RESO)
[10] in the presence of total disturbance including an oscillatory component.
An ESO is most commonly implemented according to a high-gain Luenberger
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observer design method [7], what usually results in a strong amplification of
the sensor measurement noise. To decrease the impact of measurement noise
Astolfi and Marconi introduced a limited gain power observer for the systems
in the canonical observability form [1], which was generalized to a wider class of
objects in [17].
In this article, we would like to compare the results obtained for three afore-
mentioned observer structures, corresponding to a conventional ESO augmented
by a single and multiple states, and a specific extended state representation
utilized in RESO. Chosen structures will be implemented using two different
observer architectures, i.e., a high-gain Luenberger observer and the observer
proposed by Astolfi/Marconi (AM). Since most of the observer architectures
are presented in separate articles describing the expected control performance
with various methods of analysis, a quantitative comparison between different
observer types with a clearly defined comparison criterion is necessary. In our
considerations, we focus on a trajectory tracking control task performed by a
mechanical system under the presence of the external perturbations and mea-
surement noise. Conducted simulations were made on a second-order linear dy-
namics, while the experimental studies were made on the main axis of a telescope
mount, which in general can be modeled with nonlinear differential equations.
Notation: Throughout this paper, we assume that xˆ correspond to the esti-
mate of signal x, by marking x ∈ Cn we assume that signal x is at least n-times
differentiable, A  0 means that matrix A is positive definite matrix in the
sense that x>Ax > 0 for any vector x, the norm of a matrix A is defined as
‖A‖ , sup{‖Ax‖ : x ∈ Rn and ‖x‖ = 1}, λmin(A) and λmax(A) are respectively
the minimal and maximal eigenvalues of matrix A, while 0 and I represent zero
and identity matrices of the appropriate order.
2 Preliminaries
Let us consider a mechanical system having a single degree of freedom with the
dynamics expressed as
J(q)q¨ + h(q, q˙) + hm(q, q˙) + τ
∗ = τ, (1)
where q ∈ R corresponds to a system configuration, J(q) is a system inertia,
hm(q, q˙) corresponds to a known (or modeled) part of the system dynamics,
h(q, q˙) aggregates the unmodeled dynamical phenomena, τ∗ ∈ C3 is a bounded
external disturbance with bounded derivatives, and τ is a control signal. To solve
the trajectory tracking motion task, we first have to define the desired trajectory
qd ∈ C5 included in the control error definition e , qd − q, which dynamics can
be derived upon (1) and written down in a form
e¨ = q¨d − q¨ = q¨d − 1
J
(τ − hm − h− τ∗) + 1
Jˆ
(τ − hˆm)︸ ︷︷ ︸
f(q¨d,q,q˙,τ,τ∗)
− 1
Jˆ
(τ − hˆm) (2)
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for Jˆ := Jˆ(q) and hˆm := hˆm(ˆ˙q) being respectively the estimates of the system in-
ertia and modeled dynamics, while f(·) represents the lumped total-disturbance.
According to equation (2), we propose the trajectory tracking controller
τ , hˆm + Jˆ(fˆ + kpe+ kd ˆ˙e), (3)
where kp, kd > 0 are the gains of a PD controller.After a substitution of control
law (3) into equation (2), we obtain a closed-loop dynamics
e¨ = −kpe− kde˙+ f˜ + kd ˜˙e (4)
that may be treated as a linear system perturbed by signals f˜ , f − fˆ and
˜˙e , e˙ − ˆ˙e. According to (4), we may see that the control performance depends
on the precise estimations of f and e˙ that should be provided by the observer.
To design ESO, we firstly need to define an extended state vector x , [e e˙ f ]>,
expressed here in the error domain (see [12]), which dynamics can be derived
upon (2) and described with the state-space equations{
x˙ = A3x − 1Jˆ b3(τ − hˆm) + d3f˙
y = c3x + w
, (5)
where w is a bounded measurement noise, y is a system output, while An ,[
0n−1×1 In−1
0 01×n−1
]
, bn ,
 01
0n−2×1
 , cn , [1 01×n−1] , and dn , [0n−1 × 11
]
.
A standard Luenberger ESO estimating the values of x and designed according
to the equations (5) is expressed as{
˙ˆx = A3xˆ − 1Jˆ b3(τ − hˆm) + l3(yˆ − y)
yˆ = c3xˆ
, (6)
where l3 , [3ωo 3ω2o ω3o ]> is the observer gain vector dependent on a single
parameter ωo. The quality of estimation can be determined by analyzing the
dynamics of the observation error x˜ , x − xˆ derived upon (5) and (6), i.e.,
˙˜x = (A3 − l3c3)︸ ︷︷ ︸
H x˜
x˜ + d3f˙ + l3w. (7)
Let us introduce a positive-definite function Vx˜ , 12x˜
>P x˜x˜ bounded by
1
2λmin(P x˜) ‖x˜‖2 ≤ Vx˜ ≤ 12λmax(P x˜) ‖x˜‖2, where a symmetric matrix P x˜  0
is a solution of Lyapunov equation H x˜P x˜ +P x˜H
>
x˜ + ωoI = 0. The time deriva-
tive V˙x˜ is bounded by
V˙x˜ =
1
2
x˜>(H>x˜P x˜ +P x˜H x˜)x˜ + x˜
>P x˜d3f˙ + x˜>P x˜l3w
≤ −1
2
(1− νx˜)ωo ‖x˜‖2 + ‖x˜‖
(
‖P x˜‖ |f˙ |+ ω3o ‖P x˜‖ |w| −
1
2
νx˜ωo ‖x˜‖
)
(8)
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and fulfills the relation
V˙x˜ ≤ −1
2
(1− νx˜)ωo ‖x˜‖2 when ‖x˜‖ ≥ 2 ‖P x˜‖
νx˜ωo
|f˙ |+ 2ω
2
o ‖P x˜‖
νx˜
|w| (9)
for some majorization constant νx˜ ∈ (0, 1). According to Th 5.1 from [6], multi-
input ISS procedure utilized in [9] and [15], and to the relation (9), a time
response of the dynamics (7) is bounded by
∀t≥0 ‖x˜(t)‖ ≤ c1 ‖x˜(0)‖ e−γx˜t + 2 ‖P x˜‖
νx˜ωo
sup
t≥0
|f˙(t)|+ 2ω
2
o ‖P x˜‖
νx˜
sup
t≥0
|w(t)|, (10)
where c1 =
√
λmax(P x˜)/λmin(P x˜) and γx˜ = ωo(1 − νx˜)/(2λmax(P x˜)). In the
result (10) we can see two components involving the perturbation signals, where
the first one depends on the derivative of total disturbance and can be reduced
to arbitrarily small value as ωo → ∞, while the second one depending on the
measurement noise w(t) is amplified by the factor ω2o and thus raise to infinity
as ωo →∞. In other words, there should exist the value ωo that minimizes the
overall impact of perturbations on the observation error (10), as it was presented
in the work [7].
Let us now consider a closed-loop dynamics of combined control error ε ,
[e e˙]> expressed as
ε˙ = H εε + b2kx˜, (11)
where H ε =
[
0 1
−kp −kd
]
and k = [0 kd 1]. Let us propose a positive-definite
function Vε , 12ε>P εε bounded by
1
2λmin(P ε) ‖ε‖2 ≤ Vε ≤ 12λmax(P ε) ‖ε‖2,
where a symmetric matrix P ε  0 is a solution of Lyapunov equation H εP ε +
P εH
>
ε + ρεI = 0 for some ρε > 0. The time derivative V˙ε is bounded by
V˙ε =
1
2
ε>(H>ε P ε +P εH ε)ε + ε
>P εb2kx˜
≤ −1
2
(1− νε)ρε ‖ε‖2 + ‖ε‖
(
‖P ε‖ ‖k‖ ‖x˜‖ − 1
2
νερε ‖ε‖
)
(12)
and fulfills the relation
V˙ε ≤ −1
2
(1− νε)ρε ‖ε‖2 when ‖ε‖ ≥ 2 ‖P ε‖ ‖k‖
νερε
‖x˜‖ (13)
for some majorization constant νε ∈ (0, 1). A time response of the dynamics
(11), according to the relation (13), is bounded by
∀t≥0 ‖ε(t)‖ ≤
√
λmax(P ε)
λmin(P ε)
‖ε(0)‖ e−γεt + 2 ‖P ε‖ ‖k‖
νερε
sup
t≥0
‖x˜(t)‖ , (14)
where γε = ρε(1− νε)/(2λmax(P ε)). The final value of control errors depends on
the magnitude of observation error x˜(t), that according to (10) is determined by
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the values of total disturbance derivative f˙(t), the magnitude of a measurement
noise w(t), and the observation gain parameter ωo. In the latter part of this
article, we will introduce the observer architectures alternative to (6) that could
possibly improve the estimation quality and noise attenuation.
3 Alternative observer architectures
To introduce the first of alternative observer structures, we need to assume that
the total disturbance has a sinusoidal component, and can be rewritten as a sum
f = fo + fr, (15)
where fo refers to the oscillatory part of the disturbance, while fr contains the
residual disturbances not included in fo. We assume that the angular frequency
of disturbance oscillations can be determined and is marked as ωr, thus we may
model the resonant component of the total disturbance as a harmonic oscillator
f¨o + ω
2
rfo = 0 (16)
and consider it as a part of the new extended state dynamics{
χ˙∗ = A∗5χ
∗ − 1
Jˆ
b5(τ − hˆm) + d∗5f˙r
y∗ = c5χ∗ + w
, (17)
where χ˙∗ , [e e˙ f f˙o f¨o]> is an extended state, y∗ is an output of the system,
while A∗5 =
[
04×1 I 4
0 [0 0 −ω2r 0]
]
, and d∗5 = [0 0 1 0 0]
>. Based on the dynamics
(17), we can define the equations of RESO in a form{
˙ˆχ∗ = A∗5χˆ
∗ − 1
Jˆ
b5(τ − hˆm) + l5(yˆ∗ − y∗)
yˆ∗ = c3χˆ
∗ , (18)
where l5 , [5ωo 10ω2o 10ω3o 5ω4o ω5o ]> is a vector of observer gains.
The rank of observer (18) is equal to n = 5, so to effectively compare it with
an observer designed in the same manner as (6), we would like to introduce the
new extended state vector χ˙ , [e e˙ f f˙ f¨ ]>, augmented by the additional two
variables comparing to x, satisfying rank(χ) = rank(χ∗) = 5. The dynamics of
χ is expressed as {
χ˙ = A5χ − 1Jˆ b5(τ − hˆm) + d5
...
f
y = c5χ + w
, (19)
where y is the observer output. Comparing to x consisting of the combined vector
ε and the total disturbance f , vector χ takes also the first and second derivatives
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of total disturbance as the additional states, inducing
...
f to be a perturbation of
(19). The Luenberger ESO designed according to (19) is described as{
˙ˆχ = A5χˆ − 1Jˆ b5(τ − hˆm) + l5(y − yˆ)
yˆ = c5χˆ
, (20)
where l5 , [5ωo 10ω2o 10ω3o 5ω4o ω5o ]> is a vector of observer gains.
All of the aforementioned observer structures are designed according to the
Luenberger architecture. Besides changing the extended state definition between
observers, we can also change the architecture of the designed ESOs using, for
example, an Astolfi/Marconi observer design technique presented in [17]. Ac-
cording to [1], the use of this method should result in the smaller amplification
of the high-frequency noise measurement, especially for the systems with a high
relative degree. To be able to utilize AM observer design method, let us write
down the generalized form of dynamics (5), (19), and (17) as{
z˙i = φi(z i, zi+1, τ) + gi(ζ), 1 ≤ i < n
z˙n = φn(zn) + gn(ζ)
, (21)
where z i = [z1, ..., zi]
> for 1 ≤ i ≤ n and (zn , [z1, ..., zn]> = x, ζ = f˙) for the
dynamics (5), (zn = χ, ζ =
...
f ) for the dynamics (19) , and (zn = χ
∗, ζ = f˙r)
for the dynamics (17). The Astolfi/Marconi observer, according to [1] and [17],
can be designed as
ξ˙ i =
[
φi(zˆ i, b
>
2 ξ i, τ) + ωoκi,1i
φi+1(zˆ i+1, b
>
2 ξ i+1, τ) + ω
2
oκi,2i
]
, i ∈ {1, ..., n− 2}
ξ˙n−1 =
[
φn−1(zˆn−1, b>2 ξn−1, τ) + ωoκn−1,1n−1
φn(zˆn, τ) + ω
2
oκn−1,2n−1
]
zˆn = Lξ
, (22)
where ξ , [ξ>1 ... ξ>n−1]> is the observer state, κi , [κi,1, κi,2]> contains the
design parameters, while L = blkdiag(I 2, b2, ..., b2︸ ︷︷ ︸
(n−2) times
) is a transformation matrix
between ξ and zn. The estimation errors are defined as follows: 1 , e − c2ξ1
and i , b>2 ξ i−1 − c2ξ i for i ∈ {2, ..., n− 1}.
Remark 1. Observers (6) and (18) and their AM equivalents work properly when
the signal f˙ is bounded, while observer (20) and its AM equivalent need bounded...
f . According to the dynamics (2), controller (3), and assumption that the desired
trajectory is at least qd ∈ C5, we may claim that f˙ and
...
f are bounded, as long
as ε is in some compact set.
4 Simulation results
The simulation study was conducted on the second order dynamical system
described by transfer function G(s) = 1/(s + 1)2. Two different scenarios have
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been considered and both concerned following the trajectory designed as the
step function with a step time t = 7.5 s and filtered with Gf (s) = 1/(0.5s+ 1)
5
under the external disturbance τ∗ = 2.5 sin(15t) applied after t = 5 s. The first
scenario presents the results without the measurement noise w, while the second
one a case including white measurement noise with the variance σw = 10
−5.
According to the controller structure (3), we assumed that hˆm ≡ 0 and the
parameters Jˆ = 1, kp = 4, kd = 4. In the presented results, we have used
following abbreviations considering particular observers: ESO n = 3 for (6),
ESO n = 5 for (20), RESO for (18), and we have added an AM prefix to refer to
their equivalents designed with (22). The values of κi from (22) were calculated
with the tuning procedure presented in [1] resulting in (κ1 = [0.8 0.48]
>, κ2 =
[0.8 0.16]>) for AM ESO n = 3 and (κ1 = [0.6 0.36]>, κ2 = [0.6 0.135]>, κ3 =
[0.6 0.06]>, κ4 = [0.6 0.025]>) for AM ESO n = 5 and RESO. A resonant
angular frequency visible in (16) was set to ωr = 15 rad/s, while the values ωo
for all of the observers were chosen in a way to provide the same value of integral
control cost criterion Je =
1
Tsim
∫ Tsim
0
|e(t)|dt for the simulation time Tsim = 20
s. Tables 1 and 2 contain the values of ωo and Ju for all of the considered cases,
together with the control cost Ju =
1
Tsim
∫ Tsim
0
|τ(t)|2dt and the average quality of
total disturbance estimation Jf =
1
Tsim
∫ Tsim
0
|f˜(t)|dt. The values of control error
e(t) and control signal τ(t) are also presented in Figures 1 and 2. To avoid a
peaking phenomenon appearance in the figures, the controller is inactive during
the observer transient stage and turned on after time t = 1 s (see [5]).
Table 1. Results obtained for the first sce-
nario, without measurement noise
Observer type ωo Je Ju Jf
ESO n = 3 490.03 0.01 59.77 2.41
ESO n = 5 68.58 0.01 65.96 2.52
RESO 27.32 0.01 59.31 1.05
AM ESO n = 3 818.86 0.01 59.95 2.42
AM ESO n = 5 340.27 0.01 65.31 2.54
AM RESO 129.61 0.01 60.70 2.15
Table 2. Results obtained for the second
scenario, with measurement noise
Observer type ωo Je Ju Jf
ESO n = 3 586.76 0.01 623.71 69.25
ESO n = 5 76.94 0.01 94.58 19.59
RESO 31.52 0.01 60.06 3.31
AM ESO n = 3 1057.46 0.01 844.89 92.91
AM ESO n = 5 352.48 0.01 91.02 18.17
AM RESO 140.34 0.01 60.41 3.10
In the case without the measurement noise, selected values of ωo for Luen-
berger observers result in almost identical outcomes of the Ju and Jf values
comparing to their AM equivalents (the only exception is the Jf for AM RESO,
see Table 1, caused by a more dynamic transient stage that could be seen in
the control error representation in Fig. 1). A specific structure of RESO allows
the control system to perform much better than ESO n = 5 in the presence of
sinusoidal disturbances, leading to the possibility of selecting smaller ωo values
to obtain the same control quality Je. As a consequence of lower ωo, the level
of measurement noise amplification in RESO is smaller than in the case of ESO
n = 5 (see Ju values in Tables 1 and 2). Control cost obtained for ESO n = 5
and RESO is approximately the same for the Astolfi/Marconi and Luenberger
observers (see a zoomed subplot of control signals in Fig. 2). In the scenario with
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Fig. 1. Control error and control signal for the case without measurement noise
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Fig. 2. Control error and control signal for the case with measurement noise
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the measurement noise, the use of AM ESO n = 3 observer results in a greater
control cost comparing to its Luenberger equivalent, what may be an indication
that this observer architecture works well for the systems with higher rank (at
least in the case of the selected trajectory and comparison criterion).
5 Experimental validation
Fig. 3. Astronomic telescope photo
Experiments were conducted on the
robotic mount of the astronomic tele-
scope in a class 0.5-m that was presented
in Fig. 3. A kinematic structure of the
mount can be described as a 2 degree-
of-freedom manipulator with perpendic-
ular revolute joints. Each joint is gear-
lessly driven by permanent-magnet syn-
chronous motors whose angular position is
measured using a high-precision 32-bit ro-
tary encoder, see [8]. Both motors are con-
trolled by independent cascade controller
with the position and current parts sepa-
rated. The current loop of each axis con-
tains a PI regulator and has much faster
dynamics comparing to the loop associ-
ated with the mechanical part of the con-
trol system. In the experiments, we as-
sume the influence of current control to
be negligible and focus on the angular po-
sition control of the described system. To express the model of each telescope
mount axis with the equation (1), we assign q to be the angular position of a
joint, τ to the desired torque applied to the axis, while hm represents friction
forces estimated according to the LuGre model [2] with parameter values iden-
tified in [16]. In the experiments, we only considered the vertical (lower) axis of
the mount, while the horizontal one was stabilized in a fixed upward position.
The identified value of vertical axis inertia is equal to Jˆ = 30 m · s2. Preliminary
results for the most common ADR controller using a 3rd order ESO (6) resulted
in the observation of the oscillatory disturbances with the angular frequency of
ωr ≈ 46.9 rad that was set up as resonant frequency of RESO and AM RESO
observers. We performed the experiments for a slowly-varying sinusoidal refer-
ence trajectory qd = 2.89 · 10−4 sin(0.4pit). Following such a slow trajectory is
commonly required during astronomic observations (a maximal velocity of qd
corresponds to the fivefold velocity of stars observed on a night sky) and de-
mands an extremely precise control performance to be able to follow a chosen
object. The tuning of all parameters was performed according to the comparison
criterion chosen in the simulations. Values ωo for each observer were chosen to
obtain comparable integral errors Je for all attempts. Due to the dominant char-
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acter of the oscillatory disturbance τ∗, it was not possible to obtain a similar
control quality for RESO and ESO observers, so we have chosen the gains of
RESO and RESO AM to be equal to ESO n = 5 and its AM equivalent. Values
of κi were chosen as in the simulations. Obtained gains and values of Je and Ju
are presented in Table 3. The results of the experiments are presented in Fig 4.
The initial conditions q(0) may strongly differ between particular experiments
due to the very small range of angular positions generated by a trajectory gen-
erator (suitable for the astronomic observations), thus all plots are shown for
t ≥ 5 s, when all of the transient stages have already passed.
Table 3. Results obtained in the experiments
Observer type ωo Je [10
−6] Ju
ESO n = 3 140 2.60 6.39
ESO n = 5 80 2.61 7.25
RESO 80 1.20 7.16
AM ESO n = 3 250 2.56 6.1
AM ESO n = 5 450 2.62 7.03
AM RESO 450 1.56 4.77
The use of an extremely pre-
cise encoder resulted in the consis-
tency between the outcome of ex-
periments and simulations without
introduced measurement noise for
the Luenberger ESOs. In the ex-
periments, we obtained compara-
ble control performance for 3rd and
5th order ESOs with a significantly
lower gain value chosen for ESO
n = 5 followed by a slightly increased control cost Ju. Likewise, resonant ob-
server designed according to (18) proved superior to the conventional variants
resulting in much better compensation of sinusoidal perturbation visible in the
control error frequency spectrum presented in Fig. 4. Experiments performed
with AM observers, although produced results similar to their Luenberger coun-
terparts in the matter of chosen integral criteria, required different relative ωo
values comparing to the simulation results and had in a slightly smaller values
of Ju. While the parameters of AM ESO for n = 3 were easily adjusted to pro-
vide desired performance, AM ESO n = 5 required significantly higher ωo gain
(despite the premises drew from simulations). Furthermore, AM RESO tended
to cause unwanted vibrations around the resonant frequency of the mechanical
structure (visible as a peak in the frequency spectrum of control error around
ω ≈ 75 rad/s) leading to a destabilization of the control system for some gains
ωo. Whether such behavior is inherent to discussed observer architecture or was
caused by the unusual character of the plant remains yet uncertain. Still, for
each of the AM observers, it was possible to obtain a satisfactory tracking qual-
ity comparable with its Luenberger counterpart by correctly choosing observer
gain.
6 Conclusions
Experimental and simulation results presented in this paper proved that it is
possible to achieve the same control quality using different observer structures
and architectures implemented as a part of the ADR controller designed for a
mechanical system. Comparing to the 3rd and 5th order ESOs, the outcomes
obtained with RESOs had smaller control cost values both for Luenberger and
ESO architectures in the ADR controller for a mechanical system 11
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Fig. 4. Tracking error, control signal and error spectrum obtained in the experiment
Astolfi/Marconi architectures when the system was perturbed with a significant
sinusoidal disturbance. In the case of simulation with high measurement noise
values, we have presented that the Luenberger architecture has better charac-
teristics than the AM one for 3rd order ESOs, while for 5th order ESOs their
outcome is comparable.
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