Abstract. This paper presents our new approach to construct a system of transformation rules for the Part-Of-Speech tagging task. Our tagging approach is based on an incremental knowledge acquisition methodology where rules are stored in an exceptionstructure and new rules are only added to correct errors of existing rules; thus allowing systematic control of the interaction between rules. Experiments on 13 languages exhibit that our method is fast in terms of training time and tagging speed. Furthermore, our method is able to attain state-of-the-art accuracies for relatively isolating or analytic languages while obtaining competitive accuracy results on morphologically rich Indo-European languages.
Introduction
As one of the most important tasks in Natural Language Processing, Part-of-speech (POS) tagging is to assign a tag representing its lexical category to each word in a text [27] . After the text is tagged or annotated, it can be used in many applications such as machine translation, information retrieval, information extraction and the like.
Recently, statistical and machine learning-based POS tagging approaches have been mainstream methods obtaining state-of-the-art performances 1 . However, most of them are time-consuming in the learning process and require a powerful computer for training the tagging models. For instance, as reported in Mueller et al. [39] , the POS taggers SVMTool [24] and CRFSuite [46] correspondingly took 2,454 minutes (about 41 hours) and 9,274 minutes (about 155 hours) to be trained on a corpus of 38,727 Czech sentences 1 http://aclweb.org/aclwiki/index.php?title=POS_Tagging_(State_of_the_art) (652,544 words), using a machine with two Hexa-Core Intel Xeon X5680 CPUs with 3,33 GHz and 6 cores each and 144 GB of memory. Therefore, such methods are not suitable for individuals having computing system with limited resources.
Turning to rule-based approaches, Brill [10] proposed the most well-known approach which is to automatically learn transformation rules for the POS tagging problem. In the Brill's method, the learning process selects a new rule based on the context that is generated by all preceding rules, where the new rule can change the outputs of all the preceding rules. Hence, this method introduces a potential difficulty in controlling the interaction among a large number of rules.
In this paper, we present a new failure-driven approach to automatically restructure transformation rules in the form of a Single Classification Ripple Down Rules (SCRDR) tree [13, 51] . Our approach accepts the interaction between rules, but a rule only changes the outputs of some previous rules in a controlled context. All rules are structured in a SCRDR tree where a new rule could be added when the tree produces an incorrect output. To sum up, our contributions are:
• We propose a transformation-based learning method using SCRDR for POS tagging in which our method produces fast performances in the learning and tagging processes. For example, using a laptop computer of Window7 Core i5 2.50GHz CPU and 6GB of memory, our method takes 79 minutes (about 1.3 hours, computed in average with a 10-fold cross validation evaluation scheme) to complete a training process on a corpus of 116K Czech sentences (about 1,957K words). Moreover, it achieves a tagging speed of 44K Czech words per second. Consequently, individual users are able to adapt our method on personal computers. 2 • We provide empirical experiments on POS tagging and combined POS and morphological tagging for 13 languages and show that our robust and language independent approach obtains very promising accuracy results. Specifically, our approach reaches state-of-the-art tagging accuracies on relatively isolating or analytic languages such as English, Hindi, Thai and Vietnamese while achieving competitive accuracy results on morphologically rich Indo-European languages such as Czech, French, German and Italian.
The paper is organized as follows: the sections 2 and 3 present the SCRDR methodology and our new approach, respectively. Experimental results and discussion are detailed in section 4. Section 5 is to outline related work. Finally, section 6 provides concluding remarks and future work.
SCRDR methodology
In this section, we present the basic idea of Ripple Down Rules (RDR) [13, 51] which inspired our approach. RDR allows one to add rules to a knowledge base incrementally without the need of a knowledge engineer. A new rule is only created when the knowledge base performs unsatisfactorily on a given case.
A SCRDR tree [13, 51] is a binary tree with two distinct types of edges. These edges are typically called except and if-not edges. Associated with each node in a tree is a rule. A rule has the form: if α then β where α is called the condition and β is referred to as the conclusion.
Cases in SCRDR are evaluated by passing a case to the root of the tree. At any node in the tree, if the condition of a node η's rule is satisfied by the case, the case is passed on to the except child of η using the except link if it exists. Otherwise, the case is passed on to the η's if-not child. The conclusion given by this process is the conclusion from the last node which fired (satisfied by the case) in the SCRDR tree.
To ensure that a conclusion is always given, the root node typically contains a trivial condition which is always satisfied. This node is called the default node. Default rule -the rule at the default node -is the unique rule which is not an exception rule of any other rule. Every rule in layer n is an exception rule of a rule in layer n − 1.
A new node containing a new exception rule is added to an SCRDR tree when the evaluation process returns a wrong conclusion. The new node is attached to the last node in the evaluation path of the given case with if word == "object.word" then tag = "correctTag" if next1 st Tag == "object.next1 st Tag" then tag = "correctTag" if prev1 st Tag == "object.prev1 st Tag" then tag = "correctTag" if word == "object.word" && next1 st Tag == "object.next1 st Tag" then tag = "correctTag" if prev1 st Tag == "object.prev1 st Tag" && word == "object.word" then tag = "correctTag" if prev1 st Tag == "object.prev1 st Tag" && next1 st Tag == "object.next1 st Tag" then tag = "correctTag" the except link if the last node is the fired one. Otherwise, it is attached with the if-not link.
For illustration, with a SCRDR tree in Figure 1 , given a case of 5-word window context "as/IN investors/NNS anticipate/VB a/DT recovery/NN" where "anticipate/VB" is the current word and POS tag pair, the case satisfies the conditions of the rules at nodes (0), (1) and (4), then it is passed to node (5) (following except links). As the case does not satisfy the condition of the rule at node (5), it will be transferred to node (8) using if-not link. Also the case does not satisfy the conditions of the rules at nodes (8) and (9) . Therefore, we have the evaluation path (0)- (1)- (4)- (5)- (8)- (9) with the fired node (4). Thus, the POS tag for "anticipate" is concluded as "VBP".
Rule (1) -the rule at node (1) -is the exception rule of the default rule (0). As node (2) is the if-not child node of node (1), rule (2) is also an exception rule of rule (0). Likewise, rule (3) is an exception rule of rule (0). Similarly, both rules (4) and (10) are exception rules of rule (1) whereas all rules (5), (8) and (9) are exception rules of rule (4), and so on. Therefore, the exception structure of the SCRDR tree extends to 4 levels: rules (1), (2) and (3) at layer 1; rules (4), (10) , (11) , (12) and (14) at layer 2; rules (5), (8) , (9), (13) and (15) at layer 3; and rules (6) and (7) at layer-4 exception structure.
Our approach
In this section, we present our new failure-driven approach to automatically construct a SCRDR tree of transformation rules for POS tagging task. Figure 3 describes the learning process in our approach.
The initialized corpus is created by using the initial tagger to perform POS tagging on the raw corpus which comprises entire raw text extracted from the golden training corpus (golden corpus) excluding tags.
Our initial tagger is based on a lexicon to assign a tag for each word, in which the lexicon contains all words appearing in the golden corpus. Each entry in the lexicon consists of an unique word and its most frequent associated tag in the golden corpus.
To tag unknown-words (i.e. out-of-dictionary words) in English and Vietnamese, the initial tagger utilizes several regular expressions whereas the most frequent tag in the lexicon (i.e. the tag with highest number of different words associated) is exploited to label unknown-words when adapting to other languages.
By comparing the initialized corpus with the golden corpus, an object-driven dictionary containing pairs Object and correctTag is produced. Each Object matches a 5-word window context surrounding a word and its current tag in the format of (previous 2 nd word / previous 2 nd tag, previous 1 st word / previous 1 st tag, word / currentTag, next 1 st word / next 1 st tag, next 2 nd word / next 2 nd tag) extracted from the initialized corpus, while correctTag is the corresponding tag of the word in the golden corpus.
There are 27 rule templates used for the rule selector which selects the most suitable rules to build the SCRDR tree. Examples of our rule templates are shown in Figure 2 where the elements in bold will be replaced by concrete values from the Object and correctTag pairs in the object-driven dictionary for generating concrete rules.
The SCRDR tree of rules is initialized by building the default rule if True then tag = "TAG" as displayed in Figure 1 . In order to build the rules at the layer-1 exception structure, for each concrete POS tag Label in the list of all POS tags from the initialized corpus, our method creates a new rule in the form of if currentTag == "Label" then tag = "Label". Then the new rule will be added to the SCRDR tree as an exception rule of the default one, for example rules (1), (2) and (3) and the like in Figure 1 .
Learning process
The learning process to construct new rules from the layer-2 exception structure to the tree is as follows:
• At a node η in the SCRDR tree, let Θ be the set of Object and correctTag pairs from the object-driven dictionary for which every Object in Θ is fired at the node η, however, the node η returns an incorrect POS tag (i.e. the POS tag concluded by the node η for the Object is not the corresponding correctTag).
• In order to select a new exception rule of the rule at the node η from all concrete rules which are generated for all Objects in Θ, the selected rule have to satisfy the following constraints: (i) If the node η is not at the layer-1 exception structure, the rule must not be satisfied by the Objects which the node η has already returned correct POS tags. (ii) The rule must associate to the highest score value of subtracting B from A in comparison to other ones, where A and B are the numbers of Objects in Θ in which the rule produces correct and incorrect POS tags, respectively. (iii) The highest score value is not smaller than a given threshold.
Our method applies two threshold parameters: the first threshold is to find exception rules at the layer-2 exception structure (for example, rules (3), (4) and (5) in Figure 1 ) while the second threshold is to find rules for higher exception layers.
• If the learning process could not select a new exception rule of the rule at the node η, the process is repeated at another node η ρ for which the rule at the node η is an exception rule of the rule at the node η ρ . Otherwise, the learning process is repeated at the new selected exception rule.
Illustration:
To illustrate how new exception rules are appended to construct a SCRDR tree as shown in Figure 1 , we start with node (1) to be the current node η associated to rule (1) if currentTag == "VB" then tag = "VB" at the layer-1 exception structure. The learning process produces the most suitable rule if prev1 st Tag == "NNS" then tag = "VBP" to be an exception rule of rule (1) . Thus, node (4) associated to rule (4) if prev1 st Tag == "NNS" then tag = "VBP" is added as an except child node of node (1). The process then refers to node (4) as the node η. Similarly, nodes (5) and (6) are appended to the tree as presented in Figure 1 .
The node η now is node (6) . At node (6), there is no concrete rule fulfilling the three constraints to be an exception rule of rule (6) . Hence, the learning process is repeated at node (5) because rule (6) is an exception rule of rule (5) .
At node (5), the learning process selects a new rule (7) if next1 st Word == "into" then tag = "VBD" to be another exception rule of rule (5) . Consequently, a new node (7) containing rule (7) is added to the SCRDR tree as an if-not child node of node (6) .
At node (7), the learning process could not find a new rule to be an exception rule of rule (7). Therefore, node (5) is again considered as the current node η. The procedure to add new exception rules is repeated until there is no rule satisfying the three constraints.
Tagging process
The tagging process firstly tags unlabeled text by using the initial tagger. Next, it slides in a left-to-right direction on a 5-word window context to create a corresponding Object for each initially tagged word. The Object is then classified by the learned SCRDR tree model to produce the final tag of the word as illustrated in the example in section 2.
Noted that if the Object is fired at the root node of the tree model, the final tag is concluded as the initialized tag returned by the initial tagger.
Empirical study
This section presents the experiments validating our proposed approach in 13 languages. Experimental datasets are detailed in section 4.1, while training/tagging speed and accuracy results of our approach are described in sections 4.2 and 4.3, respectively.
Experimental setup
Evaluation for English used the Penn WSJ Treebank [35] words). Moreover, we conduct experiments on datasets in 12 other languages as presented in Table 1 . Apart from English, most previous published works have different experimental setups on various data splits. In addition, it is difficult to create the same evaluation settings used in the previous works. Therefore, excluding a 5-fold cross-validation evaluation scheme for Vietnamese, we examine performances based on the 10-fold cross-validation evaluation scheme 3 on the datasets in 11 remaining languages.
Training strategy: We have two training strategies namely Open strategy and Leave-1 strategy:
• Open strategy: We use our initial tagger to label raw corpus. The initial tagger is based on a lexicon generated from the training set. During the open strategy-based learning process, all words are known as the lexicon contains all words in the training set. Therefore, the tagging model is not trained from errors over unknown-words. To prevent this, we follow another learning strategy of leave-1.
• Leave-1 strategy: The difference between this leave-1 strategy and the open strategy is that, in training phase, all words appearing only 1 time in the training set are initially tagged as tagging unknown-words as described in section 3.
Threshold parameter: By varying our learning approach's threshold parameters on the English validation set, we have found the most suitable threshold pair of 3 and 2 for evaluating our approach on the English test set. Thus, we set the threshold pair of 3 and 2 as the default parameters utilized for all other experiments.
Training time and tagging speed
We run all experiments on the laptop computer of Window7 OS 64-bit, core i5 2.50GHz CPU and 6GB of memory. While most published works did not report the training time and the tagging speed, we present our single-threaded implementation results in Table 2 .
It is interesting to note that, in our approach, the training speed for learning combined POS and morphological (POS+MORPH) tagging model is faster than the one for POS tagging as presented in experimental results for French (11 minutes vs 19 minutes) and German (23 minutes vs 37 minutes). This is different from most machine learning-based approaches where the fewer number of tags, the higher training speed. For example, Mueller et al. [39] showed that on a dataset of 40,474 German sentences, the SVMTool [24] took 899 minutes (about 15 hours) to be trained with 54 POS tags against 1,649 minutes (about 27 hours) accounted for 681 POS+MORPH tags.
In order to compare with existing POS taggers in terms of the training time, we show in Table 3 the time taken for training the SVMTool, CRFSuite [46] , Morfette [11] and RFTagger [56] using an extremely powerful computer. For instance, using the same German TIGER corpus [8] Not taking the computer configuration into account, with almost the same experimental setting for German, our method is 56 times faster than the CRFSuite and up to 72 times faster than the SVMTool in training a POS+MORPH tagging model. Furthermore, we used much larger-in-size training datasets for Czech and Spanish and obtained fast training process.
Regarding to tagging speed, as reported in Moore [38] with the same evaluation scheme for English, on a workstation equipped with Intel Xeon X5550 2.67 GHz: the SVMTool, the UPenn bidirectional tagger [59] , the COMPOST tagger [63] and the Stanford tagger [67] gained tagging speed at 7700, 270, 2600 and 80,000 tokens per second, respectively. In our experiment, we obtain a much faster tagging speed at 208,000 tokens per second on a weaker computer. To the best of our knowledge, we conclude that our method achieves fast training and tagging processes.
Accuracy Results
The accuracy results are detailed in Table 4 . To sum up, our approach is able to reach state-of-the-art accuracies for English, Hindi, Thai and Vietnamese. It also achieves competitive accuracy results for Czech, French, German and Italian. The experimental results for remaining languages of Bulgarian, Dutch, Portuguese, Spanish and Swedish are promising.
Excluding Hindi where the unknown-word percentage (i.e. the OOV rate) is 0.0%, the accuracies obtained by the leave-1 strategy are higher than the accuracy results achieved by the open strategy on all other experimental languages. It is because in the open strategybased training process, since all words are known, the tree models of rules are not learned from errors over unknown-words. Therefore, this leads to small improvements against the initial tagger in unknown-word tagging accuracies, especially for POS+MORPH tagging experiments.
On the contrary, the leave-1 strategy produces tagging models containing transformation rules learned on error contexts of unknown-words. Consequently, the leave-1 strategy obtains significant increases on unknown-word tagging accuracy results. Moreover, in most cases, there are no considerable differences between known-word tagging accuracies achieved by the two open and leave-1 strategies. This is because the selected pair of thresholds 3 and 2 tends to skip choosing concrete rules covering words appearing only 1 time in the training set in the learning process.
English
With the same experimental setup, our approach achieves a leave-1 strategy-based accuracy at 96.51% against 96.46% accounted for the state-of-the-art POS tagger TnT [9] . The leave-1 strategy returns a SCRDR tree model of 2,418 rules in a 4-level exception structure. Table 5 presents the accuracy results obtained at exception levels. We only describe those results for English in Table 5 because of its non-cross-validation evaluation setup.
When using the outputs of the initial tagger 4 developed in the Brill's tagger [10] accuracy result of 96.57% which is slightly higher than the accuracy at 96.53% of the Brill's 5 .
Bulgarian
On the 10-fold cross validation evaluation scheme using the BulTreeBank [60] , we achieve an encouraging accuracy of 90.81%.
Given in the BulTreeBank's webpage 6 about Bulgarian POS+MORPH tagging experiments on the BulTreeBank, the TnT tagger, the SVMTool and the memory-based tagger in the Acopost package 7 [57] obtained accuracies of 92.53%, 92.22% and 89.91%, respectively.
In addition, Georgiev et al. [21] reported an accuracy of 90.34% computed for a Maximum Entropybased POS tagger in the OpenNLP toolkit 8 . Recently, Georgiev et al. [22] 9 obtained an accuracy result at 95.72% for POS+MORPH tagging without utilizing external resources.
Czech
Mueller et al. [39] showed accuracies of the four POS taggers SVMTool, CRFSuite, RFTagger and Morfette on POS+MORPH tagging for Czech. The four taggers was trained using a training set of 38,727 sentences (652,544 tokens) and evaluated on a test set of 4,213 sentences (70,348 tokens) extracted from the Prague Dependency Treebank 2.0. The accuracy results correspondingly are 89.62%, 90.97%, 90.43% and 90.01% accounted for the SVMTool, CRFSuite, RFTagger and Morfette.
Since we could not access the Czech datasets used in the experiment above, we employ the Prague Dependency Treebank 2.5 [5] of about 116K sentences. We obtain a competitive accuracy of 89.71% which is comparable to the result of the SVMTool.
Dutch
van den Bosch et al. [70] used a manually-annotated POS tagged corpus of 11 million Dutch words with 316 tags to develop the TADPOLE tagger, where the corpus was split at the sentence level into a 90% training set and a 10% test set. The TADPOLE tagger reached an accuracy result of 96.5%.
Due to limited access the 11 million-word corpus, we use the Lassy Small Corpus [45] of about 1.1 million words with 933 tags. We achieve a favorable accuracy at 92.01%.
French
Current state-of-the-art methods for French POS tagging attained accuracies around 97.75% [58, 16] when using the French Treebank [1] with 9,881 sentences for training and 1,235 sentences for test. However, these methods employed external large-scale morphological lexicons extracted from the Lefff [53] . Without using the lexicons, Denis and Sagot [16] reported an accuracy performance at 97.00%.
On the French Treebank which we are granted containing 21,562 POS+MORPH tagged sentences, we get a very promising accuracy at 97.00% for French POS tagging. Regarding to POS+MORPH tagging, as far as we know that this is the first experimental evaluation for French where we obtain an accuracy of 93.09%.
German
Using 10-fold cross validation evaluation scheme on the TIGER corpus [8] of 50,474 German sentences, Giesbrecht and Evert [23] showed that the five taggers of TreeTagger [55] , TnT tagger, SVMTool, Stanford tagger [67] and Apache UIMA Tagger 10 obtained the POS tagging accuracies of 96.89%, 96.92%, 97.12%, 97.63% and 96.04%, respectively. In the same evaluation setting, we obtain a very considerable accuracy result of 95.77%. Furthermore, we achieve a knownword tagging accuracy of 97.60% which is as high as the known-word tagging accuracies computed for the taggers TreeTagger (97.62%), TnT (97.59%), SVMTool (97.71%) and Apache UIMA Tagger (97.50%).
Turning to POS+MORPH tagging, Mueller et al. [39] also performed experiments on the TIGER corpus using 40,474 sentences for training and 5,000 sentences for test. They presented accuracy performances of 83.42%, 85.68%, 84.28% and 83.48% accounted for the four taggers SVMTool, CRFSuite, RFTagger and Morfette, respectively. In our evaluation scheme, we gain a very promising accuracy at 83.86%.
Hindi
We reach an up-to-date highest accuracy result at 96.35% for Hindi POS tagging evaluated on the Hindi Treebank [49] . As one of the most popular language in the world, there are many research works on POS tagging for Hindi. However, there is no publicly standard dataset. Previous works used locally manually-labeled datasets which are smaller in size than the Hindi Treebank, and those datasets are currently not available.
Joshi et al. [29] achieved an accuracy of 92.13% accounted for a Hidden Markov Model-based approach, using a dataset of 358K words for training and a test set of 12K words for test. Conducting experiments in using another training set of 150K words and test set of 40K words, Agarwal et al. [2] compared machine learningbased approaches and presented the highest POS tagging accuracy at 93.70% reached by the Conditional Random Fields-based method.
In the 2007 Shallow Parsing Contest for South Asian Languages [6] , the POS tagging track provided a small training set of 21,470 words and a test set of 4,924 words. The highest accuracy in the contest was 78.66% obtained by Avinesh and Karthik [4] . Employing a dataset of 15,562 words with 27 POS tags, Singh et al. [61] reported an average accuracy of 93.45% whilst Dalal et al. [15] achieved a result at 94.38% in the same 4-fold cross-validation evaluation scheme.
Italian
In the EVALITA 2009 workshop on Evaluation of NLP and Speech Tools for Italian 11 , the POS tagging track [3] provided a training set of 3,719 sentences (108,874 word forms) with 37 POS tags. The participating teams in the closed task of not using external resources achieved various tagging accuracies on a test set of 147 sentences (5,066 word forms) ranging from 93.21% to 96.91%.
Our experiment on Italian POS tagging employs the ISDT Treebank [7] of 10,206 sentences (190,310 word forms) with 70 POS tags 12 . We obtain a competitive accuracy performance at 93.26%.
Portuguese
The previous works [17, 30] on Portuguese POS tagging used an early version of the Tycho Brahe Corpus [20] containing of about 1,036K words. The corpus was split into a training set of 776K words and a test set of 260K words. While Kepler and Finger [30] achieved an accuracy of 95.51%, dos Santos et al. [17] reached a state-of-the-art accuracy result at 96.64%.
The Tycho Brahe Corpus collected in our work consists of about 1,639K words. We reach a favorable accuracy performance at 94.65% using 10-fold cross validation evaluation scheme.
Spanish
In addition to Czech and German, Mueller et al. [39] evaluated the taggers of SVMTool, CRFSuite, RFTagger and Morfette for Spanish POS+MORPH tagging, employing a training set of 14,329 sentences (427,442 tokens) and a test set of 1,725 sentences (50,630 tokens) 13 . The obtained accuracies of the four taggers ranged from 97.35% to 97.60%.
As we could not have the training and test sets above, we use the IULA Spanish LSP Treebank [36] consisting of 42K sentences with 241 tags. We achieve an encouraging accuracy result of 96.51% 14 .
Swedish
On the same SUC corpus 3.0 [64] consisting of 500 text files with about 74K sentences,Östling [47] evaluated the Swedish POS tagger namely Stagger according to 10-fold cross validation scheme. It is different thaẗ Ostling [47] split the SUC corpus 3.0 into 10 folds at file level instead of sentence level. The Stagger attained an accuracy of 96.06% which is 3.13% higher than our accuracy of 92.93%. However, we obtain a promising known-word tagging accuracy result at 96.41% in comparison to the known-word tagging accuracy of 97.12% accounted for Stagger.
Thai
On the Thai POS Tagged corpus ORCHID [62] of 23,225 sentences, we achieve an accuracy of 95.11%.
It is difficult to directly compare our research work with previous work for Thai POS tagging, for example the previous works [34, 40] performed their experiments on an unavailable corpus of 10,452 sentences. The ORCHID corpus was also used in a POS tagging experiment presented by Kruengkrai et al. [31] , however, the achieved accuracy result of 79.342% was evaluated in depending on the performance of automatic word segmentation. Pailai et al. [48] reached an accuracy of 93.64% using 10-fold cross validation on another corpus of 100K words.
Vietnamese
We participated the first VLSP evaluation campaign 15 on Vietnamese language processing. The campaign's POS tagging track provided a training set of 28,232 sentences and a raw test set of 2,130 sentences. Our learning process returned a SCRDR tree model of 13 There are total 303 POS+MORPH tags. 14 For Spanish, using a lexicon could obtain a very high knownword tagging accuracy at 98.04%. 15 http://uet.vnu.edu.vn/rivf2013/campaign.html 2,896 rules 16 . With the obtained accuracy at 95.31% for tagging the test set, we achieved the 1 st place in the POS tagging track. We also carry out POS tagging experiments on a 5-fold cross-validation evaluation scheme using the VLSP set of 28,232 sentences and the standard benchmark Vietnamese Treebank [44] of about 10K sentences. The average accuracy results are presented in Table 4 . Achieving an accuracy of 92.59% on the Vietnamese Treebank, our approach outperforms previous Maximum Entropy Model, Conditional Random Fields and Support Vector Machine-based POS tagging approaches [68] 17 in the same evaluation scheme.
Discussion
As can be seen from Table 4 , unknown-word tagging accuracy performances are especially low on POS+MORPH tagging for morphologically rich languages such as Bulgarian, Czech, Dutch, French, German, Portuguese, Spanish and Swedish. The reason is that as presented in section 3, we use a simple heuristic of using the most frequent tag in the lexicon for initially tagging unknown-words. However, similar to most of previous research works, our approach could utilize external resources, regular-expressions and existing morphological analyzers to enhance initial results. Thus, our approach could achieve higher accuracies.
The POS tagging accuracy results on Vietnamese, Thai, Hindi and English lead to a believe that our approach enables to reach state-of-the-art performances on other relatively isolating or analytic languages. In addition to Czech, French, German and Italian, we could obtain very competitive results on other morphologically rich languages.
An important point is that our approach is suitable to use experts to add new exception rules given a concrete case that is misclassified by the tree model. This is especially important for under-resourced languages where obtaining a large annotated corpus is difficult.
Related work
Early POS tagging approaches are rule-based ones in which the transformation-based learning approach 16 It took 100 minutes to construct the SCRDR tree model, leading to tagging speed of 45K words per second on a Windows7 laptop computer of Core 2Duo 2.4GHz & 3GB of memory. 17 The highest accuracy reported by Tran et al. [68] is 91.64%.
proposed by Brill [10] is the most well-known rulebased method. The key idea of the Brill's approach is to compare a golden corpus which is correctly annotated manually with an initialized corpus which is generated by executing an initial tagger on the corresponding raw corpus. Based on predefined rule templates, the approach then automatically produces list of concrete rules to correct wrong POS tags. For example, corresponding with a template "transfer tag of current word from A to B if the next word is W" is some concrete rules such as "transfer tag of current word from JJ to NN if the next word is of" or "transfer tag of current word from VBD to VBN if the next word is by".
At each iteration during the Brill's learning process, all concrete rules will be generated and the rule selection is computed based on all incorrect POS tags in the entire training corpus. Therefore, the Brill's training process takes a significant amount of time. To prevent that, Hepple [28] presented an approach with two assumptions for disabling interactions between rules to reduce the training time while sacrificing a small fall of accuracy. Ngai and Florian [41] proposed a method to reduce the training time by recalculating the score of transformation rules while keeping the accuracy result.
The difference between our approach and the Brill's is that we construct transformation rules in form of SCRDR tree where a new transformation rule is produced based on only a subset of POS tagging errors. Hence, our approach obtains faster performances in term of the training speed. In the first version of our approach's conference publication [42] , we reported an improvement up to 33 times in training speed in comparison with the Brill's method. Besides, in the Brill's method, a following rule enables to change the outputs of all preceding rules, so a word can be tagged multiple times in the tagging process. This is different from our approach where a word is tagged only one time.
In addition to our research, there is only another research applying SCRDR method for POS tagging described by Xu and Hoffmann [71] . Though Xu and Hoffmann's approach obtained a competitive accuracy, it is a hand-crafted approach taking about 60 hours to manually build a SCRDR tree model for English POS tagging.
Turning to statistical and machine learning approaches for POS tagging, these methods can be listed as various Markov Models-based methods [37, 65, 9, 25, 19] , maximum entropy-based methods [50, 66, 67, 69, 11] , perceptron algorithm-based approaches [12, 59, 63] , hybrid methods [26, 18] , and other machine learning-based approaches including neural networks [54] , decision trees [55] , finite-state transducers [52] , memory-based learning [14] , Support Vector Machines [24] and Conditional Random Fields [32, 33, 39] . An overview about POS tagging could be found in [27] .
Conclusion
In this paper, we propose a failure-driven method to automatically construct a Single Classification Ripple Down Rules tree of transformation rules for POS tagging. Our method allows the interaction between rules where a rule only changes the results of a limited number of other rules. Experimental evaluations for POS and POS+MORPH tagging on 13 languages show that our method obtains very promising accuracy results. In addition, we successfully achieve fast training and tagging processes for all experimental languages. In a comparable evaluation setup for training a German POS+MORPH tagging model, our approach earns 56 times faster than the CRFSuite and up to 72 times faster than the SVMTool. This helps to significantly reduce time and effort for the machine learning tasks on big data employing POS or POS+MORPH tags as features.
In the future, we will involve experts to manually add more exception rules to the current SCRDR-based models to even improve the performance of our approach further. We also aim to build tagging models for other languages such as Russian, Arabic, Latin, Hungarian, Chinese, Japanese, Korean and so forth.
Bibliographic note: The current article extends the work described in our conference publications [42, 43] . We make minor revisions to our conference approach to yield improved accuracy results on English and Vietnamese, and we conduct extensively new empirical study on 11 other languages.
