Abstract. We review and present new results on the transient elastography problem, where the goal is to reconstruct shear stiffness properties using interior time and space dependent displacement measurements. We present unique identifiability of two parameters for this inverse problem, establish that a Lipschitz continuous arrival time satisfies the eikonal equation, and present two numerical algorithms, simulation results, and a reconstruction example using a phantom experiment accomplished by Mathias Fink's group (the Laboratoire Ondes et Acoustique, ESPCI, Université Paris VII). One numerical algorithm uses a geometrical optics expansion and the other utilizes the arrival time surface.
Introduction

Overview
The goal of elastography is to create a diagnostic tool, a high resolution image of human tissue based on shear stiffness variations. The motivation to create these images is that they extend the concept used in the palpation exam where doctors press their hands against the skin to detect abnormal tissue that is stiffer than normal tissue. The reason that shear stiffness is targeted is that shear wave speed is 1-3 m/sec in normal tissue and 2 to 4 times that in abnormal tissue. The aim is to take advantage of the large contrast in creating the images. Three experiments for detecting the stiffness changes have been proposed:
• Static experiment: The tissue is compressed;
• Dynamic excitation: A time harmonic excitation made on the boundary creates a time harmonic wave in the tissue;
• Transient elastography: A time dependent pulse on the boundary creates a propagating wave in the tissue.
In each case, either ultrasound [4, 9, 21, 26, 28] or MRI [3, 18, 20] is used to determine time and space dependent interior displacement on a fine grid. Accurate measurement of these interior displacements will, along with the large change in shear wave speed, lead to this new diagnostic tool: the identification of abnormal tissue by elastic shear wave properties.
In the static case, the tissue is compressed and a large deformation is made with less change occurring where abnormal tissue is present. Images are made of the displacement where small displacements indicate where stiff inclusions occur [21] . To apply inverse methods to determine elastic parameters from the displacement data, a large deformation nonlinear mathematical model is needed.
Displacement images are also created from dynamic excitation. In [9, 29, 30] it is shown that locating regions of small displacement can identify abnormal tissue when conventional ultrasound does not. Neither static deformation nor dynamic excitation will be considered in this paper.
Transient elastography is the focus of this paper. In this experiment, the tissue is initially at rest when a broad band pulse with central frequency at 50-200 Hz, is applied on the boundary. A wave, with a propagating front, propagates into the body. This wave also has the property that the frequency content of this wave is largest at the central frequency. In [4, 26, 28 ] the propagating wave is measured using an extension of Doppler ultrasound developed by incorporating time reversal methods to create the interior displacement measurements of the propagating wave. The amplitude of the wave is on the order of microns and shear stiffness is an elastic property. For this reason, our mathematical model is the linear equations of elasticity. For an isotropic model then the relevant elastic parameters are the Lamé parameters µ and λ, and the density ρ and/or the shear and compression wave speeds µ/ρ and (λ + 2µ)/ρ, respectively. For this paper we will restrict ourselves to the isotropic case for linear elasticity equations with the exception of some relevant counter examples in the anisotropic case.
Soft tissue is mostly composed of water, so the compression wave speed is approximately 1500 m/sec and has very long wavelength. The shear wave has a much shorter wavelength in low frequency excitation experiments [4, 26] . This difference is used to argue that an approximate equation for each of the components of the shear wave is a wave equation with elasticity coefficient µ and density ρ. For this reason, for our mathematical models we consider both the linear equations of elasticity and the wave equation.
Our inverse problem is: recover shear elastic parameters from knowledge of one solution that depends on both space and time and where the spatial positions are a fine grid interior to the body. In time, when the data is acquired by Doppler ultrasound, the data is taken over milliseconds at the rate of 10,000 frames/sec [4, 26] . These interior measurements provide a rich data set that enables us: (1) to establish uniqueness results for two elastic parameters when these parameters are either given on the boundary or determined from the boundary traction force; here primary tools are the unique continuation principle and the fact that we have a propagating front; (2) to utilize the central frequency content of the axial component of the wave and implement reconstruction algorithms based on geometrical optics expansions, the solution of a differential-algebraic system, and B-spline approximations; and (3) to develop algorithms that use only the space, time position of the propagating front of the axial component of the wave. We establish that if the front, called the arrival time front, is Lipschitz continuous then it satisfies an eikonal equation. This gives a simple formula for finding the shear wave speed and we utilize a level set method to further simplify the justification of our algorithm. This algorithm performs well on synthetic and measured data. With the measured data, where we also add a final step for the regularization using total variation minimization, we have at least 15% noise (and at some positions more).
Our paper is both a review of our work on this new imaging problem as well as presenting some new results. It is organized as follows. In Section 2 we review previous uniqueness results and present new uniqueness and continuous dependence results. Section 3 contains the geometrical optics based algorithm that utilizes the central frequency content of the propagating wave and assumes, for the work presented here, that the boundary traction force is a point source; and in Section 4 we present the algorithm that utilizes only the time and space propagating front. Numerical reconstructions are given for both algorithms with real laboratory measurements used as input for the second algorithm.
Mathematical models
Our forward problem is described by one of the following hyperbolic initial-boundary value problems which model the wave propagation in an elastic body. Throughout this paper, let Ω ⊂ R n (n = 2, 3) be an open connected C 2 domain and the measurement period T > 0 be fixed. Scalar shear displacement case: We will assume that the shear modulus and density satisfy
(1.1)
Assume also that a scalar shear displacement u in an isotropic medium is governed by the following initial-boundary value problem
where the medium is initially at rest satisfying the homogeneous initial condition
and one of the following boundary conditions
where ν is the outward normal to ∂Ω. In anisotropic media, the shear modulus µ must be substituted by the symmetric positive-definite shear tensor
Vector displacement case in isotropic media: Assume that the Lamé parameters and the density satisfy
Then the vector elastic displacement u in an isotropic medium is governed by the following initial-boundary value problem
where again we assume the medium is initially at rest satisfying the homogeneous initial condition u(x, 0) = u t (x, 0) = 0 on Ω. We assume also that one of the following boundary conditions
is satisfied. Here (·)
T denotes the transpose of matrices and I is the identity matrix, and ∇· represents the divergence of vectors and the matrices according to the context. Our primary measurement is the interior displacement data. However we also have either f or g on the boundary. For example, in the case when we use Dirichlet boundary condition, we obtain f directly from the displacement measurement. Alternatively, in the transient elastography experiments, basically a punch system is used which is equivalent to applying a boundary traction force to the surface of the human tissue. That boundary traction force is then g.
Unique Identifiability
Our uniqueness results are for the inverse problem: find elastic parameters from a single interior time and space dependent scalar or vector displacement measurement. We will establish a series of uniqueness results for the elastic parameters in the region where the wave has propagated, that is in the region where the solution is nonzero for some time during the measurement period. We assume that the medium is initially at rest, and so satisfies the zero initial condition. Also there is a nonzero boundary condition and so, in addition, the displacement has a propagating front. More specifically our culminating results are:
• that there is at most one pair (ρ, µ) corresponding to a time and space dependent solution of the scalar wave equation, when µ is either given on the boundary or is determined from the boundary traction force;
• that there is at most one pair (ρ, µ) corresponding to a time and space dependent vector solution of the linear equations of elasticity, when λ/ρ is given throughout the tissue and λ is either given on the boundary or determined by the boundary traction force.
• that a Lipschitz continuous propagating front satisfies the eikonal equation.
• that there is at most one wave speed µ/ρ corresponding to a given time and space dependent propagating front of a solution of the scalar wave equation.
• that the wave speed depends continuously on the gradient of the propagating front.
In addition, we give examples to show that a single time and space dependent interior displacement for the wave equation is not enough to establish a uniqueness theorem for the parameters in a general anisotropic medium. We also give an example to show that knowledge of the location of the time and space dependent propagating front is not enough to determine both components in the pair (ρ, µ). Note that the first two results are contained in [19] so here we give only an outline of the basic arguments in the proofs.
Shrink and spread argument
For our proof of unique identifiability for a pair (ρ, µ) for transient elastography where the time and space dependent solution is given throughout the domain, the main tool is the following shrink and spread argument.
In a given subregion, the solution that: (1) is zero in that subregion for the initial time t = 0; (2) has a finite propagation speed; and (3) also satisfies a unique continuation principle at each time slice; must vanish in that region for all t ≥ 0.
As illustrated in Figure 1 , if the medium is initially at rest, it is impossible for a wave with finite speed to propagate partly into the subregion if also the unique continuation principle holds. In other words, the unique continuation principle admits only an infinite Figure 1 . Shrink and spread argument. The dashed circle is the given subregion where the finite propagation speed and the unique continuation principle hold and initial data is zero. Then at a later time, the only possibility is to maintain the zero displacement in that subregion. Iterating the same arguments, no wave can propagate into that subregion.
wave speed. Since any nonzero solution of our hyperbolic systems can easily be shown to have finite propagation speed, these two properties force the solution to stay zero. In our transient elastography experiments, we assume that the medium is initially at rest. Hence the first condition in the shrink and spread argument is not an issue. For the second condition, from the fact that the displacement u or u is a solution of the hyperbolic equation (1.2) or (1.7), it is not difficult to show that the propagation speed is smaller than maxΩ µ/ρ or maxΩ (λ + 2µ)/ρ respectively (see [19] ). Therefore the only issue is the unique continuation principle in order to apply the shrink and spread argument.
In order to prove the unique identifiability of elastic properties in our inverse problem, it is natural to begin by supposing that our solution u solves two elastic systems (1.7) each with distinct coefficients. As given in the following theorem, then the unique continuation principle holds in the region D where the wave speeds are not identical. So we are ready to apply the shrink and spread argument in that region D. Of course, we have a similar result in the case of the scalar shear wave equation (1.2).
Theorem 2.1 (Unique continuation principle) Assume the elastic parameters ρ j , µ j , and λ j satisfy (1.
n be a common solution for j = 1, 2 to the hyperbolic equations 
Then in any open subset
where A k is the first order linear differential operator with L ∞ (Ω) coefficients for k = 1, 2, 3. Since all the leading coefficients of the above system are away from zero in D, we finally obtain a second order elliptic system with the Laplacian as a principal part, which is well-known to have a unique continuation principle [11, 23] . That is, we can establish a unique continuation principle by analogous methods used in [1, 2, 6 ].
Uniqueness of shear wave speed in isotropic media
We give our first uniqueness result for identifying the shear wave speed from interior displacement data. We show that, if λ/ρ is also given, the shear wave speed c s = µ/ρ is uniquely identified from the interior displacement u| Ω×(0,T ) in any subregion where u = 0 for some time t ∈ (0, T ). For the scalar shear wave case, we have a similar result without assuming any a priori assumption such as that λ/ρ is given, see [19] .
Our strategy is to apply the shrink and spread argument: In the region where the shear wave speeds are not identical to each other, the displacement satisfies the unique continuation principle, hence we can apply the shrink and spread argument. That is, the displacement is zero in that region during the whole time. In other words, if we hypothesize that u = 0 for some time t ∈ (0, T ), the shear wave speeds must be unique there. It is natural to have no information on the elastic property unless the probing wave propagates into that region during the measurement period. 
n be a common solution for j = 1, 2
to the hyperbolic equations
with the homogeneous initial condition u(x, 0) = u t (x, 0) = 0 in Ω, and satisfying either the same Dirichlet boundary condition 3) or the same Neumann boundary condition
where
Remark. Ω E represents a maximal subset of Ω where u = 0 during the whole time (0, T ). Hence Ω \ Ω E represents the regions where u = 0 for some time t ∈ (0, T ). If u is continuous in Ω × (0, T ), then we have
Proof. It suffices to show that 
This completes the proof.
Uniqueness of ρ and µ in isotropic media
In the previous subsection, we showed the unique identifiability of the shear wave speed c s = µ/ρ. In fact, both ρ and µ are uniquely identified if we assume that we are given the Neumann boundary condition. For the Dirichlet boundary condition, a priori knowledge of one of the elastic parameters on the boundary is required to guarantee similar simultaneous unique identification. In this subsection, we will present only the vector displacement case. For the scalar shear displacement case, a similar result is established in [19] .
The Neumann case: If we specify the Neumann boundary condition (2.4) in Theorem 2.2, not only the shear wave speed c s = µ/ρ but also both of the elastic parameters ρ and µ are uniquely identified. The proof is based on the unique identifiability of the shear wave speed, an energy estimate, and careful use of the divergence theorem.
Theorem 2.3 (Simultaneous identification)
Assume the elastic parameters ρ j , µ j , and
Proof. Since we already know that c
First we derive an energy estimate on Ω
Taking the inner product of (2.2) with u t and integrating, we get
and I is the identity matrix. Since
Thus we have
Applying the homogeneous initial condition u(x, 0) = u t (x, 0) = 0 in Ω, we obtain
From the assumption c
, and using the definition of Ω E , we have
Hence we easily get
Subtracting (2.5) for j = 1, 2 we get
Now we will show the right hand side of (2.6) is zero. Since
and ρ 1 −ρ 2 = 0 on the possibly irregular boundary ∂Ω + \∂Ω, we can apply the divergence theorem (see [13] ) to the right hand side of (2.6), which is therefore equal to
Here we have used the fact that Σ T j = Σ j and Σ 1 ν = Σ 2 ν on ∂Ω × (0, T ) which is easily seen from the Neumann boundary condition (2.4).
Thus from (2.6) and (2.7) we obtain
, from the standard argument, we obtain u = 0 a.e. in Ω
The Dirichlet case: Since the Neumann boundary condition is used only to derive (2.7), the simultaneous unique identification still holds obviously under the Dirichlet boundary condition if one of the elastic parameters is specified on the boundary. Examples showing that this additional boundary specification cannot be removed are presented in [19] .
Theorem 2.4 (Simultaneous identification) Under the same hypotheses
(λ 1 /ρ 1 = λ 2 /ρ 2 in Ω) in Theorem 2.
3, if the Neumann boundary condition (2.4) is substituted by the Dirichlet boundary condition (2.3) and, in addition, either ρ
In subsections 2.2 and 2.3, we omitted the uniqueness theorems for scalar wave equation, since those were given in [19] . Here we want to give a comment on the smoothness of µ in the scalar wave equation case. (Ω × (0, T )) (see [17] pp. 164). So all the calculations that we need can be accomplishable.
Nonuniqueness in anisotropic media
In the previous subsections, we established the sufficient conditions for the unique identifiability of the shear wave speed and the simultaneous unique identification of all the elastic parameters in isotropic media.
In anisotropic media, however, the shear tensor may not be uniquely identified regardless of the type of specified boundary conditions, even though the density ρ is assumed to be known. The simplest counterexample in a two dimensional domain is for the case where the wave speed in one direction is variable and the wave speed in the orthogonal direction is a known constant:
Fix ρ(x) = 1 and U ∈ C 2 (R) satisfying U (s) = 0 for s < 0, and choose any w ∈ C
with the homogeneous initial condition u(x, 0) = u t (x, 0) = 0 on Ω and the Dirichlet boundary condition
Moreover, the Neumann boundary data
is independent of w(x), where ν = (0, −1) is the outward normal to ∂Ω. Hence, any diag(w(x), 1) is a possible shear tensor that has the same shear displacement u(x, t) = U (t−x 2 ) in Ω satisfying the same Dirichlet and Neumann boundary conditions. In [19] we give another set of counter examples.
In the above example, the wave propagation direction is always in the x 2 -direction at all points in the domain. So it is expected that our displacement data does not contain any x 1 -direction information, w(x), in the anisotropic tensor at all. A necessary condition for the identification of the anisotropic tensor is to have two independent propagation directions in the region of interest. We conjecture that this can be achieved either by using data from two different experiments or by applying a carefully chosen traction force where the propagation direction varies in time.
Uniqueness from arrival time
In the previous subsections, uniqueness results using the whole displacement data were considered. However in transient elastography the propagating front (arrival time surface) is an important feature of the data. So, in this section we will show that the wave speed is uniquely identified from the arrival time information.
In this initial result using arrival time data, we restrict ourselves to the wave equation (1.2) and assume ρ ∈ C 1 (Ω) in (1.1), that the solution u is continuous, and that our domain Ω is C 1 . Since our solution is initially at rest with also a boundary displacement or boundary traction force, a wave with finite propagation speed, not exceeding supΩ µ/ρ, propagates into Ω. Then we can define the arrival time and the arrival time surface as follows. (Ω × (0, T )), δ > 0 to apply the embedding theorem,
(Ω × (0, T )) is not continuous, it is possible to redefine the arrival time,T :
Our goal in this subsection is to establish thatT satisfies the eikonal equation a.e. in Ω u =0 under the additional assumption thatT is Lipschitz continuous. From this it will immediately follow that: (1) at most one wave speed corresponds to a given arrival timeT ; and (2) the wave speed µ/ρ depends continuously on |∇T |. In order to establish thatT satisfies the eikonal equation, a.e., and the succeeding uniqueness and continuous dependence, we use the following remark and two lemmas. 
Using these two results we establish the basic property that a Lipschitz continuous arrival timeT satisfies the eikonal equation, a.e.. More precisely we have: 
, and w <T in a punctured neighborhood of x 0 . By continuity of |∇w|, we have
surface in a neighborhood of (x 0 , w(x 0 )). Since w ≤T in the neighborhood of x 0 and by the definition ofT , we get u(x, t) = 0 for (x, t) near (x 0 , w(x 0 )) satisfying t < w(x). Then Lemma 2.8 immediately implies that u(x, t) = 0 for (x, t) near (x 0 , w(x 0 )) = (x 0 ,T (x 0 )) satisfying t > w(x). Especially at x = x 0 , we have u(x 0 ,T (x 0 ) + ) = 0 for all small enough > 0. This contradicts the definition ofT (x 0 ); hence ρ(x 0 )/µ(x 0 ) = |∇T (x 0 )|. 
Having established that a Lipschitz
Remark. In fact, we only need that |∇T 1 | = |∇T 2 | a.e. in (a), and the right hand side of the inequality in (b) can be replaced by (
Whole displacement data versus arrival time information
The arrival timeT is a part of the information extracted from our original data u| Ω×(0,T ) . Then the natural question is what information can be derived from only the arrival time. From Corollary 2.10, the wave speed µ/ρ is uniquely identified from |∇T |. However, in this subsection we will show that the arrival time is not sufficient for the simultaneous identification of ρ and µ.
For the counter examples, we need to find (ρ 1 , µ 1 ) = (ρ 2 , µ 2 ) butT 1 =T 2 , whereT j is each corresponding arrival time to the solution u j of (1.2)-(1.5) with coefficients ρ j , µ j satisfying the same Dirichlet condition or the same Neumann condition. In this case, if we have u 1 = u 2 , then obviously (ρ 1 , µ 1 ) = (ρ 2 , µ 2 ) by the uniqueness of the forward problem (1.2)-(1.5).
As in subsection 2.4, we will consider the traveling wave solution. For simplicity, we let Ω := {x = (x 1 , x 2 ) ∈ R 2 : x 2 > 0} be a half space, the measurement period T > 8, and U ∈ C 2 (R) be a cubic spline function defined by
The graphs of U and U are given in Figure 2 (a). Then u 1 (x, t) := U (t − x 2 ) is the solution of (1.2)-(1.5) for (ρ 1 , µ 1 ) = (1, 1) and the boundary conditions are
since ν = (0, −1). And the arrival time is given byT 1 (x) = x 2 . A trivial counter example matching the Neumann boundary condition is (ρ 2 , µ 2 ) = (2, 2). In this case, the solution is u 2 (x, t) = 1 2 U (t − x 2 ) = u 1 (x, t) and the arrival timeT 2 (x) = x 2 =T 1 (x). A nontrivial counter example is the layered medium given by (ρ 2 , µ 2 ) = ((x 2 + 1)
) is the solution of (1.2) and (1.3) satisfying the Dirichlet boundary condition u 2 (x, t) = U (t) = u 1 (x, t) on ∂Ω × (0, T ). Obviously we haveT 2 (x) = x 2 =T 1 (x) and u 2 = u 1 . Figure 3  (a) and (b) show the propagation of u 1 and u 2 , respectively. Figure 2 (b) and (c) for those graphs, is the solution of (1.2) and (1.3) satisfying the Neumann boundary condition µ 2 ∇u 2 (x, t) · ν = U (t) = µ 1 ∇u 1 (x, t) · ν on ∂Ω × (0, T ). We can easily show thatT 2 (x) = x 2 =T 1 (x) and u 2 = u 1 , since u 2 has a long tail due to scattering from the inhomogeneity as shown in Figure 3 (c) while u 1 does not as shown in Figure 3 (a) .
Uniqueness for the frequency content case
For completeness, we include the uniqueness theorem for the time harmonic case. Here we begin with the wave equation (1.2) and Fourier transform the solution with respect 
to time keeping only the central frequency, τ , content of the Fourier transform. In the next section, we present an algorithm for recovering µ using only the contribution to the displacement at that frequency. Here we present the known uniqueness theorem in this case.
For simplicity, we assume that a constant density ρ = ρ 0 and a constant background wave speed c 0 = µ 0 /ρ 0 , with µ 0 also a constant, are given. So µ(x)/µ 0 is the relative shear modulus that we want to recover. To simplify our notation we relabel µ(x)/µ 0 as µ(x) again. Letting also κ = τ /c 0 , the following theorem is established, see [12, 24] . Remark. Additional uniqueness results for finding more than one coefficient, when the contributions to the displacement for more than one frequency are used as data, are contained in [12] .
Geometrical Optics Approach
In this section, we will consider the central frequency content of the propagating wave under the assumption that the downward component of the vector displacement satisfies the wave equation (1.2). As in subsection 2.7, we assume that the density is a constant, ρ = ρ 0 , and a constant background wave speed c 0 = µ 0 /ρ 0 , for some constant background shear modulus µ 0 , is given. In this approach, our task is to reconstruct the relative shear modulus µ(x)/µ 0 . To simplify the notation, we relabel this quantity as µ(x) again and assume µ − 1 is compactly supported in the background medium, and let κ := τ /c 0 where the central frequency τ is carried by the transient boundary traction force.
Development of the algorithm
Here we will describe a reconstruction algorithm for the relabeled relative shear modulus µ(x) developed in [14] for the two dimensional Helmholtz equation with a point source on the boundary. For the case of a plane wave source and a full elastic model, we refer to [15, 16] where similar algorithms are also developed. These algorithms are based on the asymptotic expansion of geometrical optics and finally the relative shear modulus µ(x) is determined from |û(τ, x)|, the amplitude of the Fourier transformed interior displacement data at the central frequency τ .
First, we derive an algebraic equation (3.13) that relates µ to the leading order amplitude in the geometrical optics theory. Let Ω := {x = (x 1 , x 2 ) ∈ R 2 : x 1 > 0} be a two dimensional half space. Taking the time Fourier transform of the solution u to (1.2), we begin with the following Helmholtz equation with a point source at (0, 0) on the boundary and the Sommerfeld's radiation condition at infinity:
2)
The idea is to look for a solution in the form
3)
where H (1) k , k = 0, 1, are the Hankel functions of the first kind, and x ∈ Ω is represented by polar coordinates r and θ. As explained in [14] , the use of the Hankel function in the case of a point source captures the amplitude change in the near field more accurately than the conventional use of the exponential function, e iκφ , which is a more appropriate choice for a plane wave source (see [15] ).
After substituting (3.3) into (3.1) with a and b expanded as in (3.4) and (3.5), from the highest order term we get the eikonal equation
and from the next highest order term we get the transport equations for a 0 and b 0 0 = 2µ∇a 0 · ∇φ
The characteristic ordinary differential equation that defines the geometrical ray or the characteristic curve for the eikonal equation (3.6) in polar coordinates is then (see [7] )
where p 1 := ∂φ/∂r and p 2 := ∂φ/∂θ. Along a characteristic curve, the transport equations (3.7) and (3.8) for a 0 and b 0 become ordinary differential equations
Our goal is to recover µ as a function of the angle θ for each fixed r so that µ is recovered circle by circle around the point source. Because of that, we assume dr ds
for some fixed 0 > 0. This condition ensures that r increases with s and so a change of variable from s to r can be made. In this new evolving variable, r, we rewrite (3.9) and (3.10) as
where we have 0 is determined by (3.6). The algebraic equation that relates µ to the leading order amplitude a 0 and forms the key to this approach is then derived from integrating (3.12) along the geometrical ray, (r, θ(r; θ 0 , ξ 2 )). We define
and possibly abusing notation rewrite µ(x) = µ(r, θ), a(x) = a(r, θ), and also on each ray we sometimes write a 0 (r, θ(r)) = a 0 (r), etc. Then, the algebraic equation is given by
Since p 1 = 1/µ − p 2 2 /r 2 , the above is a quadratic equation for 1/µ, and so it can be explicitly solved by
Remark. Since there are two choices for 1/µ in (3.13), we make our choice so that the first nonzero derivative of ± √ D is smooth. Additional discussion about this is provided in [14] .
To reconstruct µ using (3.13), however, all the quantities including a 0 , J, θ, p 2 and φ on the right hand side of (3.13) must be determined. Assuming that we can ignore all the lower order terms in (3.3)-(3.5), the amplitude a 0 can be estimated from the Fourier transformed displacement dataû by
whereû(r, θ), dropping τ for simple notation, is the evaluation ofû(τ, x(r, θ)) in polar coordinates. There is no contribution from the b terms since its leading term b 0 is set to be zero initially and then remains zero from the transport equation (3.8) . This makes a 0 the only leading order term in (3.3). For the unknown J, differentiating the first component of (3.11) with respect to θ 0 , we obtain
For the remaining unknowns θ, p 2 and φ in (3.13), we will utilize the differential equation (3.11) . Combining (3.11), (3.13), (3.14) , and (3.15) with an extra ordinary differential equation for A = ∂ 2 φ/∂θ 2 which is easily derived from (3.6) in [14] , we get a closed differential-algebraic system
The initial conditions are
and we have µ(r 0 , θ) = 1 for all θ since we assume that µ − 1 is compactly supported in the constant background medium. Here D is approximated bỹ
The unknowns in the differential-algebraic system are (θ, p 2 , J, A, φ) and the target function 1/µ, and we recover µ by solving this system along a set of geometrical rays.
Discussion and numerical examples
The differential-algebraic system (3.16)-(3.17) cannot be solved along a single ray because of the dependence on the θ derivatives of µ. We overcome this difficulty by simultaneously integrating the differential equations (3.16) along a set of rays that cover the region of interest and at the same time calculating the values of 1/µ along these rays from the algebraic equation ( . The finite dimensional representation allows us to obtain a closed system of ordinary differential equations along a finite set of well distributed rays.
Solving the differential-algebraic system (3.16)-(3.17) is essentially unstable since we need to numerically differentiate 1/µ. So a regularization scheme has been introduced through the use of a least-square B-spline algorithm where the distance between the nodes of the B-spline can be adjusted as a regularization parameter.
The reconstruction algorithm has been tested on simulated data that is obtained from solving the wave equation using a finite element PDE solver and a mesh generator [5, 10] . This algorithm is successful when the square root of the relative shear modulus, √ µ, which in this algorithm is the relative shear wave speed, increases up to √ 3. However, it begins to have difficulties for much larger changes in √ µ and we believe the reason for this is that the larger backscatter that can occur in the presence of large √ µ changes is not well represented by the geometrical optics expansion.
For the examples presented here, the simulated data is obtained by numerically solving the wave equation with the boundary traction force To test the stability of the algorithm, random noise is added and the noise level is based on the mean average of the maximum displacement while the wave is propagating through some region of interest at certain distance away from the source. Such a choice of noise level is made because there is a natural geometrical decay (as 1/ √ r) associated with a point source even with constant µ. In order to detect changes in µ in a region that is away from the source, the measurement has to be accurate enough to pick up changes in the already geometrically decaying amplitude in such a region. So, we let the mean average of the maximum displacement be Figure 4 (a) where a 5% random noise is added in the sense of (3.18). (b) Simulated data |û(τ, x)| for the µ given in Figure 6 (a) without adding any noise.
where Ω is the whole region of interest and t 1 is approximately the time when the wave is halfway through the region and t 2 is approximately the time when the wave leaves the region. We then add noise in the following waỹ
where γ is the percentage of noise and rand(x, t) is a random number generated in Matlab from the normal distribution with mean zero and variance one. Figure 4 shows a reconstruction example. The exact relative shear modulus µ is shown in (a). The recovery of µ from the exact data with no noise is in (c). The recovery from the data ( Figure 5(a) ) with 5% noise (γ = 0.05) in the sense of (3.18) is in (d), where the effect of noise can be seen from the small patches of stain. Figure 4 (b) shows how the rays are bent away from the stiff region. The variation of the relative shear modulus in this example is up to 2. Since the contrast is low enough, the algorithm works well and exhibits robustness to noise. When the variation of µ increases, this algorithm faces two problems using the approximation of geometrical optics. One is the scattering effect that is not captured by the geometrical optics expansion. The other is the occurrence of caustics (envelope of crossing rays in Figure 6(b) ) around which the geometrical optics representation is not valid. There the amplitude given by the geometrical optics expansion goes to infinity at a caustic. So when we are near caustics, rays approach each other and this yields two problems. One is that we can oversample and the other is thatû is not a good approximation to a 0 in that region. Currently, we get around the problems that occur when the rays get close together but are not yet at the caustics by eliminating rays (Figure 6(d) ) in the neighborhood of the caustic. It remains a challenge to seek a more delicate way to deal with caustics so that the algorithm can move through a caustic and to adapt the algorithm to account for the scattering effect.
We also note that the effectiveness of this algorithm depends on the orientation of the stiff region with respect to the wave front and we exhibit this property in the example we present in this paper. Here we see the effect of back scattering. In Figure  6 , we show an example where the value of the relative shear modulus µ varies from 1 to 3 and the oval stiff region is oriented in such a way that gives rise to a caustic in the middle of the bottom region. In Figure 6 (c), the recovered µ is distorted a little bit toward the caustic and some artifacts, induced by a significant scattering effect (see Figure 5 (b)), can be seen at the edge of the right half of the circular region.
Wave Speed Reconstruction from Arrival Time Information
In this section, we will develop an algorithm to recover the shear wave speed µ/ρ from the arrival time. We will assume that the downward component, say u, of the vector displacement satisfies the wave equation (1.2) , and the conditions of Theorem 2.9 are satisfied. The algorithm is based on using the eikonal equation (2.8) and is broken into two pieces. First, in subsection 4.1 we discuss methods of finding the arrival timeT from the downward displacement u. Second, a method of determining the shear wave speed µ/ρ from the arrival time is given in subsection 4.2. Finally, in subsection 4.3 the complete algorithm for shear wave speed reconstruction is tested on synthetic and measured data.
Finding the arrival time
Given the arrival timeT , the eikonal equation (2.8) can be used to determine the shear wave speed µ/ρ. However, the original data that we are given from the experiment is the downward displacement u(x, t). Hence the first step is to determine the arrival timeT from the displacement u(x, t).
The easiest way when u is continuous would be to generate an estimate of the arrival time byT
where δ > 0 is a fixed threshold above the noise level. However, using the first nonzero displacement above a certain threshold will lead to an arrival time estimate that is too large. Still, since (2.8) only uses the gradient ofT , one possibility might be that the errors generated by the thresholding are roughly constant and can be ignored. Unfortunately this is not the case for regions where µ/ρ is not constant. Heuristically, when a wave pulse travels through a region of increasing µ/ρ, it is scattered and the amplitude of the displacement decreases. A threshold in regions where little scattering has taken place will give an arrival time estimate very close to the first displacement of the pulse. Now, say, we are in a region where scattering has significantly degraded the amplitude of the pulse. In the extreme, when the amplitude of the pulse drops close to the noise level, the threshold will give an arrival time estimate very near the peak amplitude of the pulse. If a method consistently selects the same feature of a pulse (say the location of the peak amplitude) then one could hope the errors in the method are roughly constant, but a method that is inconsistent in selection of features will clearly lead to large errors inT . This variability in the estimate ofT using thresholding will introduce unwanted error in regions of changing µ/ρ. Because regions of rapid change are the regions of greatest interest this simple thresholding technique is not viable.
In deciding what alternative to use for finding arrival times, we desire a method with the following properties: (1) The method should have consistency in selection of features; (2) The more features the method uses the better; (3) The method should work with a wide variety of wave pulses. So taking all of these desired properties into 
Now we estimate the arrival time byT (x) ≈ −δt max , where
SoT (x) is estimated by the time delay δt that maximizes the correlation between the signals u(x ref , t) andũ(x, t − δt). The idea behind this method is that as the wave pulse travels through the medium it is highly correlated with the reference signal, while the rest of the data is relatively uncorrelated. To illustrate, Figure 7 (a) and (b) shows the reference signal and a displacement time trace of real data. Figure 7(c) shows the correlation as a function of time delay. The time delayed displacement time trace that has the maximum correlation is shown in Figure 7 (d) with the reference signal. As we can see, because we calculate the correlation between the wave pulse and input pulse, we are using the entire wave pulse as the detecting feature. Here we want to make one additional comment. It is clear from Figure 7 (d) that the wave pulse has broadened. This exhibits a viscoelastic feature of the data and we will investigate this in a future work.
Our method to reconstruction wave speed from arrival time
After finding the arrival time, the next step is using the eikonal equation (2.8) to find the wave speed µ/ρ. We could accomplish this by approximating |∇T |, but the wave speed µ/ρ depends nonlinearly on this quantity. So when |∇T | is small, which can occur in the presence of noise, this is very problematic. Instead of approximating |∇T |, we will calculate the wave speed directly. Heuristically, the idea is to approximate the wave speed as |∆x|/∆t. One could do this by
for a small fixed ∆t > 0. This is essentially the distance from the point x to the level curveT (x) =T (x) + ∆t divided by ∆t, and it is this idea that is used to create the images in this paper. The equivalence of (4.1) and a level set method description is given here. We first repeat the level set formulation (see [22] ). The basic idea is to represent each level curve ofT , i.e.T (x) = t, as the zero level set of a higher dimensional Lipschitz continuous function φ(x, t). That is, φ(x,T (x)) = 0. There are many such functions. We will use the signed distance function φ(x, t) = ± inf{|x −x| :x satisfiesT (x) = t}, (4.2) where the plus (minus) sign is chosen if t >T (x) (t <T (x)), respectively. BecauseT is Lipschitz continuous, ∇φ and φ t exist a.e. on the zero level set of φ(x, t) and we can apply the chain rule (see [8] ) to φ(x,T (x)) = 0 to get ∇φ = −φ t ∇T a.e..
Since φ t ≥ 0 on the zero level set of φ from (4.2), taking the norm of both sides and using the eikonal equation (2.8) to eliminate |∇T | leads to the level set equation 
This extension velocity f ext is well defined a.e., since φ(x, t) is Lipschitz continuous and for the signed distance function |∇φ| = 1 a.e.. The fact that |∇φ| = 1 reduces the above equation to
With this representation, the extension velocity f ext is determined by a time derivative on φ(x, t), and can be interpolated from a fixed grid to the zero level set of φ to find the wave speed µ/ρ. We note that using a forward Euler approximation scheme for φ t in (4.4) at a point (x, t) on the zero level set of φ (i.e.T (x) = t) is equivalent to finding the distance from x to the level curveT (x) =T (x) + ∆t and dividing by ∆t as in (4.1). That is, if our point (x, t) is on the zero level set, the method above is equivalent to
which is exactly the same as (4.1). In a future paper we will present an O(N log N ) algorithm, where N is the number of grid points in the spatial domain, where we implement the level set method described above. This is an improvement over (4.1) which yields a O(N 3/2 ) algorithm. Determining the wave speed as in (4.1), or also (4.4), has a strong stabilizing effect. To demonstrate this method we generate a noisy synthetic arrival time surface. We start with the shear wave speed shown in Figure 8(a) . It has a small high speed region that is two times larger than the background wave speed. We use this speed along with the boundary conditionT (0, x 2 ) = 0 and findT by solving the eikonal equation (2.8) . We use the fast marching method outlined in [27] . The result is shown in Figure 8(d) . The units are milliseconds and millimeters for time and length, respectively. Figure 8(e) shows the same arrival time surface with Gaussian random noise added,
where rand(x) is a random number generated in Matlab from the normal distribution with mean zero and variance one. We demonstrate our method with this noisy data: First, we find the level curves using a contour plotter in Matlab and use equation (4.1) to estimate the wave speed. The result is shown in Figure 8(b) . We compare this result with the naive method which is to calculate |∇T noisy |. We calculate |∇T noisy (x)| using a forward Euler discretization and estimate the wave speed by
The result is shown in Figure 8 (c). Comparing these two results to the exact wave speed shown in Figure 8 (a), one can see that making the calculation (4.1) is much more stable than calculating |∇T noisy (x)| in (4.5) when we use noisy data. We note that for this simulation ∆t = ∆x 1 = ∆x 2 , i.e., the step sizes for the time and space derivatives are comparable.
Numerical implementation using synthetic and experimental data
Combining the ideas of subsection 4.1 (finding arrival times from displacement data) and 4.2 (finding wave speed from arrival time) gives a complete algorithm to find the shear wave speed from displacement data. We test this algorithm both using synthetic data and also using experimental data measured in the Laboratoire Ondes et Acoustique, ESPCI, Université Paris VII, by Mathias Fink's group (see [26, 28] for experimental settings). For the numerical simulations using synthetic data, we generate data by solving (1.2)-(1.3) for u(x, t), using a finite element PDE solver and a mesh generator [5, 10] . All the units we are using to display the results and using synthetic data are seconds for time, centimeters for length, and cm/sec for speed. Our domain is a two dimensional domain Ω := {x = (x 1 , x 2 ) ∈ R 2 : 0 ≤ x 1 < 6, −6 ≤ x 2 ≤ 6}, and a mixed boundary condition is given by
where we choose t 0 = 0.02, c t = 0.0018, and τ = 100π. That is, the central frequency is 50Hz. We assume that ρ ≡ 1 and for µ we use
, where we choose w 1 = 0.25, w 2 = 0.5, c 1 = 3 and c 2 = 0. This makes the background wave speed 300 cm/sec and the maximum wave speed 1200 cm/sec. The simulation is stopped before the arrival time front hits any of the Dirichlet boundaries at t max = 0.05. Finally, for our discretization, we use 250 time steps, and a 100 × 100 spatial grid. With all of these choices the stiffness is changing rapidly on an 6 × 12 section of the grid. The first step in recovering the wave speed from the synthetic data is to find the arrival times. In subsection 4.1, we argued that cross correlation is an excellent technique to find arrival times because it uses the entire wave pulse as a feature. To calculate the arrival timesT (x) at the point x from the synthetic data, we first compute the cross correlation between u(x, t) and a reference signal u(x ref , t) with a Matlab discrete cross correlation routine. We then find the time delay δt max that maximizes the correlation between the u(x ref , t) and u(x, t − δt) and use this result as our arrival timeT (x) = −δt max . The arrival times are shown in Figure 9 (b).
Following this, we calculate the wave speed µ/ρ directly by finding the level curves and using (4.1). For this example, using synthetic data, Figure 9 (a) and (c) show the exact and recovered shear wave speed. To test the stability of this algorithm we add Gaussian random noise to the displacement data
where u max is the maximum displacement, γ is the noise level, and rand(x, t) is a random number generated in Matlab from the normal distribution with mean zero and variance one. Figure 9(d) shows the recovery with 7% noise (γ = 0.07). For this case we take the additional step of convolving u noisy (x, t) with the Gaussian filter k exp{−t before computing the cross correlation, where k is a normalization constant. For this example, the wave speed in the high speed region is up to four times greater than the background wave speed. Our algorithm works well, and is robust with respect to noise. It undershoots the fast change somewhat. Also, the recovery of the high speed region is squeezed slightly in the direction of propagation, and blurred somewhat in the orthogonal direction. These behaviors will be a topic of our future work. Furthermore, there are small ripples trailing diagonally away from the high speed region. Along these lines the plain wave pulse going entirely through the background medium arrives simultaneously with a scattered pulse that traveled through the high speed region (i.e. the lines are caustics). This shows our algorithm performs well in the neighborhood of caustics. In addition to testing our algorithm on simulated data, we also applied it to the data measured in the laboratory of Mathias Fink's group. The phantom is made of a 3% concentration of agar powder throughout the phantom. The stiff inclusion is a circular cylinder with 5 mm radius. The gelatin concentration is 2% outside of the cylinder and 4% in the cylinder and the result is that the wave speed inside the cylinder is double the wave speed everywhere else. The experiments are performed by exerting a force with two parallel bars on the boundary of the phantom (5 different central frequencies from 50 to 90Hz are used). The axis of the cylinder is parallel to the boundary and perpendicular to the parallel bars and to the measurement plane where the downward component of the displacement is measured, see [26] . Note that the agar and gelatin concentrations for this phantom are different than the phantom experiment reported in [26] . In this paper, we present results from the 50Hz experiment. Our results at different central frequencies are similar.
All the units used are seconds for time, millimeters for length, and m/sec for speed, when we describe our measured data recovery. In the cross section, the domain is Figure 11 . Flowchart for our complete algorithm to determine the shear wave speed µ/ρ using the arrival time from the measured displacement data.
the same Gaussian filter we used before and use the same cross correlation procedure described above for the synthetic data to calculate the arrival times. The reconstructed arrival time surface is shown in Figure 10 (a). If one looks carefully, there is a small region centered at about (37, 0) where the arrival time surface has flattened out. This indicates the wave speed in this region is large compared to the background wave speed. The effects of the increased wave speed are more pronounced by looking at the level curves of the arrival time surface which we show in Figure 10(b) . The level curves bend when traveling through the high speed region. Furthermore, for this calculation occasional small closed level curves are eliminated by keeping only the largest connected portion of any given level curve. We generate an initial guess µ/ρ 0 using (4.1). We then add another step when using experimental data. In this case we estimate our wave speed µ/ρ by minimizing the total variation to steady state. In our reconstruction we use λ = 0.25. The final wave speed reconstruction is shown in Figure 10 (c). To summarize, our complete algorithm to determine the shear wave speed µ/ρ using the arrival time from the measured displacement data u is (see Figure 11 for the flowchart): 
Conclusion and Discussion
We have presented uniqueness results and algorithms for finding shear elastic parameters when interior space and time dependent data for a single solution is given. In our proofs of uniqueness and for one of our algorithms it is essential that we have a propagating front. Another algorithm is presented that uses the central frequency content of the propagating wave. In addition we have developed an O(N log N ) algorithm for calculating the initial guess ( µ/ρ) 0 . This will be presented in a future paper.
Many open questions remain: (1) Even though we established the uniqueness results for two parameters in the isotropic case, continuous dependance results are needed; (2) To complete an analysis of the algorithm that utilizes the propagating front, it is important to establish that the arrival timeT (x), is Lipschitz continuous; (3) Justification is needed for a front propagation algorithm for the shear wave front, when the isotropic elastic system is the mathematical model; (4) Current experimental techniques give at most two components of the three dimensional elastic displacement vector. Algorithms, including a front propagation algorithm, for the isotropic case, based on this data are needed; (5) Since biological tissue can be anisotropic, it is important to establish uniqueness theorems for the full range of anisotropic tissue models. Here and in [19] we have already constructed examples of nonuniqueness in some anisotropic cases with single measurement. Anisotropic models where uniqueness can be obtained with one time and space dependent displacement need to be determined as well as models where more than one measurement may be needed; Algorithms that recover anisotropic properties when two components of the three dimensional elastic displacement vector are given are needed; and (7) Since in applications the smoothness of shear elastic parameters may not be known, it is important to determine the minimum smoothness requirements that will yield our results.
We intend to address all of these issues utilizing a number of techniques including boundary control and microlocal analysis.
