Here, we consider a regularized mean-field game model that features a low-order regularization. We prove the existence of solutions with positive density. To do so, we combine a priori estimates with the continuation method. In contrast with highorder regularizations, the low-order regularizations are easier to implement numerically. Moreover, our methods give a theoretical foundation for this approach.
Introduction
Mean-field game (MFG) theory is the study of strategic decision making in large populations of small interacting individuals who are also called agents or players. The MFG framework was developed in the engineering community by Caines, Huang, and Malhamé [18, 19] and in the mathematical community by Lasry and Lions [20, 21, 22] (also see [23] ). These games model the behavior of rational agents who play symmetric differential games. In these problems, each player chooses their optimal strategy in view of global (or macroscopic) statistical information on the ensemble of players. This approach leads to novel problems in nonlinear equations. Current research topics are the applications of MFGs (including, for example, growth theory in economics and environmental policy), mathematical problems related to MFGs (existence, uniqueness, and regularity questions), and numerical methods in the MFGs framework (discretization, convergence, and efficient implementation).
Here, we consider the following problem: In this problem, m is the distribution of players and u(x) is the value function for a typical player in the state x. We stress that the condition m > 0 is an essential component of the problem. So, if (u, m) solves the Problem 1, we require m to be strictly positive. We will show the existence of solutions to this problem under suitable assumptions on the Hamiltonian that are described in Section 3. An example that satisfies those assumptions is H(p) = (1 + p 2 ) γ/2 with 1 < γ < 2, and any V : T → R of class C 2 . When ǫ = 0, (2.1) becomes
2)
The system in (2.2) is a typical MFG model similar to the one introduced in [20] . The Legendre transform of the Hamiltonian, H, given by L(v) = sup p −pv − H(p) is the cost in units of time that an agent incurs by choosing to move with a drift v; the potential, V , accounts for spatial preferences of the agents; the term m α encodes congestion effects. The MFG models proposed in [20, 21] consist of a system of partial differential equations that have (2.2) as a particular case. The current literature covers a broad range of problems, including stationary problems [8, 13, 14, 15, 25] , heterogeneous populations [2] , time-dependent models [1, 9, 10, 11, 12, 26, 27] , congestion problems [6, 17] , and obstacletype problems [7] . For a recent account of the theory of MFG, we suggest the survey paper [16] and the courses [23] and [24] .
The system in (2.1) arises as an approximation of (2.2) that preserves monotonicity properties. Monotonicity-preserving approximations to MFG systems were introduced in [5] . In that paper, the authors consider mean-field games in dimension d 1 that include the following example:
where q is a large enough integer, and β ǫ is a suitable penalization that satisfies β ǫ (m) → −∞ as m → 0. Then, as ǫ → 0, the solutions of (2.3) converge to solutions of (2.2). Yet, from the perspective of numerical methods, both the high-order degree of (2.3) and the singularity caused by the penalty, β ǫ , are unsatisfactory due to a poor conditioning of discretizations.
Here, we investigate a low-order regularization that may be more suitable for computational problems.
A fundamental difficulty in the analysis of (2.1) is the non-negativity of m. The FokkerPlanck equation in (2.2) has a maximum principle, and, consequently, m 0 for any solution of (2.2). Due to the coupling, this property is not evident in the corresponding equation in (2.1). The previous regularization in (2.3) relies on a penalty that forces the positivity of m. This mechanism does not exist in (2.1), and we are not aware of any general method to prove the existence of positive solutions of (2.1).
Our main result is the following theorem:
Theorem 2.1. Suppose Assumptions 1-7 hold (cf. Section 3) . Then, there exists ǫ 0 > 0 such that for all 0 < ǫ < ǫ 0 , Problem 1 admits a C 2,
Theorem 2.1 introduces a low-order regularization procedure for (2.2) for which existence of solutions can be established without penalty terms. Because high-order regularization methods and penalty terms create serious difficulties in the numerical implementation, this result is relevant to the numerical approximation of (2.2). Moreover, we believe that the techniques we consider here can be extended to higher-dimensional problems.
To prove the main result, we use the continuation method. The first step is to establish a priori estimates for the solutions of (2.1). Then, we replace the potential, V , by λV for 0 λ 1. For λ = 0, which corresponds to V = 0 in (2.1), we determine an explicit solution. The a priori estimates give that the set, Λ, of values, λ, for which (2.1) has a solution is a closed set. Finally, we apply an infinite-dimensional version of the implicit function theorem to show that Λ is relatively open in [0, 1] . This proves the existence of solutions.
The remainder of this paper is structured as follows. We discuss the main assumptions in Section 3. Next, in Section 4, we start our study of (2.1) by considering the case V = 0 and constructing an explicit solution. Sections 5-9 are devoted to a priori estimates for solutions of (2.1). These estimates include energy and second-order bounds, discussed respectively in Sections 5 and 6, Hölder and C 2, 1 2 estimates, addressed respectively in Sections 7 and 8, and lower bounds on m, given in Section 9. Next, we lay out the main results needed for the implicit function theorem. We introduce the linearized operator in Section 10 and discuss its injectivity and surjectivity properties. Finally, the proof of Theorem 2.1 is presented in Section 11.
Main Assumptions
To prove Theorem 2.1, we need to introduce various assumptions that are natural in this class of problems. These encode distinct properties of the Hamiltonian in a convenient way. We begin by stating a polynomial growth condition for the Hamiltonian. Assumption 1. There exist positive constants, C 1 , C 2 , C 3 , and γ > 1, such that for all p ∈ R, the Hamiltonian, H, satisfies
For convex Hamiltonians, the expression pH
is the Lagrangian written in momentum coordinates. The next assumption imposes polynomial growth in this quantity. Assumption 2. There exist positive constants,C 1 ,C 2 , andC 3 , such that for all p ∈ R, we have
Because we look for solutions (u, m) ∈ C 2, Because the Hamilton-Jacobi equation in (2.2) arises from an optimal control problem, it is natural to suppose that the Hamiltonian, H, is convex. Here, we work with subquadratic Hamiltonians. Accordingly, we impose the following condition on γ.
Finally, we state a growth condition on the derivative of the Hamiltonian. The exponent, γ, is the same as in Assumptions 1 and 2. This is a natural growth condition that the model
Assumption 7. There exists a positive constant,C, such that for all p ∈ R, we have
To prove Theorem 2.1, we use the continuation method. More precisely, we consider system (2.1) with V replaced by λV for 0 λ 1. Next, we show the existence of the solution for all 0 λ 1. As a starting point, we study the λ = 0 case; that is, V = 0. We show that (2.1) admits a solution in this particular instance.
Proposition 4.1. Suppose that V = 0. Then, there exists an ǫ 0 > 0 such that for all 0 < ǫ < ǫ 0 , Problem 1 admits a solution (u, m).
Proof. We look for constant solutions (u, m). In this case, we have u x = u xx = m x = m xx = 0. Accordingly, (2.1) reduces to
In the previous system, solving the first equation for u and replacing the resulting expression into the second, we get
, so that (4.1) reads g(m) = 0. Next, we notice that g(0) = −1 − ǫH(0). For small enough ǫ 0 > 0 and for all 0 < ǫ < ǫ 0 , we have g(0) < 0. On the other hand, if we take a constant C > |H(0)|, we have 
Energy estimates
MFG systems such as (2.2) admit many a priori estimates. Among those, energy estimates stand out for their elementary proof -the multiplier method. Here, we apply this method to (2.1).
Proposition 5.1. Suppose that Assumptions 1 and 2 hold. Let (u, m) solve Problem 1. Then,
where C is a universal positive constant depending only on the constants in Assumptions 1 and 2 and on V L ∞ .
Proof. We begin by multiplying the first equation in (2.1) by (1 + ǫ − m) and the second one by u. Adding the resulting expressions and integrating, we get
where we also used integration by parts and the periodicity of u and m to obtain
Next, we observe that by Assumptions 1 and 2, and using the fact that 0 < ǫ 1, we have
where
where we also used the estimates 2u u 2 + 1 and 0 < ǫ 1. Finally, we observe that for every δ 1 , δ 2 > 0, there exist constants, K 1 and K 2 , such that
Consequently, taking δ 1 = where C is a universal positive constant depending only on the constants in Assumptions 1 and 2 and on V L ∞ . Consequently, using Young's inequality, we have that
6 Second-order estimates
We proceed in our study of (2.1) by examining another technique to obtain a priori estimates. These estimates give additional control over high-order norms of the solutions. 
where C > 0 denotes a universal constant depending only on V C 2 . Moreover, under Assumption 4,
Proof. To simplify the notation, we represent by C any positive constant that depends only on V C 2 and whose value may change from one instance to another. Multiplying the first equation in (2.1) by m xx and the second one by u xx yields
Subtracting the above equations integrated over [0, 1] gives
3) Next, we evaluate each of the integrals above. Using the integration by parts formula and the periodicity of boundary conditions, we have This completes the proof of (6.1). To conclude the proof of Proposition 6.1, we observe that Assumption 4 implies that H ′′ is a non-negative function, which together with (6.1) gives (6.2).
Hölder continuity
We recall that Morrey's theorem in one-dimension [4] gives the following result. , where C is a universal constant depending only on the constants in Assumptions 1 and 2 and on V C 2 .
Proof. By Proposition 5.1, we have that
where C is a universal constant depending only on the constants in Assumptions 1 and 2 and on V L ∞ . According to Proposition 7.1, we have
Moreover, combining the bound on u L 2 given by (7.1), the mean-value theorem for definite integrals, and the Hölder continuity given by (7.2), we get the L ∞ bound on u. A similar inequality holds for m. Next, we observe that Proposition 6.1 (see (6.2)) gives bounds for u xx L 2 and m xx L 2 of the same type of (7.1). Accordingly, the functions u x and m x are also 
Higher Regularity
The bounds in the previous section give Hölder regularity for any solution (u, m) of Problem 1 and for its derivatives (u x , m x ). Here, we use (2.1) to improve this result and prove Hölder regularity for u xx and m xx . Proof. Solving for m − m xx in the second equation of (2.1) and replacing the resulting expression in the first equation yields
Because H is convex, we have H ′′ (u x ) 0. Consequently, 1 + ǫ 2 + ǫH ′′ (u x )m 1 > 0. This allows us to rewrite (8.1) as
Because u, m, u x , and m x are 1 2 -Hölder continuous and because H and H ′ are locally Lipschitz functions, it follows that
is also 
Hence, analogous arguments to those used above yield that m xx is also 
Lower bounds on m
Here, we establish our last a priori estimate, which gives lower bounds on m. We begin by proving an auxiliary result. Proof. We show that lim
from which Lemma 9.1 easily follows.
To simplify the notation, in the remainder of this proof, C represents a positive constant that is independent of ǫ and whose value may change from one instance to another. By Proposition 7.2, we have that u ∞ C/ √ ǫ. Thus,
Next, we examine ǫu xx ∞ . The identity (8.2) and the condition 1 + ǫ 2 + ǫH ′′ (u x )m > 1 give
By (9.2) and by the boundedness of V , it follows that lim ǫ→0 ǫ(1 + ǫ 2 )u ∞ +ǫ 2 + ǫV ∞ = 0.
According to Propositions 5.1 and 6.1, we have that The first integral guarantees that there exists x 0 ∈ T such that m α+1 2 (x 0 ) C. Then, because m > 0 and because m ∈ C 1 (T), the second integral together with Proposition 7.1 implies that for all x ∈ T,
Hence, lim ǫ→0 ǫm α ∞ = 0. Assumption 1 and Proposition 7.2 give
This implies that lim ǫ→0 ǫH(u x ) ∞ = 0 because γ < 2 according to Assumption 6.
Combining Assumption 7 with Proposition 7.2 gives the bound
. By Proposition 7.2, we have that |m x | C/ √ ǫ. Therefore, invoking Assumption 6 once more, lim ǫ→0 ǫ 2 H ′ (u x )m x ∞ = 0. Collecting all the limits proved above, we conclude from (9.3) that lim ǫ→0 ǫu xx ∞ = 0. This equality together with (9.2) proves (9.1). 
Integration by parts and periodicity yields
Then, (9.4) can be rewritten as
Next, we estimate the right-hand side of this identity. By Lemma 9.1, for 0 < ǫ <ǭ 0 , we have ǫ(u − u xx ) ∞ < 1/2. Consequently, 5) where in the last equality we use the integration by parts formula and the periodicity of u x . In view of Cauchy's inequality, we conclude that
Invoking Assumptions 6 and 7, we obtain the estimates
in T. These estimates, (9.5), (9.6), and Proposition 5.1 yield
Consequently, forC = 2 + 2C 2 2 + C ǫ , we obtain the two following bounds 
The linearized operator
Consider the functional,
Note that under Assumption 5, the functional F is a C 1 map between C The implicit function theorem plays a crucial role in proving the solvability of (10.2). To use this theorem, for each λ Proof. To prove the proposition, we begin by applying the Lax-Milgram theorem in H 1 (T)× H 1 (T), after which we bootstrap additional regularity. Here, we endow H 1 (T) × H 1 (T) with the inner product
where L 1 and L 2 are the first and second components of L, respectively. Next, we prove that B is coercive and bounded in
Using the integration by parts formula and the periodicity of v and f , we obtain 
, and H ′′ (u x ) are bounded. Therefore, there exists a positive constant, C, that depends only on these bounds and for which
where we also used Hölder's inequality. This proves the boundedness of B.
, and we consider the bounded and linear functional G :
By the Lax-Milgram theorem, there exists a unique
This is equivalent to saying that for all (w 1 ,
From this and (10.4), we conclude that
is arbitrary, L is injective. To prove surjectivity, it suffices to check that the weak solution of
This higher regularity follows from a bootstrap argument.
Fix
given by the Lax-Milgram theorem. Then, we have the following identity in the weak sense:
where 
Proof of the Main Theorem
In this last section, we prove Theorem 2.1. We assume that ǫ > 0 satisfies ǫ < min{1, ǫ 0 ,ǭ 0 }, where ǫ 0 andǭ 0 are given by Proposition 4.1 and Lemma 9.1, respectively.
Let Proof. Let (λ n ) n∈N ⊂ Λ and λ ∈ [0, 1] be such that lim n→∞ λ n = λ. We claim that λ ∈ Λ. By definition of Λ, for each n ∈ N, there exists (u n , m n ) ∈ C 
