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a b s t r a c t
In this paper, we introduce and study a Bargmann–Radon transform on the real monogenic
Bargmannmodule. This transform is defined as the projection of the real Bargmannmodule
on the closed submodule of monogenic functions spanned by the monogenic plane waves.
We prove that this projection can be written in integral form in terms the so-called
Bargmann–Radon kernel.Moreover,we have a characterization formula for the Bargmann–
Radon transform of a function in the real Bargmann module in terms of its complex
extension and then its restriction to the nullcone in Cm. We also show that the formula
holds for the Szegő–Radon transform that we introduced in Colombo et al. (2016) and we
define the dual transform andwe provide an inversion formula. Finally, in Theorem 5.6, we
prove an integral formula for the monogenic part of an entire function.
© 2017 Elsevier B.V. All rights reserved.
1. Introduction
In the paper [1], we considered an extension of the Segal–Bargmann transform, a unitary map from spaces of square-
integrable functions to spaces of square-integrable holomorphic functions (see [2–6]). Specifically, we studied the higher
dimensional extension based on monogenic functions with values in a Clifford algebra. The Segal–Bargmann transform in
this paper is not the one used in [7,8] to study quantum systemswith internal, discrete degrees of freedom corresponding to
nonzero spins. The two approaches, although they are both related with monogenic functions, are completely independent.
In [1], we introduced a notion of Segal–Bargmann module (over the Clifford algebra) which is the set of entire functions,
square integrable with respect to the Gaussian density and that are in the kernel of the Dirac operator. We also defined
the Segal–Bargmann–Fock transform in this framework. The fact that monogenic functions admit a Fischer decomposition
allows to prove a relation between the projection of the transform onto its monogenic part and the Fourier–Borel kernel. It
is also worthwhile to mention that this kernel, unlike what happens for Hardy or Bargmann spaces, is an exponential and
not a rational function.
In [9], we defined the so-called Szegő–Radon projection which may be abstractly defined as the orthogonal projection of
a suitable Hilbert module of square integrable left monogenic functions onto the closed submodule of monogenic functions
spanned by the monogenic plane waves ⟨x, τ ⟩k τ , where τ = t + is, t , s are orthogonal unit 1-vectors. This transformation
does not exactly correspond to the Radon transform. However, it is a canonical map from a set ofm-dimensional monogenic
functions to a set of 2-dimensional monogenic functions, like in the case of the Clifford–Radon transform, see [10,11].
The Clifford–Radon transform and, more in general, the Radon transform are important tools with several applications for
example in tomography.
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In this paper, we combine the approaches in [9] and [1].We introduce and study a Bargmann–Radon transform on the real
monogenic Bargmannmodule. Similarly to what we have done in [9] in the Szegő–Radon case, it is defined as the projection
of the real Bargmann module on the closed submodule of monogenic functions spanned by the monogenic plane waves
⟨x, τ ⟩k τ , where τ = t + is, t , s are orthogonal unit 1-vectors. We show that this projection can be written in the integral
form in terms of the so-called Bargmann–Radon kernel. A main result that we prove is a characterization formula for the
Bargmann–Radon transform of a function in the real Bargmann module in terms of its complex extension and its restriction
to the nullcone in Cm. We also show that the same formula holds for the Szegő–Radon transform treated in [9]. Finally, we
study the dual Bargmann–Radon and as a by-product we obtain a formula, in integral form, to express the monogenic part
of a holomorphic function belonging to the Bargmann module in several complex variables.
The plan of the paper is the following. After the Introduction, Section 2 contains the notations and some preliminary
results. In Section 3, we introduce the real monogenic Bargmann module BM(Rm) and we recall the definition of Segal–
Bargmann–Fock space. We then define the Bargmann and the Bargmann–Radon transforms on BM(Rm). We introduce the
Bargmann–Radon kernel andwe use towrite the Bargmann–Radon transform in integral form.We conclude the sectionwith
a characterization formula. In Section 4, we recall the Szegő–Radon transform, its associated kernel, and we show that the
characterization formula holds also in this case. Finally, Section 5 contains the definition of dual transform and the inversion
formula. These are similar to the analogue concepts in the Szegő–Radon case treated in [9].We also obtain a formula to write
in integral form the monogenic part of a holomorphic function in several complex variables and, an example, we use it to
express the Fourier–Borel and the Szegő kernels.
2. Notations and preliminary results
In this section, we collect some preliminary results and notations used in the rest of the paper. For more information on
the material in this section, we refer the reader to [12,13].
ByRm, we denote the real Clifford algebra overm imaginary units e1, . . . , em which satisfy the relations eiej+ejei = −2δij.
An element x in the Clifford algebra is denoted by x = ∑AeAxA where xA ∈ R, A = i1 . . . ir , iℓ ∈ {1, 2, . . . , n}, i1 < · · · < ir
is a multi-index, eA = ei1ei2 . . . eir and e∅ = 1. Similarly, we denote by Cm, the complex Clifford algebra over m imaginary
units e1, . . . , em.
The so called 1-vectors are elements in Rm which are linear combinations with real coefficients of the elements ei, i =
1, . . . ,m. The sets of 1-vectors is denoted byR(1)m . Themap fromRm toR
(1)
m is given by (x1, x2, . . . , xm) ↦→ x = x1e1+· · ·+xmem
and it is obviously one-to-one. The norm of a 1-vector is defined as |x| = (x21 + · · · + x2n)1/2 and the scalar product of x and
y = y1e1 + · · · + ymem is
⟨x, y⟩ = x1y1 + · · · + xmym.
In Cm, there are automorphisms which leave the multivector structure invariant. In this paper, we will use the so-called
Hermitian conjugation
(λµ)† = µ†λ†, (µAeA)† = µcAe†A, e†j = −ej, j = 1, . . . , n,
where µcA stands for the complex conjugate of the complex number µA.
In the sequel, we will denote by B(0, 1) the unit ball with center at the origin in Rm while the symbol Sm−1 will denote its
boundary, that is the sphere of unit 1-vectors in Rm:
Sm−1 = {x = e1x1 + · · · + emxm : x21 + · · · + x2m = 1},
whose area, denoted by Am is given by
Am = 2π
m/2
Γ (m2 )
.
Definition 2.1. A function f : Ω ⊆ Rm → Cm defined and continuously differentiable in the open setΩ is said to be (left)
monogenic if it satisfies
∂xf (x) =
m∑
j=1
ei∂xj f (x) = 0.
If f : Ω ⊆ Cm → Cm is as above, we say that f is (left) monogenic in Ω if it is holomorphic and in the kernel of the
complexified Dirac operator
∑m
j=1ei∂zj . We denote byM(Ω) the right Cm-module of (left) monogenic functions inΩ .
A classical tool in Clifford analysis is the so-called Fischer decomposition. It provides a unique decomposition of an
arbitrary homogeneous polynomial in Rm as
Rk(x) = Mk(x)+ xRk−1(x),
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where the subscripts denote the degree of homogeneity of the polynomial andMk ∈ M(Rm). The monogenic polynomialMk
is called monogenic part of Rk and is denoted byM(Rk). The Fischer decomposition of the function 1k! ⟨x, u⟩k can be written in
terms of the so-called zonal spherical monogenics which are defined by
Zk(u, x) =
Γ
(m
2 − 1
)
2k+1Γ
(m
2 + k
) (|u||x|)k ((k+m− 2)C m2 −1k (t)+ (m− 2)u ∧ x|u||x|C m2k−1(t)
)
(1)
where t := ⟨u,x⟩|u||x| and Cλk (t) are the Gegenbauer polynomials. Let us define Zk,0(x, u) = Zk(x, u) and
Zk,s(x, u) = Zk−s,0(x, u)
βs,k−s . . . β1,k−s
, k ≥ s
with β2s,k = −2s, β2s+1,k = −(2s+ 2k+m). Then, we have
1
k! ⟨x, u⟩
k =
k∑
s=0
xsZk,s(x, u)us. (2)
Using Eq. (2), we obtain the Fischer decomposition of exp(⟨z, x⟩), see [14], namely
exp(⟨x, u⟩) =
∞∑
k=0
⟨x, u⟩k
k!
=
∞∑
k=0
k∑
s=0
xsZk,s(x, u)us
=
∞∑
s=0
xs
( ∞∑
k=s
Zk,s(x, u)
)
us
= E(x, u)+
∞∑
s=1
xsEs(x, u)us,
where Es(x, u) =∑∞k=sZk,s(x, u). The function E(x, u) is the monogenic part of exp(⟨x, u⟩) and it is the Fourier–Borel kernel,
see [14,15]. Note that it is Hermitian, namely, E†(u, x) = E(x, u).
3. The Bargmann–Radon transform
In this section, we introduce and study the Bargmann–Radon transform on the (real) monogenic Bargmann module. In
particular, we introduce the Bargmann–Radon kernel and we use it to express the Bargmann–Radon transform in integral
form.We also show that this transform gives rise to monogenic functions that can be expressed in an interesting way on the
nullcone.
We begin by giving the definition of the so-called monogenic Bargmann module (see Section 5 in [1]):
Definition 3.1. The monogenic Bargmann moduleMB(Rm) consists of the functions f ∈ M(Rm) such that
f (x)e−|x|
2/4 ∈ L2(Rm),
and equipped with the inner product
⟨f , g⟩MB = 1(2π )m/2
∫
Rm
e−|x|
2/2f †(x)g(x) dx.
Note that an analogous definition has been given in [1], Section 4, for functions in the kernel of the complexified Dirac
operator (or its powers). More precisely, we have
Definition 3.2. The Segal–Bargmann–Fock space B(Cm) is the Hilbert space of entire functions in Cm which are square-
integrable with respect to the 2m-dimensional Gaussian density, i.e.
1
πm
∫
Cm
exp
(−|z|2) |f (z)|2 dxdy <∞, z = x+ iy
and equipped with the inner product
⟨f , g⟩B = 1
πm
∫
Cm
exp
(−|z|2) f †(z)g(z) dxdy.
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The monogenic Bargmann moduleMB(Cm) is defined as
MB(Cm) = M(Cm) ∩ B(Cm),
and it is equipped with the inner product defined in B(Cm).
Definition 3.3. We define the Bargmann transform of f ∈ MB(Rm) as
B[f (x)e−|x|2/4] = (2π )−m/2
∫
Rm
exp
(
−1
2
⟨z, z⟩ + ⟨x, z⟩ − 1
4
|x|2
)
f (x)e−|x|
2/4 dx.
We note that
B[f (x)e−|x|2/4] = (2π )−m/2
∫
Rm
exp
(
−1
2
⟨z, z⟩ + ⟨x, z⟩ − 1
4
|x|2
)
f (x)e−|x|
2/4 dx
= f (z)
= (2π )−m/2
∫
Rm
E(z, x)f (x)e−|x|
2/2 dx,
where E(z, x) is the monogenic part of exp(⟨z, x⟩), see Section 2.
Let us denote by [·, ·] the Fischer inner product inM(Rm):
[R, S] = R(∂x)†S(x)|x=0.
From this definition, we immediately obtain the formula
f (u) = (2π )−m/2
∫
Rm
e−|x|
2/2E(u, x)f (x) dx
= [E†(u, x), f (x)].
(3)
By taking the holomorphic extensions of f , g to Cm and using the fact thatMB(Rm) equipped with the Fischer inner product
andMB(Cm) are isometric (see [1]), we obtain
⟨f , g⟩MB = 1
πm
∫
Cm
e−|z|
2
f (z)†g(z) dz.
Moreover, by the definition of Fischer product extended to functions defined over Cm, we deduce
f (u) = 1
πm
∫
Cm
e−|z|
2
E(z, u)†f (z) dz.
We now consider the following submodules of the moduleMB(Rm).
Definition 3.4. For any given τ = t + is, t , s ∈ Rm, where |t| = |s| = 1, t ⊥ s, the closure of the right Cm-module consisting
of all finite linear combinations∑
ℓ∈N
⟨x, τ ⟩ℓτ
is denoted byMB(τ ).
The following result from [9] is useful for the computations in the sequel:
Proposition 3.5. Let t, s ∈ Rn be such that |t| = |s| = 1 and ⟨t, s⟩ = 0 and let τ = t + is ∈ Cm. Then,
1. τ τ †τ = 4τ ,
2. τ 2 = 0,
3. τ † τ + τ τ † = 4.
We note that since τ 2 = 0 then τ is an element in the nullcone in Cm.
Definition 3.6. We define the Bargmann–Radon transform of f ∈ MB(Rm) as
Rτ [f ] = ProjMB(τ )f
where ProjMB(τ ) denotes the projection onMB(τ ).
The Bargmann–Radon kernel is of the same form as the Szegő–Radon kernel introduced in [9] but with different
coefficients:
Bτ (u, x) =
∞∑
ℓ=0
λℓ⟨u, τ ⟩ℓτ τ †⟨x, τ †⟩ℓ.
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Remark 3.7. The calculations of the coefficients λℓ follows from the fact that the integral
1
(2π )m/2
∫
Rm
e−|x|
2/2τ †τ ⟨x, τ †⟩ℓ⟨x, τ ⟩ℓ′ dx
is zero when ℓ ̸= ℓ′, because of the definition of the Fischer inner product. If ℓ = ℓ′ the integral equals
(−1)ℓ
(2π )m/2
τ †τ
∫
Rm
e−|x|
2/2|⟨x, τ ⟩|2ℓ dx.
This last integral does not depend on τ so we can compute it for a specific choice of τ , for example τ = e1 + ie2. We have,
by setting y = (x3, . . . , xm),∫
Rm
e−|x|
2/2(x21 + x22)ℓdx =
∫
Rm−2
e−|y|
2/2dy
∫ +∞
0
∫ 2π
0
e−r
2/2r2ℓr drdθ
= (2π )m/2
∫ +∞
0
2ℓe−ssℓ ds
= (2π )m/22ℓℓ!.
Lemma 3.8. The formula
1
(2π )m/2
∫
Rm
e−|x|
2/2Bτ (u, x)τ ⟨x, τ ⟩ℓdx = τ ⟨u, τ ⟩ℓ
holds if and only if
λℓ = (−1)
ℓ
ℓ!4 · 2ℓ .
Moreover,
Bτ (u, x) =
∞∑
ℓ=0
(−1)ℓ
ℓ!4 · 2ℓ ⟨u, τ ⟩
ℓτ τ †⟨x, τ †⟩ℓ = τ τ
†
4
exp
(
−1
2
⟨u, τ ⟩⟨x, τ †⟩
)
.
Proof. We compute
1
(2π )m/2
∫
Rm
e−|x|
2/2Bτ (u, x)τ ⟨x, τ ⟩ℓdx
using Remark 3.7. We have:
1
(2π )m/2
∫
Rm
e−|x|
2/2Bτ (u, x)τ ⟨x, τ ⟩ℓdx = τ τ †τλℓ(−1)ℓℓ!2ℓ⟨u, τ ⟩ℓ
= τ ⟨u, τ ⟩ℓ
if and only if
τ τ †τλℓ(−1)ℓℓ!2ℓ = τ .
By Proposition 3.5, we have that τ τ †τ = 4τ and so we obtain the statement. □
Since Bτ is a reproducing kernel for the generators ofMB(τ ), and since τ τ † commutes with ⟨u, τ ⟩, we immediately have
Corollary 3.9. The function Bτ (u, x) is a reproducing kernel for the Cm-moduleMB(τ ).
The following result expresses the Bargmann–Radon transform of f ∈ MB(Rm) in terms of the Bargmann–Radon kernel:
Theorem 3.10. Let f ∈ MB(Rm). The following formula holds
Rτ [f ](u) = 1(2π )m/2
∫
Rm
e−|x|
2/2Bτ (u, x)f (x)dx.
Proof. The assertion follows using standard arguments. First of all, we note that the operator P defined by
P[f ](u) = 1
(2π )m/2
∫
Rm
e−|x|
2/2Bτ (u, x)f (x)dx
= 1
(2π )m/2
τ τ †
4
∫
Rm
e−|x|
2/2 exp
(
−1
2
⟨u, τ ⟩⟨x, τ †⟩
)
f (x)dx
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is idempotent onMB(Rm) and coincideswith the identity onMB(τ ) by virtue of Corollary 3.9. The fact that the kernel Bτ (u, x)
is Hermitian gives ⟨Pf , g⟩ = ⟨f , Pg⟩. Thus, P is the orthogonal projection ofMB(Rm) onMB(τ ) and thus it coincides withRτ
as stated. □
Next result is interesting because it shows that the Bargmann–Radon transform of f ∈ MB(Rm) is a monogenic function
which can be seen as a suitable multiple of the restriction to the nullcone of its extension to Cm:
Theorem 3.11 (Characterization Formula). The Bargmann–Radon transform of f ∈ MB(Rm) is a monogenic function that can
be expressed as follows:
Rτ [f ](u) = τ τ
†
4
f
(
−1
2
τ †⟨u, τ ⟩
)
.
Proof. First of all, any entire holomorphic function h can be written as
h(z) = M[h](z)+ zg(z)
whereM[h] denotes the monogenic part of h. Since τ 2 = (τ †)2 = 0, we have that
τ †h(τ †) = τ †M[h](τ †).
In particular, if we take h(z) = exp(− λ2 ⟨x, z⟩), we obtain
τ † exp
(
−λ
2
⟨x, τ †⟩
)
= τ †
(
E(τ †,−λ
2
x)+ τ † . . .
)
= τ †E(τ †,−λ/2x)
= τ †E(−λ/2τ †, x),
(4)
thus, using Eq. (3), we have
f
(
−λ
2
τ †
)
= 1
(2π )m/2
∫
Rm
e−|x|
2/2E
(
−λ
2
τ †, x
)
f (x) dx.
We now note that we can rewrite the formula in Theorem 3.10 as
Rτ [f ](u) = 1(2π )m/2
τ τ †
4
∫
Rm
e−|x|
2/2 exp
(
−1
2
⟨u, τ ⟩⟨x, τ †⟩
)
f (x)dx
= 1
(2π )m/2
τ τ †
4
∫
Rm
e−|x|
2/2 exp
(
−1
2
λ⟨x, τ †⟩
)
f (x)dx|λ=⟨u,τ ⟩.
Using Eq. (4) in the last formula, we get the statement. □
4. The Szegő–Radon transform
In our paper [9] we considered instead of the ambient moduleMB(Rm) another Cm-module that we recall below:
Definition 4.1. The monogenic Szegő module is defined as the right Cm-module ML2(B(0, 1)) of the monogenic functions
f : B(0, 1) ⊂ Cm → Cm for which limr→1f (rω) ∈ L2(Sm−1), equipped with the Hilbert inner product
⟨f , g⟩ML2 =
∫
Sm−1
f †(ω)g(ω)dS(ω).
By the extension of the Cauchy formula, for x ∈ B(0, 1), we have
f (x) = 1
Am
∫
Sm−1
x− ω
|x− ω|m ω f (ω) dS(ω)
= 1
Am
∫
Sm−1
1+ xω
(1+ |x|2 − 2⟨ x, ω⟩)m/2 f (ω) dS(ω)
where Am = 2πm/2Γ (m/2) . For the standard Szegő–Radon transform, we again start from the plane waves
fτ ,k(x) = ⟨x, τ ⟩k τ
where τ = t + iswith |t| = |s| = 1 and t ⊥ s so that τ τ † + τ † τ = 4, see Proposition 3.5. Since
f †τ ,k(x) = (−1)k⟨x, τ †⟩k τ †
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we obtain (see [9]):
⟨fτ ,k, fτ ,k⟩ = 2πm/2τ τ † Γ (k+ 1)
Γ (m/2+ 1) .
In the Szegő-module, we can give the analogue of Definition 3.4:
Definition 4.2. We denote byML2(τ ) the submodule ofML2(B(0, 1)) which is the closure of the Cm-module consisting of
all finite linear combinations
∑
kfτ ,k(x)ak, ak ∈ Cm of monogenic plane waves fτ ,k(x).
As we have done in the previous section, we can consider the orthogonal projection on this submodule and we can
describe its kernel, see [9]:
Definition 4.3. The Szegő–Radon transform Rτ [f ] of f ∈ ML2(B(0, 1)) is defined as the orthogonal projection of f on the
submoduleML2(τ ).
The kernel of this projection is given by
Kτ (x, y) = τ τ
†
4
Γ (m/2)
2πm/2
(1+ ⟨x, τ ⟩⟨y, τ †⟩)−m/2
= τ τ
†
4
∞∑
k=0
Γ (m/2+ k)
2m/2Γ (k+ 1) ⟨x, τ ⟩
k⟨y, τ †⟩k
and so we have
Rτ [f ] =
∫
Sm−1
Kτ (x, ω)f (ω)dS(ω).
The kernel Kτ can be directly related to the Szegő kernel
S(x, ω) = 1
Am
1+ xω
(1+ |x|2 − 2⟨ x, ω⟩)m/2
via the formula proved in the following lemma:
Lemma 4.4. We have
Kτ (x, ω) = τ τ
†
4
S
(
−⟨x, τ ⟩τ
2
, ω
)
.
Proof. By setting λ = ⟨x, τ ⟩, we obtain that
S
(
−λ
2
τ †, ω
)
= 1
Am
1− λ2 τ †ω
(1+ λ⟨τ †, ω⟩)m/2
since ⟨τ †, τ †⟩ = 0, so the term that contains |x|2 disappear. So, the formula follows from the fact that τ τ †(τ †ω) = 0. □
The previous lemma allows to prove that the Szegő–Radon transform satisfies the same characterization formula that
we have obtained in Theorem 3.11 in the case of the Bargmann–Radon transform. This fact motivates the use of the same
symbolRτ for both. Indeed, we have
Theorem 4.5 (Characterization Formula). Let f ∈ ML2(B(0, 1)). Then, the following formula holds:
Rτ [f ](x) = τ τ
†
4
f
(
−1
2
τ †⟨x, τ ⟩
)
.
Proof. Lemma 4.4 implies directly the equalities
Rτ [f ](x) =
∫
Sm−1
Kτ (x, τ )f (ω)dS(ω)
= τ τ
†
4
∫
Sm−1
S
(
−τ
†
2
⟨x, τ ⟩, ω
)
f (ω)dS(ω)
= τ τ
†
4
f
(
−τ
†
2
⟨x, τ ⟩
)
,
and the statement follows. □
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Example 4.6. The following example is important because we consider the function
g(x) = σ ⟨x, σ ⟩ℓ, σ 2 = 0, ℓ ∈ N
which generates the module of all spherical monogenics of degree ℓ. It can be verified with direct computations that
Rτ [g](τ ) = τ τ
†
4
σ
(
−1
2
⟨τ †, σ ⟩⟨x, τ ⟩
)ℓ
.
5. The dual Bargmann–Radon transform and the inversion formula
Both the dual transform and the inversion formula will be the same for the Bargmann–Radon transform and for the
Szegő–Radon transform. The main results for the Szegő–Radon transform were presented in [9]. Here, we repeat the results
from the Bargmann–Radon point of view.
For every inner spherical monogenic Pk(x), we have the formula
Pk(u) = 1(2π )m/2
∫
Rm
e−|x|
2/2Zk(u, x)Pk(x)dx,
which is in accordance with the fact that the Fourier–Borel kernel
E(u, x) =
∞∑
k=0
Zk(u, x)
is the reproducing kernel for the monogenic Bargmann module, see formula (3).
The Bargmann–Radon transform maps a monogenic function f intoMB(Rm) intoMB(τ ) and it can be expressed as, see
Theorem 3.11:
Rτ [f ](τ ) = τ τ
†
4
f
(
−1
2
τ †⟨u, τ ⟩
)
.
Definition 5.1. Let F (u, τ ) be a function in BM(τ ). The dual Bargmann–Radon transform of F is defined by
R˜[F ](u) = 1
AmAm−1
∫
Sm−1
∫
Sm−2
F (u, t + is)dS(t)dS(s)
where for fixed t ∈ Sm−1 the sphere Sm−2 contains the elements s ∈ Sm−1 such that s ⊥ t .
Note that the dual Bargmann–Radon transform is in fact the average of a function over the Stiefel manifold of 2-frames.
Our main task in now to compute R˜[Rτ f ](u) and to relate this with f . As f admits a monogenic Taylor series
f (x) =
∞∑
k=0
Pk(x) (5)
where Pk(x) are inner spherical monogenics of degree k, it will be sufficient to study R˜[RτPk](u), where
Rτ [Pk](u) = (−1)
k
2kk!
τ τ †
4
1
(2π )m/2
∫
Rm
e−|x|
2/2(⟨u, τ ⟩⟨x, τ †⟩)kPk(x)dx. (6)
In our paper [9], see Theorem 5.4, we have proved a result which will be crucial in the sequel. We repeat it here for the
sake of completeness and adapting the notation to the present setting:
Theorem 5.2. For τ = t + is, there exists a constant λk such that
1
Am−1Am
∫
Sm−1
dS(t)
∫
Sm−2
dS(s)⟨x, τ ⟩k⟨y, τ †⟩kτ τ †
= λk(|u||x|)k
(
(k+m− 2)C
m
2 −1
k (
⟨u, x⟩
|u||x| )+ (m− 2)
u ∧ x
|u||x|C
m
2
k−1(
⟨u, x⟩
|u||x| )
)
(7)
where for fixed t ∈ Sm−1 the sphere Sm−2 contains the elements s ∈ Sm−1 such that s ⊥ t and the constant λk is given by
λk = 2π (−1)
kAm−2
(k+m− 2)AmCm/2−1k (1)
Γ
(m
2 − 1
)
Γ (k+ 1)
Γ
(m
2 + k
) .
We are now ready to compute R˜[RτPk](u):
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Theorem 5.3. We have the relation
R˜[RτPk](u) = 12
Γ (m− 1)Γ (k+ 1)
Γ (m+ k− 1) Pk(u).
Proof. In order to compute the dual Bargmann–Radon transform ofRτPk, we need to compute the integral
Ik := 1AmAm−1
∫
Sm−1
∫
Sm−2
⟨u, τ ⟩k⟨x, τ †⟩kτ τ †dS(t)dS(s).
Using the fact that
Cm/2−1k (1) =
Γ (m− 2+ k)
Γ (m− 2)Γ (k+ 1)
we thus obtain that in fact
Ik = µkZk(u, x)
with
µk = 2π (−1)
kAm−2
Am
Γ (m− 2)Γ (k+ 1)
Γ (m+ k− 1) 2
k+1Γ (k+ 1)
and Zk is the zonal spherical monogenic function defined in (1). Since
Am−2
Am
= m− 2
2π
we have
µk = 2k+1(−1)k Γ (m− 1)Γ (k+ 1)
2
Γ (m+ k− 1) .
Thus, in order to compute the dual transform ofRτ [Pk], we in fact have to compute
(−1)k
2k+2k! Ik =
1
2
Γ (m− 1)Γ (k+ 1)
Γ (m+ k− 1) Zk(u, x).
We now have that
R˜[RτPk](u) = 1(2π )m/2
∫
Rm
e−|x|
2/2R˜[F ](x)Pk(x)dx
where
R˜[F ](x) = (−1)
k
2kk!
1
4
R˜[τ τ †⟨u, τ ⟩k⟨x, τ †⟩k]
= 1
2
Γ (m− 1)Γ (k+ 1)
Γ (m+ k− 1) Zk(u, x)
which, together with the reproducing property of Zk leads to the result. □
Now, we prove the following:
Theorem 5.4 (Inversion Formula). Let f ∈ MB(Rm), then
f (x) = 2
(m− 2)! (m− 1− Γ ) . . . (1− Γ )R˜[Rτ f ](x),
where
Γ := −x ∧ ∂x
is the Γ operator.
Proof. It is sufficient to decompose f in Taylor series f (x) =∑∞k=0Pk(x), to notice that Γ Pk = −kPk and to apply the previous
result. □
Remark 5.5. We observe that
(i) Monogenic functions satisfy the equation
(E + Γ )f (x) = 0
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where E =∑nj=1xj∂xj is the Euler operator. So, for monogenic functions, we also have that
f (x) = 2
(m− 2)! (m− 1+ E) . . . (1+ E)R˜[Rτ f ](x).
(ii) Notice that
R˜[Rτ f ](u) = 1AmAm−1
∫
Sm−1
∫
Sm−2
τ τ †
4
f
(
−τ
†
2
⟨u, τ ⟩
)
dS(t)dS(s)
for which we have to use the complex extension f (z) of f (x) and put
z = −τ
†
2
⟨u, τ ⟩.
An interesting consequence of this theory is an implicit formula for the monogenic partM[h] of a holomorphic function
belonging to the Bargmann module B(Cm). Any entire holomorphic function h admits the Fischer decomposition
h(z) =
∞∑
ℓ=0
zℓhℓ(z)
where hℓ is complex monogenic, that is ∂zhℓ(z) = 0. Using this fact, we can prove the following theorem:
Theorem 5.6. The monogenic part M[h] of an entire holomorphic function h is given by (for u ∈ Cm or in Rm)
M[h](u) = Θ 1
AmAm−1
∫
Sm−1
∫
Sm−2
τ τ †
4
h
(
−τ
†
2
⟨u, τ ⟩
)
dS(t)dS(s)
where
Θ := 2
(m− 2)! (m− 1− Γ )(m− 2− Γ ) . . . (1− Γ ).
Proof. The result holds in the case when
f (u) = M[h](u)
is the monogenic Bargmann module, i.e., when h ∈ B(Cm) because indeed
f (u) = Θ 1
AmAm−1
∫
Sm−1
∫
Sm−2
τ τ †
4
f
(
−τ
†
2
⟨u, τ ⟩
)
dS(t)dS(s).
Now, using the Fischer decomposition h(z) =∑∞ℓ=0zℓhℓ(z) of hwe obtain for z = − τ†2 ⟨u, τ ⟩
τ τ †
4
h
(
−τ
†
2
⟨u, τ ⟩
)
= τ τ
†
4
∞∑
ℓ=0
zℓhℓ(z)
= τ τ
†
4
h0
(
−τ
†
2
⟨u, τ ⟩
)
and h0 = M[h] = f . The result extends to holomorphic functions in a neighborhood of the origin. □
To our knowledge, this is the first time that the monogenic part of a function is given in integral form and, as a possible
application, we provide two examples namely the monogenic part of the Fourier–Borel kernel and of the Szegő kernel.
Example 5.7. The Fourier–Borel kernel E(u, x).
As we explained at the end of Section 2, the Fourier–Borel kernel is the monogenic part of the function exp(⟨z, x⟩).
Applying Theorem 5.6, where we set h(z) = exp(⟨z, x⟩) so that
h
(
−τ
†
2
⟨u, τ ⟩
)
= exp
(
⟨−τ
†
2
⟨u, τ ⟩, x⟩
)
= exp
(
−1
2
⟨x, τ †⟩ ⟨u, τ ⟩
)
,
we have
E(u, x) = Θ 1
AmAm−1
∫
Sm−1
∫
Sm−2
τ τ †
4
exp
(
−1
2
⟨x, τ †⟩⟨u, τ ⟩
)
dS(t)dS(s).
This formula expresses the Fourier–Borel kernel in terms of the integral
H(u, x) = 1
AmAm−1
∫
Sm−1
∫
Sm−2
τ τ †
4
exp
(
−1
2
⟨u, τ ⟩⟨x, τ †⟩
)
dS(t)dS(s)
that is a zonal biregular function.
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Example 5.8. The Szegő kernel S(u, x).
We recall that
S(z, x) = 1
Am
1+ zx
(1+ ⟨ z, z⟩|x|2 − 2⟨ z, x⟩)m/2 .
Thus, using Theorem 5.6, we obtain
S(u, x) = Θ
A2mAm−1
∫
Sm−1
∫
Sm−2
τ τ †
2
(1+ ⟨ u, τ ⟩ ⟨ x, τ †⟩)−m/2 dS(t)dS(s)
which is also the monogenic part of the Cauchy–Hua kernel
(1+ ⟨ z, z⟩ ⟨w†, w†⟩ + 2⟨ z, w†⟩)−m/2, w† = −x,
see also [16,17].
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