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Abstract
We propose two robust methods for testing hypotheses on unknown parameters of
predictive regression models under heterogeneous and persistent volatility as well as en-
dogenous, persistent and/or fat-tailed regressors and errors. The proposed robust testing
approaches are applicable both in the case of discrete and continuous time models. Both of
the methods use the Cauchy estimator to effectively handle the problems of endogeneity,
persistence and/or fat-tailedness in regressors and errors. The difference between our two
methods is how the heterogeneous volatility is controlled. The first method relies on robust
𝑡-statistic inference using group estimators of a regression parameter of interest proposed
in Ibragimov and Mu¨ller (2010). It is simple to implement, but requires the exogenous
volatility assumption. To relax the exogenous volatility assumption, we propose another
method which relies on the nonparametric correction of volatility. The proposed methods
perform well compared with widely used alternative inference procedures in terms of their
finite sample properties.
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1 Introduction
Many papers in the literature have focused on econometric analysis of predictive regressions
in economics and finance under the problems of endogeneity and potential nonstationarity in
regressors and errors (see Phillips, 2015 for up-to-date review). One of the main and popular
ideas was proposed by Phillips and Magdalinos (2009) (see also Kostakis et al., 2015). The
authors suggest using self-generated instrumental variables (IVs) to eliminate the influence
of endogeneity in predictive regressions and conducting standard asymptotic inference based
on normal distributions. Xu (2017) demonstrates theoretically that the IV-based method of
Kostakis et al. (2015) is robust to cointegration of an unknown form among predictors. Phillips
and Lee (2013) extend the approach of Phillips and Magdalinos (2009) and Kostakis et al. (2015)
to a wider class of models and propose a long-horizon version of the IV approach. Phillips and
Lee (2016) analyse IV-based methods when some regressors may be integrated and some of
the predictors are mildly explosive. Hosseinkouchack and Demetrescu (2016) investigate finite
sample behavior of the IV-based test statistic. The authors propose a bias corrected version of
the test statistic, obtain asymptotic expansions to correct a limiting distribution, and provide
approximations for its quantiles. Demetrescu and Rodrigues (2017) propose an another type
of bias correction of the IV-based test statistic. Li et al. (2017) adopt a conceptually different
approach using empirical likelihood methods for uniform inference.
Choi et al. (2016) allow for the presence of (nearly) nonstationary dynamics of the (stochas-
tic) volatility process displayed by the innovations of the model. The IV-based inference pro-
posed in Choi et al. (2016) uses the Cauchy estimator to eliminate the effects of endogeneity,
and applies time change to handle the problem of potential nonstationary in the volatility pro-
cess (so that, volatility time is used instead of calendar time). The approach is based on the
results that, in contrast to OLS estimators of the model parameters that have nonstandard
asymptotics, the Cauchy estimator remains asymptotically normal under the problems of near
nonstationarity in the regressors (see also So and Shin, 1999, Chang, 2002, 2012, for the use
of Cauchy and other IV estimators in testing for unit roots). Consistent standard errors of
the estimators are employed to obtain standard normal convergence for the 𝑡-statistics of the
predictive regression model parameters. The inference approaches based on Cauchy estimators
are shown to have better finite sample properties compared to widely used alternative test-
ing methods, including the Bonferroni 𝑄-test proposed by Campbell and Yogo (2006) and the
restricted likelihood ratio test of Chen and Deo (2009).1
One of the limitations of the time change approach is that it is applicable only for the data
obtained from the underlying continuous time model. Applications of the method on relatively
low frequency data, i.e. monthly or quarterly data, are largely restricted. In practice, however,
the predictive regressions are often estimated using monthly or quarterly data.
Further, as is well-known, the inference approaches based on consistent standard errors
such as heteroskedasticity and autocorrelation consistent (HAC) methods often have poor fi-
nite sample properties, especially in the settings with pronounced and pervasive dependence and
heterogeneity (see the discussion in Ibragimov and Mu¨ller, 2010, 2016, and references therein).
1A number of works in econometrics have also focused on robust inference using conceptually related sign
tests applied to different time series regression models under general assumptions (see, among others, Dufour
and Hallin (1993), Campbell and Dufour (1995), So and Shin (2001), Brown and Ibragimov (2019), Kim and
Meddahi (2020), and references therein).
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Ibragimov and Mu¨ller (2010) propose a new general simple-to-use approach to robust infer-
ence on a scalar parameter of interest under dependence, heterogeneity and heavy-tailedness
of largely unknown form that does not require consistent variance estimation. Following the
approach, robust asymptotic inference on a model’s parameter of interest is conducted by par-
titioning the data into some number of groups and performing the standard 𝑡-test with the
parameter’s group estimates and critical values of a Student-t distribution. This results is valid
and is efficient inference in some sense when the groups are chosen in a way that ensures the
parameter estimators to be asymptotically independent, unbiased and Gaussian of possibly dif-
ferent variances. The 𝑡-statistic robust inference approaches have been shown to have appealing
finite sample performance for time series, panel, clustered and spatially correlated data exhibit-
ing heterogeneity, autocorrelation and dependence of largely unknown form that are typical for
real-world financial and economic markets (see, in addition to the above references, the recent
study by Esarey and Menger, 2019, the review and discussion of the approach in Section 3.3 in
Ibragimov et al., 2015; and also Ibragimov and Mu¨ller, 2016 for its extensions to robust tests on
equality of two parameters and the discussion of their applications in the analysis of treatment
effects and structural breaks, among other areas).2 3
In this paper, we propose two robust methods for testing hypotheses on parameters of
predictive regression models under heterogeneous and persistent volatility as well as endogenous,
persistent and/or fat-tailed regressors and errors. The inference approaches proposed in the
paper are applicable both in the case of continuous and discrete time models. Both of the
methods use the Cauchy estimator to effectively handle the problems of endogeneity, persistence
and/or fat-tailedness in regressors and regression errors. The difference between the proposed
approaches is how the heterogeneous volatility is controlled.
The first method uses the 𝑡-statistic robust inference approach proposed in Ibragimov and
Mu¨ller (2010) applied to asymptotically normal group Cauchy estimates of a predictive regres-
sion parameter to handle the problems of heterogeneous volatility and persistence in regressors
and regression errors. In the context of time series predictive regressions (e.g., predictive regres-
sions for stock returns), robust large sample inference is conducted as follows: the time series is
partitioned into 𝑞 ≥ 2 groups of consecutive observations, the Cauchy estimates of a predictive
regression parameter are estimated for each group, and then a standard 𝑡-test of level 5% with
the resulting 𝑞 Cauchy estimates of a regression parameter of interest is conducted.
The first method is simple to implement, but requires the exogenous volatility assumption.
To relax the exogenous volatility assumption, we propose another method which relies on the
nonparametric correction of volatility. The proposed methods perform well compared with
widely used alternative inference procedures in terms of their finite sample properties.
2The 𝑡-statistic robust inference approach proposed in Ibragimov and Mu¨ller (2010) provides a formal jus-
tification for the widespread Fama–MacBeth method for inference in panel regressions with heteroskedasticity
(see Fama and MacBeth, 1973). In the approach, one estimates the regression separately for each year, and then
tests hypotheses about the coefficient of interest using the 𝑡-statistic of the resulting yearly coefficient estimates.
The Fama–MacBeth approach is a special case of the 𝑡-statistic based approach to inference, with observations
of the same year collected in a group.
3See, among others, Bloom et al. (2013), Krueger et al. (2017), Blinder and Watson (2016), Verner and
Gyongyosi (2018), Chen and Ibragimov (2019) and Gargano et al. (2019) for empirical applications of the
robust inference approaches proposed in Ibragimov and Mu¨ller (2010, 2016). The recent works by Pedersen
(2019), Anatolyev (2019) and Ibragimov, Pedersen and Skrobotov (2019) provide applications of the approaches
in robust inference on general classes of GARCH and AR-GARCH-type models exhibiting heavy-tailedness and
volatility clustering properties typical for real-world financial and economic markets.
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The rest of the paper is organized as follows. Section 2 presents the predictive regression
model and assumptions. In Section 3, we propose two robust methods with their asymptotic
properties. Section 4 provides numerical results on finite sample properties of the proposed
robust tests. Section 5 concludes the paper, and all mathematical proofs are provided in the
Appendix.
2 The Predictive Regression Model and Preliminaries
Throughout the paper, we consider (ℱ𝑡)-adapted processes defined on a probability space
(Ω,ℱ𝑡, 𝑃 ) equipped with an increasing filtration (ℱ𝑡) of sub-𝜎-fields of ℱ𝑡. Our purpose is to
test the (un)predictability of the process (𝑦𝑡) (e.g., the time series of excess stock returns) based
on some covariate process (𝑥𝑡) (e.g., the time series of price-to-dividend ratios). As usual, we
consider the linear predictive regression model
𝑦𝑡 = 𝛼 + 𝛽𝑥𝑡−1 + 𝑢𝑡, 𝑡 = 1, ..., 𝑇. (1)
The regression errors 𝑢𝑡 are assumed to satisfy
𝑢𝑡 = 𝑣𝑡𝜀𝑡.
with a volatility process 𝑣𝑡. We assume that the following assumption holds.
Assumption 2.1. (a) (𝜀𝑡) is an martingale-difference sequence (MDS) with respect to the
filtration (ℱ𝑡) with conditional variances 𝐸(𝜀2𝑡 |ℱ𝑡−1) = 1, and (b) (𝑣𝑡) is an (ℱ𝑡−1)-adapted
process such that 𝐸(𝑢2𝑡 |ℱ𝑡−1) = 𝑣2𝑡 > 0 for all 𝑡 ≥ 0.
The hypothesis of unpredictability of (𝑦𝑡) (e.g., that of stock return unpredictability) corre-
sponds to the hypothesis 𝛽 = 0 in the predictive model (1). It is well known that the standard
OLS based 𝑡-test for the null hypothesis 𝐻0 : 𝛽 = 0 is not Gaussian asymptotically under 𝐻0 if
either (𝑥𝑡) is (nearly) nonstationary (see Elliott and Stock, 1994, Phillips, 1987b, Giraitis and
Phillips, 2006, Phillips and Magdalinos, 2007) or stationary with infinite second moment (e.g.,
Granger and Orr, 1972, Embrechts et al., 1997, Ibragimov et al., 2015, and references therein),
even when 𝑣𝑡 = 𝜎 is constant .
In this paper, we propose robust inference approaches based on the Cauchy estimator. For
a simplicity, we let 𝛼 = 0, and, as usual, define the least square estimator 𝛽 and the Cauchy
estimator 𝛽, respectively, as
𝛽 =
(︃
𝑇∑︁
𝑡=1
𝑥2𝑡−1
)︃−1 𝑇∑︁
𝑡=1
𝑥𝑡−1𝑦𝑡 and 𝛽 =
(︃
𝑇∑︁
𝑡=1
|𝑥𝑡−1|
)︃−1 𝑇∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡−1)𝑦𝑡,
where 𝑠𝑔𝑛(·) is the sign function defined as 𝑠𝑔𝑛(𝑥) = 1 for 𝑥 ≥ 0, and 𝑠𝑔𝑛(𝑥) = −1 for 𝑥 < 0.
Under 𝛽 = 0, the numerator of 𝛽 becomes
∑︀𝑇
𝑡=1 𝑣𝑡𝜉𝑡, where 𝜉𝑡 = 𝑠𝑔𝑛(𝑥𝑡−1)𝜀𝑡 is an MDS with
respect to ℱ𝑡 with unit variance. Therefore, if 𝑣𝑡 is observable and is bounded almost surely, we
may construct a robust test for the null hypothesis 𝐻0 : 𝛽 = 0 against the alternative 𝐻1 : 𝛽 ̸= 0
using the statistic
𝑡(𝑣) =
1
𝑇 1/2
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)
𝑦𝑡+1
𝑣𝑡+1
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since
𝑡(𝑣) =
{︂
𝑇−1/2
∑︀𝑇
𝑡=1 𝜉𝑡 →𝑑 N(0, 1) under 𝛽 = 0,
𝛽𝑇−1/2
∑︀𝑇−1
𝑡=1 |𝑥𝑡/𝑣𝑡|+ 𝑇−1/2
∑︀𝑇
𝑡=1 𝜉𝑡 →𝑝 𝑠𝑔𝑛(𝛽)×∞ under 𝛽 ̸= 0
by a martingale CLT, as long as 𝑇−1/2
∑︀𝑇−1
𝑡=1 |𝑥𝑡/𝑣𝑡| →𝑝 ∞ under 𝛽 ̸= 0.
Let us define two continuous time partial sum processes (𝑊 𝑇𝑟 , 𝑉 𝑇𝑟 : 0 ≤ 𝑟 ≤ 1) by
𝑊 𝑇𝑟 =
1
𝑇 1/2
[𝑇𝑟]∑︁
𝑡=1
𝜀𝑡 and 𝑉 𝑇𝑟 =
1
𝑇 1/2
[𝑇𝑟]∑︁
𝑡=1
𝜉𝑡, (2)
with 𝜉𝑡 = 𝑠𝑔𝑛(𝑥𝑡−1)𝜀𝑡. The stocastic process (𝑊 𝑇 , 𝑉 𝑇 ) takes values inDR×R[0, 1], whereD𝐸[0, 1]
denotes the space of ca`dla`g functions from [0, 1] to 𝐸 ⊂ R𝑑 for some positive integer 𝑑. In what
follows, “→𝑑” denotes weak convergence with respect to the Skorokhod metric as defined in
Billingsley (2013).
Under Assumption 2.1, both 𝜀𝑡 and 𝜉𝑡 are MDSs with respect to the filtration (ℱ𝑡) with
𝐸(𝜀2𝑡 |ℱ𝑡−1) = 𝐸(𝜉2𝑡 |ℱ𝑡−1) = 1. Therefore, it is well expected that(︀
𝑊 𝑇 , 𝑉 𝑇
)︀→𝑑 (𝑊,𝑉 ) ,
in DR×R[0, 1], where 𝑊 and 𝑉 are standard Brownian motions, by the usual functional central
limit theorem. In general, E𝑊𝑟𝑉𝑟 ̸= 0 and E𝑊1𝑉1 = 𝑝 lim𝑇→∞ 𝑇−1
∑︀𝑇
𝑡=1 𝑠𝑔𝑛(𝑥𝑡−1).
We define a stochastic process 𝜎𝑇 on DR+ [0, 1] as 𝜎𝑇 (𝑟) = 𝑣[𝑇𝑟]. We assume that 𝜎𝑇 has a
limiting process 𝜎 defined over 0 ≤ 𝑟 ≤ 1 such that (𝑊 𝑇 , 𝑉 𝑇 , 𝜎𝑇 ) converges to (𝑊,𝑉, 𝜎) jointly.
Specifically, we assume that the following assumption holds.
Assumption 2.2. There exists a positive process 𝜎 on DR+ [0, 1] such that (𝜎𝑇 ) →𝑎.𝑠. (𝜎) in
DR+ [0, 1] and
(𝑊 𝑇 , 𝑉 𝑇 , 𝜎𝑇 ) →𝑑 (𝑊,𝑉, 𝜎)
in DR×R×R+ [0, 1], where 𝑊 and 𝑉 are Brownian motions with respect to the filtration to which
𝑊 , 𝑉 and 𝜎 are adapted.
These assumptions allow a wide class of heteroskedasticity models such as nonstationary
volatility (see, among others, Hansen, 1995; Cavaliere and Taylor, 2007; Chung and Park, 2007),
regime switching and structural breaks in volatility. 4
One has the following results on convergence of the ca`dla`g functions (𝑊 𝑇 , 𝑉 𝑇 , 𝜎𝑇 ) and
associated stochastic integrals as well as the OLS (𝛽) and Cauchy (𝛽) estimators.
4Assumptions 2.1 and 2.2 rule out stationary GARCH processes. However, it can be shown that the results
stated in this paper continue to hold under the weaker condition that (𝜀𝑡) is an MDS w.r.t. (ℱ𝑡) with conditional
heteroskedasticity, say 𝐸(𝜀2𝑡 |ℱ𝑡−1) = ℎ𝑡, satisfying some regularity conditions (see, e.g, Chang and Park (2002),
Assumption 1; Boswijk et al. (2016), Assumption 2 (b)). Under this more general condition, (𝜀𝑡) can follow a
stationary GARCH process. Consequently, the resulting conditional heteroskedasticity of the regression error
(𝑢𝑡) becomes 𝐸(𝑢2𝑡 |ℱ𝑡−1) = 𝑣2𝑡 ℎ𝑡, where 𝑣2𝑡 and ℎ𝑡 correspond to, respectively, persistent and transient compo-
nents in the conditional volatility of 𝑢𝑡. This setup includes multiplicative GARCH-type models including the
spline-GARCH of Engle and Rangel (2008).
5
Lemma 2.1. Under Assumptions 2.1 and 2.2, we have(︂
𝑊 𝑇 , 𝑉 𝑇 , 𝜎𝑇 ,
∫︁
𝜎𝑇 (𝑟)𝑑𝑊 𝑇𝑟 ,
∫︁
𝜎𝑇 (𝑟)𝑑𝑉 𝑇𝑟
)︂
→𝑑
(︂
𝑊,𝑉, 𝜎,
∫︁
𝜎(𝑟)𝑑𝑊𝑟,
∫︁
𝜎(𝑟)𝑑𝑉𝑟
)︂
in DR×R×R+×R×R[0, 1].
Lemma 2.2. Let Assumptions 2.1 and 2.2 hold. Suppose that there exist two diverging sequences
(𝑝𝑇 ) and (𝑞𝑇 ) of positive real numbers such that
∑︀𝑇
𝑡=1 |𝑥𝑡−1| = 𝑂𝑝(𝑝𝑇 ) and
∑︀𝑇
𝑡=1 𝑥
2
𝑡−1 = 𝑂𝑝(𝑞𝑇 ).
Then we have
𝛽 − 𝛽 = 𝑂𝑝(𝑞−1/2𝑇 ) and 𝛽 − 𝛽 = 𝑂𝑝(𝑇 1/2/𝑝𝑇 ).
Example 2.1. For some processes, we may explicitly obtain the sequences (𝑝𝑇 , 𝑞𝑇 ) for which
Lemma 2.2 holds.
(a) For weakly stationary processes (𝑥𝑡) with 𝐸|𝑥𝑡|2 <∞, 𝑝𝑇 = 𝑞𝑇 = 𝑇 ;
(b) For the case of unit root and near unit root time series (𝑥𝑡), 𝑝𝑇 = 𝑇 3/2 and 𝑞𝑇 = 𝑇 2 (see
Phillips, 1987a, 1987b, Giraitis and Phillips, 2006, Phillips and Magdalinos, 2007, Ibragimov
and Phillips, 2008, and references therein);
(c) For fractionally integrated 𝐼(𝑑) processes (𝑥𝑡) with 0 < 𝑑 < 3/2, 𝑝𝑇 = 𝑇 𝑑+3/2ℓ𝑝(𝑇 )
and 𝑞𝑇 = 𝑇 2𝑑+2ℓ𝑞(𝑇 ), for some slowly varing functions ℓ𝑝, ℓ𝑞 (see Baillie, 1996, Lemma 3.4 in
Phillips, 1999, Kim and Phillips, 2006, and references therein);
(d) For 𝛼-stable processes (𝑥𝑡) with 1 < 𝛼 < 2: 𝑝𝑇 = 𝑇 and 𝑞𝑇 = 𝑇 2/𝛼ℓ(𝑇 ) for some slowly
varying function ℓ (see Embrechts et al., 1997, and Phillips and Solo, 1992);
(e) For 𝛼-stable (𝑥𝑡) with 0 < 𝛼 < 1: 𝑝𝑇 = 𝑇 1/𝛼ℓ(𝑇 ) for some slowly varying function ℓ, and
𝑞𝑇 = 𝑝
2
𝑇 (see Embrechts et al., 1997, and Phillips and Solo, 1992, and references therein).
For each process in Example 2.1, one can easily obtain the rate of convergences for 𝛽 and
𝛽. For instance, the estimators have a common rate given as 𝑇 1/2 and 𝑇 𝑑+1, respectively, for
stationary and 𝐼(𝑑) (including (near) unit root) processes with 0 < 𝑑 < 3/2. In contrast, 𝛽 has
a faster rate of convergence than 𝛽 for 𝛼-stable processes.
3 New Robust Inferences Approaches
We propose two new methods for robust inference on the parameter 𝛽 in predictive re-
gression (1). The first method is relying on the 𝑡-statistic based robust inference using group
estimates of the parameter 𝛽 proposed in Ibragimov and Mu¨ller (2010). The second method
relies on nonparametric estimation of the volatility process 𝜎. The first approach is simple to
implement, and does not require the estimation of 𝜎. For the approach, however, it is required
that independence between 𝜎 and 𝑉 holds as in the following assumption, where 𝑉 is the
limiting Brownian motion of 𝑉 𝑇 as defined in (2).
Assumption 3.1. (Volatility exogeneity) 𝜎 and 𝑉 are independent each other.
Under Assumption 3.1,
∫︀
𝜎(𝑟)𝑑𝑉𝑟 has a scale mixture of normals (mixed normal) distribu-
tion:
∫︀ 𝑠
0
𝜎(𝑟)𝑑𝑉𝑟 =𝑑 MN(0,
∫︀ 𝑠
0
𝜎2(𝑟)𝑑𝑟) (here and in what follows, MN(0,Σ) denotes a normal
random vector with the random variance-covariance matrix Σ). If the independence condition,
Assumption 3.1, is violated, then
∫︀
𝜎(𝑟)𝑑𝑉𝑟 becomes a non-Gaussian martingale in general.
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3.1 Robust Inference Under Exogeneous Volatility
The robust test is based on the statistic
𝜏 :=
1√
𝑇
𝑇∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡−1)𝑦𝑡, (3)
which is the (scaled) numerator of the Cauchy estimator. Consider a partition of the data into
𝑞 ≥ 2 approximately equal groups 𝒢𝑗 = {𝑠 : (𝑗−1)𝑇/𝑞 < 𝑠 ≤ 𝑗𝑇/𝑞}, 𝑗 = 1, . . . , 𝑞. We thus have
𝑞 groups of consecutive observations for which we calculate 𝑞 statistics given by numerators
of the Cauchy estimator in (3). The statistics 𝜏 calculated using the observations in the 𝑗-th
group are denoted by 𝜏𝑗, 𝑗 = 1, . . . , 𝑞.
The following proposition justifies applicability of the 𝑡-statistic based robust inference
approach in Ibragimov and Mu¨ller (2010) in the settings considered.
Proposition 3.1. Let Assumptions 2.1, 2.2 and 3.1 hold. For any fixed 𝑞 ≥ 2, we have
(𝜏1, 𝜏2, . . . , 𝜏𝑞) →𝑑 MN (0,Σ𝑞) ,
where Σ𝑞 is a 𝑞-dimensional diagonal matrix with 𝑗th element
∫︀ 𝑗/𝑞
(𝑗−1)/𝑞 𝜎
2(𝑟)𝑑𝑟.
Denote by 𝑡𝑞(𝜏) the 𝑡-statistic calculated using the 𝑞 group numerators 𝜏𝑗, 𝑗 = 1, ..., 𝑞, of
the Cauchy estimators:
𝑡𝑞(𝜏) =
√
𝑞 × 𝜏/𝑠𝜏 , (4)
with 𝜏 = 𝑞−1
∑︀𝑞
𝑗=1 𝜏𝑗 and 𝑠
2
𝜏 = (𝑞 − 1)−1
∑︀𝑞
𝑗=1 (𝜏𝑗 − 𝜏)2.
Following Ibragimov and Mu¨ller (2010), convergence of the group statistics 𝜏𝑗 to scale mix-
ture of normals in Proposition 3.1 allows one to construct asymptotically valid test of level
𝛼 ≤ 0.083 of the unpredictability null hypothesis 𝐻0 : 𝛽 = 0 against 𝐻1 : 𝛽 ̸= 0 by rejecting
𝐻0 when the 𝑡-statistic |𝑡𝑞(𝜏)| exceeds the (1−𝛼/2) percentile of a Student-𝑡 distribution with
𝑞 − 1 degrees of freedom.
The proposed approach is simple to implement. Moreover, it is robust to volatility persis-
tence as well as to distributional properties (e.g., moment assumptions and heavy-tailedness)
in the covariate process (𝑥𝑡) as the employed numerators 𝜏𝑗 of group Cauchy estimators of 𝛽
are based on signs of 𝑥𝑡.5 However, the volatility exogeneity assumption may not hold when,
in particular, there exist leverage effects. As an alternative method, we will provide another
inference approach in the following section. It will be shown that the alternative test is robust
to not only to the distributional properties of (𝑥𝑡) and to persistence in volatility but also to
volatility endogeneity.
5One can show that the 𝑡-statistic approach to robust inference in predictive regressions is also valid if,
instead of Assumptions 2.2 and 3.1, the errors (𝑢𝑡) in regression (1) are assumed to follow a stationary GARCH
process (so that, e.g., in the case of GARCH(1, 1) process, the dynamics of the volatility (𝑣𝑡) is given by
𝑣2𝑡 = 𝜔 + 𝛾1𝑢
2
𝑡−1 + 𝛾2𝑣
2
𝑡−1, 𝜔 > 0, 𝛾1, 𝛾2 ≥ 0). Namely, using the martingale CLT and coupling arguments
similar to Pedersen (2019) and Ibragimov, Pedersen and Skrobotov (2019), one can show that the results
in Proposition 3.1 on asymptotic normality and asymptotic independence of group Cauchy estimators of the
regression parameter 𝛽 in (1) hold under appropriate conditions on the GARCH parameters in the dynamics of
the volatility (𝑣𝑡) and moment assumptions on the innovations (𝜀𝑡) of the GARCH process (𝑢𝑡).
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3.2 Robust Inference Under Endogeneous Volatility
We now propose tests for (un)predictability in regressions (1) which are robust to volatility
endogeneity. The testing approaches rely on a nonparametric estimator ?¯?2 for 𝜎2, and the test
statistics have the following form:
𝑡(?¯?) =
1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)
𝑦𝑡+1
?¯?(𝑡/𝑇 )
. (5)
In our framework, the adaptedness of a volatility estimator, ?¯?, is important and simplifies the
proof of the asymptotic normality of 𝑡(?¯?) under 𝛽 = 0. Suppose that ?¯?(𝑟) is adapted to (ℱ[𝑇𝑟])
for 0 ≤ 𝑟 ≤ 1, and ?¯?(𝑟) →𝑝 𝜎(𝑟) uniformly in [0, 1]. Then, under the condition (𝜎𝑇 ) →𝑎.𝑠. (𝜎)
in Assumption 2.2, it follows from Lemma 2.1 and the continuous mapping theorem that
𝑡(?¯?) =
1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)
𝑢𝑡+1
?¯?(𝑡/𝑇 )
=
1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)𝜀𝑡+1
𝜎𝑇 ((𝑡 + 1)/𝑇 )
?¯?(𝑡/𝑇 )
→𝑑
∫︁ 1
0
𝜎(𝑟)
𝜎(𝑟)
𝑑𝑉𝑟 = N(0, 1).
The weak convergence requires the adaptedness of ?¯?(𝑡/𝑇 ) to the filtration ℱ𝑡 (see, e.g., Theorem
4.6 in Kurtz and Protter, 1991, and also the analysis of convergence to stochastic integrals using
martingale convergence methods in Ibragimov and Phillips, 2008).
To construct an adapted volatility estimator, we consider a recursive least square estimator
𝛽(𝑟) for 𝑟 ∈ [0, 1] defined as
𝛽(𝑟) =
∑︀[𝑇𝑟]
𝑡=1 𝑥𝑡−1𝑦𝑡∑︀[𝑇𝑟]
𝑡=1 𝑥
2
𝑡−1
for 1/𝑇 ≤ 𝑟 ≤ 1, and 𝛽(𝑟) = 0 for 0 ≤ 𝑟 < 1/𝑇 . It is important to note that (𝛽(𝑟), 0 ≤ 𝑟 ≤ 1)
is adapted to the filteration (ℱ[𝑇𝑟], 0 ≤ 𝑟 ≤ 1) for all 𝑇 > 0. Consequently, the corresponding
residuals ?˜?𝑡(𝑟) = 𝑦𝑡 − 𝛽(𝑟)𝑥𝑡−1 are also adapted to (ℱ[𝑇𝑟]) as long as 𝑡 ≤ [𝑇𝑟].
Define a (partial sum) stochastic process 𝑄𝑇 (𝑟) for 𝑟 ∈ [0, 1] by
𝑄𝑇 (𝑟) =
[𝑇𝑟]∑︁
𝑡=1
𝑥2𝑡−1.
We suppose that the following assumption holds.
Assumption 3.2. There exists a diverging sequence (𝑞𝑇 ) of positive real numbers such that
1
𝑞𝑇
𝑄𝑇 →𝑑 𝑄,
for some positive stochastic process 𝑄(𝑟) for 𝑟 ∈ [0, 1].
One has the following proposition.
Proposition 3.2. Let Assumptions 2.1, 2.2 and 3.2 hold. If ℎ→ 0 and ℎ𝑇 →∞ as 𝑇 →∞,
then
sup
ℎ≤𝑟≤1
|𝛽(𝑟)− 𝛽| = 𝑂𝑝
(︀
(log(𝑇 )/𝑞𝑇 )
1/2
)︀
.
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For the robust tests, we consider two nonparametric estimators ?ˆ?2 and ?˜?2 defined, respec-
tively, by
?ˆ?2(𝑟) =
∑︀𝑇
𝑡=1 ?ˆ?
2
𝑡𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
, ℎ ≤ 𝑟 ≤ 1; ?ˆ?2(𝑟) = ?ˆ?2(ℎ), 0 ≤ 𝑟 < ℎ,
with ?ˆ?𝑡 = 𝑦𝑡 − 𝛽𝑥𝑡−1, and
?˜?2(𝑟) =
∑︀𝑇
𝑡=1 ?˜?
2
𝑡 (𝑟)𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
, ℎ ≤ 𝑟 ≤ 1; ?˜?2(𝑟) = ?˜?2(ℎ), 0 ≤ 𝑟 < ℎ,
with ?˜?𝑡(𝑟) = 𝑦𝑡 − 𝛽(𝑟)𝑥𝑡−1. Here 𝐾ℎ(𝑡) = 𝐾(𝑡/ℎ) with a kernel function 𝐾 and bandwidth ℎ.
We suppose that the kernel function 𝐾 satisfies the following assumption.
Assumption 3.3. (a) 𝐾 has a compact support [0, 1], (b) sup𝑟 |𝐾(𝑟)| < ∞, and (c) |𝐾(𝑟) −
𝐾(𝑠)| ≤ 𝐶|𝑟 − 𝑠| for all 𝑟, 𝑠 ∈ [0, 1] and some constant 𝐶 > 0.
Part (a) of Assumption 3.3 implies that 𝐾 is a one-side kernel. Under this condition, only
the residuals (?˜?𝑡(𝑟), 𝑡 ≤ [𝑇𝑟]) are used in the volatility estimator ?˜?2(𝑟). Consequently, (?˜?2(𝑟))
is adapted to (ℱ[𝑇𝑟]) since (?˜?𝑡(𝑟), 𝑡 ≤ [𝑇𝑟]) are (ℱ[𝑇𝑟])-adapted. Similarly, only the residuals
(?ˆ?𝑡, 𝑡 ≤ [𝑇𝑟]) are used in the volatility estimator ?ˆ?2(𝑟). However, (?ˆ?𝑡, 𝑡 ≤ [𝑇𝑟]) are not adapted
to (ℱ[𝑇𝑟]) for any 𝑟 < 1 since all of the observations (𝑦𝑡, 𝑥𝑡−1), 𝑡 = 1, 2, · · · , 𝑇 in the sample are
used in the least square estimator 𝛽.
In the rest of this section, we analyze the convergences of the volatility estimators ?ˆ?2 and
?˜?2, and use these results to show the validity of the proposed test with the test statistic 𝑡(?˜?) in
(5) based on the adapted volatility estimator ?˜?. Moreover, we show the asymptotic normality,
under 𝛽 = 0, of 𝑡(?ˆ?) with the non-adapted volatility estimator ?ˆ? by approximating it by 𝑡(?˜?).
In principle, one can directly prove the validity of the test with 𝑡(?ˆ?) without introduc-
ing the intermediate step for the asymptotic equivalence of 𝑡(?˜?) and 𝑡(?ˆ?). It seems that the
presented arguments for asymptotic results are more constructive than the direct analysis of
convergence of 𝑡(?ˆ?). In the arguments, the test statistic 𝑡(?ˆ?) is decomposed into the martingale
part 𝑡(?˜?) and the non-martingale part 𝑡(?ˆ?)−𝑡(?˜?), and then the each term is analyzed separately
thus emphasizing, in particular, the martingale convergence essence of the asymptotic results
obtained.6
3.2.1 Volatility Estimators
We first provide a set of sufficient conditions under which
sup
𝑟∈Iℎ
|?ˆ?2(𝑟)− 𝜎2(𝑟)| →𝑝 0 and sup
𝑟∈Iℎ
|?˜?2(𝑟)− 𝜎2(𝑟)| →𝑝 0,
for a measurable set Iℎ ⊂ [0, 1] such that the Lebesgue measure of {[0, 1]∖ Iℎ} converges to zero
as ℎ→ 0. We then use the results to construct the robust inference based on the test statistic
𝑡(?¯?) in (5) for ?¯? = ?ˆ?, ?˜?.
We suppose that the following conditions hold.
6See also Ibragimov and Phillips (2008) for application of general martingale convergence results in the
unification of the asymptotic analysis of stationary, explosive, unit root, and local to unity autoregressions, as
well as some general nonlinear time series regressions.
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Assumption 3.4. (a) sup𝑡≥1 E(|𝑢𝑡|4𝜅|ℱ𝑡−1) <∞ a.s., for some 𝜅 > 1 such that 𝑇 log𝜅−1 𝑇/(ℎ𝑇 )𝜅 =
𝑂(1) for some ℎ→ 0 and ℎ2𝑇 →∞;
(b) 𝜎 has finitely many jumps in [0, 1] with probability one;
(c) There exists a sequence (𝑎ℎ) of positive real numbers satisfying
sup
𝑟∈[0,1]
sup
𝑟−𝑘ℎ≤𝑠<𝑟
|𝜎2(𝑟−)− 𝜎2(𝑠)| = 𝑂𝑝(𝑎ℎ)
for some 𝑘 > 1;
(d) Let 𝐽 be the set of volatility discontinuity points: 𝐽 = {𝑟 ∈ [0, 1] |𝜎2(𝑟) ̸= 𝜎2(𝑟−)}.
Further, let 𝐽ℎ be the collection of ℎ-neighborhoods of discontinuity points, i.e., 𝐽ℎ = {(𝑟 −
ℎ, 𝑟 + ℎ) | 𝑟 ∈ 𝐽} ∩ [0, 1]. There exists a sequence (𝑏ℎ,𝑇 ) of positive real numbers satisfying
sup
𝑟∈[0,1]∖𝐽ℎ
|(𝜎𝑇 )2(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑏ℎ,𝑇 );
The conditions in part (a) of Assumption 3.4 are commonly used in the literature on uniform
convergence of nonparametric estimators. Under log 𝑇/(ℎ2𝑇 ) = 𝑂(1), part (a) of Assumption
3.4 holds if sup𝑡≥1 E(|𝑢𝑡|8|ℱ𝑡−1) <∞ with probability one.
In the proposed robust tests, we allow for jumps in the limiting 𝐻1 process 𝜎2. The condition
in part (b) of Assumption 3.4 implies that the jump component of 𝜎 is of finite activity thus
allowing one to effectively handle the discontinuities in the volatility process.
Part (c) of Assumption 3.4 provides a modulus of continuity of 𝜎2 over its continuous points.
Part (d) of the assumption provides a convergence rate of |(𝜎𝑇 )2 − 𝜎2| over continuity points
of 𝜎2.
The following convergence results for ?ˆ? and ?˜? hold.
Theorem 3.3. Let Assumptions 2.1, 2.2 and 3.2-3.4 hold. If ℎ2𝑇 →∞, then
sup
𝑟∈[0,1]∖𝐽2ℎ
|?ˆ?2(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑎ℎ) + 𝑂𝑝(𝑏ℎ,𝑇 ) + 𝑂𝑝
(︁
log1/2(𝑇 )/(ℎ𝑇 )
)︁
,
sup
𝑟∈[0,1]∖𝐽2ℎ
|?˜?2(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑎ℎ) + 𝑂𝑝(𝑏ℎ,𝑇 ) + 𝑂𝑝 (log(𝑇 )/(ℎ𝑇 )) .
In Theorem 3.3, the rate of convergence for 𝑟 ∈ 𝐽 is not clear. Under an additional condition,
the following corollary provides uniform convergence rates over the unit interval including 𝑟 ∈ 𝐽 .
Corollary 3.4. Let the assumptions in Theorem 3.3 hold. If, in addition, the following condition
holds:
(e) There exists a sequence (𝑏𝑇 ) of positive real number satisfying
sup
0≤𝑟≤1
|(𝜎𝑇 )2(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑏𝑇 ).
Then we have
sup
0≤𝑟≤1
|?ˆ?2(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑎ℎ) + 𝑂𝑝(𝑏𝑇 ) + 𝑂𝑝
(︁
log1/2(𝑇 )/(ℎ𝑇 )
)︁
,
sup
0≤𝑟≤1
|?˜?2(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑎ℎ) + 𝑂𝑝(𝑏𝑇 ) + 𝑂𝑝 (log(𝑇 )/(ℎ𝑇 )) .
Condition (e) in Corollary 3.4 relies on the uniform metric, and is stronger than condition
(d) in Assumption 3.4.
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3.2.2 A Robust Test with Adapted Volatility Estimator
We consider the asymptotic behavior of the test statistic 𝑡(?¯?) in (5) with ?¯? = ?˜?*, where
?˜?* = max{?˜?, 𝑟ℎ,𝑇} for a sequence (𝑟ℎ,𝑇 ) of positive real numbers. We note again that ?˜?(𝑡/𝑇 ) is
adapted to ℱ𝑡, and so is ?˜?*(𝑡/𝑇 ). Therefore, 𝑢𝑡+1/?˜?*(𝑡/𝑇 ) is an MDS with respect to ℱ𝑡 with
E[𝑢𝑡+1/?˜?*(𝑡/𝑇 ) | ℱ𝑡] = 0.
We suppose that the following assumption holds.
Assumption 3.5. (a) For some 𝜎 > 0, one has 𝜎(𝑟) ≥ 𝜎 for all 0 ≤ 𝑟 ≤ 1;
(b) 𝑟ℎ,𝑇 → 𝑟 ∈ (0, 𝜎), ℎ/𝑟2ℎ,𝑇 → 0 and log2(𝑇 )/(𝑟6ℎ,𝑇ℎ2𝑇 ) → 0.
Part (a) in Assumption 3.5 is standard. Part (b) of the assumption provides sufficient
conditions to ensure the estimated volatility ?˜?* is large enough so that the test statistic 𝑡(?˜?*)
is well behaved.
Theorem 3.5. Let the conditions in Theorem 3.3, and Assumption 3.5 hold. Further, let
𝑎ℎ, 𝑏ℎ,𝑇 → 0 as ℎ→ 0 and 𝑇 →∞. One has
(a) If 𝛽 = 0, then 𝑡(?˜?*) →𝑑 N(0, 1).
(b) If 𝛽 ̸= 0 and ∑︀𝑇−1𝑡=1 |𝑥𝑡|/√𝑇 →𝑝 ∞, then |𝑡(?˜?*)| →𝑝 ∞.
3.2.3 A Robust Test with Nonadapted Volatility Estimator
Hansen (1995) provides a nonparametric GLS method for regression models with nonsta-
tionary volatility using the estimator ?ˆ? to correct the heteroskedasticity. In this case, as was
mentioned above, ?ˆ?2(𝑡/𝑇 ) is not adapted to ℱ𝑡, and hence, 𝑢𝑡+1/?ˆ?(𝑡/𝑇 ) is not an MDS with
respect to ℱ𝑡. If one constructs a statistic
𝑡(?ˆ?*) =
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)
𝑦𝑡+1
?ˆ?*(𝑡/𝑇 )
,
where ?ˆ?* = max{?ˆ?, 𝑟ℎ,𝑇}, then the arguments for asymptotic normality of 𝑡(?ˆ?) →𝑑 N(0, 1)
cannot rely on direct application of martingale convergence results.7
The following theorem shows the validity of the test with 𝑡(?ˆ?*) by approximating it by 𝑡(?˜?*)
instead of applying a martingale CLT directly to 𝑢𝑡+1/?ˆ?(𝑡/𝑇 ).
Theorem 3.6. Under the conditions in Theorem 3.5, 𝑡(?ˆ?*) is asymptotically equivalent to 𝑡(?˜?*),
that is 𝑡(?ˆ?*) = 𝑡(?˜?*)(1 + 𝑜𝑝(1)) for 𝛽 ∈ R.
One should note that that the assumptions on the limiting volatility 𝜎 are more general
than those in Hansen (1995) and other works in the literature on the topic. In particular, the
assumptions in Hansen (1995) do not allow for structural changes or regime switching in the
volatility process as the limiting volatility is assumed to have continuous sample paths almost
surely. In contrast, the limiting volatility is allowed to have an arbitrary number of jumps in
7In particular, the arguments for Theorem 3 in Hansen (1995) on asymptotic normality of the 𝑡-statistic on
a predictive regression parameter based on the adjusted nonparametric volatility estimator ?˜?2𝑛𝑖 therein appear
to be incomplete as ?˜?2𝑛𝑖 is not adapted to the filtration (ℱ𝑛𝑖) dealt with in the paper not only for 𝑖 < 𝑁 but also
for 𝑖 ≥ 𝑁 . However, the conclusion of the theorem in the paper remains valid and can be shown in a similar
manner to our approaches in Theorems 3.5 and 3.6.
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this paper, and hence, structural changes or regime switching are allowed. To our knowledge,
the current paper is the first one in the literature that considers nonparametric estimation of
persistent volatility allowing an arbitrary number of jumps.8
4 Monte-Carlo Simulations
This section provides the numerical results on finite sample performance of the proposed
robust 𝑡-statistic based tests 𝑡𝑞(𝜏), 𝑞 ∈ {4, 8, 12, 16}, as well as the robust tests based on con-
sistent volatility estimation 𝑡(?˜?) (with adapted volatility estimator) and 𝑡(?ˆ?) (with nonadapted
volatility estimator). We present the comparisons of the finite sample properties of the tests
with the ‘ideal’ 𝑡-test 𝑡(𝜎) that uses the true 𝛽 in estimation of 𝜎, the test proposed by Choi
et al. (2016) (denoted as Cauchy RT; RT for random time) and two other tests also considered
in Choi et al. (2016): the Bonferroni 𝑄-test of Campbell and Yogo (2006) (denoted as BQ) and
the restricted likelihood ratio test of Chen and Deo (2009) (denoted as RLRT). In the analysis
of the tests’ performance, we follow Choi et al. (2016) and use recursive de-meaning to allow
for the non-constant mean.
As in Choi et al. (2016), we first simulate our DGP in continuous time. The data is generated
using the following DGP:
𝑑𝑌𝑡 =
𝛽
𝑇
𝑋𝑡𝑑𝑡 + 𝑑𝑈𝑡, 𝑑𝑈𝑡 = 𝜎𝑡
(︂
𝑑𝑊𝑡 +
∫︁
R
𝑥Λ(𝑑𝑡, 𝑑𝑥)
)︂
, (6)
𝑑𝑋𝑡 = − ?¯?
𝑇
𝑋𝑡𝑑𝑡 + 𝜎𝑡𝑑𝑉𝑡, (7)
where 𝑉𝑡 and 𝑊𝑡 are Brownian motions with 𝐸(𝑉𝑡𝑊𝑡) = −0.98𝑡. We set the constant term in
the predictive regression to be zero without loss of generality and use recursive de-meaning. We
assume that the continuous time models are observed at 𝛿-intervals over 𝑇 years with 𝛿 = 1/252,
which corresponds to daily observations of size 252𝑇 .9
The volatility process considered in the numerical results is assumed to follow one of the
following models:
• Model CNST. Constant volatility : 𝜎2𝑡 = 𝜎20, 𝜎0 = 1.
• Model SB. Structural break in volatility : 𝜎0 + (𝜎1 − 𝜎0)1{𝑡/𝑇 ≥ 4/5} with 𝜎0 = 1 and
𝜎1 = 4.
• Model GBM. Geometric Brownian motion: 𝑑𝜎2𝑡 =
1
2
?¯?2
𝑇
𝜎2𝑡 𝑑𝑡 +
?¯?2√
𝑇
𝜎2𝑡 𝑑𝑍𝑡, where 𝑍𝑡 is a
Brownian motion with 𝐸(𝑊𝑡𝑍𝑡) = −0.4𝑡, and ?¯? = 9.
8We note again that stationary GARCH-type models do not satisfy Assumptions 2.1 and 2.2, and hence, the
asymptotic validity of the tests based on (full-sample) 𝑡-statistics 𝑡(?˜?*) and 𝑡(?^?*) with nonparametric estimators
of volatility is not formally established in the case of a stationary GARCH-type (𝑢𝑡). As noted in footnote 4,
however, one may allow those models in the tests with nonparametric volatility estimators and show their
asymptotic validity. These extensions are left for future research, and will be present elsewhere.
9The set-up is similar to Choi et al. (2016); see that paper for further details on generating the continuous
time models.
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• Model RS. Regime switching : 𝜎𝑡 = 𝜎0(1− 𝑠𝑡) + 𝜎1𝑠𝑡, where 𝑠𝑡 be a homogeneous Markov
process indicating the current state of the world which is independent of both 𝑌𝑡 and 𝑋𝑡
with the state space {0, 1} and the transition matrix
𝑃𝑡 =
(︂
0.8 0.2
0.8 0.2
)︂
+
(︂
0.2 −0.2
−0.8 0.8
)︂
exp
(︂
− ?¯?
𝑇
𝑡
)︂
,
where ?¯? = 60, 𝜎0 = 1 and 𝜎1 = 4. The process 𝑠𝑡 is initialized by its invariant distribution.
We set the number of years 𝑇 ∈ {5, 20, 50} (which correspond to 60, 240 and 600 monthly data)
and consider the values ?¯? ∈ {0, 5, 10} for the persistence parameter ?¯? of 𝑋𝑡 in (7).
Importantly, as indicated before, in contrast to the Cauchy RT test in Choi et al. (2016),
the robust tests proposed in this paper are applicable, not only in the continuous time models,
but also in the discrete time framework. We consider the following discrete time models in the
analysis of finite sample performance of the tests:
𝑦𝑡 =
𝛽
𝑇
𝑥𝑡−1 + 𝜎𝜀,𝑡𝜀𝑡, 𝑥𝑡 =
(︁
1− ?¯?
𝑇
)︁
𝑥𝑡−1 + 𝜎𝜂,𝑡𝜂𝑡, (8)
for 𝑡 = 2, . . . , 𝑇 , where 𝑇 ∈ {60, 240, 600} (the same number of monthly observations as in
continuous time simulations) and the same values of 𝛽 and ?¯?. Here the innovations (𝜀𝑡, 𝜂𝑡) are
assumed to be multivariate normal with the correlation coefficient −0.98.
As for the volatility processes, 𝜎𝜀,𝑡 and 𝜎𝜂,𝑡, we consider three specifications: Model CNST
and Model SB as in the continuous time setup, and GARCH volatility dynamics with
𝜎2𝜀,𝑡 = 1 + 𝛼𝜀
2
𝑡−1 + 𝛽𝜎
2
𝜀,𝑡−1, 𝜎
2
𝜂,𝑡 = 1 + 𝛼𝜂
2
𝑡−1 + 𝛽𝜎
2
𝜂,𝑡−1.
In the numerical analysis, we consider the ARCH(1) processes with 𝛽 = 0, 𝛼 = 0.5773 (which
has a stationary distribution with an infinite fourth moment); 𝛽 = 0, 𝛼 = 0.7325 (which implies
an infinite third moment); IGARCH(1,1) models with 𝛼 = 0.9, 𝛽 = 0.1 and 𝛼 = 0.1, 𝛽 = 0.9
(in the models, the second moments are infinite).1011
4.1 Finite Sample Size Properties
In this section, we analyse finite sample size properties of the (un)predictability tests by
setting 𝛽 = 0 in regression models (6) and (8). The numerical results on finite sample size
properties are presented in Tables 1-3.
Table 1 provides the finite sample size results for models CNST, SB, GBM and RS. The
finite sample size values for the OLS, BQ, RLRT and Cauchy RT tests are exactly the same as
those reported in Choi et al. (2016). These numerical results show that the size of the OLS, BQ
and RLRT tests is highly distorted for most of the time-varying volatility models considered.
The 𝑡-statistic based tests 𝑡𝑞(𝜏) have good size control for moderate 𝑞 such as 𝑞 = 12 and
10See, among others, Mikosch and Sta˘rica˘ (2000), Davis and Mikosch (1998), Pedersen (2019), Ibragimov,
Pedersen and Skrobotov (2019), and references therein for the results on moment properties of GARCH processes
and their importance in robust econometric inference, including that on autocorrelation functions.
11Note that, as discussed at footnotes 4, 5 and 8, one may establish the validity of the 𝑡-statistic robust
inference approach and the inference approach based on nonparametric volatility estimators under the considered
GARCH dynamics in the regression errors 𝑢𝑡 = 𝜎𝜀,𝑡𝜀𝑡,
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𝑞 = 16 (the tests appear to be somewhat undersized for smaller 𝑞). The size of 𝑡12(𝜏) and 𝑡16(𝜏)
is close to the nominal level and is competitive with the Cauchy RT test for all DGPs. We note
that in the Geometric Brownian Motion case, when the assumption of volatility exogeneity is
violated, one observes slight conservative size distortions in the robust 𝑡-statistic based tests,
but, in general, the 𝑡12(𝜏) and 𝑡16(𝜏) tests are also competitive with the Cauchy RT test in this
case as well.
The size of the tests with the nonparametric estimator of the volatility process is close to
the nominal level under the “ideal” volatility estimator with the true 𝛽. If one uses the adapted
or non-adapted volatility estimators (the tests based on 𝑡(?˜?) and 𝑡(?ˆ?), respectively), the size
distortions are higher, but they are not severe and decrease as the sample size increases. The size
for the test 𝑡(?ˆ?) based on the non-adapted volatility estimator for which validity is established
in Theorem 3.6, is uniformly better than that for the test based on 𝑡(?˜?).
As mentioned before, the Cauchy RT test is inapplicable in the discrete time settings.
Table 2 provides the numerical results on finite sample size properties of all the tests except
Cauchy RT in the discrete time settings with Model CNST and Model SB. The quantitative
and qualitative comparisons of the size properties of the tests in the table are similar to the
continuous time case. Table 3 provides the numerical results on finite sample properties of all
tests except Cauchy RT in the case of the discrete time settings with GARCH processes. The
comparisons and conclusions on the finite sample size performance of the tests in the table is
similar to those for Tables 1 and 2.
4.2 Finite Sample Power Properties
Figures 1-10 present the finite sample power properties of the tests considered. In our simu-
lations, we consider the DGPs in (6) in continuous time and (8) in discrete time with 𝛽 ranging
from 0 to 20. All the power curves presented in the figures are size-adjusted. Taking into account
the results on finite sample size performance of the tests considered and their comparisons, we
mainly focus on the three tests: the Cauchy RT, the robust 𝑡-statistic based test with 𝑡12(𝜏),
and the test based on 𝑡(?ˆ?) with non-adaptive volatility estimation, in the analysis of finite
sample power properties.12 For comparison, the analysis also provides the numerical results on
finite sample power of the OLS, BQ and RLRT tests.
Figure 1 presents the results on finite sample power properties of the tests for the constant
volatility case. One can see that the power curves of the Cauchy RT test, the robust 𝑡-statistic
test with 𝑡12(𝜏) and those of the test based on 𝑡(?ˆ?) are very close to each other.
In Figure 2 for the case of the structural break in volatility, one observes that the Cauchy
RT test appears to be superior to other testing approaches (except the cases with ?¯? = 0 and
large 𝛽). At the same time, the second-best test 𝑡(?ˆ?) and the robust 𝑡-statistic test with 𝑡12(𝜏)
also appear to have good finite sample power properties.
Figure 3 provides the numerical results on finite sample properties of the tests in the geo-
metric Brownian motion case. For the case of a unit root regressor, the power properties of the
test based on 𝑡(?ˆ?) appear to outperform those of both the test based on 𝑡12(𝜏) and the Cauchy
RT test. However, the finite sample power performance of the Cauchy RT test improves in the
case of near unit root regressor with ?¯? = 5 and ?¯? = 20.
12The finite sample properties of the robust 𝑡-statistic based test with 𝑡16(𝜏) are very similar to those with
𝑡12(𝜏) and the numerical results for it are omitted for brevity.
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As this is a case with endogenous volatility, asymptotic mixed normality does not hold for
the group statistics (the numerators of group Cauchy estimators of the parameter 𝛽) used in
calculation of the 𝑡-statistic 𝑡12(𝜏). Interestingly, however, the robust 𝑡-statistic test 𝑡12(𝜏) has
good finite sample power properties that are comparative with other tests, especially in the
case of a unit root regressor 𝑥𝑡 with ?¯? = 0.
The power curves for the regime switching case presented in Figure 4 demonstrate that the
test based on 𝑡(?ˆ?) has better power properties than other tests in the case ?¯? = 0. For the
case of the near unit root persistence in the regressor, the power properties of the Cauchy RT
test appear to be better than those of the test based on 𝑡(?ˆ?) for relatively small sample sizes
(small values of 𝑇 ). However, as the sample size increases, the test based on 𝑡(?ˆ?) becomes more
powerful than the Cauchy RT test (see, e.g., Figure 4 for the case ?¯? = 5 and 𝑇 = 50). For large
deviations from a unit root regressors (?¯? = 20), the Cauchy RT is more powerful than other
tests, but the power curves appear to be very similar to each other.
Figures 5-10 present the numerical results on power properties under discrete time settings
for all the tests considered except Cauchy RT that is inapplicable in the discrete time settings.
The results in the figures are provided for the cases of constant volatility; the structural break in
volatility; the GARCH cases, respectively. For all the cases the conclusions on power properties
of the tests and their comparisons are virtually the same as in continuous time framework.
Overall, the numerical results on finite sample properties of the tests indicate good perfor-
mance of the test based on 𝑡(?ˆ?) and the robust 𝑡-statistic test based on 𝑡12(𝜏) in comparison
to the Cauchy RT. Again, the latter test is inapplicable in the discrete time settings. Their
relative finite sample performances vary across different models. Which test should be used in
practice depends on the availability of high frequency data as well as the size-power trade-off
for a specific model. On the one hand, the test based on 𝑡(?ˆ?) often outperforms the robust
𝑡-statistic test based on 𝑡12(𝜏) in terms of power properties. On the other hand, the latter test
has better finite sample size while the test based on 𝑡(?ˆ?) is slightly oversized. Importantly, the
robust 𝑡-statistic-based tests like 𝑡12(𝜏) and 𝑡16(𝜏) are simple to construct and do not require
any estimation of the volatility process. Therefore, it seems fair to say that the proposed two
tests in this paper and the Cauch RT are complementing, rather than substituting, each other.
5 Conclusion
In this paper, we propose two robust methods for testing hypotheses on parameters of
predictive regression models under heterogeneous and persistent volatility as well as endogenous,
persistent and/or fat-tailed regressors and errors. The inference approaches proposed in the
paper are applicable both in the case of continuous and discrete time models. Both of the
methods use the Cauchy estimator to effectively handle the problems of endogeneity, persistence
and/or fat-tailedness in regressors and regression errors.
The first method relies on robust statistic inference using group estimators of a regression
parameter of interest proposed in Ibragimov and Mu¨ller (2010). It is simple to implement, but
requires the exogenous volatility assumption. To relax the exogenous volatility assumption,
we propose another method which relies on the nonparametric correction of volatility. The
proposed methods perform well compared with widely used alternative inference procedures in
terms of their finite sample properties for various dependence and persistence settings observed
in real-world financial and economic markets.
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A Appendix: Proofs
A.1 Useful Lemmas
Lemma A.1. Let Assumption 3.3 hold. If ℎ2𝑇 →∞, then for 𝑓 = 𝐾,𝐾2 and 𝑓ℎ = 𝑓(𝑡/ℎ), we
have
sup
0≤𝑟≤1
⃒⃒⃒⃒
⃒ 1ℎ𝑇
𝑇∑︁
𝑡=1
𝑓ℎ(𝑟 − 𝑡/𝑇 )−
∫︁ 𝑟/ℎ
0
𝑓(𝑠)𝑑𝑠
⃒⃒⃒⃒
⃒ = 𝑂(1/(ℎ2𝑇 )).
Proof. We only prove the result for the case 𝑓 = 𝐾 since the arguments in the case 𝑓 = 𝐾2 are
similar. Define the function 𝐼𝑟,ℎ : [0, 1] → {0, 1} for 𝑟 ∈ [0, 1] and ℎ > 0 by 𝐼𝑟,ℎ(𝑠) = 1{𝑟 − ℎ ≤
𝑠 ≤ 𝑟}. We write
𝑇∑︁
𝑡=1
∫︁ 𝑡
𝑡−1
|𝐾ℎ(𝑟 − 𝑡/𝑇 )−𝐾ℎ(𝑟 − 𝑠/𝑇 )|𝑑𝑠 = 𝐴(𝑟) + 𝐵(𝑟) + 𝐶(𝑟),
where
𝐴(𝑟) =
𝑇∑︁
𝑡=1
(︂∫︁ 𝑡
𝑡−1
|𝐾ℎ(𝑟 − 𝑡/𝑇 )−𝐾ℎ(𝑟 − 𝑠/𝑇 )|𝑑𝑠
)︂
𝐼𝑟,ℎ−1/𝑇 (𝑡/𝑇 ),
𝐵(𝑟) =
𝑇∑︁
𝑡=1
(︂∫︁ 𝑡
𝑡−1
|𝐾ℎ(𝑟 − 𝑡/𝑇 )−𝐾ℎ(𝑟 − 𝑠/𝑇 )|𝑑𝑠
)︂(︀
1− 𝐼𝑟,ℎ+1/𝑇 (𝑡/𝑇 )
)︀
,
𝐶(𝑟) =
𝑇∑︁
𝑡=1
(︂∫︁ 𝑡
𝑡−1
|𝐾ℎ(𝑟 − 𝑡/𝑇 )−𝐾ℎ(𝑟 − 𝑠/𝑇 )|𝑑𝑠
)︂(︀
𝐼𝑟,ℎ+1/𝑇 (𝑡/𝑇 )− 𝐼𝑟,ℎ−1/𝑇 (𝑡/𝑇 )
)︀
.
By parts (a) and (c) of Assumption 3.3, we have
sup
0≤𝑟≤1
𝐴(𝑟) ≤ 𝐶
𝑇∑︁
𝑡=1
∫︁ 𝑡
𝑡−1
|𝑡− 𝑠|
ℎ𝑇
𝑑𝑠 ≤ 𝐶 1
ℎ
. (A.1)
Moreover,
∫︀ 𝑡
𝑡−1 |𝐾ℎ(𝑟− 𝑡/𝑇 )−𝐾ℎ(𝑟− 𝑠/𝑇 )|𝑑𝑠 = 0 for all 𝑡 satisfying 𝐼𝑟,ℎ+1/𝑇 (𝑡/𝑇 ) = 0 by part
(a) of Assumption 3.3. Hence,
sup
0≤𝑟≤1
𝐵(𝑟) = 0. (A.2)
As for 𝐶(𝑟), we have sup0≤𝑟≤1
∑︀𝑇
𝑡=1
(︀
𝐼𝑟,ℎ+1/𝑇 (𝑡/𝑇 )− 𝐼𝑟,ℎ−1/𝑇 (𝑡/𝑇 )
)︀ ≤ 2, from which, to-
gether with part (b) of Assumption 3.3, it follows that
sup
0≤𝑟≤1
𝐶(𝑟) ≤ 2 sup
0≤𝑟≤1
|𝐾(𝑟)| sup
0≤𝑟≤1
⃒⃒⃒⃒
⃒
𝑇∑︁
𝑡=1
(︀
𝐼𝑟,ℎ+1/𝑇 (𝑡/𝑇 )− 𝐼𝑟,ℎ−1/𝑇 (𝑡/𝑇 )
)︀⃒⃒⃒⃒⃒ = 𝑂(1). (A.3)
The stated result for 𝑓 = 𝐾 follows immediately from (A.1)-(A.3) since
1
ℎ𝑇
∫︁ 𝑇
0
𝐾ℎ(𝑟 − 𝑠/𝑇 )𝑑𝑠 = 1
ℎ
∫︁ 1
0
𝐾ℎ(𝑟 − 𝑠)𝑑𝑠 =
∫︁ 𝑟/ℎ
0
𝐾(𝑠)𝑑𝑠 (A.4)
by part (a) of Assumption 3.3 and the change of variable in integrals. This completes the
proof.
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Lemma A.2. Let Assumptions 3.3 and 3.4(c) hold. If ℎ2𝑇 →∞, then
sup
0≤𝑟≤1
⃒⃒⃒⃒
⃒ 1ℎ𝑇
𝑇∑︁
𝑡=1
𝜎2𝑡/𝑇𝐾ℎ(𝑟 − 𝑡/𝑇 )− 𝜎2𝑟−
∫︁ 𝑟/ℎ
0
𝐾(𝑠)𝑑𝑠
⃒⃒⃒⃒
⃒ = 𝑂𝑝(𝑎ℎ)
Proof. By Assumption 3.3 (a), we can write
1
ℎ𝑇
𝑇∑︁
𝑡=1
𝜎2𝑡/𝑇𝐾ℎ(𝑟 − 𝑡/𝑇 )− 𝜎2𝑟−
∫︁ 𝑟/ℎ
0
𝐾(𝑠)𝑑𝑠 = 𝐴(𝑟) + 𝐵(𝑟) + 𝐶(𝑟) + 𝐷(𝑟)
for ℎ ≤ 𝑟 ≤ 1, where
𝐴(𝑟) =
1
ℎ𝑇
𝑇∑︁
𝑡=1
∫︁ 𝑡
𝑡−1
𝜎2𝑡/𝑇1{𝑡 < [𝑇𝑟]} (𝐾ℎ(𝑟 − 𝑡/𝑇 )−𝐾ℎ(𝑟 − 𝑠/𝑇 )) 𝑑𝑠,
𝐵(𝑟) =
1
ℎ𝑇
𝑇∑︁
𝑡=1
∫︁ 𝑡
𝑡−1
(︀
𝜎2𝑡/𝑇1{𝑡 < [𝑇𝑟]} − 𝜎2𝑟−
)︀
𝐾ℎ(𝑟 − 𝑠/𝑇 )𝑑𝑠,
𝐶(𝑟) = 𝜎2𝑟−
(︃
1
ℎ𝑇
∫︁ 𝑇
0
𝐾ℎ(𝑟 − 𝑠/𝑇 )𝑑𝑠−
∫︁ 𝑟/ℎ
0
𝐾(𝑠)𝑑𝑠
)︃
,
𝐷(𝑟) =
1
ℎ𝑇
𝑇∑︁
𝑡=1
𝜎2𝑡/𝑇1{𝑡 = [𝑇𝑟]}𝐾ℎ(𝑟 − 𝑡/𝑇 ).
Note that 𝜎 is bounded with probability one since 𝜎 ∈ DR+ [0, 1]. It then follows from the
proof of Lemma A.1 that
sup
0≤𝑟≤1
|𝐴(𝑟)| = 𝑂𝑝(1/(ℎ2𝑇 )),
and sup0≤𝑟≤1 |𝐶(𝑟)| = 0 with probability one due to (A.4). We also have
sup
0≤𝑟≤1
|𝐷(𝑟)| = sup
0≤𝑟≤1
⃒⃒⃒⃒
1
ℎ𝑇
𝜎2[𝑇𝑟]/𝑇𝐾ℎ(𝑟 − [𝑇𝑟]/𝑇 )
⃒⃒⃒⃒
= 𝑂𝑝(1/(ℎ𝑇 )).
As for 𝐵(𝑟), we can deduce from Assumptions 3.3(a) and 3.4(c) together with Lemma A.1
that
sup
0≤𝑟≤1
|𝐵(𝑟)| ≤ sup
0≤𝑟≤1
sup
𝑟−ℎ−1/𝑇≤𝑠<𝑟
|𝜎2𝑠 − 𝜎2𝑟−| ×𝑂(1) = 𝑂𝑝(𝑎ℎ)
since ℎ + 1/𝑇 < 𝑘ℎ for any 𝑘 > 1 as long as ℎ𝑇 is sufficiently large.
Lemma A.3. Let Assumptions 3.3 and 3.4(d) hold. If ℎ2𝑇 →∞, then
sup
𝑟∈[0,1]∖𝐽2ℎ
⃒⃒⃒⃒
⃒ 1ℎ𝑇
𝑇∑︁
𝑡=1
(︀
𝑣2𝑡 − 𝜎2𝑡/𝑇
)︀
𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ = 𝑂𝑝(𝑏ℎ,𝑇 )
.
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Proof. By construction, we have 𝑣𝑡 = 𝜎𝑇𝑡/𝑇 , and hence,
sup
𝑟∈[0,1]∖𝐽2ℎ
⃒⃒⃒⃒
⃒
𝑇∑︁
𝑡=1
(︀
𝑣2𝑡 − 𝜎2𝑡/𝑇
)︀
𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ = sup𝑟∈[0,1]∖𝐽2ℎ
⃒⃒⃒⃒
⃒
𝑇∑︁
𝑡=1
(︀
(𝜎𝑇𝑡/𝑇 )
2 − 𝜎2𝑡/𝑇
)︀
𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒
≤ sup
𝑟∈[0,1]∖𝐽2ℎ
sup
𝑟−ℎ≤𝑠≤𝑟+ℎ
⃒⃒
(𝜎𝑇𝑠 )
2 − 𝜎2𝑠
⃒⃒ 𝑇∑︁
𝑡=1
|𝐾ℎ(𝑟 − 𝑡/𝑇 )|
= 𝑂𝑝 (𝑏ℎ,𝑇ℎ𝑇 ) ,
where the second inequality follows from Assumption 3.3(a), and the last line follows from
Assumption 3.4(d) and Lemma A.1. This completes the proof.
Lemma A.4. Let Assumptions 3.3 and Condition (e) in Corollary 3.4 hold. If ℎ2𝑇 →∞, then
sup
0≤𝑟≤1
⃒⃒⃒⃒
⃒ 1ℎ𝑇
𝑇∑︁
𝑡=1
(︀
𝑣2𝑡 − 𝜎2𝑡/𝑇
)︀
𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ = 𝑂𝑝(𝑏𝑇 ).
Proof. This can be shown similar to the proof of Lemma A.3 using Condition (e) in Corollary
3.4 in place of part (d) in Assumption 3.4.
In what follows, we write ?˜?2(𝑟) = ?˜?2𝑎+ ?˜?2𝑏 + ?˜?2𝑐 (𝑟)+ ?˜?2𝑑(𝑟) and ?ˆ?2(𝑟) = ?ˆ?2𝑎(𝑟)+ ?ˆ?2𝑏 (𝑟)+ ?ˆ?2𝑐 (𝑟)+
?˜?2𝑑(𝑟), where
?˜?2𝑎(𝑟) = ?ˆ?
2
𝑎(𝑟) =
∑︀𝑇
𝑡=1 𝑣
2
𝑡𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
, ?˜?2𝑏 (𝑟) = ?ˆ?
2
𝑏 (𝑟) =
∑︀𝑇
𝑡=1 𝑣
2
𝑡 (𝜀
2
𝑡 − 1)𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
,
?˜?2𝑐 (𝑟) = (𝛽(𝑟)− 𝛽)2
∑︀𝑇
𝑡=1 𝑥
2
𝑡−1𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
, ?˜?2𝑑(𝑟) = 2(𝛽(𝑟)− 𝛽)
∑︀𝑇
𝑡=1 𝑥𝑡−1𝑣𝑡𝜀𝑡𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
,
?ˆ?2𝑐 (𝑟) = (𝛽 − 𝛽)2
∑︀𝑇
𝑡=1 𝑥
2
𝑡−1𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
, ?ˆ?2𝑑(𝑟) = 2(𝛽 − 𝛽)
∑︀𝑇
𝑡=1 𝑥𝑡−1𝑣𝑡𝜀𝑡𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
.
Lemma A.5. Let Assumptions 2.1-2.2, 3.3 and 3.4(b-c) hold, and let ℎ2𝑇 →∞.
(a) Under Assumption 3.4(d),
sup
𝑟∈[ℎ,1]∖𝐽2ℎ
|?˜?2𝑎(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑎ℎ) + 𝑂𝑝(𝑏ℎ,𝑇 ).
(b) Under Condition (e) in Corollary 3.4,
sup
𝑟∈[ℎ,1]
|?˜?2𝑎(𝑟)− 𝜎2(𝑟)| = 𝑂𝑝(𝑎ℎ) + 𝑂𝑝(𝑏𝑇 ).
Proof of Lemma A.5. Part (a) follows from Lemmas A.1-A.3, and part (b) follows from Lemmas
A.1-A.2 and A.4.
Lemma A.6. Let Assumptions 2.1-2.2 and 3.3-3.4(a) hold. If ℎ2𝑇 →∞, then
sup
ℎ≤𝑟≤1
|?˜?2𝑏 (𝑟)| = 𝑂𝑝
(︁(︀
(ℎ𝑇 )−1 log 𝑇
)︀1/2)︁
= 𝑜𝑝(1)
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Proof of Lemma A.6. By Lemma A.1, we have
sup
0≤𝑟≤1
𝑇∑︁
𝑡=1
𝐾2ℎ(𝑟 − 𝑡/𝑇 ) = 𝑂(ℎ𝑇 )
as long as ℎ2𝑇 →∞. It then follows from Theorem 2.1 of Wang and Chen (2014) and Assump-
tions 2.1, 3.3 and 3.4(a) that
sup
0≤𝑟≤1
⃒⃒⃒⃒
⃒
𝑇∑︁
𝑡=1
𝑣2𝑡 (𝜀
2
𝑡 − 1)𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ = 𝑂𝑝((ℎ𝑇 log 𝑇 )1/2).
This, together with Lemma A.1, implies the stated results from Assumption 3.4(a) it follows
that (ℎ𝑇 )−1 log 𝑇 = 𝑜(1).
Lemma A.7. Let Assumptions 2.1-3.2 and 3.3-3.4(a) hold. If ℎ2𝑇 →∞, then
sup
ℎ≤𝑟≤1
|?˜?2𝑐 (𝑟)| = 𝑂𝑝 (log 𝑇/(ℎ𝑇 )) , sup
ℎ≤𝑟≤1
|?˜?2𝑑(𝑟)| = 𝑂𝑝 (log 𝑇/(ℎ𝑇 )) ,
sup
ℎ≤𝑟≤1
|?ˆ?2𝑐 (𝑟)| = 𝑂𝑝 (1/(ℎ𝑇 )) , sup
ℎ≤𝑟≤1
|?ˆ?2𝑑(𝑟)| = 𝑂𝑝
(︀
(log(𝑇 ))1/2/(ℎ𝑇 )
)︀
.
Proof of Lemma A.7. From Proposition 3.2 it follows that supℎ≤𝑟≤1 |𝛽(𝑟)−𝛽| = 𝑂𝑝((log(𝑇 )/𝑞𝑇 )1/2).
It can then be deduced from Lemma A.1, Assumptions 3.2 and 3.3(b) that
sup
ℎ≤𝑟≤1
⃒⃒⃒⃒
⃒
∑︀𝑇
𝑡=1 𝑥
2
𝑡−1𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ ≤ sup0≤𝑟≤1 |𝐾(𝑟)| supℎ≤𝑟≤1
⃒⃒⃒⃒
⃒
∑︀𝑇
𝑡=1 𝑥
2
𝑡−1∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ = 𝑂𝑝(𝑞𝑇/(ℎ𝑇 )).
Moreover, using Assumption 3.2, one can show that
sup
ℎ≤𝑟≤1
⃒⃒⃒⃒
⃒
∑︀𝑇
𝑡=1 𝑥𝑡−1𝑣𝑡𝜀𝑡𝐾ℎ(𝑟 − 𝑡/𝑇 )∑︀𝑇
𝑡=1𝐾ℎ(𝑟 − 𝑡/𝑇 )
⃒⃒⃒⃒
⃒ = 𝑂𝑝((𝑞𝑇 log(𝑇 ))1/2/(ℎ𝑇 )),
in a similar manner to the proof of Lemma A.6. The stated results for ?˜?2𝑐 and ?˜?2𝑑 follow im-
mediately. Similarly, we have the results for ?ˆ?2𝑐 and ?ˆ?2𝑑 since |𝛽 − 𝛽| = 𝑂𝑝(𝑞−1/2𝑇 ) by Lemma
2.2.
Lemma A.8. Let the conditions in Lemma A.7 hold. If Assumption 3.5 holds, then
𝑇−1∑︁
𝑡=1
(︂
1
?ˆ?*(𝑡/𝑇 )
− 1
?˜?*(𝑡/𝑇 )
)︂2
= 𝑜𝑝(1)
Proof of Lemma A.8. We have
𝑇−1∑︁
𝑡=1
(︂
1
?ˆ?*(𝑡/𝑇 )
− 1
?˜?*(𝑡/𝑇 )
)︂2
=
𝑇−1∑︁
𝑡=1
(︂
?˜?*2(𝑡/𝑇 )− ?ˆ?*2(𝑡/𝑇 )
?ˆ?*(𝑡/𝑇 )?˜?*(𝑡/𝑇 )(?˜?*(𝑡/𝑇 ) + ?ˆ?*(𝑡/𝑇 ))
)︂2
≤ 1
𝑟6ℎ,𝑇
𝑇∑︁
𝑡=1
(?˜?*2(𝑡/𝑇 )− ?ˆ?*2(𝑡/𝑇 ))2
≤ 𝑇
𝑟6ℎ,𝑇
(︂
sup
0≤𝑟≤1
|?˜?2𝑐 (𝑟)|+ sup
0≤𝑟≤1
|?˜?2𝑑(𝑟)|+ sup
0≤𝑟≤1
|?ˆ?2𝑐 (𝑟)|+ sup
0≤𝑟≤1
|?ˆ?2𝑑(𝑟)|
)︂2
= 𝑂𝑝
(︀
log2(𝑇 )/(𝑟6ℎ,𝑇ℎ
2𝑇 )
)︀
,
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where the second line follows from the definition of ?ˆ?* and ?˜?*, and the last line holds due
to Lemma A.7. The stated result then follows from Assumption 3.5(b). This completes the
proof.
A.2 Proofs of the Main Resutls
Proof of Lemma 2.1. The lemma follows from Kurtz and Protter (1991) (see also Theorem 2.1
of Hansen, 1992, and Ibragimov and Phillips, 2008).
Proof of Lemma 2.2. The stated results follow immediately from Lemma 2.1 under the condi-
tions in the lemma.
Proof of Proposition 3.1. The stated result follows immediately form Lemma 2.2 and Assump-
tion 3.1.
Proof of Proposition 3.2. The proposition follows from the well-known martingale exponential
inequalities (see, e.g., de la Pen˜a, 1999).
Proofs of Theorem 3.3 and Corollary 3.4. The stated results follow from Lemmas A.5-A.7.
Proof of Theorem 3.5. Let 𝐽ℎ = {[𝑟 − ℎ, 𝑟 + ℎ)|𝑟 ∈ 𝐽} ∩ [0, 1]. Define
?˜?ℎ(𝑟) =
{︃
?˜?*(𝑟) for 𝑟 ∈ [ℎ, 1] ∖ 𝐽2ℎ,
𝜎𝑇 (𝑟) for 𝑟 ∈ [0, ℎ) ∪ 𝐽2ℎ.
Clearly, (?˜?ℎ(𝑡/𝑇 )) is a ca`dla`g function on [0, 1], and is adapted to (ℱ𝑡) for all ℎ and 𝑇. Therefore,
?˜?ℎ →𝑝 𝜎 in DR+ [0, 1], and hence,
𝑡(?˜?ℎ) :=
1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)
𝑣𝑡+1𝜀𝑡+1
?˜?ℎ(𝑡/𝑇 )
→𝑑 N(0, 1) under 𝛽 = 0, (A.5)
and |𝑡(?˜?ℎ)| →𝑝 ∞ under 𝛽 ̸= 0. To complete the proof, it suffice to show that 𝑡(𝛽*) = 𝑡(?˜?ℎ)(1 +
𝑜𝑝(1)) for any 𝛽 ∈ R.
Let 𝛽 = 0. Then 𝑡(?˜?*)− 𝑡(?˜?ℎ) becomes a martingale, and hence, we may apply a martingale
CLT so that
𝑡(?˜?*)− 𝑡(?˜?ℎ) = 1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)𝑣𝑡+1𝜀𝑡+1
(︂
1
?˜?*(𝑡/𝑇 )
− 1
?˜?ℎ(𝑡/𝑇 )
)︂
=
1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)𝑣𝑡+1𝜀𝑡+1
(︂
1
?˜?*(𝑡/𝑇 )
− 1
𝜎𝑇 (𝑡/𝑇 )
)︂
1{𝑡/𝑇 ∈ [0, ℎ) ∪ 𝐽2ℎ}
= 𝑂𝑝(ℎ
1/2/𝑟ℎ,𝑇 ) = 𝑜𝑝(1), (A.6)
since
1
𝑇
𝑇−1∑︁
𝑡=1
𝑣2𝑡+1
(︂
1
?˜?*(𝑡/𝑇 )
− 1
𝜎𝑇 (𝑡/𝑇 )
)︂2
1{𝑡/𝑇 ∈ [0, ℎ) ∪ 𝐽2ℎ} = 𝑂𝑝(ℎ/𝑟2ℎ,𝑇 ) = 𝑜𝑝(1)
20
by Assumption 3.5 and the fact that the set {𝑡/𝑇 ∈ [0, ℎ)∪ 𝐽2ℎ} contains at most 𝑐ℎ𝑇 number
of elements for some finite 𝑐 with probability one due to Assumption 3.4(b).
Now we let 𝛽 ̸= 0. It follows from (A.5) and (A.6) that
𝑡(?˜?*) =
𝛽√
𝑇
𝑇−1∑︁
𝑡=1
|𝑥𝑡|
?˜?*(𝑡/𝑇 )
+ 𝑂𝑝(1).
Moreover, we may deduce from Theorem 3.3 and Assumption 3.5 that P{inf0≤𝑟≤1 ?˜?*(𝑟) ≤
𝜎 − 𝜖} → 0 for any 𝜖 > 0. Therefore,
𝑇−1∑︁
𝑡=1
|𝑥𝑡|
?˜?*(𝑡/𝑇 )
≥
(︃
1
𝜎
𝑇−1∑︁
𝑡=1
|𝑥𝑡|
)︃
(1 + 𝑜𝑝(1)),
from which, together with the condition
∑︀𝑇−1
𝑡=1 |𝑥𝑡|/
√
𝑇 →∞, we have the stated result.
Proof of Theorem 3.6. It suffices to show that
𝑡(?˜?*)− 𝑡(?ˆ?*) = 𝑜𝑝(1)
under 𝛽 = 0, since the proof under 𝛽 ̸= 0 is entirely analogous to that of 𝑡(?˜?*). We have
𝑡(?˜?*)− 𝑡(?ˆ?*) = 1√
𝑇
𝑇−1∑︁
𝑡=1
𝑠𝑔𝑛(𝑥𝑡)𝑣𝑡+1𝜀𝑡+1
(︂
1
?˜?(𝑡/𝑇 )
− 1
?ˆ?(𝑡/𝑇 )
)︂
≤
(︃
1
𝑇
𝑇−1∑︁
𝑡=1
𝑣2𝑡+1𝜀
2
𝑡+1
)︃1/2(︃𝑇−1∑︁
𝑡=1
(︂
1
?˜?(𝑡/𝑇 )
− 1
?ˆ?(𝑡/𝑇 )
)︂2)︃1/2
= 𝑜𝑝(1),
where the inequality follows from the Cauchy-Schwarz inequality, and the last equality holds
by Lemma A.8. This completes the proof.
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Table 1: Size (Continuous Time Models)
?¯? = 0 ?¯? = 5 ?¯? = 20
5 20 50 5 20 50 5 20 50
CNST OLS 42.2 42.0 43.0 19.5 19.5 19.7 11.1 11.2 10.9
BQ 8.6 4.9 4.3 7.5 4.5 4.2 8.6 4.1 3.2
RLRT 8.5 7.7 8.1 5.4 5.9 5.6 4.8 5.2 5.3
Cauchy RT 5.3 4.9 5.3 5.2 5.4 4.7 5.5 5.1 5.1
q=4 4.7 4.8 4.9 4.7 4.9 5.0 4.7 4.7 5.2
q=8 4.8 4.6 5.2 4.7 5.0 5.1 4.8 4.9 5.0
q=12 4.7 4.7 5.0 4.7 5.1 4.9 5.0 5.2 4.9
q=16 4.8 4.8 5.1 4.9 5.0 4.9 4.7 4.9 4.9
𝑡(𝜎) 4.2 4.6 5.1 4.2 4.7 5.0 4.4 4.7 4.6
𝑡(?˜?) 6.6 5.3 5.4 6.1 5.2 5.1 5.9 5.2 4.9
𝑡(?^?) 5.6 5.0 5.3 5.4 5.0 5.1 5.4 5.0 4.8
SB OLS 38.3 38.8 39.9 29.6 30.8 31.2 24.3 26.4 26.0
BQ 18.1 12.9 11.9 17.0 15.1 14.1 17.4 14.8 14.3
RLRT 23.8 22.8 23.6 21.0 21.9 21.8 22.4 24.5 23.6
Cauchy RT 5.6 5.0 5.1 5.2 5.3 5.0 5.4 5.0 4.9
q=4 3.0 2.9 3.3 3.1 3.0 3.2 3.0 3.0 3.1
q=8 3.6 3.7 3.9 4.0 4.1 3.7 3.8 3.7 3.7
q=12 4.7 4.2 4.6 4.3 4.6 4.5 4.2 4.2 4.5
q=16 4.7 4.6 4.6 4.8 4.7 4.5 4.3 4.6 4.5
𝑡(𝜎) 5.8 5.4 5.4 5.5 5.4 5.2 5.9 5.1 5.4
𝑡(?˜?) 8.6 6.8 6.2 8.2 6.6 5.9 8.4 6.4 6.1
𝑡(?^?) 8.0 6.7 6.3 7.8 6.5 6.0 7.9 6.4 6.0
RS OLS 42.9 43.6 44.6 22.0 23.4 24.5 14.9 18.9 19.5
BQ 8.8 6.3 6.0 9.8 7.2 6.8 12.6 8.9 8.4
RLRT 9.3 10.0 10.7 7.5 9.4 9.6 9.6 13.0 14.2
Cauchy RT 5.0 4.8 5.2 4.9 4.9 4.9 5.4 5.1 4.8
q=4 4.6 4.3 4.7 4.5 4.6 5.0 4.2 4.7 4.5
q=8 4.5 4.5 5.1 4.6 4.4 4.9 4.6 5.3 4.6
q=12 4.8 4.6 5.0 4.5 4.8 4.8 4.6 4.9 4.7
q=16 5.0 4.4 4.9 4.6 4.6 4.9 5.1 5.1 4.5
𝑡(𝜎) 4.2 4.5 4.5 4.0 4.4 4.4 4.3 4.9 4.5
𝑡(?˜?) 6.1 6.2 6.8 6.1 5.7 6.4 6.2 6.4 6.5
𝑡(?^?) 5.2 5.4 6.1 5.2 5.1 5.8 5.6 5.8 5.8
GBM OLS 52.2 53.7 53.1 28.6 30.2 30.9 23.2 26.0 27.0
BQ 16.8 12.5 11.3 13.9 12.4 13.2 15.8 11.7 12.0
RLRT 21.7 22.3 21.9 16.3 17.8 19.0 21.4 23.3 23.5
Cauchy RT 4.4 4.7 4.4 4.3 4.5 4.4 4.6 4.5 4.5
q=4 2.2 2.3 2.4 2.8 2.6 2.3 2.8 2.6 2.8
q=8 3.2 3.1 3.2 3.6 3.8 3.4 3.6 3.8 3.9
q=12 3.8 3.6 3.7 4.2 4.3 3.6 4.2 4.2 4.3
q=16 3.7 3.8 4.1 4.4 4.2 4.0 4.6 4.5 4.6
𝑡(𝜎) 4.3 4.6 5.0 4.3 5.1 5.0 4.5 5.1 5.4
𝑡(?˜?) 6.5 6.1 6.5 7.0 6.4 6.2 6.9 6.2 6.8
𝑡(?^?) 5.4 5.5 6.1 5.7 5.7 5.9 5.7 5.9 6.5
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Table 2: Sizes (Discrete Time Models with CNST and SB)
?¯? = 0 ?¯? = 5 ?¯? = 20
5 20 50 5 20 50 5 20 50
CNST OLS 43.9 43.8 44.7 19.4 19.8 20.1 9.7 11.2 10.8
BQ 8.4 5.2 4.8 7.8 4.9 4.5 9.2 4.1 3.4
RLRT 8.3 8.0 8.1 5.2 5.4 5.3 4.1 5.4 5.3
q=4 5.0 4.9 5.1 5.3 5.2 4.8 5.0 4.9 5.1
q=8 5.3 4.9 5.0 4.8 4.9 4.9 4.8 5.1 4.9
q=12 4.7 5.1 4.9 4.9 4.9 4.6 4.7 4.9 4.9
q=16 4.8 5.0 5.2 4.8 4.9 4.8 4.7 5.0 4.9
𝑡(𝜎) 4.3 4.8 4.8 4.5 4.6 5.0 4.1 4.9 5.1
𝑡(?˜?) 6.3 5.4 5.1 6.4 5.0 5.3 5.8 5.4 5.3
𝑡(?˜?) 10.0 7.3 6.1 9.8 6.8 6.5 9.4 7.2 6.2
𝑡(?^?) 5.5 5.1 5.0 5.5 4.8 5.1 5.1 5.2 5.2
SB OLS 38.0 39.6 40.0 29.1 31.1 31.4 22.1 26.1 26.8
BQ 17.2 12.8 12.3 16.5 15.1 14.5 17.7 15.0 15.2
RLRT 23.1 23.5 24.2 19.9 21.8 21.4 21.2 24.6 25.1
q=4 3.1 2.9 3.4 3.0 3.1 2.9 2.8 3.1 3.1
q=8 4.0 3.6 3.9 3.9 3.9 3.3 3.7 3.8 3.8
q=12 4.4 4.3 4.5 4.4 4.5 3.8 4.0 4.4 4.5
q=16 4.6 4.7 4.7 4.3 4.7 4.1 4.3 4.5 4.6
𝑡(𝜎) 5.9 5.4 5.5 5.9 5.1 5.0 5.6 5.3 5.5
𝑡(?˜?) 8.6 6.9 6.4 8.2 6.2 5.8 8.1 6.7 6.1
𝑡(?^?) 8.0 6.7 6.3 7.9 6.2 5.8 7.5 6.5 6.2
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Table 3: Sizes (Discrete Time Models with GARCH)
?¯? = 0 ?¯? = 5 ?¯? = 20
5 20 50 5 20 50 5 20 50
ARCH(1) OLS 45.0 44.1 43.5 23.5 22.5 21.2 17.2 17.0 15.2
𝛼 = 0.5773 BQ 9.7 5.4 4.8 9.5 5.8 4.6 13.1 6.3 4.6
𝜉 = 4 RLRT 9.6 8.8 8.7 9.0 7.9 6.7 13.1 11.3 9.1
q=4 4.5 4.9 4.8 4.7 4.7 4.3 4.8 4.6 4.8
q=8 4.7 4.9 5.2 4.7 4.6 4.8 4.7 5.0 5.1
q=12 4.5 4.9 5.2 4.6 4.6 4.5 4.7 4.6 5.4
q=16 4.8 4.9 5.3 4.8 4.5 4.6 4.7 4.9 5.3
𝑡(𝜎) 4.4 4.7 5.3 4.6 4.3 4.6 4.3 4.9 5.4
𝑡(?˜?) 7.2 6.1 6.5 7.2 5.6 5.9 7.0 6.4 6.5
𝑡(?^?) 6.1 5.4 6.0 6.1 5.2 5.4 6.0 5.9 6.1
ARCH(1) OLS 45.8 44.0 43.6 24.4 24.1 22.6 19.7 19.8 18.1
𝛼 = 0.7325 BQ 10.2 6.2 5.2 10.4 7.1 5.8 14.7 8.3 6.8
𝜉 = 3 RLRT 10.7 10.0 9.2 10.6 10.0 8.1 15.9 14.9 12.9
q=4 4.1 4.6 4.7 4.7 4.4 4.4 4.5 4.4 4.6
q=8 4.6 4.7 4.8 4.5 4.3 4.6 4.7 4.7 4.6
q=12 4.4 4.6 4.8 4.6 4.3 4.5 4.4 4.8 5.1
q=16 4.7 4.6 5.1 4.7 4.5 4.6 4.6 4.8 5.0
𝑡(𝜎) 4.4 4.7 5.1 4.8 4.7 5.0 4.5 5.1 5.1
𝑡(?˜?) 7.3 6.3 7.0 7.5 6.2 6.5 7.4 6.6 6.7
𝑡(?^?) 5.9 5.8 6.5 6.2 5.6 6.0 6.4 6.1 6.1
IGARCH(1,1) OLS 44.9 45.8 45.6 20.1 21.8 24.3 11.1 14.9 17.3
𝛼 = 0.9 BQ 8.9 5.8 6.0 7.8 6.0 6.9 9.3 5.3 6.4
𝛽 = 0.1 RLRT 9.1 10.1 11.5 5.7 8.3 9.8 6.2 9.0 11.5
𝜉 = 2 q=4 5.0 4.7 4.4 4.7 4.5 4.4 4.9 4.8 4.4
q=8 4.9 4.9 4.5 5.0 4.9 4.9 5.1 5.2 4.4
q=12 5.0 5.0 4.6 5.0 5.2 5.1 5.1 5.3 4.9
q=16 5.0 5.0 4.9 5.1 5.1 5.1 5.1 5.3 4.8
𝑡(𝜎) 4.9 4.8 4.7 4.4 4.8 5.3 4.6 5.1 4.9
𝑡(?˜?) 7.0 6.0 5.8 6.7 6.1 6.4 6.6 6.2 5.9
𝑡(?^?) 6.2 5.5 5.5 5.8 5.6 6.0 5.9 5.8 5.7
IGARCH(1,1) OLS 46.0 46.5 45.1 26.9 28.5 28.0 21.6 26.1 26.2
𝛼 = 0.1 BQ 11.7 8.3 8.1 12.7 10.4 10.9 16.4 12.2 13.4
𝛽 = 0.9 RLRT 13.3 13.0 12.7 13.7 14.7 15.1 20.2 23.7 23.2
𝜉 = 2 q=4 4.0 4.3 4.3 4.2 4.1 4.4 4.2 4.5 4.3
q=8 4.2 4.2 4.3 4.5 4.0 4.6 4.6 4.7 4.3
q=12 4.4 4.2 4.5 4.7 4.1 4.5 4.5 4.7 4.6
q=16 4.5 4.4 4.4 4.9 4.2 4.8 4.6 4.8 4.5
𝑡(𝜎) 4.8 4.9 5.0 4.7 4.9 4.9 4.6 5.2 4.9
𝑡(?˜?) 7.9 7.3 8.1 8.0 7.3 7.9 7.9 7.5 7.4
𝑡(?^?) 6.3 6.4 7.4 6.9 6.7 7.2 6.6 6.9 6.9
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