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Résumé
Cette thèse porte sur le développement d’outils permettant le recalage d’images d’une surface
déformable et la reconstruction tridimensionnelle de surfaces déformables à partir d’images prises
par une seule caméra. Les surfaces que nous souhaitons traiter sont typiquement un visage ou une
feuille de papier. Ces problématiques sont mal posées lorsque seule l’information présente dans les
images est exploitée. Des informations a priori sur les déformations physiquement admissibles de la
surface observée doivent être définies. Elles diffèrent en fonction du problème étudié. Par exemple,
pour une feuille de papier, la courbure Gaussienne évaluée en chacun de ces points est nulle, cette
propriété n’est pas valide pour un visage. Les applications visées sont l’insertion réaliste de logo 2D,
de texte et également d’objets virtuels 3D dans des vidéos présentant une surface déformable.
La première partie de cette thèse est consacrée au recalage d’images par modèles déformables.
Après avoir brièvement introduit les notions de base sur les fonctions de déformation et sur leur esti-
mation à partir de données images, nous donnons deux contributions. La première est un algorithme
de recalage d’images d’une surface déformable, qui est efficace en terme de temps de calcul. Nous
proposons une paramétrisation par primitives des fonctions de déformation permettant alors leur esti-
mation par des algorithmes compositionnels habituellement réservés aux transformations formant un
groupe. La deuxième contribution est la modélisation explicite des auto-occultations, en imposant la
contraction de la fonction de déformation le long de la frontière d’auto-occultation.
La deuxième partie de cette thèse aborde le problème de la reconstruction tridimensionnelle mo-
noculaire de surfaces déformables. Nous nous basons sur le modèle de faible rang : les déformations
sont approximées par une combinaison linéaire de modes de déformation inconnus. Nous supposons
que ces derniers sont ordonnés par importance en terme d’amplitude de déformation capturée dans
les images. Il en résulte une estimation hiérarchique des modes, facilitant l’emploi d’un modèle de
caméra perspectif, la sélection automatique du nombre de modes et réduisant certaines ambiguïtés
inhérentes au modèle. Nous explorons finalement la capture des déformations d’une surface peu tex-
turée à partir de données issues d’un capteur 3D. L’information présente au niveau des contours de la
surface est notamment utilisée.
Nous avons implantés les différentes contributions décrites ci-dessous. Elles sont testées et com-
parées à l’état de l’art sur des données réelles et synthétiques. Les résultats sont présentés tout au long
du tapuscrit.
Mots clés : surfaces déformables, recalage d’images, reconstruction tridimensionnelle, "Structure-
from Motion"
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Abstract
The goal of this thesis is to propose algorithms for the non-rigid image registration and 3D recons-
truction of deformable sufaces from monocular videos. Sheets of paper or faces are typical surfaces
we want to deal with. These problems are intrinsically ill-posed. Prior information has to be used.
Their degree of specificity to the surface at hand may vary. For example, a paper is a surface with
everywhere vanishing Gaussian curvature. This property can not be used for a face. These issues are
important for tasks such as video augmentation by texture editing or by adding virtual 3D objects.
The first part of this thesis tackles non-rigid image registration. Previous work on warp-based de-
formation modeling and estimation methods are firstly described. We then present two contributions.
The first one is an efficient registration algorithm using a feature-driven parametrization of the warp.
This extends compositionnal algorithms to cope with non-rigid warps. Our second contribution is a
specific framework for non-rigid image registration in spite of self-occlusions. The main idea is to
force the warp to collapse at the self-occlusion boundary.
The second part of this thesis is concerned with 3D reconstruction of deformable surfaces. We use
the low-rank shape model which represents the 3D shape as a linear combination of unknown shape
bases. We propose a new way of looking at the low-rank shape model. Instead of considering it as a
whole, we assume a coarse-to-fine ordering of the deformation modes. This allows us to propose a
coarse-to-fine reconstruction algorithm which easily incorporates a perspective camera model, auto-
matically selects the number of modes, and drastically reduces the level of ambiguity of the original
low-rank shape model. Finally, we study deformation capture of untextured surfaces from 3D data
using boundary information.
Key-words : deformable surfaces, image registration, 3D reconstruction, Structure-from-Motion
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Introduction
L’image est omniprésente dans nos sociétés modernes principalement, en raison de la production
grandissante d’ordinateurs puissants et de capteurs visuels à bas coût. Les exemples les plus frap-
pants sont les appareils photos numériques, les webcams et les caméraphones qui envahissent notre
quotidien. Ils fournissent des images et des vidéos de qualités variées. Le développement de tous ces
appareils entraîne une forte demande d’algorithmes et logiciels permettant de traiter ces images et
flux vidéos. Par conséquent, la recherche dans le domaine de la vision par ordinateur est en plein
développement.
Le principe de la vision par ordinateur est de permettre à une machine d’interagir avec l’environ-
nement observé par une ou plusieurs caméras. Il est pour cela nécessaire d’extraire de l’information
à partir des images ou des vidéos générées. Les applications possibles sont nombreuses et dans des
domaines variés : surveillance, métrologie, médical, robotique, etc.
La plupart des problèmes de vision par ordinateur requièrent une étape de modélisation et une
étape d’estimation. L’étape de modélisation consiste à formuler un modèle mathématique décrivant
le problème et les contraintes qui lui sont associées, ainsi qu’une fonction de coût dont le minimum
correspond à la solution recherchée. Le processus d’estimation revient à calculer les paramètres du
modèle à partir d’observations en minimisant la fonction de coût. Même si ce principe est général, son
application à l’étude de surfaces déformables est en plein développement que depuis peu de temps, en
raison des difficultés à modéliser les déformations et à estimer les modèles complexes introduits. Or
notre environnement est par nature non-rigide, car il est en partie constitué d’objets en mouvement et
déformables, tels les matériaux souples (tissus, caoutchouc), les personnes ou les plantes. Pour cette
raison, les techniques de vision par ordinateur adaptées aux scènes non-rigides présentent de nom-
breuses applications potentielles.
Cette thèse s’inscrit dans ce courant scientifique et s’appuie sur les développements récents de
modèles et d’algorithmes spécifiques aux objets déformables. Nous nous intéressons plus particu-
lièrement à deux problématiques majeures : le recalage d’images d’une surface déformable et la re-
construction tridimensionnelle des déformations d’une surface à partir d’images prises par une seule
caméra.
Le principe du recalage d’images est d’estimer les transformations géométrique et photométrique
qui rendent deux ou plusieurs images les plus « semblables » possible. Dans la littérature, il existe deux
grandes approches au recalage d’images. L’approche dite directe, utilise l’information de couleur
contenue par chaque pixel des images. Un critère possible est la différence de couleur entre pixels
correspondants. Les approches basées primitives s’appuient sur un critère de distance entre primitives
mises en correspondances (points, droites, etc.). De manière générale, le recalage non-rigide requiert
une fonction de coût constituée de deux termes : un terme de données (direct ou basé primitives)
1
2 INTRODUCTION
rassemblant les observations image et un terme de régularisation. Sans ce dernier, le problème est
sous-contraint. Le résultat du processus de recalage d’images est un champ de déplacement dense
entre les différentes images, pouvant être utilisé par exemple pour l’insertion d’une texture en réalité
augmentée, et pour la fusion multimodale d’images en imagerie médicale.
Le principe de la reconstruction tridimensionnelle est d’estimer la structure 3D de la scène ainsi
que le déplacement de la caméra. Pour une scène rigide, les rayons de vue associés au même point
3D observé par différentes caméras s’intersectent dans l’espace. Cette propriété permet de définir une
contrainte forte sur la reconstruction. La reconstruction tridimensionnelle de scènes rigides est en gé-
néral un problème bien posé. En revanche, cette propriété est perdue lorsque la surface observée se
déforme : la reconstruction tridimensionnelle monoculaire de surfaces déformables est un problème
intrinsèquement mal posé. Il est en général indispensable d’incorporer des contraintes supplémen-
taires pour pouvoir le résoudre. La grande difficulté revient à correctement modéliser le problème en
contraignant suffisamment la reconstruction tout en ne pénalisant pas les déformations physiquement
plausibles de la surface observée. Les applications inhérentes à la reconstruction 3D de surfaces dé-
formables sont nombreuses dans l’industrie du film pour les effets spéciaux, en métrologie pour la
mesure de déformations sous contraintes mécaniques et pour la modélisation d’objets souples : tissus
vivants, textiles etc.
Contexte. Cette thèse a été effectuée en collaboration entre le LASMEA UMR 6602 du CNRS de
l’Université Blaise Pascal à Clermont-Ferrand et le LSVE du CEA LIST à Saclay. Les deux premières
années de la thèse ont été accomplies au LASMEA et la dernière année au LSVE. Les travaux présen-
tés sont également issus de collaborations entretenues lors de stages à l’étranger. Ainsi, j’ai passé un
mois au laboratoire IPAB à Edimbourg sous la direction du Professeur Bob Fisher, deux semaines au
laboratoire VIPS à Vérone sous la direction d’ Umberto Castellani et enfin deux mois à l’Université
Quenn Mary à Londres sous la direction de Lourdes Agapito.
Contributions. Nos contributions se situent aussi bien au niveau de la modélisation des déforma-
tions que du point de vue de leur estimation à partir d’observations image. En recalage d’images, nous
avons proposé un algorithme permettant d’estimer efficacement les déformations ainsi qu’une modé-
lisation explicite des auto-occultations. Pour la reconstruction tridimensionnelle, nous avons proposé
une nouvelle modélisation des déformations 3D via une combinaison linéaire de modes de déforma-
tion ordonnés, pour laquelle nous avons introduit une estimation hiérarchique des modes. Nous listons
plus en détails ci-dessous les différentes contributions apportées dans ce tapuscrit.
B Recalages non-rigides guidés par primitives (chapitre 3). Nous proposons le concept de re-
calage d’images guidé par primitives, dont le principe est de paramétrer la fonction de dé-
formation par un ensemble de primitives. Nous montrons que cette paramétrisation permet
d’étendre les algorithmes compositionnels aux modèles déformables. Ces approches sont plus
efficaces en terme de temps de calcul que les algorithmes « classiques » à mise à jour additive.
La contrainte de groupe sur la transformation géométrique inhérente aux algorithmes com-
positionnels est relaxée en opérant directement sur les primitives pour réaliser des opérations
telles que le renversement et l’enchaînement de déformations, approximant respectivement
l’inversion et la composition de fonctions. Celles-ci n’existent pas pour des transformations ne
formant pas un groupe. Nous montrons que les algorithmes compositionnels inverses et basés
sur un apprentissage hors ligne peuvent être utilisés avec des fonctions de déformation de type
3plaque mince.
B Modélisation explicite des auto-occultations pour le recalage d’images (chapitre 4). Au cours
de nos travaux, nous nous sommes intéressés aux problèmes engendrés par les auto-occultations
en recalage d’images. Les travaux précédents avaient jusqu’alors privilégié une fonction de
coût invariante aux effets introduits par les auto-occultations en incluant un estimateur robuste
dans le terme de données. Nous modélisons explicitement les auto-occultations en 2D pour
le recalage d’images. Nous imposons à la fonction de déformation de se comprimer le long
de la frontière d’auto-occultation en ajoutant un terme appelé le contracteur à la fonction de
coût classique. Cette propriété permet d’utiliser le comportement de la fonction de déformation
pour détecter les régions auto-occultées. Nous proposons un opérateur de détection se basant
sur le principe que la contraction introduit une dérivée nulle de la fonction de déformation dans
au moins une direction.
B Le modèle de faible rang hiérarchique (chapitre 5). Nous proposons un nouvel algorithme de
reconstruction tridimensionnelle basé sur le modèle de faible rang : les déformations de la sur-
face sont représentées par une combinaison linéaire de modes de déformation. Nous proposons
une nouvelle représentation de ce modèle en considérant que les modes sont ordonnés par im-
portance en terme d’amplitude de déformation capturée dans les images. Cette représentation
présente de nombreux avantages par rapport aux méthodes qui utilisent le modèle de faible
rang comme un ensemble de modes non-ordonnés. Il en résulte une estimation hiérarchique
des modes facilitant l’emploi d’un modèle de caméra perspectif et la sélection automatique du
nombre de modes. Le degré d’ambiguïté lié au modèle est en outre fortement réduit.
B Capture de déformations à partir de données issues d’un capteur 3D (Annexe A). Nous ex-
plorons finalement la capture des déformations d’une surface peu texturée à partir de données
issues d’un capteur 3D. L’algorithme proposé déforme un maillage régulier jusqu’à ce qu’il
corresponde « au mieux » au nuage de points 3D. Pour cela une fonction de coût constituée
de plusieurs termes de données et de régularisation est minimisée. L’algorithme proposé est
également rendu robuste afin de gérer la présence de données manquantes et / ou erronées.
Plan. Nous avons donné ci-dessus une introduction générale aux problèmes étudiés dans cette thèse.
Le chapitre 1 présente les éléments de bases requis tout au long du tapuscrit : les différentes notations,
les notions de projection et de distance, une introduction à la reconstruction 3D de scène rigide, les
méthodes d’optimisation, entre autres. Le chapitre 2 décrit le cadre général du recalage d’images
par modèles déformables. Les fonctions de déformation existantes ainsi que les méthodes permettant
de les estimer à partir d’informations image sont présentées. Dans le chapitre 3, nous cherchons à
améliorer l’efficacité en terme de temps de calcul des approches directes. Le chapitre 4 aborde la pro-
blématique des auto-occultations en recalage d’images. Au chapitre 5, nous étudions la reconstruction
tridimensionnelle de surfaces déformables par un modèle de faible rang. Nous concluons et discutons
des perspectives avant de terminer le tapuscrit par l’annexe A sur la capture de déformations à partir
de données issues d’un capteur 3D.
4 INTRODUCTION
Chapitre 1
Éléments de base
Ce chapitre expose les éléments de base nécessaires à la lecture de cette thèse. Nous y défi-
nissons les conventions et notations utilisées et y développons l’emploi de certains opérateurs
et décompositions de matrices. Nous décrivons des mesures de distance Euclidiennes et algé-
briques et présentons les modèles de caméra utilisés. Nous introduisons le principe de recons-
truction 3D d’une scène rigide, ainsi que les concepts d’augmentation 2D et 3D d’image. Pour
finir nous exposons différentes méthodes d’optimisation au sens des moindres carrés.
1.1 Matrices, vecteurs et opérations associées
Les matrices sont notées en utilisant la police sans-serif (A) ou calligraphique (A). Les vecteurs
sont représentés en gras (a, A). La transposée, l’inverse et la pseudo-inverse d’une matrice sont
respectivement notées AT, A−1 et A†. Cette dernière est généralement1 définie par A† def= (ATA)−1AT.
La norme deux d’un vecteur est définie par : ‖v‖2 def= ∑pi=1 vi2, avec vi le ième élément du vecteur v
et p le nombre d’éléments le constituant. Le RMS2 rms(v) =
√
1
p
‖v‖2est proportionnel à la norme
deux.
Opérations sur les matrices. L’opérateur "vect" vectorise une matrice par ligne. Par exemple si les
p lignes de la matrice A sont notés rTi :
vect(A) def=

r1
...
rp
 avec A =

rT1
...
rTp
 .
L’opérateur "diag" appliqué à un vecteur v introduit une matrice carrée dont les éléments de la diago-
nale sont les composantes de v :
diag(v) def=

v1
. . .
vp
 .
1Notons que la pseudo inverse de la matrice A peut être définie même si la matrice (ATA) n’est pas inversible.
2"Root mean square" en anglais.
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Il représente également l’opération de concaténation diagonale par bloc lorsqu’il s’applique à plu-
sieurs matrices :
diag(A,B) def=
(
A 0
0 B
)
.
La multiplication de matrices élément par élément, également appelée produit d’Hadamard, est
symbolisée par . L’opérateur "et" logique est noté &. Il s’applique élément par élément sur des
matrices binaires.
Matrices fréquemment utilisées. La matrice identité est notée I, la matrice S est définie par
S def=
(
1 0 0
0 1 0
)
.
La matrice [v]× est définie telle que pour tous vecteurs v et v′ de dimension 3, [v]× v′
def= v × v′, où
× symbolise le produit vectoriel entre deux vecteurs. Cette matrice est antisymétrique et de rang 2.
Elle est donnée par :
[v]× =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 .
Notions de semi-groupe et de groupe. Un semi groupe est un couple (G, ◦) où G est un ensemble
muni d’une loi de composition interne ◦ tel que le couple (G, ◦) possède les propriétés suivantes
∀ a, b, c ∈ G :
B Existence d’un élément neutre : ∃e ∈ G, a ◦ e = e ◦ a = a.
B Régularité des éléments : si a ◦ b = a ◦ c ou b ◦ a = c ◦ a, alors b = c.
B Associativité de la loi : (a ◦ b) ◦ c = a ◦ (b ◦ c).
Pour un groupe la propriété supplémentaire d’existence d’un inverse pour tous les éléments de G
est requise : a ◦ b = b ◦ a = e. b est dit symétrique de a et on le note a−1.
Nous notons par la suite O(r) le groupe des matrices orthogonales réelles de taille r × r. Elles
vérifient AAT = ATA = I. De même, nous notons SO(r) le groupe des matrices orthonormales
directes de taille (r × r). Elles vérifient : AAT = ATA = I et det (A) = 1.
Décomposition en valeurs singulières. (SVD pour "Singular Value Decomposition" en anglais).
Cet outil permet d’obtenir la solution d’un système linéaire exact, la solution au sens des moindres
carrés d’un système linéaire sur-contraint, et donne une famille de solutions pour un système linéaire
sous contraint. La SVD est basée sur le théorème suivant : toute matrice A de taille (r × c) peut être
décomposée comme suit :
A(r×c) = Ξr×cΣc×cΓTc×c,
où Ξ est une matrice orthonormale par colonne3 et Γ ∈ SO(c). Les matrices Ξ et Γ contiennent
les vecteurs singuliers de A. Σ est une matrice diagonale contenant les valeurs singulières de A. La
3ΞTΞ = I (mais pas nécessairement ΞΞT = I).
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plupart des algorithmes de décomposition en valeurs singulières ordonnent ces dernières de manière
décroissante, nous supposons par la suite que cet ordonnancement est réalisé. Lorsque le rang de A
n’est pas plein, les dernières colonnes de Γ forment une base orthonormale du noyau de A.
Notons que la SVD permet l’analyse en composantes principales (ACP) d’un ensemble de don-
nées. Elle consiste à rechercher les directions de l’espace qui représentent au mieux les corrélations
entre des variables aléatoires. Ces directions sont obtenues par les colonnes de Γ. L’analyse des va-
leurs singulières permet de sélectionner les directions les plus pertinentes, également appelées axes
principaux. En effet, plus une valeur singulière est élevée et plus la direction associée donnée par le
vecteur singulier correspondant est représentative des données. L’ACP est notamment utilisée pour
construire des modèles de déformation linéaires. De plus amples détails sont donnés en §2.4.
1.2 Modèles de projection, coordonnées homogènes
Nous introduisons brièvement dans cette section les notions de projection et de coordonnées ho-
mogènes. Pour plus de détails, se rapporter à (Faugeras, 1993; Hartley and Zisserman, 2003). Ces
notions sont principalement utilisées au chapitre 5.
1.2.1 Coordonnées homogènes
Les points des espaces projectifs P2 et P3 sont représentés par des coordonnées homogènes et
respectivement notés q˜ =
(
x y w
)
et Q˜ =
(
X Y Z W
)
. Par la suite, la présence et
l’absence d’un tilde sur une entité signifient respectivement que celle-ci est n’est pas exprimée en
coordonnées homogènes. Deux vecteurs v˜ et v˜′ de coordonnées proportionnelles correspondent au
même point de l’espace projectif : on note v˜ ∼ v˜′, où ∼ représente l’égalité à un facteur près. Les
coordonnées homogènes permettent de caractériser le plan à l’infini comme l’ensemble des points ou
vecteurs qui ont leur dernière coordonnée nulle (w = 0 ou W = 0). Une transformation de l’espace
projectif A˜ : Pp → Pd peut être représentée par une matrice (d + 1) × (p + 1) en coordonnées
homogènes. L’opération de projection, quelque soit le modèle de caméra utilisé (perspectif ou affine),
est notée Π.
1.2.2 Modèle de projection perspectif
Ce modèle de caméra, appelé également modèle sténopé, modélise la projection perspective in-
hérente à la plupart des caméras. Il est illustré par la figure 1.1. Soit Q˜ un point de l’espace projectif
P3. Sa projection, le point q˜, est définie par l’intersection de la rétine avec le rayon de projection.
Ce dernier est formé par le centre de projection et le point Q˜. La projection est modélisée par une
transformation projective de P3 vers P2, représentée par une matrice P˜ de taille (3× 4). L’équation de
projection est :
q˜ ∼ P˜Q˜.
Avec P˜ def= K
(
R t
)
. La matrice K contient les paramètres intrinsèques ou internes de la ca-
méra, tandis que le couple {R, t} représente ses paramètres extrinsèques. Ils définissent la position
et l’orientation de la caméra par une transformation rigide entre le repère caméra et le repère monde,
c’est-à-dire le repère dans lequel sont exprimées les coordonnées des points 3D.
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Les paramètres intrinsèques sont les caractéristiques internes de la caméra, liés notamment à la
taille des pixels, au zoom, etc. La matrice K est donnée par :
K def=
 κfo τ u00 fo v0
0 0 1
 .
Elle est triangulaire supérieure. Les paramètres internes sont :
B La distance focale fo, distance orthogonale du centre optique au plan image exprimée en pixel
par unité métrique.
B Le point principal
(
u0 v0
)T
qui est l’intersection de l’axe optique et du plan image.
B κ est le rapport d’aspect entre les dimensions verticale et horizontale des pixels du capteur
photosensible.
B τ est un facteur d’obliquité lié à l’angle entres les axes du capteur.
En pratique, on fixe τ = 0 et κ = 1, ce qui est une bonne approximation des caméras réelles
modernes. L’estimation des paramètres internes d’une caméra constitue l’opération de calibrage.
champ 
de vue
rétine
axe optique
centre de 
projection
fo
u0
v0
point 
principal
FIG. 1.1 – Le modèle de projection perspective ou « sténopé ».
1.2.3 Modèle de projection affine
Ce modèle décrit les caméras réalisant une projection pour laquelle les rayons de vue sont paral-
lèles. La dernière ligne de la matrice de projection est donnée par pT3 =
(
0 0 0 1
)
. Un point à
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l’infini est alors projeté à l’infini. Le modèle de caméra affine est décrit par :
P˜A def=
 αx τ 00 αy 0
0 0 1
( R2×3 t2×101×3 1
)
, (1.1)
avec R la matrice de rotation tronquée aux deux premières lignes. Les paramètres internes sont le
facteur d’obliquité τ et les facteurs d’échelles suivant x et y : αx et αy respectivement.
La projection par caméra affine peut être vue comme une transformation affine d’un point Q en
coordonnée non-homogène :
q = AQ+ tA avec A =
(
αx τ
0 αy
)
R et tA =
(
αx τ
0 αy
)
t.
L’une des principales propriétés des caméras affines est la conservation du parallélisme. Deux
droites parallèles dans l’espace 3D sont projetées en deux droites parallèles dans les images. Ce
modèle constitue une bonne approximation des caméras réelles si la scène observée présente de faibles
variations de profondeur et si la distance focale est grande.
1.3 Mesures de distance
Dans notre étude, nous avons à estimer les paramètres d’un modèle à partir de critères basés sur
des distances entre données image. Un critère possible est de minimiser une somme de distances au
carré entre les points extraits d’une image et ceux prédits par un modèle. Des distances algébriques
et Euclidiennes sont utilisées. La première l’est principalement pour obtenir une estimation du vec-
teur de paramètres inhérent au modèle, par résolution d’un problème de moindres carrés linéaires.
Cette estimation est ensuite raffinée par une minimisation non-linéaire de distances Euclidiennes. La
distance algébrique n’a pas de sens strictement physique contrairement à la distance Euclidienne.
Distance Euclidienne. Nous introduisons les distances Euclidiennes entre deux points et entre un
point est une droite. Elles sont exprimées en terme des coordonnées homogènes de ces entités.
B Distance point-point : Elle est notée dpp(q˜, q˜′) avec q et q′ deux points de l’espace Euclidien
de dimension p (p = 2 ou p = 3) représentés par leurs coordonnées homogènes : q˜T def=(
qT w
)
et q˜′T def=
(
q′T w′
)
. Cette distance est donnée par :
d2pp(q˜, q˜′)
def=
∥∥∥∥∥qw − q
′
w′
∥∥∥∥∥
2
.
Afin de ne pas alourdir les notations elle est également notée d2(q˜, q˜′) dans le tapuscrit.
B Distance point-droite : La distance entre un point q et une droite l représentés par leurs
coordonnées homogènes : q˜T def=
(
qT w
)
et l˜T def=
(
lT l
)
est donnée par :
d2pl(q˜, l˜)
def= (q
Tl)2
w2 ‖l‖2 .
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Distance algébrique. Nous introduisons une distance algébrique entre deux points et entre un point
et une droite. Ces distances sont également exprimées en terme de coordonnées homogènes.
B Distance point-point : Une distance algébrique entre deux points appartenant au plan Eucli-
dien (p = 2) est donnée par :
d2A_pp(q˜, q˜′)
def=
∥∥∥S [q˜]× q˜′∥∥∥2 ,
également notée d2A(q˜, q˜′) par la suite pour simplifier les notations.
B Distance point-droite : La distance algébrique entre un point et une droite s’écrit :
d2A_pl(q˜, q˜′)
def=
∥∥∥q˜Tl˜∥∥∥2 .
Transformée en distance. Elle associe à chaque point q de l’espace la distance au point étiqueté
ql le plus proche. Il en découle une carte de distance HD avec HD(q) = d2(q˜, q˜l). Cette opération
est notamment utilisée sur des images pour des opérations morphologiques telles que l’érosion ou
la dilatation. Plus de détails sur le calcul de la transformée en distance peuvent être trouvés dans
(Borgefors, 1988). Nous utilisons la transformée en distance en annexe A.
1.4 Introduction à la reconstruction 3D de scènes rigides
Nous introduisons brièvement quelques techniques de reconstruction 3D de scènes rigides, des
détails supplémentaires sont disponibles dans (Hartley and Zisserman, 2003). La plupart des algo-
rithmes suivent un schéma d’estimation constitué de deux étapes :
B Initialisation : une estimation initiale des caméras et des points 3D est obtenue par minimisa-
tion d’un critère basé sur des distances algébriques.
B L’ajustement de faisceaux : les positions des points 3D et les poses des caméras sont raffinées
par minimisation de distances Euclidiennes.
Les notions de base présentées dans cette section sont requises pour la compréhension du chapitre 5.
1.4.1 Initialisation à partir de deux vues
1.4.1.1 La géométrie épipolaire
La géométrie liée à l’observation d’une même scène rigide à travers deux points de vue différents
est appelée géométrie épipolaire. Elle permet de définir la relation entre les projections q˜ sur la
première image et q˜′ sur la deuxième, d’un point Q˜ de la scène observée. La connaissance de la
structure de la scène n’est pas requise. Elle peut être calculée comme indiqué ci-dessous.
La matrice fondamentale Fo traduit de manière algébrique la géométrie épipolaire. A partir de
cette matrice, on peut définir une contrainte très forte : la contrainte épipolaire. Elle existe pour tout
couple de points {q˜, q˜′} résultant de la projection d’un même point 3D :
q˜TFoq˜′ = 0.
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Cette contrainte exprime le fait que chaque point doit se trouver sur la droite épipolaire donnée par
son correspondant dans l’autre image. Les droites épipolaires se rencontrent sur les épipôles qui sont
les noyaux de Fo : Foe˜ = FTo e˜′ = 0.
La matrice fondamentale est liée à une reconstruction projective (non-calibrée) de la scène. Elle
peut être estimée à partir d’un minimum de 7 correspondances de points, pour une estimation linéaire
8 correspondances sont requises (Hartley, 1997). Son équivalent pour une reconstruction Euclidienne,
c’est-à-dire pour laquelle les paramètres internes de la caméra sont connus, est la matrice essentielle.
Notons que la géométrie épipolaire n’est pas valide lorsque la scène, observée par une seule ca-
méra en mouvement, se déforme.
1.4.1.2 Estimation des caméras et de la structure
La formule générale pour une paire canonique de matrices de projection
{
P˜, P˜′
}
associée à une
matrice fondamentale Fo est donnée par :
P˜ =
(
I 0
)
et P˜′ =
(
[e˜′]× Fo + e˜′vT λe˜′
)
,
avec v un vecteur quelconque de dimension 3, λ un scalaire non-nul et e˜′ l’épipole associé à la
deuxième image (il peut être calculé à partir de Fo).
Une fois les matrices de projection connues, la structure est estimée par triangulation des points
3D. Ceci peut être fait, indépendamment pour chaque point Q˜j , par minimisation de l’erreur suivante :
min
Q˜j
d2A(q˜, P˜Q˜j) + d2A(q˜′, P˜′Q˜j).
L’emploi de distances algébriques introduit une estimation linéaire des Q˜j , il est ensuite possible de
raffiner l’estimation obtenue par minimisation non-linéaire d’une somme de distances Euclidiennes.
Notons qu’un critère de distances Euclidiennes peut directement être minimisé (Hartley and Sturm,
1997). La matrice essentielle peut aussi être estimée uniquement à partir de correspondances de
points. Les poses {R, t} {R′, t′} en sont alors extraites, voir par exemple (Huang and Faugeras, 1989).
1.4.1.3 Normalisation des données
Il a été montré dans (Hartley, 1997) que la normalisation des données améliore les résultats de la
plupart des algorithmes linéaires comme par exemple l’estimation de la matrice fondamentale ou bien
encore la triangulation de point. Le conditionnement numérique du système linéaire s’en trouve être
amélioré. La normalisation consiste à translater le centre de gravité des points à l’origine du repère
de référence et à appliquer un facteur d’échelle tel que la distance moyenne des points à l’origine soit√
2. Par la suite, nous normaliserons les données dès lors que des distances algébriques sont utilisées.
1.4.2 Initialisation à partir de plusieurs vues
L’approche séquentielle. Son principe consiste à évaluer la caméra courante à partir de la structure
connue à l’instant précédent. Une reconstruction initiale partielle est donc requise. Elle peut être ob-
tenue à l’aide des deux premières vues. La structure observée est mise à jour pour chaque nouvelle
caméra : des nouveaux points sont reconstruits et ceux déjà estimés sont éventuellement raffinés. Les
étapes suivantes sont alors répétées :
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B Estimation linéaire : la caméra P˜i est évaluée à partir de p correspondances 2D ↔ 3D entre
la structure existante et les points détectés dans cette image (resection). L’erreur suivante est
minimisée :
min
P˜i
p∑
j=1
d2A(q˜i,j, P˜iQ˜j).
B Triangulation de nouveaux points : de nouveaux points observés sont reconstruits à condi-
tion qu’ils soient visibles dans la vue i et dans au moins une des vues précédentes.
B Ajustement de faisceaux (optionnel). L’estimation des caméras et des points 3D est raffinée
par minimisation de distances Euclidiennes. Cette étape est décrite en §1.4.3.
Le principal inconvénient de cette approche est l’accumulation des erreurs au cours du temps, entraî-
nant des dérives dans la reconstruction.
L’approche hiérarchique. Son principe est de diviser la vidéo en paires (ou triplets) d’images.
La reconstruction est faite indépendamment sur chacunes d’entr’elles en utilisant les algorithmes de
reconstruction pour 2 (ou 3) vues décrits précédemment. Les reconstructions partielles sont ensuite
fusionnées. Elles doivent pour cela être exprimées dans le même référentiel. Une homographie h˜ est
alors estimée entre chaque reconstruction, par exemple par minimisation de l’erreur suivante :
min
h˜
n′∑
i=1
m∑
j=1
d2A(q˜′i,j, P˜′ih˜Q˜j),
l’absence et la présence de " ′ " indiquent respectivement le premier et le deuxième jeu d’images.
L’utilisation de distances algébriques induit une solution linéaire pour l’estimation de h˜. Notons que
ce critère n’est pas symétrique puisque les erreurs sont minimisées dans un jeu d’images mais pas
dans l’autre. Une approche hiérarchique est décrit dans (Fitzgibbon and Zisserman, 1998).
La factorisation. Elle consiste à extraire de la matrice de mesure M, rassemblant les points 2D,
les matrices de mouvement W et de forme U telles que :M = Wkn×rUr×m, avec r  min{kn,m}.
Le choix du rang r dépend du modèle de projection utilisé : r = 3 et r = 4 respectivement pour
un modèle de caméra affine et perspectif. Le principal inconvénient de la plupart des méthodes de
factorisation est que tous les points doivent être apparents dans toutes les images :
B Factorisation affine : elle a été introduite dans (Tomasi and Kanade, 1992). Les coordonnées
homogènes ne sont pas utilisées. La projection par caméra affine est donnée par : qi,j = AiQj+
tAi. Au préalable, les points {qi,j}n,mi,j=1 sont translatés sur leur centre de gravité (Tomasi and
Kanade, 1992) :
qi,j ← qi,j − 1
nm
n∑
i=1
m∑
j=1
qi,j.
Le système d’équations suivant est alors obtenu :
M2n×m =

q1,1 q1,2 · · · q1,m
q2,1 q2,2 · · · q2,m
...
... . . .
...
qn,1 qn,2 · · · qn,m
 =

A1
A2
...
An

2n×3
(
Q1 Q2 · · · Qm
)
3×m + Ψ2n×m,
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avec Ψ une matrice modélisant le bruit sur les mesures. Une solution possible est donnée par
la décomposition en valeur singulièreM = ΞΣΓT en ne conservant que les 3 vecteurs propres
associés aux 3 plus grandes valeurs propres (Tomasi and Kanade, 1992) : J = Ξ2n×3Σ3×3
et Z = Γm×3T. Cette solution n’est pas unique puisque n’importe quelle matrice inversible
Q de taille 3 × 3 peut être insérée dans la décomposition engendrant le même résultat :
W = JQ et U = Q−1Z ⇒ WU = (JQ)(Q−1Z) = JZ.
B Factorisation perspective : elle est introduite dans (Sturm and Triggs, 1996). L’équation de
projection perspective est définie à un facteur près. En écrivant explicitement ce facteur elle
devient : wi,jq˜i,j = P˜iQ˜j , avec la dernière composante de q˜i,j égale à 1. Le système suivant en
découle :
M3n×m =

w1,1q˜1,1 · · · w1,mq˜1,m
w2,1q˜2,1 · · · w2,mq˜2,m
...
. . .
...
wn,1q˜n,1 · · · wn,mq˜n,m
 =

P˜1
P˜2
...
P˜n

3n×4
( Q˜1 Q˜2 · · · Q˜m )4×m + Ψ3n×m.
Sous l’hypothèse de coefficients {wi,j}n,mi,j=1 connus, les caméras ainsi que la structure sont es-
timées par une simple factorisation semblable à celle utilisée pour des caméras affines. Une
solution est donnée par la décomposition en valeurs singulières de M en ne conservant que
les 4 vecteurs propres associés aux 4 plus grandes valeurs propres. La reconstruction obtenue
n’est pas unique, elle est définie à une transformation perspective près. On parle de reconstruc-
tion perspective. Elle peut être étendue en une reconstruction Euclidienne si les caméras sont
calibrées (Hartley and Zisserman, 2003).
Des solutions ont été proposées pour estimer les profondeurs projective {wi,j}n,mi,j=1 en utilisant
la géométrie épipolaire (Martinec and Pajdla, 2005; Sturm and Triggs, 1996). Une alternative,
proposée dans (Heyden, 1997), est de fixer tous les {wi,j}n,mi,j=1 à 1 puis de répéter les étapes
suivantes jusqu’à convergence :
∗ Former la matriceM étant donnés les {wi,j}n,mi,j=1.
∗ Extraire les
{
P˜i
}n
i=1
et
{
Q˜j
}m
j=1
par SVD.
∗ Mettre à jour les {wi,j}n,mi,j=1 à partir des équations de projection wi,jq˜i,j = P˜iQ˜j .
Contraintes de fermeture. Les contraintes de fermeture définissent des relations bilinéaires entre
les matrices de projection et les matrices fondamentales. Elles sont proposées dans (Triggs, 1997)
dans le cadre de caméras perspectives et dans (Guilbert et al., 2006) pour des caméras affines. L’ac-
cumulation de toutes ces contraintes permet d’estimer linéairement les matrices de projection. La
structure 3D est ensuite estimée par triangulation. Notons que ces approches ne nécessitent pas que
tous les points soient visibles dans toutes les vues mais uniquement qu’un nombre suffisamment im-
portant de matrices fondamentales puissent êtres estimées. Enfin, une contrainte de fermeture sur la
structure est proposée dans (Tardif et al., 2007). Les caméras sont estimées par resection.
1.4.3 Ajustement de faisceaux
Soit Q˜j un point 3D de la scène observée exprimé en coordonnées homogènes, P˜i une matrice
de projection de P3 dans P2 et q˜i,j le point 2D exprimé en coordonnées homogènes obtenu par :
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q˜i,j ∼ P˜iQ˜j , avec i ∈ [1, · · · , n] les indices des images et j ∈ [1, · · · ,m] les indices des points. De
par la présence d’occultations certains points ne sont pas connus. Une carte de visibilité V est définie :
vi,j = 1 si le point 3D i et vue par la caméra j, sinon vi,j = 0. Les caméras ainsi que les points 3D
sont alors estimés en minimisant l’erreur de reprojection :
min
{P˜i}n
i=1
,{Q˜j}m
j=1
n∑
i=1
m∑
j=1
vi,j d
2(q˜i,j, P˜iQ˜j). (1.2)
Ce critère peut être réécrit sous forme matricielle comme suit :
min
W,U
‖V  (M−WU)‖2 , (1.3)
avec
M =

q˜1,1 q˜1,2 · · · q˜1,m
q˜2,1 q˜2,2 · · · q˜2,m
...
... . . .
...
q˜n,1 q˜n,2 · · · q˜n,m
 , W =

P˜1
P˜2
...
P˜n
 et U =
(
Q˜1 Q˜2 · · · Q˜m
)
.
La matrice V est définie par :
V def=

v1,1 · · · v1,m
v1,1 · · · v1,m
... · · · ...
vn,1 · · · vn,m
vn,1 · · · vn,m

.
La minimisation de l’équation (1.2) est appelée ajustement de faisceaux. Les équations sont
non-linéaires par rapport aux paramètres. Leur estimation se fait habituellement par l’algorithme
Levenberg-Marquardt, décrit en §1.6.2. La convergence vers le minimum global n’étant pas garantie,
une initialisation proche du minimum global est fortement recommandée même si une initialisation
aléatoire des paramètres peut donner de bons résultats (Buchanan and Fitzgibbon, 2005). Plusieurs
points de départ doivent alors être testés, la meilleure solution est finalement conservée. Ce procédé
s’avère être coûteux en terme de temps de calcul. L’ajustement de faisceaux constitue souvent la der-
nière étape d’un module de reconstruction 3D. Notons que si les paramètres internes des caméras sont
connus, on parle d’ajustement de faisceaux Euclidien. Dans le cas contraire, on parle d’ajustement de
faisceaux projectif.
Une autre possibilité est d’alterner l’estimation de la matrice de mouvement W et de la matrice
de forme U (c’est-à-dire d’alterner l’estimation des caméras et des points 3D) en supposant que l’une
des deux matrices est connue (Hartley and Schaffalitzky, 2003). Cette approche appelée alternation,
utilise le fait que si l’une des matrices est connue alors l’estimation de la deuxième est plus facile.
1.5 Images, transformations et augmentation
1.5.1 Transformation entre images
Nous considérons deux images, l’image de référence et celle à recaler (autrement appelée image
cible ou image courante). Elles sont respectivement notées I0 et Ii. La transformation géométrique
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définie entre ces images est notéeW , elle est appelée par la suite fonction de déformation. Elle dépend
d’un vecteur de paramètres u et transfert un pixel q ∈ R de l’image de référence vers l’image cible :
qi =W(q;u),
avec R l’ensemble des pixels d’intérêt. qi ne correspond pas forcement à un pixel de l’image cible.
Afin de lui affecter une intensité Ii(qi), il est nécessaire d’interpoler l’image Ii. Différents processus
d’interpolation peuvent être utilisés comme par exemple l’interpolation bilinéaire ou bicubique. Cette
dernière est utilisée lors des différentes expérimentations. Elle est plus lisse et introduit moins d’ar-
tefacts que l’interpolation bilinéaire. L’intensité associé à un pixel est exprimé en Unité d’Intensité
(UI), elle est comprise entre 0 et 255. Le recalage d’images est étudié aux chapitres 2, 3 et 4. Notons
que l’indice i relatif aux images courantes est la plupart du temps omis dans la suite du tapuscrit pour
des raisons de clarté.
Nous notons ∂W
∂q (q;u) et
∂dW
∂q (q;u), les dérivées partielles et les dérivées directionnelles par-
tielles suivant la direction d ∈ S1 de la transformation W , avec S1 le cercle de rayon unité. Leur
approximation par différences finies sont respectivement notées E(q;u) et E(d;q;u). Par exemple
E(d;q;u) = W(q+d;u)−W(q−d;u)2 . Dans le tapuscrit, les dérivées centrale, à gauche et à droite sont
distinguées par l’ajout respectif des indices c, l, r. L’absence d’indice signifie qu’une dérivée centrale
est utilisée. Enfin, le gradient d’une image, c’est-à-dire sa dérivée partielle par rapport à q, est noté
∇I et défini par : ∇I(q) def= ∂I
∂q(q).
Exemples de transformations rigides. Le choix de la transformation géométrique dépend de l’ap-
plication visée. Nous nous intéressons plus particulièrement aux transformations non-rigides. Celles
que nous utilisons dans notre étude sont décrites en §2.3. Nous présentons ici des exemples de trans-
formations rigides.
B Similitudes : Elles sont décrites par :
W(q;u) def=
(
u1 (cos(u2)qx − sin(u2)qy) + u3
u1 (sin(u2)qx + cos(u2)qy) + u4
)
.
Elles conservent les rapports de longueurs, les angles et plus particulièrement le parallélisme.
B Affinités : Elles sont décrites par :
W(q;u) def=
(
(1 + u1)qx + u3qy + u5
u2q
x + (1 + u4)qy + u6
)
.
Elles conservent notamment le parallélisme.
B Homographies : Elles sont données par :
W(q;u) def= 11 + u7qx + u8qy
(
(1 + u1)qx + u3qy + u5
u2q
x + (1 + u4)qy + u6
)
.
Elles décrivent des transformations linéaires pour des points exprimés en coordonnées homo-
gènes. Elles conservent le bi-rapport.
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1.5.2 Augmentation 2D d’une image
L’augmentation 2D ("retexturing" en anglais) consiste à superposer un logo4 à une image. Des
exemples d’augmentation 2D d’images d’une surface déformable sont présentés aux chapitres 3 et
4. Pour que le rendu soit visuellement réaliste, il faut que les transformations géométriques entre les
images soient estimées précisément. Cette problématique est étudiée dans les chapitres 2, 3 et 4. La
méthodologie utilisée pour l’augmentation 2D d’une image est décrite ci-dessous. La transformation
entre l’image de référence et l’image courante, ainsi que son inverse, sont supposées connues. Nous
disposons également d’une image L0 de taille semblable à celle de l’image de texture, sur laquelle se
trouve le logo qui va servir pour l’augmentation. Elle est transformée parW−1 en l’image L :
L(q)← L0(W(q;u)−1).
L’augmentation 2D consiste alors en une addition pondérée de deux images. La pondération se
fait par une carte d’occupation Ho dont les éléments sont compris entre 0 (⇔ logo absent) et 1 (⇔
logo présent). Des valeurs non binaires sont affectées aux bords du logo, voir ci-dessous.
L’image augmentée est donnée par :
I ← I  (1− σtHo) + L  σtHo,
où σt contrôle la transparence du logo. La figure 1.2 illustre le principe de l’augmentation 2D d’une
image.
La construction de la carte d’occupationHo se fait dans un premier temps par segmentation « gros-
sière » de l’image L, séparant ainsi le logo de son arrière plan. Des algorithmes évolués de segmen-
tation peuvent être utilisés. Cependant, un simple seuillage des trois canaux RVB5 est suffisant sous
l’hypothèse d’un arrière plan uniforme dont la couleur n’est pas présente dans le logo. Les pixels
segmentés comme faisant partie du logo sont mis à 1 dansHo et les autres à 0. Ensuite, la carte d’oc-
cupation est raffinée par une opération d’érosion afin de palier aux erreurs de segmentation présentes
sur les bords. Une transformée en distance est appliquée à la carte Ho = 1−Ho : HoD. Les pixels qb
correspondant aux bords du logo sont détectés par simple seuillage (seuil σd) deHoD.
La carte d’occupation peut être mise à jour par Ho(qb) = 0. Cette opération introduit des transi-
tions abruptes qui sont gênantes visuellement. Afin d’améliorer le rendu, les transitions sont lissées.
La carte d’occupation est donnée par Ho ← exp(−(HoD − σd)2/σ2g) avec σd > σg. Au préalable, on
affecte la valeur σd dans HoD aux pixels dont la distance est supérieure à σd. La construction de la
carte d’occupation est illustrée sur la figure 1.3.
1.5.3 Augmentation 3D d’une image
Nous appelons augmentation 3D l’ajout d’objets 3D virtuels dans les images. Cette opération
requiert une connaissance précise de la structure de la scène observée ainsi que du déplacement des
caméras. Pour un rendu réaliste, il est nécessaire de détecter les régions de l’objet 3D qui ne sont
pas observées par la caméra courante. Pour cela des algorithmes comme le z-buffer peuvent être
utilisés. Des techniques de rendu 3D sont également appliquées, elles retranscrivent les variations
d’illumination : ombres, spécularités, etc., en fonction de la position de la caméra par rapport à une ou
plusieurs sources lumineuses. Des exemples d’augmentation 3D d’images d’une surface déformable
sont présentées en §5.5.2.
4Une vidéo, du texte, etc. peuvent également être superposés.
5Rouge, Vert et Bleu.
1.6 Optimisation numérique 17
+
I 1− σtHo σtHo
¯¯
L
σ t
=
0,
94
σ
t
=
0,
70
FIG. 1.2 – Principe de l’augmentation 2D d’une image.
1.6 Optimisation numérique
Dans notre étude, les fonctions de coût à minimiser sont (ou peuvent être mises) sous la forme
d’une somme d’éléments au carré :
E(u) def=
p∑
i=1
f 2i (u),
avec fi(u) le ième résidu, p le nombre de résidus et u le vecteur de paramètres. En concaténant
l’ensemble des résidus fT(u) =
(
f1(u) · · · fm(u)
)
, on obtient E(u) = ‖f(u)‖2 .
On cherche à estimer le vecteur de paramètres uˆ tel que E(uˆ)→ min. En pratique, les erreurs liées
aux approximations numériques, au bruit présent dans les images et à la modélisation approximative
de la physique, font que le critère ne s’annule pas. Le vecteur de paramètres uˆ pour lequel l’erreur
E(uˆ) est minimale est recherché, c’est-à-dire :
uˆ = arg min
u
E(u).
Les résidus fi(u) peuvent être des fonctions linéaires ou non-linéaires de u, introduisant respective-
ment un problème d’optimisation de moindre carrés linéaires ou non-linéaires. Dans le premier cas la
solution est obtenue par SVD. Dans le deuxième cas l’estimation des paramètres se fait itérativement
en faisant l’hypothèse que les fi sont localement linéaires par rapport au vecteur de paramètres. A
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Segmentation   
grossière de .
Détection des        
bords
Fonction de lissage: 
adoucit les transitions
Carte d’occupation           
du logo
L
FIG. 1.3 – Construction de la carte d’occupation. Les bords du logo sont détectés par seuillage
de la carte de distance. Celle-ci est issue d’une transformée en distance appliquée à la segmentation
grossière de L. Une fonction de lissage est ensuite appliquée afin d’éliminer les imperfections de
segmentation et d’améliorer le rendu de l’augmentation 2D.
chaque itération un incrément ∆u est estimé. Ce dernier permet de mettre à jour le vecteur de pa-
ramètres courant tout en vérifiant la décroissance de l’erreur. A partir d’une estimation initiale, on
obtient ainsi une suite de valeurs qui converge vers un minimum local uˆ de E . Le critère de conver-
gence est fixé par ‖∆u‖ ≤ , où  est typiquement fixé à  = 10−8
1.6.1 Moindres carrés linéaires
Si les fi sont des fonctions linéaires de u, le critère peut être réécrit sous forme matricielle. Dans
le cas homogène, c’est-à-dire sans membre droit, nous obtenons :
E(u) = ‖Fu‖2 .
La solution au sens des moindres carrés, sous la contrainte que ‖u‖2 = 1, est donnée par le vecteur
singulier associé à la plus petite valeur singulière de la matrice F obtenue par SVD.
Certains problèmes examinés dans ce tapuscrit conduisent à la résolution d’un système non-
homogène dont la solution au sens des moindres carrés est donnée par la minimisation du critère :
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E(u) = ‖Fu− b‖2, avec b 6= 0. Notons que le nombre d’équations est dans tous les cas supérieur
au nombre d’inconnues. La résolution du système d’équations normales FTFu = FTb conduit à la
pseudo inverse :
u = F†b.
1.6.2 Moindres carrés non-linéaires
Les différentes méthodes d’optimisation décrites ci-dessous diffèrent du point de vue du calcul
de l’incrément ∆u. Elles sont habituellement couplées à une mise à jour additive u ← u + ∆u du
vecteur de paramètres. Notons que pour certaines fonctions de coût une mise à jour compositionnelle
dans l’espace des transformations peut être envisagée. Plus de détails sont donnés en §2.2.2.3.
Descente de gradient. Cette méthode fixe la direction de descente comme la ligne de plus grande
pente de E . Elle est basée sur l’observation que E(u) décroît le plus rapidement dans la direction
opposée à celle du gradient de E . Dans le cadre d’une fonction à plusieurs paramètres, les dérivées
partielles sont regroupées dans un vecteur : le gradient de la fonction gi(u). Chaque élément corres-
pond alors à la dérivée partielle de la fonction selon l’un de ses paramètres. En rassemblant l’ensemble
des vecteurs gradients associés à chaque résidus fi, on obtient la matrice Jacobienne de l’erreur :
J =

gT1
...
gTm
 .
L’incrément de la descente de gradient est donné par : ∆u = −J Tf . L’avantage de cette méthode
est que la convergence vers un minimum local est assurée. En revanche elle converge habituelle-
ment en un très grand nombre d’itérations. Ceci s’explique en partie par la non prise en compte de
l’information de courbure liée aux dérivées secondes.
Gauss-Newton. L’approximation locale par Gauss-Newton (GN) de E(u) est obtenue par dévelop-
pement de Taylor au premier ordre de f(u+ ∆u) :
E(u+ ∆u) = ‖f(u+ ∆u)‖2
= ‖f(u) + J∆u‖2 ,
où J est la matrice Jacobienne de f . Une itération de Gauss-Newton revient à résoudre un système
de moindres carrés linéaires non-homogènes. L’incrément est obtenu par résolution des équations
normales :
H∆u = −b, (1.4)
avec H = J TJ l’approximation de Gauss-Newton de la matrice Hessienne et b = J Tf . Au final
l’incrément de GN est donné par :
∆u = −H−1J Tf .
L’approximation de Gauss-Newton assure une convergence quadratique efficace, sans estimer la « vraie »
matrice Hessienne. La décroissance du critère n’est cependant pas assurée. Le comportement de la
convergence dépend fortement de la condition initiale.
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Levenberg-Marquardt. L’algorithme Levenberg-Marquardt (LM) fut publié dans (Levenberg, 1944)
puis redécouvert dans (Marquardt, 1963). Il est devenu un standard parmi les méthodes d’optimisa-
tion de moindres carrés non-linéaires. Chaque itération combine la méthode de GN et la méthode de
descente de gradient (décrites ci-dessus). Lorsque la solution est éloignée d’un minimum local, la des-
cente de gradient est privilégiée, offrant une convergence lente mais assurée. Au contraire, aux abords
d’un minimum local, la méthode de GN est utilisée de par sa plus grande efficacité de convergence.
L’incrément est donné par ∆u = −(J TJ + τ I)−1J Tf , avec J la matrice Jacobienne de f .
Par rapport à l’incrément de GN, seule la diagonale de la matrice H = J TJ est modifiée. Cette
correction est appelée amortissement et le paramètre τ est dit coefficient d’amortissement. Augmenter
ou réduire τ revient respectivement à donner plus ou moins d’importance à la descente de gradient.
B Si l’incrément ∆u introduit une diminution de l’erreur, alors il est accepté et τ est divisé par
10 avant la prochaine itération.
B Au contraire, si ∆u entraîne une augmentation de l’erreur, alors τ est multiplié par 10 et l’in-
crément est recalculé. Ces opérations sont répétées jusqu’à ce que l’erreur diminue.
Si le coefficient τ est grand, alors la matrice (J TJ + τ I) est proche d’une matrice diagonale et
∆u correspond quasiment à l’incrément d’une descente de gradient. Par contre, si τ est petit, il se
rapproche de celui de Gauss-Newton. L’algorithme est adaptatif et contrôle automatiquement l’amor-
tissement. De ce fait, il est capable d’alterner entre une lente descente de gradient loin d’un minimum
local et une rapide convergence quadratique dans son voisinage.
"Efficient Second order Minimisation". L’approximation Efficient Second order Minimisation
(ESM) est proposé dans (Malis, 2004). Elle s’avère être spécifique aux fonctions de coût pour les-
quelles les résidus fi peuvent être mis sous la forme suivante : fi(u) = si(u0) − si(u), avec u0 les
paramètres identité (ou de référence) connus et fixes. Les fonctions de coût utilisées dans notre étude
sont (ou peuvent être mises), la plupart du temps sous cette forme. L’erreur finale s’écrit :
E(u) =
p∑
i=1
‖si(u0)− si(u)‖2 .
L’approximation de la fonction de coût par ESM est une approximation du second ordre, théori-
quement meilleure que celle de GN, ne nécessitant pas le calcul de la « vrai » matrice Hessienne. Elle
est donnée par :
E(u+ ∆u) =
p∑
i=1
∥∥∥∥si(u0)− si(u) + 12(gTi (u) + gTi (u0))∆u
∥∥∥∥2 ,
où les gi(u) sont les vecteurs gradients des si(u) et gi(u0) les vecteurs gradients des si(u0).
L’incrément de ESM est donné par ∆u def= −2(J (u0) + J (u))†f .
Cette procédure d’optimisation possède des propriétés de convergence intéressantes. Par exemple
le nombre d’itérations pour converger est souvent inférieur à celui de l’algorithme Gauss-Newton.
Chapitre 2
Cadre général du recalage d’images par
modèles déformables
Nous définissons les éléments de base pour le recalage d’images d’une surface déformable.
La première partie de ce chapitre est une revue des méthodes classiques estimant les modèles
déformables à partir de données image. Les deuxième et troisième parties décrivent les modèles
déformables utilisés au cours de nos travaux.
2.1 Introduction
Le principe du recalage d’images est d’estimer les transformations qui rendent deux ou plusieurs
images les plus semblables possibles. La ressemblance est mesurée par des critères que nous présen-
tons en §2.2. Ces transformations sont principalement de deux types :
B Une transformation géométrique modifiant la position des pixels dans les images. Elle
engendre un champ de déplacement dense entre une image de référence et l’image cible. Nous
nous intéressons plus particulièrement aux transformations non-rigides, appelées par la suite
fonctions de déformation. Celles utilisées au cours de nos travaux sont décrites en §2.3.
B Une transformation photométrique modifiant la valeur des pixels. Elle modélise les varia-
tions d’illumination globales et / ou locales. Notons que ces phénomènes ne sont pas toujours
explicitement modélisés : certaines approches privilégient une estimation de la transformation
géométrique à partir d’informations image invariantes aux conditions d’éclairage.
Dans la littérature, il existe deux grandes approches de recalage d’images. L’approche directe uti-
lise l’information de couleur contenue dans chaque pixel des images. Elle minimise une erreur basée
sur l’information directement disponible, comme par exemple l’intensité lumineuse. Par opposition
aux approches basées primitives1 qui extraient au préalable un ensemble discret de primitives (points,
droites, courbes, etc.) indépendamment dans chaque image, puis analysent les correspondances afin
d’estimer le déplacement. Ces méthodes minimisent une fonction de coût basée sur la notion de dis-
tance entre primitives correspondantes.
1"feature-based" en anglais.
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Propriétés des approches directes. Elles estiment précisément les transformations entre images
de par la grande quantité d’information disponible. De plus, elles ne requièrent pas la mise en
correspondance de primitives. En contrepartie, elles sont sensibles aux variations d’apparences et
ne permettent pas l’estimation de mouvements importants entre des images puisque l’information
d’intensité n’est que localement corrélée aux déplacements.
Propriétés des approches basées primitives. Elles ont pour principaux avantages d’estimer des
déplacements importants entre les images. L’évaluation des transformations géométriques est en
outre peu sensible aux variations d’éclairement. En contrepartie, elles nécessitent de détecter et de
mettre en correspondance des primitives. Le nombre de correspondances obtenu peut être faible, il
en résulte alors une estimation des transformations peu précise.
Ces deux types de méthodes s’avèrent être complémentaires. Leur combinaison permet de béné-
ficier des avantages des deux approches (Ladikos et al., 2007; Pilet et al., 2007). Dans un premier
temps, le déplacement est estimé à partir de primitives puis est raffiné par minimisation d’un cri-
tère direct. L’algorithme introduit gère alors les grands déplacements tout en estimant précisément
la transformation géométrique pour chaque pixel. Dans notre étude, nous utilisons principalement les
méthodes directes. Les approches basées primitives ne sont que brièvement introduites en §2.2.3. Plus
de détails sur ces méthodes peuvent être trouvés dans la littérature (Lepetit et al., 2005; Pilet et al.,
2005; Torr and Zisserman, 1999).
Le recalage d’images d’une surface déformable à partir de méthodes directes et basées primitives
est intrinsèquement mal posé. Il est nécessaire de contraindre le problème par l’emploi de modèles
déformables et / ou en incorporant un ou plusieurs terme(s) de régularisation dans la fonction de
coût. Une grande variété de modèles déformables sont proposés dans la littérature. Le choix se fait en
fonction de l’application visée et des propriétés de la surface observée. Par exemple, certains modèles
engendrent des déformations lisses, d’autres introduisent des déformations ponctuelles.
Organisation du chapitre. Ce chapitre s’articule autour de trois grandes parties. En §2.2 les outils
permettant d’estimer une fonction de déformation à partir de données images sont présentés : les diffé-
rents critères, les termes de régularisation, les méthodes spécifiques d’optimisation etc. La deuxième
partie de ce chapitre, §2.3, est consacrée à l’étude des fonctions de déformation utilisées au cours
du tapuscrit. Nous présentons ensuite en §2.4 les modèles approximant les déformations 3D d’une
surface par une combinaison linéaire de modes de déformation. Enfin, nous concluons ce chapitre en
§2.5.
2.2 Cadre général de l’estimation
2.2.1 Forme de la fonction de coût
En recalage non-rigide, la forme générale de la fonction de coût se compose de deux termes, un
terme de données Ed qui compare les informations issues de l’image de référence et celles provenant
de l’image cible, et un terme de régularisation Es :
E(u) def= Ed(u) + λsEs(u), (2.1)
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avec λs le paramètre contrôlant l’influence de la régularisation. Le terme Es est important puisque
l’estimation du champ de déplacement dense entre deux images à partir uniquement d’intensités lu-
mineuses ou de primitives est un problème mal posé (Horn and Schunck, 1981) si la fonction de dé-
formation utilisée n’est pas suffisamment contrainte. Notons que certaines fonctions de déformation
sont naturellement régularisées : par exemple les fonctions plaque mince (TPS2) (Bookstein, 1989)
minimisent l’énergie de courbure. Dans ce cas le terme de régularisation Es peut être omis. Il est éga-
lement possible d’ajouter d’autres termes à la fonction de coût afin d’imposer certaines propriétés aux
déformations estimées, voir par exemple en §4.4.
2.2.1.1 Critères directs
Critère de type somme de différences au carré. Le terme de données le plus répandu pour les
approches directes est un critère de type somme de différences au carré (SSD3) calculé entre l’image
de référence et l’image courante recalée sur l’image de référence par la fonction de déformation
W(q;u) :
Ed(u) def=
∑
q∈R
‖I(W(q;u))− I0(q)‖2 . (2.2)
La figure 2.1(b) illustre schématiquement ce critère. La variation d’intensité est supposée être intro-
duite uniquement par le déplacement entre les deux images : c’est l’hypothèse de constance d’inten-
sité4. Les conditions d’éclairage sont présumées constantes au cours du temps. Afin de relaxer cette
hypothèse, une transformation photométrique peut être explicitement incorporée dans l’équation (2.2)
comme décrit en §2.2.2.1. Dans la suite du tapuscrit, notamment aux chapitres 3 et 4, nous utiliserons
ce critère pour le recalage d’images d’une surface déformable.
L’Information Mutuelle. L’information mutuelle (MI5) est la quantité d’information d’une image
contenue dans une deuxième image. La MI est maximale lorsque les deux images sont identiques. Il
en existe plusieurs définitions, l’une d’entre elle est donnée par :
Ed(u) = ζ(I0) + ζ(I(W(·;u)))− ζ(I0, I(W(·;u))), (2.3)
avec ζ l’entropie de Shannon (Shannon, 1948). Elle mesure la quantité d’information contenue dans
une série d’événements. L’entropie d’une image traduit sa complexité. Une image uniforme a une
entropie faible tandis qu’une image fortement texturée possède une entropie importante. L’entropie
jointe ζ(I0, I(W(·;u))) mesure la quantité d’information que les images I0 et I(W(·;u)) ont en
commun. Si elles sont similaires, l’entropie jointe est minimale. Elle est calculée à partir de l’histo-
gramme joint des deux images. Maximiser la MI revient donc à dire que le maximum d’information
est recherché dans une image, tout en cherchant à les faire se ressembler le plus possible. Contraire-
ment aux critères précédents, la MI ne se base pas directement sur une différence d’intensité. Elle est
bien adaptée pour le recalage d’images issues de différents capteurs (multimodale), ce qui explique
son succès en imagerie médicale (Pluim et al., 2003; Rueckert et al., 1999).
2"Thin Plate Spline" en anglais
3"Sum of Square Difference" en anglais
4"Brigthness Constancy" en anglais
5"Mutual Information" en anglais
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W(·;u) et Ph(·;up)
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I(W(·;u))I0
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W(·;u)
I
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FIG. 2.1 – Principe des méthodes directes de recalage d’images. (a) Elles minimisent un critère
dépendant de l’information de couleur contenue par chaque pixel des images. (b) Le critère de type
SSD minimise la norme de l’image de différence D, obtenue en soustrayant l’image de référence I0
et l’image cible I recalée sur cette dernière par la transformation géométriqueW(·;u).
2.2.1.2 Critères basés primitives
Le critère de base des approches basées primitives minimise la distance Euclidienne entre les
primitives extraites de l’image de référence et de l’image cible. Elles sont au préalable mises en
correspondance :
Ed(u) def=
∑
q↔q′∈Θ
wc d
2(q′,W(q;u)), (2.4)
où Θ est l’ensemble des primitives mises en correspondance et wc ∈ [0, 1] est un poids associé à
chaque correspondance.
2.2.1.3 Termes de régularisation
Une grande variété de termes de régularisation est proposée dans la littérature. Une possibilité est
d’imposer des déformations lisses. On parle alors de terme de lissage. Ils sont construits à partir des
dérivées de la fonction de déformation, comme par exemple le terme de lissage quadratique d’ordre
1 proposé dans (Horn and Schunck, 1981) :
Es def=
∫
R
∫
R
(
∂W
∂x
)2
+
(
∂W
∂y
)2
dxdy, (2.5)
ou le terme de lissage quadratique d’ordre 2, appelée l’énergie de courbure :
Es def=
∫
R
∫
R
(
∂W2
∂2x
)2
+ 2
(
∂W2
∂x∂y
)2
+
(
∂W2
∂2y
)2
dxdy. (2.6)
En pratique, suivant la fonction de déformationW utilisée il peut être nécessaire de discrétiser les
intégrales. Le terme de régularisation est alors mis sous la forme suivante :
E2s (u) = ‖Zu‖2 = uTYu avec Y = ZTZ. (2.7)
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La matrice Y possède la structure suivante : Y = diag(C, C). Pour le lissage quadratique de
l’équation (2.5), C = CTx Cx + CTy Cy avec Cx, Cy des opérateurs de différence finie approximant respec-
tivement les drivées premières ∂
∂x
et ∂
∂y
. Pour l’énergie de courbure, C = CTxxCxx + 2CTxyCxy + CTyyCyy,
avec Cxx, Cxy, Cyy sont des opérateurs de différence finie approximant respectivement les dérivées se-
condes ∂
2
∂2x ,
∂2
∂x∂y
et ∂
2
∂2y . La forme discrétisée de l’énergie de courbure est utilisée au chapitre 4 pour
régulariser un champ de déplacement.
Plus de détails sur le calcul de la matrice Y peuvent être trouvés dans (Prasad et al., 2006). Ces
termes de régularisation sont assez génériques, ils sont valides pour un très grand nombre de classes
d’objets.
2.2.1.4 Robustesse aux données aberrantes
Que ce soit pour les méthodes directes ou basées primitives la présence de données aberrantes
est inévitable : erreurs de mises en correspondance, intensités lumineuses erronées de par la présence
d’occultations, etc. Pour les critères décrits précédemment, la contribution d’un résidu à l’erreur totale
est quadratique. Plus un résidu est aberrant et plus son influence est grande. L’estimation des transfor-
mations tend alors à s’adapter aux données aberrantes. Une manière simple de résoudre ce problème
consiste à limiter l’influence des résidus élevés en incluant un estimateur robuste tel un M-estimateur
ρ, dans la fonction de coût. Par exemple, le terme de données (2.2) robustifié est donné par :
Ed(u) def=
∑
q∈R
ρ (I(W(q;u))− I0(q)) . (2.8)
Une grande variété de M-estimateurs sont proposés dans la littérature, comme par exemple la
fonction de Huber (Hager and Belhumeur, 1998; Lepetit and Fua, 2005) :
ρ(t) =
{ 1
2t
2 si ‖t‖ ≤ σ
σ‖t‖ − 12σ2 sinon,
le noyau Lorentzien (Fitzgibbon, 2003) ρ(t) = log
(
1 + t2
σ
)
, ou encore la fonction de Tuckey (Lepetit
and Fua, 2005) :
ρ(t) =

σ2
6
[
1−
(
1−
(
t
σ
)2)3]
si ‖t‖ ≤ σ
σ2
6 sinon.
La figure 2.2 représente les estimateurs robustes décrits ci-dessus. Pour la fonction de Huber la
relation entre le résidu et l’erreur est quadratique pour des valeurs inférieures à σ, puis linéaire pour
celles supérieures à σ. Pour le noyau Lorentzien, la relation est globalement modifiée. Elle est toujours
strictement croissante mais la pente associée aux résidus élevés (par rapport à σ) est très inférieure
à celle associée aux résidus plus faibles, ce qui limite l’influence des données aberrantes. Pour la
fonction de Tuckey, l’influence des valeurs supérieures à σ est uniforme.
Le paramètre σ inhérent aux estimateurs robustes joue un rôle prépondérant. Il peut être fixé
arbitrairement ou bien évalué au cours du processus de minimisation. Par exemple la valeur absolue
des écarts à la médiane (MAD6) estimée à partir des résidus courants peut être utilisée (Hampel et al.,
1986; Malis and Marchand, 2006). Un M-estimateur est notamment utilisé en annexe A pour rendre
robuste la reconstruction des déformations d’une surface à partir de nuages de points 3D pouvant
présenter des données manquantes et aberrantes.
6"Median Absolute Deviation" en anglais.
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FIG. 2.2 – Exemples d’estimateurs robustes. De gauche à droite : la relation quadratique classique,
puis le noyau Lorentzien, la fonction de Huber et la fonction de Tuckey pour différentes valeurs de σ.
2.2.2 Méthodes directes
2.2.2.1 Gestion des variations d’illumination
Le critère de référence (2.2) des méthodes directes est extrêmement sensible aux variations d’illu-
mination. Deux images du même objet prises dans des conditions différentes (caméra, éclairage, etc.)
peuvent avoir pour chaque pixel des variations d’intensité importantes. Afin de palier ce problème,
deux manières de procéder existent. Les variations d’illumination peuvent être explicitement modéli-
sées dans la fonction de coût. Une transformation photométrique entre les images est alors définie. Il
en résulte le terme de données suivant :
Ed(u) def=
∑
q∈R
‖Ph(I(W(q;u));up)− I0(q)‖2 . (2.9)
La transformation Ph(·;up) représente soit des variations d’illumination globales : gain et biais, mo-
dèle affine (Bartoli, 2006), soit locales : spline, modèle affine par morceaux (Silveira and Malis,
2007).
Une autre solution est d’estimer la transformation géométrique sur des données invariantes aux
conditions d’éclairage. Par exemple une simple normalisation des images permet d’introduire une
certaine robustesse aux changements globaux d’illumination. Elle annule les variations de type gain
et biais qui apparaissent notamment lorsque les images sont prises par deux appareils photographiques
différents. Dans (Pizarro and Bartoli, 2007), les images sont projetées dans un espace invariant aux
phénomènes d’ombrages. Pour cela des paramètres supplémentaires de calibration photométrique
doivent être estimés simultanément avec la transformation géométrique.
2.2.2.2 Approche multi-résolution
Afin de remédier partiellement à l’aspect local des méthodes directes, une procédure multi-
résolution est fréquemment utilisée. L’idée est d’estimer la transformation géométrique sur des
images de faible résolution puis de propager le champ de déplacement estimé aux images de plus haute
résolution. Les étapes supplémentaires introduites par l’approche multi-résolution sont la construc-
tion d’une pyramide d’images et la propagation des déplacements estimés le long de la pyramide. A
chaque niveau de la pyramide, l’image du niveau inférieur voit ses dimensions divisées par 2, le niveau
le plus bas étant l’image d’origine. Différentes approches peuvent être utilisées pour la construction
d’une image basse résolution à partir d’une image de plus haute résolution. Une méthode classique
consiste à calculer chaque pixel de l’image du niveau k comme une moyenne pondérée des pixels du
niveau k − 1 appartenant à une fenêtre d’intérêt. Nous utilisons par la suite une pondération Gaus-
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sienne avec une fenêtre de taille 5 pixels. Cette opération est appelée réduction. Enfin, la propaga-
tion des champs de déplacement le long de la pyramide se fait par un opérateur d’expansion qui est
l’opérateur « inverse » de la réduction (Burt and Adelson, 1983). La figure 2.3 illustre le principe de
l’approche multi-résolution en recalage d’images. Une procédure multi-résolution est utilisée au cha-
pitre 4 pour permettre l’estimation de déplacement important engendré par l’auto-occultation d’une
surface déformable.
Niveau 2 Niveau 1 Niveau 0
Recalage
Recalage
Recalage
Déplacement 
final
FIG. 2.3 – L’approche multi-résolution en recalage d’images. Le recalage se fait tout d’abord sur
les images de faible résolution puis le champ de déplacement estimé est propagé au niveau supérieur.
Ces étapes sont répétées jusqu’à ce que le dernier niveau de la pyramide soit atteint.
2.2.2.3 Méthodes d’optimisation
Lois de mise à jour. Pour minimiser le critère SSD des approches directes donné par l’équation
(2.2), deux lois de mise à jour sont possibles : la mise à jour additive et la mise à jour composition-
nelle. La première s’applique dans l’espace des paramètres : u← u+ ∆u tandis que la deuxième se
fait dans l’espace des transformations :
W(q;u)←W(q;u) ◦W(q; ∆u). (2.10)
Les deux lois de mises à jour sont compatibles avec les différentes approximations de la fonction coût
présentées §1.6 comme par exemple Gauss-Newton. Les lois de mise à jour additive et compositio-
nelle appliquées au critère SSD donnent :
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Mise à jour additive
∑
q∈R ‖I(W(q;u+ ∆u))− I0(q)‖2 (2.11)
Mise à jour compositionnelle
∑
q∈R ‖I(W(W(q; ∆u);u))− I0(q)‖2 . (2.12)
Pour la loi de mise à jour additive l’incrément des paramètres ∆u est estimé autour des paramètres
courant u tandis que pour la mise à jour compostionnelle, il est estimé autour des paramètres de
référence u0. On parle alors de recalage local.
Approches compositionelles directe et inverse. Elles différent au niveau du « sens » du recalage lo-
cal. D’après l’equation 2.12, l’incrément des paramètres ∆u est évalué en recalant localement l’image
IW = I(W(·;u)) sur l’image de référence I0. On parle de recalage local direct. Une autre possibi-
lité est de localement recaler l’image de référence I0 sur l’image IW (Baker and Matthews, 2004).
On parle alors de recalage local inverse. Il en résulte la loi de mise à jour compositionnelle inverse
donnée par :
W(q;u)←W(q;u) ◦W(q; ∆u)−1. (2.13)
La différence avec la mise à jour compositionnelle directe est l’inversion de la transformation locale
W(q; ∆u) avant la composition.
Le critère SSD (2.2) associé à une loi de mise à jour compositionelle et à un recalage local inverse
est donné par : ∑
q∈R
‖I0(W(q; ∆u))− I(W(q;u))‖2 . (2.14)
D’un point de vue schématique, les algorithmes à mise à jour compositionnelle (directe et inverse)
se décomposent en trois étapes :
B Etape 1 : Recalage global. La transformation courante W(·;u) est utilisée pour engendrer
l’image IW : IW = I(W(q;u)).
B Etape 2 : Recalage local. La transformation localeW(·; ∆u) recalant l’image IW sur l’image
de référence I0 ou I0 sur IW est estimée.
B Etape 3 : Mise à jour. La transformation finale est obtenue par (2.10) ou respectivement par
(2.13).
L’avantage de la mise à jour compositionnelle est qu’elle peut introduire, sous certaines condi-
tions, une matrice Jacobienne constante : le recalage local doit être inverse et la fonction de coût
approximée par Gauss-Newton. En contrepartie, les opérations de composition et / ou d’inversion
font que ces algorithmes ne peuvent être appliqués qu’avec des transformations formant un groupe,
par exemples homographies, affinités, etc. La figure 2.4 illustre le principe de la loi de mise à jour
compositionelle en comparaison de la loi additive.
Ci-dessous nous décrivons brièvement des exemples algorithmes d’optimisation utilisés pour mi-
nimiser le critère (2.2). Ils diffèrent du point de vue de la loi de mise à jour et de l’approximation de
la fonction de coût.
Gauss-Newton additif. L’algorithme Gauss-Newton additif est très fréquemment utilisé pour mi-
nimiser le critère (2.2). Il est souvent préféré à l’algorithme Levenberg-Marquardt additif. Leurs pro-
priétés de convergence sont semblables (Baker and Matthews, 2004).
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I
FIG. 2.4 – Comparaison des lois de mises à jour additive et compostionnelle. A gauche : la mise
à jour compositionnelle, l’estimation de l’incrément ∆u se fait localement autour des paramètres de
l’image de référence u0. La mise à jour se fait par composition dans l’espace des transformations. A
droite : l’approche additive, l’estimation de l’incrément ∆u se fait autour des paramètres courants u,
la mise à jour est additive dans l’espace des paramètres.
Sens direct Sens inverse
mise à jour additive DA "Direct Additive" ×
mise à jour compositionelle DC "Direct Compositionnal" IC "Inverse Compositionnal"
TAB. 2.1 – Les différentes terminologies utilisées pour nommer les algorithmes minimisant le critère
SSD. Notons qu’un algorithme de type "Inverse Additive" est proposé dans (Hager and Belhumeur,
1998).
L’approximation de Gauss-Newton appliquée à l’équation (2.11) donne :
∑
q∈R
∥∥∥I(W(q;u)) + gT(q;u)∆u− I0(q)∥∥∥2 . (2.15)
La matrice Jacobienne est obtenue en rassemblant les vecteurs gradients gT(q;u). Ces derniers
sont donnés par le produit entre le gradient de l’image courante I évaluée enW(q;u) et le gradient
de la transformationW évaluée aux paramètres courants u et au pixel q :
gT(q;u) = ∇IT|W(q;u)∂W
∂u |(q;u).
Nous appelons cet algorithme DA-GN pour "Direct Additive Gauss-Newton". La première lettre
est relative au sens du recalage (relatif aux rôles de l’image de référence et de l’image courante dans
la fonction de coût) et la deuxième au type de mise à jour. Le tableau 2.1 récapitule les différentes
terminologies utilisées en fonction de la loi de mise à jour et du sens du recalage.
Le tableau 2.2 récapitule les étapes de l’algorithme DA-GN. Les performances de cet algorithme
sont comparées, au chapitre 3, avec celles des algorithmes de recalage d’images guidés par primitives
que nous proposons. Il est également utilisé au chapitre 4 pour minimiser la fonction de coût proposée
pour la gestion des auto-occultations en recalage d’images.
Efficient Second Order Minimisation additif. L’approximation de l’équation (2.11) par ESM
donne :
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En ligne
B Recaler parW(q;u) l’image courante sur l’image de référence : I(W(q;u)).
B Calculer l’image de différence D(q) = I(W(q;u))− I0(q).
B Évaluer le gradient de l’image courante∇I àW(q;u).
B Évaluer le gradient de la transformation ∂W∂u à (q;u).
B Calculer les vecteurs gradients gT(q;u) = ∇IT|W(q;u) ∂W∂u |(q;u).
B Former la matrice Jacobienne J en rassemblant les vecteurs gradients gT(q;u).
B Calculer l’approximation de Gauss-Newton de la matrice Hessienne H = J TJ .
B Calculer b = J TD.
B Calculer ∆u = −H−1J Tb.
B Mettre à jour les paramètres courants u← u+ ∆u.
TAB. 2.2 – Les différentes étapes d’une itération de l’algorithme DA-GN.
∑
q∈R
∥∥∥∥I(W(q;u)) + 12(gT(q;u) + gT0 (q;u0))∆u− I0(q)
∥∥∥∥2 ,
Avec gT0 (q;u0) les vecteurs gradients évalués au niveau de l’image de référence. Ils sont obtenus
par le produit entre le gradient de l’image de référence I0 évalué en W(q;u0) et le gradient de la
transformation W évalué à (q;u0) : gT0 (q;u0) = ∇IT0 |W(q;u0) ∂W∂u |(q;u0). Avec u0 les paramètres de
la transformation identité :W(q;u0) = q.
La matrice Jacobienne introduite n’est pas constante puisque gT(q;u) dépend des paramètres cou-
rants, l’une de ses composantes peut être néanmoins estimée hors ligne. Dans la suite du mémoire,
afin d’être consistant avec nos notations, nous appelons cet algorithme DA-ESM pour "Direct Addi-
tive Efficient Second order Minimisation". Notons que l’approximation de ESM est combinée avec
une loi de mise à jour compositionnelle dans (Benhimane and Malis, 2004; Silveira and Malis, 2007).
Il en résulte l’algorithme DC-ESM "Direct Compositionnel Efficient Second order Minimisation". Le
tableau 2.3 récapitule les étapes de l’algorithme DA-ESM. Les performances de cet algorithme sont
comparées, au chapitre 3, avec celles des algorithmes de recalage d’images guidés par primitives que
nous proposons.
Gauss-Newton compositionnel inverse. En appliquant l’approximation de Gauss-Newton à (2.14)
on obtient :
∑
q∈R
∥∥∥I0(W(q;u0)) + gT0 (q;u0)∆u− I(W(q;u))∥∥∥2 . (2.16)
La matrice Jacobienne J0, obtenue en rassemblant les vecteurs gradients gT0 (q;u0), ne dépend
plus des paramètres courants u : elle est constante et peut donc être calculée hors ligne. La variation
locale des paramètres est donnée par :
∆u = −J0†(I0(q)− I(W(q;u)).
Nous appelons cet algorithme IC-GN pour "Inverse Compositionnal Gauss-Newton". Ses différentes
étapes sont récapitulées sur le tableau 2.4.
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Hors ligne
B Évaluer le gradient de l’image de référence∇I0 àW(q;u0) = q.
B Évaluer le gradient de la transformation ∂W∂u à (q;u0).
B Calculer les vecteurs gradients gT0 (q;u0) = ∇IT0 |W(q;u0) ∂W∂u |(q;u0).
En ligne
B Recaler parW(q;u) l’image courante sur l’image de référence : I(W(q;u)).
B Calculer l’image de différence D(q) = I(W(q;u))− I0(q).
B Évaluer le gradient de l’image courante∇I àW(q;u).
B Évaluer le gradient de la transformation ∂W∂u à (q;u).
B Calculer les vecteurs gradients gT(q;u) = ∇IT|W(q;u) ∂W∂u |(q;u).
B Former la matrice Jacobienne J en rassemblant les vecteurs gradients 12(gT(q;u) +
gT0 (q;u0)).
B Calculer l’incrément ∆u = −J †D.
B Mettre à jour les paramètres courants u← u+ ∆u.
TAB. 2.3 – Les différentes étapes d’une itération de l’algorithme DA-ESM.
Hors ligne
B Évaluer le gradient de l’image de référence∇I0 àW(q;u0) = q.
B Évaluer le gradient de la transformation ∂W∂u à (q;u0).
B Calculer les vecteurs gradients gT0 (q;u0) = ∇IT0 |W(q;u0) ∂W∂u |(q;u0).
B Former la matrice Jacobienne J0 en rassemblant les vecteurs gradients gT0 (q;u0).
B Calculer la pseudo inverse de J0 : J0†.
En ligne
B Recaler parW(q;u) l’image courante sur l’image de référence : I(W(q;u)).
B Calculer l’image de différence D(q) = I0(q)− I(W(q;u)).
B Calculer l’incrément ∆u = −J0†D.
B Mettre à jour la transformation courante :W(q;u)←W(q;u) ◦W(q; ∆u)−1.
TAB. 2.4 – Les différentes étapes d’une itération de l’algorithme IC-GN.
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2.2.3 Méthodes basées primitives
Elles s’articulent principalement autour de trois grandes étapes : l’extraction de primitives (géné-
ralement des points d’intérêt) indépendamment dans chaque image, leur mise en correspondance et
l’estimation robuste de la transformation. La figure 2.5(b) résume le principe des méthodes basées
primitives.
Extraction de points d’intérêt. Un point d’intérêt correspond en général à un point de l’espace
détectable de manière robuste au changement de point de vue ou d’éclairage. Il en existe plusieurs
types. Les plus courants sont les « coins », où le gradient de l’intensité lumineuse est fort dans deux
directions. Ces points sont facilement identifiables dans les images car ils correspondent souvent aux
coins des objets de la scène ou aux détails de texture. Un grand nombre de méthodes existent pour
extraire des points d’intérêt d’une image. Une comparaison des détecteurs existants est réalisée dans
(Mikolajczyk and Schmid, 2005). Plus récemment, le détecteur FAST (Rosten and Drummond, 2005)
a été proposé.
La mise en correspondance. L’approche « classique » de mise en correspondance consiste à ex-
traire et à comparer les signatures locales, appelées descripteurs, associées à chaque point d’intérêt.
Un descripteur local permet de résumer l’information contenue dans le voisinage du point d’intérêt.
Une fois les descripteurs extraits, la mise en correspondance se fait par mesure de similarité (notion
de distance) entre les descripteurs.
La qualité d’un descripteur se juge par son invariance aux transformations géométrique et photo-
métrique. L’un des plus performants est le descripteur SIFT ("Scale Invariant Feature Transform")
introduit dans (Lowe, 2004). Ce descripteur est basé sur une approche multi-résolution et sur la
construction d’histogrammes de l’orientation des gradients autour du point d’intérêt. Notons que le
descripteur SURF ("Speeded Up Robust Features") (Bay et al., 2006), plus récent s’avère être égale-
ment très performant.
Dans (Lepetit et al., 2004), le problème de mise en correspondance est traité comme un problème
de classification. Une classe étant l’ensemble des vues possibles d’un point d’intérêt. Le classificateur
est appris hors ligne sur l’ensemble des vues (générées synthétiquement) associées à chaque point
d’intérêt. Des classificateurs de type "randomized trees" (Lepetit et al., 2005) et "ferns" (Ozuysal
et al., 2007) ont été testés. Ils présentent un taux de mises en correspondance exactes remarquable.
Estimation robuste de la transformation. Cette dernière étape revient à minimiser l’équation
(2.4), introduite en §2.2.1.2, par moindres carrés non-linéaire. Les mises en correspondance étant
sujettes à erreur, des méthodes robustes doivent être utilisées. Par exemple inclure un M-estimateur,
décrit §2.2.1.4, pour robustifier la fonction de coût. Une autre possibilité est l’algorithme RANSAC
("RANdom SAmple Consensus") (Fischler and Bolles, 1981). Il fonctionne par tirage aléatoire afin
d’éliminer les valeurs aberrantes dans les correspondances de points. Néanmoins, pour les modèles
déformables, utiliser l’algorithme RANSAC peut s’avèrer être coûteux en temps de calcul en raison
du nombre important de paramètres.
Dans l’équation (2.4), le poids wc contrôle l’importance donnée à une paire de points mise en cor-
respondance. Il permet notamment de résoudre le problème des mises en correspondance multiples.
Ce poids peut être fixé de différentes manières, comme par exemple : wc = 1 pour la correspondance
la plus proche et wc = 0 pour les autres comme pour l’algorithme "Itérative Closest Point" (ICP). Où
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(a)
1- Détection de 
points d’intérêts
2 – Mise en 
correspondance
3 – Estimation robuste 
de la transformation
(b)
FIG. 2.5 – Principe des méthodes basées primitives de recalage d’images. (a) Illustration du critère
des méthodes basées primitives. (b) Schéma récapitulatif de leur fonctionnement.
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encore wc = exp(−‖q
′−W(q;u)‖2/2σ2)∑
q↔q′∈Θ exp(−‖q′−W(q;u)‖
2/2σ2) comme pour l’algorithme EM
7-ICP (Granger and Pen-
nec, 2002). Dans (Pilet et al., 2008), les auteurs montrent que l’estimateur robuste a une influence
prépondérante sur les propriétés de convergence par rapport aux poids wc. Ils fixent ces derniers à 1
pour toutes les correspondances sans dégrader la précision de la transformation estimée.
2.3 Modélisation des déformations image
Dans la section précédente, nous avons vu les outils de base permettant d’estimer les déformations
entre les images. Cette section se consacre à la modélisation des déformations image par une fonction
de déformation. Elle décrit deux grandes classes de fonctions de déformation utilisées dans notre
étude.
2.3.1 Les fonctions à base radiale
2.3.1.1 Définition
Sous leur forme originelle, les fonctions à base radiale (RBFs8) définissent une transformation de
Rd dans R, où d est la dimension de l’espace d’origine. Elles sont définies par des fonctions noyau
φ dont l’argument est la distance Euclidienne entre un point et un centre de la transformation. Une
grande variété de fonction noyau est disponible dans la littérature, présentant différentes propriétés.
Les plus utilisées sont les fonctions Gaussienne, multiquadrique et plaque mince. Elles sont décrites
plus en détails en §2.3.1.3. Une RBF de R2 dans R est définie par l’équation suivante :
W(q;u) = ηqx + µqy + ν +
p∑
k=1
ωk φ
(
d2(q, ck)
)
. (2.17)
Elle est composée de deux parties : une partie linéaire définie par les coefficients
(
η µ ν
)
et une
combinaison linéaire pondérée de p fonctions noyau φ, avec ωk les coefficients de pondération. Ces
fonctions sont appliquées à la distance Euclidienne entre q et les centres ck de la transformation. Ces
derniers sont placés arbitrairement dans la région d’intérêt. Le vecteur de paramètres u concatène
l’ensemble des coefficients : uT =
(
ωT η µ ν
)
.
Cette équation peut être réécrite de la manière suivante :
W(q;u) = oTqu, (2.18)
avec oTq =
(
φ(d2(q, c1)) · · · φ(d2(q, cp)) qT 1
)
.
Dans notre étude, nous utilisons principalement des transformations basées image de R2 dans R2.
Elles sont construites à partir de deux RBFs de R2 dans R :Wx etWy partageant les mêmes centres
{ck}pk=1 :
W(q;u) =
(
Wx(q;ux)
Wy(q;uy)
)
=
(
ηx µx νx
ηy µy νy
)
︸ ︷︷ ︸
A
q +
p∑
k=1
(
ωyk
ωxk
)
φ
(
d2(q, ck)
)
= oTq
(
ux uy
)
,
(2.19)
7"Expectation-Maximization" en anglais.
8"Radial Basis Functions" en anglais.
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où A représente une transformation affine, uTx =
(
ωxT ηx µx νx
)
et uTy =(
ωyT ηy µy νy
)
. Les poids de la transformation sont rassemblés dans la matrice Ω =(
ωx ωy
)
et le vecteur de paramètres est donné par uT =
(
uTx uTy
)
. Notons que pour cer-
taine fonction noyau φ, la présence de la composante polynomialeA n’est pas requise, plus de détails
sont données en §2.3.1.3.
2.3.1.2 Estimation des coefficients
L’estimation des coefficients des RBFs de R2 dans R2 peut se faire à partir de correspondances de
points qj ↔ q′j. Sous la contrainteW(qj;u) = q′j et en prenant comme centres de la transformation
les points {qj}pj=1 : cj ← qj , l’équation (2.19) devient :
c′j =W(cj;u) = Acj +
p∑
k=1
(
ωyk
ωxk
)
φ
(
d2(cj, ck)
)
. (2.20)
En rassemblant les équations (2.20) introduites par chaque centre cj on obtient le système linéaire
suivant : ( K P
PT 03×3
)
︸ ︷︷ ︸
matrice de transfert
(
Ω
AT
)
=
( P ′
03×2
)
, (2.21)
oùKi,j = φ(d2(ci, cj)), les jème lignes deP etP ′ sont respectivement données par
(
cxj c
y
j 1
)
et
(
c′j
x c′j
y 1
)
. Les coefficients des RBFs sont estimés en résolvant le système (2.21).
Les trois dernières lignes du système sont les conditions aux bords9. Elles permettent d’assurer
que les équations possèdent des dérivées secondes intégrables deux fois et régularisent la fonction à
l’infini. En d’autres termes, les conditions aux bords imposent aux déformations de tendre vers une
affinité lorsque l’on s’écarte de la région d’intérêt. Elles sont données par :( p∑
k=1
ωxk =
p∑
k=1
ωyk =
p∑
k=1
ωxkq
x
k =
p∑
k=1
ωykq
y
k = 0
)
⇔ PTΩ = 03×2. (2.22)
Il est également possible de relaxer la contrainte de mise en correspondance exacte :W(qj;u) ≈
q′j . Pour cela un coefficient de régularisation λ est ajouté à la matrice K lors de l’estimation des
paramètres : K ← K + λI. Quand λ devient grand la transformation se rapproche d’une affinité.
2.3.1.3 Propriétés des fonctions à base radiale
Le choix de la fonction noyau φ détermine les caractéristiques de la fonction de déformationW .
Les principales propriétés des RBFs sont :
B L’influence spatiale. Elle peut être locale ou globale. Une influence locale signifie qu’un point
se situant à une distance d’un centre supérieure à un certain seuil, n’est pas affecté par la
position de ce dernier. Seuls les points se situant au voisinage d’un centre voient leurs positions
dépendre de celle du centre. Il en résulte que la matrice K est creuse. Une influence globale,
9"Side conditions" en anglais.
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quant-à-elle, signifie qu’un centre agit sur l’ensemble de la région d’intérêt. La matrice K
introduite est pleine.
B Temps de calcul. Le temps requis pour évaluer la fonction de déformation dépend fortement
du noyau utilisé. En effet, si la matrice K est creuse, l’équation (2.21) peut être résolue plus
efficacement.
B Singularité. Pour pouvoir estimer les paramètres de la fonction de déformation, il est néces-
saire que la matriceK soit non-singulière. Cette contrainte est respectée si les points de données
ne sont pas colinéaires et si la fonction de noyau φ est conditionnellement définie positive (For-
nefett et al., 1999). Cependant, le polynôme de degré 1 correspondant à la composante affine
de la fonction de déformation permet de garantir sous certaines conditions la non singularité
de la matrice de transfert même si les conditions décrites ci-dessus ne sont pas respectées.
Les fonctions noyau. Une grande variété de fonctions noyau existe dans la littérature, les plus
fréquemment utilisées sont :
Le noyau Gaussien. φG(a) = exp
(
− a22σ2
)
. La figure 2.6(a) représente l’évolution de φG(a) en
fonction de a. Le noyau Gaussien (Arad and Reisfeld, 1995) a une influence globale négligeable pour
a > 3σ. Le paramètre σ contrôle l’influence spatiale du noyau : plus σ est grand, plus le noyau a
une large influence spatiale. La matrice K associée est dense puisque le support du noyau Gaussien
n’est pas compact. Afin de palier à cet inconvénient, des noyaux semblables ayant un support compact
sont proposés dans la littérature : les fonctions de Wendland (Fornefett et al., 1999) ou celles dites
de transition (Arad and Reisfeld, 1995). Notons que le noyau Gaussien est conditionnellement défini
positif : la transformation peut être estimée sans composante polynomiale.
Les noyaux multiquadrique et inverse multiquadrique. φMQ(a) = (a2 + σ2)µ et φIMQ(a) =
(a2 + σ2)−µ avec µ ∈ R+. Les figures 2.7(a) et 2.7(b) représentent respectivement l’évolution de
φMQ(a) en fonction de a et de σ, et en fonction de a et de µ. Les figures 2.8(a) et 2.8(b) repré-
sentent respectivement l’évolution de φIMQ(a) en fonction de a et de σ, et en fonction de a et de µ.
Le noyau multiquadrique et inverse multiquadrique ont une influence globale. Cependant le noyau
inverse multiquadrique a une influence négligeable pour de grandes valeurs de a. Le paramètre µ
contrôle l’influence spatiale du centre tandis que σ modifie la valeur du noyau au voisinage de ce
dernier. Le noyau inverse multiquadrique est défini positif tandis que le noyau multiquadrique ne l’est
pas. Pour ce dernier, le degré minimal de la partie polynomiale assurant la non singularité de la ma-
trice de transfert dépend du paramètre µ. Le degré minimal est donné par p = bµc − 1, le coefficient
µ ne pourra donc pas être supérieur à 2 : µ ≤ 2. Plus de détails sur ces fonctions noyau peuvent être
trouvés dans (Ruprecht and Muller, 1993).
Le noyau plaque mince. Il a une influence spatiale globale et possède la propriété d’introduire
une transformation minimisant l’énergie de courbure. En d’autres termes, les déformations engen-
drées sont naturellement lisses. Ceci en fait l’un des noyaux les plus fréquemment utilisés dans la
littérature. Le noyau plaque mince est donné par :
φTPS(a) =

a(4−p) log(a)
σ
4− p ∈ 2N
a(4−p)
σ
sinon.
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La figure 2.6(b) représente l’évolution de φTPS(a) en fonction de a pour p = 2. Le noyau plaque
mince (Bookstein, 1989) n’est pas conditionnellement défini positif. Cependant l’ajout du polynôme
de degré 1 permet d’assurer la non-singularité de la matrice de transfert (pour un noyau plaque mince
de degré 2).
(a) (b)
FIG. 2.6 – Exemples de fonctions noyau pour des transformations RBFs. (a) Valeur du noyau
φG(a) en fonction de la distance a. (b) Valeur du noyau φTPS(a) en fonction de la distance a. Les
différentes courbes tracées représentent différentes valeurs du paramètre σ. Les courbes noires cor-
respondent à σ = 1, les courbes gris foncé et gris clair respectivement à σ > 1 et σ < 1. Le paramètre
σ fixe le degré de l’influence spatiale du noyau.
Illustration de déformations. Afin d’illustrer les déformations engendrées par les différentes fonc-
tions noyau, un exemple synthétique est généré. La fonction de déformation est estimée à partir de
correspondances de points en suivant le principe présenté en §2.3.1.2. Les différents noyaux, décrits
ci-dessus, sont testés.
L’exemple synthétique, représenté sur la figure 2.9(a) consiste à appliquer une rotation de 45
degrés (dans le sens direct), à un carré de dimension 2× 2 d’une grille régulière de taille 10× 10. Les
coins de la grille sont, quant à eux, fixes. Les centres de la transformation sont les 8 points constituant
le carré et les 4 coins de la grille.
La figure 2.9(b) montre les déformations estimées par des fonctions à base radiale avec les
noyaux :φG, φIMQ, φMQ et φTPS . Pour les noyaux Gaussien et plaque mince, le coefficient σ est
fixé respectivement à σ = 2 et σ = 1. Pour le noyau multiquadrique, les coefficients σ et µ sont
respectivement fixés à σ = 4 et µ = 1 tandis que pour le noyau inverse multiquadrique σ = 4 et
µ = 3. Les RBFs avec un noyau à influence spatiale limitée (φG, φIMQ), c’est-à-dire pour lesquelles
la valeur du noyau diminue avec la distance, ne déforment que la région mise en mouvement ainsi que
son voisinage proche tandis que celles présentant un noyau dont la valeur augmente avec la distance
(φTPS, φMQ) déforment l’ensemble de la région d’intérêt. Le choix d’un noyau dépend principale-
ment de l’application visée. En imagerie médicale des noyaux locaux ou à influence limitée sont
fréquemment privilégiés par exemple pour l’étude des tumeurs (Fornefett et al., 1999). Le noyau de
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(a) (b)
FIG. 2.7 – Exemples de fonctions noyau pour des transformations RBFs. (a) Valeur du noyau
φMQ(a) en fonction de la distance a pour différentes valeurs de σ avec µ = 1. (b) Valeur du noyau
φMQ(a) en fonction de la distance a pour différentes valeurs de µ avec σ = 1. Les courbes noires
correspondent respectivement à σ = 1 (a) et µ = 1 (b), les courbes gris foncé à σ > 1 et µ > 1 et les
courbes gris clair à σ < 1 et µ < 1. Le paramètre σ influe globalement sur la valeur du noyau tandis
que µ joue le rôle d’un exposant quelconque.
(a) (b)
FIG. 2.8 – Exemples de fonctions noyau pour des transformations RBFs. (a) Valeur du noyau
φIMQ(a) en fonction de la distance a pour différentes valeurs de σ avec µ = 1. (b) Valeur du noyau
φIMQ(a) en fonction de la distance a pour différentes valeurs de µ avec σ = 1. Les courbes noires
correspondent respectivement à σ = 1 (a) et µ = 1 (b), les courbes gris foncé à σ > 1 et µ > 1 et
les courbes gris clair à σ < 1 et µ < 1. Le paramètre σ influe sur la valeur du noyau pour des points
proche du centre tandis que µ contrôle la largeur de sa zone d’influence.
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(a) (b)
FIG. 2.9 – Exemples de déformations par RBFs pour différentes fonctions noyau. (a) Exemple
synthétique généré : rotation d’une région d’intérêt de taille 2 × 2 d’une grille dont les coins sont
fixés. (b) Déformations par RBFs pour différentes fonctions noyau. En haut à gauche déformations
obtenues avec le noyau φG (σ = 1), en haut à droite avec le noyau φIMQ (σ = 4, µ = 3), en bas à
gauche avec le noyau φMQ (σ = 4, µ = 1) et en bas à droite avec le noyau φTPS (σ = 2).
type plaque mince, à influence globale, est utilisé pour l’étude de surfaces telles que les feuilles de
papiers, les vêtements, les tissus (Bartoli et al., 2007; Bartoli and Zisserman, 2004; Gay-Bellile et al.,
2007a, 2006; Vedaldi and Soatto, 2006) où sa propriété de déformation intrinsèquement lisse est bien
adaptée. Il est aussi employé en imagerie médicale pour le recalage d’images du cerveau (Johnson and
Christensen, 2002). Les fonctions plaque mince sont utilisées au chapitre 3 pour le recalage d’images
d’une surface déformable.
2.3.1.4 Paramétrisation des fonctions à base radiale par primitives
Nous avons vu précédemment que les paramètres u d’une fonction à base radiale peuvent être
estimés linéairement à partir de correspondances de points choisis comme centre de la transformation
et en imposant des conditions aux bords. Nous posons :(
ux uy
)
def= EλC′, (2.23)
avec
Eλ =
K−1
(
I− P
(
PTK−1P
)−1PTK−1)(
PTK−1P
)−1PTK−1,
 (2.24)
obtenu en inversant la matrice de transfert et C′T =
(
c′1 · · · c′p
)
la matrice rassemblant les centres
sur l’image cible.
En combinant les équations (2.19) et (2.23) on obtient :
W(q;u) = oTqEλC′, (2.25)
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avec u = vect(C′). Ceci constitue la paramétrisation par primitives des fonctions à base radiale. Elles
sont guidées par la position des centres
{
c′j
}p
j=1
sur l’image cible.
Dans ce contexte, la fonction de déformation peut être vue comme un interpolant entre les primi-
tives. La mise en correspondance de ces primitives entre deux images revient à définir une fonction de
déformation. Cette dernière pouvant être utilisée pour transférer les primitives d’une image à l’autre,
ou inversement pouvant être directement estimée à partir de ces primitives. Guider une déformation
par des primitives a deux avantages principaux. Tout d’abord, il est plus intuitif de travailler sur la
position de primitives, exprimés en pixels, plutôt que sur des coefficients difficilement interprétables.
Ensuite, cette paramétrisation permet d’approximer les opérations d’inversion et de composition de
fonctions, comme nous le verrons en §3.2. Celles-ci n’existent pour des transformations ne formant
pas un groupe.
La figure 2.10 illustre le principe de déformation guidée par primitives. Une grille de 3×3 centres
est définie sur la région d’intérêt. Ses quatre coins sont étirés avec une amplitude de 2 pixels le long de
leurs diagonales. La région d’intérêt est alors déformée en utilisant l’équation (2.25). La déformation
obtenue est une interpolation de celle des centres, le type d’interpolation est directement lié au choix
du noyau φ.
FIG. 2.10 – Exemples de fonctions à base radiale guidées par primitives. En rouge (ou gris foncé
sur une version imprimée sans couleur) la grille des primitives, en blanc la grille représentant la
région d’intérêt. A gauche : les positions de référence. Au milieu : déformation de la région d’intérêt
par interpolation de type inverse multiquadrique (µ = 3, σ = 4). A droite : déformation de la région
d’intérêt par interpolation de type plaque mince (σ = 1).
2.3.2 Déformations de forme libre
2.3.2.1 Définition
Les déformations de forme libre (FFDs10) sont introduites dans (Sederberg and Parry, 1986)
pour la déformation d’objets solides 3D en infographie. Elles sont également utilisées en reca-
lage d’images notamment dans (Rueckert et al., 1999). Nous nous intéressons particulièrement aux
FFDs de R2 → R2. Le principe des FFDs est de déformer une région d’intérêt R en manipulant
un maillage régulier de points de contrôle. Notons que seule la région de l’espace située sous la
grille de contrôle est déformée. Considérons une grille régulière de taille (px × py), dont les es-
pacements entre les points de contrôle {ci,j}px,pyi,j=1 suivant les axes x et y sont notés δx et δy. Le
10"Free Form Deformations" en anglais
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nombre de points de contrôle est noté p : p = pxpy. Cette grille est superposée à une région d’inté-
rêt R = {(x, y) : Ox ≤ x ≤ F x, Oy ≤ y ≤ F y}, avec respectivement Ox et F x les bornes inférieure
et supérieure de la région d’intérêt le long de l’axe des x et Oy et F y les bornes inférieure et su-
périeure de la région d’intérêt le long de l’axe des y. Soit
{
c′i,j
}px,py
i,j=1
la grille de points de contrôle
déformée, obtenue en perturbant la grille de référence : c′i,j ← ci,j + δci,j . L’équation définissant une
transformation par FFDs s’écrit :
W(q;u) def=
d∑
k=0
d∑
l=0
Bk(u)Bl(v)c′i+k,j+l, (2.26)
avec u le vecteur de paramètres concaténant les
{
c′i,j
}px,py
i,j=1
; u, v sont les coordonnées normalisées de
q ; {Bk}dk=1 , {Bl}dl=1 sont les coefficients d’interpolation et d le degré de la fonction d’interpolation.
En recalage d’images, la plus fréquemment utilisée est l’interpolation par B-spline. Les FFDs sont
utilisées au chapitre 4 pour le recalage d’images d’une surface auto-occultée.
L’équation (2.26) peut être récrite de la manière suivante :
W(q;u) = bTqC′, (2.27)
avec bTq le vecteur de taille (1× p) rassemblant les poids B(u)B(v) associé à chaque centre ci,j et C′
la matrice de taille (p× 2) rassemblant les centres
{
c′i,j
}px,py
i,j=1
.
2.3.2.2 Interpolation par B-spline
Présentation générale. Les B-splines sont des courbes polynomiales par morceaux, construites à
partir d’un ensemble de points de contrôle. Soit d le degré des polynômes utilisés et p+ 1 le nombre
de points de contrôle. Le ième polynôme s’écrit : Li(t) = B0(t)ci+B1(t)ci+1+ · · ·+Bd(t)ci+d, avec
i ∈ [0, p− d] et t ∈ [0, 1]. LesBi(t) forment la base de polynôme de degré d. Cette base doit respecter
certaines conditions : les courbes doivent se rejoindre au point de raccordement tout en assurant la
continuité de leurs dérivées jusqu’à l’ordre d − 1. De plus la somme des coefficients ∑di=0Bi(t) est
égale à 1 ∀t ∈ [0, 1]. Ces conditions permettent d’estimer les polynômesBi(t). Pour d = 3, on obtient
après calcul la base de polynômes suivante :
B0(t) =
1
6(−t
3 + 3t2 − 3t+ 1) B1(t) = 16(3t3 − 6t2 + 4) (2.28)
B2(t) =
1
6(−3t
3 + 3t2 + 3t+ 1) B3(t) = 16t
3.
Elle est représentée sur la figure 2.11. Les principales propriétés des B-splines sont :
B Un support compact. Seuls d+1 points de contrôle influencent la position d’un point q ∈ R.
En d’autres termes, déplacer un point de contrôle ne modifie que localement l’allure de la
courbe.
B La continuité des dérivées. Elles sont assurées jusqu’à l’ordre d− 1.
B La courbe ne passe pas par les points de contrôle.
B Région d’intérêt. La courbe est située à l’intérieur de l’enveloppe convexe des points de
contrôle.
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FIG. 2.11 – Base de polynômes pour des B-splines de degré 3.
Application aux FFDs. Dans le cadre des déformations de forme libre R2 → R2, l’interpolation
par B-spline entre les points de contrôle se fait suivant l’axe des x et l’axe des y. La déformation de
la grille de contrôle est définie par un produit tensoriel de B-splines. Les coordonnées normalisées
de q sont données par : u = qx−Ox
δx
−
⌊
qx−Ox
δx
⌋
et v = qy−Oy
δy
−
⌊
qy−Oy
δy
⌋
, et les indices i et j par :
i =
⌊
qx−Ox
δx
⌋
− 1 et j =
⌊
qy−Oy
δy
⌋
− 1.
2.3.2.3 Illustration
L’exemple de la figure 2.9(a) est repris sur la figure 2.12. L’ensemble des noeuds constituant la
grille est utilisé comme points de contrôle. La région d’intérêt est déformée en utilisant une simple
interpolation bilinéaire et une interpolation par B-spline. Pour cette dernière, la déformation engen-
drée est locale : seule la région où les points de contrôle sont déplacés ainsi que son voisinage proche
sont déformés. Elle est de plus naturellement lisse. Pour l’interpolation bilinéaire, la déformation in-
troduite n’est pas lisses et des discontinuités apparaissent clairement au niveau de la région d’intérêt
déformée.
2.3.2.4 Paramétrisation des déformations de forme libre par primitives
L’équation (2.27) ne définit pas directement la paramétrisation par primitives des FFDs. En effet
les points de contrôle dans C (ou C′) n’appartiennent pas à la surface engendrée par les FFDs. Une
paramétrisation par primitives possible des FFDs est obtenue en projetant les points de contrôle sur la
surface, engendrant le jeu de primitives Cs :
Cs = TcC avec Tc =

bTc1
...
bTcp
 .
Notons que la matrice Tc est de taille (p × p). La paramétrisation par primitives des FFDs est
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FIG. 2.12 – Exemples de déformations par FFDs. L’exemple synthétique généré est présenté sur
la figure 2.9(a). A gauche : en blanc la grille des points de contrôle, en rouge (ou gris foncé sur une
version imprimée sans couleur) la région d’intérêt. Au centre : déformation de la région d’intérêt avec
une interpolation bilinéaire. A droite : déformation de la région d’intérêt avec une interpolation par
B-spline.
finalement donnée par :
W(q;u) = bTqTc−1C′s, (2.29)
avec C′s ← Cs + δCs. La matrice Tc est constante puisqu’elle ne dépend que des centres sur la grille
régulière de référence. Son « inverse » peut donc être pré calculée.
2.4 Modélisation des déformations 3D par une combinaison li-
néaire de modes
Dans la section précédente nous avons présenté différentes fonctions de déformation modélisant
les déformations image. Cette section est consacrée à la modélisation 3D des déformations d’une
surface. Plus précisément nous présentons les différents modèles approximant les déformations 3D
d’une surface par une combinaison linéaire de modes de déformation.
2.4.1 Définitions des modèles de faible rang, « morphables » et actifs
Les modèles de fiable rang (LRSMs11), les modèles morphables (3DMMs12) et les modèles actifs
(AMs 13) ont en commun de représenter les déformations d’une surface {Sj}mj=1 (m le nombre de
point utilisé pour représenter cette dernière), par une combinaison linéaire pondérée de modes de
déformation. De manière générique ils sont décrits par l’équation suivante :
Sj def=
l∑
k=1
akBk,j, (2.30)
où l est le nombre de modes de déformation, les {Bk,j}l,mk,j=1 sont les modes de déformation et les
{ak}lk=1 sont les coefficients de forme.
11"Low Rank Shape models" en anglais.
12"3D Morphable Models" en anglais.
13"Active Models" en anglais.
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Les différences entre ces modèles proviennent de deux caractéristiques majeures :
B Dimension 2D ou 3D. Un modèle 3D combine un modèle de caméra avec une forme 3D
déformable. Son avantage est qu’il contient directement la pose de la caméra et la structure
3D. Il est en revanche plus « non-linéaire » qu’un modèle 2D.
B Apprentissage : pré-appris ou non appris. Un modèle pré-appris est dédié à un type de
surface : les modes de déformation sont estimés sur une base d’apprentissage ou par étude
physique des déformations de la surface. Seuls les coefficients de forme et le mouvement global
doivent être estimés sur les données courantes (Blanz and Vetter, 1999; Salzmann et al., 2005).
Il a été récemment proposé d’estimer les modes de déformation directement sur les données
courantes (Bregler et al., 2000; Boult and Brown, 1991; Irani, 1999) : on parle alors de modèle
non appris. Les modèles pré-appris sont plus stables et mieux posés, mais moins génériques.
Le tableau 2.5 résume les différentes terminologies employées en fonction des propriétés du modèle.
Un algorithme de reconstruction 3D basé sur le modèle de faible rang est proposé au chapitre 5.
2D 3D
Pré-appris
AM (modèle actif)
linéaire
3DMM (modèle morphable 3D)
au moins bilinéaire
Non appris
LRSM (modèle de faible rang) implicite
bilinéaire
LRSM (modèle de faible rang) explicite
au moins trilinnéaire
TAB. 2.5 – Les différents modèles représentant les déformations d’une surface par une combi-
naison linéaire de modes de déformation. Nous indiquons pour chacun d’entre eux leur complexité
par rapport aux paramètres inconnus. Ce tableau récapitulatif est extrait de (Bartoli, 2008).
2.4.2 Quelques exemples de modèles pré-appris
Modèles actifs de forme et d’apparence. Ces modèles sont proposés dans (Cootes and Taylor,
2001). Le modèle actif de forme (ASM14) représente les variations de forme d’une classe d’objet tan-
dis que le modèle actif d’apparence (AAM15) encode les variations de forme et d’apparence. L’AAM
est principalement utilisé pour la modélisation de visages (Cootes et al., 1998; Matthews and Baker,
2004) mais peut néanmoins être appliqué à une grande variété d’objets (Sclaroff and Isidoro, 1998).
Le modèle AAM de visage proposé par Cootes et al. est composé de 68 sommets. Les variations
de forme se traduisent par la position des sommets du modèle, celles d’apparence par la valeur des
pixels. L’AAM et l’ASM sont construits par ACP16 d’une base d’apprentissage annotée, la plupart du
temps manuellement. La figure 2.13 illustre les modes de déformation (encodant la forme) obtenus
par ACP d’une base de visage annotée. Le modèle AAM de visage est utilisé en §5.5.2 pour suivre les
expressions d’un visage sur une vidéo. Les points suivis sont alors fournis à l’entrée de l’algorithme
de reconstruction 3D proposé en §5.4.
Modèles morphables 3D.
14"Active Shape Model" en anglais.
15"Active Appearance Model" en anglais.
16Analyse en Composantes Principales.
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s0 s1 s2 s3
Figure 1: The linear shape model of an independent AAM. The model consists of a triangulated base mesh
s0 plus a linear combination of n shape vectors si. The base mesh is shown on the left, and to the right are
the first three shape vectors s1, s2, and s3 overlaid on the base mesh.
apply Principal Component Analysis (PCA) to the training meshes [11]. The base shape s0 is the
mean shape and the vectors s0 are the n eigenvectors corresponding to the n largest eigenvalues.
Usually, the training meshes are first normalised using a Procrustes analysis [10] before PCA is
applied. This step removes variation due to a chosen global shape normalising transformation so
that the resulting PCA is only concerned with local, non-rigid shape deformation. See Section 4.2
for the details of how such a normalisation affects the AAM fitting algorithm described in this
paper.
An example shape model is shown in Figure 1. On the left of the figure, we plot the triangulated
base mesh s0. In the remainder of the figure, the base mesh s0 is overlaid with arrows corresponding
to each of the first three shape vectors s1, s2, and s3.
2.1.2 Appearance
The appearance of an independent AAM is defined within the base mesh s0. Let s0 also denote the
set of pixels x = (x, y)T that lie inside the base mesh s0, a convenient abuse of terminology. The
appearance of an AAM is then an image A(x) defined over the pixels x ∈ s0. AAMs allow linear
appearance variation. This means that the appearance A(x) can be expressed as a base appearance
A0(x) plus a linear combination of m appearance images Ai(x):
A(x) = A0(x) +
m∑
i=1
λiAi(x) ∀ x ∈ s0 (3)
4
FIG. 2.13 – Exemples de modes de déformation pour le modèle actif de visage de Cootes et al. (images
extraites de (Matthews and Baker, 2004)).
Modèle morphable de visage. Ce modèle est proposé dans (Blanz and Vetter, 1999). Leur
base de données se compose d’environ 400 visages scannés par un Laser. Les visages résultants
sont composés de 70.000 sommets 3D plus l’information couleur associée. Un modèle linéaire de
forme et un modèle linéaire d’apparence sont appris par ACP de la base d’apprentissage. La mise
en correspondance des données d’apprentissage se fait automatiquement par une approche de type
flot optique. Néanmoins, en raison des grandes variétés d’apparence d’un visage mais également en
raison de la présence de régions à faible texture, certaines correspondances sont erronées. Le modèle
appris présente alors quelques ambiguïtés.
L’expérimentation qui suit illustre ce problème. Un sous ensemble de sommets est sélectionné
sur un visage de référence. Un nouveau visage est ensuite généré en perturbant les paramètres de
forme et d’apparence. Les sommets sélectionnés sont ensuite affichés sur le visage obtenu. La figure
2.14 montre clairement certaines ambiguïtés du modèle. En effet, les sommets correspondants aux
sourcils sur le visage de référence se situent juste aux dessus des yeux sur le visage généré.
FIG. 2.14 – Illustration des ambiguités du modèle morphable 3D proposé par Blanz et Vetter. Ces
expérimentations ont été réalisées par Hugo Mercier.
Modèle morphable de surfaces planes. Dans (Salzmann et al., 2005) un modèle morphable 3D
approximant les déformations de surfaces telles qu’une feuille de papier, un tissu, etc. est proposé. La
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surface est représentée par un maillage 3D triangulaire. Les exemples d’apprentissages sont obtenus
en perturbant synthétiquement les angles entre les facettes du maillage défini comme inextensible. Ils
montrent que 4 familles d’angles suffisent pour définir l’ensemble des déformations possibles pour ce
type de surface. Ces angles sont représentés sur la figure 2.15.
• βi , 0≤ i < M−1: Orientation of the right triangle of column i in the first row.
• γ j , 1≤ j < N−1: Orientation of the left triangle of row j in the first column.
• δ j , 1≤ j < N−1: Orientation of the right triangle of row j in the last column.
The tow row of Fig. 3 illustrates the effect of varying these angles individually.
α 
i 
j
i=0 
j=0 
β 
i 
j 
i =0
j=0 
γ i j 
i=0 j=0 
δ 
i 
j 
i=0 
j=0 
(a) (b) (c) (d)
Figure 3: Top row: Setting a single angle to a non zero value for one of the αi, βi, γ j, δ j.
Bottom row: Setting all the angles to non zero values independantly for the αi, βi, γ j, δ j.
3.2 Sampling the Deformation Space
We sampled the space of deformed surfaces by letting the angles discussed above vary
randomly between two fixed bounds. To cover the whole range of shapes, we could
sample the space spanned by the {α0, . . . ,αM−2,β0, . . . ,βM−2,γ1, . . . ,γN−2, . . . ,δ1, . . . ,δN−2}.
As this would still require a huge number of samples, we chose instead to sample each one
of the four sets of angles independently to produce surfaces such as those of the bottom
row of Fig. 3. As will be shown in Section 3.3, this does not reduce the generality of the
approach.
In practice, we use M = 30, N = 20, and choose angles in the range [−pi/6,pi/6].
These values yield surfaces with potentially large global curvature but that remain locally
smooth, such as the ones of Fig. 5. We generate 50 random meshes for each set of angles.
As will be discussed in the next section, these meshes are to be used to perform Principal
Component Analysis. Since we are considering symmetric surfaces, we want the resulting
components to be as symmetric as possible. Therefore we symmetrize our 50 samples
as follows. When sampling the {βi} and {δ j} angles, we also include the symmetrical
counterparts to our samples with respect to the x and y coordinates, which results in a
total of 200 meshes being added to the database for each of these sets of angles. In the
case of the {αi} and {γ j} angles, a single symmetry suffices, resulting in a total of 100
meshes being added to the database for each of these sets of angles. These symmetries
also give us models built starting from any of the four corners, and not only from the
bottom left one. Finally, we end up with a database containing 600 mesh examples for a
total of 2× (M−1)+2× (N−2)+1 = 95 degrees of freedom.
FIG. 2.15 – Les quatre familles d’angles : α,β,γ et δ permettant de construire le modèle morphable
de surfaces planaires proposé par Salzmann et al. (images extraites de (Salzmann et al., 2005))
La famille d’angles α code l’orientation des triangles inférieurs de la première ligne du maillage,
la famille d’angles β modifie l’orientation des triangles supérieurs de la première ligne du maillage. La
famille d’angles γ oriente les triangles inférieurs de la première colonne du maillage. Enfin, la famille
d’angles δ code l’orientation des triangles supérieurs de la dernière colonne du maillage. Les autres
sommets du maillage sont contraints par la propriété d’inextensibilité. Les figures 2.16(a), 2.16(b),
2.16(c), 2.16(d) illustrent des exemples d’apprentissages obtenus en perturbant respectivement les
familles d’angles α,β,δ et γ. Notons que le modèle génératif de papier proposé dans (Perriollat and
Bartoli, 2007) permet de générer des exemples d’apprentissage semblables.
(a) (b) (c) (d)
FIG. 2.16 – Illustration des données d’appre tissage du modèle morphable de surfaces pla aires
proposé par Salzmann et al. (a) Exemple de éformation obtenue en faisant varier l’angle α. (b)
Exemple de déformation obtenue en fais nt varier l’angle β. (c) Exemple de déformation obtenue n
faisant varier l’angle δ. (d) Exemple d déformation obtenue en faisant var er ’angle γ.
L’apprentissage se fait par ACP. Les figures 2.17(a), 2.17(b), 2.17(c), 2.17(d) illustrent certains
modes de déformation du modèle morphable de Salzman et al. Des modes (par exemple le mode
2) codent la dilatation ou la contraction du maillage suivant les axes x et y alors que les exemples
d’apprentissage présentent tous les mêmes dimensions.
L’inextensibilité est une contrainte non-linéaire qui n’est pas préservée lors de l’ACP. Ceci peut
être vu à la fois comme un avantage et comme un inconvénient. Le odèle obtenu représente un
spectre de déformations plus large mais il est par conséquent moins contraint.
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(a) (b) (c) (d)
FIG. 2.17 – Exemples de déformations introduites par le modèle morphable de surfaces pla-
naires proposé par Salzmann et al. (a) La forme moyenne. (b) Déformation introduite par le mode
1. (c) Déformation introduite par le mode 7. (d) Déformation introduite par le mode 12.
Le modèle Candide-3. Le modèle Candide-3 est proposé dans (Ahlberg, 2001). Il représente la
forme d’un visage par un maillage 3D composé de 113 sommets. Ce modèle varie selon des para-
mètres morphologiques et d’expressions ne dérivant pas d’une analyse statistique mais issus d’une
étude physique. Il découle des normes MPEG17-4 pour l’animation de visage. La formule générale
décrivant le modèle Candide-3 est donnée par :
Sj def=
lf∑
k=1
afkB
f
k,j +
le∑
k=1
aekBek,j. (2.31)
Les
{
Bfk,j
}lf ,m
k,j=1
,
{
Bek,j
}le,m
k,j=1
représentent respectivement les unités de formes (SUs18) et les unités
d’actions (AUs19) faciales ou d’expression ; les coefficients
{
afk
}lf
k=1
et {aek}l
e
k=1 représentent respec-
tivement les paramètres de la forme du visage et les paramètres d’expression.
Les SUs permettent d’adapter le modèle 3D à la physionomie d’une personne. Ces dernières
appliquent un déplacement sur un ensemble réduit de points qui régissent la forme du nez, la taille
de la bouche, la largeur du menton, etc. L’ensemble des SUs est répertorié dans le tableau 2.6 ; des
exemples sont illustrés sur la figure 2.18.
Les AUs codent les modifications physiques d’un visage issues de l’activation de muscles faciaux.
Elles permettent de reproduire les expressions d’un visage. Ces dernières appliquent un déplacement
sur un ensemble réduit de points qui régissent l’ouverture de la bouche, le froncement des sourcils,
l’abaissement des paupières etc. L’ensemble des AUs est répertorié dans le tableau 2.7 et des exemples
sont donnés sur la figure 2.19.
Ce modèle est utilisé pour des applications de suivi d’expressions faciales (Chen and Davoine,
2006; Dornaika and Davoine, 2005) et de reconstruction 3D (Chaumont and Beaumesnil, 2005). Nous
l’utilisons pour générer une vidéo de synthèse représentant un visage animée. Les données générées
nous permettent de quantifier la précision des déformations reconstruites par l’algorithme de recons-
truction 3D de surfaces déformables que nous proposons en §5.4.
17"Moving Picture Experts Group" en anglais.
18"Shape Units" en anglais.
19"Action Units" en anglais.
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FIG. 2.18 – Exemples d’unités de forme du modèle Candide-3. A gauche : les yeux sont écartés
(SU n°6). Au centre : la bouche est étirée (SU n°12). A droite : les sourcils sont relevés (SU n°2).
Indice AU
1 Lever la lèvre supérieure
2 Abaisser la lèvre inférieure
3 Étirer horizontalement les lèvres
4 Froncer les sourcils
5 Étirer verticalement les lèvres
6 Lever les sourcils
7 Fermeture des yeux
8 Mouvement des paupières
9 Mouvement du nez
10 Pincer les lèvres
11 Relever les paupières
TAB. 2.6 – Les AUs du modèle Candide-3
Indice SU
1 Largeur du front
2 Position verticale des sourcils
3 Position verticale des yeux
4 Longueur des yeux
5 Largeur des yeux
6 Séparation horizontale des yeux
7 Gonflement des joues
8 Forme du nez
9 Position verticale du nez
10 Forme du bout du nez
11 Position verticale de la bouche
12 Largeur de la bouche
13 Décalage vertical des yeux
14 Largeur du menton
TAB. 2.7 – Les SUs du modèle Candide-3
2.5 Conclusion
Nous avons présenté les différents modèles de déformation (basé image et 3D) utilisés dans notre
étude ainsi que les méthodes permettant de les estimer à partir d’informations extraites des images.
Elles se classent en deux groupes, les méthodes basées primitives et celles dites directes. Ces der-
nières sont privilégiées dans nos travaux pour leur grande précision. Nous allons voir dans le chapitre
suivant comment étendre les algorithmes compositionnels aux modèles déformables. Ils ne peuvent
théoriquement pas être utilisés pour estimer une fonction de déformation de par leur contrainte de
groupe. Nous proposons d’approximer les opérations d’inversion et de composition de fonctions par
divers processus basés sur la paramétrisation par primitives des fonctions de déformation.
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FIG. 2.19 – Exemples d’unités d’action du modèleCandide-3. A gauche : le froncement des sourcils
(AU n°4). Au centre : l’abaissement de la mâchoire inférieure (AU n°2). A droite : la fermeture des
yeux (AU n°7).
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Chapitre 3
Algorithmes compositionnels pour modèles
déformables
Dans ce chapitre, nous proposons d’étendre les algorithmes de recalage d’images à mise à
jour compositionnelle aux modèles déformables. Les algorithmes à mise à jour additive sont
habituellement privilégiés pour estimer une fonction de déformation puisque les étapes de com-
position et d’inversion n’existent pas pour des transformations ne formant pas un groupe. Nous
apportons deux contributions. Tout d’abord, le principe du guidage des déformations par des
primitives géométriques est proposé. Il permet l’emploi d’algorithmes compositionnels pour
certaines fonctions de déformation. Ensuite, une approche par apprentissage, basée sur un mo-
dèle linéaire par morceaux de la fonction de coût, est utilisée pour l’étape de recalage local. La
combinaison de ces deux contributions engendre un algorithme dont le bassin de convergence
est élargi, les temps de calcul diminués et la précision améliorée, en comparaison des algo-
rithmes « classiques » à mise à jour additive. Nous avons appliqué ces travaux à l’augmentation
2D d’images d’une surface déformable et à la capture de déformations. Ils ont été publiés dans
(Gay-Bellile et al., 2007a,e).
3.1 Introduction
L’objectif du chapitre est de mettre en place un algorithme de recalage d’images d’une surface
déformable (feuille de papier, tissu, etc.) qui soit à la fois précis et efficace en terme de temps de calcul.
Les applications visées sont principalement la réalité augmentée, plus précisément l’augmentation 2D
de surfaces déformables sur une vidéo, et la capture de déformations. Le champ de déplacement dense
obtenu peut également servir comme donnée d’entrée d’un algorithme de reconstruction 3D basé sur
le modèle de faible rang ; comme par exemple celui proposé en §5.4.
Un algorithme de recalage performant est proposé dans (Pilet et al., 2008). Un critère basé pri-
mitives est minimisé, ce qui engendre quelques difficultés : il est indispensable de lever l’ambiguïté
entre les déformations réelles de la surface et les erreurs de mises en correspondance. Pour palier à
cette difficulté, les auteurs proposent le schéma d’optimisation suivant : pour les premières itérations,
le terme de régularisation est prédominant par rapport au terme de données (transformation quasi ri-
gide) puis l’influence de la régularisation est réduite au fur et à mesure que les erreurs de mises en
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correspondance sont supprimées par un estimateur robuste ; les déformations du modèle sont alors
encouragées. Leur procédé donne de très bon résultats mais des imprécisions peuvent néanmoins ap-
paraître, l’ambiguïté étant dans certains cas difficile à lever. Le résultat du recalage doit alors être
raffiné par la minimisation d’un critère direct.
Nous nous concentrons dans ce chapitre sur les méthodes directes de recalage. La difficulté décrite
ci-dessus est alors évitée. Ces méthodes sont plus précises de par la prise en compte d’un grand
nombre de données, mais sont en contrepartie coûteuses en temps de calcul. En effet, la fonction
de coût est habituellement minimisée par l’algorithme DA-GN1, pour lequel la matrice Hessienne
doit être estimée et inversée à chaque itération. Notons qu’un schéma à complexité variable de la
fonction de déformation peut être utilisé : insertion de centres ou points de contrôle (Bartoli and
Zisserman, 2004), réglage du coefficient de régularisation au cours des itérations (Lim and Yang,
2005). Les algorithmes compositionnels, par exemple l’algorithme IC-GN2, sont plus efficaces mais
ne peuvent être utilisés sous leur forme d’origine avec des modèles déformables. Ils requièrent une
transformation formant un groupe ce qui n’est pas le cas de la plupart des fonctions de déformation.
L’extension de ces algorithmes aux transformations ne formant pas de groupe a été étudiée pour
des modèles morphables (Romdhani and Vetter, 2003) et actifs (Matthews and Baker, 2004). Les
étapes d’inversion et de composition sont approximées. La composition est par exemple réalisée en
opérant directement sur la position des sommets du maillage (ou de leur projection pour des modèles
morphables). Certaines contraintes relatives aux modèles ne sont alors pas prises en compte. Une
étape supplémentaire est nécessaire afin d’imposer ces contraintes.
Une fonction de déformation peut également être évaluée efficacement en apprenant hors ligne la
relation entre la variation d’intensité lumineuse (ou de couleur) et la variation locale des paramètres.
Cette relation n’est valide que localement, c’est-à-dire autour des paramètres de référence, nécessitant
une loi de mise à jour compositionnelle. L’apprentissage permet un gain substantiel en terme de
temps de calcul par rapport aux algorithmes tels que DA-GN et DA-ESM3, en effet, l’estimation et
l’inversion de la matrice Hessienne sont remplacées par une simple application de la relation apprise.
Nous proposons deux contributions principales. La première, présentée en §3.2, est le concept de
recalage d’images guidé par primitives. Il permet l’emploi d’algorithmes compositionnels en relaxant
la contrainte de groupe pour la plupart des fonctions de déformation comme par exemple les RBFs4
(avec les noyaux décrits en §2.3.1.3 : plaque mince, multiquadrique, inverse multiquadrique, etc.).
L’idée consiste à guider la fonction de déformation par un ensemble de primitives, et d’opérer di-
rectement sur ces dernières pour réaliser des opérations telles que le renversement et l’enchaînement
de déformations, approximant respectivement l’inversion et la composition de fonctions. Celles-ci
n’existent pas pour des transformations ne formant pas un groupe. Nous montrons par exemple que
l’algorithme IC-GN et ceux basés apprentissage peuvent être utilisés avec des fonctions de déforma-
tion de type plaque mince.
La deuxième contribution, présentée en §3.3, est une amélioration des algorithmes basés appren-
tissage. Les travaux précédents (Cootes et al., 1998; Jurie and Dhome, 2002a) approximent linéai-
rement la relation entre la variation d’intensité et la variation locale des paramètres. Ceci implique
plusieurs problèmes en pratique, comme par exemple une faible précision du recalage. Afin de palier
à ces inconvénients, une approximation linéaire par morceaux est proposée. D’autres approximations
1DA-GN pour "Direct Additive Gauss-Newton", voir §2.2.2.3.
2IC-GN pour "Inverse Compositional Gauss-Newton", voir §2.2.2.3.
3DA-ESM pour "Direct Additive Efficient Second order Minimisation", voir §2.2.2.3.
4"Radial Basis Functions".
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(Agarwal and Triggs, 2006; Chateau et al., 2008) existent ; elles ne sont pas étudiées dans ce chapitre.
La combinaison du concept de recalage d’images guidé par primitives avec l’approche basée ap-
prentissage proposée pour le recalage local permet de surpasser les autres algorithmes sur la plupart
des expérimentations. Il est montré expérimentalement que les performances en terme de précision
de recalage, temps de calcul et largeur du bassin de convergence sont grandement améliorées.
Organisation du chapitre. Le concept de recalage d’images guidé par primitives est décrit en §3.2.
Ensuite, le recalage d’images basé sur un apprentissage hors ligne de la relation intensité / déplace-
ment, ainsi que l’amélioration proposée sont introduits en §3.3. Pour finir, nos résultats expérimentaux
sont présentés en §3.4 et nous concluons et discutons ce chapitre en §3.5.
3.2 Recalage compositionel guidé par primitives
3.2.1 Travaux antérieurs
Les approches existantes (Matthews and Baker, 2004; Romdhani and Vetter, 2003) qui ont préa-
lablement étendu les algorithmes compositionnels, notamment IC-GN décrit en §2.2.2.3, aux trans-
formations ne formant pas de groupe, utilisent un modèle morphable ou actif dont les sommets sont
triangulés :
srj =
l∑
k=1
akBk,j︸ ︷︷ ︸
modèle actif
ou srj = Π
(
l∑
k=1
akBk,j
)
︸ ︷︷ ︸
modèle morphable
.
La position des sommets dans l’image dépend d’un sous ensemble de paramètres {ak}lk=1 et est
contrainte par les modes de déformation appris préalablement.
Une fonction de déformation de type affine par morceaux est définie entre les sommets (ou leurs
projections pour les modèles morphables) du modèle, contenu dans s. L’étape de composition est
approximée en opérant directement sur ces sommets, plus de détails sont donnés en §3.2.1.1. La
forme obtenue s + ∆s, après mise à jour, ne correspond pas forcement à une instance du modèle
puisque les contraintes relatives aux modes de déformation ne sont pas prises en compte lors de cette
opération. Une étape supplémentaire est donc requise afin de forcer les contraintes et d’estimer les
paramètres du modèle à partir de la forme mise à jour. Pour cela, l’erreur entre la forme s + ∆s et
celle induite par le modèle sr, est minimisée :
min
{ak}lk=1,D
‖s + ∆s− Dsr‖2 , (3.1)
avec sr def=
(
sr1 · · · srm
)
et D le mouvement global.
3.2.1.1 Approximation de la composition
Soient les paramètres courants u pour lesquels sont associés les sommets s =
(
s1 · · · sm
)
,
avec m le nombre de sommets constituant le modèle. De même pour les paramètres de référence u0,
la forme associée est définie par s0 =
(
s0,1 · · · s0,m
)
. On suppose également que la fonction de
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déformation localeW(·; ∆u) est estimée : la variation des paramètres ∆u engendre une perturbation
de la forme de référence s0 + ∆s0 avec ∆s0 =
(
∆s0,1 · · · ∆s0,m
)
.
Le processus de composition basé sur une mise à jour de la forme courante s consiste à estimer
∆s à partir de ∆s0. Considérons le sommet j pour lequel la mise à jour locale ∆s0,j est connue.
Ce sommet est lié à différents triangles pour lesquels une transformation affine est définie entre la
forme de référence et la forme courante. Suivant le triangle sélectionné la transformation induite
est différente, impliquant différentes mises à jour ∆sj . Une possibilité est de choisir la transformation
affine relative au triangle contenant s0,j+∆s0,j . Dans (Matthews and Baker, 2004), une alternative est
proposée. Elle est illustrée sur la figure 3.1. Plusieurs mises à jour ∆sj,k sont appliquées à s0,j +∆s0,j
les différentes transformations affines associées aux k triangles dont sj est un sommet. Les mises à
jour obtenues sont au final moyennées pour aboutir à ∆sj . Ce procédé a pour effet de lisser la forme
s + ∆s.
s0,j
s0,j +∆s0,j
sj
sj +∆sj
Image de référence Image courante
A1
A2
A3
sj +∆sj,1
sj +∆sj,2
sj +∆sj,3
FIG. 3.1 – Composition approximative de transformations affines par morceaux proposée dans
(Matthews and Baker, 2004). La mise à jour ∆sj du sommet sj est obtenue en moyennant les
différentes mises à jour engendrées par les triangles dont sj est un sommet.
3.2.1.2 Approximation de l’inversion
Pour l’algorithme IC-GN, la fonction de déformation localeW(·; ∆u) doit être inversée avant la
mise à jour compositionnelle. Pour cela, différentes approximations ont été proposées.
L’inversion d’une fonction de déformation est approximée dans (Matthews and Baker, 2004) par
un développement de Taylor au premier ordre :
W(q; ∆u) = q + ∂W
∂u (q;u0)∆u+ ε(∆u
2).
Si l’on composeW(q; ∆u) etW(q;−∆u), on obtient :
W(q; ∆u) ◦W(q;−∆u) = q − ∂W
∂u (q;u0)∆u+
∂W
∂u (q;u0)∆u+ ε(∆u
2) = q + ε(∆u2).
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Le résultat de la composition de W(q;−∆u) et W(q; ∆u) est donc égal à la transformation
identité au premier ordre. Dans (Matthews and Baker, 2004) l’inverse de la fonction de déformation
locale est donc obtenue par :
W(q; ∆u)−1 ≈ W(q;−∆u).
Une alternative est proposée dans (Romdhani and Vetter, 2003), en se basant sur la structure
triangulaire du maillage. La fonction de déformation locale W(·; ∆u) est appliquée à chaque som-
met du maillage, transformant un triangle ξ′ en un triangle ξ. La fonction de déformation inverse
évaluée en un point q appartenant à ξ : q′ = W(q; ∆u)−1 est obtenue en positionnant q′ tel que
la position relative de q′ dans ξ′ soit la même que celle de q dans ξ. Cette opération garantit que
W(W(q; ∆u)−1; ∆u) = q.
3.2.1.3 Discussion
Nous avons vu précédemment que les algorithmes compositionnels peuvent être étendus pour des
déformations engendrées par un modèle morphable ou actif. Les processus présentés, approximant
l’inversion et la composition de fonctions, s’appuient sur le maillage triangulé de ces modèles. Une
étape supplémentaire est en outre requise afin de réinjecter les contraintes du modèle à l’issue du
processus de composition.
Nous allons voir ci-dessous comment étendre les algorithmes compositionnels pour des fonctions
de déformation comme par exemple les RBFs. Notre approche s’appuie sur le principe du guidage
des déformations par des primitives géométriques. Nous proposons deux solutions empiriques basées
sur la paramétrisation par primitives pour la composition et l’inversion, nommées respectivement en-
chaînement et renversement. Ces opérations prennent directement en compte les contraintes relatives
à la fonction de déformation ; aucune étape supplémentaire n’est alors requise. Grâce à ces opérations
l’algorithme IC-GN « classique » devient l’algorithme IC-GN guidé par primitives pour lequel les
fonctions plaque mince peuvent être utilisées.
3.2.2 Le guidage par primitives
Le principe du guidage par primitives des fonctions de déformation est de paramétrer ces dernières
par un ensemble de primitives géométriques. La fonction de déformation peut alors être vue comme
un interpolant entre les primitives. La mise en correspondance de ces primitives entre deux images
revient à définir une fonction de déformation. Cette dernière pouvant être utilisée pour transférer les
primitives d’une image à l’autre, ou inversement pouvant être directement estimée à partir de ces
primitives. Les primitives ont une position fixe sur l’image de référence qui dépend de la fonction de
déformation utilisée.
Guider une déformation par des primitives a deux avantages principaux. Tout d’abord, il est plus
intuitif de travailler sur la position de primitives, exprimés en pixels, plutôt que sur des coefficients
difficilement interprétables. Ensuite, cette paramétrisation permet d’approximer les opérations d’in-
version et de composition de fonctions, comme présenté ci-dessous.
Pour illustrer ce concept, nous utilisons lors des expérimentations des RBFs, dont la paramétrisa-
tion par primitives est décrite en §2.3.1.4. Un noyau d’interpolation de type plaque mince, décrit en
§2.3.1.3, est utilisé. Pour les RBFs les primitives sont les centres de la transformation.
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3.2.3 Enchaînement des déformations
3.2.3.1 Principe de base
Afin de palier au problème de la composition, nous proposons l’enchaînement des déformations.
Cette opération consiste à estimer la position des primitives de la fonction de déformation issue de
l’enchaînement des deux autres.
Soient deux ensembles distincts de primitives contenus dans v et v′, représentant deux fonctions
de déformation distinctesW(·;v) etW(·;v′). L’objectif est d’estimer un troisième ensemble v′′ pour
que l’enchaînement des déformations induites par v et v′ donne la fonction de déformation induite
par v′′ :W(·;v′′).
Nous proposons une manière simple et efficace de réaliser cela, basée sur le concept de primitives.
L’idée est d’appliquer la fonction de déformation induite par v′ à l’ensemble des primitives dans v.
Le résultat de l’opération constitue l’ensemble de primitives v′′. Ceci s’écrit :
v′′ =W(v;v′), (3.2)
oùW est appliquée à chaque primitive constituant v. L’enchaînement de deux déformationsW(·;v)
etW(·;v′) est illustré sur la figure 3.2 et est par la suite notéW(·;v′) W(·;v).
v
v0
v00W(v;v0)
W(·;v)
W(·;v0)
v0
FIG. 3.2 – Processus d’enchaînement des déformations. Les primitives contenues dans v′′ sont
obtenues en enchaînant les fonctions de déformation engendrées par v et v′ : v′′ =W(v;v′).
Nous avons généré synthétiquement deux jeux de primitives v et v′ en perturbant aléatoirement
une grille régulière de taille 3 × 3. Les primitives v′′ sont obtenues en enchaînant les fonctions de
déformation engendrées par v et v′. La figure 3.3 illustre les résultats obtenus. On constate que la
position des primitives v′′ dépend de celles des primitives v et v′. La fonction de déformation induite
W(·;v′′) est alors une combinaison deW(·;v′) etW(·;v). Ainsi, l’enchaînement d’une déformation
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W(·;v) avec l’identitéW(·;v0) retourne la déformation originelleW(·;v) :
W(·;v) =W(·;v) W(·;v0) et W(·;v) =W(·;v0) W(·;v).
v v0 v00
¤
¤
¤
=
=
=
FIG. 3.3 – Exemples d’enchaînement de déformations. Les primitives contenues dans v′′ sont issues
du processus d’enchaînement des déformations engendrées par v et v′.
3.2.3.2 Estimation analytique pour les fonctions à base radiale
Pour des fonctions à base radiale, l’enchaînement de déformations conduit à un calcul analytique
simple. Soit V0 la matrice p × 2 contenant la position des p primitives sur l’image de référence
(une ligne V0i de V0 correspond aux coordonnées x et y du ième centre) et V ,V ′,V ′′ les matrices
contenant les p primitives engendrant respectivement les fonctions de déformation W(·; vect(V)),
W(·; vect(V ′)) etW(·; vect(V ′′)). En combinant les équations (2.25) et (3.2) on obtient :
V′′i =W(Vi; vect(V ′)) = oTViEλV ′,
avec Eλ définit par l’équation (2.24) et ne dépend que des primitives dans V0, et
oTVi =
(
φ(d2(Vi,V01)) · · · φ(d2(Vi,V0p)) VTi 1
)
.
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En appliquant l’équation ci-dessus à chaque primitive contenue dans V , on obtient :
V ′′ = OVEλV ′,
avec
OV =

oTV1
oTV2
...
oTVp
 .
Le processus d’enchaînement revient, pour des fonctions à base radiale, à multiplier 3 matrices entre
elles dont les tailles respectives sont p × p + 3, p + 3 × p et p × 2. Notons que la matrice Eλ est
constante.
3.2.4 Renversement d’une déformation
3.2.4.1 Principe de base
Le processus de renversement d’une déformation approxime l’inversion de fonction. L’idée est
d’estimer directement la position des primitives de la fonction de déformation « inversée ».
Soit un ensemble de primitives contenu dans v. L’objectif est d’estimer l’ensemble de primitives
v′ défini tel que la fonction de déformation induite par v′ produise un déplacement « inverse » de
celui engendré par v. Comme pour l’enchaînement, l’approche par primitives permet de résoudre
ce problème très simplement. L’idée est que si l’on applique la fonction de déformation induite par
les primitives v′ à l’ensemble des primitives v, les primitives de référence v0 doivent être retrouvées,
comme l’illustre la figure 3.4. En d’autres termes, l’enchaînement d’une fonction de déformation avec
sa fonction de déformation renversée engendre la transformation identité. Ceci s’écrit :
W(v;v′) = v0, (3.3)
oùW est appliquée à chaque primitive contenue dans v. La solution est obtenue simplement pour les
fonctions à base radiale, en résolvant un système linéaire5 dont le nombre d’équations et d’inconnues
correspondent au nombre de primitives. Notons que suivant la fonction de déformation utilisée, il
peut être plus judicieux de résoudre le problème suivant pour pouvoir évaluer les primitives v′ :
W(v′;v) = v0. Le renversement d’une déformationW(·;v) est par la suite notéeW(·;v).
Afin d’illustrer le processus de renversement, nous avons généré synthétiquement un jeu de primi-
tives v en perturbant aléatoirement une grille régulière v0 de 3× 3 primitives. Les primitives v′ sont
obtenues par le processus de renversement appliqué à la fonction de déformation W(·;v). Ensuite
les fonctions de déformation W(·;v) et W(·;v′) sont enchaînées, un nouveau jeu de primitives v′′
est alors engendré. Ces dernières sont équivalentes aux primitives de référence v0, l’erreur résiduelle
moyenne est très faible. La figure 3.5 illustre les résultats obtenus.
3.2.4.2 Estimation analytique pour les fonctions à base radiale
Nous reprenons ici les même notations que pour l’enchaînement des déformations décrit en
§3.2.3.2. On cherche les primitives issues du renversement deW(·; vect(V)). En combinant les équa-
tions (2.25) et (3.3), on obtient :
V0 = OVEλV ′, (3.4)
5La procédure décrite en §1.6.1 est utilisée.
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v
v0v
0
v0
W(·;v)
W(·;v0)
(ou W(·;v)¦)
FIG. 3.4 – Processus de renversement d’une déformation. Les primitives contenues dans v′ sont
définies par les équationsW(v;v′) = v0 ouW(v′;v) = v0.
La matrice V ′ contenant les primitives engendrant la fonction de déformation renversée est donnée
par :
V ′ = (OVEλ)−1V0, (3.5)
où la matrice OVEλ est de taille p× p.
3.2.5 Recalage compositionnel guidé par primitives
Grâce aux propriétés de la paramétrisation par primitives, nous étendons les algorithmes compo-
sitionnels, notamment l’algorithme IC-GN, à des fonctions de déformation ne formant pas un groupe.
Les trois étapes suivantes sont répétées jusqu’à convergence :
B Etape 1 : Recalage global. Les primitives courantes u sont utilisées pour recaler I sur l’image
de texture :
IW (q) = I(W(q;u)).
B Etape 2 : Recalage local. Les déplacements ∆u des primitives de référence sont estimés sur
l’image IW . Plusieurs approximations de la fonction de coût décrites en §1.6.2 peuvent être
utilisées. Notons que pour les algorithmes compositionnels inverses, comme par exemple IC-
GN, le renversement de la fonction de déformation locale W(·;u0 + ∆u) est réalisé à cette
étape en utilisant l’équation (3.3).
B Etape 3 : Mise à jour. Les fonctions de déformation induites respectivement par u et u0 +∆u
sont enchaînées en utilisant l’équation (3.2), permettant la mise à jour des primitives u sur
l’image courante.
Une vision globale du recalage compositionnel ainsi qu’une illustration de l’algorithme IC-GN guidé
par primitives sont présentées en figure 3.6. Ses différentes étapes sont récapitulées sur le tableau 3.1.
Les différences avec l’algorithme IC-GN « classique », introduit en §2.2.2.3, interviennent au niveau
de l’étape de mise à jour.
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Renversement
v v0 v00
¤
¤
¤
¦
¦
¦
=
=
=
FIG. 3.5 – Exemples de renversement d’une déformation. Les primitives contenues dans v′ sont
issues du renversement deW(·;v). Notons qu’à l’issue de l’enchaînement des déformationsW(·;v)
etW(·;v′) les primitives de référence sont bien retrouvées : ‖v′′ − v0‖ ≈ 0.
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Hors ligne
B Évaluer le gradient de l’image de référence∇I0 àW(q;u0) = q.
B Évaluer le gradient de la fonction de déformation ∂W∂u à (q;u0).
B Calculer les vecteurs gradients gT0 (q;u0) = ∇IT0 |W(q;u0) ∂W∂u |(q;u0).
B Former la matrice Jacobienne J0 en rassemblant les vecteurs gradients gT0 (q;u0).
B Calculer la pseudo inverse de J0 : J0†.
En ligne
B Recaler parW(q;u) l’image courante sur l’image de référence : I(W(q;u)).
B Calculer l’image de différence D(q) = I0(q)− I(W(q;u)).
B Calculer l’incrément ∆u = −J0†D.
B Renversement de la fonction de déformationW(·;u0 +∆u), les primitives u0 +∆uinv engen-
drant la fonction de déformation renversée sont données par :W(u0 +∆u;u0 +∆uinv) = u0.
B Enchaînement des déformations W(·;u) et W(·;u0 + ∆uinv), les primitives u sont mises à
jour par : u←W(u0 + ∆uinv;u).
TAB. 3.1 – Les différentes étapes d’une itération de l’algorithme IC-GN guidé par primitives.
Notons que pour les fonctions à base radiale, l’étape supplémentaire introduite dans (Matthews
and Baker, 2004; Romdhani and Vetter, 2003), et donnée par l’équation (3.1), n’est pas requise. Les
processus d’enchaînement et de renversement de déformations prennent directement en compte les
contraintes relatives à la fonction de déformation.
3.3 Recalage basé apprentissage
3.3.1 Introduction
Le principe des méthodes basées apprentissage est d’apprendre la relation ∆u = g(D) entre la
variation d’intensité D (c’est-à-dire l’image de différence) et la variation locale des paramètres ∆u.
Elle est apprise sur des données générées synthétiquement par perturbation aléatoire des paramètres
de référence u0. Différentes méthodes d’apprentissage peuvent être utilisées. La plus commune est la
régression de type moindres carrés (Cootes et al., 1998; Jurie and Dhome, 2002a,b; Gay-Bellile et al.,
2007a, 2006). La relation engendrée est linéaire : elle est représentée par une matrice d’interaction
G :
∆u = GD.
D’autres méthodes utilisent des fonctions noyau pour l’apprentissage : régression par SVM6 ou RVM7
(Agarwal and Triggs, 2006; Chateau et al., 2008). La relation obtenue est alors non-linéaire. Ces mé-
thodes d’apprentissage ne sont pas étudiées dans ce chapitre, néanmoins leur comparaison avec l’ap-
proche proposée est à envisager. Nous nous concentrons sur l’apprentissage de type moindres carrés.
L’approximation linéaire « classique » présente certaines limitations décrites en §3.3.2.2. Un compro-
mis doit notamment être trouvé entre précision et largeur du bassin de convergence. Afin de palier
6"Support Vector Machine".
7"Relevance Vector Machine".
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Etape 2 -
Recalage local 
Etape 1 – Recalage global
Etape 3 – Mise à jour
I0
IW
W(·;u)
u0 +∆u
u0
W(u0 +∆u;u)u
W(·;u0 +∆u)
W(·;u) ¤ W(·;u0 +∆u)
u0
IW
I0
u
W(·;u)
u0 +∆uinv
W(·;u0 +∆u)
W(u0 +∆uinv;u)
W(·;u0 +∆u)¦
ou
W(·;u0 +∆uinv)
W(·;u) ¤ W(·;u0 +∆u)¦
FIG. 3.6 – Recalage compositionnel guidé par primitives. A gauche : les étapes du recalage com-
positionnel guidé par primitives. A droite : principe de l’algorithme IC-GN guidé par primitives.
à cet inconvénient, nous proposons une relation linéaire par morceaux. Plusieurs matrices d’interac-
tion « spécialisées » sur un domaine restreint d’amplitude de déplacement sont utilisées. Différentes
possibilités sont proposées et comparées pour combiner ces différentes matrices d’interaction.
Une fois la relation g apprise, elle est utilisée lors du recalage pour mettre à jour les paramètres
courants. Elle n’est cependant valide que localement, c’est-à-dire autour des paramètres de référence
u0, nécessitant par conséquent l’emploi d’algorithmes compositionnels. Le recalage d’images basé
apprentissage se limite théoriquement à des transformations formant un groupe, comme par exemple
une homographie (Chateau et al., 2008; Jurie and Dhome, 2002a,b). Dans (Cootes et al., 1998), un
algorithme basé apprentissage combiné avec un modèle actif est néanmoins proposé. Les auteurs
supposent que la relation apprise g peut être appliquée directement aux paramètres courants et utilise
par conséquent une mise à jour additive des paramètres. L’étape complexe de composition est ainsi
évitée. Cette hypothèse n’est cependant pas valable en pratique et les performances de convergence
s’en trouvent être fortement dégradées.
Nous avons vu en §3.2 que l’algorithme IC-GN guidé par primitives est compatible avec certaines
fonctions de déformation. Le processus d’enchaînement de déformations peut également être utilisé
pour étendre les algorithmes basés apprentissage aux modèles déformables. La mise à jour se fait par
enchaînement de la fonction de déformation couranteW(·;u) avec celle obtenue lors du recalage local
par apprentissage :W(·;u0 + g(D)), avec D = I0 − IW . Notons que le processus de renversement
n’est pas utilisé au cours des itérations puisque g recale l’image IW sur l’image de texture I0 (sens
direct). Il est tout de même requis lors de l’apprentissage comme présenté en §3.3.2.1. Dans la suite du
tapuscrit, l’algorithme compositionnel basé apprentissage est appelé DC-Le "Direct Compositionnal
Learning". Pour des fonctions de déformation, on parle d’algorithme DC-Le guidé par primitives. La
figure 3.7(a) illustre son principe. Le tableau 3.2 récapitule les étapes de cet algorithme.
3.3.2 Approximation linéaire
Cette approximation de la relation entre la variation d’intensité et la variation locale des para-
mètres a été utilisée par de nombreux auteurs, notamment dans (Cootes et al., 1998; Jurie and Dhome,
2002a). Après avoir brièvement introduit la relation linéaire modélisée par une matrice d’interaction,
nous mettons en évidence ses limitations.
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Hors ligne
B Apprendre la relation g (§3.3.3).
En ligne
B Recaler parW(q;u) l’image courante sur l’image de référence : IW(q) = I(W(q;u)).
B Calculer l’image de différence D = I0 − IW .
B Calculer l’incrément local ∆u = g(D).
B Enchaînement des déformationsW(·;u) etW(·;u0 + ∆u), les primitives dans u sont mises à
jour par : u←W(u0 + ∆u;u).
TAB. 3.2 – Les différentes étapes d’une itération de l’algorithme DC-Le guidé par primitives.
u0
IW
I0
u
W(·;u)
W(·;u0 + g(D)| {z }
∆u
)
W(u0 +∆u;u)
W(·;u) ¤ W(·;u0 +∆u)
(a)
u0
Image synthétique
I0
W(q
;u0
+∆
uj
)
∆uj
I0(W(q;u0 +∆uj)−1)
(b)
FIG. 3.7 – Principe du recalage d’images basé apprentissage. (a) Principe de l’algorithme DC-Le
guidé par primitives. (b) Création d’un exemple d’apprentissage pour des fonctions de déformation
guidées par primitives.
3.3.2.1 Apprendre une matrice d’interaction
Génération des exemples d’apprentissage. Une matrice d’interaction G est apprise à partir
d’images synthétiques {Ij}pj=1 issues de la déformation de l’image de texture. Les images synthé-
tiques sont obtenues en perturbant aléatoirement les paramètres de référence u0. Ces perturbations
engendrent des déplacements compris entre une borne inférieure γi et une borne supérieure γs ex-
primées en pixels. Elles déterminent le domaine de validité de la matrice d’interaction. Notons que
fixer ces bornes peut parfois s’avérer complexe lorsque les paramètres sont difficilement interpré-
tables comme c’est le cas pour les fonctions à base radiale. Plusieurs vecteurs de paramètres {uj}pj=1
sont obtenus, avec uj ← u0 + ∆uj . Les images synthétiques associées peuvent être générées à partir
de la fonction de déformationW(q;uj) transférant un pixel de l’image de référence sur l’image Ij .
Chaque pixel doit alors être traité séparément, par minimisation d’un critère non-linéaire :
Ij(q)← I0(arg minq ‖W(q;uj)− q‖).
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Il en résulte un procédé extrêmement coûteux en terme de temps de calcul. Nous privilégions l’emploi
de la fonction de déformation inverseW(q;uj)−1, transférant un pixel de l’image Ij vers l’image de
référence :
Ij(q)← I0(W(q;uj)−1). (3.6)
L’image synthétique est alors texturée par simple interpolation de l’image de référence.
Application à la paramétrisation par primitives. Les positions des primitives sur l’image de tex-
ture sont perturbées par sélection aléatoire de directions {θj}pj=1 et d’amplitudes de déplacement
{rj}pj=1 : ∆uj =
(
rj  cos(θj)
rj  sin(θj)
)
. Les bornes de perturbation des paramètres {∆uj}pj=1 sont fixées
naturellement puisque les primitives sont exprimées en pixel. Les images synthétiques sont générées
en utilisant l’équation (3.6). Le processus de renversement de déformation donné en §3.2.4 est alors
utilisé pour approximer l’inversion de W(q;uj). La création d’une image synthétique Ij pour des
fonctions de déformation guidées par primitives est illustrée sur la figure 3.7(b).
Apprentissage par régression de type « moindres carrés ». Les vecteurs d’erreurs résiduelles sont
donnés par :
Dj = vect (I0 − Ij) ,
et les exemples d’apprentissage sont rassemblés dans les matrices δU =
(
∆u1 · · · ∆up
)
et
δD =
(
D1 · · · Dp
)
. Nous cherchons la matrice d’interaction G tel que δU = GδD. Une solution
possible est obtenue en minimisant un critère de type moindres carrés dans l’espace des paramètres
(exprimés en pixels dans le cadre de la paramétrisation par primitives) donné par : ‖GδD − δU‖2.
Nous privilégions par la suite l’apprentissage de matrices d’interaction dans l’espace d’intensité (ou
de couleur) exprimé en unité d’intensité.
min
G
∥∥∥δD − G†δU∥∥∥2 ⇒ G = (δDδUT(δUδUT)−1)†.
Nous avons observé expérimentalement en §3.4 que la deuxième méthode donne de meilleurs résul-
tats, étant notamment beaucoup plus résistante au bruit.
3.3.2.2 Limitations de l’approximation linéaire
Le domaine de validité de l’approximation linéaire est conditionné par la borne supérieure γs des
perturbations lors de l’apprentissage8. Pour des grandes valeurs de γs, la relation linéaire est valide
sur un large domaine de déplacement, il en résulte un bassin de convergence élargi comme l’illustre
la figure 3.8(a). En contrepartie, les petits déplacements sont mal « expliqués », entraînant une perte
de précision par rapport à une relation apprise avec une petite valeur de γs, voir figure 3.8(b). Les
performances de la relation linéaire dépendent fortement de γs : celui-ci contrôle le compromis entre
précision et largeur du bassin de convergence.
Les résultats expérimentaux présentés sur les figures 3.8(a) et 3.8(b) illustrent ce phénomène. Ils
sont obtenus en suivant la procédure décrite en §3.4.1.
8La borne inférieure est fixée à γi = 0.
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FIG. 3.8 – Limitation de l’approximation linéaire. Les performances de l’approche par appren-
tissage linéaire sont testées en fonction de l’amplitude γs des déformations ayant engendrées les
exemples d’apprentissage. (a) Performance en terme de fréquence de convergence lorsque l’amplitude
de la déformation varie. (b) Performance en terme de précision lorsque l’amplitude de la déformation
varie. Le processus expérimental est donné en §3.4.1.
3.3.3 Approximation linéaire par morceaux
3.3.3.1 Présentation
Afin de palier aux limitations de l’approximation linéaire révélées ci-dessus, nous proposons
d’apprendre plusieurs matrices d’interaction G1, · · · ,Gl, sur des domaines de perturbation dont l’am-
plitude décroît, la relation G1 possédant le plus grand domaine de validité. Elles forment ainsi une
approximation linéaire par morceaux de la fonction de coût. Différentes possibilités existent pour
combiner les matrices {Gi}li=1. Il en résulte différentes relations linéaires par morceaux.
3.3.3.2 Différentes relations linéaires par morceaux
Les approches bouclées. Ce sont des approches plutôt naïves. Une première possibilité est d’appli-
quer toutes les matrices en boucle (LOOP). La relation G1 est utilisée en premier (elle correspond aux
forts déplacements) jusqu’à convergence. Ensuite, les {Gi}l−1i=2 sont appliquées les unes à la suite des
autres. A la fin du processus, la relation Gl apprise sur de tous petits déplacements garantit la précision
du recalage. L’autre possibilité revient à tester toutes les relations à chaque itération. Celle qui intro-
duit la réduction de l’erreur la plus importante est conservée (BEST). Le principal inconvénient de
ces méthodes est qu’elles ne sont pas efficaces. En effet, LOOP introduit un grand nombre d’itérations
tandis que BEST implique un coût élevé pour une itération. Ceci est d’autant plus vrai que le nombre
de matrices d’interaction l est grand.
La sélection statistique. L’idée est de sélectionner la matrice la plus adaptée à chaque itéra-
tion (PROB). Chacune d’entre elles possède un domaine spécifique de validité en terme d’ampli-
tude de déplacement. Cette amplitude ne peut pas être déterminée a priori lors du recalage. Nous
proposons d’apprendre la relation entre l’erreur d’intensité et les intervalles d’amplitude de dépla-
cement. A chaque matrice d’interaction est associée une densité de probabilité P (Gi|e(D)), avec
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e(D) = rms(vect(D)) définissant l’erreur d’intensité pour un vecteur résiduel vect(D). Ces den-
sités sont apprises sur les exemples d’apprentissage ayant engendrés les {Gi}li=1. En pratique, une
approximation Gaussienne s’avère être proche des distributions réelles. La sélection de la matrice
d’interaction la plus appropriée étant donné l’erreur en intensité courante se fait simplement par :
j = arg max
i
P (Gi|e(D)). (3.7)
La combinaison ou mixture de matrices. Ces méthodes combinent les matrices d’interaction par
un modèle de mixture probabiliste :
G ←
l∑
i=1
aiGi avec
l∑
i=1
ai = 1 et {ai ≥ 0}li=1 .
Nous comparons par la suite deux choix pour les proportions des mixtures {ai}li=1. Une pre-
mière approche (CMM) affecte la même probabilité ai = 1p à chaque matrice d’interaction tan-
dis que la deuxième (GMM) les pondère par les densités de probabilité P (Gi|e(D)) normalisées :
ai = P (Gi|e(D))∑l
k=1 P (Gk|e(D))
.
Notons que les relations linéaires par morceaux décrites ci-dessus se terminent en appliquant, jus-
qu’à convergence, la matrice d’interaction Gl. Cette étape supplémentaire garantit un recalage précis.
3.4 Résultats expérimentaux
3.4.1 Comparaison des différentes méthodes d’apprentissage
Afin de comparer les performances des différentes relations linéaires par morceaux décrites en
§3.3.3.2, une transformation de type homographie est utilisée. Ainsi, aucune approximation n’est faite
lors de l’apprentissage (inversion) et également lors du recalage (composition). Une paramétrisation
de l’homographie par 4 points (ou primitives) est utilisée. Nous utilisons 6 matrices d’interactions
pour définir les relations linéaires par morceaux. Les bornes de déplacement γi et γs, associées à
chaque matrice d’interaction sont données dans le tableau 3.3.
matrice G1 matrice G2 matrice G3 matrice G4 matrice G5 matrice G6
Borne inférieure γi 0 0 0 0 0 0
Borne supérieure γs 20 15 10 7 4 2
TAB. 3.3 – Les bornes de déplacement utilisées pour apprendre les différentes matrices d’inter-
action. Les mêmes valeurs sont utilisées pour les expérimentations en §3.4.2.
Les différentes relations linéaires par morceaux sont comparées dans des conditions contrôlées :
des images synthétiques sont générées à partir de l’image de texture.
Protocole. Les positions des primitives sont aléatoirement perturbées avec une amplitude r. Un
bruit Gaussien est également ajouté sur l’image synthétisée. La variance σ associée est un pourcentage
sur l’intensité maximale en niveau de gris. Ces deux paramètres sont modifiés indépendamment avec
comme valeur par défaut r = 6 pixels et σ = 1%. La qualité du recalage est évaluée en calculant la
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distance Euclidienne moyenne entre les primitives ayant induit l’image synthétique et celles estimées.
La convergence vers la solution recherchée est déclarée lorsque le score obtenu est inférieur à 1 pixel.
Les résultats présentés sont des moyennes sur 500 essais.
Fréquence de convergence. (figures 3.9(a) et 3.9(b)). C’est le pourcentage de convergence vers
la solution recherchée. Par rapport aux déplacements, les différentes relations ont des performances
comparables. En effet, leur fréquence de convergence est supérieure à 95% jusqu’à 20 pixels de dé-
placement. A partir de 25 pixels, elles sont toutes aux alentours de 65% de recalage réussi. La relation
CMM apparaît avoir un bassin de convergence très légèrement plus faible. Notons que la relation li-
néaire par morceaux PROB présente quelques cas d’échecs pour des amplitudes de déplacement com-
prises entre 6 et 8 pixels. Les relations linéaires par morceaux basées sur les densités de probabilité
P (·|e(D)) sont assez sensibles au bruit. Le modèle de mixture de Gaussienne offre tout de même de
meilleures performances que la sélection statistique : pour 7% de bruit PROB converge dans 80% des
cas tandis que GMM converge dans tous les cas. Les relations CMM, BEST, LOOP sont quant-à-elles
très peu sensibles au bruit.
Précision. (figure 3.10(b)). Elle est mesurée par l’erreur de recalage en pixels lorsque l’algorithme
converge. Par rapport au déplacement les différentes relations linéaires par morceaux donnent des
résultats similaires, et par conséquent les graphes ne sont pas montrés. La précision obtenue tourne
aux alentours de 0,025 pixels quelque soit le déplacement. Les relations GMM et PROB sont moins
précises que les autres à partir de 7% de bruits. A 9% Leur précision moyenne est de l’ordre de 0,7
pixels contre 0,3 pixels pour les relations CMM, BEST et LOOP, soit un rapport de 2,5.
Complexité de convergence. (figure 3.10(a)). Le complexité de convergence est définie comme le
nombre d’itérations nécessaires pour converger. Les relations linéaires par morceaux BEST et LOOP
sont clairement les moins efficaces en fonction de l’amplitude du déplacement : LOOP requiert au
moins 30 itérations pour converger tandis que BEST n’en nécessite que 10 mais le coût de chacune de
ses itérations est plus élevée. CMM, GMM et PROB convergent en moins de 10 itérations quelque soit
l’amplitude de déplacement. Notons que les mêmes conclusions sont obtenues lorsque la variance du
bruit varie. Les graphes associés ne sont pas montrés.
Discussion. Globalement, la relation linéaire par morceaux CMM apparaît avoir les meilleurs per-
formances. Elle est bien plus efficace que les approches bouclées LOOP et BEST et moins sensible au
bruit que celles s’appuyant sur des densités de probabilité apprises au préalable : GMM et PROB. Son
bassin de convergence n’est que très légèrement moins large que celui des autres relations. Notons que
des résultats similaires ont été obtenus avec une transformation de type plaque mince. Dans la suite
de ce chapitre nous utilisons la relation linéaire par morceaux CMM lors de nos expérimentations.
3.4.2 Comparaison entre les différentes approches existantes
Nous comparons quatre algorithmes en termes de fréquence de convergence, de précision et de
complexité de convergence. Deux algorithmes classiques :
B DA-GN. Approximation de Gauss-Newton, mise à jour additive (Bartoli and Zisserman, 2004;
Lim and Yang, 2005), voir §2.2.2.3.
B DA-ESM. Approximation du second ordre (Malis, 2004), mise à jour additive, voir §2.2.2.3.
68 CHAP. 3 : ALGORITHMES COMPOSITIONNELS POUR MODÈLES DÉFORMABLES
0 5 10 15 20 25
0.65
0.7
0.75
0.8
0.85
0.9
0.95
1
Amplitude du déplacement (pixels)
Fr
éq
ue
nc
e 
de
 c
on
ve
rg
en
ce
 
 
LOOP
PROB
GMM
BEST
CMM
(a)
5 10 150
0.2
0.4
0.6
0.8
1
Variance du bruit (%)
Fr
éq
ue
nc
e 
de
 c
on
ve
rg
en
ce
 
 
CMM
LOOP
BEST
GMM
PROB
(b)
FIG. 3.9 – Comparaison des différentes relations linéaires par morceaux en terme de fréquence
de convergence. (a) Lorsque l’amplitude de la déformation varie. (b) Lorsque la variance du bruit
varie. Pour le graphe (b), les courbes associées à CMM et LOOP sont superposées.
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FIG. 3.10 – Comparaison des différentes relations linéaires par morceaux en terme de com-
plexité de convergence et de précision. (a) Comparaison des différentes relations linéaires par mor-
ceaux en terme de complexité de convergence lorsque l’amplitude de la déformation varie. (b) Com-
paraison des différentes relations linéaires par morceaux en terme de précision de recalage lorsque la
variance du bruit varie.
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Deux algorithmes que nous proposons :
B IC-GN. Recalage de type compositionel inverse guidé par primitives, voir §3.2, avec approxi-
mation de Gauss-Newton pour le recalage local.
B DC-Le. Recalage de type compositionel directe guidé par primitives, voir §3.2, le recalage
local étant réalisé par la relation linéaire par morceaux CMM, décrite en §3.3.3.
3.4.2.1 Données simulées
Afin d’évaluer ces algorithmes dans des conditions contrôlées, des images synthétiques sont gé-
nérées à partir de l’image de texture. Les primitives sont placées sur une grille de taille 3 × 3. Nous
utilisons le même protocole qu’en §3.4.1 pour générer des images synthétiques et comparer les dif-
férents algorithmes, à l’exception de l’amplitude des déplacements r dont la valeur par défaut est 3
pixels.
Fréquence de convergence. (figure 3.11). DC-Le possède le bassin de convergence le plus large,
suivi de très près par DA-ESM tandis que IC-GN a le plus faible bassin de convergence. Pour un
déplacement de 8 pixels, DC-Le converge dans environ 75% des cas tandis que DA-GN et IC-GN ne
converge que sur 40% des exemples traités. DA-GN a les moins bonnes performances par rapport au
bruit, les autres algorithmes étant très peu sensibles notamment IC-GN qui converge dans tous les cas
même pour 15% de bruit.
Précision. (figure 3.12). Les quatre algorithmes sont équivalents en terme de précision lorsque l’am-
plitude de la déformation varie. En ce qui concerne le bruit, IC-GN et DC-Le sont équivalents tandis
que DA-ESM est légèrement moins bon et DA-GN clairement moins précis lorsque la variance est
grande.
Complexité de convergence. (figure 3.13). La complexité de convergence des algorithmes DC-Le
et DA-ESM est à peu près constante par rapport à l’amplitude du déplacement et au bruit. Cependant,
DC-Le est le meilleur avec une complexité de convergence toujours inférieure à 10. DA-GN et IC-
GN sont efficaces pour de petits déplacements c’est-à-dire inférieurs à 5 pixels. Leur complexité
de convergence augmente dramatiquement au delà de cette valeur. DA-GN est également inefficace
lorsque l’amplitude du bruit est supérieure à 4%. Ceci s’explique par le fait que la matrice Jacobienne
de DA-GN dépend majoritairement du gradient de l’image courante, là où le bruit est appliqué.
3.4.2.2 Données réelles
Les quatre algorithmes décrits précédemment sont comparés sur plusieurs vidéos. Les informa-
tions suivantes sont mesurées : l’erreur résiduelle (RMS9) moyenne et maximum en terme d’intensité,
au cours de la vidéo, exprimée en UI10, le nombre moyen d’itérations ainsi que le temps mis pour
traiter la vidéo. Tous les algorithmes ont été implantés en Matlab. Pour pouvoir illustrer la qualité
du recalage, nous avons défini un maillage sur l’image de texture qui est transféré sur chaque image
de la vidéo. Les différences de recalage entre les quatre algorithmes ne peuvent pas être distinguées
visuellement quand ces derniers convergent.
9"Root Mean Square".
10Unité d’Intensité.
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FIG. 3.11 – Comparaison des quatre algorithmes en terme de fréquence de convergence. (a)
Lorsque l’amplitude de la déformation varie. (b) Lorsque la variance du bruit varie.
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FIG. 3.12 – Comparaison des quatre algorithmes en terme de précision. (a) Lorsque l’amplitude
de la déformation varie. (b) Lorsque la variance du bruit varie.
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FIG. 3.13 – Comparaison des quatre algorithmes en terme de complexité de convergence. (a)
Lorsque l’amplitude de la déformation varie. (b) Lorsque la variance du bruit varie.
La vidéo du Tshirt. Cette vidéo est composée de 400 images, l’amplitude des déformations de la
surface est parfois importante. Une grille de 3×3 primitives est utilisée. Les résultats sont donnés sur
le tableau 3.4 et des exemples de déformations estimées par l’algorithme DC-Le sont montrés sur la
figure 3.14. DC-Le fonctionne bien sur cette vidéo. En effet, il est à la fois l’algorithme le plus rapide
et le plus précis. DA-GN, DA-ESM et IC-GN sont équivalents en terme de précision. Cependant,
DA-GN nécessite un grand nombre d’itérations pour converger, le rendant 5 fois plus lent que DC-Le.
RMS moyen/maximum (UI) Nombre d’itérations moyen Temps total/moyen (s)
DA-GN 8,7/13,7 22,7 2.083/5,2
DA-ESM 9,2/14,8 9,2 877/2,2
IC-GN 9,7/15,8 15,6 436/1,1
DC-Le 6,7/12,9 8,3 380/0,9
TAB. 3.4 – Résultat sur la vidéo du Tshirt. Les meilleurs résultats sont mis en gras.
La vidéo de la feuille de papier. Cette vidéo est composée de 350 images. Les résultats sont donnés
sur le tableau 3.5. Une grille de 4× 4 primitives est utilisée. IC-GN diverge lorsque les déformations
semblent être les plus importantes. Les autres algorithmes ont des performances sensiblement simi-
laires. DA-GN est tout de même le plus précis, et DC-Le est 3 fois plus rapide. La figure 3.15 illustre
les déformations estimées par l’algorithme DC-Le ainsi que l’augmentation 2D de la vidéo de la
feuille de papier. Nous avons également capturé les déformations de la surface observée en estimant,
au sens des moindres carrés, les transformations de similarité entre l’image de texture et chaque image
de la vidéo. Une fois les mouvements globaux compensés, seules les déformations sont appliquées
sur une nouvelle texture.
La vidéo du tapis. Cette courte vidéo est composée de 42 images, l’amplitude des déformations est
assez importante, elles sont reparties sur toute la surface. Une grille de 5 × 5 primitives est utilisée.
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FIG. 3.14 – Déformations estimées par l’algorithme DC-Le sur la vidéo du Tshirt.
RMS moyen/maximum (UI) Nombre d’itérations moyen Temps total/moyen (s)
DA-GN 9,0/17,6 6,9 532/1,5
DA-ESM 10,2/20,5 7,1 560/1,6
DC-Le 9,4/19,4 3,8 176/0,5
TAB. 3.5 – Résultat sur la vidéo de la feuille de papier. IC-GN diverge sur cette vidéo. Les meilleurs
résultats sont mis en gras.
Les performances des différents algorithmes sont répertoriées sur le tableau 3.6, les déformations
estimées par l’algorithme DC-Le sont illustrées sur la figure 3.16. Comme pour la vidéo de la feuille
de papier, l’algorithme IC-GN diverge. DA-GN et DA-ESM recalent précisément les images. DC-Le
est légèrement moins précis mais il est 7 fois plus rapide.
RMS moyen/maximum (UI) Nombre d’itérations moyen Temps total/moyen (s)
DA-GN 5,6/8,2 12,8 118/2,8
DA-ESM 5,8/8,6 11,4 109/2,6
DC-Le 6,5/9,8 3,5 17,1/0,4
TAB. 3.6 – Résultat sur la vidéo du tapis. IC-GN diverge sur cette vidéo. Les meilleurs résultats
sont mis en gras.
La deuxième vidéo du Tshirt. Cette vidéo est composée de 623 images, l’amplitude des déforma-
tions y est modérée. Une grille de 3× 3 primitives est utilisée. Des variations globales d’illumination
apparaissent au cours de la vidéo. Une transformation photométrique de type gain et biais est explici-
tement incorporée au processus d’optimisation. Celle-ci est évaluée pour chaque image en calculant
la moyenne et la variance des intensités. Les performances des différents algorithmes sont réperto-
riées sur le tableau 3.6. Les déformations estimées par l’algorithme DC-Le sont illustrées sur la figure
3.16. Les différents algorithmes offrent de bonnes performances sur cette vidéo, les erreurs résiduelles
faibles prouvent que les variations globales d’illumination sont correctement compensées. DC-Le et
IC-GN sont respectivement 4 et 2 fois plus rapides par rapport aux approches classiques à mise à jour
additive.
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FIG. 3.15 – Résultat du recalage et de l’augmentation 2D pour l’algorithme DC-Le sur la vidéo
de la feuille de papier. En haut : Images extraites de la vidéo de la feuille de papier. 2ème ligne :
déformations estimées par l’algorithme DC-Le. 3ème ligne : augmentation 2D de la vidéo du papier
avec un logo du personnage Stitch. En bas : les déformations sont capturées et appliquées sur une
affiche du film Cars.
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FIG. 3.16 – Déformations estimées par l’algorithme DC-Le sur la vidéo du tapis.
RMS moyen/maximum (UI) nombre d’itérations Temps total/moyen
DA-GN 4,5/7,4 5,5 785/1,3
DA-ESM 4,5/7,5 5,2 788/1,3
IC-GN 4,9/7,6 7,1 381/0,6
DC-Le 4,6/7,7 2,8 247/0,4
TAB. 3.7 – Résultat sur la deuxième vidéo du Tshirt. Les meilleurs résultats sont mis en gras.
FIG. 3.17 – Déformations estimées par l’algorithme DC-Le sur la deuxième vidéo du Tshirt.
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Discussion. Il a été remarqué sur un grand nombre de données réelles que DA-GN reste l’algorithme
le plus précis. Cependant, il n’est pas efficace en terme de temps de calcul et ceci est d’autant plus
vrai que le déplacement est important. DA-ESM présente des performances de recalage légèrement
supérieure à celle de DA-GN ; il est notamment un peu plus efficace. IC-GN est un algorithme efficace
mais perd en précision pour des déplacements très importants et peut diverger. De façon générale, DC-
Le présente le meilleur compromis précision / vitesse. En effet, il se trouve être quasiment aussi précis
que DA-GN tout en étant 5 fois plus rapide en moyenne. De plus, il est équivalent à, ou meilleur que
IC-GN et DA-ESM en terme de précision de recalage et de temps de calcul, et possède un bassin de
convergence plus large.
3.5 Conclusion
Deux contributions importantes ont été présentées dans ce chapitre pour le problème du recalage
d’images d’une surface déformable. Tout d’abord, nous proposons de guider les fonctions de défor-
mation par des primitives, permettant de relâcher la contrainte de groupe et d’utiliser les algorithmes
à mise à jour compositionnelle plus efficaces que les méthodes additives habituellement privilégiées.
Ensuite, nous proposons une relation linéaire par morceaux pour l’étape de recalage local des algo-
rithmes basés apprentissage. Cette dernière présente de bien meilleures performances qu’une simple
approximation linéaire si les différentes matrices d’interaction apprises sont combinées de manière
optimale. L’association de ces deux contributions introduit un algorithme de recalage d’images dont
les performances en terme de précision, de temps de calcul et de fréquence de convergence dépassent
ou égalent celles des algorithmes existants.
En perspective, la sélection automatique de la complexité de la fonction de déformation devra être
étudiée. Pour l’heure, le nombre de primitives utilisées est fixé de manière empirique. Une solution
existante est l’insertion dynamique de centres (Bartoli and Zisserman, 2004). Cependant, elle entraîne
une perte d’efficacité de IC-GN puisque la matrice Jacobienne n’est alors plus constante, pour DC-Le
un apprentissage pour toutes les combinaisons possibles position - nombre de centres est alors requis.
Ceci n’est pas raisonnablement réalisable en pratique.
Le nombre de centres de la fonction de déformation peut être fixe quelle que soit la vidéo à traiter
à condition qu’ils soient suffisamment nombreux et repartis de manière homogène pour garantir la
flexibilité de la fonction de déformation. En contrepartie, elle doit être fortement régularisée afin
d’être suffisamment contrainte. La sélection automatique du paramètre contrôlant l’influence de la
régularisation fait l’objet de nombreux travaux de recherche. Des méthodes efficaces existent (Bartoli,
2007) pour lesquelles un critère basé primitives est requis. Leur extension à un critère direct nécessite
des études complémentaires.
L’algorithme DC-Le ne gère pas sous sa forme d’origine la présence d’occultations et de variations
locales d’illumination. L’emploi de « patchs » est une solution possible (Shi and Tomasi, 1994). Dans
le cadre des surfaces déformables, la question du choix de la complexité de la transformation associée
à un patch se pose : utiliser une fonction de déformation pour modéliser le mouvement d’un petit
patch n’a pas réellement de sens. Une autre problématique est la combinaison des informations issues
des différents patchs pour aboutir à la fonction de déformation globale.
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Chapitre 4
Gestion des auto-occultations en recalage
d’images
Dans ce chapitre, nous adressons le problème du recalage d’images d’une surface déformable
en présence d’auto-occultations. Un cadre spécifique permettant de gérer ces dernières est pro-
posé. L’idée principale est de forcer la fonction de déformation à se comprimer dans les régions
auto-occultées. Celles-ci sont alors détectées grâce à cette propriété de contraction. Des résul-
tats expérimentaux sur des vidéos difficiles montrent que notre approche recale précisément les
images tout en détectant les régions auto-occultées. Ce cadre de gestion des auto-occultations
est utilisé pour des applications d’augmentation 2D de surfaces déformables sur une vidéo.
La méthodologie permettant de gérer les auto-occultations est publiée dans (Gay-Bellile et al.,
2007b, 2008) et les différentes améliorations requises pour l’augmentation 2D sont exposées
dans (Gay-Bellile et al., 2007d,c). L’ensemble des contributions présentées ci-dessous sont ré-
capitulées dans un article de revue (Gay-Bellile et al., Soumis en 2008). Nous sommes en attente
de la décision finale après avoir procédé à une première révision de l’article.
4.1 Introduction et travaux antérieurs
Les occultations créent des problèmes majeurs en recalage d’images. Elles rendent celui-ci beau-
coup plus complexe car elles introduisent des variations d’apparence importantes et des observations
erronées. Elles peuvent être de deux types : les occultations externes et les auto-occultations. Les pre-
mières apparaissent lorsqu’un objet passe entre la caméra et la surface observée. Les auto-occultations
quant à elles surviennent lorsque la surface est pliée de telle manière qu’une partie en cache une autre.
Nous nous intéressons plus particulièrement à ces dernières car les auto-occultations externes sont
plutôt bien gérées en recalage d’images (Ladikos et al., 2007; Pilet et al., 2008).
L’estimation des déformations en présence d’auto-occultations est une problématique pouvant
être modélisée de manière tridimensionnelle. La détection des auto-occultations se fait alors par des
techniques comme le z-buffer ou comme la solution d’une équation différentielle ordinaire, lorsque la
surface est représentée sous une forme implicite (Ilic et al., 2007). Cependant, évaluer la surface 3D,
ses déformations et le mouvement des caméras à partir d’une vidéo prise par une seule caméra est plus
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« non-linéaire » que l’estimation d’un champ de déplacement au niveau image. L’information 3D n’est
en outre pas nécessaire pour de nombreuses applications, comme par exemple l’augmentation 2D
d’images d’une surface déformable. Un modèle de déformation 2D reste fréquemment privilégié pour
le recalage d’images. Les travaux précédents utilisant ces modèles, par exemple (Pilet et al., 2008),
incluent un M-estimateur dans la fonction de coût afin de rendre leur approche robuste aux données
aberrantes, comme par exemple celles introduites par la présence d’auto-occultations et d’occultations
externes. La régularisation est privilégiée dans les régions détectées par l’estimateur robuste comme
érronées en terme d’intensité lumineuse (ou signature de primitives). Ce comportement est bien adapté
pour les occultations externes mais beaucoup moins pour les auto-occultations, comme expliqué plus
en détails en §4.2. Les auto-occultations sont explicitement modélisées dans (Lin and Liu, 2006)
pour des surfaces présentant une texture répétitive appelée NRT pour "Near Regular Texture". Un
élément de base de ces textures est appelé "texton". Leur approche s’appuie sur l’estimation d’une
carte de visibilité construite en se basant sur les propriétés répétitives de forme et d’apparence relatives
aux NRT. Cette carte prend notamment en compte le comportement de la fonction de déformation
en s’appuyant sur les différences de topologie (surface, longueur des côtés) entre textons voisins.
Leur algorithme permet de suivre les déformations d’une surface en dépit d’auto-occultations assez
importantes.
Nous avons constaté que très peu de travaux prétendent gérer les auto-occultations. Les diffé-
rents résultats présentés dans la littérature en attestent car les expériences où la surface s’auto-occulte
significativement sont assez rares.
Contributions. Nous proposons un cadre spécifique de gestion des auto-occultations modélisant
explicitement ces dernières :
B Contraction de la fonction de déformation. Nous imposons à la fonction de déformation de
se comprimer le long de la frontière d’auto-occultation. Pour cela, un troisième terme appelé
le contracteur, présenté en §2.2.1, est ajouté à la fonction de coût classique.
B Détection des pixels auto-occultés. La propriété de contraction permet d’utiliser le compor-
tement de la fonction de déformation pour détecter les régions auto-occultées. Notre opérateur
de détection se base sur le principe que la contraction introduit une dérivée nulle de la fonction
de déformation dans au moins une direction.
L’algorithme résultant ne requiert aucune texture spécifique et est général puisque la seule hypothèse
est que les déformations de la surface observée soient lisses. Cette hypothèse est valide pour de nom-
breux scénarios. Les résultats expérimentaux montrent que l’approche proposée est bien mieux adap-
tée aux auto-occultations que les méthodes robustes classiques ne modélisant pas explicitement ces
dernières. En effet, elle permet de recaler précisément les régions apparentes, ce qui est indispensable
pour pouvoir réestimer correctement la fonction de déformation lorsque l’auto-occultation cesse. Les
régions non visibles sont quant à elles transférées sur la frontière d’auto-occultation. Notre approche
est testée dans le cadre d’applications de suivi et d’augmentation 2D de surfaces déformables pouvant
s’auto-occulter.
Organisation du chapitre. Les problèmes inhérents aux auto-occultations ainsi que la solution pro-
posée sont énoncés en §4.2. La détection des auto-occultations est étudiée en §4.3. En §4.4, nous dé-
crivons l’algorithme permettant de recaler des images d’une surface déformable auto-occultée. L’aug-
mentation 2D de surfaces déformables sur une vidéo est traité en §4.5. Les résultats expérimentaux
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sont présentés en §4.6. Pour finir, nous donnons nos conclusions et discutons des travaux futurs en
§4.7.
4.2 Énoncé du problème et solution proposée
4.2.1 Problématique
Les algorithmes robustes de recalage d’images décrits au chapitre 2 sont bien adaptés pour les
occultations externes. En effet, le terme de régularisation devient prépondérant pour les pixels dé-
tectés comme occultés. La fonction de déformation reste lisse au niveau de l’occultation, ce qui est
le comportement souhaité. La détection des régions occultées s’appuie sur le terme de données Ed ;
une différence d’intensité pour les approches directes. Elle distingue par simple seuillage de l’image
de différence l’occultant de l’occulté, sous l’hypothèse qu’ils soient sensiblement différents en terme
d’intensité lumineuse.
En cas d’auto-occultation, l’utilisation de ce critère s’avère inefficace. Les auto-occultations re-
quièrent une grande précision de la détection puisqu’elles sont introduites par de fortes déformations.
La région d’intérêt étant en outre souvent homogène en terme d’intensité, il devient plus difficile de
lever l’ambiguïté entre les régions visibles et non-visibles, en se basant uniquement sur l’information
contenue dans les images. Des erreurs de recalage apparaissent inévitablement avec ce module de
détection.
4.2.2 Approche proposée
Nous proposons d’utiliser le comportement de la fonction de déformation le long de la fron-
tière d’auto-occultation pour détecter les pixels auto-occultés. Il peut être de deux types pour des
fonctions continues, sous l’hypothèse que les régions visibles soient correctement recalées : soit la
fonction de déformation est rabattue sur elle même, soit elle est comprimée au niveau de la fron-
tière d’auto-occultation. La première possibilité représente le comportement naturel d’une fonction
de déformation régularisée tandis que la deuxième doit être imposée.
Seule la contraction permet une détection précise des régions auto-occultées en utilisant les déri-
vées directionnelles de la fonction de déformation, comme nous le décrivons en §4.3.2. Si la fonction
de déformation forme une « boucle », alors ses dérivées permettent de déceler la présence de régions
auto-occultées mais ne permettent pas de définir précisément les régions associées comme l’illustre la
figure 4.1. Cette figure représente une coupe de la fonction de déformation dans la direction perpen-
diculaire à la frontière d’auto-occultation. Cette coupe est représentée pour les deux configurations
possibles décrites ci-dessus : contraction et boucle. Sur cet exemple, lorsque la fonction de défor-
mation se rabat sur elle même on constate une variation du signe de la dérivée dans la direction x
permettant de déceler la présence d’auto-occultation. Cependant, il est impossible de situer préci-
sément les bornes de la région auto-occultée (point vert (ou gris clair) et rouge (ou gris foncé)) le
long de la courbe. Par contre, si la fonction de déformation est comprimée le long de la frontière
d’auto-occultation alors la région auto-occultée correspond parfaitement à une région où la fonction
de déformation possède une dérivée nulle suivant la direction x : un critère permettant la détection
précise des régions auto-occultées peut alors être défini. En résumé, la présence de boucles lors du
recalage doit être évitée et remplacée par la contraction de la fonction de déformation.
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Pour cela un troisième terme, appelé le contracteur, est ajouté à la fonction de coût classique
(équation (2.1) de la section 2.2.1). Il détecte les boucles comme des variations de signe dans les
dérivées directionnelles de la fonction de déformation et impose à la place l’annulation des dérivées
dans une direction c’est-à-dire la contraction de la fonction de déformation suivant cette direction.
Plus de détails sur le contracteur utilisé dans notre algorithme de recalage sont donnés en §4.3.1.
Notons que cette représentation possède également l’avantage de faire disparaître naturellement les
régions auto-occultées, ce qui est très utile pour des applications d’augmentation 2D d’images d’une
surface déformable auto-occultée. Plus de détails sont donnés en §4.5.
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FIG. 4.1 – Coupes de la fonction de déformation pour différentes configurations. A gauche :
l’image de référence sur laquelle est surimposée la coupe appliquée à la fonction de déformation ainsi
que les bornes définissant la région auto-occultée le long de cette coupe. Au centre : les différentes
configurations possibles de la fonction de déformation en présence d’auto-occultation. En haut à
droite : évolution de la composante x de la fonction de déformation le long de la coupe lorsque celle-
ci forme une boucle. En bas à droite : évolution de la composante x de la fonction de déformation le
long de la coupe lorsque celle-ci est comprimée.
La détection des régions auto-occultées se fait par un module s’appuyant sur la recherche des
dérivées directionnelles faibles de la fonction de déformation. Nous allons voir en §4.3.2 que cette
recherche exhaustive peut être remplacée par un problème de minimisation pour chaque pixel dont la
solution possède une forme analytique simple.
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La figure 4.2 illustre les différences entre la fonction de coût robuste classique et celle proposée,
modélisant explicitement les auto-occultations.
Un pixel visible 
données régularisation
Un pixel occulté
Un pixel visible
données régularisation
Un pixel occulté par un objet externe
contracteur
Un pixel auto-occulté
Notre approche
Termes de la fonction de coût
Termes de la fonction de coût
Approche robuste
FIG. 4.2 – Fonction de coût classique et celle proposée modélisant explicitement les auto-
occultations. Les termes qui sont pris en compte dans la minimisation sont représentés par un cercle
vert (gris clair) et ceux qui ne sont pas pris en compte sont représentés par un cercle rouge (gris
foncé). L’approche classique traite les pixels auto-occultés et ceux occultés par un objet externe de
la même manière, c’est-à-dire comme des données aberrantes. Notre approche consiste à activer le
contracteur au niveau des pixels auto-occultés ; la détection des régions associées se faisant par le
module de détection décrit en §4.3.2.
4.2.3 Approche alternative
Récemment, nos travaux ont été repris dans (Hilsmann and Eisert, 2008) pour proposer un nouvel
algorithme de recalage d’images d’une surface déformable auto-occultée. L’idée de base est identique
au cadre de gestion des auto-occultations que nous proposons. La fonction de déformation est forcée
à se comprimer au niveau de la frontière d’auto-occultation. La détection des pixels auto-occultés
s’appuie alors sur cette propriété. Cependant les auteurs procèdent différemment : la détection des
pixels auto-occultés se fait en se basant sur un critère de rapport de distances évaluées entre un sommet
du maillage définissant la fonction de déformation et ses voisins. Ce critère est ensuite interpolé afin
d’obtenir une carte d’auto-occultation pixélique. La contraction de la fonction de déformation est
quant à elle imposée en pondérant localement le terme de régularisation en fonction du résultat de la
détection, évitant ainsi l’ajout d’un troisième terme dans la fonction de coût.
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4.3 Outils proposés pour la détection des auto-occultations
L’approche proposée pour la détection des pixels auto-occultés retourne deux versions de la carte
d’auto-occultation : une carte binaireH(q;u) et une carte probabiliste Ĥ(q;u). La première présente
plusieurs inconvénients que nous décrivons ci-dessous. Par conséquent la carte probabiliste est utilisée
dans la plupart de nos expériences.
4.3.1 Le contracteur
Le contracteur a pour but d’empêcher la fonction de déformation de se rabattre sur elle même
au niveau de la frontière d’auto-occultation. Ces configurations apparaissent naturellement lorsque la
surface s’auto-occulte. Elles sont caractérisées par une variation du signe de la dérivée de la fonction
de déformation le long d’une certaine direction : la direction normale à la frontière d’auto-occultation.
Le contracteur doit donc pénaliser les variations de signe de la dérivée de la fonction de déformation
et imposer à la place la contraction, c’est-à-dire une dérivée nulle dans cette direction.
Il est construit à partir de la fonction γ représentée sur la figure 4.3(a) et définie par :
γ(a) def=
{
0 si a ≥ 0
a2 sinon.
Cette fonction est appliquée au produit, élément par élément, entre les dérivées directionnelles à
gauche et à droite de la fonction de déformation évaluées en tout point q ∈ R et intégrées sur les
directions d ∈ S1.
r
γ (
r )
(a)
q
(b)
FIG. 4.3 – Les composantes du contracteur. (a) La fonction γ. (b) L’ensemble F des directions
discrétisées.
Le contracteur est donné par :
Ef (u) def=
∑
q∈R
∫
d∈S1
∑
p∈{x,y}
γ(Epl (d;q;u)Epr(d;q;u))dd.
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La minimisation de ce terme fait que les contraintes décrites ci-dessus sont respectées. Tout
d’abord, seuls les points pour lesquels les dérivées à droite et à gauche sont de signes opposés sont
pénalisés puisque la fonction γ est nulle pour tout argument positif. Ensuite, le minimum de Ef (u)
est obtenu lorsque la fonction de déformation ne se rabat pas.
En pratique, l’intégrale est discrétisée sur un ensemble F de directions représentées sur la figure
4.3(b). Le contracteur devient :
Ef (u) ≈
∑
q∈R
∑
d∈F
∑
p∈{x,y}
γ(Epl (d;q;u)Epr(d;q;u)). (4.1)
4.3.2 Cartes d’auto-occultation binaires
Deux modules de détection d’auto-occultations sont décrits ci-dessous. Ils introduisent des cartes
d’auto-occultation binaires.
4.3.2.1 Approche basée sur la position
La fonction de déformation est contrainte à se comprimer le long de la frontière d’auto-
occultation. Les pixels de l’image de référence transférés sur les mêmes positions dans l’image cou-
rante doivent être étiquetés comme auto-occultés. Soit un pixel q ∈ R, il est considéré comme auto-
occulté si il existe au moins un autre pixel q′ ∈ R tel que la distance entre q et q′ soit supérieure à
un seuil rt et que leur distance, après avoir été transférés sur l’image courante parW , soit inférieure
à un autre seuil ri. La figure 4.4 illustre ce principe. Notons que rt et ri sont choisis tel que rt > ri.
La carte d’auto-occultation introduite par le module basé position est donnée par :
Ht(q;u) def=
{
1 ∃q′ ∈ R | ‖q − q′‖ > rt et ‖W(q;u)−W(q′;u)‖ < ri
0 sinon.
Les valeurs typiques des seuils sont par exemple rt = 1 et ri = 0, 1. Cette définition mathématique
ne peut pas directement être utilisée en pratique puisque pour chaque pixel q ∈ R, tous les pixels de
R doivent être testés. La complexité du module de détection est alors quadratique sur le nombre de
pixels.
Cependant, elle peut être réduite en construisant une liste Lqi pour chaque pixel qi de l’image
courante. Un pixel q est contenu dansLqi si qi est le pixel de l’image cible le plus proche deW(q;u).
La condition ‖W(q;u)−W(q′;u)‖ < ri ne peut être respectée que si les pixels q et q′ appartiennent
à des listes de pixels voisins dans l’image courante. Pour pouvoir détecter si un pixel q ∈ Lqi est auto-
occulté, la recherche se limite alors aux pixels appartenant également à la liste de qi et à celles de son
voisinage, réduisant ainsi la complexité du problème.
4.3.2.2 Approche basée sur la dérivée
Si la fonction de déformation se comprime au point q dans la direction d, alors les points q+d et
q− d sont transférés parW sur la même position :W(q+ d;u) ≈ W(q− d;u) comme l’illustre
la figure 4.5. Ceci implique que la dérivée directionnelle dans la direction d évaluée au point q est
approximativement nulle : ∂dW
∂q (q;u) ≈ 0. Une conséquence liée à la contraction de la fonction de
déformation est qu’il existe, pour chaque pixel q auto-occulté, une direction d ∈ S1 pour laquelle sa
dérivée directionnelle s’annule.
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FIG. 4.4 – Principe du module de détection des auto-occultations basé position. Deux pixels q et
q′ sont détectés comme auto-occultés si leur distance après avoir été transférés sur l’image courante I
parW est inférieure au seuil ri, sous la condition que leur distance d’origine soit supérieure au seuil
rt. Dans cet exemple, les pixels q et q′ sont détectés comme auto-occultés.
La carte d’auto-occultation introduite par le module basé dérivé est donnée par :
Hd(q;u) def=
{
1 ∃d ∈ S1 | ‖E(d;q;u)‖2 < rd
0 sinon, (4.2)
où E(d;q;u) est l’approximation par différence finie de ∂dW
∂q (q;u). On fixe la valeur de rd légère-
ment supérieure à 0 afin de tolérer du bruit sur la fonction de déformation et d’anticiper les auto-
occultations, c’est-à-dire de les détecter juste avant qu’elles n’apparaissent réellement.
En pratique, la recherche exhaustive des directions d imposée par l’équation (4.2) est remplacée
par un problème de minimisation :
Hd(q;u) def=
((
min
d∈S1
‖E(d;q;u)‖2
)
< rd
)
.
Le test de comparaison (ici inférieur) renvoie des valeurs booléennes « vrai » ou « faux » converties
en valeurs binaires 1 ou 0.
Ce problème possède une solution analytique simple. Soit E(q;u) la matrice Jacobienne de W
évaluée à (q;u) par différence finie, on obtient Ec(d;q;u) ≈ E(q;u)d, et par suite :
σ0 = min
d∈S1
‖Ec(d;q;u)‖2 ≈ min
d∈S1
dTE(q;u)TE(q;u)d.
La solution est donnée par la plus petite valeur propre de O def= E(q;u)TE(q;u). Une décomposition
spectrale de la matrice O, pour laquelle il existe une solution analytique, donne :
σ0 =
1
2
(
O1,1 +O2,2 −
√
(O1,1 −O2,2)2 + 4O21,2
)
.
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FIG. 4.5 – Principe du module de détection des auto-occultations basé dérivée. Une contraction
de la fonction de déformation suivant la direction d entraîne une dérivée directionnelle nulle dans
cette direction. La recherche de dérivées directionnelles nulles (ou proches de zéro) permet de déceler
la présence de régions auto-occultées.
4.3.2.3 Discussion sur la méthode de détection
Le module de détection basé dérivée est utilisé au cours de nos expérimentations. Il dépend d’un
seul seuil dont la valeur peut être fixée intuitivement, contrairement au module basé sur la position,
qui dépend de deux seuils. Notons cependant que pour le module basé dérivée, un deuxième seuil est
présent de manière implicite lors de l’approximation des dérivées par différences finies. En terme de
performance de détection, les deux méthodes donnent visuellement des résultats satisfaisants, même
si le module basé dérivée est légèrement plus précis. Enfin, contrairement à la carte d’auto-occultation
Ht, celle introduite par le module basé dérivée peut facilement être étendue à une carte de probabilité
décrite en §4.3.3.
4.3.3 Carte d’auto-occultation probabiliste
L’utilisation d’une carte probabiliste présente de nombreux avantages : elle permet de conserver
une certaine incertitude pour les pixels situés au voisinage de la frontière d’auto-occultation, et s’avère
être bien mieux adaptée à un processus d’optimisation multi-résolution qu’une carte binaire comme
rapporté en §4.4.3. Dans la suite du tapuscrit, nous utilisons une carte probabiliste.
Le passage à une carte probabiliste se fait en atténuant les transitions abruptes inhérentes au
seuillage binaire par une fonction sigmoïde :
ψ(a; r) def= exp(2k(a− r))1 + exp(2k(a− r)) . (4.3)
Cette fonction dépend de deux seuils k et r. Le premier contrôle la pente de la transition (plus k
est élevé plus la transition est pentue), tandis que le deuxième contrôle la position de la transition.
L’influence des deux seuils est représentée sur la figure 4.6.
La carte de probabilité est alors donnée par :
Ĥ(q;u) def= ψ
(
min
d∈S1
‖E(d;q;u)‖2 ; rd
)
, (4.4)
avec pour valeurs typiques k = 40 et rd = 0, 1. La figure 4.7 représente les cartes d’auto-occultation
binaire et probabiliste obtenues à l’image 120 de la vidéo de la feuille de papier introduite en §4.6.
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FIG. 4.6 – Propriétés de la fonction sigmoïde utilisée. A gauche : le paramètre k varie, r = 0, 1 est
fixe. A droite : le paramètre r varie, k = 40 est fixe.
Notons que la fonction sigmoïde (4.3), ne peut pas être appliquée directement sur la carteHt issue
du module basé position : le résultat de la détection étant fonction de plusieurs conditions.
4.4 Recalage non-rigide avec auto-occultations
4.4.1 Fonction de coût
La fonction de coût est composée de trois termes : Et(u) = Ed(u)+λsEs(u)+λfEf (u). Un terme
de données naturel ne prenant pas les pixels auto-occultés en compte est donné par :
∑
q∈R
(1− Ĥ(q;u))D2(q;u). (4.5)
Afin d’empêcher le minimum global de la fonction de coût de correspondre à une fonction de dé-
formation entièrement comprimée, une pénalité supplémentaire λd(Ĥ(q;u)) doit être ajoutée. Nous
privilégions néanmoins une autre approche car l’estimation simultanée de la carte d’auto-occultation
et de la fonction de déformation introduit un problème d’optimisation fortement non-linéaire, sujet à
de nombreux minima locaux. Nous utilisons à la place un schéma d’optimisation en deux étapes :
B u˜← u. u˜ est l’estimé du vecteur de paramètres sur l’image précédente.
B Première étape : mettre à jour le vecteur de paramètres en utilisant l’estimée précédente de la
carte d’occultation probabiliste Ĥ(q; u˜). L’énergie globale suivante est minimisée :
min
u
Ed(u)︷ ︸︸ ︷∑
q∈R
(1− Ĥ(q; u˜))D2(q;u) +λsuTYu+ λf
∑
q∈R
∑
d∈F
∑
p∈{x,y}
γ(Epl (d;q;u)E
p
r(d;q;u)), (4.6)
avec Y la matrice relative à l’énergie de courbure discrétisée, définie en §2.2.1.3.
B Deuxième étape : mettre à jour la carte d’auto-occultation probabiliste :
Ĥ(q;u)← ψ
(
min
d∈S1
‖E(d;q;u)‖2 ; rd
)
. (4.7)
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FIG. 4.7 – Cartes d’auto-occultation binaire et probabiliste. Illustration de la carte d’auto-
occultation binaireH(·;u) (à gauche) et de la carte d’auto-occultation probabiliste Ĥ(·;u) (à droite).
En haut : représentation 2,5D des cartes. En bas : les pixels blancs sont étiquetés comme auto-occultés
et les pixels noirs étiquetés comme visibles. Les seuils sont fixés aux valeurs k = 40 et r = rd = 0, 1.
Au final, une contrainte temporelle peut également être utilisée, par exemple λv ‖u− u˜‖2, où λv
contrôle l’influence de ce terme. Une autre approche basée sur un filtrage temporel a posteriori, décrit
en §4.5, est adoptée.
4.4.2 Occultations externes
La carte d’auto-occultation probabiliste peut être remplacée par une carte de visibilité probabi-
liste Ĥv. Elle se compose de la carte d’auto-occultation probabiliste décrite en §4.3.3 et d’une carte
d’occultation externe probabiliste Ĥv. La probabilité qu’un pixel soit occulté par un objet externe est
obtenue en appliquant la fonction sigmoïde ψ(·; re) présentée en §4.3.3, à l’erreurD(q;u). Avec cette
définition, un pixel auto-occulté est la plupart du temps également détecté comme occulté par un ob-
jet externe. Nous faisons l’hypothèse qu’un pixel ne peut pas être simultanément occulté par un objet
externe et auto-occulté pour construire les cartes Ĥe et Ĥv. Une probabilité nulle d’être occulté par
un objet externe est affectée à un pixel possédant une probabilité supérieure à 0, 5 d’être auto-occulté
et ceci quelque soit la valeur de D(q;u) :
Ĥe(q;u) def=
{
0 Ĥ(q;u) > 0, 5
ψ(D(q;u); re) sinon. (4.8)
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Notons que le seuil re peut être fixé arbitrairement ou estimé au cours du processus d’optimisa-
tion ; il joue le même rôle que le paramètre associé aux M-estimateurs décrits en §2.2.1.4. La carte de
visibilité probabiliste est obtenue en multipliant élément par élément les cartes d’auto-occultation et
d’occultation externe probabilistes :
Ĥv(q;u) def= Ĥ(q;u) Ĥe(q;u). (4.9)
Des contraintes spatiales sont imposées sur la carte d’occultation externe afin de privilégier les ré-
gions denses et d’éliminer les détections ponctuelles introduites par du bruit ou des imprécisions dans
le recalage. Pour cela des opérateurs morphologiques d’érosion et de dilatation sont successivement
appliqués sur la carte d’occultation externe. Des expériences comprenant à la fois des occultations
externes et des auto-occultations sont présentées en §4.6.
4.4.3 Optimisation par l’algorithme Gauss-Newton
La fonction de coût globale (4.6) est minimisée en utilisant l’algorithme DA-GN1 décrit en
§2.2.2.3. Les algorithmes compositionnels proposés au chapitre 3 ne peuvent pas être directement
utilisés puisque l’approximation de la composition n’est plus valide pour les déformations extrêmes
introduisant les auto-occultations ; comme par exemple celles représentées sur la figure 4.14.
Les FFDs2 avec une interpolation par B-spline décrites en §2.3.2 sont utilisées. Elles permettent de
bénéficier de matrices Jacobiennes creuses. L’emploi de méthodes prenant en compte cette propriété
est nécessaire pour résoudre les équations normales ; la résolution étant sinon extrêmement coûteuse
en temps de calcul. Une approche multi-résolution, présentée en §2.2.2.2, est également requise afin
d’estimer précisément la déformation de la surface lorsque l’auto-occultation cesse. L’étape de raf-
finement inhérente à l’approche multi-résolution consiste à mettre à jour le champ de déplacement
ainsi que la carte d’auto-occultation (ou de visibilité) à chaque niveau de la pyramide. Si des cartes
binaires sont utilisées, cette propriété est perdue à l’issue des étapes d’expansion et de réduction car
elles retournent des valeurs réelles. Trois opérations sont alors possibles afin de récupérer une carte
binaire à chaque niveau de la pyramide : les labels différents de 1 sont mis à 0, les labels compris
entre 0 et 1 sont fixés à la valeur entière la plus proche et enfin tous les labels différents de 0 sont
mis à 1. En pratique, la dernière possibilité est à privilégier. Elle surestime légèrement les régions
auto-occultées, prévenant ainsi des erreurs de recalage au niveau de la frontière d’auto-occultation.
Néanmoins, l’emploi de cartes probabilistes résout ce problème naturellement. Elles sont utilisées
pour la plupart des expérimentations. L’évaluation des matrices Jacobiennes associées à chaque terme
est décrite ci-dessous. Le tableau 4.1 récapitule les différentes étapes de l’algorithme de recalage
d’images proposé, modélisant explicitement les auto-occultations.
Le terme de données. C’est une norme L2 pondérée de la différence d’intensité D. La matrice
Jacobienne associée est donnée par Jd = diag(vect(1− Ĥ))JI . La matrice jacobienne JI est ob-
tenue en rassemblant les vecteurs gradients gI(q;u) pour chaque pixel q ∈ R. Le vecteur gra-
dient gI est le produit du gradient image par la matrice Jacobienne de la fonction de déformation :
gI(q;u) = ∇IT ∂W∂u , évalués respectivement enW(q;u) et q.
1DA-GN pour "Direct Additive Gauss-Newton", voir §2.2.2.3.
2"Free Form Deformations".
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Initialiser le vecteur de paramètres u et la carte d’auto-occultation probabiliste Ĥ (ou la carte
de visibilité probabiliste Ĥv) avec leur estimation sur l’image précédente.
B Début de la boucle liée à l’approche multi-résolution :
• Début de la boucle des itérations de Gauss-Newton :
∗ Définir le contracteur Ef par l’équation (4.1) étant donnéW(·;u).
∗ Mettre à jour le vecteur de paramètres u en minimisant l’équation (4.6).
∗ Mettre à jour la carte d’auto-occultation probabiliste Ĥ (ou la carte de visibilité proba-
biliste Ĥv) par (4.4) (ou (4.9)).
• Fin de la boucle des itérations de Gauss-Newton.
• Propagation du champ de déplacement u et de la carte d’auto-occultation probabiliste Ĥ
(ou de la carte de visibilité probabiliste Ĥv) au niveau supérieur de la pyramide.
B Fin de la boucle liée à l’approche multi-résolution.
TAB. 4.1 – Les différentes étapes de l’algorithme de recalage d’images d’une surface déformable en
présence d’auto-occultations et / ou d’occultations externes.
Le terme de régularisation. La matrice Jacobienne pour le terme de régularisation est simplement
donnée par Js =
√
λsZ , avecZTZ = Y . Pour rappel, la matrice Y est relative à l’énergie de courbure
discrétisée définie en §2.2.1.3.
Le contracteur. La matrice Jacobienne associée est Jf = λfJE. La matrice Jacobienne JE est
obtenue en rassemblant pour chaque triplet (d;q; p) ∈ (F ;R; {x, y}) les vecteurs gradients :
gf (d;q;u) = Epr∇Epl +∇EprEpl ,
pour lesquels les termes Epl (d;q;u)Epr(d;q;u) associés sont négatifs.
Mise à jour du vecteur de paramètres. L’incrément ∆u des paramètres est obtenu en résolvant les
équations normales, introduites en §1.6.1, par des méthodes prenant en compte la nature extrêmement
creuse des matrices mises en jeu. La matrice Jacobienne associée à l’équation (4.6) est obtenue en
rassemblant les matrices Jacobiennes de chaque terme :
J Tt =
(
J Td J Ts J Tf
)
.
Sa nature creuse s’explique en partie par l’aspect local du noyau d’interpolation utilisé par les FFD.
Le résidu associé à un pixel q ne dépend que des points de contrôle de son voisinage. Pour une inter-
polation par B-spline cubique, seuls 16 points de contrôle influencent la position deW(q;u) ce qui
implique que la matrice Jacobienne Jd n’a que 32 composantes non nulles par ligne. La nature creuse
de la matrice Jacobienne et de l’approximation de Gauss-Newton J Tt Jt de la matrice Hessienne est
illustrée sur la figure 4.8. Elles n’ont pas de structure spécifique, contrairement à la structure par
blocs des matrices Jacobienne et Hessienne issues du processus de reconstruction 3D de scène rigide
par ajustement de faisceaux. La prise en compte de cette nature creuse est néanmoins indispensable
90 CHAP. 4 : GESTION DES AUTO-OCCULTATIONS EN RECALAGE D’IMAGES
pour pouvoir résoudre les équations normales en raison de la taille importante de la matrice Hes-
sienne. Nous utilisons le module de factorisation de Cholesky directement disponible dans le logiciel
Matlab3.
Jt
JtTJt
uyux
Jd
Jf
Js
FIG. 4.8 – Structures des matrices Jacobienne et Hessienne. Les matrices Jacobienne et Hessienne
(approximation de Gauss-Newton) ont une structure très creuse. Seules les lignes de Jf ayant au
moins un élément non-nul sont représentées. Ces matrices sont obtenues lors d’une itération du trai-
tement de la vidéo de la feuille de papier présentée en §4.6.
4.5 Augmentation 2D d’images d’une surface auto-occultée
Une fois la fonction de déformation estimée pour chaque image d’une vidéo, l’augmentation 2D
réaliste de cette dernière n’est pas pour autant triviale. Tout d’abord, des « tremblements » peuvent
apparaître au niveau du recalage lorsque l’auto-occultation est prépondérante, puisque l’information
résiduelle contenue dans les images est alors très faible. Nous comparons différentes méthodes per-
mettant d’atténuer ces vibrations sans pour autant dégrader la précision du recalage. Elles consistent
à régulariser ou à filtrer les trajectoires des points de contrôle. Pour la première méthode, des splines
cubiques sont utilisées. Pour la deuxième, des filtres Gaussien et médian sont étudiés. Ensuite, le
choix de la méthode d’augmentation est primordial pour un rendu réaliste, notamment au niveau des
pixels proches de la frontière d’auto-occultation. Celui-ci est directement lié à la représentation des
auto-occultations.
3Plus précisément, nous utilisons la fonction "mldivide" de Matlab.
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Contraintes temporelles. Une possibilité est de filtrer les trajectoires ti des points de contrôle :
tfi = ti ∗ ϑ. Un filtre linéaire Gaussien 1√2piσ exp(− a2σ2 ) et le filtre non-linéaire médian, sont utilisés.
Ce dernier estime la valeur médiane sur une fenêtre d’intérêt. La taille des filtres utilisés au cours des
expérimentations est de 7 sur l’axe temporel. La deuxième approche régularise les trajectoires par
des splines cubiques. La courbe régularisée tri qui passe au mieux par ti est estimée. Ceci revient à
minimiser la fonction de coût suivante : ‖ti − tri‖2 + ‖Ztri‖2, où Z est une matrice de régularisation
assurant la minimisation de l’énergie de courbure discrétisée, définie en §2.2.1.3.
# 125
# 28
FIG. 4.9 – Contraintes temporelles sur la trajectoire des points de contrôle. La taille des filtres
utilisée est de 7 sur l’axe temporel. A gauche : la trajectoire globale. En haut à droite : zoom sur
une portion sans tremblement et une image associée. La trajectoire initiale et celle obtenue après
filtrage médian ne sont pas discernables sur cette portion. En bas à droite : zoom sur une portion avec
tremblements et une image associée. Les effets des filtrages et de la régularisation sont clairement
visibles.
La figure 4.9 illustre les résultats obtenus par les différentes approches appliquées sur la trajectoire
d’un point de contrôle (composante x) de la vidéo de la feuille de papier. Des tremblements ont lieu
entre les images 100 et 150 lorsque l’auto-occultation est prépondérante. La régularisation ainsi que
les filtrages temporels atténuent ces vibrations. Cependant, les filtres linéaires modifient globalement
la trajectoire. La grille de points de contrôle s’écarte de sa position idéale. Le filtrage médian et la
régularisation atténuent les hautes fréquences sans pour autant dégrader la précision du recalage. Le
rendu de l’augmentation 2D s’en trouve grandement amélioré. Par la suite, nous utilisons un filtrage
médian. Il peut facilement être réalisé en ligne en considérant un retard de quelques images.
Augmentation 2D d’une surface auto-occultée. Augmenter un pixel qi peut se faire en choi-
sissant la couleur du sous-pixel q de l’image de référence le plus proche après déformation :
I(qi) ← I0(arg minq ‖W(q;u)− qi‖). Cette approche n’est pas adaptée à notre représentation
des auto-occultations. En effet, un grand nombre de pixels de l’image de référence sont transférés
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au voisinage des pixels proches de la frontière d’auto-occultation sur l’image courante, entraînant
l’apparition d’artefacts lors de l’augmentation.
Nous utilisons une approximation homographique par morceaux de la fonction de déformation
inverse restreinte aux régions non auto-occultées. Elle est estimée entre les points de contrôle de
l’image de référence et ceux estimés sur l’image courante. Cette transformation inverse est bien adap-
tée à notre représentation des auto-occultations. En effet, aucun pixel de l’image courante n’est as-
socié aux mailles entièrement comprimées. La texture correspondante sur l’image de référence est
ainsi évitée. Une illustration du processus d’augmentation 2D d’images d’une surface auto-occultée
est représentée sur la figure 4.10.
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FIG. 4.10 – Illustration du processus d’augmentation 2D d’images d’une surface auto-occultée
par une fonction de déformation inverse de type homographie par morceaux. Le maillage de
référence et celui estimé lors du processus de recalage. Pour chacune des mailles, une homographie
hv, v ∈ [1, · · · , s], est estimée. Elle transfère un pixel de l’image courante vers l’image de référence,
permettant de gérer simplement les pixels proches de la frontière d’auto-occultation. Le maillage re-
présenté est peu dense par souci de visualisation ; celui utilisé pour le recalage est beaucoup plus
dense. La fonction de déformation de type homographie par morceaux est appliqué au logo « Bourri-
quet » avant d’augmenter l’image courante par le procédé décrit en §1.5.2.
4.6 Résultats expérimentaux
Nous avons testé notre approche sur plusieurs vidéos avec différents types de surfaces (tissu, pa-
pier et tapis). Une pyramide à deux niveaux est utilisée au cours du processus multi-résolution d’op-
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timisation. Elle permet d’estimer la fonction de déformation lorsque l’auto-occultation cesse (l’ajout
de niveaux supplémentaires n’améliore guère le recalage). Les temps de calcul pour une image de
référence composée de 316× 378 pixels4 et d’une grille de 64× 76 points de contrôle sont de l’ordre
de 25 secondes par image avec un code Matlab implanté sur un PC portable dont le processeur est un
Intel Centrino Duo 1,84GHz. La majorité des temps de calcul est passée à former les matrices Jaco-
bienne et Hessienne. Les équations normales sont quant à elles résolues très efficacement : environ
0,2s, grâce à la prise en compte de la nature creuse des matrices mises en jeu.
Une grille régulière est définie afin de visualiser le recalage estimé. Cette dernière est moins
dense que la grille de points de contrôle. Pour illustrer la détection des pixels auto-occultés nous
avons surimposé à l’image de référence la carte d’auto-occultation probabiliste estimée pour chaque
image :
I0 ← saturate(I0 + 255Ĥ; 255),
avec
saturate(a; 255) def=
{
a si a ≤ 255
255 sinon.
Un pixel ayant une probabilité égale à 1 (c’est-à-dire auto-occulté) est représenté en blanc et un pixel
ayant une probabilité égale à 0 conserve son intensité d’origine.
Il y a un certain nombre de seuils présents dans la fonction de coût : les poids associés aux termes
de régularisation λs et au contracteur λf et les paramètres associés au module de détection, rd et
k. Seul le paramètre λs varie au cours des différentes expériences, les autres restent constants. Des
solutions sont proposées pour sélectionner automatiquement ce paramètre de régularisation (Bartoli,
2007) avec un critère basé primitive. L’extension de cette approche à un critère direct n’est pas triviale
et devra faire l’objet d’études supplémentaires.
Notons que l’algorithme de recalage proposé gère également la disparition des pixels sous l’effet
de la projection perspective. Dans ce cas, les modules de détection proposés en §4.3.2.1, §4.3.2.2
et §4.3.3, sont toujours valides et donnent de bons résultats. Le contracteur n’est cependant pas ac-
tivé puisque la fonction de déformation ne tend pas à se rabattre sur elle même mais se comprime
naturellement.
4.6.1 Le contracteur
En l’absence de ce terme, la fonction de déformation a naturellement tendance à former une
boucle, comme l’illustre la figure 4.11. Les définitions d’un pixel auto-occulté introduites en §4.3.2
ne sont alors plus valides, la carte d’auto-occultation est mal estimée, perturbant le recalage. L’ajout
de ce nouveau terme dans la fonction de coût contraint la fonction de déformation à se comprimer le
long de la frontière d’auto-occultation. Les modules de détection proposés sont alors valides, la carte
d’auto-occultation devient dense et précise.
4Tous les pixels sont pris en compte.
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FIG. 4.11 – Exemples de recalage d’images avec ou sans contracteur. A gauche : l’image courante
I et celle de référence I0. Au milieu : résultat du recalage et détection des régions auto-occultées
avec le contracteur. A droite : résultat du recalage et détection des régions auto-occultées sans le
contracteur.
4.6.2 Une vidéo synthétique
4.6.2.1 Description
Cette vidéo constituée de 300 images est réalisée en utilisant le modèle 3D de feuille de papier
décrit dans (Perriollat and Bartoli, 2007)5. Pour chaque image de la vidéo, une carte d’auto-occultation
binaire Hr ainsi qu’un ensemble de points en correspondance sont disponibles, comme l’illustre la
figure 4.12. Ces derniers sont obtenus par projection des maillages 3D ayant généré les déformations.
Les cartes d’auto-occultation sont quant à elles estimées par la technique du z-buffer. La vérité terrain
sur cette vidéo est donc connue. L’auto-occultation apparaît à l’image 53 et disparaît à l’image 198. Au
moins 45% de la surface est auto-occultée de l’image 100 à 135. Ces caractéristiques sont précisement
déterminées par la présence de valeurs non-nulles dansHr.
4.6.2.2 Résultats
La précision de la détection des auto-occultations est évaluée en mesurant le pourcentage de pixels
qui ne sont pas correctement détectés. Le module de détection binaire basé sur la dérivée, décrit en
§4.3.2.2, est utilisée puisque les cartes d’auto-occultation de référenceHr sont binaires. La qualité du
recalage, exprimé en pixels, est mesurée par le RMS6 entre la projection du maillage 3D ayant induit
l’image synthétique et sa position estimée par notre algorithme. Seuls les sommets correspondant à
des régions visibles de la surface7 sont pris en compte dans l’estimation de l’erreur. Les résultats
5Cette vidéo a été réalisée par Mathieu Perriollat.
6"Root Mean Square".
7Les cartesHr sont utilisées pour définir les régions visibles de la surface
4.6 Résultats expérimentaux 95
FIG. 4.12 – Illustration de la vidéo synthétique et de la vérité terrain associée. PEn haut : images
extraites de la vidéo synthétique. 2ème ligne : les formes 3D ayant généré les images. 3ème ligne :
les correspondances de points utilisées comme vérité terrain. En bas : les cartes d’auto-occultation
utilisées comme vérité terrain : un pixel rouge (gris) est auto-occulté.
obtenus sont représentés sur la figure 4.13.
L’erreur résiduelle moyenne au cours de la vidéo est de 0,3 pixels, traduisant une estimation
précise des parties visibles et de la déformation lorsque l’auto-occultation cesse. Un pic apparaît
lorsque l’auto-occultation est à son apogée, en raison de légères imprécisions de recalage au niveau
de la frontière d’auto-occultation lorsque celle-ci devient importante. Le maximum n’est néanmoins
que de 1,2 pixels.
La détection des auto-occultations est suffisamment précise pour assurer la qualité du recalage.
En moyenne, 98% des pixels sont correctement labélisés. Dans le pire des cas ils sont tout de même
92%. Des pics apparaissent lorsque l’auto-occultation est extrême mais également au début et à la fin
de l’auto-occultation. Notre module de détection anticipe les auto-occultations puisque nous avons
délibérement fixé le seuil rd de l’équation (4.2) à une valeur légérement supérieure à 0. Par exemple,
sur l’image 52 de la vidéo, la surface n’est pas encore auto-occultée que notre module de détection
s’active pour quelques pixels. Ces derniers ne sont réellement auto-occultés qu’à partir de l’image
suivante.
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FIG. 4.13 – Résultat du recalage et de la détection des auto-occultations sur la vidéo synthétique.
A gauche : l’erreur résiduelle (RMS en pixels). A droite : pourcentage d’erreur sur la détection des
auto-occultations.
4.6.3 La vidéo de la feuille de papier
Nous donnons le détail du traitement de cette vidéo et des résultats obtenus.
4.6.3.1 Description de la vidéo
Elle est composée de 215 images de taille 720×576. L’auto-occultation apparaît visuellement aux
alentours de l’image 50 et disparaît vers l’image 180. Elle est extrêmement importante puisqu’entre
les images 80 et 160 environ 50% de la surface est auto-occultée. L’image de référence I0 est de
taille 316 × 378. Le nombre de points de contrôle est 4.864. Ils sont organisés sur une grille de
dimension 64× 76. Quelques images de la vidéo de la feuille de papier sont représentées sur la figure
4.14. Un grand nombre de points de contrôle est choisi lors des expérimentations pour obtenir une
transformation flexible. Cette propriété est notamment requise dans les régions auto-occultées. En
contrepartie, la fonction de déformation est fortement régularisée afin d’être suffisamment contrainte.
FIG. 4.14 – Images extraites de la vidéo de la feuille de papier.
4.6.3.2 La matrice Jacobienne
La taille de la matrice Jacobienne Jd est 119.248 × 9.728 ; le nombre d’éléments non-nuls est
3.815.936 soit environ 0, 33%. La matrice Jacobienne Js associée au terme de régularisation est de
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taille 9.728× 9.728, le nombre de composantes non-nulles est de 123.672, soit environ 0, 13%. Enfin,
la matrice Jacobienne associée au contracteur Jf est nulle, sauf en présence d’auto-occultations,
comme l’illustre la figure 4.15. La région en pointillé correspond aux images pour lesquelles le
contracteur est activé pour estimer la déformation. Sur cet exemple, il est activé entre les images
61 et 170.
4.6.3.3 Détection des auto-occultations
Nous utilisons le module basé sur la dérivée et plus précisément la carte de probabilité associée.
Ce choix est discuté en §4.3.3. La figure 4.15 représente l’évolution du pourcentage de pixels détectés
comme auto-occultés. Nous définissons un pixel auto-occulté si sa probabilité associée est supérieure
à 0,5. La présence de régions auto-occultées est décelée entre les images 46 et 184, ce qui correspond
approximativement à nos observations. Le module anticipe légèrement les auto-occultations, comme
pressenti. Le pourcentage maximum de pixels détectés comme auto-occultés est aux alentours de 50%
lorsque l’auto-occultation est à son apogée ; ce qui est également en accord avec nos observations.
D’un point de vue général, la détection des régions auto-occultées apparaît visuellement cohérente et
précise. La figure 4.15 illustre également des exemples de détection sur cette vidéo.
Contracteur activé
FIG. 4.15 – Détection des pixels auto-occultés sur la vidéo de la feuille de papier. A gauche : le
pourcentage de pixels détectés comme auto-occultés. A droite : certaines images de cette vidéo ainsi
que les résultats de la détection.
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4.6.3.4 Résultat du recalage et de l’augmentation 2D
Le recalage des régions visibles est précis tandis que la fonction de déformation se comprime
bien au niveau de la frontière d’auto-occultation. Son estimation lorsque l’auto-occultation cesse se
fait sans erreur de recalage. Des tremblements apparaissent lorsque l’auto-occultation devient extrême
comme nous l’avons préalablement rapporté. Ils sont sensiblement atténués par le module de filtrage
temporel présenté en §4.5 mais ne disparaissent pas totalement. Le rendu de l’augmentation 2D est
très satisfaisant sur cette vidéo, comme l’illustre la figure 4.16. La tête, certaines pattes ainsi qu’une
partie du corps du logo « Bourriquet » disparaissent et réapparaissent au rythme des déformations
de la surface. Quelques légères imprécisions surviennent néanmoins le long de la frontière d’auto-
occultation lorsque celle’ci est prépondérante.
FIG. 4.16 – Résultat du recalage et de l’augmentation 2D sur la vidéo de la feuille de papier. En
haut : déformations estimées. En bas : les images augmentées avec un logo « Bourriquet ».
4.6.4 Comparaison avec les méthodes robustes
Nous avons comparé, sur la deuxième vidéo de la feuille de papier, notre approche avec les mé-
thodes classiques de recalage directes robustes, décrites en §2.2.1.4. Cette vidéo se compose de 253
images de taille 720× 560. L’auto-occultation apparaît entre les images 89 et 191. Elle est prépondé-
rante : plus de la moitié de la surface disparaît.
Nous rappelons que les méthodes directes robustes minimisent l’équation (2.2) par l’algorithme
DA-GN, décrit en §2.2.2.3, en y incluant un estimateur robuste. Plusieurs noyaux robustes ont été
testés et donnent sensiblement les mêmes résultats. Ceux présentés sur la figure 4.17 sont obtenus
avec la fonction de Huber décrite en §2.2.1.4. Afin d’être consistant, un schéma d’optimisation multi-
résolution est également appliqué. Notre approche estime avec succès les déformations de la surface
tandis que les méthodes classiques n’y parviennent pas. En effet, la détection des pixels auto-occultés
étant imprécise, des erreurs de recalage apparaissent, notamment aux niveaux des régions encore ap-
parentes. Il devient alors peu probable d’estimer sans erreur la déformation lorsque l’auto-occultation
cesse.
Notons qu’une procédure permettant de réinitialiser le recalage peut être utilisée lorsque celui-ci
est perdu, comme par exemple (Pilet et al., 2008). Notre approche ne requiert pas de telles procédures.
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FIG. 4.17 – Résultat du recalage sur la deuxième vidéo de la feuille de papier. En haut : images
extraites de la vidéo. Au milieu : résultat du recalage avec les méthodes robustes classiques ne gérant
pas explicitement les auto-occultations. En bas : résultat du recalage avec la méthode proposée.
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4.6.5 Auto-occultation sur les bords de la surface
Nous avons également testé le comportement de notre approche lorsque l’auto-occultation appa-
raît sur les bords de la surface. Deux vidéos sont réalisées, respectivement appelées "boundary I" et
"boundary II". Elles sont respectivement constituées de 204 et 277 images. Pour ces deux vidéos,
l’auto-occultation est assez importante : environ un quart de la surface est caché.
Ce type d’auto-occultation constitue un cas particulier dans le sens où les méthodes classiques
et celle proposée sont toutes valides : les pixels non-visibles sont correctement rejetés et ceux vi-
sibles correctement recalés. Cependant, la frontière d’auto-occultation est suivie avec notre approche
comme l’illustre la figure 4.18. La minimisation de l’équation (4.6) force la fonction de déformation
à se comprimer le long de la frontière d’auto-occultation. La frontière d’auto-occultation est perdue
par les méthodes classiques. L’erreur résiduelle (RMS) en terme d’intensité, pour ces deux vidéos,
est représentée sur la figure 4.19. Les valeurs obtenues sont acceptables en dépit de déformations et
d’auto-occultations importantes. Pour les vidéos "boundary I" et "boundary II", le RMS moyen se si-
tue respectivement aux alentours de 11 UI8 et 16 UI. Des erreurs résiduelles faibles pour les dernières
images : moins de 12 UI et moins de 10 UI respectivement pour les vidéos "boundary I" et "boundary
II" prouvent que les déformations sont correctement estimées lorsque l’auto-occultation cesse.
FIG. 4.18 – Résultat du recalage sur des vidéos présentant des surfaces auto-occultées sur les
bords. A gauche : en haut, une image de la vidéo "boundary I" et en bas, une image de la vidéo
"boundary II". Au milieu : résultat du recalage avec des méthodes robustes classiques ne gérant pas
explicitement les auto-occultations. A droite : résultat du recalage avec la méthode proposée.
8Unité d’Intenisté.
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Boundary 1
Boundary 2
FIG. 4.19 – Erreurs résiduelles (RMS) en terme d’intensité pour différentes vidéos.
4.6.6 Occultations externes
L’approche proposée est également robuste aux occultations externes de par la carte de visibilité
et le terme de régularisation. La figure 4.20 représente des images de la troisième vidéo de la feuille
de papier sur laquelle les deux types d’occultations se produisent. Cette vidéo se compose de 217
images. L’auto-occultation ainsi que l’occultation externe apparaissent et disparaissent simultanément
aux images 37 et 160.
Chaque pixel est étiqueté comme visible, occulté par un objet externe ou auto-occulté. Pour les
pixels visibles, la fonction de déformation est lisse et Ĥv(·;u) < 0, 5, pour ceux occultés par un
objet externe, la fonction de déformation est également lisse et Ĥe(·;u) > 0, 5. Enfin, pour les pixels
auto-occultés, la fonction de déformation est comprimée et Ĥ(·;u) > 0, 5.
4.6.7 La vidéo de la bande dessinée
Cette vidéo se compose de 255 images. La page suivie disparaît totalement à la fin de la vidéo,
comme l’illustre la figure 4.21. L’auto-occultation est totale. L’algorithme proposé augmente de ma-
nière convaincante les régions de la surface encore apparentes. A la fin de la vidéo, la fonction de
déformation est entièrement comprimée et la carte d’auto-occultation est pleine, c’est-à-dire que tous
les pixels ont une probabilité supérieure à 0,5 d’être auto-occultés. Le logo "Cars", utilisé pour l’aug-
mentation 2D, disparaît naturellement à la fin de la vidéo. Notons qu’un algorithme de détection de
surfaces déformables, par exemple (Pilet et al., 2008), permet d’augmenter une nouvelle page lorsque
la précédente disparaît entièrement. La combinaison de cette approche avec celle proposée est à en-
visager dans des travaux futurs. L’erreur résiduelle (RMS) en terme d’intensité associée à cette vidéo
est représentée sur la figure 4.19. Elle est légèrement supérieure à 10 UI pour les images comprises
entre 100 et 200 pour lesquelles la surface est auto-occultée à 50%. Sur la fin de la vidéo, c’est-à-dire
aux alentours de l’image 210, le RMS passe à 20 UI, les régions encore visibles sont un peu moins
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FIG. 4.20 – Résultat du recalage sur une vidéo présentant une occultation externe et une auto-
occultation. En haut : déformations estimées. En bas : l’image de référence I0 avec les pixels détectés
comme auto-occultés en blanc et ceux détectés comme occultés par un objet externe en vert (gris
clair).
bien recalées, la surface étant auto-occultée à plus de 60%. De plus, des variations d’éclairement ap-
paraissent en raison des fortes déformations, expliquant en partie les valeurs importantes de l’erreur
résiduelle. Pour les dernières images, elle n’existe plus puisque tous les pixels sont auto-occultés.
4.6.8 Autres types de surfaces
Nous avons également testé notre approche sur un tapis et sur un tissu. Pour ce dernier, la vidéo
associée est augmentée. Le rendu obtenu est très réaliste comme l’illustre la figure 4.23. En effet,
une partie de la tête du logo "Mickey" ainsi que l’une de ses jambes disparaissent pendant l’auto-
occultation et réapparaissent très naturellement lorsque celle-ci cesse. Le résultat du recalage sur la
vidéo du tapis est représenté sur la figure 4.22.
4.6.9 Echecs
L’approche proposée échoue lorsque les déformations de la surface vont à l’encontre du terme de
régularisation (l’énergie de courbure). Par exemple, une vidéo d’une feuille de papier que l’on froisse
ou encore un Tshirt présentant de multiples pliures font échouer notre algorithme. Les figures 4.24(a)
et 4.24(b) illustrent ces configurations.
4.7 Conclusion
Nous avons présenté une approche originale pour le recalage d’images d’une surface déformable
auto-occultée. Le cadre proposé s’appuie sur deux composantes principales. Tout d’abord, la fonction
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FIG. 4.21 – Augmentation 2D de la vidéo bande dessinée. En haut : les images originales. En bas :
les images augmentées avec le logo "Cars".
de déformation est contrainte à se comprimer le long de la frontière d’auto-occultation par l’ajout
d’un nouveau terme à la fonction de coût classique, appelé le contracteur. Puis cette propriété de
contraction est utilisée pour définir un module de détection de pixels auto-occultés. Il se base sur
l’étude des dérivées directionnelles évaluées en chaque pixel de l’image de référence et conduit à une
carte d’auto-occultation probabiliste.
Les résultats expérimentaux sur des vidéos réelles prouvent que notre approche est clairement
mieux adaptée que les méthodes robustes classiques. En effet, le recalage des régions apparentes est
très précis, ce qui permet d’estimer correctement les déformations lorsque l’auto-occultation cesse.
La détection des régions auto-occultées est en outre dense et proche de la réalité. Sur ces vidéos,
les méthodes classiques échouent dès que l’auto-occultation devient significative. Nous avons étendu
notre méthode à l’augmentation 2D d’images d’une surface déformable pour des applications de
post-production. Le rendu obtenu, notamment au niveau de la frontière d’auto-occultation, est très
gratifiant.
Afin d’aboutir à un système complet et parfaitement réaliste, quelques améliorations doivent être
apportées. Tout d’abord les variations d’illumination ne sont pas prises en compte. Elles engendrent
des gênes visuelles dégradant le rendu réaliste de l’augmentation. De plus, la méthode de détection
des occultations externes utilisée n’est pas suffisamment précise pour ces applications. Nous envisa-
geons d’adapter les travaux existants (Bradley and Roth, 2004; Pilet et al., 2007) sur la détection des
occultations externes et des variations d’illumination, à notre méthode de recalage afin d’aboutir à un
système plus complet. L’amélioration des temps de traitement ainsi que la sélection automatique des
différents paramètres sont également des contraintes qui devront être prises en compte.
Le champ de déplacement dense obtenu en sortie de l’algorithme de recalage d’images que nous
venons de présenter, est utilisé, après sous échantillonnage, comme donnée d’entrée de l’algorithme
de reconstruction 3D de surfaces déformables présenté au chapitre suivant.
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FIG. 4.22 – Résultat du recalage sur la vidéo du tapis. En haut : images extraites de la vidéo. En
bas : déformations estimées.
FIG. 4.23 – Augmentation 2D de la vidéo du tissu. En haut : les images originales. En bas : les
images augmentées avec un logo "Mickey".
(a) (b)
FIG. 4.24 – Déformations faisant échouer l’approche proposée. (a) Une feuille de papier froissée.
(b) Un Tshirt présentant de multiples pliures.
Chapitre 5
Reconstruction 3D de surfaces déformables
Dans ce chapitre, nous abordons le problème de la reconstruction 3D de surfaces déformables à
partir de points mis en correspondance sur plusieurs images. Nous utilisons le modèle de faible
rang : les déformations 3D sont modélisées par une combinaison linéaire de modes de déforma-
tion. Une nouvelle manière de représenter ce modèle est proposée : les modes de déformation
sont ordonnés en fonction de l’amplitude des déformations qu’ils capturent. Cette représenta-
tion présente de nombreux avantages. Elle permet de lever certaines ambiguïtés et introduit un
algorithme d’estimation hiérarchique du modèle, facilitant notamment l’emploi d’un modèle de
caméra perspectif et la sélection automatique du nombre de modes par validation croisée. Des
résultats expérimentaux sur des vidéos variées montrent que l’approche proposée reconstruit
des déformations plausibles de la surface observée, permettant l’augmentation 3D de surfaces
déformables sur une vidéo. Ces travaux ont été publiés dans (Bartoli et al., 2008).
5.1 Introduction
L’estimation de la structure et du mouvement à partir d’une vidéo prise par une seule caméra est
un problème largement étudié en vision par ordinateur. Pour une scène statique (rigide), les rayons
de vue associés au même point 3D observé par la caméra à des positions différentes s’intersectent
dans l’espace. Cette propriété permet de définir des contraintes fortes sur la reconstruction. La re-
construction 3D de scènes rigides est en général un problème bien posé. Pour une scène dynamique,
l’hypothèse que les rayons de vue s’intersectent n’est plus valide : évaluer la surface 3D, ses défor-
mations et le mouvement de la caméra à partir d’une vidéo est dans la plupart des cas un problème
sous contraint. En général, seule une approximation des déformations de la surface peut être estimée,
à l’exception de certaines configurations bien contraintes. Par exemple, il a été démontré récemment
dans (Taddei and Bartoli, 2008) que des déformations très spécifiques d’une page d’un livre peuvent
être reconstruites de manière exacte.
Afin de garantir la reconstruction de déformations plausibles, il est indispensable de limiter l’es-
pace des déformations admissibles en incorporant, au processus de reconstruction, des informations
a priori sur la scène observée. Elles peuvent être spécifiques à une surface donnée, par un exemple
un modèle de visage ou de papier, ou plus générique, comme par exemple des déformations lisses. La
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figure 5.1 répertorie des exemples d’informations a priori utilisées dans la littérature pour la recons-
truction 3D d’objets déformables, elles sont classées en fonction de leur généricité.
GénériqueSpécifique à un objet
Visage
Papier
Déformation lisse
Modèle de faible 
rang (LRSM)
Energie de 
courbure minimale
Surface (lisse)Modèle articulé
Main
FIG. 5.1 – Exemples d’informations a priori utilisées dans la littérature pour la reconstruction
3D d’objets déformables. Elles vont du très spécifique (comme par exemple un modèle de visage)
au générique (comme par exemple des déformations lisses).
L’approximation des déformations d’une surface par une combinaison linéaire de modes de dé-
formation est l’une des représentations les plus couramment utilisées dans la littérature en raison de
sa capacité à modéliser une grande variété de déformations. La principale hypothèse est que la scène
dynamique observée est constituée d’un seul objet (pour nous une surface) telles que les déformations
en chaque point soient « consistantes » avec celles des autres points.
Les modes de déformation sont soit appris sur une base de données ; on parle alors de modèle
pré-appris ou morphable 3D ; soit directement estimés sur les données courantes ; on parle alors de
modèle non appris ou de faible rang. Les modèles pré-appris sont spécifiques à un type de surface.
Ils sont suffisamment contraints pour permettre la reconstruction 3D des déformations à partir d’une
seule image. En contrepartie, la structure présente dans les images est supposée a priori connue. Ce
type d’approche est notamment utilisé pour la reconstruction 3D de visage (Blanz and Vetter, 1999) et
de surface planes (Salzmann et al., 2005). Les modèles non appris sont plus génériques et présentent
l’avantage de s’adapter à la structure présente dans les images. Nous nous intéressons principalement
à ces méthodes dans ce chapitre.
Les algorithmes de reconstruction utilisant le modèle de faible rang, par exemple (Aanæs and
Kahl, 2002; Brand, 2001, 2005; Bregler et al., 2000; Del Bue et al., 2006; Olsen and Bartoli, 2008;
Torresani et al., 2008; Xiao et al., 2004; Xiao and Kanade, 2005), ont montré leur efficacité. La
principale différence avec l’algorithme que nous proposons se situe au niveau de la représentation
du modèle. La plupart des méthodes existantes traitent l’ensemble des modes équitablement. Il en
résulte des ambiguïtés puisque chaque mode de déformation peut être remplacé par une combinaison
linéaire des autres modes. Nous proposons au contraire de les ordonner par importance en terme
d’amplitude de déformation capturée dans les images. Notre approche est semblable à l’ACP1 d’un
jeu de données pour laquelle les modes de déformation sont ordonnés en terme de variance capturée.
La principale différence est que les modes de déformations sont estimés par minimisation de l’erreur
de reprojection.
Cette représentation permet de lever certaines ambiguïtés et introduit une estimation hiérarchique
1Analyse en Composantes principales.
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du modèle de faible rang. La sélection automatique du nombre de modes de déformation est une
problématique qui est très peu étudiée. Nous proposons d’utiliser la validation croisée pour faire ce
choix. Notons que l’algorithme proposé n’est pas incrémental ; des modes ne peuvent pas être ajoutés
au fur et à mesure que les images arrivent.
En résumé, nous proposons un nouvel algorithme de reconstruction 3D basé sur le modèle de
faible rang. Ce dernier gère les données manquantes, utilise un modèle de caméra perspectif, sélec-
tionne automatiquement le nombre de modes de déformation et utilise des informations a priori com-
plémentaires favorisant la reconstruction de formes 3D plausibles. Il permet en outre l’augmentation
3D de surfaces déformables sur une vidéo.
Plan. Les modèles représentant les déformations d’une surface par une combinaison linéaire de
modes sont décrits en §5.2. Nous verrons notamment que le modèle de faible rang sous sa forme
explicite est la représentation la plus générique. Ensuite, les algorithmes estimant la forme explicite
du modèle de faible rang sont passés en revue en §5.3. Nous proposons notre nouvelle approche
basée sur le concept de modèle de faible rang hiérarchique en §5.4. Les résultats expérimentaux sont
présentés en §5.5. Pour finir, nous donnons nos conclusions et discutons des travaux futurs en §5.6.
5.2 Approximation des déformations par combinaison linéaire
de modes de déformation
Nous nous intéressons ici aux modèles représentant les déformations d’une surface par une com-
binaison linéaire de modes de déformation. Cette représentation présente les avantages d’être flexible
et de s’adapter à une grande variété de surfaces. Considérons dans un premier temps que la nature
de la surface observée soit a priori connue. Il est alors possible d’apprendre au préalable les modes
de déformation par ACP d’une base de données suffisamment représentative. On parle alors de mo-
dèles morphables 3D ou modèles pré-appris. Des travaux ont récemment été proposés pour estimer
les modes de déformation sans connaissance préalable de la scène. On parle alors de modèle de faible
rang (LRSM2) ou modèle non appris, pour lequel les modes sont estimés directement sur les données
courantes.
En résumé, il existe deux grandes approches permettant de reconstruire les déformations d’une
surface représentée par une combinaison linéaire de modes de déformation. La première consiste à
apprendre le modèle au préalable tandis que la deuxième estime les modes sur les données courantes.
Les modèles pré-appris sont dédiés à un type de surface, tandis que les modèles non appris s’adaptent
aux données. Les modèles pré-appris sont plus stables et mieux posés ce qui permet de les estimer à
partir d’une seule image. Ils sont en contrepartie moins génériques.
5.2.1 Modèles pré-appris
L’apprentissage consiste à estimer hors ligne les modes de déformation à partir de données préa-
lablement recalées. Cette étape est équivalente à l’ajustement d’un modèle non appris à des données.
Elle est cependant effectuée avec des données qui facilitent le processus, comme des visages nu-
mérisés en 3D (Blanz and Vetter, 1999) ou bien des déformations synthétiques d’une surface plane
(Salzmann et al., 2005).
2"Low-Rank Shape Model" en anglais.
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5.2.1.1 Les modèles morphables 3D
La position d’un point 3D dans les modèles morphables 3D (3DMMs3) est issue d’une combinai-
son linéaire de l modes de déformation {Bk,j}lk=1 appris, avec des coefficients de forme {ak}lk=1. Le
point image sj est obtenu via l’opérateur de projection Π :
sj def= Π
(
l∑
k=1
akBk,j
)
.
Choisir l = 1 correspond à une surface rigide.
5.2.1.2 Exemples de modèles morphables 3D
Modèle de surfaces planes. Dans (Salzmann et al., 2005), un modèle approximant les déformations
de surfaces telles que le tissu ou bien encore une feuille de papier est proposé. Il est construit par
apprentissage des modes de déformation sur un jeu de données généré synthétiquement, voir §2.4.2
pour plus de détails. Le principal inconvénient du modèle obtenu est que la propriété d’inextensibilité
est perdue au cours du processus d’apprentissage, cette dernière étant non-linéaire. Des modes de
déformation encodant la dilatation ou la contraction du maillage rendent la reconstruction parfois
ambiguë.
Afin de palier à cet inconvénient, la contrainte non-linéaire d’inextensibilité est réinjectée dans la
fonction de coût via une pénalité En. Elle est appliquée aux longueurs entre les sommets du maillage :
En def=
m∑
j=1
∑
sp∈N(sj)
(
‖sj − sp‖2 − L2j,p
)2
, (5.1)
avec N(sj) l’ensemble des sommets voisins de sj et Lj,p la distance initiale, c’est-à-dire avant
déformation, entre les sommets sj et sp. La représentation des surfaces inextensibles par cette pénalité
est une approximation.
Modèle de visage. Dans (Blanz and Vetter, 1999), un modèle de visage est proposé. Il est issu
d’une ACP appliquée à des jeux (texture et forme) de données réelles provenant d’un scanner 3D.
Plus de détails sont donnés en §2.4.2. Ce modèle n’est pas suffisamment contraint pour garantir que
la surface reconstruite est valide. Les variations de forme et de texture sont alors strictement limitées à
l’espace engendré par les données d’apprentissage. Des pénalités supplémentaires sont insérées dans
la fonction de coût. Elles s’appliquent aux coefficients de texture et de forme
{
aTk
}l
k=1
et
{
aSk
}l
k=1
associés aux modes d’apparence et de déformation :
lT∑
k=1
(
aTk
σTk
)2
et
lS∑
k=1
(
aSk
σSk
)2
,
où
{
σTk
}l
k=1
et
{
σSk
}l
k=1
sont les valeurs propres des matrices de covariance utilisées pour apprendre
les modèles de texture et de forme. Elles traduisent la représentativité des données d’apprentissage
suivant les modes d’apparence et de déformation.
Au final, la fonction de coût combinée comprend un terme de données et les contraintes décrites
ci-dessus. Il est admis que la base d’apprentissage est suffisamment représentative de la classe visage ;
cette hypothèse peut difficilement être totalement garantie.
3"3D Morphable Models" en anglais.
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5.2.2 Modèles non appris
Contrairement aux modèles appris, les modèles non appris doivent découvrir la structure de la
scène dans le jeu de données courant. Ils sont utiles lorsque la surface observée n’est pas a priori
connue.
5.2.2.1 Le modèle de faible rang explicite
Le modèle de faible rang explicite LRSM s’écrit comme les modèles morphables mais nécessite
l’introduction d’un indice de vue i car il ne peut être ajusté à une seule image. Un point image si,j est
donné par :
si,j def= Πi
(
l∑
k=1
ai,kBk,j
)
. (5.2)
Chaque mode permet à un point 3D de se déplacer le long d’une certaine direction qui est fonction
du point j avec une amplitude dépendant à la fois du point j et de la vue i.
L’estimation du modèle LRSM sur les données courantes le rend plus flexible et générique. En
contrepartie, il est moins contraint que les modèles pré-appris. Évaluer les paramètres du modèle
LRSM est un problème complexe pour lequel de nombreuses solutions ont été proposées ; elles sont
décrites en §5.3. La terminologie « faible rang » provient du rang de la matrice de mesure dans le
formalisme de factorisation présenté en §5.3.1 ; le rang étant très inférieur au nombre de points m
constituant le modèle et au nombre d’images n sur lesquelles il est estimé : l min(n,m).
5.2.2.2 Le modèle de faible rang implicite
La forme implicite du modèle de faible rang est obtenue à partir de sa forme explicite donnée
par l’équation (5.2). Si un modèle de projection orthographique4 est utilisé, l’équation (5.2) peut être
réécrite sous la forme :
si,j = Ri
(
l∑
k=1
ai,kBk,j
)
+ ti. (5.3)
En rassemblant les coefficients de forme et la partie rotationelle des projections orthographiques
dans des matrices composites {Wi}ni=1 et les modes de déformation dans les vecteurs {Uj}mj=1, on
obtient :
si,j =
(
ai,1Ri · · · ai,lRi
)
B1,j
...
Bl,j
+ ti = WiUj + ti, (5.4)
où Wi et Uj ont pour taille respective (2× r) et (r × 1), avec r = 3l le rang de la matrice de mesure
dans le formalisme de factorisation décrit en §5.3.1.
La forme implicite du LRSM est donnée par :
qi,j def= JiZj + ti avec Ji def= WiQ−1 et Zj def= QUj.
4Un modèle de projection orthographique est un modèle de caméra affine pour lequel les paramètres αx, αy et τ , de
l’équation (1.1), sont fixés à 1.
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Les matrices JT =
(
JT1 · · · JTn
)
et Z =
(
Z1 · · · Zm
)
sont respectivement les matrices de
mouvement et de forme implicite. La matrice Q(r×r) est appelée matrice de correction ; elle représente
la transformation corrective qui permet de passer de la forme implicite à la forme explicite du modèle.
La principale différence entre ces deux formes de LRSM est que la matrice de forme implicite J n’a
pas la structure répétitive par blocs caractérisant la matrice de forme explicite W. De plus la forme
explicite est au moins trilinéaire tandis que la forme implicite est au moins bilinéaire. Estimer les
paramètres de ce modèle constitue la première étape de l’approche stratifiée utilisée par de nombreux
auteurs et décrite ci-dessous.
Notons que la structure par blocs de la matrice W n’est pas requise si l’objectif est de déterminer
le mouvement des points 2D pour la prédiction des données manquantes ou le filtrage des données
aberrantes. La forme implicite du modèle de faible rang est alors suffisante (Olsen and Bartoli, 2008).
En revanche, si l’objectif est de reconstruire la scène observée (comme c’est la cas dans ce chapitre),
la forme explicite du modèle de faible rang doit être évaluée.
5.2.2.3 Les informations a priori
Il a été montré par plusieurs auteurs, comme par exemple dans (Torresani et al., 2008), que le
modèle LRSM était d’autant mieux posé que des informations a priori étaient utilisées. La principale
raison est que le modèle de faible rang est empirique et par conséquent très sensible au nombre l
de modes de déformation. Si l est trop grand alors les degrés de liberté supplémentaires ne sont
pas contraints par les données image. Le modèle a alors tendance à modéliser les erreurs introduites
par sa propre approximation de la physique de la surface observée. Au contraire, si l est trop petit
alors le modèle ne peut plus représenter l’ensemble des déformations de la surface. Pour pouvoir
résoudre les problèmes décrits ci-dessus, l’ajout d’informations supplémentaires dites a priori est
requis. Ces dernières permettent de mieux contraindre le modèle de faible rang et le rendent moins
sensible au nombre de modes. Elles limitent l’espace des déformations admissibles en les contraignant
temporellement et spatialement.
Une grande variété de modèles d’informations a priori est proposée dans la littérature. Elles se
doivent d’être le plus génériques possible, c’est-à-dire non spécifiques à un objet ou une classe d’ob-
jets. Un exemple d’information a priori spécifique est l’annulation de la courbure Gaussienne (Per-
riollat and Bartoli, 2007) qui modélise bien les propriétés d’une feuille de papier mais n’est pas valide
pour un visage ou un tissu quelconque. De manière générale, il existe plusieurs classes d’informations
a priori :
B Celles contraignant le déplacement des caméras.
B Celles imposant des contraintes temporelles sur les déformations de la surface.
B Celles contrôlant les déformations admissibles du point de vue spatial.
Nous rapportons ci-dessous quelques exemples d’informations a priori « génériques » proposées dans
la littérature. Pour la plupart des vidéos, le déplacement de la caméra est régulier. Une pénalité, se
basant sur cette observation, est proposée dans (Olsen and Bartoli, 2008). Elle impose un déplacement
lisse des caméras pour la forme implicite du modèle de faible rang :
∑n−1
i=1 ‖Ji − Ji+1‖2 . Notons
que les coefficients de forme associés aux modes de déformation sont également encapsulés dans
chaque matrice de mouvement implicite Ji ; cette pénalité leur impose par conséquent également des
variations lisses.
Dans (Del Bue et al., 2004), une contrainte sur les variations temporelles de la profondeur de la
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surface observée est proposée :
∑n
i=2
∑m
j=1
∥∥∥Szi−1,j − Szi,j∥∥∥2, tandis que cette contrainte est étendue
dans (Aanæs and Kahl, 2002) à toutes les coordonnées
∑n
i=2
∑m
j=1 ‖Si−1,j − Si,j‖2. Ces informations
complémentaires sont valides si la surface observée ne se déforme pas trop entre deux images.
Les variations temporelles sont modélisées dans (Torresani et al., 2008) par un modèle dynamique
linéaire appliqué aux coefficients de forme {ai}ni=1 : ai = Φai−1, avec Φl×l une matrice de transition
et aTi =
(
ai,1 · · · ai,l
)
. Cette matrice est estimée au cours du processus d’optimisation avec les
paramètres du modèle. Les auteurs supposent également que les coefficients de forme peuvent être
représentés par une distribution Gaussienne de moyenne nulle. Les coefficients situés en dehors de la
distribution deviennent marginaux, limitant ainsi l’espace des déformations admissibles.
Récemment, il a été proposé dans (Del Bue, 2008) d’utiliser la composante rigide associée à une
classe donnée (visage, feuille de papier, etc.) pour contraindre les déformations à être physiquement
admissibles. Elle est estimée au préalable sur une vidéo ne présentant que des mouvements rigides
d’un des éléments de la classe. La pénalité introduite impose à la forme globale de la surface à être
le plus semblable possible à la composante rigide évaluée au préalable. Cette contrainte permet une
estimation raisonnable des déformations de la surface observée même si la vidéo présente des cas
dégénérés comme par exemple une personne parlant devant une caméra sans mouvement de tête.
Cette information est bien générique au sens qu’elle peut être appliquée à différents types de surfaces.
Cependant, elle nécessite la connaissance a priori de la classe auquelle appartient la surface observée.
Cette approche peut être vue comme un compromis entre les modèles non appris et ceux pré-appris.
D’autres informations a priori peuvent être trouvées dans la littérature, comme celle contraignant
l’orientation des sommets d’un maillage régulier à ne pas changer démesurément entre deux images
consécutives (Salzmann et al., 2007a). Elle est réécrite sous forme de contraintes convexes permettant
son optimisation par une approche de type "Second-Order Cone Programming".
5.3 Estimation de la forme explicite du modèle de faible rang
Nous présentons dans cette section les différentes méthodes permettant d’estimer le modèle de
faible rang sous sa forme explicite. La plupart d’entre elles minimisent l’erreur de reprojection comme
terme de données. Elles se différencient principalement au niveau du processus de minimisation.
5.3.1 L’approche stratifiée
La plupart des algorithmes suivent une approche stratifiée pour reconstruire la forme explicite du
LRSM. Elle s’articule habituellement autour de 3 étapes :
Etape 1 : factorisation de la matrice de mesure. Cette étape est l’extension de la factorisation
rigide initialement proposée dans (Tomasi and Kanade, 1992). Soit la matrice de mesureM rassem-
blant l’ensemble des points 2D mesurés au cours de la vidéo. Ces derniers sont au préalable translatés
sur leur centre de gravité. La forme implicite du modèle de faible rang est obtenue en factorisant la
matriceM. La plupart des algorithmes supposent que le rang r est connu et qu’il n’y a pas de don-
nées manquantes et erronées. Sous ces hypothèses, une solution peut être obtenue par une SVD5 de
5"Singular Value Decomposition".
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M tronquée au rang r :
M2n×m =

q1,1 · · · q1,m
...
...
qn,1 · · · qn,m
 = J2n×rZr×m + Ψ2n×m. (5.5)
En raison du bruit sur les données et de l’écart entre la physique de la surface observée et le modèle
de faible rang implicite, l’égalitéM = JZ ne peut jamais être vérifiée. Les erreurs résiduelles sont
encapsulées dans la matrice de « bruit » Ψ (de taille (2n × m)). La figure 5.2 illustre le principe de
factorisation de la matrice de mesure en une matrice de mouvement et une matrice de forme implicite.
Points
I m
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e s
=
I m
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e s
Points
M ··· + Ψ
J1
J2
J3
J4
...
z2 zmz1 z3
J
Z
FIG. 5.2 – Factorisation de la matrice de mesure. La matrice de mesure est décomposée en une
matrice de mouvement implicite J et une matrice de forme implicite Z. La matrice de « bruit » Ψ
représente ce que le modèle ne peut pas expliquer dans les données.
De nombreuses améliorations ont été proposées afin d’étendre cette approche à des cas plus
proches de la réalité pour lesquels la présence de données manquantes et / ou erronées est inévi-
table. Dans (Olsen and Bartoli, 2008) la forme implicite du modèle de faible rang est estimée à partir
de contraintes de fermeture issues de sous blocs de la matrice de mesure ne présentant pas de données
manquantes. Les différentes contraintes introduites par ces sous blocs sont combinées afin d’estimer
la matrice de mouvement implicite par moindres carrés linéaires. La matrice de forme est quant à
elle obtenue par triangulation des {Zj}mj=1. Notons que la factorisation de la matrice de mesure est
étendue à un modèle de caméra perspectif dans (Vidal and Abretske, 2006; Xiao and Kanade, 2005).
Etape 2 : estimation de la transformation corrective. La deuxième étape de l’approche stratifiée
est d’estimer la transformation corrective Q permettant de passer de la forme implicite à la forme
explicite du modèle de faible rang : W = JQ et U = Q−1Z. Cette transformation doit imposer la
structure répétitive par blocs de la matrice de mouvement : cette étape constitue la principale difficulté
et est sujette à de nombreux travaux de recherche comme par exemple (Brand, 2005; Brand and
Bhotika, 2001; Bregler et al., 2000; Xiao et al., 2004). Nous présentons plus en détails en §5.3.1.1 et
§5.3.1.2 deux approches estimant cette matrice de correction. Une fois les matrices de mouvement et
de forme évaluées, les coefficients de forme {ai,k}n,li,k=1 et les poses
{
Ri
}n
i=1
sont extraits de la matrice
de mouvement explicite W.
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Etape 3 : raffinement par ajustement de faisceaux. Cette dernière étape est optionnelle. L’erreur
de reprojection est minimisée sur tous les points j et toutes les vues i par l’algorithme Levenberg-
Marquardt. Cette étape est semblable à celle d’ajustement de faisceaux des algorithmes de recons-
truction 3D de scènes rigides que nous avons présenté en §1.4.3. Le critère suivant est minimisé :
min
{Πi}ni=1,{ai,k}n,li,k=1,{Bk,j}l,mk,j=1
n∑
i=1
m∑
j=1
vi,j d
2(qi,j,Πi (Si,j)), (5.6)
avec vi,j un élément de la carte de visibilité V, celle-ci indiquant si le point 3D j est visible dans
l’image i.
C’est un problème mal posé puisque chaque mode de déformation peut être remplacé par une
combinaison linéaire des autres modes sans pour autant modifier la prédiction d’un point 3D Si,j et
par conséquent sans modifier sa projection si,j . Des informations a priori complémentaires, comme
par exemple celles présentées en §5.2.2.3, peuvent être incorporées dans la fonction de coût afin de
régulariser la solution.
5.3.1.1 L’approche de Bregler et al.
Cette approche, proposée dans (Bregler et al., 2000), est basée sur l’hypothèse que toutes les
composantes du modèle de faible rang dépendant des images c’est-à-dire les coefficients de forme
et les paramètres des caméras, sont entièrement contenus dans la matrice de mouvement implicite J.
L’extraction des composantes de mouvement est alors effectuée par SVD au rang 1 des n sous blocs{
Jˇi
}n
i=1
obtenus en réordonnant les matrices de mouvement implicites {Ji}ni=1 :
Jˇi =

ai,1rTi
...
ai,lrTi
+ Λ(l×6) =

ai,1
...
ai,l
( ri,1 ri,2 ri,3 ri,4 ri,5 ri,6 )+ Λ(l×6). (5.7)
où les {ri,p}6p=1 sont les éléments de la matrice R et Λ(l×6) une matrice de « bruit ». Une correction est
ensuite appliquée aux matrices de rotation afin d’imposer leur orthonormalité. L’hypothèse de Bregler
et al. n’est cependant pas valide en pratique car les coefficients de forme ainsi que les matrices de
rotation doivent être extraits de la matrice de mouvement explicite W obtenue après correction de la
forme implicite du modèle.
5.3.1.2 L’approche de Xiao et al.
Elle consiste à corriger la forme implicite du modèle en utilisant les contraintes relatives aux ma-
trices de rotation mais également des contraintes sur les modes de déformation. En effet, il est montré
dans (Xiao et al., 2004) que les contraintes d’orthonormalité imposées sur les matrices de rotation ne
sont pas suffisantes pour rendre le problème bien posé : il existe plusieurs couples formes 3D - ca-
méras pouvant expliquer les données. Afin de résoudre cette ambiguïté des contraintes sur les modes
de déformation, appelées contraintes de base, doivent également être imposées. Elles permettent, en
complément des contraintes sur les matrices de rotation, d’aboutir à une solution analytique pour
passer de la forme implicite à la forme explicite du modèle de faible rang.
Les modes de déformation ne sont effectivement pas uniques puisque pour toute transformation li-
néaire non-singulière, un nouvel ensemble de modes peut être généré. Cependant, si il existe l images
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pour lesquelles les modes de déformation sont indépendants, alors ces derniers peuvent être déter-
minés de manière unique. Pour ces images, la forme 3D associée est expliquée par un seul mode de
déformation. Ceci revient à imposer la structure suivante à la matrice de mesure :
M =

R1 0 · · · 0
0 R2 · · · 0
...
...
...
0 0 · · · Rl
al+1,1Rl+1 al+1,2Rl+1 · · · al+1,lRl+1
...
...
...
an,1Rn an,2Rn · · · an,lRn


B1
...
Bl
+ Ψ, (5.8)
avec Bi =
(
Bi,1 · · · Bi,m
)
. Elle est sur cette exemple réarrangée pour que les l images associées
aux modes de déformation indépendants correspondent à ses l premières lignes.
Les contraintes sur les modes sont déduites des relations suivantes :
ai,i = 1 i = [1, · · · , l]
ai,k = 0 i, k = [1, · · · , l] , i 6= k.
Les performances de cette méthode se dégradent fortement lorsque les l formes indépendantes sont
mal sélectionnées comme démontré dans (Brand, 2005). Notons que même si une solution unique est
estimée celle-ci diffère en fonction du choix des l modes. Leur extraction s’avère être complexe, de
manière unique, sur des vidéos réelles présentant une surface déformable.
Discussion. La grande difficulté relative aux approches stratifiées est l’estimation de la transforma-
tion corrective imposant la structure répétitive par blocs de la matrice de mouvement requise par la
forme explicite du modèle de faible rang. Les approches existantes n’offrent pour l’instant pas de
solution entièrement satisfaisante : les paramètres de mouvement sont extraits à partir de la forme
implicite du modèle de faible rang dans (Bregler et al., 2000). Dans (Brand and Bhotika, 2001) la
forme implicite est corrigée au préalable par des contraintes d’orthonormalité des matrices de rota-
tion. Enfin, dans (Xiao et al., 2004), il est démontré qu’une solution estimée uniquement à partir des
contraintes sur les matrices de rotation peut être dégénérée et non unique. Ils proposent en complé-
ment des contraintes de base en faisant l’hypothèse qu’il existe l images pour lesquelles les modes de
déformation sont indépendants. L’existence de telles images n’est pas garantie sur des cas réels. De
nombreux travaux proposent d’estimer directement la forme explicite du modèle de faible rang sans
passer par sa forme implicite, évitant ainsi la difficulté introduite par l’estimation de la transformation
corrective. Elles sont décrites ci-dessous.
5.3.2 Estimation directe de la forme explicite
Les algorithmes décrits ci-dessous estiment directement la forme explicite du modèle. L’étape
complexe assurant le passage de la forme implicite à la forme explicite du modèle de fiable rang est
ainsi évitée.
Dans (Torresani et al., 2001) un schéma d’optimisation minimisant alternativement, au sens des
moindres carrés, les trois sous classes constituant les paramètres du modèle {Πi}ni=1, {ai,k}n,li,k=1
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et {Bk,j}l,mk,j=1, est défini. Lors de l’estimation de l’une des classes les deux autres sont laissées
constantes. Cette procédure est connue sous le nom alternation et possède l’avantage de garantir
la convergence vers un minimum local sans la complexité des approches totalement non-linéaires.
Une initialisation appropriée des matrices de projection peut être obtenue par factorisation rigide
(voir §1.4). Les coefficients de forme sont quant à eux initialisés aléatoirement permettant ainsi une
première évaluation des modes de déformation. Notons que la mise à jour de chaque groupe de
paramètres possède une forme analytique, excepté pour les matrices de projection. Cet algorithme
présente l’inconvénient de minimiser des distances algébriques. Ce mécanisme d’optimisation
converge lentement comme rapporté dans (Buchanan and Fitzgibbon, 2005). Ce schéma d’opti-
misation est reformulé, dans (Torresani et al., 2008), sous forme probabiliste en incorporant des
informations a priori Gaussienne sur les coefficients de formes. L’algorithme EM6 est alors utilisé
pour l’optimisation.
L’algorithme Levenberg-Marquardt est souvent privilégié pour minimiser l’équation (5.6). Il pré-
sente de bien meilleures performances de convergence comme l’illustrent les résultats obtenus dans
(Buchanan and Fitzgibbon, 2005). L’algorithme Levenberg-Marquardt est initialisé dans (Buchanan
and Fitzgibbon, 2005) en tirant aléatoirement un grand nombre de conditions initiales (de l’ordre
de 1000). La solution donnant l’erreur la plus faible en sortie est conservée. Ceci s’avère être ex-
trêmement coûteux en temps de calcul. Des initialisations plus proches du minimum global ont été
proposées dans la littérature.
Dans (Del Bue et al., 2006), l’hypothèse raisonnable que certaines régions de la scène observée
se déforment au cours de la vidéo tandis que d’autres restent sensiblement rigides7 est exploitée. Ces
dernières peuvent être automatiquement segmentées en mesurant la variance d’un point par rapport
à son positionnement moyen (obtenu par factorisation de la matrice de mesure par l’algorithme pro-
posé dans (Tomasi and Kanade, 1992)). Une fois les régions rigides segmentées, un algorithme de
reconstruction rigide classique (Hartley and Zisserman, 2003) permet de calibrer les caméras et d’es-
timer leur pose ainsi que la forme moyenne à partir de ces régions. Les modes de déformation et les
coefficients de forme sont quant à eux fixés à de faibles valeurs de manière aléatoire. Ils prétendent
que cette initialisation ad hoc des modes ne dégrade pas le bassin de convergence de l’algorithme
Levenberg-Marquardt.
Dans (Aanæs and Kahl, 2002) le modèle de faible rang est vu comme un ensemble de modes
ordonnés en fonction de la variance des données qu’ils capturent. Le premier mode de déformation
ainsi que les caméras sont au préalable évalués par des algorithmes de reconstruction de scène rigide
(Tomasi and Kanade, 1992). Les autres modes de déformation sont issus d’une ACP de la variance des
points 3D. Les auteurs montrent que cette dernière peut être directement estimée a partir de la matrice
de mesure si les matrices de projection sont connues. Le tout est ensuite raffiné par l’algorithme
Levenberg-Marquardt. L’ACP engendre des modes de déformation ordonnés en fonction des valeurs
propres, c’est-à-dire en fonction de leur capacité à expliquer la dispersion des données. Notons que
cette représentation du modèle de faible rang se rapproche de celle utilisée par la suite dans l’approche
que nous proposons. Néanmoins, elle diffère au niveau de l’estimation des modes, obtenue avec notre
algorithme, par minimisation de l’erreur de reprojection . Cette représentation possède de nombreux
avantages : elle réduit notamment les ambiguïtés inhérentes au modèle de faible rang, comme le décrit
la §5.4.1.
6"Expectation-maximization" en anglais.
7Ceci peut-être également vu comme une information a priori.
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5.3.3 Discussion sur les approches existantes
Nous avons répertorié les principales méthodes de reconstruction basées sur le modèle de faible
rang dans le tableau 5.1 ainsi que certaines de leurs propriétés :
B Estimation directe ou stratifiée de la forme explicite.
B Modèle de caméra perspectif ou affine.
B Sélection automatique du nombre de modes.
B Gestion des données manquantes.
B Modes de déformation ordonnés.
Algorithme Explicite Perspectif Sélection de l Données Modes
manquantes ordonnés
(Aanæs and Kahl, 2002) • • • × •
(Brand, 2001) × × × × ×
(Brand, 2005) × × × × ×
(Bregler et al., 2000) × × × × ×
(Buchanan and Fitzgibbon, 2005) • • × • ×
(Del Bue et al., 2006) • • × × ×
(Del Bue, 2008) • × × × ×
(Olsen and Bartoli, 2008) × × • • ×
(Torresani et al., 2008) • × × • ×
(Xiao et al., 2004) × × × × ×
(Xiao and Kanade, 2005) × • × × ×
Notre approche (§5.4) • • • • •
TAB. 5.1 – Comparaison des différentes méthodes de reconstruction 3D basées sur le modèle de
faible rang. Un cercle signifie que l’algorithme possède la propriété associée et inversement pour une
croix. Pour la colonne « Explicite » un cercle signifie que la forme explicite du modèle est estimée
directement, les approches stratifiées sont représentées par une croix.
La plupart des méthodes de reconstruction 3D basées sur le modèle de faible rang utilisent un
modèle de caméra orthographique afin de simplifier son estimation. L’emploi d’un modèle perspec-
tif n’a que très peu été étudié dans la littérature, notamment dans (Buchanan and Fitzgibbon, 2005;
Del Bue et al., 2006; Xiao and Kanade, 2005). Les algorithmes s’appuyant sur une factorisation de
la matrice de mesure par SVD (Brand, 2001, 2005; Bregler et al., 2000; Xiao et al., 2004; Xiao
and Kanade, 2005) sont très sensibles aux données manquantes. Une alternative est la méthode de
factorisation proposée dans (Olsen and Bartoli, 2008). Le problème de la sélection automatique du
nombre de modes a très peu été étudié par les algorithmes précédents. Seuls (Aanæs and Kahl, 2002)
et (Olsen and Bartoli, 2008) explorent cette problématique en se basant respectivement sur les critères
BIC8 et GRIC9. Nous utilisons dans notre approche un critère basé sur la validation croisée. Enfin,
seul (Aanæs and Kahl, 2002) représente le modèle de faible rang comme une combinaison de modes
ordonnés en fonction de la variance des données qu’ils capturent. L’approche proposée ordonne éga-
lement les modes.
8"Bayesian Information Criterion".
9"Geometric Robust Information Criterion".
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5.4 Le modèle de faible rang hiérarchique
5.4.1 Présentation générale
Dans cette section nous décrivons une nouvelle approche permettant d’estimer le modèle de faible
rang. Nous considérons que les modes sont ordonnés par importance en terme d’amplitude de défor-
mation capturée dans les images. Ceci peut être vu comme une information a priori incorporée au
modèle. Cette représentation présente de nombreux avantages par rapport aux méthodes qui utilisent
le modèle de faible rang comme un ensemble de modes non ordonnés. Tout d’abord, les ambiguïtés
liées au modèle sont grandement réduites puisque les modes de déformation ne peuvent plus se re-
combiner arbitrairement. Ensuite, l’algorithme qui en découle évalue hiérarchiquement les modes : la
forme moyenne est dans un premier temps estimée puis des modes sont ajoutés itérativement, la forme
explicite du modèle est ainsi directement obtenue. L’ étape complexe, décrite en §5.3.1, assurant le
passage de la forme implicite à la forme explicite du modèle de faible rang est alors évitée. Enfin, la
sélection automatique du nombre de modes de déformation peut facilement être incluse lors de l’esti-
mation. Nous notons également que l’algorithme proposé gère naturellement les données manquantes
et permet l’emploi d’un modèle de caméra perspectif.
Notation. Dans le reste du chapitre, les différentes instances sont exprimées en coordonnées ho-
mogènes introduites en §1.2, le symbole ∼ désignant l’égalité à un facteur près. Nous reformulons
le modèle de faible rang comme une forme moyenne
{
M˜j
}m
j=1
à laquelle sont ajoutés des modes de
déformation :
S˜li,j
def= D˜i
(
M˜j +
l∑
k=1
ai,kbk,jC˜k,j
)
, (5.9)
avec D˜i la pose de la surface observée sur l’image i et S˜li,j un point de l’espace projectif P3. Les modes
de déformation sont décomposés en une direction de déformation et une amplitude de déformation :
B˜k,j = bk,jC˜k,j avec
∥∥∥C˜k,j∥∥∥ = 1 et C˜Tk,j = ( CTk,j 0 ). Nous utilisons un modèle de caméra
perspectif : P˜i = Ki
(
I 0
)
, supposée fixe puisque la pose relative entre la surface observée et la
caméra est représentée par les
{
D˜i
}n
i=1
.
La prédiction d’un point image, c’est-à-dire la reprojection d’un point 3D S˜li,j prédit par l’équation
(5.9) est donnée par :
s˜li,j ∼ P˜iS˜li,j = P˜iD˜iM˜j + PiDi
l∑
k=1
ai,kbk,jCk,j. (5.10)
Nous définissons également les vecteurs :
al def=
(
a1,l · · · an,l
)
,
bl def=
(
bl,1 · · · bl,m
)
,
CTl
def=
(
CTl,1 · · · CTl,m
)
,
BTl
def=
(
BTl,1 · · · BTl,m
)
.
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5.4.2 Description du modèle de faible rang hiérarchique
Notre algorithme s’appuie sur la notion de "DEFORMOTION" présentée dans (Yezzi and Soatto,
2003). Les auteurs montrent que le mouvement global et les déformations d’une scène peuvent être
séparés. Cette décomposition du mouvement n’a pas de sens pour tous les scénarios ; la scène obser-
vée doit conserver une certaine « consistance » au cours de ses déformations. Cette définition s’avère
être bien adaptée pour les cas que nous souhaitons traiter où une seule surface est observée comme
par exemple un visage ou une feuille de papier. Pour des scènes plus complexes composées d’objets
multiples, extraire un unique mouvement global n’a pas réellement de sens.
La notion de mouvement global pour une scène déformable est étroitement liée à la notion de forme,
ainsi décomposer le mouvement d’une scène en une composante rigide et des déformations est obte-
nue en estimant sa forme moyenne
{
M˜j
}m
j=1
. Elle constitue la forme à partir de laquelle des défor-
mations minimales sont requises pour aboutir aux
{
S˜li,j
}n,m
i,j=1
.
Une fois la forme moyenne et le mouvement global estimés, les modes de déformation sont ajoutés
un à un jusqu’à ce qu’un critère d’arrêt soit satisfait. L’amplitude des déformations capturées décroît
au fur et à mesure que des modes sont ajoutés. Il en résulte un ensemble de modes ordonnés.
Cette estimation hiérarchique permet à chaque mode de capturer l’amplitude maximale restante
des données qui n’a pas été expliquée par les modes précédents. Le modèle obtenu est semblable à
celui issu d’une analyse en composantes principales pour laquelle les modes sont ordonnés en fonction
de leur valeur propre, c’est-à-dire en fonction de la variance des données qu’ils capturent.
Notre approche se base sur les relations suivantes, découlant du modèle de faible rang décrit par
l’équation (5.9) :
S˜0i,j = D˜iM˜j (5.11)
S˜l+1i,j = S˜li,j + ai,l+1bl+1,jC˜l+1,j. (5.12)
En résumé, nous procédons de la manière suivante. Tout d’abord la forme moyenne ainsi que les
déplacements
{
D˜i
}n
i=1
recalant globalement la surface déformable au référentiel monde sont es-
timés par l’équation (5.11) ; ce qui constitue le mode 0 ou la composante rigide du modèle. En-
suite, chaque mode est triangulé10 itérativement, c’est-à-dire que le (l + 1)ème mode de déformation{
bl+1,jC˜l+1,j
}m
j=1
ainsi que les coefficients de forme associés {ai,l+1}ni=1 sont évalués, à partir de
l’équation (5.12). Une fonction de coût constituée de l’erreur de reprojection comme terme de don-
nées et d’informations a priori (décrites ci-dessous) est minimisée à chaque étape. Le tableau 5.2
récapitule le principe d’estimation hiérarchique du modèle de faible rang.
Informations a priori. En plus de l’information a priori implicitement utilisée sur l’ordonnance-
ment des modes, nous utilisons explicitement deux informations a priori supplémentaires inspirées
de (Olsen and Bartoli, 2008). La première contraint les variations temporelles de la surface. Cette
hypothèse est valide si la surface observée ne se déforme pas « trop » entre deux images. Elle s’écrit :
Eas(al+1) def= ‖∆al+1‖2 ,
avec ∆ un opérateur de différence finie approchant la dérivée première. La deuxième contrainte est sur
la forme de la surface observée. Elle est basée sur l’observation que des points proches sur la forme
10Puisque le mouvement global de la surface est connu à cette étape, nous appelons « triangulation » l’estimation d’un
mode.
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B Estimation des composantes rigides du modèle
{
M˜j
}m
j=1
et
{
D˜i
}n
i=1
.
B l← 0
B Début boucle :
• Ajout d’un mode de déformation : les composantes al+1, bl+1, Cl+1 sont estimées.
• l← l + 1.
B Fin boucle si le critère d’arrêt est satisfait.
TAB. 5.2 – Principe de l’estimation hiérarchique du modèle de faible rang.
moyenne le sont aussi après déformation, c’est-à-dire après l’ajout d’un mode. Cette hypothèse est va-
lide dans le cadre de surfaces continues présentant des déformations lisses. Afin de construire cette pé-
nalité, nous estimons la proximité entre chaque point de la forme moyenne : ϕj,g
def= ρ
(
d2
(
M˜j, M˜g
))
,
avec ρ un noyau à support local11. La contrainte de surface s’écrit :
Ebs(Bl+1) def=
m∑
j=1
m∑
g=1
ϕ2j,g ‖Bl+1,j −Bl+1,g‖2 = ‖ΩBl+1‖2 , (5.13)
où Ω est une matrice extrêmement creuse ayant 3m colonnes et dont le nombre de lignes est 3 fois le
nombre d’éléments non nuls de {ϕj,g}m,mj,g=1.
Ambiguïtés. Si les modes sont estimés simultanément comme c’est le cas pour la plupart des mé-
thodes existantes, il existe alors l2 degrés d’ambiguïté : chaque mode peut être remplacé par une
combinaison linéaire des autres modes. Dans notre approche, le mode l + 1 est conditionné par l’es-
timation des l modes précédents, introduisant une seule ambiguïté par mode. En effet, les produits
albTl (présents dans l’équation (5.12)) entre les coefficients de forme et les amplitudes de déforma-
tion, peuvent être redéfinis tel que ∀ν ∈ R∗ albTl = (νal)( 1νbTl ) : ν constitue l’échelle du mode.
Il existe également dans tous les cas une transformation Euclidienne indéterminée entre les
{
D˜i
}n
i=1
d’une part et la forme moyenne et les modes d’autre part.
5.4.3 Estimation de la forme moyenne
La première étape de notre algorithme est de séparer le mouvement global
{
D˜i
}n
i=1
des déforma-
tions de la surface. Nous avons vu en §5.4.2 que ceci peut être réalisé en estimant la forme moyenne{
M˜j
}m
j=1
c’est-à-dire la composante rigide de la surface. Pour cela, l’erreur de reprojection suivante
est minimisée :
min
{M˜j}m
j=1
,{D˜i}n
i=1
n∑
i=1
m∑
j=1
vi,j d
2(q˜i,j, P˜iD˜iM˜j). (5.14)
C’est un problème d’estimation de la structure à partir du mouvement12 pour des caméras calibrées. Il
est résolu en utilisant des techniques standards décrites en §1.4, comprenant notamment l’ajustement
de faisceaux. Notons qu’aucune information a priori n’est requise ici puisque la reconstruction 3D de
surfaces rigides est habituellement bien posée. Si les paramètres internes des caméras sont inconnus,
11Nous utilisons dans nos expériences un noyau Gaussien tronqué.
12"Rigid Structure-from-Motion" en anglais.
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elles peuvent être calibrées à partir d’une région rigide de la scène observée, par exemple l’arrière
plan.
5.4.4 Triangulation d’un mode
Trianguler le mode l + 1 revient à minimiser l’erreur suivante :
min
al+1,Bl+1
n∑
i=1
m∑
j=1
d2(q˜i,j, s˜l+1i,j ) + λa ‖∆al+1‖2 + λb ‖ΩBl+1‖2 . (5.15)
C’est un problème d’optimisation non-linéaire en raison des produits entre les coefficients de
forme, les amplitudes et les directions de déformation, et l’emploi de distances Euclidiennes pour
comparer les données images. De manière identique au problème de triangulation rigide, une ap-
proximation algébrique des distances peut être utilisée. Néanmoins, le problème reste non-linéaire
et complexe à résoudre sous cette forme, les différentes vues et les différents points étant liés. Nous
procédons en deux étapes : tout d’abord, les informations a priori ne sont pas prises en compte et une
estimation initiale du modèle est calculée. Celle-ci est ensuite raffinée par minimisation non-linéaire
de la fonction de coût complète (5.15).
L’estimation initiale des paramètres al+1,bl+1,Cl+1 est obtenue par approximation de l’erreur de
reprojection : nous montrons que les directions de déformation Cl+1 peuvent être calculées indépen-
damment les unes des autres et indépendamment des autres inconnues. Ensuite, une fois les directions
de déformation estimées, les coefficients de forme al+1 ainsi que les amplitudes de déformation bl+1
sont évalués.
5.4.4.1 Initialisation des directions
Séparation des problèmes. Les directions de déformation {Cl+1,j}mj=1 associées à chaque mode
peuvent être estimées de manière indépendante. Pour cela, l’erreur de reprojection est réécrite en
utilisant des distances point-droite. La combinaison des équations (5.10) et (5.12), conduit à :
s˜l+1i,j ∼ P˜iS˜li,j︸ ︷︷ ︸
s˜li,j
+ai,l+1bl+1,jPiDiCl+1,j. (5.16)
Cette équation représente un point image paramétré par sa position ai,l+1bl+1,j le long d’une
droite, passant par le point s˜li,j et avec vecteur directeur PiDiCl+1,j . En remplaçant les points projetés{
s˜l+1i,j
}n,m
i,j=1
définis par l’équation (5.16) dans chaque terme de l’erreur de reprojection on obtient :
min
al+1,Bl+1
n∑
i=1
m∑
j=1
vi,j d
2(q˜i,j, s˜li,j + ai,l+1bl+1,jPiDiCl+1,j). (5.17)
Afin de rendre notre problème indépendant des coefficients de forme {ai,l+1}ni=1 et des amplitudes
de déformation {bl+1,j}mj=1, les distances point-point sont remplacées par des distances point-droite
d2pl, en introduisant les coordonnées des droites
{
l˜l+1i,j
}n,m
i,j=1
:
l˜l+1i,j
def= s˜li,j × (PiDiCl+1,j) ,
ce qui donne :
5.4 Le modèle de faible rang hiérarchique 121
min
Cl+1
n∑
i=1
m∑
j=1
vi,j d
2
pl(q˜i,j, l˜l+1i,j ). (5.18)
Dans l’équation (5.18), chaque direction Cl+1,j de Cl+1 est indépendante. Évaluer les directions
peut être résolue par m sous problèmes :
min
Cl+1,j
n∑
i=1
vi,j d
2
pl(q˜i,j, l˜l+1i,j ). (5.19)
Estimation linéaire. La première étape permettant d’estimer les directions de déformation consiste
à approximer la fonction de coût (5.19) pour aboutir à un problème d’optimisation linéaire au sens des
moindres carrés. Pour cela les distances Euclidiennes sont remplacées par des distances algébriques
d2A_pl introduites en §1.3) :
d2pl(q˜i,j, l˜l+1i,j ) ≈
(
q˜Ti,j
[
s˜li,j
]
× PiDiCl+1,j
)2
︸ ︷︷ ︸
d2
A_pl(q˜i,j ,˜l
l+1
i,j )
.
L’évaluation de Cl+1,j sous la contrainte ‖Cl+1,j‖ = 1 est obtenue par SVD de la matrice suivante :

v1,j q˜T1,j
[
s˜l1,j
]
× P1D1
...
vn,j q˜Tn,j
[
s˜ln,j
]
× PnDn
 .
Les lignes correspondant à des données manquantes, c’est-à-dire pour lesquelles vi,j = 0, sont enle-
vées de la matrice. Notons qu’un point j doit être visible dans au moins deux vues.
Raffinement non-linéaire. La deuxième étape consiste à parfaire l’estimation initiale de chaque
Cl+1,j par optimisation non-linéaire des m équations (5.19) en utilisant l’algorithme Levenberg-
Marquardt décrit en §1.6.2. Cette étape est très peu coûteuse en temps de calcul puisque chaque
direction possède 3 paramètres et est estimée indépendamment. Sur ces 3 paramètres, seuls 2 sont
indépendants, le troisième étant fixé par la contrainte ‖Cl+1,j‖ = 1. Une pénalité
(
‖Cl+1,j‖2 − 1
)2
est ajoutée aux fonctions de coût (5.19), pour chaque direction de déformation, afin d’imposer cette
contrainte.
5.4.4.2 Initialisation des coefficients de forme et des amplitudes de déformation
Principe. L’estimation des coefficients de forme al+1 et des amplitudes de déformation bl+1 dépend
de tous les paramètres puisque les points image s˜l+1i,j pour chaque vue i et chaque point j sont fonctions
de al+1bTl+1. Nous proposons d’exploiter l’ambiguïté 1D du modèle, décrit en §5.4.2, afin d’estimer
linéairement les coefficients de forme et les amplitudes de déformation par normalisation successive
de chaque élément contenu dans al+1.
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Les contraintes. Nous supposons que aξ,l+1 6= 0 pour ξ ∈ [1, · · · , n] et définissons aξl+1 def= al+1aξ,l+1 et
bξl+1
def= aξ,l+1bl+1. En ne conservant que les termes de (5.17) dépendant de la vue ξ on obtient :
min
bξ
l+1
m∑
j=1
vξ,j d
2(q˜ξ,j, s˜lξ,j + b
ξ
l+1,jPξDξCl+1,j). (5.20)
Ce problème de minimisation peut être séparé en m sous problèmes :
min
bξ
l+1,j
vξ,j d
2(q˜ξ,j, s˜lξ,j + b
ξ
l+1,jPξDξCl+1,j), (5.21)
revenant chacun à trianguler sur l’image ξ un point j appartenant à une droite. L’amplitude de défor-
mation bξl+1,j est obtenue par projection orthogonale de q˜ξ,j sur la droite l˜l+1ξ,j = s˜lξ,j × PξDξCl+1,j .
Ceci ne peut pas être résolu si vξ,j = 0, c’est-à-dire si le point j n’est pas visible dans la vue ξ, mais
également si la droite l˜l+1ξ,j est mal définie, c’est-à-dire si d(s˜lξ,j,PξDξCl+1,j) < p, où p est un seuil
fixé en pratique à quelques pixels. Ce problème apparaît si la direction Cl+1,j déplace le point j le
long de son rayon de vue associée à la caméra ξ. A cette étape, nous possédons plusieurs versions de
bl+1 :
{
bξl+1
}n
ξ=1
présentant chacune des données manquantes.
Estimer les al+1 et bl+1. De par la relation suivante définissant bξl+1 : b
ξ
l+1aη,l+1 − bηl+1aξ,l+1 = 0,
le vecteur bl+1 concaténant les amplitudes de déformation peut être estimé en évaluant au préalable
les coefficients contenus dans al+1 :
min
al+1
n∑
ξ=1
n∑
η=1
∥∥∥bξl+1aη,l+1 − bηl+1aξ,l+1∥∥∥2 . (5.22)
C’est est un problème d’optimisation linéaire sous la contrainte ‖al+1‖ = 1. Une fois le vecteur des
coefficients de forme al+1 estimé, les
{
bξl+1
}n
ξ=1
sont denormalisés et moyennés pour aboutir à bl+1.
5.4.4.3 Raffinement non-linéaire
Cette étape consiste à minimiser l’équation (5.15) par l’algorithme Levenberg-Marquardt décrit en
§1.6.2. La minimisation se fait directement sur les modes de déformation {Bl+1,j}mj=1 ce qui permet
d’éviter l’emploi de contraintes pour chaque direction de déformation : (‖Cl+1,j‖ = 1). Le problème
majeur est que 3m + n paramètres doivent être estimés simultanément ce qui peut être coûteux en
terme de temps de calcul. Néanmoins, les structures des matrices Jacobienne et Hessienne associées à
la fonction de coût sont très creuses, permettant l’emploi de méthodes spécifiques prenant en compte
cette propriété pour résoudre les équations normales. Nous utilisons le module de factorisation de
Cholesky directement disponible dans le logiciel Matlab13. Les temps de calcul s’en trouvent être
grandement réduits.
La matrice Jacobienne est constituée de trois parties, comme l’illustre la figure 5.3. La première,
relative aux termes de données, est formée de blocs bien agencés. Elle ressemble à celle obtenue
lors d’ajustements de faisceaux appliqués sur des scènes rigides. La deuxième partie correspond à
la contrainte temporelle. Nous utilisons lors de nos expérimentations un opérateur dérivé du premier
ordre aboutissant à une matrice Jacobienne de taille ((n− 1)× n) dont les éléments de la diagonale
13Plus précisément, nous utilisons la fonction "mldivide" de Matlab.
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principale et ceux de la première diagonale supérieure sont respectivement égaux à -1 et 1. Enfin la
troisième partie est relative à la contrainte sur la forme. Sa structure dépend du degré d’interaction
entre les points. Elle est très creuse puisque le noyau ρ utilisé pour construire cette pénalité est local,
un point n’interagit alors qu’avec ses voisins les plus proches.
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FIG. 5.3 – Structures des matrices Jacobienne et Hessienne sur un exemple synthétique constitué de
n = 4 vues et m = 5 points.
5.4.5 Critère d’arrêt d’ajout de modes
L’algorithme que nous venons de décrire est basé sur l’ajout itératif de modes au modèle de
faible rang. Un critère définissant l’arrêt de ce processus est nécessaire. A chaque ajout d’un mode, le
nombre de degré de liberté du modèle augmente et l’erreur de reprojection diminue comme l’illustrent
les expérimentations. Les modèles de sélection existant, par exemple BIC ou GRIC, sont mal adap-
tés à notre problématique. La raison principale est qu’ils sont basés sur une distribution particulière
des résidus (Gaussienne). Dans le cadre du modèle de faible rang, les résidus doivent être interprétés
différemment ; leur dépendance au bruit présent dans les images est plutôt faible. Ils proviennent en
grande partie de l’écart entre le modèle de faible rang et la physique qui a engendré l’image, ce qui
est difficilement modélisable paramétriquement.
Nous proposons d’utiliser la validation croisée pour sélectionner le nombre de modes. Son prin-
cipe consiste à partitionner le jeu de données en un jeu d’apprentissage et un jeu de test et d’ensuite
moyenner les erreurs obtenues sur les différents jeux de test. Cette approche ne suppose aucune distri-
bution sur les résidus et reflète directement la capacité du modèle à extrapoler à de nouvelles données.
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Plus précisément, nous utilisons u jeux de données obtenus en désactivant certaines composantes de
la matrice de visibilité. Les valeurs typiques de u sont u ∈ [3, · · · , 10], lors de nos expérimentations
nous avons choisi u = 4.
Chaque jeu est un sous-ensemble de la matrice de mesureM devant garantir la reconstruction de
chaque point dans chaque vue : toutes les lignes et colonnes de V contiennent au moins deux éléments
non nuls. L’erreur associée à chaque jeu de test est obtenue en comparant ses données avec celles is-
sues de la prédiction du modèle évalué sur le jeu d’apprentissage.
Le comportement typique du score de validation croisée est de diminuer jusqu’à ce que le nombre op-
timal de modes soit obtenu, ensuite, le score augmente. Dans un premier temps, cette descente traduit
l’incapacité du modèle à réaliser de bonnes prédictions lorsque le nombre de modes est insuffisant, il
est alors trop restrictif. Une fois le nombre optimal de modes atteint, le score augmente car le modèle
a alors tendance à expliquer des phénomènes indésirables (bruit sur les données, écart entre le modèle
et la physique) : il devient trop flexible pour prédire de nouvelles données.
En pratique ce comportement n’est pas celui observé lorsque les informations a priori sont utilisées.
Dans ce cas, le score de validation croisée est stable lorsque le nombre de modes est trop important :
les contraintes supplémentaires inhibent les degrés de liberté superflus comme l’attestent également
les résultats présentés dans (Torresani et al., 2008). Notre critère d’arrêt est donc le suivant, l’ajout de
mode est stoppé lorsque le score de validation croisée augmente ou diminue faiblement par rapport à
un seuil  fixé à  = 10−3 dans nos expérimentations.
5.5 Résultats expérimentaux
Dans cette section, nous allons présenter les différents résultats obtenus sur des données synthé-
tiques et réelles. Les performances de reconstruction de notre algorithme sont comparées avec celles
de l’algorithme TORRESANI (Torresani et al., 2008). Ce dernier est décrit en §5.3.2. Pour rappel
cet algorithme estime directement la forme explicite du modèle de faible rang. Deux informations a
priori sont incorporées : les variations temporelles de la surface sont modélisées par un modèle dyna-
mique linéaire appliqué sur les coefficients de forme. Ils sont en outre représentés par une distribution
Gaussienne de moyenne nulle. Notons qu’un modèle de projection orthographique est utilisé. Les per-
formances de reconstruction de cet algorithme surpasse celles des approches de reconstruction déjà
existantes basées sur le modèle de faible rang, comme l’illustre la partie expérimentale de (Torresani
et al., 2008). Le tableau 5.3 résume notre algorithme. Nous utilisons deux variantes : C2F14 - NO
PRIOR qui ne prend pas en compte les informations a priori décrites en §5.4.2 et C2F - PRIORS qui
les utilisent.
5.5.1 Données synthétiques
Nous avons généré un jeu de données synthétiques en utilisant le modèle de visage Candide-3
décrit en §2.4.2. Un modèle de caméra perspectif est utilisé pour projeter les formes 3D constituant
la vérité terrain. La matrice de mesure est composée de n = 70 images et m = 113 points ; un
bruit Gaussien de variance 2 pixels est appliqué aux points 2D. Afin de comparer les performances
des différents algorithmes, l’erreur de reprojection, le score de validation croisée ainsi que l’erreur
3D sont mesurés en fonction du nombre de modes et du taux de données manquantes. Notons que
14"Coarse to Fine" en anglais.
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OBJECTIF
Soit un ensemble de points image mis en correspondance {q˜i,j}n,mi,j=1 et un ensemble de caméras
{
P˜i
}n
i=1
calibrées de manière quelconque. L’objectif est de calculer, pour chaque image i, le déplacement global D˜i et
les déformations
{
S˜li,j
}m
j=1
de la surface 3D observée. Ces dernières sont représentées par un modèle de faible
rang dont les modes sont estimés hiérarchiquement : l’erreur de reprojection associée aux
{
S˜l+1i,j
}n,m
i,j=1
est plus
petite que celle introduite par les
{
S˜li,j
}n,m
i,j=1
. Le nombre de modes est sélectionné par validation croisée.
ALGORITHME
Estimation de la forme moyenne
{
M˜j
}m
j=1
et des déplacements globaux
{
D˜i
}n
i=1
1. (§5.4.3) Lancer une reconstruction rigide de la scène. Les points image {q˜i,j}n,mi,j=1, la carte de visibilitéV
et les paramètres internes des caméras {Ki}ni=1 sont les données d’entrée. La forme moyenne
{
M˜j
}m
j=1
ainsi que les déplacements globaux
{
D˜i
}n
i=1
sont obtenus en sortie.
2. (§5.4.5) Calculer le score χ0 de validation croisée et initialiser le nombre de modes l← 0.
3. Initialiser la forme 3D pour chaque image i avec la forme moyenne : S˜li,j ← M˜j .
Triangulation itérative des modes de déformation
1. (§5.4.4.1) Initialiser les directions de déformation Cl+1.
2. (§5.4.4.2) Calculer les coefficients de forme al+1 et les amplitudes de déformation bl+1.
3. (§5.4.4.3) Raffinement non-linéaire de al+1,bl+1,Cl+1 par minimisation de l’erreur de reprojection.
4. (§5.4.5) Calculer le score de validation croisée χl+1.
5. (§5.4.5) Arrêt de l’algorithme si χl − χl+1 ≤ ε.
6. Mettre à jour la structure 3D : S˜l+1i,j ← S˜li,j + ai,l+1bl+1,jC˜l+1,j .
7. Incrémenter le nombre de modes l← l + 1 et reprendre à l’étape 1 du processus de triangulation.
TAB. 5.3 – Les différentes étapes de l’estimation hiérarchique du modèle de faible rang. Les infor-
mations a priori, décrites en §5.4.2, sont éventuellement prises en compte à l’étape 3 du processus de
triangulation.
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l’erreur 3D est mesurée après avoir compensé une transformation de similarité entre la vérité terrain
et les formes reconstruites.
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FIG. 5.4 – Comparaison sur des données de synthèse des algorithmes TORRESANI, C2F - NO
PRIOR et C2F - PRIORS. A gauche : l’erreur 3D en fonction du nombre de modes. Au centre :
l’erreur de reprojection (RE) et le score de validation croisée (CV) en fonction du nombre de modes.
A droite : l’erreur 3D en fonction du pourcentage de données manquantes.
La première expérience, illustrée sur la figure 5.4 (à gauche), traduit l’influence du nombre de
modes sur l’erreur 3D. Les performances de C2F - NO PRIOR se dégradent lorsqu’un nombre de
modes trop important est utilisé : au delà de 2 modes, l’erreur 3D augmente rapidement. C2F -
PRIORS et TORRESANI sont beaucoup moins sensibles à ce phénomène, les erreurs 3D associées
stagnent pour un nombre trop important de modes. Les déformations sont estimées plus précisément
avec les approches proposées qu’avec TORRESANI lorsque le nombre de mode est optimal : l’erreur
3D est respectivement de 0, 17%, 0, 2%, 0, 48% pour C2F - NO PRIOR, C2F - PRIORS et TORRE-
SANI. C2F - PRIORS offre globalement les meilleures performances de reconstruction en fonction du
nombre de modes.
La figure 5.4 (au centre) montre l’évolution de l’erreur de reprojection et du score de validation
croisée en fonction du nombre de modes. Comme pressentie, l’erreur de reprojection décroît lorsque
le nombre de degrés de liberté augmente tandis que le score de validation croisée se comporte sen-
siblement comme l’erreur 3D. Ce dernier permet de sélectionner le nombre optimal de modes pour
C2F - NO PRIOR alors que pour C2F - PRIORS ce nombre est légèrement sous-estimé. Il n’y a pas
cependant de dégradation significative de la forme 3D reconstruite : l’erreur 3D optimale est de 0, 2%
et celle associée au mode selectionné est de 0, 21%. Le taux de succès de la validation croisée pour
l’algorithme C2F - NO PRIOR, c’est-à-dire sa capacité à sélectionner le nombre optimal de modes,
est de 94%, 89% et 88% pour respectivement aucune donnée manquante, 25% et 50% de données
manquantes. Ces taux sont obtenus sur 100 tirages des jeux de test et d’apprentissage. Ils prouvent la
pertinence de la validation croisée pour la selection du nombre de modes. Ceci est d’autant plus vrai
que le nombre de modes est sous ou sur estimé de 1 en général.
Enfin, nous avons testé la robustesse des différents algorithmes aux données manquantes. Pour
cela un certain pourcentage de données n’est pas pris en compte pour trianguler les modes. En pra-
tique, on fixe des éléments de V à 0 sous contraintes qu’un point 3D de la surface soit visible dans au
moins 3 vues et qu’au moins 3 points 3D soit visibles par chaque caméra. Les données manquantes
sont tirées aléatoirement sans consistance temporelle et spatiale pouvant traduire des pertes ponc-
tuelles du suivi mais ne reflètent pas la présence d’occultations. La robustesse de notre algorithme
aux auto-occultations et occultations externes est démontrée sur des données réelles en §5.5.2. L’al-
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gorithme C2F - PRIORS estime correctement la forme 3D jusqu’à 92% de données manquantes tandis
que C2F - NO PRIOR gère jusqu’à 90%, comme l’illustre la figure 5.4. Ces performances s’expliquent
en grande partie par le bon comportement de la validation croisée qui selectionne la plupart du temps
le nombre optimal de modes. L’algorithme TORRESANI diverge dans la majorité des cas ; il n’est pas
représenté sur le graphe.
Discussion. Nous avons également testé l’algorithme TORRESANI sur des données issues de la
projection du modèle Candide-3 par un modèle de caméra orthographique. Les résultats obtenus ne
sont pas représentés sur les graphes de la figure 5.4 afin de ne pas prêter à confusion. En effet, ils
ne sont pas directement comparables avec ceux de la figure 5.4 : les données d’entrées fournies à
l’algorithme sont différentes. Les performances de TORRESANI sur ces données sont très bonnes, la
surface 3D reconstruite est très proche de la vérité terrain : l’erreur 3D est de 0, 09%. La robustesse aux
données manquantes est également bien meilleure : la reconstuction est correcte jusqu’à environ 80%.
Néanmoins, nous avons pu observer au cours des différentes expérimentations, que les performances
de cet algorithme se degradent fortement en présence de l’effet perspectif ce qui est plutôt génant
pour estimer les déformations à partir d’une vidéo réelle. Dans (Torresani et al., 2008), les résultats
présentés sont issus uniquement de données provenant de capteur de mouvement qui sont projetées
artificiellement par une caméra orthographique.
5.5.2 Données réelles
La vidéo du visage. Cette vidéo est obtenue par projection perspective des données 3D utilisées
dans (Torresani et al., 2008)15. Ces dernières proviennent d’un système de capture de mouvement
observant un visage sur lequel 40 marqueurs sont placés. La vidéo est composée de 316 images,
les déformations sont plutôt faibles et concentrées principalement sur la région de la bouche comme
l’illustre la figure 5.5. De bons résultats sont obtenus sur ces données par l’algorithme TORRESANI
dans le cadre d’une projection orthographique, comme rapporté dans (Torresani et al., 2008). Nous
souhaitons démontrer que notre approche permet de reconstruire une surface déformable filmée par
une caméra perspective, contrairement à la majorité des approches existantes, dont TORRESANI. Pour
cela, un modèle de caméra perspectif avec une focale de 660 millimètre est utilisée. L’erreur 3D ob-
tenue par C2F - NO PRIOR décroît quelque soit le nombre de modes utilisés, tandis que l’algorithme
TORRESANI ne capture quasiment aucune déformation, comme le représente la figure 5.6(b). En effet,
l’emploi d’un modèle de caméra orthographique implique que la variance de l’erreur présente dans
les images provient majoritairement de l’effet perspectif, difficilement interprétable linéairement, et
non pas des déformations du visage. La présence d’informations a priori n’est pas requise en raison
des faibles déformations du visage et de la quasi absence de bruit dans les données. La figure 5.6(a)
représente le premier mode du modèle de faible rang estimé par notre approche. Les déformations
capturées se situent principalement au niveau de la bouche, comme pressenti.
La vidéo de la feuille de papier. Cette vidéo est composée de 203 images de taille 720 × 576.
L’algorithme de recalage d’images décrit au chapitre 4 est utilisé pour suivre les déformations de la
surface ; 140 correspondances de points sont ainsi engendrées. La figure 5.7 illustre les résultats obte-
nus. Les deux algorithmes proposés C2F - NO PRIOR et C2F - PRIORS, sélectionnent respectivement
15Nous remercions L. Torresani pour avoir mis a disposition son code. Ce dernier est disponible à l’adresse http ://re-
search.microsoft.com/ ltorre/nrsfm.aspx.
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FIG. 5.5 – Images extraites de la vidéo du visage.
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FIG. 5.6 – Résultat de la reconstruction de la vidéo du visage. (a) A gauche : la forme moyenne. Au
centre : la forme moyenne à laquelle est ajouté le premier mode estimé par notre approche. A droite :
la forme moyenne à laquelle est soustrait le premier mode estimé par notre approche. (b) Évolution de
l’erreur 3D en fonction du nombre de modes pour les algorithmes C2F - NO PRIOR et TORRESANI.
0 et 3 mode(s), l’erreur de reprojection est respectivement de 5,10 et 0,84 pixels. C2F - NO PRIOR
fonctionne très mal sur cette vidéo. Les déformations estimées sont biaisées : elles ne correspondent
pas à la réalité. Ceci démontre que l’emploi d’informations a priori ne peut pas être évité. En pré-
sence de contraintes supplémentaires, la reconstruction est visuellement correcte. En outre, le score
de validation croisée est de 1,82 pixels ce qui garantit une bonne prédiction des nouvelles données.
Notons que l’algorithme TORRESANI a également été testé sur cette vidéo. Les déformations ne sont
que très faiblement capturées. Certains modes encodent un déplacement rigide de la surface. L’erreur
résiduelle est de 2,1 pixels pour 3 modes.
Une occultation externe est simulée sur cette vidéo, en ne prenant pas en compte 24 points adja-
cents sur 120 images consécutives, soit environ 10% du jeu de données. C2F - PRIORS selectionne 3
modes. L’erreur de reprojection est de 1,44 pixels et le score de validation croisée de 1,82 pixels, soit
très légérement supérieur au score obtenu lorsque toutes les données sont prises en compte. Les dé-
formations estimées sont quant à elles semblables à celles évaluées précédemment, comme l’illustre
la figure 5.8.
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FIG. 5.7 – Résultat de la reconstruction sur la vidéo de la feuille de papier. 1ère ligne : images
extraites de la vidéo ainsi que les points suivis. 2ème ligne : résultat de la reconstruction par C2F -
PRIORS. 3ème ligne : création synthétique de nouvelles vues (réalisée par Mathieu Perriollat). 4ème
ligne : augmentation 3D de la vidéo (réalisée par Umberto Castellani).
FIG. 5.8 – Résultat de la reconstruction sur la vidéo de la feuille de papier en présence de don-
nées manquantes. En haut : images extraites de la vidéo. Les correspondances utilisées et celles non
utilisées sont respectivement représentées en blanc et en rouge (gris). En bas : résultat de la recons-
truction par C2F - PRIORS.
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La vidéo "Desperate Housewives". Nous avons extrait 100 images de taille 624× 352 de la série
"Desperate Housewives" représentant le personnage de Gabrielle Solis. La vidéo est illustrée sur la
figure 5.9.
FIG. 5.9 – Images extraites de la vidéo "Desperate Housewives".
Les déformations du visage dans les images sont suivies à l’aide d’un modèle actif d’apparence
(AAM16), présenté en §2.4. Les 68 sommets constituant l’AAM sont reconstruits avec notre algo-
rithme. La figure 5.10 présente les résultats obtenus par C2F - PRIORS. C2F - NO PRIOR et C2F
- PRIORS trouvent que 3 modes sont nécessaires pour capturer les déformations. Ils obtiennent res-
pectivement 0,82 et 0,97 pixels comme erreur de reprojection et, 1,21 et 1,22 pixels pour le score
de validation croisée comme rapporté sur la figure 5.11. Ces valeurs prouvent que le modèle recons-
truit est capable de prédire correctement de nouvelles données. Dans cet exemple, l’information a
priori qu’un visage est présent dans la vidéo est utilisée uniquement lors du suivi : notre algorithme
reconstruit les déformations du visage de manière générique.
La vidéo de la feuille de papier auto-occultée. Cette vidéo est constituée de 338 images de taille
720 × 576. Une partie de la surface est auto-occultée entre les images 89 et 266. L’algorithme de
recalage d’images d’une surface déformable auto-occultée, proposé au chapitre 4, est utilisé pour
suivre les déformations de la surface. Ce dernier délivre 60 correspondances de points ainsi qu’une
carte d’auto-occultation probabiliste à partir de laquelle est extraite la carte de visibilité V relative aux
correspondances. Les résultats du recalage et de la détection des auto-occultations sont illustrés sur la
figure 5.12.
Ces informations sont utilisées comme données d’entrée de l’algorithme C2F - PRIORS. Afin
d’améliorer la qualité de la reconstruction, nous avons incorporé des informations a priori supplé-
mentaires au traitement de cette vidéo. La forme 3D est supposée connue sur la première et la der-
nière image de la vidéo : elle correspond à une surface plane. Cette hypothèse est également utilisée
dans (Salzmann et al., 2007a,b). Les résultats de la reconstruction par C2F - PRIORS sont représen-
tés sur la figure 5.13. La forme 3D apparaît être cohérente avec les déformations présentes dans les
images. Pour la première et la dernière images de la vidéo, une surface plane est reconstruite lorsque
les informations a priori décrites ci-dessus sont incorporées au processus de reconstruction, dans le
cas contraire, les formes reconstruites sont légèrement bombées. Enfin, les données manquantes sont
correctement prédites en raison des contraintes imposées sur les variations temporelles et spatiales de
la surface engendrée par le modèle de faible rang.
16"Active Appearance Model".
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FIG. 5.10 – Résultat de la reconstruction sur la
vidéo "Desperate Housewives". En haut : suivi
des déformations 2D par un modèle AAM (réalisé
par Julien Peyras). Au centre : reconstruction 3D
des sommets du modèle. En bas : augmentation 3D
des images (réalisée par Julien Peyras).
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FIG. 5.11 – Erreur de reprojection (RE) et
score de validation croisée (CV) sur la vi-
déo "Desperates Housewives" en fonction du
nombre de modes. Les algorithmes C2F - NO
PRIOR et C2F - PRIOR sont testés. Ils trouvent
que 3 modes sont requis pour capturer les défor-
mations.
FIG. 5.12 – La vidéo de la feuille de papier auto-occultée et les données associées. En haut :
images extraites de la vidéo. Au milieu : résultat du recalage par l’algorithme présenté au chapitre 4.
Les correspondances de points sont obtenues après sous échantillonnage du champ de déplacement
dense. En bas : la carte d’auto-occultation probabiliste estimée pour chaque image.
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FIG. 5.13 – Résultat de la reconstruction par C2F - PRIORS sur la vidéo de la feuille de papier
auto-occultée. En haut : les formes 3D reconstruites visualisées de face. Au milieu : les formes 3D
reconstruites visualisées de profil. En bas : en rouge la reprojection des formes 3D reconstruites et en
blanc les maillages 2D de référence.
5.6 Conclusion
Nous proposons dans ce chapitre un algorithme de reconstruction 3D basé sur le modèle de faible
rang. Ce dernier est vu comme un ensemble de modes de déformation ordonnés, estimés hiérarchi-
quement. Il en résulte un algorithme qui gère les données manquantes, utilise un modèle de caméra
perspectif et sélectionne automatiquement le nombre optimal de modes de déformation par valida-
tion croisée. Les résultats expérimentaux sur des données synthétiques montrent que le nombre de
modes sélectionné correspond au minimum de l’erreur 3D. Nous avons également incorporé deux
informations a priori supplémentaires dans la fonction de coût. Ces dernières améliorent grandement
la qualité de la reconstruction. La principale observation que nous faisons est que la validation croi-
sée semble être un moyen performant pour sélectionner le nombre de modes puisque l’évolution de
l’erreur 3D ressemble à celui du score de validation croisée. Nous envisageons dans les travaux futurs
de sélectionner automatiquement les poids associés aux informations a priori. Dans la littérature, ils
sont fixés soit de manière heuristique soit par essai et erreur comme ce fut le cas lors de nos expé-
rimentations. Une solution possible est de minimiser le score de validation croisée sur ces poids. Il
n’est pas clair que ceci puisse être réalisé dans des temps de calcul raisonnables.
Conclusion
Travaux effectués. Les travaux que nous venons de présenter traitent du recalage d’images d’une
surface déformable et de la reconstruction 3D de surfaces déformables. Trois contributions majeures
ont été introduites au cours du tapuscrit. Tout d’abord, des algorithmes permettant de recaler effi-
cacement des images d’une surface déformable ont été proposés. Puis nous nous sommes intéressé
à la gestion des auto-occultations, ces dernières ayant jusqu’alors peu été prises en compte dans la
littérature. Ces différentes techniques fournissent en sortie un champ de déplacement dense utilisé,
après sous-échantillonnage, comme entrée d’un algorithme de reconstruction 3D basé sur le modèle
de faible rang. Nous avons proposé une nouvelle représentation de ce modèle en ordonnant les modes
de déformation. La qualité de la reconstruction s’en trouve être grandement améliorée.
Nous avons principalement appliqué nos travaux à la réalité augmentée : augmentation 2D
d’images d’une surface auto-occultée et augmentation 3D de surfaces déformables sur une vidéo.
Les algorithmes que nous avons introduits se limitent pour l’instant aux traitements de vidéos en
post production en raison des paramètres fixés empiriquement et des temps de calcul requis. Nous
donnons quelques pistes au paragraphe « perspectives » ci-dessous afin d’étendre nos travaux sur la
gestion des auto-occultations à des applications traitant un flux vidéo en temps réel.
B Recalage efficace d’images d’une surface déformable. Nous avons proposé plusieurs
algorithmes permettant un recalage efficace d’images d’une surface déformable. Ils sont basés
sur la paramétrisation par primitives des déformations, permettant l’emploi d’algorithmes
compositionnels en relaxant leur contrainte de groupe. Ainsi, les algorithmes de composition
inverse et ceux basés apprentissage ont été étendus aux fonctions de type plaque mince. Nous
avons également proposé une amélioration des approches basées apprentissage, en apprenant
une relation linéaire par morceaux. La combinaison du concept de déformations guidées par
primitives avec l’approche basée apprentissage proposée permet de surpasser les algorithmes
existants sur la plupart des expérimentations.
B Gestion des auto-occultations en recalage d’images. Nous avons proposé une approche
originale pour le recalage d’images d’une surface déformable auto-occultée. Le cadre proposé
s’appuie sur deux composantes principales. Tout d’abord, la fonction de déformation est
contrainte à se comprimer le long de la frontière d’auto-occultation, puis cette propriété de
contraction est utilisée pour définir un module de détection de pixels auto-occultés. Il en
résulte une modélisation explicite des auto-occultations. Nous avons présenté de nombreux
résultats sur des vidéos complexes attestant de la validité de notre approche. Les algorithmes
existants, ne modélisant pas explicitement les auto-occultations, échouent sur ces données.
B Reconstruction 3D de surfaces déformables. Nous avons proposé un algorithme de re-
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construction 3D basé sur le modèle de faible rang. Nous représentons ce dernier comme
un ensemble de modes ordonnés, estimés hiérarchiquement. Il en résulte un algorithme
qui gère les données manquantes, utilise un modèle de caméra perspectif et sélectionne
automatiquement le nombre optimal de modes de déformation par validation croisée. Toutes
ces propriétés n’avaient pas été regroupées dans un seul algorithme auparavant. Nous avons
testé et comparé l’approche proposée sur des vidéos synthétiques et réelles : les déformations
reconstruites sont visuellement proches de la réalité, permettant l’augmentation 3D réaliste de
surfaces déformables sur une vidéo.
Perspectives. Quelques améliorations doivent encore être apportées avant d’aboutir à un système de
réalité augmentée transférable dans le domaine industriel. L’algorithme permettant l’augmentation 3D
d’images d’une surface déformable se limite par nature aux traitements de vidéos en post production.
Néanmoins, il est envisageable d’apprendre les modes de déformation sur les premières images de la
vidéo. Le modèle appris (morphable) peut ensuite être estimé à partir d’une seule image (Salzmann
et al., 2005). Le flux vidéo sera alors traité au fur et à mesure que les images arrivent.
L’algorithme de recalage gérant les auto-occultations doit être perfectionné pour pouvoir traiter
un flux vidéo temps réel. Pour cela, les paramètres inhérents aux différentes composantes de la
fonction de coût devront être sélectionnés automatiquement, les temps de calcul réduits et les
changements d’éclairage pris en compte.
B Robustesse aux changements d’éclairage. Incorporer explicitement un modèle d’illumina-
tion local dans le terme de données introduit des ambiguïtés, les variations locales d’intensité
pouvant alors être expliquées par le modèle d’illumination et par la fonction de déformation.
Une solution possible consisterait à recaler les images dans un espace invariant à ces phé-
nomènes, comme proposé dans (Pizarro and Bartoli, 2007), ce qui nécessite l’estimation de
paramètres supplémentaires de calibration photométrique. Cette approche a récemment était
étendue aux modèles actifs d’apparence (Pizarro et al., 2008).
B Réduction des temps de calcul. Il parait indispensable d’accélérer le processus de recalage
d’images d’une surface déformable auto-occultée. Les déformations extrêmes introduites
par les auto-occultations font que l’approximation de la composition des algorithmes guidés
par primitives proposé au chapitre 3 n’est plus valide. Ces algorithmes ne peuvent donc pas
être utilisés. Un gain substantiel serait obtenu en réduisant le nombre d’informations image
utilisées. En effet, la prise en compte de tous les pixels engendre des matrices Jacobienne
et Hessienne dont le nombre d’entrées est extrêmement important, rendant le processus
d’optimisation très lourd. Un critère basé primitives apparaît être exclu : le nombre de
primitives mises en correspondance sera probablement insuffisant, notamment au voisinage
de la frontière d’auto-occultation, pour définir correctement la fonction de déformation.
Une alternative pourrait consister à utiliser des « patchs » d’intérêt. Ils constituent un bon
compromis entre précision et efficacité. Leur répartition sur l’image de texture ainsi que leur
nombre sont des paramètres critiques dont l’influence devra être étudiée.
B Sélection automatique des paramètres. Cette tâche apparaît indispensable pour aboutir à un
système de réalité augmentée entièrement automatique. Elle reste un problème ouvert même si
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de nombreux travaux l’ont abordé en proposant différents critères comme par exemple la va-
lidation croisée (Bartoli, 2007), les "L-curves" (Hansen, 2005) et la "L-tangent norm" (Brunet
et al., 2008) ont été proposés dans la littérature. Ils permettent d’estimer le poids λs contrô-
lant le lissage spatial d’une fonction de coût constituée de deux termes, et requièrent en outre
des correspondances exactes. Leur extension à des fonctions de coût constituées de plusieurs
termes et à un critère direct nécessite des études complémentaires.
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Annexe A
Capture de déformations à partir de données
issues d’un capteur 3D
Cette annexe aborde le problème de la capture des déformations d’une surface à partir de don-
nées issues d’un capteur 3D, comme par exemple un scanner à lumière structurée ou une paire
d’images stéréo. L’emploi de données 3D permet de limiter l’influence de la texture de la sur-
face sur la qualité des déformations capturées. Ainsi, les surfaces peu texturées peuvent éga-
lement être traitées. L’algorithme proposé déforme un maillage régulier jusqu’à ce qu’il cor-
responde « au mieux » au nuage de points 3D. Pour cela une fonction de coût constituée de
plusieurs termes de données et de régularisation est minimisée. L’estimation des déformations
peut être faite très efficacement en combinant des méthodes d’optimisation de moindres carrés
non-linéaires avec des opérateurs spécifiques aux matrices creuses. L’algorithme proposé est
également rendu robuste afin de gérer la présence de données manquantes et erronées. Des ré-
sultats expérimentaux sur des données bruitées provenant de différents capteurs sont présentés.
L’estimation des déformations s’avère être robuste aux données aberrantes et raisonnablement
efficace en terme de temps de calcul. Ces travaux ont été publiés dans (Castellani et al., 2007)
et (Castellani et al., To appear).
A.1 Introduction
L’objectif de ces travaux est d’aboutir à un système permettant la capture des déformations d’une
surface telle une page de livre que l’on tournerait en face d’un capteur 3D. Les applications possibles
sont la compression de données 3D, la réalité augmentée, l’animation de surfaces déformables et
la synthèse d’images. Nous verrons par exemple que des vidéos peuvent être générées synthétique-
ment à partir des déformations capturées, la texture appliquée sur la surface étant laissée au choix de
l’utilisateur.
Tous ces domaines d’application nécessitent un recalage précis des données 3D au cours du temps
ainsi que la reconstruction1 de la surface. Les avantages d’utiliser des données 3D sont multiples :
1Dans cette annexe, le terme « reconstruction » n’as pas le même sens qu’au chapitre 5. La surface « reconstruite »
traduisant la surface « interpolant » le nuage de points 3D.
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B Évaluation 3D de la surface. Des déformations 3D réelles sont obtenues, par opposition aux
champs de déplacement 2D issus d’algorithmes de recalage d’images comme par exemple ceux
proposés aux chapitres 3 et 4.
B Sensibilité à la texture. Contrairement à la plupart des autres méthodes, nous n’utilisons pas
de points d’intérêt mis en correspondance (Guskov et al., 2003; Scholz et al., 2005) ou bien
encore de flot optique (Scholz and Magnor, 2004; Yamamoto et al., 1990) : la qualité de la
reconstruction est alors indépendante de la texture présente sur la surface. En particulier, les
surfaces peu texturées font échouer les méthodes existantes, notamment celle présentée au
chapitre 5, tandis que l’algorithme proposé les gère naturellement. Notons que récemment,
une approche permettant la reconstruction 3D de surfaces peu texturées à partir de données
image est proposée dans (Salzmann et al., 2008). Leur algorithme est basé sur l’apprentissage
de modèles locaux.
Les données fournies à l’entrée de l’algorithme proposé sont, des séquences de nuages de points 3D
ainsi que les contours approximatifs de la région d’intérêt. L’algorithme proposé déforme un maillage
régulier de manière robuste jusqu’à ce qu’il corresponde « parfaitement » au nuage de points 3D et
ceci en dépit de la présence inévitable de données aberrantes et manquantes. Les contributions sont
doubles :
Tout d’abord, nous montrons que notre problématique est correctement modélisée en déformant
sous différentes contraintes un maillage régulier. La fonction de coût introduite est composée de
plusieurs termes de régularisation et de données. Ces derniers s’appuient sur la notion de distance
entre le modèle et le nuage de points 3D. Les correspondances sont déterminées par la notion de
point le plus proche introduite par l’opérateur min. Cet opérateur est explicitement embarqué dans
les termes de données ce qui permet d’éviter un processus d’optimisation en deux étapes inhérent aux
algorithmes de type "Itérative Closest Point" (ICP). Un estimateur robuste est de plus inclus dans les
termes de données garantissant la robustesse de notre algorithme aux données manquantes et erronées.
Les termes de régularisation pénalisent les variations spatiales et temporelles de la surface. Ils limitent
les ambiguïtés de reconstruction en contraignant l’espace des déformations admissibles.
L’algorithme Levenberg-Marquardt est utilisé pour minimiser la fonction de coût combinée en
prenant en compte la nature extrêmement creuse des matrices Jacobiennes associées à chaque terme.
L’estimation des déformations est alors efficace en terme de temps de calcul. L’emploi de la transfor-
mée en distance (Fitzgibbon, 2003) permet d’accélérer le processus.
Organisation de cette annexe. Les travaux existants traitant de la capture de mouvement et du
recalage d’objets déformables sont présentés en §A.2. La problématique est énoncée en §A.3. La
procédure de minimisation utilisée pour minimiser la fonction de coût combinée est décrite en §A.4.
Les résultats expérimentaux sont présentés en §A.5. Pour finir, nous donnons nos conclusions et
discutons des travaux futurs en §A.6.
A.2 Travaux antérieurs
Ces travaux sont liés à ceux traitant de la capture de déformations et du recalage de surfaces
déformables.
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Capture de mouvement. Plusieurs travaux ont été réalisés, notamment dans la communauté gra-
phique, sur la modélisation des déformations de surfaces telles que les vêtements. Dans (Guskov et al.,
2003) une texture spécifique constituée de différents carrés de couleur rouge, verte et bleue est suivie
en utilisant un réseau de caméras. Un modèle de Markov est utilisé afin d’introduire des contraintes
supplémentaires sur la consistance spatiale et sur l’apparence de la surface. Dans (Scholz et al., 2005)
les auteurs proposent une texture spécifique basée sur la répétition de cinq cercles de couleur. Chaque
groupement de 3 × 3 cercles est unique, permettant la mise en correspondance de primitives entre
les images issues de différentes caméras. Une estimation directe du champ de déplacement dense
sur des images de profondeur est proposée dans (Yamamoto et al., 1990) ; des informations a priori
complémentaires sont introduites afin de rendre le problème bien posé.
Recalage d’objets déformables. Le recalage de nuages de points 3D est une problématique com-
plexe habituellement résolue en utilisant des algorithmes de type ICP dans le cas d’objets rigides.
Deux étapes sont répétées jusqu’à convergence :
B Estimer les correspondances de points entre les différents nuages de points 3D, étant donnée
la transformation.
B Estimer la transformation étant données les correspondances.
Les surfaces déformables ont récemment été traitées. Les approches existantes diffèrent principale-
ment sur la transformation utilisée et dans la manière d’estimer les correspondances.
Sous sa forme d’origine, l’algorithme ICP (Besl and McKay, 1992) détermine les correspon-
dances en recherchant les points les plus proches, introduisant une décision binaire. De nombreuses
améliorations ont été proposées en relaxant cette décision binaire. Dans (Granger and Pennec, 2002),
un poids est associé à chaque correspondance, il dépend de leur distance et d’un paramètre σ repré-
sentant le rayon d’une région de confiance : un poids négligeable est affecté aux correspondances
présentant une distance bien supérieure à ce rayon. Pour un σ grand, l’algorithme introduit est très
robuste mais pas très précis tandis que pour un σ petit les propriétés sont « inversées ». Une solution
est alors d’utiliser une approche « multi-résolution » où le paramètre σ est diminué au cours des ité-
rations de l’algorithme EM2. L’algorithme introduit est appelé EM-ICP. Une approche similaire est
proposée dans (Chui and Rangarajan, 2003) ; les poids associés à chaque correspondance sont en plus
normalisés afin d’imposer leur unicité. Enfin, (Fitzgibbon, 2003) met fin au schéma d’optimisation
en deux étapes des approches décrites ci-dessus en utilisant un processus d’optimisation totalement
non-linéaire via l’algorithme Levenberg-Marquardt (LM). Ce schéma d’optimisation permet d’inclure
facilement un M-estimateur dans la fonction de coût. Il en résulte un algorithme, appelé LM-ICP,
plus robuste que l’approche originelle (Besl and McKay, 1992).
La plupart des méthodes existantes utilisent des fonctions de type plaque mince pour représenter
les déformations (Chui and Rangarajan, 2003; Jian and Vemuri, 2005) ou les défauts présent dans
le nuage de points 3D (Brown and Rusinkiewicz, 2004). Dans (Myronenko et al., 2007), un champ
de déplacement régularisé est utilisé. Les points proches dans l’espace sont supposés se déplacer de
manière cohérente les uns par rapport aux autres. Une pénalité est proposée afin d’encourager des
déformations « cohérentes ».
L’approche proposée. Notre algorithme s’appuie sur les points forts de certaines approches dé-
crites précédemment. Il combine un modèle déformable représenté par un maillage régulier avec une
2"Expectation-maximization" en anglais.
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procédure de recalage de type LM-ICP. Des contraintes de lissage spatio-temporelle ainsi que des
informations sur les bords de la surface s’avèrent être indispensables pour empêcher la surface re-
construite de se comprimer ou de « glisser » arbitrairement. L’optimisation est réalisée de manière
très efficace en utilisant la transformée en distance du nuage de points 3D.
A.3 Énoncé du problème
A.3.1 Représentation de la surface
Le capteur 3D fournit une séquence de nuages de points 3D Qi :
Qi def=
 Q
x
i,1 · · · Qxi,p
Qyi,1 · · · Qyi,p
Qzi,1 · · · Qzi,p
 . (A.1)
La surface Si est représentée par m points 3D, traduisant les déformations d’une grille régulière ;
elle est donnée par :
Si def=
 S
x
i,1 · · · Sxi,m
Syi,1 · · · Syi,m
Szi,1 · · · Szi,m
 . (A.2)
En pratique, le nombre de points 3D p est bien plus grand que le nombre de sommetsm constituant
le modèle. Notre algorithme détermine pour chacun des sommets si il existe une correspondance dans
le nuage de points 3D et ceci en dépit de données manquantes ou erronées provenant principalement
du bruit présent au niveau du capteur. La surface est finalement reconstruite en interpolant les sommets
du maillage estimé.
A.3.2 Fonction de coût
La fonction de coût combinée que nous proposons possède deux termes de données et trois termes
de régularisation :
E(S) def= Edg(S) + λdbEdb(S) + λsEs(S) + λnEn(S) + λxEx(S), (A.3)
où λdb, λs, λn, λx sont des poids contrôlant l’influence des différents termes. Notons que les indices i,
traduisant l’évolution temporelle des nuages de points 3D, sont enlevés par la suite pour des raisons
de clarté. Par conséquent nous notons S← Si et S˜← Si−1.
Les termes de données servent à attirer le modèle sur le nuage de points 3D. Le premier d’entre eux
Edg est un terme d’attraction globale tandis que le deuxième Edb se limite aux bords de la surface. Leur
robustesse aux données manquantes ou erronées est garantie par un estimateur robuste. Les termes de
régularisation Es et Ex encouragent respectivement des variations temporelles et spatiales lisses tandis
que En est une contrainte d’inextensibilité pénalisant la contraction et l’étirement du maillage. Les
différents termes sont expliqués plus en détails ci-dessous.
Le premier terme de données : l’attraction globale Edg. Ce terme attire globalement le modèle sur
les données 3D en se basant sur les distances entre les sommets du maillage et les points du nuage 3D
les plus proches. Afin d’éviter le processus d’optimisation en deux étapes inhérent aux algorithmes de
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type ICP, l’opérateur min est directement incorporé dans le terme d’attraction globale comme proposé
dans (Fitzgibbon, 2003). Soit EQ et ES l’ensemble des points constituant respectivement les bords du
nuage de points 3D et du modèle. Le terme d’attraction globale est alors donné par :
∑
S∈S\ES
min
Q∈Q\EQ
‖Q− S‖2, (A.4)
où Q et S sont des vecteurs 3D représentant respectivement un point du nuage 3D et un point du
modèle. Il est important de noter que contrairement à l’algorithme proposé dans (Fitzgibbon, 2003),
les inconnues ne sont pas les paramètres d’une transformation rigide (rotation et translation) mais
bien la position de chaque sommet du maillage. Les données aberrantes sont rejetées en introduisant
un M-estimateur ρ. Les plus fréquemment utilisés dans la littérature sont présentés en §2.2.1.4. Le
terme (A.4) robustifié est donné par :
Edg(S) def=
∑
S∈S\ES
ρ
(
min
Q∈Q\EQ
‖Q− S‖2
)
. (A.5)
Le deuxième terme de données : l’attraction aux bords Edb. Ce terme attire les points appartenant
aux bords du modèle sur ceux constituants les bords du nuage de points 3D. Il est semblable au terme
d’attraction global, excepté que la somme et l’opérateur min sont définis uniquement sur les points
appartenant aux bords :
Edb(S) def=
∑
S∈ES
ρ
(
min
Q∈EQ
‖Q− S‖2
)
. (A.6)
Terme de régularisation : lissage spatial Es. Ce terme favorise les déformations lisses plus à même
de représenter des déformations plausibles de la surface observée. Nous utilisons la forme discrète de
l’énergie de courbure étendue au cas 3D :
E2s (S) def= vect(S)TYvect(S), (A.7)
avec Y def= diag(C, C, C), C est la matrice de taillem×m représentant l’énergie de courbure discrétisée
dont la définition est donnée en §2.2.1.3.
Terme de régularisation : lissage temporel Ex. Ce terme définit une dépendance entre les surfaces
aux instants i et i− 1, S et S˜ respectivement :
Ex(S) def= ‖S− S˜‖2. (A.8)
Des déformations temporellement lisses sont alors favorisées, ce qui est une hypothèse relativement
raisonnable lorsque des séquences sont traitées.
Terme de régularisation : contrainte d’inextensibilité En. Ce terme est décrit précédemment en
§5.2.1.2. Nous rappelons ici sa définition :
En(S) def=
∑
S∈S
∑
Ŝ∈N(S)
(
‖S− Ŝ‖2 − L2s,ŝ
)2
, (A.9)
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avec N(S) l’ensemble des sommets voisins de S et Ls,ŝ la distance sur le maillage de référence (avant
déformation) entre les sommets S et Ŝ. Ce terme pénalise l’étirement et la contraction du maillage
poussant les distances entre sommets voisins à rester constantes.
A.4 Procédure de minimisation
La fonction de coût combinée (A.3) est une somme de résidus au carré dépendant non-
linéairement des inconnues dans S. Elle est minimisée par l’algorithme Levenberg-Marquardt décrit
en §1.6.2. Plus précisément nous avons étendu l’algorithme LM-ICP proposé dans (Fitzgibbon, 2003)
aux surfaces déformables. L’approximation de la matrice Hessienne H = J TJ +τ I doit être inversée
à chaque itération ce qui peut être coûteux en temps de calcul si le nombre de sommets constituant le
modèle est trop important. La matrice Jacobienne J rassemble celles associées à chaque terme de la
fonction de coût :
J =
(
Jdg Jdb Js Jn Jx
)
, (A.10)
oùJdg,Jdb,Js,Jn,Jx sont respectivement les matrices Jacobiennes associées aux termes d’attraction
global, d’attraction aux bords, de lissage spatial, d’inextensibilité et de lissage temporel. Elles ont pour
tailles respectives (m− card(ES))× 3m, card(ES)× 3m, 3m× 3m, card(N(S))× 3m et m× 3m, où
card(A) est le cardinal de A et N(S) est l’ensemble des connections entre sommets voisins de la surface
S. Lors de nos expérimentations, une grille de 15×20 sommets est utilisée ce qui introduit une matrice
Jacobienne constituée de 3.694 × 900 éléments (m = 300, card(ES) = 66, card(N(S)) = 2.194).
L’estimation des points du nuage 3D les plus proches de ceux du modèle peut être résolue efficacement
en utilisant une transformée en distance, comme suggéré dans (Fitzgibbon, 2003). Le principe de la
transformée en distance est décrit en §1.3. Une carte de distance volumétrique est pré-calculée entre
le nuage de points 3D et son volume englobant discrétisé. L’estimation des distances aux points les
plus proches revient alors à interpoler la carte volumétrique. Les gradients de la carte volumétrique
(obtenus par différence finie) sont utilisés pour estimer la matrice Jacobienne Jdg. Ils présentent
l’avantage d’être constants au cours des itérations. La figure A.1 illustre le principe de la transformée
en distance sur un nuage de points 2D.
La matrice Jacobienne J de la fonction de coût combinée est extrêmement creuse. Cette propriété
est prise en compte afin d’accélérer le processus d’optimisation. Nous utilisons le module de facto-
risation de Cholesky directement disponible dans le logiciel Matlab3. La figure A.2 illustre la nature
creuse de la matrice Jacobienne et de la matrice Hessienne.
A.5 Résultats expérimentaux
Nous avons testé l’approche proposée sur deux types d’expériences : le premier jeu de données4
provient d’un scanner 3D à lumière structurée observant les déformations d’une feuille de papier.
Pour la deuxième expérience, le capteur est un système stéréo5 permettant l’acquisition de nuages de
points 3D en temps réel ; les déformations d’une couverture sont observées avec ce capteur. La condi-
tion initiale détermine à la fois la position du modèle ainsi que la taille de la grille. Elle se doit d’être
3Plus précisément, nous utilisons la fonction "mldivide" de Matlab.
4Données fournies par Johnny Park (http ://web.ics.purdue.edu).
5Ce capteur provient de la société eVS à Vérone (http ://www.evsys.net).
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registration (the average described in Fig. 4) from 13 to
0.37 s (MATLAB on a 650 MHz Pentium III).
Traditional ICP can benefit from the distance transform by
storing, at each point, the integer label of the closest point
rather than the point itself. This makes each iteration of ICP
almost exactly the same cost as those of LM-ICP—the time
taken to compute T is similar to the cost of the LM update.
However, in this case, the LM algorithm’s superior
convergence means the overall runtime is reduced.
7. Discussion
I propose that point-set registration is better performed
using a general-purpose non-linear optimization procedure
than via the popular ICP algorithm. The general-purpose
routine is faster, and much simpler to program. Because it is
simpler to program, it may be enhanced to incorporate
robust estimation, without loss in speed. In contrast,
standard ICP suffers a significant speed penalty when robust
metrics are introduced [24]. In fact, standard ICP cannot
minimize a robust kernel unless an iterative approach is
used in the T step. This paper shows that pulling the
iteration outside both C and T steps leads to a faster
algorithm.
It can be shown, although it is omitted here, that LM-ICP
must require, at worst, p times as many function evaluations
as regular ICP. In practice this limit was never met.
The more general conclusion of this work is that
specialized algorithms such as ICP are not always to be
preferred to general-purpose techniques. This is true in this
paper, and concurs with similar observations which have
been made in neural network learning [18], curve fitting [10]
and photogrammetry [23]. MATLAB source code for the
algorithm is available from the author’s website [29].
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Fig. 7. Distance transform Dðx; yÞ and derivatives. Precomputing D and 7xD allows fast computation of the error EðaÞ and its derivatives 7aE within the
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FIG. A.1 – Transformée en distance sur un nuage de points 2D. A gauche : la carte de distance. En
noir, en bl , les régions de l’espace pour lesquelles la distance au nuage de points 2D est r specti-
vement faible, élevée. Au centre : le gradient de la carte de distance suivant x. A droite : le gradient
de la carte de distance suivant y. Images extraites de (Fitzgibbon, 2003).
proche de la solution optimale afin de garantir la bonne convergence de l’algorithme LM-ICP et de
déterminer précisément les distances Ls,ŝ de l’équation (A.9). La détection des points appartenant aux
bords n’est pas l’objectif ici. L’approche proposée étant robuste aux erreurs de mises en correspon-
dance, des opérateurs simplistes de détection des bords sont utilisés. En l’abse ce de texture comme
c’est le cas pour la première expérience, ils sont détectés en recherchant les fortes discontinuités de
profondeur dans le nuage de points 3D. Pour la deuxième expérience, les images d’intensité sont uti-
lisées pour segmenter les contours. Le résultat est assez bruité mais ne perturbe pas trop la qualité de
la reconstruction.
A.5.1 Une feuille de papier observée par un scanner à lumière structurée
Ce capteur fournit un nuage de points 3D précis et haute résolution. Différentes déformations
d’une feuille de papier ne présentant pas de consistance temporelle sont capturées. Le terme de lissage
temporelle Ex est donc désactivé pour cette expérience. L’orientation initiale de la grille est estimée
en recalant un plan sur les données. La projection des points 3D sur ce plan définit la taille et les
b rds de la grille. Les figures A.3(a), A.3(b) et A.3(c) présentent trois exemples de nuages de points
3D. L première ligne illustre les données d’entrée et la position initiale du modèle. Pour le premier
exemple A.3(a), les déformations sont situées p incipaleme t le long des contours horizontaux, pour
le deux ème exemple A.3(b) le papier est plié en rabattant le coin supérieur droit vers le coin inférieur
gauche ; enfin, pour le trois ème exemple A.3(c) les déformations sont réparties un peu partout sur la
surf ce. Les résultats du recalage sont présentés sur l deuxième ligne des figures A.3(a), A.3(b) et
A.3(c). Les déformations estimées sont précises aussi bien pour les points intérieurs du maillage que
pour ceux appartenant aux bords, tout en étant lisses comme espéré. Des images synthétiques ont été
générées à partir des urfaces reconstruites ; elles sont représentées sur la derniè e ligne des figur s
A.3(a), A.3(b) et A.3(c). Le rendu obtenu est très réaliste quelque soit la texture utilisée, comme
l’illustre la figure A.4.
La même grille est utilisée pour chaque nuage de points. Les correspondances entre les différentes
reconstructions sont alors naturellement connues : les points en correspondance sont ceux situés à la
même position sur la grille. Des déformations intermédiaires peuvent être générées synthétiquem nt
en interpolant la trajectoire des sommets entre différentes reconstructions. La figure A.5 montre des
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FIG. A.2 – Structures des matrices Jacobienne et Hessienne. A gauche : structure de la matrice
Jacobienne. Sa taille est de 3.694 × 900, elle a 3.324.600 composantes dont seulement 25.626 sont
non-nulles. A droite : structure de la matrice matrice Hessienne. Sa taille est de 900 × 900, elle a
810.000 composantes dont seulement 46.716 sont non-nulles.
exemples de déformations intermédiaires obtenues par une simple interpolation bilinéaire entre les
sommets des modèles évalués sur les données représentées sur les figures A.3(a), A.3(b), A.3(c). Un
schéma d’interpolation plus complexe préservant les propriétés physiques de la surface observée est
à privilégier. Ce dernier devra notamment incorporer la contrainte d’inextensibilité.
A.5.2 Une couverture observée par un système stéréoscopique
Ce capteur acquière des images en temps réel (25 images par seconde) et fournit en sortie des
informations 3D et d’intensité. Une longue séquence, présentant des déformations d’une couverture,
est capturée : la qualité des images est faible. De plus, les nuages de points 3D sont bruités. Notons
également que le champ de vue de ce capteur est très limité, environ 30cm3.
Une image de la couverture est représentée sur la figure A.6(a). Seule la région délimitée par le
carré noir est prise en compte lors de cette expérience. Notons que seules les correspondances 2D
entre l’image de gauche et celle de droite sont estimées précisément par le système stéréo. Les corres-
pondances temporelles ne sont pas fiables en raison des distortions introduites par les déformations
de la couverture. La figure A.6(b) représente le nuage de points 3D fourni par le système stéréo pour
la première image de la séquence : un grand nombre de points 3D sont aberrants notamment sur les
bords. La scène est en outre difficilement reconnaissable.
Nous utilisons les images d’intensité afin de sélectionner automatiquement la région d’intérêt,
c’est-à-dire le carré noir, dont les contours sont extraits par des techniques standards d’analyse
d’images. La figure A.7(a) illustre les contours extraits de l’image d’intensité (figure A.6(a)) tandis
que la figure A.7(b) représente les données 3D sélectionnées (nuage de points 3D et points appartenant
aux bords), c’est-à-dire celles relatives à la région d’intérêt.
Le modèle est dans un premier temps initialisé sur le premier nuage de points 3D en recalant un
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synthetic reconstructions are shown on the bottom row. Any texture can be
overlaid onto the model, for rendering realistic paper deformation from arbitrary
points of view. Figure 3 shows the paper sheet reconstruction with different
textures.
(a) (b) (c)
Figure 2: The paper sequence. Three examples of point clouds with the grid
mesh superimposed at the starting position (top) and after model fitting (cen-
ter). Boundary points are evidenced. The reconstructed model is shown with a
new texture (bottom).
Finally, since the same grid is fit on all the images, the correspondences
between different frames are recovered as a by product (i.e., the corresponding
points are those lying on the same grid position). In this manner, it is possi-
ble to synthetically interpolate the intermediate frames between two or more
reference images. Figure 4 shows some intermediate frames between the actual
scanned images shown in Figures 2 (a), (b) and (c) respectively. Here, interme-
diate grids are recovered by simple linear interpolation between corresponding
mesh vertices. More sophisticated interpolation schemes incorporating the non-
extensibility penalty ex so as the make the surface behave similarly to a real
paper sheet.
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IG. A.3 – Résultat du ecalag sur trois nuages de oints 3D provenant ’un scanner à lumière
structurée. En haut : positions initiales du maillage. Au centre : recalage du modèle. E bas : images
synthétiques générées à partir des surfaces reconstruit s.
plan, ensuite la condition initiale pour les données courantes est la position du maillage sur le nuage
de points précéde ts. Les défor ations estimées au cours d cette séquence sont illu trées sur la figure
A.8. Pour chaque xemple on visualise :
B L’image d’intens té avec les contours extraits et la reprojection du odèl est mé.
B Le nuag de points 3D avec le modèle 3D estimé. L s points 3D dét ctés comme appa t nant
aux bords de la ré ion d’intérêt sont mis e évidence.
L’information d’intensité est utilisée ici uniquement pour définir la région d’intérêt ; elle n’est pas
prise en compte pour évaluer les défor ations du modèle.
La couverture est manipulée à partir des coins inférieur gauche et supérieur droit. Pour les pre-
mières images de la séquence, le coin supérieur droit de la couverture est progressivement rabattu
en direction du centre de la région d’intérêt. Ensuite celle-ci est fortement étirée afin d’éloigner le
plus possible les coins supérieur droit et inférieur gauche. Pour finir, des déformations aléatoires sont
générées, notamment dans les différents coins. Certaines données sont très difficiles de par la pré-
sence de fortes déformations, de bruit et de trous dans les données et dans la détection des bords. Par
exemple, sur l’image (c) le coin supérieur droit est fortement déformé, sur l’image (f) la détection
des contours est erronée et présente un trou dans le coin supérieur droit. Enfin, sur les images (h) et
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Figure 3: Textured views. Once the surface deformation is captured, any image
can be used as a texture.
Experiment 2: cover from a stereo system. A long sequence of point
clouds is acquired for the second experiment. The sensor acquires the images
at 25 FPS (frames-per-second), and provides both intensity (i.e., 2D) and 3D
information. The quality of the 2D images is very low, and the range data is
noisy. Moreover, the sensor can operate only on a very limited field of view
(i.e., 30 cm3). We use a cover as the object of interest. Figure 5.a shows a
picture of the cover. Note that although 2D correspondences are recovered by
the stereo system between the left and right image pair, the 2D correspondences
between the frames contiguous in time are not reliable due to the distortions
introduced by the surface deformation. In this experiment, we aim at observing
the cover deformation only on the portion delimited by the dark square. Figure
5.b shows the 3D point cloud. There are many spurious points especially on
the boundaries, and the scene is not easily recognizable. We use the intensity
image5 for selecting automatically our region of interest (i.e., the dark square),
from which we recovered both the 3D data and the boundary. Figure 6.a shows
the image-boundary extracted by standard image processing techniques, while
Figure 6.b depicts the 3D data (i.e., the selected point cloud and 3D boundary).
The sequence is made of 100 point clouds. Model initialization is carried out
for the first cloud only. Each iteration uses the output of the previous one as an
initial condition. Figure 7 shows a selection of the output sequence. For each
frame, is visualized: 1) the intensity image, with the extracted 2D boundary
and the 2D projection of the estimated model, and 2) the point cloud - after
the region of interest selection -, evidencing both the 3D boundary and the grid.
The cover is handled from the bottom-left and upper-right corner, respectively.
5The intensity is the left image of the stereo-pair, which is associated to the disparity map.
Indeed, there is a mapping between the 2D and 3D information. Note that we do not use
intensity information for fitting.
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FIG. A.4 – Images synthétiques générées avec différentes textures.
(i), les données 3D au niveau du bord inférieur gauche sont clairement aberrantes. Les résultats sont
néanmoins satisfaisants puisque les déformations estimées sont correctes tout en étant lisses. Leur
projection sur les images d’intensité corrobore la précision de l’approche proposée.
Nous utilisons les déformations estimées au cours de cette séquence pour générer synthétiquement
une vidéo représentant un film projeté sur un écran déformable. Des images extraites de cette vidéo
sont représentées sur la figure A.9.
A.5.3 Discussion
Pour les deux expériences, un maillage de taille 15×20 est utilisé. Nous avons observé expérimen-
talement qu’un poids plus important doit être accordé au terme d’attraction aux bords : λb = 1, 5. Ceci
permet de garantir la convergence de l’algorithme vers une solution proche de la réalité, les autres pa-
ramètres sont fixés à 1 l rs des différentes expériences. Ces valeurs donn nt de bons résultats sur la
plupart des données que nous avons testées. Néanmoins, u choix automatique des paramètres d it
être envisagé lors de travaux futurs.
Le tableau A.1 récapitule les temps de calcul requis pour estimer les déformations du maillage
pour les deux expériences présentées ci-dessus. Nous mesurons le coût des prétraitements (initialisa-
tion de la grille, calcul des Ls,ŝ et de la transformée en distance), le coût moyen d’une itération, le
nombre moyen d’itérations nécessaires pour converger, le coût moyen pour traiter un nuage de points
3D, le coût total pour traiter la séquence.
Le coût d’une itération de LM est semblable pour les deux expériences. Il dépend uniquement de
la taille du maillage représentant le modèle et non pas du nombre de points constituant le nuage 3D.
En revanche, le temps passé pour les prétraitements varie de par l’évaluation de la transformée en
distance. Cette dernière dépend en parti du nombre de points constituant le nuage 3D. L’algorithme
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Expérience / nb. nuages 3D Prétraitements (s) Coût Itér. (s) Nb. itér. Un nuage (s) Séquence (s)
Feuille de papier / 1 19.36 2.22 11 24.42 43.78
Couverture / 100 15.24 2.34 7 16.34 1649.34
TAB. A.1 – Temps de calcul requis pour reconstruire les déformations d’une surface avec l’algorithme
proposé.
est implanté en Matlab sur un Pentium 4 1,86GHz.
A.6 Conclusion
Nous avons proposé une nouvelle approche pour capturer les déformations d’une surface à par-
tir de données issues d’un capteur 3D. Le modèle représentant la surface est un maillage régulier,
déformé sous différentes contraintes, afin de correspondre parfaitement aux nuages de points 3D.
La fonction de coût introduite est composée d’informations a priori, comme par exemple un lissage
spatio-temporel des déformations et de termes d’attraction aux données. Les termes d’inextensibilité
et d’attraction aux bords apparaissent être cruciaux pour rendre bien posé ce problème naturellement
ambigu. La fonction de coût est minimisée par l’algorithme LM-ICP en prenant en compte la nature
extrêmement creuse des matrices (Hessienne et Jacobienne) mises en jeu. Les résultats obtenus sont
très prometteurs ; les performances de reconstruction sont satisfaisantes sur les cas traités. L’approche
proposée est testée sur deux jeux de données issus de capteurs différents, démontrant sa généricité.
L’algorithme proposé est en outre relativement rapide est très facile à implanter.
Nous avons appliqué notre approche à la synthèse d’images et de vidéos présentant une surface
déformable. D’autres applications peuvent néanmoins être visées, comme la réalité augmentée, no-
tamment pour les effets spéciaux, ou bien la compression de données.
En perspective, la sélection automatique des poids associés aux différents termes constituant la
fonction de coût devra être étudiée. Nous avons déjà discuté de cette problématique dans la conclusion
de ce tapuscrit.
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Figure 4: Synthetically interpolated views. Images are generated by linear
interpolation between Figures 2 (a), (b) and (c) respectively.
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FIG. A.5 – Images synthétisées en interpolant les surfaces reconstruites à partir des onnées des
figures A.3(a), A.3(b) t A.3(c).
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Figure 5: The cover sequence: intensity image of the cover (a) and the 3D point
cloud (b).
(a) (b)
Figure 6: Data extraction: 2D boundary (a) and selected 3D data (b). 3D
boundary are highlighted with dark color.
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FIG. A.6 – La séqu nce de la couverture. (a) Image d’intensité représenta t la couverture. (b) Le
nuage de points 3D associé.
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Figure 6: Data extraction: 2D boundary (a) and selected 3D data (b). 3D
bound ry are highlighted with dark color.
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(b)
FIG. A.7 – Extraction d s données d’entrée pour la séque ce de la couverture. (a) Les contours
2D. (b) Le nuage de po nts 3D correspon ant uniquement à la région d’intérêt. Les points 3D appar-
tenant aux bords de la région d’intérêt sont représentés en noir.
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Figure 7: Cover sequence: 10 selected frames. For each frame the 2D intensity
(·,1) and the 3D data (·,2) is visualized. The grid models are shown in the 3D
space as well as their projection in the 2D image.
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FIG. A.8 – Résultat du recalage sur la séquence de la couverture. (·1) les images d’intensité sur
lesquelles sont surimposées les contours 2D ainsi que la reprojection des modèles estimés. (·2) les
nuages de points 3D et les modèles 3D estimés.
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Figure 8: Synthesized movie: some selected frames. Each frame of the movie is
projected to the reconstructed model by simulating a deforming video screen.
15
FIG. A.9 – Vidéo de synthèse représentant un film sur un écran déformable. Chaque image consti-
tuant le film est projetée sur la surface reconstruite au cours de la séquence de la couverture.
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Contributions au recalage et à la
reconstruction 3D de surfaces déformables
Résumé
Cette thèse porte sur le développement d’outils permettant le recalage d’images d’une surface
déformable et la reconstruction tridimensionnelle de surfaces déformables à partir d’images prises
par une seule caméra. Les surfaces que nous souhaitons traiter sont typiquement un visage ou une
feuille de papier. Ces problématiques sont mal posées lorsque seule l’information présente dans les
images est exploitée. Des informations a priori sur les déformations physiquement admissibles de la
surface observée doivent être définies. Elles diffèrent en fonction du problème étudié. Par exemple,
pour une feuille de papier, la courbure Gaussienne évaluée en chacun de ces points est nulle, cette
propriété n’est pas valide pour un visage. Les applications visées sont l’insertion réaliste de logo 2D,
de texte et également d’objets virtuels 3D dans des vidéos présentant une surface déformable.
La première partie de cette thèse est consacrée au recalage d’images par modèles déformables.
Après avoir brièvement introduit les notions de base sur les fonctions de déformation et sur leur esti-
mation à partir de données images, nous donnons deux contributions. La première est un algorithme
de recalage d’images d’une surface déformable, qui est efficace en terme de temps de calcul. Nous
proposons une paramétrisation par primitives des fonctions de déformation permettant alors leur esti-
mation par des algorithmes compositionnels habituellement réservés aux transformations formant un
groupe. La deuxième contribution est la modélisation explicite des auto-occultations, en imposant la
contraction de la fonction de déformation le long de la frontière d’auto-occultation.
La deuxième partie de cette thèse aborde le problème de la reconstruction tridimensionnelle mo-
noculaire de surfaces déformables. Nous nous basons sur le modèle de faible rang : les déformations
sont approximées par une combinaison linéaire de modes de déformation inconnus. Nous supposons
que ces derniers sont ordonnés par importance en terme d’amplitude de déformation capturée dans
les images. Il en résulte une estimation hiérarchique des modes, facilitant l’emploi d’un modèle de
caméra perspectif, la sélection automatique du nombre de modes et réduisant certaines ambiguïtés
inhérentes au modèle. Nous explorons finalement la capture des déformations d’une surface peu tex-
turée à partir de données issues d’un capteur 3D. L’information présente au niveau des contours de la
surface est notamment utilisée.
Nous avons implantés les différentes contributions décrites ci-dessous. Elles sont testées et com-
parées à l’état de l’art sur des données réelles et synthétiques. Les résultats sont présentés tout au long
du tapuscrit.
Mots clés : surfaces déformables, recalage d’images, reconstruction tridimensionnelle, "Structure-
from Motion"
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