INTRODUCTION
Designing and testing new equipment can be an expensive and time consuming process. In some cases, the desired performance characteristics of the equipment may preclude its construction due to technological shortcomings (e.g., a 20 cm diameter germanium detector). Cost or human resources may also prevent other types of scenarios being tested; however, there is a relatively inexpensive alternative.
Monte Carlo simulations have been used by the Human Monitoring Laboratory (HML) to determine the effects of various physical parameters on an activity estimate made using a detector, or detector array, calibrated for a given situation. For example, Monte Carlo simulations have been used in the following: help users determine the optimum detector size for thyroid monitoring of workers occupationally exposed to either 125 I or 131 I (1); to determine the effect of counting geometry on thyroid monitoring for 131 I (2) ; to determine the effect of a heterogeneous aerosol deposition on the activity estimate obtained using a lung counter that was calibrated assuming a homogeneous deposition (3); and to determine the effect of counting geometry on thyroid monitoring for 125 I (4) . Some other examples (5, 6) of the impossible that have been investigated by the HML include: removing the ribs from a phantom's chest to assess the impact of photon blockage by ribs at various photon energies; using photon energies for which there is no physical equivalent to fill in areas covered by physical equivalents; changing the chest depth profile of a phantom; extending the adipose content to values not physically achievable; and evaluating the effect of 131 I distribution on a counting system. In all of the above studies the code used was MCNP (Monte Carlo NParticle transport system).
Monte Carlo simulations can also be used for many other applications. MCNP has been used in many areas, including nuclear criticality safety, radiation shielding, nuclear safeguards, detector design and analysis, nuclear well logging, personnel dosimetry, health physics, accelerator target design, medical physics and radiotherapy, aerospace applications, radiography, waste disposal, and reactor design. The results from the Monte Carlo simulation are only as good as the model used. This type of code should not be used in isolation and validation to physical measurements needs to take place at some point. Once the model has been validated or normalized at some point during the analysis, it can then be extended to include situations not readily achievable. In this way, the impossible can be investigated.
This paper exemplifies the investigation of the possible and impossible by simulating two sizes of germanium detector (70 mm and 80 mm diameter) at four different crystal thicknesses (15, 20, 25, and 30 mm) and how the size affects the counting efficiency and the Minimum Detectable Activity (MDA). Currently, all detectors are commercially available, except the 15 mm thickness for either the 70mm or 80 mm diameter detectors. The effect of secondary electrons (created when a photon interacts with material) has also been assessed.
Monte Carlo Simulations: The Monte Carlo method is a mathematical technique for solving a problem that is dependent upon probability in some manner. The technique is useful when exact formulation describing a process may be too difficult, or even impossible, to derive and solve by direct methods. The Monte Carlo method constructs a stochastic model representing the process of interest. A set of high quality random numbers is then used to sample the probability distribution functions defined by the model. The result is an estimate of a physical quantity characteristic of the process, specified with a measured degree of confidence.
In radiation transport problems, interaction cross-sections define the probability distribution functions of interest. The scattering media serves as the stochastic model. Random numbers are then used to sample the probability, type, and outcome of interactions in the model, thus simulating the paths of radiations in the scattering media. After repeated sampling, the expected value of the physical quantity of interest, such as particle flux or fluence, is estimated by the average value of those events. Associated with this estimate is a measure of its statistical significance. Greater confidence or precision is achieved in the average value as the number of histories is increased. The accuracy of the estimate is dependent upon the appropriateness of the stochastic model to represent the true physical process. For radiation transport problems, the model includes geometry and material specification.
MCNP is a general purpose radiation transport code that is the result of 50 years of developmental efforts (7, 8) . The release version used in the calculations described above and in this work is MCNP4.2A. Primary and secondary electron transport capabilities were included in the MCNP4 version. Only photon source transport and secondary electrons are relevant to the work performed by the HML. The code has an extensive library of continuous-energy cross-section data. Photon cross-section tables span the energy range 1 keV -100 MeV, and were T-5-2, P-3a-118 2 extracted from the Evaluated Nuclear Data File (9) . Electron cross section tables extend from 1 keV -1000 MeV. MCNP features the latest computational methods for modelling the physics of interaction events. Photon transport includes coherent scattering, annihilation radiation emission following absorption by pair production, and potential fluorescent emission following photoelectric absorption. A generalized three-dimensional geometry capability is supplied supporting first-, second-, and some specialized fourth-degree surfaces.
The solution given by MCNP to the problems summarized above is the normalized number of particles interacting with a detector. This normalized tally is essentially the counting efficiency of the detector measured in units of counts-per-second per photon-per-second. This is equivalent to an experimentally determined absolute peak efficiency of the detector. The tally is also accompanied by a relative error that is approximately equivalent to the inverse square root of the number of histories contributing to the tally. So, the precision is improved at a rate equal to the square root of the increase in histories sampled. A reduction in the precision by a factor of two would require sampling four times as many histories. The authors of MCNP consider that a relative error value of 0.1 -0.2 suggests that the tally result is questionable (7). Tally results for which the relative error is above 0.2 are not likely to be meaningful, but are generally reliable for a relative error less than 0.1. Except where noted, all the simulations described below have had relative errors less than 0.1.
METHODS AND MATERIALS
The Ge detector and source: The 70 mm germanium detector was modelled on data supplied by EG&G Ortec. It resembles one of the Ge detectors currently used in the HML. The entrance window is beryllium of thickness 0.05 cm and diameter 8.06 cm. The detector crystal (germanium) is 3.0 cm thick and 7.0 cm in diameter. There is a 0.25 cm vacuum gap between the window and the detector crystal and the side casing is magnesium that is 0.38 cm thick and 7.4 cm in diameter. The 80 mm diameter detector was simply an enlargement of the 70 mm diameter detector. The photon source was modelled using a point source placed along the detector axis at a distance of 25 cm from the window. Photon energies simulated were 17, 20, 40, 60, 120, 240, 660, and 1,000 keV. The intervening space in the universe was filled with air.
Counting Efficiency Determination: Two sets of runs were performed, the only difference being that one set had secondary electron transport enabled and the other set did not. All runs were performed with 1,000,000 photons. The runs with electrons turned on took a factor of three times longer than the simulations that had no secondary electrons. The counting efficiency of the detector was determined from the tally result of the main photopeak energy. All the simulations had relative errors between 0.015 and 0.09.
Background determination: A realistic background spectrum was created by first measuring the background spectrum of the HML's Lawrence Livermore National Laboratory torso phantom, containing blank lungs (225,000 seconds), in the lung counting chamber a single detector. The detector's gain was set so that it could measure the range 10 keV to 1,200 keV. The resulting spectrum was analyzed and used to generate a synthetic source that would recreate the background spectrum.
The background of each detector was simulated using the synthetic background source. The total counts in the photopeak areas of interest (17, 20, 40, 60, 120, 240, and 660 keV), and surrounding channels (five, in total), were used to estimate the background of the detectors in these regions of interest. These runs used 50,000,000 photons and secondary electron transport was enabled. All the simulations had relative errors between 0.04 and 0.05 for any given region.
RESULTS AND DISCUSSION

Counting Efficiency Determination:
The results for the 70 mm and 80 mm diameter detectors are shown in Tables 1 and 2 respectively. The data shows that up to 60 keV both sets of simulations predict that there is no effect on the counting efficiency as the detector decreases in thickness from 30 mm to 15 mm. At 120 keV the counting efficiency decreases slightly with detector thickness. For example, the 70 mm detector shows a decrease of 7% in counting efficiency as thickness is reduced from 30 mm to 15 mm. The decrease in counting efficiency increases as the energy rises, as expected, so that at 1,000 keV the detector thickness has a great effect on counting efficiency. For example, the counting efficiency of the 80 mm diameter detector decrease by a factor of 2.3 as the thickness decreases from 30 mm to 15 mm.
Photons that interact with the Ge crystal and generate an electron that is completely absorbed (i.e., contributes to the main photopeak) are ignored in the simulations that have electron transport disabled. One would expect that the runs with this feature disabled will have lower counting efficiencies than the runs that have the feature enabled. Tables 1 and 2 show that the difference between the runs with electrons and without electrons is small, and that about half the results have higher counting efficiencies for the simulations that have electron transport disabled. The differences when comparing the simulations with the electron transport turned on and simulations with the electron transport turned off are slight. Values agree to within a range of 4.5% high to 7.9% low when
comparing the runs with electron transport to the runs without electron transport. The difference is due to the physics models used by the Monte Carlo code: thick target Bremsstrahlung is used by mode p and coupled electron transport is used by mode p e. It is interesting to compare photon populations in the Ge detector cell. During mode p e transport there were thousands more photon tracks in the detector cell. The reason for this relates to K-Shell characteristic x-ray production. Both K-shell photon ionizations and electron impact ionizations, mode p e, produced additional K x rays. This means that for mode p e, there is increased probability of energy leakage from the detector for histories where the K x ray is produced near the detector boundary. Because the photopeak bin is only 1 keV wide, this leakage takes some histories out of the photo peak to the bin below. Although the coupled-electron transport mode is the more accurate of the two options, a broader the photopeak region set as an energy bin, say 20 keV, should obtain convergence between the two transport options and give the same result.
It would appear that electron transport can be disabled, which speeds up the simulations considerably, when high accuracy is not a prime requirement. Situations where this would be applicable include simulations that are investigating the effect of changing geometries on the counting efficiency, for example, data sets that are compared internally and not with external measurements.
Background determination: Table 3 shows the data used to create a realistic background spectrum. Most of the peaks are due to radon daughters in the HML's atmosphere. Table 4 shows the results of the simulated background collections. Compared with the thickest 70 mm detector, the thinnest 70 mm detector shows an increase in background counts of 4% at 17 keV, and 1% at 20 keV. At higher photon energies the thinnest detector has fewer background counts than the thickest detector. The reduction in counts is 2% at 40 keV, 5% at 60 keV, 21% at 120 keV, 31% at 240 keV, and 48% at 660 keV. Similarly, the thinnest 80 mm diameter detector, compared to the thickest detector, shows an increase of 5% at 17keV, 3% at 20keV, and a decrease of 0% at 40 keV, 4% at 60 keV, 22% at 120 keV, 30% at 240 keV, and 48% at 660 keV.
The MDA is a better measure of how the detector will perform. It is dependent on both the background and the counting efficiency as shown in the following expression:
Where: N = background (counts), E = counting efficiency (counts per photon) from Tables 1 and 2 , T = counting time (sec). Table 5 contains the normalised MDA values for the four thicknesses of the 70 mm and 80 mm virtual Ge detectors in the energy regions of interest generated using the synthesised source as a background. Although it would be expected that the thinner detectors would have a lower MDA than the thicker detectors, the radon in the HML's atmosphere confounds this expectation. Table 5 shows that there is little difference in the performance of the detector at photon energies up to 120 keV. The change in MDA of the 70 mm diameter detector, when the thickness is reduced from 30 mm to 15 mm, is +2% at 17 keV, +0.5% at 20 keV, -1% at 40 keV, -2% at 60 keV, and -5% at 120 keV. The increase in MDA when the thickness is reduced from 30 mm to 15 mm is +24% at 240 keV, and +43% at 660 keV. Similar results are obtained for the 80 mm diameter detector: +2% at 17 keV, +2% at 20 keV, 0% at 40 keV, -2% at 60 keV, and -5% at 120 keV. The increase in MDA when the thickness is reduced from 30 mm to 15 mm is: +30% at 240 keV, and +47% at 660 keV.
CONCLUSIONS
The Monte Carlo simulations have shown that detector efficiencies can be adequately modelled using photon transport if the data is used to investigate trends. Electron transport can be enabled if the user wishes to better simulate all the processes occurring; however, disabling this feature introduces an error of no more than 8%.
The investigation of the effect of detector thickness on the counting efficiency has shown that thickness for a fixed diameter detector of either 70 mm or 80 mm is unimportant up to 60 keV. At higher photon energies, the counting efficiency begins to decrease as the thickness decreases. On the other hand, the background of the detectors can change significantly with the thickness depending on ambient conditions. At 17 keV the background can rise by 4% when the thickness is reduced from 30 mm to 15 mm. Clearly, detector performance is directly dependent on the background conditions (i.e., radon in the atmosphere) of the facility.
The MDAs of the 70 mm and 80 mm diameter detectors do not differ by more than a factor of 1.15 at 17 keV or 1.2 at 60 keV when comparing detectors of equivalent thicknesses. The MDA is slightly increased at 17 keV, and rises by about 52% at 660 keV, when the thickness is decreased from 30 mm to 15 mm. One could conclude from this information that the extra cost associated with the larger area Ge detectors is probably not 
