Abstract-The lifting scheme represents an easy way of implementing the wavelet transform and of constructing new contentadapted transforms. However, the adaptive version of lifting schemes can result in strongly non-isometric transforms. This can be a major limitation, since all most successful coding techniques rely on the distortion estimation in the transform domain. In this paper we focus on the problem of evaluating the reconstruction distortion (due to quantization noise) in the wavelet domain when a non-isometric adaptive-prediction lifting scheme is used. The problem arises since these transforms are nonlinear, and so common techniques for distortion evaluation cannot be used in this case. We circumvent the difficulty by computing an equivalent time-varying linear filter, for which it is possible to generalize the distortion computation technique. In addition to the theoretical formulation of the distortion estimation, in this paper we provide experimental results proving the reliability of this estimation, and the consequent improvement of RD performance, thanks to a more effective resource allocation which can be performed in the transform domain.
I. INTRODUCTION
The lifting scheme (LS) was originally introduced by Sweldens [1] to design wavelets on complex geometrical surfaces, but at the same time it offers an efficient and simple way to understand and implement classic wavelet transforms.
The blocks composing the lifting scheme are illustrated in Fig.1 . First, the input signal x is split into its even and odd samples, respectively called the approximation signal x a and the detail signal x d . Then, a prediction operator P is used in order to predict the current polyphase component (odd samples of x) from a linear combination of the other component samples (even samples). In practice, the prediction operator is chosen such that its output is a good estimate of x d and hence the new signal x d = x d − P (x a ) is smaller than x d . Finally, the third block, the update operator U, acting on x d modifies x a , resulting in an approximation signal x a = x a + U (x d ). Generally, the update operator is chosen in such a way that the approximation signal x a satisfies certain constraints, such as preserving the average of the input. October 5-7, 2009 The great flexibility of lifting scheme offers the possibility to replace linear filters by nonlinear ones. In particular, LS with adaptive update [2] , [3] , [4] or adaptive prediction [5] , [6] , [7] have been proposed in the literature, with the target of avoiding oversmoothing of important features such as borders, and at the same time of exploiting the correlation of homogeneous regions by using long filter on them: different filters are thus used in different parts of image, and so the entire transform can be strongly non-isometric. This can be a serious obstacle, since all most successful coding techniques rely on the distortion estimation in the transform domain, either explicitly like in the EBCOT algorithm [8] , or implicitly, like in zero-tree based techniques like SPIHT [9] and EZW [10] . Therefore, in order to efficiently use the adaptive lifting scheme for image compression, we need to estimate correctly the distortion from the transform coefficients. Usevitch showed that the energy of an uncorrelated signal (such as the quantization noise is supposed to be) can be estimated for generic linear wavelet filter banks [11] . We extended this approach to adaptive update LS (AULS) in a previous paper [12] , obtaining satisfying results in term of distortion estimation and of rate-distortion (RD) performance improvement. However, since the AULSs have strong constraints (to assure the perfect reconstruction without sending any side information), their absolute RD performances are not satisfying (several dB below popular non-adaptive 9/7 filters). For this reason, we consider in this work adaptive prediction LS (APLS), in particular those inspired by the paper by Claypoole et al. [6] , because of their good RD performances. After a brief recall on APLS in Section II, we show how to estimate distortion in the transform domain for these LS in Section III. Then, in Section IV we report experimental results proving both the reliability of the distortion estimation, and the RD performance improvement resulting from it. Finally we conclude the paper and outline future work.
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II. ADAPTIVE PREDICT LIFTING SCHEMES
Let us start by introducing some notation: x is the input signal; y ij is a wavelet subband, where i ∈ I identifies the decomposition level starting from 0, and j ∈ J identifies the channel. Usually J = {0, 1}, with 0 used for the low-pass and 1 for the high-pass channel, but more channels can be used, for example in the case of multi-dimensional transforms. The subbands produced by a single-level decomposition are called y 00 and y 01 , like in Fig. 2 .
The class of lifting scheme that we want to analyze is inspired by Claypoole et al. [6] , because of its popularity and good performance. In this APLS the adaptivity involves only the prediction step, and in opposition to classic LS, the update step precedes the prediction one. The general APLS scheme is shown in Fig. 2 . The basic idea is that higher order predictors are used where the image is locally smooth, and lower order ones near edges, to avoid prediction across discontinuities (see Fig. 3 ) as well as oversmoothing of boundaries. We call d(·) the decision (or classification) map, i.e. a signal indicating for each position k the predictor to use. In order to guarantee perfect reconstruction (in absence of quantization) at the synthesis stage it is important that the decoder can reproduce all the encoder decisions. To obtain this goal without sending the side information d(k), the update stage is applied first and the decision is based on the approximation signal only, that is, the dotted line in Fig. 2 does not operate.
According to the value of the decision map at position k, we use one out of D linear prediction filters, and so, since the decision map depends in its turn on the input signal, the whole systems are inherently nonlinear. Typically, the decision map accounts for the local behavior of the signal, allowing to discriminate low-activity segments from highly variable parts. For example in AULS described in [4] the decision map is a threshold function of the local gradient seminorm, while in Claypoole et al. work the decision is based on the distance of current sample from the discontinuities, which are detected by a modified version of algorithm [13] .
Once one has the decision map d(·), the APLS equations are the following:
while the synthesis is described by:
III. COMPUTING DISTORTION FOR APLS
When non-isometric linear analysis is used, Usevitch [11] showed that, for an uncorrelated signal (as the quantization noise is supposed to be) the energy D in the original domain is related to the energies D ij of the wavelet subbands y ij by the linear relation D = ij w ij D ij . The weight w ij is computed as norm of the reconstruction polyphase matrix columns for subband y ij .
However APLSs (as well as AULSs) are nonlinear systems, therefore no polyphase representation of them exist. However, once the decision map d(k) is given (and in any case it is recovered from transform coefficients themselves), we can look at APLS described in Eq. (4) as a linear, time-varying system. The representation of APLSs (and AULSs) as a linear time-varying systems allows us to find out the relationship between the distortion in the transform domain and in the original domain, using Usevitch tools. In facts, the nonlinearity of the system depends only on d, and not on the whole input signal, thus the weights depend only on the decision map. In the following of this section, we will show how to compute the polyphase reconstruction matrices, which depend on the decision map. Then, we compute the analytical expression of weights w ij . The energy D is finally obtained as weighted sum of the subband energies.
A. Computation of the polyphase matrices
First we consider the computation of the reconstruction polyphase matrices for the mono-dimensional case. For the decomposition level 0, the synthesis matrices associated to channels 0 and 1 are called respectively G 00 and G 01 . According to this convention, the reconstruction of the original signal from its wavelet coefficients is described by the equation
where the bold font refers to the vector form of the reconstructed signal and of the wavelet sub-bands. This equation can be interpreted as follows: the k-th row of G 00 [of G 01 ] represents the contribution (i.e. the coefficients in a linear combination) of the low-pass channel [of the high-pass channel] to the sample x(k). It is then useful to distinguish the case where k is odd from the case where k is even. We report here for ease of reading the equation (3):
It follows that the odd rows of G 00 and G 01 are:
As for the even rows, we develop the expression of x(2k) from Eq. (4), and with a little computation we find that:
So we obtain the expression of the generic element on an even row of G 00 and G 01 :
We note that the expressions for G 00 and G 01 rows are more complex than those one can obtain for AULS [12] . In particular, the generic 2k-th row of G 00 does not depend simply on the value of d at instant k, as in AULS, but on different values of d (see Eq. 7). This aspect does not prevent us to compute the equivalent polyphase matrix but impedes the possibility to find a simple interpretation of the matrices structure. Equations from (5) to (8) allow us to compute the polyphase matrices for any decision map and any APLS. However, from now on, we consider the particular class of APLS used by Claypoole et al. since it is simple and very efficient. In this case β(n) = δ n , so we have:
The structure of the reconstruction polyphase matrices for the low-pass channel in this simplified hypothesis, is summarized in Fig. 4 , while for the high-pass channel the structure is even simpler, since the n-th column has just −1 in position 2n and 1 in position 2n + 1.
B. Weight computation for one level of decomposition
Once polyphase matrices has been computed, we find the expression for corrective weights simply by following the approach of Usevitch. It is interesting to develop the formulas in the hypothesis of a one-dimensional signal and one level of decomposition, because they provide a simple and intuitive relation between weights in the adaptive and in the nonadaptive case. In our previous work [12] we showed that, in the case of AULS, the weight of each subband is a linear combination of weights associated to each of the D filters used in the adaptive scheme. The coefficients of the linear combination are the relative frequency of the filters in the decision map.
This simple yet interesting result holds for the APLS as well, and the proof is formally identical to the one of the AULS case. We briefly show it here. Let us introduce the matrices G (h) , where h ∈ {0, 1, . . . , D − 1}. This is the polyphase synthesis matrix associated to the filter corresponding to the value h of the decision map. One can see it as a nonadaptive case, where the h-th filter is always used. In [11] Usevitch showed that for a generic (non-adaptive) filter with an associated synthesis matrix G (h) , the weight is:
We develop it as:
Now, in a polyphase matrix we
2 since all even rows have the same ele-
In conclusion, the weight w (h) is expressed as:
Let us now consider the adaptive case, where we call w the weight for the subband whose reconstruction matrix is G. Then, Eq. (9) is written as:
However, the 2n-th and 2n + 1-th rows depend only on the decision map in n, and in particular coincide with the rows of the non-adaptive matrix G (d(n)) . So we have:
where we used Eq. (10). If we denote by N h the number of occurrences of the value h in the decision map, we can write:
where
is the relative frequency of filter h in the decision map for the current subband. Unfortunately, this simple interpretation of subband weights does not hold any longer when more than one decomposition level is performed. In fact in this case the polyphase reconstruction matrices have a more complex structure, as we show in the following. In the case of multiple decomposition levels, we denote with G ij the reconstruction matrix for the i-th decomposition level and for the j-th channel (see Fig. 5 ). For example, in the case of diadic decomposition, the first level low-pass subband is obtained from the second level subbands as: y 00 = G 10 y 10 + G 11 y 11 (12) The matrix G ij is obtained just as G 0j , except that we have to use the appropriate decision map at level i. Now we observe that the reconstructed signal can be expressed using recursively Eq. (12) (with straightforward modification in the case the decomposition was not diadic). The reconstructed signal is of course a linear combination of the transform subbands, each weighted with a suitable matrix A ij :
where, in the diadic case (i, j) ∈ {(0, 1), (1, 1) , (2, 1), . . . , (N − 1, 1), (N −1, 0)}. The weight w ij it just the average norm of the columns of A ij . These matrices are computed just as product of one-level matrices G ij corresponding to the filters between the subband y ij and the reconstructed signal x. For the diadic case we have:
These equations are easily extended to non-diadic decompositions. Unfortunately, the simple interpretation obtained for the one-level decomposition does not hold anymore when more levels are used, because of the matrix product in Eq. (15) or Eq. (16) . Moreover, there is no simple, closed form expression for A ij matrices, even though they can always be computed by Eqs. (14)- (16), once we have the decision maps for all levels.
C. Extension to multi-dimensional case
The extension of the proposed technique to multidimensional adaptive LS is straightforward once one recognizes that a linear time-varying relationship between subbands and reconstructed signal can be established in this case as well. It is intuitive that one can find an equation in the same form of Eq. (13) . In the remainder of this section we show how to compute the matrices A ij in the 2D case.
All that we need at this end is to observe that the 2D analysis filter bank can be seen as a 1D filter bank with four channels instead of two. The relationship between the four channels and the subband coefficient positions is shown in Fig. 6 . With this notation, we can write the equation of the bi-dimensional APLS shown in Fig.7 :
y 00 y 01 y 02 We observe that these equation actually describe a nonseparable 2D APLS where the γ i,j (with j < i) represents the contribution to y 0i of other output signal y 0j ; while σ i,j (with j > i) represents the contribution to y 0i of the input signal x j . This LS is slightly different from the one described in [6] . In particular, the original LS is separable and switches between four different linear filters (acting on predict stage) according to the local behavior of the mono-dimensional input signal (a row or a column for the images). In our non-separable case, we consider all sixteen 2D non separable filters obtained by the combination of all mono-dimensional filters and then switch among them according to the behavior both of the current row and the current column.
Equations from (17) to (20) correspond to (1) and (2); in this case as well they are simplified because we use a very simple update step:
Once derived the expression of 2D APLS, the synthesis equations are easily obtained from the analysis ones. Then, the equivalent polyphase matrix for reconstruction, G 0j is obtained by evaluating the contribution of the wavelet subband y 0j to the channel x i for i = 0, 1, 2, 3. This process is perfectly analogous to the one described for the 1D case, and so we do not report the computation of the reconstruction matrices for the sake of simplicity. However, we note that in this case the G 0j matrices are composed of blocks of 4 rows that depend on the k-th value of the decision map. As in the 1-D case, the weight for one level of analysis is obtained as linear combination of non-adapted weights, using relative frequencies as coefficients. The extension to multiple decomposition levels is achieved by computing the average norms of matrices A ij . 
IV. EXPERIMENTAL RESULTS
A. Distortion evaluation in transformed domain
The first aim of our experimental analysis is to verify the correctness of the weights computed. At this end we reproduce exactly the hypothesis of the Usevitch paper [11] where it is stated that the energy of an uncorrelated signal can be computed as linear combination of its subband energies, according to the formula D = ij w ij D ij . Therefore we use a white Gaussian source to produce fictive wavelet coefficients of the noise signal and we estimate the energy of this noise signal in the transform domain. We consider two cases: in the first one we use the proposed weights; in the second one we set w ij = 1 for all subbands, i.e. we estimate the distortion in the wavelet domain without using weights. This would be exact if an orthogonal LS had been employed. Finally, the two estimations are compared to the actual distortion, obtained as energy of the noise signal after the inverse transform. The per cent relative errors of the two estimations are reported in Tab. I. We observe that when the APLS is used, a naïve energy estimation in the transform domain as sum of subband energies would be very unreliable. This affects the effectiveness of any resource allocation algorithm and finally, can undermine the compression capabilities of any coding algorithm using APLS. However, we also note that if the weights are employed, the energy estimation becomes much more accurate: we expect therefore a better rate allocation, resulting in improved RD performances for compression. In summary, results in Tab. I tell us that adaptive filter are far from being orthogonal and that weighting can help in this case. These intuitions are confirmed by the results shown in the next section.
B. Bit-rate allocation
We consider a very simple compression scheme: the input image is transformed with our adaptive prediction lifting scheme (five decomposition levels) and quantized with a deadzone quantizer. We use an optimal bit-rate allocation algorithm [14] to choose the quantization step for each subband. We impose that the spatial domain distortion (estimated using our weights) is minimized for the assigned target rate. In order to evaluate the quality of compressed images, the inverse transform is applied on quantized coefficients, and the resulting distortion is computed. In addition, we perform the same procedure using unitary weights for all subbands. Finally, we compare the rate/distortion curves for the two schemes.
We considered five different images: Lena, House, Peppers, Cameraman, and Barbara. The PSNR improvements compared with the case when no weight is used are reported in Tab. II at 0.25, at 0. for AULS [12] . The RD curves for Lena are reported in Fig. 8 , where we added even the curve relative to the classic 9/7 wavelet. We notice that the using weights makes the performance of the APLS very close to those of the 9/7 wavelet, while without weights they are inferior (as already noted in [6] ). However, the main interest of the proposed technique is that it improves the RD performances of any nonorthogonal adaptive LS. In this way we take advantage of other beneficial characteristics of ALS, such as a better perceptive quality of decoded images as already underlined in [6] and shown in Fig. 9 . For example, the APLS with weights gains up to 0.5 dB in WPSNR [15] over the 9/7 wavelet and up to 1.5 dB over the non-weighted APLS. However, a less favorable comparison can be observed w.r.t. non-standard filters such those presented in [16] .
In conclusion, this paper focuses on the problem of distortion estimation in the transform domain, and it extends the approach proposed in our previous work [12] to a different class of adaptive lifting scheme, characterized by better RD performance. Our study shows on one hand that the original lifting scheme is quite far from being orthogonal, but also that the proposed technique allows a reliable estimation of the distortion, and, as a consequence, a better resource allocation for compression. We also report improved visual aspect of decoded images. Future work will focus on implementation of the proposed distortion estimation technique within more effective coding schemes, like EBCOT [8] .
