We present a novel privacy-preserving scheme for deep neural networks (DNNs) that enables us not to only apply images without visual information to DNNs but to also consider the use of independent encryption keys for both training and testing images for the first time. In this paper, a novel pixel-based image encryption method that maintains important features of original images is proposed for privacy-preserving DNNs. For training, a DNN model is trained with images encrypted by using the proposed method with independent encryption keys. For testing, the model enables us to apply both encrypted images and plain images for image classification. Therefore, there is no need to manage keys. In addition, the proposed method allows us to perform data augmentation in the encrypted domain. In an experiment, the proposed method is applied to well-known networks, that is, deep residual networks and densely connected convolutional networks, for image classification. The experimental results demonstrate that the proposed method, under the use of independent encryption keys, can maintain a high classification performance, and it is robust against ciphertext-only attacks (COAs). Moreover, the results confirm that the proposed scheme is able to classify plain images as well as encrypted images, even when data augmentation is carried out in the encrypted domain.
I. INTRODUCTION
The spread of deep neural networks (DNNs) has greatly contributed to solving complex tasks for many applications [1] - [3] , such as for computer vision, biomedical systems, and information technology. Deep learning utilizes a large amount of data to extract representations of relevant features, so the performance is significantly improved [4] , [5] . However, DNNs have been deployed in security-critical applications, such as facial recognition, biometric authentication, and medical image analysis.
Recently, it is very popular for data owners to utilize cloud servers to compute and process a large amount of data instead of using local servers. This is because cloud environment provides the flexibility and cost saving computation. However, The associate editor coordinating the review of this manuscript and approving it for publication was Wei Liu. since cloud servers are semi-trusted, data privacy, such as personal information and medical records, may be revealed in cloud computing. Therefore, it is necessary to protect data privacy in the cloud environment, and privacy-preserving DNNs have become an urgent challenge. In this paper, we focus on protecting data privacy by encrypting data before uploading to the cloud environment.
Various perceptual encryption methods have been proposed that generate images without visual information [6] - [20] , although information theory-based encryption (like RSA and AES) generates a ciphertext. In contrast to information theory-based encryption, images encrypted by the perceptual encryption methods can be directly applied to some image processing algorithms.
Even though some perceptual encryption methods [11] - [15] can be applied to traditional machine learning (ML) algorithms, such as support vector machine (SVM), k-nearest neighbors (KNN), and random forest, even under the use of the kernel trick [17] , these methods have never been applied to DNNs. There are two methods [18] , [19] that use encrypted images for both training and testing DNN models. One is the first perceptual encryption for privacy-preserving DNNs, that is, Tanaka's scheme [18] , which applies encrypted images to DNNs by reducing the influence of image encryption by adding an adaptation network prior to DNNs. The other is a pixel-based encryption method that was proposed to directly apply encrypted images to DNNs [19] .
However, Tanaka's scheme [18] cannot avoid the influence of data augmentation in the encrypted domain. Although the pixel-based encryption method [19] carries out data augmentation in the encrypted domain, training and testing images are encrypted by using only one common security key, so it is necessary to safely manage keys, and the method is not very robust against ciphertext-only attacks (COAs).
Thus, in this paper, we propose a novel privacy-preserving method for DNNs that enables us to not only apply images without visual information to DNNs for both training and testing but to also consider the use of independent encryption keys, which means that all images are encrypted by using different security keys, for the first time. In addition, the proposed method allows us to carry out data augmentation in the encrypted domain without any performance degradation. Moreover, it makes it possible for clients to classify plain images even though DNNs are trained by encrypted images.
In an experiment, we compare the proposed method with conventional perceptual encryption-based methods. The experimental results illustrate that the proposed method outperforms the conventional methods in terms of classification accuracy. In addition, images encrypted by the proposed method with independent keys are robust against COAs, namely, the reconstructed images have almost no visual information.
The rest of the paper is organized as follows. Section II is a review of related work. Section III presents the novel perceptual image encryption method for DNNs, and its robustness against COAs is discussed. The classification performance and robustness are evaluated in Section IV. Concluding remarks are in Section V.
II. RELATED WORK A. VISUAL INFORMATION PROTECTION
Security mostly refers to protection from adversarial forces. This paper focuses on protecting visual information that allows us to identify an individual, the time, and the location of the taken photograph. Semi-trusted cloud providers and unauthorized users are assumed to be adversaries.
A lot of perceptual encryption methods have been proposed for protecting the visual information of images [6] - [20] . Perceptual image encryption generates visually protected images, which have pixel values, like Fig. 1 , but information theory-based encryption (like RSA and AES) generates a ciphertext. Therefore, the encrypted images can be directly applied to some image processing algorithms.
For example, encryption methods [6] , [7] have been proposed not only for visually protecting privacy and security but also for matching and searching images in the encrypted domain.
Compressible encryption methods have been also proposed that consider both security and efficient compression so that they can be adapted to cloud storage and network sharing [8] - [16] . Some of them [11] - [15] can be applied to traditional ML algorithms, such as support vector machine (SVM), k-nearest neighbors (KNN), and random forest, even under the use of the kernel trick [17] . However, these methods have never been applied to DNNs.
There are two encryption methods [18] , [19] that use encrypted images for both training and testing DNN models. One, the first perceptual encryption for privacy-preserving DNNs, is Tanaka's scheme [18] . Tanaka's scheme applies encrypted images to DNNs by reducing the influence of image encryption by adding an adaptation network prior to DNNs. The other is a pixel-based encryption method that directly applies encrypted images to DNNs [19] .
However, Tanaka's scheme cannot avoid the influence of data augmentation in the encrypted domain, and an encrypted image has some visual information from the original image, as shown in Fig. 1(c) , compared with the conventional pixel-based image encryption [20] in Fig. 1(d) . Accordingly, the pixel-based encryption method [19] carries out data augmentation in the encrypted domain. However, training and testing images are encrypted by using only one common security key, so it is necessary to safely manage the keys, and the pixel-based method is not very robust against COAs.
In this paper, we propose a novel perceptual image encryption for privacy-preserving DNNs that overcomes these issues that the conventional methods have.
B. SECURITY PROBLEMS WITH MACHINE LEARNING
The security issues with ML are classified into three classes in terms of the goals of an attack [21] - [28] : reliability of results, model protection, and data protection. For reliability of results, some adversaries aim to confuse users by misclassifying the results of ML, such as imperceptible adversarial perturbation, called ''adversarial examples'' [26] - [28] . Adversarial examples cause DNNs misclassify with high confidence or force them to classify a targeted label. Although various methods have been proposed to defend against adversarial examples [29] - [31] , there is no robust model yet that has the same classification accuracy as the conventional models.
Model protection means to protect model parameters including hyper-ones and learned-ones [21] , [22] . Model extraction attacks [21] , [22] , which aim to extract an equivalent or near-equivalent ML model, are vulnerable to ML models.
Alternatively, data protection means to avoid a threat to training and testing data from adversaries. Namely, the data [20] . that contains confidential information, such as personal information and medical records, has to be protected. For data protection, there are three issues that have to be considered. One is membership inference [23] , which has been proposed to identify whether a data record was trained by a model. The second is model inversion attacks [24] , [25] that aim to obtain the trained data from the trained model. The other is untrusted cloud environments which are also vulnerable for data privacy because cloud servers are generally semi-trusted. Thus, data privacy may be revealed during computation carried out in the cloud server.
Various encryption methods, such as homomorphic encryption (HE) [32] - [40] and perceptual encryption [8] - [19] , have been proposed not only to protect privacy of data but also to be available for cloud computing.
In this paper, we focus on data protection for training and testing DNN models. Moreover, even if membership inference attacks can identify whether or not an image encrypted by perceptual encryption methods was utilized to train the model because the proposed method protects the visual information of images, as described in Section II-A, an individual, the time, and location of a taken photograph are not exposed. Hence, protecting visual information allows us to provide robustness against membership inference attacks and model inversion attacks.
C. PRIVACY-PRESERVING DNNs
Privacy-preserving machine learning methods with homomorphic encryption (HE) [32] , [36] - [40] have been studied.
One is CryptoNet [39] , which can apply HE to the influence stage of DNNs. CryptoNet has very high computational complexity, so a dedicated low computer convolution core architecture for CryptoNet was proposed and implemented with CMOS technology [40] . In CryptoNet, all activation functions and the loss function must be polynomial functions. Therefore, it cannot be applied to state-of-the-art DNNs. Moreover, CryptoNet assumes that the weights in a neural network have been trained beforehand; therefore, CryptoNet is not robust against model inversion attacks [24] , [25] .
In comparison, an approach with HE was proposed for privacy-preserving weight transmission for multiple owners who wish to apply a machine learning method over combined data sets [32] , [36] - [38] . In this approach, since the gradients are encrypted by using HE, model information is not leaked. Privacy-preserving weight transmission can provide robustness against model extraction attacks. However, this approach cannot be applied to network training in the encrypted domain.
Alternatively, as described in Section II-A, two types of perceptual image encryption [18] , [19] have applied to privacy-preserving DNNs for image classification, but there are several issues that need to be overcome. In this paper, we aim to directly apply images encrypted by novel perceptual encryption for training and testing DNN models.
III. PROPOSED METHOD
In this section, an overview of privacy-preserving DNNs is provided. Then, the proposed image encryption and properties of encrypted images are described. In addition, data augmentation and the security of the proposed method are discussed.
A. NOTATION
The following notations are used throughout this paper:
• U and V are used to denote the width and height of an image.
• A full color image is denoted by I and is composed of red (I R ), green (I G ), and blue (I B ) color channels. • n denotes the number of pixels of I .
• An image encryption algorithm is represented by Enc(.).
• An encrypted image I e is written as I e = Enc(I ).
• T denotes a set of plain images for training, which consists of g images, where T = {I t 1 , I t 2 , . . . , I t g }.
• A set of plain images for testing Q includes h testing images so that Q = {I q 1 , I q 2 , . . . , I q h }.
• X T and X Q denote sets of input images used to train and test a model, respectively.
• A secret key K denotes a set of keys used for image encryption. 
is used for training a model.
• K T denotes a secret key set used for encrypting T , namely,
• f d (.) denotes a data augmentation process.
B. OVERVIEW OF PRIVACY-PRESERVING DNNs Figure 2 illustrates the training frameworks used for image classification used in this paper.
• Data augmentation in plain domain: As shown in Fig. 2(a) , data augmentation is first carried out to T with labels, so f d (T ) is obtained. Then, a client u encrypts f d (T ) by using K T to protect the visual information. Enc(f d (T )) with labels is sent to a cloud server to train DNNs. As a result, X T = Enc(f d (T )).
• Data augmentation in encrypted domain: A client u encrypts T with labels to protect the visual information by using K T , as shown in Fig. 2(b) . Then, Enc(T ) with labels is uploaded to a cloud server. Eventually, data augmentation is carried out to Enc(T ); therefore,
. After a DNN model is trained by using encrypted images, the classification results can be returned by using two testing frameworks as follows.
• Test with encrypted images: The client u encrypts Q by using K Q and sends Enc(Q) to a server, as shown in Fig. 3(a) . Hence, X Q = Enc(Q).
• Test with plain images: The client u sends Q to a server, as shown in Fig. 3(b) . As a result, X Q = Q. Then, the server solves a classification problem with an image classification model trained in advance, and then returns the classification results to the client. Note that the server has no secret key, so clients are able to control the privacy of images by themselves even when the classification process is done in the server. In addition, as demonstrated later, the proposed scheme allows us to carry out data augmentation in the encrypted domain.
The conventional privacy-preserving methods [18] , [19] encrypt training and testing images by using a common security key. In this paper, the use of different encryption keys is discussed as follows.
• Same encryption key: Like the conventional methods [18] , [19] , all training and testing images are encrypted by using only one secret key, i.e. K t 1 
• Different encryption keys: The different secret keys are independently assigned to training and testing images, i.e. K t 1 = K t 2 = . . . = K tg = K q 1 = . . . = K q h . In this paper, we propose encrypting images by using different encryption keys for the first time. All clients are able to utilize independent keys for training and testing a model. Hence, there is no need to manage the keys.
In addition, since the proposed method and DNN models are independent, the proposed method is expected to be applicable to any DNNs.
C. PROPOSED IMAGE ENCRYPTION
In this section, we present our novel perceptual image encryption method that allows us not only to use different encryption keys but to also carry out data augmentation in the encrypted domain.
To generate an encrypted training image Enc(I t j ) by using K t j from I t j , j ∈ {1, 2, . . . , g}, three steps are carried out, as shown in Fig. 4 . Note that K t j = {K 
where r(i) is a random binary integer generated by K t j NP , c ∈ {R, G, B}, and p c is the pixel value of I t j with L bits per pixel. The value of the occurrence probability P(r(i)) = 0.5 is used to invert bits randomly [14] .
3) (Optional) Shuffle three color components of each pixel by using an integer randomly selected from six integers generated by a key K t j CS as shown in Table 1 . For generating encrypted test images Enc(I q l ), l ∈ {1, 2, . . . , h}, the same encryption steps are carried out as for training images by using K q l .
Images encrypted by using the proposed method are illustrated in Fig. 5 , where Fig. 1(a) is the original image. It is proved that the visual information of the images was protected as well as in Fig. 1(d) . Moreover, the proposed encryption and a DNN model are independent; therefore, encrypted images can be applied to any DNNs.
D. DATA AUGMENTATION IN ENCRYPTED DOMAIN
To solve complex tasks, a large amount of data is necessary to train DNNs. Data augmentation aims to enlarge the number of data points used for training and enables us to avoid the overfitting of DNNs. Many data augmentation techniques have already been proposed, e.g., horizontal/vertical flip, random crop, random rotation, cutout, and random erasing [41] . Data augmentation is required to be done in both clients and servers when training DNNs due to the following reasons. First, it is necessary for the servers to enlarge the number of training data if there is not enough training data for model training.
The second reason is that data augmentation in servers can reduce the communication cost. However, in general, conventional privacy-preserving methods have to perform data augmentation in clients, namely, data augmentation in servers is not available [18] .
In this paper, some data augmentation techniques are demonstrated to be applied to images encrypted by the proposed method, as shown in Fig 2(b) . Here, the following well-known techniques are utilized for data augmentation in the encrypted domain: Therefore, the number of original images is doubled by horizontal flipping.
• Shifting: shifts the pixel locations of original images by four pixels on both the horizontal and vertical axes. Hence, the number of original images is increased fourfold.
In general, data augmentation is randomly performed every batch generation during model training. In this paper, to avoid the randomness of data augmentation, every possible data augmentation technique is carried out. As a result, the number of images is increased eightfold by horizontal flipping and shifting. For example, if T consists of 50K images, the total number of images of f d (T ) is 400K images.
E. REQUIREMENTS OF ENCRYPTED IMAGES
Image encryption methods for privacy-preserving DNNs should meet the following requirements.
• Visual information protection: to protect an individual, the time, and the location of a taken photograph.
• Lightweight computation: to train and test privacypreserving DNNs with the same computational cost as with plain images.
• Low damage to DNNs: to maintain the performance of DNNs as with plain images.
• Data augmentation in encrypted domain: to carry out data augmentation on encrypted images.
• Security: to provide robustness against COA. In this paper, the proposed method considers all requirements of encrypted images mentioned above.
F. SECURITY EVALUATION
Security mostly refers to protection from adversarial forces. The visual information of encrypted images has to be difficult to reconstruct. In this paper, we assume that a cloud server is semi-trusted, so a client encrypts images to protect the visual information before sending the images to the server. Hence, we focus on robustness against COAs, such as brute-force attacks.
1) KEY MANAGEMENT
In conventional privacy-preserving DNNs, training and testing images are encrypted by using one common security key. This means that all images used for training and testing DNNs have to be encrypted by using the same encryption key. Therefore, clients are required to manage the secret keys used for encrypting training and testing images. Namely, the clients have to share a secret key to other clients in order to use a trained model, and all encrypted images are vulnerable if the key is leaked. As a result, the clients have to not only confidentially store the key in trusted environments but also transmit the key through a trusted channel.
In comparison, we propose encrypting training and testing images by using independent security keys, namely, images encrypted by different encryption keys can be utilized for training and testing a DNN model. Hence, there is no need to manage the keys for the proposed privacy-preserving DNNs. In addition, under the use of different keys, it is more difficult for adversaries to carry out collusion attacks as well as known-plaintext attacks (KPAs).
2) BRUTE-FORCE ATTACK
If I with U × V pixels is divided into pixels, the number of pixels n is given by
The key spaces of negative-positive transformation (N NP ) and color component shuffling (N CS ) are represented by
Consequently, the key space of images encrypted by using the proposed encryption scheme, N (n), is represented by the following.
In contrast, in Tanaka's method [18] , I with U × V pixels is divided into blocks each with 4 × 4 pixels, and each block is split into upper 4-bit and lower 4-bit images to generate 6-channel image blocks. Then, the intensities of randomly selected pixels are reversed. Eventually, the pixels in each block are shuffled with the same pattern.
The key space of Tanaka's method [18] , N tanaka , is given by
N (n) is equal to N tanaka when n is approximately equal to 106.4. Therefore, the proposed encryption has a larger key space than Tanaka's method if U × V is more than 11 × 11 pixels.
3) DNN-BASED CIPHERTEXT-ONLY ATTACK
A DNN-based COA may be able to reconstruct the visual information of I from I e = Enc(I ). Therefore, robustness against this attack has to be evaluated.
As shown in Fig. 6 , a reconstruction model is trained by using Enc(T ), and then the training loss is calculated from a set of reconstructed images (T ) and T . The DNN-based COA model consists of three 1×1-locally connected layers (C 1 , C 2 , and C 3 ) each with both a kernel size and a stride of (1,1), as shown in Fig. 7 . A locally connected layer similarly works as a 1×1-convolution layer, but weights are unshared. As shown in Fig. 7 , the numbers of filters of C 1 , C 2 , and C 3 are 8, 32, and 3, respectively. In the testing process, the reconstruction model, which is trained by Enc(T ), is utilized to recover encrypted test images (Enc(Q)) to obtain the reconstructed test images (Q ).
Images encrypted under the use of different keys will be demonstrated to be robust against this attack later.
IV. EXPERIMENTS
To confirm that the proposed scheme is effective, we evaluated the performance of image classification accuracy and robustness against the DNN-based COA attack under various conditions. (Enc(T ) ). Note that same key and different keys correspond to the encryption key conditions used for encrypting training and testing images.
A. IMAGE CLASSIFICATION 1) EXPERIMENTAL CONDITIONS
We employed the image database CIFAR10, which contains 32 × 32 pixel color images and consists of 50K training images and 10K test images in 10 classes [42] . Two data augmentation techniques (shifting and horizontal flip) were used to enlarge the number of training images for all cases, i.e. both plain images and encrypted ones. Hence, the number of training images was 400K, as described in Section III-D. In addition, we conducted the experiments under the use of two encryption key conditions: same encryption key and different encryption keys, as described in Section III-B.
We evaluated the image classification accuracy of encrypted images under the use of deep residual networks (ResNet-18) [43] , [44] , which consist of 18 layers, and densely connected convolutional networks (DenseNet) [45] .
The models with ResNet-18 were trained by using stochastic gradient descent (SGD) with momentum for 200 epochs. The learning rate was initially set to 0.1 and was decreased by a factor of 5 at 60, 120, and 160 epochs. We used a weight decay of 0.0005, a momentum of 0.9, and a batch size of 128. According to [45] , the models with DenseNet were trained by using SGD for 300 epochs. The initial learning rate was set to 0.1, and was lowered by 10 times at 150 and 225 epochs. Moreover, we used a weight decay of 0.0001, a momentum of 0.9, and a batch size of 64. Fig. 2(a) . We evaluated the performance under two key conditions: same encryption key, and different encryption keys. The performance of the proposed method was compared with four conventional methods [11] , [12] , [18] - [20] .
The proposed method was able to maintain a high classification performance and provided the highest accuracy in the encryption methods even when the training and testing images were encrypted under the use of the same key. In addition, under the use of different keys, the performances of the conventional methods [11] , [12] , [18] , [20] degraded heavily, although the proposed method was able to maintain almost the same accuracy as under the use of the same key. Note that the conventional pixel-based method considers only using the same encryption key [19] . The accuracy of the conventional method under the use of different encryption key was confirmed to be almost the same as that with the same key. Figure 9 shows 64 filters with a size of 3 × 3 in the first convolution layer of ResNet-18. From this figure, we can see that each model has filters different from those other models, although the classification accuracies of the models are almost the same.
3) DATA AUGMENTATION IN ENCRYPTED DOMAIN (ResNet-18)
In Fig. 8(b) , the performance of the proposed method is compared with the conventional methods [11] , [12] , [18] - [20] after data augmentation was carried out in the encrypted domain, as shown in Fig. 2(b) .
The conventional methods [11] , [12] , [18] , [20] were heavily damaged by data augmentation carried out in the encrypted domain even when images were encrypted under the use of the same key. The proposed method provided the highest accuracy in all encryption methods as well as for data augmentation in the plain domain. In contrast, it was proved that the proposed method was able to maintain the classification performance under the use of both key conditions. Figure 10 shows that the classification accuracy when plain images Q were used for testing DNNs, where the models were trained by using encrypted images. The models trained by Tanaka's scheme were not able to classify Q due to the damages caused by the encryption methods. In comparison, it was confirmed that the proposed method and the conventional one [19] under the use of different keys enabled us to test the DNNs with plain images. In addition, the performance of the proposed method was maintained under the use of two data augmentation conditions.
4) USE OF PLAIN TEST IMAGES (ResNet-18)

5) INFLUENCE OF DATA AUGMENTATION
To show the influence of data augmentation in more detail, we trained ResNet-18 by using plain images and encrypted ones under the following data augmentation conditions.
• Without data augmentation: Data augmentation was not carried out. The number of training images was 50k. • Shifting: Only shifting was utilized for generating training images. As a result, the number of training images was 200k.
• Horizontal flipping: Only horizontal flipping was performed. Hence, the number of training images was 100k. Figure 11 illustrates the influence of data augmentation on classification performance. Compared with the results in Fig. 11(a) , two augmentation techniques in the encrypted domain were confirmed to improve the performance of the proposed method, respectively, and using both techniques provided better results than in Fig. 11 , as shown in Fig. 8 . In addition, the difference of the accuracy between the proposed method and plain images was shown to be reduced by using data augmentation techniques.
6) CLASSIFICATION ACCURACY (DenseNet)
To confirm that the proposed method and models are independent, we utilized DenseNet as a DNN model for training and testing. The performance was evaluated under the use of two data augmentation conditions: data augmentation in the plain domain, and data augmentation in the encrypted domain.
As shown in Fig. 12 , the classification accuracy of the proposed method had almost the same tendency as when using ResNet-18 as a model. In addition, the proposed method was confirmed to maintain the performance even when data augmentation was carried out in the encrypted domain. Therefore, it was proved that the proposed method and models are independent.
B. ROBUSTNESS AGAINST DNN-BASED ATTACK
As described in Section III-F, a DNN-based COA may be able to reconstruct the visual information of I from I e . Therefore, robustness against a DNN-based COA in Fig. 6 is discussed here.
1) EXPERIMENTAL CONDITIONS
We employed the STL-10 dataset, which consists of 5K training images and 8K testing images [46] , and each image has 96 × 96 pixels. Note that data augmentation was not carried out in the experiment.
The network in Fig. 7 was trained by using SGD with momentum for 70 epochs, and the mean squared error (MSE), which compared the differences between T and T , was used as a loss function. The learning rate was initially set to 0.1 and decreased by a factor of 10 at 40 and 60 epochs. We used a weight decay of 0.0005, a momentum of 0.9, and a batch size of 128.
The robustness against the DNN-based COA was evaluated in terms of the visibility of reconstructed images.
2) RESULTS
Examples of reconstructed images under the use of same and different encryption keys are shown in Fig. 13 , where Fig. 1(a) is the original image.
The visual information was slightly recovered by the DNN-based COA when the model was trained by using encrypted images with the same key, and the test image was encrypted with the same key, as shown in Fig. 13(a) , and 13(c). In comparison, when the model was trained by using encrypted images with different keys, the reconstructed images had almost no visual information, as shown in Fig. 13(b), and 13(d) . Table 2 shows the average structural similarity (SSIM) values and average peak signal-to-noise ratio (PSNR) ones of 8K testing images, where lower values mean lower visual information. In other words, lower scores indicate that encrypted images are more robust against DNN-based attacks. From this table, it was confirmed that the use of different keys enhances robustness against DNN-based attacks.
V. CONCLUSION
We presented a novel privacy-preserving scheme for deep neural networks (DNNs) that enables us not to only apply images without visual information to DNNs but to also consider the use of independent encryption keys for both training and testing images for the first time. In addition, the proposed privacy-preserving scheme for DNNs allows us to train a DNN model with encrypted images and then test it with plain images. Therefore, there is no need to manage keys. Moreover, we proposed performing data augmentation in the encrypted domain. In an experiment, we evaluated the performance of the proposed method in terms of image classification accuracy and robustness against a DNN-based attack. The experimental results demonstrated that the proposed method, under the use of independent encryption keys, was confirmed to maintain a high classification performance, and it was robust against the DNN-based attack. Moreover, the results confirmed that the proposed scheme was able to classify plain images as well as encrypted images, even when data augmentation was carried out in the encrypted domain.
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