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Abstract
This paper addresses distributed average tracking for a group of physical double-integrator agents under an undirected graph with reduced
requirement on velocity measurements. The idea is that multiple agents track the average of multiple time-varying input signals, each of
which is available to only one agent, under local interaction with neighbors. We consider two cases. First, a distributed discontinuous
algorithm and filter are proposed , where each agent needs the relative positions between itself and its neighbors and its neighbors’
filter outputs obtained through communication but the requirement for either absolute or relative velocity measurements is removed. The
agents’ positions and velocities must be initialized correctly, but the algorithm can deal with a wide class of input signals with bounded
acceleration deviations. Second, a distributed discontinuous algorithm and filter are proposed to remove the requirement for communication
and accurate initialization. Here each agent needs to measure the relative position between itself and its neighbors and its own velocity
but the requirement for relative velocity measurements between itself and its neighbors is removed. The algorithm can deal with the case
where the input signals and their velocities and accelerations are all bounded. Numerical simulations are also presented to illustrate the
theoretical results.
Key words: Distributed Average Tracking, Cooperative Control, Multi-agent Systems.
1 INTRODUCTION
This paper studies the following distributed average track-
ing problem: given a group of agents and one time-varying
input signal per each agent, design a control law for the
agents based on local information such that all the agents
will finally track the average of these input signals. The prob-
lem has found applications in distributed sensor fusion [1],
feature-based map merging [2], distributed Kalman filter-
ing [3], where distributed computation of multiple time-
varying signals are involved. Compared with the consensus
problem, distributed average tracking poses more theoreti-
cal challenges, since the tracking objective is time-varying
and is not available to any agent.
In the literature, linear distributed algorithms have been
employed for special kinds of time-varying input signals.
Ref. [4] uses frequency domain analysis to study consensus
on the average of multiple input signals with steady-state
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values. In [5], a proportional algorithm and a proportional-
integral algorithm are proposed to achieve distributed aver-
age tracking with a bounded tracking error, where accurate
estimator initialization is relaxed in the proportional-integral
algorithm. In [6], the internal model principle is employed
to extend the proportional-integral algorithm to a special
group of time-varying input signals with a common denom-
inator in their Laplace transforms, where the denominator
also needs to be used in the estimator design. Ref. [7] ad-
dresses discrete-time distributed average tracking of time-
varying input signals whose nth order difference is bounded
with a bounded error. In [8], the authors propose 1st-order-
input and 2nd-order-input consensus algorithms to allow the
agents to track the average of their dynamic input signals
with a pre-specified rate, where the interaction is described
by a strongly connected and weight-balanced directed graph.
In [9], a distributed continuous average tracking problem is
addressed with some steady-state errors in , where the pri-
vacy of each agent’s input signal is preserved.
However, linear algorithms cannot ensure distributed aver-
age tracking for general input signals. Therefore, some re-
searchers employ nonlinear tracking algorithms. In [10], a
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class of nonlinear algorithms is proposed for input signals
with bounded deviations, where the tracking error is proved
to be bounded. A nonsmooth algorithm is proposed in [11],
which is able to track arbitrary time-varying input signals
with bounded derivatives. All the above references primar-
ily study the distributed average tracking problem from a
distributed estimation perspective, where the agents imple-
ment local estimators through communication with neigh-
bors freely without the need for obeying certain physical
agent dynamics. However, there are applications where the
distributed average tracking problem is relevant for design-
ing distributed control laws for physical agents. One applica-
tion is the region-following formation control [12], where a
swarm of robots is required to move inside a dynamic region
while keeping a desired formation. Then the dynamics of
the physical agents must be taken into account in the control
law design and the dynamics themselves introduce further
challenges to the distributed average tracking problem. For
example, the control law designed for physical agents with
single-integrator dynamics can no longer be used directly
for physical agents subject to more complicated dynamic
equations. Distributed average tracking for physical agents
with double-integrator dynamics is studied in [13], where
the input signals are allowed to have bounded accelerations.
Distributed average tracking for physical agents with gen-
eral linear dynamics is addressed in [14] and [15]. Ref. [15]
proposes a discontinuous algorithm, while a continuous al-
gorithm is employed in [14] with, respectively, static and
adaptive coupling strengths. Also in [16] a proportional-
integral control scheme is extended to achieve distributed
average tracking for physical Euler-Lagrange systems for
two different kinds of input signals with steady states and
with bounded derivatives.
It is noted that in [13] both relative position and relative
velocity measurements are required in the control laws de-
signed for double-integrator agents. While double-integrator
dynamics can be viewed as a special case of general lin-
ear dynamics, the distributed average tracking algorithms
in [15, 16], when applied to double-integrator systems, still
need relative position and velocity measurements. In prac-
tice, velocity measurements are usually less accurate and
more expensive than position measurements. In addition,
relative velocity measurements are often more challenging
and expensive than absolute velocity measurements. We are
hence motivated to solve the distributed average tracking
problem for physical double-integrator agents with reduced
requirement on velocity measurements. This paper expands
on our preliminary work reported in [?]. In the context of dis-
tributed average tracking, reducing velocity measurements
poses significant theoretical challenges. The reason is that
unlike the consensus or single-leader coordinated tracking
problems, there are significant additional inherent challenges
in distributed average tracking as none of the agents has the
tracking objective available.
The contribution of this paper is summarized as follows.
Two distributed algorithms (controller design combined with
filter design) are introduced to achieve distributed average
tracking with reduced requirement on velocity measure-
ments. Each algorithm has its own relative benefits and is
feasible for different application scenarios. In the first algo-
rithm design, there is no need for either absolute or relative
velocity measurements. Each agent’s algorithm only em-
ploys its local relative positions with respect to neighbors,
its neighbors’ filter outputs accessed through communica-
tion, and the acceleration of its own input signal. The algo-
rithm allows the agents to track the average of a large class
of time-varying input signals with bounded acceleration de-
viations, provided that the agents are correctly initialized.
In the second algorithm design, there is no need for correct
initialization and relative velocity measurements. Also inter-
agent communication is not necessary and the algorithm can
be implemented using only local sensing, which is desirable
for certain applications (e.g., deep-space spacecraft forma-
tion flying) where communication might not be desirable or
available. Each agent’s algorithm only employs its local rel-
ative positions with respect to neighbors, its own velocity,
and its own input signal. Distributed average tracking can be
achieved provided that the input signals and their velocities
and accelerations are all bounded.
Notations: Throughout the paper, R denotes the set of all
real numbers and R+ the set of all positive real numbers.
Let 1n and 0n denote the n × 1 column vector of all
ones and all zeros respectively. Let λmax(·) and λmin(·)
denote, respectively, the maximum and minimum eigenval-
ues of a square real matrix with real eigenvalues. We use
⊗ to denote the Kronecker product, and sgn(·) to denote
the signum function defined componentwise. For a vector
function x(t) : R 7→ Rm, define ||x(t)||p as the p-norm,
x(t) ∈ L2 if
∫∞
0
x(τ)Tx(τ)dτ < ∞ and x(t) ∈ L∞ if for
each element of x(t), supt≥0|xi(t)| <∞, i = 1, . . . ,m.
2 Problem Statement
Here we consider n physical agents described by double-
integrator dynamics
x˙i(t) =vi(t),
v˙i(t) =ui(t), i = 1, . . . , n, (1)
where xi(t) ∈ Rp and vi(t) ∈ Rp are, respectively, agent
i’s position and velocity, and ui(t) is its control input. Let
x(t) = [xT1 (t), . . . , x
T
n (t)]
T and v(t) = [vT1 (t), . . . , v
T
n (t)]
T .
An undirected graph G , (V,E) is used to character-
ize the interaction topology among the agents, where
V , {1, . . . , n} is the node set and E ⊆ V × V is the edge
set. An edge (j, i) ∈ E means that node i can obtain in-
formation from node j and vice versa. Self edges (i, i) are
not considered here. Let m denote the number of edges in
E, where the edges (j, i) and (i, j) are counted only once.
The adjacency matrix A = [aij ] ∈ Rn×n of the graph G is
defined such that the edge weight aij = 1 if (j, i) ∈ E and
aij = 0 otherwise. For an undirected graph, aij = aji. The
2
Laplacian matrix L = [lij ] ∈ Rn×n associated with A is
defined as lii =
∑
j 6=i aij and lij = −aij , where i 6= j. For
an undirected graph, L is symmetric positive semi-definite.
By arbitrarily assigning an orientation for the edges in G, let
D , [dij ] ∈ Rn×m be the incidence matrix associated with
G, where dij = −1 if the edge ej leaves node i, dij = 1
if it enters node i, and dij = 0 otherwise. The Laplacian
matrix L is then given by L = DDT [17].
Assumption 2.1 The undirected graph G is connected.
Lemma 2.1 [17] Under Assumption 2.1, the Lapla-
cian matrix L has a simple zero eigenvalue such that
0 = λ1(L) < λ2(L) ≤ . . . ≤ λn(L), where λi(·) denotes
the ith eigenvalue. Furthermore, for any vector y ∈ Rn
satisfying 1Tny = 0, λ2(L)y
T y ≤ yTLy ≤ λn(L)yT y.
Suppose that each agent has a time-varying input signal
ri(t) ∈ Rp, i = 1, . . . , n, satisfying
r˙i(t) =v
r
i (t),
v˙ri (t) =a
r
i (t), (2)
where vri (t) and a
r
i (t) ∈ Rp are, respectively, the
agent i’s input velocity and input acceleration. De-
fine r(t) = [rT1 , . . . , r
T
n ]
T , vr(t) = [vr1
T , . . . , vrn
T ]T and
ar(t) = [ar1
T , . . . , arn
T ]T . Here we assume that the input
signals are generated internally by the agents and each
agent has access to its own input signal, input velocity, and
input acceleration.
We study the distributed average tracking problem for the
double-integrator agents. The goal is to design ui(t) for each
agent to track the average of the input signals and input
velocities, i.e.,
lim
t→∞ ||xi(t)−
1
n
n∑
j=1
rj(t)||2 =0,
lim
t→∞ ||vi(t)−
1
n
n∑
j=1
vrj (t)||2 =0, i = 1, . . . , n,
where each agent has access to its own input information
and has only local interaction with its neighbors. We are
interested in controller design with reduced requirement on
velocity measurements. First, we consider the scenario that
each agent has communication capabilities but without the
need for either absolute or relative velocity measurements.
The agents achieves distributed average tracking for a wide
class of input signals with bounded deviations among input
accelerations in the presence of correct state initialization.
Second, we consider the scenario that each agent has sensing
but not necessarily communication capabilities without the
need for relative velocity measurements. The agents achieve
distributed average tracking even in the absence of correct
state initialization.
3 Velocity free distributed average tracking in the pres-
ence of correct initialization
In this section, we consider the case where the agents can
initialize their initial conditions correctly. To remove both
absolute and relative velocity measurements, we introduce
the following filter for each agent
υ˙i(t) =
∑
j∈Ni
[xi(t)− xj(t)]− β
∑
j∈Ni
[wi(t)− wj(t)]
− γ
∑
j∈Ni
sgn[wi(t)− wj(t)]− ari (t), (3)
wi(t) = υi(t)− α
∑
j∈Ni
[xi(t)− xj(t)], i = 1, . . . , n,
(4)
where υi ∈ Rp is an auxiliary filter variable, wi ∈ Rp is the
filter output, and β, α and γ ∈ R+ are control gains to be
designed.
We propose the following distributed control law for agent i
ui(t) =− α
∑
j∈Ni
[xi(t)− xj(t)] + β
∑
j∈Ni
[wi(t)− wj(t)]
+ γ
∑
j∈Ni
sgn[wi(t)− wj(t)]
+ ari (t), i = 1, . . . , n. (5)
For notational simplicity, we will remove the index t from
variables in the reminder of the paper.
Assumption 3.1 The deviations among input accelera-
tions are bounded, i.e., supt∈[0,∞)||ari (t)− arj(t)||2 ≤ a¯rd,
i, j = 1, . . . , n, where a¯rd ∈ R+.
Assumption 3.2
n∑
i=1
xi(0) =
n∑
i=1
ri(0),
n∑
i=1
vi(0) =
n∑
i=1
vri (0).
1
Theorem 3.3 Using the control law given by (5), (4), and
(3) for system (1), distributed average tracking is achieved
asymptotically, provided that Assumptions 2.1, 3.1 and 3.2
hold and the gains α, γ and β are chosen such that
α > max{1, 1
λ2(L)
,
λ2(L) + 1
2λ2(L)
},
1 A special choice is xi(0) = ri(0), vi(0) = vri (0) for all
i = 1, . . . , n.
3
γ > (n− 1)a¯rd,
β >
1 + α4λ2n(L)
4λ2(L)(αλ2(L)− 1)(α− 1) ,
where λ2(L) and λn(L) are defined in Lemma 2.1.
Proof : The proof contains two steps. First, we prove that for
each agent, xi − 1n
∑n
j=1 xj → 0 and vi − 1n
∑n
j=1 vj → 0.
Then by showing that
∑n
i=1 xi −
∑n
i=1 ri → 0 and∑n
i=1 vi −
∑n
i=1 v
r
i → 0, it can be concluded that
xi − 1n
∑n
j=1 rj → 0 and vi − 1n
∑n
j=1 v
r
j → 0, i = 1, . . . , n,
and hence distributed average tracking is achieved.
Using the control law (5) for (1), we can get
x˙i =vi,
v˙i =− α
∑
j∈Ni
[xi(t)− xj(t)] + β
∑
j∈Ni
[wi(t)− wj(t)]
+ γ
∑
j∈Ni
sgn[wi(t)− wj(t)] + ari (t), i = 1, . . . , n.
(6)
Define ξx = [M ⊗ Ip]x, ξv = [M ⊗ Ip]v and ξw = [M ⊗ Ip]w,
where M = In − 1n1n1Tn and w = [wT1 , . . . , wTn ]T . Then
the closed-loop dynamics (6) can be rewritten as
ξ˙x =ξv,
ξ˙v =− α[L⊗ Ip]ξx + β[L⊗ Ip]ξw
+ γ[D ⊗ Ip]sgn([DT ⊗ Ip]ξw) + [M ⊗ Ip]ar, (7)
where it can be easily proved thatM×M = M , L×M = L
and D ×M = D. It follows from (3) and (4) that
ξ˙w =[L⊗ Ip]ξx − β[L⊗ Ip]ξw
− γ[D ⊗ Ip]sgn([DT ⊗ Ip]ξw)− ar − α[L⊗ Ip]ξv.
(8)
Consider the following function
V =
1
2
ξT

µ[L⊗ Ip] Inp Inp
Inp Inp Inp
Inp Inp αInp
 ξ,
where µ ∈ R+ and ξ =
[
ξTx ξ
T
v ξ
T
w
]T
. Since ξTx 1np = 0,
using Lemma 2.1, we have
V ≥1
2
ξT (

µλ2(L) 1 1
1 1 1
1 1 α
⊗ Inp)ξ
It can be proved that if µ > 1λ2(L) and α > 1, then[
µλ2(L) 1
1 1
]
− 1α
[
1
1
] [
1 1
]
> 0. Thus, using Shur com-
plement it is concluded that V is positive definite. The
derivative of V along the trajectories of (7) and (8) is given
as
V˙ =ξT

µ[L⊗ Ip] Inp Inp
Inp Inp Inp
Inp Inp αInp
 ξ˙
=µξTx [L⊗ Ip]ξv + ξTv ξv + ξTwξv − αξTx [L⊗ Ip]ξx
− αξTv [L⊗ Ip]ξx + βξTw [L⊗ Ip]ξw
+ γξTw [D ⊗ Ip]sgn([DT ⊗ Ip]ξw) + ξTwar + ξTx [L⊗ Ip]ξx
− αξTx [L⊗ Ip]ξv + ξTv [L⊗ Ip]ξx − αξTv [L⊗ Ip]ξv
− αβξTw [L⊗ Ip]ξw − αγξTw [D ⊗ Ip]sgn([DT ⊗ Ip]ξw)
− αξTwar − α2ξTw [L⊗ Ip]ξv, (9)
where [M ⊗ Ip]ξx = [M2 ⊗ Ip]x = [M ⊗ Ip]x = ξx and
using the same analysis [M⊗Ip]ξv = ξv and [M⊗Ip]ξw =
ξw. We can also analyze the term (1− α)ξTwar as
(1− α)ξTwar =(1− α)ξTw [M2 ⊗ Ip]ar
≤(α− 1)||[M ⊗ Ip]ξw||2||[M ⊗ Ip]ar||2
≤ (α− 1)a¯
r
d
n
n∑
i=1
n∑
j=1,j 6=i
||ξwi − ξwj ||2
≤ (α− 1)a¯
r
d
n
n∑
i=1
max
i
{
n∑
j=1,j 6=i
||ξwi − ξwj ||2}
≤(α− 1)a¯rd max
i
{
n∑
j=1,j 6=i
||ξwi − ξwj ||2}
≤ (α− 1)(n− 1)
2
a¯rd
n∑
i=1
∑
j∈Ni
||ξwi − ξwj ||2
≤ (α− 1)(n− 1)
2
a¯rd
n∑
i=1
∑
j∈Ni
||ξwi − ξwj ||1,
(10)
where we have used the Assumption 3.1 and || · ||2 ≤ || · ||1
to obtain second and last inequalities, respectively.
Let µ = 2α− 1. Note that α > λ2(L)+12λ2(L) ensures that µ >
1
λ2(L)
. Combining (9) and (10), we can get
V˙ ≤ξTv ξv + ξTwξv + (1− α)ξTx [L⊗ Ip]ξx
+ (1− α)βξTw [L⊗ Ip]ξw
− γ(α− 1)
n∑
i=1
∑
j∈Ni
ξTwisgn(ξwi − ξwj)
4
+
(α− 1)(n− 1)
2
a¯rd
n∑
i=1
∑
j∈Ni
||ξwi − ξwj ||1
− αξTv [L⊗ Ip]ξv − α2ξTw [L⊗ Ip]ξv
=ξTv ξv + ξ
T
wξv + (1− α)ξTx [L⊗ Ip]ξx
+ (1− α)βξTw [L⊗ Ip]ξw
− γ(α− 1)
2
n∑
i=1
∑
j∈Ni
(ξwi − ξwj)T sgn(ξwi − ξwj)
+
(α− 1)(n− 1)
2
a¯rd
n∑
i=1
∑
j∈Ni
||ξwi − ξwj ||1
− αξTv [L⊗ Ip]ξv − α2ξTw [L⊗ Ip]ξv
≤ξT

Q11 Q12 Q13
Q21 Q22 Q23
Q31 Q32 Q33
 ξ, (11)
where Q11 = (1 − α)λ2(L)Inp, Q22 = [1 − αλ2(L)]Inp,
Q23 = Q32 = Inp − α2[L⊗ Ip], Q33 = (1− α)βλ2(L)Inp
Q12 = Q13 = Q21 = Q31 = 0np, and we have
used γ > (n− 1)a¯rd and Lemma 2.1 for the last in-
equality. We also used ξTw [D ⊗ Ip]sgn([DT ⊗ Ip]ξw) =∑n
i=1
∑
j∈Ni ξ
T
wisgn(ξwi − ξwj) to derive the condition of
γ.
Therefore, if the control gains α and β satisfy the constraint
α > max{1, 1λ2(L)} and β >
1+α4λ2n(L)
4λ2(L)(αλ2(L)−1)(α−1) , it can
be seen that V˙ is negative definite. Integrating both sides of
(11), we can obtain ξx, ξv , ξw ∈ L2. Since V is positive
definite and V˙ is negative definite, ξx, ξv , ξw ∈ L∞. Thus,
we can get ξx, ξv , ξw ∈ L2 ∩ L∞ and ξ˙x, ξ˙v , ξ˙w ∈ L∞.
Using Barbalat’s lemma [18], it is concluded that ξx, ξv ,
ξw → 0 as t → ∞ which imply that xi → 1n
∑n
j=1 xj and
vi → 1n
∑n
j=1 vj , i = 1, . . . , n.
Second, we analyze the terms
∑n
i=1 xi and
∑n
i=1 vi. Con-
sidering the closed-loop dynamics (6), under Assumption
2.1, the derivative of
∑n
i=1 xi and
∑n
i=1 vi can be calcu-
lated as
n∑
i=1
x˙i =
n∑
i=1
vi,
n∑
i=1
v˙i =
n∑
i=1
ari ,
where we have used the fact that the graph G is undi-
rected. Using Assumption 3.2, it can be proved that∑n
i=1 xi =
∑n
i=1 ri and
∑n
i=1 vi =
∑n
i=1 v
r
i .
Combining the two parts shows that xi → 1n
∑n
j=1 rj and
vi → 1n
∑n
j=1 v
r
j asymptotically. Therefore, distributed av-
erage tracking is achieved asymptotically.
Remark 3.4 Compared with [13], using the algorithm de-
fined by (3)-(5), the requirement for velocity measurements
is removed. In addition, the only limitation on the input sig-
nals is that the deviations among their accelerations are
bounded. Therefore, the allowable input signals are more
general than those in [13].
4 Distributed average tracking in the absence of neigh-
bors’ velocity information and correct initialization
In the previous section, the proposed algorithm solves the
distributed average tracking problem in the presence of com-
munication and accurate state initialization without velocity
measurements. In this section we deal with the distributed
average tracking problem without communication in the ab-
sence of neighbors’ velocity information and correct initial-
ization.
We introduce the following filter
υ˙i =
∑
j∈Ni
aij(xi − xj)− βwi − γsgn(wi)− κri
− κvri − ari , (12)
wi =υi − α
∑
j∈Ni
(xi − xj), i = 1, . . . , n, (13)
where υi ∈ Rp is an auxiliary filter variable, wi ∈ Rp is the
filter output, and κ, α, γ, β ∈ R+ are control gains.
Assumption 4.1 Each input signal, its velocity and ac-
celeration are bounded, i.e., supt∈[0,∞)||ri(t)||2 ≤ r¯,
supt∈[0,∞)||vri (t)||2 ≤ v¯r and supt∈[0,∞)||ari (t))||2 ≤ a¯r,
i = 1, . . . , n, where r¯, v¯r, a¯r ∈ R+.
We propose the following control input for each agent as
ui =− κ(xi − ri)− κ(vi − vri )− α
∑
j∈Ni
(xi − xj) + βwi
+ γsgn(wi) + ari , i = 1, . . . , n. (14)
The following theorem presents sufficient conditions to solve
distributed average tracking without neighbors’ velocity and
accurate initialization.
Theorem 4.2 Distributed average tracking is achieved for
system (1) using (14), (13) and (12) asymptotically, under
Assumptions 2.1 and 4.1 and provided that the gains κ, α,
γ and β are chosen such that
κ > 1,
α >
√
n,
5
γ >
α+ 1
α−√n (κr¯ + κv¯
r + a¯r),
β >
1
4(α− 1) [
κ2
κ+ (α− 1)λ2(L)
+
(κ− 1)2 + 2α2(κ− 1)λn(L) + α4λ2n(L)
αλ2(L) + κ− 1 ],
where λ2(L) and λn(L) are defined in Lemma 2.1.
Proof : Similar to Section III, the proof contains two
parts. In first part, we prove that xi − 1n
∑n
j=1 xj → 0,
vi − 1n
∑n
j=1 vj → 0 and wi → 0 asymptotically. Define
ξx, ξv , M , and w as in the proof of Theorem 3.3. Now
rewrite the dynamics (1) using (14) in vector form as
ξ˙x =ξv,
ξ˙v =− κξx + κ[M ⊗ Ip]r − κξv + κ[M ⊗ Ip]vr
− α[L⊗ Ip]ξx + β[M ⊗ Ip]w + γ[M ⊗ Ip]sgn(w)
+ [M ⊗ Ip]ar.
Consider the following Lyapunov function candidate
V =
1
2
[
ξTx ξ
T
v w
T
]
µ1[L⊗ Ip] + µ2Inp Inp Inp
Inp Inp Inp
Inp Inp αInp


ξx
ξv
w
 ,
where µ1, µ2 ∈ R+. Using the same analysis as previous
section, if µ1λ2 +µ2 > 1 and α > 1, V is positive definite.
The derivative of V is given as
V˙ =µ1ξ
T
x [L⊗ Ip]ξv + µ2ξTx ξv + ξTv ξv + wT ξv − κξTx ξx
− κξTx ξv − αξTx [L⊗ Ip]ξx − κξTv ξx − κξTv ξv
− αξTv [L⊗ Ip]ξx − κwT ξx + κwT [M ⊗ Ip]r
− κwT ξv + κwT [M ⊗ Ip]vr + βwT [M ⊗ Ip]w
+ γwT [M ⊗ Ip]sgn(w) + wT [M ⊗ Ip]ar
+ ξTx [L⊗ Ip]ξx − αξTx [L⊗ Ip]ξv + ξTv [L⊗ Ip]ξx
− αξTv [L⊗ Ip]ξv − αβwTw − αγwT sgn(w)− ακwT r
− ακwT vr − αwTar − α2wT [L⊗ Ip]ξv. (15)
The term wT {[M⊗Ip](κr+κvr+ar+γsgn(w))−α(κr+
κvr + ar + γsgn(w))} can be analyzed as
wT {[M ⊗ Ip](κr + κvr + ar + γsgn(w))− α(κr + κvr
+ ar + γsgn(w))}
≤[(1 + α)(κr¯ + κv¯r + ar) + γ√n] · ||w||2 − αγ||w||1
≤[(1 + α)(κr¯ + κv¯r + ar) + γ√n] · ||w||1 − αγ||w||1.
(16)
Combining (15) and (16), if γ > α+1
α−√n (κr¯+κv¯
r + a¯r) and
µ1 = 2α− 1 and µ2 = 2κ, we can get
V˙ ≤ξTv ξv + wT ξv − κξTx ξx + (1− α)λ2(L)ξTx ξx − κξTv ξv
− κwT ξx − κwT ξv + βwTw − αλ2(L)ξTv ξv − αβwTw
− α2wT [L⊗ Ip]ξv
=
[
ξTx ξ
T
v w
T
]
P11 P12 P13
P21 P22 P23
P31 P32 P33


ξx
ξv
w
 , (17)
where P11 = [−κ + (1 − α)λ2(L)]Inp, P22 = [1 − κ −
αλ2(L)]Inp, P12 = P21 = 0np P13 = P31 = − 12κInp,
P23 = P32 =
1
2 [(1−κ)Inp−α2L], and P33 = β(1−α)Inp
and we have used the fact that M − In is negative semi-
definite and Lemma 2.1 for the inequality.
If the control gains κ, α, and β satisfy the constraints men-
tioned in Theorem 4.2, the matrix P and thus V˙ are neg-
ative definite. Integrating both side of (17), it is concluded
that ξx, ξv and w ∈ L2. Since V is positive definite and V˙
is negative definite, ξx, ξv and w ∈ L∞. Since ξ˙1, ξ˙2 and
w˙ are bounded, it is concluded that ξx, ξv , w → 0 asymp-
totically. Therefore it is proved that xi − 1n
∑n
j=1 xj → 0,
vi − 1n
∑n
j=1 vj → 0 and wi → 0 as t→∞.
In second part, we prove that
∑n
i=1 xi →
∑n
i=1 ri and∑n
i=1 vi →
∑n
i=1 v
r
i asymptotically. Define the variables
S1 =
∑n
i=1 xi −
∑n
i=1 ri and S2 =
∑n
i=1 vi −
∑n
i=1 v
r
i ,
we can get from (2) and (14) that
S˙1 =S2,
S˙2 =− κS2 − κS1 + β
n∑
i=1
wi + γ
n∑
i=1
sgn(wi). (18)
We then use input-to-state stability to analyze the system
(18) by treating the term β
∑n
i=1 wi + γ
∑n
i=1 sgn(wi) as
the input and S1 and S2 as the states. If κ > 1, the matrix[
0p Ip
−κIp −κIp
]
is Hurwitz. The system (18) with zero input
is exponentially stable and hence input-to-state stable. Since
wi → 0 as t → ∞ for each agent, it follows that S1 → 0
and S2 → 0, which implies that
∑n
i=1 xi →
∑n
i=1 ri
and
∑n
i=1 vi →
∑n
i=1 v
r
i , respectively. Employing the re-
sult of the first part, it is concluded that xi → 1n
∑n
j=1 rj
and vi → 1n
∑n
j=1 v
r
j and the distributed average tracking is
achieved.
Remark 4.3 Note that the algorithm in [13] relies on cor-
rect initialization and relative velocity measurements. Using
the algorithm defined by (12)-(14), there is no need for ac-
curate initialization and absolute instead of relative velocity
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Fig. 1. The network topology is used to characterize the interaction
among ten agents.
measurements are sufficient. The corresponding trade-off is
that this algorithm relies on the assumption of bounded in-
put signals, input velocity and input acceleration.
Remark 4.4 To implement the algorithm (3)-(5), each agent
needs its own and neighbors’ positions and filter outputs as
well as its own input acceleration. Hence communication is
needed between neighbors, while there is no need for either
absolute or relative velocity measurements. This algorithm
needs correct initialization but can deal with more general
input signals. To implement the algorithm (12)-(14), each
agent needs its own position, velocity, and relative position
between itself and neighbors, and its own input signal, in-
put velocity and input acceleration. In this case, communi-
cation is not required and the algorithm can rely on only
local sensing, where there is no need for relative velocity
measurements among neighbors. The second one does not
use correct initialization but requires the input signal, its ve-
locity and acceleration all to be bounded. As a result, both
algorithms have their values depending on the application
scenarios. Reduced requirement on velocity measurements
is achieved in both algorithms to reduce costs.
5 Simulation
In this section, numerical simulation results are given
to illustrate the effectiveness of the theoretical results
obtained in Sections 3 and 4. It is assumed that there
are ten agents (n = 10), where the network topol-
ogy is described by Fig. 1. In the first case, the in-
put acceleration for agent i is given by [0.1(sin(5t) +
mod(t, 2)) × i, 0.1(cos(5t) + mod(t, 2)) × i]T , and the
initial position and velocity of the agents are chosen as
x(0) = [0.1× b,−0.2× b]T and v(0) = [0.2× b, 0.1× b]T ,
where b = [−4,−3,−2,−1, 0, 1, 2, 3, 4, 5]T . We let
ri(0) = xi(0) and vri (0) = vi(0), i = 1, . . . , 10. We denote
the jth component of xi as xij . Similar notations are used
for vi, ri, and vri . The control parameters for all agent are
chosen as α = 20, γ = 5 and β = 400. We simulate the
algorithm defined by (3)-(5). Fig. 2 shows the positions of
the agents and the average of the input signals. Clearly, all
agents have tracked the average of the input signals in the
absence of velocity measurements. Fig. 3 shows the veloc-
ities of the agents and the average of the input velocities.
We see that the distributed average tracking is achieved for
the agents’ velocities too.
Fig. 2. The positions of 10 agents and the average of the input
signals, where the states are initialized correctly. The initial average
of input signals is represented as a dot while the initial positions
of the agents are represented as squares.
Fig. 3. The velocities of 10 agents and the average of input signals,
where the agents’ velocity are initialized correctly.
In the second case, we simulate distributed average
tracking when the agents’ positions and velocities are
not initialized correctly. The input acceleration for each
agent is described by [0.1 sin(t)× i, 0.1 cos(t)× i]T .
We simulate the algorithm defined by (12)-(14). The
initial values are set as x(0) = [0.1× b,−0.2× b]T
and v(0) = [0.2× b, 0.1× b]T , ri(0) = [0, 0]T and
vri (0) = [−0.1× i,−0.1× i]T , i = 1, . . . , 10, and the con-
trol parameters are chosen for all agents as κ = 2, α = 10,
γ = 50 and β = 450. Fig. 4 and Fig. 5 show that the dis-
tributed average tracking is achieved for both agents’ po-
sitions and velocities in the absence of neighbors’ velocity
information and accurate initialization.
6 CONCLUSIONS
In this paper, distributed average tracking for a group of
double-integrator agents has been studied. First a distributed
discontinuous controller combined with a distributed fil-
ter was proposed in the absence of velocity information to
deal with input signals with bounded acceleration devia-
tions, where the agents’ position and velocities must be ini-
tialized correctly. Here only the relative position and filter
output information were used in the control design besides
each agent’s own position and input acceleration. The al-
gorithm was then modified to remove the requirement of
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Fig. 4. The positions of 10 agents and the average of input signals
in the absence of correct initialization. The initial average of input
signals is represented as a dot while the initial positions of the
agents are represented as squares.
Fig. 5. The velocity of 10 agents and the average of input signals
in the absence of correct initialization.
communication and correct initialization under the assump-
tion that the inputs, their velocities and their accelerations
are bounded. In both cases, reduced requirement on velocity
measurements was achieved and hence the cost for velocity
measurements was reduced.
References
[1] R. Olfati-Saber and R. M. Murray, “Consensus problems in
networks of agents with switching topology and time-delays,” IEEE
Transactions on Automatic Control, vol. 49, no. 9, pp. 1520–1533,
2004.
[2] R. Aragues, J. Cortes, and C. Sagues, “Distributed consensus on
robot networks for dynamically merging feature-based maps,” IEEE
Transactions on Robotics, vol. 28, no. 4, pp. 840–854, 2012.
[3] H. Bai, R. A. Freeman, and K. M. Lynch, “Distributed kalman
filtering using the internal model average consensus estimator,” in
American Control Conference. San Francisco, 2011, pp. 1500–1505.
[4] D. P. Spanos, R. Olfati-Saber, and R. M. Murray, “Dynamic
consensus on mobile networks,” in Proceedings of The 16th IFAC
World Congress. Prague Czech Republic, 2005.
[5] R. A. Freeman, P. Yang, and K. M. Lynch, “Stability and convergence
properties of dynamic average consensus estimators,” in Proceedings
of the IEEE Conference on Decision and Control. San Diego, 2006,
pp. 338–343.
[6] H. Bai, R. Freeman, and K. Lynch, “Robust dynamic average
consensus of time-varying inputs,” in IEEE Conference on Decision
and Control. Atlanta, 2010, pp. 3104–3109.
[7] M. Zhu and S. Martnez, “Discrete-time dynamic average consensus,”
Automatica, vol. 46, no. 2, pp. 322 – 329, 2010.
[8] S. Kia, J. Cortes, and S. Martinez, “Singularly perturbed algorithms
for dynamic average consensus,” in European Control Conference.
Zurich, 2013, pp. 1758–1763.
[9] S. S. Kia, J. Corte´s, and S. Martnez, “Dynamic average
consensus under limited control authority and privacy requirements,”
International Journal of Robust and Nonlinear Control, 2014.
[10] S. Nosrati, M. Shafiee, and M. B. Menhaj, “Dynamic average
consensus via nonlinear protocols,” Automatica, vol. 48, no. 9, pp.
2262 – 2270, 2012.
[11] F. Chen, Y. Cao, and W. Ren, “Distributed average tracking of
multiple time-varying reference signals with bounded derivatives,”
IEEE Transactions on Automatic Control, vol. 57, no. 12, pp. 3169–
3174, 2012.
[12] C. C. Cheah, S. P. Hou, and J. J. E. Slotine, “Region-based shape
control for a swarm of robots,” Automatica, vol. 45, no. 10, pp.
2406–2411, 2009.
[13] F. Chen, W. Ren, W. Lan, and G. Chen, “Tracking the average of
time-varying nonsmooth signals for double-integrator agents with
a fixed topology,” in American Control Conference. Washington,
2013, pp. 2032–2037.
[14] Y. Zhao, Z. Duan, and Z. Li, “Distributed average tracking for
multiple reference signals with general linear dynamics,” arXiv, 2013.
[15] F. Chen and W. Ren, “Robust distributed average tracking for coupled
general linear systems,” in Proceedings of the 32nd Chinese Control
Conference. Xi’an, 2013, pp. 6953–6958.
[16] F. Chen, G. Feng, L. Liu, and W. Ren, “Distributed average
tracking of networked euler-lagrange systems,” IEEE Transactions
on Automatic Control, vol. 60, no. 2, pp. 547–552, 2015.
[17] G. Royle and C. Godsil, Algebraic Graph Theory. New York:
Springer Graduate Texts in Mathematics #207, 2001.
[18] J.-J. E. Slotine, W. Li et al., Applied nonlinear control. Prentice-
Hall Englewood Cliffs, NJ, 1991, vol. 199, no. 1.
8
