Quantum Interactions of Topological Solitons from Electrodynamics by Shimada, Hirohiko et al.
Quantum Interactions of Topological Solitons from Electrodynamics
Hirohiko Shimada1, Kazutaka Takahashi2, Hiroaki T. Ueda3∗
1Mathematical and Theoretical Physics Unit, OIST Graduate University, Onna, Okinawa 904-0495, Japan
2Department of Physics, Tokyo Institute of Technology, Tokyo 152-8551, Japan
3Faculty of Engineering, Toyama Prefectural University, Izumi 939-0398, Japan
(Dated: June 29, 2018)
The Casimir energy for the classically stable configurations of the topological solitons in 2D
quantum antiferromagnets is studied by performing the path-integral over quantum fluctuations.
The magnon fluctuation around the solitons saturating the Bogomol’nyi inequality may be viewed
as a charged scalar field coupled with an effective magnetic field induced by the solitons. The
magnon-soliton couping is closely related to the Pauli Hamiltonian, with which the effective action is
calculated by adapting the worldline formulation of the derivative expansion for the 2+1 dimensional
quantum electrodynamics in an external field. The resulting framework is more flexible than the
conventional scattering analysis based on the Dashen-Hasslacher-Neveu formula. We obtain a short-
range attractive well and a universal long-range 1/r-type repulsive potential between two solitons.
I. INTRODUCTION
Topological solitons in magnets, also known as mag-
netic skyrmions or lumps, are extended particle-like ex-
citations whose stability may be protected by non-trivial
topology. In quantum field theory (QFT), they were
first found as non-trivial classical field configurations1
that minimize the action in the continuum limit of the
2d O(3) Heisenberg spin model. In this example, the
action is bounded below by the Bogomol’nyi inequality,
and has the minima classified by the topological charge
q ∈ pi2(S2) = Z. Each minimum is realized by uncount-
ablly many energetically equivalent configurations of soli-
tons. Such a large degeneracy of configurations is exact
at the classical level, and is generalized to the idea of the
moduli space of solitons, whose rich mathematical struc-
ture and geodesic approximations to the dynamics on it
have been extensively studied2–4.
More recently, stimulated by the experimental obser-
vations of the skyrmions in chiral magnets5, the notion of
the emergent electromagnetism6–8 becomes increasingly
important, envisaging potential applications of the soli-
tons for memory and logic devices9. The emergent elec-
tromagnetism in antiferromagnetic solitons may also at-
tract an attention as a new direction in spintronics10–14.
The effect of the quantum fluctuations along with the
emergent electromagnetism on the stability of the soliton
configurations, however, remains relatively unexplored
and somewhat elusive. For instance, most of the cur-
rent studies of the quantum effects hinge on single old
strategy15,16 used initially by Dashen-Hasslacher-Neveu
(DHN) in the semiclassical analysis of 1+1d QFTs. Gen-
eralizations of the DHN formula to 2+1d may allow one
to evaluate the energy shifts (Casimir energy) due to the
zero-point oscillations of the vacuum magnon states in
the presence of the solitons from the scattering data,
namely, the phase shifts of the spin waves around the
solitons, for which one typically needs to invoke the Born
approximation17, the Aharonov–Bohm (AB) scattering
scenario18, or a heavy use of numerics19.
Theoretical outcomes also seem far from being settled
in general; for example in isotropic ferromagnets, a re-
cent intriguing argument emphasizing the role of the Bo-
gomol’nyi equality points to the absence of the quantum
corrections20, which is in an apparent contradiction to
the finite Casimir energy obtained in Ref. 18 also pre-
dicting a spontaneous collapse of the tiniest-possible soli-
ton triggering a quantum increment or reduction of the
topological charge of the system.
In this paper, we study the quantum effect on static
soliton configurations, which are classically degenerate,
in 2d isotropic antiferromagnets. Our path-integral ap-
proach is based on a geometric observation that the quan-
tum fluctuations around the soliton configuration satu-
rating the Bogomol’nyi inequality (BPS solitons) resem-
bles those in quantum electrodynamics (QED) in an ex-
ternal field; the magnon excitation may be described by
a complex scalar field coupled with an effective abelian
gauge field as well as with the magnetic field propor-
tional to the topological charge density of the solitons.
It is then natural to expect that, upon integrating the
magnon degrees of freedom out, this coupling should
yield the effective action describing the quantum interac-
tions of the solitons with themselves in the same way as
the Maxwell Lagrangian acquires nonlinear quantum cor-
rections representing the light-by-light scattering in the
Euler-Heisenberg Lagrangian in QED21–23.
Such nonlinear terms arise from multiple pair-
productions of scalar22 or spinor23 particles, which are in-
herently non-perturbative, but are well-controlled (with
no small parameters) in the case of the uniform exter-
nal field. Slow variations of the soliton magnetic field B
can then be taken into account by adapting the derivative
expansions in 2+1d QED24,25. This is done by the world-
line (proper-time) path-integral formalism26–28 by incor-
porating inhomogeneities as perturbations on the parti-
cle motion, solved for a constant external field, along the
one-loop Feynman diagram.
At the heart of this formulation, we have a certain
equivalence between a one-loop sector of a relativistic
QFT in d + 1-dimensions (d = 2 in our case) and a
non-relativistic quantum mechanics (or 0+1-dimensional
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2QFT) of d+ 1 degrees of freedoms living on the loop pa-
rameterized by the proper-time. In contrast to the more
standard perturbation theory in which one performs the
expansion in powers of the coupling constants such as B
(charge e is incorporated in B for now), it is based on
the semi-classical expansions in powers of (~/S) associ-
ated with each loop, where S is the spin29. Even at the
leading order, which we compute, this formulation adds
up the one-loop diagrams to infinite order in the coupling
B; as a result30 , one obtains the effective action B3/2 in
the limit of our interest, where the magnon mass goes to
zero. Technically, it also enables us to work out, other-
wise difficult, the contribution proportional to (∂B)2 in
the massless limit. The existence of the coupling to the
effective magnetic field, similar to what one has in the
Pauli Hamiltonian, leads us to consider a one-parameter
deformation of the scalar QED, and interestingly, the
magnon-soliton system corresponds to the point exactly
where the result simplifies significantly.
While our derivative expansion formula for antiferro-
magnets applies for any configurations of multi-solitons
as long as they saturate the Bogomol’nyi inequality, the
simplest analytic result for one soliton suggests that
it may shrink and eventually evaporate by quantum
fluctuations; this also quantitatively agrees with the
numerical work19 updated from the less precise Born
approximation17. We obtain a long-ranged repulsive po-
tential with an attractive well; this is in qualitative agree-
ment with the only existing work17 for two solitons.
The paper is organized as follows. Roughly, Section II
is about the aspects of the classical solitons, which are
more or less known; Section III and IV are about their
quantization, where the magnon and the solitons play the
central role, respectively. In Section II, the action of the
O(3) model with the soliton background is expanded to
the quadratic order in fluctuation, yielding the magnon-
soliton coupling (29). Using the equivalent CP1 represen-
tation, the various forms of the effective magnetic field
are given, which become the key inputs in Section IV. In
Section III, the derivative expansion (57) of the quantum
effective action for the soliton-magnon system is derived
by the proper-time integration along the magnon loop. In
Section IV, we apply this formula to study the quantum
interaction in various soliton configurations. We conclude
in Section V.
II. MAGNON-SOLITON COUPLING
A. 2d quadratic Hamiltonian in the non-trivial
topology
We here focus on the spatial part of the full action for
the 2 + 1d anti-ferromagnet discussed in Section III A.
This amounts to consider the 2d classical O(N) model,
where the degrees of freedoms are the N -component real
vector n(x) with |n(x)| = 1. The energy is given by
H =
1
4
∫
d2x (∂jn)
2. (1)
Below we follow the standard approach31 (see Ref. 32
for an insightful account) and decompose the variation of
n(x) into the slow-longitudinal mode n0(x) and the fast-
transverse-real-modes φa(x) living in the tangent space
spanned by a local orthonormal frame {ea} with ea ·eb =
δab (a = 1, 2, . . . , N − 1):
n(x) =
√
1− φa(x)φa(x) n0(x) + φa(x)ea(x) (2)
By orthogonality n0 · ea = 0, the most general form of
the derivatives is
∂jn0 = C
a
j e
a, ∂je
a = −Caj n0 +Aabj eb, (3)
where the coefficient Caj = e
a · ∂jn0 only appears in the
intermediate steps until the BPS condition is used, while
a connection for the local frame Aabj = e
b · ∂jea = −Abaj
play a role as a soliton-induced gauge field that couples to
a scalar field. This scalar field is referred to as a magnon
described in Section III A. Below we see that a dual pair
of Caj in (8) constitutes the soliton magnetic field Fij in
(10) arising in the non-minimal coupling in (9), where
the field strength Fij directly couples to the magnon in
addition to the gauge coupling through the connection
Aj .
The derivative of (2) is then
∂jn =
(
φa∂jφ
a
√
1− φaφa − C
a
j φ
a
)
n0
+
(√
1− φcφcCaj + ∂jφa −Aabj φb
)
ea, (4)
resulting in the quadratic part of the energy (1) that
involves the 2d covariant derivative. The energy density
in terms of the quadratic fluctuations is given by
H2 = |(∂j + iAj)ϕ|2 + 1
4
Caj C
b
j
(
φaφb − φcφcδab) , (5)
where we specialized the model to N = 3 (a = 1, 2) and
defined the charged scalar and the U(1) gauge field by
ϕ =
1
2
(φ1 + iφ2), Aj =
1
2
Aabj ε
ab, (6)
with ε12 = −ε21 = 1. A smooth O(2) rotation of the local
frame {ea} naturally induces the U(1) gauge transforma-
tion for ϕ. The second term obtained for the generic slow
mode n0 also reduces to a nice geometric object once the
BPS configuration for the slow modes n0 = ns satisfying
∂ins = ∓εijns × ∂jns, (7)
is adopted. This is equivalent to a Cauchy-Riemann (CR)
look-alike duality relation
Cai = ±εabεijCbj , (8)
3if the orientation convention ns × eb = −εabea is used.
The plus and the minus signs in (8) correspond to the self-
dual and anti-self-dual solitons, respectively. The duality
relation yields a manifestly gauge invariant form
H2 = |(∂j + iAj)ϕ|2 ± 1
2
εijFij |ϕ|2, (9)
with the field strength Fij , which has also an interpreta-
tion as the topological charge density
Fij =∂iAj − ∂jAi = εabCbiCaj
=− ns · ∂ins × ∂jns. (10)
Since this gives the Jacobian of the configuration map
x ∈ R2 → n ∈ S2 = O(3)/O(2), the integration over the
whole plane yields∫
d2x εijFij = −8piq, (11)
where we used Vol(S2) = 4pi and the topological charge
q counts the wrapping number of the map as x sweeps
over the base plane.
B. Effective magnetic field associated with solitons
derived from the CP1 formulation
We now consider the CP1 formulation, which is equiv-
alent to the O(3) formulation above, but is more con-
venient for dealing with the explicit form of the soli-
ton configurations, while we find the derivation of the
quadratic part (9) is most transparently performed in
the O(3) formulation33. The same energy in (1) is now
expressed as
H =
∫
d2x
(|∂jz|2 + |z†∂jz|2)
=
∫
d2x |(∂j + iA˜j)z|2, (12)
where the basic degree of freedom is the spin-1/2 (2-
component) spinor z with |z| = 1, which is related to
the N = 3 vector by the Hopf map n` = z
†σ`z with σ`
being the Pauli matrices for ` = 1, 2, 3, and the gauge
field in CP1 is given by
A˜j = iz
∗ · ∂jz = i
2
(z∗ · ∂jz − z · ∂jz∗). (13)
It is worth recognizing a subtle difference between the
gauge field here and the one (6) introduced naturally in
the O(3) formulation. By using the Hopf map, one has
Aj = 2A˜j + ∂jΛ, (14)
with some smooth function Λ. They are thus related by
factor two modulo gauge transformation.
In terms of the covariant derivative D˜j = ∂j + iA˜j ,
the finiteness of the energy (12) requires the asymptotic
behavior D˜jz(x) = 0 as |x| → ∞ and then z(x)→ z0eiφ
with some constant 2-component modulus z0 and the
phase variable φ. The single-valuedness of φ at the spa-
tial infinity (x = reiθ with r →∞) naturally defines the
topological charge q as the winding number of the map:
θ ∈ S1 → φ ∈ S1. This is given by 2piiq = ∫ 2pi
0
dθ idφdθ ,
and by noting (13) and D˜jz = 0 as r →∞ , one obtains
2piiq =−
∮
dxj iA˜j = −i
∫
d2xεij∂iA˜j
=
∫
d2xεij(D˜iz)∗(D˜jz). (15)
The last relation along with a simple observation
0 6
∫
d2x
1
2
|(D˜i ± iεijD˜j)z|2
=
∫
d2x
[
(D˜jz)∗(D˜jz)± iεij(D˜iz)∗(D˜jz)
]
, (16)
leads to the Bogomol’nyi inequality
H > 2pi|q|, (17)
which gives the lower energy bound for each topological
sector. The inequality is saturated with ±q > 0 when
one of the self-duality conditions 0 = (D˜i ± iεijD˜j)z is
satisfied, where the plus and the minus signs correspond
to the self-dual and anti-self-dual solitons, respectively.
Hereafter, we just refer them as the solitons (q > 0) and
anti-solitons (q < 0). The use of the stereographic coor-
dinate for n denoted by w = zz1 , further reduces these
conditions to the CR relation1
0 = ∂iw ± iεij∂jw, (18)
and soliton configurations can be constructed34 from the
holomorphic function in the complex coordinate z = x1+
ix2. With the standard basis u = (1, 0) and v = (0, 1),
a charge q > 0 soliton configuration may be constructed
as
w = u+ vW (z), W (z) =
q∏
j=1
(z − zˆj)
`j
, (19)
where {zˆj , `j} ∈ C2 are the center position and the size-
parameter of each soliton, respectively. For more general
form, see the remark at the end of this subsection. One
can use (18) in (13) to obtain the effective gauge field
A˜j =
i
2|w|2 (w
∗ · ∂jw −w · ∂jw∗)
=± 1
2
εjk∂k ln |w|2, (20)
and evaluate the corresponding magnetic field that ap-
pears in the magnon Hamiltonian (9):
B3 ≡ 1
2
εijFij = 2εij∂iA˜j , (21)
4where the factor 2 in (14) is taken into account. As the
magnetic field in 2+1d has only one component, the for-
mal subscript 3 is temporarily introduced just to remind
us that its sign depends on the sign of q; our convention,
B3 < 0 (B3 > 0) for the solitons q > 0 (anti-solitons
q < 0), is the same as that used in Ref. 16 (which is op-
posite to Ref. 35). In order to construct anti-soliton con-
figurations, one may use functions of an anti-holomorphic
variable z¯ = x1 − ix2 instead of z in (19).
It is convenient to introduce the derivatives with re-
spect to the complex coordinates z and z¯ defined re-
spectively by ∂ = ∂z =
1
2 (∂x1 − i∂x2) and ∂¯ = ∂z¯ =
1
2 (∂x1 + i∂x2), with which the CR relation (18) simplifies
to ∂¯W = 0 for q > 0 (or ∂W = 0 for q < 0). This also
means a configuration derived from (19) with a function
W (z, z¯) which depends on both z and z¯ does not saturate
the Bogomol’nyi inequality. In particular, it is important
to recognize that a soliton-anti-soliton pair in the q = 0-
sector interacts even at classical level.
By contrast, we are interested in purely quantum in-
teraction; this may be extracted from the configurations
with |q| > 0 where the Bogomol’nyi inequality is satu-
rated so that either one of these CR relations holds. It
is our aim to study the possible quantum interaction in
the case where the classical interaction vanishes exactly.
Combining either one of the CR relations, (20) and (21)
then yields a useful expression
B3 = −ς 4∂W∂¯W
(1 +WW )2
, (22)
with ς = sign(q). This particular form with sign(q) is
also understood from a more general expression of the
topological charge density36 for W = W (z, z¯):
B3 = 4
|∂¯W |2 − |∂W |2
(1 +WW )2
, (23)
once one of the CR relations is used. For the purpose we
have just stated, however, it is enough to use (22) with
W = W (z) for q > 0 (or W = W (z¯) for q < 0).
More concretely, from (19) and (22), one has,
B3(x) = −ς 4λ
2
(λ2 + x21 + x
2
2)
2 , (24)
with a linear map W = z/λ representing a single soliton
of size `1 = λ at zˆ1 = 0+0i. With a quadratic polynomial
W = (z2 − d2)/`2, one has
B3(x) = −ς 16`
4(x21 + x
2
2)
(`4 + [(x1 − d)2 + x22][(x1 + d)2 + x22])2
,
(25)
with ` = `1 = `2 representing two solitons, one at zˆ1 =
d+ 0i and the other at zˆ2 = −d+ 0i each with the same
size λ defined as the positive root of λ(λ+2d) = `2. Note
that the shape of each soliton in (25) is not a disk, but
0.03
0.1
0.3
1
3
FIG. 1. The magnetic field strengths |B3(x)| in (25) for
2-solitons of the same size λ = 1 with various distances
d = 0, 1.5, 3, 4.5, 7. The region for each d with |B3(x)| < 0.03
is excluded. They are identical to the topological charge den-
sities of the optimal solitons that saturate the Bogomol’nyi
bound for q = 2. The density for d  λ is asymptotically a
superposition of two independent solitons in (24) each shifted
by ±d, while it is deformed as d decreases and becomes even-
tually the ring configuration in (26) with n = 2 at d = 0.
is deformed as it is optimized classically to saturate the
bound (17). This is plotted in FIG. 1 (see also FIG. 2,
where one may observe the shape of the Cassini ovals).
It is also of interest18,19 to consider a q = n soliton for
the concentric configuration zˆ1 = · · · = zˆn = 0 + 0i all
with the same size; this is realized by W = (z/λ)
n
, which
is a zero of order n. From this, one obtains16
B3(x) = −ς
4n2λ2n
(
x21 + x
2
2
)n−1(
λ2n + (x21 + x
2
2)
n)2 , (26)
which reduces to (24) at n = 1. For n > 1, this corre-
sponds to a ring configuration3 taking the maximum at
the radius r = λ
(
n−1
n+1
) 1
2n
. Also (26) at n = 2 is naturally
a coincidence limit d = 0 of the 2-soliton configuration
(25).
As a brief remark, the magnetic field may depend
on the relative orientations of the solitons. To see this
in 2-soliton case, note first that the topological degree
of the rational map W (z) = P (z)/Q(z) is given by
q = max[deg(P ),deg(Q)] if P (z) and Q(z) are two co-
prime polynomials. For q = 2 sector, the general config-
uration is thus given by W = (γ1z + γ2)/(z
2 + δz + ε)
with 4 complex parameters {γ1, γ2, δ, ε}. Since the over-
all phase of W does not change the magnetic field (22),
the effective dimension of the real parameter space is re-
duced by one. By fixing the center of mass of the two
solitons and aligning them along the real axis, one has
δ = 0 and ε ∈ R<0. We consider the symmetric case
5where the two solitons have the same size; this further
reduces the dimension by one. Such a 2-soliton configura-
tion is then specified by 3 real parameters. A convenient
representation may be
W (z) =
(
γ0
z − d + e
iθ γ0
z + d
)
, (27)
with {γ0, θ, d} ∈ R3, where γ0 = `2/(2d) with `2 =
λ(λ+2d) is the size parameter, and 2d is the distance be-
tween the solitons. The magnetic field for various phase
angle θ is plotted in FIG. 2. The quantum interaction
at short-range (d ∼ λ) may be modified by the variation
of the angle θ; this may be related to the stability angle
θ = θ∗ with which the 2-solitons becomes the most sta-
ble. On the other hand, the long-range interaction at the
leading orders in λ/d remains the same in the analysis
in Section IV. Therefore, in this paper, we concentrate
on the case with θ = pi, where the analytic expression in
the polar-coordinates simplifies by symmetry. This cor-
responds to the oppositely aligned configuration given by
the magnetic field (25) plotted in FIG. 2-(c).
C. The charge that couples magnon to soliton
In the 2d quadratic Hamiltonian (9), there is a sym-
metry between the soliton sectors (q > 0) and the anti-
soliton sectors (q < 0). This follows from the fact that
the overall ± sign of the last term in (9) and the sign of
the field strength B3 = F12 have the same origin. Thus,
the Hamiltonian (9) take the following form
H2 = |(∂j + ieAj)ϕ|2 − e|B3||ϕ|2, (28)
which depends on the absolute value |B3|.
The charge e > 0 just introduced in (28) can be
thought of as an effective charge that couples the magnon
and the magnetic field induced by the soliton configura-
tion. In the classical analysis based on the O(3) model,
one has charge e = 1 as we do in (9).
To avoid possible confusions, it is important to note
that one would have charge two (e˜ = 2) if one had used
the CP1 gauge field A˜j in (28) instead of the O(3) gauge
field Aj . The ratio e˜/e = 2 would be understood from
(14) due to the vector-spinor relation given by the Hopf
map ni = z
†σiz, or more globally from the ratio between
the natural units of the total flux, Vol(S2) in (11) and
Vol(S1) in (15).
It is important to realize that the straight-forward clas-
sical analysis37 of the energy (1) leads to only single
charge e. It is, however, instructive to further generalize
(28) by introducing a redundant parameter κ. Hereafter
we also write B = B3 > 0 instead of |B3| for simplic-
ity; one may study the case with q < 0 without loss of
generality. This leads to the magnon-soliton coupling
H2 = |(∂j + ieAj)ϕ|2 − κeB|ϕ|2. (29)
In Section II D, we discuss how to deal with this coupling
in view of the resemblance to that in the non-relativistic
limit of the QED.
We find the right choice κ = 1 significantly simplifies
the quantum analysis. In order to backup the main com-
putation in III C, this aspect is emphasized in Section II D
and more concretely in Section III D. A practical reader
could directly go to Section III A just by keeping in mind
that the geometric derivation has lead us to e = 1 and
κ = 1 as in (9).
As a technical remark, the form of the magnon-soliton
coupling in (29) with e = κ = 1 is essentially known in
the first quantized picture, namely, in the context of sin-
gle magnon scattering off the soliton18, where our second
term −κeB|ϕ|2 exactly corresponds to the potential V
for a magnon in Eq. (3a) of Ref. 18. In a special cir-
cumstances, it is known that the magnon scattering may
be treated in an AB-scattering approximation where this
potential term is omitted38; this corresponds to κ = 0. It
is, however, worth emphasizing that this term could play
an important role in general as shown in Section III D.
D. Relation to the scalar/spinor QED and the
non-relativistic limit: the Pauli Hamiltonian
The 2d Hamiltonian (29) is closely related to the
fermionic functional determinant since the squared Dirac
operator in 2d is given by
/D
2
= (∂j + ieAj)
2
+
e
2
σ3εijFij , (30)
where the spinor components are distinguished by σ3 =
diag(1,−1). This analogy leads us to take the strategy
in Section III as follows.
The effective action which arises from /D for various d,
namely, that of the spinor QED (including the standard
QED3+1) in an external field can be computed by the
worldline formalism26–28, where the first quantized pic-
ture of the spinor particle is realized by introducing aux-
iliary Grassmann coordinates. In contrast, we note that
the Hamiltonian (29) has no such spinor components; a
projection to the state by the rule σ3 → sign(F12) would
be necessary to relate them. For this reason, we adopt
the worldline formalism for the spinless particle (scalar
QED) as a basis of the computation.
In such contexts, the effective action is closely linked to
a certain non-relativistic one-particle Hamiltonian. For
instance, the QED3+1 effective action in a uniform mag-
netic field is essentially determined39 from the eigenval-
ues of the following type: E = E + En,± with
E = p
2
⊥
2m
, En,± =
eB
m
(
n+
1
2
± κ
2
)
, (31)
where p2⊥ = −p20 + p2z is the squared momentum trans-
verse to the cyclotron plane. One would recognize a 3+1d
version of the Landau levels in (31), which generalize the
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FIG. 2. The magnetic field strength |B3(x)| for 2-solitons of the same size λ = 1 each located at d = 3 apart from the origin
with various phase angles (a) θ = 0, (b) θ = 3pi/5, (c) θ = pi, given by (22) and (27), which also equals to the topological charge
density that saturates the Bogomol’nyi bound. Classically, there are no forces between the solitons as they are optimized.
levels in the Pauli Hamiltonian for a non-relativistic spin-
1/2 particle:
Hˆ =
(p− eA)2
2m
− µσ ·B, µ = κ e
2m
, (32)
in a uniform magnetic field, with which one has just
p2⊥ = p
2
z. One recognizes that the redundant parameter κ
is the half of the gyromagnetic ratio in the magnetic mo-
ment µ. Were it not for the radiative corrections, one has
exactly κ = 1, leading to the N = 2 supersymmetry40
manifested in the twice degenerate levels41,42 above the
isolated lowest Landau level E0,−. The level spacing at
κ = 1 indeed simplifies our results as corroborated in
Section III D.
The spinor QED effective action derived from (30) cor-
responds to κ = 1, while the scalar QED effective action
corresponds to κ = 0. According to (9) and (28), the
soliton-magnon system corresponds to the minus branch
En,− of the levels (31) at κ = 1. In a sense, the soliton-
magnon system may be seen as a deformation of the
scalar QED exactly up to the point where it resembles a
half of the spinor QED. This connection is corroborated
by evaluating the spectral zeta function for general κ in
Section III D, where the effective action for the constant
magnetic field case is derived as an independent check of
the derivative expansion obtained Section III C.
III. QUANTUM INTERACTION FROM THE
WORLDLINE EFFECTIVE ACTION
A. Quantum fluctuation around the static solitons
We consider 2d isotropic spin-S antiferromagnets de-
scribed by the quantum HamiltonianH = J
∑
〈ij〉 Si · Sj ,
where J > 0 is the exchange coupling and the sum is
over the nearest-neighbor spins. At low temperatures,
the long wavelength physics is described by the Ne´el sub-
lattice magnetization denoted by a unit vector n obey-
ing the action, closely related to (1), of the 2+1d O(3)
non-linear sigma model augmented by the Berry-phase
term43,44
S =SB +
∫ T
0
dt
∫
d2x
ρs
2
[
(∂0n)
2 − (∂jn)2
]
, (33)
where ρs is the spin stiffness and ∂0 = c
−1
s ∂t is defined
along with the spin-wave velocity cs. Their bare values
are given by ρs = JS
2/~ and cs = 2
√
2JSa/~ with the
lattice constant a. Hereafter, for the time being, we set
ρs = 1/2 and cs = ~ = 1. The term SB unspecified here
is omitted below as it vanishes for the simplest cases in
antiferromagnets. For instance, on a square lattice, the
contributions of SB from two sublattices cancels out with
each other, because of the alternating nature of the Ne´el
state, for smooth configuration of n, which is relevant for
our problem.
Note that even if we assume a smooth spin configu-
ration, it is not obvious that the Berry phase can be
omitted for the fluctuation as it may be “very rough”
on the lattice. This is not an issue if we can restrict
our path-integral to the local fluctuation, as we do, by
excluding the large fluctuation corresponding to the his-
tories that become singular in the continuum limit. Such
a restriction may be justified in the ordered phase since
the smooth histories of the configuration dominate over
the singular histories.
In a broader perspective, a singular histories n(t, x)
arising from the fluctuation in 2+1d space-time known
as a hedgehog may describe a tunneling event between
different topological sectors and may contribute non-
trivially in the path-integral via the Berry phase43,45.
Here we are, however, interested in possible quantum in-
teractions in the solitons of size much larger than the
lattice spacing a with a fixed topological charge q by fo-
cusing on the ordered phase. The path-integral is then
dominated by smooth histories of n(t, x), for which the
Berry-phase term can be ignored43,44,46–48 although it
could be important in the disordered phase4549, which is
beyond the scope of this paper.
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the static soliton configurations satisfying ∂0ns = 0. Us-
ing (5) and (29), the quadratic Lagrangian would then
be given by
L =∂0ϕ∗∂0ϕ−H2 −m2|ϕ|2
= |Dµϕ|2 + (κeB −m2) |ϕ|2 , (34)
with the covariant derivativeDµ = ∂µ+ieAµ and the van-
ishing time component A0 = 0. The effective magnetic
field B = |F12| along with the gauge field Ai (i = 1, 2)
is induced by the solitons saturating the Bogomol’nyi in-
equality, and correspond to (24) or (25) for instance. Al-
though (34) has three parameters {e, κ,m}, one should
eventually take e = κ = 1 as in (9) and take the limit
m → 0 so that the action reduces to (33) describing the
massless spin wave above the ordered state44 once the
effective magnetic field due to the background solitons is
turned off; as is well-known, this massless property could
be traced back to the existence of the degenerate spin
configurations in the trivial sector q = 0.
Adding up the fluctuations around the solitons for the
non-trivial topological sector (|q| > 0), in principle, needs
some reflections on the path-integral measure (and the
resulting functional determinant) since there are zero-
modes associated with the flat-directions, as we now see,
which do not affect the quantum physics of the solitons
though. These flat directions form the moduli (parame-
ter) space of solitons due to the exact degeneracy of the
classical energies of the soliton configurations saturat-
ing the Bogomol’nyi inequality. In our case, the moduli
space is 4q-dimensional in real coordinates3. For one soli-
ton (|q| = 1), we have two freedoms for the positions and
the other two for the sizes and the phases, which corre-
spond to the zero-energy magnon fluctuations18 associ-
ated with the translational, dilatational (if the inequality
is saturated), and rotational symmetry of the soliton, or
equivalently, the magnetic skyrmion.
To deal with such flat directions, which introduce ap-
parent divergences in the Gaussian integral, one may use
the collective coordinates method50,51, developed as the
Fadeev-Popov procedure for fixing the soliton configura-
tions to one particular point in the moduli space. The
integration over the zero modes is then transformed into
an integration over the collective coordinates; in the par-
tition function Z, this would yield the Jacobian factor
proportional to the norm J` ∝
(∫
d2x |n′s;`|2
)1/2
for the
unnormalized zero eigenmode n′s;` obtained as the deriva-
tive of the soliton solution in the `-th flat direction. For
translational modes, it is the square root of the classical
energy, which is independent of the choice of the mod-
uli (of the center of the solitons, in particular). The net
factor thus only gives rise to an unimportant offset to
the effective potential, which has no effect on the soli-
tons in this setting. Thus, we hereafter fix the soliton
configurations and omit the zero modes; in practice, one
should replace the functional determinant detX of the
quadratic operator X by det′ X , a regularized infinite
product of all the eigenvalues but the zeros. In particu-
lar, the Gaussian integral just evaluated below is given
by tr lnX ≡ ln det′ X although the zero eigenvalues corre-
sponding to the original flat directions do not arise in the
following analysis as our derivative expansion is around
the constant field B.
B. Worldline formulation
Let us consider the correction to the vacuum energy
due to the magnon-soliton coupling (34) in the non-trivial
sectors. Since the partition function behaves as Z =
〈0|e−iHT |0〉 → e−iE0T for the late times T → ∞, the
effective potential can be obtained by V = − 1T Seff with
the definition Z = eiSeff . The partition function of the
magnon-soliton system is given by
Z =
∫
Dϕ ei
∫ T
0
dt
∫
d2x ϕ∗(−DµDµ+κeB−m2)ϕ, (35)
which yields after the Gaussian integral
−T V = −i lnZ = itr ln (−DµDµ + κeB −m2) . (36)
In order to obtain a tractable expansion, the key step is
writing this in the worldline formalism28
T V = i
∫ ∞
0
dT
T
eim
2T tr e−i(H+κeB)T (37)
where the proper-time length T of the magnon loop is
introduced using the identity
lnX/X0 =
∫ ∞
0
dT
T
(
e−i(X0−iε)T − e−i(X−iε)T
)
(38)
with X = H + κeB −m2 and H = −DµDµ = p20 − (p+
eA)2. The free theory contribution from X0 = −∂µ∂µ −
m2 is omitted below as it is not important. Then the
trace for one-particle, non-relativistic Hamiltonian H can
be evaluated as
tr e−i(H+κeB)T =
∫
x(0)=x(T )
DxDp ei
∫ T
0
ds (px˙−H−κeB)
= NT
∫
d2x¯ e−iκeB(x¯)T
∫
x¯=x(0)=x(T )
Dx ei
∫ T
0
dsL(x(s), x˙(s)) (39)
whereN is a normalization factor26 accounting the Gaus-
sian momentum path-integral
∫ Dp, and x¯ is a reference
point passed by the magnon loop. The Lagrangian is
given by
L (x, x˙) =
x˙2
4
+ eAµ(x)x˙
µ − κe (B(x)−B(x¯)) , (40)
where the subtraction of B(x) by a constant value B(x¯) is
due to the decomposition in (39), and does not affect the
equation of motion. This reduces to the Lagrangian for
the scalar QED particle if one turns off the last term by
8setting κ = 0. The effective action for κ = 0 is essentially
given in the worldline form (37) with (39) in Ref. 52, and
is also computed exactly by the onshell-action solved by
the equation of motion for a constant field case22,53.
The main problem is then an evaluation of the return
amplitude in (39)
〈x¯|U |x¯〉 ≡
∫
x¯=x(0)=x(T )
Dx ei
∫ T
0
ds L(x(s), x˙(s)), (41)
at a given proper-time loop length T . Here the evolution
operator U corresponding to (40) is introduced for the
notational convenience.
In the presence of an inhomogeneous field and a non-
zero coupling κ, the full effective action may be expanded
in powers of the derivatives of B. To develop such an
expansion, the most natural thing is to expand Aµ(x)
and B(x) in (40) in terms of the displacement from a
reference point x¯. This can be done by using the standard
expansion54
Aµ(x¯+ x) =
∞∑
n=0
xλxν1 · · ·xνn
n!(n+ 2)
∂ν1 · · · ∂νnFλµ(x¯), (42)
in the Fock-Schwinger gauge along with the expansion
B(x¯+ x)−B(x¯) =
∞∑
n=1
xk1 · · ·xkn
n!
∂k1 · · · ∂knB(x¯). (43)
Then the return amplitude (41) can be evaluated with
the straightforward decomposition L = L0 + L1 with
L0 =
x˙20
4
− x˙
2
j
4
+
e
2
xiFij x˙j , (44)
L1 =exix˙j
∞∑
n=1
xk1 · · ·xkn
n!(n+ 2)
∂k1 · · · ∂knFij(x¯)
− κe
∞∑
n=1
xk1 · · ·xkn
n!
∂k1 · · · ∂knB(x¯), (45)
into the non-derivative terms L0 and the derivative terms
L1. Here only non-zero components Fij = Bεij of the
field strength are magnetic field; one has the zero electric
field F0j = 0 for the static soliton configurations.
According to (41), one may consider the magnon as
a usual charged particle in scalar QED as prescribed in
(44), except that it feels the inhomogeneity of the soliton
magnetic field as in (45). In order to obtain the lowest
order terms which contain at most two derivatives, it
is sufficient to further decompose the derivatives in (45)
into two parts, and to truncate each of them as
L1 =L10 + L11, (46)
L10 =
e
3
εijxix˙jxk∂kB +
e
8
εijxix˙jxkx`∂k∂`B, (47)
L11 =− κe xj∂jB − κe
2
xjx`∂j∂`B, (48)
where L10 contains an inhomogeneity correction to the
magnon AB-scattering due to the long-range soliton
gauge field Aµ(x), and L11 takes account the variation
of the magnetic field B(x), which acts like an on-site
potential obstruction to the magnon. For the interplay
between eAµ(x) and −κeB(x), see the last paragraph
of Section III D. In our worldline view, it is essential to
include the quantum phase from the both terms.
C. The derivative expansion for the soliton
Casimir energy
Let us denote the partial evolution operator for the
homogeneous (constant field) problem by Uc = e
−iHcT
for the (pseudo-)Hamiltonian Hc = p
2
0 − (p + eA)2 with
Aµ(x) =
1
2 (xλ − x¯λ)Fλµ(x¯), which is the n = 0 term in
(42). This corresponds to the Lagrangian L0 in (44) for
the constant field. Then the return amplitude in (41)
may be written as
〈x¯|U |x¯〉 = 〈x¯|Uc|x¯〉 · Ξ, (49)
Ξ =〈eiL1〉 = 1 + i
∫ T
0
ds〈L1(s)〉
− 1
2
∫ T
0
∫ T
0
ds1ds2〈L1(s1)L1(s2)〉+ · · · , (50)
where the expectation values are with respect to the
motion22,25 along the proper-time loop determined from
L0 in (44). The first term in the derivative expansion
can be obtained from (39) using the known result55 (the
normalization is fixed by considering the T → 0− limit23)
N〈x|Uc|x〉 = e
−pii/4
(4piT )3/2
ieBT
sh ieBT
(51)
by setting Ξ = 1 in (50). This yields
Vc =i
∫ ∞
0
dT
T
∫
d2x¯e−i(κeB−m
2)TN〈x¯|Uc|x¯〉
=− α
∫
d2x
(
eB
4pi
)3/2
, α =
∫ ∞
0
dw w−
3
2
e−νw
sh w
, (52)
where the combination κeB−m2 is to be associated with
an infinitesimal imaginary part −iε in (38), and the in-
tegration path is rotated accordingly so that effectively
a new variable w = ieBT is used. We use the following
value for the exponent
ν = κ− m
2
eB
→ 1, (53)
in the limit of physical interest, where the magnon mass
m vanishes. The exact value of α is given shortly in (63)
along with the next coefficient β.
In order to compute the effect of the inhomogeneity
as in (47)-(50), one needs to evaluate the expectation
values of the fields xi(s) and x˙i(s) (i = 1, 2) originating
from the magnon spatial coordinates; this is a 0+1d field
theory (quantum mechanics) living on the proper-time
9loop, where the coordinates are dynamical variables. The
subsequent analysis is based on the propagator25
〈xi(s1)xj(s2)〉 = igij(s1, s2), (54)
(and its proper-time derivatives) determined by the on-
shell action solving the equation of motion from (44)
along the loop for the Dirichlet boundary conditions,
yielding
gij(s1, s2) = e
−eFs− ch eF (T − s+)− ch eF (T − |s−|)
eF sh eFT
(55)
with F = Fij = Bεij and s± = s1 ± s2. As summarized
in Appendix, the result is that one may effectively set Ξ
inside the proper-time integral as
Ξ =
(
1 +
∂2B
(eB)2
C2 + (∂B)
2
(eB)3
C3
)
, (56)
where C2 and C3 are certain coefficients obtained as poly-
nomials in two variables ξ = −iw = eBT and Y = cot ξ.
Using (49) and (56) in (39), one has the first two terms
of the derivative expansions
V = i
∫ ∞
0
dT
T
∫
d2x¯ e−i(κeB−m
2)TN〈x¯|Uc|x¯〉 · Ξ
= −
∫
d2x
(
eB
4pi
)3/2 [
α+
(∂jB)(∂jB)
eB3
β
]
, (57)
with the coefficients evaluated at s = − 12 of
α =
√
pi
2
Iνs (1) = 21−sΓ(s)ζ
(
s,
1 + ν
2
)
, (58)
β =
√
pi
2
e−2Iνs
(
eC2
2
+ C3
)
, (59)
where (58) is equivalent to (52). Note that both (58)
and (59) are order e0. Here we have introduced a linear
operator
Iνs′(P) =
√
2
pi
∫ ∞
0
dw
e−νwws
′−1
sh w
P, (60)
acting on the vector space spanned by polynomials P =
P(ξ, Y ). In Appendix, we systematically give the an-
alytic continuations of the proper-time integrals in the
exponent s using Is′ ≡ Iν=1s′ . A useful basis for P is
Rp = sh w
(
d
dw
)p
w
sh w
. (61)
The combination S = e2C2 + C3 in the argument in (59)
comes from (56) with the relation
∫
d2x(eB)−
1
2 (∂2B) =
e
2
∫
d2x (eB)−
3
2 (∂B)2, which follows from an integration
by parts assuming the surface term vanishes. As shown
in Appendix, this reads
S
e2
=
w
8
(R3 +R1) +
κ
2
[
R1
2
− wR2
]
+
κ2
4
wR1. (62)
Naturally, this reduces to the result for the 2+1d scalar
QED24,25 when κ = 0 is taken.
We now specialize to the soliton-magnon system at low
temperatures, where we have (m,κ) = (0, 1) with the
parameters (s, ν) = (− 12 , 1) of the physical interest as in
(53). The first coefficient in (58) is obtained as
α =23/2Γ
(
−1
2
)
ζ
(
−1
2
)
=
√
2
pi
ζ
(
3
2
)
, (63)
with the numerical value α ≈ 2.08437. For the second
coefficient in (59), the polynomial in (62) leads to
β =
8pi2ζ
(
1
2
)
+ 18piζ
(
3
2
)− 15ζ ( 52)
32
√
2pi3/2
, (64)
with the numerical value β ≈ 0.048807. One has then
the following small positive ratio
β
α
∼ 0.02341 · · · . (65)
The derivative correction due to β is shown to be about
9% of the whole quantum energy corrections in Section
IV B. Due to the remarkable property of the solitons sat-
isfying the Bogomol’nyi relations, this turns out to be
true for any multi-soliton configurations. This suggests
a special feature of the derivative expansion that no ad-
ditional small parameters be introduced by the details of
the configurations; the convergence of it is of the same
degree regardless of what configurations is considered.
Note that one has ν = κ for m2 = 0 in (53), which
is expected for the magnon. The result (58) for the co-
efficient α implies that the Casimir energy may change
its sign as one varies κ = 0 (the scalar QED) to κ = 1
(the magnon-soliton system) since ζ(s, 1)/ζ
(
s, 12
)
< 0 at
s = − 12 . Consequently, this suggests that the contribu-
tion to the quantum interaction from eAµ and that from
κeB, in a sense, compete with each other in (34). This
point can be checked more explicitly in another point of
view, the spectral zeta function as follows.
D. Spectral zeta function and the generalized
Landau levels
The purpose here is to compute the effective potential
for the constant magnetic field using the spectral prop-
erty for general values of κ, which serves as an indepen-
dent check of the first coefficient α in (58) and (63). This
also allows us to clearly show that the effective potential
changes its sign exactly one time between 0 < κ < 1.
A particularly useful view for the effective action comes
from the spectral zeta function by Hawking56 and from
related ideas for the QED by Dittrich57. This is a way
to define a functional determinant in the form
−tr lnK = ζ ′K(0) + · · · , (66)
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where K is some differential operator that governs the
quadratic scalar fluctuations by L = ϕ∗Kϕ such as that
in (30); “· · · ” includes some offset depending on the
renormalization scale, which is unimportant below. Let
us denote the eigenvalues of K by λn˜. The spectral zeta
function is then given by
ζK(s) =
∑
n˜
λ−sn˜ . (67)
This view is particularly suitable for analyzing the
problem in various dimensions, and works handily with
the Euclidean metric. As usual K is to be associated with
iε to make the path-integral convergent, corresponding to
the definite sense p0 = ip
E
0 of the Wick rotation of the in-
tegration path without hitting any poles. To vary dimen-
sions, one also needs to generalize the last term in (30)
to e2σ
µνFµν with σ
µν = i2 [γ
µ, γν ] being the commuta-
tor of the gamma matrices. For simplicity, we start with
the squared Dirac operator K = − /D2 for d-dimensional
Euclidean massless QED in a uniform magnetic field.
Note now that the label n˜ of λn˜ is, in general, a set
of both discrete (e.g. n in (31)) and continuous (e.g.
momentum pz) labels. Therefore, one has schematically∑
n˜ • =
∑̂∫̂ •, where ∑̂ and ∫̂ are respectively a certain
summation and integrals specified in the following. One
has the eigenvalues3958 of the form λn˜ = p
2 + 2mEn,±,
which reads
λEn˜ = (p
E
0 )
2 + p21 + · · ·+ p2d−3 + 2eB
[
n+
1± κ
2
]
. (68)
To count the multiplicities of the eigenvalues, consider
the QED in a box of volume Ld. Each Landau level
has the multiplicity given by the number of the flux
quanta BL2/ (2pi/e) on the slab of area L2. Then, the
summation
∑
n˜ may be decomposed into a discrete sum∑̂ ≡ ( eBL22pi )∑n,± and momentum integrations trans-
verse to the cyclotron plane
∫̂ ≡ ( L2pi )d−2 ∫ dpE0 · · · dpd−3.
Starting by setting A2 ≡ λEn˜ , each of such d− 2 integra-
tions may be performed iteratively with∫ ∞
−∞
dp (A2 + p2)−s = (A2)−s+
1
2
Γ
(
1
2
)
Γ
(
s− 12
)
Γ (s)
, (69)
resulting in an increment of the exponent s 7→ s− 12 until
A2 reduces to 2eB[n+(1±κ)/2]. For the soliton-magnon
system, we only need the minus branch of (68); see the
last paragraph of Section II. We denote the corresponding
operator by K−. The remaining sum over n yields
ζK−(s)
Ld
=
(2eB)
d
2−sζ
(
s− d−22 , 1−κ2
)
2(2pi)d−1
pi
d−2
2 Γ
(
s− d−22
)
Γ (s)
,
(70)
where the Hurwitz zeta function ζ(s, x) is defined as an
analytic continuation of the series
∑∞
n=0(n+x)
−s. Since
the only singular factor around s = 0 is Γ(s) = s−1 +
O(1), it is easy to evaluate the first derivative in (66).
By setting the physical values (d, κ) = (3, 1), this yields
ζ ′K−(0) = −tr lnK− ∼
(eB)
3
2 ζ
(− 12 , 0)Γ (− 12)
2
√
2pi3/2
L3. (71)
Now the overall sign of the effective potential V is the
minus of (71); this may be seen by the Wick rotating
back, where the Minkowski zeta function ζM,K−(s) =
iζK−(s) (see below (67) for the sense) is naturally de-
fined by replacing
∫∞
−∞ dp
E
0 in ζK−(s) by
∫∞
−∞ dp0. Note
that we have introduced the effective action in the form
V ∝ i lnZ = −itr lnK− in (36). This leads to V ∝
iζ ′M,K−(0) = −ζ ′K−(0). Therefore, the first coefficient α
in (63) in the derivative expansion (57) is exactly repro-
duced.
It is remarkable in (70) that the κ-dependence is solely
absorbed into the argument of the Hurwitz zeta function.
Since ζ (s, 1) = ζ (s, 0) = ζ(s), the choice within κ = ±1
does not change the result at this level59. Thus, we have
a spectral flow n + 12 → n in the eigenvalues En,− from
the scalar QED (κ = 0) to the soliton-magnon system
(κ = 1), which changes the effective action continuously.
Note that to study the massless scalar QED24,25,
one can simply replace the factor ζ
(− 12 , 0) in (71) by
ζ
(− 12 , 12). These factors have opposite signs since they
are related by the following identity:
ζ
(
s˜,
1
2
)
= (2s˜ − 1)ζ (s˜) . (72)
Since the argument is s˜ = −(d − 2)/2 as seen from (70)
as s→ 0, this sign flip occurs whenever for d > 2 as one
deforms the theory (34) from κ = 0 to κ = 1.
The upshot is an inclusion of κeB|ϕ|2 (denoted below
by the subscript “P”: the Pauli term) in (34) on top of
|Dµϕ|2 in the scalar QED changes the sign of the Casimir
energy. This is, in a sense, analogous to the interplay
between the Landau diamagnetism (χD) and the Pauli
paramagnetism (χP ) in the magnetic susceptibility of free
electron gas60, where χP turns out to be dominant due
to the celebrated ratio χD : χP = 1 : −3. In fact, the
relation between the Hurwitz zeta functions (72) reads
V QED“D” = (2
−1/2 − 1)V soliton“D+P”, (73)
where V QED“D” and V
soliton
“D+P” respectively stand for the ef-
fective potential (the Casimir energy) in the system (34)
with κ = 0 and κ = 1 in the presence of the constant
magnetic field B.
As a technical remark, one may wonder whether with
some further refinement of the computation in this sub-
section by using the heat kernel approach, for instance,
one could reproduce the next-order coefficient β in (64)
as well. A known example in QED (κ = 0) suggests,
however, that the heat kernel expansion61 works for the
weak field case |eB|  m2, but not in the massless limit
m → 0. Currently, the worldline formalism adopted in
Section III C is therefore the only method that allows us
to obtain the coefficient (64) for the derivative term.
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IV. QUANTUM INTERACTIONS OF SOLITONS
A. One soliton and a concentric soliton rings for an
arbitrary q
The general formula (57) can be used to compute the
quantum correction to the energy in the presence of soli-
tons. Let us take the simplest case, where q of the soli-
tons of size λ forms a concentric ring configurations, for
which the magnon scattering off the soliton have been
studied17–19. We therefore consider the magnetic field
(26) as a function of the distance r from the center:
B(r) =
4q2λ2qr2q−2
(λ2q + r2q)
2 . (74)
If this is integrated over the whole plane as in (11), by
construction, the topological invariant, namely, the wrap-
ping number times Vol(S2) = 4pi should appear∫ ∞
0
2pirdr B(r) = 4piq. (75)
Importantly, due to (15) and (14), this is exactly the
double of the classical energy bound in (17), which is
scale-invariant and has no λ-dependence.
The quantum energy correction (57), on the other
hand, may be evaluated from the following basic blocks∫ ∞
0
2pirdr B(r)3/2 =
f(q)
λ
, (76)∫ ∞
0
2pirdr
(∂rB(r))
2
B(r)3/2
=
4f(q)
λ
, (77)
where the non-linear dependence on q is given by
f(q) =
pi2
(
q2 − 1)
cos (pi/2q)
, (78)
which has a simple 1-soliton value limq→1 f(q) = 4pi and
the asymptotic behavior f(q) = pi2q2 + pi
4
8 −pi2 +O(q−2)
as q →∞. The effective potential (57) in the case of one
soliton becomes a function of size
Vq(λ) =− σf(q)
λ
, (79)
with a positive coefficient σ, via (63) and (64), yielding
σ =
α+ 4β
(4pi)
3
2
=
8pi2ζ
(
1
2
)
+ 34piζ
(
3
2
)− 15ζ ( 52)
64
√
2pi3
, (80)
with the numerical value σ ≈ 0.05117. Without the
derivative correction, the result decreases by 9% and σ =
ζ
(
3
2
)
/(4
√
2pi2) ≈ 0.04679. The classically stable soliton,
which may have any size λ, now acquires the Casimir
energy that depends on λ. Such phenomenon is also re-
ferred to as the breaking of the conformal invariance17–19
in the original O(3) model.
Using the general result (78) in (79) with (80), we ob-
tain the Casimir energy for q = 1 and q = 2 cases, yield-
ing
V1 ≈ −0.643
λ
, V2 ≈ −2.14
λ
. (81)
This could be compared with the result computed using a
generalization of the DHN formula15,16 by evaluating the
scattering phase shifts numerically19. The corresponding
result62 (i.e. Eq. (32) of Ref. 19) reads
Ecas1 ≈ −
0.5
λ
, Ecas2 ≈ −
1.7
λ
, (82)
by correctly identifying the parameter Rn to our size
parameter λ in (26). According to (81) and (82), the
sign and the qualitative 1/λ-behavior agrees with each
other. The relative ratios V2/V1 =
3pi
2
√
2
≈ 3.33 and
Ecas2 /E
cas
1 ≈ 3.4 also agrees, while the normalization used
in Ref. 19 seems to differ by factor of
√
2 from that of us
due to the convention used in the spin stiffness.
Instead of dwelling further on the numerical compar-
ison, we here multiply (81) by ~cs and restore ~ and
the (bare) spin wave velocity cs given below (33). This
yields an energy scale V1(λ) ∼ −1.8JSa/λ. According
to (17) and (33), the classical energy gap Eg is given
by Eg = 4pi~ρs ∼ 4piJS2 between the nearest-neighbor
topological sectors. It is also possible to observe that the
quantum correction V1 never exceeds the gap Eg unless
λ < a for the atomic spin S ≥ 12 . As the soliton size λ
should at least span several multiples of a, one usually
expects |V1|  Eg. On the other hand, the smoothness
assumption used in (33) can not be expected to hold all
the way to the regime λ . a.
Our result as well as the previous studies18,19 sug-
gests, in particular, that single-soliton of size λ  a
becomes unstable and starts to shrink. As discussed in
ferromagnets18, if the soliton shrinks eventually to the
lattice spacing a, it may evaporate and a quantum in-
crement (or a reduction) of the topological charge e.g.
q = n→ q = n±1 could happen. For an isolated soliton,
this process should look like a hedgehog configuration43
of spin directions in 2+1d space-time picture. We note,
however, that our assumption of the smooth configu-
ration used in (33) should break down before reaching
λ ∼ a as argued above.
B. The Bogomol’nyi relation implies a
proportionality relation between the first two terms
To obtain the Casimir energy for multi-solitons, it
turns out to be much simpler computing V in (57) than
solving a magnon scattering problem, which is necessary
in the DHN framework, each time for each given a soliton-
configuration. By evaluating the derivative expansion
(57) for various magnetic field configuration induced from
the solitons, one should notice that the first two terms,
12∫
d2x B3/2 and
∫
d2x (B−3/2∂jB∂jB), are proportional
to each other. The simplest example of this phenomena
has appeared already in (76) and (77), where the com-
mon dependence f(q) appears in the numerators of the
both terms. Actually, such a remarkable relation holds
for any configurations of multi-solitons as long as they
saturate the Bogomol’nyi inequality. This can be shown
generally in a short paragraph as follows.
By virtue of the CR relation 0 = ∂¯W = ∂W¯ in (18),
we find the magnetic field (22) satisfies a non-linear dif-
ferential equation
B∂¯∂B = ∂¯B∂B − 2B3, (83)
when the Bogomol’nyi relation holds. One can then use
this local relation to show the global non-trivial relation∫
d2x
∂¯B∂B
B3/2
= 4
∫
d2x B3/2. (84)
by an integration by parts, in which we assume the sur-
face term vanishes for generic cases. This completes the
proof of the claim.
Consequently, one has to only compute the integral
V = −σ
∫
d2x B(x)3/2 (85)
with the single coefficient σ in (80). This formula takes
account the fact that the second term with derivatives in
(57) always gives ∼ 9.366%-corrections to the first term
without derivatives for any BPS-soliton configurations.
Some remarks on the higher-order derivative terms are
in order. In view of the derivative expansion, we have
shown that the BPS soliton configuration has a rather
remarkable property that the derivative correction is pro-
portional to the main term. It is then tempting to con-
sider the same is true for the terms with more derivatives,
which means the convergence of the expansions after re-
summation is not controlled by the slow variation of B
but by the coefficients themselves. Although a standard
dimensional analysis restricts the forms of the higher
terms, the coefficients of the terms with more than two
derivatives have never been computed even in the best
studied case of the QED for generic field configurations.
Working out further coefficients is thus not simple task; it
would be still interesting to pursue a possible relation be-
tween this general phenomena and the exactly solvable,
inhomogeneous field configurations of the QED63, where
the derivative expansions is computed for an arbitrary
higher order in the derivatives.
Geometrically, the effective magnetic field B may be
interpreted as a conformal factor64 for the metric induced
by the meromorphic function W (z) (satisfying ∂¯W = 0
except at simple poles). Indeed, by substituting B = eφ
in (83), one gets the Liouville equation ∂¯∂φ = −2eφ for a
positive constant curvature surface65, whose general so-
lution is given by (22). In this view, B is proportional
to the area element, and (11) is the Gauss-Bonnet for-
mula. It is then an interesting open question whether
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FIG. 3. The quantum interaction potential V (λ, d) for two
static solitons of size λ subtracted by the self-energy 2V1(λ)
with a separation 2d (solid with markers). An attractive well
of depth ≈ −16.7 lies at d = 0 for the relative orientation
θ = pi. The short-range interaction depends on θ (see FIG.
2), while the long-range one (89) is universal. The leading
repulsive 1/d-law (dashed) and the next order (dash-dotted).
one can give a meaning to the quantum invariants con-
structed from the global relations like (84) or its higher
generalizations, as they essentially involve
√
B.
C. The quantum interaction potential for 2-solitons
The Casimir energy for multi-solitons had remained
more non-trivial to be evaluated. The quantum 2-soliton
potential was first evaluated in the DHN framework with
the Born approximation17, the use of which was later crit-
icized by the same framework but with numerics19. Ref.
19 was, however, not able to discuss more than 1-soliton
configurations. Our derivative expansion (57) could offer
more flexible method to work with multi-solitons as long
as they satisfy the Bogomol’nyi relation.
For 2-solitons of the same size λ with a distance 2d
apart, one can apply (85) for the magnetic field obtained
in (25). In a polar coordinate, this leads to
V (λ, d) = −σ
∫ ∞
0
rdr
∫ 2pi
0
dθ
64r3`6
(a+ b cos 2θ)3
, (86)
with a = `4 + d4 + r4, b = 2d2r2, and `2 = λ(2d +
λ). One can start with performing either r- or θ-integral
analytically. Here the latter is done by the formula,
∫ 2pi
0
dθ
(a+ b cos 2θ)n+1
=
2piPn
(
a√
a2−b2
)
(a2 − b2)n+12
, (87)
for n = 2 with the Legendre polynomial P2(x) =
3x2−1
2 ,
which results in a general expression
V (λ, d) = −σ
∫ ∞
0
dr
64pir4`6
(
2a2 + b2
)
(a2 − b2)5/2
. (88)
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For large d, it is easy to notice the integrand is local-
ized around the region |r − d| = O(λ) with a power-law
tail ∼ |r − d|−5. A careful expansion then leads to the
asymptotic behavior
V (λ, d) = −σ 8pi
λ
[
1− λ
2d
+
λ2
2d2
+O
(
λ3
d3
)]
, (89)
as d → ∞. The first term is naturally 2V1(λ), where
V1(λ) is the Casimir energy (79) for an isolated q = 1
soliton obtained from f(1) = 4pi. If this self-energy is
subtracted, what remains is an interaction energy shown
in FIG. 3. According to (89), this is a universal repulsive
1/d-potential, which does not depend on the soliton size
at the leading order.
On the other hand, one obtains the expansion
V (λ, d) = −σ 3
√
2pi2
λ
[
1− d
λ
+
3d2
2λ2
+O
(
d3
λ3
)]
. (90)
for small d  λ. Note that here we restrict the anal-
ysis to the case θ = pi in FIG. 2-(c). The higher-
order terms are alternating and not useful to grasp a
global profile at least without some elaborate resumma-
tion techniques. The first term is the energy V2(λ) of
the overlapped q = 2 solitons with f(2) = 3
√
2pi2. Since
f(2) − 2f(1) > 0, the interaction energy is negative at
d = 0 suggesting the potential has an attractive well of
Vint = −σpi(3
√
2pi − 8)/λ ≈ −16.7σ/λ. In general, the
convexity of (78) suggests that the static solitons local-
ized in a finite region (d . λ) become more stable when
they overlap despite their repulsive long-ranged interac-
tion for d  λ. The two limits of V (λ, d) are connected
smoothly with one maximum around d ≈ 3λ. This value
corresponds to the green-colored plane in Fig. 1, below
which the interaction may be attractive.
Among other things, a direct measurement of the ki-
netic energy gained by the universal repulsive force in
(89), which is independent of the size and of the orien-
tation, using recently developing ideas in the skyrmion
racetrack memory on a nanostripe would be interest-
ing. Below we give a sketch of the experimental set-
ting although it is too crude to perform as it is. For
instance, the last step of measuring tiny kinetic energy
seems to be missing; most of the current studies assume
the Dzyaloshinskii-Moriya interaction (DMI), which is
absent from (33), to stabilize the skyrmions. Such prob-
lems may be, however, overcome in near future given that
the skyrmion manipulation is rapidly developing field.
According to the micromagnetic simulation in Ref.
12, two antiferromagnetic skyrmions of the same size
λ ∼ 20 nm may be nucleated by injecting the spin-
polarized pulses of 0.1 ns in the middle of the antifer-
romagnetic nanostripe followed by a longer relaxation of
a few nanoseconds. With tiny (or without) DMI, this
would bring these skyrmions into nearly the BPS form in
the q = 2 sector. Remarkably, our solitons (antiferromag-
netic skyrmions in contrast to ferromagnetic ones) has a
great advantage that they can be moved in a straight
line without deflection by applying a current; this is due
to the mutual cancellation of the Magnus forces from
the two magnetic sublattices10–12,14. The current is used
to move the skyrmions, and then triangular notches of
zero saturation magnetization12 is used to pin both the
skyrmion centers at the designated distance 2d. After
turning off the current, the kinetic energy due to the ini-
tial acceleration is measured for various d & 3λ. We here
note two relevant energy scales again by multiplying ~cs:
the leading interaction energy Vint(d) ∼ 1.8JSa/d in (89)
and the energy barrier height Vmax(λ) ∼ 0.37JSa/λ be-
tween (89) and (90).
Qualitatively, the result that the solitons has a repul-
sive long-range potential with an attractive well agrees
with the previous result17. The independence of the
long-range potential on the relative orientation θ is also
shared by both our work and by Ref. 17. There are
also relatively minor quantitative differences; our 1/d-
law differs from the 1/d2-law17, in which (accordingly by
dimensional analysis) the potential depends on the sizes
of the solitons at the leading order. Such a discrepancy
is, however, not surprising; as pointed out in Ref. 18, the
Born approximation17 may not correctly account the AB-
scattering phase because of the long-range nature of the
topological-soliton gauge potential. A possibility is that
our worldline formulation yields the derivative expansion
(57) around the exact solution for the constant field22,23
and may be capable of accounting the long-range quan-
tum phase more appropriately.
V. CONCLUSION
We present a new quantitative approach to the quan-
tum interaction of the topological solitons1 (magnetic
skyrmions) in antiferromagnets based on the worldline
formulation26,28,52 of the QED in an external field22.
The Casimir energy for classically non-interacting soli-
tons that saturate the Bogomol’nyi bound arises in the
same way as the Maxwell Lagrangian gets the non-linear
interactions in the QED21; the solitons and the magnons
respectively play the role of the external magnetic field
and the massless scalar particles in QED.
We start with the standard Lagrangian (33) describ-
ing the magnon excitations in antiferromagnets in 2+1d.
This trivially contains the 2d classical non-linear sigma
model (1), which allows the topological soliton config-
uration. The crucial observation is that the energy (9)
quadratically expanded in the fluctuation around the soli-
tons essentially relates to the Pauli Hamiltonian (32),
which is the non-relativistic limit of the QED. Based on
these fact, we are led to derive the 2+1d relativistic field
theory (34) that governs the magnon-soliton coupling.
To obtain the quantum effective potential, the path-
integral is performed over the magnons in the two distinct
views, namely, the worldline formulation and the spectral
zeta function56,57 . In the worldline formulation, we ef-
fectively map the field theory (34) to the non-relativistic
14
Lagrangian (40) in the first quantization resulting in the
derivative expansion (57). In the spectral zeta function,
we similarly map (34) to the non-relativistic Hamiltonian
(32), which enables us to check the first term in (57).
Both maps are understood from the use of the proper-
time evolution along the worldline, namely in our case,
from the viewpoint from the single magnon itself; a non-
relativistic quantum mechanics may serve as an efficient
and non-perturbative description of the one-loop sector
of a relativistic QFT.
Extracting the quantum interaction of the solitons
from (57) could be, in principle, as complicated as solv-
ing the scattering problem necessary in the conventional
DHN framework15,16 for the soliton quantization17–19.
To our surprise, however, the analysis is significantly sim-
plified by the remarkable identity (84) due to the Bogo-
mol’nyi relation.
This enables us, for instance, to work out the insta-
bility of the concentric soliton ring configuration (79) or
the quantum effective potential (89) between two soli-
tons. We have shown, in particular, that the two solitons
of size λ with a separation d may attract with each other
when they overlap d . λ, but they repel by the univer-
sal 1/d-law when they are far apart d  λ. Although
the qualitative behaviors are similar to those17 obtained
in the DHN framework, our approach seems to be much
more flexible to handle various multi-soliton configura-
tions as long as they saturates the Bogomol’nyi bound.
It would be interesting to find whether some non-
abelian generalization of the “gauge theory in the ex-
ternal field” picture works for quantizing solitons in a
model with higher symmetries66,67 such as the SU(3) rel-
evant for the spin-1 cold atom whose continuum physics
is described by the CP2 model. A few extensions of this
work would be the analysis of the interaction between the
merons36, the three-body interaction of the solitons, or
the Casimir energy for a special soliton-of-solitons con-
figuration, where the corresponding magnetic field itself
becomes the soliton profile being localized in a strip of a
given width63, which would be relevant for the stability of
the skyrmion lattices against the quantum fluctuations.
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TABLE I. The form of the polynomials Rp and their values
when acted by the linear operator Is′(·) with s′ = ± 12 . A
simplified notation ζx ≡ ζ(x) is used in the row p = 3.
p Rp =
[
sh w
(
d
dw
)p w
sh w
]
w=iξ
I 1
2
(Rp) = I− 1
2
(wRp)
0 iξ 1
2
ζ
(
3
2
)
1 −ξY + 1 ζ ( 1
2
)
+ 1
2
ζ
(
3
2
)
2 −i [2ξY 2 − 2Y + ξ] −6 ζ (− 1
2
)
+2ζ
(
1
2
)
+ 1
2
ζ
(
3
2
)
3 6ξY 3 − 6Y 2 + 5ξY − 3 20ζ− 3
2
−18ζ− 1
2
+ 3ζ 1
2
+ 1
2
ζ 3
2
p Rp =
[
sh w
(
d
dw
)p w
sh w
]
w=iξ
I− 1
2
(Rp)
1 −ξY + 1 −12ζ (− 1
2
)
+2ζ
(
1
2
)
Appendix: Worldline perturbations: anatomies for
the derivative term coefficient β
The second order perturbation series Ξ in (50) can be
cast into the form (56) by performing integrations over
the proper-time along the magnon loop, which yields
(62). In this appendix, we outline somewhat technical
computations leading to (62). The longest part has been
done24,25 as given in (A.7), while the rests are relatively
simple as shown below.
At the first order in L1 = L10 + L11 in (46), one has,
A1 =i
∫ T
0
ds 〈L10(s)〉, (A.1)
B =i
∫ T
0
ds 〈L11(s)〉. (A.2)
At the second order, one has,
A2 =− 1
2
∫ T
0
∫ T
0
ds1ds2 〈L10(s1)L10(s2)〉, (A.3)
C =2 · −1
2
∫ T
0
∫ T
0
ds1ds2 〈L10(s1)L11(s2)〉, (A.4)
D =− 1
2
∫ T
0
∫ T
0
ds1ds2 〈L11(s1)L11(s2)〉. (A.5)
After dealing a bit with (A.1)-(A.5) using L10 and L11
in (47)-(48), one recognizes the following form,
A1 + B = ∂
2B
(eB)2
C2, A2 + C +D = (∂B)
2
(eB)3
C3. (A.6)
It is then handy to introduce the tilde coefficients by
A1 = A˜1(∂2B)/(eB)2, A2 = A˜2(∂B)2/(eB)3, and so on,
so that C2 = A˜1 + B˜ and C3 = A˜2 + C˜ + D˜.
Since A1 and A2 have been computed in the derivative
expansion of the 2+1d scalar QED effective action24,25,
we simply quote the following result:
eA˜1
2
+ A˜2 =e2 iξ
8
[
6ξY 3 − 6Y 2 + 4ξY − 2]
=
e2w
8
(R3 +R1), (A.7)
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where the simple form given in the last line is also known.
Here, R3 and R1 are the polynomials in the variables
ξ = −iw = eBT and Y = cot ξ defined in (61). Since
the other terms B˜, C˜, and D˜ can be also evaluated in
simple forms in R2 and R1, the polynomial forms Rp and
associated values after acting the linear operator Is′(Rp)
in (60) are listed in TABLE I. The definition (61) of Rp
is chosen such that the proper-time integral Is′(Rp) can
be evaluated systematically by integrations by parts.
Below, we use the propagator gk`(s1, s2) in (54) to eval-
uate B, C, and D. In the case of the pure magnetic field
F = Bεij , the index structure (55) can be isolated as
gk`(s1, s2)
g˜(s1, s2)
= (δk` cos eBs− − εk` sin eBs−) , (A.8)
with s− = s1 − s2 and a scalar g˜(s1, s2) given by
eBsξ g˜(s1, s2) = cos(ξ − |u−|)− cos(ξ − u+),
≡ G(u1, u2), (A.9)
where the propagator amplitude G(u1, u2), along with
the scaled proper-time un = eBsn (n = 1, 2) and u± =
u1 ± u2, is introduced. Hereafter, we use the symbols
sξ = sin ξ and cξ = cos ξ.
The remaining contribution B in (A.2), D in (A.5),
and C in (A.4) can now be evaluated via L10 and L11 in
(47)-(48) keeping the derivatives up to the second order,
and then using the propagator (54) with its explicit form
(A.8)-(A.9). The linear order term (A.2) yields,
B =i
(
−κe
2
)∫ T
0
ds 〈xk(s)x`(s)〉∂k∂`B
=
−iκe
2
∫ T
0
ds igk`(s, s)∂k∂`B
=
κe
2
∂2B
(eB)2sξ
∫ ξ
0
du G(u, u)
=
κe
2
∂2B
(eB)2
[ξY − 1] , (A.10)
where the computation is simplified since s− = u− =
0. By amputating the factor (∂2B)/(eB)2 in (A.6), one
obtains the corresponding tilde coefficient,
B˜ = −κe
2
R1, (A.11)
where we used R1 = −ξY + 1 from Table I.
Next, the diagonal term (A.5) yields,
D =−(−κe)
2
2
∫ T
0
∫ T
0
ds1ds2 〈xk(s1)x`(s2)〉(∂kB)(∂`B)
=
−(κe)2
2
∫ T
0
∫ T
0
ds1ds2 igk`(s1, s2)∂kB∂`B
=
(∂B)2
(eB)3
−i(κe)2
2sξ
∫ ξ
0
∫ ξ
0
dx1dx2 G(12) cosu12,
(A.12)
where the notation G(12) = G(u1, u2) is used. By the
amputation suggested in (A.6), one obtains,
D˜ =κ
2e2
4
(iξ) [−ξY + 1]
=
κ2e2
4
wR1. (A.13)
Similarly, the cross term (A.4) yields,
C = κe
2
3
∫ T
0
∫ T
0
ds1ds2 〈xi(s1)x˙j(s1)xk(s1)x`(s2)〉
× εij(∂kB)(∂`B). (A.14)
To make the contractions with the velocity field x˙(s)
along the magnon loop, one may use, for instance,
〈x˙j(s1)x`(s2)〉 = i dds1 gj`(s1, s2). By using (A.8)-(A.9)
with the scale transform sn → un and performing the
same amputation of the factor (∂B)2/(eB)3 as in D → D˜,
one obtains,
C˜ = −κe
2
3s2ξ
∫ ξ
0
∫ ξ
0
du1du2
(
4G(11)G(12) cosu−
+
[G(11)G(1˙2)− G(1˙1)G(12)] sinu−)
=
−κe2
3s2ξ
[
3ξ2c2ξ −
3ξ
2
cξsξ +
(
3ξ2
2
− 3
2
)
s2ξ
]
=
κe2
2
(R1 − wR2), (A.15)
where in the first line the notations G(1˙2) = ddu1G(u1, u2)
and G(1˙1) = limu0→u1 ddu0G(u0, u1) are used.
For convenience, we collect the results (A.7), (A.11),
(A.15), and (A.13) below:
eA˜1
2
+ A˜2 = e
2w
8
(R3 +R1),
eB˜
2
= −κe
2
4
R1,
C˜ = κe
2
2
(R1 − wR2), D˜ = κ
2e2
4
wR1 (A.16)
Substituting this result (A.16) in (A.6) completes the
evaluation of the combination S = e2C2 + C3 as given
in (62).
We are now able to evaluate the coefficient β for the
derivative term in (57) using the explicit form of the ar-
gument (62) of the linear operator Is′=− 12 (S) in (59). By
the integral transform definition of the operator (60), it
satisfies Is′+1(Rp) = Is′(wRp). We first use this prop-
16
erty to eliminate w and obtain,
√
2
pi
β =I− 12
(
w(R3 +R1)
8
+
κ(R1 − 2wR2)
4
+
κ2
4
wR1
)
=I+ 12
(
R3 +R1
8
− κ
2
R2 +
κ2R1
4
)
+
κ
4
I− 12 (R1)
=
1
8
(
20ζ−3
2
− 18ζ−1
2
+ 4ζ 1
2
+ ζ 3
2
)
− κ
2
(
−6ζ−1
2
+ 2ζ 1
2
+
ζ 3
2
2
)
+
κ2
4
(
ζ 1
2
+
ζ 3
2
2
)
+
κ
4
(
−12ζ−1
2
+ 2ζ 1
2
)
, (A.17)
where the shorthand notation ζx ≡ ζ(x) is used. In the
second line, we used the analytically continued values
listed in TABLE I.
For the quantum soliton physics, we may use κ = 1.
This further simplifies the above expression, and we ob-
tain the value as shown in (64):
β =
√
pi
2
10ζ
(−3
2
)− 9ζ (−12 )+ ζ ( 12)
4
=
8pi2ζ
(
1
2
)
+ 18piζ
(
3
2
)− 15ζ ( 52)
32
√
2pi3/2
, (A.18)
where the functional equation for the zeta function ζ(1−
s) = 2(2pi)−s cos(pis2 )Γ(s)ζ(s) is used for turning ζ(s)’s in
the first line into those with the positive arguments.
∗ Deceased 11 December 2016.
1 A. A. Belavin and A. M. Polyakov, “Metastable states of
two-dimensional isotropic ferromagnets,” JETP Lett. 22,
245 (1975).
2 R. S. Ward, “Slowly-moving lumps in the CP1 model in
(2+1) dimensions,” Phys. Lett. B 158, 424 (1985).
3 N. Manton and P. Sutcliffe, Topological solitons (Cam-
bridge University Press, 2004).
4 E. J. Weinberg, Classical solutions in quantum field theory:
Solitons and Instantons in High Energy Physics (Cam-
bridge University Press, 2012).
5 S. Mu¨hlbauer, B. Binz, F. Jonietz, C. Pfleiderer, A. Rosch,
A. Neubauer, R. Georgii, and P. Bo¨ni, “Skyrmion lattice
in a chiral magnet,” Science 323, 915 (2009).
6 T. Schulz, R. Ritz, A. Bauer, M. Halder, M. Wagner,
C. Franz, C. Pfleiderer, K. Everschor, M. Garst, and
A. Rosch, “Emergent electrodynamics of skyrmions in a
chiral magnet,” Nature Physics 8, 301 (2012).
7 N. Nagaosa and Y. Tokura, “Topological properties and
dynamics of magnetic skyrmions,” Nature Nanotech. 8,
899 (2013).
8 G. E. Volovik, “Linear momentum in ferromagnets,” Jour-
nal of Physics C: Solid State Physics 20, L83 (1987).
9 A. Fert, V. Cros, and J. Sampaio, “Skyrmions on the
track,” Nature Nanotech. 8, 152 (2013).
10 J. Barker and O. A. Tretiakov, “Static and dynamical prop-
erties of antiferromagnetic skyrmions in the presence of
applied current and temperature,” Physical review letters
116, 147203 (2016).
11 X. Zhang, Y. Zhou, and M. Ezawa, “Antiferromagnetic
skyrmion: stability, creation and manipulation,” Scientific
reports 6, 24795 (2016).
12 C. Jin, C. Song, J. Wang, and Q. Liu, “Dynamics of an-
tiferromagnetic skyrmion driven by the spin Hall effect,”
Applied Physics Letters 109, 182404 (2016).
13 S. Dasgupta, S. K. Kim, and O. Tchernyshyov, “Gauge
fields and related forces in antiferromagnetic solitons,”
Phys. Rev. B 95, 220407 (2017).
14 L. Sˇmejkal, Y. Mokrousov, B. Yan, and A. H. MacDon-
ald, “Topological antiferromagnetic spintronics,” Nature
Physics 14, 242 (2018).
15 R. F. Dashen, B. Hasslacher, and A. Neveu, “Nonpertur-
bative methods and extended-hadron models in field the-
ory. I. semiclassical functional methods,” Phys. Rev. D 10,
4114 (1974).
16 R. Rajaraman, Solitons and instantons: an introduction
to solitons and instantons in quantum field theory (North-
Holland, 1982).
17 J. P. Rodriguez, “Quantized topological point defects in
two-dimensional antiferromagnets,” Phys. Rev. B 39, 2906
(1989).
18 B. A. Ivanov, D. D. Sheka, V. V. Kryvonos, and F. G.
Mertens, “Quantum effects for the two-dimensional soli-
ton in isotropic ferromagnets,” Phys. Rev. B 75, 132401
(2007).
19 H. Walliser and G. Holzwarth, “Casimir energy of
skyrmions in the (2+1)-dimensional O(3)-model,” Phys.
Rev. B 61, 2819 (2000).
20 B. Douc¸ot, D. L. Kovrizhin, and R. Moessner, “Large and
exact quantum degeneracy in a skyrmion magnet,” Phys.
Rev. B 93, 094426 (2016).
21 W Heisenberg and H Euler, “Consequences of Dirac theory
of the positron,” Z.Phys. 98 (1936) 714-732; arXiv preprint
physics/0605038 (2006).
22 Y. Nambu, “The use of the proper time in quantum elec-
trodynamics I,” Prog. Theor. Phys. 5, 82 (1950).
23 J. Schwinger, “On gauge invariance and vacuum polariza-
tion,” Phys. Review. 82, 664 (1951).
24 D. Cangemi, E. D’Hoker, and G. Dunne, “Derivative ex-
pansion of the effective action and vacuum instability for
QED in 2+1 dimensions,” Phys. Rev. D 51, R2513 (1995).
25 V. P. Gusynin and I. A. Shovkovy, “Derivative expansion
of the effective action for quantum electrodynamics in 2+1
and 3+1 dimensions,” J. Math. Phys.ics 40, 5406 (1999).
26 M. J. Strassler, “Field theory without Feynman diagrams:
one-loop effective actions,” Nucl. Phys. B 385, 145 (1992).
27 M. G. Schmidt and C. Schubert, “On the calculation of
effective actions by string methods,” Phys. Lett. B 318,
438 (1993).
28 C. Schubert, “Perturbative quantum field theory in
the string-inspired formalism,” Physics Reports 355, 73
(2001).
29 The ratio (~/S) arises naturally since the action S is
proportional to spin S. It is also well-known44 that the
classical picture becomes better for large S as the non-
commutativity is suppressed in the fundamental commu-
17
tation relation [Sˆai , Sˆ
b
j ] = i~δijabcSˆcj (a, b, c ∈ {x, y, z}).
30 Note that one can not obtain the fractional power B3/2 at
any finite order of the standard expansion in B.
31 A. M. Polyakov, “Interaction of goldstone particles in
two dimensions. applications to ferromagnets and massive
yang-mills fields,” Phys. Lett. B 59, 79 (1975).
32 A. M. Polyakov, Gauge fields and strings (Harwood Aca-
demic Publishers, 1987).
33 To derive (9) from CP1, one should also expand A˜j in (13)
in fluctuations, which is more complicated than it sounds.
34 Note the distinction between the bold z (spinor) and the
ordinary z (position). We choose z1 to be non-vanishing
component of z.
35 A. d’Adda, M. Lu¨scher, and P. Di Vecchia, “A 1/n ex-
pandable series of non-linear σ models with instantons,”
Nucl. Phys. B 146, 63 (1978).
36 D. J. Gross, “Meron configurations in the two-dimensional
O(3) σ-model,” Nucl. Phys. B 132, 439 (1978).
37 The situation is the same at the quantum level as the orig-
inal O(3) symmetry is preserved under renormalization.
Also, the charge renormalization in QED does not affect
our calculation in Section IV where the effective potential
is a function of the invariant combination eB.
38 J. Iwasaki, A. J. Beekman, and N. Nagaosa, “Theory of
magnon-skyrmion scattering in chiral magnets,” Physical
Review B 89, 064412 (2014).
39 E. Brezin and C. Itzykson, “Pair production in vacuum by
an alternating field,” Phys. Rev. D 2, 1191 (1970).
40 F. Cooper, A. Khare, and U. Sukhatme, “Supersymme-
try and quantum mechanics,” Physics Reports 251, 267
(1995).
41 L. D. Landau and E. M. Lifshitz, Quantum mechanics:
non-relativistic theory (Pergamon, 1965).
42 S. Weinberg, Lectures on quantum mechanics (Cambridge
University Press, 2015).
43 F. D. M. Haldane, “O(3) nonlinear σ model and the topo-
logical distinction between integer-and half-integer-spin
antiferromagnets in two dimensions,” Phys. Rev. Lett. 61,
1029 (1988).
44 S. Sachdev, Quantum phase transitions (Wiley Online Li-
brary, 2007).
45 N. Read and S. Sachdev, “Spin-Peierls, valence-bond solid,
and ne´el ground states of low-dimensional quantum anti-
ferromagnets,” Phys. Rev. B 42, 4568 (1990).
46 E. Fradkin and M. Stone, “Topological terms in one-and
two-dimensional quantum heisenberg antiferromagnets,”
Phys. Rev. B 38, 7215 (1988).
47 X.G. Wen and A. Zee, “Spin waves and topological terms
in the mean-field theory of two-dimensional ferromagnets
and antiferromagnets,” Phys. Rev. Lett. 61, 1025 (1988).
48 T. Dombre and N. Read, “Absence of the Hopf invariant
in the long-wavelength action of two-dimensional quantum
antiferromagnets,” Phys. Rev. B 38, 7181 (1988).
49 The Berry phase could play a role for the virtual processes
of the topological sector tunnelings such as q → (q±1)→ q,
which are suppressed in the ordered phase.
50 J. L. Gervais, A. Jevicki, and B. Sakita, “Collective co-
ordinate method for quantization of extended systems,”
Physics Reports 23, 281 (1976).
51 G. ’t Hooft, “Computation of the quantum effects due to a
four-dimensional pseudoparticle,” Phys. Rev. D 14, 3432
(1976).
52 R. P. Feynman, “Mathematical formulation of the quan-
tum theory of electromagnetic interaction,” Phys. Rev. 80,
440 (1950).
53 G. V. Dunne, “The Heisenberg–Euler effective action: 75
years on,” Int. J. of Mod. Phys. A 27, 1260004 (2012);
arXiv: 1202.1557.
54 P. Pascual and R. Tarrach, “QCD: Renormalization for the
practitioner,” Lecture Notes in Physics 194, 1–277 (1984).
55 W. Dittrich and H. Gies, Probing the quantum vacuum:
perturbative effective action approach in quantum electro-
dynamics and its application, Springer Tracts in Modern
Physics, Vol. 166 (Springer, 2000).
56 S. W. Hawking, “Zeta function regularization of path in-
tegrals in curved spacetime,” Communications in Mathe-
matical Physics 55, 133 (1977).
57 W. Dittrich, “One-loop effective potentials in quantum
electrodynamics,” J. Math. Phys. A 9, 1171 (1976).
58 These non-negative eigenvalues contain those of −X with
X in (38); the zero eigenvalues are automatically removed
by analytic continuation of the zeta function. The sign con-
vention in (36) from (35) does not change the result.
59 For this reason, the result (63) equals, up to fermion loop
factor (−1), that of the spinor QED24,25.
60 L. D. Landau, “Diamagnetismus der metalle,” Zeitschrift
fu¨r Physik 64, 629 (1930).
61 See Sec. 4.3 in Ref. 55 for the erratum to the paper using
the heat kernel expansion68.
62 Ref. 19 is the only choice since the result17 is corrected by
the numerics19; Ref. 18 deals with ferromagnets only.
63 D. Cangemi, E. D’Hoker, and G. Dunne, “Effective energy
for (2+1)-dimensional QED with semilocalized static mag-
netic fields: A solvable model,” Phys. Rev. D 52, R3163
(1995).
64 B.A. Dubrovin, A.T. Fomenko, and S.P. Novikov, Modern
Geometry - Methods and Applications: Part I. The Geome-
try of Surfaces, Transformation Groups, and Fields, Grad-
uate Texts in Mathematics (Springer New York, 1992).
65 The authors are grateful to Paul Wiegmann for suggesting
this simple substitution in (83).
66 B. A. Ivanov, R. S. Khymyn, and A. K. Kolezhuk, “Pairing
of solitons in two-dimensional S=1 magnets,” Phys. Rev.
Lett. 100, 047203 (2008).
67 H. T. Ueda, Y. Akagi, and N. Shannon, “Quantum solitons
with emergent interactions in a model of cold atoms on the
triangular lattice,” Phys. Rev. A 93, 021606 (2016).
68 W. Dittrich and H. Gies, “Flavor condensate and vacuum
(in-) stability in QED2+1,” Phys. Lett. B 392, 182 (1997).
