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Abstrakt
Tato práce se zabývá praktickým využitím klasifikace obrazu pro správu fotografií. Hlavním
cílem práce je návrh a implementace klasifikačního nástroje pro účely automatické organi-
zace fotografií, založeného na metodě Bag of Words. Nástroj je implementován jako XnView
zásuvný modul, který klasifikuje vybrané fotografie a zapisuje název nejlépe ohodnocené
kategorie jako klíčové slovo do IPTC metadat obrazového souboru. Pro účely zpracování ob-
razu a klasifikace je použita knihovna OpenCV a pro manipulaci s IPTC metadaty knihovna
GFL. Dále je implementován nástroj v příkazové řádce, umožňující uživateli natrénování
vizuálního slovníku a SVM klasifikátorů na vlastních obrazových datech pro vlastní kate-
gorie.
Abstract
This work deals with practic usage of visual classification for photo organisation. Purpose
of this thesis is to design and implement a tool for automatic categorization of photos. The
proposed tool is based on the Bag of Words classification method and it is realized as a plug-
in for the XnView image viewer. The plug-in is able to classify a selected group of photos
into predefined image categories. Subsequent notation of image categories is written directly
into IPTC metadata of the picture as a keyword. The image processing and classification
part of the tool is based on the OpenCV library and the GFL library is used for reading,
writing and editing the IPTC keyword tag. Further, an additional tool for visual vocabulary
and SVM classifier training is implemented as a command-line application. This training
tool allows to use own training images for custom category generation.
Klíčová slova
automatická klasifikace fotografií, organizace fotografií, automatické tagování fotografií,
počítačové vidění, klasifikace objektů, BOW, BOVW, Bag of Words, Bag of Visual Words,
Bag of Keypoints, Bag of Features, zásuvný modul, plug-in, obrazové příznaky, metadata,
IPTC
Keywords
automatic photo classification, photo organization, automatic photo tagging, computer vi-
sion, object classification, BOW, BOVW, Bag of Words, Bag of Visual Words, Bag of
Keypoints, Bag of Features, plug-in, image features, metadata, IPTC
Citace
Veronika Gajová: Automatické třídění fotografií
podle obsahu, diplomová práce, Brno, FIT VUT v Brně, 2012
Automatické třídění fotografií
podle obsahu
Prohlášení
Prohlašuji, že jsem tuto diplomovou práci vypracovala samostatně pod vedením pana Ing.
Michala Španěla, Ph.D. a že jsem uvedla všechny literární prameny a publikace, ze kterých
jsem čerpala.
. . . . . . . . . . . . . . . . . . . . . . .
Veronika Gajová
22. května 2012
Poděkování
Děkuji panu Ing. Michalu Španělovi, Ph.D. za cenné připomínky a odborné rady a také za
čas, který mi věnoval. Děkuji své rodině za veškerou jejich podporu během celého studia.
c© Veronika Gajová, 2012.
Tato práce vznikla jako školní dílo na Vysokém učení technickém v Brně, Fakultě informa-
čních technologií. Práce je chráněna autorským zákonem a její užití bez udělení oprávnění
autorem je nezákonné, s výjimkou zákonem definovaných případů.
Obsah
1 Úvod 3
2 Detekce význačných bodů v obraze 5
2.1 Detektory příznaků . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Deskriptory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 Automatická klasifikace fotografií 8
3.1 Přístup
”
Bag of Words“ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Varianty
”
Bag of Words“ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.3 Rozdělení na regiony . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.4 Přístup
”
Spatial pyramids“ . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.5 Přístup
”
Top-Down Color Attention“ . . . . . . . . . . . . . . . . . . . . . . 12
3.6 Alternativní přístupy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.7 Pascal VOC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.8 Data pro trénování a testování . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.9 Knihovna OpenCV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
4 Vyhodnocení klasifikace 17
4.1 Precision-recall . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 F-Score . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3 ROC křivka . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5 Obrazová metadata a správa fotografií 19
5.1 EXIF metadata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2 IPTC metadata . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.3 Praktické využití metadat pro správu fotografií . . . . . . . . . . . . . . . . 21
5.4 Knihovny pro práci s metadaty . . . . . . . . . . . . . . . . . . . . . . . . . 21
6 Tvorba zásuvných modulů pro XnView 23
6.1 XnView SDK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
6.2 XnView zásuvné moduly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
6.3 Windows API . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
7 Návrh klasifikačního modulu 29
7.1 Příprava obrazových dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
7.2 Program pro trénování klasifikátorů . . . . . . . . . . . . . . . . . . . . . . 30
7.3 Klasifikační nástroj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
7.4 Uživatelské rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1
7.5 Činnost pluginu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
7.6 Práce s IPTC metadaty . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
8 Implementace nástroje pro trénování 36
8.1 Získání dat . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
8.2 Zpracování příznaků v obraze . . . . . . . . . . . . . . . . . . . . . . . . . . 37
8.3 Extrakce BOW deskriptoru . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
8.4 Trénování klasifikátoru . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
9 Implementace klasifikačního pluginu 40
9.1 Uživatelské rozhraní . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
9.2 Pracovní vlákno . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
9.3 Vlákna klasifikátorů . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
9.4 Klasifikace fotografie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
10 Vyhodnocení výsledků 44
10.1 Zásuvný modul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
10.2 Časová náročnost trénování . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
10.3 Parametry klasifikace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
10.4 Zhodnocení kvality klasifikace . . . . . . . . . . . . . . . . . . . . . . . . . . 48
11 Závěr 51
A Seznam zkratek 55
B Obsah CD 56
C Manuál 57
C.1 Natrénování na vlastních datech . . . . . . . . . . . . . . . . . . . . . . . . 57
C.2 Instalace zásuvného modulu . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
C.3 Spuštění zásuvného modulu . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
C.4 Manipulace s modulem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
C.5 Klávesové zkratky . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
D Plakát 59
E Obrazové přílohy 60
2
Kapitola 1
Úvod
S rozvojem digitální fotografie, internetu, a tedy možnosti sdílení enormního množství fo-
tografií se stává nutností zvýšit efektivitu organizace, správy a vyhledávání. Možností pro
zefektivnění správy fotografií je například využívání informací technických i sémantických
obsažených v obrazových metadatech EXIF a IPTC. Automatická klasifikace fotografií před-
stavuje značný přínos z hlediska správy velkých množství fotografií, zejména v případě sdí-
lených fotografií v prostředí Internetu, neboť dochází k přiřazení vhodné třídy na základě
výskytu objektu náležícího této kategorii, bez nutnosti manuálního lidského zásahu, pouze
na základě význačných obrazových informací, tzv. příznacích. V současné době probíhá vý-
zkum přístupů a metod pro automatickou klasifikaci fotografií, většina je však založena na
metodě zvané Bag of Words. Variace této metody se zabývají zejména zahrnutím a využitím
prostorové informace a informací týkajících se barev.
Tato práce se zabývá problematikou správy a organizace fotografií, možnostmi využití
obrazových metadat a zejména automatickou klasifikací fotografií a současným stavem po-
znání v této oblasti počítačového vidění. Cílem této práce je vytvoření specializovaného
zásuvného modulu pro program XnView na základě výše zmíněných teoretických znalostí.
Klasifikační zásuvný modul by měl umožňovat především přehlednou, rychlou a pohodlnou
správu klíčových slov coby součásti IPTC metadat uživatelem vybrané množiny fotografií,
přičemž významným vylepšením zásuvného modulu oproti obvyklým programům a plu-
ginům pro správu metadat je využití vhodného klasifikačního mechanismu pro vyhodno-
cení pravděpodobné kategorie dané fotografie a nabídnutí názvu této kategorie coby návrhu
klíčového slova uživateli pro zrychlenou volbu, či přímo automatické přidávání pravděpo-
dobných klíčových slov do IPTC metadat.
Kapitola 2
”
Detekce význačných bodů v obraze“ prezentuje používané detektory použí-
vané pro extrakci význačných bodů (příznaků, klíčových bodů) z obrazu, a deskriptory pro
popis nalezených příznaků. V kapitole 3 je představena základní metoda
”
Bag of Words“ a
její varianty a současný stav poznání v této oblasti a v následující kapitole 4 jsou předsta-
veny základní prostředky pro posouzení klasifikace, které budou využity pro vyhodnocování
výsledků experimentování a vyhodnocení výsledného klasifikátoru. Kapitola 5 představuje
seznámení se standardy v oblasti obrazových metadat a praktickým využitím metadat EXIF
a IPTC pro správu fotografií. Vrámci kapitoly 6 je představen existující program XnView
pro správu fotografií a možnosti tvorby zásuvných modulů. Dále je v kapitole 6.3 na zá-
kladní úrovni stručně přiblížena problematika použití Windows API pro tvorbu grafického
uživatelského rozhraní, vzhledem k použití Windows API pro implementaci zásuvného mo-
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dulu.
Návrhem nástroje pro automatickou klasifikaci se zabývá stejnojmenná kapitola 7. Uva-
žuje se očekávaná funkční stránka nástroje a další požadavky, jsou navrženy některé vhodné
třídy pro klasifikaci fotografií. Dále je přiblíženo hledisko implementační, jako volba vhodné
knihovny pro práci s obrazem, IPTC metadaty. Jsou rovněž navržena vhodná trénovací a
testovací obrazová data a způsob jejich získání a úprav. Z důvodu vyhodnocení ideální po-
doby nástroje jako zásuvného modulu do některého rozšířeného programu pro organizaci
fotografií je navrženo řešení v podobě zásuvného modulu pro program XnView a přiblíženy
možnosti a tvorba těchto modulů.
Implementace nástroje pro trénování je popsána v kapitole 8, implementace klasifikač-
ního zásuvného modulu experimenty za účelem zvýšení kvality klasifikace je obsahem kapi-
toly 9. Na závěr je provedeno vyhodnocení v kapitole 10 zásuvného modulu a natrénovaných
klasifikátorů, stejně tak i programu pro trénování klasifikátorů.
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Kapitola 2
Detekce význačných bodů v obraze
V současné době dochází s rozvojem záznamových technologií k požadavku na automatické
zpracování obrazu. Detekce příznaků se využívá v rámci mnoha problémů z oblasti počíta-
čového vidění, zejména však v oblasti rozpoznávání a klasifikace objektů, klasifikace textur
a scén, pro hledání shodných, korespondujících oblastí obrazu (např. v případě vytváření
panoramatických fotografií, viz obrázek ), 3D rekonstrukce, dále například také dolování dat
z videí, navigaci mobilních robotů. Pro tyto účely je zapotřebí srozumitelně reprezentovat
obraz pro účely počítačového vidění právě prostřednictvím příznaků, popisujících význačné
části obrazu či jeho globální vlastnosti.
Obrázek 2.1: Dvě fotografie ulice pořízené z různých úhlů pohledu a nalezení korespondu-
jících SIFT příznaků. Převzato z [26]
Na základní úrovni lze rozlišit příznaky dvou základních typů:
Globální příznaky popisují obsah obrazu zejména z celkového, kompozičního hlediska,
a tedy neodlišují popředí či pozadí scény. Takovými příznaky může být například barevný
histogram.
Lokální příznak je vzorek obrazu, který se liší od svého bezprostředního okolí na základě
určité vlastnosti obrazu, obvykle intenzity, barvy nebo textury. Lokální příznaky tak mo-
hou mít podobu bodů, ale také hranových bodů nebo malých částí obrazu. Sada lokálních
obrazových příznaků tak může být použita jako robustní reprezentace obrazu umožňující
rozpoznávání objektů nebo scén bez nutnosti segmentace obrazu [37].
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2.1 Detektory příznaků
Pro extrakci příznaků slouží nástroje označované jako detektory. Detektory lze dělit do
základních skupin podle typu detekovaných příznaků [26]:
• detektory rohů (Harris, FAST)
• detektory blobů (Hessian, Hessian-Laplace, MSER, LoG, DoG)
• detektory oblastí
Detekované příznaky by měly mít následující vlastnosti [37]:
Opakovatelnost Pro dva obrazy zachycující stejný objekt nebo scénu za různých pozo-
rovacích podmínek by měl být nalezen vysoký počet souhlasných příznaků pro viditelné
části objektu nebo scény.
Rozlišitelnost/informativnost Vzorky detekovaných příznaků vykazují změny, které
umožňují odlišení od ostatních nalezených příznaků
Lokálnost Příznaky by měly být lokální, a tedy umožnit nalezení na dvou obrazech stej-
ného objektu či scény bez ohledu na podmínky jako je změna pozice pozorovatele, deformace
(šum, změna velikosti, rotace).
Kvantita Pro malé objekty je rovněž generován dostatek příznaků.
Přesnost Pozice, ale také velikost a tvar příznaku je v rámci obrazu přesně stanoven.
Efektivita Detekce příznaků by měla být dostatečně rychlá, ideálně v reálném čase.
Mezi základní a nejrozšířenější detektory, extrahující lokální příznaky (někdy také nazývané
body zájmu, regiony zájmu nebo klíčové body) z obrazu, patří [26]:
• Hessian je založen na Hessianově matici druhých parciálních derivací funkce obrazové
intenzity.
• Harris sleduje změny intenzit v různých směrech a na tomto základě detekuje roh
• MSER (Maximally Stable Extremal Regions) vyhledává tzv. stabilní oblasti
prostřednictvím sekvenčního prahování obrazu a nalezením stabilních oblastí, tedy
takových, jejichž tvar se nemění.
• LoG (Laplacian-of-Gaussian) je založen na druhé derivaci Gaussovské funkce.
• DoG (Difference-of-Gaussian) představuje výpočetně výhodnější aproximaci LoG
a používá metodu porovnávání sousedních obrazů v pyramidě obrazů, podvzorkova-
ných a konvoluovaných Gaussovským jádrem vzrůstající velikosti.
• SURF (Speeded-Up Robust Features) se vyznačuje nízkou výpočetní náročností
dosaženou použitím tzv. integrálních obrazů. Základní technikou detekce lokálních
příznaků je aproximovaná Hessianova matice.
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2.2 Deskriptory
Zatímco detektory jsou používány pro účely nalezený zájmových oblastí či bodů v obraze,
pro samotný popis těchto lokálních příznaků slouží deskriptory příznaků. Ideální deskriptory
příznaků by měly splňovat podmínky rozlišitelnosti, výpočetní efektivity a invariance vůči
deformacím (obrazový šum, změny osvětlení, změna měřítka, rotace. .).
SURF (Speeded-Up Robust Features) [13] deskriptor pracuje s integrálními obrazy
a počítá odezvy na jednoduché filtry zvané Haarovy vlnky (na obrázku 2.2) v okolí výskytu
klíčového bodu. Výsledkem je vektor se 64 dimenzemi.
Obrázek 2.2: Haarovy vlnky, umožňující značnou efektivitu výpočtu za použití integrálního
obrazu, převzato z [26]
SIFT (Scale-Invariant Feature Transform) [32] je kombinací DoG detektoru pří-
znaků a deskriptoru SIFT. Deskriptor je budován na základě matice 8x8 gradientů vahova-
ných Gaussovskou funkcí, postup je znázorněn na obrázku 2.3. Výsledný SIFT deskriptor
je vektor se 128 dimenzemi [26].
Obrázek 2.3: Sestavení SIFT deskriptoru podle gradientů kolem detekovaného příznaku.
Gradienty jsou váhovány Gaussianem (znázorněn kruhem), jejich orientace akumulované
do mřížky 4x4 pro vytvoření normalizovaného histogram magnitud pro každý směr v každé
buňce mřížky. Převzato z [26]
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Kapitola 3
Automatická klasifikace fotografií
Automatická klasifikace fotografií je poměrně specifickým, stále se rozvíjejícím odvětvím
počítačového vidění. S rozvojem digitální fotografie, internetu a médií obecně se enormně
zvyšuje objem fotografií, které je třeba spravovat, a to nejlépe automatizovaně. Automa-
tická klasifikace je ideálním prostředkem k určení sémantické informace týkajících se obsahu
fotografie, přesněji klasifikátor pro danou fotografii určuje, do jaké třídy náleží objekt za-
chycený na fotografii.
Automatická klasifikace tak může mít podobu tzv. automatického tagování fotografií,
tedy přiřazování popisků – tagů fotografii podle jejího obsahu. Automatické tagování poté
slouží zejména pro vyhledávací účely v rámci velkého množství sdílených fotografií na in-
ternetu. Příkladem může být tagovací a vyhledávací systém ALIPR [6], který je založen
pouze na strojovém učení, a to pouze na základě obrazových informací a uživatelských ano-
tací. Některé nástroje pro automatické tagování, či nabízení návrhů tagů uživateli, mohou
určovat kategorie obrázků také na základě dalších, neobrazových informací, vyplývajících
z kontextu, například názvu obrázku, anebo okolního textu umístěného na webové stránce.
Na podobném principu fungují vyhledávače obrázků na internetu, zcela typicky například
vyhledávač společnosti Google.
Automatická klasifikace fotografií zahrnuje mnoho přístupů, základní metodou je ale
metoda zvaná
”
Bag of Words“. Tato metoda je v současnosti stále vylepšována a zdoko-
nalována o nejrůznější modifikace vedoucí k lepším výsledkům klasifikace. Tyto modifikace
zahrnují zejména využití geometrické informace chybějící v původní metodě
”
Bag of Words“
[17], rovněž se zkoumají možnosti použití barevné informace o obraze a dalších typů pří-
znaků.
3.1 Přístup
”
Bag of Words“
Metoda
”
Bag of Words“ (dále pouze BOW), v počítačovém vidění přesněji
”
Bag of Visual
Words“, alternativně nazývaná také jako
”
Bag of Keypoints“ nebo
”
Bag of Features“, byla
představena v roce 2004 článkem [17] jako nová metoda pro obecnou vizuální kategorizaci.
Přístup BOW je inspirován analogickou metodou
”
Bag of Words“ z oblasti dolování
textových dat, využívanou pro kategorizaci textů. Metoda BOW zde reprezentuje každý
textový dokument frekvencí slov. Hlavními výhodami přístupu BOW je jednoduchost, vý-
početní efektivnost a invariance. Metoda je robustní vůči ruchům v pozadí a úspěšná při
použití pro kategorizaci i bez využívání geometrické informace o obraze.
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Hlavní kroky metody BOW [17] jsou následující:
1. Detekce a deskripce významných obrazových částí (angl. patches). Tyto části musí
být dostatečně popisné a měly by být invariantní vůči odchylkám irelevantním z
klasifikačního hlediska, jako jsou transformace obrazu, změny osvětlení, okluze.
2. Přiřazení deskriptorů shlukům (tzv. slovníku) prostřednictvím algoritmu pro vektoro-
vou kvantizaci. Velikost slovníku by měla být vhodně zvolená tak, aby byl dostatečně
obsáhlý pro pokrytí relevantních změn v obraze, ale nikoli příliš obsáhlý, aby rozlišoval
obrazy na základě irelevantních odchylek, například šumu.
3. Konstrukce
”
Bag of Words“, který zjistí množstevní zastoupení význačných obrazo-
vých částí přiřazených každému shluku
4. Aplikace multi-class klasifikátoru, který jako vektor příznaků používá
”
Bag of Words“
a na jeho základě určí, kterou kategorii/kategorie lze obrázku přiřadit
Obrázek 3.1: Znázornění procesu klasifikace metodou
”
Bag of Words“ [16]
Extrakce příznaků V původní verzi BOW autoři používají pro extrakci příznaků Harrisův
afinní detektor, nalezený afinní region je mapován na kruhový (normalizovaný pro afinní
transformace) a vzápětí popsán SIFT deskriptorem, který vrací 128-dimenzionální vektor,
představující dostatečně rozlišitelnou reprezentaci.
Konstrukce vizuálního slovníku Slovník představuje způsob konstrukce vektoru pří-
znaků pro klasifikaci náležícího novým deskriptorům začleněného obrázku vzhledem k dříve
začleněným deskriptorům v rámci trénovací fáze. Protože porovnávání deskriptoru se všemi
trénovacími deskriptory může být příliš náročné, je vhodné stanovit vhodnou velikost shluků
vzhledem k přesnosti a výpočetní náročnosti.
Shlukovací algoritmy zahrnují rovněž hierarchické techniky, které organizují data do
zanořených skupin, zobrazitelných ve formě tzv. dendrogramu, či stromu. Většina shlu-
kovacích algoritmu je také založena na rozdělování na základě minimalizaci kvadratické
odchylky. Mezi nejjednodušší metody tohoto typu patří metoda k-means, použitá i autory
původní metody BOW. Při posuzování přesnosti shlukování se hledí zejména na přesnost
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kategorizace. Proto se algoritmus k-means spouští několikrát s různým nastavením počtu
požadovaných vektorů a různým počátečním nastavením středů shluků a až poté se vybírá
nejlepší shlukování podle nejlepšího kategorizačního výsledku.
Kategorizace Po přiřazení deskriptorů shlukům a vytvořením vektorů příznaků je pro-
blém redukován na multi-class učení s učitelem s tolika třídami, jako je počet definovaných
vizuálních kategorií. Kategorizace samotná sestává ze dvou oddělených kroků pro určení
tříd pro nepopsané obrazy, trénování a testování. Během trénování jsou klasifikátoru pře-
dávána popsaná označená data a klasifikátor přizpůsobí statistickou rozhodovací proceduru
rozlišování kategorií.
Jako vhodné klasifikátory jsou autory [17] testovány Naive Bayes klasifikátor pro svou
jednoduchost a rychlost a Support Vector Machine [24] známý pro svou vlastnost produ-
kovat kvalitní výsledky v oblasti vysokodimenzionálních problémů. V praxi skutečně SVM
dosahuje lepších výsledků, než jednoduchý klasifikátor Naive Bayes.
3.2 Varianty
”
Bag of Words“
Obecně se hledají nové, lepší přístupy z hlediska jednotlivých částí metody BOW, a to z
hlediska jednotlivých kroků [19]:
• mechanismy nalezení bodů zájmu: nejen z hlediska použití operátorů, ale také
dělení obrazu
• příznaky: v základní metodě se používá SIFT, ale lze použít i jiné typy příznaků, jako
je barevná informace, textura. Extrahovat příznaky lze navíc také různými postupy,
příznaky lze například získávát na více úrovních velikosti podle stanovené pravidelné
sítě dostatečné k pokrytí celého obrazu [20].
• tvorba vizuálního slovníku: mimo klasické metody k-means také náhodný les
shluků (angl. clustering forest) [34], měkké (soft) přiřazení shlukům [30]
• prostorová informace: například použitím přístupu
”
Spatial pyramids“ [31], děle-
ním obrazu na části (angl. patches) a provedení klasifikace pro každou z nich
• fúze příznaků: učení z hlediska váhování jednotlivých typů příznaků, konkatenace
úrovní pyramidy, sekvenční dopředný výběr relevantních příznaků [27]
• klasifikátor: klasicky používaný klasifikátor je SVM [24], ale lze využít i jiné: neuro-
nové sítě, KDA (Kernel Discriminant Analysis) [14], AdaBoost [21] apod.
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3.3 Rozdělení na regiony
Důležitost prostorové informace je experimentálně zkoumána v [39] pravidelným rozdělením
obrazu na regiony a zhodnocením z hlediska velikosti slovníku a přesnosti klasifikace. Z grafu
3.2 je patrné, že již rozdělení obrazu na 2x2 regiony je pro přesnost klasifikace znatelným
přínosem v případě použití menšího slovníku (zde 200 vizuálních slov). Pro výrazně větší
slovníky již není zaznamenán výraznější přínos, nebo přesnost klasifikace může dokonce s
využitím prostorové informace klesat. Využití menšího slovníku v kombinaci s prostorovou
informací (například 3x3, 4x4) je zhodnoceno jako méně výpočetně náročnější, než využívání
velkého slovníku, přitom však dosahující podobné přesnosti klasifikace.
Obrázek 3.2: Znázornění výsledků klasifikace dle velikosti vizuálního slovníku a počtu regi-
onů obrazu, převzato z [39]
3.4 Přístup
”
Spatial pyramids“
Spatial pyramids podle Lazebnik et al. [31] je výpočetně efektivní rozšíření metody
”
Bag
of Features“. Metoda přináší možnost rozpoznávání kategorií scény v obraze na základě
přibližné globální geometrické korespondence, tedy rozvržení obrazu. Technika pracuje na
principu rozdělování obrazu na subregiony a výpočet histogramů lokálních příznaků nale-
zených v každém z těchto subregionů.
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Obrázek 3.3: Znázornění konstrukce tříúrovňové pyramidy metodou
”
Spatial pyramids“.
Obraz je rozdělen na třech úrovních a pro každou úroveň jsou spočítány příznaky, náležící
každému okénku mřížky [31].
3.5 Přístup
”
Top-Down Color Attention“
Jsou zkoumány možnosti přidání barevné informace k obvykle používané informaci popisu-
jící tvar (např. SIFT). V oblasti kombinace informace o barvě a informace o tvaru existují
dva hlavní přístupy:
• Časná fúze: častěji používaná existujícími metodami - lokální deskriptory tvaru a
deskriptory barvy tvoří jediný spojený slovník.
• Pozdní fúze: spojuje histogramy reprezentující barvu a tvar, vytvořené nezávisle.
Jedním z novějších metod postavených na metodě BOW je
”
Top-Down Color Attention“
podle Khan et al. [27], který nesleduje klasické BOW paradigma zdola-nahoru, avšak při-
chází s metodou shora-dolů. Rozpoznávání kategorií objektů je založeno na separaci údajů
o barvě a tvaru. Barva je použita pro vytvoření mapy, tzv.
”
attention map“ a tato je pou-
žita pro modulaci příznaků tvaru na základě informace o regionech obrazu, které mohou
obsahovat instanci objektu. Postup tak vede k reprezentaci obrazu specifického vzhledem
ke kategorii. Podle autorů tato metoda kombinuje výhody časné a pozdní fúze a dosahuje
nejlepších výsledků v rámci metod kombinujících informaci o tvaru a barvě.
3.6 Alternativní přístupy
Klasifikace detekcí je alternativním postupem určujícím zařazení do třídy na základě po-
zitivní odezvy detektoru určeného pro detekci objektů dané třídy. Výstupem detektoru je
navíc určení pozice nalezeného objektu prostřednictvím obalového útvaru tzv. bounding
box, což poskytuje jistou formu zpětné kontroly.
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Obrázek 3.4: Přehled metody
”
Top-Down Color Attention“. Ilustrace popisuje využití infor-
mace o barvě pro modulaci významu tvaru v obraze pro vytvoření histogramu. Pro každou
kategorii je tak vytvořen jiný histogram, kde jsou vizuální slova zastoupena relevantně dané
kategorii (zde motýl a květina) [27].
3.7 Pascal VOC
V současné době se provádí výzkumy dalších postupů, jak zlepšit zejména přesnost klasi-
fikace. Jsou pořádány soutěže v klasifikaci fotografií, kde mají autoři nových přístupů či
modifikací možnost ověřit si své řešení v praxi a zejména porovnat úspěšnost svého řešení s
ostatními autory a jejich klasifikačními metodami. Tyto soutěže také slouží jako hodnotný
přehled stavu poznání. Jednou z nejznámějších soutěží je soutěž PASCAL VOC [11]. Tato
soutěž sestává z veřejně přístupného datasetu anotovaných obrázků a každoroční soutěže a
workshopů, kde se prezentují a diskutují výsledky a použité metody aktuálního ročníku.
Hlavní soutěžní úlohy jsou dvojího typu:
• klasifikace: určení, zda obrázek obsahuje instanci určité kategorie objektů
• detekce: určení pozice, kde se v obraze nachází instance určité kategorie objektů
Účastníkům soutěže jsou zpřístupněna trénovací/validační data ve formě setu anotova-
ných obrázků se sémantickými informacemi o pozici bounding boxu a označení kategorie
pro každý objekt vyskytující se v obraze. Vyhodnocení je prováděno automatizovaně or-
ganizátory soutěže, pro případné zájemce o otestování dat za účelem srovnání s účastníky
soutěže je určen tzv. evaluační server.
Obrazové datasety PASCAL VOC jednotlivých ročníků soutěží jsou tak i referenčními
sadami, korpusy, využívanými k výzkumu v oblasti zpracování obrazu a sloužícím pro srov-
nání výsledků v dané oblasti klasifikace či detekce s výsledky jiných výzkumníků, či přímo
s výsledky soutěžících v rámci PASCAL VOC Challenge v daném ročníku.
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3.8 Data pro trénování a testování
Jako data pro trénování a testování se nabízí využití pro účely výzkumů v oblasti počíta-
čového vidění sestavené datasety fotografií. Lze využít následující zdroje obrázků popsané
v [18]:
Obrazová databáze ImageNet [8] ImageNet je velice rozsáhlá sada kvalitních obrázků.
Obrázky jsou hierarchicky organizované podle sémantického obsahu. ImageNet databáze
[8] je určená pro výzkumné účely v oblasti počítačového vidění. Aktuálně obsahuje přes 14
milionů obrázků v plném rozlišení (průměrné velikosti kolem 400x300px).
Obsažené obrázky jsou získávány prostřednictvím Internetu prostřednictvím vyhledá-
vacích strojů a dotazů založených na tzv. WordNet synonymech. Obsažené obrázky jsou
posuzované z hlediska kvality a ručně anotované. Výhodou pro použití v počítačovém vidění
je diverzita, tedy variabilita objektů stejné sémantické kategorie z hlediska vzhledu, pozice,
směru pohledu, proměnlivosti pozadí.
Caltech101/256 [7], MSRC [10] a PASCAL [11] menší obrázkové datasety obsahují
řádově 20x méně kategorií a 100x méně obrázků než zmíněný ImageNet.
TinyImage [3] je dataset 80 milionů obrázků malého rozlišení (32x32) z Internetových
zdrojů, avšak s příliš vysokým zastoupením nekvalitních obrázků, což tento dataset činí
nejméně vhodným pro účely počítačového vidění.
ESP, LHill jsou hodnotné, avšak veřejně nepřístupné datasety
LabelMe [9] slouží k online-anotaci obrázků a sdílení těchto anotací prostřednictvím
stejnojmenných webových stránek. Dataset zahrnuje méně kategorií, avšak obrázky jsou
anotované z hlediska pozice objektů v obraze například pro účely počítačového vidění v
oblasti segmentace. Obrázky jsou nahrávány a anotovány pouze uživateli datasetu a vý-
zkumníky, což činí tento zdroj poněkud omezeným z hlediska diverzity.
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3.9 Knihovna OpenCV
OpenCV (Open Source Computer Vision) je bezplatná knihovna funkcí pro real-time počí-
tačové vidění. Knihovna OpenCV v době psaní práce aktuální verze 2.3.1 [2] poskytuje
potřebné funkce pro řešení dílčích problémů klasifikace obrazu, které budou dále využity v
procesu implementaci diplomové práce. Jako vhodná metoda je vybrán v dnešní době již
klasický přístup Bag of Words zahrnující použití vizuálního slovníku a klasifikaci realizova-
nou pomocí klasifikátorů SVM (angl. Support Vector Machines).
Práce s příznaky a deskriptory
Modul knihovny OpenCV features2d umožňuje práci s obrazovými příznaky, respektive
detektory a deskriptory 2D příznaků umožňuje. Modul poskytuje třídy pro práci s de-
tektory/deskriptory SIFT, SURF, hranovým detektorem FAST, MSER, a mnoha dalšími.
Navíc zahrnuje prostředky pro kategorizaci objektů na základě nalezených příznaků.
Knihovna OpenCV verze 2.3.1 (dále pouze OpenCV) [2] poskytuje v rámci modulu
features2d sadu detektorů a deskriptorů příznaků, například (dle typů detektorů v OpenCV)
FAST, STAR, SIFT, SURF, MSER a další.
Pro popis detekovaných klíčových bodů slouží třída DescriptorExtractor, podporo-
vané OpenCV typy jsou SIFT, SURF, ORB a BRIEF. Výstupem funkce pro daný příznak
bod je deskriptor zadaného typu.
V rámci modulu features2d jsou rovněž k dispozici OpenCV nástroje pro práci s vizuál-
ním slovníkem. Třída BOWTrainer umožňuje natrénování vizuálního slovníku prostřednic-
tvím následujících metod: add pro přidání nových deskriptorů do sady deskriptorů určené
pro trénování vizuálního slovníku a dále metoda cluster pro vytvoření vizuálního slovníku
shlukováním dat deskriptorů z trénovací sady
Pro extrakci příslušného BOW deskriptoru (tedy histogramu vizuálních slov) je v mo-
dulu features2d knihovny OpenCV určena třída BOWImgDescriptorExtractor. Pro extrakci
BOW příznaků je nezbytné přiřadit objektu extraktoru BOW příznaků vytvořený vizuální
slovník metodou setVocabulary(Mat vocabulary). Výpočet výsledného BOW příznaku
obrázku je poté proveden metodou compute, která jako vstup vyžaduje obrázek a vektor
detekovaných klíčových bodů. Výstupem je matice hodnot BOW deskriptoru BOWdescs [2].
Strojové učení
Modul pro strojové učení MML (ml. Machine Learning) zahrnuje sadu tříd a funkcí pro
statistickou klasifikaci a shlukování dat - konkrétně umožňuje práci s klasifikátorem SVM,
v rámci OpenCV implementovaném jako třída CvSVM [2]. Mezi parametry klasifikátoru,
které je nutné před klasifikací bezpodmínečně nastavit patří:
Typ klasifikátoru
• C SVC (C-Support Vector Classification)
• NU SVC (ν-support Vector Classification)
• ONE CLASS (One-class SVM)
• EPS SVR (-Support Vector Regression)
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• NU SVR (ν-Support Vector Regression)
Typ jádra
• LINEAR lineární jádro
• POLY polynomiální
• RBF radial basis funkce
• SIGMOID simoid jádro
Ukončující kritéria trénování
Souvisejících parametry klasifikátoru C, gamma, p, nu, coef0, a degree jsou metodou train auto
automaticky nastaveny na optimální hodnoty na základě minimalizace chyby odhadu křížové
validace (cross-validation) na testovací sadě dat [2].
Datová persistence
Výstupem trénování klasifikátorů využitím metody Bag of Words a požadovaným vstupem
klasifikačního nástroje, jsou následující data:
• vytvořený vizuální slovník pro množinu daných tříd
• natrénované SVM klasifikátory (jeden klasifikátor pro každou třídu)
Knihovna OpenCV [2] poskytuje možnosti zajištění perzistence všech těchto objektů
následujícím způsobem:
FileStorage uložiště
Vizuální slovník je dvourozměrná matice typu Mat. Tuto datovou strukturu je možné za
pomoci OpenCV přímo uložit do souboru XML nebo YAML (tedy s koncovkami .xml, .yml,
.yaml).
Metody třídy CvSVM
Třída klasifikátoru CvSVM poskytuje metody save(string Path), respektive load (string
Path) pro uložení/načtení objektu klasifikátoru do, respektive ze souboru XML nebo YAML,
jehož cesta je specifikována řetězcovým parametrem Path.
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Kapitola 4
Vyhodnocení klasifikace
Z hlediska vyhodnocení binárních klasifikátorů, vytvořených při procesu učení s učitelem
na označených datech (tzv. supervised) jsou používány následující metriky [15]:
• Precision, recall
• F-score
• ROC křivka
Metriky jsou určovány na základě statistických údajů o výsledcích klasifikace, konkrétně
na základě hodnot následujících ohodnocení klasifikačních výstupů:
TP (True Positives) pozitivní případy správně klasifikované jako pozitivní
FN (False Negatives) pozitivní případy nesprávně klasifikované jako negativní
TN (True Negatives) negativní případy správně klasifikované jako negativní
FP (False Positives) negativní případy nesprávně klasifikované jako pozitivní
4.1 Precision-recall
Hodnoty precision a recall jsou vypočítány následovně:
precision = TP/(TP + FP ) (4.1)
recall = TP/(TP + FN) (4.2)
Hodnota precision je podílem správně určených pozitivních případů počtem všech pří-
padů vyhodnocených jako pozitivní, v případě recall je dělitelem počet všech pozitivních
případů. V utopicky ideálním případě by hodnoty precision a recall nabývaly obě hodnoty
1, tedy žádné případy by nebyly chybně klasifikovány a FP i FN by nabývalo hodnoty 0.
Precision-recall křivka používaná pro srovnávání systémů je potom grafem závislosti
hodnoty precision na hodnotě recall pro různé klasifikační prahy. Tato křivka typicky klesá
zleva doprava, jak s přibývajícími nalezenými relevantními případy (recall stoupá) zároveň
stoupá počet nalezených nerelevantních případů (precision klesá). Křivky bližší pravému
hornímu rohu grafu indikují lepší klasifikaci [15].
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4.2 F-Score
F-score je kombinací hodnot precision a recall:
F = 2 ∗ precision ∗ recall/(precision+ recall) (4.3)
F-score dává pro perfektní klasifikátor (tedy v případě vyvážení hodnot precision a
recall) hodnotu rovnou F=1.
4.3 ROC křivka
ROC křivka (Receiver Operator Characteristics) je alternativou Precision-Recall křivky,
jedná se o grafické zachycení závislosti veličin TPR (True Positive Rate) na FPR (False
Positive Rate) pro různé klasifikační prahy, kde hodnoty TRP a FPR jsou vypočítány
následovně:
TPR = TP/(TP + FN) (4.4)
FPR = FP/(FP + TN) (4.5)
ROC křivka blížící se diagonální křivce představuje náhodnou klasifikaci a představuje
slabý klasifikátor. Dále platí, že pro ROC křivky pro lepší klasifikátory platí, že hodnoty
TPR rostou rychleji, než hodnoty FPR a čím kvalitnější je klasifikátor, tím více kopíruje
svislou osu [15].
Obrázek 4.1: Graf znázorňující průběh ROC křivek pro klasifikátor slabý (náhodná klasifi-
kace), o něco lepší a dobrý klasifikátor, převzato z [15]
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Kapitola 5
Obrazová metadata a správa
fotografií
Obrazová metadata (dále pouze metadata) jsou přidané informace vložené přímo do ob-
razového souboru, popisující fotografie a jejich obsah. Vložená metadata využívá většina
programů pro správu fotografií; technická metadata jsou využívána pro správné zobrazení
(příkladem může být ikona či určení orientace dle EXIF [28]), upřesnění technických pod-
mínek pořízení snímku a jejich zobrazení uživateli. Metadata však umožňují i upřesnění
kontextu konkrétní fotografie. Těmito kontextovými informacemi jsou například séman-
tické informace o obsahu, autorovi, místu pořízení. Tyto informace jsou přinejmenším stejně
důležité pro další správu, organizaci a vyhledávání, jako již zmíněné informace technického
rázu. V oblasti vložených obrazových metadat jsou zásadní následující standardy:
EXIF (Exchangeable Image File Format) metadata [28] vytvářená fotoaparátem
při pořízení fotografie. EXIF metadata mohou být vložena do obrázků formátu TIFF nebo
JPEG. Obsahují informace technického rázu, jako je nastavení fotoaparátu, technické in-
formace, datum a čas pořízení fotografie. Standard EXIF je v současné době podporován
naprostou většinou výrobců fotoaparátů a programů pro správu a úpravy obrázků.
IPTC (International Press Telecommunication Council) Vznik IPTC metadat [29]
byl iniciován společností IPTC (International Press Telecommunications Council), 4A’s
(American Association of Advertising Agencies) a asociací ANA (Association of National
Advertisers) za účelem vytvoření postupu připojení popisných sémantických informací a
permanentního vložení těchto informací do multimediálních souborů - nejen obrazových, ale
také textových, zvukových, nebo do videí. IPTC metadata obsahují sémantické informace
jako je význam, obsah, místo pořízení, autor, vlastnictví.
XMP (Extensible Metadata Platform) je standard [1] vytvořený společností Adobe
[5] pro zápis metadat do souboru. XMP podporuje velké množství schémat a formátů
souboru. Vedle obrazových formátů GIF, PNG, JPEG, JPEG 2000 například podporuje
MP3, MPEG-4, HTML, WAV, PDF. Proto je XMP široce využíván aplikacemi nejen pro
zpracování obrazu.
MIX (Metadata for Images in XML) je novější, méně rozšířený standard, podobně
jako EXIF popisující technická metadata [38].
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5.1 EXIF metadata
Metadata EXIF jsou zapsána záznamovým zařízením (fotoaparátem) při pořízení fotografie
a většinou nejsou určena k dodatečným změnám. Metadata EXIF sestávají z jednotlivých
informací, tzv. tagů. EXIF tagy lze pro základní představu kategorizovat následovně [28]:
• Verze EXIF formátu
• Specifikace dat (rozměry obrazu, komprese, orientace, rozlišení. . .)
• Základní struktura obrazových dat (struktura dat dle formátu a komprese, struktura
ikony)
• Informace o záznamovém zařízení (model zařízení, výrobce, poznámky výrobce, pou-
žitý software)
• Uživatelské informace (popis obrázku, uživatelský komentář, autor fotografie)
• Podmínky pořízení snímku (údaje týkající se expozice, nastavení blesku, světlený
zdroj, ohnisková vzdálenost, ISO )
• Datum a čas
• GPS údaje
5.2 IPTC metadata
IPTC metadata (chápána z hlediska popisu obrazových souborů) slouží zejména pro ná-
slednou uživatelskou manuální editaci a vkládání významových informací souvisejících s
obsahem a kontextem pořízení dané fotografie. IPTC Core 1.1 schema popisuje:
• Creator, Creator’s Contact Info, Description Write: jméno autora, kontaktní infor-
mace, editor popisu
• Copyright Notice, Right Usage Terms, Source, Instructions: vlastník práv, popis pou-
žití, intelektuálního vlastnictví a další pokyny pro příjemce souboru
• Country, Country Code, Province or State, City, Sublocation: určení místa pořízení
fotografie
• Headline, Title, Description: informace týkající se titulku a popisu fotografie
• Keywords: klíčová slova v textovém tvaru a libovolném množství popisující obsah
• Subject Code: kód popisující zachycený předmět, kategorii z kontrolovaného slovníku.
IPTC Extension schema 1.1 navíc obsahuje popis zachyceného modelu, společnosti,
osoby, údaje o tzv. Model Release a Property Release (souhlas modelu či vlastníka zachyce-
ného objektu s použitím fotografie), licenční údaje a další doplňkové identifikace fotografie
a jejího obsahu (jednoznačné ID obsahu nebo GUID fotografie), zachycenou lokalitu či
událost [29].
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5.3 Praktické využití metadat pro správu fotografií
IPTC metadata byla vytvořena speciálně pro účely snadného, permanentního přiřazení
informací fotografiím a jejich následné používání při přenosu, správě, prohlížení a vyhledá-
vání. Zpočátku se IPTC metadata používala zejména v mediální sféře pro efektivní práci
s fotografiemi různých témat, autorů, míst. V současnosti práci s metadaty umožňují i
některé internetové stránky, například tzv. fotobanky, servery umožňující nahrávání a pro-
dej fotografií online. Fotobanky obvykle umí zpracovat metadata nahrané fotografie a tato
metadata automaticky dále využít, namísto zdlouhavého vyplňování formuláře uživatelem.
S rozvojem digitální fotografie a cenovou dostupností digitální fotografické techniky se
objevuje důraz na programy umožňující pohodlné a přehledné třídění obrázků. V součas-
nosti mezi programy, umožňující prohlížení obrázků libovolných obrazových formátů, zá-
kladní úpravy fotografií, ale také správu uživatelových obrázků a dalších multimédií, patří
program Picasa [12] od Google, XnView [23], IrfanView [36], komerční ACDSee [4], a mnoho
dalších.
Programy pro pokročilejší správu a úpravy fotografií obvykle podporují EXIF a IPTC
metadata, konkrétně informativní zobrazování, případně další operace s metadaty, jako je
export metadat, anebo jejich zápis, nebo mohou umožňovat i vyhledávání fotografií podle
požadované hodnoty informace obsažené v metadatech.
5.4 Knihovny pro práci s metadaty
V současné době je vyvíjeno velké množství programů pro práci s fotografiemi, které velmi
často zahrnují také základní či velice pokročilé možnosti uživatelovy manipulace s meta-
daty fotografií, anebo využívání metadat pro jiné účely, například vyhledávací či organiza-
ční. Při tvorbě podobného programu je velmi výhodné využít některou z dostupných a již
prověřených knihoven pro manipulaci s metadaty. Mezi nejznámější takové knihovny patří
následující:
Exiv2
Exiv2 je knihovna napsaná v jazyce C++ pro správu obrazových metadat. Umožňuje čtení,
zápis a modifikaci nejen IPTC metadat, ale také Exif metadat a XMP metadat.
Libiptcdata
Libiptcdata [33] je úzce specializovaná knihovna v jazyce C sloužící pouze pro manipulaci s
IPTC metadaty, tedy implementuje parsování, prohlížení, modifikaci a ukládání metadat.
Knihovna implementuje vložení IPTC metadat do obrazu jako vložení IPTC metadata do
Photoshop hlavičky PS3 a uložení této hlavičky pro požadovaný soubor.
GFL
GFL [22] je freewarová knihovna pro vývojáře od autora XnView Pierre Gougeleta. GFL
umožňuje podporu velkého množství grafických formátů, manipulaci a filtrování obrázků,
správu IPTC a EXIF metadat.
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Knihovna GFL poskytuje užitečné funkce pro načtení i uložení metadat obrázku, a to
jak v případě obrázku v předešlém kroku načteného jako GFL bitmapy za použití funkce
gflBitmapGetIPTC, tak i u obrázku nenačteného, reprezentovaného pouze cestou k souboru
jako parametrem příslušné funkce gflLoadIPTC, což představuje významné zpřehlednění
práce s metadaty.
Metadata IPTC jsou po načtení knihovnou GFL uložena ve struktuře typu
typedef struct {
GFL_UINT32 NumberOfItems;
GFL_IPTC_ENTRY * ItemsList;
} GFL_IPTC_DATA;
A jednotlivé položky struktury jsou strukturovány dle očekávání následovně:
typedef struct {
GFL_UINT32 Id;
const char * Name;
const char * Value;
} GFL_IPTC_ENTRY;
Toto uložení IPTC dat umožňuje přímou manipulaci s položkami IPTC metadat, napří-
klad jejich jednoduché procházení či vyhledávání procházením seznamu položek. Položky
klíčových slov jsou ve struktuře uloženy jako vícenásobné výskyty položky s hodnotou identi-
fikátoru GFL IPTC KEYWORDS. Po modifikaci struktury přímým přístupem či prostřednictvím
speciálních funkcí je možné opět metadata zapsat do obrazového souboru, definovaného ces-
tou, GFL funkcí gflSaveIPTC.
Zmíněné knihovny jsou proto v rámci návrhu klasifikačního zásuvného modulu podrob-
něji zkoumány zejména z praktické použitelnost a následně je proveden výběr knihovny
jevící se jako nejvýhodnější pro konkrétní implementaci klasifikačního pluginu.
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Kapitola 6
Tvorba zásuvných modulů pro
XnView
Při tvorbě nástrojů pro práci s fotografiemi je výhodné využít prostředí již existujících
programů pro správu či editaci fotografií a nástroj implementovat jako zásuvný modul a
umožnit tak uživateli dále pracovat v prostředí programu, který zná, pouze rozšířeného o
nové funkcionality.
Rozšířeným správcem fotografií je program XnView [23]. XnView zahrnuje režim Průzkum-
ník, umožňující procházení souborů a složek fyzicky uložených na disku, přiřazování kate-
gorie, hodnocení či barevného označení dle významu a důležitosti fotografie, tagování fo-
tografií, filtrování, náhled fotografií obohacený o informace týkající se histogramu, EXIF a
IPTC metadat. V režimu náhledu umožňuje XnView navíc jednoduché transformace, efekty
a filtrování obrazu. Dalším režimem je promítání obrázků, tzv. režím Slideshow, umožňující
parametrizovat a spouštět prezentaci vybraných fotografií.
Obrázek 6.1: Náhled okna programu XnView v režimu Průzkumník
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Známé a rozšířené aplikace často umožňují přidání nových funkcí uživatelem prostřed-
nictvím tzv. pluginů, neboli zásuvných modulů a výjimkou v tomto ohledu není ani program
XnView.
Jednou z možností tvorby pluginů pro XnView je vývoj zásuvného modulu pro Adobe
Photoshop. Společnost Adobe [5] vychází vstříc vývojářům bezplatným poskytnutím Pho-
toshop SDK pro vývoj aplikací pro mobilní zařízení, a právě pluginů pro Photoshop. Pho-
toshop SDK umožňuje použití mnoha vývojových, komerčních i nekomerčních prostředí,
mimo jiné ve značně rozšířeném vývojovém prostředí MS Visual Studio. Nekomerční pro-
gramy jen zřídka poskytují vlastní, dostatečně kvalitní SDK pro vývoj pluginů a vychází
uživatelům vstříc podporou pluginů pro Photoshop.
V adresáři spustitelného souboru programu jsou pro účely snadné integrace zásuvných
rozšíření programu implicitně vytvořeny následující podadresáře:
• 8bf: zásuvných modulů Adobe Photoshop 8BF určených pro filtraci, lze proto využít
pouze v režimu náhledu fotografie a pouze pro účely filtrování obrazu
• PlugIns: moduly ve formátu DLL sloužící pro práci s méně standardními formáty
souborů, jako jsou konverze, kódování a dekódování
• AddOn: moduly ve formátu XNP, potřebné DLL knihovny a případné složky s daty,
se kterými daný modul operuje a které jsou nezbytné pro funkci modulu
Je zřejmé, že podpora Photoshop pluginů omezená pouze na filtrační pluginy 8BF ne-
umožňuje tvorbu klasifikačního pluginu prostřednictvím Photoshop SDK a je třeba využít
XnView SDK určené právě pro tvorbu zásuvných modulů (AddOns) pro XnView.
6.1 XnView SDK
Autor XnView, Pierre Gougelet, podporuje vývoj nových zásuvných modulů zveřejněním
speciálního, pro tyto účely určeného SDK, pod názvem XnView SDK, a to přímo na webo-
vých stránkách programu XnView [23]. XnView SDK (dále pouze SDK) je určené pro jazyk
C/C++, je proto ideální pro vývoj pluginu v rámci vývojového prostředí Visual Studio
společnosti Microsoft a tvorbě GUI dialogového okna pluginu prostřednictvím Windows
API.
XnView SDK je tvořeno hlavičkovým souborem XPlugins.h obsahujícím definice speci-
álních datových typů a deklarace funkcí, nezbytných pro spuštění a běh zásuvného modulu,
ale také funkcí, která modul může využít za účelem jednoduchých operací s obrazem a fil-
trace (rotace, gamma, zaostření), k základní práci s metadaty EXIF a IPTC a informacemi
o souboru.
XnView SDK je poměrně jednoduché a intuitivní z hlediska použití, avšak dokumentace
včetně komentářů v rámci zdrojového kódu je velice strohá. Téměř jedinou formou vysvětlení
použití je v archivu s XnView SDK přiložená ukázka tvorby velmi elementárního pluginu
pro XnView.
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6.2 XnView zásuvné moduly
Modul je v rámci programu XnView charakterizován nejen obvyklými popisnými informa-
cemi, jako je název modulu, autor, ikona modulu a komentář, které jsou určeny zejména
uživateli, ale navíc účelem, pro jaký je použit, respektive v jakém módu XnView a nad
jakými daty může být tento modul spuštěn, a to konstantami:
• PLUGIN CAP NORMAL plugin se nezobrazuje jako položka XnView menu
• PLUGIN CAP ACCEPT FILES plugin pracuje nad výběrem (seznamem) souborů
• PLUGIN CAP ACCEPT FOLDERS plugin pracuje nad výběrem složek
• PLUGIN CAP FILTER plugin pracuje nad obrazem v režimu úpravy a filtrace obrázku
• PLUGIN CAP SLIDESHOW plugin je spustitelný v režimu prezentace fotografií
S tímto typem pluginu je nezbytně spojena volba funkce samotného procesu a typy
potřebných parametrů předaných při spuštění pluginu z programu XnView, a to zcela ana-
logicky:
BOOL Process(const PLUGIN_FILELIST* pFileList, int fileCount,
const PLUGIN_PARAMS* params)
pro typy modulů PLUGIN CAP NORMAL, PLUGIN CAP ACCEPT FILES, PLUGIN CAP ACCEPT FOLDERS
BOOL ProcessFilter(const PLUGIN_PARAMS* params)
pro typ modulu PLUGIN FILTER
BOOL ProcessSlide(const PLUGIN_FILELIST* pFileList, int fileCount,
const PLUGIN_SLIDE_PARAMS* slide_params,
const PLUGIN_PARAMS* params)
pro typ modulu PLUGIN CAP SLIDESHOW
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6.3 Windows API
Následující text přibližuje nejdůležitější informace z oblasti programování aplikací pro ope-
rační systém Windows za použití Windows API čerpané z knihy [35] s ohledem zejména
na znalosti prakticky využitelné pro tvorbu dialogového okna pluginu. Jedná se zejména o
vytváření oken, zpracování a zasílání zpráv, zpracování těchto zpráv v proceduře okna.
Vstupní bod programu
Ve funkci WinMain jako vstupní funkci programu dochází k inicializaci proměnných a vy-
tvoření hlavního okna aplikace. Jednotlivé prvky uživatelského rozhraní jsou však rovněž
okny: okno je obecně obdélníková oblast obrazovky, která může přijímat vstupy uživatele
a zobrazovat výstup ve formě textu nebo grafiky.
Zprávy ve Windows
Hlavní okno přijímá uživatelské vstupy, jakým je kliknutí (eventuelně stisknutí, puštění)
tlačítka myši, klávesy, ve formě zprávy. Zprávy slouží nejen pro komunikaci uživatele s
hlavním oknem aplikace, ale za pomoci zpráv komunikují i jednotlivá okna mezi sebou.
Zpráva je obecně struktura typu MSG
typedef struct tagMSG {
HWND hwnd ;
UINT message ;
WPARAM wParam ;
LPARAM lParam ;
DWORD time ;
POINT pt ;
} MSG, * PMSG ;
kde hwnd je ukazatel na okno, kterému je zpráva určena message je číselný identifiká-
tor zprávy definovaný v hlavičkových souborech Windows, wParam je 32-bitový parametr
zprávy, závisející na konkrétní zprávě, lParam je jiný 32-bitový parametr, time odpovídá
času, kde byla zpráva umístěna do fronty zpráv, pt je souřadnice kurzoru myši v okamžiku,
umístění zprávy do fronty.
Při vytvoření okna je identifikována procedura zpracovávající zprávy náležící tomuto
oknu. Po spuštění programu je automaticky vytvořena tzv. fronta zpráv (angl. message
queue) pro tento program. Do fronty zpráv jsou umisťovány veškeré zprávy náležící všem
oknům vytvořených v programu. Pro jejich zpracovávání slouží tzv. smyčka zpráv (angl.
message loop), která odebírá zprávy z fronty a odesílá je do odpovídajících procedur oken.
Procedura okna
Procedura okna určuje výstupy okna a rovněž reakce okna na uživatelské vstupy. Procedura
okna je vždy definována jako LRESULT CALLBACK WndProc (HWND hwnd, UINT message,
WPARAM wParam, LPARAM lParam) kde první čtyři parametry jsou identické s prvními čty-
řmi poli struktury zprávy MSG. Následně je v rámci procedury identifikován konkrétní typ
zprávy a podle tohoto typu provedeno zpracování konkrétní zprávy, tedy jejích parametrů a
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provedeny požadované akce. V rámci procedury okna je pro tyto účely obvyklá konstrukce
switch s použitím identifikátorů zpráv, přičemž po zpracování zprávy by procedura okna
měla vracet hodnotu 0 jako návratovou:
switch (iMsg){
case WM_CREATE :
[process WM_CREATE message]
return 0 ;
...
case WM_DESTROY :
[process WM_DESTROY message]
return 0 ;
}
Prvky uživatelského rozhraní
Jednotlivé prvky rozhraní jsou okna reagující na (typicky uživatelovy) vstupy. V případě tla-
čítka je na každé stisknutí tohoto tlačítka uživatelem reagováno zasláním zprávy WM COMMAND
do rodičovského okna, kde potom parametry wParam a lParam mají následující hodnoty:
LOWORD (wParam) identifikátor dětského okna HIWORD (wParam) kód lParam ukazatel (han-
dle) na dětské okno V konstrukci switch procedury okna je tak možné vytvořit další vnoře-
nou konstrukci switch, která dále upřesňuje požadované akce dle identifikátoru okna po-
tomka, tedy prvku, se kterým byla provedena uživatelská interakce.
Zasílání zpráv
Prostřednictvím zasílání zpráv lze komunikovat s prvky uživatelského rozhraní, nastavovat
hodnoty vlastností. Pro zaslání zprávy slouží funkce
SendMessage (hwnd, message, wParam, lParam);
kde hwnd je ukazatel na okno, message je identifikátor zprávy obvykle pro přehlednost
zadávaný prostřednictvím předdefinované konstanty, následují parametry zprávy, které se
pro různé zprávy liší. Je možné definovat vlastní zprávy, respektive hodnoty vlastních zpráv,
a to přiřazením hodnoty (WM USER + celočíselná konstanta) této nové zprávě.
Zdroje
Zdroje (angl. resources) jsou data obvykle uložená ve výsledném binárním souboru, avšak
neadresovatelná proměnnými v rámci kódu programu. Zdroje je tak možné pomocí pro tyto
účely poskytovaných funkcí Windows nahrát do paměti a až poté použít v programu. Mezi
zdroje patří například ikony, kurzory, menu, bitmapy a dialogová okna.
Při vytvoření zdroje je pro každý zdroj vytvořena dvojice souborů myresource.rc, který
obsahuje tzv. resource skript (textovou reprezentaci zdrojů v případě menu a dialogových
oken, nebo případné reference na binární soubory v případě bitmap a kurzorů) a hlavičkový
resource.h. Tyto soubory jsou editované automaticky s prováděním změn v konkrétním
zdroji prostřednictvím k tomu určeným rozhraním ve Visual Studiu tzv. resource editoru.
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Vlákna
Windows API poskytuje prostředky pro práci s vlákny, v mnoha případech potřebných
pro urychlení programu paralelizací, nebo pro správnou funkci programu, například pro
účely použití speciálních vláken pro časově náročné výpočty bez omezení interaktivnosti
grafického uživatelského rozhraní. Pro vytvoření vlákna je určena funkce CreateThread,
které je předán jako parametr ukazatel na funkci ThreadProc, kterou vlákno po vytvoření
vykoná a která je definována jako
DWORD WINAPI ThreadProc (PVOID pParam)
kde argument pParam je argumentem předaným této funkci vlákna prostřednictvím příslu-
šného parametru funkce CreateThread.
Pro přístup více vláken k jedné proměnné za účelem zachování konzistence je ne-
zbytné použít mechanismus kritické sekce, která je ve Windows API proměnnou typu
CRITICAL SECTION. Tuto kritickou sekci je bezpodmínečně třeba před použitím inicializovat
použitím funkce InitializeCriticalSection. Po inicializaci již lze kritickou sekci použít:
před manipulací se sdílenou proměnnou je třeba do kritické sekce vstoupit, po dokončení
manipulace kritickou sekci opustit následujícím způsobem:
EnterCriticalSection (&cs) ;
// práce se sdílenými daty
LeaveCriticalSection (&cs) ;
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Kapitola 7
Návrh klasifikačního modulu
Samotná klasifikace fotografií je v rámci této práce rozdělena na základní dvě fáze, respek-
tive i dvě samostatné části, a to program pro trénování klasifikátorů a zásuvný modul pro
program XnView pro práci s klíčovými slovy IPTC metadat a výsledky klasifikace. Fáze
návrhu se zabývá zejména zkoumáním možností a způsobu vytváření zásuvných modulů
v rámci programu XnView, volbou vhodných nástrojů a knihoven pro vytvoření klasifika-
čního modulu a práci s IPTC metadaty, výběrem zdroje a přípravou obrazových dat pro
trénování vizuálního slovníku a klasifikátorů.
7.1 Příprava obrazových dat
Účelem diplomové práce je vytvořit nástroj pro klasifikaci fotografií, který by mohl být
využíván v praxi. Proto by zvolené třídy měly pokrývat hlavní a obvyklá témata fotogra-
fií. Po průzkumu nejčastěji se vyskytujících témat v rámci rekreačního, dokumentačního,
reklamního či uměleckého fotografování se nabízí, se současným přihlédnutím k přiměřené
rozlišitelnosti a minimalizaci druhové variability v rámci jedné třídy, stejně jako dostupnosti
fotografií v rámci některého přístupného obrazového datasetu, zvolit jako vhodné třídy pro
klasifikaci některé z následujících:
portrét dav postava
květ makro list kočka
strom opadaný strom olistěný les
nížina hory moře/pobřeží
architektura město ohňostroj
Obrazová data byla získána z volně přístupné databáze ImageNet po předešlé registraci a
autorizaci požadavku na stahování těchto dat pro výzkumné účely. Pro jednotlivé zamýšlené
kategorie byly vybrány odpovídající či tematicky zahrnuté ImageNet kategorie tak, aby
fotografie byly v rámci kategorie poskytovaly vhodnou míru pozitivní variability: prostředí,
druhu objektu, barev, prostorových umístění, velikosti.
Data dále bylo nutné dodatečně projít získané fotografie a provést individuální posouzení
a případné vyloučení jednotlivých nevyhovujících fotografií, z hlediska negativní variability,
tematickou irelevance vzhledem k třídě, a nakonec i z hlediska vhodné kvality (dostatečná
velikost, šum, rozmazání, rámečky, text).
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Fotografie (pro tvorbu vizuálního slovníku, trénování i pro samotnou klasifikaci) je po
samotném načtení, vzhledem k uživatelské přívětivosti a předpokládané laické manipulaci,
dále vhodné upravit před dalším zpracováním v rámci programu, zejména z hlediska norma-
lizace velikosti. Úprava rozměrů fotografie následně výrazně ovlivní množství detekovaných
příznaků a vyloučí detekci a zpracovávání méně podstatných příznaků.
Obrázek 7.1: Ukázka protříděných trénovací data pro třídy cat, crowd, face, mountains a
rose, získané prostřednictvím [8]
7.2 Program pro trénování klasifikátorů
V případě tvorby nástroje pro klasifikační účely se nabízí ideální eventualita poskytnout
uživateli přizpůsobení klasifikačního nástroje vlastním, individuálním potřebám s ohledem
na oblíbené a časté náměty vlastních fotografií. Toto přizpůsobení je možné prostřednic-
tvím poskytnutí specializovaného doplňkového nástroje, který umožní uživateli jednodu-
chým způsobem vytvoření dat pro klasifikační plugin, tedy vytvoření vizuálního slovníku a
natrénování klasifikátorů na vlastních fotografiích, respektive sadách fotografií rozdělených
dle požadovaných kategorií. Výstupem trénování a zároveň vstupními daty pro klasifikační
nástroj jsou natrénované klasifikátory, každý pro jednu kategorii, a vizuální slovník, uložené
ve formě textového souboru.
Trénovací program provádí trénování následovně:
Trénování vizuálního slovníku
Algoritmus postupně načítá všechny obrázky určené pro vybudování vizuálního slovníku a
provádí následující kroky:
• Detekce SURF klíčových bodů
• Náhodná selekce klíčových bodů pro účely snížení množství příznaků
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• Extrakce extraktorem SIFT klíčových bodů jako deskriptorů popisujících detekované
příznaky a uložení do trénovací matice
• Vizuální slovník je poté vytvořen shlukováním bodů trénovací matice, kde shluky
odpovídají vizuálním slovům a uložen do souboru.
Obrázek 7.2: Schéma budování vizuálního slovníku z deskriptorů detekovaných klíčových
bodů všech obrázků
Trénování klasifikátorů
Pro každou kategorii je natrénován binární SVM klasifikátor následovně:
• pro všechny trénovací obrázky je opět provedena detekce SURF a extrakce SIFT
• pro každý obrázek a klíčové body je vybudován BOW deskriptor jako histogram
vizuálních slov v obraze
• BOW deskriptory obrázků jsou označeny popisy 1, -1, podle toho, zda náleží, či ne-
náleží do aktuálně trénované kategorie
• SVM klasifikátor je na základě sady deskriptory a popisů těchto deskriptorů natréno-
ván a uložen do souboru
Obrázek 7.3: Schéma trénování SVM klasifikátoru na označených datech BOW deskriptorů
obrázků
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Program pro trénování klasifikátorů určený uživateli je vhodné vytvořit nikoli jako plugin,
ale z hlediska enormní časové náročnosti zejména pro větší množství trénovaných kategorií
je příznivějším řešením vytvořit samostatný program. Není třeba implementovat možnost
nastavování parametrů, nejpodstatnějším vstupem jsou pouze názvy kategorií a fotografie
náležící těmto kategoriím, které budou následně použity pro vybudování slovníku a tréno-
vání klasifikátorů. Toto lze realizovat jako automatické prohledání předem určené složky a
nalezení podadresářů s fotografiemi, kde název podadresáře bude odpovídat názvu katego-
rie. Program zahrnující grafické uživatelské rozhraní není proto v tomto případě nezbytný
a program pro trénování vlastních klasifikátorů je možné spustit v příkazovém řádku.
7.3 Klasifikační nástroj
Nástroj pro klasifikaci, který je hlavním cílem této práce, by měl uživateli poskytovat ná-
sledující základní funkce:
• Spuštění nad výběrem fotografií a rovněž nad fotografiemi ve vybrané složce.
• Postupné zpracování fotografií klasifikačním algoritmem a vyhodnocení výsledků kla-
sifikace.
• Na základně výsledku klasifikace nabídka nejpravděpodobnějších kategorií a možnost
výběru.
• Potvrzení výběru kategorií a zápis názvů kategorií do IPTC metadat fotografie.
• Další, doplňková manipulace s IPTC klíčovými slovy, jako je zejména mazání
Klasifikační nástroj je z hlediska uživatelské přívětivosti vhodné vytvořit jako XnView
zásuvný modul. A to modul pracující nad seznamem uživatelem vybraných fotografií, ale
také zároveň nad celými zadanými složkami, respektive jejich obsahem. Použita tak bude
vstupní funkce Process, a modul samotný bude definován typy PLUGIN CAP ACCEPT FILES,
PLUGIN CAP ACCEPT FOLDERS.
Klíčová součást pluginu je klasifikační algoritmus, umožňující samotnou klasifikaci fo-
tografie, tedy zpracování příznaků zpracovávané fotografie, a následně vyhodnocující míru
příslušnosti fotografie jednotlivým kategoriím na základě odezvy jednotlivých klasifikátorů.
Protože je při samotném klasifikačním procesu předpokládána uživatelská interakce,
je vhodné nabídnout uživateli více kategorií v případě, je-li nalezeno více potenciálních
kategorií a ponechat konečné rozhodnutí právě na uživateli. To znamená použít klasifikaci
pro co nejkvalitnější asistenci při finální kategorizaci fotografií uživatelem a velmi výrazně
tak zefektivnit tento proces.
7.4 Uživatelské rozhraní
Dialogové okno pluginu by mělo obsahovat komponenty zachycené na obrázku, umožňující
následující základní akce:
• náhled zpracovávané fotografie pro rychlou vizuální orientaci
• zobrazení názvu fotografie pro úplnost identifikace obrazového souboru
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• indikace pozice aktuálně zobrazené fotografie v seznamu zpracovávaných fotografií ve
formátu aktuální číslo/počet všech fotografií
• zobrazení seznamu klíčových slov aktuálně uložených v IPTC metadatech právě zob-
razené fotografie
• přidání klíčového slova z nabídnutých klíčových slov do zobrazeného seznamu a IPTC
metadat
• odebrání klíčových slov ze seznamu a IPTC metadat
• smazání všech klíčových slov ze seznamu a IPTC metadat
• posuv vzad/vpřed na předešlý/následující obrázek
• výběr fotografie v seznamu bez nutnosti několikanásobného provádění akce vpřed/vzad
(
”
proklikání“)
• indikace činnosti klasifikačního vlákna, stavu klasifikace (počtu již klasifikovaných
fotografií)
• přehledné označení již klasifikovaných fotografií
7.5 Činnost pluginu
Vzhledem k požadavku zachování interaktivity GUI zobrazeného dialogu pluginu a nároč-
nosti klasifikačních výpočtů je nezbytné použití vláken, tedy vytvoření (minimálně) jednoho
výpočetního vlákna, které provádí klasifikaci, zatímco je uživateli umožněna současná in-
terakce s grafickým uživatelským rozhraním dialogu. Návrh činnosti pluginu a výpočetního
vlákna a jejich komunikace je zachycen prostřednictvím schématu 7.4.
Obrázek 7.4: Schéma ilustrující činnost pluginu sestávající z grafického uživatelského roz-
hraní a paralelní činnosti výpočetního vlákna realizujícího klasifikaci jednotlivých fotografií.
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Klasifikační vlákno postupně klasifikuje uživatelem vybrané obrázky předané pluginu
z programu XnView. Po úspěšné klasifikaci každého jednoho obrázku signalizuje toto do-
končení dílčí klasifikace hlavnímu vláknu a poté zpracovává stejným způsobem následující
data v pořadí.
Samotná klasifikace prováděná klasifikačním vláknem má pro každý načtený obrázek
následující fáze:
• detekce SURF příznaků a získání klíčových bodů
• extrakce detekovaných příznaků extraktorem SIFT, a získání matice SIFT deskriptorů
příznaků
• sestavení deskriptoru Bag of Words pro danou fotografii, tedy nalezení histogramu
vizuálních slov o délce rovné velikosti vizuálního slovníku, kde vizuální slovo je vždy
nejbližším shlukem klíčového bodu fotografie
• provedení binární klasifikace podle hodnoty deskriptoru Bag of Words jednotlivými
klasifikátory pro všechny požadované kategorie a zápis klasifikačních skóre do výsled-
kové matice
Obrázek 7.5: Schéma klasifikace fotografie na základě vypočítaných BOW deskriptorů ob-
razu
Hlavní vlákno zpracovává příchozí zprávy Windows API dle akcí uživatele uskuteč-
něných prostřednictvím grafického uživatelského rozhraní (stisk tlačítka, klávesy, zavření
dialogového okna apod.). Přijímá rovněž zprávy od klasifikačního vlákna, signalizující při-
pravenost dílčích výsledků klasifikace, a tedy možnost zobrazení výsledků klasifikace v di-
alogovém okně u konkrétního vybraného obrázku pro následné potvrzení uživatelem.
Nabízející se možností urychlení a zefektivnění výpočtu je paralelizace klasifikace foto-
grafie jednotlivými klasifikátory, a to vytvořením odpovídajícího počtu vláken, vždy jed-
noho pro každou třídu (klasifikátor), a paralelním výpočtem klasifikačního skóre pro danou
fotografii a třídy.
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7.6 Práce s IPTC metadaty
Třídění fotografií, případně související úpravy obrazových metadat, je zapotřebí ve většině
případů realizovat ručně uživatelem. Nabízí se možnost zvýšit pohodlnost a efektivitu
správy a vyhledávání fotografií využitím automatické kategorizace a permanentního přiřa-
zení názvu kategorie do vhodného tagu metadat obrazového souboru, konkrétně IPTC tagu
Keywords. Tag Keywords jako jediný umožňuje textový záznam klíčových slov popisujících
obsah a není omezen množstvím textu, ani nutností použít informace podle kontrolovaného
slovníku. Permanentní přiřazení tagu navíc umožňuje zpřístupnění informace o přiřazené
třídě dalším programům či webovým stránkám, které umí pracovat s IPTC metadaty.
Pro implementaci manipulace s IPTC metadaty fotografií se nabízí využití dostupných
knihoven sloužících pro tyto účely, a to knihovny Exiv2, Libiptcdata a GflSDK. V rámci ná-
vrhu vhodné knihovny pro práci s metadaty pro účely klasifikačního pluginu byly z hlediska
praktického použití posouzeny tyto tři knihovny následovně:
Libiptcdata [33] je specializovaná pouze na manipulaci s IPTC metadaty, a tedy mi-
mořádně vhodná. Načítání i manipulace s metadaty je intuitivní a snadná. V případě
ukládání IPTC metadat souboru formátu JPEG je však proces naopak uložení poměrně
komplikovaný a zdlouhavý.
Exiv2 [25] je poměrně rozšířená a rovněž snadno použitelná, jedná se však o knihovnu po-
měrně pokročilou a tedy zřejmě pro účely pluginu, který vyžaduje pouze základní prostředky
pro práci s metadaty, příliš obsáhlou - i z tohoto důvodu byla upřednostněna knihovna GFL.
GFL [22] byla vybrána pro použití při implementaci klasifikačního pluginu z důvodu
přehlednosti SDK, snadného použití a přítomnosti dalších, v rámci implementace pluginu
či pouze při jeho vývoji potenciálně využitelných grafických funkcí (použito například pro
ralizaci načtení a úpravy fotografie za účelem zobrazení v prvku Picture).
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Kapitola 8
Implementace nástroje pro
trénování
Nástroj pro natrénování vizuálního slovníku a SVM klasifikátorů je implementován jako sa-
mostatný program pracující v příkazové řádce, vyžadující minimální uživatelskou interakci.
Tento program na základě předložených fotografií náležících třídám pro kategorizaci vyhle-
dává klíčové body, z jejich deskriptorů buduje shlukováním vizuální slovník, který posléze
používá k popisu trénovacích fotografií deskriptorem Bag of Words. Na základě informace
o příslušnosti fotografie dané třídě je uskutečněno strojové učení klasifikátorů SVM.
8.1 Získání dat
Program pro trénování klasifikátorů v zájmu interakce s (potenciálně laickým) uživatelem
a rovněž v zájmu maximální uživatelské přívětivosti implementuje vstup dat následujícím
způsobem:
• Uživatel vytvoří podadresáře ve složce DATA, jejich názvy odpovídají požadovaných
kategoriím
• Uživatel vloží obrazové soubory jako trénovací data do příslušných podadresářů dle
příslušnosti k třídě.
• Program po spuštění automaticky prohledá adresář DATA.
• Podle nalezených podadresářů naplní datové stuktury názvů tříd.
• Načte obrazová data z jednotlivých podadresářů, označí příznakem třídy .
• Proces budování vizuálního slovníku a trénování klasifikátorů.
• Výsledné soubory s vizuálním slovníkem a klasifikátory jsou uloženy do složky a při-
praveny na zkopírování do datové složky pluginu.
36
Pro účely načítání obsahu definované složky byla, s využitím prostředků pro práci se soubory
ve Windows API, implementována funkce readDirectory:
void readDirectory(string sPath, vector<string>& files, string regexp,
int type, int count)
kde sPath je cesta ke čtené složce, files je výstupní vektor názvů získaných souborů, regexp
je regulární výraz pro specifikaci požadovaného formátu souboru type je typ získaného
obsahu, který nabývá hodnot konstant FIND DIRECTORY a FIND FILE, count je parametr
udávající maximální počet získaných souborů, je-li -1, pak je načten veškerý obsah složky.
Tato funkce je využita pro získání podadresářů složky DATA odpovídajících požadova-
ným kategoriím jako
readDirectory("DATA",imgclasses,"*.*",FIND_DIRECTORY, -1);
A rovněž i pro získání fotografií pro jednotlivé kategorie ve tvaru
readDirectory(PathToDir+"\\"+imgclasses[indclassdir], dataForBow, "*.*",
FIND_FILE, BOW_COUNT);
V rámci klasifikačního pluginu je tato funkce použita pro získání souborů klasifikátorů,
tedy jsou vyhledány všechny soubory s příponou yml v adresáři s uloženými klasifikátory.
8.2 Zpracování příznaků v obraze
Proces detekce, selekce a popisu obrazových příznaků je nezbytný pro vytvoření reprezen-
tace obrazu, ať už pro účely tvorbu vizuálního slovníku shlukováním těchto dat, tak i pro
trénování (resp. získání a popis dat pro trénování) a nakonec i během samotné klasifikace (v
rámci implementace klasifikačního pluginu) pro reprezentaci obrazu určeného ke klasifikaci.
Selekce příznaků
Detekované příznaky v obraze je z hlediska snížení výpočetní náročnosti nutné zredukovat
na vhodné množství, tedy provést vhodnou selekci. Z důvodu poskytnutí možnosti tréno-
vání samotnému uživateli je vhodné hledat kompromis mezi časovou náročností trénování a
kvalitou klasifikátorů. Výběr příznaků je proto v rámci práce implementován jako náhodný
výběr omezeného množství příznaků, a to zejména z důvodu časových, neboť sofistikova-
nější algoritmus výběru nejlepších příznaků může znamenat přílišnou až neúnosnou časovou
náročnost fáze přípravy dat.
Selekce je v případě příliš vysokého počtu deskriptorů provedena na základě vytvoření
maskovacího pole s hodnotami 1 na prvních TRESHOLD pozicích a hodnotami 0 na zby-
lých pozicích. Poté je opakovaně prováděna výměna hodnot na náhodných pozicích pole a
tato maska použita pro náhodný výběr výsledných příznaků. Náhodné pozice jsou pro lepší
efektivitu omezeny v případě první náhodné pozice na rozmezí 0-TRESHOLD a v případě
druhé pozice na rozmezí TRESHOLD-počet deskriptorů. Znatelně se tak minimalizuje ne-
účelná výměna mezi pozicemi s hodnotou nula, které by jinak mohly být nevhodně voleny
v rámci části pole inicializovaného nulami.
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Obrázek 8.1: Znázornění způsobu vytvoření masky za účelem náhodného výběru příznaků
Extrakce příznaků
Extrakce příznaků byla podrobněji zkoumána prostřednictvím experimentování s několika
typy extraktorů příznaků, zejména z hlediska vlivu volby extraktoru na kvalitu klasifikace.
Byly provedeny experimenty s extraktory SURF, SIFT a OpponentSIFT, jejichž výsledky
jsou obsahem stejnojmenné kapitoly.
8.3 Extrakce BOW deskriptoru
Při použití třídy BOWImgDesciptorExtractor je pro extrakci BOW deskriptoru obrazu pou-
žita metoda compute, která však může v ojedinělých případech vracet prázdný deskriptor
(respektive prázdnou matici deskriptoru), a proto je zapotřebí BOW deskriptory před pou-
žitím pro trénování kontrolovat na prázdnost a takové z trénovacího setu BOW deskriptorů
vyřadit.
Vzhledem k OpenCV implementaci třídy BOWImgDesciptorExtractor její použití pro
účely extrakce BOW příznaku obrazu má následující, potenciálně negativní důsledky:
• Není možné provést tzv. měkké přiřazení (soft assignment), které může znamenat
přínos pro přesnost klasifikace, ale pouze tzv. tvrdé přiřazení (hard assignment).
• Za účelem extrakce BOW deskriptoru pro daný obrázek je nutné předat metodě com-
pute nejen detekované klíčové body, ale i samotný obrázek.
Druhý důsledek použití zmíněné třídy v případě samotné klasifikace není důležitý, avšak
v případě výpočtu BOW deskriptoru obrázku pro účely trénování klasifikátoru je negativem
s tímto důsledkem spojená nemožnost reprezentace obrázku pouze prostřednictvím klíčo-
vých bodů, namísto bitmapy. Reprezentace obrázku klíčovými body by byla výhodná v
případě, kdy přímé šíření obrázků v rámci trénovací sady není umožněno z důvodu absence
vlastnických práv (obrázky z ImageNet), anebo naopak z důvodu uživatelova vlastního
soukromí a ochrany jeho vlastnických práv, používá-li pro trénování své vlastní fotografie.
8.4 Trénování klasifikátoru
Jako klasifikátor byl použit CvSVM klasifikátor poskytovaný OpenCV. Tento klasifikátor
je natrénován na základě údajů o příslušnosti fotografie do kategorie a příslušných BOW
deskriptorů. CvSVM klasifikátor obecně umožňuje natrénování klasifikace pro 2 až n kate-
gorií. Pro implementaci byla vybrána varianta rozlišení 2 kategorií, binární, tzv. jedna proti
všem (one-to -all).
V rámci funkce pro trénování klasifikátoru je volána speciální funkce getLabeledImages,
která načte veškerá obrazová data v podadresářích. Data (BOW deskriptory obrazových
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souborů) v adresáři, pro něž je momentálně vytvářen klasifikátor, jsou označena popisem
1 (pozitivní), z obrazových dat ostatních adresářů jsou náhodně vybrány protipříklady a
označeny popisem -1 (negativní).
Přístup one-to-all tak umožňuje jistou formu klasifikace do více kategorií, CvSVM kla-
sifikátor pro n kategorií (zde by byla trénovací data označena popisy jednotlivých kategorií,
například čísly od 1 do n) by toto neumožňoval a vracel vždy pouze jedinou, nejlépe ohod-
nocenou kategorii. Navíc je prostřednictvím tohoto přístupu možné získat nejen popis třídy,
resp. příznaky příslušnosti (1 = náleží třídě, -1 = nenáleží), ale rovněž hodnotu, míru urči-
tosti klasifikace, podle které se lze dále rozhodovat v otázce správnosti volby kategorie. V
případě podobných, vysokých hodnot skóre je dále možné provést zařazení do více katego-
rií, konkrétně v rámci pluginu nabídnutí těchto nejlépe ohodnocených kategorií uživateli,
případně zápis všech pozitivně ohodnocených.
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Kapitola 9
Implementace klasifikačního
pluginu
Zásuvný modul pro klasifikaci je implementován prostřednictvím Windows API jako dialo-
gové okno, umožňující uživatelovu interakci s rozhraním, za současného běhu klasifikačního
vlákna, vykonávajícího klasifikaci jednotlivých fotografií, tedy detekci, selekci a popis pří-
znaků v obraze, získání Bag of Words deskriptoru fotografie prostřednictvím natrénovaného
vizuálního slovníku a vyhodnocení klasifikačního skóre pro jednotlivé třídy určené dostup-
nými natrénovanými klasifikátory.
9.1 Uživatelské rozhraní
Pro implementaci grafického uživatelského rozhraní je využito Windows API. Vývojového
prostředí Microsoft Visual Studio umožňuje s výhodou použít pro účely návrhu dialogového
okna pluginu tzv. vizuální editor zdrojů (resource editor). Dialog se všemi svými kompo-
nentními prvky je vytvořen jako tzv. zdroj (resource) a je volán v rámci definice vstupní
funkce Process. V této vstupní funkci jsou před samotným vytvořením dialogu rovněž ini-
cializovány všechny globální proměnné a kritické sekce.
Následující text popisuje některé význačné, implementačně zajímavé prvky grafického
uživatelského rozhraní, podle obrázku 9.1.
Picture (1) zobrazuje na ploše prvku přiřazený bitmapový obrázek. Pro tyto účely je
nutné dynamické načítání obrazových souborů fotografií (nikoli obrázků jako zdrojů) a je-
jich zmenšení na požadované rozměry odpovídající prvku Picture. Obvyklá metoda, jak ve
Windows API dosáhnout zmenšení obrázku na určité rozměry, je zdlouhavé a nepřehledné,
nízkoúrovňové vykreslování pomocí funkce StretchBit. Navíc i samotné načítání jiných sou-
borů, než BMP bitmap, je ve Windows API značně problematické. Zde pro tyto účely je
proto velice výhodné použití knihovny GFL - stačí pouze nastavit pro prvek Picture vlast-
nost centrování obsahu, načíst GFL BITMAP bitmapu ze souboru do paměti, pomocí GFL
funkce Gfl resize ji proporcionálně zmenšit na požadované rozměry (vhodně s ohledem na
rozměry prvku Picture) a výslednou bitmapu zaslat zprávou STM SETIMAGE prvku Picture
k zobrazení.
Listbox (2) zobrazuje seznam klíčových slov, která jsou aktuálně zapsána v IPTC meta-
datech fotografie. Listbox je nastaven tak, že dovoluje výběr jedné a více položek seznamu,
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Obrázek 9.1: Náhled dialogového okna spuštěného zásuvného modulu s vyznačenými zá-
sadními prvky
což je dále využito při volbě smazání vybraných klíčových slov z metadat fotografie.
Slider (3) je vytvořen pro dva účely. Prvním účelem je snadná navigace v souboru fotek
a snadná změna aktuální fotky pouhým táhnutím. Druhým účelem je zobrazení informace o
počtu již klasifikovaných fotografií v rámci vybraného souboru fotografií a plní tak zároveň z
vizuálního hlediska funkci prvku Progress bar. Stejně jako by tomu bylo i u prvku Progress
bar, je tento prvek informován o aktuálním stavu klasifikace po přijetí zprávy z klasifika-
čního vlákna. Podle aktualizované hodnoty označující pořadí právě klasifikované fotografie
je prvku Slider nastaven rozsah (resp. konec rozsahu) výběru zasláním odpovídající zprávy
TBM SETSELEND s parametrem udávajícím koncovou pozici rozsahu výběru. Tato změna se
vizuálně projeví vykreslením barevně odlišného rozsahu v rámci stupnice.
Combo-box (4) umožňuje uživateli výběr klíčového slova pro přidání do stávajících
klíčových slov v IPTC metadatech aktuálně zobrazené fotografie. Tato klíčová slova jsou
získána z názvů souborů klasifikátorů a odpovídajíc názvům tříd pro kategorizaci fotografií.
Pokud fotografie zatím nebyla klasifikována klasifikačním vláknem, výběr prvku Combo-
box je prázdný. V opačném případě se ve výběru nachází nabízená položka pro přidání,
tedy odpovídající názvu nejlépe ohodnocené kategorie pro danou fotografii.
Checkbox (5) poskytuje uživateli, neprobíhá-li právě klasifikace, možnost změnit reakci
na určení pravděpodobné kategorie fotografie. Vybráním checkboxu uživatel zvolí automa-
tický zápis názvu pravdpodobné kategorie do IPTC klíčových slov metadat fotografie, v
opačném případě je výsledek klasifikace uživateli pouze nabídnut jako návrh pro přidání v
prvku Combo-box.
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9.2 Pracovní vlákno
Pracovní vlákno pro klasifikaci fotografie je vytvořeno při inicializaci dialogu prostřednic-
tvím funkce CreateThread z Windows API. Vlákno poté provádí postupnou klasifikaci
fotografií v rámci své klasifikační funkce. Postupně vyhodnocuje klasifikační skóre každé
jedné aktuálně zpracovávané fotografie vzhledem k jednotlivým třídám a provádí změny
ve sdílených datech, konkrétně matici výsledků results, kde řádky odpovídají jednotlivým
klasifikovaným fotografiím a jednotlivé sloupce označují klasifikátor, respektive klasifikační
skóre této fotografie vypočítané po kategorizaci daným klasifikátorem.
Po dokončení klasifikace aktuální fotografie signalizuje vlákno připravenost fotografie a
klasifikačních výsledků hlavnímu oknu, a to mechanismem zaslání zprávy s identifikátorem
WM THREADSTEP vytvořené speciálně pro tyto účely.
Práce s vlákny je zde rovněž spojena s problémem přístupu ke sdíleným datům, zejména
výsledkům klasifikace v matici results, kde je nutné vyvarovat se současného čtení i zápisu,
které by mohly způsobit nekonzistenci v datech. Každý přístup k těmto sdíleným datům je
nutně implementován jako vstup do tzv. kritické sekce.
Dalším problémem je mechanismus ukončení vlákna. Pokud by klasifikační vlákno ne-
bylo řádně ukončeno, po ukončení pluginu by téměř jistě hrozil následný pád celé aplikace
XnView. Uživateli je umožněno ukončit aktuální klasifikační vlákno manuálně stiskem tla-
čítka, například a účelem změny parametru klasifikace (automatické přidávání klíčových
slov do metadat). V tomto případě je při opětovném spuštění klasifikace vytvořeno nové
vlákno, které však pokračuje klasifikací prvního dosud neklasifikovaného obrázku v pořadí,
určeném aktuální hodnotou čítače již klasifikovaných fotografií.
Protože se nelze spoléhat na manuální ukončení klasifikačního vlákna uživatelem před
uzavřením dialogového okna pluginu, je třeba vlákno ukončit po příchodu zprávy WM CLOSE
do dialogového okna. Pro jednoduchost je mechanismus signalizace ukončení vlákna im-
plementován jako nastavení příslušného příznaku. Klasifikační vlákno před každou novou
klasifikací fotografie, respektive před načtením a použitím klasifikátoru, kontroluje hodnotu
tohoto příznaku. Je-li hodnota příznaku nastavena, klasifikační vlákno se ihned ukončí.
V případě WM CLOSE je navíc po samotném nastavení příznaku ukončení vlákna nezbytně
nutné, aby program nebyl ukončen dříve, než je ukončeno klasifikační vlákno, a pro tento
účel je použita Windows API funkce WaitForSingleObject.
9.3 Vlákna klasifikátorů
Koncept zpracování obrazu pracovním vláknem a poté dynamické vytváření paralelně pra-
cujících vláken pro jednotlivé klasifikátory velmi významně urychluje celý proces klasifikace
vybraných fotografií.
Po detekci načtení aktuálně zpracovávaného obrázku a detekci klíčových bodů je vy-
počítán pracovním vláknem BOW deskriptor. Společným vstupem pro všechny klasifikátory
je BOW deskriptor a pozice práce klasifikovaného obrázku za účelem zápisu výsledků do
matice. Každému vláknu klasifikátoru je během vytvoření předána jako parametr hodnota
pořadí identifikující daný klasifikátor. V rámci vlákna klasifikátoru dojde k načtení požado-
vaného klasifikátoru z YAML souboru a klasifikaci aktuálního obrazu na základě vstupního
BOW deskriptoru. Výsledek je zapsán na odpovídající pozici v matici výsledků.
Pracovní vlákno čeká na dokončení všech vláken klasifikátorů pro danou fotografii, což
je implementováno pomocí Windows API funkce WaitForMultipleObjects, které je jako
jeden z parametrů předáno pole ukazatelů HANDLE na vytvořená vlákna klasifikátorů.
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9.4 Klasifikace fotografie
Zásuvný modul pro klasifikaci fotografií nezbytně vyžaduje pro svou práci vizuální slovník za
účelem vytváření BOW reprezentace klasifikovaných fotografií a následně také natrénované
SVM klasifikátory, jeden pro každou zamýšlenou klasifikační třídu. Tato pomocná data je
vhodné za účelem přehlednosti XnView složky modulů AddOns, stejně tak i z hlediska
případné uživatelovy manipulace s těmito daty (zejména v případě trénování a importu
vizuálního slovníku a klasifikátorů pro nové třídy) umístit do speciálně vytvořené složky v
místě uložení klasifikačního modulu.
Vizuální slovník je uložen v XML souboru a dle potřeby načítán jako maticový datový
typ Mat knihovny OpenCV, kde uložená data reprezentují středy shluků odpovídající vi-
zuálním slovům. Jednotlivé natrénované SVM klasifikátory jsou pak uloženy v souborech
formátu YML, zejména z důvodu snazšího oddělení souboru vizuálního slovníku od souborů
s klasifikátory.
Výsledkem klasifikace každým binárním klasifikátorem pro každou třídu je hodnota míry
určitosti confidence, která je vypočítána následujícím způsobem:
float classVal = SVM.predict( BOWdescs, false);
float scoreVal = SVM.predict( BOWdescs, true );
int signMul = (classVal < 0) == (scoreVal < 0) ? 1.f : -1.f;
float confidence = signMul * SVM.predict( BOWdescs, true );
Tato hodnota představuje výsledné skóre klasifikace a je u daného obrázku pro každý
klasifikátor zapsána do matice výsledků results a následně použita pro nalezení nejlépe
ohodnocené třídy. Přitom dosahuje hodnot záporných pro negativní vyhodnocení a kladných
hodnot pro pozitivní ohodnocení náležitosti fotografie do zkoumané třídy, neboť negativní
příklady byly při trénování klasifikátorů označeny hodnotou popisu -1 a pozitivní příklady
hodnotou +1. Čím vyšší je hodnota confidence, tím určitější je zařazení do dané třídy,
analogicky pak čím je hodnota confidence nižší, tím určitěji fotografie do dané třídy nenáleží.
Hodnoty confidence v matici results jsou použity i pro vyhodnocení kvality klasifikátorů,
neboť umožňují snadné postupné prahování.
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Kapitola 10
Vyhodnocení výsledků
Stěžejní pro efektivitu správy klíčových slov prostřednictvím klasifikačního modulu je kva-
lita klasifikace, neboť právě ta určuje míru, do jaké dojde k usnadnění přiřazování klíčových
slov. Pro nekvalitní klasifikaci je klasifikátor lepší používat s možností kontroly, tj. pouze pro
asistenci, nabízení klíčových slov k finálnímu posouzení a manipulaci uživateli. V případě
velice kvalitní klasifikace je naopak výhodné umožňit klasifikačnímu pluginu automatické
přiřazování nalezených klíčových slov.
Dalším faktorem je práce s programem pro trénování klasifikátorů, kde je pro uživatele
zásadní také otázka časové náročnosti celého procesu trénování.
V následujícím textu jsou vyhodnoceny z hlediska kvality jednotlivé natrénované binární
klasifikátory pro velkem 10 tříd nazvaných architecture, bug, cat, crowd, face, landscape,
model, mountains, rose, tree1. Pro natrénování byla použita sada 100 fotografií od každé
třídy, 30 z těchto fotografií bylo použito pro vybudování vizuálního slovníku a všech 100
poté pro natrénování binárního klasifikátoru za současného zaznamenávání časových údajů
během celého procesu a v rámci jednotlivých fází. Dále jsou pro některá vyhodnocení pou-
žity klasifikátory natrénované na 5 tříd cat, crowd, face, mountains a rose.
Testování a vyhodnocení statistik pro vyhodnocení metrik proběhlo sadě dat, sestávající
vždy z 50 testovacích fotografií od každé třídy, které nebyly použity pro trénování. Poté
byla vynesena ROC křivka a graf závislosti F-score na hodnotě prahu v rámci klasifikačního
skóre pro všechny třídy.
10.1 Zásuvný modul
Účelem klasifikačního modulu je zejména usnadnění editace IPTC metadat se zaměřením
především na rychlost (časovou úsporu editace oproti přiřazování klíčových slov v rámci
některého programu pro správu fotografií) a uživatelskou přívětivost zaměřenou zejména
na pohodlnou manipulaci s daty.
Práci se zásuvným modulem výrazně urychluje a usnadňuje koncept využívání vstupů z
klávesnice i z myši a některé implementované klávesové zkratky. Pozitivní vliv má i samotná
klasifikace a oba klasifikační módy, s automatickým zápisem nalezeného klíčového slova,
anebo s asistencí, a tedy s nutností potvrzení správnosti výběru klíčového slova, které je
opět možné maximálně urychlit pro tento účel určenou klávesovou zkratkou.
Samotná časová náročnost klasifikace fotografií je pozitivně ovlivněna použitím vláken.
Protože je pro každý klasifikátor vytvořeno zvláštní vlákno, klasifikace každé fotografie pro-
1v českém znění třídy hmyz, kočka, dav, obličej, nížina, postava, hory, růže a strom
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běhne paralelně, a tedy velice rychle. Výsledky ilustrující toto výrazné urychlení klasifikace,
získané spuštění zásuvného modulu pro 33 fotografií, jsou obsahem následující tabulky 10.1.
Typ klasifikace čas
Sekvenční klasifikace 5m 52s
Paralelní klasifikace 1m 21s
Tabulka 10.1: Příklad časové náročnosti klasifikace
10.2 Časová náročnost trénování
Program pro trénování klasifikátorů byl vytvořen s ohledem na fakt, že uživatel provádí
výpočet na vlastním počítači a očekává rozumnou časovou náročnost v řádech hodin. Proto
bylo třeba kompromisu mezi časovým hlediskem a kvalitou výsledných klasifikátorů, napří-
klad zamítnutím použití extraktoru OpponentSift, kde příprava dat pro trénování klasifi-
kátoru trvala i 5krát déle než u extraktorů SURF nebo SIFT. Časová náročnost je prezen-
tována v tabulce 10.2.
Fáze čas
Tvorba vizuálního slovníku 3h 09m 49s
Trénování klasifikátoru architecture 18m 49s + 24s
bug 15m 3s + 26s
cat 15m 18s + 23s
crowd 13m 51s + 21s
face 7m 23s + 13s
lowland 8m 0s + 16s
model 11m 37s + 20s
mountains 11m 37s + 20s
rose 11m 1s + 19s
tree 13m 1s + 13s
2h 10m 29s
Tabulka 10.2: Příklad časové náročnosti trénování klasifikátorů
Časově nejnáročnější fází je zcela evidentně vytvoření vizuálního slovníku, což není
překvapivé, vzhledem k velkému množství trénovacích dat a časové náročnosti shlukování.
Samotná fáze natrénování každého jednoho klasifikátoru je poměrně rychlá, avšak pro více
tříd je výsledný proces natrénování všech klasifikátorů podobně časově náročný jako budo-
vání vizuálního slovníku. Časová náročnost je dále ovlivněna velikostí slovníku – pro větší
slovník trvá natrénování déle.
45
10.3 Parametry klasifikace
Pro implementaci byly výchozí parametry klasifikace následujícím způsobem: typ klasifiká-
toru je možné zvolit mezi C SVM, případně NU SVM. Oba tyto klasifikátory jsou určené pro
klasifikaci n tříd s tím rozdílem, že C SVM dovoluje nepřesnosti z hlediska separace tříd [2]
Jako typ jádra byl pro následnou implementaci zvolen typ RBF, pro které by měl klasifikátor
dosahovat větší přesnosti než jádro LINEAR [39].
Důležitým parametrem vizuálního slovníku, který následně výrazně ovlivní časovou ná-
ročnost vytváření vizuálního slovníku, ale zejména pak kvalitu klasifikace, je velikost slov-
níku odpovídající počtu vizuálních slov získaných procesem shlukování. V případě malého
množství vizuálních slov se jedná se o tzv. slabé příznaky (weak features, např. M=16),
v případě většího počtu vizuálních slov jde o tzv. silné příznaky (strong features, typicky
M=200, nebo 400). Vyšší počty vizuálních slov již nemají na kvalitu konečně klasifikace
výrazný vliv, rozhodně neplatí, že vyšší počet vizuálních slov znamená lepší výsledky. Ty-
pickou používanou velikostí slovníku je M=200 nebo M=400 [31], tyto hodnoty jsou v
následujícím textu zkoumány z hlediska klasifikačního přínosu.
Extrakce příznaků
Extrakce příznaků byla podrobněji zkoumána prostřednictvím experimentování s několika
typy extraktorů příznaků, zejména z hlediska vlivu volby extraktoru na kvalitu klasifikace.
Byly provedeny experimenty s extraktory SURF, SIFT a OpponentSIFT s následujícími
výsledky:
Extraktor OpponentSIFT byl označen jako nevhodný zejména z hlediska přílišné časové
náročnosti fáze přípravy dat, která dosahovala až 5krát vyšší časové náročnosti, než příprava
dat deskriptorů za použití SURF nebo SIFT.
Extraktor SURF je z hlediska časové náročnosti poměrně výhodný, protože reprezentuje
klíčový bod prostřednictvím 64 hodnot, zatímco SIFT dvojnásobným počtem hodnot, což
se projeví zejména na časové náročnosti fáze budování vizuálního slovníku. Extraktor SIFT
byl zvolen pro výslednou implementaci, protože v rámci experimentování vykázal zřejmé
zlepšení kvality klasifikace, jak je vidět na grafech 10.1. Grafy představují ROC křivky
pro klasifikátory za použití extraktoru SURF a extraktoru SIFT a je evidentní, že křivky
některých zkoumaných klasifikátorů v případě použití SIFT rostou znatelně rychleji a tedy
indikují kvalitnější klasifikaci.
Klasifikátor
Grafy pro srovnání SURF a SIFT na obrázku 10.1 odpovídají klasifikaci CvSVM klasifiká-
torem typu C SVC a typu jádra RBF. Pro ověření volby nastavení byla vyhodnocena klasi-
fikace klasifikátorem typu NU SVC a poté klasifikátoru s typem jádra LINEAR. Ani jeden
z těchto parametrů nevykazuje výrazné zlepšení výsledků klasifikace, dokonce u NU SVC
dochází k mírnému přiblížení ROC křivky cat k pomyslné diagonále, a tedy naopak zhoršení
kvality klasifikace pro tuto třídu.
Velikost slovníku
Na kvalitu klasifikace má vliv rovněž volba velikosti slovníku, tedy počtu shluků, vizuálních
slov. Tato hodnota ale také ovlivňuje časovou náročnost trénování a ne vždy znamená
náročnější trénování lepší výsledky klasifikace.
46
Obrázek 10.1: Grafy zachycující ROC křivky kategorií pro klasifikaci za použití extraktoru
SURF a SIFT
Obrázek 10.2: ROC křivky kategorií pro klasifikaci po použití typu klasifikátoru NU SVC
a typu jádra LINEAR.
Pro srovnání, časová náročnost trénování slovníku o velikost 100, 200 a 400 je obsahem
tabulky 10.3. ROC křivky pro použité hodnoty slovníku 100 a 400 hodnota 200 je použita v
SIFT grafu 10.1 ) jsou znázorněny v grafech na obrázku 10.3. Z grafů je patrné, že slovníku
o velikosti M=100 přináší viditelné zhoršení kvality klasifikace, zatímco M=400 představuje
značné vylepšení klasifikace rovněž v porovnání s grafem pro M=200 10.1, avšak za cenu
již řečené poněkud enormní časové náročnosti trénování.
Velikost slovníku trénování
100 1h 16m 44s
200 1h 58m 16s
400 6h 53m 52s
Tabulka 10.3: Příklad časové náročnosti trénování vizuálních slovníků
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Obrázek 10.3: ROC křivky pro velikosti vizuálního slovníku M=100 a M=400
10.4 Zhodnocení kvality klasifikace
Výsledky klasifikace tak, jak jsou natrénovány klasifikátory pro 10 tříd pro účely klasifikač-
ního pluginu, jsou znázorněny a vyhodnoceny prostřednictvím grafů ROC křivek a F-score,
a to zejména z hlediska porovnání kvality jednotlivých binárních klasifikátorů pro jednotlivé
třídy.
ROC křivky
Z grafu ROC 10.4 je patrné, že průběh křivky pro klasifikátor cat se spíše blíží diagonále
a tento klasifikátor je zhodnocen jako poměrně slabý. Oproti tomu klasifikátor face je o
poznání silnější a ostatní klasifikátory rose, crowd a mountains lze označit jako poměrně
kvalitní, neboť jejich ROC křivky rostou velice rychle.
Obrázek 10.4: ROC křivky pro 10 natrénovaých tříd
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Pro srovnání byl vyhodnocen přístup rozdělení obrazu na regiony 2x2, zahrnující nale-
zení a konkatenace BOW deskriptorů pro jednotlivé regiony, který představuje potenciální
zlepšení kvality klasifikace. Pro velikost slovníku 200 však tato variace Bag of Words ne-
představuje žádné výraznější zlepšení klasifikace.
Obrázek 10.5: ROC křivky pro 10 natrénovaných tříd variací BOW dělením na 2x2 regiony
F-score
Na dalším grafu 10.6 jsou vyneseny hodnoty F-score v závislosti na hodnotě prahu. Op-
timální prahovací hodnotou pozitivních a negativních případů je dle očekávání hodnota
blízká hodnotě 0, protože klasifikátory byly natrénovány na hodnotách 1 a -1. V případě
předem známých trénovacích dat, tedy předterénování klasifikátorů pro pevně dané třídy
by bylo možné využít údaje vyčtené z F-score grafu pro nastavení optimálního prahu. Z
důvodu poskytnutí možnosti trénování klasifikátoru uživateli na předem neznámých datech
je hodnota prahu napevno zvolena jako 0.
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Obrázek 10.6: F-score pro 10 natrénovaných tříd
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Kapitola 11
Závěr
Na základě teoretických znalostí z oblasti zpracování a klasifikace obrazu byl implementován
zásuvný modul pro program XnView v prostředí operačního systému Windows, usnadňující
organizaci fotografií prostřednictvím automatického či poloautomatického přidělování klíčo-
vých slov dle výsledků klasifikace metodou Bag of Words, který byl také primárním cílem
této práce. Ve srovnání s existujícími programy pro správu IPTC metadat tento zásuvný
modul přináší zejména podstatné urychlení kategorizace fotografií použitím mechanismů pro
klasifikaci obrazu. Zásuvný klasifikační modul byl navíc doplněn implementací programu
umožňujícího uživateli zásuvného modulu automatizované natrénování binárních klasifiká-
torů na vlastních obrazových datech a tedy pohodlnou individualizaci zásuvného modulu
podle nejčastějších námětů uživatelových fotografií. V rámci klasifikačního modulu byly
natrénovány a použity vizuální slovník a klasifikátory pro třídy cat, crowd, face, mountains
a rose.
Míra usnadnění, tedy kvalita asistence při výběru klíčových slov anebo přímého zápisu
nejlépe ohodnocených kategorií do klíčových slov IPTC metadat, závisí zejména na kvalitě
klasifikace, a proto byly provedeny a vyhodnoceny experimenty zkoumající vliv velikosti
slovníku, nastavení klasifikátorů, způsob výběru vhodných příznaků, typy detektorů a ex-
traktorů příznaků na výsledky klasifikace a získané poznatky využity pro zlepšení kvality
klasifikace s ohledem na kompromis mezi kvalitou a časovou náročností, zejména fází pří-
pravy dat, trénování vizuálního slovníku a klasifikátorů.
Ideální podobou trénovacího nástroje, představující zároveň potenciální budoucí rozšíření
této práce, je implementace budování vizuálního slovníku a trénování klasifikátorů takovým
způsobem, aby tyto úkony (zejména v případě budování vizuálního slovníku pro velké množ-
ství kategorií) probíhaly nikoli na uživatelově počítači, ale provedení výpočtů na vzdáleném
serveru. V současné době masové rozšíření a kvality připojení k síti internet je rovněž zají-
mavá myšlenka webového rozhraní, jehož prostřednictvím by bylo možné fotografie nahrát
a poté již pouze stáhnout výsledné soubory představující odpovídající data vizuálního slov-
níku a natrénovaných klasifikátorů.
Dalším, zřejmým námětem pro vylepšení klasifikačního modulu je tedy další zlepšení
kvality klasifikace využitím pokročilejších metod, jakými jsou například prostorové pyra-
midy, využitím dalších typů příznaků, jako je barevná informace o obraze získaná například
prostřednictvím výpočtu barevných korelogramů či histogramů, přitom však s ohledem na
nutný kompromis v oblasti kvality klasifikace a časové náročnosti trénování vlastních kla-
sifikátorů uživatelem.
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Příloha A
Seznam zkratek
IPTC International Press Telecommunication Council
EXIF Exchangeable Image File Format
XMP Extensible Metadata Platform
MIX Metadata for Images in XML
BOW Bag of Words
SVM Support Vector Machine
SIFT Scale-Invariant Feature Transform
SURF Speeded-Up Robust Features
GFL Graphic File Library
XNP XnView Plugin
ROC Receiver Operator Characteristics
VOC Visual Object Classes
TP True Positives
TN True Negatives
FP False Positives
FN False Negatives
TPR True Positives Rate
FPR False Positives Rate
GUI Graphic User Interface
SDK Software Development Kit
API Application Programming Interface
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Příloha B
Obsah CD
./CatBOW /bin klasifikační modul, datová složka a knihovny
/src zdrojový projekt ve Visual studiu
./Train /bin spustitelný program pro trénování klasifikátorů,
příslušné dll knihovny a zkušební data
/src zdrojový projekt ve Visual studiu
./doc technická zpráva diplomové práce ve formátu pdf
a zdrojový kód pro LaTex
./poster elektronická podobou plakátu v bitmapovém a vektorovém formátu
./others potanciálně potřebný SW: XnView Portable s nainstalovaným modulem
VC++ Redistributable Package (chybějící MSVCP100.dll apod.)
./testdata testovací data pro natrénovaný klasifikátor
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Příloha C
Manuál
C.1 Natrénování na vlastních datech
Pro trénování je určen program train.exe, je třeba umístit do složky DATA podadresáře s
obrazovými soubory a poté spustit trénovací program. Názvy podadresářů budou odpovídat
výsledným natrénovaným klasifikátorům. Klasifikátory s příponou .yml a vizuální slovník
BOW vocabulary.xml je poté nutné zkopírovat do adresáře CatBOW v místě instalace
klasifikačního modulu.
C.2 Instalace zásuvného modulu
Soubor zásuvného modulu CatBOW.xnp, příslušné DLL knihovny a složku CatBOW obsa-
hující .yml soubory klasifikátorů a BOW vocabulary.xml soubor vizuálního slovníku umístit
do podadresáře AddOn složky obsahující instalaci programu XnView.
C.3 Spuštění zásuvného modulu
Položka menu odpovídající zásuvnému modulu se automaticky objeví při spuštění programu
XnView v režimu Průzkumník jako Nástroje→Modul→ CatBOW. Vybráním fotografií či
složek a vybráním této položky menu se spustí klasifikační plugin pro vybranou sadu obra-
zových dat.
C.4 Manipulace s modulem
V seznamu IPTC keywords se zobrazují uložená klíčová slova v IPTC metadatech aktuální
spravované fotografie. Tato lze příslušnými tlačítky mazat. Pro přidávání klíčových slov
určených sadou natrénovaých klasifikátorů slouží rozbalovací nabídka umístěná pod tímto
boxem.
Pro spuštění klasifikace slouží tlačítko Start. Vlákno lze poté opět stejným tlačítkem
zastavit. Výběrem možnosti keywords autosave se budou klíčová slova získaná na základě
klasifikace automaticky ukládat. V opačném případě se navržené klíčové slovo objeví v
rozbalovací nabídce k volitelnému přidání uživatelem.
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C.5 Klávesové zkratky
Alt + ← přechod na předcházející fotku
Alt + → přechod na následující fotku
Alt + ↑ přidání nabízeného klíčového slova do seznamu klíčových slov
Alt + ↓ odebrání posledního klíčového slova se seznamu klíčových slov
Alt + mezerník rozbalení nabídky klíčových slov
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Příloha D
Plakát
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Příloha E
Obrazové přílohy
Obrázek E.1: Okno programu XnView v režimu Průzkumník se spuštěným klasifikačním
modulem
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Obrázek E.2: Náhled dialogového okna klasifikačního modulu
Obrázek E.3: Náhled výpisů (negativ) při trénování vlastních klasifikátorů
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