Abstract. For k ≥ 2, we consider the number A k (Z) of positive integers n ≤ Z such that both n and n + 1 are k-free. We prove an asymptotic formula
Introduction
Let k ≥ 2 be a natural number. A positive integer is called k-free if it is not divisible by the k-th power of any prime. It is well known that the set of k-free numbers has positive density. Indeed, denoting by µ k (n) the characteristic function for the set of k-free numbers,
it is easy to prove the asymptotic formula
More generally, let A k (Z) be the number of positive integers n ≤ Z such that both n and n + 1 are k-free, that is,
Our main result is an asymptotic formula for A k (Z).
Theorem 1. We have
+ε for any ε > 0, where
By elementary methods, one may obtain (1) with the error term replaced by O(Z 2/(k+1)+ε ). Such an asymptotic formula has been known at least since the 1930's (see [3] for a discussion of early references). We shall refer to 2/(k + 1) + ε as the trivial exponent. In the case k = 2, Heath-Brown [4] improved the exponent 2/3 + ε to 7/11 + ε, using the 2010 Mathematics Subject Classification. Primary 11N25; Secondary 11D45. so-called square sieve. Brandes [2] adapted this method to arbitrary k, obtaining an improvement upon the trivial exponent which is of order 1/k 2 as k → ∞ (see [1] for a corrected value of the exponent appearing in [2] ). In a recent preprint, Reuss [7] gives substantial improvements for small values of k, proving the asymptotic formula (1) with error term O(Z ω(k)+ε ), where in particular ω(2) ≈ 0.578 and ω(3) ≈ 0.391. However, whereas in previous results, the exponent approaches the trivial one as k → ∞, the error term in Theorem 1 exhibits a saving of order 1/k in the exponent. Our result improves upon previously known bounds for k ≥ 6.
For technical reasons, we shall work with the quantity A *
+ε , from which (1) follows by dyadic summation. (Here, and henceforth in the paper, we suppress the dependence on k in any implied constants.) The proof of this asymptotic formula relies upon an estimate for the density of solutions to a certain Diophantine equation. Our initial considerations follow the treatment in [4] . Using the relation
we have
where M(x, y, Z) is the number of positive integers Z < n ≤ 2Z such that x k | n + 1 and y k | n. By the Chinese Remainder Theorem we have
First we consider terms with xy ≤ P , where
is a parameter to be specified at a later stage. We have
where both error terms are bounded by O ε (P Z ε ), by our assumption on P . 
Our preliminary considerations may thus be summarized in the following result.
Lemma 1. For any
In section 2, we provide an estimate of N(X, Y, Z) by means of the determinant method.
Counting solutions to a Diophantine equation
We shall now derive an upper bound for the quantity N(X, Y, Z) defined above, where we may assume, in view of Lemma 1, that
We shall also assume that X ≤ Y , the case Y ≤ X being entirely similar. Like Reuss [7] , we shall use a new version of the determinant method, first introduced in a recent paper by Heath-Brown [6] . If the positive integers a, b, x, y satisfy (2) and the above height restrictions, then, putting 
Following the general procedure of the determinant method, our aim is now to show that the matrix with entries f i (x j ), where 1 ≤ i ≤ H, 1 ≤ j ≤ J, has rank less than H. Indeed, this ensures the existence of a non-zero bihomogeneous polynomial B(x; y) of bidegree (d, e) vanishing at every x j . As in [6] , one argues that the coefficients of B may be chosen to have size O(Z κ ) for some natural number κ depending only on d and e. If J < H, the above assertion is trivially true. Otherwise, we choose a subset of R of cardinality H -without loss of generality we may take {x (1) , . . . , x (H) } -and prove that the corresponding H × H-
,j≤H vanishes. Note that, since the value of ∆ 1 is an integer, it suffices to prove that |∆ 1 | < 1.
Defining s j , t j , v j in the obvious way according to (4), we have
where
We may now write s j = s 0 + u j and define new polynomials
In this notation, we have
Furthermore, we note that the polynomials g i have degree at most kd + e and coefficients of size O k,d,e (1) .
We shall now estimate the determinant ∆ 2 using Lemma 3 in [5] . (Unless explicitly stated otherwise, the implied constants occurring in the following calculations are uniform in d and e.) Thus, let m 1 , m 2 , . . . be all possible monomials in two variables, enumerated in such a way
. Then, according to Heath-Brown's lemma, we have
H . Then the factor M −j V −l occurs in the product M i if and only if M j V l ≤ W . Furthermore, our assumptions above imply that
Thus, letting T be the set of (j, l) ∈ N 2 that satisfy
it follows that
By our assumptions, we have log W ≫ log Z, so we may deduce that
and thus, by (7),
It follows that
so, in view of the estimate (5), we need to show that
To this end, we begin by fixing the ratio between the degrees d and e, putting e = ⌊d log A/ log Y ⌋. By our earlier assumptions, we then have d ≪ e ≪ d. It now suffices to show that
If, for some number δ > 0, we have We shall make a coordinate change in order to take advantage of the thinness of the parallelogram (11). Following [6] , we consider the lattice
with determinant det(Λ I ) = M/(4Y 2 ). Much as in [6] , we choose g (1) , g (2) ∈ Λ I so that |g (1) | is minimal among non-zero vectors of Λ I , and |g (2) | is minimal among vectors not parallel to g (1) . Then g (1) , g (2) ∈ Λ I form a basis for Λ I . Furthermore, we have |g (1) ||g (2) | ≍ det(Λ I ), and if x ∈ Λ I is expressed in this basis as
We have Λ I = L Z 2 , where
By the above, the vectors
, we may now bound N I from above by the number of solutions
where F is bihomogeneous of bidegree (1, k) and G is bihomogeneous of bidegree (d, e), say, and where F and G again have integer coefficients bounded by a power of Z. We shall now prove the following estimate.
Lemma 3. In the above notation, we have
1 . The proof of this estimate is divided into different cases according to the value of d. Clearly we may assume that L 1 ≥ 1, as otherwise N I will vanish. In case min(d, e) ≥ 1, Lemma 2 in [6] then states that the number of solutions to the equation
This Finally, in the case d = 1, we argue exactly as in [6] . If we write In view of Lemma 3, the above transformation is most useful when L 1 is not too big, that is, when the shortest vector in Λ I is not too short. To sum up the contribution from all the intervals I, we thus need to know how often L 1 is of a certain size. It is now convenient to assume that the intervals I in the above subdivision are defined by taking s 0 = z/M for an integer z ≪ MX/Y . In fact, by assuming that Z ≫ 1, so that M ≫ Y /X, we may ensure that only values z > 0 are needed.
Lemma 4. We have
Proof. 
With z as defined above, it follows that
As the left hand side of (16) 
