Introduction
The correct choice of calibration method has extreme importance in analytical chemistry and many papers can be found on this, topic (see, for example, Hilton et al. [1] , Kateman [2] , Hunter and Lamboy [3] ). The usual formulation of the calibration problem considers calibration as a separate preliminary phase of the measurement process which results in an estimate of some parameters of the calibration graph. In the course of the real measurement this calibration result is used only for the determination of the desired quantities from the measurement results.
When analysing in depth this seemingly simple (at least from the statistical point of view) problem, we found that the full range of statistical decision theory is needed when formulating it. Much has remained to be done in order to construct a feasible suboptimum calibration policy as the optimum one is the well known non-feasible dual control design.
The paper is organized as follows. Based on the practical calibration task the exact formulation of the problem is given as a special case of the statistical decision model. The solution takes the form of dynamic-programming optimization. The optimization requires to solve identification and filtering problems is discussed in the final section before the conclusions.
The concepts in the paper are illustrated by a simple calibration example arising in gas chromatography. The parts related to this example are printed in italics.
The practical calibration problem A measurement device evaluates a set of samples. The result of the tth measurement is denoted byy(t) and is called (discrete) time. The goal of the measurements is an estimation of a related quantity, say x(t). The mapping C:x(t)-->y(t) (1) characterizes the measurement device and it is stochastic in nature. The measurement process is to be designed in such a way that relation (1) is: as deterministic as possible; (almost) invertible, allowing the construction of the backward mapping C-l:y(t)-->x(t) (2) simple enough to be practically feasible; and stable through the time course.
In automated analytical measurements of large sequences of samples, the above two phases cannot be separated artificially. ua(t)" a known sample will be/will not be added (3) u2(t)" a value of the known sample chosen (4) u3(t)" an estimate of the unknown quantity x(t) (5) The sequences u( 
Loss function
The loss function J is a scalar function of the data d(1...M)
) and of the state x(1...M) (the parameter w is not argument of the loss function as it is of secondary interest in the case treated).
The following additive form of the loss is appropriate for the majority of the practical cases:
The partial loss related to the tth measurement q(t) q(d(t), x(t)) should usually be a smooth function of both arguments and a function bounded from below (hence it can be scaled to be non-negative).
The partial loss can often be structured as
(1 Ul(t)) (u3(t), x(t)) (7) where: the first term, given by the function c(. p(x(t) It) p(x(t) t-1;y(t), u(t), u2(t), u3(t)) (27) where the last equality follows from the definition
As we search for strategies with u3(t) being the deterministic mapping specified by expression (15) p(x(t),y(t) It-1; ul(t), u2(t)) y p(x(t),y(t), w t-1; u(t), u(t))dw y p(y(t) t-1; x(t), w, u(t), u(t)) p(x(t) t-1; w, u(t), u(t))p(w t-1; u(t), u(t))dw y p(y(t) x(t), w)p(x(t) w, u,(t), u2(t))p(w t-1)dw (29) p(w It) ocp(y(t) t-1;w,u(t),u2(t))p(w It-l) (33) where c denotes the proportionality up to a w-independent factor and the recursion starts with a user-supplied prior c.p.d.f, p(w) p(w 0). 
The above quantities are to be given the initial conditions which express the user's available prior knowledge. The discussion of this choice is outside the scope of this paper and the reader is referred to Kdrnfi [7] . 
where Vyx is the left-upper corner (2,2) submatrix of V.
The evaluation of the above characteristics can be shown to be formally equivalent to well known recursive least squares. Note that the measured data enter into the second moment in a very non-linear fashion (cf discussion of dynamic programming).
Conclusions
The performed formalization of the calibration problem could be useful in the following directions: it clarifies the necessary models, assumptions and informational sources for the systematic solution of the problem; and it gives a conceptual solution of the problem which combines all informational sources (field and expert knowledge together with data) in a consistent way.
Application of the described methodology is far from trivial. It gives, however, guidelines both to experts in chemistry (which models are necessary and in which form) and associated mathematicians (the set of equations to be numerically handled is uniquely given). In our experience these claritications are ot such importance that they justify adding another paper to the literature dealing with calibration problems.
