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Resumo
Neste trabalho fazemos uma desrição ompleta do grupo
quântio A(SLq(2)), em que q é a raiz úbia da unidade, omo uma
extensão de Hopf-Galois elmente plana de A(SL(2,C)) a partir da
sequênia exata de álgebras de Hopf
A(SL(2,C))
Fr // A(SLq(2)) // A(F )
determinada pelo morsmo de Frobenius Fr. Além disso, estendemos
o resultado para o subgrupo quântio de Borel, obtendo a estrutura de
produto ruzado.
No mais, é feito um estudo dos resultados da teoria de álge-
bras de Hopf e da teoria de extensões de álgebras obtidas a partir de
álgebras de Hopf. Ainda, mostramos que toda biálgebra que admite
uma extensão de Hopf-Galois elmente plana é uma álgebra de Hopf.
Palavras-have: álgebras de Hopf, extensões de Hopf-Galois,
grupos quântios.
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Abstrat
In this work, we present a omplete desription of the quan-
tum group A(SLq(2)), where q is the ubi root from the unit, just
like a faithfull at Hopf-Galois extension of A(SL(2,C)) for the Hopf
algebra's exat sequene
A(SL(2,C))
Fr // A(SLq(2)) // A(F )
determined by the Frobenius' morphism Fr. Also, we extend the re-
sult to the Borel's quantum subgroup, obtaining the struture of ross
produt.
Beyond that, we present a study about Hopf algebras theory
and extension of algebras obtained from Hopf algebras. Furthermore,
we show that a bialgebra that admits a faithfull at Hopf-Galois ex-
tension is a Hopf algebra.
Key-words: Hopf algebras, Hopf-Galois extension, quantum
groups.
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Introdução
A teoria de álgebras de Hopf teve seu iníio em 1941, em que
Heinz Hopf observou o primeiro exemplo da mesma. Tal exemplo foi
evideniado na topologia algébria, onde foi relaionado a homologia
de um grupo de Lie onexo om a álgebra de Hopf graduada.
Além dessa assoiação om a topologia algébria, as álgebras
de Hopf também estão relaionadas om diversas áreas, entre elas, a
meânia quântia, a teoria dos números (através dos grupos formais),
o oneito de H-espaço, a teoria de esquemas de grupo na geometria
algébria, a teoria de Lie (uma vez que a álgebra envolvente universal
de uma álgebra de Lie é um exemplo de álgebra de Hopf), a teoria
de grupos (através do oneito de anel de grupo), a teoria de Galois e
extensões separáveis de orpos, a teoria de operadores, teoria de anéis
graduados, e assim segue uma lista inndável, o que a torna um dos
grandes ampos de pesquisa em álgebra atualmente.
A grosso modo, uma álgebra de Hopf é uma estrutura que
admite um produto e uma unidade (estrutura de álgebra assoiativa),
um oproduto e uma ounidade (estrutura de oálgebra), uma relação
de ompatibilidade entre essas duas estruturas e por m, um anti-
homomorsmo, ao qual nos dá a ideia de inversibilidade de elementos.
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Sendo hoje um ramo muito estudado da álgebra, vemos que
as álgebras de Hopf tiveram um desenvolvimento tardio, tornando-se
objeto de estudo estritamente algébrio a partir do m da déada de
60 e tendo seu grande avanço apenas no nal da déada de 80, onde foi
observado sua forte onexão om a meânia quântia, manifestando o
interesse de muitos físios teórios e matemátios.
Os grupos quântios foram introduzidos por Jimbo e Drinfeld
por volta de 1985, em trabalhos independentes, em que ambos deni-
ram uma lasse de álgebras de Hopf que podem ser onsideradas omo
deformações de um parâmetro das álgebras envolventes universais de
uma álgebra de Lie semi-simples omplexa (Uq(sl(2))). Em algumas
referênias, tal lasse reebe o nome de álgebra de Drinfeld-Jimbo, em
homenagem aos mesmos. Um outro evento marante, que oorre simul-
taneamente ao primeiro, é a invenção, por S.L. Woronowiz, do grupo
quântio SUq(2) e o desenvolvimento da teoria de grupos de matrizes
quântias ompatas. Um outro exemplo surge no trabalho de L.D.
Faddeev e a esola de Leningrado sobre o método de espalhamento in-
verso para resolver modelos integráveis. Ainda, neste mesmo período,
foi dada uma aproximação algébria para as álgebras oordenadas quan-
tizadas por Yu.I. Manin.
Um grupo quântio pode ser visto, a grosso modo, omo uma
generalização da teoria de grupos, uma vez que podemos onsiderar
um grupo omo uma oleção de transformações. Transformações estas
que são invertíveis. Assim, qualquer oleção fehada de transformações
invertíveis é um grupo. Do mesmo modo, grupos quântios também
podem agir sobre ertos espaços. Entretanto, agora, as transformações
não são todas invertíveis, na verdade, há uma estrutura um pouo
mais fraa, ao qual já itamos aima (antípoda), que garante não a
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inversibilidade de elementos mas sim a de ombinações lineares. Assim,
várias generalizações da teoria de grupos podem ser feitas para grupos
quântios através dessa fraa inversibilidade.
Uma outra denição que podemos dar para um grupo quân-
tio é advinda de Drinfeld, que em [13℄, deniu um grupo quântio
omo uma álgebra de Hopf não omutativa e não oomutativa. Na
verdade, as estruturas de omutatividade e de oomutatividade são
ontroladas por uma matriz R, e a essa estrutura, hamamos álgebras
de Hopf quasi-triangulares.
Este trabalho pode ser dividido em três partes. Primeira-
mente, estudamos a teoria de álgebras de Hopf para ganharmos fami-
liaridade om essa estrutura, no primeiro apítulo, mostramos alguns
resultados sobre a antípoda, denimos o oneito de par dual, módulos
de Hopf, integral sobre álgebra de Hopf, produto Smash, ontexto de
Morita e produto ruzado. Já no segundo apítulo, nos dediamos ao
estudo de extensões de álgebras obtidas a partir de álgebras de Hopf.
Nele, denimos as extensões vistas neste trabalho (extensões elmente
planas, fendidas, de Hopf-Galois e homogêneas prinipais), algumas
propriedades das mesmas e resultados que as relaionam. Ainda, ve-
mos a relação entre o produto ruzado e as extensões fendidas.
Depois, passamos ao estudo do artigo "A bialgebra that ad-
mits a Hopf-Galois extension is a Hopf algebra" do autor Peter Shauen-
burg ([31℄). Podemos ver tal artigo omo uma apliação teória da teo-
ria de extensões de álgebras obtidas a partir de álgebras de Hopf. Por
m, estudamos o artigo "Expliit Hopf-Galois Desription of SLe2ipi/3-
Indued Frobenius Homomorphisms"de Ludwik Dabrowski, Piotr M.
Haja, Pasquale Sinisalo ([8℄), o que podemos entender omo uma
apliação prátia da teoria de extensões.
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Neste trabalho, vemos prinipalmente a idéia de extensões
de Hopf-Galois, que foram introduzidas por Chase e Sweedler em 1969,
onde as idéias de ações de grupos sobre anéis omutativos (extensões de
Galois) foram estendidas para oações de álgebras de Hopf agindo sobre
uma k-álgebra omutativa, om k um anel omutativo. E generalizadas
por Kreimer e Takeuhi no aso de álgebras de Hopf de dimensão nita,
além dessa, vemos também a noção de extensões elmente planas, ex-
tensões fendidas, que tem forte assoiação om a estrutura de produto
ruzado, e extensões homogêneas prinipais, em que a álgebra A que
aparee na denição de extensão de Hopf-Galois agora passa a ser uma
álgebra de Hopf e A é visto omo uma A/J extensão de Hopf-Galois,
em que J é um ideal de Hopf.
Quando estudamos essa idéia de H-extensões, é omum as-
sumirmos que H é uma álgebra de Hopf. Uma exeção é feita em
[11℄, onde extensões fendidas sobre uma biálgebra são onsideradas.
Já a questão de se há possibilidade de uma biálgebra (que não tem
antípoda) admitir uma extensão de Hopf-Galois hamou a atenção do
autor Yokio Doi em onexão om [30℄.
No Capítulo 3 desse trabalho, usamos a noção de extensão
sobre biálgebra, para então onstruirmos uma estrutura de álgebra de
Hopf sobre a mesma. A idéia é onstruirmos um morsmo, denominado
S, que seja o inverso por onvolução do morsmo identidade. Para
tanto, utilizamos um lema ténio que pode ser utilizado em outras
situações, uma vez que o resultado é enuniado para uma oálgebra
e não para a estrutura de biálgebra a qual trabalhamos neste mesmo
apítulo. Ainda, abe salientar que durante todo o tereiro apítulo,
onsideramos k um anel omutativo om unidade.
Para nalizar, omo vimos aima, existem várias lasses de
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exemplos de grupos quântios, porém, as duas prinipais são Uq(sl(2)) e
SLq(2). Nessas estruturas baseiam-se a maior parte dos trabalhos sobre
grupos quântios, e observa-se que existe uma relação dual entre ambas.
Neste trabalho, estudamos uma dessas duas lasses de exemplos, que
é o grupo quântio das funções oordenadas A(SLq(2)), em que q é a
raiz úbia da unidade, ou seja, q = e2pii/3. Neste apítulo, todos os
espaços vetoriais são onsiderados sobre C.
Tal grupo quântio possui uma série de relações denidoras,
que embora apareçam impostas num primeiro momento, surgem natu-
ralmente quando onsideramos a oação deM2(C) em Cq[x, y] à direita
e à esquerda, uma vez que a estrutura de biálgebra de M2(C) oinide
om a estrutura de biálgebra de A(SLq(2)).
Com a estrutura de álgebra de Hopf sobre A(SLq(2)) denida
e tendo familiaridade om essa estrutura, iniiamos um estudo para
sabermos se o grupo quântio em questão admite alguma das exten-
sões vistas no Capítulo 2. Na verdade, vemos que A(SLq(2)) admite
uma extensão de Hopf-Galois elmente plana induzida pelo morsmo
de Frobenius. No trabalho, provamos este resultado de forma direta,
porém, o mesmo pode ser feito utilizando a dualidade entre funções so-
bre grupos e as álgebras envelope universais. Provamos também que, se
onsiderarmos o subgrupo quântio de Borel, A(SLq(2))/〈T21〉, em que
T21 é um dos elementos geradores de A(SLq(2)), o mesmo admite uma
extensão de Hopf-Galois fendida, novamente induzida pelo morsmo de
Frobenius. Neste último, apresentamos laramente o morsmo fenda e
também o morsmo que dene o oilo e a ação do oilo, obtendo a
estrutura de produto ruzado.
Por m, o trabalho enontra-se dividido em 4 apítulos e 4
apêndies. Abaixo damos uma idéia geral do que onsta em ada um
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dos apêndies, uma vez que já omentamos sobre os apítulos aima.
No apêndie 1, introduzimos as noções de álgebras e oálge-
bras. Este estudo serve de base para todo o trabalho, uma vez que
dependemos dessas duas estruturas para podermos denir o que vem
a ser uma álgebra de Hopf. Além das noções usuais dessas estruturas,
vemos ainda a teoria de álgebra e oálgebra dual, o dual nito de uma
álgebra e nalizamos estudando as estruturas de módulos e omódulos.
O segundo apêndie é dediado ao estudo de duas lasses
espeiais de módulos, hamados módulos planos e elmente planos.
Essas lasses de módulos são importantes, pois a partir deles podemos
denir a estrutura de extensões elmente planas que possui apliações
interessantes vistas tanto no apítulo 3 quanto no apítulo 4. Também,
provamos que todo módulo projetivo nitamente gerado é elmente
plano.
No tereiro apêndie tratamos de três lemas da Teoria de Ál-
gebras que são de fundamental importânia para o trabalho. O primeiro
estabelee ondições para se enontrar bases em álgebras ujos elemen-
tos são expressos por polinmios não omutativos. O segundo resultado
trata da relação entre o kernel e o okernel de determinados diagramas
omutativos através de sequênias exatas. E nalizamos om o Lema de
Dedekind, que estalee ondições para obtermos onjuntos linearmente
independentes.
Por m, no último apêndie, trazemos alguns detalhes de
onta que não são apresentados no apítulo quatro por rermos que,
aso feito, deixaria a demonstração do resultado em questão muito
densa e perderia-se o foo da demonstração.
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Capítulo 1
Álgebras de Hopf
Neste apítulo introduzimos a noção de álgebra de Hopf. Tal
estrutura é a base deste trabalho e portanto é de suma importânia
a onheermos, assim omo vermos algumas propriedades da mesma,
para podermos então dar prosseguimento om os estudos de extensões
sobre álgebras de Hopf e exemplos.
1.1 Biálgebras
Iniiamos este trabalho denindo a estrutura de biálgebra,
que nada mais é do que um espaço vetorial que têm estrutura de álgebra
e de oálgebra satisfazendo uma erta relação de ompatibilidade entre
tais estruturas.
No Apêndie A trazemos os prinipais resultados das estru-
turas de álgebra e oálgebra. Lembramos aqui suas respetivas denições
para podermos denir formalmente uma biálgebra.
Por álgebra entendemos uma tripla (A, µ, η), em que A é
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um k-espaço vetorial, µ : A ⊗ A → A e η : k → A são morsmos de
k-espaços vetoriais tais que os seguintes diagramas omutam:
A⊗A⊗A
µ⊗IA

IA⊗µ // A⊗A
µ

A⊗A µ // A
A⊗A
µ

k ⊗A
η⊗IA
::ttttttttt
A⊗ k
IA⊗η
ddJJJJJJJJJ
A
≃
ddJJJJJJJJJJ ≃
::tttttttttt
E por oálgebra entendemos uma tripla (C,∆, ε), em que C
é um k-espaço vetorial, ∆ : C → C ⊗ C e ε : C → k são morsmos de
k-espaços vetoriais tais que os diagramas abaixo são omutativos:
C
∆ //
∆

C ⊗ C
I⊗∆

C ⊗ C
∆⊗I
// C ⊗ C ⊗ C
C
∆

k ⊗ C
ψ
99tttttttttt
C ⊗ k
ψ′
eeJJJJJJJJJJ
C ⊗ C.
ε⊗I
eeJJJJJJJJJ I⊗ε
99ttttttttt
Assim, uma biálgebra é uma quíntupla (H,µ, η,∆, ε), em que
(H,µ, η) dene uma estrutura de álgebra, (H,∆, ε) dene uma estru-
tura de oálgebra, om ∆(h) =
∑
h(1) ⊗ h(2), para todo h ∈ H pela
notação de Sweedler, e valem as ondições da seguinte proposição:
Proposição 1.1 Dada a quíntupla (H,µ, η,∆, ε), em que (H,µ, η) é
uma álgebra e (H,∆, ε) é uma oálgebra. São equivalentes:
(i) µ e η são morsmos de oálgebras;
(ii) ∆ e ε são morsmos de álgebras.
8
Demonstração: Notemos que por (i) temos os seguintes diagramas
válidos:
(I) H ⊗H µ //
∆H⊗H

H
∆

(H ⊗H)⊗ (H ⊗H)
µ⊗µ
// H ⊗H
em que ∆H⊗H = σ23 ◦ (∆⊗∆) e σ23 = IH ⊗ σ ⊗ IH , onde o morsmo
σ : H ⊗H → H ⊗H é a transposição σ(h⊗ k) = k ⊗ h.
(II) H ⊗H µ //
εH⊗H
""E
EE
EE
EE
EE
H
εH
  
  
  
  
k
em que εH⊗H = ε⊗ ε.
(III) k
η //
∆k

H
∆H

(k ⊗ k)
η⊗η
// H ⊗H
(IV) k
η //
εk
=
==
==
==
= H
εH
  
  
  
  
k
E por (ii) temos os seguintes diagramas válidos:
(V) H ⊗H µ //
∆⊗∆

H
∆

(H ⊗H)⊗ (H ⊗H) µH⊗H // H ⊗H
em que µH⊗H = (µ⊗ µ) ◦ σ23.
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(VI) H
∆ // H ⊗H
k
η
__>>>>>>>> ηH⊗H
<<yyyyyyyyy
em que ηH⊗H(λ) = λ(1H ⊗ 1H), para todo λ ∈ k.
(VII) H ⊗H µ //
ε⊗ε

H
ε

(k ⊗ k) µk // k
(VIII) H
ε // k
k
ηH
__>>>>>>>> ηk
@@
E assim, é fáil vermos que (i) é válido se, e somente se, (ii) é
válido, uma vez que temos a equivalênia entre os seguintes diagramas,
(I) ⇔ (V), (II) ⇔ (VII), (III) ⇔ (VI) e (IV) ⇔ (VIII).

Exemplo 1.2 Seja G um grupo. Conforme os exemplos A.6 e A.25,
temos que kG é uma álgebra e uma oálgebra. Como sua estrutura de
oálgebra é dada por ∆(g) = g⊗ g e ε(g) = 1k, a laro que ∆ e ε são
morsmos de álgebras e portanto kG é uma biálgebra.
Exemplo 1.3 Dadas duas biálgebras A e B, podemos ver failmente
que A⊗B admite uma estrutura de biálgebra om
µA⊗B = (µA ⊗ µB) ◦ σ23, ηA⊗B(λ) = λ(1A ⊗ 1B);
∆A⊗B = σ23 ◦ (∆A ⊗∆B), εA⊗B = εA ⊗ εB.
Exemplo 1.4 Sejam g uma k-álgebra de Lie, k orpo e B = U(g) a
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álgebra envolvente universal, onforme visto no exemplo A.21. Sobre
B podemos denir uma estrutura de biálgebra, onde a omultipliação
é dada por ∆(x) = x ⊗ 1U(g) + 1U(g) ⊗ x e ounidade ε(x) = 0, para
todo x ∈ U(g).
Exemplo 1.5 No exemplo A.24 temos que um k-espaço vetorial H
om base {ci : i ∈ N} tem uma estrutura de oálgebra. Denimos sobre
H uma estrutura de álgebra da seguinte forma:
Sejam ci, cj ∈ H, então a multipliação dos elementos ci e
cj, para todo i, j ∈ N é dada por µ(ci⊗ cj) = ci · cj :=
 i+ j
i
 ci+j .
E a unidade em H é dada por c0.
Vejamos que a multipliação denida aima é assoiativa. Se-
jam cn, cm e cp ∈ H, logo,
(cn · cm) · cp =
 n+m
n
 cn+m
 · cp
=
 n+m
n
 n+m+ p
n+m
 cn+m+p
=
(n+m+ p)!
n!m!p!
cn+m+p
=
 m+ p
m
 n+m+ p
n
 cn+m+p
= cn ·
 m+ p
m
 cm+p

= cn · (cm · cp).
Claramente, a estrutura é unital. Mostremos que H tem uma
estrutura de biálgebra. Lembremos que H tem uma estrutura de oál-
gebra dada por ∆(cm) =
m∑
i=0
ci ⊗ cm−i e ε(cm) = δ0,m. Assim, basta
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vermos que ∆(cn · cm) = ∆(cn) ·∆(cm). De fato,
∆(cn) ·∆(cm) = (
n∑
i=0
ci ⊗ cn−i)(
m∑
j=0
cj ⊗ cm−j)
=
n∑
i=0
m∑
j=0
ci · cj ⊗ cn−i · cm−j
=
n∑
i=0
m∑
j=0
 i+ j
i
 n+m− i− j
n− i
 ci+j ⊗ cn+m−i−j
∆(cn) ·∆(cm) i+j=t=
m+n∑
t=0
t∑
i=0
 t
i
 n+m− t
n− i
 ct ⊗ cn+m−t
=
n+m∑
t=0
 n+m
n
 ct ⊗ cn+m−t
= ∆
 n+m
n
 cn+m

= ∆(cn · cm).
Observamos que na igualdade entre a primeira e a segunda
linha, utilizamos uma identidade ombinatória onheida omo Fór-
mula de Euler. A mesma pode ser enontrada em diversos livros de
Análise Combinatória, dentre eles, indiamos, [27℄ e [15℄.
Exemplo 1.6 Seja k um orpo e n > 2 um inteiro positivo. Mostremos
que não existe uma estrutura de biálgebra sobre Mn(k) tal que a estru-
tura de álgebra é a álgebra matriial.
De fato, sejam k e n > 2 omo aima. Suponhamos que
Mn(k) admita uma estrutura de biálgebra.
Então existe ε : Mn(k) → k um morsmo de álgebras. Daí,
ker(ε) é ideal de Mn(k). Logo, ker(ε) = 0 ou ker(ε) = Mn(k).
Como ε(1Mn(k)) = 1k, segue que ker(ε) = 0, ou seja, ε é
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injetora, o que é um absurdo, uma vez que dim(Mn(k)) > dim(k).
Assim omo nas estruturas de álgebra e oálgebra, em que de-
nimos a noção de ideal e morsmo, podemos refazê-lo aqui, denindo:
Denição 1.7 Um subespaço I ⊆ H é um bi− ideal se I for um ideal
e um oideal de H onforme as denições A.10 e A.33 respetivamente.
Denição 1.8 Uma apliação f : H → H1 de biálgebras é hamada
morsmo de biálgebras se f for morsmo de álgebras (vide Denição
A.11) e de oálgebras (vide Denição A.30).
Ainda, observamos que o quoiente H/I é uma biálgebra se,
e somente se, I for um bi-ideal de H . Neste aso, a apliação annia
H → H/I é um morsmo de biálgebras.
No intuito de adquirirmos mais exemplos de biálgebras, on-
sideramos a seguinte proposição, que avalia o dual de uma biálgebra.
Proposição 1.9 Seja (H,∆, ε, µ, η) uma biálgebra om dim(H) <∞.
Então H∗ é uma biálgebra.
Demonstração: De fato, omo dim(H) < ∞, sabemos que dadas as
estruturas (H,µ, η) e (H,∆, ε) de álgebra e oálgebra respetivamente,
podemos dualizá-las, obtendo as estruturas (H∗, µ∗, η∗) e (H∗,∆∗, ε∗)
de oálgebra e álgebra, pela Proposição A.43 e pelo Corolário A.38 do
Apêndie A, respetivamente.
Ainda, omo H é uma biálgebra, temos que µ e η são mor-
smos de oálgebra e ∆ e ε são morsmos de álgebra, o que implia,
respetivamente, em µ∗ e η∗ serem morsmos de álgebra e ∆∗ e ε∗
serem morsmos de oálgebra. E portanto, H∗ é uma biálgebra.

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Disto, onluímos que kG e (kG)∗ são biágebras para G um
grupo nito.
Enerramos esta seção denindo o oneito de par dual. Mais
a frente estendemos essa noção para álgebras de Hopf e a utilizamos na
demonstração de alguns resultados.
Denição 1.10 Sejam H e A biálgebras. Dizemos que uma apliação
linear
〈 , 〉 : H ×A→ k
é um par dual entre H e A se vale:
(i) 〈h, 1A〉 = εH(h), para todo h ∈ H ;
(ii) 〈1H , a〉 = εA(a), para todo a ∈ A;
(iii) 〈h⊗ g,∆A(a)〉 = 〈hg, a〉, para todo h, g ∈ H e a ∈ A;
(iv) 〈∆H(h), a ⊗ b〉 = 〈h, ab〉, para todo h ∈ H e a, b ∈ A,
em que
〈h⊗g,∆A(a)〉 =
∑
〈h, a(1)〉〈g, a(2)〉 e 〈∆H(h), a⊗b〉 =
∑
〈h(1), a〉〈h(2), b〉.
1.2 Álgebras de Hopf
A partir desta seção iniiamos o estudo das álgebras de Hopf.
A grosso modo, uma álgebra de Hopf é uma biálgebra om uma es-
trutura de "inversibilidade", ao qual denominamos antípoda. Antes de
denirmos formalmente essa nova estrutura, lembramos que se (C,∆, ε)
é uma oálgebra e (A, µ, η) é uma álgebra, entãoHomK(C,A) é uma ál-
gebra om o produto de onvolução ∗, ou seja, (f∗g)(c) =∑ f(c(1))g(c(2)),
omo visto na Proposição A.37, e unidade η ◦ ε.
Assim, se (H,µ, η,∆, ε) é uma biálgebra e denotarmos por
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Hc = (H,∆, ε) e Ha = (H,µ, η), então HomK(H
c, Ha) é uma álgebra
om o produto de onvolução ∗, e portanto, denimos o que hamamos
de antípoda por:
Denição 1.11 Seja (H,µ, η,∆, ε) uma biálgebra. Uma transformação
linear S : H → H é hamada uma antípoda em H se S é a inversa
da transformação identidade I : H → H om respeito ao produto de
onvolução em HomK(H
c, Ha), ou seja, S ∗I = I ∗S = η◦ε, ou ainda,
ε(h)1H = (S ∗ I)(h) =
∑
h
S(h(1))h(2) (1.1)
ε(h)1H = (I ∗ S)(h) =
∑
h
h(1)S(h(2)) (1.2)
que pode ser resumido nas igualdades:
∑
h
h(1)S(h(2)) = ε(h)1H =
∑
h
S(h(1))h(2). (1.3)
Denição 1.12 Uma biálgebra H que possui uma antípoda é hamada
uma Álgebra de Hopf.
Observamos que a antípoda de uma álgebra de Hopf é únia,
pois Hom(H,H) é um anel, e sabemos que se o inverso de um elemento
de um anel existe, então é únio.
Exemplo 1.13 Já vimos que kG possui uma estrutura de biálgebra.
Mostremos que a apliação S : kG→ kG denida por S(g) = g−1 para
todo g ∈ G satisfaz a equação 1.3. De fato, omo ∆(g) = g ⊗ g, temos
que
I ∗ S(g) =
∑
g
gS(g) =
∑
g
g · g−1 = e = η ◦ ε(g).
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É fáil vermos que o mesmo oorre para S ∗ I e portanto, o
morsmo S satisfaz a propriedade da antípoda. Logo kG é uma álgebra
de Hopf.
Exemplo 1.14 Sejam G um grupo nito e {pg/g ∈ G} a base de
(kG)∗, dada por 〈pg, h〉 = δgh para todo g, h ∈ G. O espaço H = (kG)∗
tem uma estrutura de álgebra de Hopf om multipliação satisfazendo
〈pgph, l〉 = 〈pg, l〉〈ph, l〉 = δglδhl,
para todos g, h, l ∈ G e 1H = ε a função aumento de kG. A omultipli-
ação de H é tal que
∆(pg) =
∑
h∈G
pgh−1 ⊗ ph
e εH(pg) = δge para todo g, h ∈ G. Por m, a antípoda S é dada por
S(pg) = pg−1 , para todo g ∈ G.
Exemplo 1.15 Sejam H e L álgebras de Hopf, vejamos que podemos
obter uma estrutura de álgebra de Hopf sobre H ⊗ L.
Já vimos anteriormente que há uma estrutura de biálgebra
sobre H ⊗ L. Denimos:
Ŝ : H ⊗ L → H ⊗ L
h⊗ l 7→ Ŝ(h⊗ l) := SH(h)⊗ SL(l),
em que SH e SL são as antípodas de H e L respetivamente.
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Seja h⊗ l ∈ H ⊗ L, logo,
(Ŝ ∗ IH⊗L)(h⊗ l) = µH⊗L(Ŝ ⊗ IH⊗L)∆H⊗L(h⊗ l)
= µH⊗L(Ŝ ⊗ IH⊗L)(
∑
h(1) ⊗ l(1) ⊗ h(2) ⊗ l(2))
= µH⊗L(
∑
Ŝ(h(1) ⊗ l(1))⊗ (h(2) ⊗ l(2)))
=
∑
(µH ⊗ µL)(IH ⊗ σ ⊗ IL)(
∑
SH(h(1))⊗ SL(l(1))⊗ h(2) ⊗ l(2))
(Ŝ ∗ IH⊗L)(h⊗ l) =
∑
SH(h(1))h(2) ⊗ SL(l(1))l(2)
= εH(h)1H ⊗ εL(l)1L
= εH⊗L(h⊗ l)1H⊗L.
Analogamente, (IH⊗L ∗ Ŝ) = ηH⊗LεH⊗L, e segue que Ŝ é a
antípoda de H ⊗ L.
Exemplo 1.16 Vimos no Exemplo 1.5 que um k-espaço vetorial H
om base {ci : i ∈ N} é uma biálgebra. Vejamos que há uma estrutura
de álgebra de Hopf sobre H. Para isso, denimos a antípoda de forma
reorrente da seguinte forma:
S(c0) = S(1H) = 1H , para n = 0.
E, suponhamos que S esteja denida para ci, om 0 6 i 6 n−1, assim,
denimos
S(cn) := −S(c0)cn − S(c1)cn−1 − · · · − S(cn−1)c1.
Mostremos que S é de fato a antípoda.
(S ∗ IH)(cn) =
n∑
i=0
S(ci)cn−i
=
n−1∑
i=0
S(ci)cn−i + S(cn)c0
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(S ∗ IH)(cn) =
n−1∑
i=0
S(ci)cn−i − S(c0)cn − S(c1)cn−1 − · · · − S(cn−1)c1
= 0 = ε(cn)1H ,
omo queríamos. Analogamente, vemos que (IH ∗ S) = ηε.
No que segue, denimos a noção de par dual para álgebras
de Hopf e apresentamos algumas propriedades da antípoda.
Denição 1.17 Seja H uma álgebra de Hopf e onsideremos seu dual
nito H0 dado na Denição A.49. Denimos o par dual entre as álge-
bras de Hopf H◦ e H pelo morsmo:
〈 , 〉 : H◦ ⊗H → k
〈f, a〉 7→ f(a).
Proposição 1.18 Sejam H e A álgebras de Hopf om antípodas S e
S′ respetivamente e 〈 , 〉 : H⊗A→ k um par dual entre H e A, então
〈S(h), a〉 = 〈h, S′(a)〉,
para todo h ∈ H e todo a ∈ A.
Demonstração: Denimos as apliações
F : H ⊗A → k
h⊗ a 7→ 〈S(h), a〉,
G : H ⊗A → k
h⊗A 7→ 〈h, a〉
e
J : H ⊗A → k
h⊗ a 7→ 〈h, S′(a)〉.
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Mostraremos que F = J através do produto de onvolução
em Homk(H ⊗A, k). Seja h⊗ a ∈ H ⊗A.
F ∗G(h⊗ a) = ∑〈S(h(1)), a(1)〉〈h(2), a(2)〉
=
∑〈S(h(1))⊗ h(2), a(1) ⊗ a(2)〉
= 〈∑S(h(1))h(2), a〉
= εH(h)〈1H , a〉
= εH(h)εA(a).
Por outro lado,
G ∗ J(h⊗ a) = ∑〈h(1), a(1)〉〈h(2), S′(a(2))〉
=
∑〈h(1) ⊗ h(2), a(1) ⊗ S′(a(2))〉
= 〈h,∑ a(1)S′(a(2))〉
= 〈h, 1A〉εA(a)
= εH(h)εA(a).
Portanto, F e J são inversas por produto de onvolução de
G, e omo sabemos que essa inversa é únia, temos que F = J e
onsequentemente, temos nosso resultado demonstrado.

Proposição 1.19 Sejam H1 e H2 álgebras de Hopf om antípodas S1
e S2 respetivamente. Se f : H1 → H2 é um morsmo de biálgebras
então S2 ◦ f = f ◦ S1.
Demonstração: Consideremos o onjunto Homk(H1, H2), a idéia é
provarmos que (f ◦ S1) ∗ f = ηε = f ∗ (S2 ◦ f). De fato, para todo
h ∈ H1, temos
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((f ◦ S1) ∗ f)(h) =
∑
(f ◦ S1)(h(1))f(h(2))
= f(
∑
S1(h(1))h(2))
= f(ε(h)1H1)
= ε(h)1H2 = ηε(h),
por outro lado,
(f ∗ (S2 ◦ f))(h) =
∑
f(h(1))(S2 ◦ f)(h(2))
= f(h)(1)S2(f(h)(2))
= ε(f(h))1H2
= ε(h)1H2 = ηε(h).

Se f é um morsmo de biálgebras e satisfaz a ondição aima,
dizemos que f é um morsmo de álgebras de Hopf.
Proposição 1.20 Seja H uma álgebra de Hopf om antípoda S. Então
(i) S(ab) = S(b)S(a) para todo a, b ∈ H ;
(ii) S(1H) = 1H ;
(iii) ∆(S(h)) =
∑
h
S(h(2))⊗ S(h(1)) para todo h ∈ H ;
(iv) ε(S(h)) = ε(h) para todo h ∈ H .
Demonstração: (i) Para demonstrarmos tal fato, onsideramos a ál-
gebra de onvolução Homk(H ⊗H,H) e denimos os morsmos:
F : H ⊗H → H
a⊗ b 7→ S(ab)
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G : H ⊗H → H
a⊗ b 7→ S(b)S(a)
M : H ⊗H → H
a⊗ b 7→ ab
A idéia é mostrarmos que F ∗M = ηε = M ∗G, pois assim,
omo a inversa por produto de onvolução é únia, teremos F = G e
portanto, S(ab) = S(b)S(a) omo queremos.
Seja a⊗ b ∈ H ⊗H , logo,
(F ∗M)(a⊗ b) = ∑F (a(1) ⊗ b(1))M(a(2) ⊗ b(2))
=
∑
S(a(1)b(1))a(2)b(2)
=
∑
S((ab)(1))(ab)(2)
= ε(ab)1H = ε(a)ε(b)1H
= ηε(a⊗ b).
Do mesmo modo,
(M ∗G)(a ⊗ b) = ∑M(a(1) ⊗ b(1))G(a(2) ⊗ b(2))
=
∑
a(1)b(1)S(b(2))S(a(2))
=
∑
ε(b)a(1)S(a(2))
= ε(a)ε(b)1H = ηε(a⊗ b).
(ii) Claramente S(1H) = S(1H)1H = ε(1H)1H = 1H .
(iii) Consideramos novamente a álgebra de onvoluçãoHomk(H⊗
H,H) e denimos os morsmos:
Φ : H → H ⊗H
h 7→ ∑S(h)(1) ⊗ S(h)(2)
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Ψ : H → H ⊗H
h 7→ ∑S(h(2))⊗ S(h(1))
Mostremos que ambos são inversos por onvolução para ∆.
Seja h ∈ H , logo,
∆ ∗ Φ(h) = ∑∆(h(1))Φ(h(2))
=
∑
(h(1)(1) ⊗ h(1)(2))(S(h(2))(1) ⊗ S(h(2))(2))
=
∑
h(1)(1)S(h(2))(1) ⊗ h(1)(2)S(h(2))(2)
=
∑
(h(1)S(h(2)))(1) ⊗ (h(1)S(h(2)))(2)
= ∆(
∑
h(1)S(h(2)))
= ∆(ε(h)1H) = ε(h)(1H ⊗ 1H)
= (ηH⊗H ◦ ε)(h).
Por outro lado,
Ψ ∗∆(h) = ∑Ψ(h(1))∆(h(2))
=
∑
(S(h(2))⊗ S(h(1)))(h(3) ⊗ h(4))
=
∑
S(h(2))h(3) ⊗ S(h(1))h(4)
=
∑
ε(h(2))1H ⊗ S(h(1))h(3)
= 1H ⊗
∑
S(h(1))h(2)
= ε(h)(1H ⊗ 1H)
= (ηH⊗H ◦ ε)(h).
Portanto, omo o inverso por onvolução é únio, temos que
Ψ = Φ e segue que
∑
S(h)(1) ⊗ S(h)(2) =
∑
S(h(2))⊗ S(h(1)).
(iv) De fato,
ε(S(h)) =
∑
ε(S(h(1)))ε(h(2)) = ε(
∑
S(h(1))h(2))
= ε(ε(h)1H) = ε(h)ε(1H) = ε(h). 
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Proposição 1.21 Seja H uma álgebra de Hopf om antípoda S. São
equivalentes:
(i)
∑
h
S(h(2))h(1) = ε(h)1H para todo h ∈ H ;
(ii)
∑
h
h(2)S(h(1)) = ε(h)1H para todo h ∈ H ;
(iii) S2 = IH , em que entendemos por S
2
a omposição S ◦S.
Demonstração: (i) ⇒ (iii) De fato,
(S ∗ S ◦ S)(h) = ∑S(h(1))S ◦ S(h(2))
= S(
∑
S(h(2))h(1))
= S(ε(h)1H)
= ε(h)1H .
(iii) ⇒ (i) Sabemos que ∑S(h(1))h(2) = ε(h)1H . Então,
apliando o morsmo S em ambos os lados da equação, temos que
ε(h)1H = S(
∑
S(h(1))h(2)) =
∑
S(h(2))S ◦S(h(1)) =
∑
S(h(2))h(1).
Por raioínio análogo, vemos que (iii) ⇔ (ii).
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Proposição 1.22 Se H é uma álgebra de Hopf de dimensão nita en-
tão H∗ também é álgebra de Hopf.
Demonstração: Já vimos na seção anterior que H∗ é uma biálgebra.
Denimos
S∗ : H∗ → H∗
h∗ 7→ S∗(h∗) := h∗ ◦ S
,
em que S∗(h∗) : H → k é denido por S∗(h∗)(h) := h∗(S(h)). Vejamos
23
que S∗ satisfaz os axiomas da antípoda. De fato,
(S∗ ∗ I)(h∗)(h) = ∑(S∗(h∗(1))h∗(2))(h)
=
∑
S∗(h∗(1))(h(1))h
∗
(2)(h(2))
=
∑
h∗(1)(S(h(1)))h
∗
(2)(h(2))
= h∗(
∑
S(h(1))h(2))
= h∗(ε(h)1H)
= ε(h)h∗(1H) = ηH∗εH∗(h
∗)(h),
em que ηH∗ : k → H∗ é dada por ηH∗(λ) = λε e εH∗(h∗) = h∗(1H).
Claramente o mesmo vale para I ∗ S∗ e portanto, H∗ é uma
álgebra de Hopf omo queríamos.

Agora podemos denir o que vem a ser subálgebra de Hopf e
ideal de Hopf.
Denição 1.23 Seja H uma álgebra de Hopf. Um subespaço A de H
é dito uma subálgebra de Hopf se A é subálgebra e suboálgebra de H e
S(A) ⊆ A.
Denição 1.24 Seja H uma álgebra de Hopf. Denimos I o ideal de
Hopf de H, se I é um ideal e um oideal de H e S(I) ⊆ I.
Observamos que se I é um ideal de Hopf, então a biálgebra
quoiente H/I tem uma estrutura natural de álgebra de Hopf, om
antípoda dada por S : H/I → H/I e denida por S(x) = S(x).
Enerramos a seção denindo uma lasse de subálgebras de
Hopf, hamadas subálgebras normais e apresentamos um resultado
neessário no estudo da Seção 2.3 e no Capítulo 4, e que também nos
serve de exemplo de ideal de Hopf. Iniiamos notando H+ = ker(ε)
24
para H é uma álgebra de Hopf.
Denição 1.25 Uma subálgebra de Hopf A de H é dita normal se
HA+ = A+H, em que A+ = A
⋂
ker(εH).
Proposição 1.26 Seja A uma subálgebra de Hopf de H. Se A é nor-
mal, então I = A+H é um ideal de Hopf em H.
Demonstração: Claramente, I é um ideal de H , pois A é normal.
Agora, omo ε = (ε⊗ ε)∆, notamos que se a ∈ A+ então
∆(a) ∈ A+ ⊗A+A⊗A+,
de fato, seja a ∈ A+, então a ∈ ker(ε) e a ∈ A, logo, ∆(a) ∈ ker(ε) ⊗
H + H ⊗ ker(ε) e ∆(a) ∈ A ⊗ A, o que implia em ∆(a) pertener a
interseção desses onjuntos, ou seja,
∆(a) ∈ A+ ⊗A+A⊗A+,
e onsequentemente,
∆(ah) ∈ (A+ ⊗A+A⊗A+)(H ⊗H) = A+ ⊗H +H ⊗A+.
Portanto A+H é um oideal. Ainda, omo S(A+) ⊆ A+,
segue que a antípoda estabiliza A+H .

1.3 Módulos de Hopf
Seja H um álgebra de Hopf om antípoda S e seja M um
H-módulo à direita e um H-omódulo à direita om estrutura dada
25
por ρ : M →M ⊗H .
Denição 1.27 Dizemos que M é um módulo de Hopf à direita se o
diagrama abaixo omutar
M ⊗H · //
ρ⊗∆

M
ρ // M ⊗H
M ⊗H ⊗H ⊗H IM⊗τ⊗IH // M ⊗H ⊗H ⊗H
·⊗µH
OO
ou seja, se
ρ(m · h) =
∑
h,m
(m(0) · h(1))⊗ (m(1)h(2)),
para todo m ∈M e todo h ∈ H.
Exemplo 1.28 Seja V um k-espaço vetorial. Denimos sobre V ⊗H
uma estrutura de H-módulo à direita dada por (v ⊗ h)g = v ⊗ hg, e
uma estrutura de H-omódulo à direita ρ : V ⊗H → V ⊗H ⊗H dada
por ρ(v ⊗ h) = v ⊗ h(1) ⊗ h(2). Então V ⊗ H tem uma estrutura de
H-módulo de Hopf.
Veriquemos que ρ((v⊗h)g) =∑(v⊗h)(0)g(1)⊗(v⊗h)(1)g(2).
ρ((v ⊗ h)g) = ρ(v ⊗ hg)
=
∑
v ⊗ (hg)(1) ⊗ hg(2)
=
∑
v ⊗ h(1)g(1) ⊗ h(2)g(2)
=
∑
(v ⊗ h(1))g(1) ⊗ h(2)g(2)
=
∑
(v ⊗ h)(0)g(1) ⊗ (v ⊗ h)(1)g(2).
No deorrer do trabalho, veremos mais alguns exemplos de
módulos de Hopf.
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Denição 1.29 Seja H uma álgebra de Hopf e sejam M e N dois
H-módulos de Hopf à direita. Dizemos que uma apliação linear f :
M → N é um morsmo de módulos de Hopf se f for um morsmo de
módulos à direita e um morsmo de omódulos à direita.
Denição 1.30 Seja H uma álgebra de Hopf e seja M um H-módulo
à esquerda e um H-omódulo à direita.
(i) O onjunto dos invariantes de H em M é dado por
MH = {m ∈M/h ·m = ε(h)m, ∀h ∈ H};
(ii) O onjunto dos oinvariantes de H em M é dado por
M coH = {m ∈M/ρ(m) = m⊗ 1}.
Um resultado preliminar que tiramos dessas denições rela-
iona o onjunto dos oinvariantes de H om o onjunto dos invariantes
de H∗ em M omo segue.
Lema 1.31 Seja H uma álgebra de Hopf de dimensão nita e M um
H-omódulo à direita. Consideremos a estrutura de H∗-módulo à es-
querda de M dada por f ⊲ m =
∑
m(0)f(m(1)), então
M coH = MH
∗
.
Demonstração: Mostremos que M coH ⊆ MH∗ . Sejam m ∈ M coH e
f ∈ H∗, omo ρ(m) = m⊗ 1H , temos
f ⊲ m =
∑
f(m(1))m(0)
= µ(f ⊗ IM )σ ◦ ρ(m)
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= f(1H) ·m
= εH∗(f)m.
E portanto, m ∈MH∗ .
Sejam agora {hi} base de H , {h∗i } a base dual de H∗, m ∈
MH
∗
e f ∈ H∗. Por {hi} e {h∗i } serem bases de H e H∗ respetiva-
mente, temos que f :=
∑
f(hi)h
∗
i . Assim,
f ⊲ m =
∑
f(hi)(h
∗
i ⊲ m) =
∑
f(m(1))m(0).
Logo, omo m ∈MH∗ , temos:
ρ(m) =
∑
(h∗i ⊲ m)⊗ hi
=
∑
ε(h∗i )m⊗ hi
= m⊗∑ < h∗i , 1H > hi
= m⊗ 1H .

Exemplo 1.32 Seja H o H-omódulo om estrutura induzida por ∆.
Então HcoH = k1H .
De fato, seja h ∈ HcoH , então∑h(1)⊗h(2) = ∆(h) = h⊗1H ,
o que implia em h =
∑
ε(h(1))h(2) = ε(h)1H ∈ k1H .
Por outro lado, seja h = α1H ∈ k1H , daí,
∆(h) = ∆(α1H)
= α∆(1H)
= α(1H ⊗ 1H)
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= α1h ⊗ 1H
= h⊗ 1H
⇒ h ∈ HcoH .
Portanto, HcoH = k1H .
Teorema 1.33 (Teorema Fundamental de Módulos de Hopf) Seja H
uma álgebra de Hopf e M um H-módulo de Hopf à direita. Então a
apliação
f : M coH ⊗H → M
m⊗ h 7→ mh
é um isomorsmo de módulos de Hopf.
Demonstração: Notemos primeiramente que o Exemplo A.5 nos garante
uma estrutura de H-módulo de Hopf à direita sobre M coH ⊗H . A es-
trutura de H-módulo de Hopf sobre M é dada pelo seguinte morsmo:
ρ : M → M ⊗H
m 7→ ∑m(0) ⊗m(1).
Ainda, denimos o morsmo
g : M → M
m 7→ ∑m(0)S(m(1)),
que nos auxiliará na onstrução da inversa do morsmo f .
Mostremos que para todo m ∈M , g(m) ∈M coH .
ρ(g(m)) = ρ(
∑
m(0)S(m(1)))
=
∑
(m(0)S(m(1)))(0) ⊗ (m(0)S(m(1)))(1)
=
∑
m(0)(0)S(m(1))(1) ⊗m(0)(1)S(m(1))(2)
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=
∑
m(0)(0)S(m
(1)
(2))⊗m(0)(1)S(m(1)(1))
=
∑
m(0)S(m
(1)
(3))⊗m
(1)
(1)S(m
(1)
(2))
=
∑
m(0)S(m
(1)
(2))⊗ ε(m(1)(1))1H
=
∑
m(0)S(ε(m
(1)
(1))m
(1)
(2))⊗ 1H
=
∑
m(0)S(m(1))⊗ 1H
= g(m)⊗ 1H .
Portanto, g(m) ∈M coH .
Visto isso, faz sentido denirmos o morsmo
F : M → M coH ⊗H
m 7→ ∑ g(m(0))⊗m(1).
Mostremos que F é a inversa de f . De fato, sejam m ∈ M e
m⊗ h ∈M coH ⊗H , logo,
f ◦ F (m) = f(∑ g(m(0))⊗m(1))
=
∑
f(g(m(0))⊗m(1))
=
∑
g(m(0))m(1)
=
∑
(m(0))(0)S((m(0))(1))m(1)
=
∑
m(0)S(m
(1)
(1))m
(1)
(2)
=
∑
m(0)ε(m(1))1H = m.
Por outro lado,
F ◦ f(m⊗ h) = F (mh)
=
∑
g((mh)(0))⊗ (mh)(1)
=
∑
g(m(0)h(1))⊗m(1)h(2)
=
∑
g(mh(1))⊗ h(2)
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=
∑
(mh(1))
(0)S((mh(1))
(1))⊗ h(2)
=
∑
(m(0)h(1)(1))S(m
(1)h(1)(2))⊗ h(2)
=
∑
m(0)h(1)S(m
(1)h(2))⊗ h(3)
=
∑
mh(1)S(h(2))⊗ h(3)
=
∑
mε(h(1))⊗ h(2)
=
∑
m⊗ ε(h(1))h(2)
= m⊗ h.
Por m, devemos ver que f é um morsmo de H-módulos de
Hopf, isto é, f é morsmo de H-módulo e H-omódulo.
Vejamos primeiramente que é morsmo de H-módulos. Seja
m⊗ h⊗ h′ ∈M ⊗H ⊗H .
· ◦ (f ⊗ IH)(m⊗ h⊗ h′) = ·(mh⊗ h′) = (mh)h′
= m(hh′) = f(m⊗ hh′)
= f ◦ (IM ⊗ µ)(m⊗ h⊗ h′).
Seja agora m⊗ h ∈M coH ⊗H , então
ρ ◦ f(m⊗ h) = ρ(mh)
=
∑
(mh)(0) ⊗ (mh)(1)
=
∑
m(0)h(1) ⊗m(1)h(2)
=
∑
mh(1) ⊗ h(2)
=
∑
(f ⊗ IH)(m⊗ h(1) ⊗ h(2))
= (f ⊗ IH)(IM ⊗∆)(m⊗ h),
o que nos diz que f é um morsmo de H-omódulos.

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1.4 Integrais
Iniiaremos onstruindo a teoria de integrais sobre biálgebras
e então estenderemos os resultados para as álgebras de Hopf. A idéia
de integral tem origem, assim omo a maior parte da teoria de álgebras
de Hopf, na teoria de grupos, onde é denido a integral de Haar sobre
um grupo G.
1.4.1 Integrais sobre Biálgebras
Seja H uma biálgebra. Então H∗ possui uma estrutura de
álgebra que é dual da estrutura de oálgebra de H , om multipliação
dada pelo produto de onvolução.
Denição 1.34 Uma apliação T ∈ H∗ é hamada integral à esquerda
sobre uma biálgebra H se h∗ ∗ T = h∗(1H) · T , para todo h∗ ∈ H∗
Denimos por
∫
L
o onjunto das integrais à esquerda sobre
H .
Antes de vermos algumas propriedades e exemplos dessa teo-
ria, observamos que T ∈ H∗ é uma integral à esquerda se, e somente
se,
∑
T (h(2))h(1) = T (h)1H , para todo h ∈ H .
De fato, seja T ∈ H∗ uma integral à esquerda. Então, para
todo h∗ ∈ H∗ e todo h ∈ H , temos:
h∗ ∗ T (h) = ∑h∗(h(1))T (h(2)) = h∗(∑T (h(2))h(1))
‖
h∗(1H)T (h) = h
∗(T (h)1H).
O que implia em
∑
T (h(2))h(1) = T (h)1H .
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Por outro lado, se
∑
T (h(2))h(1) = T (h)1H ∈ H , então, para
todo h∗ ∈ H∗ e todo h ∈ H ,
h∗(
∑
T (h(2))h(1)) =
∑
h∗(h(1))T (h(2)) = h
∗ ∗ T (h)
‖
h∗(T (h)1H) = h
∗(1H)T (h),
omo queríamos.
Ressaltamos ainda que o onjunto
∫
L
é um ideal de H∗.
É fáil vermos que
∫
L é realmente um subespaço vetorial de
H∗. Mostremos que é ideal. Seja g∗ ∈ H∗ e T ∈ ∫
L
. Então, para todo
h∗ ∈ H∗,
h∗ ∗ (T ∗ g∗) = (h∗ ∗ T ) ∗ g∗
= (h∗(1H)T ) ∗ g∗
= h∗(1H)(T ∗ g∗) = h∗(1H)T ∗ g∗.
⇒ T ∗ g∗ ∈ ∫
L
.
Do mesmo modo,
h∗ ∗ (g∗ ∗ T ) = (h∗ ∗ g∗) ∗ T
= (h∗ ∗ g∗)(1H)T
= (h∗(1H)g
∗(1H))T
= h∗(1H)(g
∗(1H)T )
= h∗(1H)(g
∗ ∗ T ).
⇒ g∗ ∗ T ∈ ∫L .
Lema 1.35 Seja T uma integral à esquerda e h, h′ ∈ H, então
∑
h(1)T (h(2)S(h
′)) =
∑
T (hS(h′(1)))h
′
(2).
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Demonstração: Mostraremos o resultado seguindo a linha de raioínio
aima, ou seja, apliaremos h∗ ∈ H∗ arbitrariamente.
h∗(
∑
h(1)T (h(2)S(h
′))) =
∑
h∗(h(1))T (h(2)S(h
′))
=
∑
h∗(h(1))ε(h
′
(2))T (h(2)S(h
′
(1)))
=
∑
h∗(h(1)S(h
′
(2))h
′
(3))T (h(2)S(h
′
(1)))
=
∑
h∗(h(1)S(h
′
(1))(1)h
′
(2))T (h(2)S(h
′
(1))(2))
=
∑
(h′(2)) ⇀ h
∗((hS(h′(1)))(1))T ((hS(h
′
(1)))(2))
=
∑
(h′(2) ⇀ h
∗)(1H)T (hS(h
′
(1)))
=
∑
h∗(h′(2))T (hS(h
′
(1)))
= h∗(
∑
T (hS(h′(1)))h
′
(2)),
omo queríamos.

Enerramos a sessão mostrando alguns exemplos.
Exemplo 1.36 Seja G um grupo e seja H = kG a álgebra do grupo
G. Então o elemento pe ∈ H∗, denido por pe(g) = δe,g, para todo
g ∈ G, é um integral à esquerda de H. De fato, para todo h∗ ∈ H∗ e
todo g ∈ G, temos
(h∗ ∗ pe)(g) = h∗(g)pe(g) =
 h∗(e), se g = e0, se g 6= e
portanto, h∗ ∗ pe = h∗(e)pe = h∗(1kG)pe.
Exemplo 1.37 Mostremos que no Exemplo 1.16, a únia integral de
H é a nula.
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Consideremos o isomorsmo
ϕ : H∗ → k[[x]]
h∗ 7→ ∑
n>0
h∗(cn)X
n ,
e supomos T ∈ H∗ integral à esquerda, então.
h∗ ∗ T = h∗(1H)T
⇒ ϕ(h∗ ∗ T ) = ϕ(h∗(1H)T )
⇒ ϕ(h∗)ϕ(T ) = h∗(1H)ϕ(T )
⇒ ϕ(h∗)ϕ(T ) = ϕ(h∗)(0)ϕ(T ).
Segue que ϕ(T ) é uma série formal tal que Fϕ(T ) = F (0)ϕ(T ),
para todo F ∈ k[[X ]].
Então, tomando F 6≡ 0 de forma que F (0) 6= 0, segue que
ϕ(T ) = 0, pois k[[X ]] não tem divisores de zero, uma vez que k é
orpo.
E omo ϕ é um isomorsmo, temos que T ≡ 0 e portanto,∫
L = {0}.
1.4.2 Integral em álgebras de Hopf
Consideremos agora H uma álgebra de Hopf de dimensão
nita. Uma integral em H , a grosso modo, é simplesmente um invari-
ante sobre a multipliação à esquerda.
Denição 1.38 Uma integral à esquerda em H é um elemento t ∈ H
tal que ht = ε(h)t para todo h ∈ H.
Este oneito de integral está relaionado om o apresentado
na seção anterior, pois uma integral em H é simplesmente uma integral
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sobre H∗ e portanto um elemento de H∗∗, visto sob o isomorsmo
annio
Λ : H → H∗∗
h 7→ ĥ,
em que ĥ(f) = f(h), isto porque H tem dimensão nita.
Primeiramente, observamos que k̂ ∗ ĥ = k̂h. De fato, para
todo f ∈ H∗,
k̂ ∗ ĥ(f) = ∑ k̂(f(1))ĥ(f(2))
=
∑
f(1)(k)f(2)(h)
= f(kh) = k̂h(f).
Agora, se h é uma integral em H , temos,
k̂ ∗ ĥ = k̂h = ε̂(k)h = ε(k)ĥ = k̂(ε)̂(h) = k̂(1H∗)ĥ.
Podemos denir também uma integral à direita em H por um
elemento t′ ∈ H tal que t′h = ε(h)t′, para todo h ∈ H . Denimos o
onjunto das integrais à esquerda em H por
∫ L
H
e à direita por
∫ R
H
.
Dizemos que H é unimodular se
∫ L
H =
∫ R
H .
Exemplo 1.39 Seja H = kG álgebra de Hopf. Então t =
∑
g∈G
g gera o
espaço das integrais à esquerda e à direita em H.
Exemplo 1.40 Seja H = (kG)∗ álgebra de Hopf. Então t = p1 gera o
espaço das integrais à esquerda e à direita em H.
Exemplo 1.41 Seja H uma álgebra de Hopf sobre k, K uma extensão
do orpo k e H = K ⊗k H a álgebra de Hopf sobre k, om estrutura
de omultipliação dada por ∆(α ⊗ c) := ∑(α ⊗ c(1)) ⊗ (1K ⊗ c(2)) e
ounidade ε(α ⊗ c) = αφ(ε(c)), em que φ : k → K. então, se T ∈ H∗
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é integral à esquerda sobre H implia que T ∈ H∗ é integral à esquerda
sobre H, em que T (δ ⊗k h) := δT (h), para todo δ ⊗ h ∈ K ⊗k H.
De fato, seja δ ⊗ h ∈ K ⊗k H, logo,
∑
(δ ⊗ h)(1)T ((δ ⊗ h)(2)) =
∑
δ ⊗ h(1)T (1K ⊗ h(2))
=
∑
δ ⊗ h(1)T (h(2))1K
=
∑
δ ⊗ h(1)T (h(2))
= δ ⊗ T (h)1H
= δT (h)⊗ 1H
= T (δ ⊗ h)⊗ 1H .
Para mostrarmos o resultado mais importante relativo a in-
tegrais em álgebras de Hopf de dimensão nita, vamos estabeleer uma
estrutura de H-módulo de Hopf à direita sobre H∗.
Primeiramente, a multipliação em H∗ dene de maneira na-
tural uma estrutura de H∗-módulo à esquerda em H∗, a saber,
ϕ ⊲ ψ = ϕ ∗ ψ.
Seja {h∗i }ni=1 ⊆ H∗ uma base em H∗ e {hi}ni=1 ⊆ H a base
dual, tal que h∗i (hj) = δij (vide [9℄, p. 20).
Assim, para todo ϕ, ψ ∈ H∗,
ϕ ∗ ψ =
n∑
i=1
(ϕ ∗ ψ)(hi)h∗i
=
n∑
i=1
∑
ϕ(hi(1) )ψ(hi(2))h
∗
i
=
n∑
i=1
ϕ(
∑
hi(1)ψ(hi(2)))h
∗
i
=
n∑
i=1
ϕ(f
(ψ)
i )h
∗
i .
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Notemos que f
(ψ)
i depende expliitamente de ψ. Portanto, se
denirmos a apliação linear
ρ : H∗ → H∗ ⊗H
ψ 7→ ∑h∗i ⊗ f (ψ)i
teremos uma estrutura de H-omódulo à direita sobre H∗.
Veriquemos que ρ está bem denida omo transformação
linear. Suponhamos
∑
αjϕj ≡ 0, αj ∈ k, ϕj ∈ H∗. Então,
ρ(
∑
αjϕj) =
∑
j
αj
∑
i
h∗i ⊗ f (ϕj)i
=
∑
i
h∗i⊗
∑
j
αjf
(ϕj)
i .
Avaliemos nesta igualdade (ĥk ⊗ IH), em que ĥk ∈ H∗∗ é da
forma ĥk(ϕ) = ϕ(hk). Daí,
(ĥk ⊗ IH)ρ(
∑
αjϕj) =
∑
j
αjf
(ϕj)
k
=
∑
j
αj
∑
hk(1)ϕj(hk(2))
=
∑
hk(1)(
∑
αjϕj)(hk(2)) = 0
⇒ ρ(∑αjϕj) = 0,
o que garante a boa denição de f .
Lema 1.42 A álgebra de Hopf H∗ om oação à direita dada pelo mor-
smo ρ : H∗ → H∗ ⊗H, em que ρ(ψ) =∑h∗i ⊗ f (ψ)i e ação à direita
dada por ↽: H∗ ⊗ H → H∗ e denida por ↽ (ϕ ⊗ h) = ϕ ↽ h, em
que (ϕ ↽ h)(k) = (S(h) ⇀ ϕ)(k) = ϕ(kS(h)), denem uma estrutura
de H-módulo de Hopf à direita em H∗.
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Demonstração: Vamos veriar que ↽ realmente dene uma estru-
tura de módulo à direita. Sejam ϕ ∈ H∗ e h, k, l ∈ H , então
((ϕ ↽ h)↽ k)(l) = (ϕ ↽ h)(lS(k))
= ϕ(lS(k)S(h))
= ϕ(lS(hk))
= (ϕ ↽ hk)(l).
Mostremos que para todo ϕ, ψ ∈ H∗, ψ ∗ϕ = (IH∗ ⊗ψ)ρ(ϕ).
Seja h ∈ H , então
(IH∗ ⊗ ψ)ρ(ϕ)(h) =
∑〈ψ, f (ϕ)i 〉〈h∗i , h〉
= 〈∑〈ψ, f (ϕ)i 〉h∗i , h〉
= 〈ψ ∗ ϕ, h〉
= (ψ ∗ ϕ)(h).
Vejamos agora que ρ é um morsmo de omódulos, ou seja,
(ρ⊗ IH)ρ(ϕ) = (IH∗ ⊗∆)ρ(ϕ).
De fato, para todo ψ, θ ∈ H∗, temos:
(IH∗ ⊗ ψ ⊗ θ)(ρ⊗ IH)ρ(ϕ) = (IH∗ ⊗ ψ ⊗ θ)
∑
(ρ⊗ IH)(h∗i ⊗ f (ϕ)i )
= (IH∗ ⊗ ψ ⊗ θ)
∑
i,j
h∗j ⊗ hji ⊗ f (ϕ)i
=
∑
i,j
h∗j 〈ψ, hji〉〈η, f (ϕ)i 〉
=
∑
i,j
(ψ ∗ h∗j )〈η, f (ϕ)i 〉
=
∑
i,j
ψ ∗ (h∗j 〈η, f (ϕ)i 〉)
= ψ ∗ (η ∗ ϕ).
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Por outro lado,
(IH∗ ⊗ ψ ⊗ θ)(IH∗ ⊗∆)ρ(ϕ) = (IH∗ ⊗ ψ ⊗ η)
∑
h∗j ⊗ fi(1) ⊗ fi(2)
=
∑
h∗i 〈ψ, fi(1)〉〈η, fi(2)〉
=
∑
h∗i 〈ψ ∗ η, fi〉
= (ψ ∗ η) ∗ ϕ.
E portanto, ρ é um morsmo de omódulos.
Por m, vejamos que
ρ(ϕ ↽ h) =
∑
ϕ(0) ↽ h(1) ⊗ ϕ(1)h(2) =
∑
h∗i ↽ h(1) ⊗ fi(h(2))
Sejam ϕ, ψ ∈ H∗ e h, k ∈ H , então:
(IH∗ ⊗ ψ)ρ(ϕ ↽ h)(k) = (ψ ∗ (ϕ ↼ h))(k)
=
∑
ψ(k(1))ϕ(k(2)S(h)),
onde ↼: H∗ ⊗H → H∗.
Por outro lado,
(IH∗ ⊗ ψ)(
∑
h∗i ↽ h(1) ⊗ fi(h(2)))(k) =
=
∑〈h∗i ↽ h(1), k〉〈ψ, fih(2)〉
=
∑〈h∗i , kS(h(1))〉〈ψ(1), fi〉〈ψ(2), h(2)〉
=
∑〈ψ(1) ∗ ϕ, kS(h(1))〉〈ψ(2), h(2)〉
=
∑〈ψ(1), k(1)S(h(2))〉〈ϕ, k(2)S(h(1))〉〈ψ(2), h(3)〉
=
∑〈ψ, k(1)S(h(2))h(3)〉〈ϕ, k(2)S(h(1))〉
=
∑〈ψ, k(1)〉〈ϕ, k(2)S(h)〉.
E omo este resultado vale para todo ψ ∈ H∗ e todo k ∈ H ,
segue que
40
ρ(ϕ ↽ h) =
∑
ϕ(0) ↽ h(1) ⊗ ϕ(1)h(2) =
∑
h∗i ↽ h(1) ⊗ fi(h(2))

Teorema 1.43 Seja H uma álgebra de Hopf de dim <∞. São válidas:
(i)
∫ L
H
e
∫ R
H
são ambas unidimensionais;
(ii) A antípoda S de H é bijetiva e S(
∫ L
H
) =
∫ R
H
;
Demonstração: (i) Pelo lema aima H∗ ∈ MHH . Então, pelo Teorema
Fundamental de módulos de Hopf, temos que H∗ ≃ H∗coH ⊗H e isto
implia que dimH∗coH = 1 pois dimH∗ = dimH .
Pelo Lema 1.31
H∗coH = H∗H
∗
= {f ∈ H∗ : g∗f = εH∗(g)f, para todo g ∈ H∗} =
∫ l
H∗
.
Assim, dim
∫ L
H∗
= 1. Consequentemente, se substituirmos
H∗∗ ≃ H por H∗ provamos que dim ∫ L
H
= 1.
(ii) Sejam 0 6= f ∈ ∫ l
H∗
e h ∈ ker(S). Notemos que f existe
pois H∗
coH
=
∫ L
H∗ 6= 0. Então, tomando α o isomorsmo dado pelo
Teorema Fundamental de módulos de Hopf, 1.33,
α(f ⊗ h) = f ↽ h = S(h)⇀ f = f(S(h)) = 0 = α(0).
Logo, f ⊗ h = 0 e portanto h = 0.
Logo, S é injetiva e omo dim(H) <∞ temos que S é bijetiva.
Por m, mostremos que S(
∫ L
H
) =
∫ R
H
. Seja m ∈ ∫ L
H
, daí,
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S(m)h = S(m)S ◦ S−1(h)
= S(S−1(h)m)
= S(ε(h)m) = ε(h)S(m),
portanto, S(m) ∈ ∫ R
H
.

Denição 1.44 Uma álgebra A é dita semissimples se ela é um A-
módulo à direita semisimples, ou seja, se A =
⊕
i∈J
Ni, em que J é um
onjunto de índies e para todo i ∈ J , Ni é um A-módulo à direita
simples.
Uma araterização equivalente de uma álgebra semissimples
é a seguinte:
SeM é um A-módulo à esquerda eN ⊆M é um A-submódulo,
então existe um A-submódulo N ′ ⊆M tal que M ≃ N ⊕N ′.
Teorema 1.45 (Teorema de Mashke) Seja H uma álgebra de Hopf
de dimensão nita. Então H é uma álgebra semisimples ⇔ ε(t) 6= 0
para algum t ∈ ∫ lH .
Demonstração: (⇒)
Sabemos que ker(ε) é um ideal de odimensão 1 em H . Como
ker(ε) é um submódulo à esquerda de H e H é semisimples, ker(ε) é
um somando direto em H . Então existe I ⊆ H um ideal à esquerda tal
que H = ker(ε)⊕ I.
Seja 1H = z+h om z ∈ ker(ε) e h ∈ I. É laro que h 6= 0 pois
1H 6∈ ker(ε). Como ker(ε) tem odimensão 1, segue que dim(I) = 1.
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Seja ainda l ∈ H , então lh ∈ I e portanto lh = 0 + lh. Por
outro lado, l = (l − ε(l)1H) + ε(l)1H , o que implia em
(l − ε(l)1H)h+ ε(l)h = lh,
em que (l − ε(l)1H)h ∈ ker(ε) e ε(l)h ∈ I.
Logo, (l − ε(l)1H)h = 0, pois lh = 0 + lh e a representação
é únia. Portanto, lh = ε(l)h para qualquer l ∈ H , ou seja, h ∈ ∫ l
H
e
omo I ∩ ker(ε) = 0 e h 6= 0, segue que ε(h) 6= 0.
(⇐)
Seja ε(t) 6= 0 para algum t ∈ ∫ lH . Suponhamos, sem perda de
generalidade, que ε(t) = 1 (aso ontrário tome l = t/ε(t)).
Preisamos mostrar que para qualquer H-módulo M e para
qualquer H-submódulo N de M , N é somando direto de M .
Seja π : M → N uma projeção qualquer tal que π(n) = n
para todo n ∈ N (N é somando direto de M omo espaço vetorial).
Denimos P : M → N por P (m) =
∑
t
t(1)π(S(t2)m) para
todo m ∈M . Seja n ∈ N , então
P (n) =
∑
t t(1)π(S(t(2))n) =
∑
t t(1)S(t(2))n
=
(∑
t t(1)S(t(2))
)
n = ε(t)1Hn = n.
Mostremos que P é um morsmo de H-módulos à esquerda.
Sejam m ∈M e h ∈ H , então:
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hP (m) =
∑
t ht(1)π(S(t(2))m)
=
∑
t,h h(1)t(1)π(S(t(2))ε(h(2))m)
=
∑
t,h h(1)t(1)π(S(t(2))S(h(2))h(3)m)
=
∑
t,h h(1)t(1)π(S(h(2)t(2))h(3)m)
=
∑
t,h(h(1)t)(1)π(S((h(1)t)(2))h(2)m)
=
∑
t,h ε(h(1))(t(1)π(S(t(2))h(2)m))
=
∑
t t(1)π(S(t(2))hm)
= P (hm).
Portanto, existe um morsmo de H-módulos P : M → N tal
que P (n) = n para todo n ∈ N . Logo M = N ⊕ ker(P ) e o resultado
proede.

1.5 Produto Smash
Lembramos que uma álgebra (A, µ, η) é dita um H-módulo
álgebra à esquerda se A é um H-módulo à esquerda, em que µ e η são
morsmos de H-módulos à esquerda, ou seja,
(i) h ⊲ ab =
∑
(h(1) ⊲ a)(h(2) ⊲ b), para todo a, b ∈ A,
h ∈ H ;
(ii) h ⊲ 1A = ε(h)1A.
Ainda, dizemos que A é um H-omódulo álgebra à direita se A é um
H-omódulo à direita em que µ e η são morsmos de H-omódulos à
direita, ou seja,
(i) ρ(ab) = ρ(a)ρ(b) =
∑
a(0)b(0) ⊗ a(1)b(1), para todo a, b ∈
A;
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(ii) ρ(1A) = 1A ⊗ 1H .
Denição 1.46 Seja A um H-módulo álgebra. Denimos por Produto
Smash a álgebra A#H, em que:
(i) A#H = A⊗H omo k-espaço vetorial;
(ii) (a#h)(b#k) =
∑
a(h(1) ⊲ b)#h(2)k.
Mostremos que o produto denido aima é assoiativo. Sejam
(a#h), (b#k), (c#l) ∈ A#H , daí,
((a#h)(b#k))(c#l) = (
∑
a(h(1) ⊲ b)#h(2)k)(c#l)
=
∑
(a(h(1) ⊲ b))(h(2)k(1) ⊲ c)#h(3)k(2)l
=
∑
(a(h(1) ⊲ b))(h(2) ⊲ (k(1) ⊲ c))#h(3)k(2)l
=
∑
a(h(1) ⊲ (b(k(1) ⊲ c)))#h(2)k(2)l
= (a#h)(
∑
b(k(1) ⊲ c)#k(2)l)
= (a#h)((b#k)(c#l)).
Exemplo 1.47 Para quaisquer H e A, podemos denir a ação trivial
de H sobre A por h ⊲ a = ε(h)a, para todo h ∈ H e todo a ∈ A.
Vejamos que om a ação dada, A é um H-módulo álgebra e ainda, que
A#H ≃ A⊗H omo álgebras.
Por se tratar da ação trivial, laramente A é um H-módulo
álgebra e portanto, A#H dene o produto Smash, ainda, para todo
(a#h), (b#k) ∈ A#H, temos
(a#h)(b#k) =
∑
a(h(1) ⊲ b)#h(2)k
=
∑
aε(h(1))b#h(2)k
=
∑
ab#ε(h(1))h(2)k
= ab#hk = ab⊗ hk.
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Exemplo 1.48 Denimos uma ação de H em H∗ por:
⇀: H ⊗H∗ → H∗
h⊗ f 7→ h ⇀ f,
onde (h ⇀ f)(l) := f(lh). Vejamos que H∗ é um H-módulo álgebra e
denamos o produto Smash.
De fato, sejam g, h ∈ H e f ∈ H∗, então, para todo l ∈ H,
temos:
(g ⇀ (h ⇀ f))(l) = (h ⇀ f)(lg)
= f((lg)h) = f(l(gh))
= (gh ⇀ f)(l),
e
(1H ⇀ f)(l) = f(l1H) = f(l).
Portanto, ⇀ dene uma estrutura de H-módulo sobre H∗.
Mostremos que H∗ possui estrutura de H-módulo álgebra. Sejam f, g ∈
H∗ e h ∈ H, então, para todo l ∈ H, temos:
(h ⇀ f ∗ g)(l) = (f ∗ g)(lh)
=
∑
f(l(1)h(1))g(l(2)h(2))
=
∑
(h(1) ⇀ f)(l(1))(h(2) ⇀ g)(l(2))
=
∑
(h(1) ⇀ f) ∗ (h(2) ⇀ g)(l),
e
(h ⇀ ε)(l) = ε(lh) = ε(l)ε(h),
o que implia em (h ⇀ ε = ε(h)ε). Assim, H∗ possui estrutura de
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H-módulo álgebra e podemos denir H∗#H, om produto dado por:
(f#a)(g#b) =
∑
f ∗ (a(1) ⇀ g)#a(2)b
=
∑
(1H ⇀ f) ∗ (a(1) ⇀ g)#a(2)b,
para todo f, g ∈ H∗ e todo a, b ∈ H.
Exemplo 1.49 Seja H = kG e A um kG-omódulo álgebra. Sabemos
que A é um espaço vetorial G-graduado, isto é, A = ⊕
g∈G
Ag, e para
ag ∈ Ag, temos
ρ(ag) = ag ⊗ g.
Então, ρ(agbh) = agbh ⊗ gh, o que implia em agbh ∈ Agh,
para todo g, h ∈ G, e ainda, 1A ∈ A1, o que implia em A ser uma
álgebra G-graduada.
No aso em que G é um grupo nito, temos que A é uma álge-
bra G-graduada ((kG)-omódulo álgebra) se, e somente se, A é (kG)∗-
módulo álgebra.
Notamos que pg ⊲ A := Ag, ou seja, o onjunto {pg} age
omo a projeção em A. Assim, visto que ∆(px) =
∑
uv=x
pu ⊗ pv, a
estrutura de multipliação sobre A#(kG)∗, para todo a, b ∈ A e todo
pg, ph ∈ (kG)∗ é dada por:
(a#pg)(b#ph) =
∑
uv=g
a(pu ⊲ b)#pvph
u=gh−1
=
v=h
abgh−1#ph.
1.6 Função Traço
A idéia nessa seção é generalizar a noção de função traço
existente na teoria de ações de grupo. Seja G um grupo nito que age
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sobre uma álgebra A, denimos a função traço omo:
tr : A → AG
a 7→ ∑
g∈G
g ⊲ a
.
Assim, se onsiderarmos a álgebra de Hopf omo sendo a
álgebra de grupo kG, sabemos que
∑
g∈G
g é uma integral sobre kG, o
que nos leva a seguinte denição:
Denição 1.50 Sejam H uma álgebra de Hopf de dimensão nita
agindo sobre um H-módulo álgebra A e 0 6= t ∈ ∫ l
H
. Então a apli-
ação:
t̂ : A → AH
a 7→ t̂(a) := t ⊲ a
é uma apliação de AH-bimódulos om valores em AH .
Para veriarmos isso, temos de mostrar que t̂ é um morsmo
de álgebras, ou seja, para todo a ∈ A e x ∈ AH ,
t̂ ◦ µ(x⊗ a) = µ ◦ (IAH ⊗ t̂)(x⊗ a) e t̂ ◦µ(a⊗ x) = µ ◦ (t̂⊗ IAH )(a⊗ x).
De fato,
t̂ ◦ µ(x⊗ a) = t̂(xa) = t ⊲ (xa)
=
∑
(t(1) ⊲ x)(t(2) ⊲ a) =
∑
ε(t(1))x(t(2) ⊲ a)
= x(t ⊲ a) = x(t̂(a))
= µ(x ⊗ t̂(a)) = µ ◦ (IAH ⊗ t̂)(x⊗ a),
e
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t̂ ◦ µ(a⊗ x) = t̂(ax) = t ⊲ ax
=
∑
(t(1) ⊲ a)(t(2) ⊲ x) =
∑
(t(1) ⊲ a)ε(t(2))x
= (t ⊲ a)x = (t̂(a))x
= µ(t̂(a)⊗ x) = µ ◦ (t̂⊗ IAH )(a⊗ x).
Chamamos t̂ de função traço.
A partir deste momento, salvo quando dito o ontrário, in-
diaremos as álgebras A e H om as subálgebras A#1H e 1A#H de
A#H , respetivamente.
Lema 1.51 Sejam A um H-módulo álgebra e suponhamos que o mor-
smo t̂ : A→ AH é sobrejetivo. Então existe um elemento idempotente
não nulo e ∈ A#H tal que e(A#H)e = AHe ≃ AH omo álgebras.
Demonstração: Primeiro, sejam h ∈ H , a ∈ A e t ∈ ∫ l
H
, notemos
que, no produto Smash A# H, hat = (h ⊲ a)t. De fato,
hat = (1A#h)(a#t)
=
∑
1A(h(1) ⊲ a)#h(2)t
=
∑
(h(1) ⊲ a)#ε(h(2))t
= (h ⊲ a)#t = (h ⊲ a)t.
Denamos nosso elemento idempotente e. Como 1A ∈ AH
e t̂ é sobrejetora, existe c ∈ A tal que t̂(c) = 1A, ou seja, temos que
t ⊲ c = 1A. Portanto, denimos e := tc = (1A#t)(c#1H). Claramente
e é idempotente, pois
e2 = tctc = (t ⊲ c)tc = 1Atc = tc = e.
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Vejamos que vale a igualdade e(A#H)e = AHe. Sejam a ∈ A
e h ∈ H , daí:
e(a#h)e = tc(a#h)tc
= tca(ht)c
= ε(h)tcatc
= ε(h)(t ⊲ (ca))tc ∈ AHe,
pois ε(h)(t ⊲ (ca)) ∈ AH .
Por outro lado, para todo a ∈ AH e t ∈ ∫ lH , temos que
t̂(ca) = t ⊲ (ca) =
∑
(t(1) ⊲ c)(t(2) ⊲ a)
=
∑
(t(1) ⊲ c)ε(t(2))a = (t ⊲ c)a = a,
logo:
ae = atc
= (t ⊲ c)atc
= (t ⊲ ca)tc
= tcatc = eae ∈ eA#He.
Por m, mostremos que AHe ≃ AH om álgebras. Sejam
a, b ∈ AH , então,
(ae)(be) = (atc)(btc)
= a(tcbt)c
= a(t ⊲ (cb))tc
=
∑
a(t(1) ⊲ c)(t(2) ⊲ b)tc
=
∑
a(t(1) ⊲ c)ε(t(2))btc
=
∑
a(t ⊲ c)btc
= abtc = abe. 
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1.6.1 Integral total
Denição 1.52 Seja A um H-omódulo álgebra à direita. Uma inte-
gral total à direita para A é um morsmo Φ : H → A de H-omódulo
à direita tal que Φ(1H) = 1A.
Lembramos, por um teorema análogo ao Lema 1.51, mas
agora omH∗ sendoH-módulo de Hopf à esquerda, que se 0 6= T ∈ ∫ lH∗ ,
então o morsmo θ : H → H∗ dado por θ(h) = (h ⇀ T ) é um isomor-
smo de H-módulos à esquerda. Assim, tomando t = θ−1(ε), temos
que t ⇀ T = ε. Mostremos que t ∈ ∫ l
H
.
De fato, sejam h, k ∈ H , então
θ(ht)(k) = (ht ⇀ T )(k) = (h ⇀ (t ⇀ T ))(k)
= (h ⇀ ε)(k) = ε(kh)
= ε(k)ε(h) = ε(h)(t ⇀ T )(k)
= ε(h)θ(t)(k) = θ(ε(h)t)(k),
e omo é válido para todo k ∈ H , temos que θ(ht) = θ(ε(h)t) e pela
injetividade de θ, onluímos que ht = ε(h)t, para todo h ∈ H .
O lema a seguir relaiona a função traço denida na seção
anterior om a denição de integral total.
Lema 1.53 Seja A um H-módulo álgebra à esquerda. Então o mor-
smo t̂ : A → AH é sobrejetivo se, e só se, existe uma integral total
Φ : H∗ → A. Aqui, onsideramos A om estrutura de H∗-omódulo
álgebra à direita.
Demonstração: (⇒) Suponhamos que t̂ é sobrejetiva. Então, existe
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c ∈ A tal que t̂(c) = t ⊲ c = 1AH = 1A. Denimos:
Φ : H∗ → A
f 7→ θ−1(f) ⊲ c
.
Como θ é isomorsmo de H-módulos à esquerda, segue que
Φ é morsmo de H-módulo à esquerda, e portanto, morsmo de H∗-
omódulo à direita. Ainda, Φ(ε) = θ−1(ε) ⊲ c = t ⊲ c = 1A.
Assim, Φ é uma integral total à direita para A.
(⇐) Seja Φ : H∗ → A uma integral total à direita para A.
Mostremos que t̂ é sobrejetiva. Para tanto, devemos ver que existe
c ∈ A tal que t ⊲ c = 1A.
De fato, tome c = Φ(T ), logo,
t ⊲ c = t ⊲ Φ(T ) = Φ(t ⇀ T ) = Φ(ε) = 1A.

No que segue, veremos mais alguns resultados importantes
quando onsideramos o fato de t̂ ser sobrejetivo.
Primeiramente, lembremos que dim
∫ L
H = 1 e
∫ L
H é um ideal
de H , portanto, para todo h ∈ H , th ∈ ∫ L
H
, ou seja, existe α : H → k
que envia h em α(h) tal que th = α(h)t.
Claramente, α é linear, e se t é tal que existe um funional ε,
om ε(t) = 1k, temos que
α(hk)t = t(hk) = (th)k = α(h)tk = α(h)α(k)t.
E apliando ε a esta última igualdade, vemos que
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α(hk) = α(h)α(k),
ou seja, α é homomorsmo de álgebra.
Ainda, para todo h, k ∈ H , omo ∆(α) = ∑α(1) ⊗ α(2) se,
e somente se, α(hk) =
∑
α(1)(h)α(2)(k), temos que
∆α(h ⊗ k) = α(hk) = α(h)α(k) = (α⊗ α)(h ⊗ k).
Portanto, ∆α = α ⊗ α, ou seja, α é um elemento group-like
emH∗. A este elemento denominamos "elemento group-like distinto"de
H∗.
Ainda nesta estrutura de group-like, podemos enuniar o seguinte
lema, uja demonstração é enontrada em [29℄.
Lema 1.54 Se t é uma integral à esquerda de A, então S(t) = α ⇀ t.
Lema 1.55 Sejam A um H-módulo álgebra e 0 6= t ∈ ∫ l
H
. Então, para
todo a ∈ A e h ∈ H, temos em A#H
(i) ah =
∑
h(2)(S
−1(h(1)) ⊲ a);
(ii) hat = (h ⊲ a)t e tah = t(S−1(hα) ⊲ a), onde α ∈ H∗ e
hα = α ⇀ h;
(iii) (t) = AtA é ideal de A#H .
Demonstração: (i) De fato,
∑
h(2)(S
−1(h(1)) ⊲ a) =
∑
(1A#h(2))(S
−1(h(1)) ⊲ a#1H)
=
∑
1A(h(2) ⊲ (S
−1(h(1)) ⊲ a))#h(3)
=
∑
(h(2)S
−1(h(1)) ⊲ a#h(3)
=
∑
a#ε(h(1))h(2)
= a#h = ah.
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(ii) Vimos na demonstração do Lema 1.51 que hat = (h ⊲ a)t.
Mostremos então que tah = t(S−1(hα) ⊲ a). Para tanto, usaremos (i)
e o fato de que th = α(h)t, assim,
tah
(i)
=
∑
th(2)(S
−1(h(1)) ⊲ a)
=
∑
α(h(2))t(S
−1(h(1)) ⊲ a)
=
∑
t(S−1(α(h(2))h(1)) ⊲ a)
= t(S−1(α ⇀ h) ⊲ a)
= tS−1(hα) ⊲ a.
(iii) É fáil ver que µ((t) ⊗ A#H + A#H ⊗ (t)) = (t) uma
vez que (ii) foi provada. Assim, (t) é ideal de A#H .

Proposição 1.56 Seja (t) omo aima, então:
(i) Para todo a ∈ (t)⋂A ⊆ A#H , existem {bi}, {ci} ∈ A
tais que, ad =
n∑
i=1
bi t̂(cid), para todo d ∈ A. Isto é, aA ⊆
n∑
i=1
biA
H
.
(ii) Se (t) = A#H então A é nitamente gerado omo AH -
módulo à direita.
(iii) Se I = (t)
⋂
A ontém um elemento regular de A, isto
é, existe 0 6= a ∈ A tal que a não é divisor de zero, então A é um
AH -submódulo à direita de um AH -módulo livre nito.
Demonstração: (i) Seja a ∈ (t)⋂A. Como a ∈ (t), existem {bi},
{ci} ∈ A tais que a =
n∑
i=1
bitci. Daí,
ad#1H = ad · 1H
=
n∑
i=1
bitcid1H
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=
n∑
i=1
(bi#t)(cid#1H)
=
∑ n∑
i=1
bi(t(1) ⊲ cid)#t(2)
e apliando o morsmo IA ⊗ ε em ad#1H =
∑ n∑
i=1
bi(t(1) ⊲ cid)#t(2),
temos que
ad =
n∑
i=1
bi(t ⊲ cid) =
n∑
i=1
bit̂(cid).
(ii) Por (i), se A = (t) e a ∈ A temos que aA ⊆
n∑
i=1
biA
H ⊆ A.
Assim, se tomarmos a = 1A, temos A ⊆
n∑
i=1
biA
H ⊆ A, omo queríamos.
(iii) Seja a ∈ I um elemento regular. Novamente, existem
{bi}, {ci} ∈ A tais que a =
n∑
i=1
bitci Denimos
φ : A → n⊕
i=1
AH
d 7→ (t̂(cid))i
Vejamos que φ é injetora. De fato, seja d ∈ ker(φ), então
0 = φ(d) = (t̂(cid))i, o que implia em t̂(cid) = 0, para todo i. Assim,
ad = 0 e omo a é regular, segue que d = 0. Portanto, φ é injetiva.

1.7 Contexto de Morita
Nas seções anteriores, vimos que existe uma relação entre
A#H e AH . Nesta seção, formalizaremos tal relação através do on-
texto de Morita. A grosso modo, a idéia é estabeleer uma relação entre
dois anéis através de seus módulos. Vejamos primeiro o que signia
dizer que dois anéis R e S estão relaionados através de um ontexto
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de Morita.
Denição 1.57 Um ontexto de Morita é uma sêxtupla (R, S, P, Q, τ, γ)
em que R e S são anéis unitários, P é um (R,S)-bimódulo, Q é um
(S,R)-bimódulo e as funções
τ : P ⊗S Q→ R e γ : Q⊗R P → S
são homomorsmos de bimódulos tais que os seguintes diagramas o-
mutam:
P ⊗S Q⊗R P IP⊗γ //
τ⊗IP

P ⊗S S
⋍

R⊗R P ⋍ // P
Q⊗R P ⊗S Q IP⊗τ //
γ⊗IP

Q⊗R R
⋍

S ⊗S Q ⋍ // Q
Ou seja, para todo p, p′ ∈ P e todo q, q′ ∈ Q, temos que
pγ(q ⊗ p′) = τ(p⊗ q)p′ e qτ(p⊗ q′) = γ(q ⊗ p)q′ respetivamente.
Queremos mostrar que existe um ontexto de Morita entre
R = AH e S = A#H para qualquer H álgebra de Hopf de dimensão
nita, tomando P = Q = A.
Vejamos que P = A tem estrutura de (AH , A#H)-bimódulo.
Consideremos a estrutura de AH -módulo à esquerda dada
pela multipliação usual em A e estrutura de A#H-módulo e à direita
dada por a ⊳ (b#h) = S−1(hα) ⊲ (ab), em que a, b ∈ A, h ∈ H ,
α ∈ H∗ e hα = α ⇀ h = ∑α(h(2))h(1). Mostremos que as estruturas
são ompatíveis.
De fato, sejam a ∈ AH , b ∈ A e c#h ∈ A#H então
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(ab) ⊳ (c#h) = S−1(hα) ⊲ (abc)
= S−1(α ⇀ h) ⊲ (abc)
=
∑
S−1(α(h(2))h1) ⊲ (abc)
=
∑
α(h(2))(S
−1(h(1))(1) ⊲ a)(S
−1(h(1)) ⊲ (bc))
=
∑
α(h(2))a(S
−1(h(1))(2) ⊲ (bc)).
Por outro lado,
a(b ⊳ (c#)h) = a(S−1(hα) ⊲ (bc))
=
∑
a(S−1(α(h(2))h(1)) ⊲ (bc))
=
∑
aα(h(2))(S
−1(h(1)) ⊲ (bc)),
omo queríamos.
Do mesmo modo, vejamos que Q = A tem estrutura de
(A#H,AH)-bimódulo.
Consideremos a estrutura de A#H-módulo à esquerda dada
por (a#h) ⊲ b = a(h ⊲ b) e de AH -módulo à direita dada pela multi-
pliação usual em A. Mostremos que as estruturas são ompatíveis.
De fato, sejam c#h ∈ A#H , b ∈ A e a ∈ AH então, temos
((c#h) ⊲ b)a = c(h ⊲ b)a. Por outro lado,
(c#h) ⊲ (ba) = c(h ⊲ (ba)) =
∑
c(h(1) ⊲ b)(h(2) ⊲ a) = c(h ⊲ b)a.
Lembremos que tah = t(S−1(hα) ⊲ a) = t(a ⊳ (1A#h)).
Teorema 1.58 Seja A um AH-módulo e um A#H-módulo om as es-
truturas denidas aima, então P =AH AA#H e Q =A#H AAH e os
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morsmos
τ : A⊗AH A → A#H
a⊗ b 7→ atb
e
γ : A⊗A#H A → AH
a⊗ b 7→ t̂(ab)
,
onde 0 6= t ∈ ∫ lH geram um ontexto de Morita entre AH e A#H.
Demonstração: Temos de ver que τ e γ estão bem denidos, são mor-
smos de A#H e AH -bimódulos respetivamente e que os diagramas
da Denição 1.57 omutam.
Iniiamos mostrando que os diagramas omutam. De fato,
para todo mi, ni, qi ∈ A, temos
ψ ◦ (I ⊗ τ)(∑mi ⊗ ni ⊗ qi) = ψ(∑mi ⊗ nitqi)
=
∑
mi ⊳ nitqi
=
∑
mi ⊳ ((ni#1H)(1A#t)(qi#1H))
=
∑
(mi ⊳ (ni#t)) ⊳ (qi#1H)
=
∑
(S−1(tα) ⊲ mini)(qi#1H)
(∗)
=
∑
(t ⊲ mini)qi,
onde (∗) é válido pelo Lema 1.54
Por outro lado,
ψ ◦ (γ ⊗ I)(∑mi ⊗ ni ⊗ qi) = ψ(∑ t̂(mini)⊗ qi)
=
∑
t̂(mini)qi
=
∑
(t ⊲ (mini))qi,
o que nos garante a omutatividade do primeiro diagrama. Ainda,
ψ ◦ (τ ⊗ I(∑mi ⊗ ni ⊗ qi) = ψ(∑mitni ⊗ qi)
=
∑
mitni ⊲ qi
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=
∑
(mi(t(1) ⊲ ni)#t(2)) ⊲ qi
=
∑
mi(t(1) ⊲ ni)(t(2) ⊲ qi)
=
∑
mi(t ⊲ niqi).
Mas,
ψ ◦ (I⊗γ)(
∑
mi⊗ni⊗ qi) = ψ(
∑
mi⊗ t̂(niqi)) =
∑
mi(t ⊲ (niqi)),
mostrando assim que o segundo diagrama é omutativo.
Vejamos agora que γ é A#H-balaneada e que τ é AH -
balaneada. Sejam a, b, c ∈ A e h ∈ H .
γ((b ⊳ a#h)⊗ c) = t̂(((S(hα)) ⊲ ba)c)
=
∑
t ⊲ ((S(α(h(2))h(1)) ⊲ ba)c)
=
∑
tα(h(2)) ⊲ ((S(h(1)) ⊲ ba)c)
=
∑
th(2) ⊲ ((S(h(1)) ⊲ ba)c)
=
∑
t ⊲ (((h(2)S(h(1))) ⊲ ba)(h(3) ⊲ c))
= t ⊲ ((ba)(h ⊲ c))
= t ⊲ (bah ⊲ c)
= t̂(b(ah ⊲ c))
= γ(b⊗ (a#h ⊲ c)).
Sejam agora a, b ∈ A e c ∈ AH , logo,
τ(a⊗ cb) = atcb
= (a#t)(c#1H)(b#1H)
=
∑
(a(t(1) ⊲ c)#t(2))(b#1H)
=
∑
(a(ε(t(1))c)#t(2))(b#1H)
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= (ac#t)(b#1H)
= actb = τ(ac⊗ b),
o que mostra que τ é AH -balaneada.
Por m, vejamos que τ é um morsmo de A#H-bimódulo
e que γ é um morsmo de AH -bimódulo. Iniiamos por τ , sejam,
a, b, c ∈ A e h ∈ H , logo
τ((a#h) ⊲ b⊗ c) = τ(a(h ⊲ b)⊗ c) = a(h ⊲ b)tc.
Por outro lado,
(a#h)(btc) =
∑
a(h(1) ⊲ b)(h(2) ⊲ tc) = a(h ⊲ b)tc,
e portanto, τ é um morsmo de A#H-bimódulo à esquerda. E também
é à direita, pois
τ(b ⊗ (c ⊳ a#h)) = τ(b ⊗ (S−1(hα) ⊲ (ca)))
= bt(S−1(hα) ⊲ ca)
= bt(S−1(α ⇀ h) ⊲ ca)
= bt(ca)h.
Por outro lado,
τ(b ⊗ c)(a#h) = (btc)(a#h)
= (b#1H)(1A#t)(c#1H)(a#h)
= (b#t)(ca#h) = bt(ca)h.
Para γ, sejam a ∈ AH e b, c ∈ A, então
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γ(ab⊗ c) = t̂((ab)c)
= t ⊲ ((ab)c) = t ⊲ (a(bc))
=
∑
(t(1) ⊲ a)(t(2) ⊲ bc)
= a(t ⊲ bc) = at̂(bc)
= aγ(b⊗ c),
e
γ(b⊗ ca) = t̂(b(ca))
= t ⊲ (b(ca)) = t ⊲ ((bc)a)
=
∑
(t(1) ⊲ bc)(t(2) ⊲ a)
= (t ⊲ bc)a = t̂(bc)a
= γ(b⊗ c)a,
mostrando assim que γ é um morsmo de AH -bimódulo à esquerda e
à direita respetivamente.

Dois anéis são ditos Morita-equivalente se existe um ontexto
de Morita relaionando-os de forma que γ e τ são isomorsmos de
bimódulos.
Corolário 1.59 Seja A um H-módulo álgebra, H de dimensão nita
e 0 6= t ∈ ∫ l
H
. Se t̂ : A→ AH é sobrejetora e (t) = A#H, então A#H
é Morita-equivalente a AH .
Demonstração: Queremos mostrar que γ e τ são isomorsmos. Note-
mos que omo H tem dimensão nita, é suiente vermos que γ e τ são
sobrejetivos. O que de fato oorre por hipótese, pois da sobrejetividade
de t̂ tiramos que γ é sobrejetivo e (t) = A#H garante a sobrejetividade
de A#H . 
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1.8 Produto Cruzado
Seja H uma álgebra de Hopf e A uma álgebra om unidade.
Denição 1.60 Dizemos que H mede A se existe uma apliação
· : H ⊗A → A
h⊗ a 7→ h · a
tal que
(i) h · 1A = ε(h)1A;
(ii) h · ab =∑(h(1) · a)(h(2) · b).
Consideremos o morsmo
σ : H ⊗H → A
h⊗ k 7→ σ(h, k),
para todo h, k ∈ H , inversível por produto de onvolução, ou seja,
existe ψ : H ⊗H → A tal que σ ∗ ψ = ψ ∗ σ = η ◦ ε.
Denição 1.61 Sejam H uma álgebra que mede A e σ denida aima.
Então podemos denir um novo produto em A⊗H dado por
(a⊗ h)(b⊗ k) =
∑
a(h(1) · b)σ(h(2), k(1))⊗ h(3)k(2),
para todo a, b ∈ A e todo h, k ∈ H.
Teorema 1.62 O onjunto A⊗H om o produto denido aima é uma
álgebra om unidade se, e somente se, tivermos:
(i) h · (k ·a) =∑σ(h(1), k(1))(h(2)k(2) ·a)σ(h(3), k(3)), em que
σ é o inverso de onvolução de σ em Homk(H ⊗H,A);
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(ii)
∑
(h(1)·σ(k(1), l(1)))σ(h(2), k(2)l(2)) =
∑
σ(h(1), k(1))σ(h(2)k(2), l);
(iii) σ(1H , h) = σ(h, 1H) = ε(h)1A.
Demonstração: (⇒) Seja A ⊗H uma álgebra om unidade denida
por 1A⊗H := 1A ⊗ 1H . Provemos primeiro (iii).
Seja a⊗ h ∈ A⊗H , logo
a⊗ h = (a⊗ h)(1A ⊗ 1H)
=
∑
a(h(1) · 1A)σ(h(2), 1H)⊗ h(3)
=
∑
aσ(h(1), 1H)⊗ h(2)
(∗)⇒ ε(h)1A = σ(h, 1H),
onde (∗) é válido desde que tomemos a = 1A e apliarmos IA ⊗ ε.
Do mesmo modo,
a⊗ h = (1A ⊗ 1H)(a⊗ h)
=
∑
1A(1H · a)σ(1H , h(1))⊗ h(2)
(∗)⇒ ε(h)1A = σ(1H , h),
onde (∗) é válido desde que tomemos a = 1A e apliarmos IA ⊗ ε.
Mostremos agora (i) e (ii). Sejam a⊗h, b⊗k, c⊗ l ∈ A⊗H ,
daí
(a⊗ h)((b⊗ k)(c⊗ l)) = (a⊗ h)(∑ b(k(1) · c)σ(k(2), l(1))⊗ k(3)l(2))
=
∑
a(h(1) · b)(h(2) · (k(1) · c))(h(3) · σ(k(2), l(1))) · σ(h(4), k(3)l(2))⊗ h(5)k(4)l(3)
(∗)
=
∑
(h(1) · (k(1) · c))σ(h(2), k(2))⊗ h(3)k(3),
(1.4)
tomando a = b = 1A e l = 1H em (∗).
63
Do mesmo modo,
((a⊗ h)(b⊗ k))(c⊗ l) = (∑ a(h(1) · b)σ(h(2), k(1))⊗ h(3)k(2))(c⊗ l)
=
∑
a(h(1) · b)σ(h(2), k(1))(h(3)k(2) · c)) · σ(h(4)k(3), l(1))⊗ h(5)k(4)l(2)
(∗)
=
∑
σ(h(1), k(1))(h(2)k(2) · c)⊗ h(3)k(3),
(1.5)
tomando a = b = 1A e l = 1H em (∗).
Daí, apliando IH ⊗ ε, a assoiatividade e multipliando pelo
inverso por produto de onvolução à direita, temos (i)
∑
h(1)·(k(1)·c)σ(h(2), k(2))σ(h(3), k(3)) =
∑
σ(h(1), k(1))(h(2)k(2)·c)σ(h(3), k(3)).
Da assoiatividade, tomando a = b = c = 1A, temos
∑
(h(1) · σ(k(1), l(1)))σ(h(2), k(2)l(2))⊗ h(3)k(3)l(3)
q∑
σ(h(1), k(1))σ(h(2)k(2), l(1))⊗ h(3)k(3)l(2),
e apliando IH ⊗ ε, temos (ii).
(⇐) Seja σ satisfazendo (i), (ii) e (iii). Mostremos que a
álgebra é assoiativa. Sejam a⊗ h, b⊗ k, c⊗ l ∈ A⊗H , então,
(a⊗ h)((b ⊗ k)(c⊗ l)) = (a⊗ h)(∑ b(k(1) · c)σ(k(2), l(1))⊗ k(3)l(2))
(1.4)
=
∑
a(h(1) · b)(h(2) · (k(1) · c))(h(3) · σ(k(2), l(1)))σ(h(4), k(3)l(2))
⊗h(5)k(4)l(3)
(ii)
=
∑
a(h(1) · b)(h(2) · (k(1) · c))σ(h(3), k(2))σ(h(4)k(3), l(1))⊗ h(5)k(4)l(2)
(i)
=
∑
a(h(1) · b)σ(h(2), k(1))(h(3)k(2) · a)σ(h(4), k(3))σ(h(5), k(4))
σ(h(6)k(5), l(1))⊗ h(7)k(6)l(2)
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(1.5)
=
∑
a(h(1) · b)σ(h(2), k(1))(h(3)k(2) · a)σ(h(4)k(3), l(1))⊗ h(5)k(4)l(2)
= (
∑
a(h(1) · b)σ(h(2), k(1))#h(3)k(2))(c#l)
= ((a⊗ h)(b⊗ l))(c⊗ l).
Mostremos que 1A ⊗ 1H ∈ A ⊗ H é a unidade da álgebra
A⊗H . De fato,
(a⊗ h)(1A ⊗ 1H) = a(h(1) · 1A)σ(h(2), 1H)⊗ h(3)1H
= aε(h(1))ε(h(2))1A ⊗ h(3)
= a⊗ h.
Do mesmo modo, (1A⊗ 1H)(a⊗h) = 1A(1H ·a)σ(1H , h(1))⊗
1Hh(2) = a⊗ h, e portanto, 1A ⊗ 1H é a unidade em A⊗H .

Denição 1.63 Sejam H uma biálgebra que mede A e σ : H⊗H → A
omo aima e satisfazendo as ondições (i), (ii) e (iii) do teorema aima.
Então o produto ruzadoA#σH é a álgebra unital A⊗H om o produto
dado por
(a⊗ h)(b⊗ k) =
∑
a(h(1) · b)σ(h(2), k(1))⊗ h(3)k(2),
para todo a, b ∈ A e todo h, k ∈ H .
Exemplo 1.64 Para o primeiro exemplo, onsideremos o aso em que
σ é trivial, isto é, σ(h, k) = ε(h)ε(k)1A, para todo h, k ∈ H, então
h · (k · c) =
∑
σ(h(1), k(1))(h(2)k(2) · a)σ(h(3)k(3)) = hk · a,
para todo h, k ∈ H e todo a ∈ A, o que implia que A é um H-módulo
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álgebra e assim, A#σH = A#H, om produto
(a⊗h)(b⊗k) =
∑
a(h(1)·b)σ(h(2), k(1))⊗h(3)k(2) =
∑
a(h(1)·b)⊗h(2)k,
para todo h, k ∈ H e todo a, b ∈ A.
Exemplo 1.65 Seja H = kG a álgebra de grupo. Então
g · (h · a) =
∑
σ(g, h)(gh · a)σ(g, h),
(g · σ(h, k))σ(g, hk) = σ(g, h)σ(gh, k),
para todo g, h, k ∈ G, e todo a ∈ A. E o produto em A#σkG é dado
por
(a⊗ g)(b ⊗ h) = a(g · b)σ(g, h)⊗ gh,
para todo g, h ∈ G e todo a, b ∈ A.
Exemplo 1.66 Como um aso espeial desse exemplo, notamos que
para qualquer grupo G e qualquer subgrupo normal N de G, podemos
esrever kG = kN#σk[G/N ], o produto ruzado de kN om o grupo
quoiente G = G/N .
De fato, para toda lasse g ∈ G/N , tomemos sua represen-
tação
γ : G/N → G
g 7→ γ(g).
Notemos que dada a lasse g, temos que
g = Nγ(g).
Assim, G =
⋃
g∈G/N
Nγ(g), ou seja, um elemento g ∈ G pode
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ser reesrito omo g = niγ(gj). Ainda, omo G =
⋃
g∈G/N
Nγ(g), então
kG = kNγ(G/N), em que a multipliação entre dois elementos de kG,
nγ(g) e mγ(h), é dada por:
(nγ(g))(mγ(h)) = nγ(g)mγ(h)
= nγ(g)mγ(g)−1γ(gγ(h)
= nγ(g)mγ(g)−1γ(gγ(h)γ(gh)−1γ(gh)
= n(g ·m)σ(g, h)γ(gh),
e este elemento pertene a kG = kNγ(G/N), pois, primeiramente,
omo N é um subgrupo normal, temos que γ(g)Nγ(g)−1 ⊆ N . Por
m, mostremos que Nγ(gγ(h)γ(gh)−1 = N .
Sabemos que gh = gh, assim,
Nγ(g)Nγ(h) = Nγ(gh)
‖
Nγ(g)γ(h),
o que implia em Nγ(g)γ(h)γ(gh)−1 = N . Portanto,
γ(g)γ(h)γ(gh)−1 ∈ N.
Assim, temos que kG = kN#σk[G/N ]
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Capítulo 2
Extensões em Álgebras
obtidas a partir de
Álgebras de Hopf
Iniiaremos o apítulo denindo as noções de extensão e ex-
tensão elmente plana. A primeira aparee em pratiamente todas as
denições de extensões que daremos daqui pra frente, omo extensões
fendidas, extensões de Hopf-Galois e extensões homogêneas prinipais,
armando que existe uma estrutura de omódulo-álgebra sobre a álge-
bra em questão. A segunda, denida sobre um anel, tem no Capítulo 3
sua prinipal apliação e portanto, tratamos aqui sua denição, assim
omo o resultado que usaremos no Capítulo 3. Veremos no Capítulo
4 que também podemos onstruir uma extensão elmente plana sobre
A(SLq(2)) e no Apêndie B, apresentamos alguns resultados impor-
tantes dessa teoria que fogem ao esopo do trabalho.
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Denição 2.1 Dizemos que B ⊂ A é uma H-extensão à direita se A
é um H-omódulo álgebra om AcoH = B, onde A, B são álgebras e H
é uma álgebra de Hopf.
2.1 Extensões Fielmente Planas
Iniiamos esta seção denindo a estrutura de módulo el-
mente plano, para então darmos sequênia ao estudo de extensões el-
mente planas, para maiores detalhes, indiamos o Apêndie B e [20℄.
Denição 2.2 Seja P um módulo à direita sobre um anel R. Dize-
mos que PR é um módulo elmente plano se satisfaz qualquer uma das
ondições do teorema abaixo, uja demonstração pode ser vista em [20℄.
Teorema 2.3 Para qualquer módulo à direita P sobre um anel R, são
equivalentes:
(i) A sequênia
M ′
ϕ // M
ψ // M ′′
é exata, se, e somente se,
P ⊗RM ′ // P ⊗RM // P ⊗RM ′′
é uma sequênia exata;
(ii) P é um módulo plano, e para qualquer R-módulo à es-
querda M , P ⊗RM = 0 implia em M = 0;
(iii) P é um módulo plano, e o morsmo φ : M ′ → M ′′,
na ategoria dos R-módulos à esquerda (RM), é nulo se o morsmo
induzido IP ⊗ φ : P ⊗RM ′ → P ⊗RM ′′ é nulo.
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Exemplo 2.4 Todo k-espaço vetorial, k orpo, é um k-módulo el-
mente plano.
De fato, sejam V um k-espaço vetorial e f : W → W ′ uma
transformação linear injetiva.
Sejam ainda {ei}i∈I ⊆ W base de W e {vλ}λ∈Λ ⊆ V , base
de V .
Como f é injetiva, os vetores {f(ei)}i∈I ⊆ W ′ são linear-
mente independentes. Podemos, assim, obter uma base de W da forma
{f(ei)}i∈I
·⋃
{wj}j∈J .
Agora, onsideremos a transformação linear
IV ⊗ f : V ⊗W → V ⊗W ′,
omo {vλ⊗ ei}λ∈Λ,i∈I é base de V ⊗W e {f(ei)}i∈I são vetores linear-
mente independentes em V ⊗W ′, logo, IV ⊗ f é injetiva, o que implia
em que V seja um k-módulo plano.
Por outro lado, suponhamos que IV ⊗ f : V ⊗W → V ⊗W ′
é injetiva e seja {ηλ}λ∈Λ base dual em V ∗, isto é, ηλ(vµ) = δλµ.
Seja
∑
αiei ∈ ker(f) ⊆ W , então
∑
αif(ei) = 0. Daí,
tomando λ0 ∈ Λ, temos que
∑
αivλ0 ⊗ ei ∈ ker(IV ⊗ f),
o que é uma ontradição, visto que IV ⊗ f é injetiva.
Portanto, f é injetiva, o que garante que V é elmente plano
omo k-módulo.
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Denição 2.5 Uma extensão B ⊂ A é dita elmente plana se A é
uma extensão em que A é B-módulo elmente plano.
Uma denição equivalente a esta, vista em [20℄, é dada por:
Denição 2.6 Uma extensão B ⊂ A, A, B k-álgebras, é dita elmente
plana à esquerda se para qualquer morsmo de B-módulos à direita
f :M → N , f é injetora se, e somente se, f ⊗ IA :M ⊗BA→ N ⊗BA
é injetivo.
Para mostrarmos a propriedade itada aima, preisamos denir
o que hamamos de equalizador de dois morsmos.
Denição 2.7 Sejam os morsmos f, g : M → N , hamamos de
equalizador de f e g o onjunto ker(f, g) = {m ∈M : f(m) = g(m)}.
Dizemos que o diagrama do equalizador
0→ L h→M
f
⇉
g
N
é exato se Im(h) = ker(f, g) e h for injetivo.
A partir de agora e no deorrer do todo este apítulo, a menos
que se diga o ontrário, assumimos que k é um anel omutativo om
unidade.
Lema 2.8 Seja A uma k-álgebra k-elmente plana e M um k-módulo
à esquerda. Então a sequênia
0→M θ→ A⊗M δ→ A⊗A⊗M
é exata, onde θ(m) = 1A ⊗m e δ(a⊗m) = a⊗ 1A ⊗m− 1A ⊗ a⊗m.
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Demonstração: Como A é k-elmente plano, basta mostrarmos que
a sequênia
0→ A⊗kM IA⊗θ→ A⊗k A⊗k M IA⊗δ→ A⊗k A⊗k A⊗kM
é exata, ou seja, temos de mostrar que IA ⊗ θ é injetor e também que
Im(IA ⊗ θ) = ker(IA ⊗ δ).
Seja
∑
ai ⊗mi ∈ ker(IA ⊗ θ) então
0 = (IA ⊗ θ)
(∑
ai ⊗mi
)
=
∑
ai ⊗ θ(mi) =
∑
ai ⊗ 1A ⊗mi
e apliando o morsmo µ⊗ IM temos que
0 =
∑
ai ⊗mi,
portanto, IA ⊗ θ é injetivo.
Vejamos que Im(IA ⊗ θ) = ker(IA ⊗ δ).
Claramente Im(IA ⊗ θ) ⊂ ker(IA ⊗ δ), pois
(IA ⊗ δ) ◦ (IA ⊗ θ) (
∑
ai ⊗mi) = IA ⊗ δ (
∑
ai ⊗ 1A ⊗mi)
=
∑
ai ⊗ 1A ⊗ 1A ⊗mi
−∑ ai ⊗ 1A ⊗ 1A ⊗mi = 0.
Por outro lado, seja
∑
ai ⊗ bi ⊗mi ∈ ker(IA ⊗ δ) então
0 = IA⊗δ
(∑
ai ⊗ bi ⊗mi
)
=
∑
ai⊗bi⊗1A⊗mi−
∑
ai⊗1A⊗bi⊗mi,
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logo,
∑
ai⊗1A⊗ bi⊗mi =
∑
ai⊗ bi⊗1A⊗mi e apliando o morsmo
µ⊗ IA ⊗ IM temos que
∑
ai ⊗ bi ⊗mi =
∑
aibi ⊗ 1A ⊗mi = (IA ⊗ θ)
(∑
aibi ⊗mi
)
.
Assim, Im(IA ⊗ ε) = ker(IA ⊗ δ) e segue que a sequênia
0→M ε→ A⊗M δ→ A⊗A⊗M é exata por A ser k-elmente plano.

2.2 Extensão Fendida
As extensões fendidas são extensões que possuem uma estru-
tura trivial, sendo araterizadas por produtos ruzados. Ao nal desta
seção veremos um teorema que desreve tal araterização. Iniiamos
o apítulo denindo uma extensão fendida.
Denição 2.9 Dizemos que uma H-extensão B ⊂ A é H-fendida (ou
H-extensão fendida) se existe um morsmo de H-omódulos à direita
γ : H → A que é inversível por onvolução.
Conforme visto na Proposição A.37, um morsmo φ : H → A
é inversível por produto de onvolução se existe ψ : H → A tal que
φ ∗ ψ = ψ ∗ φ = η ◦ ε.
Como Hom(H,A) é uma álgebra om unidade, sabemos que
se o inverso de um morsmo φ, se existir, é únio.
Ainda, se ψ : A→ A⊗H é um morsmo de álgebras, então
ψ∗ Hom(H,A) → Hom(H,A⊗H)
φ 7→ ψ∗(φ) := ψ ◦ φ,
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é um morsmo de álgebras. E segue que ψ∗(φ) é inversível, se φ é
inversível.
Pensando agora sobre o morsmo γ dado na denição, vemos
que o mesmo pode ser normalizado, tornando-o unital.
De fato, seja γ̂ : H → A omo aima tal que γ̂(1H) := b.
Notemos que b ∈ B, pois
ρ(b) = ρ ◦ γ̂(1H) = (γ̂ ⊗ IH) ◦∆(1H)
= γ̂(1H)⊗ 1H = b⊗ 1H .
Ainda, b é inversível, pois
1A = η ◦ ε(1H) = γ̂ ∗ γ̂(1H)
= γ̂(1H)γ̂(1H) = bγ̂(1H).
Chamemos γ̂(1H) = b
−1
, laramente b−1 ∈ B, pois
ρ(b−1) = (b−1b⊗ 1H)ρ(b−1)
= (b−1 ⊗ 1H)(b⊗ 1H)ρ(b−1)
= (b−1 ⊗ 1H)ρ(b)ρ(b−1)
= (b−1 ⊗ 1H)ρ(bb−1)
= b−1 ⊗ 1H .
Por m, denamos o morsmo
γ : H → A
h 7→ b−1γ̂(h).
É fáil ver que γ é olinear à direita e inversível por produto de
onvolução, basta denirmos γ : H → A por γ(h) = (γ̂b)(h) := γ̂(h)b.
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Assim, γ é unital omo queríamos.
O próximo teorema mostra que toda extensão fendida é de
fato um produto ruzado, onforme denido no Capítulo 1, Denição
1.63.
Teorema 2.10 Uma extensão B ⊂ A é H-fendida se, e somente se,
A ≃ B#σH omo álgebras.
Demonstração: (⇒) Seja B ⊂ A uma H-extensão fendida de B.
Então existe um morsmo de omódulos γ : H → A unital e inversível
por produto de onvolução, ao qual denominamos morsmo fenda.
Denimos, para todo h ∈ H e todo a ∈ B = AcoH , uma ação
de H em B dada por
h ⊲ a =
∑
γ(h(1))aγ(h(2)),
em que γ : H → A é o inverso por onvolução do morsmo fenda γ,
e um morsmo inversível por produto de onvolução, σ : H ⊗H → B
denido por
σ(h⊗ k) =
∑
γ(h(1))γ(k(1))γ(h(2)k(2))
para todo h, k ∈ H , om inversa
σ(h⊗ k) =
∑
γ(h(1)k(1))γ(h(2))γ(k(2)).
Provemos que h ⊲ a e σ(h, k) ∈ B, para todo h, k ∈ H e
todo a ∈ B. De fato,
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ρ(h ⊲ a) = ρ(
∑
γ(h(1))aγ(h(2)))
=
∑
ρ(γ(h(1)))ρ(a)ρ(γ(h(2)))
(∗)
=
∑
(γ(h(1))⊗ h(2))(a⊗ 1H)(γ(h(4))⊗ S(h(3)))
=
∑
γ(h(1))aγ(h(4))⊗ h(2)S(h(3))
=
∑
γ(h(1))aγ(h(3))⊗ ε(h(2))1H
=
∑
γ(h(1))aγ(h(2))⊗ 1H ,
em que (∗) diz que ρ(γ(h)) = (γ ⊗ S) ◦∆op(h). O que de fato é válido,
pois, para todo h ∈ H , temos que ∑ γ(h(1))γ(h(2)) = ε(h)1B e daí,
omo 1A = 1B,
ε(h)1B ⊗ 1H = ρ(
∑
γ(h(1))γ(h(2)))
=
∑
(γ(h(1))
(0) ⊗ γ(h(1))(1))(γ(h(2))⊗ h(3))
=
∑
γ(h(1))
(0)γ(h(2))⊗ γ(h(1))(1)h(3)
⇒ γ(h(1))(0) ⊗ γ(h(1))(1) =
∑
γ(h(2))⊗ S(h(1)),
uma vez que
∑
γ(h(2)) ⊗ S(h(1)) é o inverso de
∑
γ(h(1)) ⊗ h(2) em
Hom(H,A⊗H), e o inverso é únio.
Visto isso, provemos que σ(h, k) ∈ B.
ρ(σ(h, k)) = ρ(
∑
γ(h(1))γ(k(1))γ(h(2)k(2)))
=
∑
(γ(h(1))⊗ h(2))(γ(k(1))⊗ k(2))(γ(h(4)k(4))⊗ S(h(3)k(3)))
= γ(h(1))γ(k(1))γ(h(4)k(4))⊗ h(2)k(2)S(k(3))S(h(3))
= γ(h(1))γ(k(1))γ(h(3)k(3))⊗ ε(h(2))ε(k(2))1H
= γ(h(1))γ(k(1))γ(h(2)k(2))⊗ 1H ,
omo queríamos.
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Podemos ver também que H mede B (onforme Denição
1.60 do Capítulo 1). Sejam h ∈ H , a, b ∈ B, então
h ⊲ 1B =
∑
γ(h(1))1Bγ(h(2)) = ε(h)1B,
e
h ⊲ ab =
∑
γ(h(1))abγ(h(2))
=
∑
γ(h(1))aε(h(2))bγ(h(3))
=
∑
γ(h(1))aγ(h(2))γ(h(3))bγ(h(4))
=
∑
(h(1) ⊲ a)(h(2) ⊲ b).
Ainda, vemos que B#σH é uma álgebra assoiativa om
unidade, omo no Teorema 1.62. Para todo h, k ∈ H e todo a ∈ B,
temos
h ⊲ (k ⊲ a) = h ⊲ (
∑
γ(k(1))aγ(k(2)))
=
∑
γ(h(1))γ(k(1))aγ(k(2))γ(h(2))
=
∑
γ(h(1))γ(k(1))γ(h(2)k(2))γ(h(3)k(3))aγ(h(4)k(4))γ(h(5)k(5))γ(k(6))γ(h(6))
=
∑
σ(h(1)k(1))(h(2)k(2) ⊲ a)σ(h(3)k(3)).
E, para todo h, k, l ∈ H , temos
∑
σ(h(1), k(1))σ(h(2)k(2)l) =
=
∑
γ(h(1))γ(k(1))γ(h(2), k(2))γ(h(3)k(3))γ(l(1))γ(h(4)k(4)l(2))
=
∑
γ(h(1))γ(k(1))γ(l(1))γ(h(2)k(2)l(2)).
Por outro lado,
∑
(h(1) ⊲ σ(k(1), l(1)))σ(h(2), k(2)l(2)) =
=
∑
γ(h(1))γ(k(1))γ(l(1))γ(k(2)l(2))γ(h(2))γ(h(3))γ(k(3)l(3))γ(h(4)k(4)l(4))
=
∑
γ(h(1))γ(k(1))γ(l(1))γ(k(2)l(2))ε(h(2))γ(k(3)l(3))γ(h(3)k(4)l(4))
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=
∑
γ(h(1))γ(k(1))γ(l(1))ε(k(2)l(2))γ(h(2)k(3)l(3))
=
∑
γ(h(1))γ(k(1))γ(l(1))γ(h(2)k(2)l(2)).
omo queríamos.
Claramente, o item (iii) do Teorema 1.62 é demonstrado, pois,
dados 1H , h ∈ H , temos que
σ(1H ⊗ h) = γ(1H)γ(h(1))γ(1Hh(2)) = ε(h)1A,
analogamente para σ(h⊗ 1H).
Por m, vejamos que A ≃ B#σH , onforme Denição 1.63.
Denamos, para todo a ∈ A, b⊗ h ∈ B#σH , os morsmos
φ : B#σH → A
b⊗ h 7→ bγ(h)
ψ : A → B#σH
a 7→ ∑ a(0)γ(a(1))⊗ a(2)
Notemos primeiramente que o morsmo φ é um morsmo de
álgebras e de H-omódulos à direita. Sejam a ⊗ h, b ⊗ k ∈ B#σH ,
então:
φ((a⊗ h)(b ⊗ k)) = φ(∑ a(h(1) ⊲ b)σ(h(2), k(1))⊗ h(3)k(2))
=
∑
aγ(h(1))bγ(h(2))γ(h(3))γ(k(1))γ(h(4)k(2))γ(h(5)k(3))
=
∑
aγ(h(1))bε(h(2))γ(k(1))ε(h(3)k(2))
=
∑
aγ(h)bγ(k) = φ(a⊗ h)φ(b ⊗ k),
e
ρ ◦ φ(a⊗ h) = ρ(aγ(h))
= ρ(a)ρ(γ(h))
= (a⊗ 1A)((γ ⊗ IH) ◦∆(h))
=
∑
aγ(h(1))⊗ h(2)
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=
∑
φ(a⊗ h(1))⊗ h(2)
= (φ⊗ IH) ◦ (IA ⊗∆)(a ⊗ h)
= (φ⊗ IH) ◦ ρA⊗H(a⊗ h).
Por m, mostramos que ψ é o inverso de φ. Sejam a ∈ A e
b⊗ h ∈ B#σH .
φ ◦ ψ(a) = φ(∑ a(0)γ(a(1))⊗ a(2))
=
∑
a(0)γ(a(1))γ(a(2))
=
∑
a(0)ε(a(1)) = a,
e
ψ ◦ φ(b ⊗ h) = ψ(bγ(h))
=
∑
b(0)γ(h)(0)γ(b(1)γ(h)(1))⊗ b(2)γ(h)(2)
=
∑
bγ(h(1))γ(h(2))⊗ h(3)
=
∑
bε(h(1))⊗ h(2) = b⊗ h.
Portanto, A ≃ B#σH , omo queríamos.
(⇐) Suponhamos A = B#σH , para B e σ determinados.
Provemos que existe γ : H → A = B#σH inversível por pro-
duto de onvolução. Para isso, denimos uma estrutura de omódulo
sobre A através do morsmo
ρ : A → A⊗H
b ⊗ h 7→ ∑ b⊗ h(1) ⊗ h(2).
Mostremos que B = AcoH . Claramente, B ⊂ B#σH , pois há
uma ópia de B em B#σH dada pela imersão
B →֒ B#σH ⊆ AcoH
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que a ada b ∈ B assoia o elemento b ⊗ 1H . Seja
∑
ai ⊗ hi ∈ AcoH .
Suponhamos sem perda de generalidade que {ai} são linearmente in-
dependentes. Então, apliando ρ, temos que
∑
ai ⊗ hi(1) ⊗ hi(2) =
∑
ai ⊗ hi ⊗ 1H
e apliando o morsmo IA ⊗ ε⊗ IH , temos que
∑
ai ⊗ hi =
∑
ai ⊗ ε(hi)1H . (2.1)
Daí, tomando funionais lineares {αi ∈ B∗}ni=1 de forma que
αi(aj) = δij e apliando em 2.1 temos que
(αj ⊗ IH)(
∑
ai ⊗ hi) = (αj ⊗ IH)(
∑
ai ⊗ ε(hi)1H)
⇒ hj = ε(hj)1H
⇒ ∑ ai ⊗ hi =∑ aiε(hi)⊗ 1H ∈ B ⊗ 1H = B.
Portanto, B = AcoH , omo queríamos.
Vejamos agora que A é um H-omódulo álgebra. De fato,
sejam a⊗ h, b⊗ k ∈ B#σH . Daí,
ρ((a⊗ h)(b⊗ k)) = ρ(∑ a(h(1) ⊲ b)σ(h(2), k(1))⊗ h(3)k(2))
=
∑
a(h(1) ⊲ b)σ(h(2), k(1))⊗ h(3)k(2) ⊗ h(4)k(3).
Por outro lado,
ρ(a⊗ h)ρ(b⊗ k) = (a⊗ h(1) ⊗ h(2))(b⊗ k(1) ⊗ k(2))
=
∑
a(h(1) ⊲ b)σ(h(2), k(1))⊗ h(3)k(2) ⊗ h(4)k(3).
E portanto, A é um H-omódulo álgebra.
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Por m, denimos
γ : H → B#σH
h 7→ 1B ⊗ h,
tal que vale γ(1H) = 1B ⊗ 1H = 1B#σH e vemos que
ρ(γ(h)) = ρ(1B ⊗ h) =
∑
1B ⊗ h(1) ⊗ h(2), para todo h ∈ H ;
e
(γ⊗IH)∆(h) =
∑
γ(h(1))⊗h(2) =
∑
1B⊗h(1)⊗h(2), para todo h ∈ H.
A inversa de γ é dada por
γ : H → B#σH
h 7→ ∑ σ(S(h(2)), h(3))⊗ S(h(1)).
De fato, para todo h ∈ H , temos
γ ∗ γ(h) = γ(h(1))γ(h(2))
=
∑
(σ(S(h(2)), h(3))⊗ S(h(1)))(1B ⊗ h(4))
=
∑
σ(S(h(4)), h(5))(S(h(3)) ⊲ 1B)σ(S(h(2)), h(6))⊗ S(h(1))h(7)
=
∑
σ(S(h(3)), h(4))σ(S(h(2)), h(5))⊗ S(h(1))h(6)
= 1B ⊗
∑
S(h(1))h(2) = ε(h)1B ⊗ 1H .
e
γ ∗ γ(h) = ∑ γ(h(1))γ(h(2))
=
∑
(1B ⊗ h(1))(σ(S(h(3)), h(4)))⊗ h(2))
=
∑
(h(1) ⊲ σ(S(h(6)), h(7)))σ(h(2), S(h(5)))⊗ h(3)S(h(4)) = ∗.
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Para ontinuarmos a demonstração, preisamos ver que
h ⊲ σ(k, l) =
∑
σ(h(1), k(1)l(1))σ(h(2)k(2), l(2))σ(h(3), k(3)),
para todo h, k, l ∈ H .
De fato, omo
∑
σ(k(1), l(1))σ(k(2), l(2)) = ε(k)ε(l)1B, temos
que
ε(h)ε(k)ε(l)1B = h ⊲
(∑
σ(k(1), l(1))σ(k(2), l(2))
)
=
∑
(h(1) ⊲ σ(k(1), l(1)))(h(2) ⊲ σ(k(2), l(2)))
=
∑
(h(1) ⊲ σ(k(1), l(1)))σ(h(2), k(2))σ(h(3)k(3), l(2))σ(h(4), k(4)l(3))
⇒ h ⊲ σ(k, l) = σ(h(1), k(1)l(1))σ(h(2)k(2), l(2))σ(h(3), k(3)).
Assim, tomando k = S(h(4)) e l = h(5), temos
∗ = ∑(h(1) ⊲ σ(S(h(4)), h(5)))σ(h(2), S(h(3)))⊗ 1H
=
∑
σ(h(1), S(h(8))h(9))σ(h(2)S(h(7)), h(10))σ(h(3), S(h(6)))
σ(h(4), S(h(5)))⊗ 1H
=
∑
σ(h(1), 1H)σ(h(2)S(h(3)), h(4))⊗ 1H
= ε(h)1B ⊗ 1H .
O que nos mostra que se A ≃ B#σH , então B ⊂ A é uma
H-extensão fendida.

2.3 Extensões de Hopf-Galois
Na teoria de grupos, dizemos que uma extensão algébria
E ⊂ F (F\E) é galoisiana (extensão de Galois) se F\E é uma extensão
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normal e separável. Por extensão normal, entendemos que para todo
α ∈ F , o polinmio minimal Irr(α,E) tem todas as raízes em F . Por
separável, dizemos que para todo α ∈ F , Irr(α,E) tem raízes simples.
Podemos ver tais extensões, de forma mais geral, omo ações
de grupos sobre anéis omutativos. Essas idéias foram estendidas para
oações de álgebras de Hopf agindo sobre uma k-álgebra omutativa,
om k um anel omutativo, ao que foram hamadas de extensões de
Hopf-Galois por Chase e Sweedler. E generalizadas por Kreimer e
Takeuhi no aso de álgebras de Hopf de dimensão nita. Formalmente,
sejam H uma álgebra de Hopf, A, B álgebras.
Denição 2.11 Dizemos que uma H-extensão B = AcoH ⊂ A om
ρ : A→ A⊗H (estrutura de H-omódulo de A), é H-Galois à direita
se o morsmo
can : A⊗B A→ A⊗k H
denido por can(a⊗B b) = (a⊗ 1H)ρ(b) é bijetiva.
No deorer do trabalho, hamaremos extensões H-Galois por
H-extensão de Hopf-Galois.
Podemos denir também as H-extensões de Hopf-Galois à
esquerda, através do morsmo can′ dado por
can′ A⊗B A → A⊗k H
a⊗ b 7→ ρ(a)(b⊗ 1H).
Se a antípoda, S, é bijetiva, temos o seguinte resultado:
Armação: O morsmo can′ é bijetivo se, e somente se, o
morsmo can é bijetivo.
Seja φ ∈ End(A⊗H) tal que φ(a⊗h) = ρ(a)(1A⊗S(h)) e sua
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inversa φ−1 ∈ End(A⊗H) dada por φ−1(a⊗ h) = (1A ⊗ S−1(h))ρ(a).
Assim, vemos que φ ◦ can = can′ e φ−1 ◦ can′ = can.
Portanto, can é bijetiva se, e somente se, can′ é bijetiva.

Observação 2.12 Para extensões de Hopf-Galois B ⊂ A, onsidera-
remos para todo h ∈ H, li(h), ri(h) ∈ A, i ∈ I, uma quantidade nita
de termos tais que
1A ⊗ h =
∑
i
∑
(h)
li(h)ri(h)
(0) ⊗ ri(h)(1) ∈ A⊗H (2.2)
Dizemos que
∑
li(h)⊗ ri(h) é uniamente determinada omo
a imagem inversa de 1A ⊗ h pelo isomorsmo can.
Vejamos ainda, que no ontexto das extensões algébrias de
orpos, as denições de extensão de Galois e extensão de Hopf-Galois
se equivalem.
Teorema 2.13 Seja F\E uma extensão algébria nita e G = gal(F\E),
então F\E é uma extensão galoisiana se, e somente se, E ⊂ F é uma
(EG)∗-extensão de Hopf Galois.
Demonstração: (⇒) TomeG = {x1, x2, · · · , xn} e sejam {b1, b2, · · · , bn}
uma E-base de F , {p1, p2, · · · , pn} a base dual de (EG)∗ e uma oação
dada por
ρ : F → F ⊗E (EG)∗
a 7→
n∑
i=1
(xi ⊲ a)⊗ pi.
Armação: E = F co((EG)
∗)
85
De fato, seja a ∈ E, então
ρ(a) =
∑
a⊗ pi = a⊗
∑
pi = a⊗ 1(EG)∗ .
Por outro lado, seja b ∈ F co((EG)∗), logo, ρ(b) = b⊗ 1(EG)∗ , assim,
xi ⊲ b =
∑
b(0) < δxi , b
(1) >= b⇒ b ∈ E.
Portanto, E = F co((EG)
∗)
.
Denimos:
can : F ⊗E F → F ⊗E (EG)∗
a⊗ b 7→ (a⊗ 1(EG)∗)ρ(b) :=
∑
a(xi ⊲ b)⊗ pi.
Mostremos que can é injetivo. Seja w =
∑
aj⊗bj ∈ ker(can),
então
0 = can(w) = can(
∑
aj ⊗ bj) =
∑
aj(xi ⊲ bj)⊗ pi
em que {bj} é base de F\E. Como {pi} é base de (EG)∗, onluímos
que
∑
aj(xi ⊲ bj) = 0, para todo i, assim, aj = 0, pelo Lema de
Dedekind (ver Lema C.4) e o fato de A = (xi ⊲ bj)i,j ser uma matriz
inversível e portanto, w =
∑
aj ⊗ bj = 0.
Como dim(F ⊗E F ) = n2 = dim(F ⊗ (EG)∗), segue que can
é sobrejetiva, e portanto, bijetiva.
(⇐) Sabemos que dim(F ⊗E F ) = [F : E]2 e também que
dim(F ⊗ (EG)∗) = |G|[E : F ]. Logo, omo
dim(F ⊗E F ) = dim(F ⊗ (EG)∗),
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temos que [F : E] = |G| e portanto, F\E é uma extensão galoisiana.

O exemplo abaixo mostra que nem toda extensão de Hopf-
Galois é uma extensão algébria galoisiana.
Exemplo 2.14 Sejam E = Q, F = Q( 4
√
2), w := 4
√
2 e o quoiente
H := k[c, s]/ < c2+ s2− 1, cs > om estrutura de omultipliação dada
por
∆ : H → H ⊗E H
c 7→ c⊗ c− s⊗ s
s 7→ c⊗ s+ s⊗ c
,
ounidade
ε : H → E
c 7→ 1
s 7→ 0,
e antípoda
S : H → H
c 7→ c
s 7→ −s.
A ação de Hk sobre E é dada por
· 1 w w2 w3
c 1 0 −w2 0
s 0 −w 0 w3
Portanto, E ⊂ F é H∗k -extensão de Hopf-Galois para o orpo
k = Q = E. Porém, E ⊂ F não é uma extensão galoisiana lássia,
pois, embora E ⊂ F seja uma extensão algébria separável, a mesma
não é normal, uma vez que o polinmio minimal de
4
√
2 é x4 − 2 e tem
raízes imaginárias ±i 4√2 6∈ Q( 4√2) ⊂ R.
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No próximo exemplo, araterizamos os anéis graduados omo
extensões de Hopf-Galois. Antes de enuniá-lo, lembramos que uma ál-
gebraA ser fortemente graduada é o mesmo que dizermosAx·Ay = Axy,
para todo x, y ∈ G.
Exemplo 2.15 Sejam G um grupo e A uma álgebra G-graduada, ou
seja, A é um kG-omódulo álgebra via ρ : A → A ⊗ kG, dada por
ρ(a) =
∑
x∈G
ax ⊗ x, em que a =
∑
x∈G
ax ∈ ⊕
x∈G
Ax. Ainda, omo H = kG,
então AcoH = Ae.
Então Ae ⊂ A é kG-extensão de Hopf-Galois se, e somente
se, A é fortemente graduada.
Primeiramente, veriquemos que A ser fortemente graduada
é equivalente a Ax · Ax−1 = Ae, de fato,
Axy = Axy ·Ae = Axy · (Ay−1 ·Ay) = (AxyAy−1)Ay ⊆ Ax ·Ay ⊆ Axy.
⇒ Ax ·Ay = Axy.
Demonstremos por m o resultado dado no exemplo aima.
(⇐) Sejam A fortemente graduada e
can : A⊗Ae A → A⊗ kG
a⊗ b 7→ ∑
x
abx ⊗ x,
o morsmo de Galois. Mostremos que can é bijetiva.
Denimos
ω : A⊗ kG → A⊗Ae A
a⊗ g 7→ ∑
i
aagi ⊗ bgi
,
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em que agi ∈ Ag−1 , bgi ∈ Ag, i = 1, ·, ng e
∑
i
agi b
g
i = 1 ∈ A1 = Ag ·Ag−1 .
Sejam a, b ∈ A e g ∈ G, então,
can ◦ ω(a⊗ g) = can(∑
i
aagi ⊗ bgi )
=
∑
i,x
aagi b
g
ix
⊗ x
=
∑
i
aagi b
g
ig
⊗ g
= a
∑
i
agi b
g
i ⊗ g
= a⊗ g.
Por outro lado,
ω ◦ can(a⊗ b) = ω(∑
g
abg ⊗ g)
=
∑
g,i
abga
g
ig
⊗ bgig
=
∑
g,i
a⊗ bgagigbgig
=
∑
g
a⊗ bg = a⊗ b.
(⇒) Seja can : A ⊗Ae A → A ⊗ kG bijetiva. Em partiular,
can é sobrejetiva, logo, 1A ⊗ y ∈ Im(can), para todo y ∈ G. Portanto,
existem ai, bi ∈ A tais que can(
∑
i
ai⊗ bi) =
∑
i,x
aibix ⊗x = 1A⊗ y, para
todo y ∈ G. Segue que ∑
i,y
aibiy = 1A e
∑
i,x
aibix = 0, para todo x 6= y,
o que implia em Ay−1 · Ay = Ae e onsequentemente, A é fortemente
graduada omo queríamos.

Vejamos agora um lema que nos dá algumas propriedades
sobre a inversa do morsmo can, om base no que foi denido na Ob-
servação 2.12.
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Lema 2.16 Seja B ⊂ A uma H-extensão de Hopf-Galois. Esrevendo
can−1(1A ⊗ h) =
∑
li(h) ⊗ ri(h) omo na Observação 2.12. Então,
para todo h ∈ H e a ∈ A, temos:
(i)
∑
a(0)li(a
(1))⊗ ri(a(1)) = 1A ⊗ a;
(ii)
∑
li(h)ri(h) = ε(h)1A;
(iii)
∑
li(h)⊗ ri(h)(0)⊗ ri(h)(1) =
∑
li(h(1))⊗ ri(h(1))⊗ h(2)
Demonstração: (i) Seja a ∈ A, então
1A ⊗ a = can−1 ◦ can(1A ⊗ a)
= can−1
(∑
a(0) ⊗ a(1))
(∗)
=
∑
a(0)can−1(1A ⊗ a(1))
=
∑
a(0)li(a
(1))⊗ ri(a(1)).
Notemos que (∗) é válido pois can−1 é um morsmo de A-
módulos à esquerda.
(ii) Seja h ∈ H , logo, temos
ε(h)1A = µ(IA ⊗ ε)(1A ⊗ h)
= µ(IA ⊗ ε)can ◦ can−1(1A ⊗ h)
= µ(IA ⊗ ε)
(∑
li(h)ri(h)
(0) ⊗ ri(h)(1)
)
=
∑
li(h)ri(h)
(0)ε(ri(h)
(1))
=
∑
li(h)ri(h).
(iii) Para mostrarmos (iii), onsideramos o morsmo can⊗IH
e apliamo-lo dos dois lados da equação, então
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(can⊗ IH)
(∑
li(h)⊗ ri(h)(0) ⊗ ri(h)(1)
)
=
∑
li(h)ri(h)
(0)(0) ⊗ ri(h)(0)(1) ⊗ ri(h
=
∑
li(h)ri(h)
(0)(0) ⊗ ri(h)(0)(1) ⊗ ri(h)(1)
=
∑
li(h)ri(h)
(0) ⊗ ri(h)(1) ⊗ ri(h)(2)
= (IA ⊗∆)
(∑
li(h)ri(h)
(0) ⊗ ri(h)(1)
)
= (IA ⊗∆)(1A ⊗ h)
= 1A ⊗ h(1) ⊗ h(2).
Pelo outro lado, temos
(can⊗ IH)
(∑
li(h(1))⊗ ri(h(1))⊗ h(2)
)
=
∑
li(h(1))ri(h(1))
(0) ⊗ ri(h(1))(1) ⊗ h
=
∑
li(h(1))ri(h(1))
(0) ⊗ ri(h(1))(1) ⊗ h(2)
= 1A ⊗ h(1) ⊗ h(2).
O que mostra a igualdade (iii).

Finalizamos essa seção om um lema que arateriza uma
extensão de Hopf-Galois a partir de ertas propriedades dadas. Para
sua demonstração, entretanto, preisamos antes provar que existe um
isomorsmo φ : ker(µ) → A ⊗C A/C, em que A é um H-omódulo
álgebra à direita e C uma subálgebra de AcoH .
De fato, onsideremos a sequênia exata
0→ C i→֒ A pi→ A/C → 0.
Tensorizando em A sobre C, temos a seguinte sequênia exata,
A⊗C C IA⊗i→֒ A⊗C A IA⊗pi→ A⊗C A/C → 0.
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Notemos que mesma inde, de fato, se onsiderarmos o mor-
smo Λ : A → A ⊗C C, denido por Λ(a) = a ⊗ 1C então Λ ◦ µ é um
morsmo de A⊗CA→ A⊗C C tal que Λ◦µ◦ (IA⊗ i) = IA⊗CC , ainda,
vemos que IA ⊗ i é injetora, pois omo
(Λ ◦ µ) ◦ (IA ⊗ i) = IA ⊗C e,
temos que Λ ◦ µ é epimorsmo e IA ⊗ i é monomorsmo, e que
0→ A⊗C C → A⊗C A→ A⊗C A/C → 0
é exata e indida.
Assim, omo a sequênia inde, existe Q ⊂ A ⊗C A tal que
A⊗CA = Im(IA⊗i)⊕Q e deduzimos que Q = ker(Λ◦µ). Se provarmos
que Λ é injetora, obtemos que Q = ker(µ), mas, temos a apliação k-
linear
p : A⊗C C → A
a⊗ c 7→ ac,
e omo p ◦ Λ = IA, temos que Λ é injetora.
Lema 2.17 Sejam A um H-omódulo álgebra à direita e C uma sub-
álgebra de AcoH tal que
ψ : A⊗C A → A⊗H
a⊗ b 7→ ∑ ab(0) ⊗ b(1)
é bijetivo e exista s : A→ C homomorsmo unital e C-linear à direita.
Então C = AcoH e A é uma extensão H-Galois de C.
Demonstração: Claramente C ⊆ AcoH . Mostremos que AcoH ⊆ C.
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Notamos primeiramente que dado x ∈ AcoH , temos,
1A ⊗ x = ψ−1(ψ(1A ⊗ x))
=
∑
ψ−1(x(0) ⊗ x(1))
= ψ−1(x ⊗ 1H)
= ψ−1(ψ(x ⊗ 1A))
= x⊗ 1A.
Então, omo existe o isomorsmo φ : ker(µ) → A ⊗C A/C
dado por φ(
∑
ai⊗bi) =
∑
ai⊗ [bi]C . Temos que, em partiular, φ leva
1A ⊗ x − x ⊗ 1A em 1A ⊗ [x]C , daí, apliando o morsmo µ ◦ (s ⊗ I)
em 1A⊗ [x]C , temos que 0 = µ ◦ (s⊗ IA/C)(1A⊗ [x]C) = [x]C , ou seja,
x ∈ C omo queríamos.

2.3.1 Extensões Fendidas e a Propriedade da Base
Normal
Um teorema lássio da teoria de Galois diz que se F\E é uma
extensão de Galois nita de orpos, e G é o grupo de Galois assoiado,
então F\E tem uma base normal, isto é, existe a ∈ F tal que o onjunto
{x ⊲ a : x ∈ G} é uma base para F sobre E (vide [25℄). Assim omo na
seção anterior, estenderemos essa noção para H-extensões de Galois.
Denição 2.18 Seja B ⊂ A uma H-extensão à direita. Dizemos que
ela tem a propriedade da base normal se A ≃ B⊗H omo B-módulo à
esquerda e H-omódulo à direita.
O exemplo abaixo nos mostra que a denição de base normal
para extensões de Hopf-Galois é equivalente a denição lássia de base
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normal para extensões de Galois, quando a álgebra de Hopf H tem
dimensão nita.
Exemplo 2.19 Sejam H uma álgebra de Hopf de dimensão nita,
dimH = n, e B ⊂ A uma H-extensão. Consideremos H∗ agindo sobre
A, om AH
∗
= B.
Suponhamos que A tenha uma base normal no sentido usual.
Isto é, existe u ∈ A e {fi} ⊂ H∗ tais que {f1 ⊲ u, f2 ⊲ u, · · · , fn ⊲ u}
é uma base para o B-módulo livre à esquerda A.
Lembramos que, se 0 6= t ∈ ∫ lH então H ≃ H∗ ⇀ t, isto é,
ψ : H∗ → H
f 7→ (f ⇀ t).
é isomorsmo de H∗-módulo à esquerda. E portanto, denimos
φ : B ⊗H → A
b⊗ (f ⇀ t) 7→ b(f ⊲ u).
Como B⊗H é um H∗-módulo à esquerda om ação dada por
f ·(b⊗h) = b⊗(f ⇀ h), segue pela dualidade, que B⊗H tem estrutura
de H-omódulo à direita, om oação dada por (I ⊗∆).
Além disso, o morsmo φ dado aima é um morsmo de H∗-
módulo à esquerda e portanto, morsmo de H-omódulo à direita, e
laramente, φ é isomorsmo de B-módulo à esquerda.
Por outro lado, onsideremos A ≃ B⊗H. Seja {f1, f2, · · · , fn}
uma k-base para H∗, então
{1B ⊗ (f1 ⇀ t), 1B ⊗ (f2 ⇀ t), · · · , 1B ⊗ (fn ⇀ t)}
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é uma B-base para B ⊗H.
Daí, via φ : B ⊗H ≃→ A, segue que
{f1 ⊲ u, f2 ⊲ u, · · · , fn ⊲ u}
é base de A, em que u = φ(1B ⊗ t).
O próximo exemplo, na verdade um ontra-exemplo, eviden-
ia que nem toda extensão de Hopf-Galois tem a propriedade da base
normal.
Exemplo 2.20 Seja A = M3(k). A é Z2-graduado pelos onjuntos
A0 =

k k 0
k k 0
0 0 k
 e A1 =

0 0 k
0 0 k
k k 0
 .
É fáil vermos que A é fortemente graduado, logo, pelo Ex-
emplo 2.15, A0 ⊂ A é uma extensão de Hopf-Galois. Porém, A 6≃
A0 ⊗ kZ2, pois dim(A) = 9 6= 10 = (dimA0 ⊗ kZ2).
Para nalizarmos essa seção, relaionamos as extensões fen-
didas om as extensões de Hopf-Galois que possuem a propriedade da
base normal através do seguinte teorema, e mostramos algumas apli-
ações.
Teorema 2.21 Seja B ⊂ A uma H-extensão, então são equivalentes:
(i) B ⊂ A é H-fendida;
(ii) B ⊂ A é H-extensão de Hopf-Galois e tem a propriedade
da base normal.
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Demonstração: (i) ⇒ (ii) Seja B ⊂ A uma extensão fendida, en-
tão, pelo Teorema 2.10, A ≃ B#σH omo B-módulo à esquerda e
H-omódulo à direita. Portanto, a propriedade da base normal é satis-
feita.
Resta mostrarmos que B ⊂ A é H-Galois, ou seja, aharmos
quem é a inversa para o morsmo
can : A⊗B A → A⊗H
a⊗ b 7→ ∑ ab(0) ⊗ b(1).
Como B ⊂ A é H-fendida, tomamos γ : H → A um morsmo
fenda e denimos
can−1 : A⊗H → A⊗B A
a⊗ h 7→ µ((a⊗ 1B) ◦ (γ ⊗ γ) ◦∆(h)) =
∑
aγ(h(1))⊗ γ(h(2)).
Claramente can−1 está bem denida. Vejamos que ela é a
inversa do morsmo can. Seja a⊗ h ∈ A⊗H , daí,
can ◦ can−1(a⊗ h) =
∑
aγ(h(1))γ(h(2))⊗ h(3) = a⊗ h.
Por outro lado, para mostrarmos que can−1 ◦ can = IA⊗BA,
preisamos provar que
∑
b(0)γ(b(1)) ∈ B = AcoH .
De fato,
ρ(
∑
b(0)γ(b(1))) =
∑
ρ(b(0))ρ(γ(b(1)))
=
∑
(b(0)(0) ⊗ b(0)(1))((γ ⊗ S) ◦∆op(b(1)))
=
∑
(b(0)(0) ⊗ b(0)(1))((γ ⊗ S) ◦ (b(1)(2) ⊗ b
(1)
(1)))
=
∑
(b(0)(0) ⊗ b(0)(1))(γ(b(1)(2))⊗ S(b(1)(1)))
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=
∑
(b(0) ⊗ b(1))(γ(b(3))⊗ S(b(2)))
=
∑
b(0)γ(b(3))⊗ b(1)S(b(2))
=
∑
b(0)γ(b(2))⊗ ε(b(1))
=
∑
b(0)γ(b(1))⊗ 1H .
Portanto,
∑
b(0)γ(b(1)) ∈ B = AcoH , e segue que para todo
a⊗ b ∈ A⊗B A,
can−1 ◦ can(a⊗ b) = ∑ can−1(ab(0) ⊗ b(1))
=
∑
ab(0)γ(b
(1)
(1))⊗ γ(b(1)(2))
=
∑
a⊗ b(0)γ(b(1))γ(b(2))
=
∑
a⊗ b(0)ε(b(1))
= a⊗ b,
omo queríamos.
(ii) ⇒ (i) Seja B ⊂ A uma H-extensão de Hopf-Galois om a
propriedade da base normal, ou seja, can é bijetiva e existe um isomor-
smo de B-módulo à esquerda e H-omódulo à direita φ : B⊗H ≃→ A.
Assim, denimos,
γ : H → A
h 7→ γ(h) := φ(1B ⊗ h).
Claramente, γ é morsmo de H-omódulo à direita, pois φ o
é, e
H → B ⊗H
h 7→ 1⊗ h,
é morsmo de H-omódulo à direita.
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Mostremos que γ é inversível por produto de onvolução.
Para isso, seja g ∈ HomB(A,B) tal que g(a) := (IB ⊗ ε) ◦ φ−1(a).
Notemos que se φ−1(a) =
∑
bi ⊗ hi então g(a) =
∑
biε(hi).
Notamos ainda que g(γ(h)) = ε(h)1B, e então,
γ : H → A
h 7→ µ ◦ (IA ⊗ g) ◦ can−1(1A ⊗ h),
está bem denida. Vejamos que γ é a inversa por onvolução de γ. Seja
h ∈ H , logo,
γ ∗ γ(h) = ∑ γ(h(1))γ(h(2))
=
∑
γ(h(1))(µ ◦ (IA ⊗ g) ◦ can−1(1A ⊗ h(2)))
=
∑
µ ◦ [(γ(h(1))⊗ 1B)(IA ⊗ g)] ◦ can−1(1A ⊗ h(2))
=
∑
µ ◦ (IA ⊗ g)((γ(h(1))⊗ 1A)can−1(1A ⊗ h(2)))
=
∑
µ ◦ (IA ⊗ g)can−1(γ(h(1))⊗ h(2))
=
∑
µ ◦ (IA ⊗ g) ◦ can−1(γ(h(1))⊗ h(2)))
= µ ◦ (IA ⊗ g) ◦ can−1 ◦ ρ ◦ γ(h)
= µ ◦ (IA ⊗ g) ◦ can−1 ◦ can(1A ⊗ γ(h))
= µ ◦ (IA ⊗ g) ◦ (1A ⊗ γ(h))
= ε(h)1A.
Para mostrarmos que γ ∗ γ = η ◦ ε devemos ver que:
(a) (IA ⊗∆) ◦ can = (can⊗ IH) ◦ (IA ⊗ ρ);
(b) (IA ⊗ ρ) ◦ can−1 = (can−1 ⊗ IH) ◦ (IA ⊗∆);
() a =
∑
g(a(0))γ(a(1)).
Para (a) basta apliarmos ambos os lados da equação no
ponto a⊗b ∈ A⊗BA que a igualdade é failmente veriada. Para (b),
suponhamos que a igualdade não é válida e apliamos o morsmo can
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à direita e o morsmo (can⊗ IH) à esquerda da desigualdade sugerida,
obtendo (can ⊗ IH) ◦ (IA ⊗ ρ) 6= (IA ⊗ ∆) ◦ can, o que ontradiz a
igualdade (a).
Mostremos (). De fato, para todo a ∈ A, existem {ai} ∈ B
e {hi} ∈ H tais que a = φ(
∑
i
ai ⊗ hi), por ausa do isomorsmo
φ : B ⊗H → A. Daí,
∑
a(0)⊗a(1) = ρ(a) = ρ◦φ(
∑
i
ai⊗hi) = (φ⊗IH)◦(IA⊗∆)(
∑
i
ai⊗hi)
E então, apliando o morsmo µ(g ⊗ γ), temos que
∑
g(a(0))γ(a(1)) =
∑
g ◦ φ(ai ⊗ hi(1))γ(hi(2))
=
∑
µ ◦ (IA ⊗ ε) ◦ φ−1(φ(ai ⊗ hi(1)))γ(hi(2))
=
∑
aiγ(hi) =
∑
aiφ(1B ⊗ hi)
= φ(
∑
ai ⊗ hi) = a.
Por m, seja h ∈ H , daí
γ ∗ γ(h) = ∑ γ(h(1))γ(h(2))
=
∑
[µ ◦ (IA ⊗ g) ◦ can−1(1A ⊗ h(1))]γ(h(2))
(b)
=
∑
[µ ◦ (IA ⊗ g)(li(h)⊗ (ri(h))(0))]γ((ri(h))(1))
=
∑
li(h)g((ri(h))
(0))γ((ri(h))
(1))
(c)
=
∑
li(h)ri(h) = ε(h)1A.
omo queríamos.

O orolário a seguir relaiona as extensões de Hopf-Galois que
possuem a propriedade da base normal om o produto ruzado de B
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om H . A demonstração segue do teorema aima e do Teorema 2.10.
Corolário 2.22 Seja B ⊂ A uma H-extensão à direita. Então B ⊂ A
é H-extensão de Hopf-Galois om a propriedade da base normal se, e
somente se, A ≃ B#σH.
A partir deste orolário, vemos que dada uma extensão de
Hopf-Galois fendida, onseguimos determinar o oilo e a ação do o-
ilo, que denem a estrutura de produto ruzado, através das fórmulas:
σγ(h⊗ l) :=
∑
γ(h(1))γ(l(1))γ(h(2)l(2));
h ⊲γ b :=
∑
γ(h(1))bγ(h(2)),
em que h, l ∈ H , b ∈ B = AcoH e γ : H → A é um morsmo fenda.
Por outro lado, om a ajuda de γ, podemos onstruir um
morsmo de B-módulos à esquerda, unital, que nos permite alular
o oilo σγ de maneira mais simples que a dada aima. A saber,
denimos
sγ A → B
a 7→ µ ◦ (IA ⊗ γ) ◦ ρ(a).
Lema 2.23 Seja A uma H-extensão Hopf-Galois fendida. Então o
oilo σγ é dado por
σγ = sγ ◦ µ ◦ (γ ⊗ γ),
em que γ é um morsmo fenda.
Demonstração: Sejam h, l ∈ H , então,
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sγ ◦ µ ◦ (γ ⊗ γ)(h⊗ l) = sγ(γ(h)γ(l))
= µ ◦ (IA ⊗ γ)ρ(γ(h))ρ(γ(l))
= µ ◦ (IA ⊗ γ)((γ ⊗ IH) ◦∆(h))((γ ⊗ IH) ◦∆(l))
= µ ◦ (IA ⊗ γ)(γ(h(1))γ(l(1))⊗ h(2)l(2))
= µ((γ(h(1))γ(l(1))⊗ γ(h(2)l(2)))) = σγ(h⊗ l).

Salientamos ainda que, om a ajuda do morsmo translação
τ : H → A⊗B A denido por τ(h) := can−1(1⊗ h) =
∑
li(h)⊗ ri(h),
podemos alular o morsmo γ : H → A. A saber,
µ ◦ (IA ⊗ sγ) ◦ τ(h) = li(h)sγ(ri(h))
= li(h)(ri(h))
(0)γ((ri(h))
(1))
= (µ ◦ (IA ⊗ γ) ◦ can)(
∑
li(h)⊗ ri(h))
= (µ ◦ (IA ⊗ γ) ◦ can)(can−1(1⊗ h)) = γ(h).
E portanto, γ = (µ ◦ (IA ⊗ sγ) ◦ τ).
2.3.2 Extensões de Galois para Álgebras de Hopf
de Dimensão Finita
Para nalizarmos a seção, veremos alguns resultados da teoria
de extensões de Hopf-Galois para o aso onde H é uma álgebra de Hopf
de dimensão nita e A é um H-módulo álgebra, e portanto, um H∗-
omódulo álgebra.
Teorema 2.24 Sejam A e H omo aima e can : A⊗AH A→ A⊗H∗
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sobrejetora. Então:
(i) A é AH -módulo projetivo, nitamente gerado à direita;
(ii) O morsmo can é injetivo.
Demonstração: (i) Sabemos que
θ : H∗ → H
f 7→ θ(f) = (t ↼ f) :=∑ f(t(1))t(2),
é um isomorsmo de H∗-módulo à direita, para algum 0 6= t ∈ ∫ lH .
Tomemos T ∈ H∗ tal que t ↼ T = 1H . Assim, T ∈
∫ R
H∗
.
Como can é sobrejetora, existem ai, bi ∈ A tais que
1A ⊗ T = can(
n∑
i=1
ai ⊗ bi) =
n∑
i=1
aib
(0)
i ⊗ b(1)i .
Para ada i ∈ {1, 2, · · · , n}, dena φi(a) := t · (bia) ∈ AH ,
para todo a ∈ A. Daí,
n∑
i=1
aiφi(a) =
n∑
i=1
ai(t · (bia))
=
n∑
i=1
ai(t(1) · bi)(t(2) · a)
=
n∑
i=1
aib
(0)
i < b
(1)
i , t(1) > (t(2) · a)
=
n∑
i=1
< T, t(1) > (t(2) · a)
= (t ↼ T ) · a = a.
(ii) Como H tem dimensão nita, se provarmos que o mor-
smo can′ é injetivo, estará provado que o morsmo can é injetivo, em
que can′(a⊗ b) =∑ a(0)b⊗ a(1). Seja n∑
i=1
ui ⊗ vi ∈ ker(can′), ou seja,
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∑
u
(0)
i vi ⊗ u(1)i , então por (i), segue que
n∑
i=1
ui ⊗ vi =
i,j∑
ajφj(ui)⊗ vi
=
i,j∑
aj ⊗ φj(ui)vi
=
j∑
aj⊗
i∑
(t · (bjui))vi
=
j∑
aj⊗
i∑
((t(1) · bj)(t(2) · ui))vi
=
j∑
aj⊗
i∑
((t(1) · bj)(u(0)i < u(1)i , t(2) >)vi = 0.
Portanto, ker(can′) = 0 e segue que can′ é injetiva. Conse-
quentemente, can é injetiva.

Lembramos que a ação à esquerda de A#H sobre A é dada
por (a#h) · b = a(h · b). Assim, determinamos o morsmo de álgebra
π : A#H → End(AAH ), onde A é um AH -módulo via multipliação à
direita. Do mesmo modo, relaionamos AH om os endomorsmos de
A#HA através do seguinte lema.
Lema 2.25 Sejam A e H omo denidos aima. Então AH ≃ End(A#HA)op
omo álgebras.
Demonstração: Denimos ψ : AH → End(A#HA)op por ψ(a) = ar,
a multipliação à direita por a ∈ AH .
Notemos que para todo a#h ∈ A#H , b ∈ AH e c ∈ A, temos
que
a#h(ψ(b)(c)) = (a#h) · (cb)
= a(h · cb)
=
∑
a(h(1) · c)(h(2) · b)
= a(h · c)b
= ψ(b)((a#h) · c),
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portanto, ψ está bem denida. Vejamos que ψ é um isomorsmo de
álgebras.
Sejam a, b ∈ AH e c ∈ A, logo,
ψ(ab)c = c(ab) = (ca)b
= ψ(b)(ca) = ψ(b)(ψ(a)(c))
= ψ(b) ◦ ψ(a)(c).
Ainda, ψ é um morsmo injetor, pois se a ∈ ker(ψ), então
ψ(a) ≡ 0, o que implia em ba = 0, para todo b ∈ A. Em partiular, se
tomarmos b = 1, temos que ψ(a)(1) = 1a = a = 0. Por m, mostremos
a sobrejetividade.
Sejam σ ∈ End(A#HA)op e a ∈ A, então
σ(a) = σ((a#1H) · 1A) = (a#1H)σ(1A) = aσ(1A) = ψ(σ(1A))(a),
pois σ(1A) ∈ AH . Para vermos isso, seja h ∈ H , daí,
h · σ(1A) = (1A#h) · σ(1A) = σ(h · 1A) = ε(h)σ(1A).
Portanto ψ é um isomorsmo, omo queríamos.

Finalizamos essa subseção om uma série de equivalênias que
relaiona as extensões de Hopf-Galois à direita om a teoria vista até
agora nessa subseção, assim omo om o ontexto de Morita.
Teorema 2.26 Sejam A e H omo antes, então são equivalentes:
(i) AH ⊂ A é H∗-Galois à direita;
(ii) a) π : A#H → End(AAH ) é um isomorsmo de álgebras;
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b) A é um AH -módulo à direita projetivo e nitamente
gerado.
(iii) A é um gerador para a ategoria dos A#H-módulos à
esquerda A#HM, ou seja, para todo N ∈A#H M existe um onjunto
de índies I e um epimorsmo de A#H-módulos ψ : A(I) → N (isto é,
A é um gerador na ategoria A#HM).
(iv) Se 0 6= t ∈ ∫ lH , então o morsmo
[, ] : A⊗AH A → A#H
a⊗ b 7→ atb
é sobrejetor;
(v) Para qualquer M ∈ A#HM, onsidere A⊗AH MH omo
um A#H-módulo à esquerda om ação (a#h)(b ⊗m) = a(h · b) ⊗m.
Então,
φ : A⊗AH MH → M
a⊗m 7→ a ·m
é isomorsmo de A#H-módulos à esquerda.
Antes de iniiarmos a demonstração, vejamos um fato que
usaremos onstantemente. SejaM = A#H entãoMH = (1A#t)(A#1H) =
t · A, para todo t ∈ ∫ l
H
. Isto vem do fato que, se S é invertível, então
A#H = (1A#H)(A#1H). A inlusão (⊇) é óbvia, e a inlusão (⊆)
pode ser vista notando que
a#h =
∑
(1A#h(2))((S
−1(h(1)) ⊲ a)#1H).
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Demonstração: (i)⇔ (iv) Basta mostrarmos que [, ] = (IA⊗θ)◦ can,
onde θ é o mesmo isomorsmo dado no Teorema 2.24.
Sejam a, b ∈ A, então,
[a, b] = atb
=
∑
a(t(1) · b)t(2)
=
∑
ab(0) < b(1), t(1) > t(2)
=
∑
ab(0)(t ↼ b(1))
= (IA ⊗ θ) ◦ can(a⊗ b).
Assim, se [, ] é sobrejetiva, então can é sobrejetiva e omo H
tem dimensão nita, segue que can é bijetiva. Por outro lado, se can é
bijetiva, pela igualdade demonstrada, segue que [, ] é sobrejetiva.
(iv) ⇒ (iii) Como [, ] é sobrejetora, existem {bi}, {ci} ⊆ A
tais que 1A#1H =
n∑
i=1
bitci. Denimos,
ψ : A(n) → A#H
(a1, a2, · · · , an) 7→
∑
i
aitci.
Claramente, ψ é sobrejetiva e é um morsmo A#H-linear à
esquerda. Assim, A é gerador de A#HM.
(v) ⇒ (iv) Seja φ o isomorsmo de A#H-módulo à esquerda
dado em (v) e tomemos M = A#H um A#H-módulo om ação dada
pela multipliação à esquerda. Assim, MH = t · A para 0 6= t ∈ ∫ l
H
.
Logo, o morsmo φ pode ser dado por φ : A⊗AH tA→ A#H
dada por φ(a ⊗ tb) = atb. E omo t está no entro de AH , temos que
A⊗AH tA ≃ A⊗AH A.
E portanto, (iv) a demonstrado.
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(iv) ⇒ (v) Já vimos que 1A⊗ 1H =
∑
bitci. Denimos então
tci := di.
Como t ∈ ∫ l
H
, diM ⊆MH . Agora, seja m ∈M , então,
m = (1A#1H) ·m =
∑
bidim = φ(
∑
bi ⊗ dim).
E portanto, denimos
ψ : M → A⊗AH MH
m 7→ ∑ bi ⊗ dim.
Vejamos que ψ é a inversa de φ. Sejam m ∈ M e também∑
aj ⊗mj ∈ A⊗AH MH , daí,
φ ◦ ψ(m) = φ(
∑
bi ⊗ dim) = m.
Por outro lado,
ψ ◦ φ(∑ aj ⊗mj) = ψ(∑ aj ·mj)
=
∑
bi ⊗ di · (ajmj)
(∗)
=
∑
bidiaj ⊗mj
(∗∗)
=
∑
aj ⊗mj ,
em que (∗) vale pois,
∑
di · (ajmj) =
∑
tci · ajmj
=
∑
(t(1) · ciaj)(t(2) ·mj)
=
∑
((t(1) · ciaj)#t(2))mj
= [t · ((ciaj)#1H)]#mj
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= (
∑
t · ciaj)mj
⇒ ∑ t · ciaj ∈ AH .
E (∗∗) vale pois temos que ∑ bidi · aj = aj , uma vez que∑
bidi = 1A ⊗ 1H .
Portanto, φ é um isomorsmo de A#H-módulos à esquerda.
(ii) ⇒ (iii) Por (ii)b), existem b1, b2, · · · , bs ∈ A e também
φ1, φ2, · · · , φs ∈ Hom−AH (A,AH) tais que para todo a ∈ A,
a =
i∑
biφi(a).
Então
∑
biφi = IA ∈ Hom−AH (A).
Notemos que End−AH (A)
pi≃ A#H . Logo, para ada índie
i ∈ {1, 2, · · · , s}, existe di ∈ A#H tal que
φi = π(di) e
∑
bidi = 1A#1H .
Vejamos que di ∈ (A#H)H , pois
π(hdi)(a) = h · φi(a) = ε(h)φi(a) = π(ε(h)di)(a), para todo a ∈ A.
Assim, di ∈ MH , o que implia em di = tci e portanto,
1A#1H =
∑
bitci =
∑
[bi, ci].
(ii) ⇔ (iii) Basta onsiderarmos o Teorema de Morita dado
no Teorema 1.58. Vide [25℄ para maiores detalhes.

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2.4 Extensões Homogêneas Prinipais
Nesta seção, onsideraremos que A é uma álgebra de Hopf,
J um ideal de Hopf de A e uma A/J-extensão de Hopf-Galois de B,
em que B = AcoA/J , om oação ρ : A → A ⊗ A/J denida por
ρ(a) := (IA ⊗ π) ◦ ∆(a) para todo a ∈ A, em que π : A → A/J é o
morsmo projeção.
SendoA nestas ondições, dizemos queA é umaA/J-extensão
homogênea prinipal de B. Indiamos [8℄ para referênias.
No que segue, araterizaremos as extensões homogêneas prin-
ipais assim omo as relaionaremos om as extensões fendidas. Ve-
jamos primeiramente dois lemas que failitam o desenvolvimento do
apítulo.
Os próximos lemas failitam a onstrução de extensões de
Hopf-Galois e serão onstantemente utilizados nesse trabalho.
Lema 2.27 Seja B ⊂ A uma H-extensão de Hopf-Galois. Então, para
todo b ∈ B, temos que ∑ b(1) ⊗ b(2) ∈ A⊗B.
Demonstração: Seja b ∈ B, então
(IA ⊗ ρ)(
∑
b(1) ⊗ b(2)) =
∑
b(1) ⊗ ρ(b(2))
=
∑
b(1) ⊗ (IA ⊗ π) ◦∆(b(2))
=
∑
(IA ⊗ IA ⊗ π)(b(1) ⊗∆(b(2)))
=
∑
(IA ⊗ IA ⊗ π)(IA ⊗∆) ◦∆(b)
=
∑
(IA ⊗ IA ⊗ π)(∆ ⊗ IA) ◦∆(b)
= (∆⊗ IA/J ) ◦ (IA ⊗ π) ◦∆(b)
= (∆⊗ IA/J ) ◦ ρ(b) = (∆⊗ IA/J )(b ⊗ 1A/J)
=
∑
b(1) ⊗ b(2) ⊗ 1A/J . 
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Lema 2.28 Seja H uma álgebra de Hopf e H ′ ⊂ H uma subálgebra tal
que ∆(H ′) = H ⊗H ′. Denimos H := H/H ′+H, em que H ′+ é dado
por H ′
⋂
ker(ε). Então H é uma oálgebra quoiente, um quoiente de
H-módulo à direita, H ′ ⊂ HcoH e
can : H ⊗H′ H → H ⊗H
x⊗ y 7→ ∑ xy(1) ⊗ y(2),
para todo x, y ∈ H é bijetiva.
Demonstração: Claramente, H é uma oálgebra quoiente e um quo-
iente de H-módulos à direita, pois H ′+ é um ideal de Hopf pela
Proposição 1.26.
Vejamos que H ′ ⊂ HcoH . De fato, seja h′ ∈ H ′, apliando ρ
em h′, temos:
ρ(h′) = (I ⊗ π) ◦∆(h′)
=
∑
h′(1) ⊗ π(h′(2))
=
∑
h′(1) ⊗ π(h′(2))−
∑
h′(1) ⊗ ε(h′(2))1H +
∑
h′(1) ⊗ ε(h′(2))1H
=
∑
h′(1) ⊗ π(h′(2) − ε(h′(2)1H))1H +
∑
h′(1) ⊗ ε(h′(2))1H
(∗)
=
∑
h′(1) ⊗ ε(h′(2))1H = h⊗ 1H ,
em que (∗) oorre pois h′(2) − ε(h′(2))1H ∈ H ′+ = H ′
⋂
ker(ε).
Para provarmos que o morsmo can dado aima é bijetivo,
onsideraremos o morsmo
ĉan−1 : H ⊗H → H ⊗H′ H
h⊗ k 7→ ∑hS(k(1))⊗ k(2)
que está bem denido. Notemos que, para todo b ∈ H ′+ e para todo
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h, k ∈ H , temos
ĉan−1(h⊗ bk) = ∑hS(b(1)k(1))⊗H′ b(2)k(2)
=
∑
hS(k(1))S(b(1))⊗H′ b(2)k(2)
=
∑
hS(k(1))S(b(1))b(2) ⊗H′ k(2)
=
∑
hS(k(1))ε(b)⊗H′ k(2) = 0.
Assim, podemos denir
can−1 : H ⊗H → H ⊗H′ H
h⊗ k 7→ ∑hS(k(1))⊗ k(2).
Por m, can−1 é o inverso da can. Sejam h, k ∈ H e k ∈ H ,
daí
(can ◦ can−1)(h⊗ k) = can(∑hS(k(1))⊗ k(2))
=
∑
hS(k(1))k(2) ⊗ k(3)
=
∑
h⊗ ε(k(1))k(2) = h⊗ k.
Do mesmo modo,
(can−1 ◦ can)(h⊗ k) = can−1(∑hk(1) ⊗ k(2))
=
∑
hk(1)S(k(2))⊗ k(3)
=
∑
h⊗ ε(k(1))k(2) = h⊗ k.
E portanto, temos nosso resultado demonstrado.

Vejamos agora um teorema que arateriza umaA/J-extensão
de Hopf-Galois a partir do ideal J .
Teorema 2.29 Sejam A uma álgebra de Hopf, J um ideal de Hopf e
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B = AcoA/J uma subálgebra de Hopf normal onforme Denição 1.25.
Então A é uma A/J-extensão homogênea prinipal de B se, e somente
se, J = B+A, onde B+ = B
⋂
ker(ε).
Demonstração: (⇐) Seja J = B+A. Como B é uma Hopf subálgebra
normal de A, pela Proposição 1.26, temos que J é um ideal de Hopf.
Ainda, omo B satisfaz as ondições do Lema 2.28, existe um morsmo
bijetivo can : A ⊗B A → A ⊗ A/J , e portanto, A é uma extensão
homogênea prinipal de B.
(⇒) Para mostramos esse lado da demonstração, provemos o
seguinte lema:
Lema 2.30 Sejam A, B e J omo no teorema aima. En-
tão B ⊂ A é uma A/J-extensão de Hopf-Galois se, e so-
mente se, πB ◦ (S ⊗ IA) ◦ ∆(J) = 0, em que o morsmo
πB : A⊗A→ A⊗B A é a sobrejeção annia.
Demonstração: (⇒) Seja B ⊂ A uma A/J-extensão de
Hopf-Galois de B. Veremos mais a frente que a sequênia
0→ A(Ω1B)A →֒ A⊗A TR→ A⊗A/J → 0 (2.3)
é exata, em que Ω1B = ker(µB : B ⊗ B → B) e ainda,
TR := (µ⊗ π)(IA ⊗∆).
Vejamos que TR ◦ (S ⊗ IA) ◦∆(J) = 0. Seja j ∈ J , logo,
TR ◦ (S ⊗ IA) ◦∆(j) = TR ◦ (S ⊗ IA)(
∑
j(1) ⊗ j(2))
=
∑
S(j(1))j(2) ⊗ π(j(3))
= 1P ⊗ π(j) = 0.
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Portanto, (S⊗IA)◦∆(J) ⊂ ker(TR) = A(Ω1B)A. E assim,
πB ◦ (S ⊗ IA) ◦∆(J) = 0, pois a sequênia
0→ A(Ω1B)A →֒ A⊗A piB→ A⊗B A→ 0, (2.4)
também é exata.
(⇐) Queremos mostrar que o morsmo
can : A⊗B A → A⊗A/J
a⊗ b 7→ (a⊗ 1A/J)ρ(b)
é bijetor. Para tanto, denamos
ĉan−1 : A⊗A → A⊗B A
a⊗ b 7→ (a⊗ 1A)πB(
∑
S(b(1))⊗ b(2))
q¨∑
aS(b(1))⊗B b(2).
Notemos que para todo a ∈ A e todo j ∈ J , temos por
hipótese que
ĉan−1(a⊗ j) = (a⊗ 1A)πB((S ⊗ IA) ◦∆(j)) = 0
Então, podemos denir
can−1 : A⊗A/J → A⊗B A
a⊗ π(b) 7→ (a⊗ 1A)πB(
∑
S(b(1))⊗ b(2))
q¨∑
aS(b(1))⊗B b(2).
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E laramente can−1 ◦can = IA⊗BA e can◦can−1 = IA⊗A/J
por raioínio análogo ao do Lema 2.28.

Um orolário imediato que tiramos do lema aima é:
Corolário 2.31 Seja B ⊂ A uma extensão A/J-Galois.
Então o morsmo translação τ : A/J → A ⊗B A denido
por τ(π(a)) = can−1(1A ⊗ π(a)) pode ser expresso por
τ(π(a)) :=
∑
S(a(1))⊗B a(2).
Voltemos a demonstração do Teorema 2.29. Seja A uma A/J-
extensão homogênea prinipal de B. Então, pelo orolário aima, para
todo ba ∈ B+A, temos que
τ(π(ba)) =
∑
S(b(1)a(1))⊗ b(2)a(2)
= S(a(1))S(b(1))b(2) ⊗ a(2)
=
∑
S(a(1))ε(b)⊗ a(2) = 0.
Portanto B+A ⊆ J pela injetividade de τ .
Denimos
β̂ : A×A → A⊗A/B+A
(a, b) 7→ ∑ ab(1) ⊗ π(b(2)).
Vejamos que β̂(a, ba′) = β̂(ab, a′), para todo a, a′ ∈ A e
b ∈ B. De fato,
114
β̂(a, ba′) =
∑
ab(1)a
′
(1) ⊗ [b(2)a′(2)]B+A
= ab(1)a
′
(1) ⊗ [b(2)a′(2) − ε(b(2))a′(2) + ε(b(2))a′(2)]B+A
= ab(1)a
′
(1) ⊗ [(b(2) − ε(b(2)))a′(2) + ε(b(2))a′(2)]B+A
(∗)
=
∑
ab(1)a
′
(1) ⊗ ε(b(2))[a′(2)]B+A
=
∑
aba′(1) ⊗ [a′(2)]B+A
= β̂(ab, a′),
em que (∗) é válido pois dado b ∈ B, vimos que ∑ b(1) ⊗ b(2) ∈ A⊗ B
pelo Lema 2.27 e portanto, b(2) − ε(b(2)) ∈ B+.
Assim, pela propriedade universal do produto tensorial, de-
nimos
β : A⊗B A → A⊗A/B+A
a⊗ b 7→ ∑ ab(1) ⊗ π(b(2)),
que é bijetivo pois estamos nas ondições do Lema 2.28.
Assim, temos o seguinte diagrama omutativo,
A⊗B A β //
IA⊗BA

A⊗A/B+A
IA⊗l

A⊗B A can // A⊗A/J
em que l : A/B+A → A/J é dada por l([p]B+P ) := [p]I e está bem
denida pois B+A ⊆ J .
Então, IA ⊗ l é um morsmo bijetivo, pois β, can e IA⊗BA
o são. Consequentemente, l é injetor e segue que se a ∈ J , então
a ∈ B+A, e portanto, J ⊆ B+A. O que implia J = B+A omo
queríamos.

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Antes de disorrermos mais sobre as extensões homogêneas
prinipais, devemos justiar porque as sequênias 2.3 e 2.4 dadas no
Lema 2.30 são exatas. Para isso, preisaremos inessantemente do
Lema da Cobra, dado no Apêndie C deste trabalho.
Por se tratar de um resultado que envolve, além da habitual
teoria de álgebras de Hopf, a teoria de álgebra Homológia, devemos
denir algumas noções básias.
Sejam A uma álgebra sobre k, H uma álgebra de Hopf sobre
o mesmo orpo, B = AcoH e Ω1A = ker(µA) o álulo diferenial
universal de primeira ordem, denimos:
 NA 6 Ω
1A = ker(µA) um A-bimódulo;
 MH E ker ε um ideal invariante à direita pela ação adjunta AdR,
ou seja, AdR(MH) ⊆MH ⊗H , em que
AdR := (IH ⊗ µ) ◦ (IH ⊗ S ⊗ IH) ◦ (τ ⊗ IH)(∆ ⊗ IH) ◦∆;
 ρ : A → A ⊗H um morsmo de álgebras. Denindo assim uma
estrutura de H-omódulo álgebra à direita sobre A.
Dadas essas ondições, dizemos que a quíntupla (A,H, ρ,NA,MH)
é um brado quântio prinipal se
 O morsmo
TR : A⊗A → A⊗H
a⊗ b 7→ (µA ⊗ IH)(IA ⊗ ρ)(a⊗ b),
é uma sobrejeção.
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 ρA⊗A(NA) ⊆ NA ⊗H , em que
ρA⊗A := (IA ⊗ IA ⊗ µH)(IA ⊗ τ ⊗ IA)(ρ⊗ ρ);
 TR(NA) ⊆ A⊗MH ;
 Dado o morsmo
T : Ω1(A) := Ω1A/NA → A⊗ ker(ε)/MH
[α]NA 7→ ((IA ⊗ πH) ◦ TR)(α),
em que α ∈ ker(µA) e πH : ker ε→ ker ε/MH , temos que
ker(T ) ⊆ AΩ1(B)A,
em que Ω1(B) := Ω1B/(NA
⋂
Ω1B) e Ω1B := ker(µA|B).
Notemos que T está bem denida.
De fato, sejam [α]NA e [β]NA ∈ Ω1(A) tais que [α]NA = [β]NA .
Logo, α−β ∈ NA e portanto, TR(α−β) ∈ A⊗MH , e apliando IA⊗πH
temos que (IA ⊗ πH) ◦ (TR(α− β)) = 0, ou seja,
T ([α]NA)− T ([β]NA) = T ([α]NA − [β]NA)
= T ([α− β]NA)
= (IA ⊗ πH) ◦ (TR(α− β)) = 0.
Assim, T ([α]NA) = T ([β]NA) omo queríamos e T está bem
denida.
Calulando o morsmo T nos elementos de Ω1(A) expliita-
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mente, temos que
T (pdq) = pq(0) ⊗ [q(1)]MH − pq ⊗ 1ker ε/MH .
em que d(q) = 1A ⊗ q − q ⊗ 1ker ε/MH .
Ressaltamos que a quíntupla (A,H, ρ,NA,MH) deveras vezes
denotada também por A(B,H) é um brado quântio prinipal (om
álulo universal) se, e somente se, B ⊂ A é uma H-extensão de Hopf-
Galois.
Seja (A,H, ρ,NA,MH) um brado quântio prinipal e de-
namos Tu : Ω
1A → A ⊗ ker ε e TNM : NA → A ⊗ MH restrições
apropriadas de TR. Assim, os seguintes diagramas são omutativos:
0 // ker(Tu) //

ker(TR) //

0

(1) 0 // Ω1A
i1 //
Tu

A⊗A µA //
TR

A //
IA

0
(2) 0 // A⊗ ker ε i2 //

A⊗H IA⊗ε //

A //

0
Coker(Tu) // Coker(TR) // 0 // 0
(2.5)
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e(3) 0 // ker(TNM ) //

ker(Tu)
piu //

ker(T )

(3) 0 // NA
i3 //
TNM

Ω1A
piA //
Tu

Ω1(A) //
T

0
(4) 0 // A⊗MH i4 //

A⊗ ker ε IA⊗piH //

A⊗ (ker ε/MH) //

0
Coker(TNM ) // Coker(Tu) // Coker(T ) // 0
(2.6)
ujas linhas e olunas são sequênias exatas de A-módulos à esquerda.
De fato, om exessão da linha (2), as demais linhas e olunas do
diagrama são exatas por tratarem de injeções e projeções annias.
Provemos que (2) é exata.
Seja 0 6= ∑ ai ⊗ hi ∈ ker(IA ⊗ ε), em que os elementos ai‘s
são L.I. sobre k, então
IA ⊗ ε(
∑
ai ⊗ hi) = 0⇒
∑
aiε(hi) = 0,
portanto, ε(hi) = 0, pois aso ontrário, ai = 0 e teríamos
∑
ai⊗hi = 0,
ontradizendo nossa hipótese iniial.
Assim, hi ∈ ker ε e onsequentemente,
∑
ai ⊗ hi ∈ Im(i2).
A omutatividade dos diagramas são de fáil demonstração
uma vez que Tu e TNM são restrições de TR.
Então, apliando o Lema da Cobra sobre as sequênias (1)
e (2) no diagrama 2.5 e sobre as sequênias (3) e (4) no diagrama 2.6
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obtemos, respetivamente, as seguintes sequênias exatas,
0→ ker(Tu)→ ker(TR)→ 0→ Coker(Tu)→ Coker(TR)→ 0 (2.7)
e
0→ ker(TNM )→ ker(Tu)→ ker(T )→
→ Coker(TNM )→ Coker(Tu)→ Coker(T )→ 0
(2.8)
Daí, da sequênia 2.7, temos que ker(Tu) ≃ ker(TR), pois
0→ ker(TNM )→ ker(Tu)→ ker(T )→ 0,
é exata. E também, omo TR é injetivo por estarmos trabalhando
om um brado quântio prinipal, temos que Coker(TR) = {0} o que
implia em Coker(Tu) = 0.
E da sequênia 2.8, tiramos que
ker(TNM ) = ker(Tu)
⋂
NA.
De fato, seja
∑
ai ⊗ bi ∈ NA
⋂
ker(Tu), logo
Tu(i3(
∑
ai ⊗ bi)) = 0
e omo o diagrama 2.6 é omutativo, temos que Tu ◦ i3 = i4 ◦ TNM e
portanto, i4(TNM (
∑
ai ⊗ bi)) = 0. E assim, TNM (
∑
ai ⊗ bi) = 0, pois
i4 é injetivo.
Assim,
∑
ai⊗bi ∈ ker(TNM ), ou seja, ker(Tu)
⋂
NA ⊆ kerTNM .
120
Claramente, ker(TNM ) ⊆ ker(Tu)
⋂
NA e temos então que
ker(TNM ) = ker(Tu)
⋂
NA,
omo queríamos.
Um resultado interessante que podemos tirar do que foi visto
até agora é dado pelo seguinte orolário.
Corolário 2.32 Seja (A,H, ρ,NA,MH) um brado quântio prinipal.
Então temos que TR(NA) = A⊗MH .
Demonstração: Provemos iniialmente que ker(T ) = πA(A(Ω
1B)A).
Como temos as hipóteses de brado quântio prinipal, lara-
mente ker(T ) ⊆ πA(A(Ω1B)A).
Por outro lado, seja
∑
i,j
piaj ⊗ bjqi ∈ A(Ω1B)A, daí
T (πA(
∑
i,j
piaj ⊗ bjqi)) = T ◦ πA(
∑
i,j
piaj ⊗ bjqi)
(∗)
= (IA ⊗ πH) ◦ Tu(
∑
i,j
piaj ⊗ bjqi)
= (IA ⊗ πH)(
∑
i,j
piajbjq
(0)
i ⊗ q(1)i )
(∗∗)
= (IA ⊗ πH)(0) = 0,
em que (∗) é válido pois o diagrama 2.6 é omutativo e (∗∗) é válido
pois
∑
j
aj ⊗ bj ∈ Ω1B = ker(µB).
Portanto, ker(T ) = πA(A(Ω
1B)A) omo queríamos.
Ainda, omo A(Ω1B)A ⊆ ker(Tu) e πu : ker(Tu) → ker(T )
dado no diagrama 2.6 é uma restrição do morsmo πA ao ker(Tu),
onluímos que πu é sobrejetivo. Consequentemente, pela exatidão da
sequênia 2.8 temos que CokerTNM = 0 e logo TR(NA) = A⊗MH . 
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Nas linhas que seguem, provaremos que as sequênias 2.3 e
2.4 são exatas. Porém, os resultados olhidos também servem para
mostrarmos que A(B,H) é um brado quântio prinipal om álulo
universal se, e somente se, B ⊂ A é uma H-extensão de Hopf Galois de
B.
Seja B ⊂ A uma H-extensão de Hopf-Galois, em que o mor-
smo TB : A ⊗B A → A ⊗H é o morsmo annio bijetivo denido
anteriormente por can. Consideremos o seguinte diagrama omutativo
de linhas e olunas exatas
(7) (8)
0 // A(Ω1B)A //

ker(TR) //

ker(TB)

(5) 0 // ker(π) //

A⊗A pi //
TR

A⊗B A //
TB

0
(6) 0 // 0 //

A⊗H IA⊗H //

A⊗H //

0
0 // Coker(TR) // Coker(TB) // 0
(2.9)
Apliando o Lema da Cobra sobre as linhas (5) e (6) temos
que
0→ A(Ω1B)A→ ker(TR)→ ker(TB)→ 0→ Coker(TR)→ Coker(TB)→ 0
é uma sequênia exata de A-módulos à esquerda.
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Como TB é um morsmo bijetivo, segue que
ker(TB) = {0} = Coker(TB).
Assim, temos que Coker(TR) = {0}. O que implia em
0→ A(Ω1B)A→ ker(TR)→ 0
ser uma sequênia exata de A-módulos à esquerda, ou seja, temos que
A(Ω1B)A ≃ ker(TR) e portanto, a sequênia 2.3
0→ A(Ω1B)A→ A⊗A→ A⊗H → 0
é uma sequênia exata de A-módulos à esquerda.
Do mesmo modo, apliando o Lema da Cobra sobre as olunas
(7) e (8) temos que
0→ A(Ω1B)A→ ker(π)→ 0
é uma sequênia exata, ou seja, A(Ω1B)A ≃ ker(π) e portanto, a se-
quênia 2.4
0→ A(Ω1B)A→ A⊗A→ A⊗B A→ 0
é uma sequênia exata de A-módulos à esquerda.

Demonstrado esse fato, seguimos agora om mais alguns re-
sultados da teoria de extensões homogêneas prinipais. Tais resultados
se farão úteis no deorrer do Capítulo 4.
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Teorema 2.33 Seja A uma extensão homogênea prinipal de B. En-
tão A é fendida se, e somente se, existe um morsmo de B-módulos à
esquerda ψ : A→ B inversível por produto de onvolução.
Demonstração: (⇒) Seja A uma extensão fendida, então existe um
morsmo γ : A/J → A inversível por onvolução. Denimos:
ψ : A → B
a 7→ ψ(a) := sγ(a) = µ ◦ (IA ⊗ γ) ◦ ρ(a).
Claramente ψ é morsmo de B-módulo à esquerda, pois sγ o
é. Mostremos então que é inversível por produto de onvolução.
De fato, tomamos ψ : A→ B dada por ψ(a) :=∑ γ(π(a(1)))S(a(2)).
Notamos que ψ está bem denida, pois, para todo a ∈ A,
ρ(ψ(a)) = ρ(
∑
γ(π(a(1)))S(a(2)))
=
∑
ρ(γ(π(a(1))))ρ(S(a(2)))
=
∑
((γ ⊗ IA/J ) ◦∆(π(a(1))))ρ(S(a(2)))
=
∑
(γ(π(a(1)))⊗ π(a(2)))(S(a(4))⊗ π(S(a(3))))
=
∑
γ(π(a(1)))S(a(4))⊗ π(a(2))π(S(a(3)))
=
∑
γ(π(a(1)))S(a(2))⊗ 1A/J
= ρ(ψ(a)) ⊗ 1A/J .
Por m, para todo a ∈ A, temos que
ψ ∗ ψ(a) = ∑ψ(a(1))ψ(a(2))
=
∑
a(1)γ(π(a(2)))γ(π(a(3)))S(a(4))
=
∑
a(1)η(ε(a(2)))S(a(3))
=
∑
η(1k)a(1)S(a(2)) = η ◦ ε(a)
e
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ψ ∗ ψ(a) = ∑ψ(a(1))ψ(a(2))
=
∑
γ(π(a(1)))S(a(2))a(3)γ(π(a(4)))
=
∑
γ(π(a(1)))γ(π(a(2)))
= η ◦ ε(a).
(⇐) Para mostrarmos a onstrução do morsmo fenda, γ, a
partir do morsmo ψ, preisamos do seguinte lema.
Lema 2.34 Seja ψ : A→ B omo no teorema aima. Então para todo
a ∈ A e todo b ∈ B,
∑
ψ(b(1)a)b(2) = ε(b)ψ(a).
Demonstração: Pelo Lema 2.27, sabemos que para todo b ∈ B,∑
b(1) ⊗ b(2) ∈ A⊗B. Assim, para todo a ∈ A e b ∈ B, temos
ε(b)ψ(a) =
∑
ε(b)ε(a(1))ψ(a(2))
=
∑
ψ(b(1)a(1))ψ(b(2)a(2))ψ(a(3))
=
∑
ψ(b(1)a(1))b(2)ψ(a(2))ψ(a(3))
=
∑
ψ(b(1)a(1))b(2)η ◦ ε(a(2))
=
∑
ψ(b(1)a)b(2).

Portanto, podemos denir o morsmo
γ : A/J → A
π(a) 7→ γ(a) := (ψ ∗ IA)(a) =
∑
ψ(a(1))a(2).
Para vermos que γ está bem denido, lembramos que A é uma
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A/J-extensão homogênea prinipal, logo, pelo Teorema 2.29, J = B+A
e segue que para todo ba ∈ B+A,
γ(π(ba)) =
∑
ψ(b(1)a(1))b(2)a(2) =
∑
ε(b)ψ(a(1))a(2) = 0.
Ainda, γ é olinear, pois
(ρ ◦ γ)(π(a)) = ∑ ρ(ψ(a(1))a(2))
=
∑
ρ(ψ(a(1)))ρ(a(2)))
=
∑
(ψ(a(1))⊗ 1A/J)((IA ⊗ π) ◦∆(a(2)))
=
∑
(ψ(a(1))⊗ 1A/J)(a(2) ⊗ π(a(3)))
=
∑
ψ(a(1))a(2) ⊗ π(a(3))
=
∑
γ(π(a(1)))⊗ π(a(2)).
Por m, om o auxílio do morsmo τ : H → A⊗B A denido
na Seção 2.3.1, após o Lema 2.23, podemos denir um morsmo
γ : A/J → A
π(a) 7→ (IA ∗τ ψ)(π(a)) =
∑
S(a(1))ψ(a(2)),
em que τ(π(a)) = S(a(1))⊗B a(2), e laramente
γ ∗ γ = η ◦ ε = γ ◦ γ.

A existênia do morsmo ψ dado no teorema aima nos remete
a seguinte denição
Denição 2.35 Dizemos que B ⊂ A é uma extensão ofendida se, e
somente se, existe um morsmo de B-módulos à esquerda ψ : A → B
inversível por produto de onvolução, hamado morsmo ofenda.
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Já vimos anteriormente que podemos onsiderar o morsmo
γ unital, ou seja, γ(1A/J) = 1A. Vejamos que o mesmo pode ser feito
om o morsmo ψ quando A é uma A/J-extensão homogênea prinipal.
De fato, dado ψ̂ : A → B um morsmo ofenda, baseando-
nos no proesso que torna γ um morsmo unital, basta denirmos o
morsmo
ψ : A → B
a 7→ ψ(a) := ψ̂(a)ψ̂(1A)
que laramente é um morsmo de B-módulos à esquerda, unital, e
inversível por produto de onvolução, om iversasa dada por ψ : A→ B
por ψ(a) := ψ̂(1A)ψ̂(a).
Há ainda um lema dizendo-nos que os morsmos γ e ψ podem
ser onormalizados, tornando-os ounitais. Vejamos.
Lema 2.36 Seja A uma A/J-extensão homogênea prinipal de B. En-
tão podemos onormalizar os morsmos γ e ψ, respetivamente hama-
dos de morsmos fenda e ofenda, tornando-os ounitais.
Quando tratamos de álgebras, oálgebras, álgebras de Hopf,
dentre outras estruturas já vistas no trabalho, estamos sempre bus-
ando meios onde podemos "dualizar" a estrutura dada. O proesso
de onormalização também pode ser visto assim, omo uma espéie
de dualização do proesso de normalização. Quando normalizamos um
morsmo, pensamos no seguinte diagrama:
H
IH⊗1k// H ⊗ kγ⊗(γ◦η)// A⊗A µ // A ,
em que H = A/J e B ⊂ A omo no enuniado do lema, o que remete-
nos ao seguinte diagrama "dual"
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H
∆ // H ⊗H(ε◦γ)⊗γ// k ⊗A ≃ // A .
Demonstração: Baseado no exposto aima, dado γ̂ : H → A um
morsmo fenda, unital, denimos
γ H → A
h 7→ ∑ ε(γ̂(h(1)))γ̂(h(2))
que está bem denido e permanee unital. Vejamos que γ é olinear e
ounital respetivamente. Seja h ∈ H , então
ρ ◦ γ(h) = ∑ ρ(ε(γ̂(h(1)))γ̂(h(2)))
=
∑
ε(γ̂(h(1)))ρ(γ̂(h(2)))
=
∑
ε(γ̂(h(1)))(γ̂ ⊗ IH) ◦∆(h(2))
=
∑
ε(γ̂(h(1)))γ̂(h(2))⊗ h(3)
=
∑
γ(h(1))⊗ h(2) = (γ ⊗ IH) ◦∆(h).
E é ounital, pois para todo h ∈ H
εA ◦ γ(h) = εA(εA(γ̂(h(1)))γ̂(h(2)))
= εA(γ̂(h(1)))εA(γ̂(h(2)))
= εA(γ̂(h(1))γ̂(h(2)))
= εA(η ◦ ε(h)) = ε(h).
Por m, γ é inversa por produto de onvolução do morsmo
γ : H → A
h 7→ γ(h) :=∑ γ̂(h(1))ε(γ̂(h(2))).
Portanto, γ : H → A é um morsmo fenda, unital, ounital,
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olinear e inverso por produto de onvolução.
Por proesso análogo, vemos que dada ψ̂ : A → B um mor-
smo ofenda, unital, podemos onormalizá-la, denindo o morsmo
ψ : A → B
a 7→ ψ(a) :=∑ ψ̂(a(1))ε(ψ̂(a(2))),
que é unital, ounital e inversível por produto de onvolução. A saber,
ψ : A → B
a 7→ ψ(a) :=∑ ε(ψ̂(h(1)))ψ̂(h(2)).
Resta mostrarmos que ψ é morsmo B-linear à esquerda.
Para todo a ∈ A e b ∈ B, temos
ψ(ba) =
∑
ψ̂(b(1)a(1))ε(ψ̂(b(2)a(2)))
=
∑
ψ̂(b(1)a(1))ε(ψ̂(b(2)ε(b(3))a(2)))
=
∑
ψ̂(b(1)a(1))ε(ψ̂(b(2)a(2)))ε(b(3))
=
∑
ψ̂(b(1)a(1))ε(ψ̂(b(2)a(2))b(3))
=
∑
ψ̂(b(1)a(1))ε(ε(b(2))ψ̂(a(2)))
=
∑
ψ̂(ba(1))ε(ψ̂(a(2)))
=
∑
bψ̂(a(1))ε(ψ̂(a(2))) = bψ(a).

Corolário 2.37 Seja A uma A/J-extensão homogênea prinipal de B.
Então são equivalentes:
(i) A é uma extensão fendida;
(ii) A é uma extensão ofendida;
(iii) Existe um morsmo unital, ounital, inversível por pro-
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duto de onvolução e A/J-olinear à direita
γ : A/J → A;
(iv) Existe um morsmo unital, ounital, inversível por pro-
duto de onvolução e B-linear à esquerda
ψ : A→ B.
Conseguimos ainda uma orrespondênia 1−1 entre a família
de morsmos fenda γ e a família de morsmos ofenda ψ dada por
ζ : ClA/J,A → CclA,B
γ 7→ ζ(γ)(a) := sγ = µ ◦ (IA ⊗ γ) ◦ ρ(a),
e inversa dada por
χ : CclA,B → ClA/J,A
ψ 7→ χ(ψ)(π(a)) := (ψ ∗ IA/J )(a).
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Capítulo 3
Uma biálgebra que admite
extensão de Hopf-Galois é
uma álgebra de Hopf
Neste apítulo veremos omo as extensões denidas no Capí-
tulo 2 inuem na onstrução de álgebras de Hopf, se onsiderarmos
as mesmas denidas sobre biálgebras. Nosso objetivo é onstruir um
morsmo S, hamado de antípoda, que é o inverso por produto de
onvolução do morsmo identidade.
Notamos que nas denições sobre extensões, dadas no Capí-
tulo 2, em nenhum momento foram determinadas ondições que exigis-
sem a existênia da antípoda, assim sendo, reonsiderar essas denições
no oneito em que H é uma k-biálgebra pode ser feito sem problemas.
Um fator interessante a se onsiderar é que a idéia de extensão mais
geral aaba levando a álgebras de Hopf de novo. Além de H ser uma
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k-biálgebra, neste apítulo, onsideramos que k é um anel omutativo
om unidade, e não um orpo omo no restante do trabalho, A e B são
k-álgebras, em que B ⊂ A é uma k-extensão.
Lembramos que, pelo Lema ??, dado um morsmo inversível
por onvolução ψ : H → A, om inversa ψ, e um morsmo de álgebras
φ : A→ A⊗H , a omposta φ◦ψ é inversível por produto de onvolução,
om inversa φ ◦ ψ.
Os próximos dois resultados omeçam a dar base para a ons-
trução do morsmo S. Neles, relaionamos a noção de extensão, ou
seja, o fato de A ser um H-omódulo álgebra, om a noção de integral
total (Denição 1.52, Subseção 1.6.1, Capítulo 1), ou seja, a existên-
ia de um morsmo φ : H → A de H-omódulo à direita, ou ainda,
ρA ◦ φ = (φ ⊗ IH) ◦ ∆. Notamos que a noção de Integral é diferente
do morsmo fenda, uma vez que o morsmo φ não é neessariamente
inversível por produto de onvolução.
Lema 3.1 Seja φ : H → A um morsmo de k-módulo. Se φ é uma
integral total sobre H então ρA ◦ φ = (i1 ◦ φ) ∗ η0, em que:
i1 : A → A⊗H
a 7→ a⊗ 1H
e
η0 : H → A⊗H
h 7→ 1A ⊗ h.
Demonstração: Como φ é uma integral total sobre H , sabemos que
ρA ◦ φ = (φ⊗ IH) ◦ △H , logo
ρA ◦ φ(h) = (φ⊗ IH) ◦ △H(h)
=
∑
φ(h1)⊗ h2.
Por outro lado,
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(i1 ◦ φ) ∗ η0(h) = µ (
∑
(i1 ◦ φ(h1))⊗ η0(h2))
=
∑
µ((φ(h1)⊗ 1H)⊗ (1A ⊗ h2))
=
∑
φ(h1)⊗ h2.
E portanto, vale a igualdade.

Proposição 3.2 Seja φ : H → A um morsmo de k-módulos, tal que
φ é uma integral total inversível por onvolução sobre H, ou seja, um
morsmo fenda, então:
(i) O morsmo η0 dado aima é inversível por onvolução;
(ii) Se existe um morsmo de álgebras α : A → k, então IH
é inversível por onvolução.
Demonstração: (i) Vimos aima que ρA ◦ φ = (i1 ◦ φ) ∗ η0. Como
φ é inversível por onvolução e ρA e i1 são morsmos de álgebra, pelo
Lema ??, temos que ρA ◦ φ e i1 ◦ φ são inversíveis por onvolução e
segue que η0 é inversível por onvolução.
(ii) Notemos que (α⊗ IH)◦ η0 = IH , logo, IH é invertível por
onvolução usando (i).

Um resultado imediato que tiramos da proposição aima é
que se H é uma extensão fendida sobre H , então H é uma álgebra de
Hopf, pois HcoH = k neste aso.
O próximo orolário é um aso partiular do prinipal re-
sultado desse trabalho, o Teorema 3.5 que será provado mais adiante.
Nele onsideramos que a extensão dada é fendida, o que é um resultado
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mais forte do que trabalharmos om extensões de Hopf-Galois, omo
observamos no Teorema 2.21, Seção 2.3.1.
Corolário 3.3 Se A é H-fendida e k-elmente plana, então H é uma
álgebra de Hopf.
Os próximos resultados, assim omo o último lema deste
apítulo, dão os passos nais para a demonstração do teorema. O
primeiro trata de algumas propriedades de extensões de Hopf-Galois
não tratadas no Capítulo 2. O último, mais ténio por exigir apenas
a ondição de oálgebra ao invés da habitual k-biálgebra que estamos
onsiderando neste apítulo, estabelee uma propriedade importante
sobre k-álgebras elmente planas, justiando o porquê desta ondição
apareer omo hipótese do teorema.
Proposição 3.4 Sejam H uma k-biálgebra, E uma k-álgebra, B ⊂ A
uma H-extensão de Hopf-Galois e α : A→ E um morsmo de álgebra,
onde E é um A-bimódulo om estrutura dada por:
a · x = α(a)x e x · a = xα(a), para todo a ∈ A, e todo x ∈ E.
Então apliando o funtor HomB−(−, E), em que B− é uma
notação para B-módulo à esquerda, em can : A ⊗B A→ A⊗H temos
que
ω : HomB−(A⊗H,E) → HomB−(A⊗B A,E)
f 7→ f ◦ can,
é um isomorsmo de B-módulos à esquerda. E também, temos que
π : Hom(H,E) → HomB−(A,E)
f 7→ π(f),
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em que π(f)(a) =
∑
α(a(0))f(a(1)), é um isomorsmo de B-bimódulos.
Demonstração: Mostraremos primeiro que ω é um isomorsmo de
k-módulos, demonstrando a injetividade e a sobrejetividade. Notemos
que ω é laramente um morsmo de k-módulos.
Seja f ∈ ker(ω) então
0 = ω(f)
(∑
ai ⊗ bi
)
para todo
∑
ai ⊗ bi ∈ A⊗B A.
Vejamos que f ≡ 0.
De fato, para todo
∑
ai ⊗ hi ∈ A⊗H ,
f (
∑
ai ⊗ hi) = f ◦ (can ◦ can−1) (
∑
ai ⊗ hi)
= f ◦ can(can−1 (∑ ai ⊗ hi))
= ω(f)(can−1 (
∑
ai ⊗ hi)) = 0.
Seja agora ψ ∈ HomB−(A ⊗B A,E). Denamos o morsmo
γ := ψ ◦ can−1 ∈ Hom(A⊗H,E). Daí
ω(γ) = ω(ψ ◦ can−1) = (ψ ◦ can−1) ◦ can = ψ ◦ (can−1 ◦ can) = ψ
omo queríamos.
Por m π é um isomorsmo de B-bimódulos. Para tanto, on-
sideramos as estruturas deB-bimódulo emHom(H,E) eHomB−(A,E)
dadas por (b1fb2)(h) = b1 · (f(h)) · b2 e (b1f ′b2)(a) = f ′(ab1) · b2 res-
petivamente, para todo b1, b2 ∈ B, a ∈ A, h ∈ H, f ∈ Hom(H,E) e
todo f ′ ∈ HomB−(A,E).
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Notemos que π está bem denida pois
π(f)(ba) =
∑
α((ba)(0))f((ba)(1))
=
∑
α(b(0))α(a(0))f(b(1)a(1))
= α(b)(
∑
α(a(0))f(a(1)))
= b · π(f)(a),
para todo f ∈ Hom(H,E), a ∈ A e b ∈ B = AcoH .
E π é um morsmo de B-bimódulos, pois
π(b1 · f · b2)(a) = α(
∑
a(0))(b1 · f · b2)(a(1))
=
∑
α(a(0))α(b1)f(a
(1))α(b2)
=
∑
α(a(0)b
(0)
1 )f(a
(1)b
(1)
1 )α(b2)
= π(f)(ab1) · b2
= b1 · π(f) · b2(a),
para todo f ∈ Hom(H,E), a ∈ A e b1, b2 ∈ B.
Ainda, seja f ∈ ker(π) então 0 = π(f)(a) =∑α(a(0))f(a(1))
e
f(h) = α(1A)f(h)
= µ(α⊗ f)(1A ⊗ h)
= µ(α⊗ f)can ◦ can−1(1A ⊗ h)
= µ(α⊗ f)∑ li(h)ri(h)(0) ⊗ ri(h)(1)
=
∑
α(li(h)ri(h)
(0))f(ri(h)
(1))
=
∑
α(li(h))α(ri(h)
(0))f(ri(h)
(1))
= α(li(h))π(f)(ri(h)) = 0,
para todo h ∈ H , em que ∑ li(h) ⊗ ri(h) = can−1(1A ⊗ h) dada na
Observação 2.12, o que implia 1A ⊗ h =
∑
li(h)ri(h)
(0) ⊗ ri(h)(1).
Por m, seja F ∈ HomB−(A,E), denamos F˜ : A ⊗ A→ E
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dada por F˜ (a⊗ b) =∑ a · F (b). Como F˜ ∈ HomB−(A ⊗ A,E) então
existe F̂ ∈ HomB−(A⊗H,E) tal que F̂ ◦ can = F˜ .
Assim, dena f : H → E tal que f(h) = F̂ (1A ⊗ h), daí
π(f)(a) =
∑
α(a(0)) · f(a(1))
= F̂ (
∑
a(0) ⊗ a(1))
= F˜ (1A ⊗ a)
= F (a).
Portanto π é um isomorsmo de B-bimódulos omo queríamos.

Teorema 3.5 Seja H uma k-biálgebra e A uma extensão H-Galois à
direita de B = AcoH tal que A é k-elmente plano sobre k. Então H é
uma álgebra de Hopf.
Demonstração: Queremos ver se existe S : H → H inversa por
onvolução de IH . Para tanto, onsideremos
Ŝ : H → A⊗H
h 7→ ∑ li(h)(0)ri(h)⊗ li(h)(1).
Mostremos que o morsmo η0 dado por η0(h) = 1A⊗ h visto
no Lema 3.1 é o inverso por onvolução de Ŝ. Ou seja, temos de ver
que:
(a)
∑
li(h(1))
(0)ri(h(1))⊗ li(h(1))(1)h(2) = ε(h)1A ⊗ 1H .
(b)
∑
li(h(2))
(0)ri(h(2))⊗ h(1)li(h(2))(1) = ε(h)1A ⊗ 1H .
Para (a) usamos o Lema 2.16, itens (ii) e (iii), ou seja, as
equações ∑
li(h)ri(h) = ε(h)1A
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e∑
li(h)⊗ ri(h)(0) ⊗ ri(h)(1) =
∑
li(h(1))⊗ ri(h(1))⊗ h(2),
respeivamente, juntamente om a apliação
ψ : A⊗A⊗H → A⊗H
x⊗ y ⊗ h 7→ ∑x(0)y ⊗ x(1)h.
Assim,
∑
li(h(1))
(0)ri(h(1))⊗ li(h(1))(1)h(2) = ψ
(∑
li(h(1))⊗ ri(h(1))⊗ h(2)
)
(iii)
= ψ
(∑
li(h)⊗ ri(h)(0) ⊗ ri(h)(1)
)
=
∑
li(h)
(0)ri(h)
(0) ⊗ li(h)(1)ri(h)(1)
= ρ(
∑
li(h)ri(h))
(ii)
= ρ(ε(h)1A)
= ε(h)1A ⊗ 1H .
Para (b) usamos a Proposição 3.4, onsiderando E = A⊗H ,
juntamente om o morsmo
can′ : A⊗A → A⊗H
x⊗ y 7→ ∑ x(0)y ⊗ x(1),
e a equação (i) do Lema 2.16, ou seja,
∑
a(0)li(a
(1))⊗ri(a(1)) = 1A⊗a.
Denamos
f : H → A⊗H
h 7→ ∑ li(h(2))(0)ri(h(2))⊗ h(1)li(h(2))(1)
e ainda g : H → A ⊗ H por g(h) = ε(h)1A ⊗ 1H . Vejamos que para
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todo a ∈ A, π(f)(a) = π(g)(a) . De fato,
π(f)(a) =
∑
a(0)f(a(1))
=
∑
a(0)li(a
(1)
(2))
(0)ri(a
(1)
(2))⊗ a(1)(1)li(a(1)(2))(1)
=
∑
a(0)li(a
(2))(0)ri(a
(2))⊗ a(1)li(a(2))(1)
=
∑
(a(0)li(a
(1)))(0)ri(a
(1))⊗ (a(0)li(a(1)))(1)
(∗)
= a⊗ 1H ,
notemos que (∗) é verdadeira desde que apliquemos o morsmo can′
em (i) do Lema 2.16 pois
a⊗ 1H = can′(1A ⊗ a) = can′
(∑
a(0)li(a
(1))⊗ ri(a(1))
)
=
∑
(a(0)li(a(1)))
(0)ri(a(1))⊗ (a(0)li(a(1)))(1).
Por outro lado,
π(g)(a) =
∑
a(0)g(a(1)) =
∑
a(0)ε(a(1))1A ⊗ 1H = a⊗ 1H .
Assim, π(f)(a) = π(g)(a) para todo a ∈ A, omo queríamos
e segue que f = g pois π é um morsmo injetor.
Portanto Ŝ ∗η0 = ηA⊗H ◦εH = η0 ∗ Ŝ, onde ηA⊗H é a unidade
em A⊗H . Logo, apliando o Lema 3.6, temos que IH : H → H é inver-
sível por onvolução, e portanto sua inversa, S, será o que entendemos
por antípoda da álgebra de Hopf, o que nos diz que H é uma álgebra
de Hopf.

Lema 3.6 Seja C uma k-oálgebra, H uma k-álgebra e um morsmo
de k-módulos f : C → H. Se existe uma k-álgebra k-elmente plana A
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tal que
f̂ : C → A⊗H
c 7→ 1A ⊗ f(c).
é inversível por onvolução, então f também é inversível por onvolução.
Demonstração: A idéia da demonstração é enontrarmos um mor-
smo g : C → H tal que f ∗ g = ηH ◦ εC = g ∗ f .
Para tanto, omo H pode ser visto omo um k-módulo, usa-
remos o Lema 2.8 que nos diz que
0→ H η0→ A⊗H
η1
⇉
η2
A⊗A⊗H
é exata. Ou seja, H é um equalizador de η1 e η2, onde η0(h) = 1A⊗ h,
η1(a⊗ h) = a⊗ 1A ⊗ h e η2(a⊗ h) = 1A ⊗ a⊗ h.
Sendo ĝ a inversa por onvolução de f̂ , notamos que η1 ◦ ĝ é
inversa de η1 ◦ f̂ e que η2 ◦ ĝ é inversa de η2 ◦ f̂ pelo Lema ??, e que
η1 ◦ f̂ = η2 ◦ f̂ o que implia η1 ◦ ĝ = η2 ◦ ĝ pela uniidade da inversa.
Daí, pela propriedade universal do equalizador, existe únio
g : C → H tal que ĝ = η0◦g. Mostremos que g é inversa por onvolução
de f . Notamos primeiro que
ε(c)1A ⊗ 1H = ĝ ∗ f̂(c)
= µ
(∑
ĝ(c(1))⊗ f̂(c(2))
)
=
∑
µ((1A ⊗ g(c(1)))⊗ (1A ⊗ f(c(2))))
=
∑
1A ⊗ g(c(1))f(c(2)).
O que implia em η0(ε(c)1H) = η0
(∑
g(c(1))f(c(2))
)
e omo
η0 é injetivo, segue que g é inversa por onvolução à esquerda de f .
Analogamente, obtemos o resultado à direita e portanto, g é inverso
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por onvolução de f .

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Capítulo 4
O grupo quântio
A(SL
e2pii/3
(2))
Neste apítulo introduzimos o grupo quântio A(SLq(2)).
Mostramos sua estrutura de álgebra de Hopf e onstruímos as ondi-
ções neessárias para que A(SLq(2)) seja uma extensão de Hopf-Galois
elmente plana. Ainda, se onsiderarmos o subgrupo quântio (das
matrizes triangulares superiores) de Borel de A(SLq(2)), vemos que o
quoiente A(SLq(2))/〈T21〉, em que T21 é um dos elementos geradores
do grupo quântio A(SLq(2)), é uma extensão de Hopf-Galois fendida,
e assim, onseguimos alular expliitamente o oilo e a oação de-
terminando uma estrutura de produto ruzado sobre A(SLq(2))/〈T21〉.
Ao longo deste apítulo, todos os espaços vetoriais onsider-
ados serão sobre o orpo de base C.
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4.1 Cálulo Quântio
Consideremos a seguinte expressão:
f(x)− f(x0)
x− x0 .
Quando x se aproxima de x0, o limite, se existe, é o que
onheemos usualmente por derivada. Porém, se denirmos x = qx0
(q-álulo) ou x = x0 + h (h-álulo), onde q 6= 1 e h 6= 0, e não
tomarmos o limite, entramos no estudo do álulo quântio.
Para o nosso trabalho, onsideramos a teoria do q-álulo,
uma vez que os grupos quântios e suas representações estão direta-
mente relaionados om essa teoria.
Nos restringiremos a abordar apenas os resultados neessários
ao Capítulo 4, oeientes q-binomiais e a denição de q-determinante,
porém, ressaltamos que a teoria do q-álulo é ampla, se extendendo
desde q-difereniação e q-integração até q-polinmios ortogonais. In-
diamos [16℄, [17℄ e [18℄ omo referênias.
Estabeleemos primeiramente o que é um q-número e um q-
fatorial, respetivamente,
(k)q := 1 + q + q
2 + · · ·+ qk+1 = q
k − 1
q − 1 , k ∈ Z, k > 0;
(k)q! := (1)q(2)q · · · (k)q = (q − 1)(q
2 − 1) · · · (qk − 1)
(q − 1)k , (0)q! := 1.
Assim, denimos o que é um oeiente q-binomial pela fór-
mula  k
i

q
:=
(k)q!
(k − i)q!(i)q! , 0 6 i 6 k.
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A idéia de oeientes q-binomiais são uma espéie de genera-
lização da teoria de oeientes binomiais. Assim, a primeira pergunta
que surge é se podemos estender a idéia do binmio de Newton para
esse novo oneito, ou seja, é válido que
(u+ v)k =
k∑
l=0
 k
l

q
ulvk−l.
A resposta para a questão é sim, desde que vu = quv, mas
para mostrarmos, preisamos ver antes um outro resultado que também
pode ser generalizado, n
k

q
=
 n− 1
k − 1

q
+ qk
 n− 1
k

q
.
De fato, n− 1
k − 1

q
+ qk
 n− 1
k

q
=
(n− 1)q!
(k − 1)q!(n− k)q! + q
k (n− 1)q!
(k)q!(n− k − 1)q!
=
(n− 1)q!
(k)q!(n− k)q! · ((k)q + q
k(n− k)q)
=
(n− 1)q!
(k)q!(n− k)q!
(
qk − 1
q − 1 + q
k q
n−k − 1
q − 1
)
=
(n− 1)q!
(k)q!(n− k)q!
(
qn − 1
q − 1
)
=
(n− 1)q!(n)q!
(k)q!(n− k)q! =
(n)q!
(n)q!(n− k)q!
=
 n
k

q
.
A partir disso, provamos que (u + v)k =
k∑
l=0
 k
l

q
ulvk−l
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por indução.
Claramente o resultado vale para k = 1. Supomos válido para
k. Daí,
(u+ v)k+1 = (u + v)(u + v)k
= (u + v)
 k∑
l=0
 k
l

q
ulvk−l

(∗)
=
k∑
l=0
 k
l

q
ul+1vk−l+
k∑
l=0
 k
l

q
qlulvk+1−l
= uk+1+
k∑
l=1
 k
l − 1

q
ulvk+1−l+
k∑
l=1
 k
l

q
qlulvk+1−l + vk+1
= uk+1+
k∑
l=1
 k
l − 1

q
+ ql
 k
l

q
ulvk+1−l + vk+1
= uk+1+
k∑
l=1
 k + 1
l

q
ulvk−l + vk+1
=
k+1∑
l=0
 k + 1
l

q
ulvk+1−l,
em que (∗) é válido pois vu = quv.
Por m, denimos o oneito de q-determinante de uma ma-
triz, a saber,
qdet
 T11 T12
T21 T22
 = T11T22 − qT12T21.
4.2 A(SLq(2)) omo álgebra de Hopf
Nesta seção, introduzimos a estrutura de álgebra de Hopf
sobre A(SLq(2)). Como álgebra, A(SLq(2)) é dado pelo quoiente da
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álgebra livre C{T11, T12, T21, T22} por um ideal I, em que I é o ideal
gerado pelas relações:
T11T12 = qT12T11, T11T21 = qT21T11, T12T22 = qT22T12,
T12T21 = T21T12, T21T22 = qT22T21, (4.1)
e
T11T22 − T22T11 = (q − q−1)T12T21,
T11T22 − qT12T21 = T22T11 − q−1T12T21 = 1, (4.2)
em que q ∈ C\{0}. Na próxima seção, veremos que as relações 4.1 e 4.2
não surgem do nada, na verdade, as mesmas apareem se pensarmos
nas matrizes quântias M q2 (C) = C{Tij} omo tranformações lineares
do plano quântio Cq[x, y] = C{x, y}/〈xy − qyx〉.
Vejamos que existe uma estrutura de álgebra de Hopf sobre
A(SLq(2)). De fato, denimos um morsmo sobre {T11, T12, T21, T22}
por:
∆˜ : {T11, T12, T21, T22} → A(SLq(2))⊗A(SLq(2))
Tij 7→
2∑
k=1
Tik ⊗ Tkj .
Pela propriedade universal da álgebra livre, temos
∆̂ : C{Tij} → A(SLq(2))⊗A(SLq(2))
Tij 7→
2∑
k=1
Tik ⊗ Tkj ,
morsmo de álgebras. Provemos que ∆̂ satisfaz as relações (4.1) e (4.2).
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De fato, vejamos que ∆̂(T11T12) = (̂∆)(qT12T11), as outras relações são
análogas.
∆̂(T11T12) = ∆̂(T11)∆̂(T12)
= (
2∑
k=1
T1k ⊗ Tk1)(
2∑
k=1
T1k ⊗ Tk2)
= (T11 ⊗ T11 + T12 ⊗ T21)(T11 ⊗ T12 + T12 ⊗ T22)
= T11T11 ⊗ T11T12 + T11T12 ⊗ T11T22 + T12T11 ⊗ T21T12+
+T12T12 ⊗ T21T22.
Por outro lado,
∆̂(qT12T11) = q∆̂(T12)∆̂(T11)
= q(T11 ⊗ T12 + T12 ⊗ T22)(T11 ⊗ T11 + T12 ⊗ T21)
= qT11T11 ⊗ T12T11 + qT11T12 ⊗ T12T21 + qT12T11 ⊗ T22T11+
+qT12T12 ⊗ T22T21.
O que implia em ∆̂(T11T12) = (̂∆)(qT12T11).
E portanto, existe
∆ : A(SLq(2)) → A(SLq(2))⊗A(SLq(2))
Tij 7→
2∑
k=1
Tik ⊗ Tkj .
Mostremos que esta estrutura satisfaz o diagrama da omulti-
pliação dado na Denição A.22. Seja Tij ∈ A(SLq(2)) e I a identidade
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em A(SLq(2)), daí
(∆⊗ I) ◦∆(Tij) = ∆⊗ I(
2∑
l=1
Til ⊗ Tlj)
=
2∑
l=1
(
2∑
k=1
Tik ⊗ Tkl)⊗ Tlj
=
2∑
l=1
2∑
k=1
Tik ⊗ Tkl ⊗ Tlj .
Por outro lado,
(I ⊗∆) ◦∆(Tij) = I ⊗∆(
2∑
l=1
Til ⊗ Tlj)
=
2∑
l=1
Til ⊗ (
2∑
k=1
Tlk ⊗ Tkj)
=
2∑
l=1
2∑
k=1
Til ⊗ Tlk ⊗ Tkj .
E portanto,∆⊗I)◦∆(Tij) = (I⊗∆)◦∆(Tij) omo queríamos.
Do mesmo modo, denimos a ounidade sobre {T11, T12, T21, T22}
por:
ε˜ : {T11, T12, T21, T22} → k
Tij 7→ δi,j .
Pela propriedade universal da álgebra livre, temos
ε̂ : C{T11, T12, T21, T22} → k
Tij 7→ δi,j ,
morsmo de álgebras. Provemos que ε̂ satisfaz as relações (4.1) e (4.2).
De fato, vejamos que ε̂(T11T12) = (̂ε)(qT12T11), as outras relações são
análogas.
ε̂(T11T12) = ε̂(T11)ε̂(T12) = 0 = ε̂(T12)ε̂(T11) = (̂ε)(qT12T11)
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E portanto, existe
ε : A(SLq(2)) → k
Tij 7→ δi,j .
Mostremos que o mesmo satisfaz a omutatividade do dia-
grama da ounidade, onforme Denição A.22. Seja Tij ∈ A(SLq(2)) e
I a identidade em A(SLq(2)), daí
(ε⊗ I) ◦∆(Tij) = ε⊗ I(
2∑
l=1
Til ⊗ Tlj)
=
2∑
l=1
ε(Til)⊗ Tlj
= δil ⊗ Tlj = Tij ,
e,
(I ⊗ ε) ◦∆(Tij) = I ⊗ ε(
2∑
l=1
Til ⊗ Tlj)
=
2∑
l=1
Til ⊗ ε(Tlj)
= Til ⊗ δlj = Tij ,
ou seja, (ε⊗ I) ◦∆ = (I ⊗ ε) ◦∆.
Portanto, A(SLq(2)) possui uma estrutura de biálgebra. E
sobre A(SLq(2)) damos uma estrutura de álgebra de Hopf denindo a
transformação linear
S : A(SLq(2)) → A(SLq(2))
T11 7→ T22
T12 7→ −q−1T12
T21 7→ −qT21
T22 7→ T11.
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É fáil vermos que o mesmo preserva as relações 4.1 e 4.2, e
portanto está bem denido. Vejamos que é o inverso por produto de
onvolução do morrmo identidade IA(SLq(2)) : A(SLq(2))→ A(SLq(2)).
Seja (Tij)i,j∈{1,2} a matriz dos geradores de A(SLq(2)). Vi-
mos que ∆((Tij)) = (Tij)⊗ (Tij), assim,
S ∗ IA(SLq(2))((Tij)) = µ(S ⊗ IA(SLq(2)))((Tij)⊗ (Tij))
= µ[S((Tij))⊗ (Tij)]
= µ
 T22 −q−1T12
−qT21 T11
⊗
 T11 T12
T21 T22

=
 T22T11 − q−1T12T21 T22T12 − q−1T12T22
−qT21T11 + T11T21 −qT21T12 + T11T22

=
 1 0
0 1
 = ε((Tij))1A(SLq(2)).
Analogamente, IA(SLq(2))∗S((Tij)) = ε((Tij))1A(SLq(2)). Por-
tanto, S satisfaz o axioma da antípoda, e assim, é um anti-homomorsmo
de álgebras.
Finalizamos essa seção abordando o grupo quântioA(SLq(2))
quando q = 1. Neste aso, temos
A(SLq(2)) −→
q→1
A(SL(2,C)),
em que A(SL(2,C)) = C[T11, T12, T21, T22]/〈T11T22 − T12T21 − 1〉 é a
álgebra de funções oordenadas do grupo de Lie SL(2,C). A estrutura
de biálgebra sobre A(SL(2,C)) é a mesma dada sobre A(SLq(2)) e a
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antípoda é dada pelo morsmo
S : A(SLq(2)) → A(SLq(2))
T11 7→ T22
T12 7→ −T12
T21 7→ −T21
T22 7→ T11.
4.3 Uma abordagem geométria de A(SLq(2))
Antes de iniiarmos o estudo das extensões sobre o grupo
quântio A(SLq(2)), abrimos um parênteses para vermos que as re-
lações denidoras de A(SLq(2)) não surgem do nada, na verdade, sabe-
mos que matrizes om entradas omplexas agem omo tranformações
lineares sobre espaços omplexos. Assim, se pensarmos nas matrizes
quântias em C{Tij} omo transformações lineares do plano quântio
Cq[x, y], devemos ver que as relações 4.1 e 4.2 surgem naturalmente.
De fato, denimos o plano quântio Cq[x, y], pelo quoiente
da álgebra livre C{x, y} pelo ideal 〈xy − qyx〉, em que q ∈ C. Quere-
mos denir uma oação da álgebra livre C{Tij}, om ∆̂ e ε̂ denidas
anteriormente. De fato, denimos
δ˜L : {x, y} → C{Tij} ⊗ Cq[x, y]
x 7→ T11 ⊗ x+ T12 ⊗ y
y 7→ T21 ⊗ x+ T22 ⊗ y.
Assim, pela propriedade universal da álgebra livre, denimos
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δ̂L : C{x, y} → C{Tij} ⊗ Cq[x, y]
x 7→ T11 ⊗ x+ T12 ⊗ y
y 7→ T21 ⊗ x+ T22 ⊗ y.
Vamos reduzir δ̂L a uma oação de um quoiente de C{Tij}
sobre Cq[x, y], forçando que δ̂L satisfaça à relação
δ̂L(x)δ̂L(y) = qδ̂L(y)δ̂L(x). (4.3)
Para que isto oorra, teremos na verdade que reduzir também
o ontradomínio, obtendo uma apliação
δL : Cq[x, y]→ A(SLq(2))⊗ Cq[x, y],
isto é, uma oação de A(SLq(2)) sobre Cq[x, y].
Analogamente, denimos uma oação à direita de A(SLq(2))
sobre Cq[x, y]
δR : Cq[x, y] → Cq[x, y]⊗A(SLq(2))
x 7→ x⊗ T11 + y ⊗ T12
y 7→ x⊗ T21 + y ⊗ T22,
que satisfazendo a igualdade
δR(x)δR(y) = qδR(y)δR(x), (4.4)
Vejamos que o ontradomínio de fato preisa ser restrito, na
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denição de δL e δR dados aima. Da equação 4.3 temos que
δ̂L(x)δ̂L(y) = qδ̂L(y)δ̂L(x)
⇒ (T11 ⊗ x+ T12 ⊗ y)(T21 ⊗ x+ T22 ⊗ y) =
= q(T21 ⊗ x+ T22 ⊗ y)(T11 ⊗ x+ T12 ⊗ y)
⇒ T11T21 ⊗ x2 + T11T22 ⊗ xy + T12T21 ⊗ yx+ T12T22 ⊗ y2 =
= qT21T11 ⊗ x2 + qT21T12 ⊗ xy + qT22T12 ⊗ yx+ qT22T11 ⊗ y2
⇒ T11T21 ⊗ x2 + T11T22 ⊗ xy + q−1T12T21 ⊗ xy + T12T22 ⊗ y2 =
= qT21T11 ⊗ x2 + qT21T12 ⊗ xy + T22T11 ⊗ xy + qT22T12 ⊗ y2.
E portanto, temos que
T11T21 = qT21T11;
T12T22 = qT22T12;
T11T22 + q
−1T12T21 = T22T11 + qT21T12. (ii)
Em que a última equação implia em
T11T22 − T22T11 = qT21T12 − q−1T12T21.
E da equação 4.4 temos que
δ̂R(x)δ̂R(y) = qδ̂R(y)δ̂R(x)
⇒ (x⊗ T11 + y ⊗ T21)(x⊗ T12 + y ⊗ T22) =
= q(x⊗ T12 + y ⊗ T22)(x ⊗ T11 + y ⊗ T21)
⇒ x2 ⊗ T11T12 + yx⊗ T21T12 + xy ⊗ T11T22 + y2 ⊗ T21T22 =
= qx2 ⊗ T12T11 + qxy ⊗ T12T21 + qyx⊗ T22T11 + qy2 ⊗ T22T21
⇒ x2 ⊗ T11T12 + q−1xy ⊗ T21T12 + xy ⊗ T11T22 + y2 ⊗ T21T22 =
= x2 ⊗ qT12T11 + qxy ⊗ T12T21 + xy ⊗ T22T11 + y2 ⊗ qT22T21.
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E portanto, temos que
T11T12 = qT12T11;
T21T22 = qT22T21;
T11T22 + q
−1T21T12 = T22T11 + qT12T21. (i)
Em que a última equação implia em
T11T22 − T22T11 = qT12T21 − q−1T21T12.
Por m, de (i) e (ii),
qT21T12 − q−1T12T21 = qT12T21 − q−1T21T12
⇒ (q + q−1)T21T12 = (q + q−1)T12T21
⇒ T21T12 = T12T21.
Logo, dadas as oações de C{Tij} em Cq[x, y], vemos que as
relações 4.1 e 4.2 são satisfeitas. Seja F o ideal gerado pelas relações
de δ̂L e δ̂R, denimos a álgebra de Hopf A(SLq(2)) pelo quoiente
C{Tij}/F.
4.4 A(SLq(2)) omo extensão de Hopf-Galois
elmente plana
Iniiamos esta seção vendo algumas propriedades algébrias
do grupo quântio A(SLq(2)).
Com base no que foi desenvolvido na Seção 4.1, vemos que
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∆(T kij) = (∆(Tij))
k
=
(
2∑
n=1
Tin ⊗ Tnj
)k
=
k∑
l=0
 k
l

q−2
T li1T
k−l
i2 ⊗ T l1jT k−l2j .
O seguinte resultado será frequentemente usado no deorrer
do trabalho. O mesmo estabelee uma base para o grupo quântio
A(SLq(2)).
Lema 4.1 O onjunto {T n11Tm12T r21, Tm12T r21T s22 : m, r, s ∈ N0, n ∈ N} é
uma base para o espaço vetorial A(SLq(2)).
Demonstração: Usaremos o Lema do Diamante dado no Apêndie C.
Dena X = {T11, T12, T21, T22} e oloquemos as relações denidoras de
A(SLq(2)) no sistema de reduções
S = {σ1, σ2, σ3, σ4, σ5, σ6, σ7},
em que σ1 = (T12T11, q
−1T11T12), σ2 = (T12T21, q
−1(T11T22−1A(SLq(2)))),
σ3 = (T21T11, q
−1T11T21), σ4 = (T21T12, T12T21), σ5 = (T22T21, q
−1T21T22),
σ6 = (T22T11, q
−1T12T21 + 1A(SLq(2))) e σ7 = (T22T12, q
−1T12T22), de
forma que a álgebra X oinida om a álgebra A(SLq(2)).
Notamos que β = {T i11T j12T k21T l22}, om i = 0 ou l = 0, é o
onjunto dos polinmios irredutíveis sobre S e portanto, uma base para
C〈X 〉Irr . Ainda, sobre X denimos uma ordem dada por
T11 4 T12 4 T21 4 T22
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e para monmios A, B ∈ 〈X〉, dizemos que A < B se o omprimento
de A é menor que o de B (l(A) < l(B)), e no aso em que l(A) = l(B),
usamos a ordem lexográa em X l(A).
Essa ordem é uma ordem total de semigrupos, ompatível
om S e satisfazendo a ondição de adeia desendente.
Resta mostrarmos que todas as ambiguidades de S dadas
abaixo são resolúveis:
1) (σ2, σ3, T12, T21, T11) 2) (σ2, σ4, T12, T21, T12)
3) (σ4, σ1, T21, T12, T11) 4) (σ4, σ2, T21, T12, T21)
5) (σ5, σ3, T22, T21, T11) 6) (σ5, σ4, T22, T21, T12)
7) (σ7, σ1, T22, T12, T11) 8) (σ7, σ2, T22, T12, T11)
Resolvamos a ambiguidade 1), ou seja, devemos ver quem são
r1, r
′
1 tais que
r1((q
−1(T11T22 − 1A(SLq(2))))T11) = r′1(q−1T12T11T21).
De fato, basta tomarmos r1 = rT11σ61A(SLq(2)) e r
′
1 = r1A(SLq(2))σ1T21
que a igualdade será veriada. De modo análogo, vemos que as demais
ambiguidades também são resolvíveis. Então, pelo Lema do Diamante,
temos que β é uma base para A(SLq(2)).
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Deste momento e até o m do trabalho, espeiaremos nosso
grupo quântio tomando q = e2pii/3, raiz úbia da unidade.
Daí, apliando este fato ao Lema 4.1, a ∆(T kij) e a (u + v)
k
,
dado na Seção 4.1, temos, respetivamente, os seguintes resultados:
1. A omultipliação ∆ nos elementos da base de A(SLq(2))
é dada através das seguintes fórmulas:
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•∆(T p11T r12T s21) =
p,r,s∑
λ,µ,ν=0
 p
λ

q
 r
µ

q
 s
ν

q
T p−λ11 T
λ
12T
µ
11T
r−µ
12 T
s−ν
21 T
ν
22⊗
T p−λ11 T
λ
21T
µ
12T
r−µ
22 T
s−ν
11 T
ν
21;
•∆(T k12T l21Tm22) =
k,l,m∑
λ,µ,ν=0
 k
λ

q
 l
µ

q
 m
ν

q
T λ11T
k−λ
12 T
l−µ
21 T
µ
22T
ν
21T
m−ν
22 ⊗
T λ12T
k−λ
22 T
l−µ
11 T
µ
21T
ν
12T
m−ν
22 ,
em que m ∈ Z∗+, p, r, s, k, l ∈ Z+, q−2 = q e notamos que as relações
de omutatividade do grupo quântio A(SLq(2)) não são utilizadas por
ao invés de failitarem, aabarem diultando os álulos aos quais
dependemos dessas equações.
2. ∆(T kij) =
2∑
n=1
T kin ⊗ T knj , para todo k ∈ 3Z, uma vez que
q3 = 1.
3. (u + v)k = uk + vk, para todo k ∈ 3Z, uma vez que
q3 = 1.
A partir de agora onstruiremos as ferramentas neessárias
para vermos A(SLq(2)) omo uma extensão de Hopf-Galois elmente
plana. Iniiamos vendo as seguintes denições
Denição 4.2 Uma sequênia de álgebras de Hopf (e morsmos de
álgebras de Hopf)
B
j // P
pi // H
é hamada exata se, e somente se, j é injetivo e π é a sobrejeção
annia sobre H = P/Pj(B+)P , em que B+ = B
⋂
ker(ε).
Denição 4.3 Uma sequênia exata de álgebras de Hopf
B
j // P
pi // H
é hamada estritamente exata se, e somente se, P é elmente plano à
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direita sobre j(B) e j(B) é uma subálgebra de Hopf normal de P , ou
seja, Pj(B)+ = j(B)+P .
Nossa idéia é onstruirmos uma sequênia exata de álgebras
de Hopf, em que P é o grupo quântioA(SLq(2)), B = A(SL(2,C)) eH
é dado pelo quoiente A(SLq(2))/〈T 3ij − δij〉. Para tanto, onsideremos
o morsmo de Frobenius
Fr : A(SL(2,C)) → A(SLq(2))
Tij 7→ T 3ij
, i, j ∈ {1, 2}.
Notemos que o morsmo Fr é injetivo. Seja x ∈ ker(Fr),
então, x ∈ A(SL(2,C)) e pelo Lema 4.1,
x =
∑
αm,n,pT
m
11T
n
12T
p
21 +
∑
βq,r,sT
q
12T
r
21T
s
22,
daí,
Fr(x) = Fr(
∑
αm,n,pT
m
11T
n
12T
p
21 +
∑
βq,r,sT
q
12T
r
21T
s
22)
=
∑
αm,n,pT
3m
11 T
3n
12 T
3p
21 +
∑
βq,r,sT
3q
12 T
3r
21 T
3s
22
⇒ 0 = ∑αm,n,pT 3m11 T 3n12 T 3p21 +∑βq,r,sT 3q12 T 3r21 T 3s22 .
E omo
∑
αm,n,pT
m
11T
n
12T
p
21 e
∑
βq,r,sT
q
12T
r
21T
s
22 pertenem a
base de A(SLq(2)), segue que são L.I. e portanto, αm,n,p = βq,r,s = 0,
para todo m,n, p, q, r, s ∈ N, o que implia em x = 0.
Ainda, não é difíil vermos que T 3ij ∈ Z(A(SLq(2))), que
∆(T 3ij) =
2∑
n=1
T 3in ⊗ T 3nj e que (qdet(Tij))3 = det(T 3ij). Com isso, pelo
Teorema 5.1 de [22℄, a sequênia
A(SL(2,C))
Fr // A(SLq(2))
piF // A(F ) (4.5)
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é uma sequênia exata de álgebras de Hopf, em que A(F ) representa o
quoiente A(SLq(2))/〈T 3ij − δij〉.
Visto isso, a idéia é provarmos que A(SLq(2)) é uma A(F )-
extensão de Hopf Galois elmente plana de Fr(A(SL(2,C))). Faremos
isto de forma direta, porém, este mesmo resultado pode ser obtido uti-
lizando a dualidade entre funções sobre grupos e as álgebras envolventes
universais, para a demonstração desse fato, indiamos ([1℄, Proposição
3.4.5), ([17℄, Teorema IV.4.1, Proposição I.8.2), [19℄, [25℄, ([33℄, Obser-
vação 1.2(1)), ([34℄, Teorema 3.3, Observação 1.6(1)) e ([35℄, Teorema
1.3).
Iniiamos este proesso, estabeleendo uma base para A(F )
à partir da base estaleida para A(SLq(2)) no Lema 4.1.
Proposição 4.4 O onjunto {T˜ p11T˜ r12T˜ s21}p,r,s∈{0,1,2} é uma base para
A(F ), em que T˜11 = πF (T11), T˜12 = πF (T12), T˜21 = πF (T21) e ainda,
T˜22 = πF (T22).
Demonstração: Das relações denidoras do grupo quântioA(SLq(2)),
vimos que T11T22 − qT12T21 = 1, onde 1 é a unidade em A(SLq(2)).
Daí, apliando o morsmo πF temos que T˜11T˜22 − T˜12T˜21 = 1˜ o que
implia em T˜11T˜22 = 1˜ + T˜12T˜21, e omo T˜
3
11 = 1˜, segue que
T˜22 = T˜
2
11(1˜ + T˜12T˜21).
Assim, omo {(T p11T r12T s21, T l12T k21Tm22)} gera A(SLq(2)) pelo
Lema 4.1, ao projetarmos, é fáil vermos que T˜ p11T˜
r
12T˜
s
21, para todo
p, r, s ∈ {0, 1, 2}, gera A(F ).
Mostremos que o onjunto {T˜ p11T˜ r12T˜ s21}p,r,s∈{0,1,2} é linear-
mente independente.
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De fato, onsiderando a ação de A(F ) sobre ele mesmo, de-
nimos a representação
χ : A(F )→ End(C3 ⊗ C3 ⊗ C3)
dada por
χ(T˜11) = J ⊗ Id3 ⊗ Id3,
χ(T˜12) = Q⊗N ⊗ Id3,
χ(T˜21) = Q⊗ Id3 ⊗N,
em que J =

0 0 1
1 0 0
0 1 0
, Q =

1 0 0
0 q−1 0
0 0 q−2
,N =

0 0 0
1 0 0
0 1 0

e Id3 é a matriz identidade de ordem 3.
Seja
∑
p,r,s
αprsT˜
p
11T˜
r
12T˜
s
21 = 0. Apliando a representação χ,
temos que
0 =
∑
p,r,s
αprsJ
pQr+s ⊗N r ⊗Ns, (4.6)
pois
0 = χ(
∑
p,r,s
αprsT˜
p
11T˜
r
12T˜
s
21)
=
∑
p,r,s
αprsχ(T˜
p
11)χ(T˜
r
12)χ(T˜
s
21)
=
∑
p,r,s
αprsχ(T˜11)
pχ(T˜12)
rχ(T˜21)
s
=
∑
p,r,s
αprs(J ⊗ Id3 ⊗ Id3)p(Q⊗N ⊗ Id3)r(Q⊗ Id3 ⊗N)s
=
∑
p,r,s
αprs(J
p ⊗ Idp3 ⊗ Idp3)(Qr ⊗N r ⊗ Idr3)(Qs ⊗ Ids3 ⊗Ns)
=
∑
p,r,s
αprsJ
pQr+s ⊗N r ⊗Ns.
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Por outro lado, se onsiderarmos funionais lineares
hklm :M3(C)⊗M3(C)⊗M3(C)→ C
tais que hklm(A⊗B⊗C) := Ak0Bl0Cm0, em que as linhas e olunas das
matrizes são numeradas por 0, 1 e 2 ao invés da numeração tradiional
1, 2, 3, para todo k, l,m ∈ {0, 1, 2}. E apliarmos hklm na equação
4.6, temos que
0 = hklm
(∑
p,r,s
αprsJ
pQr+s ⊗N r ⊗Ns
)
=
∑
p,r,s
αprsh
klm(JpQr+s⊗N r⊗Ns).
O que implia em αprs = 0 para todo p, r, s ∈ {0, 1, 2}, uma vez que
hklm(JpQr+s ⊗N r ⊗Ns) = δpkδrlδms.
Portanto {T˜ p11T˜ r12T˜ s21} é um onjunto linearmente indepen-
dente omo queríamos e segue que {T˜ p11T˜ r12T˜ s21}p,r,s∈{0,1,2} é uma base
para A(F ).

Usando as mesmas ténias da demonstração anterior, de on-
struir os funionais lineares hklm, podemos deduzir também o resultado
abaixo:
Proposição 4.5 A representação χ : A(F ) → End(C3 ⊗ C3 ⊗ C3)
denida aima é el.
Denida a base para A(F ), temos ondições suientes para
mostrarmos que A(SLq(2)) é uma A(F )-extensão de Hopf-Galois de
Fr(A(SL(2,C))), onde a oação à direita de A(F ) sobre A(SLq(2)) é
dada pelo morsmo ρ : A(SLq(2)) → A(SLq(2)) ⊗ A(F ) denida por
ρ(Tij) := (IA(SLq(2)) ⊗ π) ◦∆(Tij).
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Proposição 4.6 A álgebra A(SL(2,C)) das funções polinomiais so-
bre SL(2,C) é isomorfa (via morsmo de Frobenius) a subálgebra dos
elementos oinvariantes à direita A(SLq(2))
coA(F )
.
Demonstração: Para demonstrarmos o resultado, riaremos as on-
dições neessárias para apliarmos o Lema 2.17. Am de failitarmos
nossa notação, denotaremos Fr(A(SL(2,C))) por C e A(SLq(2)) por
A.
Veriquemos primeiramente que C é uma subálgebra deAcoA(F ).
Seja T 3ij ∈ C, i, j ∈ {1, 2}, daí
ρ(T 3ij) = (IA ⊗ π) ◦∆(T 3ij)
= (IA ⊗ π)(
2∑
n=1
T 3in ⊗ T 3nj)
=
2∑
n=1
T 3in ⊗ π(T 3nj)
=
2∑
n=1
T 3in ⊗ δnj = T 3ij ⊗ 1A(F ).
Assim, Fr(A(SL(2,C))) = C ⊆ AcoA(F ). E portanto, é
uma subálgebra da álgebra dos oinvariantes a direita, pois vimos que
∆(T 3ij) =
2∑
k=1
T 3ik ⊗ T 3kj , o que implia em ∆(C) ⊂ C ⊗ C que por sua
vez, está ontido em A⊗ C.
Pelo Lema 2.28, existe um morsmo bijetivo
can : A⊗C A → A⊗A(F )
Tij ⊗ Tkl 7→ (Tij ⊗ 1A(F ))ρ(Tkl)
, para todo i, j, k, l ∈ {1, 2}.
Por m, vejamos que existe um morsmo de C-módulos à
direita tal que s(1A) = 1C , C-linear à direita, s : A→ C.
De fato, denimos o morsmo s : A → C na base de A da
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seguinte forma:
s(T p11T
r
12T
s
21) =
 T
p
11T
r
12T
s
21 , se p, r, s ∈ 3Z;
0 , aso ontrário.
s(T k12T
l
21T
m
22) =
 T k12T l21Tm22 , se k, l,m ∈ 3Z;0 , aso ontrário.
para todo p, r, s, k, l,m ∈ N0, m > 0.
Claramente, s é um morsmo unital, uma vez que 0 é múltiplo
de 3. Ainda, omo C ⊆ Z(A), segue que as estruturas de C-módulo à
esquerda e à direita de A oinidem, assim, provarmos que s é C-linear
à direita tem o mesmo signiado que provarmos que s é C-linear à
esquerda.
Sejam f ∈ C e w ∈ A, se mostrarmos que s(fw) = fs(w)
teremos nosso resultado satisfeito.
Como ambos f e w ∈ A, podemos deomp-los na base de A,
obtendo f = f1 + f2, w = w1 + w2, em que
f1 =
∑
p,r,s
f1prsT
3p
11 T
3r
12T
3s
21 , f
2 =
∑
k,l,m
m>0
f2klmT
3k
12 T
3l
21T
3m
22 ,
w1 =
∑
α,β,γ
w1α,β,γT
α
11T
β
12T
γ
21 e w
2 =
∑
λ,µ,ν
ν>0
w2λµνT
λ
12T
µ
21T
ν
22.
Assim, mostrarmos que s(fw) = fs(w) é o mesmo que provar-
mos as seguintes igualdades:
1) s(f1w1) = f1s(w1) 2) s(f1w2) = f1s(w2)
3) s(f2w1) = f2s(w1) 4) s(f2w2) = f2s(w2)
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Lembrando que q3 = q−3 = 1, vejamos 1).
s(f1w1) = s
(( ∑
p,r,s
f1prsT
3p
11 T
3r
12 T
3s
21
)
·
( ∑
α,β,γ
w1α,β,γT
α
11T
β
12T
γ
21
))
= s
( ∑
p,r,s
∑
α,β,γ
f1prsw
1
α,β,γT
3p+α
11 T
3r+β
12 T
3s+γ
21
)
=
∑
p,r,s
∑
α,β,γ
f1prsw
1
α,β,γT
3p+α
11 T
3r+β
12 T
3s+γ
21 , se α, β, γ ∈ 3Z
ou igual a 0 aso ontrário.
Por outro lado,
f1s(w1) =
∑
p,r,s
f1prsT
3p
11 T
3r
12 T
3s
21 s
( ∑
α,β,γ
w1α,β,γT
α
11T
β
12T
γ
21
)
=
∑
p,r,s
f1prsT
3p
11 T
3r
12 T
3s
21 ·
( ∑
α,β,γ
w1α,β,γT
α
11T
β
12T
γ
21
)
=
∑
p,r,s
∑
α,β,γ
f1prsw
1
α,β,γT
3p+α
11 T
3r+β
12 T
3s+γ
21 , se α, β, γ ∈ 3Z,
ou igual a 0 aso ontrário.
Portanto, s(f1w1) = f1s(w1) omo queríamos. Por raioínio
análogo, podemos ver que s(f2w2) = f2s(w2).
Provemos agora 3). Para tanto, alulemos f2w1.
f2w1 =
∑
k,l,m
m>0
f2klmT
3k
12 T
3l
21T
3m
22 ·
∑
α,β,γ
w1α,β,γT
α
11T
β
12T
γ
21
=
∑
k,l,m
m>0
∑
α,β,γ
f2klmw
1
α,β,γT
3m
22 · Tα11T 3k+β12 T 3l+γ21
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=
∑
k,l,m
3m>α
∑
α,β,γ
f2klmw
1
α,β,γT
3m−α
22 T
α
22T
α
11T
3k+β
12 T
3l+γ
21
+
∑
k,l,m
0<3m6α
∑
α,β,γ
f2klmw
1
α,β,γT
3m
22 T
3m
11 T
α−3m
11 T
3k+β
12 T
3l+γ
21
=
∑
k,l,m
3m>α
∑
α,β,γ
f2klmw
1
α,β,γT
3m−α
22 pα(T12, T21)T
3k+β
12 T
3l+γ
21
+
∑
k,l,m
0<3m6α
∑
α,β,γ
f2klmw
1
α,β,γT
α−3m
11 pm(T
3
12, T
3
21)T
3k+β
12 T
3l+γ
21 ,
em que Tα22T
α
11 := pα(T12, T21) e T
3m
22 T
3m
11 := pm(T
3
12, T
3
21) representam
polinmios em T12, T21 e T
3
12, T
3
21 respetivamente, e que podem ser
denidos por ausa da equação T22T11 = 1A − q1T12T21. Apliando s
em f2w1 temos que
s(f2w1) =
∑
k,l,m
3m>α
∑
α,β,γ
f2klmw
1
αβγs(T
3m−α
22 pα(T12, T21)T
3k+β
12 T
3l+γ
21 )
+
∑
k,l,m
0<3m6α
∑
α,β,γ
f2klmw
1
αβγs(T
α−3m
11 pm(T
3
12, T
3
21)T
3k+β
12 T
3l+γ
21 )
=
∑
k,l,m
m>λ
∑
3λ,β,γ
f2klmw
1
3λβγs(T
3(m−λ)
22 p3λ(T12, T21)T
3k+β
12 T
3l+γ
21 )
+
∑
k,l,m
0<m6λ
∑
3λ,3µ,3ν
f2klmw
1
3λ3µ3νT
3(λ−m)
11 pm(T
3
12, T
3
21)T
3(k+µ)
12 T
3(l+ν)
21
s(f2w1) =
∑
k,l,m
m>λ
∑
3λ,β,γ
f2klmw
1
3λβγs(T
3λ
22 T
3λ
11 T
3k+β
12 T
3l+γ
21 T
3(m−λ)
22 )
+
∑
k,l,m
0<m6λ
∑
3λ3µ3ν
f2klmw
1
3λ3µ3νT
3(λ−m)
11 pm(T
3
12, T
3
21)T
3(k+µ)
12 T
3(l+ν)
21
=
∑
k,l,m
m>λ
∑
3λ,3µ,3ν
f2klmw
1
3λ3µ3νT
3λ
22 T
3λ
11 T
3(k+µ)
12 T
3(l+ν)
21 T
3(m−λ)
22
+
∑
k,l,m
0<m6λ
∑
3λ3µ3ν
f2klmw
1
3λ3µ3νT
3(λ−m)
11 T
3m
22 T
3m
11 T
3(k+µ)
12 T
3(l+ν)
21 ,
166
pois s só está denida para potênias múltiplas de 3, aso ontrário, o
morsmo s, apliado nos elementos T11, T12, T21, T22 vale zero.
Por outro lado,
f2s(w1) =
∑
k,l,m
m>0
f2klmT
3k
12 T
3l
21T
3m
22
∑
3λ,3µ,3ν
w13λ,3µ,3νT
3λ
11 T
3µ
12 T
3ν
21
=
∑
k,l,m
m>0
f2klm
∑
3λ,3µ,3ν
w13λ,3µ,3νT
3m
22 T
3λ
11 T
3(k+µ)
12 T
3(l+ν)
21
=
∑
k,l,m
m>λ
∑
3λ,3µ,3ν
f2klmw
1
3λ3µ3νT
3(m−λ)
22 T
3λ
22 T
3λ
11 T
3(k+µ)
12 T
3(l+ν)
21
+
∑
k,l,m
0<m6λ
∑
3λ3µ3ν
f2klmw
1
3λ3µ3νT
3m
22 T
3m
11 T
3(λ−m)
11 T
3(k+µ)
12 T
3(l+ν)
21 .
Então s(f2w1) = f2s(w1) omo queríamos. A demonstração
da igualdade 2) é feita de modo análogo a 3).
Dada s, observamos que todas as ondições do Lema 2.17 são
satisfeitas e assim, onluímos que C = AcoA(F ).

Pela proposição anterior, vemos que A(SLq(2)) é uma A(F )-
extensão de Hopf-Galois. Ainda, om base na Proposição B.15 dada no
Apêndie B temos o seguinte resultado:
Proposição 4.7 A(SLq(2)) é uma A(F )-extensão de Hopf-Galois el-
mente plana de Fr(A(SL(2,C))).
Demonstração: Mostraremos que A(SLq(2)) atende as hipóteses da
Proposição B.15. De fato, vemos queA(SLq(2)) é A(SL(2,C))-bimódulo,
uma vez que
Tm11T
n
12T
p
21 = (T
3i
11T
3j
12T213k)T
m
11T
n
12T
p
21,
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em que m = i+m, n = i+ n e p = i+ p.
É nitamente gerado, pois
dimA(SL(2,C))(A(SLq(2))) = dimC(A(F )) = 27.
E a projetividade segue do fato de que
{Tm11T n12T p21}m,n,p∈{0,1,2} ⊆ {T n11Tm12T r21, Tm12T r21T s22 : m, r, s ∈ N0, n ∈ N}
e portanto, é L.I.
Notemos que aqui, estamos onsiderando R = A(SL(2,C)) e
P = A(SLq(2)).

Por m, vemos que a sequênia exata dada em 4.5 satisfaz as
ondições da Denição 4.3
Corolário 4.8 A sequênia
A(SL(2,C))
Fr // A(SLq(2))
pi // A(F )
é uma sequênia estritamente exata de álgebras de Hopf.
Demonstração: Como Fr(A(SL(2,C))) ⊆ Z(A(SLq(2))), segue que∑
p(1)Fr(A(SL(2,C)))S(p(2))
⋃
S(p(1))Fr(A(SL(2,C)))p(2) está on-
tido em Fr(A(SL(2,C))), para todo p ∈ A(SLq(2)).
Logo, Fr(A(SL(2,C))) é uma subálgebra normal de A(SLq(2))
e portanto a sequênia de álgebras de Hopf 4.5 é estritamente exata.

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4.5 O Quoiente de A(SLq(2)) omo Exten-
são de Hopf-Galois Fendida
Nesta seção, provamos que o quoiente A(SLq(2))/〈T21〉, ao
qual denotamos por A+, de A(SLq(2)), pode ser visto omo uma exten-
são de Hopf-Galois fendida. O foo prinipal será determinar expliita-
mente o morsmo fenda e onsequentemente, onseguimos determinar
uma estrutura de produto ruzado sobre A+, exibindo expliitamente
o oilo e a ação do oilo.
As relações denidoras de A+ são dadas por:
T11T12 = qT12T11, T12T22 = qT22T12, T11T22 = T22T11 = 1A+ . (4.7)
Iniiamos vendo alguns resultados da seção anterior que on-
tinuam sendo válidos quando quoientamos o grupo quântioA(SLq(2))
por 〈T21〉.
Primeiramente, podemos denir uma base sobre A+, a saber:
Proposição 4.9 O onjunto {T p11T r12, T k22T l12}k,l,p,r∈Z,l,r>0 é uma base
de A+.
Demonstração: Assim omo no Lema 4.1, usaremos o Lema do Dia-
mante dado no Apêndie C. Dena X = {T11, T12, T22} e oloquemos
as relações denidoras de A+ no sistema de reduções
S = {σ1, σ2, σ3, σ4},
em que σ1 = (T11T22, 1A+), σ2 = (T22T11, 1A+), σ3 = (T12T11, q
−1T11T12)
e σ4 = (T12T22, qT22T12). Fazendo om que a álgebra A+ oinida om
a álgebra R dada no respetivo lema.
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Notamos que β = {T p11T r12, T k22T l12} é o onjunto dos polinmios
irredutíveis sobre S e portanto, uma base para C〈X 〉Irr. Ainda, sobre
X denimos uma ordem dada por
T11 4 T22 4 T12
e para monmios A, B ∈ 〈X〉, dizemos que A < B se o omprimento
de A é menor que o de B (l(A) < l(B)), e no aso em que l(A) = l(B),
usamos a ordem lexográa em X l(A).
Essa ordem é uma ordem total de semigrupos, ompatível
om S e satisfazendo a ondição de adeia desendente.
Resta mostrarmos que todas as ambiguidades de S dadas
abaixo são resolvíveis:
1) (σ3, σ1, T12, T11, T22) 2) (σ4, σ2, T12, T22, T11)
Para tanto, temos de ver se existem r1, r
′
1, r2, r
′
2 tais que
r1(q
−1T11T12T22) = r
′
1(T121A+) r2(qT22T12T11) = r
′
2(T121A+)
De fato, tomando r1 = rT11σ41A+ , r
′
1 o morsmo identidade,
r2 = rT22σ31A+ e r
′
2 novamente o morsmo identidade, vemos que as
ambiguidades dadas aima são resolvíveis. E então, pelo Lema do Dia-
mante, temos que β é uma base para A+.

Com isso, vemos que a omultipliação ∆ nos elementos da
base de A+ é menos ompliada do que em A(SLq(2)) e dada através
das seguintes fórmulas:
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 ∆(T p11T
r
12) =
r∑
µ=0
 r
µ
T p+µ11 T r−µ12 ⊗ T p11T µ12T r−µ22 ;
 ∆(T k22T
l
12) =
l∑
µ=0
 l
µ
 qµ(l−µ)T k22T µ11T l−µ12 ⊗ T k+l−µ22 T µ12.
Em que k ∈ Z∗+, p, r, l ∈ Z+ e novamente adotamos a não sim-
pliação das fórmulas a m de failitar nossos álulos futuros
om essas expressões.
Assim omo antes, queremos onstruir uma sequênia exata
de álgebras de Hopf, porém, P = A+ = 〈T21〉, B = B+ := A(SL(2,C))/〈T 12〉
e H = H+ := A+/〈Tij − δij〉i=1,j∈{1,2} = A(F )/〈T˜21〉. Para tanto, on-
sideramos novamente a idéia do morsmo de Frobenius, denindo,
Fr+ : B+ → A+
T ij 7→ T 3ij
.
Notamos que as propriedades vistas na Seção 4.4 para o mor-
smo de Frobenius ontinuam válidas, logo, a sequênia
B+
Fr+ // A(SLq(2))
pi+ // H+.
é uma sequênia exata de álgebras de Hopf.
Analogamente ao que foi demonstrado na Proposição 4.4,
podemos denir uma base para H+ à partir da base denida para A+.
Salientamos que o onjunto {T˜ k22T˜ l12} pode ser reesrito omo
{T˜ 2k11 T˜ l12} uma vez que T˜22 = T˜ 211, pela Proposição 4.4. Na verdade, a
proposição nos diz que T˜22 = T˜
2
11(1A(F ) + T˜12T˜21) e assim, tomando o
quoiente por T˜21, temos de fato o proposto aima. Assim,
Proposição 4.10 O onjunto {T˜ p11, T˜ r12}p,r∈{0,1,2} é uma base de H+.
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A demonstração deste fato segue tal e qual a demonstração
da Proposição 4.4 e portanto, a omitiremos.
Vemos ainda que a oação de H+ em A+ é dada de modo
usual pelo morsmo
ρ : A+ → A+ ⊗H+
Tij 7→ (IA+ ⊗ π+)∆(Tij)
e é denida na base pelas seguintes fórmulas.
 ρ(T p11T
r
12) =
r∑
µ=0
 r
µ
 q−µ(2r−2µ)T p+µ11 T r−µ12 ⊗ T˜ 2r+p−2µ11 T˜ µ12;
 ρ(T k22T
l
12) =
l∑
µ=0
 l
µ
 qµ(l−µ)T k22T µ11T l−µ12 ⊗ T˜ 2(k+l−µ)11 T˜ µ12.
Em que k ∈ Z∗+ e p, r, l ∈ Z+.
Proposição 4.11 A+ é uma H+-extensão de Hopf-Galois de FR+(B+).
Demonstração: Assim omo na Proposição 4.10, a demonstração
deste fato tem seu análogo, Proposição 4.6, na Seção 4.4. Porém, por
ser um resultado importante, indiaremos o aminho a seguir sem apre-
sentarmos os pormenores de álulos.
Primeiro, vemos que Fr+(B+) é uma subálgebra de A
coH+
+ .
Então, podemos denir o morsmo
can : A+ ⊗Fr+(B+) A+ → A+ ⊗H+
Tij ⊗ Tkl 7→ (Tij ⊗ 1H+)ρ(Tkl)
, para todo i, j, k, l ∈ {1, 2}.
Por m, vemos que existe um morsmo unital, C-linear à
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direita, s : A→ C dado por
s(T p11T
r
12) =
 T
p
11T
r
12 , se p, r ∈ 3Z;
0 , aso ontrário.
s(T k22T
l
12) =
 T k22T l12 , se k, l ∈ 3Z;0 , aso ontrário.
para todo p, r, k, l ∈ N0, k > 0.
Assim, Fr+(B+) = A
coH+
+ e portanto, o morsmo can dado
aima é o morsmo que busamos da denição de extensões de Hopf-
Galois.

Proposição 4.12 A+ é uma H+-extensão de Hopf-Galois fendida de
Fr+(B+).
Demonstração: A idéia da demonstração é onstruir um morsmo
fenda, ou seja, um morsmo de H+ para A+ inversível por produto
de onvolução. Para tanto, faremos uso de alguns resultados dados na
Seção 2.3.
Denimos a família de morsmos
ψv : A+ → Fr+(B+)
T p11T
r
12 7→ T 3i11T 3j12 δ0r˜T 3v(p˜)11
T k22T
l
12 7→ T 3s22T 3t12δ0l˜T 3v(k˜)22
,
em que v : {0, 1, 2} → Z é uma função qualquer, om v(0) = 0,bla
p = 3i+ p˜, r = 3j + r˜, k = 3s+ k˜ e l = 3t+ l˜.
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Claramente, ψv é um morsmo unital, pois
ψv(1A+) = δ00T
3v(0)
11 = 1Fr+(B+).
E também é Fr+(B+)-linear à esquerda pela própria denição.
Resta vermos que é inversível por produto de onvolução. De
fato, denimos
ψv A+ → Fr+(B+)
T p11T
r
12 7→ δ0˜˜rT−3v(p˜)11 S(T 3i11T 3j12 )
T k22T
l
12 7→ δ0l˜T−3v(k˜)22 S(T 3s22T 3t12)
,
onde v, p, r, k e l são denidos omo aima.
Os detalhes da demonstração de que ψv ∗ψv = η ◦ε = ψv ∗ψv
são dados no Apêndie D.
Então, pelo Corolário 2.37, existe uma família de morsmos
fenda γv : H+ → A+. A saber,
γv(T˜
p
11T˜
r
12) := ψ(T
p+r
11 )T
p
11T
r
12 = T
−3([p+r]1+v([p+r]2))+p
11 T
r
12,
em que 3[p+ r]1 + [p+ r]2 = p+ r, 0 6 [p+ r]2 < 3.

Como A+ é uma H+-extensão de Hopf-Galois fendida de
Fr+(B+), podemos pensar na estrutura de produto ruzado existente,
ou seja, A+ ≃ Fr+(B+)#σγH+, onde o oilo σγ é dado pela apliação
do Lema 2.23. Calulemos expliitamente o morsmo σγ .
Primeiramente, tomemos uma função v : {0, 1, 2} → Z satis-
fazendo as ondições do teorema anterior e tal que v(1) = 0 e v(2) = 1.
Assim, o morsmo fenda, alulado em {T p11T r12}p,r∈{0,1,2}, que é uma
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FR+(B+)-base de A+, é dado por
γ(1H+) = 1A+ γ(T˜12) = T12 γ(T˜
2
11T˜12) = T
−1
11 T12
γ(T˜11) = T11 γ(T˜
2
12) = T
−3
11 T
2
12 γ(T˜11T˜
2
12) = T
−2
11 T
2
12
γ(T˜ 211) = T
−1
11 γ(T˜11T˜12) = T
−2
11 T12 γ(T˜
2
11T˜
2
12) = T
−1
11 T
2
12
Assim, pelo Lema 2.23, denimos o oilo
σγ : H+ ⊗H+ → Fr+(B+), em que:
σγ(T˜
p
11T˜
r
12 ⊗ T˜ k11T˜ l12) := T−3([p+r]1+[k+l]1+v([p+r]2)+v([k+l]2))+p+k11
T r+l12 γ(T˜11
p+k
)q(3([r+l]1+v([r+l]2))−k)r,
se r + l = 0 ou r + l = 3 e
σγ(T˜
p
11T˜
r
12 ⊗ T˜ k11T˜ l12) := (ε⊗ ε)(T˜ p11T˜ r12 ⊗ T˜ k11T˜ l12),
se r + l 6= 0 e 3.
Ou ainda, de forma mais explíita,
σγ(T˜11 ⊗ T˜11) = T 311 σγ(T˜ 211 ⊗ T˜ 211) = T−311
σγ(T˜12 ⊗ T˜11T˜ 212) = q2T−311 T 312 σγ(T˜12 ⊗ T˜ 211T˜ 212) = qT 312
σγ(T˜
2
12 ⊗ T˜11T˜12) = qT−611 T 312 σγ(T˜ 212 ⊗ T˜ 211T˜12) = q2T−311 T 312
σγ(T˜11T˜12 ⊗ T˜11T˜ 212) = q2T−311 T 312 σγ(T˜11T˜12 ⊗ T˜ 211T˜ 212) = qT−311 T 312
σγ(T˜
2
11T˜12 ⊗ T˜11T˜ 212) = q2T−311 T 312 σγ(T˜ 211T˜12 ⊗ T˜ 211T˜ 212) = qT−311 T 312
σγ(T˜11T˜
2
12 ⊗ T˜11T˜12) = qT−311 T 312 σγ(T˜11T˜ 212 ⊗ T˜ 211T˜12) = q2T−311 T 312
σγ(T˜
2
11T˜
2
12 ⊗ T˜11T˜12) = qT−311 T 312 σγ(T˜ 211T˜ 212 ⊗ T˜ 211T˜12) = q2T−311 T 312.
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σγ(T˜12 ⊗ T˜ 212) = T−311 T 312
σγ(T˜
2
12 ⊗ T˜12) = T−311 T 312
σγ(T˜11T˜12 ⊗ T˜ 212) = T−611 T 312
σγ(T˜
2
11T˜12 ⊗ T˜ 212) = T−311 T 312
σγ(T˜11T˜
2
12 ⊗ T˜12) = T−311 T 312
σγ(T˜
2
11T˜
2
12 ⊗ T˜12) = T 312
σγ |outros elementos da base = ε⊗ ε.
A ação do oilo é a trivial, uma vez que Fr+(B+) está on-
tida no entro de A+. Portanto, vemos que vale a seguinte proposição.
Proposição 4.13 A+ é isomorfo, omo omódulo álgebra, ao produto
ruzado de Fr+(B+) om H+, ou seja, A+ ≃ Fr+(B+)#σγH+, em
que σγ é o oilo.
Mais expliitamente, podemos dizer que a estrutura de álge-
bra sobre Fr+(B+)⊗H+ oinide om a estrutura de álgebra de A+ e
pode ser dada pela fórmula
(x⊗ h) · (y ⊗ l) = xyσγ(h˜(1) ⊗ l˜(1))⊗ h(2)l(2).
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Considerações Finais
Quando estudamos uma teoria dentro da Álgebra, nossa ideia,
além de aprendermos sobre ela, é busar assoiações pertinentes om
outros ampos de estudo. Ou ainda, sabermos se ao denirmos ertas
propriedades sobre uma estrutura, podemos obter resultados equiva-
lentes para um aso mais geral.
Porém, vemos que o Capítulo 3 vai no ontrauxo desta idéia,
uma vez que denimos os oneitos de extensão para um aso mais geral
(biálgebras), mas aabamos aindo novamente no oneito de álgebras
de Hopf, desde que as ondições do Teorema 3.5 sejam satisfeitas, o que
torna este apítulo deveras interessante.
Um outro fator interessante a ser omentado é a esolha do
grupo quântio A(SLq(2)). Salientamos que geralmente, quando se
trata do estudo de extensões, prinipalmente extensões de Hopf-Galois,
os exemplos que usualmente apareem são os de demonstração trivial,
assim, tomar a estrutura de A(SLq(2)) omo álgebra de Hopf, e a partir
daí tentar onstruir todas as relações de extensões que podemos obter,
sem ontar na onstrução explíita da estrutura de produto ruzado.
Cabe salientarmos que, embora não tenha sido feito no trabalho, sobre o
grupo quântio A(SLq(2)) podemos denir uma estrutura de biproduto
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ruzado e também, dado um quoiente pertinente, podemos alular
integrais sobre A(F ).
Por m, a a proposta de estudos futuros, uma vez que,
tanto podemos generalizar os resultados para k um anel omutativo
om unidade ao invés de orpo. Ou ainda, podemos pensar no uso de
estruturas diferentes da álgebra de Hopf.
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Apêndie A
Álgebras e Coálgebras
A.1 Álgebras
Seja k um orpo. Assumindo onheidos os resultados bási-
os sobre produto tensorial, iniiamos este apítulo denindo a noção
lássia e a noção por diagramas de álgebra e vemos que as denições
são equivalentes.
Denição A.1 Uma k-álgebra unital A é um anel om unidade que
possui uma estrutura de k-espaço vetorial e para todo α ∈ k e todo
a, b ∈ A temos:
α · (ab) = (α · a)b = a(α · b)
em que ab representa a multipliação no anel A dos elementos a e b.
Antes de darmos proseguimento ao trabalho, lembramos que
φ : k → A denida por φ(α) = α · 1A é um monomorsmo de anéis e é
k-linear.
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Denição A.2 Uma k-álgebra é uma tripla (A, µ, η), em que A é
um k-espaço vetorial, µ : A ⊗ A → A e η : k → A são morsmos de
k-espaços vetoriais tais que os seguintes diagramas omutam:
A⊗A⊗A
µ⊗IA

IA⊗µ // A⊗A
µ

A⊗A µ // A
A⊗A
µ

k ⊗A
η⊗IA
::ttttttttt
A⊗ k
IA⊗η
ddJJJJJJJJJ
A
≃
ddJJJJJJJJJJ ≃
::tttttttttt
em que IA é a identidade em A e os isomorsmos do segundo diagrama
são os isomorsmos annios dados por:
ψ : A −→ A⊗ k ϕ : A −→ k ⊗A
a 7−→ a⊗ 1k a 7−→ 1k ⊗ a
Chamamos µ de multipliação e η de unidade. O primeiro diagrama
representa a assoiatividade da álgebra e é a mesma oisa que:
µ ◦ (IA ⊗ µ) = µ ◦ (µ⊗ IA) (A.1)
Já o segundo diagrama nos fornee
µ ◦ (η ⊗ IA) ◦ ψ = IA e µ ◦ (IA ⊗ η) ◦ ϕ = IA. (A.2)
Vejamos que as denições de álgebra dadas aima são equi-
valentes.
Seja A uma álgebra omo na Denição A.1. Claramente,
M : A × A → A dada por M(a, b) = ab é uma apliação bilinear.
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Portanto, pela propriedade universal do produto tensorial, existe uma
únia µ : A ⊗ A → A k-linear tal que µ(a ⊗ b) = M(a, b) = ab. De-
namos η = φ, em que φ é a apliação k-linear dada abaixo da Denição
A.1. Veriquemos que os diagramas da Denição A.2 omutam. Sejam
a, b, c ∈ A, logo:
(µ ◦ (IA ⊗ µ))(a⊗ b⊗ c) = µ(a⊗ µ(b⊗ c)) = µ(a⊗ bc) = a(bc).
Do mesmo modo,
(µ ◦ (µ⊗ IA))(a⊗ b⊗ c) = µ(µ(a⊗ b)⊗ c) = µ(ab⊗ c) = (ab)c.
Portanto, µ ◦ (µ⊗ IA) = µ ◦ (IA⊗µ), pois a(bc) = (ab)c, pela
assoiatividade do anel. Ainda, para todo a ∈ A,
(µ ◦ (IA ⊗ η) ◦ ψ)(a) = µ(a⊗ η(1k)) = aη(1k) = a.
Analagomente, mostramos que (µ ◦ (η ⊗ IA) ◦ ϕ) = IA. As-
sim, os diagramas omutam, e segue que (A, µ, η) é uma álgebra pela
Denição A.2.
Por outro lado, seja (A, µ, η) uma álgebra pela Denição A.2.
Então A é um k-espaço vetorial. Preisamos denir uma estrutura
de anel em A. De fato, sejam a, b ∈ A, denimos a multipliação
ab = µ(a⊗b). Como µ◦ (µ◦IA) = µ(IA ◦µ), temos que a multipliação
denida aima é assoiativa, e sendo µ linear, para todo a, b, c ∈ A
temos:
(a+b)c = µ((a+b)⊗c) = µ(a⊗c+b⊗c) = µ(a⊗c)+µ(b⊗c) = ab+bc
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Do mesmo modo, vemos que a(b+ c) = ab+ ac. Ainda, omo
µ é k-linear e o produto tensorial é sobre k, é fáil vermos que para
todo α ∈ k,
α · (ab) = (α · a)b = a(α · b).
Por m, omo µ ◦ (IA ⊗ η) ◦ ϕ = IA, segue que η(1k) = 1A e
portanto A é uma álgebra pela Denição A.1.
Este resultado nos garante que é indiferente tratarmos uma
álgebra pela Denição A.1 ou pela Denição A.2.
Assim, quando nos referimos a uma k-álgebra (A, µ, η), dire-
mos somente a álgebra A.
Exemplo A.3 Todo orpo k é uma álgebra sobre si mesmo.
Exemplo A.4 (Álgebra de Funções) Sejam k um orpo e X 6= ∅
um onjunto. Dena F(X) = {f : X → k : f é função}. Então F(X)
é uma álgebra om o produto, multipliação por esalar e soma ponto
a ponto.
Exemplo A.5 (Álgebra Produto Tensorial) Sejam A e B k-álgebras
e σAB : A ⊗ B → B ⊗ A o isomorsmo denominado ip, denido por
σAB(a⊗ b) = b ⊗ a. Notemos que o índie do morsmo ip denota as
álgebras que estão sendo reposiionadas no produto tensorial. Isto a
mais evidente no exemplo abaixo:
σ24 : A1 ⊗A2 ⊗A3 ⊗A4 −→ A1 ⊗A4 ⊗A3 ⊗A2
a1 ⊗ a2 ⊗ a3 ⊗ a4 7−→ a1 ⊗ a4 ⊗ a3 ⊗ a2,
em que A1, A2, A3 e A4 são espaços vetoriais sobre k. Assim, podemos
denir uma estrutura de álgebra ao k-espaço vetorial A ⊗ B tomando
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µA⊗B = (µA⊗µB)◦σ23 e unidade ηA⊗B(λ) = λ(1A⊗1B). Esta álgebra
é hamada álgebra produto tensorial.
Exemplo A.6 (Álgebra de grupo) Seja G um grupo om operação
∗. A álgebra de grupo kG é o onjunto de todas as ombinações lineares
nitas de elementos de G om oeientes em k, ou seja, seus elementos
são somas nitas da forma
∑
g∈G
agg,
onde assumimos que ag = 0 a menos de um número nito de g ∈ G.
Então é fáil ver que kG é uma álgebra sobre k om respeito a operação
+ dada por ∑
g∈G
agg +
∑
g∈G
bgg =
∑
g∈G
(ag + bg)g,
produto por esalar dado por
a
∑
g∈G
agg =
∑
g∈G
(aag)g,
e multipliação dada por
(agg) ∗ (bgh) = (agbh)gh.
Segue desta denição que a unidade da álgebra kG é o elemento neutro
do grupo.
Exemplo A.7 (Álgebra oposta Aop) Seja A uma álgebra. Deni-
mos a função µop = µ ◦ σ, em que σ é o morsmo denido no exemplo
A.5. Claramente, (A, µop, η) é uma álgebra.
183
Assim omo a assoiatividade, podemos estabeleer a noção
de omutatividade para uma álgebra via diagramas, a saber:
Denição A.8 Uma álgebra (A, µ, η) é dita omutativa se o diagrama
A⊗A σ //
µ
""F
FF
FF
FF
FF
A⊗A
µ
||xx
xx
xx
xx
x
A
é omutativo, ou seja, µ ◦ σ = µ, em que σ : A⊗A→ A⊗ A é função
ip.
Denição A.9 Seja A uma álgebra. Um subespaço vetorial B ⊆ A é
dito uma subálgebra se µ(B ⊗B) ⊆ B.
Denição A.10 Seja A uma álgebra. Um subespaço vetorial I ⊆ A é
hamado:
(i) Um ideal à esquerda (à direita) se µ(A ⊗ I) ⊆ I (respe-
tivamente µ(I ⊗A) ⊆ I);
(ii) Um ideal se µ(A⊗ I + I ⊗A) ⊆ I.
Denição A.11 Sejam (A, µA, ηA) e (B,µB, ηB) álgebras. Dizemos
que f : A→ B é um morsmo de álgebras se f é um morsmo de anéis
e de espaços vetoriais tal que f(1A) = 1B. Ou , utilizando diagramas,
dizemos que uma função k-linear f : A→ B é um morsmo de álgebras
se os seguintes diagramas são omutativos:
A⊗A f⊗f //
µA

B ⊗B
µB

A
f
// B
A
f // B
k
ηA
__??????? ηB
??
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Antes de ontinuarmos a estruturar o oneito de álgebras,
fazemos menção a um lema que aparee na teoria de produto tenso-
rial para espaços vetoriais, e que utilizamos para demonstrar alguns
resultados. Ao leitor interessado em sua demonstração, indiamos [9℄.
Lema A.12 Sejam V e W espaços vetoriais e T : V →W uma função
linear. Então ker(T ⊗ T ) = ker(T )⊗ V + V ⊗ ker(T ).
Observamos que se f : A → B um morsmo de álgebras,
então Im(f) é uma subálgebra de B e ker(f) é um ideal de A.
De fato, omo f ◦ µA = µB ◦ (f ⊗ f), temos:
µB(Im(f)⊗ Im(f)) = µB(f(A) ⊗ f(A))
= (µB ◦ (f ⊗ f))(A ⊗A)
= (f ◦ µA)(A⊗A)
= f(µA(A⊗A)) ⊆ f(A) = Im(f),
o que nos mostra que Im(f) é uma subálgebra de B.
Para mostrarmos que ker(f) é um ideal de A, notemos que
(µB ◦ (f ⊗ f))(ker(f ⊗ f)) = {0}. e omo f é um morsmo de álgebras,
temos que (f◦µA)(ker(f⊗f)) = {0}. Portanto, µA(ker(f⊗f)) ⊆ ker(f)
e segue pelo Lema A.12 que µA(ker(f) ⊗ A + A ⊗ ker(f)) ⊆ ker(f).
Conluindo que ker(f) é um ideal de A.
Proposição A.13 Sejam A uma álgebra, I um ideal de A e π : A →
A/I a apliação annia de espaços vetoriais. Então:
(i) Existe uma únia estrutura de álgebra em A/I tal que π
é um morsmo de álgebras;
(ii) Se f : A → B é um morsmo de álgebras tal que I ⊆
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ker(f), então existe um únio morsmo de álgebras f¯ : A/I → B tal
que f¯ ◦ π = f .
Demonstração: (i) Como ker(π) = I e I é ideal de A, pelo Lema A.12,
temos que ker(π ⊗ π) ⊂ ker(π ◦ µ) e, pelo Teorema do Homomorsmo
para espaços vetoriais, existe uma únia apliação linear µ : A/I ⊗
A/I → A/I tal que o seguinte diagrama omuta:
A⊗A
pi◦µ
$$H
HH
HH
HH
HH
HH
HH
HH
HH
HH
µ

pi⊗pi // A/I ⊗A/I
µ

A pi
// A/I
(A.3)
Ou seja, µ é tal que µ(a ⊗ b) = π(µ(a ⊗ b)) = ab, para todo
a, b ∈ A/I ⊗ A/I. Notamos que a = a + I = π(a), para todo a ∈ A.
Vejamos que vale a omutatividade dos diagramas que denem uma
álgebra. Sejam a, b, c ∈ A/I.
(µ ◦ (id⊗ µ))(a⊗ b⊗ c) = µ(a⊗ (bc))
= a(bc)
= (ab)c
= µ((ab)⊗ c)
= (µ ◦ (µ⊗ id))(a⊗ b⊗ c).
Novamente pelo Teorema do Homomorsmo, existe uma únia
função linear η : k → A/I tal que π ◦ η = η. Então, para todo a ∈ A/I,
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temos:
(µ ◦ (id⊗ η) ◦ ψ)(a) = µ(a⊗ η(1k)) = µ(a⊗ η(1k))
= π(µ(a ⊗ η(1k))) = π(a) = a.
Analogamente, vemos que (µ ◦ (η⊗ id)◦ϕ)(a) = a. Portanto,
(A/I, µ, η) satisfaz a Denição A.2 e é uma álgebra. Pelo diagrama
A.4, vemos que π é um morsmo de álgebras.
(ii) Como I ⊆ ker(f), novamente pelo Teorema do Homo-
morsmo para espaços vetoriais, existe uma únia apliação linear f :
A/I → B tal que f ◦ π = f . Vejamos que f é morsmo de álgebras.
Sejam a, b ∈ A/I, logo:
(f ◦ µ)(a⊗ b) = f(π(µ(a ⊗ b)) = f(µA(a⊗ b))
= (f ◦ µA)(a⊗ b) = (µB ◦ (f ⊗ f))(a⊗ b)
= µB(f(a)⊗ f(b)) = µB(f(a)⊗ f(b))
= (µB ◦ (f ⊗ f)(a⊗ b),
e, para todo α ∈ k temos
(f ◦ η)(α) = f(π(ηA(α))) = f(ηA(α)) = ηB(α).
Portanto, f é um morsmo de álgebras.
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Corolário A.14 Sejam A e B álgebras e f : A→ B um morsmo de
álgebras. Então f : A/ ker(f)→ Im(f) é um isomorsmo.
Denição A.15 Seja X um onjunto. Uma álgebra livre é um par
(L, ι) em que L é uma álgebra e ι : X → L uma função tal que para
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qualquer álgebra A e toda função f : X → A, existe uma únia função
f¯ : L → A que é morsmo de álgebras tal que f¯ ◦ ι = f , ou seja, o
seguinte diagrama é omutativo:
L
f¯



X
ι
>>~~~~~~~~
f
// A
Teorema A.16 Existe uma álgebra omo na Denição A.15 e ela é
únia a menos de isomorsmo.
Demonstração: SejaX um onjunto qualquer. Denimos uma palavra
de tamanho n em X omo sendo uma n-upla (x1, x2, . . . , xn) ∈ Xn.
Para failitarmos nossa esrita, denotamos uma palavra (x1, x2, . . . , xn)
omo x1x2x3 . . . xn.
Uma onatenação (denotada por ·) de duas palavras x1x2 . . . xn
e y1y2 . . . ym é dada por uma nova palavra x1x2 . . . xny1y2 . . . ym de
tamanho n+m, ou seja, (x1x2 . . . xn)·(y1y2 . . . ym) = x1x2 . . . xny1y2 . . . ym.
Ainda, denimos que se n = 0, então nossa palavra será a
palavra vazia e a denotamos por ∅¯. A onatenação da palavra vazia
por uma palavra qualquer é dada por
(x1x2 . . . xn) · ∅¯ = ∅¯ · (x1x2 . . . xn) = x1x2 . . . xn.
Denotamos por k{X} o espaço vetorial gerado por todas as
palavras de tamanho arbitrário. Para ada palavra x1 . . . xn pode-
mos denir uma transformação linear µx1...xn : k{X} → k{X} que
nos elementos da base é dada exatamente pela onatenação, ou seja,
µx1...xn(y1 . . . ym) = (x1 . . . xn) · (y1 . . . ym) = x1x2 . . . xny1y2 . . . ym.
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Consideremos
µ¯ : k{X} → L(k{X}, k{X})
(x1 . . . xn) 7→ µx1...xn ,
em que L(k{X}, k{X}) = {T : k{X} → k{X} : T é transformação linear}.
Assim, denimos a multipliação em k{X} omo sendo
µ : k{X} × k{X} → k{X}
(x, y) 7→ µ¯(x)(y),
para ada x, y ∈ k{X}.
Notamos que a multipliação é bilinear e assoiativa por ons-
trução, uma vez que a onatenação é assoiativa, e, além disso, temos
que a palavra vazia representa a unidade relativa a esta multipliação.
Temos também i : X → k{X} inlusão annia, em que ada elemento
de X é visto omo uma palavra de uma únia letra em k{X}.
Mostremos que (k{X}, i) satisfaz a Denição A.15 e é únia
a menos de isomorsmo.
De fato, sejam A uma álgebra e f : X → A uma função. De-
nimos f¯ : k{X} → A sobre as palavras por f¯(x1 . . . xn) = f(x1) . . . f(xn),
onde no lado direito da igualdade estamos onsiderando o produto na
álgebra A. Denimos ainda f¯(∅¯) = 1A. Para nalizarmos, estendemos
linearmente f¯ à k{X} e laramente, f¯ ◦ i = f .
Vejamos que f¯ é únia. Suponhamos que exista o morsmo
de álgebras g : k{X} → A tal que g ◦ i = f . Então, para todo elemento
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p =
∑
i
∑
i1···in
λi1···inxi1 · · ·xin , temos:
g
(∑
i
∑
i1···in
λi1···inxi1 · · ·xin
)
=
∑
i
∑
i1···in
λi1···ing(xi1 ) · · · g(xin)
=
∑
i
∑
i1···in
λi1···in(g ◦ i)(xi1) . . . (g ◦ i)(xin)
=
∑
i
∑
i1···in
λi1···inf(xi1 ) · · · f(xin).
Por outro lado
f¯
(∑
i
∑
i1···in
λi1···inxi1 · · ·xin
)
=
∑
i
∑
i1···in
λi1···inf(xi1 ) · · · fxin
=
∑
i
∑
i1···in
λi1···in(f¯ ◦ i)(xi1) . . . (f¯ ◦ i)(xin)
=
∑
i
∑
i1···in
λi1···inf(xi1 ) · · · f(xin).
Logo, f¯ = g. Portanto, (k{X}, i) é uma álgebra livre.
Para mostrarmos a uniidade da álgebra livre, seja (M, h)
omo na denição A.15.
Então por um lado temos i¯ ◦ h = i , ou seja,
M
i¯



X
h
<<yyyyyyyyy
i
// k{X}
Por outro lado temos h¯ ◦ i = h, ou seja, o seguinte diagrama
omuta:
k{X}
h¯



X
i
<<yyyyyyyy
h
//M
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Portanto, (h¯◦ i¯)◦h = h, ou seja, o seguinte diagrama omuta:
M
h¯◦i¯



X
h
>>||||||||
h
//M
Porém, este diagrama também omuta om a função identi-
dade IM. Logo pela uniidade das funções, h¯ ◦ i¯ = IM. Analogamente
mostra-se que i¯ ◦ h¯ = Ik{X}.

Teorema A.17 Seja A uma álgebra. Então A é o quoiente de uma
álgebra livre.
Demonstração: Seja X um onjunto de geradores para a álgebra A.
Então existe um únio f : k{X} → A morsmo de álgebras tal que o
seguinte diagrama omuta
k{X}
f



X
i′
<<yyyyyyyy
i
// A
ou seja, f(x) = x para qualquer x ∈ X .
Vejamos que f é sobrejetora.
Seja a ∈ A, logo a =∑
i∈N
∑
i1···in
λi1···inxi1 · · ·xin , xij ∈ X
para todo j. Portanto, tomando y =
∑
i∈N
∑
i1···in
λi1···inxi1 · · ·xin ∈ k{X}
temos que
f(y) =
∑
i∈N
∑
i1···in
λi1···inf(xi1 · · ·xin) =
∑
i∈N
∑
i1···in
λi1···inxi1 · · ·xin = a.
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Sendo f um morsmo de álgebras, vimos que ker(f) é um
ideal de k{X}. Assim, pela Proposição A.13 segue que k{X}/ ker(f) ∼=
Im(f) = A.

Exemplo A.18 (Álgebra Tensorial) Seja V um espaço vetorial, de-
nimos a álgebra tensorial T (V ) =
∞⊕
n=0
V ⊗n, em que V ⊗0 = k, V ⊗n =
V ⊗ . . .⊗ V︸ ︷︷ ︸
n vezes
, para todo n ≥ 1. Ainda, se x = v1 ⊗ . . . ⊗ vn ∈ V ⊗n e
y = v′1 ⊗ . . .⊗ v′r ∈ V ⊗r, denimos o produto xy por:
xy = (v1⊗. . .⊗vn)(v′1⊗. . .⊗v′r) = v1⊗. . .⊗vn⊗v′1⊗. . .⊗v′r ∈ V ⊗(n+r)
sendo 1k ∈ k a unidade da álgebra T (V ).
Denição A.19 Um par (g, [, ]), em que g é um espaço vetorial e [, ] :
g× g → g é uma apliação bilinear hamada omutador ou olhete de
Lie, é dito uma álgebra de Lie se [, ] satisfaz:
(i) [x, x] = 0, para todo x ∈ g (anti-simetria);
(ii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 para todo x, y, z ∈ g
(identidade de Jaobi).
Ainda, se g e h são álgebras de Lie, então uma apliação
linear f : g → h é dita ser um homomorsmo de álgebras de Lie se
[f(x), f(y)] = f([x, y]) para todo ∀x, y ∈ g.
Exemplo A.20 Se A é uma álgebra então o omutador dado por [x, y] =
xy − yx dá uma estrutura de álgebra de Lie para A.
Exemplo A.21 (Álgebra envolvente universal) Seja g uma álge-
bra de Lie, onstruiremos uma álgebra na qual g está imersa e ujo
omutador de g é dado pelo omutador da álgebra. Seja T (g) a álgebra
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tensorial relativa ao espaço vetorial g e onsidere o ideal I(g) ⊆ T (g)
gerado por expressões do tipo x⊗ y− y⊗ x− [x, y] para x, y ∈ g. A ál-
gebra quoiente U(g) = T (g)/I(g) (vide Proposição A.13), denominada
álgebra envolvente de g.
Para vermos que existe uma injeção de g em U(g) mostremos
que
I(g) = ker(π : T (g)→ U(g))
⋂
g = {0}.
De fato, seja {ei}i∈Ω uma base de g em que Ω é um onjunto
de índies totalmente ordenados. Daí, um elemento c ∈ I(g) pode ser
esrito omo uma soma nita da forma
c =
∑
i<j∈Ω
aij ⊗ (ej ⊗ ei − ei ⊗ ej − [ej, ei])⊗ bij ,
em que aij , bij ∈ T (g). Como {ei}i∈Ω é uma base para g, temos que
c =
∑
i<j∈Ω
aij ⊗ (ej ⊗ ei− ei⊗ ej)⊗ bij = 0 se, e somente se, aij = 0 ou
bij = 0 para todo par (i, j).
O que implia em c = 0. Assim, se supormos c 6= 0, temos
que c sempre possui um somando da forma xij ⊗ (ej ⊗ ei − ei ⊗ ej) ou
(ej ⊗ ei − ei ⊗ ej)⊗ yij , e portanto c 6∈ g.
A.2 Coálgebras
Uma das importânias da Denição A.2 é que em sua na-
tureza ategória, esta denição pode ser dualizada, nos dando uma
estrutura onheida por oálgebras, o que será o nosso próximo ampo
de estudos.
Denição A.22 Uma k-oálgebra é uma tripla (C,∆, ε), em que C é
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um k-espaço vetorial, ∆ : C → C ⊗ C e ε : C → k são morsmos de
k-espaços vetoriais tais que os diagramas abaixo são omutativos
C
∆ //
∆

C ⊗ C
I⊗∆

C ⊗ C
∆⊗I
// C ⊗ C ⊗ C
C
∆

k ⊗ C
ϕ−1
99tttttttttt
C ⊗ k
ψ−1
eeJJJJJJJJJJ
C ⊗ C.
ε⊗I
eeJJJJJJJJJ I⊗ε
99ttttttttt
As apliações∆ e ε são hamadas omultipliação e ounidade
da oálgebra C, respetivamente. Os isomorsmos annios ϕ−1 e ψ−1
são dados por ϕ−1(α⊗c) = αc e ψ−1(c⊗α) = cα. A omutatividade do
diagrama do lado esquerdo é hamada oassoiatividade e nos fornee
(∆⊗ I) ◦∆ = (I ⊗∆) ◦∆. (A.4)
Já a omutatividade do segundo diagrama é hamada axioma da ounidade
e nos fornee
ϕ−1 ◦ (ε⊗ I) ◦∆ = I = ψ−1 ◦ (I ⊗ ε) ◦∆ (A.5)
A partir deste ponto, sempre que nos referirmos a uma k-
oálgebra (C,∆, ε) omitiremos o orpo k e as apliações estruturais ∆
e ε. Simplesmente diremos a oálgebra C.
Exemplo A.23 Sejam X um onjunto não-vazio e kX o k-espaço ve-
torial om base X. Então kX é uma oálgebra om omultipliação ∆
e ounidade ε dadas, respetivamente, por ∆(x) = x ⊗ x e ε(x) = 1,
para qualquer x ∈ X e estendidas por linearidade.
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Exemplo A.24 (Coálgebra da potênia dividida) Seja C um k-
espaço vetorial om base {cm : m ∈ N}. Então C é uma oálgebra om
omultipliação ∆ e ounidade ε dadas por ∆(cm) =
∑m
i=0 ci ⊗ cm−i e
ε(cm) = δ0,m, em que δi,j é o delta de Kroneker. Mostremos que C é
uma oálgebra.
Notemos primeiramente que
∆(cm) =
m∑
i=0
ci⊗cm−i =
m∑
i=0
cm−i⊗ci =
∑
i+j=m
ci⊗cj, para todo m ∈ N.
Assim,
(∆⊗ I)∆(cm) = (∆⊗ I)(
∑
i+j=m
ci ⊗ cj)
=
∑
i+j=m
∆(ci)⊗ cj (A.6)
=
∑
i+j=m
∑
k+l=i
ck ⊗ cl ⊗ cj (A.7)
=
∑
k+l+j=m
ck ⊗ cl ⊗ cj (A.8)
(I ⊗∆)∆(cm) = (I ⊗∆)(
∑
k+h=m
ck ⊗ ch)
=
∑
k+h=m
ck ⊗∆(ch) (A.9)
=
∑
k+h=m
∑
l+j=h
ck ⊗ cl ⊗ cj (A.10)
=
∑
k+l+j=m
ck ⊗ cl ⊗ cj . (A.11)
Portanto, (∆⊗I)◦∆ = (I⊗∆)◦∆. Vejamos a omutatividade
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do segundo diagrama. Para m ∈ N, temos:
ϕ−1(ε⊗ I)∆(cm) = ϕ−1(ε⊗ I)(
m∑
i=0
ci ⊗ cm−i)
= ϕ−1(
m∑
i=0
ε(ci)⊗ cm−i)
=
m∑
i=0
ε(ci)cm−i
=
m∑
i=0
δ0,i cm−i = cm.
Analogamente mostra-se a outra igualdade. Logo, C é uma
oálgebra. Esta oálgebra é hamada oálgebra da potênia dividida.
Exemplo A.25 No exemplo A.6 vimos que kG é uma álgebra, dare-
mos agora uma estrutura de oálgebra em kG. É fáil vermos que
{g}g∈G ⊂ kG é uma base para kG. Assim, denimos:
∆ : kG −→ kG⊗ kG
g 7−→ g ⊗ g
e
ε : kG −→ k
g 7−→ 1
Claramente, (kG,∆, ε) é uma oálgebra.
Exemplo A.26 Sejam n ≥ 1 inteiro, M c(n, k) um k-espaço vetorial
de dimensão n2 e {eij}1≤i,j≤n uma base de M c(n, k) e denimos em
M c(n, k) uma omultipliação ∆(eij) =
n∑
p=1
eip ⊗ epj e uma ounidade
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ε(eij) = δi,j . Desta maneira, M
c(n, k) é uma oálgebra, hamada oál-
gebra de matrizes. De fato, temos que
((I ⊗∆) ◦∆)(eij) = (I ⊗∆)(
n∑
p=1
eip ⊗ epj)
=
n∑
p=1
eip ⊗∆(epj)
=
n∑
p=1
eip ⊗
n∑
q=1
epq ⊗ eqj
=
∑
1≤p,q≤n
eip ⊗ epq ⊗ eqj .
Por outro lado,
(∆⊗ I)∆(eij) = (∆⊗ I)(
n∑
p=1
eip ⊗ epj)
=
n∑
p=1
∆(eip)⊗ epj
=
∑
1≤p,q≤n
eiq ⊗ eqp ⊗ epj
=
∑
1≤p,q≤n
eip ⊗ epq ⊗ eqj .
Portanto, o primeiro diagrama omuta. Mostremos que ϕ−1◦
(ε⊗ I) ◦∆ = IMc(n,k). De fato,
ϕ−1(ε⊗ I)∆(eij) = ϕ−1(ε⊗ I)(
∑n
p=1 eip ⊗ epj)
= ϕ−1(
∑n
p=1 ε(eip)⊗ epj)
=
∑n
p=1 ε(eip)epj
=
∑n
p=1 δi,p epj = eij .
Logo, M c(n, k) é uma oálgebra.
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Veremos agora uma notação para serve para reesrevermos
∆(c) =
n∑
i=1
c(i1) ⊗ c(i2), c ∈ C uma oálgebra. A esta nova notação
hamamos de Notação de Sweedler e denotamos, para todo c ∈ C, o
elemento ∆(c) =
∑
c
c(1)⊗ c(2). A notação de Sweedler omite o índie i,
failitando assim muitas manipulações algébrias envolvendo a expan-
são no ∆.
Assim, pela notação de Sweedler temos que:
((∆⊗ I) ◦∆)(c) = (∆⊗ I) (∑c c(1) ⊗ c(2))
=
∑
c
∑
c(1)
c(1)(1) ⊗ c(1)(2) ⊗ c(2).
Por outro lado,
((I ⊗∆) ◦∆)(c) = (I ⊗∆) (∑c c(1) ⊗ c(2))
=
∑
c
∑
c(2)
c(1) ⊗ c(2)(1) ⊗ c(2)(2).
Usando a equação A.4 temos:
∑
c
∑
c(1)
c(1)(1) ⊗ c(1)(2) ⊗ c(2) =
∑
c
∑
c(2)
c(1) ⊗ c(2)(1) ⊗ c(2)(2) (A.12)
Este elemento é denotado por
∆2(c) =
∑
c
c(1) ⊗ c(2) ⊗ c(3). (A.13)
Agora, seja (C,∆, ε) uma oálgebra. Denimos a sequênia
de transformações (∆n)n≥1, da seguinte maneira
∆1 = ∆, ∆n : C → C ⊗ . . .⊗ C︸ ︷︷ ︸
n+1vezes
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onde
∆n = (∆⊗ In−1) ◦∆n−1 , para qualquer n ≥ 2.
Aqui, In denota a função identidade em C ⊗ . . .⊗ C︸ ︷︷ ︸
n vezes
.
Analogamente, para qualquer n ≥ 2, podemos esrever∆n(c) =∑
c
c(1) ⊗ . . .⊗ c(n+1), onforme podemos ver em [9℄.
Ainda, usando a equação A.5 na notação de Sweedler, obte-
mos ∑
c
ε(c(1))c(2) = c =
∑
c
c(1)ε(c(2)) (A.14)
Mostremos agora que a ounidade de uma oálgebra é únia.
Proposição A.27 Seja (C,∆) um espaço vetorial munido de uma o-
multipliação e sejam as ounidades ε1 : C → k e ε2 : C → k tais que
(C,∆, ε1) e (C,∆, ε2) tem estrutura de oálgebra. Então ε1 = ε2.
Demonstração: Seja c ∈ C. Como ε1 e ε2 são ounidades para a
oágebra C, usando a equação A.14 temos que c =
∑
c
c(1)ε1(c(2)) e
também c =
∑
c
ε2(c(1))c(2). Então, apliando ε1 em , temos:
ε1(c) = ε1
(∑
c
ε2(c(1))c(2)
)
=
∑
c
ε2(c(1))ε1(c(2))
= ε2
(∑
c
c(1)ε1(c(2))
)
= ε2(c).
E portanto, ε1 = ε2.

Proposição A.28 Seja C uma oálgebra. Então para todo c ∈ C,
valem:
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(i)
∑
c
ε(c(2))∆(c(1)) = ∆(c);
(ii)
∑
c
c(1) ⊗ c(2)ε(c(3)) = ∆(c);
(iii)
∑
c
c(1)ε(c(2))⊗ c(3) = ∆(c);
(iv)
∑
c
ε(c(1)c(3))⊗ c(2) = (σ ◦∆)(c);
(v)
∑
c
ε(c(1))ε(c(2))c(3) = c.
Demonstração: Seja c ∈ C. Então
(i) Pela equação A.14 temos que c =
∑
c
c(1)ε(c(2)), e apli-
ando ∆ em ambos os lados dessa igualdade, obtemos:
∆(c) = ∆
(∑
c
c(1)ε(c(2))
)
=
∑
c
ε(c(2))∆(c(1)).
(ii) Temos que ∆(c) =
∑
c
c(1) ⊗ c(2). Mas omo c(2) é um
elemento de C, pela equação A.14, c(2) =
∑
c(2)
c(2)(1)ε(c(2)(2)) e portanto
∆(c) =
∑
c
c(1) ⊗
∑
c(2)
c(2)(1)ε(c(2)(2))
=
∑
c
∑
c(2)
c(1) ⊗ c(2)(1)ε(c(2)(2))
=
∑
c
c(1) ⊗ c(2) ⊗ c(3).
Portanto, ∆(c) =
∑
c
c(1) ⊗ ε(c(3))c(2).
(iii) A demonstração é análoga a (ii), porém utilizamos a
equação A.14 para c(1) ∈ C.
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(iv) Pela equação A.14, sabemos que c =
∑
c
ε(c(1))c(2) e isto
implia em
∆(c) =
∑
c
∑
c(2)
ε(c(1))c(2)(1) ⊗ c(2)(2) =
∑
c
ε(c(1))c(2) ⊗ c(3).
Portanto,
(σ ◦∆)(c) = σ
(∑
c
ε(c(1))c(2) ⊗ c(3)
)
=
∑
c
ε(c(1))c(3) ⊗ c(2).
(v) Pela equação A.14,
c =
∑
c
∑
c(2)
ε(c(1))ε(c(2)(1))c(2)(2) =
∑
c
ε(c(1))ε(c(2))c(3).

Assim omo na álgebra, onde denimos as noções de omu-
tatividade, morsmo de álgebras, subálgebra e ideal, podemos fazê-
lo para as oálgebras, denindo respetivamente a oomutatividade,
morsmo de oálgebras, suboálgebra e oideal, omo seguem.
Denição A.29 Uma oálgebra (C,∆, ε) é dita oomutativa se o di-
agrama
C
∆
{{xx
xx
xx
xx
x
∆
##F
FF
FF
FF
FF
C ⊗ C σ // C ⊗ C
é omutativo, ou seja, para todo c ∈ C,
∆(c) =
∑
c
c(1) ⊗ c(2) = (σ ◦∆)(c) =
∑
c
c(2) ⊗ c(1).
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Denição A.30 Sejam (C,∆C , εC) e (D,∆D, εD) duas oálgebras. Uma
função k-linear f : C → D é um morsmo de oálgebras se os seguintes
diagramas são omutativos:
C
∆C

f // D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
f //
εC   @
@@
@@
@@
D
εD~~ ~
~~
~~
~
k.
A omutatividade do primeiro diagrama pode ser reesrita
omo:
∆D(f(c)) =
∑
f(c)
f(c)(1)⊗f(c)(2) =
∑
c
f(c(1))⊗f(c(2)) = (f⊗f)(∆C(c)),
(A.15)
para todo c ∈ C.
Já a omutatividade do segundo diagrama pode ser reesrita
omo:
(εD ◦ f)(c) = εC(c), (A.16)
para todo c ∈ C.
Denição A.31 Seja C uma oálgebra. Um k-subespaço D ⊆ C é dito
uma suboálgebra se ∆(D) ⊆ D ⊗D.
Claramente, se D é uma suboálgebra, então (D,∆|D, ε|D) é
uma oálgebra.
Exemplo A.32 Seja {Ci}i∈I uma família de suboálgebras de uma
oálgebra C, então
∑
i∈I
Ci é uma suboálgebra de C.
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De fato, pois
∆
(∑
i∈I
Ci
)
=
∑
i∈I
∆(Ci) ⊆
∑
i∈I
(Ci ⊗ Ci) ⊆
∑
i∈I
Ci ⊗
∑
i∈I
Ci.
Denição A.33 Seja (C,∆, ε) uma oálgebra e I um k-subespaço ve-
torial de C. Dizemos que I:
(i) é um oideal à esquerda (à direita) se ∆(I) ⊆ C ⊗ I (res-
petivamente ∆(I) ⊆ I ⊗ C);
(ii) é um oideal se ∆(I) ⊆ I ⊗ C + C ⊗ I e ε(I) = {0}.
Notamos que todo oideal à esquerda e à direita é um oideal,
mas, diferentemente do que oorre om ideais em uma álgebra, se I for
um oideal de uma oálgebra C, não neessariamente I será um oideal
à esquerda e à direita. O próximo exemplo ilustra esta situação.
Exemplo A.34 Considerando o anel de polinmios k[X ] que é uma
oálgebra om omultipliação e ounidade dadas por:
∆(Xn) = (X ⊗ 1 + 1⊗X)n, ε(Xn) = 0 para n ≥ 1
∆(1) = 1⊗1 e ε(1) = 1,
em que 1 = 1k = 1k[X].
Seja I = kX o k-subespaço de k[X ] gerado por X. Temos
que ∆(I) = I ⊗ 1 + 1⊗ I e ε(I) = 0 e isto nos diz que I é um oideal,
mas I não é oideal à direita e nem à esquerda.
Observamos que se C uma oálgebra, então todo oideal à
esquerda e à direita é uma suboálgebra.
De fato, seja I um oideal à esquerda e à direita de C, então
∆(I) ⊆ (C ⊗ I) ∩ (I ⊗ C) = I ⊗ I,
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em que a última igualdade segue de ([9℄, Lema 1.4.5). Reiproamente,
toda suboálgebra é oideal à esquerda e à direita.
Proposição A.35 Seja f : C → D um morsmo de oálgebras. En-
tão:
(i) Im(f) é uma suboálgebra de D;
(ii) ker(f) é um oideal de C.
Demonstração: (i) Como f é morsmo de oálgebras, então (f ⊗ f)◦
∆C = ∆D ◦ f , ou seja, temos a omutatividade do diagrama
C
f //
∆C

D
∆D

C ⊗ C
f⊗f
// D ⊗D.
Logo,
∆D(Im(f)) = ∆D(f(C))
= (∆D ◦ f)(C)
= ((f ⊗ f) ◦∆C)(C) ⊆ (f ⊗ f)(C ⊗ C)
= f(C)⊗ f(C)
= Im(f)⊗ Im(f),
ou seja, ∆D(Im(f)) ⊆ Im(f) ⊗ Im(f). Assim, Im(f) é uma suboál-
gebra de D.
(ii) Mostremos agora que ker(f) é um oideal de C. É laro
que (∆D ◦ f)(ker(f)) = 0. E omo f é um morsmo de oálgebras,
((f ⊗ f) ◦∆C)(ker(f)) = 0, logo:
∆C(ker(f)) ⊆ ker(f ⊗ f) = ker(f)⊗ C + C ⊗ ker(f),
204
em que a última igualdade vem do Lema A.12, e segue que εC(ker(f)) =
(εD ◦ f)(ker(f)) = 0, pois εC = εD ◦ f . Portanto, ker(f) é um oideal
de C.

Podemos também denir uma estrutura de oálgebra quo-
iente.
Teorema A.36 Sejam C uma oálgebra, I um oideal e π : C → C/I
a apliação annia de espaços vetoriais. Então
(i) Existe uma únia estrutura de oálgebra em C/I tal que
π é um morsmo de oálgebras;
(ii) Se f : C → D é um morsmo de oálgebras om I ⊆
Ker(f) então existe um únio morsmo de oálgebras f¯ : C/I → D tal
que f = f¯ ◦ π.
Demonstração: (i) Como I é um oideal,
((π ⊗ π) ◦∆)(I) ⊆ (π ⊗ π)(I ⊗ C + C ⊗ I) = 0.
Lembrando que C/I ⊗C/I ≃ C ⊗C/(I ⊗C +C ⊗ I), temos,
pelo Teorema do Homomorsmo para espaços vetoriais, que existe uma
únia função k-linear ∆¯ : C/I → C/I⊗C/I tal que ∆¯◦π = (π⊗π)◦∆,
ou seja,
C
pi //
∆

C/I
∆¯






C ⊗ C
pi⊗pi
// C/I ⊗ C/I
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é um diagrama omutativo. Temos que ∆¯(c¯) =
∑
c
c(1) ⊗ c(2), em que
c¯ = π(c). É fáil vermos que
((∆¯⊗ I) ◦ ∆¯)(c¯) = ((I ⊗ ∆¯) ◦ ∆¯)(c¯) =
∑
c
c(1) ⊗ c(2) ⊗ c(3).
Portanto, ∆¯ é oassoiativa. Além disso, omo ε(I) = 0, pelo
Teorema do Homomorsmo para espaços vetoriais, existe uma únia
função k-linear ε¯ : C/I → k tal que ε¯ ◦ π = ε, isto é, o diagrama
C
pi //
ε
>
>>
>>
>>
> C/I
ε¯
~~}
}
}
}
k
omuta, ou seja, ε¯(c¯) = ε(c), para todo c ∈ C. E om isso, vemos que:
∑
c ε¯(c(1))c(2) =
∑
c ε(c(1))c(2) =
∑
c ε(c(1))π(c(2))
= π
(∑
c ε(c(1))c(2)
)
= π(c) = c¯.
Analogamente,
∑
c(1)ε¯(c(2)) = c¯. Portanto, (C/I, ∆¯, ε¯) é uma
oálgebra. A omutatividade dos diagramas aima mostram também
que π : C → C/I é um morsmo de oálgebras.
(ii) Seja f : C → D é um morsmo de oálgebras tal que
I ⊆ ker f . Então, pelo Teorema do Homorsmo para espaços vetoriais,
existe uma únia função k-linear f¯ : C/I → D tal que f¯ ◦ π = f, ou
seja, f¯(c¯) = f(c), para qualquer c ∈ C. Assim,
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(∆D ◦ f¯)(c¯) = ∆D(f¯(c¯)) = ∆D(f(c))
= (∆D ◦ f)(c)
(∗)
= ((f ⊗ f) ◦∆C)(c)
= (f ⊗ f) (∑c c(1) ⊗ c(2))
=
∑
c f(c(1))⊗ f(c(2))
=
∑
c f¯(c(1))⊗ f¯(c(2))
= (f¯ ⊗ f¯) (∑c c(1) ⊗ c(2))
= (f¯ ⊗ f¯)(∆¯(c¯)),
e,
εDf¯(c¯) = εD(f(c))
(∗∗)
= εC(c) = ε¯(c¯),
em que as igualdades (∗) e (∗∗) seguem do fato de que f é morsmo de
oálgebras. Logo, f¯ é morsmo de oálgebras.

A.3 A Álgebra e a Coálgebra Dual
A onstrução do espaço dual de um espaço vetorial nos per-
mite onstruir álgebras induzidas por oálgebras e vie-versa.
Sejam C uma oálgebra e A uma álgebra, onsidere o k-espaço
vetorial Homk(C,A) de todas as transformações lineares de C para
A. Nosso objetivo agora é forneer uma estrutura de álgebra para
Homk(C,A).
Proposição A.37 Sendo C e A omo aima, Homk(C,A) é uma ál-
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gebra om o produto de onvolução denido por
(f ∗ g)(c) = (µ ◦ (f ⊗ g) ◦∆)(c) =
∑
c
f(c(1))g(c(2)), (A.17)
para todo f, g ∈ Homk(C,A) e c ∈ C e om unidade dada η ◦ ε.
Demonstração: É laro que f ∗g ∈ Homk(C,A), pois é a omposição
de funções lineares om ontradomínio em A. Mostremos que o produto
de onvolução é assoiativo, sejam c ∈ C e f, g, h ∈ Homk(C,A), então
((f ∗ g) ∗ h)(c) = ∑c(f ∗ g)(c(1))h(c(2))
=
∑
c
(∑
c(1)
f(c(1)(1))g(c(1)(2))
)
h(c(2))
=
∑
c(f(c(1))g(c(2)))h(c(3))
=
∑
c f(c(1))(g(c(2))h(c(3)))
=
∑
c f(c(1))
(∑
c(2)
g(c(2)(1))h(c(2)(1))
)
=
∑
c f(c(1))(g ∗ h)(c(2))
= (f ∗ (g ∗ h))(c).
Também temos que
(f ∗ (η ◦ ε))(c) = ∑c f(c(1))η(ε(c(2)))
=
∑
c
∑
c f(c(1))ε(c(2))η(1k)
=
∑
c f(c(1)ε(c(2)))1A
= f
(∑
c c(1)ε(c(2))
)
1A
= f(c).
Analogamente temos que ((η ◦ ε) ∗ f)(c) = f(c). Com isso,
Homk(C,A) se torna um anel om unidade que possui uma estrutura
de k-espaço vetorial. A relação de ompatibilidade entre a estrutura
de espaço vetorial e o produto de onvolução é failmente veriada.
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Logo, Homk(C,A) satisfaz a Denição A.1 e portanto é uma álgebra.

Quando A = k, obtemos o espaço dual de C que será deno-
tado por C∗ = Homk(C, k). Sendo k uma álgebra, temos o seguinte
orolário.
Corolário A.38 O espaço dual C∗ de uma oálgebra C é uma álgebra
om a multipliação dada por A.17.
Dado um k-espaço vetorial V , denotamos V ∗ = Hom(V, k) o
espaço dual de V. É onheido que os espaços V e V ∗ determinam uma
forma bilinear não degenerada 〈 , 〉 : V ∗×V → k dada por 〈f ,v〉 = f(v).
Sejam V eW k-espaços vetoriais e φ : V →W uma apliação
k-linear. Então a transposta de φ ou a transformação dual induzida é
a apliação linear φ∗ : W ∗ → V ∗ denida por 〈φ∗(f), v〉 = 〈f, φ(v)〉 =
f(φ(v)), para todo f ∈W ∗ e todo v ∈ V .
Sabemos que omo k-espaços vetoriais, k ∼= k∗ via o isomor-
smo ξ : k → k∗ dado por
〈ξ(α), β〉 = αβ, (A.18)
para todo α, β ∈ k. E sua inversa ξ−1 : k∗ → k é dada por
ξ−1(f) = 〈f, 1〉. (A.19)
Ainda, podemos onsiderar V ∗ ⊗ V ∗ omo um subespaço de
(V ⊗ V )∗ via o seguinte lema, que será enuniado abaixo. Ao leitor
interessado, indiamos a demonstração em ([9℄, p. 16 e 17).
Lema A.39 Seja V um k-espaço vetorial. Então o morsmo ι : V ∗ ⊗
V ∗ → (V ⊗ V )∗ dada por (ι(f ⊗ g))(v ⊗ w) = f(v)g(w) para todo
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f, g ∈ V ∗ e todo v, w ∈ V é uma apliação injetora. Além do mais,
se V possuir dimensão nita então ι é um isomorsmo se V possuir
dimensão nita.
Como orolário deste lema, temos:
Corolário A.40 SejamM1, . . . ,Mn k-espaços vetoriais. Então a apli-
ação θ :M∗1 ⊗ · · ·⊗M∗n → (M1⊗ · · ·⊗Mn)∗ denida por (θ(f1⊗ · · ·⊗
fn))(m1 ⊗ · · · ⊗ mn) = f1(m1) . . . fn(mn) é injetora. Além disso, se
todos os espaços Mi são de dimensão nita, então θ é um isomorsmo.
Portanto, om estas notações, a multipliação na oálgebra
dual C∗ torna-se ∆∗ ◦ ι e a unidade torna-se ε∗ ◦ ξ.
Exemplo A.41 Consideremos C a oálgebra vista no Exemplo A.24.
A álgebra dual C∗ temmultipliação denida por (f∗g)(cn) =
n∑
i=0
f(ci)g(cn−i)
e unidade η : k → C∗, dada por η(α)(cn) = αδ0,n, para todo f, g ∈
C∗, α ∈ k e todo n ∈ N.
Vamos mostrar que
φ : C∗ → k[[X ]]
f 7→ ∑
n∈N
f(cn)X
n,
é um isomorsmo de álgebras, em que k[[X ]] é a álgebra das séries de
potênia formais.
Claramente, φ é bijetora e k-linear. Além disso,
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φ(f ∗ g) = ∑
n∈N
(f ∗ g)(cn)Xn
=
∑
n∈N
(
n∑
i=0
f(ci)g(cn−i)X
n)
= (
∑
n∈N
f(cn)X
n)(
∑
m∈N
g(cn)X
m)
= φ(f)φ(g),
e
φ(η(1)) =
∑
n∈N
η(1)(cn)X
n
=
∑
n∈N
δ0,nX
n = 1.
Logo, φ é um isomorsmo de k-álgebras.
Pelo que zemos aima, a toda oálgebra podemos assoiar
uma álgebra dual. Surge, naturalmente, a pergunta inversa: dada uma
álgebra A podemos assoiar uma estrutura de oálgebra a A∗ usando
as transformações duais µ∗ e η∗?
No aso anterior, a denição da multipliação vinha de ∆ e
a função ι:
µ = (∆∗ ◦ ι) : C∗ ⊗ C∗ ι−→ (C ⊗ C)∗ ∆
∗
−−→ C∗
Poderíamos tentar denir uma omultipliação de forma análoga:
∆ = (ι−1 ◦ µ∗) : A∗ µ
∗
−→ (A⊗A)∗ ι
−1
−−→ A∗ ⊗A∗
A diuldade em fazer isto é que ι não é neessariamente
invertível, apenas se A possuir dimensão nita.
Assim, seja A uma álgebra de dimensão nita. Denimos
∆ : A∗ → A∗ ⊗ A∗ por ∆ = ι−1 ◦ µ∗ e ε : A∗ → k por ε = ξ−1 ◦ η∗,
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em que xi−1 : k∗ → k é dada pela equação A.19. Com isso, temos o
seguinte resultado:
Lema A.42 Se f ∈ A∗ e ∆(f) =
n∑
i=1
gi ⊗ hi, para algum n ∈ N, então
f(ab) =
∑
i
gi(a)hi(b) para todo gi, hi ∈ A∗ e todo a, b ∈ A. Além
disso, se f(ab) =
∑
j
g′j(a)h
′
j(b), então
∑
i
gi ⊗ hi =
∑
j
g′j ⊗ h′j .
Demonstração: Temos que ι(∆(f))(a ⊗ b) =
∑
i
gi(a)hi(b). E omo
∆ = ι−1 ◦ µ∗, logo,
f(ab) = f(µ(a⊗ b)) = µ∗(f)(a⊗ b) =
∑
i
gi(a)hi(b).
E mais, se
∑
j
g′j(a)h
′
j(b) = f(ab), então para todo a, b ∈ A,
temos:
ι
∑
j
g′j ⊗ h′j
 (a⊗ b) = ι(∑
i
gj ⊗ hi
)
(a⊗ b).
E, pela injetividade de ι segue que
∑
j
g′j ⊗ h′j =
∑
i
gi ⊗ hi.

Proposição A.43 Seja A uma álgebra de dimensão nita. Então A∗
é uma oálgebra om omultipliação ∆ = ι−1 ◦ µ∗ e om ounidade
ε = ξ−1 ◦ η∗, em que ξ−1 é dada pela equação A.19.
Demonstração: Seja f ∈ A∗, então esrevemos ∆(f) =
∑
i
hi ⊗ gi,
para alguns hi, gi ∈ A∗, ∆(gi) =
∑
j
g′ij ⊗ g′′ij para alguns g′ij , g′′ij ∈ A∗
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e ∆(hi) =
∑
k
h′ik ⊗ h′′ik para alguns h′ik, h′′ik ∈ A∗, logo:
((∆⊗ I) ◦∆)(f) = (∆⊗ I)
(∑
i
hi ⊗ gi
)
=
∑
i,k
h′ik ⊗ h′′ik ⊗ gi.
Por outro lado,
((I ⊗∆) ◦∆)(f) = (I ⊗∆)
(∑
i
hi ⊗ gi
)
=
∑
i,j
hi ⊗ g′ij ⊗ g′′ij .
Consideremos agora θ : A∗⊗A∗⊗A∗ → (A⊗A⊗A)∗ denido
por (θ(u ⊗ v ⊗ w))(a ⊗ b ⊗ c) = u(a)v(b)w(c). Pelo Lema A.39, θ é
injetora. Portanto, pelo, Lema A.42,
((θ ◦ (∆⊗ I) ◦∆)(f))(a ⊗ b⊗ c) =
θ
∑
i,k
h′ik ⊗ h′′ik ⊗ gi
 (a⊗ b⊗ c)
=
∑
i,k
h′ik(a)h
′′
ik(b)gi(c)
=
∑
i
hi(ab)gi(c)
= f((ab)c).
Por outro lado,
((θ ◦ (I ⊗∆) ◦∆)(f))(a ⊗ b⊗ c) =
θ
∑
i,j
hi ⊗ g′ij ⊗ g′′ij
 (a⊗ b ⊗ c)
=
∑
i,j
hi(a)g
′
ij(b)g
′′
ij(c)
=
∑
i
hi(a)gi(bc)
= f(a(bc)).
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Como a, b, c ∈ A e f ∈ A∗ são esolhidos arbitrariamente e
A é uma álgebra assoiativa, pela injetividade de θ, temos a oassoia-
tividade.
Além disso, omo ε(f) = (ξ−1 ◦ η∗)(f) = f(1A), pelo Lema
A.42 temos que(∑
i
hiε(gi)
)
(a) =
∑
i
hi(a)gi(1A)
= f(a1A) = f(a),
e (∑
i
ε(hi)gi
)
(a) =
∑
i
hi(1A)gi(a)
= f(1Aa) = f(a)
Logo,
∑
i
hiε(gi) = f =
∑
i
ε(hi)gi. Portanto A
∗
é uma
oálgebra. 
Proposição A.44 Sejam C e D oálgebras e A e B álgebras de di-
mensão nita. Então
(i) Se f : C → D é um morsmo de oálgebras então seu dual
f∗ : D∗ → C∗ é um morsmo de álgebras;
(ii) Se f : A→ B é um morsmo de álgebras então seu dual
f∗ : B∗ → A∗ é um morsmo de oálgebras.
Demonstração: (i) Sejam g, h ∈ D∗ e c ∈ C. Como f é morsmo de
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oálgebras, temos
(f∗ ◦ (g ∗ h))(c) = (g ∗ h)(f(c))
=
∑
c
g(f(c)(1))h(f(c)(2))
=
∑
c
g(f(c(1)))h(f(c(2)))
=
∑
c
(f∗(g))(c(1))(f
∗(h))(c(2))
= ((f∗(g)) ∗ (f∗(h)))(c).
Logo, f∗(g ∗ h) = (f∗(g)) ∗ (f∗(h)). Além disso, temos que
f∗(εD) = εD ◦ f = εC , pois f é morsmo de oálgebras. Portanto, f∗
é morsmo de álgebras.
(ii) Conforme a Denição A.30, preisamos mostrar que os
seguintes diagramas são omutativos
(I) B∗
∆B∗

f∗ // A∗
∆A∗

B∗ ⊗B∗
f∗⊗f∗
// A∗ ⊗A∗
(II) B∗
f∗ //
εB∗   B
BB
BB
BB
B A
∗
εA∗~~||
||
||
||
k.
Mostremos (I). Seja u ∈ B∗. Então
(∆A∗ ◦ f∗)(u) = ∆A∗(u ◦ f) =
∑
i
gi ⊗ hi,
para alguns gi, hi ∈ A∗.
Sejam também ∆B∗(u) =
∑
j
pj⊗ qj , para alguns pj , qj ∈ B∗
e ι omo no Lema A.39. Ainda, sejam a ∈ A e b ∈ B. Pelo Lema A.42
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temos que:
(ι((∆A∗ ◦ f∗)(u)))(a ⊗ b) =
∑
i
gi(a)hi(b) = (u ◦ f)(ab).
Por outro lado,
(ι(((f∗ ⊗ f∗) ◦∆B∗)(u))(a⊗ b) =
ι
∑
j
(pj ◦ f)⊗ (qj ◦ f)
 (a⊗ b)
=
∑
j
(pj ◦ f)(a)(qj ◦ f)(b)
=
∑
j
pj(f(a))qj(f(b))
= u(f(a)f(b))
= (u ◦ f)(ab),
em que a última igualdade segue do fato de f ser morsmo de álgebras.
Como ι é injetiva, o primeiro diagrama omuta.
Além disso, omo f é morsmo de álgebras, temos
(εA∗ ◦ f∗)(u) = εA∗(u ◦ f) = u(f(1A)) = u(1B) = ε∗B(u).
Portanto, (II) omuta, e segue que f∗ é morsmo de oálge-
bras.

A.4 O Dual Finito de uma Álgebra
Na seção anterior onstruímos um álgebra dual C∗ a partir
de uma oálgebra C e obtivemos a dualização de uma álgebra A para
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uma oálgebra dual A∗ no aso em que A tem dimensão nita. Vamos
mostrar que podemos assoiar uma estrutura de oálgebra a um sube-
spaço A◦ ⊆ A∗ tal que ∆A∗ |A◦ = µ∗|A◦ : A◦ → (A◦ ⊗ A◦) dene uma
omultipliação, que é hamado dual nito de A.
Denição A.45 Sejam A uma álgebra e I ⊆ A um ideal de A, dizemos
que I tem odimensão nita se dim (A/I) < +∞.
Lema A.46 Sejam V um espaço vetorial e X,Y ⊆ V subespaços. Se
X e Y possuem odimensão nita, então X ∩ Y também possui odi-
mensão nita.
Demonstração: Seja γ : V → V/X × V/Y a transformação linear
dada por γ(v) = (v + X, v + Y ). É fáil ver que ker(γ) = X ∩ Y .
Então, pelo Teorema do Homomorsmo para espaços vetoriais, temos
que:
V/ker(γ) ∼= Im(γ) ⊆ V/X × V/Y.
Como dim(V/X) <∞ e dim(V/Y ) <∞, segue que dim(V/(X∩Y )) =
dim(V/ker(γ)) <∞.

O próximo resultado nos fornee uma araterização para os
elementos do subespaço ao qual estamos querendo onstruir, mas antes,
lembramos o seguinte fato da álgebra linear:
Lema A.47 Se um onjunto de funionais lineares {fi}ni=1 de um es-
paço vetorial V é linearmente independente então existem {vi}ni=1 ⊆ V
tais que fi(vj) = δij para i, j ∈ {1, . . . , n}.
Teorema A.48 Sejam A uma álgebra, f ∈ A∗ e ι omo no Lema A.39.
Então são equivalentes:
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(i) Existem fi, gi ∈ A∗, para i ∈ {1, . . . , n}, tais que f(ab) =∑
i
fi(a)gi(b), para todo a, b ∈ A;
(ii) ∆(f) ∈ ι(A∗ ⊗A∗), em que ∆(f) = µ∗(f);
(iii) Existe I ⊆ ker(f) um ideal à esquerda de A om odi-
mensão nita;
(iv) Existe J ⊆ ker(f) um ideal à direita de A om odimen-
são nita;
(v) Existe K ⊆ ker(f) um ideal de A om odimensão nita.
Demonstração: A sequênia lógia de nossa demonstração será (i)⇔
(ii), (ii)⇒ (iii), (ii)⇒ (iv), (iii)⇒ (v), (iv)⇒ (v) e (v)⇒ (ii).
(i)⇔ (ii)
Sejam a, b ∈ A, então ∆(f)(a ⊗ b) = f(µ(a ⊗ b)) = f(ab).
Logo, se existirem fi, gi ∈ A∗ tais que f(ab) =
∑
i
fi(a)gi(b), temos
que:
∆(f)(a⊗ b) =
(
ι
(∑
i
fi ⊗ gi
))
(a⊗ b),
o que implia em ∆(f) ∈ ι(A∗ ⊗A∗).
Reiproamente, se f ∈ A∗ é tal que ∆(f) ∈ ι(A∗ ⊗ A∗),
então existem fi, gi ∈ A∗ tais que ∆(f) = ι (
∑
i fi ⊗ gi). Logo, para
todo a, b ∈ A temos que f(ab) = ∆(f)(a⊗ b) =
∑
i
fi(a)gi(b).
(ii)⇒ (iii)
Seja ∆(f) = ι
(∑
i
gi ⊗ hi
)
. Por propriedades do produto
tensorial, suponhamos, sem perda de generalidade, que {gi}ni=1 são
linearmente independentes e {hi}ni=1 não nulos.
Seja I =
⋂
i
ker(hi). Vejamos que I é um ideal à esquerda de
A om odimensão nita e ontido em ker(f).
Provemos primeiramente que I é um ideal à esquerda de A.
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Claramente, I é um subespaço de A. Sejam b ∈ A e c ∈ I,
então
0 =
∑
i
gi(ab)hi(c) = f(abc) =
∑
i
gi(a)hi(bc),
para todo a ∈ A,. E pela independênia linear dos gi, existem {vi}ni=1 ⊆
A tais que gi(vj) = δij , disto, temos que hi(bc) = 0, para todo i ∈
{1, . . . , n}. Logo bc ∈ I.
Mostremos que I tem odimensão nita.
De fato, omo dim(A/ ker(hi)) = 1, para todo i ∈ {1, . . . , n},
pelo Lema A.46 segue que
⋂
i
ker(hi) = I tem odimensão nita.
Por m, vejamos que I ⊆ ker(f).
Seja a ∈ I, então
f(a) = f(1Aa) =
∑
i
gi(1A)hi(a) = 0.
Portanto, I ⊆ ker(f).
(ii)⇒ (iv)
A demonstração é análoga a demonstração feita em ((ii) ⇒
(iii)).
(iii)⇒ (v)
Seja I ⊆ A um ideal à esquerda de odimensão nita que está
ontido em ker(f). Denimos π : A → Homk(A/I) por π(a)(b + I) =
ab+ I, para todo a, b ∈ A.
Mostremos que π é um homomorsmo de álgebras.
Sejam a, b, c ∈ A, temos que π está bem denida, pois se
a = b então π(a)(c+ I) = ac+ I = bc+ I = π(b)(c+ I). E também,
π(ab)(c+ I) = (ab)c+ I = a(bc) + I = π(a)(π(b)(c + I)),
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o que implia em π(ab) = π(a)π(b). Ainda, é fáil vermos que π(a+b) =
π(a) + π(b) e que π(αa) = απ(a), para todo α ∈ k. E om isso,
onluímos que π é homomorsmo de álgebras.
Seja K = ker(π). Pelo que mostramos aima, temos que K
é um ideal de A. Como dim(Homk(A/I)) = (dim(A/I))
2 < ∞ e π é
um homomorsmo de álgebras, pelo Corolário A.14,
A/K = A/ker(π) ∼= Im(π) ⊆ Homk(A/I).
Portanto K é um ideal de A om odimensão nita.
Resta mostrarmos que K ⊆ ker(f). Para tanto, seja x ∈ K.
Então 0+I = π(x)(a+I) = xa+I, ou seja, xa ∈ I para todo a ∈ A. Em
partiular, para a = 1A. Logo, x ∈ I ⊆ ker(f), e segue que K ⊆ ker(f).
((iv)⇒ (v))
Novamente, a demonstração é análoga à demonstração feita
em ((iii)⇒ (v)).
(v)⇒ (ii)
Sejam K um ideal de A omo em (v) e ρ : A → A/K a
projeção annia e ρ∗ : (A/K)∗ → A∗ a transformação dual induzida.
Consideremos também
ρ∗ ⊗ ρ∗ : (A/K)∗ ⊗ (A/K)∗ → A∗ ⊗A∗.
Mostremos que ∆(f) ∈ Im(ι ◦ (ρ∗ ⊗ ρ∗)). Já sabemos que
∆(f) ∈ (A ⊗ A)∗. Notemos que ∆(f)|A⊗K+K⊗A = 0, pois omo K é
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um ideal de A, temos que µ(A⊗K +K ⊗A) ⊆ K e portanto
∆(f)(A⊗K +K ⊗A) = ∆(f)(A ⊗K) + ∆(f)(K ⊗A)
= f(AK) + f(KA) = 0.
Logo, pelo Teorema do Homomorsmo para espaços vetoriais,
existe uma únia transformação linear ∆̂(f) : (A ⊗ A)/(A ⊗K +K ⊗
A) −→ k tal que o seguinte diagrama omuta:
A⊗A
P

∆(f) // k
(A⊗A)/(A⊗K +K ⊗A)
∆̂(f)
88qqqqqqqqqqqqqqqqqqqqqqqq
em que P é a projeção annia.
Notamos ainda que ρ⊗ρ : A⊗A→ A/K⊗A/K é sobrejetora
(pois ρ é sobrejetora) e que, pelo Lema A.12,
ker(ρ⊗ ρ) = A⊗ ker(ρ) + ker(ρ)⊗A = A⊗K +K ⊗A,
segue pelo Teorema do Homomorsmo para espaços vetoriais, temos
que
(A⊗A)/(A⊗K+K⊗A) = (A⊗A)/ ker(ρ⊗ρ) ∼= Im(ρ⊗ρ) = A/K⊗A/K.
E ainda, que ∆̂(f) ∈ ((A ⊗ A)/(A ⊗K +K ⊗ A))∗. Assim,
omo K tem odimensão nita, segue que A/K ⊗ A/K tem dimensão
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nita e onsequentemente,
((A⊗A)/(A⊗K +K ⊗A))∗ ∼= (A/K ⊗A/K)∗.
Denominamos por
ν : (A⊗A)/(A⊗K +K ⊗A))∗ −→ (A/K ⊗A/K)∗
este isomorsmo. Então:
ν(∆̂(f)) ∈ (A/K ⊗A/K)∗ ∼= (A/K)∗ ⊗ (A/K)∗,
pois dim(A/K) <∞. E por ω : (A/K ⊗A/K)∗ → (A/K)∗ ⊗ (A/K)∗
este último isomorsmo.
Temos então o seguinte diagrama, onde as ehas horizontais
são isomorsmos:(
A⊗A
K ⊗A+A⊗K
)∗
ω◦ν //
p∗

(
A
K
)∗
⊗
(
A
K
)∗
p∗⊗p∗

(A⊗A)∗ (A⊗A)∗ioo
ou seja, p∗ = i ◦ (p∗ ⊗ p∗) ◦ ω ◦ ν. Assim,
∆(f) = ∆̂(f) ◦ p
= p∗(∆̂(f))
= i ◦ (p∗ ⊗ p∗) ◦ ω ◦ ν (̂(f)),
portanto, ∆(f) ∈ Im(i ◦ (p∗ ⊗ p∗)).

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Denição A.49 Seja A uma álgebra. Denimos o dual nito de A
omo sendo o onjunto A◦ das funções f ∈ A∗ tal que f satisfaz qual-
quer um dos itens do teorema A.48.
Lema A.50 A◦ é um subespaço vetorial de A∗.
Demonstração: Para mostrarmos que A◦ é subespaço vetorial de A∗,
devemos ver que 0 ∈ A◦, e para todo f, g ∈ A◦ e todo α ∈ k, f+g ∈ A◦
e αf ∈ A◦.
Claramente 0 ∈ A◦ pois ker(0) = A, e disso obtemos que
dim(A/ ker(0)) <∞, ou seja, ker(0) tem odimensão nita.
Sejam f, g ∈ A◦. Então existem ideais I, J de A, I ⊆ ker(f)
e J ⊆ ker(g), tais que dim(A/I) < ∞ e dim(A/J) < ∞. Claramente,
I∩J é um ideal de A e I∩J ⊆ ker(f)∩ker(g) ⊆ ker(f+g). Pelo Lema
A.46, dim(A/(I ∩ J)) <∞ e portanto f + g ∈ A◦.
Por m, para todo α ∈ k, omo f ∈ A◦, existe K ⊆ ker(f)
ideal de A tal que dim(A/K) <∞. Mas ker(f) ⊆ ker(αf), e portanto,
αf ∈ A◦.

Finalizamos esta seção mostrando que A◦ é de fato uma oál-
gebra.
Proposição A.51 (A◦,∆, ε) é uma oálgebra. Em que ∆(f) = µ∗(f)
e ε(f) = f(1A).
Demonstração: Primeiramente, mostremos que ∆(A◦) ⊆ A◦ ⊗ A◦.
Seja f ∈ A◦, então podemos esrever∆(f) =
∑
i
fi⊗gi om fi, gi ∈ A∗
e {fi}ni=1 um onjunto linearmente independente. Logo, pelo que foi
visto aima, existem aj ∈ A, para j ∈ {1, . . . , n} tais que fi(aj) = δij .
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Assim, para ada i ∈ {1, . . . , n} temos:
gi(ab) =
n∑
j=1
δijgj(ab)
=
n∑
j=1
fj(ai)gj(ab) = f(aiab)
=
n∑
j=1
fj(aia)gj(b)
=
n∑
j=1
(fj ◦ Lai)(a)gj(b)
em que Lai é a multipliação à esquerda por ai. Portanto, pelo item
(i) do Teorema A.48, segue que gi ∈ A◦ para qualquer i ∈ {1, . . . , n}.
Com isso, onluímos que ∆(f) ∈ A◦ ⊗ A∗. Com raioínio análogo
mostra-se que ∆(f) ∈ A∗⊗A◦. Como A◦ é subespaço de A∗ temos que
∆(f) ∈ A◦ ⊗A∗⋂A∗ ⊗A◦ = A◦ ⊗A◦.
A demonstração da oassoiatividade e da ounidade e análoga
à demonstração feita na Proposição A.40. Portanto A◦ é uma oálge-
bra.

A.5 Módulos e Comódulos
Nesta seção, veremos o oneito de módulo sobre uma álgebra
e que o mesmo pode ser dualizado, dando origem à noção de omódulo
sobre uma oálgebra.
Denição A.52 Seja A uma álgebra. Um A-módulo à esquerda é um
par (X, γ), em que X é um espaço vetorial e γ : A ⊗ X → X é um
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morsmo de espaços vetoriais tal que os diagramas abaixo omutam
A⊗A⊗X IA⊗γ //
µ⊗IX

A⊗X
γ

A⊗X γ // X
A⊗X
γ

k ⊗X
η⊗IX
99ttttttttt
≃
%%JJ
JJ
JJ
JJ
JJ
X.
A denição de A-módulo à direita é análoga, exeto que o
morsmo γ agora é dado por γ : X ⊗A→ X .
Em geral, esrevemos a ·m ao invés de γ(a⊗m).
Na denição de A-módulo, partimos de um espaço vetorial e
de uma álgebra e denimos uma operação que relaiona as duas estru-
turas. Quando pensamos no proesso de dualização, essa idéia persiste,
porém, utilizamos uma oálgebra ao invés de uma álgebra.
Denição A.53 Seja C uma oálgebra. Um C-omódulo à direita (ou
um omódulo à direita sobre C) é um par (M,ρ), em que M é um
espaço vetorial e ρ : M →M ⊗ C é um morsmo de espaços vetoriais
tal que os seguintes diagramas omutam
M
ρ

ρ // M ⊗ C
IM⊗∆

M ⊗ C
ρ⊗IC
// M ⊗ C ⊗ C
M
ρ

≃
%%KK
KK
KK
KK
KK
M ⊗ k
M ⊗ C.
IM⊗ε
99ssssssssss
A omutatividade do primeiro diagrama aima nos diz que
(IM ⊗ ∆) ◦ ρ = (ρ ⊗ IC) ◦ ρ e a do segundo, diz que (I ⊗ ε) ◦ ρ é o
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isomorsmo annio.
Analogamente, denimos um C-omódulo à esquerda (ou um
omódulo à esquerda sobre C), onsiderando o morsmo de k-espaços
vetoriais ρ :M → C ⊗M .
Assim omo no aso das oálgebras, também temos uma no-
tação de Sweedler para omódulos. Dado m ∈ M , esrevemos ρ(m) =∑
m
m(0) ⊗m(1), em que m(0) ∈M e m(1) ∈ C.
Utilizando a notação de Sweedler, a omutatividade dos dia-
gramas aima nos diz que
∑
m
m(0)⊗m(1)(1)⊗m(1)(2) =
∑
m
m(0)(0)⊗m(0)(1)⊗m(1) =
∑
m
m(0)⊗m(1)⊗m(2)
(A.20)
e que ∑
m
m(0)ε(m(1)) = m. (A.21)
A partir de agora, dada uma oálgebra C, quando nos referir-
mos a um C-omódulo à direita (M,ρ), a menos que se diga o ontrário,
omitiremos o morsmo ρ, ao qual denominamos oação, dizendo apenas
um C-omódulo à direita.
Exemplo A.54 Toda oálgebra (C,∆, ε) é um C-omódulo à direita e
à esquerda, om ρ = ∆.
Exemplo A.55 Sejam C uma oálgebra e X um espaço vetorial. En-
tão X ⊗ C é um C-omódulo à direita, om a apliação ρ : X ⊗ C →
X ⊗C ⊗C dada por ρ = I ⊗∆. Veriquemos que o seguinte diagrama
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omuta:
X ⊗ C
IX⊗∆

IX⊗∆ // X ⊗ C ⊗ C
IX⊗C⊗∆

X ⊗ C ⊗ C IX⊗∆⊗IC // X ⊗ C ⊗ C ⊗ C.
De fato, sejam x ∈ X e c ∈ C. Então:
((IX ⊗∆⊗ IC) ◦ (IX ⊗∆))(x ⊗ c) = (IX ⊗∆⊗ IC)(x ⊗∆(c))
= (IX ⊗∆⊗ IC)(x ⊗ (
∑
c
c(1) ⊗ c(2)))
=
∑
c
x⊗∆(c(1))⊗ c(2)
=
∑
c,c(1)
x⊗ c(1)(1) ⊗ c(1)(2) ⊗ c(2)
=
∑
c
x⊗ c(1) ⊗ c(2) ⊗ c(3).
Por outro lado,
((IX⊗C ⊗∆) ◦ (IX ⊗∆))(x ⊗ c) = (IX⊗C ⊗∆)(x⊗∆(c))
= (IX⊗C ⊗∆)(x⊗ (
∑
c
c(1) ⊗ c(2)))
=
∑
c
(IX⊗C ⊗∆)(x⊗ c(1) ⊗ c(2))
=
∑
c
x⊗ c(1) ⊗∆(c(2))
=
∑
c,c(2)
x⊗ c(1) ⊗ c(2)(1) ⊗ c(2)(2)
=
∑
c
x⊗ c(1) ⊗ c(2) ⊗ c(3).
Logo, o primeiro diagrama é omutativo. Resta mostrarmos
227
a omutatividade do segundo diagrama:
X ⊗ C
IX⊗∆

≃
IX⊗ψ ''PP
PPP
PPP
PPP
P
X ⊗ C ⊗ k
X ⊗ C ⊗ C.
IX⊗C⊗ε
77nnnnnnnnnnnn
Temos que
((IX⊗C ⊗ ε) ◦ (I ⊗∆))(x ⊗ c) = (IX⊗C ⊗ ε)(x⊗ (
∑
c
c(1) ⊗ c(2)))
= (IX⊗C ⊗ ε)(
∑
c
x⊗ c(1) ⊗ c(2))
=
∑
c
(IX⊗C ⊗ ε)(x⊗ c(1) ⊗ c(2))
=
∑
c
x⊗ c(1) ⊗ ε(c(2))
=
∑
c
x⊗ c(1)ε(c(2))⊗ 1k
= x⊗
∑
c
c(1)ε(c(2))⊗ 1k
= x⊗ c⊗ 1k
= IX ⊗ ψ(x⊗ c).
Assim omo na álgebra e oálgebra, podemos denir uma
estrutura de morsmo entre dois C-omódulos. Para tanto, vejamos
primeiro que existe essa estrutura para módulos e então, a dualizare-
mos.
Denição A.56 Sejam A uma álgebra, (X, γ) e (Y, κ) dois A-módulos
à esquerda. Dizemos que uma transformação linear f : X → Y é um
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morsmo de A-módulos se o diagrama abaixo é omutativo:
A⊗X IA⊗f //
γ

A⊗ Y
κ

X
f
// Y.
Assim, dualizamos essa noção gerando a seguinte denição:
Denição A.57 Sejam C uma oálgebra, (M,ρ) e (N,φ) dois C-omódulos
à direita. Dizemos que uma transformação linear g : M → N é um
morsmo de C-omódulos se o seguinte diagrama omuta:
M
g //
ρ

N
φ

M ⊗ C
g⊗IC
// N ⊗ C.
Utilizando a notação de Swedler, temos:
φ(g(m)) =
∑
m
g(m(0))⊗m(1),
para todo m ∈M .
Ressaltamos que, embora estejamos trabalhando om omó-
dulos à direita, estes resultados são válidos para omódulos à esquerda
também.
Denição A.58 Seja M um C-omódulo à direita. Um subespaço ve-
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torial N de M é dito um C-subomódulo à direita se ρ(N) ⊆ N ⊗ C.
Seja C uma oálgebra. Notemos que I é um C-subomódulo
à direita de C se, e somente se, I é um oideal à direita da oálgebra
C.
De fato, omo (C,∆) dene a estrutura de C-omódulo da
oálgebra C e I é um C-subomódulo à direita de C, então ∆(I) ⊆
I ⊗C. Logo, I é oideal à direita da oálgebra C. Por outro lado, se I
é um oideal à direita de C, então (I,∆) é um C-subomódulo à direita
de C.
Teorema A.59 (Teorema fundamental de omódulos) Sejam C
uma oálgebra e seja (M,ρ) um C-omódulo à direita. Então todo ele-
mento de M pertene a um subomódulo de M de dimensão nita.
Demonstração: Seja {ci}i∈I uma base para C. Assim, para todo
m ∈ M , temos que ρ(m) = ∑jmj ⊗ cj, em que {mj} é uma família
quase nula.
Assim, denimos o subespaço W = span{mj} de M . Clara-
mente, W tem dimensão nita, pois é gerado por {mj} e {mj} é uma
família quase nula, isto é, existem nitos índies j ∈ I tais que mj 6= 0
Notemos que, para ada ci, ∆(ci) =
∑
j,k
aijkcj ⊗ ck, e por-
tanto, ∑
k
ρ(mk)⊗ ck =
∑
i,j,k
mi ⊗ aijkcj ⊗ ck.
Segue que, ρ(mk) =
∑
mi ⊗ aijkcj , o que implia em W ser um sub-
omódulo de dimensão nita.
Ainda, sabemos que m⊗ 1 = ((I ⊗ ε) ◦ ρ)(m) e onsequente-
mente, m =
∑
ε(ci)mi ∈W .

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Corolário A.60 (Teorema fundamental das Coálgebras) Todo el-
emento de uma oálgebra C pertene a uma suboálgebra de dimensão
nita.
Demonstração: Sabemos que (C,∆) é um C-omódulo à direita. En-
tão, pelo teorema anterior, dado c ∈ C, existe um subomódulo à direita
(isto é, um oideal à direita) de dimensão nita V de C ontendo c.
Assim, se {vi} para i ∈ {1, . . . , r} é uma base de V , temos
que, para todo i ∈ {1, . . . , r},
∆(vi) =
r∑
j=1
vj ⊗ cji,
em que cji ∈ C.
Daí, apliando ∆ ⊗ IC na expressão aima e usando a oas-
soiatividade da oálgebra, temos:
∑
k,j
vk ⊗ ckj ⊗ cji =
∑
j
vj ⊗∆(cji).
Logo, ∆(cki) =
∑
j
ckj ⊗ cji, e portanto, o subespaço gerado
por V e por {cji}ri,j=1 é uma suboálgebra de dimensão nita ontendo
c.

Sejam (M,ρ) um C-omódulo à direita eN um C-subomódulo
de M. Podemos denir o quoiente entre M e N através de suas es-
truturas de espaços vetoriais, em que π : M → M/N é a apliação
annia, denida por π(m) = m, para todo m ∈M . Claramente, π é
linear.
Proposição A.61 Sejam (M,ρ) um C-omódulo à direita e N um C-
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subomódulo. Então existe uma únia estrutura de C-omódulo à direita
em M/N tal que π :M →M/N é um morsmo de omódulos.
Demonstração: Como π(N) = 0, então:
(π ⊗ IC) ◦ ρ(N) ⊆ (π ⊗ IC)(N ⊗ C) ⊆ π(N)⊗ C = 0.
Logo, N ⊆ ker((π ⊗ IC) ◦ ρ). Portanto, existe um únio
morsmo ρ¯ de k-espaços vetoriais tal que o diagrama abaixo:
M
ρ

pi // M/N
ρ¯






M ⊗ C pi⊗IC // (M/N)⊗ C
é omutativo, isto é, ρ¯ ◦ π = (π ⊗ IC) ◦ ρ.
Assim, para todo m ∈M , segue que,
ρ¯(m) = (ρ¯ ◦ π)(m)
= ((π ⊗ IC) ◦ ρ)(m)
= (π ⊗ IC)(
∑
m
m(0) ⊗m(1))
=
∑
m
π(m(0))⊗m(1)
=
∑
m
m(0) ⊗m(1).
Portanto, ρ¯(m) =
∑
m
m(0) ⊗m(1) ∈ M/N ⊗ C. Mostremos
que (IM/N ⊗∆) ◦ ρ¯ = (ρ¯⊗ IC) ◦ ρ¯.
232
De fato, seja m ∈M/N. Então
((IM/N ⊗∆) ◦ ρ¯)(m) = (IM/N ⊗∆)(
∑
m
m(0) ⊗m(1))
=
∑
m
m(0) ⊗m(1)(1) ⊗m
(1)
(2)
=
∑
m
m(0) ⊗m(1) ⊗m(2).
Por outro lado,
((ρ¯⊗ IC) ◦ ρ¯)(m) = (ρ¯⊗ I)(
∑
m
m(0) ⊗m(1))
=
∑
m
ρ¯(m(0))⊗m(1)
=
∑
m
m(0)(0) ⊗m(0)(1) ⊗m(1)
=
∑
m
m(0) ⊗m(1) ⊗m(2),
Portanto, (IM/N ⊗∆)◦ ρ¯ = (ρ¯⊗IC)◦ ρ¯, o que nos diz também
que π : M →M/N é um morsmo de omódulos.

O omódulo M/N om a estrutura dada aima é hamado
omódulo quoiente de M om respeito ao subomódulo N .
Proposição A.62 Sejam M e N dois C-omódulos à direita e f :
M → N um morsmo de omódulos. Então Im(f) é um C-subomódulo
de N e ker(f) é um C-subomódulo de M .
Demonstração: Sejam ρM : M → M ⊗ C e ρN : N → N ⊗ C
os morsmos que denem as estruturas de C-omódulo sobre M e N
respetivamente.
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Como f é um morsmo de omódulos, temos que
((f ⊗ IC) ◦ ρM )(ker(f)) = ρN (f(ker(f))) = 0.
Portanto,
ρM (ker(f)) ⊆ ker(f ⊗ IC) = ker(f)⊗ C,
em que a última igualdade deorre do Lema A.12.
Assim, ker(f) é um subomódulo de M .
Por outro lado,
ρN (Im(f)) = ρN (f(M)) = (ρN ◦ f)(M)
= (f ⊗ IC) ◦ ρM )(M) ⊆ (f ⊗ IC)(M ⊗ C) = Im(f)⊗ C
e segue que, Im(f) é um subomódulo de N .

Teorema A.63 (Teorema do isomorsmo para omódulos) Sejam
f :M → N um morsmo de C-omódulos à direita, π : M →M/ ker(f)
e i : Im(f) → N , a projeção e a inlusão annias, respetivamente.
Então existe um únio isomorsmo de C-omódulos f¯ : M/ ker(f) →
Im(f) tal que o diagrama abaixo é omutativo.
M
f //
pi

N
M/ ker(f)
f¯ // Im(f).
i
OO
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Demonstração: Pelo Teorema do Isomorsmo de espaços vetoriais,
existe uma únia função k-linear f¯ : M/ ker(f) → Im(f) tal que
f¯(m) = f(m), isto é, (i ◦ f¯ ◦ π)(m) = f(m), para todo m ∈ M .
Claramente, f¯ é um isomorsmo de k-espaços vetoriais. Vejamos que
f¯ é um morsmo de omódulos.
Sejam ω : M/ ker(f) → (M/ ker(f)) ⊗ C e ϑ : Im(f) →
Im(f) ⊗ C os morsmos que denem a estrutura de omódulo sobre
M/ ker(f) e Im(f) respetivamente. Mostremos que o diagrama abaixo
é omutativo.
M/ ker(f)
f¯ //
ω

Im(f)
ϑ

(M/ ker(f))⊗ C f¯⊗IC // Im(f)⊗ C.
Para todo m ∈M/ ker(f), temos:
((f¯ ⊗ IC) ◦ ω)(m) = (f¯ ⊗ IC)(
∑
m
m(0) ⊗m(1))
=
∑
m
f¯(m(0))⊗m(1)
=
∑
f(m(0))⊗m(1)
(∗)
=
∑
f(m)(0) ⊗m(1)
= ϑ(f(m)) = (ϑ ◦ f¯)(m),
em que igualdade (∗) segue do fato de que f é um morsmo de omódu-
los. Logo, (f¯ ⊗ IC) ◦ω = ϑ ◦ f¯ , ou seja, f¯ é um morsmo de omódulos
à direita. 
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Lema A.64 Sejam C uma oálgebra e A uma álgebra. Se (M,ρ) é um
C-omódulo à direita então M é um C∗-módulo à esquerda.
Demonstração: Sejam m ∈ M e f ∈ C∗. Como ρ(m) =
∑
m
m(0) ⊗
m(1), então M se torna um C∗-módulo à esquerda via ação dada por
f ·m =
∑
m
f(m(1))m(0).
Ainda, seja γ : C∗ ⊗M → M a ação de C∗ em M, ou seja,
γ(f ⊗m) = f ·m. Como ε é a unidade de C∗, temos que:
γ(1C∗ ⊗m) =
∑
m
ε(m(0))m(1) = m,
para todo m ∈M .
Por m, sejam f, g ∈ C∗, então, para todo m ∈M temos:
γ(f ⊗ γ(g ⊗m)) = ∑m γ(f ⊗ g(m(1))m(0))
=
∑
m g(m
(1))γ(f ⊗m(0))
=
∑
m,m(0) g(m
(1))f(m(0)(1))m(0)(0)
=
∑
m,m(0) m
(0)(0)f(m(0)(1))g(m(1)). (I)
Por outro lado,
γ((f ∗ g)⊗m) = ∑m(f ∗ g)(m(1))m(0)
=
∑
m,m(1) f(m
(1)
(1))g(m
(1)
(2))m
(0)
=
∑
m,m(1) m
(0)f(m
(1)
(1))g(m
(1)
(2)). (II)
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Porém, omo M é um C-omódulo à direita, sabemos que
(ρ⊗ I) ◦ ρ = (I ⊗∆) ◦ ρ. Logo, (I) e (II) são iguais, e segue que:
γ((f ∗ g)⊗m) = γ(f ⊗ γ(g ⊗m)),
ou seja, (M,γ) é um C∗-módulo à esquerda.

Exemplo A.65 Seja C uma oálgebra. Pelo Lema A.64, a estrutura
de omódulo de C induz uma ação à esquerda de C∗ em C dada por
f ⇀ c =
∑
c
f(c(2))c(1) (A.22)
para f ∈ C∗ e c ∈ C. Do mesmo modo, existe uma ação natural à
direita de C∗ em C, dada por
c ↼ f =
∑
c
f(c(1))c(2). (A.23)
Exemplo A.66 Seja A uma álgebra. De modo análogo, podemos denir
uma ação à esquerda de A em A∗. Para todo a ∈ A e f ∈ A∗, a ⇀ f
é o elemento de A∗ tal que, para todo b ∈ A,
(a ⇀ f)(b) = f(ba). (A.24)
Do mesmo modo, denimos uma ação à direita f ↼ a de A
em A∗, em que
(f ↼ a)(b) = f(ab). (A.25)
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Apêndie B
Módulo Plano e Fielmente
Plano
Iniiamos este apítulo relembrando as noções de álgebra e
de módulo, para então denirmos módulo plano e elmente plano, e
vermos os prinipais resultados envolvendo essa teoria.
Denição B.1 Uma k-álgebra unital A é um anel om unidade que
possui uma estrutura de k-espaço vetorial e para todo α ∈ k e todo
a, b ∈ A temos:
α · (ab) = (α · a)b = a(α · b)
em que ab representa a multipliação no anel A dos elementos a e b.
Denição B.2 Seja (A, µ, η) uma k-álgebra. Um A-módulo à esquerda
é um par (X, γ), em que X é um k-espaço vetorial e γ : A ⊗ X →
X é um morsmo de k-espaços vetoriais tal que os diagramas abaixo
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omutam
A⊗A⊗X IA⊗γ //
µ⊗IX

A⊗X
γ

A⊗X γ // X
A⊗X
γ

K ⊗X
η⊗IX
99sssssssss
≃
%%KK
KK
KK
KK
KK
X.
Fatos relembrados, passamos ao estudo dos módulos planos e
elmente planos, tais módulos possuem boas propriedades om respeito
ao produto tensorial. Por se tratar de resultados auxiliares, demon-
stramos apenas os que são utilizados diretamente na dissertação. Ao
leitor interessado, indiamos ([20℄, Capítulo 2, Seção 4).
Primeiramente, se temos um R-módulo à direita P , om R
um anel xado, podemos denir, a partir da propriedade universal do
produto tensorial sobre R, um funtor ovariante da ategoria dos R-
módulos à esquerda na ategoria dos grupos abelianos, a saber, o funtor
produto tensorial:
P ⊗R ( ) : RMod → Ab
M 7→ P ⊗RM.
Mais geralmente, se P é um (S,R)-bimódulo, temos dois fun-
tores, P ⊗R ( ) e ( ) ⊗S P , o primeiro indo da ategoria dos (R, T )-
bimódulos na ategoria dos (S, T )− bimdulos, o segundo da ategoria
dos (T, S)-bimódulos na ategoria dos (T,R)-bimódulos.
Um resultado importante sobre o funtor produto tensorial é
que ele preserva sequênias exatas à esquerda, para uma demonstração
desse resultado, veja [20℄.
Teorema B.3 Seja P um R-módulo à direita e
0→ K → L→M → 0
uma sequênia exata de R-módulos à esquerda, então a sequênia abaixo
é exata,
P ⊗R K → P ⊗R L→ P ⊗RM → 0.
A injetividade só é preservada para uma lasse espeial de
módulos, os módulos planos.
Denição B.4 Um R-módulo à direita, PR, é dito plano se o funtor
P ⊗R ( ) é exato na ategoria dos R-módulos à esquerda RM, ou seja,
dada a sequênia exata de R-módulos,
0 // RK
f //
RL
g //
RM // 0,
então,
0 // P ⊗R K IP⊗f // P ⊗R L IP⊗g // P ⊗RM // 0,
também é uma sequênia exata de R-módulos.
A seguir, demonstramos um resultado fundamental que ar-
ateriza os módulos planos a partir de módulos projetivos.
Lema B.5 Todo módulo projetivo é plano.
Demonstração: Seja PR um R-módulo projetivo, queremos mostrar
que PR é plano, ou seja, dada a sequênia exata de R-módulos:
0 // RK
f //
RL
g //
RM // 0,
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então,
0 // P ⊗R K IP⊗f // P ⊗R L IP⊗g // P ⊗RM // 0,
também é uma sequênia exata de R-módulos.
Para tanto, basta mostrarmos que IP ⊗ f é um morsmo
injetivo, uma vez que IP ⊗ g é sobrejetivo e Im(IP ⊗ f) = ker(IP ⊗ g)
saem diretamente de resultados da teoria de produto tensorial.
Assim, seja
n∑
j=1
pj⊗kj ∈ ker(I⊗f), então
n∑
j=1
pj⊗f(kj) = 0.
Agora, omo PR é projetivo, existem πλ : P → R, tal que
πλ(p) 6= 0 apenas para uma quantidade nita de termos, e {eλ}, em
que λ ∈ Λ é um onjunto de índies, tais que πλ(eµ) = δλµ e,
p =
∑
λ∈Λ
eλπλ(p),
o que implia em,
∑
λ∈Λ
eλ ⊗ πλ(pj)f(kj) = 0,
e apliando πµ⊗ I a esta igualdade e usando a injetividade de f , temos
que,
0 =
∑
j πλ(pj)f(kj)
= f(
∑
j πλ(pj)kj)
⇒ ∑j πλ(pj)kj = 0.
242
Com isso, segue que:
0 =
∑
λ∈Λ
eλ⊗R
n∑
j=1
πλ(pj)kj
=
n∑
j=1
∑
λ∈Λ
eλπλ(pj)⊗ kj
=
n∑
j=1
pj ⊗ kj .
Portanto,
n∑
j=1
pj ⊗ kj = 0 omo queríamos e então temos que
ker(IP ⊗ f) = {0}, ou seja, IP ⊗ f é injetivo.

O teorema a seguir nos mostra uma série de equivalênias, as
quais são utilizadas para denir módulos elmente planos, sua demons-
tração pode ser vista em ([20℄, Capítulo 2, Seção 4).
Teorema B.6 Para qualquer módulo à direita P sobre um anel R, são
equivalentes:
(i) A sequênia
M ′
ϕ // M
ψ //M ′′
é exata, se, e somente se,
P ⊗RM ′ // P ⊗RM // P ⊗RM ′′
é uma sequênia exata;
(ii) P é um módulo plano, e para qualquer R-módulo à es-
querda M , P ⊗RM = 0 implia em M = 0;
(iii) P é um módulo plano, e o morsmo φ : M ′ → M ′′,
na ategoria dos R-módulos à esquerda (RM), é nulo se o morsmo
induzido IP ⊗ φ : P ⊗RM ′ → P ⊗RM ′′ é nulo.
Denição B.7 Se qualquer uma dessas ondições é satisfeita, dizemos
que PR é um módulo elmente plano.
No que segue, damos alguns resultados da teoria de módulos
elmente planos e nalizamos om um teorema que é de fundamental
importânia no Capítulo 4. Indiamos ao leitor interessado nas demon-
strações ([20℄, Capítulo 2, Seção 4).
Proposição B.8 Um R-módulo à direita plano PR é elmente plano
se, e somente se, Pm 6= P , para qualquer ideal maximal à esquerda m
de R.
Para darmos sequênia, denamos o que signia dizer que
um módulo é el. Para tanto, usaremos a noção de anulador de um
R-módulo.
Denição B.9 Seja R um anel e M um R-módulo, denimos por
AnR(M) := {r ∈ R : r · m = 0, para todo m ∈ M} o onjunto
dos anuladores do módulo M .
Denição B.10 Dizemos que M é um R-módulo el se, e somente se,
AnR(M) = {0}.
Proposição B.11 Todo módulo elmente plano é módulo el e plano.
Consideremos agora o morsmo ξ : R→ S, onde S é um anel
omutativo om unidade. Então S pode ser visto omo um R-módulo
à direita via ξ. Vejamos quando SR é um R-módulo elmente plano.
Teorema B.12 Seja ξ : R→ S omo aima. São equivalentes:
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(i) SR é elmente plano;
(ii) SR é plano e para qualquer ideal à esquerda U ⊆ R,
ξ−1(SU) = U ;
(iii) SR é plano, e para qualquer ideal à esquerda maximal
m ⊆ R, existe um ideal à esquerda maximal m′ ⊆ S tal que m =
ξ−1(m′);
(iv) O morsmo ξ é injetivo e o R-módulo à direita (S/ξ(R))R
é plano.
E no aso em que R e S são anéis omutativos, também é
equivalente:
(v) SR é plano e para qualquer ideal primo p ⊆ R, existe um
ideal primo p′ ⊆ S tal que p = ξ−1(p′).
Denição B.13 Se o homomorsmo de anéis ξ : R → S satisfaz as
ondições do teorema anterior, dizemos que ξ é elmente plano à di-
reita, ou que S é uma extensão elmente plana à direita de R.
Proposição B.14 Sejam ξ : R→ S elmente plana à direita e ξ(R) ⊆
Z(S). Então:
(i) Um R-módulo à esquerda M é nitamente gerado e pro-
jetivo se, e somente se, o S-módulo à esquerda S ⊗R M é nitamente
gerado e projetivo;
(ii) Um R-módulo à esquerda M é plano (respetivamente
elmente plano) se, e somente se, o S-módulo à esquerda S ⊗R M é
plano (respetivamente elmente plano).
Finalizamos este apêndie mostrando que um R-módulo ni-
tamente gerado e projetivo, sob ertas ondições, é elmente plano.
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Proposição B.15 Sejam R um anel omutativo om unidade e P um
R-módulo projetivo nitamente gerado. Então P é R-módulo elmente
plano à esquerda e à direita.
Demonstração: Vamos fazer para à direita. Para a demonstração à
esquerda, os resultados são análogos. Tomemos N é R-módulo, vamos
mostrar que se P⊗RN = 0, entãoN é o módulo nulo, ou seja, N = {0}.
Primeiramente, omo P é projetivo nitamente gerado, exis-
tem {p1, · · · , pn ∈ P} e ϕ1, · · · , ϕn ∈ HomR(P,R) tal que para todo
p ∈ P , tenhamos
p =
n∑
i=1
piϕi(p).
Com isso, podemos mostrar que a seguinte apliação é um
isomorsmo de R-módulos, para qualquer R-módulo M :
Φ : HomR(P ⊗R N,M) → HomR(PR, HomR(N,M))
F 7→ Φ(F ),
em que
Φ(F ) : P → HomR(N,M)
p 7→ Φ(F )(p) : N → M
n 7→ F (p⊗ n).
A R-linearidade e boa denição de Φ são failmente veri-
adas, em que a estrutura de R-módulo em HomR(N,M) é dada por
(a · f)(m) = af(m).
Veriquemos a injetividade de Φ:
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Seja F ∈ ker(Φ), portanto, F (p) ≡ 0, para todo p ∈ P , o
que implia em F (p)(n) = 0, para todo n ∈ N , e onsequentemente,
F (p⊗n) = 0, para todo p ∈ P e todo n ∈ N . Como F é aditiva, temos
que F ≡ 0 em P ⊗R N .
A sobrejetividade vem do fato que P é projetivo nitamente
gerado: seja f ∈ HomR(P,HomR(N,P )), dena:
f̂ : P ×N → M
(p, n) 7→
n∑
i=1
ϕi(p)f(pi)(n).
É fáil vermos que f̂ é R-bilinear, portanto, pode ser fail-
mente levantada para
f : P ⊗R N → M
p⊗ n 7→
n∑
i=1
ϕi(p)f(pi)(n).
Voltando ao aso estudado, suponhamos P ⊗R N = 0 e seja
{xi}i∈I um onjunto de geradores de N , assim, para todo n ∈ N ,
n =
∑
λ∈Λ
nλxλ. Tomemos também M = Rxλ
λ∈Λ
o módulo livre gerado
pelos geradores de N .
Finalmente, onsideremos as apliações
{θi,λ}i=1,··· ,n
λ∈Λ
⊆ HomR(P,HomR(N,M)),
tais que θi0,λ0(p)(n) = (ϕi0 (p)nλ0δλ0A)A∈Λ.
Pela sobrejetividade de Φ, existe θi0,λ0 ∈ HomR(P ⊗RN,M)
tal que Φ(θi0,λ0) = θi0,λ0 .
Por hipótese, P ⊗R N = 0, logo HomR(P ⊗R N,M) = {0} e
portanto θi0,λ0 ≡ 0, para todo i0 ∈ 1, · · · , n e todo λ0 ∈ Λ.
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Assim, para todo n ∈ N e todo p ∈ P , temos:
θi0,λ0(p)(n) = (ϕi0(p)nλ0δλ0λ)λ∈Λ = (0)λ∈Λ.
O que implia em ϕi0 (p)nλ0 = 0, para todo p ∈ P , todo
λ0 ∈ Λ e todo i0 ∈ {1, · · · , n}.
E omo podemos variar os p ∈ P onvenientemente, podemos
esolher p ∈ P tal que ϕi0 (p) = 1R, logo, nλ0 = 0 para todo λ0 ∈ Λ, o
que nos diz que n = 0, para todo n ∈ N , ou seja, N = 0.

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Apêndie C
Resultados Importantes de
Álgebra
C.1 Lema do Diamante
O Lema do Diamante é um importante resultado para enon-
trar bases em álgebras ujos elementos são expressos por polinmios
não omutativos.
Iniiamos esta seção denindo a notação neessária para o
estudo do mesmo. A partir disso, enuniamos os resultados de maior
importânia para nosso estudo. Ao leitor interessado, indiamos [3℄
para maiores detalhes e para as demonstrações.
Sejam k um anel omutativo om unidade, X um onjunto,
〈X〉 o semigrupo livre om unidade gerado por X , e k〈X〉 a k-álgebra
livre gerada por X .
Ainda, seja S um onjunto de pares da forma σ = (Wσ, fσ),
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em que Wσ ∈ 〈X〉 e fσ ∈ k〈X〉. Para ada σ ∈ S e A, B ∈ 〈X〉,
denimos o k-endomorsmo rAσB : k〈X〉 → k〈X〉 tal que rAσB xa
todos os elementos de 〈X〉 om exessão de AWσB que é enviado em
AfσB. Ao onjunto S nomeamos sistema de reduções e aos morsmos
rAσB hamamos reduções.
Dizemos que uma redução rAσB age trivialmente sobre um
elemento a ∈ k〈X〉 se o oeiente de AWσB em a é nulo, ou seja,
rAσB(a) = a. Dizemos que a é irredutível sobre S se toda redução age
trivialmente sobre a. O k-submódulo de todos os elementos irredutíveis
de k〈X〉 será denotado por k〈X〉irr. Uma sequênia nita de reduções
r1, · · · , rn (ri = rAiσiBi) é dita nal em a se (rn ◦ · · ·◦r1)(a) ∈ k〈X〉irr.
Além disso, dizemos que a ∈ k〈X〉 é de redução nita se para
toda sequênia innita de reduções r1, r2, · · · , existe i0 ∈ N tal que para
todo i > i0, ri age trivialmente em (ri−1 ◦ · · · ◦ r1)(a). Notamos que se
a é de redução nita, então toda sequênia maximal de reduções {ri}
de forma que ri age não trivialmente em (ri−1 ◦ · · · ◦ r1)(a) é nita, e
portanto, uma sequênia nal em a. Segue da própria denição que os
elementos de redução nita denotam um k-submódulo de k〈X〉.
Por m, dizemos que um elemento a ∈ k〈X〉 é de redução
únia se ele é de redução nita e a imagem de a sobre todas suas
sequênias nais oinidirem. A este valor denotamos rS(a).
Lema C.1 No ontexto aima são válidas as seguintes armações:
(i) O onjunto dos elementos de redução únia formam um
k-submódulo de k〈X〉 e rS é uma apliação k-linear deste submódulo
em k〈X〉irr.
(ii) Suponhamos que a, b, c ∈ k〈X〉 são tais que para to-
dos os monmios A, B, C apareendo om oeientes não nulos em
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a, b, c, respetivamente, então, o produto ABC é de redução únia
(em partiular, por (i), isto implia que abc é de redução únia). E se
r é qualquer omposição nita de reduções, então ar(b)c é de redução
únia e rS(ar(b)c) = r(abc).
Para enuniarmos o Lema do Diamante, preisamos denir
o que hamamos de ambiguidade de sobreposição e ambiguidade de
inlusão, a saber, uma quíntupla (σ, τ, A,B,C), om σ, τ ∈ S, e ele-
mentos A,B,C ∈ 〈X〉\{1}, tal que Wσ = AB e Wτ = BC é hamada
ambiguidade de sobreposição. Tal ambiguidade é resolvível se existem
omposições de reduções r e r′ tais que r(fσC) = r
′(Afτ ). Esta é uma
ondição de onuênia nos resultados das duas formas indiadas de
reduzir ABC (ondição do diamante).
Do mesmo modo, uma quíntupla (σ, τ, A,B,C), em que os
elementos σ, τ ∈ S, A,B,C ∈ 〈X〉\{1}, tal que Wσ = B e Wτ = ABC
é hamada ambiguidade de inlusão. A mesma será resolvível se AfσC
e fτ podem ser resolvidas para um elemento omum.
Denimos também uma ordem parial de semi-grupos em
〈X〉, a qual entendemos por uma ordem parial 6 tal que B 6 B′
implia em ABC 6 AB′C, para A, B, B′, C ∈ 〈X〉. Dizemos que
essa ordem é ompatível om S se para todo σ ∈ A, fσ é uma ombi-
nação linear de monmios estritamente menores que Wσ .
Finalizamos denotando por IS o ideal bilateral de k〈X〉 ge-
rado por elementos da formaWσ−fσ. Ainda, se 6 é uma ordem parial
de semi-grupos em 〈X〉 ompatível om o sistema de reduções S, e A é
um elemento qualquer de 〈X〉, IA denota o submódulo de k〈X〉 gerado
por todos os elementos B(Wσ − fσ)C tal que BWσC < A. Dizemos
que uma ambiguidade de sobreposição (respetivamente de inlusão)
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(σ, τ, A,B,C) é resolvível em relação a 6 se fσC − Afτ ∈ IABC (res-
petivamente, AfσC − fτ ∈ IABC).
Teorema C.2 (Lema do Diamante) Sejam S um sistema de reduções
para a álgebra livre k〈X〉 e 6 uma ordem parial de semi-grupos om-
patível om S e satisfazendo a ondição de adeias desendentes. Então
são equivalentes:
(i) Todas as ambiguidades de S são resolvíveis;
(i') Todas as ambiguidades de S são resolvíveis relativo à 6;
(ii) Todos os elementos de k〈X〉 são de redução únia sob S;
(iii) Um onjunto de representantes (para ada b ∈ R, existe
únio a ∈ k〈X〉 tal que b = [a]) em k〈X〉 para os elementos da álgebra
R = k〈X〉/IS é dado pelo k-submódulo k〈X〉irr gerado pelos monmios
irredutíveis de 〈X〉.
Neste aso, a álgebraR pode ser identiada om o k-submódulo
k〈X〉irr que se torna uma álgebra om multipliação dada por a · b =
rS(ab).
C.2 Lema da Cobra
Lema C.3 (Lema da obra) Sejam R uma anel e A, B, C, A′, B′
e C′, R-módulos à esquerda tais que o seguinte diagrama de morsmos
de R-módulos à esquerda é omutativo:
A
f //
α

B
g //
β

C //
γ

0,
0 // A′
f ′
// B′
g′
// C
om linhas exatas.
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Então existe um morsmo δ : ker(γ) → coker(α) tal que a
seguinte sequênia é exata:
ker(α)
f→ ker(β) g→ ker(γ) δ→ coker(α) f
′
→ coker(β) g
′
→ coker(γ),
em que f e g são as restrições de f e g respetivamente e f
′
e g′ são
morsmos induzidos. Ainda, se f é injetora e g′ é sobrejetora então f
é injetora e g′ é sobrejetora respetivamente.
C.3 Lema de Dedekind
Lema C.4 (Lema de Dedekind) Sejam E um orpo e σ1, σ2, · · · , σn ∈
Aut(E) distintos. Então eles são linearmente independentes, isto é, ex-
istem γ1, γ2, · · · , γn ∈ E tais que T = γ1σ1 + · · · + γnσn = 0, implia
em γ1 = γ2 = · · · = γn = 0.
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Apêndie D
Demonstração da
Proposição 4.12
De aordo om o que vimos na demonstração da Proposição
4.12 no Capítulo 4, mostremos que ψv ∗ ψv = η ◦ ε = ψv ∗ ψv.
Demonstração: Provaremos o resultado para a base de A+. De fato,
sejam T p11T
r
12, T
k
22T
l
12 elementos da base. Consideraremos os asos em
que as potênias p, r, k, l são múltiplos de 3Z/{0} e o aso em que
nenhuma delas é uma potênia de 3, os asos mistos, onde uma, duas
ou três dessas potênias são múltiplos de 3 é feito de modo análogo e
portanto, omitiremos. Iniiamos om o aso dos múltiplos de 3, assim,
p = 3i, r = 3j, k = 3s e l = 3t, logo,
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ψv ∗ ψv(T 3i11T 3j12 ) =
3j∑
µ=0
 3j
µ
ψv(T 3i+µ11 T 3j−µ12 )ψv(T 3i11T µ12T 3j−µ22 )
(∗)
=
 3j
0
T 3i11T 3j12ψv(T 011T 012)ψv(T 3i11T 012T 3j22 )
+
 3j
3j
T 3(i+j)11 ψv(T 011T 012)ψv(T 3i11T 3j12T 022)
i>j
=
i<j

T 3i11T
3j
12ψv(T
0
11T
0
12)ψv(T
3(i−j)
11 T
0
12)
+T
3(i+j)
11 ψv(T
0
11T
0
12)ψv(T
0
11T
0
12T
0
22)S(T
3i
11T
3j
12 )
T 3i11T
3j
12ψv(T
0
11T
0
12)ψv(T
3(j−i)
22 T
0
12)
+T
3(i+j)
11 ψv(T
0
11T
0
12)ψv(T
0
11T
0
12T
0
22)S(T
3i
11T
3j
12 )
=
 T 3i11T
3j
12S(T
3(i−j)
11 ) + T
3(i+j)
11 S(T
3i
11T
3j
12 )
T 3i11T
3j
12S(T
3(j−i)
22 ) + T
3(i+j)
11 S(T
3i
11T
3j
12 )
=
 T 3i11T
3j
12T
3(i−j)
22 − T 3(i+j)11 T 3j12T 3i22
T 3i11T
3j
12T
3(j−i)
11 − T 3(i+j)11 T 3j12T 3i22
=
 T 3i11T
3j
12T
3i
22T
3j
11 − T 3(i+j)11 T 3j12T 3i22 = 0 = η ◦ ε(T p11T r12)
T 3i11T
3j
12T
3j
11T
3i
22 − T 3(i+j)11 T 3j12T 3i22 = 0 = η ◦ ε(T p11T r12)
,
se r 6= 0.
Em que (∗) é válido, pois ψv e ψv atingem valores iguais a zero
para potênias de T12 diferentes de zero e 3Z. E ainda, T11T22 = 1A+ ,
o que explia a tereira linha da equação.
Do mesmo modo,
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ψv ∗ ψv(T 3i11T 3j12 ) =
3j∑
µ=0
 3j
µ
ψv(T 3i+µ11 T 3j−µ12 )ψv(T 3i11T µ12T 3j−µ22 )
=
 3j
0
ψv(T 011T 012)S(T 3i11T 3j12 )ψv(T 3i11T 012T 3j22 )
+
 3j
3j
ψv(T 011T 012)S(T 3(i+j)11 )ψv(T 3i11T 3j12T 022)
= ψv(T
0
11T
0
12)S(T
3i
11T
3j
12 )T
3i
11T
3j
22ψv(T
0
11T
0
12T
0
22)
+ψv(T
0
11T
0
12)S(T
3(i+j)
11 )T
3i
11T
3j
12ψv(T
0
11T
0
12T
0
22)
= S(T 3i11T
3j
12 )T
3i
11T
3j
22 + S(T
3(i+j)
11 )T
3i
11T
3j
12
= −T 3j12T 3i22T 3i11T 3j22 + T 3(i+j)22 T 3i11T 3j12 = 0 = η ◦ ε(T p11T r12),
se r 6= 0.
Provemos que o mesmo resultado é válido para os elementos
da base T 3s22T
3t
12 , de fato,
ψv ∗ ψv(T 3s22T 3t12) =
3t∑
µ=0
 3t
µ
ψv(qµ(3t−µ)T 3s22T µ11T 3t−µ12 )ψv(T 3s+3t−µ22 T µ12)
=
 3t
0
T 3s22T 3t12ψv(T 022T 011T 012)ψv(T 3(s+t)22 T 012)
+
 3t
3t
T 3s22T 3t11ψv(T 022T 011T 012)ψv(T 3s22T 3t12)
= T 3s22T
3t
12S(T
3(s+t)
22 ) + T
3s
22T
3t
11S(T
3s
22T
3t
12)
= T 3s22T
3t
12T
3(s+t)
11 − T 3s22T 3t11T 3t12T 3s11 ) = 0 = η ◦ ε(T k22T l12),
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se l 6= 0.
Do mesmo modo,
ψv ∗ ψv(T 3s22T 3t12) =
3t∑
µ=0
 3t
µ
ψv(qµ(3t−µ)T 3s22T µ11T 3t−µ12 )ψv(T 3s+3t−µ22 T µ12)
=
 3t
0
ψv(T 3s22T 011T 3t12)ψv(T 3(s+t)22 T 012)
+
 3t
3t
ψv(T 3s22T 3t11T 012)ψv(T 3s22T 3t12)
s>t
=
s<t

ψv(T
0
22T
0
12)S(T
3s
22T
3t
12)T
3(s+t)
22 ψv(T
0
22T
0
12)
+ψv(T
3(s−t)
22 T
0
12)T
3s
22T
3t
12ψv(T
0
22T
0
12)
ψv(T
0
22T
0
12)S(T
3s
22T
3t
12)T
3(s+t)
22 ψv(T
0
22T
0
12)
+ψv(T
3(t−s)
11 T
0
12)T
3s
22T
3t
12ψv(T
0
22T
0
12)
s>t
=
s<t
 S(T 3s22T 3t12)T
3(s+t)
22 + S(T
3(s−t)
22 )T
3s
22T
3t
12
S(T 3s22T
3t
12)T
3(s+t)
22 + S(T
3(t−s)
11 )T
3s
22T
3t
12
s>t
=
s<t
 −T 3t12T 3s11T
3(s+t)
22 + T
3(s−t)
11 T
3s
22T
3t
12
−T 3t12T 3s22T 3(s+t)22 + T 3(t−s)22 T 3s22T 3t12
s>t
=
s<t
 −T 3t12T 3s11T
3(s+t)
22 + T
3s
11T
3t
22T
3s
22T
3t
12 = 0 = η ◦ ε(T k22T l12)
−T 3t12T 3s22T 3(s+t)22 + T 3t22T 3s11T 3s22T 3t12 = 0 = η ◦ ε(T k22T l12)
,
se l 6= 0.
Notamos que se T12 tem potênia nula, ∆(T
p
ij) = T
p
ij ⊗ T pij
para i = j ∈ {1, 2} e laramente,
ψv ∗ ψv(Tij) = η ◦ ε(Tij) = ψv ∗ ψv(Tij).
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Vejamos agora o aso onde as potênias não são múltiplas de
três, ou seja, p = 3i+ p˜, r = 3j + r˜, k = 3s+ k˜ e l = 3t+ l˜, daí,
ψv ∗ ψv(T p11T r12) =
r∑
µ=0
 r
µ
ψv(T p+µ11 T r−µ12 )ψv(T p11T µ12T r−µ22 ) = 0,
pois ψv e ψv só assumem valores diferentes de zero se T12 tem potênia
igual a zero ou 3Z, e neste aso, se avaliarmos ψv, vemos que isto só é
fato para µ = r˜ ou µ = r, mas que implia em ψv = 0. Por outro lado,
se avaliarmos ψv, µ deve assumir os valores de 0 ou 3j, que zeram ψv.
O mesmo argumento serve quando alulamos ψv ∗ ψv. Portanto,
ψv ∗ ψv(T p11T r12) = η ◦ ε(T p11T r12) = ψv ∗ ψ(T p11T r12).
Do mesmo modo,
ψv∗ψv(T k22T l12) =
l∑
µ=0
 l
µ
ψv(qµ(l−µ)T k22T µ11T l−µ12 )ψv(T k+l−µ22 T µ12) = 0,
por argumento análogo ao anterior. Assim,
ψv ∗ ψv(T k22T l12) = η ◦ ε(T k22T l12) = ψv ∗ ψ(T k22T l12).
E om isso, a evideniado que o morsmo ψv dado na
Proposição 4.12 é inversível por produto de onvolução om inversa
dada por ψv.
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