Many art forms present visual content as a single image captured from a particular viewpoint. How to select a meaningful representative moment from an action performance is difficult, even for an experienced artist. Often, a well-picked image can tell a story properly. This is important for a range of narrative scenarios, such as journalists reporting breaking news, scholars presenting their research, or artists crafting artworks. We address the underlying structures and mechanisms of a pictorial narrative with a new concept, called the action snapshot, which automates the process of generating a meaningful snapshot (a single still image) from an input of scene sequences. The input of dynamic scenes could include several interactive characters who are fully animated. We propose a novel method based on information theory to quantitatively evaluate the information contained in a pose. Taking the selected top postures as input, a convolutional neural network is constructed and trained with the method of deep reinforcement learning to select a single viewpoint, which maximally conveys the information of the sequence. User studies are conducted to experimentally compare the computer-selected poses and viewpoints with those selected by human participants. The results show that the proposed method can assist the selection of the most informative snapshot effectively from animation-intensive scenarios.
Introduction
A single still picture may indeed tell a story properly, as claimed by Wolf [28] according to a narrow definition. Speidel [22] also argued that there exists the great potential of pictures to express temporal relationships. The display of human activities in still images has long been one of the main forms of artistic creations. Examples include cave paintings, oil paintings, relief sculptures, and the thumbnail generation of animation and video sequences in recent years ( Fig. 1) . The creation of such static images is artistically challenging because it often involves multiple factors, such as behaviour, emotion, and storytelling. For example, in the case of relief sculpture, a sculptor needs to choose the best pose and per-B Shihui Guo guoshihui@xmu.edu.cn 1 spective for a character (e.g. character a in Fig. 1b) . Such a problem is difficult to resolve because the selections of pose and viewpoint are often intertwined. In recent years, a large number of feature animations and visual effects films have been produced, which creates an increasing demand for the optimal thumbnails generation for these animation sequences.
Body and posture convey important information, but a posture plays an even more essential role in creating a strong (aesthetic) impression [14, 22] . The goal of this research is to address this challenge and generate a still image for a virtual scene with the performance of animated characters. We call this image the Action Snapshot. Specifically, we need to select a single optimal pose and viewpoint to maximally convey the information contained in the scenario to the viewers. This differentiates our work from existing methods in using multiple screenshots [2] or short videos [3] to summarize the animation performance. The snapshot as proposed in this work is an informal summary of the whole series of animated scenes and serves as a reference for the users. We accomplish the goal of creating action snapshots and make the corresponding contributions: -We select the optimal pose from an animation sequence by considering multiple factors that include local information (joint rotations) and global information (environmental contacts and inter-character interactions). The pose is selected to demonstrate significant changes in motion and relevant features, which contain the maximum information about the sequence of scenes. -We construct a neural network to mimic the process of human selection of optimal viewpoint. This framework includes the metric of projected motion area (PMA) to quantitatively evaluate the information contained in a viewpoint direction and select the viewpoint direction with the maximum PMA. In contrast to viewpoint selection for static geometry, the PMA considers multiple postures simultaneously. -User studies are conducted to experimentally evaluate computer-selected poses and viewpoints with human's perception. The results show that the viewpoint selected by the proposed method is generally consistent with the selections of human participants.
The remainder of this paper is organized as follows. First, Sect. 2 reviews existing methods related to pose and viewpoint selection. We then present details of the method for selecting the optimal pose and viewpoint direction in Sect. 3 . The results of our method are presented and evaluated by a user study in Sect. 4 . Section 5 concludes this paper and points out the future directions of this work.
Related work

Pose selection
The problem of selecting an optimal pose from an animation sequence is similar to key frame extraction [10, 17] . Key frame extraction aims to extract and blend a series of frames to approximate the original motion. The selected frames can be used for the purposes of editing and compressing motion data [11, 17] . The number of keyframes is less than that of the original sequence, but is still greater than one. For example, researchers were able to select around 8% of the frames from motion capture sequences to create key frame sequences [9] .
In comparison, the goal of our work is to maximize the information conveyed in a single static posture.
Conventional methods select key frames by minimizing the errors between the original motion sequences and the reconstructed ones [9] [10] [11] . This optimization-based strategy can be applied to key frame selection of both skeleton and mesh deformation [11] . A recent work in [30] proposes a new model called joint kernel sparse representation (SR). This model completes the SR in a kernel-induced space with a geodesic exponential kernel, in contrast to the Euclidean space as commonly used in previous methods. However, the poses extracted in this error minimization framework are most likely to be the most repeated ones, which, from the perspective of information theory, may not be optimal. Another solution selects staggered poses by encoding coordinated timing among movement features in different body parts of a character [6] . This is based on the concept of extreme poses, which perform perceptual events of significant motion changes [29] . Researchers proposed to find the optimal poses by evaluating the information contained in each pose [25] , while this work extends such work and considers the selection of pose and viewpoint.
The selection of key pose is also of relevance in other fields, such as teaching a social robot to acquire new motor skills [1] . Researchers first extract a sparse set of key frames from motion capture data of real human, and transfer the selected key postures as motor trajectories for humanoid robot. This could efficiently allow robots to develop novel skills from human demonstration.
Viewpoint selection
A second problem addressed in this paper is how to select an optimal projection direction. This is similar to the problem of viewpoint selection for a 3D mesh. To address the viewpoint selection problem, researchers have proposed various measures to quantitatively assess the goodness of a view. A collection of these measures (or view descriptors), including surface visibility, viewpoint entropy, silhouette stability, mesh saliency and symmetry, can be found in [21] .
A related problem is how to determine an optimal camera path for an animated character motion [4, 12, 15, 16, 20] . The desired camera paths are required to satisfy a number of requirements, including subject visibility, spatial positioning and aesthetic elements. Some researchers have proposed to choose a camera path by maximizing the space swept out by the character skeleton [12] or evaluating the viewpoint quality based on the features of limb visibility [20] . Another work determines the camera path for crowded scenes by finding interest points which represent either characteristic behaviours of the crowd or novel events occurring in the scene [23] . A novel and compact representation, known as the Toric space, is introduced to represent the visual proper-ties (such as subject visibility) [16] . In combination of this Toric space, researchers propose an efficient interval-based search technique for automated viewpoint computation.
Our work differs from traditional methods in viewpoint selection in handling a dynamic sequence, instead of static geometry. Different from path determination of virtual camera, we aim to visualize the whole sequence with a single snapshot.
Motion and video summary
Summary of animation or video sequences is useful in the field of digital media production. A good summary could allow viewers to understand the animation or video in a glance without viewing the complete sequence [13] .
Previous works generate an action abstraction by superpositioning multiple poses in a single image [2] or producing a short video [3] . Another work captures the human performance with the device of depth camera and selects important frames according to their contribution to the gradient of the composite depth image [13] . Selected frames are super-positioned to create a single image to summarize the animation sequence.
A similar challenge exists in the field of video analysis, to provide a compact video summary while reserving the critical information. The summary can be images [5] or short clips [7, 19] . Researchers propose dynamic video narratives [7] , to compose foreground and background regions of video frames in a single interactive image. This narrative method depicts different stages of a motion by exploring and reusing redundant background. Another method condenses the video simultaneously showing multiple activities, even when they originally occurred at different times [19] .
Although it is an effective strategy to use super-positioned images to create the summary of a dynamic sequence, some scenarios only allow the form of single image, such as photograph and relief creation [26, 31] . Our work tackles this problem and presents the information of the whole performance with a single posture and viewpoint.
Methodology
Our goal is to generate a still image from a scene sequence of character animation. This involves two sub-tasks: selection of the optimal pose and the optimal viewpoint direction. The following sections explain our approaches to address these two tasks.
Pose entropy and election
This section describes the algorithm for selecting the most informative pose from an animation sequence. Although there is no consensus about what determines a good pose, quality is intuitively related to how much information the poses give us about the whole performance. This paper proposed a novel method based on information theory to quantitatively evaluate the information contained in a pose.
In information theory, entropy H is the average amount of information (I ) contained in each message received. Here, a message stands for an event, sample, or character X drawn from the distribution of a data stream. This is mathematically formulated as the following expression [24] :
P(X ) is the probability of a particular event X . b is the base of the logarithm and can be set to 2, e, or 10, depending on the unit of entropy. In addition, I (X ) denotes the information contained in a variable X . This work chooses b = 2 (the unit of the entropy is a bit). When taken from a finite sample, the entropy can explicitly be written as:
Pose entropy H (X ) considers the information contained in both the local and global features in the motion sequence. The local features refer to the joint rotation information and the global features refer to the event information. Such events include the contact between a foot and the ground plane and the interactions among characters. The pose (or a specific frame in an animation sequence) is selected as the optimal pose if its pose entropy H (X ) has the maximum value of the all animation frames.
Local features-joint information
A character pose is essentially a vector of the global transformation of the hip joint and the local rotations of other joints that represent the relative position of each joint to its parent joint. For the jth joint, its motion trajectory is represented as m j ∈ R N f ×3 (N f is the number of frames in this motion sequence). According to the concept of extreme poses, the information of a particular pose is emdeded in the changes in joint trajectories [6, 29] . Significant changes in the body poses create regions of higher curvature in the joint trajectory. A typical case is spinning in a ballet performance, where the local joints remain almost constant, while the motion trajectory of each joint delivers its information in the world space.
The discrete measure of the rotational curvature for the jth joint is defined in [6] as where n ji is the unit normal vector of the jth joint at frame i, and e ji is the edge vector of the jth joint between the frames i and i + 1, as illustrated in Fig. 2 . This returns a curvature in the range of [0, 1] and preserves the extrema of the curvature of the original motion data [6] . Different joints have different effects on the overall behaviour of the character, and thus different significance with respect to visual information delivery. Therefore, the curvature is further weighted by the influence of the limb length and motion magnitude. The longer the limb is and the faster the joint rotates, the greater a weight is applied to the curvature at this frame.
Here, x j is the position of the jth joint in world space, and |Δm ji | is the joint angle difference between two frames. The information conveyed by joint rotation in a particular frame is calculated as:
where N j is the number of joints.
Global features-event information
In addition to joint information, global features, such as interaction with the environment and other characters, are also considered when extracting the most informative pose. In most cases, especially for task-based or context-based animation, it is the interaction with the environment and other characters that conveys the most information about the motion performed by the character (Fig. 3) .
Here, all skeleton joints are iterated to check the interaction with the environment and other characters. Previous work only considers the foot contact event [6] . The inclu- sion of other joints allows other cases to be considered, for example ball handling in the movements of basketball and handshaking with another virtual character. Interaction events are detected by searching for joints whose world coordinates remain constant with respect to a specific object (for example, the ground plane), within a given tolerance and for a given minimum length of time. After finding such an interaction, it is propagated to the following frames until the relative position between the joint and environment exceeds the tolerance.
Event information is modelled as a binary signal (1 indicates an interaction event and 0 indicates no interaction). After iterating through all poses, the interaction probability for each joint is modelled as (6) where N i is the number of frames containing interaction. By formulating the problem in this way, the joint where less interaction occurs contains more information and thus contains more entropy. The information of global events in a particular frame is calculated as:
Weighted pose entropy
The local information and global information are assumed to be independent, and a common approach for considering these two factors simultaneously is to use the weighted sum formulation: 
After normalization, the values of each component will fall into a range of [0, 1] . In this case, the manipulation of the weights ω L and ω G directly relates the output of the pose selection to a preference for either local or global information. Using Eq. 9, a pose is selected as the most informative posture in an animation sequence if the entropy value of its frame is the maximum value of all frames in the animation sequence. For a scenario involving more than one character, the sum of posture entropy of all characters is used to select a particular frame out of the whole sequence.
Viewpoint learning and selection
Finding the optimal viewpoint is as important as selecting the most meaningful pose for characters. The selection of the projection direction is similar to the determination of the viewpoint. To measure the goodness of a viewpoint, existing researchers have proposed a few view descriptors, such as projection area, viewpoint entropy, surface visibility, and mesh saliency [21] . However, previous methods generally select the viewpoint for a static geometry. In contrast, our task needs to consider the temporal and spatial information conveyed during the animation performance.
We propose the deep reinforcement learning (DRL) method and construct a convolutional neural network to select the single viewpoint, which maximally conveys the information of the selected top postures. The architecture of the neural network is a Mixture of Actor-Critic Experts (Fig. 4) , in which the network output contains both the action V and its corresponding score Q. The input is first processed by two convolutional layer with 16 8 × 1 and 64 4 × 1 filters (both with the stride of 1). The output of the second convolutional layer is processed by two fully connected layers, each with 128 and 256 units. The last (output) layer is fully connected with 3 units.
Network input The input is a set of N p postures with the highest pose entropy. Each posture is represented as a vec- Network output The output is divided into two parts: a viewpoint candidate V and its corresponding score Q. The viewpoint is represented as 2D coordinates on a viewing sphere, with the camera direction towards the position of the character's root joint. In the case of multiple characters, the camera is directed towards the average position of all characters' root joints. The goal of learning is to find the network weights to produce the optimal viewpoint, which could maximally convey the information of selected N p postures. The corresponding score Q is used to evaluate the fitness of the selected viewpoint.
Reward
During the process of learning, a reward function r (P, V ) provides a scalar value and is used as a training signal to encourage or discourage the selection of a specific viewpoint. Our work defines the reward function r as:
A s , A p are the standard and projected motion areas, respectively. N c , N j are the numbers of characters and joints, respectively. The motion area is the area swept by a body link L j/ j+1 within a fixed time interval (normally between the ith and (i + 1)th frames) [12] . Figure 5 illustrates the standard motion area and its projection. The goal of learning is to find a single viewpoint that maximizes the expected value of the cumulative reward R. Here R is expressed as the sum of all rewards with respect to the selected postures: γ is a discount factor capturing the intuition that a posture with a lower ranking is likely to be of less significance than one with a higher ranking. We choose the value of γ to be 0.9.
Learning
The optimization of the neural network simulates decisionmaking of human when tackling the similar problem. A human in general would pick the optimal viewpoint by iteratively evaluating a viewpoint candidate with a small set of selected key postures. During the learning process, we first sample a minibatch of λ sequences from a database. For each sequence, a set of N p postures with higher ranking are processed by the network, with the output values Q and V . Actor exploration adds random modification to the actor V , in the form of Gaussian noise. This generates a new action:
where σ is the predefined standard deviation as the exploration area on the viewing sphere. Here the deviation for each dimension is set to π 36 . We compare the predicted score Q, associated with V , with the reward R, associated with V * . If R is greater than Q, this suggests that the noise term in viewpoint V * leads to better performance over the current viewpoint V . A tuple τ = Q, V , R, V * is added to the update buffer if R is greater than Q. After the samples of the minibatch are processed, the network is updated with the tuples in the update buffer. Please refer to Algorithm 1 for the pseudo-code of this learning procedure.
To optimize the parameters of the neural network, we use the method of stochastic gradient descent (SGD) to compute the gradient of the parameters [18] . When learning is completed, the most recent viewpoint should have the highest reward and be selected as the single optimal viewpoint.
Hyperparameter settings:
The hyperparameters include the learning rate (0.001), a weight decay (0.0005) for regularization and momentum (0.9). The size of minibatch λ is 32.
Algorithm 1
Sample λ sequences from mocap database 4:
for Each sequence do 5:
Select N p postures from the sequence 6:
Step forward of the network with selected postures 7:
Q, V ← network outputs 8:
V * ← actor exploration (Eq. 12) 9:
R ← reward value for V * 10:
if R > Q then 11:
Append tuple Q, V , R, V * to update buffer 12: end if 13: end for 14:
N u ← size of update buffer 15:
Update Critic (Q):
Update Actor (V):
19: end while
Results
We used the Intel Xeon(R)(W3680) CPU (six cores clocked at 3.33GHz) to compute all our results. Table 1 presents a summary of the statistics for the demonstrated examples, including tennis slicing, gymnastics cartwheel, double kicking, back flipping, striking and dodging and basketball 3v3. See Fig. 6 for results on posture selection, and Figs. 10 and 14 for results on viewpoint selection of training and testing samples, respectively. As can be seen from the data, the time to find the optimal pose and viewpoint is largely determined by the number of frames and the number of performing characters. Note that the conventional method of viewpoint entropy [24] computes the projection area for each triangular face, which means that the time required to find the optimal viewpoint grows linearly with the number of triangular faces. However, in our method, the time required to find the optimal viewpoint is dependent on the number of skeleton joints instead of the number of mesh faces. The unit of time is in seconds 
Pose selection
We apply our method of selecting the appropriate pose to a variety of human activities (see Fig. 6 for results). Our method can successfully identify the critical events in an animation sequence with the assistance of the global feature when computing the pose entropy. This includes the moments of striking the tennis ball, heading the soccer and releasing the basketball. In the example of striking and dodging, the critical event is identified when one person stretches out his hand and attempts to strike the other character. together with equal weights (ω L and ω G in Eq. 9). By doing so, the local pose entropy outweighs the global component because of its larger value in this example.
User study
We conducted user studies to evaluate the quality of our posture selection. For each animation sequence, 100 subjects are invited to first watch the sequence and then select a specific pose (the corresponding frame) to represent the whole sequence. The user is allowed to adjust the viewpoint to fit their own preferences. The results of user studies are shown in Fig. 8 . For the example of tennis slicing, the frame numbers selected by users fall into the range between 54 ± 5. Our method selects frame 54 as the most meaningful posture, which is consistent with the results of user study. This posture is representative because the player performs a stretched gesture and strikes the tennis ball. For the example of back flipping, the complete action of rolling in the air starts at frame 70 and ends at frame 92. User selections, and our selection, fall into this range and centre around the middle of the action, when the character is posing upside down. For the example of double kicking, at frame 50 the player reaches the highest point and kicks, so about 40 subjects select this frame as the best posture. Some participants select around frame 57 when the character performs a secondary kick. For the example of gymnastics cartwheel, a majority of users select frame 16, while two minor groups of users choose frame 19 and 23. The feedback from the participants reflects that the body centre of the performer shows a tendency of upward rotation at frame 16, which best reveals the intention of this action. For the example of striking and dodging, this group of actions imitates two characters in the boxing game. The whole sequence demonstrates rich body language, so the samples are distributed sparsely in the sequence. Owing to the fierce interaction between the two figures performing fist striking and knee bending, many users select frame 91, in agreement with our method. For the example of basketball 3v3, the rightmost person is looking for an opportunity to shoot and the one opposite of him is trying to interrupt the shooting. For this scenario, frame 298 is selected out of the complete sequence since the player performs the iconic action of shooting.
Viewpoint selection
After the procedure of posture selection, the CNN model is trained for the purpose of viewpoint selection. The neural network is trained with a collection of open motion capture databases, including Carnegie Mellon University (CMU) mocap database, 1 Ohio State University (OSU) mocap database 2 and MOCAPDATA. 3 The captured motions cover a diverse range of human activities, including the basic locomotion, physical sports and interaction between two subjects.
Division of training and testing dataset The collated data include 2875 sequences and around 3.6 million frames in total. The complete dataset is randomly divided into two subsets-training (90%) and testing (10%). The training set is used to train the CNN model and acquire the optimal net- Fig. 9 Learning performance of the neural network in the process of viewpoint selection Fig. 10 Viewpoint selection by our method for motion samples from the training dataset work parameters. The success on the training set proves that the proposed metric of projected motion area can effectively select the optimal viewpoint for an animation sequence. The testing set is used to validate the performance of the CNN model on samples which are not included in the original training set. The following paragraphs discuss the detailed results in the stages of training and testing, respectively.
Training stage
Learning Performance The deep learning framework Caffe is used to build the proposed neural network with the GPU acceleration (NVIDIA Tesla K40). The training set contains 2601 performances and it takes around 5 h to learn the parameters of the network. The learning process increases the predicted value Q (Fig. 9) , which confirms that the selected viewpoint V maximally projects the motion area. The Q value increases gradually for the first 100 iterations and speeds up afterwards, and reaches a stable level after 250 iterations.
Comparison with the existing methods Results of viewpoints selected by our method are demonstrated Fig. 10 . The selected samples from the training dataset include tennis slicing, gymnastics cartwheel and striking and dodging. In general, our method can effectively select the appropriate viewpoints to demonstrate the relevant activity. To best Fig. 11 Viewpoint selection by the existing method [21] for motion samples from the training dataset Fig. 12 Viewpoint selection by the existing method [27] for motion samples from the training dataset Fig. 13 Results of user studies for viewpoint comparisons of motion samples from the training dataset evaluate the quality of the selected viewpoints, we compare our method with two recent works [21, 27] and conduct user studies to collect the quantitative results. For each motion sample, 50 participants are asked to first watch the animation sequence and then select one viewpoint out of the three (Figs. 10, 11 and 12) .
The results of the user studies (Fig. 13) show that our method outperforms the existing methods in the task of viewpoint selection. In general, we found out that by emphasizing the geometrical attributes (silhouette, curvature etc) only, the existing methods would likely select viewpoints which violate physical plausibility. For example, we do not view the tennis and stunt player in action (Figs. 11b and 12a highlighted in red box) from the perspective of below the ground. In comparison, our method selects the viewpoint which maximally observes the significant actions of body segments and assists the user in understanding the context of the action sequence. For the example of striking & dodging, the results The feedback from the participants shows that the scenario contains sufficient information and does not require a specific viewpoint for understanding the spatial relationship in the scenario.
Testing stage
The evaluation on the testing dataset is composed of two parts: the comparison with the existing methods and with the ground-truth data of human perception. Separate user studies are designed to quantitatively evaluate the results. Figure 14 shows the viewpoint selections with our method for samples from the testing dataset. The samples from the testing dataset include double kick, back flipping and basketball 3v3. The visual demonstration shows that our method can achieve good results in samples which are not included in the training dataset. Similar to the evaluation on samples in the training dataset, we compare the results of our method with the existing methods [21, 27] and conduct the user studies to quantitatively evaluate the viewpoint quality. For each motion sample, 50 participants are asked to first watch the animation sequence and then select one viewpoint out of the three (Figs. 14, 15 and 16 ).
Comparison with the existing methods
For the example of double kicking, our method and the existing method [27] select a similar viewpoint. Therefore, 44 out of 50 participants rate the selection by our method and [27] as the desirable viewpoint. The viewpoint by the existing method [21] (Fig. 15a) views the action from the front direction, so that it is difficult to perceive the kicking action as directly from the side view. For the example of (Fig. 17) show that our method outperforms the other two methods. The existing methods [21, 27] select the viewpoints from which the legs are completely or partially occluded. From the feedback of user participants, such occlusion affects the perception of the action and creates a sense of unbalance. However, the example of basketball 3v3 does not show significant advantages of our method over the other two methods. The result may be caused by the fact that all three viewpoints are from top view. These viewpoints are common camera perspectives in the TV broadcasting of basketball games and do not demonstrate significant differentiation to user perception of the game context.
Comparison with ground-truth data
We further conduct user studies, to collect the viewpoints selected by the participants in a free mode. The selected viewpoints serve as the benchmark to evaluate whether the results of our method are consistent with the real human perception. For each motion sample in the testing dataset, we invited 20 participants to watch the animation sequence and freely select one viewpoint for the specific pose, with the purpose of best illustrating the whole sequence. Users who participated in previous experiment of viewpoint selection (Fig. 17) are excluded from this experiment to ensure independent results with no mutual influence between the two experiments.
Following the practice in the existing method [27] , we measure the consistency between participants' viewpoints 
where N T is the total number of participants' viewpoints, and N L is the number of participants' viewpoints within a local region of the viewpoint selected by our method. The local region is defined as the sphere with its centre at the viewpoint selected by our method. The radius of the local region is set to 10, 15, 20% of the radius of the viewing sphere. Please see Fig. 18 for the results of the complete testing dataset and Fig. 19 for the demonstration of the selected examples. The results over the complete testing dataset show the diverse distribution of participants' viewpoints. This is visually demonstrated in the selected examples in Fig. 19 . More specifically, the local region, with its radius as 10% of the radius of viewing sphere, includes at least 50% of the participants' viewpoints for half of the samples. When increasing the radius ratio to 20%, around 80% of the participants' viewpoints are located within the local region for half of the samples, and more than 60% of the participants' viewpoints are located within the local region for 75% of the samples. Figure 19 demonstrates the comparison between the benchmark selections from participants (blue dots) and our selections (red dots). For both example of double kicking and back flipping, the distribution of participants' viewpoint shows a distinct clustering, while the selection of our method is located within the cluster. For the example of basketball 3v3, the participants' viewpoints are sparsely distributed on the viewing sphere, and do not demonstrate a clear preference towards our viewpoint selection. This is consistent with the findings in the previous user experiment (Fig. 17) , where 
Benchmark comparison with sampling on viewpoint sphere
To further compare the performance of the CNN model, we exhaustively sample the viewpoints on the viewing sphere and compute the projected motion area at each sample point. The number of samples is 1026, following the convention in the existing method [27] . The result is demonstrated in Fig. 20 . It shows that the best viewpoint (Fig. 20a ) selected by exhaustive sampling is similar to the one (Fig. 14b ) selected by our CNN model. The viewpoints selected by existing methods (Fig. 20b for [21] ) and (Fig. 20c for [27] ) are not rated as optimal candidates using the metric of PMA. This validates the effectiveness of our framework, based on the metric of projected motion area, to evaluate the viewpoint quality.
Number of inputs for neural network
The input to our neural network (Fig. 4) is a small subset of N p postures, ranked with their pose entropy. The motivation of such network design is to maintain the spatial information of the whole sequence. A separate neural network is trained to consider a single posture with the highest pose entropy as the input. By considering only a single posture, the viewpoint selection degenerates to the scenario of static posture and selects the viewpoint which only maximizes the projected motion area at that particular moment. In the example of soccer kicking, the character performs drastic rotation movements for the arms and legs (Fig. 21 ). In such a case, the network with single posture as input selects the top view which views the performance from top behind and introduces significant occlusion. In comparison, our proposed network selects a reasonable perspective by taking advantage of the global information embedded in a subset of ranked postures.
Conclusion and future work
This paper proposed a method to select an informative representative pose and view projection direction from an animation sequence. A concept-the Action Snapshot-was proposed to obtain the optimal poses of characters and viewpoint directions that are maximally meaningful during the information transmission of an animation sequence. A collection of animation sequences were tested, and the results show that our method is applicable to scenarios involving multiple characters and the performance of different types of activities. User studies to validate the accuracy and effectiveness of the proposed method were conducted to experimentally compare the outcome of computer-selected poses and viewpoints with participants' selections. The results showed that the proposed method is effective in finding the optimal viewpoint for animation sequences.
There are a couple of directions for future works. User perception of human action is subjective, and the viewpoint selection can be remarkably diverse, which is confirmed in the results of our user studies. Although our method proves effective in determining the optimal viewpoint, only 35% of the participants' viewpoints are covered in the largest local region for the sample with the worst performance. The reason for such large variations in viewpoint selection is that the tested motions are captured in a fixed-range laboratory environment and limited in the motion diversity. Users are highly familiar with the motion context, and thus, the selection of viewpoints does not significantly affect the understanding of the performed motion. Extending our method to complex environments, where occlusions frequently occur, is the major, yet challenging, focus of our future work. Taskspecific contexts involving delicate finger movements may require the accurate selection of viewpoint, adding to the difficulty of choosing the appropriate viewpoint. Currently, our method is only tested for scenes with a small number of characters. It is also worthwhile extending our method to handle highly interactive scenes with a large number of characters, such as a carnival. 
