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1 Introduction
Integrable equations play important role in both Mathematics and Physics. Unfortunately,
rigorous and universal definition of integrability applicable in all situations does not exist.
Different viewpoints on the integrability can be found in [1, 2]. It is well known that integrable
2-dimensional PDEs
ut = F (u, ux, ..., unx) (1.1)
like the KdV-equation, for any N possess families of exact solutions depending on arbitrary
constants c1, ..., cN . All these finite-gap and solitonic-type solutions can be constructed by so
called ODE-reductions. A pair of compatible N -component systems of ODEs
rix = f
i(r1, ..., rN), rit = g
i(r1, ..., rN), i = 1, ..., N (1.2)
is called an ODE-reduction of (1.1) if there exists a function U(r1, ..., rN) such that u =
U(r1(x, t), ..., rN(x, t)) satisfies (1.1) for any solution r1(x, t), ..., rN(x, t) of (1.2). It is clear
that the solution u depends on N arbitrary parameters being initial values for (1.2) at generic
point. The existence of special ODE-reductions for arbitrary N can be chosen as a criterion
of integrability for equation (1.1). For example, one can assume that (1.1) admits a series of
differential ODE-constraints
um,x = Gm(u, ux, ..., um−1,x),
where m is arbitrary. Clearly, equation (1.1) and the ODE-constraint can be rewritten as a pair
of compatible dynamical systems with respect to x and t. Another example of ODE-reductions
is provided by Dubrovin’s equations [3]. However, in the 2-dimensional case there exist more
efficient and constructive integrability criteria, like the existence of higher local symmetries or
conservation laws (see [4] and references therein).
If the number d of independent variables is greater then 2, then higher local symmetries for
integrable models do not exist (for some generalization of the symmetry approach to the case of
non-local symmetries see [5]). In such a situation the existence of N -component reductions can
be regarded as one of the most powerful methods of searching for new integrable models. Notice
that one has to consider for the reductions some compatible systems of PDEs of dimension
≤ d− 1 instead of ODEs (1.2).
In [6] this approach has been systematically applied to some classes of 3-dimensional systems
of the form
n∑
j=1
aij(u) uj,t +
n∑
j=1
bij(u) uj,y +
n∑
j=1
cij(u) uj,x = 0, i = 1, ..., n+ k, (1.3)
where u = (u1, . . . , un), and k ≥ 0. Pairs of compatible diagonal semi-Hamiltonian (see formula
(2.12)) hydrodynamic-type systems of the form
rit = v
i(r1, ..., rN)rix r
i
y = w
i(r1, ..., rN)rix i = 1, 2, ..., N, (1.4)
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have been taken for reductions. According to definition of reductions, the corresponding solu-
tions of (1.3) are determined by some functions U i(r1, ..., rN), i = 1, ..., n converting any solution
of (1.4) to a solution of (1.3). In hydrodynamics such solutions describe nonlinear interaction
of N planar waves. Sometimes they are called N -phase solutions.
Clearly, the general solution of (1.4) contains N arbitrary functions of one variable. It
turns out that functions vi, wi in the reduction (1.4) may contain additional functions of one
variables as functional parameters and the number of these functions is not greater then N . In
[6] the existence of hydrodynamic reductions (1.4) locally parameterized by N functions of one
variables, where N is arbitrary, was proposed as a criterion of integrability for systems (1.3).
The corresponding N -phase solutions depend on 2N arbitrary functions of one variables.
Usually the integrability of systems (1.3) is associated with a representation of (1.3) as com-
mutativity conditions for a pair of vector fields [7]. For systems that admit the pseudopotential
representation [8, 9, 10, 11] these vector fields are Hamiltonian whereas for some integrable mod-
els the vector fields have more complicated structure. Moreover, for some systems the vector
fields depend on a spectral parameter. Thus it is very difficult to choose any constructive class
of the vector fields covering all known examples and to propose an universal definition of inte-
grability based on the commutativity of vector fields. The same problems arise with definitions
of integrability given in terms of dispersionless Lax or zero-curvature representations.
Quite the contrary, the hydrodynamic reduction approach is universal. This means that
all integrable models known by now admit the hydrodynamic reductions. All notions of this
approach can be rigorously defined (see Section 2). It was demonstrated in [6] that the existence
of hydrodynamic reductions can be algorithmically verified for a given system (1.3) and what
is more can be efficiently used for classification of integrable cases.
Families of systems (1.4) parameterized by N functions of one variables can be described in
terms of the so-called systems of Gibbons-Tsarev type (GT-type systems). The GT-type sys-
tems play a crucial role in the approach to integrability based on the hydrodynamic reductions.
Definition. A compatible system of PDEs of the form
∂ipj = f(pi, pj, u1, ..., un) ∂iu1, i 6= j, i, j = 1, ..., N,
∂ium = gm(pi, u1, ..., un) ∂iu1, m = 2, ..., n, i = 1, ..., N, (1.5)
∂i∂ju1 = h(pi, pj, u1, ..., un) ∂iu1∂ju1, i 6= j, i, j = 1, ..., N
is called n-fields GT-type system. Here p1, ..., pN , u1, ..., un are functions of r
1, ..., rN , N ≥ 3 and
∂i =
∂
∂
ri
. Notice that the compatibility conditions give rise to a system of functional equations
for the functions f, gk, h and these equations don’t depend on N .
Example 1 [10]. The system
∂ipj =
pj(pj − 1)
pi − pj
∂iu1, ∂ium =
um(um − 1)
pi − um
∂iu1, m = 2, ..., n, (1.6)
3
∂i∂ju1 =
2pipj − pi − pj
(pi − pj)2
∂iu1∂ju1, i, j = 1, ..., N, i 6= j (1.7)
is an n-field GT-type system for any n,N . 
The original Gibbons-Tsarev system [12] is a degeneration of (1.6), (1.7). A wide class of
integrable systems (1.3) related to (1.6), (1.7) is described in [10]. An elliptic version of this
GT-type system and the corresponding integrable 3-dimensional systems were proposed in [11].
Definition. Two GT-type systems are called equivalent if they are related by a transfor-
mation of the form
pi → λ(pi, u1, ..., un), i = 1, ..., N, (1.8)
um → µm(u1, ..., un), m = 1, ..., n. (1.9)
Remark 1. Our Definitions and formulas (1.5), (1.8), (1.8) admit a coordinates-free inter-
pretation. Let M be a bundle with one-dimensional fiber E and n-dimensional base F . Then
each of pi is a coordinate on E and u1, ..., un are some coordinates on F . Thus we obtain a
notion of a GT-type structure onM . It is likely that there exists a canonical GT-type structure
on the natural bundle over the moduli space Mg of genus g algebraic curves. Here E is a curve
corresponding to a point in Mg. We will not use coordinates-free language in this paper.
For generic GT-type systems the functions f, h have a pole at pi = pj. However, there exist
GT-type systems holomorphic at pi = pj .
Example 2. The system
∂ipj = 0, ∂ium = gm(pi)∂iu1, ∂i∂ju1 = 0 (1.10)
is an n-field GT-type system for any n,N and any functions gm(x). Notice that only special
choice of the functions gm(x) gives rise to pairs of compatible semi-Hamiltonian systems (1.4).

In this paper we study systems (1.3) related to GT-type systems of the form (1.10). The
main motivation is the following observation. We examined the 3-dimensional travel wave
reductions for known examples of integrable d-dimensional systems with d > 3 and found that
the GT-type systems corresponding to these reductions are equivalent to (1.10) with rational
functions gk. We believe that this observation gives us an algorithm for constructing of new
interesting examples of integrable multi-dimensional systems.
The paper is organized as follows. In Section 2.1 following [6], we describe the hydrodynamic
reduction method and show that any integrable system (1.3) is related to a GT-type system.
Section 2.2 is devoted to the return way from GT-type systems to integrable 3-dimensional
systems. Moreover, we present all known to us GT-type systems and give a new interpretation
of results obtained in [10, 11].
In Section 3 we consider GT-type systems (1.10) with rational functions gm(x). Using an
algorithm described in Section 2.2, we construct the corresponding families of compatible pairs
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of hydrodynamic-type 2-dimensional systems, and finally 3-dimensional systems of the form
(1.3) with arbitrary n, k, whose hydrodynamic reductions are given by our 2-dimensional sys-
tems. It turns out that all these 3-dimensional systems possess pseudopotential representations
with a spectral parameter. In the generic case, the coefficients of the 3-dimensional systems
are expressed in terms of exponents of ui. Degenerations considered in subsection 3.2 involves
polynomials in addition to the exponents. In the case of small n and k some of our systems are
equivalent to known dispersionless equations of second order. In particular, the generic system
corresponding to n = 3, k = 1 is equivalent to the dispersionless Hirota equation
a1ZxZyt + a2ZyZxt + a3ZtZxy = 0, a1 + a2 + a3 = 0.
Acknowledgments. Authors thank M.V. Pavlov for fruitful discussions. V.S. is grateful to
IHES for hospitality and financial support. He was partially supported by the RFBR grants
08-01-461 and NS 3472.2008.2.
2 The GT-type systems and integrability
2.1 The method of hydrodynamic reductions
Recall the definitions of the hydrodynamic reduction method and the corresponding criteria of
integrability for 3-dimensional hydrodynamic-type systems [6].
Definition. An (1+1)-dimensional hydrodynamic-type system of the form
rit = λ
i(r1, ..., rN) rix, i = 1, ..., N, (2.11)
is called semi-Hamiltonian if the following relation holds
∂j
∂iλ
m
λi − λm
= ∂i
∂jλ
m
λj − λm
, i 6= j 6= m, (2.12)
Semi-Hamiltonian systems have infinitely many symmetries and conservation laws of hy-
drodynamic type [14].
Definition. A hydrodynamic reduction of a system (1.3) is defined by a pair of compatible
semi-Hamiltonian hydrodynamic-type systems
rit = λ
i(r1, ..., rN) rix, r
i
y = µ
i(r1, ..., rN) rix, i = 1, ..., N, (2.13)
and by functions u1(r
1, ..., rN), ..., un(r
1, ..., rN) such that for each solution of (2.13) the func-
tions
u1 = u1(r
1, ..., rN), ..., un = un(r
1, ..., rN) (2.14)
satisfy (1.3).
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According to [6] a system (1.3) is called integrable if it possesses as many hydrodynamic
reductions as possible. Namely, substituting (2.14) into (1.3), eliminating t- and y-derivatives
via (2.13), and equating coefficients at rlx to zero, we obtain
n∑
j=1
aij(u) λ
l∂luj+
n∑
j=1
bij(u)µ
l∂luj+
n∑
j=1
cij(u) ∂luj = 0, i = 1, ..., n+k, l = 1, ..., N. (2.15)
For each fixed l this is a linear overdetermined system for n unknowns ∂lu1, ..., ∂lun, whose
coefficients do not depend on l. This linear system must have non-zero solution so all its n× n
minors must be equal to zero. These minors are polynomials in λl, µl independent on l. We
assume that this system of polynomial equations is equivalent to one equation
P (λl, µl) = 0 (2.16)
(otherwise λl, µl are fixed and we have not sufficiently many reductions). Equation (2.16)
defines the so-called dispersion algebraic curve. Let p be a coordinate on this curve. Then
(2.16) is equivalent to equations
λl = F (pl, u1, ..., un), µ
l = G(pl, u1, ..., un)
for some functions F, G. Assume that for generic pl the linear system (2.15) has one solution
up to proportionality. Solving this system, we obtain
∂ium = gm(pi, u1, ..., un) ∂iu1, m = 2, ..., n, i = 1, ..., N (2.17)
for some functions gm. Rewrite (2.13) in the form
rit = F (pi, u1, ..., un)r
i
x, r
i
y = G(pi, u1, ..., un)r
i
x, i = 1, ..., N. (2.18)
It is easy to see that the compatibility conditions for (2.18) have the form
∂iF (pj)
F (pi)− F (pj)
=
∂iG(pj)
G(pi)−G(pj)
. (2.19)
Here we omit arguments u1, ..., un in F, G. From (2.19) we can find ∂ipj in the form
∂ipj = f(pi, pj, u1, ..., un) ∂iu1, i 6= j, i, j = 1, ..., N. (2.20)
Finally, the compatibility conditions ∂i∂jum = ∂j∂ium give rise to
∂i∂ju1 = h(pi, pj, u1, ..., un) ∂iu1∂ju1, i 6= j, i, j = 1, ..., N. (2.21)
Collecting equations (2.15), (2.20), (2.21) together, we obtain a system of the form (1.5). Since
we want to have as many reductions as possible, we assume that this system is in involution (i.e.
fully compatible). In this case the family of hydrodynamic reductions (2.18) locally depends
on N functions in one variable.
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2.2 From GT-type systems to integrable models
In the classification works [6] the authors start from a class of systems (1.3) with fixed small n
and k, calculate the corresponding GT-type system and derive integrability conditions for (1.3)
from the compatibility conditions for the GT-type system.
In this section we trace the return way and show how to construct wide classes of integrable
systems (1.3) with arbitrary n and k starting from a given GT-type system. We also describe
our previous results [10, 11] from this point of view.
A list of known one-field GT-type systems is given by the following examples.
Example 3. Let P (x) = a3x
3 + a2x
2 + a1x+ a0. Then
∂iju =
K2(pi, pj)u
2 +K1(pi, pj)u+K0(pi, pj)
P (u)(pi − pj)2
∂iu∂ju,
∂ipj =
P (pj)(u− pi)
P (u)(pi − pj)
∂iu, i, j = 1, ..., N, i 6= j,
where
K2(pi, pj) = 2a3(pi − pj)
2,
K1(pi, pj) = −a3(p
2
i pj + pip
2
j) + a2(p
2
i + p
2
j − 4pipj)− a1(pi + pj)− 2a0,
K0(pi, pj) = 2a3p
2
i p
2
j + a2(p
2
i pj + pip
2
j) + a1(p
2
i + p
2
j ) + a0(pi + pj)
is an one-field GT-type system.
Using transformations of the form
u→
au+ b
cu+ d
, pi →
api + b
cpi + d
,
one can put the polynomial P to one of the canonical forms: P (x) = x(x − 1), P (x) = x, or
P (x) = 1. 
Note that in the case P (x) = x(x− 1) we return to the Example 1 with n = 1.
Example 4. Let
θ(z, τ) =
∑
α∈Z
(−1)αe2pii(αz+
α(α−1)
2
τ), ρ(z, τ) =
θz(z, τ)
θ(z, τ)
.
Then
∂αpβ =
1
2pii
(
ρ(pα − pβ)− ρ(pα)
)
∂ατ,
∂α∂βτ = −
1
pii
ρ′(pα − pβ)∂ατ∂βτ,
where α, β = 1, ..., N, α 6= β, is an one-field GT-type system. 
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It turns out that if we add the following equations :
∂ium = f(pi, um, u) ∂iu1, m = 2, ..., n
to any one-field GT-type system
∂ipj = f(pi, pj, u1) ∂iu1, ∂i∂ju1 = h(pi, pj, u1)∂iu1∂ju1,
then the system of PDEs thus obtained is in involution. One can obtain n-fields GT-type
system for any n in this way. We call this procedure regular extension. For example, in the
case of Example 4 the regular extension is given by
∂αuβ =
1
2pii
(
ρ(pα − uβ)− ρ(pα)
)
∂ατ, β = 1, ..., n− 1.
The Example 1 is a regular extension of Example 3 with P (x) = x(x − 1). As far as we
know, the regular extensions of Examples 3, 4 are the only GT-type systems appeared in the
literature. In this paper we investigate the simplest possible GT-type system from Example 2
and obtain the corresponding systems of the type (1.3) which are probably new.
A basic object associated with a given GT-type system is a pair of compatible (1+1)-
dimensional hydrodynamic-type systems of the form (2.18). One should solve the functional
equation (2.19) in order to find all possible functions F, G. Notice that the derivatives in (2.19)
are supposed to be calculated by virtue of the GT-type system.
The existence of non-constant solutions F, G for the functional equation (2.19) is an addi-
tional condition, which we impose on the GT-type system. For instance, in the case of Example
2 the solutions exist not for any functions gm.
The following statement can be proved straightforwardly.
Proposition 1. Any one-field GT-type system having a non-constant solution of the form
F (p, u), G(p, u) for the functional equation (2.19) is equivalent to one described in Example 3.

In [10] we found the following solutions F, G for the n-field GT-type system in Example 1:
Proposition 2. Fix s1, ..., sn+2 ∈ C. Consider the following compatible overdetermined
system of linear PDEs:
∂2h
∂uj∂uk
=
sj
uj − uk
·
∂h
∂uk
+
sk
uk − uj
·
∂h
∂uj
, i, j = 1, ..., n, j 6= k,
and
∂2h
∂uj∂uj
= −
(
1 +
n+2∑
k=1
sk
)
sj
uj(uj − 1)
· h+
sj
uj(uj − 1)
n∑
k 6=j
uk(uk − 1)
uk − uj
·
∂h
∂uk
+
(
n∑
k 6=j
sk
uj − uk
+
sj + sn+1
uj
+
sj + sn+2
uj − 1
)
·
∂h
∂uj
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It is easy to show that the vector space H of all solutions is n+ 1-dimensional. For any h ∈ H
we put
S(h, p) =
∑
1≤i≤n
ui(ui − 1)(p− u1)...ˆi...(p− un)hui+
(1 +
∑
1≤i≤n+2
si)(p− u1)...(p− un)h.
Clearly, S is a polynomial of degree n in p.
Let h1, h2, h3 be linearly independent elements of H. Then
F =
S(h1, p)
S(h3, p)
, G =
S(h2, p)
S(h3, p)
(2.22)
satisfy the functional equation (2.19) for reductions.
In the case when the degree of S is less then n the solutions are given by more complicated
determinant formulas (see [10]). 
For the regular extensions of the Example 4 solutions of the functional equation (2.19) are
given by the same formula (2.22), where
S(h, p) =
∑
1≤α≤n
θ(uα)θ(p− uα − η)
θ(uα + η)θ(p− uα)
huα − (s1 + ... + sn)
θ′(0)θ(p− η)
θ(η)θ(p)
h..
Here η = s1u1+...+snun+rτ+η0, where s1, ..., sn, r, η0 are arbitrary constants and h(u1, ..., un, τ)
is a solution of the following elliptic hypergeometric system:
huαuβ = sβ
(
ρ(uβ − uα) + ρ(uα + η)− ρ(uβ)− ρ(η)
)
huα+
sα
(
ρ(uα − uβ) + ρ(uβ + η)− ρ(uα)− ρ(η)
)
huβ ,
huαuα = sα
∑
β 6=α
(
ρ(uα) + ρ(η)− ρ(uα − uβ)− ρ(uβ + η)
)
huβ+
(∑
β 6=α
sβρ(uα − uβ) + (sα + 1)ρ(uα + η)+
sαρ(−η) + (s0 − sα − 1)ρ(uα) + 2piir
)
huα − s0sα(ρ
′(uα)− ρ
′(η))h,
hτ =
1
2pii
∑
β
(
ρ(uβ + η)− ρ(η)
)
huβ −
s0
2pii
ρ′(η)h. 
Given a GT-type system and a solution F, G of the functional equation (2.19) for reduction,
one can easily construct an integrable system of the form (1.3). Integer k is called the defect of
the system.
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Lemma 1. Consider the linear space V of functions in p spanned by
{F (p, u1, ..., un)gj(p, u1, ..., un), G(p, u1, ..., un)gj(p, u1, ..., un), gj(p, u1, ..., un); j = 1, ..., n}.
Here by definition g1 = 1. Then the system of the form (1.3) with reductions (2.18) consists
of l equations iff V is (3n − l)-dimensional. Moreover, the coefficients of (1.3) are defined by
relations:
n∑
j=1
(
aij(u)F (p, u1, ..., un)+bij(u)G(p, u1, ..., un)+cij(u)
)
gj(p, u1, ..., un) = 0, i = 1, ..., n+k.
An explicit form of integrable systems (1.3) corresponding to Examples 3, 4 can be found
in [10, 11].
3 Weakly nonlinear 3-dimensional systems
For generic GT-type systems the functions f, h have poles at pi = pj. However, there exist
GT-type systems holomorphic at pi = pj .
We call integrable system (1.3) weakly nonlinear if the corresponding GT-type system is
holomorphic at pi = pj . It is possible to check that if k = 0, then any 2-dimensional system
describing travel wave solutions u = u(c1x + c2y + c3t, c4x + c5y + c6t) for weakly nonlinear
3-dimensional system (1.3) is a weakly nonlinear 2-dimensional system in the sense of [13].
Example 5. Consider the following 3-dimensional system (see [6]):
vt + avx + pvy + qwy = 0, wt + bwx + rvy + swy = 0, (3.23)
where
a = w, b = v, r =
P (w)
w − v
, q =
P (v)
v − w
,
s =
P (v)
w − v
+
1
3
P ′(v), p =
P (w)
v − w
+
1
3
P ′(w).
Here P is an arbitrary polynomial of degree three.
The corresponding GT-type system is given by
∂ipj =
P (w)
(w − v)P (v)
p2jpi +
(
1
w − v
+
P ′(v)
P (v)
)
pjpi −
(
1
v − w
+
P ′(w)
P (w)
)
pj −
P (v)
(v − w)P (w)
,
∂iv = pi ∂iw,
∂i∂jw =
(
P (w)
(v − w)P (v)
pipj +
1
v − w
+
P ′(w)
P (w)
)
∂iw∂jw.
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This GT-type system is polynomial in pi, pj and therefore the corresponding 3-dimensional
system is weakly nonlinear. It is possible to verify that this GT-type system is equivalent to
∂ipj = 0, ∂iu2 = pi∂iu1, ∂i∂ju1 = 0.

It was mentioned in [6] that the system (3.23) possesses a hydrodynamic-type Lax repre-
sentation depending on a spectral parameter. It turns out that this is a general property of
3-dimensional systems corresponding to GT-type systems of the form (1.10).
Proposition 3. Let F (p, u1, ..., un), G(p, u1, ..., un) be a solution of the functional equation
(2.19) for a GT-type system (1.10). Then the corresponding 3-dimensional system admits the
Lax representation
ψt = F (ξ, u1, ..., un)ψx, ψy = G(ξ, u1, ..., un)ψx,
where ξ is a spectral parameter. 
3.1 Generic case
Using our observation that the GT-type system from Example 5 is equivalent to (1.10) with
rational functions gm, we generalize Example 5 to the case of arbitrary n and k.
Consider the (n+1)-field GT-type system (1.10) with gm =Mm/M, where M,M1, ...,Mn+1
are generic polynomials of degree n. Suppose that M has pairwise distinct roots λ0, λ1, ..., λn.
Then up to equivalence the GT-type system can be written as
∂ipj = 0, ∂ium =
λm − λ0
pi − λm
∂iw, ∂i∂jw = 0 (3.24)
with fields denoted by u1, ..., un, w.
Let Hn be the linear space of functions in u1, ..., un spanned by 1, e
u1 , ..., eun . For any
function g = a0 + a1e
u1 + ...+ ane
un ∈ Hn we put
Sn(g, p) =
a0
p− λ0
+
n∑
i=1
aie
ui
p− λi
.
For k ∈ N such that 0 < k < n−1 we fix functions h1, ..., hk ∈ Hn, where hi = bi,0+bi,1e
u1+
...+ bi,ne
un , and define
Sn,k(g, p) = det


Sn(g, p) Sn(h1, p) ... Sn(hk, p)
g h1 ... hk
an−k+2 b1,n−k+2 ... bk,n−k+2
......... ... ... .........
an b1,n ... bk,n

 . (3.25)
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By definition, Sn,0(g, p) = Sn(g, p).
Proposition 4. Let g1, g2, g3 be linearly independent elements of Hn. Then for any
0 ≤ k < n− 1 the functions
F =
Sn,k(g1, pi)
Sn,k(g3, pi)
, G =
Sn,k(g2, pi)
Sn,k(g3, pi)
(3.26)
satisfy the functional equation (2.19) for hydrodynamic reductions. 
To find an explicit form of the corresponding 3-dimensional systems we note that
n∑
i=1
(Aiui,t1 +Biui,t2 + Ciui,x) = 0
is an equation from the 3-dimensional system iff
n∑
i=1
λi − λ0
p− λi
(
AiSn,k(g1, p) +BiSn,k(g2, p) + CiSn,k(g3, p)
)
= 0
as function in p. Let gi = ai,0 + ai,1e
u1 + ... + ai,ne
un , i = 1, 2, 3.
If k = 0, then the corresponding 3-dimensional system reads as follows:
∑
1≤j≤n,j 6=i
(a2,ia3,j − a2,ja3,i)e
uj
ui,t1 − uj,t1
λi − λj
+ (a2,ia3,0 − a3,ia2,0)
ui,t1
λi − λ0
+
∑
1≤j≤n,j 6=i
(a3,ia1,j − a3,ja1,i)e
uj
ui,t2 − uj,t2
λi − λj
+ (a3,ia1,0 − a1,ia3,0)
ui,t2
λi − λ0
+ (3.27)
∑
1≤j≤n,j 6=i
(a1,ia2,j − a1,ja2,i)e
uj
ui,x − uj,x
λi − λj
+ (a1,ia2,0 − a2,ia1,0)
ui,x
λi − λ0
= 0,
where i = 1, ..., n.
If k > 0, then the corresponding 3-dimensional system reads as follows:
∑
1≤j≤n−k+1,j 6=i
(
∆i(g2)∆j(g3)−∆j(g2)∆i(g3)
)
euj
ui,t1 − uj,t1
λi − λj
+
(
∆i(g2)∆0(g3)−∆0(g2)∆i(g3)
) ui,t1
λi − λ0
+
∑
1≤j≤n−k+1,j 6=i
(
∆i(g3)∆j(g1)−∆j(g3)∆i(g1)
)
euj
ui,t2 − uj,t2
λi − λj
+
(
∆i(g3)∆0(g1)−∆0(g3)∆i(g1)
) ui,t2
λi − λ0
+
∑
1≤j≤n−k+1,j 6=i
(
∆i(g1)∆j(g2)−∆j(g1)∆i(g2)
)
euj
ui,x − uj,x
λi − λj
+
(
∆i(g1)∆0(g2)−∆0(g1)∆i(g2)
) ui,x
λi − λ0
= 0,
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where i = 1, ..., n− k + 1 and
n−k+1∑
j=1
euj∆j(gr)uj,ts =
n−k+1∑
j=1
euj∆j(gs)uj,tr ,
n−k+1∑
j=1
∆j(gr)e
uj
ui,ts − uj,ts
λi − λj
+∆0(gr)
ui,ts
λi − λ0
=
n−k+1∑
j=1
∆j(gs)e
uj
ui,tr − uj,tr
λi − λj
+∆0(gs)
ui,tr
λi − λ0
,
where i = n− k + 2, ..., n. Here r, s = 1, 2, 3, t3 = x and
∆j(g) = det


g h1 ... hk
aj b1,j ... bk,j
an−k+2 b1,n−k+2 ... bk,n−k+2
......... ... ... .........
an b1,n ... bk,n


for j = 1, ..., n, g = a0+a1e
u1+ ...+ane
un , h1 = b1,0+b1,1e
u1+ ...+b1,ne
un,...,hk = bk,0+bk,1e
u1+
...+ bk,ne
un. Note that this equations are linearly dependent and the system is equivalent to a
system with n + k linearly independent equations.
Proposition 5. If k = 0, then the corresponding system (3.27) possesses the following
n+ 1 conservation laws of hydrodynamic type:∣∣∣∣ Sregn (g2, λi) Sregn (g3, λi)a2,ie−ui a3,ie−ui
∣∣∣∣
t1
+
∣∣∣∣ Sregn (g3, λi) Sregn (g1, λi)a3,ie−ui a1,ie−ui
∣∣∣∣
t2
+
∣∣∣∣ Sregn (g1, λi) Sregn (g2, λi)a1,ie−ui a2,ie−ui
∣∣∣∣
x
= 0,
where i = 1, ..., n and∣∣∣∣ Sregn (g2, λ0) Sregn (g3, λ0)a2,0 a3,0
∣∣∣∣
t1
+
∣∣∣∣ Sregn (g3, λ0) Sregn (g1, λ0)a3,0 a1,0
∣∣∣∣
t2
+
∣∣∣∣ Sregn (g1, λ0) Sregn (g2, λ0)a1,0 a2,0
∣∣∣∣
x
= 0.
Here
Sregn (g, λi) =
(
Sn(g, p)−
aie
ui
p− λi
)∣∣∣
p=λi
and
Sregn (g, λ0) =
(
Sn(g, p)−
a0
p− λ0
)∣∣∣
p=λ0
.
Proposition 6. If k > 0, then the corresponding system possesses the following 3k conser-
vation laws of hydrodynamic type:(
∆(gr, h1, ...ˆi...hk)
∆(h1, ..., hk)
)
ts
=
(
∆(gs, h1, ...ˆi...hk)
∆(h1, ..., hk)
)
tr
, (3.28)
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where i = 1, ..., k, r, s = 1, 2, 3, t3 = x and
∆(f1, ..., fk) = det


f1 ... fk
f1,un−k+2 ... fk,un−k+2
......... ... .........
f1,un ... fk,un

 .
Remark 2. It is likely that for k > 0 the corresponding 3-dimensional system possesses
additional n + 1 conservation laws of hydrodynamic type.
Remark 3. Proposition 6 allows us to define functions z1, ..., zk such that
∆(gr, h1, ...ˆi...hk)
∆(h1, ..., hk)
= zi,tr (3.29)
for all i = 1, ..., k and r = 0, 1, 3. See [10] or [11] for further discussion.
3.2 Degenerations
Our constructions of GT-type systems and functions Sn,k are valid in the case of pairwise distinct
roots λ0, ..., λn. In this section we study degenerations of the GT-type systems described in
Section 3.1.
Define polynomials Pi(u1, u2, ...) as coefficients of the following Taylor expansion
exp (εu1 + ε
2u2 + ...) = 1 + P1ε+ P2ε
2 + · · · .
In particular,
P1 = u1, P2 = u2 +
1
2
u21, P3 = u3 + u1u2 +
1
6
u31.
Denote the partial sums 1 +
∑k
i=1 Piε
i by Qk(ε). By definition, P0 = Q0(ε) = 1.
Degeneration 1. This degeneration corresponds to the case λ0 6= λ1 = ... = λn. Consider
the following (n+ 1)-field GT-type system with fields u1, ..., un, w:
∂ipj = 0, ∂ium =
(
λ1 − λ0
(pi − λ1)m
+
1
(pi − λ1)m+1
)
∂iw, ∂i∂jw = 0. (3.30)
For any vector (a0, a1, ..., an) define
g = a0 + e
u1
n∑
i=1
aiPi−1
and
Sn(g, p) =
a0
p− λ0
+ eu1
n∑
i=1
aiQi−1(p− λ1)
(p− λ1)i
.
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Degeneration 2. This degeneration corresponds to the case λ0 = λ1 = ... = λn. Consider
the following (n+ 1)-field GT-type system:
∂ipj = 0, ∂ium =
1
(pi − λ0)m
∂iw, ∂i∂jw = 0. (3.31)
For any vector (a0, a1, ..., an) define
g =
n∑
i=0
aiPi.
and
Sn(g, p) =
n∑
i=0
aiQi(p− λ0)
(p− λ0)i+1
.
Combining these degenerations, one obtains the general case. Let λ0, ..., λl be pairwise dis-
tinct roots of multiplicities n0+1, n1..., nl correspondingly. Note that n0+ ...+nl = n. Consider
the following (n+ 1)-field system with fields u0,1, ..., u0,n0, u1,1, ..., u1,n1, ..., ul,1, ..., ul,nl w:
∂ipj = 0, ∂iu0,m =
1
(pi − λ0)m
∂iw, ∂ius,m =
(
λs − λ0
(pi − λs)m
+
1
(pi − λs)m+1
)
∂iw, ∂i∂jw = 0.
(3.32)
For any vector (a0,0, a0,1, ..., a0,n0 , a1,1, ..., a1,n1, ..., al,nl) define
g =
n0∑
i=0
a0,iPi +
l∑
s=1
ns∑
i=1
as,ie
us,iPi−1
and
Sn(g, p) =
n0∑
i=0
a0,iQi(p− λ0)
(p− λ0)i+1
+
l∑
s=1
ns∑
i=1
as,ie
us,iQi−1(p− λs)
(p− λs)i
.
Let k > 0. Fix vectors (b0,0,j , b0,1,j, ..., b0,n0,j, b1,1,j, ..., b1,n1,j, ..., bl,nl,j), j = 1, ..., k. Let
g =
n0∑
i=0
a0,iPi +
l∑
s=1
ns∑
i=1
as,ie
us,iPi−1
and similarly
hj =
n0∑
i=0
b0,i,jPi +
l∑
s=1
ns∑
i=1
bs,i,je
us,iPi−1, j = 1, ..., k.
Define Sn,k(g, p) by
Sn,k(g, p) = det


Sn(g, p) Sn(h1, p) ... Sn(hk, p)
g h1 ... hk
g
vn−k+2
h1,vn−k+2 ... hk,vn−k+2
......... ... ... .........
g
vn
h1,vn ... hk,vn

 (3.33)
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where (v1, ...,vn) = (u0,1, ..., u0,n0, u1,1, ..., u1,n1, ..., ul,1, ..., ul,nl). Then Proposition 4 holds. The
explicit form of the corresponding 3-dimensional systems can be calculated using the general
recipe.
4 Summary and discussion: toward a classification of
integrable 3-dimensional hydrodynamic-type systems
We summarize our previous remarks as the following project of classification of integrable 3-
dimensional hydrodynamic-type systems:
1. Classify (up to equivalence (1.8), (1.9)) all GT-type systems (1.5) possessing a non-trivial
solution of the functional equation (2.19).
2. For each such GT-type system classify all solutions of the functional equation (2.19).
3. For each GT-type system and solution of (2.19) construct the corresponding 3-dimensional
system (see Lemma 1).
This approach has the following advantages:
a. It turns out that GT-type systems are universal: for each GT-type system there exist
several families of the corresponding 3-dimensional systems depending on essential parameters.
Moreover, it is likely that for each genus g = 0, 1, ... there exists an unique GT-type system
(with one field for g = 0, 1 and with 3g−3 fields for g > 1) such that any generic 3-dimensional
system with the dispersion curve of genus g corresponds to this GT-type system or its regular
extension.
b. Integrable systems (1.3) are defined up to arbitrary point transformations. Since the
equivalence problem for systems (1.3) is highly non-trivial, it is not easy to find the simplest
coordinates in which a given 3-dimensional system has the simplest form. As the rule, the
simplest coordinates for the GT-type system are at the same time the most natural coordinates
for the corresponding system (1.3). For example, each of the variables pi, u from the Example
3 admits natural interpretation as a coordinate on CP 1. Similarly, each of the variables pi from
the Example 4 can be naturally interpreted as a coordinate on an elliptic curve and τ as a
modular parameter of this curve. We expect that for g > 1 there exists a canonical GT-type
system with 3g − 3 fields being coordinates on the moduli space of genus g curves. This GT-
type system should have (an analog of) regular extensions with additional fields being points
on this curve. One could find this GT-type system by study of hydrodynamic reductions for
3-dimensional systems from [9]. On the other hand, taking into account the results related
to g = 0, 1 we expect that there are much more 3-dimensional systems corresponding to the
canonical GT-type system, than it was found in [9].
The main disadvantage of the approach outlined above is that the realization of the item 1
is very hard for n > 1. We hope to address this classification problem later. In this paper we
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consider the simplest possible GT-type system of the form (1.10) and demonstrate that even
in this case there exists a rich family of interesting integrable 3-dimensional systems associ-
ated with (1.10). The coefficients of these systems are quasi-polynomials. Note that slightly
more complicated GT-type systems from Examples 3 and 4 require generalized hypergeometric
functions for description of the corresponding 3-dimensional systems.
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