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Abstract 
Abstract of thesis entitled: 
Some Observations on Numerical Solutions of 
Linear Inverse Problems 
Submitted by HUNG Kin Ting 
for the degree of Master of Philosophy in Mathematics 
at The Chinese University of Hong Kong in June 2004 
In this thesis, we will study some interesting and important issues in numerical 
solutions of linear inverse problems: discretization, regularization, observation 
data and choice of regularization parameters. Discretization and regularization 
are prerequisite to get the numerical solutions for ill-posed inverse problems. 
This thesis will give some discussions on the effects of different discretization 
approaches and different types of observation data on accuracy of numerical so-
lutions. 
On the other hand, it is well-known that the regularization operator and the 
regularization parameter play very important roles for the reliability of the reg-
ularized solutions. The effects of regularization operators on the accuracy of nu-
merical solutions will be compared through different inverse problems. For choice 
of regularization parameters, L-curve technique is a popular approach to find the 
optimal parameter for the corresponding regularization method. This thesis will 
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Chapter 1 
Introduction 
1.1 Inverse Problems 
According to [12], we can say that an inverse problem is a problem which is posed 
in the sense that it is inverted from its relative direct problem. Prom this defi-
nition, it is generally not easy to distinguish a pair of problems which one is the 
inverse problem and which one is the direct problem. In the very beginning, the 
one which has been studied extensively for some time is called the direct problem 
while the one which is newer and not so well understood is called the inverse 
problem [24]. 
On the other hand, from the physical point of view, the direct problem can 
be considered to determine the effect of a given cause by using a well-defined 
mathematical model while the inverse problem can be considered to determine 
the cause of a given effect. 
In the direct problem, the model is assumed to be well-defined and continuous 
1 
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and hence the solution should exist, be unique and be stable in the sense that 
a small change in the cause results in a small change in the effect. In this case, 
the direct problem is called well-posed. On the contrary, the inverse problem is 
usually ill-posed, which means existence, uniqueness and stability of the solution 
are not guaranteed. Therefore, solving inverse problem is certainly more difficult 
and challenging than solving its corresponding direct problem. 
1.2 Applications of Inverse Problems 
Inverse problems have widely encountered in the physical and engineering sci-
ence. Their applications in various fields such as imaging processing, geological 
prospecting, thermal archaeology and spectroscopy [12] can be easily found. Be-
low we choose three examples to see how the real applications can be formulated 
as inverse problems. 
Example 1 - Irrigation Problem [12] 
In the past, agriculture fields were watered from elevated irrigation canals by 
removing a solid gate form a weir notch. Let the depth of water in the canal be h 
and assume the notch is symmetric about a vertical centre line. Using Torricelli's 
law, the volume of flow per unit time through the notch is 
fh  
2 / VMh - y)f{y)dy (1.2.1) 
JO 
where g is the gravitational constant and x = f{y) specifies the shape of the 
notch. If we want to determine the shape f from observations of the flow rate 
z{h), the inverse problem will take the form of the first type of Volterra integral 
equation, that is to solve the following integral equation 
fh  
= 2 / — y)f{y)dy (1.2.2) 
Jo 
Some Observations on Numerical Solutions of Linear Inverse Problems 3 
for f. 
Example 2 - Optical Imaging [30] 
Optical imaging instruments are normally employed although the intensity at 
each point s of the image depends mainly on the intensity at a single point t of 
the source. The most important limitation is due to diffraction. As the result, 
the instrument's response to an arbitrarily small light source may not be an 
arbitrarily small image. In order to determine the source y{s) after observation 
of intensity f{t) throughout the image, the inverse problem will take the form 
of the Predholm integral equation of the first kind, that is to solve the following 
integral equation 
y{s) = l^k(s,t)f{t)dt (1.2.3) 
for y, where D is the domain. 
Example 3 - Heat Conduction 
The heat conduction of a material at the equilibrium state can be mathematically 
modelled into a two point boundary value problem. Let x denote the position 
and then u{x) and q[x) are the temperature and the conductivity coefficient at 
X respectively. Given the temperature, in order to determine the external source 
f(x), the inverse problem will take a differential equation of the form 
S q{x)^u(x) =f{x) in (0,1), with u(0) = u{l) = 0. (1.2.4) 
The above three examples will be numerically solved in Chapter 4 and 5. 
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1.3 Least-squares Solutions 
Because of the ill-posedness of an inverse problem, the solution is far away from 
satisfactory if we solve it directly. In order transform the ill-posed inverse problem 
to a well-posed problem, we usually formulate it into the output least-squares 
problem. Consider the inverse problem of the form 
Tf = z (1.3.1) 
where T is a bounded operator from X ^Y and z eY is the observation data. 
Then we transform (1.3.1) into 
imn(\\Tf-zf + X'\\f\n (1.3.2) 
where A is the regularization parameter. It is well-known that there always exists 
a unique solution to (1.3.2). To see this, we differentiate (1.3.2) in an arbitrary 
direction g and set it equal to 0. Then we have 
2(Tf-z,Tg) + 2X\f,g) = 0. (1.3.3) 
Defining T* as the adjoint operator of T, (1.3.3) becomes 
T*(Tf-z,g} + X'(f,g) = 0 (1.3.4) 
and hence 
T*Tf + AV = T*z. (1.3.5) 
1.4 Discrete Systems 
Let us consider the discrete inverse problem that can be formulated as the fol-
lowing matrix-vector form, this is, for instance, obtained after discretization of 
an inverse problem of continuous form 
Ax = b + e = b (1.4.1) 
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where A is a m x n matrix (m > n) obtained from the discretization of some 
inverse operator, b is the true signal, e is the unknown noise and b is the measured 
signal. The index m > n means that the number of the measurement data is more 
than that of parameter values to be determined in the concerned inverse problem. 
The system (1.4.1) often has the following features: 
• It may have no solutions; 
• The solutions may not depend on the measurement data b continuously; 
• A is highly ill-conditioned. 
If A has full column rank, then the solution to (1.4.1) is unique if it exists. But in 
general, (1.4.1) may not have solutions. In this case, the least-squares solutions 
of (1.4.1) are usually sought in the sense that 
(1.4.2) 
which is equivalent to 
A^Ax = A^h. (1.4.3) 
This system is well-defined and hence the least-square solution always exists. 
1.5 Discretization, Regularization and Regular-
ization Parameters 
In order to solve the inverse problem numerically, we need to discretize the given 
system. In general, there are two possible ways to perform a discretization. One 
is to discretize the parameter-to-observation operator in order to obtain a sys-
tem of linear algebraic equations. The other one is to discretize the regularized 
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equation. No matter which discretization approach is, we have to regularize the 
system as well. There are several types of regularization methods. All of them 
involve a regularization operator and a regularization parameter, which play very 
important roles for the reliability of the regularized solution. Very often, the 
identity operator, the first derivative operator or the second derivative are used 
for the regularization operators. 
For choice of regularization parameters, there exists a large amount of research 
on it, but there is still no specific method about how to select the optimal regu-
larization parameter. L-curve technique is a popular approach to find the optimal 
parameter for the corresponding regularization method. L-curve is a parametric 
plot of the solution norm vs the residual norm. It is a good indicator of the 
compromise between the solution norm and the residual norm. 
The afore-mentioned three important topics will be mainly studied in this thesis. 
1.6 Outline of the Thesis 
This thesis consists of the following three main parts. 
• Effects of different discretization approaches on the accuracy of numerical 
solutions 
• Effects of different types of observation data and regularization operators 
on the accuracy of numerical solutions 
• L-curve method for choosing regularization parameters and its algorithms 
The thesis will explain the necessity of regularization in the next chapter and 
show some properties of the regularized solution in Chapter 3. Then, we will 
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discuss the effects of two discretization approaches, different types of observation 
data and regularization operators on accuracy of numerical solutions with some 
numerical experiments in Chapter 4 and Chapter 5. After that, we shall introduce 
the properties of L-curve, the idea of the L-curve method and its disadvantages 
in Chapter 6. Finally, different L-curve algorithms will be studied in Chapter 7 
and and some implementations will be shown in Chapter 8. 
Chapter 2 
Some Basic Concepts and 
Mathematical Tools 
In this chapter, we will first introduce the Singular Value Decomposition Theorem 
[10’ 36] and the Generalized Singular Value Decomposition [20] which provide a 
useful and convenient analysis tool for linear inverse problems. They can give 
important insight into the ill-posedness of the inverse problems. After that, we 
give a brief explanation for the term 'white noise'. 
2.1 Singular Value Decomposition (SVD) 
Lemma 1. [36] For any matrix A G IR滅"of rank r, there exist real numbers 
CTi > (72 >•••> c^r > ^ and orthogonal matrices 
u = k , . . . ’ i^ ml € ir!xm — V = h,…’幻„] e IT xrr (2.1.1) 
8 
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such that 
/ \ 
. ( S , 0 ， 
A = U V^ (2.1.2) 
0 o) 
where S,. = diag(cri, cr2,. •. ’ ov). 
When m>n, according to Lemma 1, the SVD of A reduces to the decomposition 
of the form 
n 
A = Ui :V^ = : J 2 u i a i v J (2.1.3) 
1=1 
where [ / = (ui,..., Un) G 以“and V = (vi,..., Vn) G M"^" are matrices with 
orthonormal columns, which means if^U = V'^V = In. S 二 diag(cri,…，an) is a 
n X n diagonal matrix with non-negative diagonal entries in the order 
(71 > (72 > • • • > > 0. (2.1.4) 
The numbers ai are called the singular values of A. The vectors Ui and Vi are 
called the left and right singular vectors of A respectively, based on the following 
relations which follows directly from (2.1.3), for i = 1，2’... ’ n, 
M = (^iUi , \\AVi\\2 = (Ti 
(2.1.5) 
ATui = (TiVi , \\A^Ui\\2 = (Ti. 
In connection with discrete ill-posed problems, the following two characteristic 
features of the SVD are very often found [20]. 
• CTi decay gradually to zero with no particular gap in the spectrum. An 
increase of the dimensions of A will increase the number of small singular 
values. 
• Ui and Vi tend to have more sign changes (oscillation property) in their 
elements as the corresponding ai decreases. 
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1 0 � . 
1 � � . . . 
• . 10-' \ 
10- • • • • V 
. • . • 
0 5 10 15 20 10 0 20 40 60 80 100 
Figure 2.1: Singular values ai of A at the mesh size 0.05 (left) and 0.01 (right) 
Next, we give an example to show these characteristic features. Let us look at 
Example 4.1 of § 4.2. After discretization, we obtain a matrix A in the form of 
(4.1.6). Then we do the SVD for A to get its singular values, left singular vectors 
and right singular vectors. Figure 2.1 shows the singular values of A at the mesh 
size 0.05 and 0.01 respectively. We can see that the singular values decrease to 
zero and they become smaller at a smaller mesh size. Figure 2.2 shows the first 
and last left singular vectors at the mesh size 0.05 while Figure 2.3 shows the 
0, , 0.6| 1 . 
-0.05 • 0.4. A 
-0.35 -0.6 
5 10 15 20 “ 5 10 15 20 
Figure 2.2: Left singular vectors ui (left) and U20 (right) at the mesh size 0.05 
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————‘ ‘ • ^ 0.6| . ‘ ‘ 
-0.05 0.4 / • r 
-�.35 i X - � .j . 
5 10 15 20 -� ‘®0 5 10 15 20 
Figure 2.3: Right singular vectors vi (left) and V20 (right) at the mesh size 0.05 
first and last right singular vectors at the mesh size 0.05. We can see that the 
first left and right vectors have the same sign in their elements but the last left 
and right vectors have a lot of oscillations through zero. 
The SVD gives some insight into the ill-conditioning of A 
From (2.1.5)，we note that a very small singular value (jj, compared to ai, means 
that there exists a certain linear combination of the columns of A, characterized 
by the elements of the right singular vectors Vi, such that ||u4t;i||2 is very small by 
(2.1.5). Similar property holds for Ui and the rows of A. Therefore, a situation 
with one or more very small ai implies that the columns (or the rows) of A are 
nearly linearly dependent and A is nearly rank deficient. Together with the above 
characteristic features of the SVD of A, we can say that the matrix in a discrete 
ill-posed problem is always highly ill-conditioned [20]. 
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The SVD gives important insight into the instability of discrete ill-
posed problems 
When we compute x from Ax = b ox miiia； \\Ax - 6||2, we can get the following 
solutions using the SVD of A. If A is invertible, we have 
= (2.1.6) 
and from the properties of [/, E, V, 




Therefore, the solution to Ax = b is 
71 
X = . (2.1.9) 
i=l 
On the other hand, if A is not invertible, the pseudo-inverse of A can be given by 
rank(/l) 
= ( [ / E V y = ^ , (2.1.10) 
i=l 
then the least squares solution to minx W x^ - b\\2 is 
rankM) 
L^S = = 仍 〜 ( 2 . 1 . 1 1 ) 
i=l 
No matter whether A is invertible or not, when ai is small, in (2.1.9) and 
(2.1.11) greatly magnifies the measurement error in b. That means even very 
small perturbations in measurement data can have large effects on the considered 
solutions X and o l^s-
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Condition Number 
The sensitivity of the solution x and the least-square solution x^s to the pertur-
bations of A can be measured by the condition number of A, defined by 
= t h e largest singular value 丄 
the smallest singular value 
If cond(A) is infinity, then A is singular. If cond(^) is very large, then A can be 
called ill-conditioned. For A is non-singular, the condition number can be also 
defined by 
cond�=1凶|2丨|^1丨丨2 (2.1.13) 
where ||yl||2 can be computed from by 
P||2= mgcj^il. (2.1.14) 
From (2.1.5), we have 
A^Avi = afvi (2.1.15) 
for i = 1，2,...，n. We note that af are the eigenvalues of A^A. In particular, aj 
equals the largest eigenvalue. Therefore, followed by (2.1.12), we get 
y the smallest eigenvalue of A^A ^ ‘ 
2.2 Generalized Singular Value Decomposition 
(GSVD) 
The GSVD of the matrix pair (A, L) is a generalization of the SVD of A in 
the sense that the generalized singular values of (A, L) are essentially the square 
roots of the generalized eigenvalues of the matrix pair [A^A, L'^L) [20]. Here, 
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L is a full row rank matrix, typically either an identity matrix / „ or a discrete 
approximation of the j-th derivative operator, in which case L is & {n — j) x n 
banded matrix. For example, the matrices 
I \ 
1 - 1 
1 - 1 
\ / 
and � 
1 - 2 1 
u= ... ... ••• 
1 - 2 1 , 
\ / 
are scaled approximations to the first and second derivative operators respectively. 
With A e and L G (m > n > p), the GSVD is a decomposition 
of A and L in the form 
4 二 t / E ; r i， L = VMX-^ . (2.2.1) 
U G and V G R^^^ have orthonormal columns such that if^U = and 
V'^V = Ip； X e IT xrr is a non-singular matrix; S G and M E E^^" are 
matrices in the form 
/ \ 
” P 0 / \ 
, M = [ Mp 0 ) 
V 0 In-p y ) 
where Sp = diag(cri) and Mp = dieig(jLii) with 
erf + /i • - 1 , (2.2.2) 
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and are ordered such that 0 < cri < . . . < (jp , 1 > > . . . > /ip > 0. The 
columns of X, denoted by . . . , Xn, are the generalized singular vectors and the 
generalized singular values ji of {A, L) are defined as the positive quantities 
= — . i = l , . . . , P . (2.2.3) 
We note that ji, i = 1，…，p, appear in non-decreasing order, which is opposite 
to the ordering of the ordinary singular values of A. 
The matrices U, E and V in the GSVD of (A,L) are different from the ma-
trices with the same symbols in the SVD of A. However, if L is the identity 
matrix /„，from (2.2.1), we get 
X - i = 1/了 Af - i 
and so 
A = where EM"^ = diag(7i, . . . ’ 7n) . 
Then the U and V of the GSVD and the SVD are identical, and the generalized 
singular values 飞 of {A, L) are identical to the ordinary singular values <ji of A, 
except for the reverse ordering. 
In general, there is no simple connection between the GSVD and the SVD. But 
for discrete ill-posed problems, we can see more similarities between the GSVD 
and the SVD [20]. The diagonal matrix E can display the ill-conditioning of A. 
Prom (2.2.2) and (2.2.3), 
7i = . � ~ c7i for small (jj. 
\/l -
Therefore, the generalized singular values must decay gradually to zero as the 
ordinary singular values do. Moreover, in [15], it can be shown that if the singular 
vectors of A in the SVD have the oscillation property mentioned in §2.1, then this 
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properties carries over to the generalized singular vectors Xi. As a consequence, 
the following characteristic features of the GSVD for a discrete ill-posed problem, 
similar to those of the SVD mentioned in §2.1, are usually found [20]. 
• decay gradually to zero with no particular gap in the spectrum. An 
increase of the dimensions of A will increase the number of small generalized 
singular values. 
參 The singular vectors Ui, vi and xi, formed from the columns of U, V and X 
respectively, have more sign changes (oscillation property) in their elements 
as the corresponding j i decreases. 
Throughout this thesis, we use the GSVD and its notations unless specified ad-
ditionally. 
2.3 White Noises 
Noise means an error which is superimposed on top of a true signal. It can 
be random or systematic. White noise has zero mean and covariance matrix 
a^I where is the variance and I is the identity matrix. For example, let 




o-Q = 3 
cov(ei,ej) = (2.3.1) 
0 i i i ^ j . 
Here, cov(ei ’ej) represents the covariance between e^  and ej which is a measure 
of how strongly correlated e^  and ej are. It is defined as 
covOr, y) = E [(a; — {y - E(2/))] . (2.3.2) 
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E[.] denotes the mathematical expectation which is defined by 
= (2.3.3) 
xey 
with P as the probability. 
Chapter 3 
Regularized Solutions 
As we have seen in §2.1, the solution x and the least-square solution xi^ s are unsta-
ble with respect to the measurement error. So certain regularization techniques 
have to be introduced to change the ill-posed problem into a problem which is 
well-posed as much as possible. The most popular regularization technique is the 
Tikhonov regularization. The least-squares formulation of (1.4.1) with Tikhonov 
regularization takes the form 
m m J A x - b f ^ X ' W L x W ^ (3.0.1) 
where A is called the regularization parameter. In this chapter, we will derive the 
regularized solution and discuss the relationship between regularized solutions 
and discrete Picard Condition. 
3.1 Derivation of Regularized Solutions 
Using the notations of the GSVD of {A, L) in §2.2, we have the following lemma. 
18 
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Lemma 2. [17] Let xx be the regularized solution of (3.0.1), then 
lA 二 E ： ^ 宇 而 ( 3 - 1 - 1 ) 
Proof. Let 
Jxix) = - bf + X^Lxf = {Ax - b, Ax - 6) + Lx) • 
Taking its derivative in the direction g and setting it equal to 0 for all g G 
then we get 
J')^{x)g = 2{Ax — b, Ag) + Lg) = 0 V^ G M". 
Therefore, we have 
A^Ax + X^L^Lx = A^b. (3.1.2) 
Here, x is the solution of (3.0.1). So we can solve (3.1.2) to get 
rcA = { A ' A + . (3.1.3) 
Using the GSVD of {A,L) in (2.2.1), we derive 
XA = + X \ V M X - ' Y { V M X - ^ ) ] - \ U T . X - ^ Y h . (3.1.4) 
Since U and V are orthogonal, it becomes 
a;A = [ (X - i 广;C 〜； r i + X ^ X - Y M ' ^ M X - ' l ' i X - Y E ^ U H (3.1.5) 
= [ (X -^ )^ (E^S + (3.1.6) 
= + A^M^Mj-^E^t/^t (3.1.7) 
Some Observations on Numerical Solutions of Linear Inverse Problems 20 
where 
(巧 \ 
+ . . (3.1.8) 
V “ / 
Then, using (2.2.3) to eliminate /ij, we can get 
cr^  'y? 
�2 + A 2 " 广 h f + \ 2 ) ‘ i = l，...，:P. (3.1.9) 
As the result, 
• 
In practice, one often considers the truncated singular values decomposition 
(TSVD) with the regularization parameter k\ 
p xj n 
+ (弘了…工i . (3.1.10) 
t=p-A;+l i=p+l 
Throughout this paper, we use xx and x^ to denote the regularized solutions 
obtained by the Tikhonov regularization and the TSVD respectively. 
3.2 Discrete Picard Condition 
According to [16], we know that the decay rate of the Fourier coefficients plays 
a central role in connection with discrete ill-posed problems. If the Fourier co-
efficients \u[b\ decay to zero faster than the generalized singular values 7“ then 
the regularized solutions xx and x^ are guaranteed to be a good approximation 
of the exact solution. 
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Definition 1. Let b denote an unperturbed right-hand side in (1.4.1). Then b 
satisfies the discrete Picard condition if for all numerically nonzero generalized 
singular values ji > where L^ is the pseudoinverse of L, the corresponding 
Fourier coefficients \ufb\ on the average decay to zero faster than the 飞. 
3.3 Relationship between Discrete Picard Con-
dition and Regularized Solution 
In the real situation, the right-hand sides of the discretized ill-posed systems are 
usually contaminated with measurement errors and so the given perturbed prob-
lem rarely satisfies the discrete Picard condition. However, if the underlying exact 
problem satisfies the discrete Picard condition, then we can choose a suitable A 
or k so that the regularized problem satisfies the discrete Picard condition. This 
gives us another point of view about regularization. Regularization can be re-
garded as a method to transform the given ill-posed problem to a related problem 
which satisfies the discrete Picard condition and so its regularized solution is a 
good approximation to the exact solution. 
On the other hand, if the underlying problem does not satisfy the discrete Picard 
Condition, then in general, we cannot obtain a satisfactory solution through the 
Tikhonov regularization or any related method [16]. 
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3.4 Checking for the Discrete Picard Condition 
After we know that the discrete Picard condition is important to the discrete ill-
posed problems, it is necessary for us to check whether this condition is satisfied. 
From the definition, we can directly do it by plotting the Fourier coefficients \u[b\ 
and the generalized singular values j i . However, in order to have a more specific 
test than just a visual inspection, we propose a simple approach mentioned in 
[16] to check the discrete Picard condition. 
We are interested in the ratios of nearby coefficients \u(b\ and 飞.Therefore 
we can make use of the moving geometric mean to check for the satisfaction of 
the discrete Picard condition. We define 
A 三 ’ i 二 g + l , . . . ， n _ g (3.4.1) 
li 
where g is a small integer such that the locality of pi can be kept. If all the 
Pi defined by (3.4.1) decay monotonically to zero, we can say that the discrete 




In this chapter, we are going to discuss the effect of different discretization ap-
proaches on the accuracy of the numerical solutions to inverse problems. Gen-
erally, there are two types of discretization. One is to discretize the parameter-
to-observation operator in order to obtain a system of linear algebraic equations. 
The other one is to discretize the regularized system. Let us look at these two 
different approaches in details as below. 
Type I 
Consider the inverse operator equation 
Tu = z (4.0.1) 
23 
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where T is the operator, z is the observation data and u is to be determined. We 
discretize (4.0.1) to obtain a system of linear algebraic equations 
Ax = b (4.0.2) 
where is a matrix, x and b are column vectors. Then we do the Tikhonov 
regularization to find the regularized solution for the inverse problem. Prom 
§ 3.1, the regularized solution xx is obtained by solving the following normal 
equation 
{A^A + X^I)xx = A^h (4.0.3) 
where A is the regularization parameter. 
Type II 
We apply the Tikhonov regularization to the operator T in (4.0.1) to obtain the 
regularized equation 
T*Tu + Xu = T*z (4.0.4) 
where T* is the adjoint operator and A is the regularization parameter. Then we 
discretize (4.0.4) to obtain a normal equation of the form similar to (4.0.3). 
In general, (4.0.3) and (4.0.4) give two different matrix equations and hence pro-
duce different numerical solutions. It is noted that both types of discretization 
involve the regularization parameter which is to be determined. In the follow-
ing sections, we often need to find the optimal regularization parameter A* in 
our investigation and comparison. Optimal regularization parameter A* is the 
parameter which gives the best numerical solution for the inverse problem, that 
means computing with A*, we can get the smallest relative error of the regularized 
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solution with respect to the exact solution. To select the optimal regularization 
parameter, we assume that it is within the interval 10—i] and we divide the 
interval with 10000 points into 9999 subintervals in the log scale, that means our 
nodal points are in a geometric sequence. We calculate the regularized solution 
by using each nodal point value for A. Finally, we select A* as the one which 
gives the least relative error of the regularized solution with respect to the exact 
solution. 
In the following, we will investigate the effects of the above discretization ap-
proaches through two ill-posed inverse problems. We shall compare their relative 
errors between the exact solution and the regularized solution using the optimal 
regularization parameter. 
4.1 Problem 1 - Volterra Integral Equation of 
the First Kind 
Solve the following integral equation for f : 
z{t)= f Ht,y)f{y)dy (4.1.1) 
Jo 
where k{t,y) is the kernel function and t is in the interval [0，1]. The two dis-
cretization approaches for the integral equation (4.1.1) are shown as below. 
Discretization I 
We will discretize (4.1.1) to get its discrete version: 
Af = z. (4.1.2) 
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To do so, we divide [0,1] into n subintervals with n + 1 points denoted by 
to,h,…，tn or 2/0,2/1,..., Vn . Let /i = 1 be the mesh size, then ti = yi = ih. For n 
i = 0，1’...，n, 
^厂力 + 1 
^ti) = / Htuy)f{y)dy. (4.1.3) 
j=o -^yj 
Using the trapezoidal rule, we can write (4.1.3) as 
i 
z{ti) = Cjk{U, yj)f{yj) , = 0，1，... ’ n (4.1.4) 
3=0 
where 
1 „ . ^ . 
Cj = - for J = 0,1 
< 2 (4.1.5) 
Cj = 1 otherwise. 
The equation (4.1.4) is of the form (4.1.2), where the coefficient matrix 
/ 1 \ 
2^ 0^,2/0) 0 0 
^Ktuyo) ^Htuvi) 0 0 
A = " \Kt2.y0) k(t2^yi) ^(力 2,2/2) 0 … 0 , (4.1.6) 
�^Htn.yo) k{tn,yi) k{tn,yi) �Htn,yn) 乂 
and 
f = (/(2/0), /(2/1),... ’ /Om)广， Z = W Z。 )，邓1 ) ’ . . .，广 (4.1.7) 
We take the observation data z^ as 
z\t) = z{t) + 6ix), (4.1.8) 
where is some perturbation and is given in the numerical experiments. Since 
the system (4.1.2) is ill-conditioned, a frequently used approach for solving it is the 
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Tikhonov regularization method. Instead of (4.1.2), we solve the minimization 
problem: 
m j n I K / —/||2 + A2||/||2 (4.1.9) 
where A is called a regularization parameter and will be determined. The regu-
larized solution for (4.1.9) is obtained by solving the following normal equation: 
= (4.1.10) 
Discretization II 
Next we consider another discretization of the integral equation (4.1.1). Consider 
T as a linear operator for (4.1.1), 
T m — z � , (4.1.11) 
or exactly we can write 
{Tfm = f k{t,y)f{y)dy. (4.1.12) 
Jo 
Then the integral equation (4.1.1) reduces to 
Tf = z. (4.1.13) 
Consider the least square formulation 
,激,1)『/--丨丨2 + 入2||/||2 (4.1.14) 
which leads to the following variational formulation. 
{Tf - z, Tg) + A2(/,分）=0 V^G 1). (4.1.15) 
Let T* be the adjoint operator of T, then we have 
{Tf.g) = {f.T*g) (4.1.16) 
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that is, 
广 [ [ \ i t , y ) f { y ) d y \ g(t)dt = f{y){T*g){y)dy � g e 1). (4.1.17) 
70 L^ O � •/() 
The LHS of (4.1.16) can be written as: 
[ \ k{t,y)g{t)dt\ f{y)dy. (4.1.18) 
Jo Uy . 
Comparing with the RHS of (4.1.17), we see that the adjoint operator T* is given 
by 
{T*g){y) = f Kt, y)g{t)dt yg G 1). (4.1.19) 
Jy 
Using (4.1.16), the variational equation (4.1.15) becomes 
(T*(T/ - z),g) + X\f,g) = 0 V^ e [2(0’ 1)， （4.1.20) 
or equivalently, 
T*T / + A2/ = T*2. (4.1.21) 
Now we shall discretize this system. Partition [0,1] into n equal subintervals. 
Denote the nodal points by U or yi where z = 0 ,1 , . . . , n. Then we fix 2/ = yi for 
some i, by (4.1.19), we have 
[ \ [ y)f{y)dy\ k{t, yi)dt + A^/fe) = / (4.1.22) 
•^J/t L*/ 0 Jyi 
or 
^ 广j+i r^zi fVp+i ^ 广J+I 
E / E / 冲 ’ 抓 仙 k(t, yi)dt + X'f(yi) = Y^ / k(t, yi)z[t)dt. 
j=i Jtj Lp=0 Jvp J j=i Jtj 
(4.1.23) 
Using the trapezoidal rule, the left-hand side of (4.1.23) can be written as 
n j 
h^ ^ Tjkitj, Vi) ^ b,k{tj, yp)f{yp) + AV(2/i) (4.1.24) 
j=i P=0 
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where 
‘ 1 , . . 
rj = X for J = I, n 
< 2 (4.1.25) 
Tj = 1 otherwise. 
and 
= l iovp = OJ 
< 2 (4.1.26) 
bp = 1 otherwise. 
Similarly, the right-hand side of (4.1.23) can be discretized using the trapezoidal 
rule as follows: 
. n 
h J ^ r j H t j . V i M t j ) (4.1.27) 
3=i 
Let 
/ 1 1 \ 
^Hto^yo) Hti,yo) k(t2,yo)…^/c(力n’2/o) 
0 “ ( t i , y i ) k ( t 2 , y i } … l k ( t n , y i } 
M=h 2 2 ’ (4.1.28) 
乂 0 0 ^k{tn,yn) J 
(1 \ 
2^ (^ 0,2/0) 0 0 
\Ktuyo) \k(h,yi) 0 ... 0 
N=h ^ 2 • (4.1.29) 
� ““ n ’ 2 / 0 ) Htn^yi) � K t n , y n ), 
Now the discrete version of (4.1.23) takes the form: 
MNf + X^f = Mz. (4.1.30) 
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We can take the observation data z^ as 
/ ⑷ ⑷ + (5(0；), (4.1.31) 
where (J(a;) is some perturbation and is given in the numerical experiments. It is 
noted that N = A in (4.1.6). Now the discretized system (4.1.30) can be written 
as 
MAf + AV = M / , (4.1.32) 
which is different from (4.1.10) obtained from the discretization I. 
4.2 Examples of Problem 1 
In this section, we will implement some examples of Problem 1. We will inves-
tigate each example for different mesh sizes and noise levels and compare their 
relative errors between the numerical solutions and the exact solution. 
Example 4.1 
We take the kernel function k{t,y) and the exact solution f*{y) in (4.1.1) as 
follows: 
� /c“’2/) = 2 V W ^ ， 
r ( y ) = e-^[27rcos(7r2/) + (TT^  - 1) sin(7r2/)], 
where g is the gravitational constant and taken as 9.80 m/s^. Figure 4.1 shows 
the graph of f*{y). We cannot obtain the analytic result for the observation data 
z{t) through integration (4.1.1). Therefore, we try to compute the numerical 
value of z{t) by using the formula (4.1.4) with different mesh sizes. Let us denote 
hi, i = 1,2,3,4，be the mesh size of the observation data. Here, we take hi = 
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
Figure 4.1: Exact solution of Example 4.1 
• ’ �二 T ^ ’ 知 = • ’ = We will compare the results at different hi 
and different mesh sizes of discretization in the following two cases. 
Case 1 
Take the following observation data 
z^{t) = z{t) + 6sm{37rt). (4.2.1) 
Table 4.1 shows the numerical results of Case 1. 
Some Observations from Example 4.1 - Case 1 
1. For the mesh size of discretization 0.01, if we use hi = to calculate the 
observation data z(t), we can be given the best results. The relative error 
given by hi = — is within the range 0.005-0.05. 
100 
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Mesh Size of Discretization 0.01 
Discretization I Discretization II Discretization I Discretization II 
hi S hi S  
A error A error A error A error 
0.01 0.0061 0.0368 0.0096 0.0323 0.01 0.0027 0.0149 0.0040 0.0247 
— 0.05 0.0062 0.0388 0.0102 0.0381 — 0.05 0.0034 0.0336 0.0064 0.0415 
50 200 
0.1 0.0064 0.0549 0.0115 0,0571 0.1 0.0043 0.0594 0.0105 0.0654 
0.01 0.0009 0.0055 0.0006 0.0060 0.01 0.0032 0.0186 0.0056 0.0299 
^ 0.05 0.0020 0.0273 0.0022 0.0298 ^ 0.05 0.0039 0.0361 0.0082 0.0450 
0.1 0.0030 0.0543 0.0050 0.0582 0.1 0.0048 0.0613 0.0126 0.0676 
Mesh Size of Discretization 0.02 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi 6 
A error A error A error A error 
0.01 0.0020 0.0053 0.0015 0.0059 0.01 0.0092 0.0268 0.0157 0.0435 
^ 0.05 0.0047 0.0265 0.0048 0.0292 ^ 0.05 0.0106 0.0424 0.0208 0.0568 
0.1 0.0069 0.0528 0.0096 0.0574 0.1 0.0124 0.0658 0.0294 0.0770 
0.01 0.0078 0.0210 0.0111 0.0354 0.01 0.0098 0.0288 0.0174 0.0461 
^ 0.05 0.0092 0.0378 0.0158 0.0505 ^ 0.05 0.0111 0.0441 0.0226 0.0589 
0.1 0.0110 0.0621 0.0236 0.0725 0.1 0.0129 0.0671 0.0315 0.0785 
Mesh Size of Discretization 0.05 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi 6 
A error A error A error A error 
0.01 0.0375 0.0443 0.0527 0.0755 0.01 0.0420 0.0541 0.0644 0.0873 
^ 0.05 0.0413 0.0566 0.0639 0.0869 ^ 0.05 0.0460 0.0657 0.0764 0.0979 
0.1 0.0467 0.0752 0.0824 0.1029 0.1 0.0520 0.0832 0.0964 0.1123 
0.01 0.0404 0.0514 0.0598 0.0835 0.01 0.0426 0.0551 0.0661 0.0886 
0.05 0.0443 0.0632 0.0716 0.0945 0.05 0.0466 0.0666 0.0781 0.0990 
100 400 
0.1 0.0502 0.0810 0.0914 0.1094 0.1 0.0526 0.0840 0.0981 0.1133 
Table 4.1: Example 4.1 - Case 1 (sine noise) 
2. For the mesh size of discretization 0.02，if we use hi = to calculate the 
5L) 
observation data z{t), we can be given the best results. The relative error 
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given by /li = • is within the range 0.005-0.05. 
5u 
3. For the mesh size of discretization 0.05, if we use hi = ^ to calculate the 
50 
observation data z{t), we can be given the best results. The relative error 
given by = — is within the range 0.04-0.07. 
50 
4. Discretization I generally gives a better result. The difference given by 
Discretization I and Discretization II is not very big, but it increases with 
the mesh size of discretization. For the mesh size of discretization 0.01, 
the upper bound of the difference is about 0.011. For the mesh size of 
discretization 0.02, the upper bound of the difference is about 0.014. For 
the mesh size of discretization 0.05, the upper bound of the difference is 
about 0.033. 
Case 2 
Take the following observation data 
z\t) = z{t) + 6 r a n d � (4.2.2) 
where r a n d � G (—0.5,0.5) is a random function. Table 4.2 shows the numerical 
results of Case 2. 
Some Observations from Example 4.1 - Case 2 
1. For the mesh size of discretization 0.01, if we use hi = to calculate the 
observation data z(t), we can be given the best results. The relative error 
is within the range 0.03-0.08. 
2. For the mesh size of discretization 0.02, if we use hi = to calculate the 
oU 
observation data z(t), we can be given the best results. The relative error 
is within the range 0.02-0.08. 
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M e s h Size of Discretization 0 .01 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 0.0080 0.0466 0.0120 0.0380 0.01 0.0070 0.0455 0.0097 0.0335 
^ 0.05 0.0281 0.0661 0.0256 0.0500 ^ 0.05 0.0268 0.0676 0.0277 0.0520 
0.1 0.0495 0.0797 0.0491 0.0632 0.1 0.0356 0.0727 0.0386 0.0607 
0.01 0.0084 0.0500 0.0102 0.0304 0.01 0.0108 0.0450 0.0104 0.0343 
Y ^ 0.05 0.0273 0.0691 0.0269 0.0503 ^ 0.05 0.0233 0.0632 0.0272 0.0524 
0.1 0.0378 0.0733 0.0392 0.0618 0.1 0.0439 0.0835 0.0452 0.0729 
M e s h Size of Discretization 0 .02 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi 5 
A error A error A error A error 
0.01 0.0053 0.0376 0.0118 0.0263 0.01 0.0108 0.0294 0.0187 0.0441 
^ 0.05 0.0326 0.0785 0.0341 0.0491 丄 0.05 0.0238 0.0687 0.0331 0.0546 
50 200 
0.1 0.0476 0.0806 0.0503 0.0575 0.1 0.0523 0.0862 0.0543 0.0640 
0.01 0.0085 0.0313 0.0134 0.0344 0.01 0.0107 0.0324 0.0197 0.0457 
• 0.05 0.0289 0.0757 0.0371 0.0620 ^ 0.05 0.0248 0.0558 0.0379 0.0550 
0.1 0.0384 0.0755 0.0483 0.0660 0.1 0.0409 0.0739 0.0528 0.0653 
M e s h Size of Discretization 0 .05 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 0.0375 0.0423 0.0536 0.0746 0.01 0.0413 0.0524 0.0625 0.0853 
^ 0.05 0.0377 0.0491 0.0567 0.0744 ^ 0,05 0.0456 0.0527 0.0729 0.0876 
0.1 0.0367 0.0698 0.0575 0.0769 0.1 0.0532 0.0647 0.0909 0.0967 
0.01 0.0405 0.0497 0.0599 0.0823 0.01 0.0417 0.0526 0.0632 0.0860 
0.05 0.0438 0.0530 0.0697 0.0848 ^ 0.05 0.0469 0.0584 0.0754 0.0934 
0.1 0.0498 0.0649 0.0771 0.0820 0.1 0.0469 0.0655 0.0754 0.0934 
Table 4.2: Example 4.1 - Case 2 (random noise) 
3. For the mesh size of discretization 0.05, if we use /ij = ^ to calculate the 
observation data z(t)，we can be given the best results. The relative error 
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is within the range 0.04-0.09. 
4. Discretization II generally gives a better result for the mesh sizes of dis-
cretization 0.01 and 0.02, but Discretization I gives a better result for the 
mesh size of discretization 0.05. 
5. The difference given by Discretization I and Discretization II is smaller than 
those in Case 1. But it also increases with the mesh size of discretization. 
For the mesh size of discretization 0.01, the upper bound of the difference 
is about 0.020. For the mesh size of discretization 0.02, the upper bound of 
the difference is about 0.029. For the mesh size of discretization 0.05，the 
upper bound of the difference is about 0.035. 
In Example 4.1, we can only use the numerical value of observation data z(t) 
in our computation, since z(t) is not exact, it may also give contribution to the 
relative error of our numerical solution. In Example 4.2 and Example 4.3, we will 
see how much the numerical value of z(t) can affect the accuracy. We try to take 
a different kernel function k(t, y) and a different exact solution f*[y) so that we 
can obtain the analytic solution for z{t) through integration (4.1.1). 
Example 4.2 
We take the kernel function k{t, y) and the exact solution f*[y) in (4.1.1) as 
follows: 
H t . y ) = t - y . (4.2.3) 
r { y ) = 27Tcos{7Ty) + (tt^ - l)sin(7ry). (4.2.4) 
Figure 4.2 shows the graph of f*{y). To compute z(t), we can directly do inte-
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Figure 4.2: Exact solution of Example 4.2 and Example 4.3 
gration and get the following formula for z{t): 
nH-t + 2 2cos(7r0 (tt^  - 1) sin(7r^ ) 
or we can use the formula (4.1.4) with different mesh sizes of observation data 
= 1’2，3’4. Here we take h, = = = = ^ like 
Example 1. Below we will compare results obtained from the exact value of z{t) 
and the numerical value of z{t) computed using the quadratures for the following 
three cases of different noise levels. 
Case 1 
Take the following observation data 
/ � =z { t ) + (Jsin(0.57rt). (4.2.6) 
Table 4.3 and Table 4.6 show the results of Case 1. 
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Case 2 
Take the following observation data 
z\t) = ； 2 � + Jsin(37rt). (4.2.7) 
Table 4.4 and Table 4.7 show the results of Case 2. 
Case 3 
Take the following observation data 
z\t) = z(t) + S r a n d � (4.2.8) 
where r a n d � G (—0.5,0.5) is a random function. Table 4.5 and Table 4.8 show 
the results of Case 3. 
Discretization I Discretization II 
Mesh Size of Discretization S  
A error A error 
0.01 3.06E-05 0.0327 3.36E-04 0.0221 
0.01 0.05 2.03E-04 0.1140 0.0011 0.0754 
0.1 8.35E-04 0.1723 0.0020 0.1276 
0.01 8.13E-05 0.0265 5.15E-04 0.0228 
0.02 0.05 2.93E-04 0.0987 0.0016 0.0745 
0.1 8.82E-04 0.1607 0.0028 0.1254 
0.01 3.84E-04 0.0265 9.16E-04 0.0293 
0.05 0.05 8.63E-04 0.0797 2.60E-03 0.0801 
0.1 0.0016 0.1352 0.0042 0.1317 
Table 4.3: Example 4.2 - Case 1 with exact value of z 
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Discretization I Discretization II 
Mesh Size of Discretization S  
A error A error 
0.01 2.99E-04 0.1509 0.0018 0.1125 
0.01 0.05 0.0160 0.2309 0.0140 0.2074 
0.1 0.0239 0.2482 0.0210 0.2350 
0.01 3.81E-04 0.1380 0.0032 0.1060 
0.02 0.05 0.0157 0.2222 0.0142 0.1883 
0.1 0.0234 0.2393 0.0206 0.2181 
0.01 0.0011 0.1161 0.0057 0.0970 
0.05 0.05 0.0151 0.1932 0.0156 0.1680 
0.1 0.0221 0.2095 0.0217 0.1986 
Table 4.4: Example 4.2 - Case 2 with exact value of z 
Some Observations from Example 4.2 
1. With the exact value of z, we can see from Table 4.3，Table 4.4 and Table 4.5 
that Case 1 gives the overall best results. Its relative error is within the 
range 0.02-0.17. 
2. With the exact value of z, the mesh size of discretization 0.01 performs the 
best in Case 1 and Case 3 and the mesh size of discretization 0.05 performs 
the best in Case 2. 
3. With the exact value of 2;, Discretization II generally gives better results 
than Discretization I in all cases. In Case 1, the difference between two 
discretization approaches is bounded by 0.045. In Case 2, the difference is 
bounded by 0.038. In Case 3, the difference is the greatest, it can be up to 
0.093. 
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Discretization I Discretization II 
Mesh Size of Discretization 6 
A error A error 
0.01 9.18E-04 0.1323 0.0013 0.0509 
0.01 0.05 0.0041 0.1837 0.0039 0.1042 
0.1 0.0043 0.1895 0.0042 0.1224 
0.01 0.0015 0.1196 0.0026 0.0357 
0.02 0.05 0.0037 0.1613 0.0055 0.0684 
0.1 0.0065 0.1926 0.0068 0.1277 
0.01 0.0022 0.1164 0.0032 0.0656 
0.05 0.05 7.90E-03 0.1716 8.10E-03 0.1046 
0.1 0.0108 0.1819 0.0111 0.1790 
Table 4.5: Example 4.2 - Case 3 with exact value of z 
4. With the numerical value of z, we can see from Table 4.6, Table 4.7 and 
Table 4.8 that the results behave similarly to those given by the exact value 
of 2；. In Case 1 and Case 2, the relative error given by the numerical 2; is 
close to those given by the exact >2;. Especially in Case 2, both results are 
almost the same. In Case 3, due to the random noise, the relative error 
varies greatly, just like the results given by the exact value of z. 
From Example 4.2，the relative errors given by the exact value and the numerical 
value of z are quite similar. In Example 4.3, we repeat Example 4.2 but change 
the kernel function k(t, y) to see if there is any difference from the results. 
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Mesh Size of Discretization 0.01 
Discretization I Discretization II Discretization I Discretization II 
hi S hi S  
A error A error A error A error 
0.01 1.46E-04 0.0728 4.47E-04 0.0294 0.01 3.04E-05 0.0325 3.35E-04 0.022 
^ 0.05 2.62E-04 0.1184 0.0012 0.0776 ^ 0.05 2.03E-04 0.1139 0.0011 0.0753 
0.1 8.82E-04 0.1733 0.002 0.1287 0.1 8.33E-04 0.1723 0.002 0.1276 
0.01 3.00E-05 0.0318 3.29E-04 0.0217 0.01 3.06E-05 0.0326 3.36E-04 0.0221 
丄 0.05 2.01E-04 0.1136 0.0011 0.0751 — 0.05 2.03E-04 0.114 0.0011 0.0754 
100 400 
0.1 8.29E-04 0.172 0.002 0.1273 0.1 8.35E-04 0.1723 0.002 0.1276 
Mesh Size of Discretization 0.02 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 5 
A error A error A error A error 
0.01 7.58E-05 0.0239 4.76E-04 0.0209 0.01 8.09E-05 0.0263 5.13E-04 0.0227 
^ 0.05 2.84E-04 0.097 0.0016 0.0732 ^ 0.05 2.92E-04 0.0986 0.0016 0.0744 
0.1 8.62E-04 0.1595 0.0028 0.1243 0.1 8.80E-04 0.1606 0.0028 0.1253 
0.01 8.00E-05 0.0258 5.06E-04 0.0223 0.01 8.11E-05 0.0264 5.15E-04 0.0228 
^ 0.05 2.90E-04 0.0983 0.0016 0.0742 ^ 0.05 2.92E-04 0.0987 0.0016 0.0745 
0.1 8.77E-04 0.1604 0.0028 0.1251 0.1 8.82E-04 0.1607 0.0028 0.1254 
Mesh Size of Discretization 0.05 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 5.52E-04 0.0382 0.0013 0.0338 0.01 3.83E-04 0.0264 9.12E-04 0.0292 
^ 0.05 9.30E-04 0.0821 0.0026 0.0813 ^ 0.05 8.63E-04 0.0796 0.0026 0.0801 
0.1 0.0016 0.136 0.0043 0.1323 0.1 0.0016 0.1352 0.0042 0.1316 
0.01 3.81E-04 0.0261 9.02E-04 0.0289 0.01 3.84E-04 0.0265 9.15E-04 0.0293 
0.05 8.61E-04 0.0794 0.0026 0.0798 ^ 0.05 8.63E-04 0.0797 0.0026 0.0801 
0.1 0.0016 0.1349 0.0042 0.1314 0.1 0.0016 0.1352 0.0042 0.1317 
Table 4.6: Example 4.2 - Case 1 with numerical value of z 
Some Observations on Numerical Solutions of Linear Inverse Problems 41 
Mesh Size of Discretization 0.01 
Discretization I Discretization II Discretization I Discretization II 
hi S hi 5 
A error A error A error A error 
0.01 3.54E-04 0.1534 0.0018 0.1137 0.01 2.98E-04 0.1508 0.0018 0.1124 
^ 0.05 1.60E-02 0.2309 0.0141 0.2075 丄 0.05 1.60E-02 0.2309 0.014 0.2074 
0.1 2.40E-02 0.2482 0.021 0.235 0.1 2.39E-02 0.2482 0.021 0.2350 
0.01 2.96E-04 0.1506 0.0018 0.1123 0.01 2.99E-04 0.1509 1.80E-03 0.1125 
^ 0.05 1.60E-02 0.2309 0.014 0.2074 ^ 0.05 1.60E-02 0.2309 1.40E-02 0.2074 
0.1 2.39E-02 0.2482 0.021 0.2349 0.1 2.39E-02 0.2482 2.10E-02 0.2350 
Mesh Size of Discretization 0.02 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 3.70E-04 0.1367 0.0032 0.1053 0.01 3.80E-04 0.1379 0.0032 0.1060 
^ 0.05 1.57E-02 0.2221 0.0142 0.188 — 0.05 1.57E-02 0.2222 0.0142 0.1883 
50 200 
0.1 2.34E-02 0.2392 0.0206 0.2179 0.1 2.34E-02 0.2393 0.0206 0.2181 
0.01 3.78E-04 0.1376 0.0032 0.1058 0.01 3.81E-04 0.1379 0.0032 0.1060 
Y ^ 0.05 1.57E-02 0.2222 0.0142 0.1882 ^ 0.05 1.57E-02 0.2222 0.0142 0.1883 
0.1 2.34E-02 0.2393 0.0206 0.2181 0.1 2.34E-02 0.2393 0.0206 0.2181 
Mesh Size of Discretization 0.05 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi S  
A error A error A error A error 
0.01 1.12E-03 0.1174 0.0057 0.0975 0.01 1.07E-03 0.1161 0.0057 0.0969 
• 0.05 1.51E-02 0.1932 0.0156 0.1681 ^ 0.05 1.51E-02 0.1932 0.0156 0.1679 
0.1 2.21E-02 0.2095 0.0217 0.1986 0.1 2.21E-02 0.2095 0.0217 0.1985 
0.01 1.06E-03 0.1159 0.0056 0.0968 0.01 1.07E-03 0.1161 0.0057 0.0970 
0.05 1.51E-02 0.1932 0.0156 0.1679 丄 0.05 1.51E-02 0.1932 0.0156 0.1680 
0.1 2.21E-02 0.2095 0.0217 0.1985 0.1 2.21E-02 0.2095 0.0217 0.1986 
Table 4.7: Example 4.2 - Case 2 with numerical value of z 
Some Observations on Numerical Solutions of Linear Inverse Problems 42 
Mesh Size of Discretization 0.01 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi 6 
A error A error A error A error 
0.01 7.28E-04 0.1188 0.0019 0.028 0.01 l.OOE-03 0.142 0.0015 0.0577 
^ 0.05 0.003 0.1718 0.0039 0.1448 ^ 0.05 0.0037 0.1905 0.0052 0.1922 
0.1 7.10E-03 0.2207 0.006 0.2086 0.1 0.0064 0.1872 0.0067 0.1606 
0.01 9.13E-04 0.1252 0.0018 0.0391 0.01 0.0013 0.1499 0.0016 0.0914 
t L 0.05 4.70E-03 0.1964 0.0043 0.1539 — 0.05 0.0032 0.1943 0.0029 0.1232 
100 400 
0.1 0.0096 0.2281 0.0084 0.2292 0.1 4.80E-03 0.1865 0.0059 0.0892 
Mesh Size of Discretization 0.02 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi 6 
A error A error A error A error 
0.01 0.0014 0.1404 0.0022 0.0894 0.01 0.0011 0.1429 0.0017 0.0708 
^ 0.05 0.0033 0.1742 0.0046 0.0593 ^ 0.05 0.0033 0.1984 0.003 0.1288 
0.1 0.0058 0.1804 0.0067 0.0938 0.1 0.0058 0.1956 0.0082 0.2353 
0.01 0.0015 0.1493 0.0019 0.0741 0.01 0.0013 0.1169 0.0025 0.0269 
0.05 0.0052 0.1693 0.0061 0.0909 — 0.05 0.0049 0.1969 0.0048 0.1534 
lUU 400 
0.1 0.006 0.1738 0.0068 0.0777 0.1 0.0061 0.189 0.0074 0.1955 
Mesh Size of Discretization 0.05 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error X error 
0.01 0.0022 0.118 0.0034 0.0562 0.01 0.0021 0.1191 0.0029 0.0584 
^ 0.05 0.0045 0.1427 0.0061 0.0826 ^ 0.05 0.0048 0.1609 0.0071 0.1192 
0.1 0.0074 0.172 0.0085 0.1044 0.1 0.007 0.189 0.0077 0.1674 
0.01 0.0017 0.1284 0.0026 0.0847 0.01 0.0019 0.1008 0.0032 0.037 
0.05 0.0067 0.1823 0.0066 0.1415 — 0.05 0.0042 0.149 0.0056 0.0854 
100 400 
0.1 0.01 0.1904 0.0098 0.17 0.1 0.0134 0.2504 0.0082 0.1984 
Table 4.8: Example 4.2 - Case 3 with numerical value of z 
Example 4.3 
We keep the exact solution /*(?/) as the same in Example 4.2 and take the kernel 
function k{t, y) in (4.1.1) as follows: 
r{y) = 27rcos(7r2/) + (TT' 一 l)sin(7rW， （4.2.9) 
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Figure 4.2 shows the graph of f*{y). To compute z(t)’ we can again directly do 
integration and get the following formula for z(t): 
养 * • 字 ’ （ 4 . 2 . n ) 
or we can use the formula (4.1.4) with different h“i = 1,2，3’ 4. We take hi = 
= = = Below we will compare results obtained oU iUU 2(JL) 400 
from the exact value of z{t) and the numerical value of z{t) computed using the 
quadratures for the following three cases of different noise levels. 
Case 1 
Take the following observation data 
z\t) = z(t) + (^sin(0.057r^). (4.2.12) 
Table 4.9 and Table 4.12 show the numerical results of Case 1. 
Discretization I Discretization II 
Mesh size S  
A error A error 
0.01 5.86E-06 0.1171 5.86E-05 0.0345 
0.01 0.05 9.58E-05 0.1856 2.28E-04 0.0867 
0.1 3.86E-04 0.2134 4.03E-04 0.1283 
0.01 4.41E-06 0.0870 5.55E-05 0.0303 
0.02 0.05 8.21E-05 0.1708 2.59E-04 0.0843 
0.1 3.32E-04 0.2038 4.57E-04 0.1261 
0.01 5.29E-06 0.0490 3.64E-05 0.0195 
0.05 0.05 5.21E-05 0.1149 2.17E-04 0.0683 
0.1 2.23E-04 0.1642 4.68E-04 0.1151 
Table 4.9: Example 4.3 - Case 1 with exact value of z 
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Case 2 
Take the following observation data 
z\t) = z{t) +6 sm{M). (4.2.13) 
Table 4.10 and Table 4.13 show the numerical results of Case 2. 
Case 3 
Take the following observation data 
z\t) = z{t) + rand(t) (4.2.14) 
where rand(i) e ( -0 .5 ,0 .5) is a random function. Table 4.11 and Table 4.14 show 
the numerical results of Case 3. 
Discretization I Discretization II 
Mesh size 6 
A error A error 
0.01 0.0046 0.2281 0.0027 0.2101 
0.01 0.05 0.0093 0.2455 0.0075 0.2253 
0.1 0.0123 0.2554 0.0112 0.2310 
0.01 0.0044 0.2239 0.0027 0.1975 
0.02 0.05 0.0094 0.2423 0.0077 0.2115 
0.1 0.0123 0.2530 0.0116 0.2192 
0.01 0.0036 0.2086 0.0028 0.1801 
0.05 0.05 0.0095 0.2325 0.0083 0.1950 
0.1 0.0125 0.2455 0.0126 0.2086 
Table 4.10: Example 4.3 - Case 2 with exact value of z 
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Discretization I Discretization II 
Mesh size S  
A error A error 
0.01 6.27E-04 0.2105 4.42E-04 0.0960 
0.01 0.05 0.0048 0.2267 0.0012 0.1127 
0.1 0.0051 0.2407 0.0048 0.1679 
0.01 4.13E-04 0.1866 0.0524 0.0524 
0.02 0.05 0.0017 0.2201 0.0016 0.1105 
0.1 0.0053 0.2301 0.0048 0.4153 
0.01 5.65E-04 0.1608 0.0017 0.0702 
0.05 0.05 0.0036 0.1968 0.0044 0.1244 
0.1 0.0049 0.2106 0.0034 0.2424 
Table 4.11: Example 4.3 - Case 3 with exact value of z 
Some Observations from Example 4.3 
1. With the exact value of z, we see from Table 4.9’ Table 4.10 and Table 4.11 
that Case 1 gives the overall best results. Its relative error is within the 
range 0.03-0.21 and the mesh size of discretization 0.05 performs the best. 
2. With the exact value of z, the relative error in Case 2 is larger than that in 
Case 1. It is within the range 0.18-0.25 and the mesh size of discretization 
0.05 also performs the best. In Case 3, the relative error greatly varies 
within the range 0.05-0.41. 
3. With the exact value of 2;, Discretization II generally gives better results 
than Discretization I in all cases. In Case 1, the difference between two 
discretization approaches is bounded by 0.099. In Case 2, the difference is 
bounded by 0.038. In Case 3, the difference is the greatest, it can be up to 
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Mesh size 0.01 
Discretization I Discretization II Discretization I Discretization II 
hi S hi S  
A error A error A error A error 
0.01 l.lOE-05 0.1034 2.10E-04 0.0243 0.01 6.03E-06 0.1177 5.93E-05 0.0348 
^ 0.05 9.91E-05 0.1864 2.85E-04 0.0698 ^ 0.05 9.62E-05 0.1857 2.28E-04 0.0868 
0.1 4.07E-04 0.2145 4.27E-04 0.1153 0.1 3.87E-04 0.2134 4.03E-04 0.1284 
0.01 6.51E-06 0.1196 6.17E-05 0.0357 0.01 5.90E-06 0.1172 5.88E-05 0.0346 
0.05 9.80E-05 0.1861 2.30E-04 0.0872 — 0.05 9.59E-05 0.1856 2.28E-04 0.0867 
100 400 
0.1 3.90E-04 0.2136 4.05E-04 0.1287 0.1 3.86E-04 0.2134 4.03E-04 0.1283  
Mesh size 0.02 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 6.85E-06 0.0986 7.05E-05 0.0351 0.01 4.56E-06 0.0878 5.64E-05 0.0306 
^ 0.05 8.95E-05 0.173 2.69E-04 0.0864 ^ 0.05 8.25E-05 0.1709 2.59E-04 0.0845 
0.1 3.47E-04 0.2046 4.64E-04 0.1275 0.1 3.34E-04 0.2038 4.57E-04 0.1262 
0.01 4.99E-06 0.0902 5.93E-05 0.0316 0.01 4.45E-06 0.0872 5.56E-05 0.0304 
^ 0.05 8.39E-05 0.1713 2.61E-04 0.0848 ^ 0.05 8.22E-05 0.1708 2.59E-04 0.0844 
0.1 3.36E-04 0.204 4.58E-04 0.1264 0.1 3.33E-04 0.2038 4.57E-04 0.1261 
Mesh size 0.05 
Discretization I Discretization II Discretization I Discretization II 
hi S hi 5 
•X error A error A error A error 
0.01 4.88E-05 0.0405 2.43E-04 0.0136 0.01 5.20E-06 0.0484 3.54E-05 0.0192 
• 0.05 5.94E-05 0.0887 3.14E-04 0.0557 ^ 0.05 5.24E-05 0.1151 2.17E-04 0.0685 
0.1 1.95E-04 0.1593 5.08E-04 0.1047 0.1 2.23E-04 0.1643 4.69E-04 0.1152 
0.01 4.93E-06 0.0465 3.26E-05 0.0182 0.01 5.27E-06 0.0489 3.61E-05 0.0195 
• 0.05 5.35E-05 0.1158 2.20E-04 0.069 ^ 0.05 5.22E-05 0.115 2.17E-04 0.0684 
0.1 2.25E-04 0.1645 4.70E-04 0.1155 0.1 2.23E-04 0.1642 4.68E-04 0.1151 
Table 4.12: Example 4.3 - Case 1 with numerical value of 2； 
0.185. 
4. With the numerical value of 2;, we see from Table 4.12, Table 4.13 and 
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M e s h size 0 .01 
Discretization I Discretization II Discretization I Discretization II 
hi S hi 5 
A error A error X error A error 
0.01 0.0046 0.2281 0.0027 0.2074 0.01 0.0046 0.2281 0.0027 0.2101 
^ 0.05 0.0093 0.2456 0.0075 0.2248 ^ 0.05 0.0093 0.2455 0.0075 0.2253 
0.1 0.0122 0.2555 0.0111 0.2309 0.1 0.0123 0.2554 0.0112 0.231 
0.01 0.0046 0.2281 0.0027 0.2101 0.01 0.0046 0.2281 0.0027 0.2101 
^ 0.05 0.0093 0.2455 0.0075 0.2253 • 0.05 0.0093 0.2455 0.0075 0.2253 
0.1 0.0123 0.2554 0.0112 0.231 0.1 0.0123 0.2554 0.0112 0.231 
M e s h size 0 .02 
Discretization I Discretization II Discretization I Discretization II 
"i hi s  
A error A error A error A error 
0.01 0.0044 0.2239 0.0027 0.1975 0.01 0.0044 0.2239 0.0027 0.1975 
^ 0.05 0.0094 0.2423 0.0077 0.2115 — 0.05 0.0094 0.2423 0.0077 0.2115 
50 200 
0.1 0.0123 0.253 0.0116 0.2192 0.1 0.0123 0.253 0.0116 0.2192 
0.01 0.0044 0.2239 0.0027 0.1975 0.01 0.0044 0.2239 0.0027 0.1975 
0.05 0.0094 0.2423 0.0077 0.2115 ^ 0.05 0.0094 0.2423 0.0077 0.2115 
0.1 0.0123 0.253 0.0116 0.2192 0.1 0.0123 0.253 0.0116 0.2192 
M e s h size 0 .05 
Discretization I Discretization II Discretization I Discretization II 
hi 5 hi 5 
A error A error A error A error 
0.01 0.0036 0.2083 0.0029 0.1771 0.01 0.0036 0.2086 0.0028 0.1801 
^ 0.05 0.0094 0.2326 0.0083 0.1947 ^ 0.05 0.0095 0.2325 0.0083 0.195 
0.1 0.0125 0.2456 0.0126 0.2088 0.1 0.0125 0.2455 0.0126 0.2086 
0.01 0.0036 0.2086 0.0028 0.1801 0.01 0.0036 0.2086 0.0028 0.1801 
0.05 0.0095 0.2325 0.0083 0.195 ^ 0.05 0.0095 0.2325 0.0083 0.195 
0.1 0.0125 0.2455 0.0126 0.2086 0.1 0.0125 0.2455 0.0126 0.2086 
Table 4.13: Example 4.3 - Case 2 with numerical value of z 
Table 4.14 that the results behave similarly to those given by the exact 
value of z. In Case 1 and Case 2，the relative error given by the numerical 
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^ M e s h size 0 .01 
Discretization I Discretization II Discretization I Discretization II 
/li S hi 6 
A error A error X error A error 
0.01 6.93E-04 0.204 0.0011 0.0529 0.01 7.22E-04 0.2143 0.0011 0.2477 
— 0.05 0.0031 0.2264 0.0089 0.3635 — 0.05 0.0051 0.2356 0.012 0.3879 
&。 200 
0.1 0.0056 0.2343 0.0022 0.1033 0.1 0.0064 0.2391 0.0024 0.2287 
0.01 9.89E-04 0.2164 0.0022 0.3185 0.01 6.67E-04 0.2123 4.76E-04 0.1358 
— 0 . 0 5 0.0039 0.2314 0.0118 0.3848 — 0.05 0.0042 0.2296 0.002 0.0365 
100 400 
0.1 0.0047 0.2339 0.015 0.4245 0.1 0.0049 0.2291 0.0024 0.1557   
M e s h size 0 .02 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 0.001 0.2156 0.0014 0.3052 0.01 5.25E-04 0.2038 7.49E-04 0.2168 
^ 0.05 0.0037 0.2161 0.002 0.1376 丄 0.05 0.0046 0.2328 0.015 0.4592 
50 200 
0.1 0.0048 0.2298 0.0192 0.4812 0.1 0.0059 0.2428 0.0222 0.5038 
0.01 0.0015 0.2165 6.24E-04 0.1258 0.01 8.86E-04 0.2071 0.0017 0.3133 
^ 0.05 0.0049 0.2419 0.0169 0.4746 丄 0.05 0.0045 0.2358 0.0015 0.1079 
0.1 0.0066 0.2612 0.0033 0.2417 0.1 0.003 0.2123 0.0041 0.1305 
M e s h size 0 .05 
Discretization I Discretization II Discretization I Discretization II 
hi S hi 5 
A error A error A error A error 
0.01 0.0012 0.2017 0.0012 0.0908 0.01 0.0018 0.2018 0.0016 0.2363 
^ 0.05 0.0049 0.2271 0.0024 0.135 ^ 0.05 0.0025 0.2149 0.0021 0.3488 
0.1 0.0059 0.2595 0.0038 0.1796 0.1 0.0027 0.1976 0.0052 0.1202 
0.01 0.0013 0.1985 0.0015 0.0768 0.01 7.68E-04 0.2068 7.14E-04 0.1726 
• 0.05 0.0048 0.2223 0.0039 0.1722 ^ 0.05 0.0042 0.2087 0.0037 0.3916 
0.1 0.0072 0.2553 0.0436 0.5831 0.1 0.0055 0.2262 0.0071 0.1754 
Table 4.14: Example 4.3 - Case 3 with numerical value of z 
z is very close to those given by the exact z�In Case 3, due to the random 
noise, the relative error varies greatly, just like the results given by the exact 
Some Observations on Numerical Solutions of Linear Inverse Problems 49 
value of 2；. 
4.3 Problem 2 - Fredholm Integral Equation of 
the First Kind 
Next, we shall consider another type of problem to investigate the difference of 
the two discretization approaches. We consider the following integral equation of 
the first kind for / ⑴： 
L k{s,t)fit)dt = y{s) (4.3.1) 
where k{s, t) is the kernel function and s,t e [a, b]. Again, we shall introduce the 
two discretization approaches for the integral system (4.3.1). 
Discretization I 
We shall discretize (4.3.1) and get its discrete version of the form: 
Df = y. (4.3.2) 
For this purpose, we partition [a, 6] into n subintervals with n+1 points denoted by 
to,ti,... ,tn or So, si,..., Sn. Let h = - - be the mesh size, then ti = Si = a+ih. 
n 
For i = 0,1,…，n, 
y{si) = 2 �H s i , t ) m d t . (4.3.3) 
j=o Jvj 
Using the trapezoidal rule, 
n 
y(si) = h Y , u j k { s i , t j ) f { t j ) (4.3.4) 
j=o 
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where 
Vj 二: i for j = 0,n 
< 2 (4.3.5) 
" j = 1 otherwise. 
Therefore, we have: 
/ 1 1 \ 
k{so,ti)…k{so,tn-i) -k{so,tn) 
^ , lKsi,to) k{si,ti) ... k{si,tn-i) “(Si’‘） 
D = h ^ 2 (4.3.6) 
^ ^HSn^to) k{Sn,ti)…k{Sn,tn-l) ^k{Sn,tn) ^ 
We take the observation data y石 as 
y\s) = y(s) + 6(s) 
where (5(<s) is some perturbation and is given in the numerical experiments. The 
Tikhonov regularization to solve the above inverse problem is to solve the follow-
ing minimization problem: 
mm\\Df-y'f + \'\\f\\' (4.3.7) 
where A is the regularization parameter to be determined. The regularized solu-
tion for (4.3.7) is obtained by solving the following normal equation: 
= (4.3.8) 
Discretization II 
Next we consider another discretization of the integral equation (4.3.1). Consider 
T as a linear operator for (4.3.1), 
T : m — y � , (4.3.9) 
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or exactly we can write 
{Tf){s) = J \ i s , t ) m d t . (4.3.10) 
Then the integral equation (4.3.1) reduces to Tf = y. Consider the least square 
formulation 
^ r m n j T f - y W ' + X ' W f f (4.3.11) 
which leads to the following variational formulation. 
{Tf - y, Tg) + A2(/, ff) = 0 VgG L'(0, 1). (4.3.12) 
Let T* be the adjoint operator of T, then we have 
(TLff) = (f,T*g) VgGL'(0,l) (4.3.13) 
f \ f k(s,t)f{t)dt\ g{s)ds= f b m � g m d t V^ G 1). (4.3.14) 
J a iJa � J a 
By comparison, we see that 
{T*g){t) = ^ k{s, t)g(s)ds Wg e 1). (4.3.15) 
Prom (4.3.13), (4.3.12) becomes 
{T%Tf + g) 二 0 Vg e 1.2(0,1) (4.3.16) 
and hence 
T*Tf + A V = T*y. (4.3.17) 
Substitute (4.3.15) into (4.3.17)，we get 
f [ k{s,t)f{t)dt A;(s，i)ds + A2 /⑴二 f k{s,t)y{s)ds. (4.3.18) 
J a iJa � Ja 
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Fix 艺二艺i’ S = 0 ,1 ’ . . . ’ n, the LHS and RHS of (4.3.18) are as follows: 
^ fsp+i「二 ftj+i -
LHS = ^ / Ks, t)mdt k(s, u)ds + X^fiU) (4.3.19) 
p=0 JSp Lj=0 Jtj _ 
RHS - ^ 厂+1 k(s, ti)y{s)ds. (4.3.20) 
Use the trapezoidal rule in (4.3.19) and (4.3.20), for i = 0,1,. . •，n, 
1 n - n • 
= Y^咖p山胸"pA;(Sp，亡 i) + A 2 / � (4.3.21) 
P=o Lj=0 . 
1 “ 
RHS = s f lyjkisj, U)y(sj) (4.3.22) 
i=o 
where i/j or i/p is defined as (4.3.5). We take the observation data y^ as 
where (^(s) is some perturbation and is given in the numerical experiments. Writ-
ing (4.3.21) and (4.3.22) in the matrix form, we let 
/ 1 1 \ 
k(si,to) . . . i/c(s„’to) 
lk{so,ti) k{si,ti) ... lfc(Sn’ti) 
M = h 丄 2 ’ （4.3.23) 
、 ^ M s o J n ) k{si,tn)….丄)乂 
/ 1 1 \ 
k{so,ti) ... -k{so,tn) 
, , , l^Hsuto) k{si,ti) ... “(Si,tn) 
N = h 2 2 . (4.3.24) 
^ ^Ksn.to) k{Sn,ti) .•• ^k{Sn,tn) ^ 
We note that N = D which is defined in (4.3.6). Therefore, we obtain the 
discretized system: 
MDf + AV = My (4.3.25) 
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If k(s, t) is symmetric, then we have M = D, and hence (4.3.25) becomes 
M V + a V = My (4.3.26) 
which is different from (4.3.8) unless M^ = D'^D or M = D is a symmetric 
matrix. 
4.4 Examples of Problem 2 
We will do an example for Problem 2. Again, we will investigate the example for 
different mesh sizes and noise levels and compare their relative errors between 
the numerical solutions and the exact solution. 
Example 4.4 
We take the kernel function k{s,t) and the exact solution f*{t) in (4.3.1) as 
follows: 
, ,_^� I ,�sin(7r(sins + sin亡))"|2 
k{s,t) = (coss + cos^ — ’ 
7r(sins + smt) 
广 ⑴ = 2e(-4t-Q.5)2+e(-4糾 .5)2, 
where s,t e ^ . Figure 4.3 shows the graph of f*{t). We cannot obtain 
the analytic result for the observation data y(s) through integration (4.3.1) like 
the situation in Example 4.1. To compute the numerical value of y{s), we use the 
formula (4.3.4) with different mesh size of the obervation data hi,i = 1,2,3,4. 
Here, we take hi = 盖 ’ "2 = ^ "3 = = We will compare the 
results at different hi and different mesh sizes of discretization in the following 
two cases. 
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2.51 1 1 1 1 I , 1 
-2 -1.5 一1 -0.5 0 0.5 1 1.5 2 
Figure 4.3: Exact solution of Example 4.4 
Case 1 
Take the following observation data 
y\s) = y{s) + 6sm{2s). (4.4.1) 
Table 4.15 shows the numerical results. 
Case 2 
Take the following observation data 
y\s) = z(s) + 6 rand(s) (4.4.2) 
where rand(s) G ( -0 .5 ,0 .5) is a random function. Table 4.16 shows the numerical 
results. 
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Mesh size 7r/200 
Discretization I Discretization II Discretization I Discretization II 
hi S hi 6 
A error A error A error A error 
0.01 0.0073 0.0277 0.0071 0.0276 0.01 0.0072 0.0274 0.0069 0.0274 
^ 0.05 0.0319 0.0869 0.0315 0.0877 ^ 0.05 0.0327 0.0847 0.0323 0.0855 
0.1 0.0470 0.1280 0.0465 0.1288 0.1 0.0473 0.1258 0.0469 0.1266 
0.01 0.0072 0.0273 0.0070 0.0272 0.01 0.0072 0.0274 0.0069 0.0274 
^ 0.05 0.0325 0.0851 0.0321 0.0859 ^ 0.05 0.0327 0.0847 0.0323 0.0855 
0.1 0.0473 0.1263 0.0468 0.1270 0.1 0.0473 0.1258 0.0469 0.1266 
Mesh size tt/IOO 
Discretization I Discretization II Discretization I Discretization II 
/'•i S hi 6 
A error A error A error A error 
0.01 0.0074 0.0280 0.0070 0.0278 0.01 0.0073 0.0280 0.0068 0.0278 
^ 0.05 0.0328 0.0876 0.0320 0.0891 ^ 0.05 0.0334 0.0857 0.0326 0.0874 
0.1 0.0480 0.1289 0.0472 0.1304 0.1 0.0483 0.1271 0.0475 0.1287 
0.01 0.0073 0.0280 0.0068 0.0278 0.01 0.0073 0.0280 0.0068 0.0278 
^ 0.05 0.0334 0.0857 0.0326 0.0874 ^ 0.05 0.0334 0.0857 0.0326 0.0874 
0.1 0.0483 0.1271 0.0475 0.1287 0.1 0.0483 0.1271 0.0475 0.1287 
Mesh size tt/50 
Discretization I Discretization II Discretization I Discretization II 
hi S hi S  
A error A error A error A error 
0.01 0.0076 0.0291 0.0066 0.0287 0.01 0.0075 0.0291 0.0066 0.0287 
^ 0.05 0.0349 0.0879 0.0334 0.0910 — 0.05 0.0349 0.0879 0.0334 0.0910 
50 200 
0.1 0.0504 0.1298 0.0488 0.1329 0.1 0.0504 0.1298 0.0488 0.1329 
0.01 0.0291 0.0280 0.0066 0.0287 0.01 0.0075 0.0291 0.0066 0.0287 
^ 0.05 0.0879 0.0857 0.0334 0.0910 ^ 0.05 0.0349 0.0879 0.0334 0.0910 
0.1 0.1298 0.1271 0.0588 0.1329 0.1 0.0504 0.1298 0.0488 0.1329 
Table 4.15: Example 4.4 - Case 1 (sine noise) 
Some Observations from Example 4.4 
1. In Case 1，both discretization methods give very similar results. The results 
are nearly the same no matter what the mesh size of discretization or the 
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Mesh size IT/200 
Discretization I Discretization II Discretization I Discretization II 
hi 6 hi 6 
A error A error A error A error 
0.01 0.0073 0.0177 0.0074 0.0185 0.01 0.0024 0.0167 0.0023 0.0157 
^ 0.05 0.0179 0.0608 0.0188 0.0624 ^ 0.05 0.0119 0.0514 0.0119 0.0515 
0.1 0.0366 0.1276 0.0384 0.1323 0.1 0.0299 0.0389 0.0288 0.0417 
0.01 0.0034 0.0227 0.0049 0.0260 0.01 0.0032 0.0090 0.0033 0.0091 
^ 0.05 0.0114 0.0611 0.0108 0.0554 ^ 0.05 0.0152 0.0449 0.0141 0.0454 
0.1 0.0284 0.0856 0.0275 0.0834 0.1 0.0246 0.0884 0.0266 0.0966 
Mesh size tt/IOO 
Discretization I Discretization II Discretization I Discretization II 
hi S hi 6 
A error A error A error A error 
0.01 0.0077 0.0166 0.0077 0.0165 0.01 0.0063 0.0195 0.0064 0.0177 
^ 0.05 0.0115 0.0304 0.0107 0.0308 ^ 0.05 0.0075 0.0383 0.0056 0.0369 
0.1 0.0284 0.0754 0.0298 0.0819 0.1 0.0293 0.0564 0.0268 0.0482 
0.01 0.0066 0.0120 0.0071 0.0114 0.01 0.0056 0.0109 0.0057 0.0108 
^ 0.05 0.0121 0.0452 0.0117 0.0406 ^ 0.05 0.0245 0.0264 0.0244 0.0253 
0.1 0.0311 0.1025 0.0311 0.1052 0.1 0.0184 0.0679 0.0161 0.0648 
Mesh size tt/SO 
Discretization I Discretization II Discretization I Discretization II 
"i S hi 5 
A error A error A error A error 
0.01 0.0117 0.0149 0.0109 0.0202 0.01 0.0141 0.0300 0.0141 0.0279 
^ 0.05 0.0052 0.0686 0.0078 0.0790 — 0.05 0.0351 0.0421 0.0325 0.0478 
50 200 
0.1 0.0596 0.1273 0.0602 0.1366 0.1 0.0394 0.1209 0.0372 0.1191 
0.01 0.0126 0.0289 0.0116 0.0313 0.01 0.0075 0.0277 0.0085 0.0322 
^ 0.05 0.0402 0.0774 0.0396 0.0851 ^ 0.05 0.0355 0.1220 0.0311 0.1199 
0.1 0.0191 0.1127 0.0274 0.1331 0.1 0.0420 0.1563 0.0487 0.1674 
Table 4.16: Example 4.4 - Case 2 (random noise) 
mesh size of observation data hi are. The relative error only depends on 
the noise level. It is within the range 0.02-0.13. 
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2. In Case 2, the results given by the two discretization approaches are similar 
but the difference is larger than that in Case 1. For the mesh size of dis-
cretization 7r/200 and tt/IOO, the difference is bounded by 0.008. For the 
mesh size of discretization 7r/50, the difference is bounded by 0.02. 
3. In Case 2, the mesh size of discretization 7r/200 gives the best results. Its 
relative error is within the range 0.01-0.09. For the mesh size of discretiza-
tion tt/IOO, the relative error is within the range 0.01-0.1. For the mesh size 
of discretization 7r/50, the relative error is within the range 0.01-0.15. 
4.5 Conclusion 
Through implementing the numerical experiments, we find that noise level, mesh 
size and discretization approach have certain effects on accuracy. Here, we sum-
marize our investigation as follows. 
• The relative error generally increases with the noise level 6 for both sine 
noise and random noise. The relative error can fluctuate greatly when 
random noise is introduced. The relative error is more unpredictable if we 
use random noise instead of sine noise. 
• Discretization I and Discretizaton II work similarly at small mesh size of 
discretization. Their difference increases with the mesh size of discretiza-
tion. There is no definite conclusion which discretization approach gives a 
better accuracy. The optimal choice of discretization approach varies from 
the types of noise and the mesh sizes. 
• For the observation data, the results are similar no matter whether ex-
act value or numerical value is used. When we approximate the numerical 
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value of observation data using quadratures, different mesh size of obser-
vation data may result in about 1% difference in the relative error. The 
optimal choice of mesh size of observation data depends on the mesh size 
of discretization. 
• The relative error does not necessarily increase with the mesh size of dis-
cretization. That means smaller mesh size of discretization does not guar-
antee a smaller relative error. 
Chapter 5 
Effect of Different Kinds of 
Observation Data and 
Differential Operators on 
Accuracy 
In this chapter, we are going to discuss the effect of different kinds of observation 
data and differential operators on accuracy. We will consider three types of 
observation data and compare the accuracy of using the identity operator I and 
the first derivative operator Li. We illustrate the details by taking a differential 
equation as an example. Our numerical examples again involve the regularization 
parameter which is to be determined. We will follow the method mentioned in § 4 
to find the optimal regularization parameter A* for calculation of the regularized 
solution. Then we can compare the relative errors to the exact solution to see 
59 
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those effects on accuracy. 
An Inverse Problem of Differential Equation 
Recover f{x) from the following differential equation: 
- 去 [ 咖 去 佩 …0，1) 
< 办 L dx J (5 0 1) 
u{0) = u(l) = 0 
where q(x) is the coefficient function. 
In the following, we shall discuss three cases where different types of observa-
tion data are available. 
5.1 Pointwise Observation Data 
We assume 
= u{n (5.1.1) 
is available. 
Forward Problem 
Use the piecewise linear finite element method to solve the problem: 
d ( du\ 
义 一 差 ( � )— 工 二 I 工 where t;(0) = v{l) = 0 (5.1.3) 
du 1 广 dudv , , 
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As a result, we obtain the variational formulation: find u 6 H�0’ 1) such that 
义 g芸芸dz = j : fvdx W G ？ 1 ) . (5.1.5) 
Finite element discretization 
Partition (0,1) into n subintervals with n+1 points denoted bya;o,a;i,.. 
Let 
n-l n-l 
u = ^Ui(j)i{x) a n d v = X 叫 ( 5 . 1 . 6 ) 
t=i i=i 
where (l)i{x) is a basis function such that 
(f>i{Xi) = 1 
. (5.1.7) 
M^j) = 0 for j + i. 
Substitute (5.1.6) into (5.1.5), we have 
I q g i ^ ^ i V j 小 丨 二 j : (5.1.8) 
E E . j /I树诊;• = ff^i (5.1.9) 
i j Jo i 九 
Let 
V = (5.1.10) 
U = (5.1.11) 
aij = q(l>'i(j)'j be the entries of (n-l) ’ （5.1.12) 
Jo 
F = (fi,…�fn-if Where = (5.1.13) 
Jo 
then, (5.1.9) can be written as 
V'^AU = V'^F (5.1.14) 
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and hence 
A - ' F = U (5.1.15) 
To find the entries of A, we note that 
(Pii^) = n, X e 
^ <l>i{x) = - n , (5.1.16) 
(pi{x) = 0， otherwise. 
After simplification of aij from (5.1.12), 
r^i+i 
aij = 71^ q{x)dx, for i = j 
2广 + 1 
dij = —n / q{x)dx, for j — i = l 
, 人 < (5.1.17) 
rxi 
aij = —r? / q{x)dx, ior i - j = 1 
Jxi-i 
aij = 0, otherwise 
Next, we apply the two different discretization approaches introduced in § 4 to 
our problem. 
Discretization I 
We try to find out the relation between f and F. Prom (5.1.13), 
fi= f f{x)<f>i{x)dx (5.1.18) 
Jo 
r^i fXi+i 
=n { x - Xi^i)f{x)dx + n {xi+i — x)f{x)dx, (5.1.19) 
'^Xi-l Jxi 
using the trapezoidal rule, we have 
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Let 
B = A-^/n, (5.1.21) 
then we have the form 
Bf = U = z^ (5.1.22) 
where z^ is taken as 
where is some perturbation and is given in the numerical experiments. Using 
the Tikhonov regularization to solve the inverse problem (5.1.22), that is to solve 
the following minimization problem: 
m i n W B f - z ' f ^ X l W L f f (5.1.23) 
where Aa is the regularization parameter that is to be determined and L is taken 
as the identity matrix in this case. The regularized solution for (5.1.23) is 
fx. = [BTB + (5.1.24) 
Discretization II 
We directly minimize the given problem, 
mm\\uif)-z'f + Xl\\Lf\\'. (5.1.25) 
where A5 is the regularization parameter that is to be determined and L is taken 
as the identity matrix in this case. We can get the variational formulation as 
follows: 
W ) , uig)) + Xl(Lf, Lg) = (/’ u{g)) for any function g. (5.1.26) 
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Let M be a (n - 1) X (n - 1) matrix with rrnj = (0i’ 
2 
m j = for i = j, 
‘rriij = f o r | z - j | = l, (5丄27) 
on 
rriij = 0， otherwise 
Therefore, we have 
(2 1 
1 2 1 
M = 1 2 1 • (5.1.28) 
� 0 � 
We can discretize (5.1.26) into 
u{gfMu{f) + XliLgfMLf 二 uigfMz' V 仏 (5.1.29) 
Together with u{f) = Bf and u{g) = Bg, (5.1.29) becomes 
B^MBf + XlL^MLf = B^Mz^ (5.1.30) 
and hence the regularized solution for (5.1.25) is 
fx, = {B'^MB + (5.1.31) 
Remark: If we use the trapezoidal rule to calculate m^, we get M=I and hence 
the results from Discretization I and II are the same. 
Numerical Examples with Pointwise Observation Data 
To compare the results given by (5.1.24) and (5.1.31), we take L to be the identity 
operator for the following example. 
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Example 5.1 
Here we take 
g �= exp(l + a;2)’ (5.1.32) 
and 
z{x) = u(f*) = exp(—a;) sin(7nr)， (5.1.33) 
where 
r = -qxe~''{'^cos(7rx) - sin(7ra;)} + cos(7rx) + (tt^ — 1) sin(7ra;)}. 
(5.1.34) 
Figure 5.1 show the graph of f*(x). Using the trapezoidal rule to solve the 
• 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0,9 1 
Figure 5,1: Exact solution of Examples 5.1, 5.2, 5.5, 5.8 
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integration in (5.1.17), 
aij = \ [exp(l + a^ti) + 2 exp(l + + exp(l + x^ , ) ] for i = j 
= - \ [exp(l + x i^) + exp(l + for j - i = 1 
aij = [exp(l + + exp(l + a ; � for i — j = 1 
ciij = 0 otherwise. 
(5.1.35) 
Let us check the accuracy of U first. Let U* be the true value calculated from 
(5.1.1) and U is found from the discretization (5.1.15). We can get the order of 
accuracy by 
order = (^ 丄邪） 
We can see from Table 5.1 that the order is approximately equal to 0.5^, therefore, 
the order of accuracy is 0{h?) . Then, we will compare the numerical results for 
i mesh size hi ||[/* - U\\ order 
1 0.1 6.5631 X 10-4 / 
2 0.05 1.6488 x 10—4 o.2512 
3 0.025 4.1266 x 10-5 0.2503 
4 0.0125 1.0319 X 10一5 0.2501 
5 0.00625 2.5800 x 10-6 0.2500 
6 0.003125 6.4501 x lO""^ 0.2500 
Table 5.1: Accuracy of U 
the following two cases. 
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Case 1 
Take the following observation data 
z\x) = z{x) + ^sin(0.037r(2x - 1)). (5.1.37) 
Table 5.2 shows the numerical results. 
Discretization I Discretization II 
Mesh size S  
A error A error 
0.01 1.4002E-04 0.0299 1.3002E-04 0.0296 
h = 0.05 0.05 4.7006E-04 0.0955 4.7006E-04 0.0954 
0.1 9.4010E-04 0.1381 9.4010E-04 0.1380 
0.01 1.0002E-04 0.0696 1.0002E-04 0.0696 
h = 0.02 0.05 5.2006E-04 0.1396 5.2006E-04 0.1396 
0.1 l.OOOOE-03 0.1752 l.OOOOE-03 0.1751 
Table 5.2: Example 5.1 - Case 1 (sine noise) 
Case 2 
Take the following observation data 
z\x) = z{x) + 6 randOr) (5.1.38) 
where rand(a:) e ( - 0 .5 ’ 0.5) is a random function. Table 5.3 shows the numerical 
results. 
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Discretization I Discretization II 
Mesh size 5 
A error A error 
0.01 7.80E-04 0.0979 7.80E-04 0.0978 
h = 0.05 0.05 0.0024 0.188 0.0024 0.1881 
0.1 0.0073 0.2771 0.0073 0.2773 
0.01 5.60E-04 0.1054 5.60E-04 0.1055 
h = 0.02 0.05 0.0012 0.1356 0.0012 0.1355 
0.1 0.0024 0.2162 0.0024 0.2162 
Table 5.3: Example 5.1 - Case 2 (random noise) 
Some Observations from Examples with Pointwise Obser-
vation Data 
1. Discretization I and II give similar results in Case 1 and Case 2. 
2. The relative error is smaller at the mesh size h = 0.05 in both cases. 
3. In Case 1, the relative error is within the range of 0.02-0.14 at the mesh size 
h = 0.05, while it is within the range of 0.07-0.18 at the mesh size h = 0.02. 
4. In Case 2’ the relative error is larger and varies greatly due to the random 
noise. It can be over 0.20 for both discretization approaches. 
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5.2 Pointwise Observation Data of Heat Fluxes 
at the Boundary 
Now we assume the observation data 
z = u(J*), u'{0) = a, = (5.2.1) 
are available. Let 
J{f) = mjn \\u{f) 一 + A||L/||2 + \u'{f){0) — a ^ + — (5.2.2) 
By definition, we have 
JU + tg) - J{f) = 2t{u{f) - ^^ u{g)) + 
+ 2tX{Lf,Lg) + t^X\\Lgf 
+ 2t{u'(f){0) - a')u'{gm + t\u'{gm)' 
+ 2t{u'{f){l) -b')u'{g)(l) + t\u'(g){l)y 
Setting J'{f)g = 0, we have 
W / ) ’ u{g)) + A(L/ , Lg) + u'(f)(0)u'{g){0) + 以‘⑴⑴収‘�(1) 
(5.2.3) 
=(/，• +aV(")(0) + 崎 ) ( 1 ) 
We have the weak formulation of u{f) 
(qu\v') = {f,v) \/v (5.2.4) 
Let M f h ) satisfying = (Jh,Vh) and let 
n - l 
y ^ h � =⑷ ， u i f n ) = {Uiif) U2{f)…Un-lU))T (5.2.5) 
i = l 
n - l 
yh = ^^VjMx), V = (l；! V2 . . . Vn-lf (5.2.6) 
i=i 
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Then we have 
Au{f) = Mf (5.2.7) 
where Aij = (#;，(^》and M -^ = Let 
n 
A = E /减⑷’ f = [fofi …fnf\ Uj = {Ld^i, L<t>j). (5.2.8) 
1=0 
After discretization, (5.2.3) becomes 
(Mfh), UH{9H)) + A(LA, Lgn) + w;i(A)(OK(办)(0) + 
(5.2.9) 
Together with the finite difference approximation for < ( A ) ( 0 ) and < ( A ) ( 1 ) , we 
have 
u{gfMu{f) + A/L/ + l{u{fMu(g)), + l{u{f))n-M9))n-i 
, � h (5.2.10) 
By (5.2.7), we obtain 
{A-'MgfM{A-'Mf) + A / L / + L{A-'Mf)i(A-'Mg), 
+ 礼 (5-2.11) 
= ( 广 + - ^-^(A-'Mg)n-i 
and hence 
(5.2.12) 
Some Observations on Numerical Solutions of Linear Inverse Problems 71 
Write 
(A-'Mf)k(A-'Mg}, = g'^{A-'M)l{A-'M),.f k = l,n-l (5.2.13) 
Eliminating g^ in (5.2.12) and denoting B = we can get 
B^MBf + XLf + I b ^ B J + • 钱 
or 
f = [b^MB + AL + ^ ( B f B i + 5 二 - 1 + i ( a X — • 
(5.2.15) 
Numerical Examples of Pointwise Observation Data with 
Heat Fluxes at the Boundary 
Here we will take different z and q for examples to see how much they would 
affect the accuracy. Moreover, we will try to compare the effect of the differential 
operator to the accuracy of the problem by inputting the identity operator I 
and the first derivative operator Li for L in (5.2.8) respectively. We set the 
observation data as 
z\x) = z{x) +(5sin(0.037r(2a: - 1)) (5.2.16) 
for the following examples. 
Example 5.2 
We take q and 2； as the same in § 5.1, that is 
q{x) = exp{l + x^), (5.2.17) 
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and 
z{f*) = u{x) = exp{-x) sin(7nc) (5.2.18) 
where 
r = -gze—lTTcos(7ra;) - sin(7nc)} + 卵-l27rcos(7nr) + (tt^ - 1) sin(7ra:)}. 
(5.2.19) 
Hence, we have 
w'(0) = TT, u'{l) = - 7 r e x p ( - l ) . (5.2.20) 
Please refer Figure 5.1 for the graph of f*{x). Using the formula (5.2.15), we get 
the numerical results shown in Table 5.4. 
I 
Mesh size 5 
A error A error 
0.01 1.3659E-02 0.2650 8.5920E-04 0.2362 
0.05 
0.1 1.3637E-02 0.2650 8.5920E-04 0.2362 
0.01 1.2300E-02 0.2687 8.5230E-04 0.2562 
0.02 
0.1 1.2300E-02 0.2687 8.5230E-04 0.2562 
0.01 1.1833E-02 0.2698 8.5230E-04 0.2635 
0.01 
0.1 1.1833E-02 0.2698 8.5230E-04 0.2635 
Table 5.4: Example 5.2 
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0.265 - ^^ i^t 
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Figure 5.2: Comparison between using I and I/i at (J 二 0.01 of Example 5.2 
Example 5.3 
We fix 
z{n = u{x) = exp(—a;) sin(7ra;) (5.2.21) 
and hence 
w'(0) = TT, u\l) = - 7 r e x p ( - l ) . (5.2.22) 
Then we consider the different cases for the choices of q. 
Case 1 
We take 
q = 1 (5.2.23) 
Some Observations on Numerical Solutions of Linear Inverse Problems 74 
and the corresponding f* is 
exp(—:c)[(7r2 - 1) sin(7r;r) + 27rcos(7ra;)]. (5.2.24) 
Case 2 
We take 
q = x (5.2.25) 
and the corresponding f* is 
7r(2;r — 1) exp(a;) cos(7ra:) + {TT^X - X + 1) exp(-a:) sin(7nr). (5.2.26) 
Case 3 
We take 
q = x'^ + l (5.2.27) 
and the corresponding f* is 




q = exp(a;) (5.2.29) 
and the corresponding f* is 
TT^  siii(7nr) + TT cos(7ra;). (5.2.30) 
Figure 5.3 shows the graphs of f*{x) for Cases 1 - 4 and Table 5.5 shows the 
numerical results for Cases 1 - 4 . 
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Figure 5.3: Exact solutions of Example 5.3 and Example 5.6: Case 1 (top-left), 
Case 2 (top-right), Case 3 (bottom-left), Case 4 (bottom-right) 
Example 5.4 
We fix 
u(x) = sin(7nc) (5.2.31) 
and hence 
W'(0) = TT, u'{l) = -TT. (5.2.32) 
Then we consider the different cases for the choices of q just like Example 5.3. 
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Case 1 Case 2 
Mesh size 6 I Li I Li 
A error A error A error A error 
0.01 0.1 0.2520 2.1122E-03 0.4705 2.5547E-03 0.4865 3.3920E-05 0.4264 
0.05 
0.1 0.1 0.2520 2.1122E-03 0.4705 1.8358E-03 0.4760 3.3756E-05 0.4279 
0.01 0.1 0.2618 1.9771E-03 0.4757 6.5748E-04 0.4596 3.6004E-05 0.4991 
0.02 
0.1 0.1 0.2618 1.9771E-03 0.4757 7.2893E-04 0.4494 3.5889E-05 0.5008 
0.01 9.6672E-02 0.2659 1.9549E-03 0.4795 6.8673E-04 0.4370 l.OOOOE-08 0.5368 
0.01 
0.1 9.6672E-02 0.2660 1.9549E-03 0.4795 7.6258E-04 0.4294 3.6649E-05 0.5391 
Case 3 Case 4 
Mesh size 6 I Li I Li 
A error A error A error A error 
0.01 0.1 0.3387 1.0760E-02 0.4681 9.4514E-02 0.4237 4.8447E-03 0.1855 
0.05 
0.1 0.3388 1.0760E-02 0.4681 9.4514E-02 0.4237 4.8447E-03 0.1856 
0.01 0.1 0.3395 1.0691E-02 0.4826 8.8185E-02 0.4465 4.7749E-03 0.1970 
0.02 
0.1 0.1 0.3396 1.0691E-02 0.4826 8.8185E-02 0.4465 4.7749E-03 0.1970 
0.01 0.1 0.3409 1.0691E-02 0.4878 8.5801E-02 0.4538 4.7596E-03 0.2012 
0.01 
0.1 0.1 0.3409 1.0691E-02 0.4878 8.5801E-02 0.4538 4.7596E-03 0.2012 
Table 5.5: Example 5.3 
Case 1 
We take 
q 二 1 (5.2.33) 
and the corresponding / * is 
7r2sin(7nc). (5.2.34) 
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Case 2 
We take 
q = x (5.2.35) 
and the corresponding / * is 
TT'^X sin(7ra:) - tt cos(7ra;). (5.2.36) 
Case 3 
We take 
q = x^ + l (5.2.37) 
and the corresponding / * is 
兀2(1 + ;r2)sin(7r:c) - 27r:rcos(7ra;). (5.2.38) 
Case 4 
We take 
q = exp(a;) (5.2.39) 
and the corresponding f* is 
exp(a;)[7r^ sin(7ra:) - 7rcos(7nc)]. (5.2.40) 
Figure 5.4 shows the graphs of f*{x) for Cases 1 - 4 and Table 5.6 shows the 
numerical results for Cases 1 - 4 . 
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Figure 5.4: Exact, solutions of Example 5.4 and Example 5.7 : Case 1 (top-left), 
Case 2 (top-right), Case 3 (bottom-left), Case 4 (bottom-right) 
Some Observations from Examples of Pointwise Observa-
tion Data with Heat Fluxes at the Boundary 
In Example 5.2, the relative error is within the range of 0.23-0.27. The results 
given by the first derivative operator are better than those given by the identity 
operator. The difference between operators is about 0.006-0.03. When the mesh 
size is decreased from h = 0.05 to h = 0.01, the difference between operators 
becomes smaller. Besides, it is noted that the relative error remains almost the same at different noi e level 6. 
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Case 1 Case 2 
Mesh size 5 1 L\ I Li 
•X error A error A error A error 
0.01 0.1 0.4101 9.188E-03 0.0353 0.1 0.3277 3.481E-03 0.1517 
0.05 
0.1 0.1 0.4101 9.188E-03 0.0353 0.1 0.3275 3.481E-03 0.1517 
0.01 0.1 0.4325 9.084E-03 0.0370 0.1 0.3705 3.613E-03 0.1748 
0.02 
01 0.1 0.4325 9.084E-03 0.0370 0.1 0.3702 3.613E-03 0.1748 
0.01 0.1 0.4401 9.055E-03 0.0373 0.1 0.3889 3.678E-03 0.1871 
0.01 
0.1 0.1 0.4401 9.055E-03 0.0373 0.1 0.3886 3.678E-03 0.1871 
Case 3 Case 4 
Mesh size 6 I Li I Li 
A error A error A error A error 
0.01 3.870E-02 0.3200 3.636E-03 0.3324 1.639E-02 0.3261 5.873E-04 0.3406 
0.05 
0.1 3.870E-02 0.3200 3.636E-03 0.3324 1.639E-02 0.3261 5.873E-04 0.3406 
0.01 3.663E-02 0.3226 3.493E-03 0.3368 1.602E-02 0.3283 5.826E-04 0.3339 
0.02 
3.663E-02 0.3226 3.493E-03 0.3368 1.602E-02 0.3283 5.826E-04 0.3339 
0.01 3.610E-02 0.3242 3.470E-03 0.3387 1.595E-02 0.3299 5.836E-04 0.3330 
0.01 
3.610E-02 0.3242 3.470E-03 0.3387 1.595E-02 0.3299 5.836E-04 0.3330 
Table 5.6: Example 5.4 
In Example 5.3，the results given by the identity operator I and the first deriva-
tive operator Li are in a great difference in all cases. Their difference can be over 
0-25, like Case 1 and Case 4. Among the four cases, Case 1 gives the best result 
when I is used, while Case 4 gives the best result when Li is used. In Case 1 and 
Case 3, the relative error is smaller for I. But in Case 2 and 4, the relative error 
is smaller for Li. In addition, it is noted that the relative error increases slightly 
for the mesh size decreases from h 二 0.05 to h = 0.01 and the noise level 6 does 
not have much influence in the relative error in all cases. 
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In Example 5.4, the results given by the first derivative operator Li are much 
better than those given by the identity operator I in Case 1 and Case 2. The 
difference given by the operators is about 0.40 in Case 1’ about 0.17 in Case 2 
and about 0.02 in Case 3 and Case 4. Among the four cases, Case 1 gives the 
best result at Li, the relative error is only about 0.04. In addition, it is noted 
that the noise level 6 and the mesh size h does not have much influence in the 
relative error in all cases. 
5.3 Observation Data with Heat Fluxes 
Assume that the observation data 
… ' ( / * ) (5.3.1) 
is available. The output least-squares formulation of our problem takes the form: 
J{f) = min\\u'{f)-z'\\'^X\\Lff. (5.3.2) 
By definition, we have 
八f + tg) - j { f ) = 2t{u'{f) - ^^ u'ig)) + t'\\u'{g)f + 2tA(L/’ Lg) + f'XWLgf 
Setting J'if)g = 0’ we have 
u'{g)) + A(L/, Lg) = u'{g)) (5.3.3) 
After discretization, (5.3.3) becomes 
+ A(LA, Lg,) = ( / ’ u'M) (5.3.4) 
and hence 
u'igfMu'if) + A / L / = u'(gfMz^ (5.3.5) 
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where u'(f) = (u[(f) u'2(f) •.. <_ i ( / ) )了. We use the finite difference approxi-
mation for u'(f), 
• � 丨 ” f ) (5.3.6) 
/ \ 
1 0 
A f � = l 1 1 U(f) = ^Yu{f) (5.3.7) 
� 0 -1 1 乂 
Together with (5.2.7), we have 
•^{YA-'MgfMYA-'Mf + Xg^Lf = A-'M gf M (5.3.8) 
or 
去 心 - i M / + hXLf = M'^iA-'fY^Mz' (5.3.9) 
and hence 
f = l^B'^Y'^MYB + (5.3.10) 
Numerical Examples of Observation Data with Heat Fluxes 
Here we again take different z and q for examples and compare the effect of the 
differential operator to the accuracy of the problem by inputting the identity 
operator I and the first derivative operator Li for L in (5.3.4) respectively.. We 
set the observation data as 
z\x) = z(x) + (5sin(0.037r(2a; — 1)) (5.3.11) 
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for the following examples, ect of the differential operator to the accuracy of the 
problem by We set the observation data as 
z\x) = z(x) + ^sin(0.037r(2a; — 1)) (5.3.12) 
for the following examples. 
Example 5.5 
We take q and z as the same in § 5.1, that is 
g(x) = exp(l + x^), (5.3.13) 
and 
z(r) = u(x) = exp(-x) sin(7nc) (5.3.14) 
where 
f* = -qxe'^^lTrcosinx) - sin(7ra;)} + 明—工{27rcos(7r:r) + (tt^  - 1) sin(7r:r)}. 
(5.3.15) 
Hence, we have 
z = = exp(_a;)[7rcos(7nc) — sin(7ra:)]. (5.3.16) 
Please refer Figure 5.1 for the graph of /*(a;). Using the formula (5.3.10), we get 
the numerical results shown in Table 5.7. 
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I L, 
Mesh size S  
A error A error 
0.01 1.0942E-03 0.2379 7.2475E-05 0.2642 
0.05 
0.1 1.0819E-03 0.2380 7.1546E-05 0.2638 
0.01 1.2651E-03 0.2317 8.9227E-05 0.2898 
0.02 
0.1 1.2509E-03 0.2317 8.8226E-05 0.2895 
0.01 1.3342E-03 0.2324 9.5170E-05 0.2980 
0.01 
0.1 1.3192E-03 0.2324 9.4102E-05 0.2977 
T a b l e 5.7: E x a m p l e 5.5 
0.31 j 1 1 1 I , , I , 
Identity Operator 







O.23T I t ‘ t I I I 1  
0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05 
Mesh size 
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Example 5.6 
We fix 
u{x) = exp(-a;)sin(7ra;) (5.3.17) 
and hence 
z = = exp(-a;)[7rcos(7r;r) - sin(7nc)]. (5.3.18) 
Then we consider the different cases for the choices of q. 
Case 1 
We take 
q = 1 (5.3.19) 
and the corresponding f* is 
exp(—a:)[(7r2 — 1) sin(7r:r) + 27rcos(7ra;)]. (5.3.20) 
Case 2 
We take 
q = x (5.3.21) 
and the corresponding f* is 
7r(2x - 1) exp(a:) cos(7ra:) + {ir'^x - x + 1) exp{-x) sin(7nE). (5.3.22) 
Case 3 
We take 
q = + l (5.3.23) 
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and the corresponding f* is 




q = exp(a;) (5.3.25) 
and the corresponding f* is 
TT^  sin(7nr) + tt COS{TTX). (5.3.26) 
Please refer Figure 5.3 for the graphs of f*(x) for Cases 1 - 4. Table 5.8 shows 
the numerical results for Cases 1 - 4 . 
Example 5.7 
We fix 
u{x) = sin(7ra;) (5.3.27) 
and hence 
u'if*) = 7rcos(7ra;). (5.3.28) 
Then we consider the different cases for the choices of q just like Example 2. 
Case 1 
We take 
q = 1 (5.3.29) 
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Case 1 Case 2 
Mesh size S I Li I Li 
A error A error A error A error 
0.01 7.3788E-03 0.2671 9.6716E-05 0.3848 4.4737E-02 0.2777 9.6494E-04 0.2471 
0.05 
0.1 7.2843E-03 0.2655 9.6249E-05 0.3820 4.4092E-02 0.2779 9.4645E-04 0.2458 
0.01 8.0759E-03 0.3134 1.0086E-04 0.4304 4.9679E-02 0.2710 1.3107E-03 0.2619 
0.02 
0.1 7.9596E-03 0.3116 1.0021E-04 0.4276 4.8963E-02 0.2706 1.2918E-03 0.2610 
0.01 8.3540E-03 0.3266 1.0467E-04 0.4450 5.1555E-02 0.2673 1.3735E-03 0.2723 
0.01 
0.1 8.2336E-03 0.3247 1.0382E-04 0.4422 5.0731E-02 0.2667 1.3537E-03 0.2715 
Case 3 Case 4 
Mesh size <5 / Li I Li 
A error A error A error 入 error 
0.01 5.5882E-02 0.6121 4.5495E-03 0.7430 6.8736E-03 0.1216 4.4654E-04 0.1983 
0.05 
0.1 5.5523E-02 0.6117 4.5276E-03 0.7429 6.8074E-03 0.1222 4.4082E-04 0.1978 
0.01 6.3574E-02 0.6502 5.1924E-03 0.7639 8.0369E-03 0.1285 5.4359E-04 0.2199 
0.02 
6.3267E-02 0.6498 5.1674E-03 0.7638 7.9596E-03 0.1287 5.3749E-04 0.2194 
0.01 6.6188E-02 0.6615 5.4060E-03 0.7704 8.4624E-03 0.1344 5.7700E-04 0.2264 
0.01 
6.5763E-02 0.6612 5.3799E-03 0.7703 8.3809E-03 0.1344 5.7053E-04 0.2260 
Table 5.8: Example 5.6 
and the corresponding f* is 
TT^  sin(7ra;). (5.3.30) 
Case 2 
We take 
q = x (5.3.31) 
and the corresponding f* is 
TT^ rc sin(7ra:) - tt cos(7ra;). (5.3.32) 
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Case 3 
We take 
q = x^ + l (5.3.33) 
and the corresponding f* is 
冗2(1 +:r2)sin(7nr) - 2冗0； cos(7nc). (5.3.34) 
Case 4 
We take 
q = exp(a:) (5.3.35) 
and the corresponding f* is 
exp(a;) [tt^ sin(7nr) — tt cos(7nr)l. (5.3.36) 
Please refer Figure 5.4 for the graphs of f*{x) for Cases 1 - 4. Table 5.9 shows 
the numerical results for Cases 1 - 4 . 
Some Observations from Examples of Pointwise Observa-
tion Data with Heat Fluxes 
In Example 5.5, the relative error is within the range of 0.23-0.30. The results 
given by the identity operator are better than those given by the first derivative 
operator. The difference is about 0.02-0.06. But the difference between them be-
comes larger when the mesh size is decreased from h = 0.05 to h = 0.01. Besides, 
it is noted that the relative error remains almost the same at different noise level 6. 
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Case 1 Case 2 
Mesh size <5 I Li I LI 
A error A error A error A error 
0.01 1.9473E-02 0.1121 1.2794E-03 0.0266 1.4221E-02 0.4399 6.0267E-04 0.3103 
0.05 
0.1 1.9348E-02 0.1122 1.2712E-03 0.0267 1.4061E-02 0.4392 5.9687E-04 0.3101 
0.01 2.1175E-02 0.0423 1.4276E-03 0.0098 1.5119E-02 0.3627 7.2541E-04 0.3002 
0.02 
0.1 2.1039E-02 0.0424 1.4162E-03 0.0098 1.4925E-02 0.3618 7.1959E-04 0.3000 
0.01 2.1834E-02 0.0208 1.4744E-03 0.0047 1.6100E-02 0.3408 7.6752E-04 0.2983 
0 .01 
0.1 2.1694E-02 0.0209 1.4649E-03 0.0048 1.5894E-02 0.3399 7.6013E-04 0.2981 
Case 3 Case 4 
Mesh size 6 I LJ / L： 
•X error A error A error A error 
0.01 6.6555E-03 0.4003 5.3490E-04 0.3572 2.5588E-03 0.4195 8.0610E-05 0.4048 
0.05 
6.5808E-03 0.3998 5.2890E-04 0.3570 2.5220E-03 0.4188 7.5212E-05 0.4034 
0.01 6.7310E-03 0.3379 5.7145E-04 0.3485 2.7117E-03 0.3553 1.0985E-04 0.3919 
0.02 
6.6448E-03 0.3373 5.6595E-04 0.3482 2.6770E-03 0.3544 1.0433E-04 0.3906 
0.01 6.9069E-03 0.3190 5.8543E-04 0.3462 2.8507E-03 0.3368 1.1946E-04 0.3888 
0.01 
0.1 6.8294E-03 0.3184 5.7886E-04 0.3460 2.8141E-03 0.3359 1.1418E-04 0.3876 
Table 5.9: Example 5.7 
In Example 5.6, the results given by the identity operator I are better than 
those given by the first derivative operator Li generally. Among the four cases, 
Case 1 gives the best result at I and Li. In addition, it is noted that the rela-
tive error increases when the mesh size is decreased from h = 0.05 to h = 0.01 
and the noise level 6 does not have much influence in the relative error in all cases. 
In Example 5.7, the results given by the first derivative operator Li are bet-
ter than those given by the identity operator I generally. Their difference is 
especially large in Case 1 and Case 2. It can be over 0.10. Among the four cases, 
Case 1 gives the best result at I and Li. The relative error is less than 0.03 in 
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Case 1 at Li. In addition, it is noted that the relative error decreases when the 
mesh size is decreased from h = 0.05 to h = 0.01 and the noise level 6 does not 
have much influence in the relative error in all cases. 
5.4 Conclusion 
Through implementing the numerical experiments, we find that different types 
of observation data and regularization operators have an important impact on 
accuracy. Here, we summarize our investigation as follows. 
• The type of observation data has an serious impact on the accuracy of 
t.he numerical solution. In our experiments, the best result is given by the 
pointwise observation data. 
• Different functions of q and z can greatly influence the relative error. 
• The effect of the regularization operator to the accuracy is significant. Their 
difference can be over 30% in the relative error.However, there is no definite 
conclusion whether the identity operator I or the first derivative operator 
gives a better accuracy. The optimal choice of regularization operator varies 
from the types of observation data and functions q and z. 
• The relative error seems to be independent to the noise level h. It remains 
almost the same at different noise level. 
Chapter 6 
L-curve 
In general, L-curve is a plot for all valid regularization parameters of the semi-
norm of the regularized solution versus the corresponding residual norm. It can 
be continuous or discrete which depends on the method of regularization. For 
example, the L-curve for TSVD consists of a set of discrete points. In this thesis, 
we define the L-curve associated with the Tikhonov regularization as the con-
tinuous curve formed by all the points (||Aa:A - 6||, \\Lxx\\) for A G [0，oo). It is 
convenient to use L-curves to display information about the regularized solution 
工入 in terms of the regularization parameter A. L-curve can also be acted as a 
technique to find the optimal regularization parameter for the corresponding reg-
ularization method. Before we go for further discussion about the L-curve, we 
introduce some useful concepts from [17]. 
Definition 2. The unregularized solution XQ is the limit of the regularized solution 
Xx for A —» 0. 
Definition 3. The residual norms corresponding to zero regularization (^�and 
90 
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infinite regularization S^c are defined as follows: 
三丨—Aro||2 (6.0.1) 
‘ 三 lib —Aa;oc||2 (6.0.2) 
Lemma 3. Using the notations of the GSVD of (A, L) in ^2.2, we have 
xo = , (6.0.3) 
So = \\{I.r-UU'^)b\\\ (6.0.4) 
= + (6.0.5) 
where Up is formed by the first p columns ofU. 
Proof. By Definition 2, we put, A = 0 into (3.1.4) and get 
and hence 
aro = XTr^Tb . 
Using the above result and the GSVD of (A, L), we have 
For Soo, we rewrite it as 
^oo = \\b 一 Ax^lP = IIAxoo - Aa^ olP + ||6 - Aa;o|P, (6.0.6) 
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and hence 
\\b - = IIAtoo - Axoll^ + (^ o- (6.0.7) 
Then we derive 
Aro = C/EX-^XE- t^/^6 = UU'^ b (6.0.8) 
and from (3.1.4), 
= AX + 
— / � - 1 
+ 入 2M„2 0 
= A X lim ‘ P 
A—>oo 
V � I " ； 
/ \ 
0 0 




= U ^ X - ^ X T^u'^b 





Writing U = (^jjp Un-p )，we obtain 
( \ / \ 
, ( \ 0 0 1 [ /J � 
h o c = ( Up Un-p ) b = Un-pl f lpb . (6.0.9) 
、 。 八 （ J 
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Then it follows from (6.0.9), (6.0.8) and (6.0.1) that 
||6 - ^x^lP = - UU'^ bf + 
( \ 2 
= ( t； U^ ) Up 6 +如 
• 
6.1 Properties of L-curve 
To see why L-curve has a characteristic L-shaped appearance, we will discuss 
some properties of L-curves in this section. 
Theorem 1. [17] ||La:A|| is a monotonically decreasing function of — 6||. 
Any point (6,”) on the curve (||Ar；^  — 6||, \\Lxx\\) is a solution to the following 
two inequality-constrained least squares problems: 
^ = m^n II Az; - b\\ subject to ||L:r|| < ry, 0 < r? < \\Lxo\\ ’ 
V = mm ||La;|| subject to - b\\ < 6, 6o < 6 < . 
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Proof. Using the GSVD of (A, L), (3.1.4) and (6.0.8), we can obtain 
Lxx = + 
/ \ 
A^ i^ i 0 
-f + A V ? … 0 
； ••. ; 0 uTb 
0 
V …对 + AV? 
and 
他 - A r o = + -
I f - ^ 0 A 1 
= U ‘ -/nxn U^ h 
4 + AV? 
V 0 I{n-p)x{n-p) \ / nxn 
( - 入 0 、 
a? + AV? u 
二 u .. ^ ^ u � . 
I 0 0 
\ / nxn 
As a result, we get 
= (6.1.1) 
and 
丨丨如如。"2 = E ( ^ ^ ^ - � 6 ) 2 . (6.1.2) 
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On the other hand, we rewrite \\Axx - and get the following by (6.0.1): 
\\Axx-bf = \\Axx-Axof + \\Axo-b\\' 
=IIAta - Aro||2 + (5o • 
Using (Ji = /jLiji^  we finally derive 
= (6.1.3) 
and 
ll^ '^A — = • { j ^ A ^ y + . (6.1.4) 
From (6.1.3) and (6.1.4), we see that when A increases, HLxaIP decreases but 
\\Axx - increases. • 
From Theorem 1, L-curve divides the first quadrant into two separate regions. 
Moreover, any regularized solution must lie on or above the L-curve. Let Xreg be 
the regularized solution obtained by some other regularization methods. If upper 
bounds for ||La;A 一 LxregW and - b ) - {Axreg - 6)|| are given, then we note 
that the smaller the bounds, the closer {\\Axreg — 6||, \\Lxreg\\) is to the L-curve. 
As a result, we can use the L-curve to define a region in which all satisfactory 
regularized solutions are contained. 
The curve plotted from the points {\\Axreg - b\\, \\Lxreg\\) is called L-curve be-
cause it is indeed L-shaped if the following three assumptions are satisfied [18]: 
1. The discrete Picard condition is satisfied. That means the coefficients \ujb\ 
on average decay to 0 faster than 
2. The perturbation vector e has zero mean and covariance matrix a^Im, i.e. 
the errors are essentially "white noise". 
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3. The signal-to-noise ratio is reasonably large, i.e., ||e|| < ||6||. 
In order to see how the L-shaped curve is produced, we consider the following 
two cases discussed in [17]. 
Case 1: L-curve for the unperturbed problem 
Let Xx be the regularized solution to the unperturbed problem and XQ be the 
unregularized solution to the unperturbed problem. For A is small, i.e. A < 71, 
we get the following approximation from (6.1.3): 
I I 紙 . (6.1.5) 
i=i 口 I ) 
On the other hand, we know from (6.0.3) that 
\\Lxof = \\VMX-'Xi:-'unf 
=wvAd^-'unw" 
( t ^ … 0 � 2 
= V ； ••• ； 0 u n . 
0 . . . ^ 
\ ^P f pxn 
Then using (2.2.3), we can derive 
陶 、 织 浏 2 
and hence 
\\Lx,\\ ^ WLxoW . 
As a result, the L-curve is approximately a horizontal line when A is small. As A 
increases, from Theorem 1, \\Lxx\\ starts to decrease, while \\Axx -6|| still grows 
towards (Jqo. The L-curve eventually bends down towards the abscissa axis, at 
the moment when 入 is comparable with the largest generalized singular values. 
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Case 2: L-curve for the mere perturbation (white noise) 
First of all, let us have some approximations. 
Lemma 4. Let x^^^ be the corresponding solution of 
min \\Ax - ef + X^Lxf . 
xeE" 
Then we have 
I I M ^ ^ I I ^ - - o ^ E ( ^ ) ' (6.1.6) 
and 
- 6||2 « 〜2 + (m 一 n)) . (6.1.7) 
Proof. Recalling from §2.3 that 
if i = j ; 
cov(ei,ej) = E{ei,ej}= < 
0 i f i ^ j , 
assuming that the perturbation vector e has zero mean and covariance matrix 
(Jo/„i (L-curve's assumption 2) and the definition of covariance (2.3.2), we can 
obtain 





E [{ujef] = al . (6.1.8) 
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Together with (6.1.3), we can derive 
On the other hand, following from (6.1.4) and recalling from (6.0.4), we can 
rewrite || A^e) _ 圳2 i^to: 
£ ( ： ^ < 6 ) 2 + |丨(/,广[/[/>,||2’ 
where 
IKAn - t / t / 了 响 
二 e^e - eTUljTe - e^UU^e + e^UU'^UU'^e 
=e^e - e^UU^e . 
Then we try to use mathematical expectation again to approximate e^e and 
e^UW^e. From (2.3.1) and (6.1.8), we get 
.m -




= E ^^^(ufe)^ = na^ 
Li=l J 
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respectively. Therefore, we can derive 
llM^^ - bf ^ E [{uje)'] g + E[e^el - E[e^UU^e] 
• 
For 入 is small, i . e .入�7 i，w e know from (6.1.6) that 
and so the L-curve is approximately a horizontal line with = when 
入 is small. Afterwards, it begins to bend down towards the abscissa axis when 
A is comparable with 71. As A further increases, we can see from (6.1.7) that 
11 如 - 6|| is almost independent of A and 
l l A x i ' ^ - b l l ' ^ c T ^ ( p ^ m - n ) 
as A — 00’ that means - b\\ is almost a vertical line for large A. 
The actual L-curve for a given problem, with a perturbed b = 6 + e, is a combina-
tion of the above two cases. For A is small, the behaviour of the L-curve is entirely 
dominated by contributions from e. This situation is called undersmoothing and 
corresponds to the upper part of the L-curve. For A is large, it is completely 
dominated by contributions from b. This situation is called oversmoothing and 
corresponds to the lower part of the L-curve. In between, there is a region where 
both b and e contribute. This region can be used to define the "corner" of the 
L-curve. 
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Theorem 1 also tells us the L-curve can clearly display the tradeoff between the 
minimization of ||LrcA|| and ||Ata - 6||. Therefore, the optimal regularization pa-
rameter 入 should be the one that corresponds to a regularized solution near the 
"corner" of the L-curve, because there is the best compromise between achiev-
ing a small residual norm \\Axx — b\\ and keeping the solution seminorm \\Lxx\\ 
reasonably small. 
6.2 L-curve in Log-Log Scale 
It is found that there are many advantages to plot the L-curve in log-log scale 
[18]. We summarize them into three reasons as follows. 
First of all, since the singular values typically span several orders of magnitude, 
the behaviour of the L-curve is more easily seen in such a log-log scale. 
Secondly, the log-log scale emphasizes the flat part of the L-curve where the 
variation in either the solution norm or the residual norm is small compared to 
the variation in the other variable. Hence, the log-log scale actually emphasizes 
the corner of the L-curve. 
Thirdly, we can distinguish signal from noise by examining properties of the 
L-curve in the log-log scale but not in the linear-linear scale. 
6.3 Disadvantages of the L-curve Method 
Although the L-curve method is usually more tractable numerically, its limiting 
properties are not ideal. The main disadvantages are the difficulty of finding the 
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corner point and the divergence of the method. 
Difficulties of Finding the Corner 
Let the solution norm be 77(A) and the residual norm be /9(入).We can have the 
following two ways of locating the corner [18]. 
• Choose the point on the curve closest to the origin. 
• Choose the point on the curve where the curvature is maximum. 
For the first way, the meaning of "closest" can vary from method to method. For 
example, Tikhonov regularization measures distance as p + For the second 
way, computing the point of maximum curvature is not easy. We can see the 
following three cases with increasing difficulty. 
Case 1 The L-curve is defined by a smooth, computable formula. 
The curvature K{X) of the L-curve can be computed directly by the formula: 
（6.3.1) 
Case 2 The L-curve cannot be defined by a smooth, computable function. 
We can fit a cubic spline curve to the discrete points of the L-curve and use (6.3.1) 
to calculate the curvature. 
Case 3 There is only a limited number of points of the L-curve. 
Very often, evaluating points on the L-curve is computationally very demanding 
and one would prefer to compute as few points as possible. Therefore, we need 
an algorithm that tries to locate the corner of the L-curve efficiently. This part 
will be discussed in the next chapter. 
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Non-convergence of the L-curve Method 
Another important disadvantage of the L-curve method is its divergence. In this 
section, we will present some results by Vogel [33], regarding the non-convergence 
of the L-curve method. In the statistics community, we can make use of a semi-
discrete, semi-stochastic data model 
bn = Anx"" + en (6.3.2) 
where x* e H is the true solution, An is an operator from H into R" and 
is an n-vector whose components are each a random variable. Typically, these 
components are assumed to be uncorrelated with zero mean and common variance 
The error is then referred to as discrete white noise. The exact solution x* is 
assumed to be deterministic. The regularized solution xx,n is a random function 
or stochastic process. 
Definition 4. A regularization parameter selection method is said to be conver-
gent if it yields a parameter X(n) for which 
五[丨kA(n),n - j 0 as n — o o . (6.3.3) 
This type of convergence is often referred to as convergence in mean square. Under 
Definition 4，it can be shown that L-curve method is not convergent under the 
following five assumptions. We denote the SVD of A by {uj , (7j ,VjJ = 1 , . . . 
and the SVD of An by { u j � , v j n J = 1 , … ’ n} . 
Assumption 1. For any x eU, 
lim 4=Pna;||n = 丨 网 j . 
n—oo yjn 
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Assumption 2. There exists a constant for which 
n 
j = l 
where ajn 三 
Assumption 3. Given any r > 0, there exists positive integer N, J for which 
Wjn - < T whenever j > J, n>N, j <n 
and 
J�N — oo as T — 0 . 
Assumption 4. There exists a positive constant CQ for which 
> Co for J = l , . . . , n 
Oijn 
—ere = {x\vjn)n-
Assumption 5. Let Rn(入)be the expected value of the squared norm of the 
residual scaled by 1/n such that 
and S'N(A) be the expected value of the squared solution norm such that 
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Then for each fixed Aq > 0，the following convergence is uniform whenever X > 入… 
礼 ⑷ = 似 A ) 三 g ㈣ + 一 
， 丨 i ^ i 赛 释 — 魏 
Here, aj = a] and Xj = {x*,Vj)'H. 
With Assumptions 1-5, L-curve method is not convergent. In the other words, 
the solution estimates fail to converge to the true solution as n —^  oo or as the 
error norm goes to zero. 
Chapter 7 
Algorithms of Finding the 
Corner of L-curve 
Followed by the idea of L-curve method, several algorithms are raised and dis-
cussed to locate the corner of the L-curve. In this chapter, we will present three 
different algorithms which are the most popular. 
7.1 Cubic Spline Curve Fitting 
The first algorithm was suggested by Hansen [18] in 1993. The followings are the 
procedure of the algorithm. 
1. Let the solution norm be 77(A) and the residual norm be p(入).Start with a 
few points (pi, rji) on each side of the comer. 
2. Fit a three-dimensional cubic spline curve S for the points {pi, r]i,入�)’ where 
Ai is the regularization parameter that corresponds to (p ,^ rji). 
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3. Project the 3-D curve onto the p - y plane and call the curve S2, where 
S2 denotes the first two coordinates of S such that S2 approximates the 
L-curve. 
4. Compute the point on S2 with the maximum curvature and find the corre-
sponding Ao from the third coordinate of S. 
5. Solve the regularization problem for Aq and add the new point (p(Ao)’ 巧(入0)) 
to the L-curve. 
6. Repeat from Step 2 until convergence. 
There was still room for improvement for the above algorithm and therefore some 
other algorithms appeared later. 
7.2 Conic Section Fitting 
In 2001, Guerra V and Hernandez V [13] suggested to use conic section fitting to 
locate the corner of the L-curve, which has the maximum curvature. The basic 
idea is as follows. 
1. Use a conic section to fit the given points. 
2. Get the equation of the conic section. 
3. Locate the point with maximum curvature or the shoulder point of the conic 
section for the corner of L-curve. 
We start with three points, bo, 61,62-
= (0, 61(0’0), 62 = (||Aj2,o) (7.2.1) 
Here, Ah denotes the discretized matrix with the mesh size h. We want to com-
pute a conic section c{t),t e [0,1] which satisfies the following conditions: 
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• c(0) = bo 
• c(l) = 62 
• c(t) is tangent to the segment 60^ 1 at i = 0 and the segment 6162 at t = 1 
Then we obtain a family of conics given by 
I (1 - t%o) + 2wit(l - t)bi + t%2 , 
功二卜1 = ( I 4 + 2 二 (1 — “ 2 , 切 1 �o } (7.2.2) 
where wi is a free parameter and the conic section approaches 61 when Wi tends 
to infinity. Our task is to select wi such that c^ j^  is the best curve to fit the given 
points 7i = (aj, A ) . Hence we are going to solve 
j j j i > n o X > 2 (仏） （7.2.3) 
i 
where c?(7j,Cyj^) is the Euclidean distance from to c^i. In order to find an 
explicit expression for we make use of the implicit equation of c^；^  in 
barycentric coordinates with respect to bo, 61,62： 
fwi{x,y)三 v"^ — Awiu{l - u - v ) = 0 (7.2.4) 
with 
=(Q^n - + {ai - OLn)y + /^I^n 一 O^iAx ( 
Then the Euclidean distance from an arbitrary point q = {xo.yo) to can be 
approximately given by 
C % 、 ） H « M 孙 2/0)1. (7.2.7) 
Therefore, (7.2.3) can be written as 
— AwiUi{l - U i - (7.2.8) 
切1 i 
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where («“！；《)are the baricentric coordinates of 飞 with respect to &2. The 
explicit solution of wl of (7.2.8) can be computed by 
— 4 (7.2.9) 
Besides (7.2.7), there are several approximations of the Euclidean distance form 
a point q = {xq, yo) to an implicit curve f{x,y) = 0 introduced by G. Taubin. 
For example, the first order approximation is 
% ’ / ) = ! ! [ (7-2.10) 
where 
Fo = f(xo, 2/0), Fi = V/Oro, yo) (7.2.11) 
and the second order approximation is the positive root of the quadratic polyno-
mial 
F � H i ^ o卜 沪 (7.2.12) 
where 
凡 二（^^("^’0’2/0)’^^(0：0’2/0)’;^(彻’2/0)) (7.2.13) 
Once the best conic section is found, we can locate the point SQ with the maximum 
curvature and then set it as the corner of our L-curve. On the other hand, without 
computing the curvature, we can take the shoulder point s of the conic section as 
our corner. Prom geometry, we know that SQ is near to s. This approach is more 
convenient because the shoulder point can be explicitly given by 
s— 2(1+ . (7.2.14) 
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7.3 Triangle Method 
In 2002, Castellanos [5] suggested the Triangle Method to locate the point with 
the maximum curve from some given points on the L-curve. Suppose n discrete 
points are given and denoted by 7,, i = 1 ,2 , . . . , n. The basic idea is as follows. 
1. Use the given points (7fc，7fc+j，7n) to form triangles, where k=l,…，n — 2 
and j = / c , . . . , n - 2. 
2. Calculate the area of each triangle to find the concavity or convexity at a 
certain region of the curve. 
3. Compute the angle of vertex y^+j of each triangle to find the maximum 
curvature point. 
Consider a triangle formed by three points, A B, C. We define the oriented area 
of the triangle as 
g = = = i • (7.3.1) 
VB - VA VA - yc 
If Q is negative, the triangle is in counterclockwise orientation and hence has 
the L-shape. On the other hand, if Q is positive, the triangle is in clockwise 
orientation and hence has the inverted L-shape. Moreover, to ensure angle A is 
sufficiently sharp, we set its upper bound as y . We check the above conditions 
for all triangles formed from the given points. The corner point will be the point 
^ with the smallest angle that is less than y and with the corresponding triangle 
ABC having negative area. 
This algorithm looks simple but we have some precautions. To avoid scaling 
problems between the residual and solution norms, the given points are first 
transformed into a log-log scale. Furthermore, if the two points are very close to 
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each other, some important digits may be lost during subtraction of their coordi-
nates. Therefore, we suggest to scale the point to the square [—10’ 10] x [-10,10] 
to avoid precision problems. 
Chapter 8 
Implementation of the L-curve 
Method 
In this chapter, we try to use the L-curve method to find the regularization 
parameter for some inverse problems. According to the mechanism of L-curve, 
our main target is to find the corner of the L-curve corresponding to our problem. 
We will basically follow the algorithm 'Cubic Spline Curve Fitting' suggested by 
Hansen in § 7.1. 
8.1 Our Algorithm 
As mentioned in § 6.3, computing the solution norms and the residual norm is 
expensive, that means evaluating the points on the L-curve has a high cost if we 
have to plot a large number of points. Therefore, in our algorithm, we assume 
to be given five points on the L-curve only. Following the idea of 'Cubic Spline 
Curve Fitting' Algorithm in § 7.1, our algorithm used in the experiments is listed 
as below. 
I l l 
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Algorithm 
Step 1 Select 5 points, Pi,P2’P3’P4，P5，within the interval [10—8, lO—i]. 
Step 2 Calculate the corresponding residual norm and solution norm of pi,i = 
1 ’ . . . ’5，denoted them by {xi, t/i), fe, 2/2), (a^ s, ya), {x^, 2/4), fe, 2/5) which 
are lying on the L-curve. 
Step 3 Use the piecewise cubic splines to plot {xi,yi),i = 1 , . . . , 5 and hence 
obtain four curves. 
Step 4 Find the maximum curvature of each curve and choose the largest one. 
Denote its corresponding point as {xnew^ Vnew) and the corresponding regu-
larization parameter as Pneiu-
Step 5 Replace the furthest point {xi,yi) relative to the point 腳 咖 ) w i t h 
the point [Xnew^ynew]-
Step 6 Repeat Step 3 to Step 5 until the relative increment of p^ ew is less than 
the preset tolerance e. 
8.2 Numerical Experiments 
We try to see the effectiveness of the L-curve method through conducting some 
examples of three different inverse problems mentioned in § 4 and § 5. We will 
plot the L-curve in linear-linear scale and log-log scale and locate the corner of the 
L-curve by using our algorithm in § 8.1. Let us denote the optimal regularization 
parameter as A* and the regularization parameter corresponding to the corner as 
Ac. In order to investigate the accuracy of the L-curve method, we will also mark 
the point corresponding to A* on the same L-curve and calculate the relative error 
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between the the exact solution and the regularized solution given by A* and Ac 
for comparison. 
Example 8.1 
Solve the following Volterra integral equation of the first kind for / : 
明 = [ ( 8 . 2 . 1 ) 
Jo 
where t is in the interval [0’ 1] and g is the gravitational constant and taken as 
9.80 m/s2. We take the exact solution f* as 
r { y ) = ei[27rms(7n/) + (tt^  - 1) sin(7ry)], 
and the observation data z^ as 
/ � =；2：� + hin(37ri) (8.2,2) 
where S denotes the noise level. Table 8.1 shows the numerical results at different 
mesh sizes h and noise levels 6. Figure 8.1 - 8.6 show the L-curves at different 
h S X* error given by A* Ac error given by Ac 
0.01 8.54E-04 0.005 3.16E-07 0.006 
0.01 
0.1 2.96E-03 0.054 l.OOE-08 0.061 
0.01 0.002042 0.005 3.16E-07 0.006 
0.02 
0.1 0.006918 0.053 3.16E-07 0.059 
0.01 0.037528 0.044 3.16E-07 0.087 
0.05 
0.1 0.046727 0.075 3.16E-07 0.126 Table 8.1: Example 8.1 
mesh sizes h and noise levels 6. 
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Figure 8.1: L-curves of Example 8.1 at /i = 0.01 and b = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.4: L-curves of Example 8.1 at h = 0.02 and S == 0.1 in linear-linear scale 
(left) and log-log scale (right) 
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Figure 8.3: L-curves of Example 8.1 at /i = 0.02 and 6 = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.4: L-curves of Example 8.1 at h = 0.02 and S == 0.1 in linear-linear scale 
(left) and log-log scale (right) 
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Figure 8.5: L-curves of Example 8.1 at = 0.05 and 5 = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.4: L-curves of Example 8.1 at h = 0.02 and S == 0.1 in linear-linear scale 
(left) and log-log scale (right) 
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Example 8.2 
Solve the following Fredholm integral equation of the first kind for f : 
/ ; ( - + c � s� 1 £ = : ; )T _ ” � . ( 8 . 2 . 3 ) 
We take the exact solution / * as 
r(t) = 2e(一 4^ 0.5)2 + e(-4 杆 0.5)2’ 
and the observation data y^ as 
y\s) = y{s) + 6sm{2s). (8.2.4) 
where 6 denotes the noise level. Table 8.2 shows the numerical results at different 
mesh sizes h and noise levels 6. Figure 8.7 - 8.12 show the L-curves at different 
h 6 X* error given by A* Ac error given by Ac 
0.01 0.0072 0.0274 3.12E-05 0.1451 
TT onn 
0.1 0.0473 0.1258 3.13E-05 1.4634 
0.01 0.0073 0.0280 3.12E-05 0.1404 
7r 
1 ㈨ 0.1 0.0483 0.1271 3.13E-05 1.4153 
^ 0.01 0.0076 0.0291 3.12E-05 0.1339 
0.1 0.0504 0.1298 3.13E-05 1.3475 
Table 8.2: Example 8.2 
mesh sizes h and noise levels S. 
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Figure 8.7: L-curves of Example 8.2 at h = ^ ^ and S = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.4: L-curves of Example 8.1 at h = 0.02 and S == 0.1 in linear-linear scale 
(left) and log-log scale (right) 
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Figure 8.9: L-curves of Example 8.2 at h = ^ and 6 = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.10: L-curves of Example 8.2 at /i = ^ and ^ = 0.1 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.11: L-curves of Example 8.2 at = and 5 = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.12: L-curves of Example 8.2 at = and 6 = 0.1 in linear-linear scale 
(left) and log-log scale (right) 
Example 8.3 
Recover f from the following differential equation: 
- i [exp(l + = / ( x ) , x G (0,1), 
< 办 j (8.2.5) 
, = u { l ) = 0. 
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We take the exact solution f* as 
r W = 一 2 x e x p ( l - re + X'^)[TTCOS{TTX) - sin(7r:c)] 
+ exp(l - 2 ； + a;2)[27rcos(7ra;) + (tt^ - 1) sin(7nc)] 
and the observation data y^ as 
= exp(-rc) sin(7rx) + (5sin(0.037r(2a; - 1)). (8.2.6) 
where 6 denotes the noise level. Table 8.3 shows the numerical results at different 
mesh sizes h and noise levels 5. Figure 8.13 - 8.16 show the L-curves at different 
h S A* error given by A* Ac error given by Ac 
0.01 1 .36E-04 0 .0299 3 .79E-07 0 .0357 
0 .05 
0 .1 9 . 3 9 E - 0 4 0 .1381 5 .62E-07 0 .3526 
0 .01 9 . 5 3 E - 0 5 0 .0696 3 .96E-04 0 .097 
0.02 
0.1 0.001 0.1752 0.0018 0.1844 
Table 8.3: Example 8.3 
mesh sizes h and noise levels 6. 
Observations from Examples 8.1, 8.2, 8.3 
In Example 8.1, we can see from Table 8.1 that the L-curve method gives a quite 
good approximation for the optimal regularization parameter, especially when 
the mesh size and the noise level are small. It is noted that the regularization 
parameter corresponding to the corner of L-curve Ac remains almost the same for 
different mesh sizes and noise levels. According to Figure 8.1 - 8.6, the L-shape is 
not very remarkable in the linear-linear scale and it is surprised to see an inverted 
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Figure 8.13: L-curves of Example 8.3 at = 0.05 and S = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.14: L-curves of Example 8.3 at = 0.05 and = 0.1 in linear-linear 
scale (left) and log-log scale (right) 
L-shape in the log-log scale. 
In Example 8.2, it is shown in Table 8.2 that there is a big difference between 
the relative error given by A* and A � A t the noise level S = 0.1, the relative 
error given by Ac is over 100%. Again, Ac remains almost the same for different 
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Figure 8.15: L-curves of Example 8.3 aX h = 0.02 and 6 = 0.01 in linear-linear 
scale (left) and log-log scale (right) 
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Figure 8.16: L-curves of Example 8.3 aX h = 0.02 and 6 = 0.1 in linear-linear 
scale (left) and log-log scale (right) 
mesh sizes and noise levels. We can also note that the relative error given by A* 
increases with the mesh size, but the relative error given by Ac decreases with 
the mesh size. Although the L-curve method is not successful in this example, 
according to Figure 8.7 - 8.12, we obtain a very remarkable L-shape for the L-
curve. From the location of the corner, we show that our algorithm in § 8.1 has 
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a satisfactory performance, especially at a small S. 
In Example 3, we can see from Table 8.3 that the approximation for A* is quite 
acceptable, the difference between the relative error given by A* and Ac is less 
than 3%, except in the case h = 0.05 and 5 = 0.1. According to Figure 8.13 
-8 .16, we do not obtain a remarkable L-shape in the linear-linear scale but we 
have an inverted L-shape in the log-log scale like Example 8.1. 
8.3 Conclusion 
From the implementation of the L-curve method to find the optimal regularization 
parameter for three types of inverse problems, we conclude our findings as follows. 
1. Using the L-curve method to find the regularization parameter is not always 
suitable for every inverse problem. The performance of the L-curve method 
depends on the type of the problem, the mesh size of discretization and the 
noise level as well. 
2. In some cases, the L-curve is not in L-shaped or it is an inverted L-shape. 
When an inverted L-shape is obtained, that means we have to greatly in-
crease the residual norm in order to decrease the solution norm. Inverted 
L-curve has been discussed in [13] that it can appear for an unperturbed 
problem or a well-posed problem. 
3. Even if the L-curve method gives a L-shaped curve or a remarkable corner, 
it does not guarantee to provide a good approximation of the optimal regu-
larization parameter like Example 8.2. From our experiments, the L-curve 
method works better at a smaller noise level. 
4. It is interesting to note that the corner of the L-curve has no significant 
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variation at different mesh sizes or noise levels for the same inverse prob-
lem. In [14], it is mentioned that if the parameter selection method does 
not depend on the noise level 6, the method is not convergent. It can be 
considered as an evident of the non-convergence property of the L-curve 
discussed in § 6.3. 
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