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Abstract 
Van Assche, W. (Editor), Open problems, Journal of Computational and Applied Mathematics 48 ( 1993 1 
225-243. 
During the conference eight open problems were posed by Magnus, Berg, van Doom, Everitt, Gilewicz, 
Koomwinder, Ronveaux and Siafarikas. An extra problem by Prudnikov reached us after the conference 
and is also added. Two of these problems were already solved by the end of the conference. Later 
Peherstorfer gave the solution of another problem and of a problem posed at the Erice meeting, which 
is also added. We look forward to see solutions of the other problems as well and hope they stimulate 
the interaction between various research groups. 
1. Complexity of Sobolev orthogonal polynomials 
A.P. Magnus 
Institut Mathhmatique, Universitt Catholique de Louvain, Louvain-la-Neuve, Belgium 
The expression of an orthogonal polynomial basis 
PO,Pl,...,P?l 
with respect to a scalar product (., .) in terms of a given basis 
4094 bl, l,..., 
that is, the product of the 3 (n + 1) (n + 2) coefficients Ci,j, 0 G j 4 i < n, so that 
pi = Ci,c& + Ci,l41 + *** + Ci,i4i, i = 0, 1,. . . ,n, 
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requires the triangular (Cholesky) factorization of the Gram matrix { (Qi, #j)}i,j=e,i,...,n. For a general 
scalar product this will take more than Cn3 elementary operations (same order for alternative 
methods such as Gram-Schmidt; I do not consider fast [Strassen] methods here). 
However, for the usual general orthogonal polynomials, the scalar product 
leads to a special Gram matrix so that the complexity falls to Cn2 (Hankel or Toeplitz matrix 
methods, use of the three-term recurrence relation, qd-algorithm, etc.). 
Now let (., .),-, and (*, .)i be two scalar products of the form 
(f,g)i = /f(x)g(x) dPi(X), 
and 
(simplest Sobolev scalar product). 
Problem 1.1. Will the determination of Sobolev orthogonal polynomials require basically n3 opera- 
tions or less? 
Many n2 cases have been found, starting with special families (Althammer) allowing explicit 
relations for the ci,j. The Spanish-Benelux gang [ 1 . 1 ,1.3] worked many cases with (s, .) 1 a discrete 
measure with finitely many jumps. If the 4i are the orthogonal polynomials related to (., .)o, then 
the Gram matrix 
is a finite-rank perturbation of the unit matrix and this means Cn2 operations. For instance, the 
rank-one perturbation for ($J:, 41) = didj gives 
“‘j = 
-didi 
, j<i. 
(1 + d; + . ..+d.?_,)(l +d;+...+df) 
In [ 1.21 (Spanish-Northern Europe connection) 
(&,ti))i = &ax(i,j)emi,(i,j), i f j, 
was considered. It was shown that the required coefficients have the form Cj,j = kjrj, j < i, SO that 
the calculation of pi for a new i only requires ki, ri_l and ci,i to be computed by (rather) simple 
formulas. This amounts to order n2. 
Are there other n2 cases or can all Sobolev constructions be reduced to order n2? 
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2. Critical exponents for measures 
C. Berg 
Matematisk Institut, University of Copenhagen, Denmark 
For a positive measure p on [w with moments of any order, we define the critical exponent 
PO = PO(P) as 
PO = suP{P E [l, 30 [ 1 polynomials are dense in LP (11)) 
(assuming that the polynomials are dense in L1 (,B ) ). By Holder’s inequality the polynomials are 
dense in LP (p ) for 1 < p < po and not dense for p > PO. For p = po denseness as well as 
nondenseness can occur. 
The following results are known. 
(a) If ,u is determinate, then po > 2 [2.3]. 
(b) If ,u is indeterminate, then po 6 2 [2.1]. 
(c) If Carleman’s condition is satisfied, i.e., 
S2n = 
s 
x2n Q(x), 
thenpe = cc [2.2]. 
(d) For any number A E [ 1,2] there exists a measure ,u with PO(~) = 1 [2.2]. 
Problem 2.1. Is it possible that po E ]2,oc) [ ? 
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3. A limit for the ratio of partial moments 
E.A. van Doorn 
Faculty of Applied Mathematics, University of Twente, Enschede, Netherlands 
Let w be a positive measure on [ - 1, 1 ] (infinite support, finite moments, 
that sup supp( I,V) = 1. Let {pn} be the orthogonal polynomials with respect to 
I 
I x&x)dv(x) 2 0. 
Problem 3.1. Prove or disprove: 
The limit on the right-hand side can be shown to exist [ 3.11. 
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4. Characterization of orthogonal polynomials simultaneously with L2 and Sobolev inner products 
W.N. Everitt 
Department of Mathematics, The University of Birmingham, 
A. Iserles 
United Kingdom 
Department of Applied Mathematics and Theoretical Physics, 
dom 
L.L. Littlejohn 
University of Cambridge, United King- 
Department of Mathematics, Utah State University, Logan, UT, United States 
A result of Sonine (1887) and Hahn (1935) is the following. 
Theorem 4.1. Suppose that {p,,} is an orthogonal polynomial sequence with respect to some positive 
measure p on the real line and {p;} is also an orthogonal polynomial sequence with respect to some 
positive measure v on the real line. Then, up to a linear change of variable, these polynomials are 
the Jacobi, Laguerre or Hermite polynomials. 
The key step in Hahn’s proof involves showing that p ,, satisfies a second-order differential 
equation 
a2b)y”b) + al(x)v’(x) + a0(n)vb) = 0, 
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where at, u2 are independent of n and a0 is independent of x. Then Bochner’s characterization 
(1929) gives the required result. 
A slightly different way to restate the theorem is in terms of a weighted Sobolev inner product. 
Theorem 4.1’. The only orthogonal polynomial sequences on the real line with respect to some positive 
measure ,u and also orthogonal with respect to a Sobolev inner product of the form 
(f,g) = /f (x)g(x) Q(x) + /p’(x)g’(x) dv(x), 
with v a positive measure on the real line, are the Jacobi, Laguerre and Hermite polynomials. 
During the past few years there has been a concentrated effort to study orthogonal polynomial 
solutions to higher-order differential equations. In 1940, H.L. Krall extended Bochner’s result and 
classified all orthogonal polynomial sequences (with respect to a positive measure) that satisfy 
fourth-order differential equations of the form 
a4(X)Y""(x) + U3tX)Y"'tX) + @(x)y”(x) + al (x)y’(x) + ao(n)y(x) = 0. 
Besides the Jacobi, Laguerre and Hermite polynomials, Krall showed that there are only three 
more orthogonal polynomial sequences that satisfy such a fourth-order differential equation. They 
have subsequently been named and studied as the Legendre-type, Laguerre-type and Jacobi-type 
polynomials. 
These polynomial sets are orthogonal with respect to a L2 inner product 
(f>g) = /f (x)g(x)+(x) 
and a Sobolev inner product 
(f,g)s = /f (x)g(x)M(x) + j- f’(x)g’(x) c-b(x) + 
J 
f”(x)g”(x) dqtx), 
where v, q are positive measures. 
Problem 4.2. In view of Theorem 4.1, it is natural to ask if the only orthogonal polynomials that 
are orthogonal with respect to inner products 
(f>g) = If (x)g(x)dp(x) 
and 
(f,g)s = /f(x)g(x) N(x) + /- f’(x)g’(x) dv(x) + 
s 
f”(x)g”(x) Q(x) 
are the three classical orthogonal polynomial sequences and the Legendre-type, Laguerre-type and 
Jacobi-type orthogonal polynomials. 
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5. Explicit inversion of a Stieltjes transform 
J. Gilewicz 
Centre de Physique ThPorique, UniversitP de Marseille, CNRS-Luminy, Marseille, France 
Letc,, n =0,1,2 ,..., be the moments of a positive measure p on the positive real line 
DC, 
cn = 
s 
x”dp(x), n 2 0. 
0 
Formally the moment generating function is a Stieltjes function g( z;~): 
2 cnz” = g(z;p) = Oc) Q(x) 
n=O 
s i-=-z- 
0 
If the series has a radius of convergence p > 0, then 
1lP 
g(z;Pu) = J b(x) C-E- 
0 
This Stieltjes function g (z; p) can be expanded into a continued fraction 
1 
g(z;fi) = 
Z 
al - - 
Z 
a2 - - 
Therefore we have 
g(z;p) = 
1 
al - zf(z)’ 
(5.1) 
where f (z) is again a Stieltjes function, i.e., there exists a positive measure % on the real line such 
that 
(5.2) 
(see, e.g., [5.1, pp. 31, 37, 104, 2631, [5.2]). 
Problem 5.1. Give an explicit expression for this measure b. 
Solution (by Peherstorfer). Without loss of generality we can put al = 1. First let us give the 
polynomials orthogonal with respect to ,& in terms of the associated polynomials corresponding to 
K 
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Proposition 5.2. Let P,, lx; ,u 1, p,, (x; ~1) and p,, (x; ji) be the manic polynomials of degree n orthog- 
onal with respect to p, pl and ji respectively, where dp, (x) = xdp(x). Then the following relations 
hold for each n E N: 
PnkF, = IP(x;p) -p;;+;;o;Jp:;“,(x;p) 
n ; 
and 
P;L’Jx;i-9 = Pn(-?b, -Pn(x;pl). 
(5.3) 
(5.4) 
Proof. Let us put x = l/z and 
l/P 
zg(z;p) = Qo(x) = s b(y) ___ x-y’ xec\ [O,llPl. 
0 
By the orthogonality we have for arbitrary I. E R, 
p(l)(xy) - Ilp(‘) (xp) n 1 
pn+l (x;,D) - 1;,;x;;, = Q”(x) + OCx- 
2n-2), 1x1 + co, 
which implies, setting A = A, = p,,+ 1(0; p)/p, (0; p), 
[P,,lkP) -~nPnbG~~llX 1 
P?%CP) - &P,li_), kp) =xeoo 
+ 0(x-2fi-‘). 
Hence, if we put 
xn-1 (x 1 = PA’) (x; P 1 - &zPL!!, (x; P) - Pn+lkPu) -&IP?lkP) 
X 
> 
then X,-r (x) is a polynomial of degree n - 1 and we have 
xl-1 (xl 
Prll)kY) -&P;“,(x;p) 
=l- l ____ + o(x-2”-‘), 
xQo(x) 
which together with the well-known fact that 
Pn(x’pul) = Pn+lkPL) -&PnkP) 
> 
X 
gives the assertion. q 
Next let us show how the measure i can be expressed with the help of ,u, provided P satisfies 
some additional conditions. This description of b is obtained by an application of a theorem given 
in [5.3, Theorem 3.91. 
Proposition 5.3. Let v E Lp [ 0, 1 /p 1, p > 1, let 
IlP 
g(z) = s $+, z EC\ [l/p,=), 
0 
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and let f be such that g(z) = l/(1 - zf (z)). Then the following statement holds. If l/[&(t)] E 
&LO, I/PI, P > 1, then 
l/P _ 
f(z) = 1 Edt, z E@\ [l/P,m:,), 
0 
where 
t E [0, l/p] a.e., 
and the integral in the denominator is a Cauchy principal value. 
Proof. If we put l/z = (x + 1)/(2p), t = (y + 1)/(2p) and w(y) = v((y + l)/(Q)), then we 
have 
1 
zg(z) = Qob) = 
I 
W(Y) -dy, xcQ=\ L-1,11, 
X-Y 
-1 
and 
l-Z= (x + l)Qo(x) -2~ 
zg(z) 
zf (z) = Qoh) = (x + l)Qo(x) ’ 
xEc\ I_1 1l , * 
Thus it follows with the help of [5.3, Theorem 3.91 that 
co(x) = j$$dy, xc@\ L-1,11, 
-1 
where 
G(Y) = 
2PW(Y) 
(1 +y) [n1w2(y) + ($!1zdt)2]’ ” ]-“” a*e*Y 
whenever l/[(l + x)w(x)] E L,[-l,l], p > 1, which proves the assertion. 0 
(5.5) 
To get explicit expressions for G or 6, it is often of advantage to use the following version of the 
above result (see the proof of [5.3, Theorem 3.91). Suppose that F, l/F E HP, p > 1, where HP is 
the usual Hardy space, assume that F takes real values for real z and put 
nw(cos4)sin4 = ReF(ei4), 4 E [0,7c] a.e., 
where F ( eid ) is the nontangential boundary value of F. Then 6 from (5.5) is given by 
ReF(e@) 
Gw(x) = [ReF(eib)12 + [ImF(ei$)12’ 
a.e. on [O,n], 
where x = cos 4. 
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6. Hypergeometric series evaluation by Zeilberger’s algorithm 
T.H. Koornwinder 
Faculty of Mathematics and Computer Science, University of Amsterdam, Netherlands 
Suppose we have an rF, hypergeometric function, where some upper index equals -n (n running 
through the nonnegative integers) and the other upper and lower indices are linear forms over Z in 
n and a fixed number of parameters. The argument of this hypergeometric function is usually kept 
fixed (often equal to 1). Denote this hypergeometric function expression by S(n) (emphasizing its 
dependence on n ). A special case of Zeilberger’s algorithm [ 6.21 determines whether S (n )/S (n - 1) 
depends rationally over Q on n and the parameters. In case of a positive answer, it gives this ratio 
explicitly. An explicit expression of S (n ) then follows by iteration. 
Problem 6.1. If Zeilberger’s algorithm succeeds, can S(n)/S(n - 1) then always be factorized as a 
quotient of products of linear forms over Z in n and the parameters? 
Whenever a factorization as above is possible, it will be possible to write S(n) as an nth power 
times a quotient of products of shifted factorials of the form (a), (a not depending on n ). This is 
the type of explicit summation formula one usually meets in the formula books. 
A rather weak counterexample can be found in the analogous q-case (where an adaptation of 
Zeilberger’s algorithm also works). Consider the terminating case of the q-Kummer sum (cf. [ 6.1, 
(11.9)]): 
S(n) := 2~l(a,q-n;aqn+1;q,-qfl+1) = (al,2q;q), (_al,2q.q) . 
> n 
Thus 
S(n) (1 + 4”)(1 -aq”) 
S(n-1) = 1 - aqZn ’ 
which cannot be written as a quotient of linear factors in q” and a. If one wants to handle this case 
by computer algebra in an algebraic, square roots avoiding way, then one has to replace a by a2. 
I would like to have a counterexample, where S (n )/S (n - 1) has higher-degree factors which are 
irreducible in a much more essential way. 
Finally, the formulation of the conditions on the indices and argument in the hypergeometric 
function may be adapted somewhat in interaction with examples or counterexamples being found. 
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7. Limit transitions in the Askey tableau 
A. Ronveaux 
Dipartement de Physique, Facultb Universitaires Notre-Dame de la Paix, Namur, Belgium 
The Askey tableau of hypergeometric orthogonal polynomials contains the classical orthogonal 
polynomials which can be written in terms of a pF4 hypergeometric function, starting at the top with 
the Wilson and Racah polynomials and ending at the bottom with Hermite polynomials [ 7.1, p.461, 
[7.2], [7.3, p.551, [7.4,7.5]. An interesting aspect of this tableau are the limit transitions between 
various families of classical orthogonal polynomials. These limit transitions are indicated by arrows 
in Fig. 7.1, and the explicit asymptotic relations are listed in Table 7.1. The asymptotic relations 
are compiled from [7.4,7.5], with some modifications by the editor of these open problems. Other 
asymptotic formulas can be obtained by combining arrows or changing parameters. 
Once a sequence of orthogonal polynomials P,, (x ), n = 0, 1,2,. . . , with orthogonality measure p 
is given, one can also find the associated orthogonal polynomials 
P”‘(X) = n 
s 
Pn+l(X) - p,+1 (t) dp(t) 
x-t 
The polynomials P,, (x ) satisfy a three-term recurrence relation of the form 
P,+l(x) = U,x + B,)P,(x) - GJ’n-l(x), n 2 0, 
with P_1 (x) = 0, PO(X) = c # 0 and A,_1 A,C,, > 0. The associated polynomials satisfy a similar 
three-term recurrence relation, but with recurrence coefficients that 
p,‘;+) = (A,+1 x + &+I E?(x) - G+&!‘, (~1, n 
have a shift in the index: 
> 0. 
Wilson Racah 
Meixner-Pollaczek Jacobi Krawtchouk 
I t Hermite . 
Fig. 7.1. Askey tableau. 
Table 7.1 
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Askey tableau of hypergeometric orthogonal polynomials 
From To Limit relation 
Wilson continuous dual Hahn S, (x; a, b, c) = limd_m 
1 
(a + a’),, 
K(x;a,b,c,d) 
Wilson continuous Hahn 
Wilson Jacobi 
Racah Hahn 
Racah dual Hahn 
continuous dual Hahn Meixner-Pollaczek 
n!p,(x;a,b,&h) 
= lim,,, - ’ W,((x-c)‘;a+ic,a-ic,b+ic,b-ic) 
(2c)?l 
p’“-l,P-l) (x) 
n 
= lim,,, Wn (wx, ia, ia, i/3 + iw I”, t/I - iw “2) 
Qn lx; a, p,N) = lim6_ooR,(x(x-N+6);~,D,-N- 1,6) 
R,(x;y,&N) = limD+, &(x-N - l,P,~,a) 
n! Pi(“) (x; 4) 
’ 
continuous Hahn Meixner-Pollaczek 
continuous Hahn Jacobi 
Hahn 
Hahn 
Hahn 
dual Hahn 
Jacobi 
Meixner 
Krawtchouk 
Meixner 
dual Hahn 
Meixner-Pollaczek 
Meixner-Pollaczek 
Jacobi 
Jacobi 
Meixner 
Meixner 
Krawtchouk 
Krawtchouk 
Laguerre 
Charlier 
Krawtchouk 
Laguerre 
Hermite 
Laguerre 
Hermite 
Laguerre 
Charlier 
Charlier 
Hermite 
Hermite 
Hermite 
= sin” dlimp_, - 
(P)n 
S,((x - j3)‘;a + $,a - iP,Pcotd) 
Pn(“) (x; 4) = lim,,, r-“pn (x; a, ire-‘++, a -ire’++) 
(_ 1yp,+‘J-‘) (1 - 2x) 
= lim(,, t-“pn (tx; icu, tj? - it, 40, jP + it) 
P’“aa) (1 - 2x) = (QI i! ’ In lim,y_, Qn (Nx; a, 8, N) ” 
A4, (x; p, c) = limN-m Q,, (x$- 1, (;- +J) 
Kn (x;p, IV) = lirw., Qn kp4 c?t, N) 
Mn (x; /I, cl = lim.v,, 
R,(x(x+p+ (+)N):B-l,(;-l)N>N) 
Kn (x;p, N) = limt+, R, (xt;pt;qt; N) 
Lp) (x) = Jim4_o Pn((1+a)/2) 
( ) 
-X; 4 
2 sin I$ 
H,,(x) = n! lim,,, a-n’2Pn(a’ 
( 
x&i- acos$ 
sin 4 ;4 > 
L:‘(x) = limp,, PJ”‘B) 
( ) 
1 - 2x 
P 
H,(x) = n! liml,, Xni2Pi’) 
( ) 
x 
4 
n!L(B-l)(x) = (/3)nlimc+lM, n ( 
&;B,c) 
C, (x; a) = liq,, M, (x; 8, a/P) 
C, (~;a) = limN+oo K, (x;a/N, N) 
(-1)“(2”n!p”q”)-:::H~(x) 
N 
= limry_oo n 
0 
&(PN + ~&%P,N) 
Hn(x) = 2”n!limg,, p-n&/2) ($2 - px) 
Hn(x) = (-l)“lim,,, (2a)“12Cn(&Zx + a;a) 
This procedure can be repeated and the kth associated orthogonal polynomials thus satisfy the 
three-term recurrence relation 
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Problem 7.1. Are the limit transitions in the Askey tableau also valid for the associated orthogonal 
polynomials? 
Comments. (A combination of comments by Valent, Askey, Koornwinder and the problems editor. ) 
Most of the limit transitions in the Askey tableau are of the form 
Pn(c(t)x + d(t)) + en(x), t --) to, (7.1) 
where t is a parameter that tends to some value to on the boundary of the parameter space. They can 
be proved by showing that the coefficients A,, ( t ) , B, ( t ), C,, ( t ) of the family P,, (c (t )x + d ( t ) ) (which 
now depend on t ) converge to recurrence coefficients A, (to), B, (to), C,, (to) of the family Qn (x ). 
This implies that the shifted coefficients An+k(t), Bn+k(t), C,+k(t) also converge to &+k(to), 
B n+k (to), Cn+k (to). Hence the kth associated polynomials Pjk) (c ( t )x + d ( t ) ) will necessarily also 
converge to the kth associated polynomials Qik’ (x) within the same limit transition. 
There are four cases where the limit transition is of the form 
Pn(c(t)x2 + d(t1.x + e(t)) + Qn(x), t+ to. (7.2) 
Even though the left-hand side is a polynomial in x of degree 24 it converges to a polynomial of 
degree n. If we set n(x, t) = c(t)x2 + d(t)x + e(t), then the recurrence relation is 
Pn+l(~(x,t)) = (A,(t)~(x,t) + &(t))Pn(J(x,t)) - C,(t)Pn-,(l(x,t)). 
It turns out that for t + to, 
A, (t)c(t) + 0, A, (t)d(t) + 4, A,(tkU) + B,(t) -+ BA, G(t) + GUO), 
where A’,, Bk, C, (to) are recurrence coefficients of Qn (x ). If we replace II by n + k in these limit 
relations, then it follows that also in this case the associated polynomials Pik) (A (x, t) ) will converge 
to the corresponding associated polynomials Qik’ (x ) within the same limit transition. 
Finally, it is important to realize that the polynomials in the Askey tableau are usually neither 
manic nor orthonormal. This means that special attention has to be paid to the normalizations. 
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8. On the zeros of a class of polynomials including the generalized Bessel polynomials 
E.K. Ifantis and P.D. Siafarikas 
Department of Mathematics, University of Patras, Greece 
We consider the class of polynomials which are defined as follows: 
an+lPn+lW -wb-l(x) -~,P,(x) = XC,P,(X), 
PO(X) = 0, Plh) = 1, 
(8.1) 
where a,, # 0, cn # 0 for every n, and b, is an arbitrary real sequence different from the zero 
sequence. 
In the particular case a,, = 1, b, = &I (6,,, is the Kronecker delta) and c,, = 2 (n + V) (V 
in general complex) we obtain a class of polynomials which we call associated Bessel polynomials 
( ABPs). The known Bessel polynomials are obtained for v = -i. 
For 
b = tav2)t2n +a-3) 
n (n+a-2)(2n+a-4)‘“’ “= 
(2n+a-2)(2n+a-3)an 
2(n + a - 2) 
and a,, defined by 
an (n - 1) (2n + a - 2) 
-= (n+a-2)(2n+a-4)’ “=I’ an-i 
we obtain the generalized Bessel polynomials (GBPs). 
Problem 8.1. (1) Prove (or disprove) that the zeros of the polynomial pN+ I (x) of degree N are 
simple. 
(2) Prove (or disprove) that the polynomial pN+ 1 (x) of even degree N has no real zeros and 
that the polynomial pN+ 1 (x ) of odd degree N has only one real negative zero. 
We know that both results are true for Bessel polynomials. 
A different formulation of the problem is the following. Consider an abstract finite-dimensional 
Hilbert space H with orthonormal basis e,, n = 1,2,3 , . . . , N. Define the diagonal operators A, B, 
C by 
Ae, = a,e,, Be,, = b,e,, Ce, = cnen, n = I,2 ,..., N, 
and consider the truncated shift operator V with V/e, = e,, 1, n = 1,2,, . . , N - 1, and I/eN = 0. 
Then the zeros of the polynomial pN+i (x) of degree N defined by (8.1) are the eigenvalues of the 
generalized eigenvalue problem 
(AV* - VA - B)f = J.Cf, f E H, (8.2) 
where V* is the adjoint of V, i.e., V*el = 0, V*e, = e,_l, and vice versa [8.2,8.3]. 
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When a, # 0 for every n, the eigenvalues of the problem (8.2) are simple because the eigenvector 
f can be uniquely determined up to a constant (f, el ) # 0. Problem 8.1 can thus be stated as 
follows. 
Problem 8.2. ( 1) Prove (or disprove) that the generalized eigenvalue problem 
eigenvalues. 
(2) Prove (or disprove) that when N is even, the generalized eigenvalue 
eigenvalues and when N is odd, it has only one real negative eigenvalue. 
Comments (by Belmehdi). By setting 
(8.2) has N different 
problem has no real 
n-1 
B,(x) = j-J ak+2 Pn+l(X), n 2 0, ( ) kc0 a+1 
with the convention that an empty product is equal to one, the recurrence relation (8.1) becomes 
(2n - 2 + a) (2n + a) 
B,(x) 
4n(n - 2 + a) 
+ (2n - 3 + a)(2n - 2 + u)2(2n - 1 + a) &-I(X), 
Be(x) = 1, B,(x) = x + ;, 
which is the canonical recurrence relation of the manic GBP, with the condition of regularity 
a # --y1 (cf. [8.1, p.23, Eq. 201). Now we have reduced the above problem to seeking information 
about the zeros of GBPs and this is precisely [ 8.1, open problem nr. 6, p. 1621. This problem has 
been solved by me when a is a real parameter. 
Theorem 8.3. Let a = 2~; then 
( 1) B, (x ) has simple zeros; 
(2) ifa > 0, then B,(x) has i(l - (-1)“) zeros in (G-03,0); 
(3) ij-a = -c - E with 1 E N and 0 < E -C i, then 
(i) B,(x) has n zeros in (0, CQ) for 0 < n d !; 
(ii) fir n > C + 1 (say n = ! + h) there are two subcases: 
(iia) if 1 < h d 4 + 2, then B,(x) has (e - h + 2) zeros in (O,oo); 
(iib) ifh & e + 3, then B,(x) has i(l - (-1)“) zeros in (--~0); 
(4) ifa = -e - E with C E N and i < E < 1, then 
(i) B,(x) has n zeros in (O,‘ZO) for 0 < n < e; 
(ii) for n > C + 1 (say n = .! + h) there are two subcases: 
(iia) if I G h G e + 3, then B,(x) has one zero in (-cq0) and (a -h + 3) zeros in (O,CQ) 
(iib) ifh 2 .! + 4, then B,(x) has i(l - (-1)“) zeros in (-m,O). 
All these results are derived from a theory concerning Appell-Bessel polynomials. The proofs are 
not very difficult, but it is not so easy to summarize the theoretical framework in a few pages. 
These results will be published (in their complete form) somewhere else. 
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9. Orthogonal polynomials with ultra-exponential weight functions 
A.P. Prudnikov 
Computer Center, Russian Academy of Sciences, Moscow, Russian Federation 
Let V,(x,k) = 1, v(x,k) ,..., V, (x, k), k a positive integer, be the orthonormal system of 
polynomials on the interval 0 d x < cc with respect to the ultra-exponential weight function 
<(x, k) [9.4, p.2111, where 
a+& 
5(x,k) = & J rkw ?ds, a,x,Res > 0, 
a-kc 
that is, 
00 
I 
v,(x,k)l/m(x,k)<(x,k)dx = a,,,. 
0 
If k = 1, then 5 (x, 1) = epX and V, (x, 1) = (- 1) n L, (x ) are the Laguerre polynomials. If k = 2, 
then <(x,2) = 2&(2fi), where KO (x) is the MacDonald function (modified Bessel function of 
the third kind) 
O” cos(xt) 
m dt, x > 0, Ko(x) = J 
0 
and &(x,2) = VU(x) 
‘F 
is a new system of orthogonal polynomials, i.e., 
2 
/ 
KAxKAx)~o(2~)dx = &,,. 
0 
Problem 9.1. Build the generating function, an analogue of Rodrigues’ formula, the recurrence 
relation and a differential equation for the orthogonal polynomials V, (x ). 
It should be noted that the moments are given by 
00 
2 J Ko(2fi)x”dx = (FZ!)~, 
0 
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and that V, (x ) can be found by means of the expansion of 
O”2Kowa I x-t dt 
0 
into a continued fraction, as defined in a letter from Stieltjes to Hermite [9.1, letter of 7 May 
18841. The first three polynomials are 
V/Ix) = x&1, b(x) = &$x2- fx + f), 
1/3(x) = &(&x3-gx2+~x+). 
Problem 9.2. Find similar results for the orthogonal polynomials V, (x, k) with k > 2. 
Comments. Let us call the Jacobi, Laguerre and Hermite polynomials the “very classical” orthogonal 
polynomials on the real line. The weight function 2Ko (2fi) is not a “very classical” one, hence 
by Bochner’s result one cannot obtain a second-order linear differential equation of the form 
A(x)y” + B(x)y’ + C,,y = 0, with A(x) and B(x) independent of n. Also a Rodrigues formula 
of the type 
1 d” 
Pn(x) = -- 
w(x) dx” 
(w(x)C”(x)), 
where C (x ) is a polynomial in x independent of ~1, will not hold, since such a formula only exists 
for the very classical orthogonal polynomials. Of course this does not exclude the possibility of a 
slightly different type op formula, the functions A (x ), B (x ), C (x ) could for instance depend on 
n now. 
The recurrence formula for the polynomials will be of the form 
xK(x) = %+lvl+l(X) + btlK/,x) + GIG-l(X). 
If we consider the weight function 2lxlK0(2lxl) on (-o;), 00 ), then the corresponding orthogonal 
polynomials W,(x) are symmetric with respect to the origin and satisfy a three-term recurrence 
relation 
x%(x) = AI+1 wz+l (x) + AK-1 (XI, 
where [9.2, Theorem 9.1, p.461 
b, = &+I + A;,, an = hn-lA2n. 
From the asymptotic behaviour 
&(2x) N -&eeZX, 
it follows that 2(xl&(2lxl) satisfies all the conditions of [9.3, Theorem 2.31 (proof of Freud’s 
conjecture). As a consequence, 
Table 9.1 
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n 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
an 
1.732 050 807 568 877 
8.537 498 983 243 798 
20.265 386 777 687 130 
36.925 214 834 648 582 
58.518554562959399 
85.045 955 898 223 602 
116.507676861207896 
152.903 859 762 826 487 
194.234 591648 360 841 
240.499 29 743 250 905 
a7r2n2 
2.467 401 100 272 339 
9.869 604 401089 358 
22.206 09 902 45 1056 
39.478417604357434 
61.685027506808491 
88.826 439 609 804 227 
120.902653913344643 
157.913670417429737 
199.859489 122059512 
246.740110027233965 
and thus 
The first ten coefficients a, and their approximate values are presented in Table 9.1. 
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10. A partial solution to a problem 
F. Peherstorfer 
Institut ftir Mathematik, J. Kepler Universitlit Linz, Austria 
At the Third International Symposium on Orthogonal Polynomials and their Applications (Erice, 
June 1-8, 1990), Ronveaux posed a problem about the zeros of associate versus zeros of derivatives 
of classical orthogonal polynomials [ 10.3, p.4 19 1. 
Let a,P > -1, 
W,$(X) = (1 -Xla(l + x)B, 
let pn,a,B be the Jacobi polynomial of degree n orthogonal with respect to w,,~, and denote by P:~& 
the associated polynomial of p,,+ l,a,p. Furthermore, let Vk,n,=,fi respectively &,n,&,B, k = 1,. . . , n, be 
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the zeros of PA+, (2 p respectively p:! B 
conjecture is given- that 
, , . Ronveaux [ 10.3, IO.41 conjectured-in fact a more general 
Xk,n,o,B >< Vk,n,a,py ifa+/3+1><0. 
In the following theorem we show, with the help of Markov’s theorem on the monotonicity of the 
zeros of orthogonal polynomials and results of [ 10.11 on the associated polynomials of the Jacobi 
polynomials, that the conjecture holds for a certain class of ultraspherical polynomials, but has to 
be modified for the Jacobi polynomials. 
Theorem 10.1. Let A = {<a,/?) E (-1,-i) x (-i,O): a + p + 1 < 0) and let D = {(cx,cx): a E 
(- 1, -$)}. Then the following relations hold for each n E N. If ((-II, /I) E A, then 
Xk,n,a,B < Vk,n,a$ and Xk,n$,a > Yk,n,j3,a, k = l,...,n, (10.1) 
and if (a, a) E D, then 
Xk ,n,a,a < Vk,n,a,a, k 
Xk ,n,a,a > vk,n,ap k 
Proof. It is known [ 10.1, Eq. 
respect to the weight function 
= [i(n + l)l,...,n, ( 10.2a) 
= 1 ,..., [Jpl. (10.2b) 
(28) ] that the associated polynomials pi,rL,p are orthogonal with 
(10.3) 
where 
1 l 1 
X 
K,&) = 
%,j3 (x 1 f 
=wa,~ (t) dt = (a + P + 1) 
.I 
dt 
+ &,/9, (10.4) 
-1 0 
%+l,j3+1 (t) 
&p E R with 
sgn /ia,p = sgn (a - /3 ) 
and [lO.l, Eq. (30)] 
iV,,j (x) = const. 
Furthermore it is known (see, e.g., [ 10.6, Theorem on p.2091) that 
K,b(fl) -C 0, if (a,P) E A, 
and thus by (10.4), 
Ma,8 (x) < 0, M&s (X)M&/? (x) > 0, XE (-l,I), (a,P)cA. (10.5) 
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Next we recall the well-known fact that ~;+i,~,~ is orthogonal with respect to the weight function 
(1 - x2)w,,p (x). If we set 
Rx,&4 = (1 -x2) %,p (x) 
Pl,a$ (x 1 
= W2a+1,28+1 (x) (@,p + N& ), (10.6) 
then we get with the help of ( 10.5) that 
R& (x 1 = 2~2a+ 1,2p+ 1K,p (x Mf& (x 1 
+ 2[@-a) - (a + P + l)XlW2n,2~(X)(~&? + N&q) > 0, (10.7) 
on (- 1,l) for (a, /3 ) E A. Hence it follows by Markov’s theorem (see [ 10.5, p. 116 ] ) that 
Xk,n,a,j < Vk,n,a,j3, k = 1,. . . 2 n, 
which proves the first statement in ( 10.1). If we take into consideration the fact that 
Rg,a (x) = R,,p (-x)3 
then it follows by ( 10.7) that RB,~ is strictly monotonically decreasing, which proves the second 
statement in ( 10.1). 
Concerning relation ( 10.2), let us first notice that both the weight functions ( 1 - x~)w,,~ and 
Pl ,a,a are even functions on (- 1, 1). Since 
Rh,, > 0, on (0, l), 
which follows from ( 10.4) and ( 10.7), we get by the “modified Markov Theorem” (see, e.g., [ 10.2, 
Corollary 21) that ( 10.2) holds. 0 
Remark 10.2. Using the same method as in the proof of the above theorem, we can show that for the 
ultraspherical cases a = p = 0, 1, 1, $,2 the conjecture Vk,n,a,a < Xk,n,_ for k = [ i(n + l)], . . . , n 
holds. But we are not able to show this for a! E [0,2]. The reason is that in contrast to the above 
treated cases, inequality ( 10.7) becomes much more difficult since the two summands appearing 
in ( 10.7) have different sign. 
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