Abstract. The ground state of a polaron in a homogeneous magnetic field B and localized in a Coulomb potential-with its phonon and transverse electron coordinates integrated out and when scaled appropriately-converges pointwise and in a weak sense as B → ∞ to the explicit minimizer of a one-dimensional problem with a delta-function potential.
Introduction and Main Results
A non-relativistic Hydrogen atom interacting with the quantized longitudinal optical modes (phonons) of an ionic crystal is considered within the framework of Fröhlich's 1937 polaron model. Starting with Platzman's variational treatment in 1961 [Pz] , the "polaron Hydrogenic atom" has been of interest for describing an electron bound to a donor impurity in a semiconductor. The first rigorous study was carried out in 1988 by Löwen [Lw] , who disproved several longstanding claims in the physics literature concerning self-trapping of the polaron Hydrogenic atom. It was also studied by Hainzl, Hirokawa and Spohn within the analogous Nelson model [HHS] .
Though the polaron has been regarded as one of the simplest Quantum Field Theory models-even serving as the testing ground for Feynman's path integral formulation-its most basic features such as the effective mass, exact ground-state energy and wave function cannot be evaluated explicitly. And while several successful variational theories have been proposed over the years to approximate the energy and effective mass of different polaron models, they are built entirely on unjustified, even questionable, Ansätze for the wave function.
The contribution of this paper is to provide the first explicit description of the exact ground-state wave function of a polaron model in an asymptotic regime: For a polaron Hydrogenic atom exposed to a homogeneous magnetic field of strength B, it is shown that the ground-state electron density (in the direction of the magnetic field) converges, as B → ∞, to a hyperbolic secant function-a sharp contrast to the Gaussian variational wave functions proposed in the physics literature ( [SPD] and references therein).
A study of the polaron Hydrogenic atom in strong magnetic fields was initiated by Larsen in 1967 ergy of the phonon field is described by the operator N := R 3 a † k a k dk. The kinetic energy of the electron is described by the operator H B − ∂ 2 3 acting on L 2 (R 3 ), where H B = j=1,2 (−i∂ j + A j (x)) 2 is the two-dimensional Landau Hamiltonian with the magnetic vector potential A (x 1 , x 2 , x 3 ) = B 2 (−x 2 , x 1 , 0) corresponding to a homogeneous magnetic field of strength B > 0 in the x 3 -direction; the transverse coordinates are denoted by x ⊥ = (x 1 , x 2 ). Furthermore inf spec H B = B. The parameters α > 0, β > 0 denote the strengths of the electron-phonon interaction and the localizing Coulomb potential, respectively. The ground-state energy is E 0 (B) := inf Ψ, H(B)Ψ H :
where H 1 A R 3 is the magnetic Sobolev space of order one with the vector potential given above. Since the Schrödinger operator −i∇ − β|x| −1 has a negative energy bound state in L 2 (R 3 ), the existence of a ground state follows from [GLL] . The arguments of this paper-unlike previous treatments-apply for all values of the parameters α > 0, β > 0. Since the pioneering work of Larsen [La] , the model has been studied within the restrictive regime α ≪ β and the Hamiltonian H(B), with B large, has been considered in formal analogy to the Hydrogen atom in a strong magnetic field
3)
The electron-phonon interaction is treated as a perturbation of the Hydrogen atom in (1.3). The ground-state energy E 0 (B) is approximated as the hydrogenic groundstate energy E H (B) of (1.3) with a "polaron correction" from the electron-phonon interaction. Complicating matters even further, E H (B) is again approximated using an Ansatz for the ground-state wave function of the Hydrogen atom in a strong magnetic field. Moreover, Larsen was considering a very weak polar semiconductor InSb (α = .02) and concluded that the contribution of the electron-phonon interaction to the ground-state energy is negligible. However, this is incorrect-at least as B → ∞. The following theorem indicates that the energies of the Coulomb potential and of the electron-phonon interaction scale the same way when the strength of the magnetic field is very large.
Theorem 1.1. Let the energy E 0 (B) be as defined in (1.2) above. Then,
The leading-order term, B, of the ground-state energy E 0 (B) is from the twodimensional Landau Hamiltonian H B ; the above theorem also suggests that the length scale in the x 3 -direction is (ln B) −1 . Finally, the mixing of the parameters α and β in (1.5) indicates that the effect of the electron-phonon interaction is not entirely perturbative, at least when B is very large.
At this point in the story it is worth mentioning that in the 1980s Avron, Herbst and Simon provided an exact asymptotic expansion of the ground-state energy E H (B) of the Hydrogen atom in a strong magnetic field [AHS] :
Recently, Frank and Geisinger have considered the magnetopolaron-this corresponds to β = 0 in (1.1) above-and have provided an analogous expansion for the ground-state energy (for ease of notation it will be denoted as E P (B)) [FG] :
where the factor − α 2 12 multiplied with the second-leading order term is given by the following one-dimensional minimization problem
The expansions in (1.6) and (1.7) indicate that the energies of the electron-phonon interaction and of the Coulomb potential scale the same way for B large. The proof of Theorem 1 follows mostly the argument in [FG] by arguing upper and lower bounds on E 0 (B). Their strategy with a trial product state is used to arrive at an upper bound. The strategy in [FG] for arguing a lower bound by reducing the problem to the lowest Landau level, however, requires two modifications. First, the proof here needs to accomodate the Coulomb potential, which does not commute with the projection P (B) 0 onto the lowest Landau level. This follows from some tedious but straightforward arguments. Second-and most importantly-a new idea must be introduced for extracting the delta-function potential from P (B) 0
. This is accomplished by invoking the bathtub principle (see Theorem 4.3 below).
Frank and Geisinger's work makes rigorous an argument of Kochetov, Leschke and Smondyrev [KLS] that as B → ∞ the (three-dimensional) polaron exposed to a homogenous magnetic field becomes "equivalent" to a one-dimensional polaron (without a magnetic field) with its electron-phonon coupling parameter multiplied by ln B. Though this has finally been placed on a rigorous footing-at least for calculating the ground-state energy-it remains to be understood whether other essential features of the model (effective mass, binding [SKVPD] , dynamics, etc.) also take on a one-dimensional description with large B. The contribution of this work is to extend the one-dimensional description to the wave function:
∈ H be a ground-state wave function of the Hamiltonian H(B). The one-dimensional minimization problem given in (1.4) above admits a unique minimizer 8) and for W a sum of a bounded Borel measure on the real line and a
The scaling is as expected since length scale in the direction of the magnetic field is (ln B) −1 . The limiting function φ δ in (1.8) is quite different from the Gaussian wave function suggested by Kartheuser et. al in [ZBK] (who also treat all values of α and β).
Furthermore, as α → 0, φ δ converges pointwise to the function
This should raise some questions about the perturbative treatments (α ≪ β) in the physics literature, which always rely on a Born-Oppenheimer approximation and take the electron wave function to be a Gaussian. In fact, Devreese et. al have even claimed that as B → ∞, the electron wave function "changes" from an exponential function to a Gaussian [SPD] .
The strategy for proving Theorem 1.2 has been useful before(see [LS] , [LY] , [ILS] ). The main idea is to add to the Hamiltonian H(B) from (1.1) ǫ times a one-dimensional test potential in the direction of the magnetic field, scaled appropriately. Denoting E ǫ (B) to be the ground-state energy corresponding to the Hamiltonian
9) it will follow from a straightforward modification of the proof of Theorem 1.1 that
where
(1.11) For Ψ (B) the ground state of the Hamiltonian H(B), by the variational principle and a change of variable,
Let ǫ > 0. By subtraction and division,
Taking the limit B → ∞, by Theorem 1.1 and (1.10) ,
For ǫ < 0, the above inequality is merely reversed with the "limsup" replaced by "liminf" on the righthand side, which, by the way, does not depend on ǫ. Theorem 1.2 will follow if the limit on the left-hand side exists as ǫ → 0. Indeed, as it will be shown in Section 2, the one-dimensional minimization problem in (1.4) admits a unique minimizer. Armed with this fact, we show that the desired limit exists:
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Organization of the Paper. We begin with a treatment of the one-dimensional problem and prove the differentiation of the one-dimensional energy in Theorem 2.4. For arguing the energy asymptotics, we produce an upper and lower bound in Sections 3 and 4, respectively. We prove the main result in Section 5.
Differentiating the One-Dimensional Energy
We first need to ensure that a minimizer exists for the one-dimensional problem. In fact, this can be established rather directly by considering a symmetric decreasing minimizing sequence.
Lemma 2.1. Let α > 0 and γ > 0. The minimization problem e δ α;γ := inf
admits a minimizer.
Proof. See Appendix.
The next lemma is immediate from the above Theorem and a simple scaling argument. 
The first integral of (2.5) is
Any nonnegative, C 2 (R\{0}) solution of (2.7) with ψ 2 = 1 and satisfying the boundary conditions in (2.6) has the form
The two conditions in (2.8) yield
This shows that the minimizer is unique and takes the form given in (2.2); the explicit calculation in (2.3) follows from (2.2) and the relation
The uniqueness result is crucial for arguing the following:
Theorem 2.4. For W , a sum of a bounded Borel measure on the real line and a L ∞ (R) −function, and for a real parameter ǫ, consider the perturbed one-dimensional energy e δ+ǫW α;1
where the functional E δ α;1 is as given in (2.1) above. Let ϕ δ α;1 be the unique minimizer, given in (2.2) above, for the energy e δ α;1 . Then the map ǫ → e δ+ǫW α;1 is differentiable at ǫ = 0 and
Proof. We write W = µ 1 − µ 2 + ω where µ i , i = 1, 2 are positive, bounded Borel measures on the real line and ω ∈ L ∞ (R). By the one-dimensional Sobolev inequality and Hölder's inequality, for all u ∈ H 1 (R) with u 2 = 1,
Therefore, e δ+ǫW α;1
(2.12) We deduce from (2.12) that the perturbed problem in (2.9) admits an approximate minimizer u ǫ ∈ H 1 (R) with u ǫ 2 = 1 satisfying
Recall the unique minimizer ϕ δ α;1 , given in (2.2) above, for the energy e δ α;1 . By the variational principle,
(2.14)
Likewise, for an approximate minimizer u ǫ , u ǫ 2 = 1 satisfying (2.13),
Let ǫ > 0. By the inequalities in (2.14) and (2.15),
When ǫ < 0, the inequalities in (2.16) are merely reversed. Hence it suffices to show that for any sequence {ǫ n } ∞ n=1 where |ǫ n | > 0 and ǫ n → 0 as n → ∞, the corresponding sequence of approximate minimizer
We will argue that {u ǫn } ∞ n=1 is a minimizing sequence for the energy e > −∞ (see (2.12)), so it is also continuous at ǫ = 0. And since ǫ n → 0 as n → ∞, e δ+ǫnW α;1 < C for all n. Then, by the Sobolev inequality and the inequalities in (2.10) and (2.13),
for all n. Finally, by Hölder's inequality and (2.18),
From (2.19) and the continuity of the map ǫ → e δ+ǫW α;1 at ǫ = 0, we conclude
But u ǫn = 1 and, by the variational principle, E δ α;1 (u ǫn ) ≥ e δ α;1 for all n. Therefore, lim
is a minimizing sequence, it follows from Theorem 9 in the Appendix that every subsequence {u ǫn k } ∞ k=1 has a sub-subsequence {u ǫn k l } ∞ l=1 converging weakly in H 1 (R) to some function ϕ(which could, in principle, depend on the particular sequence) such that u ǫn k l − ϕ 2 → 0 as l → ∞. It follows, as in the proof of Theorem 1 above, that ϕ is a minimizer for the energy e 
Upper Bound For the Ground-State Energy
In this section we shall obtain an upper bound on E 0 (B), and in the next section we shall argue an agreeable lower bound in order to prove Proposition 1.
Theorem 3.1. There is a constant C > 0 such that for B > 1
We first employ the Pekar Ansatz : that the ground state has the product form ϕ(x)Φ, where ϕ(x) is an electronic wave function and Φ ∈ F is a coherent state depending only on the phonon coordinates,
with the vacuum |0 ∈ F and the phonon displacements z(k) ∈ L 2 (R 3 ), to be determined variationally. In particular, a coherent state is an eigenstate of the annihlation operator, a k Φ = z(k)Φ. Minimizing the quantity Ψ, H α,B − β|x| −1 Ψ over the (more restrictive) set of these product wave functions and completing the square, one determines that
and arrives at an upper bound for the ground-state energy:
is the magnetic Pekar functional. The heuristic appeal of the Ansatz-at least with strong magnetic fields-is as follows: Since the electron's cyclotron frequency (in the transverse plane) increases with B, the phonons cannot follow the rapidly moving electron in a strong magnetic field and are therefore only sensitive to the "mean" electron density ϕ 2 (x). This is precisely reflected in (3.1), where the phonon displacements do not depend on the instantaneous position of the electron.
Next, we recall for the two-dimensional Landau Hamiltonian that infspec H B = B. By restricting to the Lowest Landau state (in the zero angular momentum sector)
we obtain yet another upper bound now on the Pekar minimization problem in (3.2):
It follows from an elementary computation ( [BR] ) that
, we have
Then, for any φ ∈ H 1 (R)
Finally, a link to the one-dimensional minimization problem with a delta-function potential, given in (1.4) above, can be established using Lemma 16 and Corollary 17 in Appendix B: for any L > 0 and φ ∈ H 1 (R) one has for B > 1
With these observations, we argue the upper bound.
Lemma 3.2. There is a constant C > 0 such that for B > 1
Proof. We shall denote µ(B) := (ln B − 2 ln ln B). Recalling the minimizer φ βδ α of the problem given in (1.4) for the energy e βδ α , we consider
and, by Lemma 1,
(3.5)
By the above considerations and choosing L = (ln B) −1 in (3.3) above, we deduce using (3.4) and (3.5) that
The desired estimate now follows from (2.3) that e βδ α = − 1 12 α 2 + 3αβ + 3β 2 .
Corollary 3.3. For W a sum of a bounded Borel measure on the real line and a L ∞ (R)-function, let the perturbed one-dimensional energy e βδ+W α be as given in (2.9) above. There is a constant C > 0 such that for B > 1 inf
Proof. Since e βδ+W > −∞ (see (2.12) above), for each B > 1 there exists some
and, by (3.6),
Proceeding as in the above Lemma,
Since, by (3.6) and the estimate in (2.11) above, φ ′ B 2 < C for all B > 1, the desired estimate now follows from choosing L = (ln B) −1 .
Lower Bound for the Ground-State Energy
In this section we will obtain a lower bound:
We will follow the strategy in [FG] , but with some (lengthy) modifications. Denoting Γ K = k ∈ R 3 | max (|k ⊥ | , |k 3 |) ≤ K , we define the cut-off Hamiltonian
We shall denote the projector onto the lowest Landau level by the integral operator P (B) 0 whose integral kernel is given by
The main idea in this section and also in [FG] is to reduce the problem to the Hamiltonian
, from which-again following [FG] -it is possible to extract a one-dimensional Hamiltonian and use a one-dimensional version of the idea of Lieb and Thomas [LT] to arrive at the nonlinear functional. We have to modify the argument in [FG] about reduction to the Lowest Landau Level in order to accomodate the Coulomb potential, which does not commute with P B 0 . If the potential were one-dimensional, this would not be a problem (hence, Corollary 4.14 given at the end of the section is trivial).
In this section, we shall write
For any Ψ ∈ H 1 R 3 we shall henceforth denotẽ
Since by Hölder's inequality
we observe thatΨ ∈ H 1 (R).
Theorem 4.3. For any L > 0 and Ψ ∈ H 1 (R 3 ) one has for B > 0
Proof. By Hölder's inequality
It follows from the Bathtub Principle that the maximum of the expression
over all functions G satisfying the conditions (4.2) and (4.3) above is attained by the function
We shall henceforth denote
and we evaluate the integral
(4.7) To arrive at the bound in (4.6) we have used the estimates (recallΨ ∈ H 1 (R))
The bounds in (4.5), (4.6) and (4.7)-and again using the estimate
at (4.7)-yield the desired inequality of the Lemma. Now recall the standard fact that for φ ∈ H 1 (R) and γ > 0
There is a constant C > 0 such that for all B ≥ C and all
Proof. Denoting L = (ln B) −3/2 and ǫ = (ln ln B) 3/2 , we use the estimate from (4.1) and Lemma 2 to bound
(4.9) where
for B large enough. Using the estimate from (4.8) we obtain, for B ≥ C,
Lemma 4.5. There exist a constant C > 0 such that for all B ≥ C and every
Proof. Recall the cut-off Hamiltonian H co K and Γ K from Lemma 1 above. Choosing K = B (ln B) −2 , K 3 = (ln B) 2 and K ⊥ = (ln B) 2 , we follow the strategy of the proof of Lemma 5.2 in [FrGs] to estimate
valid for some constant C > 0 and all B ≥ C.
As done in [FrGs] we bound
where we used the estimate
valid for B large enough. Next we estimate the interaction term on the set
we observe
As above, we estimate
where Z denotes the vector (Z 1 , Z 2 ) . Again as above, we bound
Combining the above estimates with Lemma 1 (and using the fact that N is non-negative) we obtain , for some constant C > 0 and all B ≥ C,
Let η > 0 and A > 1. It follows from the diamagnetic inequality that
and we shall use below that for c > 0
Noting that the operators H B and −∂ 2 3 commute with P B 0 we estimate, for B large enough,
we conclude from Lemma 3 above that for some C > 0 and all
Combining the above estimate with (4.10), the claim follows.
Recall,
For every M > e δ α there are states
Then the following corollary is an immediate consequence of (4.11) and Lemma 4:
Corollary 4.6. For every M ∈ R there is a constant C M > 0 such that for every B ≥ C M and every
Proof. Let η > 0 and A > 1. As done in the proof of Lemma 4 above, we estimate
Combining Lemma 1 with the above estimate and now choosing η = 1 3 and
By completing the square,
and using Corollary 5 above we estimate, for B large enough,
Following the strategy of the proof of Lemma 5.4 in [FrGs] and again using Corollary 5 above we estimate, for B large enough,
The remaining interaction terms can be estimated similarly.
Combining the above estimates, the Lemma follows For 0 ≤ K 3 ≤ K and 1 ≤ K ⊥ ≤ K we shall denote
and
We define the one-dimensional Hamiltonian
Lemma 4.8. Let
For h 1d and C 1 (α, B, K) as defined above,
Proof. This follows from Lemma 6.1, Lemma 6.2, Lemma 6.3 and Lemma 6.4 in [FrGs] .
Next we decompose the mode space into M intervals-which we shall denote by
2 , for each u ∈ R and a mode k b ∈ R in block b, we define the block creation and annihlation operators A
For κ 1 and V (b) as given above and u ∈ R and 0 < γ < 1, we define the block Hamiltonian
Lemma 4.9. Let C 1 (α, B, K), K 3 and M be as defined above and let χ ∈ C ∞ 0 (R), χ 2 = 1 be a nonnegative function with support in the interval − 1 2 , 1 2 . For any u ∈ R, 0 < γ < 1 and J > 0 and h
Proof. This follows from Lemma 6.5 in [FrGs] .
Lemma 4.10. For the Hamiltonian h (u) γ , C 1 (α, B, K) and the parameter M as defined above,
14)
Proof. As in [FrGs] , this follows from using coherent states.
Finally, we summarize our above estimates:
Lemma 4.11. For every M ∈ R there is a constant C M > 0 such that for every B ≥ C M and every
Now we estimate I from below. This is where Theorem 4.2 using the bathtub principle plays a crucial role. The following lemma from Theorem 4.2, the above estimate on ν(k 3 ) and Young's inequality for products.
Lemma 4.12. For any L > 0 and ǫ > 0,
Next, we will need to use the fact, which can be seen from a simple scaling argument, that for all γ > 0
Now using the above Lemma, we estimate:
Lemma 4.13. Let K ⊥ , γ, κ 1 and C 1 (α, B, K) be as above. If (4.15) then for any L > 0, ǫ > 0 and D(B, L) as above,
This follows from the estimate
3 , the main theorem of this section follows.
Corollary 4.14. For W a sum of a bounded Borel measure on the real line and a L ∞ (R)-function, let the perturbed one-dimensional energy e βδ+W α be as given in (2.9) above. There is a constant C > 0 such that for B > 1 inf
Proof. Since W is a one-dimensional perturbation, the above proof strategy remains unchanged.
Proof of Theorem 1.2
Proof. For a real parameter ǫ > 0, let E ǫ (B) be the ground-state energy corresponding to the Hamiltonian H ǫ (B) defined in (1.9) and let the one-dimensional energy e δ+ǫW be as defined in (1.11). By Corollary 3.3 and Corollary 4.14,
As explained in the introduction, it follows from the variational principle, Theorem 1.1 and (5.1) that
and, when ǫ < 0 , 
then there is a subsequence {ϕ n k } ∞ k=1 and some ϕ ∈ H 1 (R), ϕ 2 = 1 where
Therefore, e 
for all n. Then there is a subsequence {ϕ n k } ∞ k=1 and some ϕ ∈ H 1 (R) where
By the weak lower semicontinuity of the L 2 -norm,
Step 1 (Compactness). We will show that the (minimizing) subsequence {ϕ n k } ∞ k=1 , ϕ n k 2 = 1 is compact: For any given ǫ > 0, there exists some
(A.9) In the rest of the proof we shall consider scaled functions χ R (x 3 ) = χ(R −1 x 3 ) andχ R (x 3 ) =χ(R −1 x 3 ). Since ϕ n k 2 = 1, we observe that χ R ϕ n k 2 ≤ 1 and χ R ϕ n k 2 ≤ 1 and (from (A.9))
We also noe that for all u ∈ H 1 (R), by scaling, .
also can be made arbitrarily small with R chosen to be large enough, uniformly in k. From (A.12) and the above observations, we conclude: for a given ǫ > 0, there exists some R large such that for all k, Since η can be chosen arbitrarily small, (A.8) follows.
Step 2 (Weak Limit is a Minimizer). Recall from (A.6) the weak limit ϕ ∈ H 1 (R). By Rellich-Kondrashov and compactness of the subsequence {ϕ n k } (see (A.8)), , it also follows that
Lemma B.1. For any L > 0 and φ ∈ H 1 (R) one has for B > 1 
