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We study scattering of propagating microwave fields by a DC-voltage biased Josephson junction.
At sub-gap voltages, a small Josephson junction works merely as a non-linear boundary that can
absorb, amplify, and diversely convert propagating microwaves. In the leading-order perturbation
theory of the Josephson coupling energy, the spectral density and quadrature fluctuations of scat-
tered thermal and coherent radiation can be described in terms of the well-known P (E) function.
Applying this, we study how thermal and coherent radiation is absorbed and amplified in an Ohmic
transmission line and in a circuit with a resonance frequency. We show when a coherent input can
create a two-mode squeezed output. In addition, we evaluate scattering amplitudes between arbi-
trary photon-number (Fock) states, characterizing individual photon multiplication and absorption
processes occuring at the junction.
I. INTRODUCTION
Charge transport across a mesoscopic constriction is
influenced by an interaction with its electromagnetic
environment [1–7]. In earlier theoretical studies, the
electromagnetic degrees of freedom have usually been
traced out from the analysis, with a detailed focus on
the mean electric current and its fluctuations. How-
ever, recent microwave-circuit experiments have demon-
strated a simultaneous measurement of the current as
well as various properties of the emitted and scattered mi-
crowave fields [8–22]. This technological progress has in
turn sparked new theoretical efforts to better understand
quantum properties of microwave radiation in meso-
scopic transport [23–43]. Recent works have predicted
and demonstrated effects such as microwave field squeez-
ing [11, 26, 36, 38, 41, 42], photon-number multistabil-
ity [24, 30], transmission blockade at certain photon num-
ber [34, 37], and creation of anti- or super-bunched mi-
crowave photons [18, 21–23, 25, 31, 35]. In particular, a
voltage-biased small Josephson junction has been utilized
in applications providing microwave lasing [13, 17], para-
metric amplification [20], dispersive thermometry [15],
and fast single-photon production [21, 22].
In this article, we investigate theoretically how differ-
ent forms of microwave fields scatter by a DC-voltage
biased Josephson junction. We apply an input-output
formalism of propagating radiation in a transmission
line terminated by a Josephson junction [39, 44]. In
the leading-order perturbation theory of the Josephson
coupling energy, average spectral properties of scattered
thermal and coherent fields can be described in terms of
the P (E) function [1, 2]. This function has earlier been
used to characterize the average junction current [1, 2]
and current fluctuations (microwave emission) [8, 25].
Here, we study its use in describing microwave scat-
tering, accounting for an interaction between incoming
radiation and junction current. We derive expressions
for microwave absorption, amplification, and quadrature
squeezing. In addition, we study scattering between indi-
vidual photon-number states (Fock states) and find that
they are in the same perturbative limit determined by
quadrature moments of a continuous-mode displacement
operator.
Using the derived expressions, we investigate scatter-
ing of different forms of microwave fields in circuits with
or without a resonance frequency. In particular, we in-
vestigate an interplay between thermal fluctuations and
Cooper-pair shot noise in an Ohmic transmission line at
low bias voltages. At higher bias voltages, we study
how different types of radiation get absorbed or am-
plified [20] when biased close to a resonance condition.
We also study when a coherent input can create a two-
mode squeezed output. Furthermore, by applying the
treatment based on calculating quadrature moments of
a continuous-mode displacement operator, we character-
ize how incoming arbitrary photon-number in-states get
converted into arbitrary photon-number out-states. The
results allow for a straightforward analysis and engineer-
ing of arbitrary nonlinear processes in general electro-
magnetic environments.
The article is organized as follows. In Sec. II, we intro-
duce the used input-output formalism and describe the
treatment of various microwave fields as the input: Ther-
mal radiation, coherent radiation, and Fock states. In
Sec. III, we present general formulas describing absorp-
tion and conversion of thermal and coherent microwave
fields in terms of the P (E) function. We study absorption
and amplification of low- and high-frequency radiation at
general bias voltages. In Sec. IV, we study quadrature
fluctuations and squeezing of the created output when
having a coherent input. In Sec. V, we study individual
photon multiplication and absorption processes occuring
at the junction by evaluating scattering-matrix elements
between arbitrary Fock states. Conclusions and discus-
sion are given in Sec. VI.
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2FIG. 1: We study scattering of propagating electromag-
netic fields in a semi-infinite transmission line terminated by
a Josephson junction with coupling energy EJ. In the dynam-
ical Coulomb blockade regime, a voltage V is applied across
the Josephson junction. Single-Cooper-pair transport is pos-
sible via emission of a photon at 2eV/~, or two (or more)
photons at lower frequencies [2]. Incoming radiation of fre-
quency ω can interact with Cooper-pair tunneling and, for
example, trigger over-bias emission at 2eV/~ + ω.
II. THE SYSTEM AND THE MODEL
The microwave circuit we consider is shown in Fig. 1.
It consists of a DC-voltage biased superconducting trans-
mission line terminated by a Josephson junction with
coupling energy EJ and critical current Ic = (2e/~)EJ. In
an experimental realization [8], the system can be DC bi-
ased via a low-pass filter (inductor) as high-frequency mi-
crowave photons propagate and are measured via a high-
pass filter (capacitor), see Fig. 1. In the used continuous-
mode treatment, the transmission line is described by a
semi-infinite lumped-element circuit terminated by the
(non-linear) Josephson inductance. We consider mostly
explicitly an Ohmic transmission line, i.e., a constant in-
ductance L′ and capacitance C ′ per unit length, but the
following analysis can be generalized to setups with res-
onance frequencies [39].
A. Hamiltonian
A starting point is the system Hamiltonian [39]
H = HEE +HJ . (1)
Here HEE describes the electromagnetic environment, in
this case the transmission line including the junction ca-
pacitor, and HJ describes Cooper-pair tunneling across
the Josephson junction at the end of the transmission
line. The combined Hamiltonian of the junction capaci-
tor and of the semi-infinite transmission line has the form
HEE =
Qˆ2
2C
+
∞∑
n=1
[
qˆ2n
2C ′δx
+
1
2L′δx
(
Φˆn − Φˆn−1
)2]
.
(2)
This is a sum of inductive (L′) and capacitive (C ′) en-
ergies per infinitesimal length δx, enumerated accord-
ing to nodes (islands) on the central conductor, and
added with the charging energy of the junction capac-
itor C. The fluxes and charges at each node satisfy
[Φˆn, qˆm] = 2ieδmn, with Φˆ0 being the flux and Qˆ = qˆ0 the
charge at the Josephson junction. Other combinations of
the commutators are zero. The Cooper-pair tunneling
across the Josephson junction is described by the Hamil-
tonian
HJ = −EJ cos
(
ωJt− 2eΦˆ0~
)
. (3)
Here ωJ = 2eV/~ accounts for the DC-voltage bias.
In the following, we mark φˆ ≡ (2e/~)Φˆ0, which corre-
sponds to the superconducting phase difference across the
Josephson junction, relative to the applied DC-voltage V .
B. Input-output formalism
In the limit of vanishing node length, δx → 0, the
Heisenberg equations of motion for the magnetic fluxes
at each node convert into a Klein-Gordon wave equation
¨ˆ
Φ(x, t) =
1
LiCi
∂2Φˆ(x, t)
∂2x
. (4)
Here Φˆ(x, t) is the position-dependent magnetic-flux field
operator. The solution is a propagating electromagnetic
field in the transmission line (x > 0), which we write in
the form
Φˆ(x, t) =
√
~Z0
4pi
∫ ∞
0
dω√
ω
(5)
×
[
aˆin(ω)e
−i(kωx+ωt) + aˆout(ω)e−i(−kωx+ωt) + H.c.
]
.
The creation operators of the incoming photons, aˆ†in(ω),
and the corresponding annihilation operators, aˆin(ω),
satisfy [
aˆin(ω), aˆ
†
in(ω
′)
]
= δ(ω − ω′) . (6)
In a consistent solution, this relation is also valid for the
operators of the out-field. This has been shown explicitly
to hold at least up to second-order in EJ in Ref. [44].
The wave number kω = ω
√
C ′L′ and the characteristic
impedance Z0 =
√
L′/C ′.
At the Josephson junction (x = 0) the interaction
between the electromagnetic radiation and Cooper-pair
tunneling is described by the boundary condition
C
¨ˆ
Φ(0, t)− 1
L′
∂Φˆ(x, t)
∂x
|x=0 = Ic sin
[
ωJt− φˆ(t)
]
. (7)
The boundary condition manifests the Kirchhoff’s rule
for current conservation at the end of the semi-infinite
transmission line.
3C. Input states
In this article, we consider incoming microwave radi-
ation of the following forms: (i) thermal radiation, (ii)
stationary coherent radiation with a thermal background,
and (iii) a single- or multi-photon pulse. Consider first
the treatment of a deterministic coherent signal at fre-
quency ω0. At zero temperature such state is constructed
as [45]
|in〉 = Dˆ|0〉 ≡ |α〉 . (8)
Here |0〉 stands for the continuous-mode vacuum and Dˆ
is a displacement operator defined as
Dˆ = exp
[
α∗aˆ†in(ω0)− αaˆin(ω0)
]
. (9)
This satifies
Dˆ†Dˆ = 1 . (10)
Using the notation α =
√
2piFeiθ, the state gives for the
correlation function〈
aˆ†in(ω)aˆin(ω
′)
〉
= 2piFδ(ω − ω0)δ(ω′ − ω) . (11)
The photon flux density of the incoming radiation is de-
fined as [45]
fin(ω) ≡ 1
2pi
∫
dω′
〈
aˆ†in(ω)aˆin(ω
′)
〉
= Fδ(ω−ω0) . (12)
The total incoming photon flux is then F .
We will now account for thermal radiation at lower
frequencies, considering still the case (ii). In this article,
we assume ω0  kBT/~, so that thermal photons do not
practically exist at the drive frequency ω0. Furthermore,
the statistics of thermal radiation is probabilistic: We
need to introduce a (formal) density operator ρˆ. We state
that the statistics of incoming radiation is described by
ρˆ = DˆρˆthDˆ
† , (13)
where ρˆth describes bare thermal distribution. This state
gives for the correlation function〈
aˆ†in(ω)aˆin(ω
′)
〉
=
1
eβ~ω − 1δ(ω − ω
′)
+ 2piFδ(ω − ω0)δ(ω′ − ω) . (14)
The limit F = 0 (Dˆ = 1), then corresponds to the case
of a bare thermal input, i.e., case (i).
Finally, in the case of a single-photon input, we have
a deterministic input state (pulse)
|in〉 = aˆ†ξ|0〉 =
∫ ∞
0
dωξ(ω)aˆ†in(ω)|0〉 . (15)
Here ξ(ω) describes the waveform of the incoming photon
with normalization
∫∞
0
dω|ξ(ω)|2 = 1. The finite width
is needed since any finite photon-number field has a form
of a pulse [45]. Using Eq. (6) one can show that such
single-photon creation and annihilation operators satisfy[
aˆξ, aˆ
†
ξ
]
= 1 . (16)
Multi-photon states are created analogously.
D. Solution
In the input-output theory, the solution of the out field
can be expressed as a function of the time evolution at the
boundary [46]. In our problem, the the out field becomes
a function of the junction current IJ [39],
aˆout(ω) = aˆ0(ω) + i
√
Z0
pi~ω
A(ω)
∫ ∞
−∞
dteiωt
× Uˆ†(t,−∞) Iˆ0J (t) Uˆ(t,−∞) . (17)
Here the zeroth-order out-operator has the form
aˆ0(ω) =
A(ω)
A∗(ω)
aˆin(ω) , (18)
where the function A(ω) accounts for the surrounding lin-
ear microwave circuit, for an Ohmic transmission having
the form
A(ω) =
1
1− iωZ0C . (19)
This function can also incorporate reflections (reso-
nances) in the transmission line [39]. The free-evolution
solution (EJ = 0) for the junction current is
Iˆ0J (t) = Ic sin
[
ωJt− φˆ0(t)
]
, (20)
and the time-evolution is defined by the operator [47]
Uˆ(t, t0) = T exp
{
i
~
∫ t
t0
dt′H0J (t
′)
}
, (21)
where T is the time-ordering operator. This provides a
series expansion of system quantities in powers of the
Josephson coupling. The phase difference across the
Josephson junction has a zeroth-order solution [2, 44]
φˆ0(t) =
√
4pi~Z0
Φ0
∫ ∞
0
dω√
ω
A(ω)ain(ω)e
−iωt + H.c. . (22)
The first- and second-order solutions for the out-field op-
erator aˆout(ω) are written down explicitly in Appendix A.
4E. Phase fluctuations
In the evaluation of the spectral density and quadra-
ture fluctuations of the out-field, a central quantity is the
function
P (t, t′) ≡
〈
eiφˆ0(t)e−iφˆ0(t
′)
〉
. (23)
This connects Cooper-pair tunneling to the spectral
structure of the electromagnetic environment [1, 2]. The
explicit form of this ensemble average depends on the in-
put field. Let us shortly consider the form of this function
in the cases of thermal and coherent inputs.
In thermal equilibrium, the free-evolution phase fluc-
tuations satisfy [2]
Pth(t, t
′) = eJth(t−t
′) , (24)
where the phase-correlation function has the form
Jth(t) =
〈[
φˆ0(t)− φˆ0(0)
]
φˆ0(0)
〉
th
. (25)
Using Eqs. (14) and (22) one obtains〈
φˆ0(t)φˆ0(t
′)
〉
th
= 2
∫ ∞
−∞
dω
ω
Re[Zt(ω)]
RQ
e−iω(t−t
′)
1− e−β~ω . (26)
Here RQ = h/4e
2 is the superconducting resistance quan-
tum and we have defined the (real part of the) tunnel
impedance as [2, 39]
Re[Zt(ω)] = Z0|A(ω)|2. (27)
Note that the quantity Jth(t) is a complex valued func-
tion, accounting for vacuum fluctuations.
In the case of the coherent-state input we can use the
property [45]
Dˆ†aˆ(†)(ω)Dˆ = aˆ(†)(ω) + α(∗)δ(ω − ω0) . (28)
It follows that
Dˆ†Iˆ0J (t)Dˆ = Ic sin
[
ωJt− φˆ0(t)− φω0(t)
]
, (29)
where
φω0(t) =
√
4pi~Z0
Φ0
A(ω0)√
ω0
αe−iω0t + H.c. . (30)
Also the time-evolution operator transforms similarly
since
Dˆ†H0J (t)Dˆ = −EJ cos
[
ωJt− φˆ0(t)− φω0(t)
]
. (31)
It follows that the effect of incoming coherent radiation
can be accounted for by adding an AC-component to the
applied voltage V . We then get for the relevant phase-
fluctuation function
Pcoh(t, t
′) = eiφω0 (t)e−iφω0 (t
′)eJth(t−t
′) . (32)
Furthermore, if we assume that A(ω0)α is a real number,
the additional phase due to the incoming coherent signal
has the form
φω0(t) = a cosω0t , (33)
where a is a real number
a =
√
8Z0
ω0RQ
αA(ω0) . (34)
III. SCATTERING OF THERMAL AND
COHERENT RADIATION
In this section, we investigate scattering of thermal and
coherent microwave radiation. The results are obtained
by a leading-order expansion in the critical current Ic.
The technical calculation involves time integrations of
quantities similar to phase-fluctuation function P (t, t′),
Eq. (23), and is detailed in Appendix A. An energy con-
servation of the theory is proven in Appendix B.
We start by presenting general formulas for the pho-
ton flux density and power spectral density, describing
changes between the incoming and outgoing microwave
fields at certain frequencies. After this, we analyze more
detailed specific phenomena predicted by these formulas,
namely conversion and absorption of thermal radiation at
low-frequencies and amplification of coherent signals at
high frequencies. Quadrature squeezing of the outgoing
field will be studied in Sec. IV. Simultaneous dispersive
shift in the reflected field has been investigated theoreti-
cally and experimentally in Ref. [15].
A. General formulas
The photon flux density of propagating fields in the
transmission line is defined as [45]
fin/out(ω) =
1
2pi
∫
dω′
〈
aˆ†in/out(ω
′)aˆin/out(ω)
〉
, (35)
and the equivalent power density accounts for the single-
photon energy ~ω and is
Pin/out(ω) = ~ωfin/out(ω) . (36)
In the following, we present the total result using dif-
ferent contributions in the form
fout(ω)− fin(ω) = fem(ω)− fabs(ω) . (37)
The left-hand side then considers the difference between
incoming and outgoing photon fluxes and the right-hand
5side separates between inelastic contributions where new
radiation is created (em) and incoming radiation is ab-
sorbed (abs). The term fin(ω) corresponds to the result
for EJ = 0 and is determined by Eq. (14).
1. Emission and absorption
The function fem(ω) ≥ 0 describes how radiation is
emitted by the junction current fluctuations. The contri-
bution can be expressed as
fem(ω) =
1
1− e−β~ω
I2c Re[Zt(ω)]
2ω
(38)
×
∑
±
∞∑
n=−∞
P [~(±ωJ + nω0 − ω)] |Jn(a)|2
+ δ(ω − ω0)I
2
cRQ
4
∑
±
∞∑
n=1
|Jn(a)|2nP [~(±ωJ − nω0)] .
This is a function of the probability distribution P (E) [1,
2], defined as the Fourier transform of the phase correla-
tion function of the thermal field, Eq. (24),
P (E) =
1
2pi~
∫ ∞
−∞
dt
〈
eiφˆ0(t)e−iφˆ0(0)
〉
th
ei
E
~ t
=
1
2pi~
∫ ∞
−∞
dteJth(t)+i
E
~ t , (39)
Here, the plus (minus) sign in front of ωJ corresponds to
contribution from forward (backward) Cooper-pair tun-
neling. Since the result for bare thermal radiation cor-
responds to a = 0, we see that for a finite amplitude a,
sidebands appear to the emission spectrum, separated by
multiples of the drive frequency ω0. The summation over
n then corresponds to a number of photons exchanged
with the drive field in a tunneling process. The extra
contribution at frequency ω0 [the bottom line of Eq. (38)]
describes emission in the drive mode.
The result for the function fabs(ω) ≥ 0 is analogous.
It describes how radiation is absorbed by the junction
current fluctuations and has the form
fabs(ω) =
1
eβ~ω − 1
I2c Re[Zt(ω)]
2ω
(40)
×
∑
±
∞∑
n=−∞
P [~(±ωJ + nω0 + ω)] |Jn(a)|2
+ δ(ω − ω0)I
2
cRQ
4
∑
±
∞∑
n=1
|Jn(a)|2nP [~(±ωJ + nω0)] .
Here, again, the plus (minus) sign in front of ωJ corre-
sponds to contribution from forward (backward) Cooper-
pair tunneling and the summation over n then corre-
sponds to a number of photons exchanged with the drive
field in a tunneling process. The extra contribution at
frequency ω0 describes the effect of such absorption to
the drive mode.
The functions fem and fabs are related by the trans-
formation ω → −ω and n→ −n, reflecting that emission
and absorption are in a quantum theory connected by
a sign change in the Fourier transformation of a noise
correlation function.
2. Junction current fluctuations
In earlier works, a direct connection between the P (E)
theory and junction current fluctuations has been estab-
lished [8, 25, 39]〈
IˆJ(t)IˆJ(0)
〉
ω
(41)
= pi~
I2c
2
∑
±
∞∑
n=−∞
P [~(±ωJ − nω0 − ω)] |Jn(a)|2 ,
This differs from fem by not having
(
1− e−β~ω)−1 and
Re[Zt(ω)] as front factors. In the zero-temperature limit,
the power density of the emitted radiation is then, up to
a frequency-dependent front factor, the finite-frequency
current noise of the Josephson current [39]. At finite
temperatures, however, this is not the total spectrum of
out-radiation, since the formula based only on the cur-
rent fluctuations does not correctly account for changes
in the input field. This becomes evident, for example,
when looking the contribution at coherent drive frequen-
cies (delta-function contributions), which are missing in
the current correlator. In an exactly similar way, the
absorption of (and the induced emission to) the thermal
field is not included. This difference is studied further
below.
B. Low-frequency phenomena
1. Disappearance of the junction at V = 0
An illustrative example of changes between incoming
and outgoing fields is the case of zero voltage bias, V = 0,
and the absence of coherent drive, a = 0. Here, the power
supplied by the voltage source vanishes, IV = 0, so no
changes in the total power is expected. We can indeed use
the detailed balance symmetry of the P (E) function [2],
P (−E) = e−βEP (E), to show that in this case
fem(ω)− fabs(ω) = 0 . (42)
Thus, an undriven and unbiased Josephson junction does
not modify the thermal radiation at all: The outgoing
radiation is still thermal and exactly of the same form as
the input radiation. This result is seen in Fig. 2(b), as the
’avoided crossing’ emerging at 2eV/~ = 0, in comparison
to the diagonal Josephson AC-current line in Fig. 2(a).
For higher DC voltages an additional zero-frequency
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FIG. 2: (a) Power spectral density of junction current fluc-
tuations,
〈
IˆJ(t)IˆJ(0)
〉
ω
, of a Josephson junction terminat-
ing a voltage V biased Ohmic transmission line with a ther-
mal input. The current fluctuations occur predominantly
at the diagonal line, corresponding to Josephson frequency
ωJ = 2eV/~. (b) The simultaneous change in the power
density, Pout(ω) − Pin(ω). The ’bending’ and disappearance
of the added power at 2eV/~ = 0 manifests that at zero
bias the Josephson junction does not modify the spectrum
of the propagating thermal field. For a finite voltage bias
a local maximum of added (zero-frequency) noise appears
at 2eV ≈ 2pikBTZ0/RQ. The parameters are Z0 = 100 Ω,
CJ = 100 fF, and T = 100 mK.
noise appears. For low-Ohmic environments the noise
has a maximum approximately at 2eV = 2pikBTR/RQ,
as seen in Fig. 2(b). This value corresponds to the width
of the current-fluctuation spectrum at ~ω = 2eV [39]. At
higher voltage-biases, the change in the power spectrum
approaches the spectrum of the current correlator. Here,
the additional out spectrum becomes a sum of a term
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FIG. 3: Added power, Pout(ω)−Pin(ω), by a voltage V biased
Josephson junction in a transmission line with a resonance fre-
quency at ωr/2pi = 6 GHz and incoming thermal radiation.
Emission at the Josephson frequency (at the diagonal line) is
enhanced close to the resonance frequency 2eV/~ = ωr. In
particular, when biased just below the resonance frequency,
2eV/~ . ωr, emission to the resonance frequency absorbs in-
coming thermal radiation (blue region at low frequencies).
Vice versa, when biased just above the resonance frequency,
emission to the resonance frequency increases low-frequency
radiation. The parameters are Z0 = 100 Ω, CJ = 100 fF,
and T = 100 mK. The impedance Re[Zt(ω)] is added by a
Lorentzian corresponding to a ωr/2pi = 6 GHz resonator with
quality factor 100 and characteristic impedance ZLC = 100 Ω.
proportional to 〈IˆJ(t)IˆJ(0)〉ω and a term
1
eβ~ω − 1
~I2c Re[Zt(ω)]
2
× [P (2eV − ~ω)− P (2eV + ~ω)] . (43)
In the limit ω → 0, this additional contribution becomes
proportional to kBT∂P (E)/∂E|E=2eV . This needs to be
compared to P (2eV ), the magnitude of 〈IJ(t)IJ(0)〉ω=0.
For a low-Ohmic transmission line, and in the limit E 
kBT , we have P (E) ∼ Z0/RQE. This means that for
kBT/2eV < 1 the correction to the low-frequency noise
is dominated by the shot noise in the junction current,
as also seen in Fig. 2 by the similarity of the two spectral
densities at high bias voltages. Such interplay between
transport noise and thermal fluctuations in the power
spectrum has been analyzed recently also in Ref. [48].
2. Low-frequency absorption in a resonance circuit
Absorption of radiation occurs when the contribution
fem(ω) − fabs(ω) is negative. Such a result is sound as
long as the total flux, fout(ω) = fin(ω)+fem(ω)−fabs(ω),
7is positive, which is always possible for small enough cou-
pling energy EJ.
We obtain that photon-assisted tunneling absorbs ther-
mal energy generally if
P (2eV − ~ω) + (44)
1
eβ~ω − 1 [P (2eV − ~ω)− P (2eV + ~ω)] < 0 .
Multiplying the left-hand side expression by
~I2c Re[Zt(ω)]/2 one obtains the absorption power
density. Here, the interpretation is that Cooper-pair
tunneling extracts thermal radiation as described by
the term P (2eV + ~ω), emits new radiation induced by
thermal radiation field, the middle term P (2eV − ~ω),
and emits new radiation induced by vacuum fluctuations,
the first term P (2eV − ~ω).
The cooling effect can occur, for example, in a cir-
cuit with resonance frequency ωr  kBT/~ when volt-
age biased below the single-photon emission resonance
ωJ . ωr. Here, thermal-photon assisted Cooper-pair
tunneling, with emission to the resonance frequency, is
favored. This cooling effect is seen as the blue region
in Fig. 3, where we consider a circuit with a resonance
frequency at 6 GHz. This effect works also vice versa:
Biasing just above heats the environment. It is possible
to use thermal-photon assisted tunneling to cool elec-
tromagnetic degrees of freedom of quantum microwave
devices [16, 49].
C. Drive field amplification
We study now amplification and absorption of a coher-
ent input at frequency ω0, i.e., flux changes in Eqs. (38)
and (40) as given by the delta-function contributions.
This can be characterized by a gain function
G =
fout(ω0)
fin(ω0)
− 1 = 4piI
2
c Re[Zt(ω0)]
ω0
(45)
×
∑
±
∑∞
n=−∞ |Jn(a)|2nP [~(±ωJ − nω0)]
a2
− 1.
A positive (negative) value of G corresponds to an in-
crease (decrease) of the drive-mode photon flux. We as-
sume an incoming coherent state |α〉 with photon flux
|α|2/2pi and parameter a is obtained by using connec-
tion (34).
Two competing effects appear when ωJ ∼ ω0. If the
voltage is tuned above the drive, ωJ & ω0, induced emis-
sion to the drive frequency can occur through forward
Cooper-pair tunneling and additional photon emission
to ωJ − ω0 (or multiphoton emission dissipating the rest
energy ~ωJ − ~ω0). When voltage is tuned below the
drive, ωJ . ω0, drive photons can be absorbed through
backward Cooper-pair tunneling and photon emission to
ω0 − ωJ (or multiphoton emission dissipating the rest
energy ~ω0 − ~ωJ). On resonance ωJ = ω0, these
Amplitude a
2
eV
/h
(G
H
z) G
ain
G
FIG. 4: Gain of incoming photon flux for different drive
amplitudes a and bias voltages V , as defined by Eq. (45).
We consider a coherent input at ω0/2pi = 6 GHz and a sys-
tem as in Fig. 3. Depending on the voltage bias, Cooper-
pair tunneling can increase or decrease the flux of photons
at ω0. In particular, just above 2eV/~ = ω0 (and a . 2),
induced emission to the drive beam occurs through forward
Cooper-pair tunneling and low-frequency photon emission.
Just below 2eV/~ = ω0, photons are absorbed from the drive
beam through backward Cooper-pair tunneling and again low-
frequency photon emission. The value of G is normalized here
by 0.02piI2cRe[Z(ω0)]/~ω0GHz.
two effects cancel each other. The strength of this ef-
fect depends on the flux density at the drive frequency,
∼ Re[Zt(ω0)]/ω0, and on the probability to dissipate the
rest energy, P (~|ω0 − ωJ|). Similar processes are present
also for multi-photon resonances ωJ ∼ nωr, see Fig. 4. An
experimental realization of this effect is demonstrated in
Ref. [20], achieving near quantum-limited amplification
of input signal.
D. Validity region of the perturbative approach
and other possible approaches
In this article, we restrict to a leading-order perturba-
tion theory in powers of the Josephson coupling energy
EJ, or equivalently the critical current Ic = (2e/~)EJ.
We then implicitly assume the limit of weak interaction,
where most of the input radiation is reflected, and this
zeroth-order solution dominates when compared to the
higher-order contributions.
A nonperturbative treatment in EJ in an electromag-
netic environment consisting of two microwave resonators
coupled weakly to transmission lines is presented in
Ref. [50], where a deterministic photon multiplication is
predicted. The present article then expands this analysis
to account for arbitrary-shaped electromagnetic environ-
8ments, with the restriction to the leading-order pertur-
bation theory in the Josephson coupling energy.
IV. COHERENT INPUT: QUADRATURE
SQUEEZED OUTPUT
Microwave radiation can scatter inelastically at a DC-
voltage biased Josephson junction. In this section, we
investigate quadrature fluctuations of the created output
in such processes. An electromagnetic field with quadra-
ture fluctuations less than vacuum fluctuations is called
quadrature squeezed and has numerous applications in
quantum information and metrology [51].
A. Connection to previous works
Quadrature squeezed microwaves can be created in su-
perconducting transmission lines in the presence of non-
linear elements, provided, for example, by Josephson
junctions [52–57]. They can also be emitted by quan-
tum transport: Inelastic Cooper-pair tunneling produces
nonclassical photon pairs below the classical Josephson
radiation peak [18, 25, 32], and this radiation is ideally
quadrature squeezed [26]. However, as being sensitive
to junction phase fluctuations, squeezing with respect to
a fixed angle is washed out in a dephasing time that is
in typical experimental conditions less than a microsec-
ond [44], which however can be increased by careful en-
gineering of the low-frequency impedance.
In this section, we find a production of photon pairs
and quadrature squeezing by a different process. This
includes two opposite-direction Cooper-pair tunneling
events and splitting of one drive photon of frequency
ω0, Fig. 5(b). Such production is thereby robust against
low-frequency voltage fluctuations, since the total energy
of the two photons does not depend on the bias volt-
age. An analogous phenomenon has been recently pre-
dicted [36, 38, 42] and measured [11] in driven conductors
taking use of quasiparticle excitations.
B. Definition of quadrature squeezing for
continuous-mode fields
For this analysis we need a careful definition of quadra-
ture squeezing for continuous-mode fields [45]. We study
fluctuations of a field operator
Oˆ =
∫
BW
dω
[
aˆ(ω)e−iθ(ω) + aˆ†(ω)e+iθ(ω)
]
. (46)
Here BW stands for the detector bandwidth, in general
introducing a detector filter function [39, 58], in the sim-
plest case just implying integration between two frequen-
cies. The variable θ(ω) corresponds to a continuous-mode
FIG. 5: Two ways to produce nonclassical photon pairs and
quadrature squeezing by a DC-voltage biased Josephson junc-
tion. In case (a), two photons are created from the electro-
static energy released in a single Cooper-pair (CP) tunneling
event. The process is similar to a parametric down conversion
of a pump-field photon of frequency ωJ = 2eV/~. In case (b),
correlated drive-photon assisted backward and forward CP
tunneling events produce in total two outgoing photons, ω′
and ω, whose frequencies sum up to the drive frequency ω0.
In between a virtual photon of frequency ωr is put (virtu-
ally) into the resonator and re-absorbed. Only process (b) is
robust against low-frequency voltage fluctuations, since the
total energy of the two outgoing photons does not depend
on the fluctuating junction voltage. A drive-photon assisted
single CP tunneling would be equivalent to process (a) and
thereby affected by low-frequency fluctuations.
generalization of the considered quadrature angle. Fluc-
tuations of this field are then characterized by the vari-
ance
Var[Oˆ] ≡
〈(
Oˆ − 〈Oˆ〉
)2〉
=
〈
Oˆ2
〉
−
〈
Oˆ
〉2
, (47)
which can be written as
Var[Oˆ] =
∫
BW
dω
∫
BW
dω′O(ω, ω′) , (48)
where
O(ω, ω′) = δ(ω − ω′) + 2
〈
aˆ†1(ω)aˆ1(ω
′)
〉
+
+ 2 Re
[
〈aˆ1(ω)aˆ1(ω′)〉 e2iθ(ω)
]
. (49)
The first term on the right-hand side of Eq. (49) is the
result for the vacuum, whose total contribution we mark
9now as
Var[Oˆ]vac =
∫
BW
dω . (50)
This is also (by definition) the minimum uncertainty of
a classical field.
Consider then fluctuations of a squeezed state Dˆsq|0〉,
where the continuous-mode squeezing operator is defined
as [45]
Dˆsq = e
Pˆ−Pˆ † (51)
Pˆ † =
1
2
∫ ω0
0
dωβ(ω)aˆ†(ω)aˆ†(ω0 − ω). (52)
Here β(ω) = s(ω)eiv(ω), with s(ω) > 0, accounts for
the frequency distribution of the radiation. It satisfies
β(ω0 − ω) = β(ω). This creates photon pair states sym-
metrically around the central frequency ω0/2. The cor-
responding photon flux density is〈
aˆ†(ω)aˆ(ω′)
〉
= sinh2 [s(ω)] δ(ω′ − ω) . (53)
The key property of a quadrature squeezed field is a finite
value of the correlation function
〈aˆ(ω)aˆ(ω′)〉 = cosh [s(ω)] sinh [s(ω′)] eiv(ω′) (54)
× δ(ω + ω′ − ω0) .
This leads to the variance
Var[Oˆ] = Var[Oˆ]vac + 2
∫
BW
dω sinh2 [s(ω)] (55)
+ 2
∫
BW
dω cosh [s(ω)] sinh [s(ω)] cos[θ(ω)− v(ω)] .
In particular, the choices θ(ω) = v(ω) and θ(ω) = v(ω)+
pi give the maximal and minimal variances, respectively,
Var[Oˆ] = Var[Oˆ]vac +
∫
BW
dω {exp [±s(ω)]− 1} , (56)
where the plus (minus) sign corresponds to the maximum
(minimum). Thus, for s(ω) → ∞ and θ(ω) = v(ω) + pi,
the total variance approaches zero.
C. Quadrature squeezing in the dynamical
Coulomb blockade
We now redo the calculation of Sec. IV B but now using
the solution obtained for the scattered field, Eq. (17).
We study fluctuations of the (outgoing) transmission-line
voltage
Vˆ = V0
∫
BW
dω
[√
ωaˆout(ω)e
−iθ(ω) +
√
ωaˆ†out(ω)e
+iθ(ω)
]
,
(57)
where V0 =
√
~Z0/4pi. The goal is to determine the
variance (47) and compare it to the result for vacuum
fluctuations. When the variance is smaller than the one
of vacuum fluctuations, the scattered field is by definition
quadrature squeezed. The vacuum fluctuations are here
characterized by variance
Var[Vˆ ]vac = V
2
0
∫
BW
ωdω . (58)
1. Central equations
We consider now contributions of Eq. (49) beyond the
vacuum fluctuations, i.e., beyond the δ(ω − ω′) function
term. Let us first evaluate the ”diagonal” contribution〈
aˆ†out(ω)aˆout(ω
′)
〉
. This corresponds to the photon flux
density of the scattered field. In the leading-order per-
turbation theory in powers of EJ this has the form [39]
ω
〈
aˆ†out(ω)aˆout(ω
′)
〉
= piδ(ω − ω′) (59)
×
∑
n±
|Jn(a)|2I2cZ0|A(ω)|2P [~(±ωJ − nω0 − ω)] .
We assume here ω, ω′  kBT/~ and ω, ω′ 6= ω0. This
contribution is finite only when ω = ω′.
The last term is the ”non-diagonal” contribution
〈aˆout(ω)aˆout(ω′)〉. Such phase-dependent term is in our
system finite only in the presence of a coherent input. A
straightforward calculation gives (Appendix C)
√
ωω′ 〈aˆout(ω)aˆout(ω′)〉 = piI2cZ0A(ω)A(ω′)× (60)∑
n±
±iP [~(ω ∓ ωJ + nω0)]Jn(a)Jn+1(a)δ(ω + ω′ − ω0) .
Unlike the photon flux density, this contribution can also
be negative. Another important difference is that here
the mode frequencies sum up to coherent drive frequency,
i.e., ω + ω′ = ω0.
Using the simplifying notation√
Z(ω) ≡
√
Z0|A(ω)|2 , (61)
we obtain for the variance of voltage fluctuations of the
scattered field
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Var[Vˆ ]−Var[Vˆ ]vac = I2cV 20
∫
BW
dω (62)
×
[∑
n±
|Jn(a)|2Z(ω)P [~(±ωJ + nω0 − ω)] +m
∑
n±
Jn(a)Jn+1(a)
√
Z(ω)
√
Z(ω0 − ω) {±P [~(±ωJ + nω0 + ω)]}
]
.
We assume here that the integration range includes fre-
quencies symmetrically around ω0/2 and the introduced
variable m is either −1 or 1 (see below). The left-hand
side of Eq. (62) then compares the fluctuations of the out
field to vacuum fluctuations. The integrand of the right-
hand side expression then describes quadrature fluctua-
tions between two modes, i.e., two-mode squeezing. Fur-
thermore, on the right-hand side we consider only the
maximum values of the variance (as a function of squeez-
ing angle θ), which leads to that the introduced variable
m is either −1 or 1 (both of them can correspond to
the minimum). In Sec. IV C 2 the value giving a smaller
variance is chosen.
In short conclusion, we find that in the leading-
order perturbation theory not only the power spectrum,
Sec. III, but also the quadrature fluctuations of the scat-
tered field are described by the P (E)-function of the mi-
crowave circuit.
2. Numerical results
Numerical results for two-mode squeezing created in
scattering of incoming coherent radiation of frequency ω0
are shown in Fig. 6. We consider scattering in the case
of an Ohmic (semi-infinite) transmission line, Fig. 6(a),
and a transmission line with a resonance frequency at
frequency ωr, Fig. 6(b). We investigate quadrature fluc-
tuations between mode frequencies ω and ω′ that satisfy
ω + ω′ = ω0. We plot the scattered-field variance sub-
tracted by the vacuum variance as a function of lower-
mode frequency ω = ω0 − ω′ and voltage bias (Joseph-
son frequency) 2eV/~. This means plotting the inte-
grand of Eq. (62) when summed over the values at ω and
ω′ = ω0 − ω. Negative values correspond to squeezed
regions.
We find that for an Ohmic environment squeezing can
occur in a region where ω, ω′ > 2eV/~ [bottom-right cor-
ner of Fig. 6(a)]. In this region, most of the radiation is
emitted via drive-photon assisted Cooper-pair tunneling.
No quadrature squeezing is observed for mode frequen-
cies ω < 2eV/~, where emission from direct (not drive-
photon-assisted) Cooper-pair tunneling dominates.
In the case of a transmission line with a resonance
frequency at ωr, we find that two-mode squeezing is
strongly enhanced near certain resonance lines, labeled
by numbers (1) and (2) in Fig. 6(b). The line (1) cor-
responds to condition ~ω = 2eV + ~ωr, or equivalently
~(ω0−ω′) = 2eV +~ωr (since ω = ω0−ω′). At this line,
a two-photon emission, the first one to mode ω′ (open
transmission line) and the second one to ωr (resonator)
occurs via a drive-photon assisted backward tunneling,
since here (equivalently) ~ω0 − 2eV = ~(ω′ + ωr). The
line labelled as (1) corresponds also to a condition for
a forward-tunneling process, where a photon from the
resonator (mode ωr) is absorbed to create a photon to
mode ω, i.e., 2eV +~ωr = ~ω. In a higher-order tunneling
process, these two opposite-direction Cooper-pair tunnel-
ings occur coherently, with a virtual visit of a photon in
the resonator. In the end, such Cooper-pair bounce pro-
duces two propagating photons in the transmission line,
one at frequency ω and another at ω′, which then sat-
isfy ω + ω′ = ω0. This bounce process does not suffer
from low-frequency (thermal) voltage fluctuations, since
the contribution from the voltage cancels out. This is
the key for having finite phase-dependent (non-diagonal)
quadrature correlations and quadrature squeezing. An-
other squeezing line seen in Fig. 6(b), marked by number
(2), corresponds to the condition ~ω = −2eV + ~ωr, or
equivalently ~(ω0 − ω′) = −2eV + ~ωr. This means the
same bounce process as described above, but with re-
versed Cooper-pair tunneling directions.
We note that the process of Fig. 5(b) is of fourth or-
der (in EJ) in the power spectrum [39]. It is then not
accounted for by the leading-order theory presented in
Sec. III. It is intriguing to notice that its contribution in
the squeezing correlator however appears already in the
second order. This result has been previously obtained
and experimentally verified in a similar normal-state sys-
tem [11].
3. Comparison to previous works
In comparison to other recent works, we find that the
resonator mode at frequency ωr plays the same role as
virtual population of quasiparticle states in analogous
normal-state systems [11, 36, 38, 42]. Also in our sys-
tem, squeezing does not emerge when V = 0. However,
in a very similar setup, quadrature squeezing has been
studied and measured in the framework of dynamical
Casimir effect [53–55, 57]. Here, one has V = 0 but a
large Josephson coupling energy EJ. In this situation,
squeezing of the out field can appear in long-time aver-
ages since the down-converted pairs have a fixed relative
phase, provided by the ”trapping” of the phase to a local
minimum of the Josephson potential energy, −EJ cos φˆ.
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FIG. 6: Quadrature fluctuations (two-mode squeezing) of the
scattered microwave field when a DC-voltage biased Joseph-
son junction is driven by a coherent field at frequency ω0. We
show the field variance between modes ω and ω′ that satisfy
ω+ω′ = ω0. The (green) contour line corresponds to vacuum
fluctuations. The squeezed (negative valued) side of the con-
tour line is indicated by the − sign. (a) For an Ohmic trans-
mission line, two-mode squeezing appears in a region where
ω, ω′ > 2eV/~. Here emission of photons originating in bare
single-Cooper-pair tunneling is prohibited and emission via
the absorption of incoming drive photons dominates. (b) For
a transmission line with a resonance frequency at ωr = 0.2ω0,
two-mode squeezing is enhanced at (blues) resonance lines,
marked by (1) and (2). At each line, resonant two-photon
production occurs through a down-conversion triggered by a
Cooper-pair bounce, see Fig. 6(b) and the main text. The
parameters are as in Fig. 3, but with ω0/2pi = 10 GHz,
ωr/2pi = 2 GHz, ZLC = 700 Ω, and T = 20 mK. The co-
herent drive has an amplitude a = 0.75.
This effect then occurs in the limit of large EJ.
V. SCATTERING OF FOCK STATES
In this section, we analyze how individual single-
and multi-photon states scatter at a DC-voltage biased
Josephson junction. We use here a different theoreti-
cal formalism (than P (E) theory): Rather than evaluat-
ing temporal changes in the photon flux density due to
Fock-state pulses, a more informative approach here is
the evaluation of the scattering amplitudes
T 1→n = T (ω → ω1 . . . ωn)
=
〈
[aˆout(ω1) . . . aˆout(ωn)] aˆ
†
in(ω)
〉
. (63)
The ensemble average is made with respect to vacuum
state, which we mark as |0〉. This gives the amplitude
for single incoming photon of frequency ω converting into
n outgoing photons of frequencies ω1, . . . , ωn. The total
amplitude for an incoming wavepacket is then an inte-
gration over individual frequencies with corresponding
amplitudes: Integration over ξ(ω) in Eq. (15). Similarly
for multi-photon inputs.
A. Output expressed using a continuous-mode
displacement operator
We start this analysis by making a useful connection
between the leading-order solution for the outgoing field
and a continuous-mode displacement operator. For this
we write the (zeroth-order) phase difference at the junc-
tion, Eq. (22), in the form
iφˆ0(t) = i
√
4pi~Z0
Φ0
∫ ∞
0
dω√
ω
A(ω)aˆin(ω)e
−iωt −H.c.
≡ aˆα − aˆ†α . (64)
Here, we have defined an unnormalized photon creation
operator
aˆ†α =
∫ ∞
0
dω α(ω) eiωt aˆ†in(ω) (65)
α(ω) = − i
Φ0
√
4pi~Z0
ω
A∗(ω) = −i
√
2Z0
RQω
A∗(ω) . (66)
For simplicity, we now neglect backward Cooper-pair
tunneling, i.e., the term ∝ ei(ω+ωJ)t in the leading-order
solution of operator aˆout(ω) (Appendix A, a = 0). By us-
ing the definitions of Eqs. (64-66), we can then re-express
the leading-order solution for the out-field operator as
aˆout(ω) = −α
∗(ω)
α(ω)
aˆin(ω) (67)
+
Ic
4e
α∗(ω)
∫ ∞
−∞
dtei(ω−ωJ)t exp
[
aˆα − aˆ†α
]
.
The out-field annihilation operator is now defined in
terms of a continuous-mode displacement operator
exp
[
aˆα − aˆ†α
] ≡ Dˆ†(α) . (68)
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This connection originates from the form of the Joseph-
son Hamiltonian (cos φˆ term), which in the quantized the-
ory makes discrete shifts to the junction charge (Cooper-
pair tunneling).
In the following, we exploit several important proper-
ties of a continuous-mode coherent state [45]
|α(ω)〉 ≡ Dˆ(α)|0〉 = exp [aˆ†α − aˆα] |0〉 , (69)
for which applies
aˆin(ω)|α(ω)〉 = α(ω)eiωt|α(ω)〉 (70)
〈0|α(ω)〉 = exp
[
−
∫
dω|α(ω)|2/2
]
. (71)
The operator Dˆ(α) itself satisfies[
aˆin(ω), Dˆ
(†)(α)
]
= (−)α(ω)eiωtDˆ(†)(α) . (72)
B. Evaluation of scattering amplitudes
Using the connection to the continuous-mode displace-
ment operator, it is straightforward to evaluate general
multi-photon scattering amplitudes to the leading order
of critical current Ic. We write the general result in the
form
Tm→n = Tm→n0 + T
m→n
1 + . . . (73)
according to the order in the critical current Ic (or
Josephson coupling energy EJ = (~/2e)Ic).
1. Single-photon processes
Let us first consider the zeroth-order contribution T0.
Using Eq. (67), we get (using Ic = 0)
T 1→10 = −
α∗(ω1)
α(ω1)
〈
aˆin(ω1)aˆ
†
in(ω)
〉
= −α
∗(ω1)
α(ω1)
δ(ω−ω1) .
(74)
Here we used the relation [aˆin(ω), aˆ
†
in(ω
′)] = δ(ω−ω′) and
that aˆin|0〉 = 0. This element describes elastic scattering
of an incoming photon. Such contribution exists only in
the scattering between single-photon states, i.e., T 1→n0 =
0 for n > 1.
The leading-order contribution is obtained by using the
term proportional to Ic in the out field, giving
T 1→11 =
Ic
4e
∫ ∞
−∞
dtei(ω1−ωJ)tα∗(ω1)
〈
Dˆ†(α)aˆ†in(ω)
〉
=
Ic
4e
e−ρ˜/2α∗(ω)α∗(ω1)2piδ(ωJ + ω − ω1) , (75)
where we have used Eq. (70). This describes inelastic
scattering of an incoming photon, where the electrostatic
energy released in a Cooper-pair tunneling is absorbed,
ω1 = ω + ωJ. The appearance of parameter
ρ˜ ≡
∫ ∞
0
|α(ω)|2 =
∫ ∞
0
dω
ω
2Re[Zt(ω)]
RQ
(76)
follows from Eq. (71). [The expression as a function of
tunnel impedance follows from Eqs. (66) and (27).]
The parameter ρ˜ corresponds to the average photon
number of a coherent state |α(ω)〉,
ρ˜ = 〈α(ω)|
∫
dω′aˆ†(ω′)aˆ(ω′)|α(ω)〉 (77)
From Eq. (76) we find that in the case of a finite density of
states at ω = 0 we have ρ˜→∞ and consequently the tun-
neling elements go to zero. This manifests dephasing due
to low-frequency noise. As this is a zero-frequency effect,
the amplitudes can be interpreted to have finite momen-
tary values, but vanishing long-time averages. It can also
be shown that the factor exp(−ρ˜) is a continuous-mode
generalization of the renormalization factor exp(−ρ) in
the P (E)-function of a single-mode environment [2].
2. Multi-photon processes
Let us consider now multi-photon production, i.e., the
case n ≥ 2 in Eq. (63). To evaluate this in the first order
of Ic, we insert the displacement operator once in the n
possible out-operators in expression
T 1→n =
〈
[aˆout(ω1) . . . aˆout(ωn)] aˆ
†
in(ω)
〉
.
We find that the result is non-zero only if the leading-
order solution for the out-field is inserted to operators of
frequencies ωn−1 or ωn. We now write the leading-order
result in the form
T 1→n1 = T 1→n +
n∑
i=1
t1→ni , (78)
where the first part has the form
T 1→n = Ic
2e
pie−ρ˜/2δ(ω + ωJ − ω1 − . . .− ωn)
× α∗(ω)α∗(ω1) . . . α∗(ωn) , (79)
which describes n-photon emission with energy conser-
vation, ω + ωJ = ω1 + . . . + ωn: The electrostatic en-
ergy released in a Cooper-pair tunneling is absorbed by
the ensemble of photons. Many different scattering pro-
cesses are possible, depending on distributions α(ωi), but
the individual frequencies always sum up to ω + ωJ.
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We also get n additional terms of the form
t1→n1 =
Ic
2e
pie−ρ˜/2δ(ω − ω1)δ(ωJ − ω2 − ω3 . . .− ωn)
× α
∗(ω1)
α(ω1)
α∗(ω2)α∗(ω3) . . . α∗(ωn) . (80)
These additional terms manifest an elastic reflection of
the input photon of frequency ω to mode ωi. The rest of
the photons appear due to direct emission, i.e., emis-
sion triggered by vacuum fluctuations. Furthermore,
if the background emission is unwanted, it is possi-
ble to reduce it by engineering the tunnel impedance,
Re[Zt(ω)] = Z0|A(ω)|2 ∝ |α(ω)|2, so that it has a small
value at frequencies that need to be used in unwanted
processes [50].
Consider finally scattering amplitudes between general
photon-number states. Assuming an m-photon input, we
get for the term describing the full conversion to n-photon
output
T m→n = Ic
2e
pie−ρ˜/2 (81)
× α∗(ω′1) . . . α∗(ω′m)α∗(ω1) . . . α∗(ωn)
× δ(ω′1 + . . .+ ω′m + ωJ − ω1 − . . .− ωn) ,
where the incoming frequencies are now labeled as
ω′1 . . . ω
′
m. The rest of obtained terms (not listed above)
describe a conversion of only part of the incoming pho-
tons, and emission of background photons triggered by
vacuum fluctuations, similarly as above.
VI. CONCLUSIONS AND DISCUSSION
In conclusion, we have analyzed how incoming mi-
crowaves of different forms scatter by a DC-voltage bi-
ased Josephson junction. Scattering effects for general
circuits can be described in terms of the P (E) function
and expectation values of a displacement operator. The
main practical findings were that thermal and coherent
radiation can be absorbed and amplified in a circuit with
a resonance frequency, and that coherent radiation can be
converted into two-mode squeezed microwaves. Further-
more, the non-linear interaction at the junction allows
for engineering, in principle, any photon multiplication
and multi-photon absorption processes, with appropri-
ate tailoring of the impedance as seen by the Josephson
junction. Such systems then offer new ways to process
quantum microwaves on-chip.
The analysis presented in this article was made in the
perturbative regime, which provides a simple and in-
tuitive working environment for understanding inelastic
Cooper-pair tunneling in general microwave circuits. In
the strict validity region of the perturbative solution, the
incoming radiation is mostly reflected, rather than scat-
tered to different modes. Alternative models applicable
in the opposite limit [26, 27, 50], non-perturbative meth-
ods through self-consistent expansions [59], and direct
calculations of relevant higher-order contributions [28,
39] have also been established.
A future interest is a deeper understanding of quan-
tum information created by quantum transport, and its
engineering by microwave circuit design. In particular,
the created radiation can consist of high-photon-number
bundles or show very strong photon anti-bunching. The
radiation can be tailored to be broadband and fast, or
concentrated to narrow resonance frequencies. It can also
carry information of the underlying quantum transport.
Novel methods and ideas for characterization and detec-
tion of quantum information in such forms of microwave
light are then of great interest theoretically and experi-
mentally.
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Appendix A: Photon flux density
The evaluation of correlators such as
〈
a†(ω)a(ω′)
〉
fol-
lows guidelines given in Refs. [39, 44]. The technical dif-
ference is the presence of a coherent input at ω0, inducing
sidebands and finite contributions also for ω 6= ω′.
1. Flux outside the drive frequency ω0
Consider now the evaluation of contribution∫∞
0
dω′
〈
aˆ†1(ω)aˆ1(ω
′)
〉
, where the leading-order so-
lution for the out-field operator aˆout(ω) to be inserted
here is
aˆ1(ω) = iIc
√
Z0
~ωpi
A(ω)
∫ ∞
−∞
dteiωt sin
[
ωJt+ a cosω0t− φˆ0(t)
]
= iIc
√
Z0
~ωpi
A(ω)
∫ ∞
−∞
dteiωt
[
1
2i
eiωJt−iφˆ0(t)
∞∑
−∞
inJn(a)e
inω0t + H.c.
]
. (A1)
This accounts for the incoming coherent field as phase
a(t) = a cosω0t (we use here a different front sign as in
the main text). In the second line we have inserted an
expansion in terms of Bessel functions Jn,
eia cosω0t =
∞∑
−∞
inJn(a)e
inω0t . (A2)
We get for forward Cooper-pair tunneling〈
aˆ†1(ω)aˆ1(ω
′)
〉
=
∫ ∞
−∞
dt
∫ ∞
−∞
dt′e−i(ω−ωJ)t+i(ω
′−ωJ)t′
× (i)n−m
∞∑
n=−∞
∞∑
m=−∞
e−imω0t
′
einω0t
〈
e−iφˆ0(t)eiφˆ0(t
′)
〉
× Jm(a)Jn(a) . (A3)
In the next step we do a change of integration variables
x = t− t′ t = x
2
+ y
y =
t+ t′
2
t′ = y − x
2
.
The integration over the variable y leads to the energy-
conservation factor
2piδ[ω − ω′ − (n−m)ω0]eix(ωJ−ω+nω0) . (A4)
We chooce n = m, which leads to (including both
16
Cooper-pair tunneling directions)
〈
aˆ†1(ω)aˆ1(ω
′)
〉
=
∑
±
∞∑
n=−∞
piI2cZ0|A(ω)|2
ω
× P [~(±ωJ + nω0 − ω)] |Jn(a)|2δ(ω − ω′). (A5)
This contribution describes emission to frequency ω.
The terms n 6= m give non-diagonal contributions in
frequency (ω 6= ω′). These terms describe a beating effect
in f(ω) =
∫
dω′
〈
a†(ω)a(ω′)
〉
/2pi, but do not contribute
to long-time averages.
Additional flux-contributions originating in the
second-order solution aˆ†2(ω) (given below) appear
through terms
〈
aˆ†2(ω)aˆ0(ω
′)
〉
+
〈
aˆ†0(ω)aˆ2(ω
′)
〉
also
appear. When a = 0, a direct calculation [44] gives∫
dω′
1
2pi
[〈
aˆ†2(ω)aˆ0(ω
′)
〉
+
〈
aˆ†0(ω)aˆ2(ω
′)
〉]
=
1
eβ~ω − 1
I2cZ0|A(ω)|2
2ω
×
∑
±
[P (±~ωJ − ~ω)− P (±~ωJ + ~ω)] . (A6)
The terms proportional to P (±~ωJ−~ω) are interpreted
to describe emission to frequency ω and the terms pro-
portional to P (±~ωJ + ~ω) absorption from frequency
ω.
Similarly as above, the presence of a coherent input of
amplitude a at frequency ω0 generalizes this expression
to∫
dω′
1
2pi
[〈
aˆ†2(ω)aˆ0(ω
′)
〉
+
〈
aˆ†0(ω)aˆ2(ω
′)
〉]
=
∞∑
n=−∞
|Jn(a)|2 1
eβ~ω − 1
I2cZ0|A(ω)|2
2ω
×
∑
±
[P (±~ωJ + n~ω0 − ~ω)− P (±~ωJ + n~ω0 + ~ω)] .
(A7)
Again, the terms proportional to P (±~ωJ + n~ω0 − ~ω)
are interpreted to describe emission to frequency ω and
the terms proportional to P (±~ωJ + n~ω0 + ~ω) absorp-
tion from frequency ω. Using the relation
1 +
1
eβ~ω − 1 =
1
1− e−β~ω (A8)
we can combine the emission terms with contributions
from Eq. (A5) to get the first contribution on the right-
hand side of Eq. (38).
2. Flux at the drive frequency ω0
A striking feature of the calculation is the emergence
of additional delta-function terms centered at ω0. These
terms describe flux changes of drive photons only, due to
photon absorption and induced emission. We evaluate
first〈
aˆ†0(ω
′)aˆ2(ω)
〉
=
α∗A∗(ω′)
A(ω′)
δ(ω′ − ω0) 〈aˆ2(ω)〉 . (A9)
Here we have used the fact that an incoming coherent
state is a left-hand side eigenstate of operator aˆ†0 =
(A∗/A)aˆ†in. After this the ensemble average is subjected
to operator aˆ2(ω) only. We note that if operating with
aˆ†0 to the thermal background instead (at lower frequen-
cies), we would finally get Eq. (A7). As before, the phase
of α is assumed to be the opposite of A.
The second-order solution for the out field has the
form [39]
aˆ2(ω) =
EJIc
~
√
Z0
pi~ω
A(ω)
∫ ∞
−∞
dt
∫ t
−∞
dt′eiωt {cos [ωJt′ + a cosω0t′ − φ0(t′)] sin [ωJt+ a cosω0t− φ0(t)]−H.c.} .
(A10)
This again accounts for the incoming coherent field as
phase a(t) = a cosω0t. The expansion of the sinusoidal
functions leads to two terms
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EJIc
~
√
Z0
pi~ω
A(ω)
∫ ∞
−∞
dt
∫ t
−∞
dt′eiωt
[
− 1
4i
eJ(t
′−t)eiωJ(t
′−t)+a(t′)−a(t) +
1
4i
eJ(t
′−t)eiωJ(t−t
′)+a(t)−a(t′)
]
. (A11)
and
EJIc
~
√
Z0
pi~ω
A(ω)
∫ ∞
−∞
dt
∫ t
−∞
dt′eiωt
[
− 1
4i
eJ(t−t
′)eiωJ(t−t
′)+a(t)−a(t′) +
1
4i
eJ(t−t
′)eiωJ(t
′−t)+a(t′)−a(t)
]
. (A12)
To find frequency correlations that sum to ω0, the ex-
pansion in terms of the Bessel functions have to be re-
stricted to specific nearby numbers, i.e., we expand
e−a(t)+a(t
′) =
∑
n
−iJn+1(a)Jn(a)e−(n+1)iω0teniω0t′
=
∑
n
−iJn+1(a)Jn(a)eniω0(t′−t)e−iω0t (A13)
ea(t)−a(t
′) =
∑
n
−iJn−1(a)Jn(a)e(n−1)iω0te−niω0t′
= −iJn−1(a)Jn(a)eniω0(t−t′)e−iω0t . (A14)
This expansion transforms the two contributions to
1
4
EJIc
~
√
Z0
pi~ω
A(ω)
∫ ∞
−∞
dt
∫ t
−∞
dt′eiωt (A15)
×
[∑
n
Jn+1(a)Jn(a)e
J(t′−t)eiωJ(t
′−t)+niω0(t′−t)e−iω0t −
∑
n
Jn−1(a)Jn(a)eJ(t
′−t)e−iωJ(t
′−t)−niω0(t′−t)e−iω0t
]
.
and
1
4
EJIc
~
√
Z0
pi~ω
A(ω)
∫ ∞
−∞
dt
∫ t
−∞
dt′eiωt (A16)
×
[∑
n
Jn−1(a)Jn(a)eJ(−t
′+t)eiωJ(−t
′+t)+niω0(−t′+t)e−iω0t −
∑
n
Jn+1(a)Jn(a)e
J(−t′+t)e−iωJ(−t
′+t)−niω0(−t′+t)e−iω0t
]
.
We do a change of variables x = t′ − t and y = (t′ +
t)/2. Unrestricted integration over y can be immediately
performed giving 2piδ(ω− ω0). Combining the first term
of Eq. (A15) and the second term of Eq. (A16) we get
contributions of type∫ 0
−∞
dxeiω¯x
[
eJ(x) − eJ(−x)
]
= 2i
∫ 0
−∞
dxIm[eJ(x)]eiω¯x
= 2i
∫ 0
−∞
dxIm[eJ(x)] (cos ω¯x+ i sin ω¯x)
= i
∫ ∞
−∞
dxIm[eJ(x)]Sgn(x) cos ω¯x
−
∫ ∞
−∞
dxIm[eJ(x)] sin ω¯x , (A17)
where ω¯ = ωJ + nω0. In the last form, the first term is
purely imaginary, as the other term is purely real. It will
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be only the real part that survives in the final expression,
after summation also over 〈aˆ†2(ω)aˆ0〉. This means that
such summation contributes as
− 2
∫ ∞
−∞
dxIm[eJ(x)] sin ω¯x
= −2
∫ ∞
−∞
dx
1
2i
[
eJ(x) − eJ(−x)
] 1
2i
[
eiω¯x − e−iω¯x]
= 2pi~ [P (~ω¯)− P (−~ω¯)] . (A18)
The second term of Eq. (A15) and the first term of
Eq. (A16) contribute similarly, with ω¯ = −ωJ − nω0 and
an overall minus-sign.
We notice now that all contribitions sum as
2piδ(ω − ω0)1
4
EJIc
~
√
Z0
pi~ω
A(ω)
[∑
n
Jn+1(a)Jn(a) +
∑
n
Jn−1(a)Jn(a)
]
2pi~ [P (~ωJ + n~ω0)− P (−~ωJ − n~ω0)] .
(A19)
For Bessel functions Jn+1(x) + Jn−1(x) = (2n/x)Jn(x),
which implies
Jn(x)Jn+1(x) + Jn(x)Jn−1(x) =
2n
x
J2n(x) . (A20)
This transforms contribution (A19) to
2piδ(ω − ω0)1
4
EJIc
~
√
Z0
pi~ω
A(ω)
2n
a
×
∑
n
|Jn(a)|22pi~ [P (~ωJ + n~ω0)− P (−~ωJ − n~ω0)] .
(A21)
Multiplying by α∗A∗(ω′)/[A(ω′)]δ(ω′ − ω0), using the
connection
√
8Z0/ω0RQαA(ω0) = −a, and integrating
over all frequencies, we get the photon-flux change at the
drive mode
−I
2
cRQ
4
∞∑
n=−∞
|Jn(a)|2 [nP [~(nω0 + ωJ)] + nP [~(nω0 − ωJ)] .
(A22)
Appendix B: Energy conservation
The derived equations describe microwave conver-
sion between different frequencies mediated by inelastic
Cooper-pair tunneling. For a consistent theory an energy
conservation is crucial. To show this, we need to compare
the power of the propagating electromagnetic radiation
to the energy provided by the voltage source, IV . All
quantities have to be calculated to up to the same order
in the critical current Ic.
We consider first the case of thermal input (with co-
herent amplitude a = 0). The key to proving the energy
conservation is the relation
d
dt
exp [J(t)] = −i exp [J(t)]
∫ ∞
0
dω
Z0|A(ω)|2
RQ
[(
1 + coth
(
1
2
β~ω
))
e−iωt +
(
1− coth
(
1
2
β~ω
))
eiωt
]
. (B1)
A Fourier transformation of this equation gives
EP (E) = (B2)∫ ∞
0
~dω
Z0|A (ω) |2
RQ
P (E − ~ω)
[
1 + coth
(
1
2
β~ω
)]
+
∫ ∞
0
~dω
Z0|A (ω) |2
RQ
P (E + ~ω)
[
1− coth
(
1
2
β~ω
)]
.
Identifying E = 2eV and using the leading-order result
for the forward Cooper-pair tunneling (V > 0),
I+(V ) =
pi~I2c
4e
P (2eV ) , (B3)
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the work done by the voltage source gets related to the
power spectral density,
I+V = (B4)
I2c
4
∫ ∞
0
~dωZ0|A (ω) |2P (2eV − ~ω)
[
1 + coth
(
1
2
β~ω
)]
+
I2c
4
∫ ∞
0
~dωZ0|A (ω) |2P (2eV + ~ω)
[
1− coth
(
1
2
β~ω
)]
.
Relation for the backward tunneling is obtained by
changing V → −V . The total current is I(V ) =
I+(V )−I−(V ) = I+(V )−I+(−V ). Using then relations
coth(x/2)+1 = 2ex/(ex−1), 1−coth(x/2) = −2/(ex−1),
and comparing to Eqs. (38) and (40), we get
IV =
∫ ∞
0
dω ~ω[fem(ω)− fabs(ω)] . (B5)
This then states that the extra power in the output is the
same as the work done by the external voltage source.
For a coherent state input at frequency ω0 with ampli-
tude a > 0 one can proceed similarly. The Cooper-pair
current in this case is generalized to
I±ω0(V ) =
∞∑
n=−∞
|Jn(a)|2pi~I
2
c
4e
P (±2eV + nω0) . (B6)
From Eqs. (38) and (40) we see that there are two types
of contributions in the photon spectrum fem(ω)−fabs(ω):
(i) terms as before but with shifted energy arguments (by
n~ω0) and front factors |Jn|2, and (ii) terms proportional
to delta functions at the drive frequency ω0. The gen-
eralized junction current Iω0 has only contributions that
are similar to terms (i).
Consider now obtaining the radiation power,∫
dω ~ω[fem(ω) − fabs(ω)], term by term from the
power Iω0V by using the P (E)-relation given by
Eq. (B4) for individual contributions of Iω0V . This
needs multiplying of Eq. (B4) by |Jn|2 and changing
the energy argument as E ← E + n~ω0, meaning
V ← V + n~ω0/2e. Summation over n gives
I+ω0V = −
∞∑
n=−∞
n
~ω0
2e
|Jn(a)|2I+
(
V + n
~ω0
2e
)
+
∞∑
n=−∞
|Jn(a)|2 I
2
c
4
∫ ∞
0
~dωZ0|A (ω) |2P (2eV + n~ω0 − ~ω)
[
1 + coth
(
1
2
β~ω
)]
+
∞∑
n=−∞
|Jn(a)|2 I
2
c
4
∫ ∞
0
~dωZ0|A (ω) |2P (2eV + n~ω0 + ~ω)
[
1− coth
(
1
2
β~ω
)]
. (B7)
On the right-hand side of this equation, the integrations
over frequencies match to contributions (i) in the radi-
ation spectrum and the additional contribution propor-
tional to nω0 match to terms (ii) in the radiation spec-
trum.
Appendix C: Squeezing correlator
We evaluate here the correlator 〈aˆout(ω)aˆout(ω′)〉 for
frequencies that sum to the drive frequency, ω+ω′ = ω0,
with ω, ω′ > 0. It is here only the expectation value
〈aˆ1(ω)aˆ1(ω′)〉 that gives a finite contribution, i.e., when
inserting the leading order solution aˆ1 into operators aˆout.
We get two contributions
c
∫ ∞
−∞
dt
∫ ∞
−∞
dt′eiωt+iω
′t′+iωJ(t−t′)eJ(t−t
′)
∞∑
n=−∞
∞∑
m=−∞
(i)n(−i)meinω0te−imω0t′Jn(a)Jm(a) . (C1)
and
c
∫ ∞
−∞
dt
∫ ∞
−∞
dt′eiωt+iω
′t′−iωJ(t−t′)eJ(t−t
′)
∞∑
n=−∞
∞∑
m=−∞
(−i)n(i)me−inω0teimω0t′Jn(a)Jm(a) . (C2)
Here c = −I2cZ0A(ω)A(ω′)/4
√
ωω′~pi. We do the same
change of integration variables as in Appendix A, inte-
grate over y, and obtain the energy-conservation factor
for the first term
2piδ[ω + ω′ + (n−m)ω0]ei(ω+ωJ+nω0) . (C3)
The energy-conservation factor for the second term has
the form
2piδ[ω + ω′ − (n−m)ω0]eix(ω−ωJ−nω0) . (C4)
Assuming ω + ω′ = ω0 leads to conditions n −m = −1
(the first contribution) and n −m = 1 (the second con-
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tribution). Inserting
∫∞
−∞ dxe
J(x)+iE/~ = 2pi~P (E), the result is
〈aˆ1(ω)aˆ1(ω′)〉 =− ci4pi2~δ(ω + ω′ − ω0)
∞∑
n=−∞
P [~(ω + ωJ + nω0)]Jn(a)Jn+1(a)
− ci4pi2~δ(ω + ω′ − ω0)
∞∑
n=−∞
P [~(ω − ωJ − nω0)]Jn(a)Jn−1(a) . (C5)
Since for odd values of n the Bessel functions satisfy
J−n(a) = −Jn(a) and for even values J−n(a) = Jn(a),
we have
〈aˆ1(ω)aˆ1(ω′)〉 =
∑
±
∓ci4pi2~δ(ω + ω′ − ω0)
×
∞∑
n=−∞
P [~(ω ± ωJ + nω0)]Jn(a)Jn+1(a) . (C6)
