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Abstract
In 2018, cancer was the second leading cause of death worldwide. Early de-
tection can reduce mortality. Screening programs intended for early detection
increases the workload for clinicians. To improve efficiency CAD systems would
be highly beneficial.
We have developed CAD systems using deep learning, for automatic tissue
segmentation and prediction of diagnosis in lung and breast cancer. The first
subproject focuses on automatic detection, 3D segmentation and malignancy
prediction of lung nodules in CT, and the other aims to design an automatic
method for breast tumor segmentation and histological grade prediction.
For lung nodule segmentation, we designed a new 3D-UNet architecture to
handle larger input chunks than what is commonly used. Our best model
achieved 0.915 recall, 2.9 FPR and 0.813 DSCTP on a subset of the LIDC data
set. For malignancy prediction we designed a CNN architecture that achieved
a weighted average f1-score of 0.960, only requiring a centroid initialization
of the nodule.
We then designed an autoencoder for breast tumor segmentation, and achieved
a DSC of 0.895 and 0.881 on two independent data sets. For histological grade
prediction, we achieved a weighted average f1-score of 0.824. Using max voting
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According to theWorldHealthOrganization (WHO, 2018a), cancer is the second
leading cause of death worldwide. Globally, one out of six deaths, or 9.6 million
deaths yearly, are due to cancer alone. Early cancer detection, diagnosis and
treatment can reduce cancer mortality by one third, and are therefore main
priorities in the who cancer control strategy (WHO, 2018b).
The most common cancer types are lung, breast, colorectal, prostate, skin and
stomach cancer, respectively. Lung cancer and breast cancer account for 2.09
million cases each. Most cancer-related deaths are caused by lung cancer, while
breast cancer comes in fifth, with 1.76 and 0.63 million deaths per year (WHO,
2018a).
Suspected cancer is often detected by medical imaging, which directs the
diagnostics strategy and clinical decision-making. A definite diagnosis also
requires a biopsy with subsequent tissue analysis by a pathologist. Increasing
cancer incidence, extensive use of medical imaging, and the increasing number
of biopsies taken each year, represent major challenges for the health care
system. Hence, the capacity of expert diagnosticians, such as radiologists and
pathologists, are pushed to the limit. The increasing workload may lead to
a higher risk of human error, misdiagnosis and assignment of suboptimal
treatment protocols. This further affects patient quality of life and increased
costs for healthcare systems (Mossel, 2018).
Cancer screening programs add to the number of medical images and tissue
1
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samples taken each year. In Norway, screening programs are already imple-
mented for breast cancer, colon cancer and cervix cancer. Implementation of
a lung cancer screening program in Norway is also debated, due to favorable
data in recent international screening trials (Han et al., 2018). Such screening
will further add to the workload of radiologists, pulmonologists, and patholo-
gists.
The diagnosis an expert make is also dependent on human factors. This is
especially clear in pathology, where the inter-observer variability between
pathologists is quite high (van Dooijeweert et al., 2019, Robbins et al., 1995).
Even the same expert diagnostic conclusion might differ, due to the heterogene-
ity and complexity of histopathological images, as well as human factors.
In radiology, detection of lung nodules that may represent early stage lung
cancer is typically a tedious and challenging task, because of their small size and
heterogeneity. To improve the efficiency and consistency of cancer diagnostics,
a computer aided design system (cads) would be highly beneficial.
CAD-systems have been an active research field for decades, but not until
recently have CAD performance in cancer diagnostics been comparable to
human experts. This is mainly due to three factors: 1) The introduction of
CNNs and improvements in deep learning; 2) Increase in computing power
and access to GPU processors; and 3) Availability of large amount of annotated
data sets, such as LIDC-IDRI (Armato III et al., 2011) and BACH (Aresta et al.,
2018).
Convolutional Neural Networks (cnns) have proven brilliant in image analysis,
and have completely outperformed traditional state-of-the-art methods for
most image analysis tasks (Razzak et al., 2017). The main concept is to let the
network find which features are relevant from the image to solve a specific task,
which differ from traditional methods where these features were user-defined.
Studies show that CNNs do a better job in selecting features to solve a task
compared to humans, especially for more challenging problems. Due to the
easy nature of the approach, it can be customized to suit "any" problem, given
sufficiently, suitable annotated data. This versatility has led to the growing
popularity of CNN-based CAD-systems.
Aiming to assist both radiologists and pathologists, this thesis describes how
deep learning can be used to develop CADs to solve some common diagnostic
tasks. Due to lack of accessibility of patient characteristics in data sets, the
golden standard is set by expert annotators. Therefore, it was beyond the scope
of this thesis to create CADs that could outperform the experts, but rather make
tools able to assist them in the future.
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The first subproject of this thesis, studies whether deep learning can be used for
lung nodule detection and diagnostics from CT images - assisting radiologists.
Next, the thesis explores whether similar techniques can be applied for breast
cancer diagnostics using digital whole-slide images (WSI) - assisting pathol-
ogists. The two cancer types were chosen partly based on data accessibility,
but also because they are the two most common cancers worldwide, facing
similar problems in the diagnostic work-up. It also makes us able to study how
the same state-of-the-art machine learning methods can be used on several
different applications - across widely different imaging modalities.
In addition, the fields of cancer diagnostics in breast and lung are two of
the main areas of research in the cross-disciplinary team at SINTEF (Med-
ical Technology), St. Olavs hospital and NTNU, hosting this master’s thesis
work.
1.1 Problem definition and goals
Overall, the main objective of this thesis is:
To study whether one can develop state-of-the-art CADs using deep learning,
which should be able to process from the raw data, and solve the task "in real
time". The output should also be represented in a way that the clinicians find
useful.
We will be working with two different problems, for two different cancer types,
for two widely different imaging modalities. Thus, it is natural to split the
problem further into two objectives:
• Design an automatic method for lung nodule detection, 3D segmentation
and malignancy prediction for thoracic Computed Tomography (ct)
• Design an automatic method for breast tumor segmentation and histo-
logical grade prediction for Whole-Slide Imaging (wsi)
1.2 Summary of studies and contributions
Studies and contributions are split into three parts, as we first study each cancer
type individually, and then attempt to evaluate the use of deep learning-based
CADs in cancer diagnostics. The main studies and contributions for each of the
three parts are listed below. Novel and unique contributions from this master’s
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thesis work are in cursive.
Lung cancer diagnostics:
1. Designed and evaluated a new 3D-UNet architecture, using much larger
input chunks compared to other published work in the field. Showed that
more global information during training may provide better generalization
than current state-of-the-art approaches
2. Thorough study to find which post-processing techniques of trained models
might be most beneficial in detection and 3D segmentation of lung nodules
3. Designed a CAD system for automatic lung nodule detection, 3D segmen-
tation and malignancy prediction from CT-images, which processes from
the raw DICOM format close to "real time"
4. Evaluated and compared 2D-UNet and traditional method for lung organ
segmentation for best integration with CAD
5. Studied different design choices in creating a malignancy classifier for
best integration with CAD
6. Produced a prototype of the CAD, which makes the user able to view
generated candidates both in 2D and 3D, as well as remove or add nodules
- can be run on both CPU and GPU
7. Showed that the produced predictions can be easily integrated with the
SINTEF developed software CustusX (Askeland et al., 2015)
Breast cancer diagnostics:
1. Evaluated the performance of a CNN-based patch wise classifier for histo-
logical grade (I-III) prediction from gigapixel resolution whole-slide images
(wsis), based on local information
2. Designed a CAD system for processing WSI from the raw cellsens vsi format
to give histological grade predictions and produce confidence heatmaps
between and within grades, which processes close to "real time"
3. Designed a tissue detector
4. Trained and evaluated a 2D-UNet architecture for automatic breast tumor
segmentation
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5. Evaluated the use of HSV color augmentation in breast tumor segmenta-
tion and histological grade prediction in WSI
CAD systems in cancer analysis:
1. Designed a multipotent pipeline for deep learning-based CAD systems for
cancer analysis, and showed that it can be easily adapted between cancer
types and imaging modalities, processing close to "real time" in all cases
studied
2. Evaluated state-of-the-art deep learning-based methods for segmentation
and classification, in terms of different imaging modalities and data types -
2D, 2.5D, 3D, gigapixel resolution 2D.
3. Compared traditional methods against deep learning methods in terms
of segmentation for insufficient data sets, for two widely different cancer
types, imaging modalities and data types
1.3 Outline
In chapter 2, machine learning and neural networks are introduced, from
fundamental theory to image segmentation using CNNs.
Then, we found it necessary to split the thesis into two parts, as each subproject
was independent of the other. Part 1 concerns lung cancer diagnostics, chapter
3-7. Part 2 is focused on breast cancer diagnostics, chapter 8-11. Part 3 contains
a performance analysis and discussion of each problem, as well as discussion of
the use of deep learning in the development of CAD systems for cancer analysis.
Finally, there is conclusion and a future work section. An illustration of the
outline of this thesis is given in Figure 1.1.
We chose to include an appendix. These are additional concepts whichmight be
seen as preliminaries for working with machine learning (on images). However,
since we are using such a wide variety of concepts across fields, it is important
to have some fundamental understanding in these fields as well, i.e. image
processing and inference. Thus, it is natural to separate these from the machine
learning background given in chapter 2.
From Figure 1.1, (1) shows the overall structure of the thesis. (2) shows how
each subproject part is structured. For each subproject, there are multiple
independent studies, which we in the end will merge to produce a final CAD
system. (3) shows how each study in each subproject is organized. All blue
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Figure 1.1: Outline of the thesis
is true for all lung cancer studied. There is a green boundary around the first
box. That is because for breast cancer, there is only a single, common data
acquisition and pre-processing, and thus belongs prior to Study Y.
2
Technical background
In this thesis, we will be studying deep learning-based methods, and how they
can be used to develop CAD systems. In order to design such systems using
deep learning, it is necessary to have a solid understanding of machine learning,
as well as different learning concepts. Therefore, in this chapter, we will start
by introducing basic machine learning theory. By the end of the technical
background, the necessary parts for using deep learning to solve problems, like
classification and segmentation of images, will have been introduced. Note
that it is recommended to also read the appendix before moving on to chapter
3, as it introduces some non-machine learning concepts; evaluation metrics,
image processing and inference.
2.1 Machine learning
Computers are based on elementary arithmetic operations and gates, and need
explicit instructions of how to use these to solve a specific problem. Daily tasks
easily solved by humans, like detecting cars and faces, are extremely difficult
for machines. A way of using a machine to solve such problems, could be by
defining an algorithm,or providing a set of instructions, telling themachine how
to process the input data to give an output. As problems become more complex,
it becomes more challenging to make such algorithms. This blossomed the
idea to make machines that could learn how to solve the problem, instead
of being given explicit instructions. This is what is called Machine Learning
7
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Figure 2.1: Spectrum of AI-ML-DL and how they relate (Latinovic, 2018).
(ml). The idea is based on how humans learn. In order be able to separate dogs
and cats, we will have to see a lot of example data and be told which objects
are cats and which are dogs. By doing this many times, we would eventually
learn specific cat and dog features, which makes us able to distinguish between
them afterwards.
From introducing this learning concept and problem-solving ability, machines
are given the ability to mimic human cognitive functions. This is what is called
Artificial Intelligence (ai). ML is a subgenre of AI, only involving concepts
based on learning. A subgenre of machine learning is Deep Learning (dl). It
is based on the concept that data have some kind of hierarchy of complexity. By
learning increasingly more complex features from the input data, it becomes
possible for the machine to solve more complex problems.
2.1.1 Supervised learning
There are three main branches of learning: supervised, unsupervised and semi-
supervised. In supervised learning, there exists a ground truth (gt). Labels,
or ground truth, are typically denoted y. In the two-class case there are two
different arbitrary values, i.e. y ∈ {0, 1}. In unsupervised learning, networks
are trained without a ground truth. Semi-supervised learning is a mix between
these two, and learning is based on both labelled and unlabelled data, but
typically mostly unlabelled data.
If sufficient annotated data is available, supervised learning would theoretically
always provide better results than unsupervised learning. However, supervised
learning requires a lot of annotated data in order to generalize well. For that
reason, unsupervised approaches might be more suitable in some cases, i.e.
image segmentation. For many applications, clustering based on only pixel
intensities is sufficient to segment the object(s) of interest, but as problems
become more complex, supervised learning is necessary to achieve better
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performance.
2.2 Artificial Neural Networks
Artificial Neural Networks (anns) is a framework for machine learning algo-
rithms to process complex input data x .
Figure 2.2: An illustration of how a multilayer neural network might look. In this case
we have a three-layer perceptron. Figure was made using NN-SVG (LeNail,
2019).
The concept of ANN is based on what we think is the biological nature of
the brain. When humans make a conclusion, they base it on a lot of different
factors/inputs,which theyweight in somemanner to come to a final conclusion.
Each of these inputs are called neurons, which have a similar interpretation
as in neuroscience. The most fundamental neural network, based on a single
layer, is called the perceptron, or single-layer perceptron (1lp).
By layer we mean a set of neurons which receive different weighted outputs
from the same previous set of neurons. One example of a layer is the input
layer, which contains the input data to be processed.
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One can think of a single-layer perceptron as a dot product between the input
x and the set of weights ω, also introducing some bias term ω0, which yield:
y = ωTx + ω0 =
∑
i
ωixi + ω0 (2.1)
This is a linear transform. Thus, we say that the single-layer perceptron is
a linear classifier. It receives some input data x , and by a linear transform
classifies the output to some value y. If the ideal output is in a specific range,
i.e. y ∈ [0, 1], it might be of interest to use some activation function f , which
yields:
y = f (ωTx + ω0) = f (д(x)) (2.2)
For any nonlinear activation function, the resulting classifier is also nonlin-
ear.
Figure 2.3: Difference between linear and nonlinear boundary function (Sullivan,
2017).
When we use a linear classifier, we assume that it is possible to separate the
classes in the data by a linear boundary function д. For real-world applications,
a nonlinear classifier is often preferred since it might generalize better and
handle more complex problems.
For more complex problems, it may be necessary to use more layers to achieve
more complex boundary functions. These new layers are referred to as hidden
layers. By introducing more layers, more advanced mappings can be made.
Data is transformed, making it more linearly separable in the transformed
domain, while in the original domain it looks like some complex boundary
function.
The resulting set of layers of neurons is what we refer to as an architecture. It
defines how the data is processed in order to provide the final output.
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If we were to classify images of cats and dogs, a natural metric for evaluation
would be classification accuracy, i.e. how many cats and dogs are classified
correctly. But how do we actually maximize classification accuracy? For a
specified network, this is done by finding the optimal set of weights. They are
chosen by a method called backpropagation, which is how the network learns
how to set the weights to get the optimal output.
In order to use backpropagation, a cost-function or loss function J is needed.
Its purpose is to control how the weights are set. Depending on the choice of
loss function, the loss function is to be minimized/maximized. An example of




(yi − ŷi )
2 (2.3)
where yi denotes the ground truth, and ŷi is the predicted class, for n sam-
ples.
If SSE is low, it indicated that the overall predictions ŷ and ground truths y
are similar, reflecting a desired result. Hence, this loss function can be used
for classification. The accuracy metric (Appendix A) is not differentiable. That
is why we use the loss function, instead of the accuracy directly. In order
to set the weights to minimize the loss function, an updating scheme called
gradient descent is commonly used. Backpropagation is used to calculate the
gradients. To calculate the gradients, the loss functions has to be differentiable.
In the following sections, a more elaborate explanation of the terminology for
ANN will be provided.
2.3 Backpropagation
When performing optimization, we use gradient descent to explore the param-
eter space to find the optimal solution. Backpropagation helps us to find the
gradients which enables gradient descent. A full derivation of backpropagation
is beyond the scope of this thesis. Thus, we will take a high-level approach to
explain the method in more detail.
First, all weights are randomly initialized by a pre-defined pseudorandom
sequence generator. The input is then propagated forward through the network.
This is called a forward pass. As it propagates forward, calculations at each
layer are made. At the output layer, it outputs a prediction, and an error
is reported. Backpropagation then takes place, and gradients and respective
errors are calculated at each layer.
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Based on these estimations, the weights are updated. This process can be
summarized as such:
ωrj (new) = ω
r








where ∆ωrj corresponds to the update of weights at step j in layer r , for a
neuron k. δ rj corresponds to the actual gradients at step j in layer r , while µ
is called the learning rate - a learning-parameter to be explained in section
2.4.
The idea is to propagate N samples through the network, calculate all weights
and errors, and at the end update all weights based on the total contribution
from all samples. This is important, because if we update the weights for each
sample, it would be highly random and sensitive to outliers. Therefore, for a
more stable updating scheme, it is natural to base it on more samples.
How the gradients are actually calculated is based on the chain rule, and
it requires quite a lot of derivations in order to explain in detail. Thus we
will not give further information on the topic. A deeper understanding of
backpropagation can be found in Theodoridis and Koutroumbad (2009).
Hence, when we introduce updating of weights, we define an updating scheme
based on gradients found from backpropagation. The scheme introduced in
section 2.4-2.5 is commonly referred to as gradient descent.
2.4 Gradient descent
The most popular way of optimizing neural networks is by gradient descent
(Ruder, 2016), which is the concept typically used in backpropagation. By
optimizing a neural network, we mean how the network iteratively searches
for a lower minimum (or higher maximum) of the loss function. If a greedy
approach was done (only accept solution if lower minimum for each iteration),
the optimization could get stuck in local minima. Therefore, it is necessary to
use a more advanced approach.
Gradient descent is a way of minimizing some arbitrary (loss) function J (θ )
that is parametrized by the model θ ∈ Rd , where d denotes the dimension. It
is done by updating the parameters θ in the opposite direction of the gradient
of the loss function with respect to θ .
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During this descent, it is necessary to introduce a learning rate µ, which
controls the number of steps taken for the function to reach a (local) minimum.
Another way of understanding it, is by how much weight there should be on
new information. Using a too small value for µ, training might be slow and it
might get stuck in a local minima. By using a larger µ, it might jump across
these smaller local valleys, but might overshoot the optimum.
As discussed earlier, there is a strong link between gradient descent and back-
propagation, and the resulting updating scheme can be summarized mathe-
matically as (Theodoridis and Koutroumbad, 2009):
ωrj (i + 1) = ω
r
j (i) − µ∇ω J (ω) = ω
r




The updating procedure happens more than once. The training data is fed into
the network in an iterative fashion, until the algorithm converges, or it has
reached some stopping criteria. Each successive forward-backward propagation
of all the training data is called an epoch.
It might be beneficial to update more often as a regularization technique.
Therefore, it is common to split the data into smaller chunks and update the
model after these chunks. This might speed up training, as well as making it
able to find a better minima.
2.5 Optimizers
The updating procedure explained above, is called the vanilla batch gradient
descent method. It has some limitations. Although it is simple and intuitive, it
has problems exploring the full parameter space. Especially in the cases where
the gradients are small, e.g. close to saddle points.
Thus, it is necessary to introduce the concept of momentum ρ, which can be
used to accelerate the process in slow regions. By tuning it properly, it is also
possible to make it jump away from local minima by pushing it all the way to
a new hill. It easily fits into the ordinary gradient descent scheme by simply
multiplying the old weights by ρ. This results in a new optimizer commonly
called stochastic gradient descent(SGD) with momentum:
ωrj (i + 1) = ρω
r
j (i) − µ∇ω J (ω) (2.7)
Typical values of ρ are 0.9 or higher (Ruder, 2016). This optimizer uses samples
that are drawn randomly (or shuffled) during training for each epoch, thus it
is stochastic.
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This is still one of the most popular optimizers. However, the method has
limitations, e.g. trouble navigating ravines, which results in convergence being
quite slow. By ravines we means areas where the surface curves much more
steeply in one dimension than in another (Sutton, 1986). It is also extremely
sensitive to hyperparameters. Hence, performing a grid search might be nec-
essary, which involves a (time consuming) systematic search to find which set
of hyperparameters produce the optimal model.
In many cases, a grid search is not feasible. In 3D lung nodule segmentation,
which typically involve using highly computationally expensive methods, train-
ing time on one set of hyperparameters might take weeks. Therefore, it is
necessary to study more adaptive learning schemes.
2.5.1 Adadelta
Without going too much into details, the main idea of this optimizer is to have
a more constrained, monotonically decreasing learning rate, by restricting the
window of accumulated past gradients to some fixed size (Ruder, 2016).
This is achieved by studying the root mean squared error of parameter updates,
which is defined as:
RMSE(∇ω)i−1 =
√
E[∇ω2]i + ε (2.8)
where ε is a small arbitrary constant to avoid dividing by zero in equation
(2.9). The RMSE is approximated using the past parameter updates. Using this
concept, it can be shown that we get the Adadelta update scheme defined as:




where дi denote that gradient of the cost function at time i.
Note that Adadelta does not explicitly use momentum, as with momentum
SGD. Therefore, a natural extension to Adadelta is Adam, which effectively is
a first-order smoothing on the gradients, which empirically have shown to give
faster convergence (Ruder, 2016). However, Adam was not used in this thesis.
Thus, we will not explain it any further.
2.6 Loss functions
Choosing the right loss function is key in the training phase of neural networks,
and it is necessary in order to achieve optimal output. The choice of loss
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function depends on the task. As discussed in section 2.2, for classification of
dogs and cats, SSE might be a good choice. Even though it is intuitive, it has
its limitations, i.e. problems with smaller gradients.
Another issue in training is that the different classes might be unequally repre-
sented, i.e. many more images of ones (cats) than the other (dogs). If we used
simple SSE as the loss function and were to train a dog/cat classifier based
on this data set, the network would most likely only end up guessing only cat.
The reason is that guessing cat every time generates less errors than guessing
dog. Thus, it is penalized too much on the dog class, or too little on the cat
class.
This problem of unbalanced data sets should be handled before doing any
training. It can either be done by resampling the data such that they are
balanced during training or using a loss function which weights penalizes
classes properly during training.
In segmentation,unbalanced data sets becomemore challenging, as it is difficult
to physically balance the classes. In this case, it may be necessary to introduce
a loss function to handle the unbalanced data sets during training.
2.6.1 Categorical cross-entropy
One of the most commonly used loss functions in classification is called Cat-
egorical cross-entropy (CCE, or simply ces). The idea is to minimize the
entropy of each class. In other words, what defines each class is minimized,
such that they become distinguishable.







where p0i and д0i correspond to predicted probability of each class and ground
truth, respectively, where class i is the foreground class.
With this notation, it is natural to introduce the concept of one-hot encoding.
If you haveM classes, and you want to say that a sample belongs to classm, you
make a binary vector which is only high for the class it belongs to. Note that
this is also an assumption with CE - there are only hard memberships.
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2.6.2 Dice loss
CE is quite general. It can be adapted easily to any classification problem, and
there are loss functions that are specialized for more specific tasks. One such
loss function is Dice loss, which is specifically designed for segmentation. One
of the most popular metrics to evaluate segmentation is dice score (dscs),
which is defined as the overlap between the prediction and ground truth array
for the class(es) of interest. The higher the overlap, the better the segmentation.
The mathematical definition can be seen in appendix (A.5).
The idea is to design a loss function that maximizes DSC, as the loss function
is minimized. The simplest way to accomplish this, is to make a binary inverse
transform, which is a common way of turning a minimization problem to a
maximization problem, or vice versa, in optimization.
For a two-class case, dice loss can be defined as:
DL = 1 − DSC = 1 −
2|G ∩ P |
|G | ∪ |P |
(2.11)
where G and P denote the ground truth and prediction volume. Note that
the denominator may hit zero if only one class is represented. Therefore, a
smoothing coefficient ν is usually included. This modification results in the
soft dice loss (SDL):
SDL = 1 −
2|G ∩ P | + ν













Ideally the smoothing coefficient should be as small as possible, for the relation
between DL and DSC to be as linear as possible. A typical value of the smoothing
coefficient is 1, since it is the smallest possible overlap one can get. This
introduces a smaller error in the estimations, but it is necessary in order to use
this loss. Note that SDL is not differentiable as is the case with SSE and CE.
This is a drawback with the loss function, since it results in problems during
optimization.
2.7 Activation functions
Another crucial component in any neural network is activation functions.
The main goal of these is to introduce nonlinear transformations between
layers, such that nonlinearly separable data might still be separable by a classi-
fier.
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Without these a neural network will not be able to learn or model more
complicated features within the data. This is essential in deep learning. Using
these functions, it is possible to transform data to a domain of interest, i.e.
force output values to be in the range [0, 1], to reflect probabilities.
2.7.1 ReLu
Arguably the most used activation function in deep learning is Rectified Linear
Unit relu. It is defined as:
R(x) =
{
x ,x > 0
0 ,x ≤ 0
(2.13)
because of it is simplicity and convergence speed compared to the more tradi-
tional activation functions, like Sigmoid and Tanh (Nwankpa et al., 2018).
A problem with backpropagation, is that gradients tend to get quite small. This
results in weights not being updated, and the neural network may not progress.
This is called the vanishing gradient problem, and most traditional activation
functions do not handle this problem. By introducing rectifiers, as in ReLu,
gradients are forced to saturate only in one direction, which makes them less
prone to vanishing gradients, since they do not get stuck as easily.
The main downside with ReLu, is that it is less general than Sigmoid and
Tanh. ReLu can only be used in hidden layers, and therefore you still need the
traditional ones in the output layer to make predictions.
Anotherwell-known problemwith ReLu is that gradients may vanish/die during
training, meaning that a neuron might never be activated again and neglected
during further training. This is referred to as the dead neuron problem, and it
can be solved by introducing a modification to the original ReLu.
The idea is that instead of setting it to zero for values of x lower or equal to
0, you include a small gradient value. This way the gradients would never be
exactly zero, and dead neurons do not occur. Because of this behaviour this
new modified ReLu has been given the name Leaky ReLu. Mathematically it
can be described as:
f (x) =
{
x ,x > 0
αx ,x ≤ 0
(2.14)
where α corresponds to the small gradient chosen for values less than 0.
Typically, α = 0.01 is used.
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2.7.2 Softmax
In the last layer, the sigmoid or softmax activation function is commonly
used. The difference between these two is that softmax works for any number
of classes, while sigmoid only works in the two-class case. One can view
softmax as a special case of sigmoid, and therefore softmax is commonly the
preferred choice as long as the input is structured properly, i.e. using one-hot
encoding.





, j = 1, . . . ,K . (2.15)
Softmax can be understood as a generalization of the logistic function - forcing
values to the range [0, 1]. In the prediction of an input, each class is assigned
values that sum to 1. Hence, softmax acts like a confidence predictor. That
way the most probable class can be found from extracting the class with the
highest softmax output, which would be the class the network has the highest
confidence that the sample belongs to.
The output may be interpreted as probabilities. However, it only bases its
confidence on what it has seen during training, and in the output layer it is
forced to make a prediction. Results should be interpreted with caution, and if
an outlier input, differing from the ones seen in training is given, its behaviour
cannot be explained or controlled. If one trained a dog/cat-classifier, and the
input was a carrot, it would still classify the carrot as either a cat or a dog.
Therefore, for instance in the two-class case, setting a threshold at 0.5 might
not always be the best choice, as we cannot directly always interpret it as 50
% probability.
2.8 Training and evaluation
During training of a classifier, it is common practice to split the data set in
two: training set and test set. The classifier is based on the training data. To
properly evaluate the model, we need to use a data set the classifier has not
seen before, i.e. test set.
It can be problematic if the test set is different (or simpler), than the training
set. An example would be if we handpicked simple cases for the test set. The
resulting classifier would naturally perform better on the test set, and hence we
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have introduced a bias. Therefore, allocation of training data is best achieved
by random sampling, but this depends on how the data set is structured.
Still after this split, we have only a single estimate of the performance based on
the test set. To get a better estimate it is common to do K-fold cross-validation,
further explained in appendix (C.1). The main idea is to get a better estimate
of the performance, by evaluating on effectively a "larger" data set. Cross-
validation is often done when the data set is small. For larger data sets, there
should not be any significant difference in the inference one makes from a
single split or multiple.
2.8.1 Overfitting problem
For a given training set, we could keep training a network until we obtain zero
loss. This means that the model would have fitted the training data perfectly.
However, if the same model is applied on new data, the performance will
typically be worse. That is because the network has been overfitted towards
the training set, and we refer to this as overfitting.
Therefore, in order to assess whether the network has overfitted during training
of a neural network, it is necessary to study its performance on an independent
data set during training. If we used the test set for this assessment, we would
have introduced a bias, since the test set would not be completely independent
from training. Hence, it is common to split the data set in three, by also
introducing a validation set.
Figure 2.4: Illustration of overfitting during training (Tretyakov, 2017).
In the case of overfitting, there will be an increase in validation loss, as the
training loss is decreasing. If this happens, the network has started to overfit,
and all new updates would result in a poorer generalization. Note that during
training, the loss function might oscillate, and therefore even though validation
loss has increased after an epoch, it does not necessarily mean that overfitting
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has occurred. Therefore, it is necessary to study the trend over time. If for
m epochs, the validation still has not decreased, it has most likely started to
overfit, or it has converged. This would be a good place to stop, illustrating the
concept of early stopping, as seen in Figure 2.4.
Another solution would be to save the model with lowest validation error. The
problem then is that there is no stopping criterion and optimizing training
parameters might also be less efficient.
If overfitting occurs too early, it is most likely because the training set is too
small, the network chosen is too complex, or that you are not regularizing
your network properly. In general, there are four general approaches to handle
overfitting:
1. Increase training set
2. Reduce network size
3. Use regularization
4. Artificially expand training data
For many applications, increasing the training set is not feasible, but if it is, it
most likely improves performance and increase generalization. Other solutions
could be to reduce network size, or experiment with hyper-parameters. By
decreasing network size, the total number of parameters will decrease, and
the network will not overfit as easily.
In deep learning, L2-regularization, dropout and batch normalization are typi-
cally used. The overall idea is to make the network able to learn smaller weights
while keeping the other parameters constant.
If more data is not available, a common technique, especially for images, is
to expand the training data by generating artificial images by transforming
samples from the original data set. This is called data augmentation. These
regularization techniques will be further covered in section 2.9.
It should also be mentioned that there is the possibility that using a smaller
network to avoid the risk of overfitting, results in the network underfitting.
This can be understood as the network not learning complex enough features
to solve a task, and effectively performs worse overall - not just for the test
set.
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2.9 Convolutional Neural Networks
Convolutional Neural Networks(cnns) represent a more complex approach
in particular for image recognition tasks, i.e. classification and segmenta-
tion.
Figure 2.5: Illustration of how a Convolutional Neural Network might look like. Figure
was made using NN-SVG (LeNail, 2019).
Working with images, it can be challenging to determine how to use the input
data optimally to solve a task. Traditionally, user-defined features have been
extracted from an image, and a network is trained based on these to solve a
task.
It is challenging to handcraft features - especially as problems become more
complex. Therefore, general feature extractors like HOG, SIFT, SURF and
colornames have been made. They tend to be suitable formany computer vision
tasks. Unfortunately, for more complex tasks, these generic feature generators
fail to produce satisfactory classifier accuracy (Guérin et al., 2017, Fischer et
al., 2014, Loussaief and Abdelkrim, 2018).
Therefore, instead of using handcrafted features to solve a task, we could train
a network to find which features that are relevant to solve the task. This is the
idea of CNNs. The overall concept is to generate features using the convolution
operator, and then learning which features are relevant for a specific task by
supervised learning using a neural network. Using CNNs, we can also easily
extract information from different magnification levels, which makes us able
to study both local and global information.
2.9.1 The convolution operation
Given an image I (x ,y), one might want to apply a filter to capture some relevant
information or feature, i.e. edges. A way of capturing an edge, is by designing
a specific kernel K(x ,y) (mask), to be applied locally across the image, and
resulting in a high response if this specific feature occurred.
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To apply the kernelK of sizem×n on theM×N image I , we use the convolution
operation, which typically is denoted with an asterisk:





I (x −m,y − n) · K(m,n) (2.16)
This is done for all pixels in the image of location (x ,y). Thus, to apply it
on the entire image, the idea is to apply the kernel K on the image I in a
sliding window fashion. As the kernel slides across the image, the convolution
operation is applied locally for each pixel. This means that for each pixel in
the image, the kernel is applied, resulting in an updated pixel. The output S is
sometimes referred to as the feature map (Goodfellow et al., 2016).
The convolution operator can easily be extended to work in any dimension. The
kernel is always some hyperrectangle (n-dimensional rectangle). It is common
practice to use symmetrical kernels, i.e. hypercubes. Although, working with a
CT-stack (3D) of different resolution in the transverse and longitudinal direction,
it is possible to introduce this resolution difference in the kernel sizes.
2.9.2 Pooling
A typical CNN can be split into three stages. First, the generation of features
using convolutions is performed, usually parallelized. Then, each result in
sent trough a linear activation function. In the second stage, each of these
activations, are sent through a nonlinear activation function, which produces
an output. This is often referred to as the detection stage. In the last stage,
a pooling function is used to further modify the output (Goodfellow et al.,
2016).
A pooling function replaces the output at a certain location by a summary
statistic based on the neighbourhood outputs. This results in a downsampling
depending on the neighbourhood size. Examples of summary statistics might
be: max, min, average, standard deviation, L2-norm.
The most common pooling layers are max pooling and average pooling. In
general, max pooling seems to be the most favourable choice, since it is better
for extracting more extreme features like edges, which is of most relevance in
the case of object detection (Tompson et al., 2015). Others claim that average
pooling is the better choice in general, because it encourages the network to
look for discriminative regions of the entire object, compared to max pooling
(Tompson et al., 2015).
Pooling helps making the representation invariant to smaller translations in
the input. To quote Goodfellow et al. (2016): "Invariance to local translation can
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Figure 2.6: Results of doing applying unpadded max and average pooling operators
with kernel size 2 × 2, on the same input (for even sized kernel widths
neighbourhood designs may vary).
be a useful property if we care more about whether some feature is present than
exactly where it is". This holds true for object detection and classification.
Using pooling layers, it is possible to produce local invariance to any transfor-
mation. This is done by pooling over separately parametrized convolutions of
output. This is very powerful, since it can be easily adapted to any transform
and problem.
2.9.3 Complexity problem
A problem with CNNs, is that they are computationally expensive. Thus, it is of
interest to apply methods that make CNNs more efficient, without degrading
its performance. One concept is called strided convolutions, which consists
of downsampling the convolution function. In strided convolutions, the sliding
window approach is applied, but only at every n’th convolution. This reduces
the ability to capture fine edges. The step size n of the sliding window is
referred to as stride.
Anotherway to decrease the amount of computations, is to use tiled convolutions.
Instead of learning weights for every single position in the input, we learn
kernels that we rotate as we move around the space. That way we get a com-
promise between local and global information, and the method is much less
computationally expensive.
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2.9.4 Dropout
In any neural network overfitting must be handled in order to achieve optimal
results. There are many ways of accomplishing this, and one of these is to in-
troduce a regularization method called dropout (Srivastava et al., 2014). Using
dropout, a neural network is regularized by adding noise to its hidden units
(Li et al., 2018), and it is a extremely simple and computationally inexpensive
to use.
Figure 2.7: Illustration of how dropout works on a neural network (Srivastava et al.,
2014).
Each hidden activation is multiplied by a Bernoulli distributed random value of
some pre-defined probability p, often referred to as dropout rate. This results





where xk corresponds to activation k, ak ∼ Bernoulli(p), and p corresponds
to the probability of dropping a hidden activation. During training, activations
are randomly dropped for each batch, resulting in the network not being able
to use all of the weights during training. This makes the network less prone to
overfitting, since it will be forced to "re-evaluate" past decisions.
Dropout can also be applied in all convolution layers, since it contains learn-
able weights. This is quite commonly done, and results in better performance
than using them only in fully connected layers for CNNs (Srivastava et al.,
2014).
Note that dropout should only be applied in the training phase, since it adds
noise and degrades performance. Therefore, during inference hidden activa-
tions would be simply: x̂k = xk .
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For images, dropout can also be understood as randomly dropping individual
"pixels". The problem using this for images is that adjacent pixel are highly
correlated, and therefore using dropout might introduce too much noise. The
solution is to use spatial dropout (Tompson et al., 2015). The idea is to
randomly drop entire feature maps, instead of random "pixels". This means
that morphological features are less disrupted. Therefore, spatial dropout is
commonly used in convolutional layers. However, ordinary dropout still is a
viable choice for regularizing ordinary neural networks.
2.9.5 Batch Normalization (BN)
During training it is common to divide the training set into mini-batches, as it
makes training faster, and works as a natural regularizer. Even though mini-
batch training is fast, it is not necessarily efficient. Therefore, a method called
batch normalization (Ioffe and Szegedy, 2015) has been proposed. The idea
is to normalize each neuron dependent on values x = xk over a mini-batch
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(2.18)
Note that in the multi-dimensional joint case, what might happen is that it
results in singular covariancematrices. Thus a smoothing coefficientτ is needed
(Ioffe and Szegedy, 2015).
Normalizing activations that depend on mini-batches allow efficient training,
but is neither necessary nor desirable during inference. What was proposed
instead is to use moving averages of neural means and variances (Li et al., 2018).





Further details about how Emovinд(x) and Varmovinд(x) can be implemented
is described in Ioffe and Szegedy (2015).
2.10 Classification
It is possible to train a CNN to classify images by supervised learning as ex-
plained in section 2.9. By using convolution layers, features can be extracted
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from the image, and by using pooling layers, feature maps can be downsampled.
By applying a sequential convolution layer, more complex features can be ex-
tracted - effectively at different magnification levels. By doing these operations
sequentially multiple times, a deeper network can be made.
At the end of these layers, dense layers (ordinary neural networks) can be
applied. This way, end-to-end, the network generates features from the input,
and by supervised learning, it learns which features are relevant to solve the
specific task. For a classification task, the networkwill learn which set of features
corresponds to each class. In other words, the network learns a "fingerprint" for
each class. Given a new input, it will predict which class it belongs to depending
on how similar the generated features are to these fingerprints.
2.10.1 VGG16
One of the most popular architectures for image classification is VGG16 (Si-
monyan and Zisserman, 2015). Using smaller kernel sizes (3×3) and increased
depth resulted in significant improvement on the ImageNet data set. They also
showed that the network generalized well to other data sets.
Figure 2.8: Macroarchitecture of VGG16 (Frossard, 2016)
The overall network contains in total 16 layers, as illustrated in Figure 2.5,
hence the name. Simonyan and Zisserman (2015) also proposed a 19-layer
architecture VGG19.
VGG16 takes an RGB-image of fixed size 244 × 244 × 3. It contains a total of
five max-pooling layers with kernel size 2 × 2 kernels (of stride 2), effectively
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downsampling the feature maps by two, overall five times. Between these, there
are multiple convolution layers; two convolution layers at each level before the
second pooling-layer and three layers after. The number of convolutions is the
same for all convolution layers at one level (magnification level of feature maps)
- starting with 64 and doubles for each pooling layer. This is a quite common
convolution configuration. The idea is to increase (double) the number of
convolutions to compensate for the loss of resolution after downsampling (by
two).
In the end, three fully-connected layers are used (3LP) with neuron configura-
tion: 4096, 4096, 1000. The reason for the last layer to have 1000 neurons is
because this is the number of classes in the ImageNet data set. In the last layer a
softmax activation function is used. After all other fully-connected and convolu-
tion layers, ReLu activation functions are used. The original VGG16-architecture
does not contain any dropout or batch normalization, to regularize the network,
but L2-regularization was used. We will not be using L2-regularization in this
thesis. However, further information about the regularization method can be
found (Krogh and Hertz, 1992).
2.11 Segmentation
When performing segmentation of an image, each pixel is assigned a class.
There are simple methods to perform segmentation, but traditional methods
require that we are able to define an algorithm to segment the object of
interest consistently. Traditional intensity-based methods, i.e. Otsu’s method
(Appendix B.2.1) and region growing (Hojjat and Kittler, 1998), fail to handle
more complex cases. For instance in medical imaging, which often includes
noise, artefacts and inhomogeneity.
As discussed in section 2.10, it is possible to perform classification of an image, by
extracting features using sets of convolution and pooling layers, and learning
which features are relevant using fully-connected layers. This set of layers
before the dense layers are often referred to as the encoder.
Instead of assigning a class to the entire image, it is possible to use the features
map of the bottom layer, and upsample it to have the same size as the input.
By doing this, we have assigned a class to pixels, instead of the whole image,
and we have effectively performed segmentation of the image. The set of
up-sampling layers to produce the final output, is called the decoder.
Using only the last feature map(s), the resolution in the segmentation will
usually be poor. A solution is to up-sample the image in two steps and using
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skip-connections to add feature maps from the bottom layers of the decoder.
Skip-connections means extracting data from the encoder and concatenating
it with the decoder.
Using a two-step up-sampling in the decoder, using skip-connections from the
two bottom levels to each decoder-level, respectively, result in one of the most
basic architectures for CNN-based image segmentation called FCN-16 (Long
et al., 2014). It was also proposed to use one more up-sampling step in the
decoder, with one more skip-connection. This architecture was the best forming
one of these, and is called FCN-8 (Long et al., 2014).
These types of down- and up-upsampling CNN-based architectures, that pro-
duce an output of the same size as the input, have therefore been given the
name autoencoders. The job of the encoder is to compress and extract relevant
information from the input, and the decoder uses these to produce a conclusion
for every pixel in the original input.
By using these types of network, we can perform semantic segmentation,
where each pixel is denoted a class. It is also possible to perform instance
segmentation, which is when in addition to each pixel being given a class, an
object class prediction is performed. This means that the boundary of a group
of pixels is also predicted, effectively segmenting sets of pixels, instead of just
independent pixels.
As an example, consider detection of pedestrians in an image. If you use se-
mantic segmentation, you classify which pixels correspond to the pedestrian
class, independently of the others. That way if two people are adjacent, using
semantic segmentation, you cannot learn that these are two different pedestri-
ans. Using instance segmentation, you not only perform segmentation, but you
also perform object-detection. One of the most popular instance segmentation
networks is called Mask R-CNN (He et al., 2017). These types of networks are
extremely computationally expensive. It is not feasible to perform 3D instance
segmentation using these state-of-the-art architectures for current high-end
GPUs, even though these are the ideal candidates for many 3D object detection
tasks, e.g. lung nodule detection.
2.11.1 UNet
A popular segmentation architecture, especially for medical imaging, is UNet
(Ronneberger et al., 2015). It is similar to the FCN-8 architecture, but handles
the decoder differently. Instead of simply up-sampling the feature maps, it
introduces deconvolution (also called transpose convolution layers, which
learns how to best up-sample the feature map to produce optimal segmenta-
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tion. It also uses skip-connections, but extract feature maps across from the
encoder at each respective level, in a symmetric fashion. Similar to VGG16, it
generalizes well, and it has been quite promising, especially in medical image
analysis.
Figure 2.9: UNet architecture (Ronneberger et al., 2015)
The original architecture, input grayscale images of size 572 × 572. At each
level it contains two unpadded convolution layers. Similarly to VGG16, it
uses kernel size 3 × 3, ReLu activation functions after convolution layers, and
2 × 2 max-pooling operations with stride 2. It also used the same convolution
configuration, starting with 64, doubles each time, but goes one layer deeper,
effectively stopping at 1024. Note that using unpadded convolutions, the image
size is downsampled for each convolution - due to the border not being included
(since it lacks valid pixels outside the image).
The idea with UNet was to also learn how to improve up-sampling of data
to achieve optimal segmentation. Up-sampling was done symmetrically as in
the encoder, resulting in a symmetric autoencoder, hence the name U-Net, or
UNet. To enhance resolution in the decoder, information from the encoder was
copied across and merged (concatenated) with the decoder feature maps. This
operation is referred to as (residual) skip-connections, which has the same
interpretation as ordinary skip-connections.
The decoder is different from the encoder in the convolution configuration, but









Whereas early stage lung cancers have good prognosis, the chance of survival
drops dramatically if the disease has spread to lymph nodes or other organs.
An early, precise diagnosis of nodules with cancer is therefore crucial to offer
curative treatment and improve lung cancer survival. Several National Health
authorities have applied fast-track patient care programs for investigation of
lung nodules that may be cancer. The time from nodule detection in CT to
clinical decision-making is used as a quality marker for the health care services,
which gives another reason why a fast and precise CAD for lung nodules is
called for.
Figure 3.1: Clinical stages of lung cancer and their respective 5-year survival rates
below (The Norwegian Lung Cancer Group (NLCG) Guidelines for Lung
Cancer Management, 2017 (nlcg.no). Figure: H. Sorger
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The vast majority of early lung cancers occur in the form of a nodule, defined as
a round or oval lung lesion < 30 mm in diameter and completely surrounded
by lung tissue. Lung nodules occur in up to 33% of CT scans in a screening
population of aged smokers (Callister et al., 2015), and in 13% of unselected CT
scans. The prevalence of malignancy in patients with lung nodules however, is
lower, varying between 1-12% depending on the study population and nodule
characteristics such as size and a number of morphological features in CT
(Wahidi et al., 2007).
The main clinical challenge is therefore to recognize as early as possible the
nodules with the highest risk of malignancy that should be subject to removal
or close CT monitoring. Equally, low-risk nodules should be dismissed from
follow-up to save health care resources, avoid futile investigations and patient
concern (van den Bergh et al., 2008, Leung and Smithuis, 2007).
Figure 3.2: Flow-chart for management of solitary pulmonary nodules (spn) based
on CT characteristics. Adapted from The Fleischner Society Guidelines for
management of solitary pulmonary nodules, 2017. The Norwegian Lung
Cancer Group (NLCG) Guidelines for Lung Cancer Management, 2017
(nlcg.no). Indeterminate nodules < 8 mm size are normally subject to CT
follow-up. Figure: H. Sorger
For the remainder of this chapter, we will give some theoretical background on
lung nodules and malignancy, as well as the imaging modality used to generate
the images we will be using for this problem.
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3.1 Lung nodule and malignancy
The most important characteristics a radiologist studies when classifying nod-




• Presence and distribution of calcification
• Nodule volume doubling time (requires follow-up data). This normally
takes 100-400 days for solid cancers, significantly longer for ground glass
opacities.
• Nodule density (solid, part solid, ground glass opacity)
In a study by Leung and Smithuis (2007), involving 3356 lung nodules, one
of the aims was to find the probability of a lung nodule being malignant as
a function of nodule size. A strong correlation was found between size and
malignancy in high-risk patients. Summarized results can be seen in Table
3.1.
Table 3.1: Probability of malignancy in patient with high risk of lung cancer (Leung
and Smithuis, 2007).
Size [mm] Total Malignancy [%]
< 4 2038 0
[4, 7) 1034 1
[7, 20] 268 15
> 20 16 75
Nodule size is therefore an important malignant predictor. Also, for all 2038
patient cases, all nodules smaller than 4 mm were benign, implying that such
nodules are not of immediate diagnostic interest.
Given uncertain findings, it is quite common to do a follow up scan(s). Note that
this is mainly of interest if one wants to study how these candidates develop
over time - typically 4-6 months later (Kanashiki et al., 2012). Even though a
nodule might be small at the time of detection, a follow-up CT scan might still
be of interest to study how its size and shape evolves over time. The radiologist
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would look for the volume doubling time, or nodule growth rate since the last
CT scan. Solid, malignant nodules typically have volume doubling times of 100-
400 days, although signficantly longer for ground-glass opacities, representing
invasive adenocarcinomas.
Another indication of malignancy is nodule heterogeneity. A nodule may for
instance have a ground-glass component (ggc), or a ground-glass halo around
a solid or mass. Malignant nodules often have a solid part, but also a web-like
structure. From the study by Leung and Smithuis (2007), 64% of nodules dis-
playing a solid and ground-glass component proved to be malignant. For FFCs
the malignancy prevalence was 18%, for nodules with part-solid components
7%. Therefore, heterogeneity is a quite important factor in classification of
malignancy. Any GGCs detected is not necessarily malignant, but the chance
of it being so is significantly higher than for ordinary lung nodules.
Figure 3.3: CT-images illustrating different types of lung nodules. A: Solitary nodule.
B: Solid with ground-glass halo. C: Mass with ground-glass halo. D: Juxta-
vascular nodule with pleural effusion. E: Larger solid with part ground
glass and irregular speculated density, also smaller but more speculated
lesion. F: Cavity nodule (Wingard and Jantz, 2012).
Many biological aspects are beyond the scope of this thesis report. We will only
cover the topics we find relevant for detection, segmentation and malignancy
prediction of lung nodules. One important anatomical change of relevance
is emphysema, or destruction of normal pulmonary tissue with resulting air
filled gaps and fibrosis. Emphysema is normally caused by cigarette smoking,
and this is partly why the condition is associated with a significantly higher
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risk of lung cancer (Hohberger et al., 2014). In CT, emphysema stands out
as homogeneous, dark spots (low attenuation) inside the lung. Even more
relevant for this project, the characteristics/morphology of lung nodules may
change depending on emphysema severity. This is challenging to include in
any CAD-system.
3.2 X-ray imaging
The technology behind the CT-images we observe are based on radiation. The
image is created in a process of several steps. First one needs an X-ray tube,
which is a vacuum tube with a cathode and an anode. By charging the cathode,
high-speed electrons begin to fire towards the anode, then quickly de-accelerate
as they hit the nucleus of the anode. This results in energy being released in
form of X-ray radiation (Gonzalez and Woods, 2010a).
To penetrate the body, one would need a sufficient voltage for the energy of the
X-rays, but at the same time minimizing the dose and maximizing the image
quality. As the X-rays penetrate the body, they will interfere with different
objects in the body, and it is these scattered rays we want to capture to create
an image. One way to capture the rays, is using a phosphor screen that converts
X-rays into light. Then the light signal is digitized, and based on the amplitudes,
one can predict which elements it has passed through, to create an image.
Note that lung nodules below 5 mm size are rarely detected in conventional
X-rays, and the number of false negatives is high.
3.2.1 Computed Tomography
One of the most important imaging modalities in the detection and evaluation
of lung nodules down to 1-2 mm size is computed tomography (ct). It uses the
concept of X-ray imaging with back projections to create a 2D-image.
The idea is to apply ordinary X-ray imaging from different angles around the ob-
ject of interest, then capturing the rays in a small detector, and back projecting
the resulting photons. By doing so over several angles, one can add/integrate
over the resulting back projections, which results in a sinogram. This transfor-
mation is called the radon transform. Then to get the resulting 2D-image, as
we observe as a CT image, we apply the inverse radon transform.
All the steps can be summarized as follows:
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1. Compute 1-D Fourier transform Gθ (ω,θ ) = F (дθ (x ,y)) of each back
projection (or angle θ)
2. Apply a window functionw onGθ (ω,θ ), to reduce ringing artifacts. The
most common window function is the Hanning window
3. Apply the inverse 1-D Fourier transform of the filtered back projection
⇒ fθ (x ,y) = F
−1 {Gθ ·w}
4. Integrate over fθ (x ,y) for all back projections. This results in the recon-
structed image f (x ,y)
In the continuous case, we could formulate the reconstruction by a single
equation:
f (x ,y) =
∫ π
θ=0
fθ (x ,y) dθ =
∫ π
θ=0
д(xcosθ + ysinθ ,θ ) dθ (3.1)
where д(ρ,θ ) is the sinogram and ρ = xcosθ + ysinθ .
This concept can be used to create images of a volume instead. There are
several ways of doing this. A simple approach is to apply the 2D scanner at
different increments of a specified range. Then stacking these images, or using
some kind of reconstruction method, results in a CT image stack of the 3D
volume. The problem with this approach is that there is a trade-off between
resolution and dose which is difficult to control. Therefore, what is commonly
done is to do a helical scan. Using a spiral scan motion, the 2D scanner is
applied continuously in a specified range. Then one can reconstruct the volume
as a 2D image stack since one control the spiral motion. This results in reduced
dosage, while achieving similar resolution.
3.2.2 Hounsfield Units
X-rays penetrating the body interfere with a medium, causing X-ray attenuation
that is used for image creation. There is a significant difference in output ampli-
tude whether the ray has penetrated human tissue, air or bone. By experiments
one have been able to find attenuations coefficients µ for a lot of different
relevant mediums.
Because themost commonmedium in the human body is water, this attenuation
in water is used as reference. If the measured signal is lower than expected
(amplitude for water), it would indicate that the ray has passed through some
other tissue. Since the attenuation coefficients of all relevant mediums are
known, we could try to map the light signal amplitudes to some values that
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have some solid physical interpretation.
This is what we call CT-numbers, and these are:
CTnumber =
µT issue − µH20
µH20
× 1000 (3.2)
By using water as reference, the CTnumber of water is defined as zero. More
dense mediums, such as soft tissue or bone, have positive CT, and vice versa.
These are what we call Hounsfield Units(hu).
Inside the body, the HU’s approximate range is (-1000, 3000), where -1000
is for air, and 3000 for dense bone. Inside the lung we typically only have
HU-values in the range (-1000, 1000), but at times one may observe intensities
larger or smaller, due to different artefacts in the imaging modality - one of
which is salt and pepper noise. However, there are disagreements of the limits
in literature. Some say that the limits are in the range [-1024, 1024].
The various intensities in CT images actually have a physical meaning, and any
image preprocessing should not alter with these values. Another consequence
is that segmentation of larger objects can be easily generalized since each
object displays a range of intensities. This is an argument to why most lung
segmentation methods are based directly on these intensities. Using other
modalities, one can rarely use these simple approaches.
One could also try similar approaches to detect nodules, but for instance
blood vessels have similar HU-values, which results in segments where it is
challenging to separate these from nodules. Therefore, more advanced and
efficient methods were proposed (Li, 2007). Some of these are based on deep
learning, which is the approach most state-of-the-art algorithms are based on




In this chapter, we will design and train a CNN-architecture for automatic
detection and 3D segmentation of lung nodules for thoracic CTs. This will
be done in the following steps: data acquisition and pre-processing, design,
evaluation and results.
4.1 Data acquisition and pre-processing
4.1.1 The data set
The Lung Image Database Consortium image collection (LIDC-IDRI) is one
of the largest lung-nodule-specific databases available, consisting of both di-
agnostic and lung cancer screening thoracic CT scans with annotated lesions
(Armato III et al., 2011). Since it was made public in 2010 with 399 cases, the
number of cases has grown up to 1018 - with 1010 patients (Armato III et al.,
2015a).
A common clinical challenge is that the smaller the nodule, the harder it is
to provide a tissue specimen by endoscopic or transcutaneous methods. The
malignancy potential of a tumor candidate must therefore often be determined
from radiology images. The same is true for tumor volumes. It is challenging
to find the true boundaries of a lung nodule.
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Therefore, the ground truth has been based on the opinion of four expert
radiologists through a two-phase reading process. First there is the blind-
folded phase, where each radiologist independently has to annotate what
he/she believes is a nodule. If the nodule is in the range (3,30) mm, he/she
has to draw the 3D-contour of the area believed to be a nodule, by drawing
the boundary for each image in the stack. If the nodule is smaller than 3 mm,
only the location of the approximate 3D center of the mass is marked.
In the second phase, all conclusions are compiled, and each radiologist can
compare conclusions with the other’s opinions. Next, the radiologist can inde-
pendently draw a final conclusion. This means that four ground truths exist
for each patient case. Ideally, one would have only one, but if the radiologists
were forced to come to a single conclusion, actual malignant nodules might
have been eliminated. Therefore, to keep as much qualitative information as
possible, there are four ground truths.
Not only did each radiologist had to mark segments, but he also had to label
nine different attributes of the nodules with a degree of five. The attributes
are: spherificity, margin, calcification, internal structure, spiculation, subtlety,
lobulation, radiographic solidity and malignancy.
The data set contains a total of 2660 nodules with great variation in size, shape
and malignancy degree. Also, for each scan there is different imaging quality,
which results in noise and other artefacts. This means that the networks or
algorithms based on this data set, should be quite general.
All scans are capturing the entire lung region, and each image has been scaled
to have the dimensions 512 × 512. Resolution-wise there is a large difference
between the patients. In general, image resolution is approximately 0.7 × 0.7
mm2, always the same across axes, while in the longitudinal direction it is
typically 1.5mm. Note that especially longitudinal resolution varies a lot in the
data set, due to different imaging configurations of different scanners used by
the operator. All CTs use Hounsfield units.
The CT scans are clinical thoracic CT (chest). They are from seven participating
academic institutions from around the world, in an ordinary clinical setting
- no scan was performed specifically for the purpose of the database. This
means that there is a heterogeneous range of scanner models and technical
parameters chosen to create this data set, which makes it ideal for designing
robust and general nodule CADs.
Each CT scan was initially presented at a standard brightness/contrast setting
without magnification. But the radiologist was allowed to adjust brightness,
contrast and magnification to enable the most complete interpretation of the
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scan.
As the 3D-reconstruction of the CTs differ among manufacturers, CTs also differ
in terms of contrast. All CTs can be grouped as: "soft" (n=67), "standard/nonen-
chaning" (n=560), "slight enhancing" (n=264) and "overenhancing" (n=127),
where n corresponds to the number of scans (Armato III et al., 2011).
The intent was to include only a single CT from each patient in the data set
to avoid correlation between scans, but it was later found that there were
two distinct scans for eight patients included. The data set originates from a
screening study, where patients with a lot of nodules were oversampled. This
means that the average number of nodules might not reflect the expected
number of nodules in a typical screening scenario.
The data available for each patient are DICOM-files, with corresponding XML-
file. The actual 2D CT-images (image stack) is stored in the DICOM-files,
including also other imaging parameters (metadata) used in the scanning. The
XML-file contains all the relevant information about the nodules from the four
radiologists’ opinions.
4.1.2 Pre-processing
To use the DICOM and XML-files, we still needed to do some preprocessing
in order to get the image stacks, ground truth and other relevant metadata
information, i.e. resolution. This was done by parsing the DICOM-files to get
the volumes, parsing the XML-file to get ground truth, and then saving this
information for each patient in the hdf5-format. This format was chosen as it
makes it easy to extract some amount of data, without needing to read all of it
in memory - it is also very fast.
Since the resolutions differ for each patient, we needed to introduce this
information in the data set during training. One approach is to re-scale each
volume to have an isotropic resolution, such that a voxel has the dimensions (1×
1× 1)mm3. This results in CT-images of varying sizes depending on resolution
between patients. Thus, we propose to only stretch along the longitudinal
direction. This was achieved by using 3D spline interpolation, with an order
similar to trilinear interpolation (which is quite common to use), with a scaling
factor of the longitudinal resolution divided by the transverse resolution (NB!
At a late stage it was observed a bug in this implementation. Image resolution was
not included in the fraction, only longitudinal resolution. Thus, voxels between
patients will not no longer be "perfectly" isotropic, but the effect might be negligible,
as transverse resolution does not vary that much in the data set.)
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Using Neural Networks, we have to be cautious using too large values in the
input, because it can result in stability issues - exploding gradients. Thus, for
each patient, it is common to scale intensities to the range [0,1] - typically
referred to as intensity normalization.
Since intensities in CT are measured in hounsfield units, different structures
are defined in respective ranges. The lung region may vary in the range [-1024,
1024]. Lung nodules have an even narrower range. Thus, prior to intensity
normalization, it is common to do HU-clipping, which is essentially setting all
values outside a range, to its closest limits. That way, when normalizing the
image, intensity resolution is not lost. It also makes the search region smaller
for the network. In addition, it reduces the effect of some imaging modalities,
which does not really matter for the network, but traditional intensity-based
methods are quite sensitive to this.
Training deep CNNs (DCNNs) is quite computationally expensive, especially
in 3D. Therefore, we were forced to divide the CT volume into smaller chunks
(for training). We wanted to introduce as much 3D information as possible
in training. The maximum we could choose was 64 slices (64 mm), which
should capture even the largest nodules in our data set. With this configura-
tion, we could not use the full images, due to memory constraints. Thus, we
downsampled all images to 256 × 256. The CT volume was then divided into
non-overlapping chunks. Overlapping chunks were not used as it requires a lot
of storage capacity, and the number of chunks we get for training should be
sufficient - especially doing additional data augmentation.
Lastly, before we saved the chunked data, we had to choose a single ground
truth. The loss function we are going to use, does not handle float input. Thus,
we did a common 50% consensus on the radiologists annotations to yield the
final ground truth. The most natural and most common approach, is to do a 50
% or 75 % consensus. For instance the LUNA-challenge from 2016 (Setio et al.,
2017) used 75 %-consensus. We chose to use a 50 % consensus, having in mind
that it was better to get more false positives than to lose possible malignant
nodules.
Using a 75 % consensus tend to undersegment some nodules, since the inter-
variability in annotations some times tended to be extreme. Using a 50 %
consensus-design, occasionally, might result in fragmented ground truth. This
was not observed during pre-processing or training, but during evaluation it
was observed that in one out of 80 patients, a nodule had been split into three
- one larger and two smaller segments. In this case, we used morphological
closing (Appendix B.4) to fix the segment, such that the network did not have
reduced sensitivity, when all three segments belonged to a single nodule.
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4.2 Design
4.2.1 Architecture
The network we have chosen is heavily inspired by an architecture called UNet
(Ronneberger et al., 2015). The original architecture was designed to handle
2D-images. What we have done is to generalize it to handle volumetric data.
Note that this modification has been done before by several others (Milletari
et al., 2016, Shi, 2018), but our modification has some differences. The overall
methodology is the same for our network. The main differences lie in the
kernels of the convolution layers and other design choices which we felt would
better suit volumetric data, as well as this problem in particular.
Most noticeably, compared to the ordinary 2D-UNet, is the input size and
convolution configuration. Current state-of-the-art 3D networks for lung nodule
detection and segmentation tasks, use 64 × 64 × 64-sized kernels. Today, we
can use larger input sizes, because of the advance in GPU computing power, but
still it comes at a cost. Even on high-end GPUs, we still had to reduce the model
capacity, and/or depth, and/or batch size using larger input chunks. Although,
we hypothesized that even though we had to make a more shallow network, it
would still provide better generalization using larger input chunks.
256 × 256 × 64 @16
128 × 128 × 32 @32
64 × 64 × 16 @64
32 × 32 × 8 @128
16 × 16 × 4 @256
Residual skip-connections
Figure 4.1: Illustration of the architecture used for lung nodule segmentation. It inputs
a CT chunk and outputs two-class softmax predictions of lung nodules and
background.
First of all we do unpadded convolutions with kernel size 3×3×3 and 2×2×2
pooling operators. The network inputs the isotropic (NB: not really, because
of error in pre-processing) CT chunks of size 64 × 256 × 256. Similarly to
UNet, we use stride 2 and ReLu as activation functions for all layers except the
last.
We introduce batch normalization after each convolution layer, as proposed
in Ioffe and Szegedy (2015), which empirically seemed to boost convergence
during training. We also introduce spatial dropout with rate 0.2 after each ReLu
activation, as proposed in Tompson et al. (2015), to reduce the effect of strong
correlation between features. Spatial dropout was used in all convolution
layers.
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We used a symmetric convolution configuration, downsampling by two for
each max pooling layer, and doubling for each deconvolution/upsampler. Note
that we used two 3D convolution layers before each max pooling layer - same
kernel size for all.
Since we used one-hot encoding, we used a softmax activation function,
which returned probabilities for voxels belonging to each class; nodule/back-
ground.
4.2.2 Training
Because of the design choice made, we get M chunks of size 64 × 256 × 256.
Within and between chunks, nodules and background were not represented
equally, which meant that we had an unbalanced data set problem. Even
though one could tackle the problem by weighting the classes within each
chunk, there was also a 1:5 ratio of chunks containing just background. It
is extremely challenging to handle such 2-level hierarchical unbalanced data
sets problems. Therefore, we chose to only train the network using positive
samples; chunks containing both nodule and background.
To handle the imbalance within each chunk, we chose to use soft dice loss
where DSC was only reported for the nodule class. Then the loss function was
only dependent on a single class - effectively balancing classes by neglecting
the background class.
During training, Adadelta was used as the optimizer, using default settings
as recommended by Zeiler (2012). To solve the problem of overfitting, we
monitored validation loss, and the model which produced the lowest validation
loss was saved. Methods like early stopping were not used, because convergence
was extremely slow. One single training took 4-5 weeks. Hence, stopping was
done manually. The total number of epochs was 200. After 100 epochs, the
learning rate was reduced by an order of ten.
As mentioned earlier, using larger chunks resulted in memory restrictions, and
us being forced to reduce the model capacity. Another result was that we
were forced to use smaller batch sizes. With the current setup, using a 16 Gb
GPU, the largest batch size possible was 2. However, in Masters and Luschi
(2018) it was found empirically that smaller batch sizes provide better results
in neural networks. Best performance was found using batch size in the range
[2, 32].
If not stated otherwise, we used default settings for all functions in the Keras-
API. Using this architecture, we got a model of ∼ 5.9M parameters. Keras is
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a high-level API to build and train deep learning models using TensorFlow
backend. This also makes it possible to run processes on GPUs.
4.2.3 Data augmentation
Another way of avoiding overfitting, is to have more data. Even though we had
1010 patients, we did not have that many positive chunks after pre-processing.
Hence, data augmentation was done. Since we were working with CT-images,
augmentation choices were restricted to which kind of transforms would be
relevant, or more directly natural. For instance, using heavy contrast augmen-
tations would produce skewed intensity distributions, thus perhaps degrading
an important aspect in nodule classification.
For each chunk, three transforms were always used, although with random
settings. A simple 3D flip-transform along random axis, a random rotation in
range [−20, 20]◦, and translation [−30, 30] in random direction. For rotation
and translation, these were only done in the axial plane. This was much faster,
and we did not observe any significant boost in performance doing anything
more complex. Doing rotation along the longitudinal axis, might result in
clipping of huge parts of the volume, especially on the top and bottom of the
CT stack. Translation along z was not done, as we did not like the fact of losing
whole CT-images by augmentation. It would also produce different clippings of
nodules, if located close to the ends along the longitudinal axis. For translation
in the axial plane, the lung area was not really near the border. Hence, the
same problem did not apply.
4.3 Evaluation
We know that the most common metric for evaluating segmentation is the
Dice-coefficient. It is also the most intuitive one. But lets say we have some
semi-automatic segmentation algorithm, which needs an initial seed-point on
the tumor to start the segmentation. Then it would not make sense to use the
ordinary Dice-score metric we have trained our network on. What we would
do instead is to have a dice-score metric which only says something about how
well the segment is if it has found the tumor. Then we throw away the factor
of detection, and we can have a metric which fully focuses on segmentation.
We adopt the name Dice Score True Positive (dsctp).
This is the metric we have used to evaluate the segmentation performance. Of
course regular DSC is a brilliant overall measure of our detection-segmentation
network, but fails to distinguish between detection and segmentation.
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For detection, it is common to blindly use sensitivity, specificity and accuracy.
The problem is that the input contained a whole CT-chunk, and the objects we
are interested in are not single voxels. Hence, we needed to introduce object-
specific metrics for detection. This makes sense in our case since detection of
nodules, require studying full 3D-objects.
Hence, we made an object-specific recall (sensitivity) metric and false positive
rate (FPR) metric to evaluate detection performance. Using a lower prediction
threshold, one will accept more voxels as nodule voxels, but at the same time
increase FPR. To better visualize this effect, we made a FROC-curve (Appendix
A).
From the point clouds, post binary thresholding of the prediction volume,
we used connected components with 26-connectivity. Then all nodules in the
prediction and in the ground truth, were put into two separate queues. A
natural detection criteria is to evaluate hits based on whether the predicted
centroid was found inside the ground truth segment. However, this criteria
was found too strict, as segmentation annotations are not perfect or consistent
- especially not for GGCs.
Therefore, we accepted it as a hit if a predicted nodule overlapped with any in
the ground truth, or vice versa. Then both overlapping nodules were removed
from the queue, to not be double counted, as well as their volume being set
to zero in the corresponding prediction and ground truth volumes. Doing this
comparison sequentially, also meant that if the predicted nodule overlapped
more than one GT nodule, it would only count as one, and vice versa.
4.4 Results
Figure 4.2 (a) shows the FROC-curve, which illustrates the trade-off between
recall and FPR as a function of prediction threshold. This is used to evaluate
detection performance. Figure 4.2 (b) shows DSCTP as a function of prediction
threshold.
Prediction threshold is not "visible" in the FROC curve. However, prediction
threshold and FPR are inverse proportional. Thus, increasing prediction thresh-
old decreases FPR, as only accepting voxels with much higher confidence,
results in way less voxels being classified as nodules.
However, increasing prediction threshold to lower FPR, results in a decrease in
recall. Thus, there is a trade-off between recall and FPR, and that is exactly
what the FROC curve illustrates.
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(a) FROC (b) DSCTP
Figure 4.2: Figures illustrating detection and segmentation performance of nodules
individually.
By setting prediction threshold th = 0.2, we were able to detect > 90 % of the
nodules in the corresponding test set, while achieving an average false positive
rate of 3.9, which resulted in an average DSCTP of 0.804. Better segmentation
performance can be found setting a prediction threshold closer to 0.4-0.5,




In this chapter, we will study two approaches for lung organ segmentation;
a traditional intensity-based method and a machine learning approach. Then
we will evaluate whether any of these are suitable for post-processing of lung
nodules.
In the pipeline, we have not yet used a lung mask to remove redundant infor-
mation outside the lung, as this is not necessary for training a nodule detector.
However, it is possible that the network might generate candidates outside the
lung, especially if the FOV is different during imaging than from training. Thus,
it is of interest to study whether a lung mask as a post processing step can help
reduce FPR.
Traditional intensity based methods for lung segmentation in CT perform
quite well. This is because the lung area has quite high contrast compared to
the surrounding tissue. Therefore, it is possible to apply simple thresholding
techniques. Although, these are easy to use, they tend to struggle in more
difficult cases, i.e. if there is a lot of noise (Li, 2007,Wu andQian, 2019). Machine
learning methods have outperformed traditional intensity based methods in
many tasks, which also holds true for lung segmentation (Koyuncu, 2018,
Mansoor et al., 2015).
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5.1 Data acquisition and pre-processing
We did not have access to annotated thoracic CTs. Although, from the Lunge CT
Segmentation Challenge(LCTSC) in 2017 (Yang et al., 2018), there was annotated
cropped (lung-specific) thoracic CTs. This meant that the overall FOV was more
narrow than in the LIDC data set. Even though one is able to train a network
which performs well on the LCTSC data set, it might not generalize well to the
LIDC data set. Since it was not clear if a trained network on the LCTSC data
set would generalize to thoracic CTs, we will be comparing a machine learning
approach against a traditional intensity-based method.
The LCTSC data set consists of average 4DCT or free-breathing (FB) CT images
from 60 patients, but only 30 was made publically available (original training
set in the challenge). Three institutions contributed with 20 CTs each. Manual
annotations are the same as used for treatment planning in the clinic. All
contours were reviewed and corrected if necessary to ensure consistency in the
annotations.
CTs were stored in the DICOM-format, and annotations stored in the RTSTRUCT-
format. Masks stored in RTSTRUCT, were stored as surface models. Thus, the
resulting mask was found after applying nearest neighbour interpolation and
applying a binary fill transform.
5.2 Design
5.2.1 Machine learning approach
Traditional methods have proven to be able to segment the lung only based
on 2D image information (Li, 2007). This suggests that a 2D-UNet would also
perform satisfactory as well. The idea was to use the exact same architecture
configurations as for 3D-UNet, but instead of doing 3D-kernels, we will be using
2D-kernels. We also made the network much deeper, which was not possible
earlier due to memory contraints in the 3D-approach. While a 3D approach
might produce better generalizability, training time was considerably slower
for 3D-UNet, and could not be explored due to time constraints.
We chose to apply the exact same pre-processing steps as for lung nodules, ex-
cept we did HU-clipping on the limits [-1024, 1024], since more global intensity
information is relevant for lung segmentation than for lung nodules.
Since training took only a few hours, we did K-fold cross-validation (CV) to
train and evaluate the method. Due to the number of patients being quite low,
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512 × 512 @4
256 × 256 @8
128 × 128 @16
64 × 64 @32
32 × 32 @64
16 × 16 @128
8 × 8 @256
4 × 4 @512
Residual skip-connections
Figure 5.1: Illustration of the architecture chosen. The input is a CT image of specified
size in the first layer. The output is a softmax confidence map of two
classes; 1 lung, 0 background
30 patients, we chose to do two-split CV. We used five folds, as it produced a
natural 80%/20% split between training and test set, and five estimates should
give a better indication of the performance on new data.
For augmentation, we used simple random 2D flip and random 2D rotations
in the limits [-20, 20]. Since the FOV was more narrow in the LCTSC data set
compared to LIDC, we used zoom augmentations with random scaling in the
limits [0.75, 1.25], to make it more invariant to different FOVs.
In this case we used Early Stopping during training with a patience of five,
since convergence was fast. This implied that if the model had not improved in
five epochs, we would stop training. We monitored based on lowest validation
loss.
Lastly we used a batch size of 32, which was much higher than for 3D-UNet.
It seemed empirically better to use a higher batch size for 2D-UNet on this
data set - probably because decision during training would be less random.
If it was computationally possible, we would do the same for 3D-UNet. All
other training and optimization parameters and choices are the same as for
3D-UNet.
5.2.2 Intensity-based method
To segment the lung it is also possible to use an intensity-basedmethod. We will
be combining simple image processing techniques to make a robust method for
lung segmentation. A pseudo code of the method can be seen in Algorithm 1.
An explanation of all methods used in the algorithm can be found in Appendix
B.
The pre-processing was performed in the same way as for 2D-UNet, except we
did not interpolate. We used a median filter of kernel size five to improve the
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Algorithm 1 Intensity-based method
1: for each image in stack do
2: HU-clip and normalize
3: smooth image using median filter
4: apply Otsu thresholding on central area
5: filter non-central predictions - circular border
6: binary hole filling to get lung mask
7: object removal of specified size
8: use connected components to generate lung segment candidates
9: for each candidate do
10: closing with object removal mid-step
11: dilate to expand mask - include nodules at boundary
12: connected components on returned mask
13: remove smaller 3D objects using object removal
generalization in Otsu thresholding. For the LCTSC data set, we could simply
apply Otsu’s method directly, but for the LIDC data set, we would first have to
crop the central part of the image, removing approximately 5% of each size of
the image, and then use Otsu thresholding. This was because the thresholding
method was too sensitive to the border of the thoracic CT, and therefore would
segment the full body, and not the lung.
Because vessels and nodules inside the lung have similar intensity values as
other non-lung-specific objects, one would have to do additional morphological
hole filling, to fix the mask. There might be some candidates outside the lungs,
especially from the airways. These were filtered away using object removal.
The size threshold of 800 was found to be best empirically.
What might happen during hole filling, is that if the lungs are too adjacent,
the region between the lungs might also be included. Therefore, to correct for
this problem, we used connected components to separate objects in 2D. Then
we applied a closing operation with mid-step object removal. Closing was also
done to include juxta-vascular nodules, which might have been masked out
during thresholding.
Applying this method on all frames, and then doing connected components,
produces the resulting lung mask. Still, there are structures outside the lung
with similarHU-values,whichmight generate some additional segments outside
the lung. Therefore, an extra 3D object removal was done to filter away any
additional 3D segments. Empirically, the size threshold of 5% of the entire
volume produced best overall performance.
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5.3 Evaluation
To evaluate the methods, we used the LCTSC data set. For the traditional
method, lung-specific recall, precision and DSC were reported from all patients.
For the machine learning method we did cross-validation, and thus to evaluate
the method across all patients, we would only save the predictions from those
in the test sets. Overall we got DSCs for all patients from bothmethods. In order
to compare the methods, we wanted to make confidence intervals (CIs) of the
point estimates (average DSCs). It was clear that the distribution of DSC seemed
skewed, hence, it was of interest to apply a non-parametric method to find
these CIs for both methods. On the assumption that patients were independent,
or rather drawn iid from some population, we used bootstrapping (Appendix
C) to find the BCa intervals for both methods. By bootstrapping patients, we
effectively bootstrap the measurements, and hence CIs of the average DSCs
(avDSCs) could be found. BCa intervals were also calculated for the other two
metrics, including Recall and Precision.
The problem using bootstrapping in the cross-validation(cv) case, is whether or
not the bootstrapping assumptions are met. Even though patients are assumed
iid, doing CV results in estimates being dependent of the trained model. Since
the bootstrapping assumption fails, this could produce a bias in the estimation
of the variance of avDSC, which might produce an inaccurate CI. However, we
did not find another other non-parametric approach to calculate asymmetric
CIs, we chose to include the BCa interval(s) regardless.
5.4 Results
5.4.1 LCTSC performance
Table 5.1 shows how well the two approaches perform on the LCTSC data set in
terms of segmentation. The point estimates for the machine learning method is
all strictly larger than for the intensity-basedmethod. Even though the intervals
are strictly larger for the machine learning method, it would be wrong to state
that themethod performed significantly better, as the bootstrapping assumption
failed.
5.4.2 LIDC performance
Figure 5.2 illustrates the difference in lung segmentation performance between
bothmethods. Even though themachine learningmethod seem to produce finer
lung border segments, it fails to include a juxta-vascular nodule, loses some
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Table 5.1: Lung segmentation performance of methods evaluated on LCTSC. Point





2D-UNet 99.37 [99.21, 99.45] 99.38 [99.27, 99.46] 99.38 [99.26, 99.43]
Intensity-based 96.50 [95.26, 97.13] 94.42 [92.14, 95.84] 95.42 [93.63, 96.45]
possible candidates, and generates candidates outside the lung. Therefore, the
machine learning approach requires the same post-processing techniques used
for the traditional method to be useful. The same tendency for both methods
was found on all thoracic CTs that were studied on the LIDC data set.
Figure 5.2: Performance between the methods on a thoracic CT from the LIDC data
set
Due to uncertainty in generalization and transferability to the LIDC data set




In this chapter, we will study how we can use CNNs for malignancy predictions
of lung nodules, for best integration with the lung nodule detector developed
in Chapter 4, using different CNN designs.
The malignancy classifier should be able to work as an independent tool to
assist radiologists, making predictions based on initialized centroid or segment.
In addition, it could be useful for sorting candidates which need direct clinical
invasion, from those to be followed over time. Therefore, the classifier should
output the confidence of predictions for different classes, in order for the
radiologist to weight classes differently depending on application.
6.1 Data acquisition and pre-processing
As explained in chapter 4, for each nodule in the LIDC data set, there exists a
corresponding malignancy prediction. Note that predictions are only (mostly)
based on radiographic information. To train a network, we chose to work with
a single ground truth. First only nodules from the 50 % consensus design were
used. For each accepted nodule, there exist four malignancy predictions as well
with predicted scores for each relevant factor. These hand-crafted features are
the ones the radiologist used to predict malignancy, but we chose to neglect
these, since by using CNNs it should be able to find "the optimal" features
itself.
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Since the radiologists only used radiographic information (mostly), they might
be uncertain in some cases. Hence, instead of giving a binary prediction, ma-
lignancy predictions were reported as one of five categories; 1 being benign, 5
being malignant, 3 being uncertain, and 2 and 4 being less confident predic-
tions.
We chose to simplify the ground truth by averaging across the four radiologists’
predictions, to yield a single ground truth. This also makes sense since the
radiologists tended to be quite consistent, implying that the mean value is
a natural estimate for the true malignancy value. An alternative choice is to
use the median as it might handle outlier cases better. However, there were
only a maximum of four prediction per nodule to work with. Another design
choice might might be to only train on cases where the radiologists were highly
certain, and discard cases were the radiologists were uncertain. The problem
with this choice is that one might end up with a simpler data set, which of
course might produce better classification results on the chosen data set, but
resulting in worse generalization, since it cannot handle tougher cases.
The main goal of the network is to predict whether the current candidate
is malignant or benign, which is a binary classification problem. Hence, two
natural design choices were studied. One being to train a network to perform
regression and predict which of the categories 1-5 the nodules are assigned
to. Note that category 3 is not used for training as the network should not be
trained to be uncertain.
The other design choice was to binarize the ground truth to yield two classes
directly. If the goal is binary classification, training would be more direct
towards this purpose, which also makes the problem easier for the network.
Of course, there is the loss of resolution in the ground truth, but at the time
of training it was uncertain whether this was relevant. Nonetheless, using a
softmax activation function, the output from the binary classifier should mimic
a confidence value. Hence, if it predicts malignancy, but less certain, it should
output a value in the range (0.5, 1], which would be similar as we would get
training with more categories. Therefore, in the end, we chose to only work
with the binary classifier, as training with more labels, only seemed to degrade
performance.
6.2 Design
The idea was to train a CNN for malignancy prediction. We found nodules
larger than 32 mm, even though they should not have been included in the
annotations. Hence, we chose to use a 3D kernel of size 64 × 64 × 64, as
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all nodules should be contained inside this volume. We chose to use a VGG-
inspired architecture, but generalized it to handle 3D-data. In the end, we only
used two fully-connected layers, with way less neurons, as the model easily
overfitted adding more. The last layer contains a softmax activation function,




64 × 64 × 64 @64
32×32×32 @128
16×16×16 @256
8 × 8 × 8 @512
100
2
Figure 6.1: Illustration of the architecture chosen for the malignancy classifier - in-
spired by the VGG16 architecture, but handles 3D input. In the end, there
was used two fully-connected layers; 100 hidden neurons in the first one,
and two in the output layer, corresponding to the number of classes; 0
benign, 1 malignant.
To perform classification of nodules, we assume that the user or nodule gener-
ator has selected a sufficiently centralized centroid, such that the full nodule is
included. We will refer to de-centralized centroids as off-centroids. To better
handle these cases, we will use data augmentation, to make predictions more
invariant to small translations in 3D.
Another design choice is whether we should include nodule segments with
corresponding raw CT-data. It is natural that the problem should be easier for
the network, since we include the nodule boundary as well. During predictions,
we could use our predicted segments as input to the classifier. Given perfect
segments, it also handles off-centroid initializations better, since predicted
segments will be shifted as well as the raw data.
Ideally, the classifier should not be dependent on predicted segments, because
if the network over-/undersegments a nodule, it would probably also affect the
classifier. But it was uncertain what the optimal design was. Hence, we studied
both.
In Keras, it is possible to include segments with raw data during training, by
concatenating these volumes - effectively adding segments as an additional
channel. This is how training is done with RGB-images for instance, and is a
valid approach.
In addition, it might be beneficial for the network to remove "redundant"
information around the nodule, which can be done by multiplying the segment
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with the raw data - effectively extracting only information from inside the
nodule. Then one could also only train with the segmented raw data, which
should be easier for the network.
Because the number of nodules after the pre-processing is quite low, we chose
to use data augmentation to enhance the data set. For all models, we used
random 3D 90◦ rotations and 3D flip. We also experimented with light and
heavy 3D translations, random [-5,5] mm and [-10,10] mm, respectively. We
used light translations training with raw data only. Including segments, we
also tested the method using heavier translations.
Patients were randomly split into three sets; ∼ 200 nodules for test, ∼ 200 for
validation, and the rest for training. The same test set was used for all designs,
to make comparison fair, but it was the same split as for nodule segmentation.
This was done as themodel seemed to generalize better using a larger validation
set, and it was also important to have a large test set for evaluation.
We used binary cross entropy as the loss function, since it is ideal for clas-
sification, and used the same optimizer as for segmentation. We monitored
validation accuracy, which meant that the model which achieved highest vali-
dation accuracy was the final product from training. We chose batch size 16, as
it seemed empirically to give best performance for classification. In this case,
convergence was also slow, hence we chose to stop training manually when it
seemed like the network had converged.
6.3 Evaluation
To evaluate the model, we estimated precision(PR), recall(SN) and F1-score
(see Appendix A) from the test set only. With this design, there was an imbalance
between the classes. Hence, we used a weighted version of all metrics, which
is essentially a harmonic mean of the estimated metrics across classes. We also
calculated PR, SN and ACC within-class for both (see Appendix A).
To assess uncertainty in the estimates, we used bootstrapping (B=10000) to
find the BCa intervals for each respective metric, i.e PR, SN, overall f1-score
for both classes. We could not bootstrap each individual nodule, as nodules
were dependent on patient. Hence, we bootstrapped patients - effectively
bootstrapping pairwise labels and predictions for each patient, which satisfies
the bootstrapping criteria. A threshold of 0.5 seemed to give best overall ACC.
However, in the case of malignancy prediction, it might be of interest for a
radiologist to emphasize one class more than the others. It is way worse to say
that a malignant nodule is benign, than a benign nodule is malignant, since in
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the case of sorting, an actual cancer-relevant nodule would have been lost. In
the other case, an "unwanted" false positive would have been included.
We tested five different designs for malignancy classification:
1. Classification including segments (ground truth)
2. Raw data only
3. Raw data inside segment only
4. Raw data only + light 3D translation augmentation
5. Raw data + segments + heavy 3D translation augmentation
6.4 Results
Table 6.1 shows the summarized performance results for malignancy prediction
for all five designs, evaluated on the same test set. The most important metrics
are on the last rows in each sub-table, illustrating the overall precision, recall
and F1-score in binary malignancy classification. That is why we only made
confidence intervals for these metrics. evaluated on the data set, all intervals
overlap. This implies that none of the designs are significantly better than the
others in a pairwise comparison. However, the point estimates in F1-score of
raw data + segment and raw data only are the highest. For both classifiers,
only eight out of 200 nodules were misclassified when evaluated on the same
test set.
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Table 6.1: Summarized performance results on malignancy classification for all five
designs - evaluated on the same test set
Class Precision Recall F1-score
0 0.938 0.991 0.963
1 0.989 0.926 0.957
Overall 0.962 [0.928, 0.981] 0.960 [0.920, 0.980] 0.960 [0.925, 0.980]
(a) Raw data + segment
Class Precision Recall F1-score
0 0.972 0.954 0.963
1 0.947 0.967 0.957
Overall 0.960 [0.926, 0.980] 0.960 [0.918, 0.980] 0.960 [0.926, 0.985]
(b) Raw data only
Class Precision Recall F1-score
0 0.920 0.939 0.929
1 0.941 0.922 0.931
Overall 0.931 [0.890, 0.960] 0.930 [0.881, 0.955] 0.930 [0.890, 0.960]
(c) Raw data inside segment only
Class Precision Recall F1-score
0 0.962 0.885 0.922
1 0.866 0.955 0.908
Overall 0.920 [0.877, 0.950] 0.915 [0.866, 0.945] 0.916 [0.871, 0.950]
(d) Raw data only + small 3D translations
Class Precision Recall F1-score
0 0.789 0.882 0.833
1 0.951 0.906 0.928
Overall 0.905 [0.842, 0.944] 0.899 [0.824, 0.941] 0.901 [0.836, 0.942]
(e) Raw data + segments + heavy 3D translations
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Lung nodule CADperformance
In this chapter, we will study whether we can boost detection and segmentation
performance of the trained network from chapter 4, using different prediction
thresholds, prediction designs and post-processing techniques. Evaluation will
be done using two data sets, and the goal is to find which design choices and
parameters produce the best lung nodule-CAD system in terms of detection
and segmentation.
7.1 Data acquisition and pre-processing
7.1.1 Additional test set
To evaluate the complete CAD system, we will be using two data sets. First we
will use the independent test set (LIDC), which we have already used in the
preliminary studies. Additionally, we will use another independent data set
for further evaluation. There are few public data sets available which contain
annotations, and the additional we found is from a pre-study of the same
people behind LIDC (Armato et al., 2015). The patients should not be the same
as in LIDC, but it is natural to think that annotations were done in a similar
manner. Similar imaging configurations were also used, which means that it is
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possible to add the lung mask designed for LIDC, if it is of interest, due to the
FOV being similar (thoracic CTs).
The data set origins from a the LUNGx SPIE-AAPM-NCI Lung Nodule Classifica-
tion Challenge (Armato III et al., 2015b). It was part of the 2015 SPIE Medical
Imaging Conference (Armato et al., 2015), with support of the American Asso-
ciation of Physics and Medicine, hence we chose to give the data set the name
AAPM. It contains a total of 60 annotated patients, where each patient has one
or two nodules (73 in total, thus mostly SPN). Each nodule was marked by
a centroid, and using both patient and radiographic information, malignancy
predictions were made - producing only a single ground truth label. Using
this data set, it is not possible to evaluate segmentation performance of the
network, but it is much more important to locate nodules, than to segment
them perfectly - getting good segments is a bonus.
7.1.2 Pre-processing
Data extraction was done similarly as for the LIDC data set. The only difference
was that nodules only contained centroid annotations. For each patient, a binary
volume was created. From each centroid, a sphere of radius three was made.
It is natural to think that annotation centroids might not be perfect. Thus,
we included an uncertainty, which would be less strict on the network in
detection.
In practice, a natural choice is to evaluate detection using only centroid annota-
tions. Then we would count it as a hit, if the centroids fall within the predicted
segment. However, finding the perfect centroid in annotations is challenging.
To counter for this uncertainty we initialized a small sphere of radius 3 from
the ground truth centroids. Then we counted a prediction as a hit, if these
volumes overlapped, similarly as done for the LIDC data set. However, for this
specific data set, there was not found a boost in performance doing this design,
but for future work it might be relevant.
7.2 Design
7.2.1 Prediction thresholding
The output from the network is a confidence map of the probability of a voxel
belonging to the nodule class. Someminor results were given in Section 4.4, but
with the introduction of new post-processing designs, it may produce different
optimal prediction thresholds.
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Sensitivity is the most important metric for clinicians, as one can accept a few
false positives, as long as none important candidates are lost. Changing thresh-
old and some post-processing methods might also affect segments. Therefore,
it is of interest to study which prediction threshold is optimum for which set
of post-processing techniques.
7.2.2 Lung mask filtering
From the study in Chapter 5, we chose to only use the traditional method as a
post-processing step to reduce candidates. Since the mask might not be perfect,
especially for juxta-vascular nodules, we chose to do additional dilation of the
predicted lung mask. If the nodule was lost in the lung segmentation, it should
then be included after this additional step.
We accepted a candidate as a lung nodule, if there was any overlap with the
dilated lung mask. We did not want to be too strict, as it was imperative that
no actual lung nodules were lost in this post-processing step. We would rather
accept more false positives, than to lose any.
7.2.3 Prediction design
Dividing the CT stack in chunks, results in a problem in prediction. Which
stride should we use in sliding window predictions? For 3D data, overlapping
predictions are commonly used. This is because the network is typically less
confident at the boundaries of the chunk, since some structures may be clipped,
resulting in some structures also looking like nodules. Doing non-overlapping
predictions, it is also possible that a nodule is cut in half. The network would
have to predict whether it is a nodule or not, only based on partial information.
This might result in loss of nodules or silly generation of false positive.
Figure 7.1: Non-overlapping predictions
The easiest and fastest way to do predictions, is to do non-overlapping predic-
tions, which is essentially doing sliding window predictions with stride equal
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to the chunk size (here: chunk size = 64). It does not require any consensus
designs, as there is only one prediction per voxel.
Figure 7.2: Overlapping predictions
A more popular design, especially with smaller chunks, is to do overlapping
predictions. The idea is to apply sliding window predictions with stride smaller
than chunk size. Using the fact that the network is less confident on the borders,
we propose to do overlapping predictions with stride equal to 32, only keeping
the middle 32 slices for each chunk. That way, there is only one prediction
per voxel in this case as well, and this is only slightly more computationally
expensive compared to the non-overlapping approach.
The "most confident result" from this design is to use stride equal to one, but
it is highly computationally expensive and slow, and was thus not explored.
Using overlapping prediction designs with multiple predictions on the same
voxel, also requires some study in which consensus methods is most relevant,
dependant on stride. Therefore, we did not focus on this design choice.
Note that for all the prediction designs, if necessary, the remaining slices in
the last chunk are zeropadded, prior to prediction, to produce an input of
the expected size to the trained network. We will be evaluating both of these
designs in our final CAD system.
7.2.4 Predicted size filtering
Given that segmentation performance is satisfactory, the most natural way
of reducing FPR is to remove smaller generated candidates. All nodules of a
diameter smaller than 3 mm is classified as a small nodule, and is thus not in
the training data. Therefore, all nodules smaller than this threshold should be
removed. Unfortunately, automatic segmentation of nodules is challenging. If
the network has undersegmented a nodule, it is possible that it will be lost
with this design. Nonetheless, it only seems natural to remove fragments, if
there are any, as they will be counted as an extra candidate.
7.3 EVALUAT ION 67
Since the trade-off is not clear, we will study whether there is anything to gain
by filtering candidates dependent on size. We will use connected components
with connectivity 26 to separate 3D nodule segments. This implies that we
assign a voxel to a an existing class, if any of the closest neighbours in 3D
(33 − 1 = 26) has already been classified. If not, then the voxel is assigned to
a new class.
From the labelled volume, the volume is calculated based on the number of
voxels in each and every candidate. On the assumption that nodules have a
somewhat spherical shape, we will calculate the respective diameter of a sphere
for the respective estimated volume, and remove all candidates which have a
diameter smaller than some user-defined value.
This makes sense, since radiologists estimate the "diameter" of a nodule by
averaging across the largest and smallest diameters in the median plane along
all three axes. This is done because they are not able to find the "spherical
diameter" as we are from the predicted segments. Thus, our estimate of nodule
diameter should be similar to the radiologists’.
7.3 Evaluation
For evaluation of the CAD designs, we made FROC curves, as well as plots
illustrating how sensitivity, precision, DSC and DSCTP changed as a function
of prediction threshold, and sets of post-processing designs. FROC, sensitivity
and precision were used to evaluate detection, while DSC and DSCTP was used
to evaluate segmentation (and combined with detection for DSC).
7.3.1 Experiments
We did a range of experiments to find which set of design choices produced
the best CAD for detection and segmentation of lung nodules. The relevant de-
signs where: lung mask as a post-processing step, overlapping/non-overlapping
predictions and prediction threshold.
For the lung mask and overlapping predictions design, we also studied the
effect of filtering candidates based on the predicted size of the nodules.
Additionally, we did a study to unravel how well our model performed on
nodules of different sizes. Hence, this is not a post-processing step, but rather
a study to see which nodules it might struggle with. This was only done for a
single design; lung mask and overlapping predictions.
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To further evaluate our method in terms of detection and segmentation, we
searched in literature and selected the best performing models which had been
evaluated on either LIDC or LUNA, reporting the same performance metrics as
us. Based on the observed design choices above, we specified seven models to
represent our method, see Table 7.1.
Table 7.1: Seven models with different design configurations
Model th thpred lung mask overlap
1 0.2 2 yes yes
2 0.4 2.5 yes yes
3 0.7 2 yes yes
4 0.823 2.5 yes yes
5 0.017 2 yes yes
6 0.1 NA yes no
7 0.2 NA yes no
Finally, we show the produced lung nodule CAD system prototype in action, as
well as how it is being integrated into the SINTEF developed software CustusX
Askeland et al. (2015).
7.4 Results
7.4.1 Detection performance
Without filtering on size
Figure 7.3-7.7 show the results of several different experiments. Figure 7.3
shows performance in detection of lung nodules, evaluated on both the LIDC
test set and the AAPM data set. In addition to results from chapter 4, we also
study recall and FPR as a function of prediction threshold. For all plots, we
study how sensitivity and recall change for different designs. It is clear that
the overall performance on the AAPM is worse compared to the LIDC data set,
as seen from Figure 7.3 (a) and (b).
On the LIDC data set, there does not seem to be much to gain from doing
any additional post-processing. We only observe a slight performance increase
using lung mask filtering, as seen by the small reduction in FPR (see Figure
7.3 (e)). Overlapping predictions produce slightly worse overall performance,
as seen in Figure 7.3 (a). This is because it loses nodules and generates extra
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FPs for low-intermediate prediction thresholds (see Figure 7.3 (c) and (e),
respectively).
However, introducing a lung mask without proper morphology post-processing
greatly degrade overall performance, as seen in Figure 7.3 (a) and (e). This is
because it generates many extra false positives.
For the AAPM data set, it is clear from Figure 7.3 (b) that using overlapping
predictions boosts recall, as all point estimates for all prediction thresholds
are strictly larger using overlapping predictions. Also this only give a slight
increase in the number of false positives as seen in Figure 7.3 (f). However,
using lung mask filtering, greatly reduces the number of false positives.
Looking at both FROC curves, there does not seem to be a significant boost
in performance doing any of these additional post-processing steps. However,
if any, lung mask filtering shows slight performance enhancement for both
data sets. With additional overlapping predictions, there is a slight increase
in overall performance on the AAPM data set, but the opposite occurs on the
LIDC data set.
Therefore, overall for both data sets, the best detection performance was found
doing additional lung mask filtering with morphology post-processing.
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(a) FROC (LIDC) (b) FROC (AAPM)
(c) Recall (LIDC) (d) Recall (AAPM)
(e) FPR (LIDC) (f) FPR (AAPM)
Figure 7.3: Performance curves for relevantmetrics, for different post-processingmeth-
ods, evaluated on both the LIDC test set and the AAPM data set.
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With additional filtering on size
Figure 7.4 shows the results of using overlapping predictions and lung mask
filtering with an additional filtering on predicted size. The same set of subplots
are reported, as in Figure 7.3, with the same interpretation. However, now the
legend show which size threshold was used. Note that these values does not
correspond directly to mm, because of the implementation error discussed in
section 4.1.2.
From Figure 7.4 (e) it is evident that filtering predicted candidates depending
on size, greatly reduces FPR. This is true for both data sets (see also Figure
7.4 (f)). However, doing heavy filtering on size, also degrades recall, as seen
in Figure 7.4 (c) and (d). For the LIDC data set, there seem to be an optimum
filtering predicted candidates on size threshold thsize = 2. This is achieved
setting th = 0.2, which reduces FPR to 3, with only slight degradation in recall,
which produces the jump as seen in Figure 7.4 (a).
For the AAPM data set, we got recall of 0.840 and FPR of 1.85 − 2, setting
thsize = 5 and th = 0.2. However, the best model is found setting thsize = 0.4
and th = 0.6, which yields the same recall, but reducing FPR to 1.1.
Note that for all FROC-curves, we get a theoretical value of recall equal to 0
at th = 0, which explains why we get these weird lines for lower prediction
thresholds, as seen in FIgure 7.4 (a) and (d).
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(a) FROC (LIDC) (b) FROC (AAPM)
(c) Recall (LIDC) (d) Recall (AAPM)
(e) FPR (LIDC) (f) FPR (AAPM)
Figure 7.4: Performance curves for relevant metrics, for one set of post-processing,
with additional filtering on predicted size of nodules, evaluated on both
the LIDC test set and the AAPM data set.
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7.4.2 Segmentation performance
Without filtering on size
Figure 7.5 shows how DSC and DSCTP varies as a function of prediction
threshold, for different sets of design choices. DSC is an overall performance
measure which does not directly separate detection from segmentation. Hence,
DSCTP is introduced. Note that segmentation is only evaluated on the LIDC
data set, as only centroids were annotated in the ground truth of the AAPM
data set.
From Figure 7.5 (b), it is clear that the additional lungmask filtering,without the
use of additional morphology post-processing, greatly degrades segmentation
performance. This is because it includes enough of the juxta-vascular nodules to
be counted as a hit, but the nodule is fragmented as a result of an inappropriate
lung mask. This shows why the lung mask generated addition FPs, instead of
degrading sensitivity, as seen in Figure 7.3 (c) and (e).
For higher prediction thresholds, there is a slight increase in DSCTP using
overlapping predictions. DSC is overall lower using overlapping predictions,
but this is because it generates more candidates, not because the segments are
degrades, as DSCTP shows. As lower prediction thresholds are more relevant
for radiologists to maximize recall, there is nothing to gain in segmentation
performance adding overlapping predictions, at least in the LIDC test set.
(a) DSC (b) DSCTP
Figure 7.5: Illustrating how DSC and DSCTP varies as a function of threshold (LIDC)
With additional filtering on size
Figure 7.6 shows how DSC and DSCTP change as a function of predicted size
threshold. The testing is done the same set of design choices as in Figure
7.4, evaluated on the same test set. As all DSCTP curves remain somewhat
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overlapping for all prediction thresholds, the optimal thsize found in detection,
also applies for segmentation. This is an indication that the CAD design seems
to segment smaller nodules just as well as larger ones, at least according to
DSCTP.
(a) DSC (b) DSCTP
Figure 7.6: Illustrating how DSC and DSCTP change as a function of prediction size
threshold, using lung mask and overlapping predictions (LIDC)
7.4.3 Filtering ground truth on size
Figure 7.7 shows how the samemodel used in Figure 7.5, performs for nodules of
different sizes. The results are achieved similarly as for predicted size filtering,
but now filtering is done on ground truth size threshold thдtsize . FPR increases
as a result of nodules being removed from ground truth, but not accounted
for during prediction, and is thus not as interesting. From Figure 7.7 (b), it is
clear that the network performs much better detecting larger nodules. For low-
intermediate prediction threshold, recall is as high as 0.975. Since prediction
threshold is somewhat more constant for larger thдtsize , it means that the
network is more certain in these predictions.
As already seen in Figure 7.6 (b),DSCTPwas somewhat independent of thдtsize ,
but there is a slight increase in performance on larger nodules. From Figure
7.7 (a), it is also clear that the model performs overall better on larger nod-
ules.
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(a) FROC (b) DSC
(c) Recall (d) DSCTP
(e) FPR
Figure 7.7: Performance curves for relevant metrics, using lung mask and overlapping,
studying the effect of filtering ground truth candidates on size (LIDC).
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7.4.4 Performance comparison
From Table 7.2, it is evident that our best performing models outperform
previous enlisted methods both in terms of detection and segmentation of lung
nodules in CT. Most segmentation methods were also semi-automatic, in the
sense that they require manual initialization. In these cases DSC is the same
as DSCTP. The only other paper using CNNs for lung nodule segmentation is
Zhou et al. (2018). However, it seems like DSC is only trained and evaluated on
64× 64× 64-chunks generated from ground truth centroids. They say nothing
about patient reported DSC. Hence, DSC is probably the same as DSCTP in this
case as well.
Table 7.2: Performance comparison of our chosen models, against some other modern
high-performing designs
Methods Recall FPR DSCTP DSC
Model1 0.915 2.9 0.813 0.659
Model2 0.859 2.1 0.846 0.722
Model3 0.823 1.6 0.837 0.700
Model4 0.775 1.0 0.824 0.733
Model5 0.941 4.8 0.711 0.529
Model6 0.932 4.5 0.785 0.626
Model7 0.927 3.7 0.812 0.665
Golan (2018) (M1) 0.896 4 NA NA
Golan (2018) (M2) 0.928 10 NA NA
Shi (2018) 0.948 14.9 NA NA
Sakamoto et al. (2018) 0.944 4 NA NA
Jiang et al. (2018) 0.801 4.7 NA NA
Zhu et al. (2018) 0.90 5 NA NA
Zhou et al. (2018) NA NA NA 0.772
Mukherjee et al. (2017) NA NA 0.69 0.69
Wang et al. (2017a) NA NA 0.7767 0.7767
Wang et al. (2017b) NA NA 0.8215 0.8215
Messay et al. (2015) NA NA 0.776 0.776
We are also able to achieve object sensitivity of 0.941, while only getting an
average FPR of 4.8. Perhaps the best model is Model1 with 0.915 in recall and
a FPR of 2.9. DSCTP is also similar as for Wang et al. (2017b), which was the
method reporting the highest DSC. However, we are able to outperform also
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this method, at the cost of degrading sensitivity. Model2 produces the highest
DSCTP of 0.846, with a sensitivity of 0.859 and FPR of 2.1.
7.4.5 Integration and visualization
As part of the capstone project (preliminary study before thesis), it has been
developed a prototype for visualizing lung nodules, as seen in Figure 7.8. This
project has not been in focus in this thesis. However, it is part of the on-going
development of the lung nodule-CAD system. This prototype was made to
illustrate how our model worked, and how it could be possible for radiologists
to use the predicted segments in the future.
It includes three main components: a 2D slice-wise viewer with generated
nodules, a 3D viewer for visualizing the predicted nodules with the predicted
lung mask, and finally a command line displaying relevant information when
commands are pressed. On the left, there are several options. The two most
important options are "lung" and "classify". Pressing "lung" generates the
lung mask, to visualize with the lung nodules. Pressing "classify" produces
malignancy predictions for all generated candidates. Results of this can be seen
in the 3D-viewer, were the confidence range has been scaled to match that of
LIDC. We also added the option to remove candidates as seen on the left, as
well as add new ones. This uses a semi-automatic segmentation method called
level set, implemented based on this paper Márquez-Neila et al. (2014). It is
also easy to change CT slices using mouse scroll or the slice bar directly, and
prediction threshold can be changed using the threshold bar.
Further, we took the concepts shown from the prototype and showed that the
same concepts can be easily integrated into the SINTEF developed software
CustusX (Askeland et al., 2015). The result, of the same patient as in Figure 7.8,
can be seen in Figure 7.9. Notice that the lung segment looks way smoother
in this case. That is because the prototype was not built for rendering high-
resolution objects. Note that the nodules can be seen in the 2D-viewer exactly
as was done in the prototype.
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Figure 7.8: Illustration of the CAD prototype
Figure 7.9: This image shows how the predicted lung nodule segments and lung
segments are integrated with the SINTEF developed software CustusX







Worldwide there has been a significant increase in breast cancer incidence over
the past decades. In Norway, breast cancer incidence rates have near doubled
since the Cancer Registry of Norway started their systematic registration of
cancer occurrence in 1952.
Most pathology laboratories are challenged by an increasing number of biopsies
each year. At the pathology department at St. Olavs Hospital, Sør-Trøndelag,
Norway, the number of biopsies has increased from 35.464 in 2018 to 50.625 in
2018. With this current rate of change, the workload is not sustainable.
Also, with the introduction of immunohistochemistry and molecular pathology,
the diagnostic work associated with each biopsy has become more complex.
Due to an increasing number of biopsies, and the increasing complexity in
specimen analysis, most pathology laboratories are in need of methods that
make cancer diagnostics more efficient.
Histological grading of breast cancer tumors is important as it provides prognos-
tic information. It can also influence treatment strategies (Helsedirektoratet,
2019). Histologic grading is therefore an important part of the routine diagnosis
of breast cancer surgical specimen.
For the remainder of this chapter, we will give a brief technical background to
digital pathology, breast cancer diagnostics and breast cancer diagnostics and
histological grade.
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8.1 Digital pathology
Most pathologists use brightfield microscopes to evaluate histopathological
tumors sections. In recent years, digital pathology has become increasingly
more popular, and it is currently being implemented in pathology laborato-
ries nationwide. By scanning histopathological glass slides at high resolution,
digital images are produced. These digitized sections can be examined on the
computer screen instead of using a regular microscope.
There are several advantages with digital pathology:
1. Stored data do not lose quality over time
2. Digital annotations and measurements, i.e. tumor diameter
3. Teleconsultation
• Easier consultation with colleagues locally
• Easier consultation externally (no need to send histopathological
sections and tumor blocks by mail)
4. Flexibility : can work from home
5. Sharing : easy and fast sharing of images with clinicians, students or
multidisciplinary meetings
6. Possible advantages of utilizing computational pathology→ CADs
• Workflow more efficient
• Low cost computational diagnostics
• Increased consistency in diagnostics
• Easy to design new and compare diagnostic markers
There are also some disadvantages and limitations associated with digital
pathology:
1. Scanners are quite expensive and scanning time might be long
2. Requires a change in the current workflow
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3. Not necessarily faster workflow
4. Loss in resolution in digitized slides, dependent on scanning configura-
tion. Higher resolution requires overall longer scanning time
5. For computational pathology, requires additional expensive hardware to
make diagnostics in real time
In the diagnostic setting, there is good concordance between regular and digital
microscopy for a various different diagnostics (Rakha et al., 2018, Bankhead
et al., 2017). In the study by Rakha et al. (2018), using 1675 samples, the best
correlation of features relevant for histological gradewas achieved at the highest
magnification of 40x (Rakha et al., 2018). Only mitoses were slightly effected
during scanning. In addition, there was a study on concordance between
digital WSI and standard glass-slide interpretation in teleconsultation. There
was found a 91 % concordance of 53 cases, making teleconsultation a viable
option (Wilbur et al., 2009).
8.2 Breast cancer diagnostics and treatment
To ensure a correct breast cancer diagnosis, patients undergo a three-step
examination: clinical examination, imaging, and preoperative biopsy of the
lesion(s). The biopsy is formalin-fixed, and embedded in a paraffin block. Thin
sections are made from the paraffin block. These sections are placed on a glass
slide and stained with haematoxylin and eosin (he). The sample is then
examined by a pathologist.
HE is the most widely used histologic stain, due to its ability to contrast
different tissue structures in a section. The haematoxylin component stains
cell nuclei in a blue/black colour, and the eosin component stains the cyto-
plasm and connective tissue fibres pink, orange and red (Bancroft and Gamble,
1979).
Most breast cancer (BC) patients undergo surgery, removing the tumor and
some surrounding tissue. Based on the biological properties of the tumor,
patients may also be offered adjuvant treatment such as: anti-hormonal therapy,
chemotherapy, targeted anti-HER2 treatment and radiation therapy.
Selecting the appropriate patients for chemotherapy remains a challenge. Pa-
tients expected to have a good prognosis after surgery should not be given
chemotherapy, since treatment is associated with side effects both in the short
and long term. Patients with a presumed poor prognosis need to be identified in
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order to be given suitable adjuvant treatment to improve their prognosis.
8.3 Histological grade
In 1991, Elston and Ellis defined a grading system, commonly known as Not-
tingham grading system. They proposed three key features/factors relevant
for classification of breast cancer grade. These were: tubular formation, nu-
clear pleomorphism, and mitotic activity. Their scoring system gave a score for
each subcategory, these were added to provide the histological grade. For
each subcategory there are certain thresholds. The scoring system is briefly
summarized in Table 8.1.
Table 8.1: Nottingham grading system summary
Factor Criteria Score
Majority of tumor, >75% 1









Little or none, <10% 3
Very similar in size/shape, <1.5 1
Moderately larger, (1.5, 2) 2











Low count, ≤8 1












WHO’s Classification of tumors of the breast (Lakhani et al., 2012), provides
guidelines for histological grading:
• Only tubules with a clear central lumen surrounded by polarized neo-
plastic cells, should be counted as tubules.
• For nuclear pleomorphism, the area with the worst nuclear morphological
features should be assessed in the grading. Both size and variability in
size should be taken into account.
• Mitotic counts/rate describes how many mitoses are present within ten
high power fields (HPF) in the microscope. Counting should be done
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in the area with the highest proliferative activity (hotspot). This area is
most often found in the periphery of the tumor. The area in one high
power field varies from one microscope to another, and the cut-off levels
for mitotic counts depend on the microscope field area. A more in-depth
description of how the limits depends on field diameter can be found




In this chapter, we explain how we did the pre-processing for the CNN architec-
tures, including tumor annotation extraction, tissue segmentation, and patch
generation and data storage.
In this study, we used digital sections of a subset of tumors (n=62) from a well-
described cohort of Norwegian breast cancer patients (Engstrøm et al., 2013).
The cohort comprises women invited to attend a clinical breast cancer screening
study that took place between 1956-59 in Nord-Trøndelag, Norway (Kvåle et al.,
1987). The women were followed for BC occurence, and between 1961-2008,
1393 new BC cases were registered. All available tumors were reclassified into
histological grade, and 909 tumors were reclassified into molecular subtypes
(Engstrøm et al., 2013).
Each sample was scanned at 40x magnification using Olympus scanner BX62VS
with VSI120-S5, and stored in the cellsens vsi-format (default for Olympus).
Each tumor was graded independently by two pathologists. In case of discrep-
ancy, the sample was re-examined by two pathologists together, and consensus
was made. In total, 62 WSIs were included (20 grade I, 21 grade II, 21 grade
III). Only well-preserved tumor slides were included in this subset.
For the selected WSIs, tumor regions were annotated and controlled by two
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pathologists, using the open source software QuPath (Bankhead et al., 2017).
For each case, the data comprised a QuPath-project file, which included paths to
all WSIs and respective annotations, stored in QuPath’s qpdata-format.
In total, the raw data of the WSIs was 581 GB. A server was used for storing
rawWSIs, as well as all processed data, and trained networks. To communicate
with the server, we used a program called PyCharm.
In addition, we were later given an additional independent set of 40 WSIs for
evaluation (8 grade I, 18 grade II, 14 grade III). These were randomly drawn
from the full set ofWSIs, and theywere annotated by another pathologist.
9.1 Preprocessing
We designed a pipeline for processing WSI in Python. Using Python gives the
developers more freedom, also making us able to use the well-established deep
learning module Keras. This also makes it possible to run processes on GPUs,
using TensorFlow backend.
9.1.1 Tumor annotation extraction
First, we would need to extract annotations from QuPath in a format that
Python understands, i.e. binary masks. Since annotations were stored in the
qpdata-format, only QuPath seemed to be able to read them. Due to memory
restrictions inherit in QuPath, it was not possible to extract these directly.
However, in QuPath, there is a built-in script editor (and compiler) which
makes it possible to apply scripts on images. These scripts had to be written
in Groovy, which is a high-level Java language that QuPath is built upon. In
the script editor, there is also a Run for project-option, which made us able to
run the same script on a collection of images, which automatized the process
further.
It was possible to run QuPath from the command line, as well as include
which project and image it should be initialized with. However, it was not
possible to run scripts by it, since the functionality was not yet available.
Thus, we were forced to run annotation extraction using the QuPath GUI.
If we could run QuPath properly from the command line, we could also do
the annotation extraction from Python, which would have automatized the
processing further.
We propose to extract annotations as binary masks writing a Groovy-script.
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As all qpdata-files were connected from one Project-file, we could apply the
same script on all images within a project, using the built-in function Run
for project. Then, for all WSIs respectively, we extracted tumor annotations
and saved these as binary segmentation masks, in the PNG-format. Because of
QuPath’s inherit memory restriction, we could not save the full region. Thus, we
found that simply downsampling the mask by an order of ten, made extraction
possible.
Figure 9.1: Comparison of WSI with mask
The order of ten was found empirically to be the lowest downsampling we
could do on our data set. We did not want to downsample too much, since it
would degrade the tumor boundary, but since annotations were done somewhat
coarse, the overall smoothing should not be a problem. Also, for our purpose,
it is not necessary to have a perfect tumor mask. Thus, the loss of resolution
should notmatter toomuch. To speed up extraction, each process ran in parallel
using 16 threads, which only took a few seconds. All PNGs were stored in a
single folder, containing WSI number, type of tissue and downsampling factor
in the name.
We could not extract all tiles from the images, since there were so many
redundant tiles, i.e. all glass, normal tissue, fat, etc. Hence, to make training
more stable, speed up processing time, reduce storage usage, and speed up
prediction time, only tiles from inside the tumor annotations were accepted.
Thus, we hypothesized that local information in the tumor was sufficient for
histological grade prediction.
9.2 Proposed solution
CNNs are quite computationally expensive. The images included in this study,
can be as large as 200.000×160.000 pixels. This is too large to be sent directly
through a CNN. One could downsample the images to 512 × 512, and thus be
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able to use traditional deep CNNs on high-end CPUs. However, for histological
grading, two of the factors (nuclear pleomorphism and mitotic count) are
studied at high magnification. Thus, such downsampling of the image would
result in too much loss of relevant information.
A common solution is to divide the image into smaller patches (tiles). With this
approach, global information is lost, since it is not currently computationally
feasible to introduce global information, training a CNN-based patch wise
classifier. It is however possible to train a classifier based on high magnification.
Using the highest magnification level of 40x, only nuclei pleomorphism can be
assessed. Mitotic counting is done in the hotspot area. Thus, grading based on
mitotic counting in all patches does not make sense.
The degree of tubule formation is typically studied at much lower magnification
levels by pathologists, i.e. 2x. However, it is possible to study it at higher
resolution, but this results in reduced global information in a single patch. We
found 10x to be the magnification level that produces the best trade-off between
relevant factors. We did not have time to study more than one magnification
level in the end.
9.3 Tissue segmentation
When using the tumor annotations as amask for patch generation, some patches
will be irrelevant for Breast Cancer (bc) grading, i.e. patches mostly containing
glass and fatty tissue. It is therefore of interest to design a filter that can remove
these components inside the tumor region, to avoid introducing too much noise
in training, and to make prediction more robust.
We separated glass from tissue using the HSV color domain (Appendix B). The
distinction was made based on the degree of dilution with white light: Glass is
fully diluted with white light, while tissue contains mostly pure color. Hence,
filtering based on the saturation channel, will provide a good segmentation, as
seen in Figure 9.2 e).
To make thresholding more consistent, and to reduce the amount of fragments
in the binary map, we propose to use a median filter prior to the thresholding.
A kernel size of 7 was found empirically to be the best choice, but results were
not extremely sensitive to the size. For thresholding, we propose to use Otsu’s
method (Appendix B), which was the same global thresholding technique used
for lung segmentation in section 5.2. This method should work as long as there
is some visible glass in the image. This should be the case for histopathological
slides, as the tissue section will not fill the whole slide.
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Figure 9.2: Illustration of how the tissue detector work. The final tissue mask can be
seen in e). The corresponding tumor mask can be seen in f), and is only
included for comparison.
9.4 Patch generation and data storage
We wanted to introduce as much global information as possible during training.
The largest RGB image we could use with our CNN architecture was 512×512.
Thus for all patches extracted, we used a fixed FOV or receptive field of this
size.
To extract patches at different magnification levels, we took advantage of the
structure of the vsi-format. The image is stored as an image pyramid (see
Figure 9.3), which means that downsampled versions of the original image
are stored. Data is not stored in the vsi-file, but in a corresponding frame.ets-
file. The path to the frame.ets-file is located in the vsi-file, which is necessary
to read the image. The original image can be found from extracting image
information from the null image plane. For 10x magnification, one chooses the
second image plane, and so forth. Without this image pyramid, zooming or
extracting different image magnification levels, would not be feasible, due to
the huge image sizes.
For all magnification levels, patches would have to be extracted from each
vsi-file, and stored in a more suitable format for further processing. To read vsi-
files in Python, the only available open source module is Bioformats, which is
written in Java. However, in Python, there is a wrapper which makes us able to
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Figure 9.3: Visual representation of an image pyramid with five levels. Observe that
for an increment in bit level, the image is downsampled by two.
use this Java-based module. In order to use Java-modules in Python, we would
have tomake a "java bridge",whichwas possible using the Python-Javabridge
module.
It was still not possible to read the full image in memory - even on a super-
computer. Therefore, when generating patches from the image, we would only
read from a pre-defined window. This was possible using the Bioformats-
module. Because of memory and storage restrictions, we could not generate
tiles from overlapping regions. Using non-overlapping patches also sped up
processing, and made it possible to create a patch-generator which could be
parallelized. Overlaps would produce patches containing the same information,
which would result in synchronization problems, because of shared variables.
All this is beyond the scope of this thesis, but quickly summarized, we could
say that parallelization becomes more challenging, which results in some pro-
cesses being forced to run sequentially - bringing parallelization down, which
is exactly the opposite of what we try to accomplish.
We only extracted patches from inside the tumor annotations. To handle
the boundary patches, only patches with more than 75% tumor annotations
were accepted. Inside the tumor annotations there were also some irrelevant
components - glass and fat. Hence, we used the generated tissue mask and
removed all patches that did not contain more than 75 % tissue.
To reduce storage capacity, each patch was stored as a RGB uint8 type and
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compressed PNG format. Using the open source Python module OpenCV, it was
memory efficient and fast. OpenCV is known to have the fastest Python-image
reader/writer available.
NOTE: No additional pre-processing of tiles, i.e. normalization, color stan-
dardization, was done in this step. During training, we defined a new patch
generator, which did additional pre-processing steps on-the-fly. In prediction,
we only intensity-normalized each individual patch. All other augmentation
used during training, should ideally not be necessary during prediction. A
summary of the patch generation can be seen in Algorithm 2.
Algorithm 2 Summary of patch generation
Input FOV, magnification level, location to all .vsi-files
Output saved patches for each WSI in each respective folder
1: for each WSI do
2: get corresponding grade label from WSI-file
3: get corresponding tumor mask
4: create folder with grade label, FOV and magnification level in the name
5: initialize patch generator given list of WSI locations
6: for patch from patchgen do . extract patches in parallel
7: if patch > 75% tumor annotation & patch > 75% tissue then
8: intensity normalize current patch




In this chapter, we will design and evaluate a 2D-UNet architecture for breast
tumor segmentation from WSIs, experimenting with and without color aug-
mentation.
To apply our method on new WSIs, the tumor region must be given since
patches are only extracted from inside the tumor region. This makes the
network dependent on the user (pathologist), and the overall workflow less
automatic. We therefore aimed to use a simple machine learning method for
automatic tumor segmentation, as a pre-processing step for the classifier.
Pathologists use both low and high magnification to segment the tumor, but a
good initialization is done at the lower levels. Therefore, we propose that low-
resolution information is sufficient for tumor segmentation. For our purpose, it
does not require point-perfect tumor markings to be useful, as long as not too
much redundant information is kept, and not too much tumor is lost.
Therefore, we downsampled all gigapixel resolution WSI-images to 512 × 512,
and used these to train a UNet-architecture for tumor segmentation. Because
of this harsh downsampling, our method is a naive approach.
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10.1 Design
We used the same 2D-UNet architecture as for lung segmentation in section 5.1.
If not mentioned otherwise, all other training and architecture choices were
similar as for lung segmentation. The original network only handled grey level
images, thus we needed to re-design the architecture to handle RGB input. In
Keras, if the input has one more dimension than expected, it assumes that the
last dimension corresponds to channels - as is the case with RGB images. This
did not change any actual coding, but it is important to understand that there
is a change in the resulting architecture.
512 × 512 @4
256 × 256 @8
128 × 128 @16
64 × 64 @32
32 × 32 @64
16 × 16 @128
8 × 8 @256
4 × 4 @512
Residual skip-connections
Figure 10.1: Illustration of the architecture chosen. The input is a RGB image of
specified size in the first layer. The output is a softmax confidence map
of two classes. 1 tumor, 0 background.
We also used the same soft dice loss function, which would not have been
directly possible if we chose to do a patch wise approach. This is because there
would be mostly tiles with all-tumor or all-background. Training autoencoders
for these types of patches, does not really work. One would need to balance
the classes in some way, either physically or with weights during training, but
it is not trivial to do so since most of the patches will contain only a single
class. Our approach does not require any balancing, since our loss function is
only evaluated based on performance in segmenting tumor - performance on
segmenting background is not interesting.
Due to our approach resulting in very little training data, we applied some
data augmentation, but it is natural that our naive approach might not gen-
eralize well either way. We used random 90◦ rotations and flip. Initially we
tried to use the traditional Macenko (Macenko et al., 2009) and Vahadane
(Vahadane et al., 2015) H&E-stain-specific color augmentation, but they both
were slow and seemed to degrade performance. At a late stage, light HSV
augmentation seemed to work. Hence, we experimented with and without this
technique.
To further evaluate the model, we have tested three other simple methods,
which all tumor segmentation methods should outperform in order to be useful;
tissue detector, guess all tumor, random guess. If a tumor segmentation method
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performs worse than a normal tissue detector (which detects all tissue, not
only tumor), then clearly the method is not good/robust enough to be used in
practice.
10.2 Evaluation
To evaluate the performance in segmentation,we used recall, precision andDSC.
Dice score is the most common metric for overall segmentation performance.
Recall was used to highlight performance in detection of tumors. Precision was
used to evaluate performance in reduction of false positives. This is analog to
how lung nodule detection and segmentation performance were evaluated in
Chapter 7.
10.2.1 Monte Carlo cross-validation
To evaluate the method we used cross-validation (cv). It did not make sense
to do three-split, as it seemed imperative to use a large test/validation set
(18 WSIs, ∼ 40%) during training, to avoid us picking a model which had
overfitted against the validation set. Doing simple two-split K-fold resulted in
quite few estimates. Thus, we did two-split Monte Carlo CV with 10 iterations.
Two thresholds were seen to give optimal DSC for the initial set; th=0.4 and
th=0.6. Hence, we did CV using both of these.
For color augmentation, there was only time to do eight iterations in Monte
Carlo CV. It should be noted that splits were random between color augmenta-
tion and without. Hence, test sets were not necessarily the same between these
two methods. This unwanted artefact was not done on purpose, but rather
observed at a late stage. Hence, there was not time to re-train the models.
Results can be seen in Table 10.1.
From the produced trained models from CV, it was of interest to evaluate the
method on the additional data set of 40 WSIs. This was done in a similar
manner as above, but where the test sets were substituted with the new one.
Results can be seen in Table 10.2. With this additional evaluation, both methods
are evaluated on the same test set, making the comparison of the methods as
fair as possible.
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10.2.2 Bootstrapping
In practice, one typically only pick a single model to use for tumor segmentation,
in the final design. It is possible to use multiple ones as an ensemble, but this
was not further analysed. Hence, from the CVs, we picked the model that
performed best on the initial data set for each design. We also did so for
the same two optimal thresholds. Evaluating a single model on a single data
set, results in one average estimate of each metric of interest. Hence, to say
something about the uncertainty in the performance of the model, evaluated
on both data sets, we used bootstrapping to find the BCa interval of each
measured parameter.
Similarly as in section 10.2.1, we evaluated the resulting models on both data
sets, with andwithout color augmentation, for the two same thresholds. Results
from the initial and new data set can be seen in Table 10.3 and Table 10.4,
respectively.
10.2.3 Experiments
We experimented with different color augmentation and prediction threshold
designs to produce the optimal tumor segmentation mask. We also compared
our proposed approach against three non-ideal approaches that all tumor
segmentation methods should outperform to be useful. These were: tissue
detector, guess all tumor, and random guess.
10.3 Results
10.3.1 Monte Carlo cross-validation
Table 10.1 shows the segmentation performance of the different approaches
explained in section 10.2.3, after doing Monte Carlo CV, evaluated on the first
data set. It seems like our UNet-design performs rather well in breast tumor
segmentation, as DSC is the highest for all UNet designs compared to the other
naive approaches. Note that DSC for the tumor detector is actually quite high,
which means that approximately 74.4 % of the tissue in the average WSI in
this data set is all tumor (assuming perfect tissue segmentation). However,
predicting all tumor performs much worse, which is an indication that there is
also a huge proportion of glass.
Nonetheless, the tissue detector is then essential for evaluating the performance
in separating normal tissue from the tumor, which is best studied looking at
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recall and precision. The tissue detector produce almost perfect recall, which
is because it says that all tissue is the tumor. All UNet designs perform worse
in recall, but is much better suited for separating the tumor from other tissue
types, as precision is much higher.
It is clear from the models, that setting a lower prediction threshold, increases
recall, but reduces precision, and vice versa. The best performing model on
the first data set was found using th = 0.4, without any color augmentation,
according to DSC. Using color augmentation produced higher recall, but way
lower precision.
Note that the tissue detector does not find all tumor-tissue, compared with the
ground truth. Assuming a perfect tissue detector, we can argue that this is be-
cause some of the tumor-annotations include larger regions of fat/glass, which
the tissue detector is not designed to include. This will probably also affect the
trained models, as annotations of such structures were not consistent. However,
the main contribution is probably because the method is not perfect, and tend
to smooth boundaries where annotators have been more precise.
Comparing results from Table 11.1 and Table 11.2, it is interesting to see that
performance is similar on both data sets, which indicate that the network has
generalized well. However, note that the tissue detector performs better in
terms of DSC on the new data set, as precision is much higher. This means that
the trained models, which have similar DSC, probably performs slightly worse
on the new data set, using the tissue detector as reference.
From this study, light HSV color augmentation seem to degrade segmentation
performance. Using a lower prediction threshold produces better overall DSC.
This is clear for both data sets.
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Table 10.1: Results of doing monte carlo CV, where all trained models are evaluated
against the same test set. Results are reported as: estimated sample mean
(standard deviation)
Methods Recall Precision DSC
2D-UNetcolorth=0.4 0.958 (0.054) 0.783 (0.197) 0.845 (0.153)
2D-UNetcolorth=0.6 0.949 (0.061) 0.797 (0.195) 0.849 (0.149)
2D-UNetth=0.4 0.922 (0.150) 0.844 (0.179) 0.860 (0.153)
2D-UNetth=0.6 0.880 (0.203) 0.866 (0.176) 0.841 (0.189)
Tissue detection 0.980 (0.024) 0.624 (0.184) 0.744 (0.150)
All tumor 1. (0.) 0.220 (0.100) 0.350 (0.131)
Random guess 0.500 (0.002) 0.220 (0.100) 0.293 (0.094)
Table 10.2: Results of doing monte carlo CV, where all trained models are evaluated
using the new data set as test set. Results are reported as: estimated
sample mean (standard deviation)
Methods Recall Precision DSC
2D-UNetcolorth=0.4 0.957 (0.062) 0.786 (0.230) 0.836 (0.188)
2D-UNetcolorth=0.6 0.946 (0.069) 0.798 (0.230) 0.839 (0.186)
2D-UNetth=0.4 0.956 (0.068) 0.804 (0.201) 0.854 (0.156)
2D-UNetth=0.6 0.930 (0.116) 0.825 (0.197) 0.852 (0.159)
Tissue detection 0.969 (0.036) 0.709 (0.215) 0.795 (0.188)
All tumor 1. (0.) 0.281 (0.131) 0.423 (0.163)
Random guess 0.500 (0.001) 0.281 (0.131) 0.341 (0.115)
10.3.2 Bootstrapping
Table 10.3 and Table 10.4 show the performance on each data set, respectively,
selecting the best performing model on the initial data set. Naturally perfor-
mance should be better than for the results in Table 10.1 and Table 10.2. Now
we are not evaluating the method, but rather the performance of one individual
trained model.
It is interesting to observe that even though point estimates of the UNet-
methods are higher than the other methods, they do not perform significantly
better, for none of the data sets, as the intervals overlap for each respective
metric. Looking at the intervals of all metrics, it is clear that they are quite
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skewed, which is an indication that it was a good choice to make BCa intervals,
compared to the naive symmetric percentile intervals. This is also an indication
that the method struggles more in some cases than others, producing outliers
in evaluation, which means that its robustness is questionable.
It is interesting to see that the UNet-model actually performs better on the
new data set, which is a good indication that the one trained model we have
chosen generalizes well. However, as discussed earlier, the tissue detector also
performs better.
Table 10.3: Performance of the best performing model on initial data set evaluated
on the same data set. Results are reported as: estimated sample mean,
confidence interval
Methods Recall Precision DSC
2D-UNetcolorth=0.4 0.937 [0.911, 0.962] 0.868 [0.791, 0.925] 0.895 [0.855, 0.928]
2D-UNetcolorth=0.6 0.919 [0.886, 0.950] 0.884 [0.812, 0.936] 0.896 [0.863, 0.928]
2D-UNetth=0.4 0.934 [0.877, 0.963] 0.863 [0.755, 0.916] 0.884 [0.780, 0.923]
2D-UNetth=0.6 0.883 [0.799, 0.929] 0.891 [0.788, 0.939] 0.873 [0.812, 0.918]
Tissue detection 0.980 [0.963, 0.988] 0.624 [0.531, 0.701] 0.744 [0.658, 0.802]
All tumor 1. [NA] 0.220 [0.178, 0.271] 0.350 [0.292, 0.414]
Random guess 0.500 [0.499, 0.501] 0.220 [0.178, 0.273] 0.293 [0.250, 0.337]
Table 10.4: Performance of the best performing model on initial data set evaluated
on the new data set. Results are reported as: estimated sample mean,
confidence interval
Methods Recall Precision DSC
2D-UNetcolorth=0.4 0.945 [0.921, 0.963] 0.799 [0.711, 0.857] 0.839 [0.763, 0.884]
2D-UNetcolorth=0.6 0.931 [0.903, 0.950] 0.813 [0.722, 0.872] 0.841 [0.766, 0.885]
2D-UNetth=0.4 0.967 [0.948, 0.979] 0.818 [0.746, 0.863] 0.872 [0.814, 0.905]
2D-UNetth=0.6 0.944 [0.917, 0.963] 0.850 [0.783, 0.891] 0.881 [0.829, 0.911]
Tissue detection 0.969 [0.955, 0.978] 0.709 [0.629, 0.766] 0.795 [0.723, 0.841]
All tumor 1. [NA] 0.281 [0.241, 0.322] 0.423 [0.369, 0.470]




In this chapter, we will design and evaluate a CNN-based classifier for histo-
logical grade prediction, both in the multiclass and binary (grades I and I I I)
case, experimenting using different color augmentation techniques.
11.1 Design
To design a classifier for histological grade prediction we used a VGG-inspired
architecture which was also used for malignancy prediction. However, in the
current case we had to reduce the complexity in order to produce better
generalization. We greatly reduced the number of convolutions in each layer,
and also only used one single hidden dense layer prior to the output layer,
using way less neurons than for the VGG16-architecture. The final architecture
can be seen in Figure 11.1.
We ended up using extracted patches of size 512 × 512 from only a single
magnification level of 10x, as we hypothesized that it was best suited for patch
wise BC grading, and there was only time to study one. Similar to VGG16,
we doubled the number of convolutions in each layer by two for each level,
a total of five times, starting with four and ending up with 128. We used two
convolution layers in each level. We only used a single hidden dense layer
of 100 neurons, to reduce the complexity of the model. In the output layer,
we used a softmax activation function of K outputs, dependent of how many
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Figure 11.1: Illustration of the architecture chosen for the BC grade classification.
In the dense layers we also used dropout with rate 0.5, and in all convolution
layers we used batch normalization. For optimization we used Adadelta with
the same settings as previously. Categorical cross entropy was used as the
loss function, as we one-hot encoded the labels. We monitored validation
classification accuracy, and saved the best performing model based on this
criterion.
Prior to training, WSIs were randomly split into three sets. Four WSI of each
class were assigned to the test and validation set, respectively. The rest were
used for training. Then for the test and validation set, we balanced the classes
by random downsampling each class.
We designed a patch generator that processed a random patch from a defined
set, using the image reader in OpenCV. Hence, it was necessary to convert from
BGR to RGB, as OpenCV reads images as BGR. Then we RGB normalized each
individual patch, before doing any further processing.
For data augmentation, we did random flip and 90◦-rotations, and we exper-
imented with HSV color augmentation (Appendix B). The best setup was to
randomly add [-10,10] to the full hue and saturation channel, independently.
For saturation we clipped the intensity bound if intensities reached outside
the uint8-range after augmentation. For hue, we used modulus of 180, as hue
was only defined between [0,180], and the intensity bound was defined as
a "circle" in the HSV domain. Thus, the value 0 and 180 represent the same
value, and this was the most natural way of handling the boundaries. For color
augmentation, it was found that the network would only generalize if we only
color augmented the training set. Hence, only flip and rotation was done on
the validation set.
11.2 Evaluation
For evaluating all trained networks and designs we evaluate performance
similarly as done for the malignancy classifier in Chapter 6. However, in this
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case we report patch wise andWSI level classification performance. In addition,
we also included confusion matrices in the multiclass case. The reported
summary performance table(s) should give the same type of information as the
confusion matrix, but presented using relevant metrics like: precision, recall
and F1-score.
We also include the macro average in addition to the weighted average for
all metrics. As performance between classes varied a lot and samples were
imbalanced, both of these contain different information about overall classifi-
cation performance. Patch wise and WSI level classification performance was
reported for the corresponding test set(s) in the original data set, for the new
set only WSI level classification performance was reported.
We did not do any bootstrapping in either cases to generate confidence intervals
for relevant estimates. For patch wise classification, patches were dependent
on WSI. Thus, we could not directly bootstrap patches, as the bootstrapping
assumption failed. In the WSI case the metrics reported was from a WSI level,
thus independent. However, there was not enough variance in the samples. In
the test set for the multiclass case a total of twelve values in {1, 2, 3}. This
produced confidence intervals which ranged from [0, 1], or overall did not
make sense. Also F1-score was dependent on both recall and precision. If both
of these became zero, the F1-score would be ill-defined.
11.2.1 Experiments
In this study, we used a single magnification level of 10x, trained with the
exact same architecture and training parameters, but for three different color
augmentation setups: no color aug, light HSV (10), and heavy HSV (20). There
was not time in the end to do a proper cross-validation for all setups. Therefore,
for each color augmentation setup, we did three iterations of Monte Carlo CV
and chose the single best-performing model on the test set. The same split was
used for light and heavy HSV in the multiclass case.
For the three setups, we evaluated the trained models on each respective test
set from the original data set (12 WSIs), and evaluated the models on the new
set of 40 WSIs.
Finally, we tried to classify grades {I , I I I }, to see if it would generalize to
the new 40 WSIs. We also experimented with four different levels of HSV
augmentation: None, light (10), heavy (20), and heavier (30). In addition, we
did a last experiment adding weights to the confidence maps of each grade, to
see if it could produce better WSI classification accuracy. In the binary case the
sample split was used for all designs as performance did not seem as dependent
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on the data split.
11.3 Results
11.3.1 Multiclass classification
From the confusion matrices of Table 11.1 (a), it is evident that the network
performs best separating grades {I , I I I}, while it struggles the most separating
grade I I and I I I . The results are somewhat similar using color augmentation.
However, for Heavy HSV, the model performs way worse.
From Table 11.2, light HSV produced best patch wise classification performance
overall on the corresponding test set. However,we cannot saywhether light HSV
produces significantly better patch wise classification, since we were unable to
make CIs or do hypothesis testing. Evaluation was also done on two different
test sets. However, from the F1-scores, there is a tendency that the network
perform better classifying grades I and I I I , compared to I I . Using light HSV,
it seems like the network is somewhat able to classify grade-I I -patches. There
is also a tendency that with color augmentation the network performs better
classifying grade I I I than grade I . This conclusion differs from the case not
using color augmentation.
From WSI classification (Table 11.3 and Table 11.4), using corresponding test
sets, it is observed that even though patch wise accuracy is higher using light
HSV, with the current consensus design, it performs worse than without color
augmentation. For both none and light HSV, the network has detected all eight
grade I and I I I -WSIs. There is also perfect classification for grades {I , III}.
Without color augmentation, the network has only misclassified a single grade
I I -tumor as grade I I I . With light HSV, the method has misclassified twice
the tumors of grade I I as grade I . Heavy HSV fails to classify WSIs, as seen
from the macro and weighted averages - performing similarly to random guess
(ACCrandom = 1/3).
Table 11.5 and Table 11.6 show the overall performance in WSI classification
on the additional data set of 40 WSIs. It is clear from all HSV designs that
the overall performance is much worse, compared to the initial study. Without
color augmentation, the network ended up only guessing grade I . Using light
HSV seemed to produce better transferability to the new data set, but still with
a macro classification average of 0.351, it does not perform better than random
guess. Surprisingly, best performance was achieved using heavy HSV.
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Patch wise classification
Table 11.1: Confusion matrices for all three color augmentation setups, for patch wise
classification
Class 1 2 3
1 2661 581 8
2 326 1297 1092
3 237 808 3161
(a) None
Class 1 2 3
1 2462 35 19
2 683 1064 482
3 99 426 5226
(b) Light HSV
Class 1 2 3
1 951 726 839
2 356 550 1323
3 829 2714 2208
(c) Heavy HSV
Table 11.2: Summarized patch wise classification performance for all three color aug-
mentation setups
Class Precision Recall F1-score Support
1 0.825 0.819 0.822 3250
2 0.483 0.478 0.480 2715
3 0.742 0.752 0.747 4206
Macro avg 0.683 0.683 0.683 10171
Weighted avg 0.699 0.700 0.700 10171
(a) None
Class Precision Recall F1-score Support
1 0.759 0.979 0.855 2516
2 0.698 0.477 0.567 2229
3 0.913 0.909 0.911 5751
Macro avg 0.790 0.788 0.777 10496
Weighted avg 0.830 0.834 0.824 10496
(b) light HSV
Class Precision Recall F1-score Support
1 0.445 0.378 0.409 2516
2 0.138 0.247 0.177 2229
3 0.505 0.384 0.436 5751
Macro avg 0.363 0.353 0.353 10496
Weighted avg 0.413 0.353 0.375 10496
(c) Heavy HSV
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WSI classification
Table 11.3: Confusion matrices for all three color augmentation setups, for WSI level
classification
Class 1 2 3
1 4 0 0
2 0 3 1
3 0 0 4
(a) None
Class 1 2 3
1 4 0 0
2 2 2 0
3 0 0 4
(b) Light HSV
Class 1 2 3
1 2 0 2
2 1 1 2
3 0 3 1
(c) Heavy HSV
Table 11.4: Summarized WSI level classification performance for all three color aug-
mentation setups
Class Precision Recall F1-score Support
1 1.000 1.000 1.000 4
2 1.000 0.750 0.857 4
3 0.800 1.000 0.889 4
Macro avg 0.933 0.917 0.915 12
Weighted avg 0.933 0.917 0.915 12
(a) None
Class Precision Recall F1-score Support
1 0.667 1.000 0.800 4
2 1.000 0.500 0.667 4
3 1.000 1.000 1.000 4
Macro avg 0.889 0.883 0.822 12
Weighted avg 0.889 0.883 0.822 12
(b) light HSV
Class Precision Recall F1-score Support
1 0.667 0.500 0.571 4
2 0.250 0.250 0.250 4
3 0.200 0.250 0.222 4
Macro avg 0.372 0.333 0.348 12
Weighted avg 0.372 0.333 0.348 12
(c) Heavy HSV
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Evaluation on new data set
Table 11.5: Confusion matrices for all three color augmentation setups, for WSI level
classification, evaluated on the new data set
Class 1 2 3
1 8 0 0
2 18 0 0
3 14 0 0
(a) None
Class 1 2 3
1 7 1 0
2 17 1 0
3 7 1 6
(b) Light HSV
Class 1 2 3
1 4 4 0
2 4 13 1
3 3 5 5
(c) Heavy HSV
Table 11.6: Summarized WSI level classification performance for all three color aug-
mentation setups, evaluated on the new data set
Class Precision Recall F1-score Support
1 0.200 1.000 0.333 8
2 0.000 0.000 0.000 18
3 0.000 0.000 0.000 14
Macro avg 0.067 0.333 0.200 40
Weighted avg 0.040 0.200 0.067 40
(a) No color aug
Class Precision Recall F1-score Support
1 0.226 0.875 0.359 8
2 0.333 0.056 0.095 18
3 1.000 0.429 0.600 14
Macro avg 0.520 0.463 0.351 40
Weighted avg 0.545 0.350 0.325 40
(b) light HSV
Class Precision Recall F1-score Support
1 0.333 0.500 0.400 8
2 0.591 0.722 0.650 18
3 0.833 0.357 0.500 14
Macro avg 0.586 0.526 0.517 40
Weighted avg 0.624 0.550 0.548 40
(c) Heavy HSV
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11.3.2 Binary classification
As seen in Table 11.7, for patch wise classification in the binary case, the
same trend applies for different color augmentation techniques. Although the
network does not perform as bad using heavier augmentation classifying only
grade I and I I I . Still without grade I I , the network performs worse using
heavier HSV augmentations.
For WSI classification, the best performance is achieved with light HSV aug-
mentation, also for grade {I , I I I} binary classification. It achieved perfect
classification, which makes sense as a network trained also including grade I I ,
in the multiclass case, did the same for grades I and I I I , with light HSV.
It is interesting to see that although patch wise performance was worse for
heavy and heavier HSV, at WSI-level, it only misclassified a grade I -tumor grade
I I I , for both. Without color augmentation, the network misclassified a grade
I I I -tumor as grade I once. Other than that, the performance of the network
was perfect.
From evaluation on the new data set, without doing any color augmentation,
the method simply fails, even though the problem is much simpler than the
multiclass case. This is clear since the f1-scores is similar as for a random
guess.
It is interesting to note that for the binary case, the network performs quite well
classifying grades I and I I I , using light HSV. With perfect sensitivity of grade
1, and misclassifying six grade I I I -tumors as grade I . Doing heavier HSV also
augmentation performed quite well, which was surprising, as it was expected
that it would generate too many unnatural images which became irrelevant
for histological grade prediction.
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Patch wise classification
Table 11.7: Summarized patchwise binary classification performance of grades {I , I I I },
for all four color augmentation setups
Class Precision Recall F1-score Support
1 0.862 0.920 0.890 2751
3 0.947 0.907 0.927 4350
Macro avg 0.905 0.914 0.908 7101
Weighted avg 0.914 0.912 0.913 7101
(a) No color aug
Class Precision Recall F1-score Support
1 0.879 0.939 0.908 2751
3 0.960 0.918 0.939 4350
Macro avg 0.919 0.929 0.923 7101
Weighted avg 0.928 0.926 0.927 7101
(b) light HSV (10)
Class Precision Recall F1-score Support
1 0.804 0.756 0.780 2751
3 0.852 0.884 0.867 4350
Macro avg 0.828 0.820 0.824 7101
Weighted avg 0.833 0.834 0.833 7101
(c) Heavy HSV (20)
Class Precision Recall F1-score Support
1 0.661 0.593 0.625 2751
3 0.758 0.808 0.782 4350
Macro avg 0.710 0.700 0.704 7101
Weighted avg 0.721 0.724 0.721 7101
(d) Heavier HSV (30)
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WSI classification
Table 11.8: Summarized patch wise classification performance of grades {I , I I I } for
all four color augmentation setups
Class Precision Recall F1-score Support
1 0.800 1.000 0.889 4
3 1.000 0.750 0.857 4
Macro avg 0.900 0.875 0.873 8
Weighted avg 0.900 0.875 0.873 8
(a) No color aug
Class Precision Recall F1-score Support
1 1.000 1.000 1.000 4
3 1.000 1.000 1.000 4
Macro avg 1.000 1.000 1.000 8
Weighted avg 1.000 1.000 1.000 8
(b) light HSV (10)
Class Precision Recall F1-score Support
1 1.000 0.750 0.857 4
3 0.800 1.000 0.889 4
Macro avg 0.900 0.875 0.873 8
Weighted avg 0.900 0.875 0.873 8
(c) Heavy HSV (20)
Class Precision Recall F1-score Support
1 1.000 0.750 0.857 4
3 0.800 1.000 0.889 4
Macro avg 0.900 0.875 0.873 8
Weighted avg 0.900 0.875 0.873 8
(d) Heavier HSV (30)
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Evaluation on new data set
Table 11.9: Summarized WSI level binary classification performance of grades {I , I I I },
for all four color augmentation setups, evaluated on the new data set
Class Precision Recall F1-score Support
1 0.381 1.000 0.552 8
3 1.000 0.071 0.133 14
Macro avg 0.690 0.536 0.343 22
Weighted avg 0.775 0.409 0.285 22
(a) No color aug
Class Precision Recall F1-score Support
1 0.571 1.000 0.727 8
3 1.000 0.571 0.727 14
Macro avg 0.786 0.786 0.727 22
Weighted avg 0.844 0.727 0.727 22
(b) light HSV (10)
Class Precision Recall F1-score Support
1 0.389 0.875 0.538 8
3 0.750 0.214 0.333 14
Macro avg 0.569 0.545 0.436 22
Weighted avg 0.619 0.455 0.408 22
(c) Heavy HSV (20)
Class Precision Recall F1-score Support
1 0.500 0.875 0.636 8
3 0.875 0.500 0.636 14
Macro avg 0.688 0.688 0.636 22
Weighted avg 0.739 0.636 0.636 22
(d) Heavier HSV (30)
11.3.3 Visualization
For the pathologist using this CAD system, it would be beneficial to know why
the classifier predicted the grade it did. For this reason we introduce heatmaps.
From the sliding window predictions, the network outputs the probability of
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the patch belonging to each of the classes. This makes us able to create a
confidence heatmap for each individual class. The predicted class of a patch is
the one with the highest probability. Thus, we can make a prediction heatmap,
illustrating the distribution of grades for the patches.
Figure 11.2: Multiclass classifier
Figure 11.2 shows the produced heatmaps along with the original WSI and
predicted tumor region in the multiclass case. Figure 11.3 shows the same
but in the binary case. For the network, it was trained to only separate grade
{RNum1 and I I I . Hence, class two is not of interest, and there is no predictions
for the intermediate class.
Figure 11.3: Binary classifier
Ground truth class is given in the title of the original WSI, and the predicted







This chapter discusses the choices, designs and results of the different exper-
iments for each subproject and also the outcome measured against the goals
of the project. The first and second sections discussed the lung and breast
cancer subprojects, respectively. The next section contains reflections on the
use of deep learning to design cancer analysis CAD systems, as well as other
topics including working with medical data, including traditional versus ma-
chine learning methods, cross-validation versus bootstrapping in evaluation,
etc. Finally, there is a future work section, as well as a conclusion.
12.1 Lung cancer
12.1.1 Lung segmentation
In chapter 5, we trained a network for lung segmentation. It was trained on
cropped lung-specific CTs, but failed to generalize to standard thoracic CTs,
as seen in Figure 12.1. Most crucially, as seen in Figure 5.2, the network failed
to include nodules in the mask. The traditional method did the same initially,
but by using morphological post-processing these were included. This was also
done to remove generated candidates outside the lung. Thus, the 2D-UNet
works similarly to a regular intensity-based thresholder. In order to use the
trained network as a lung mask in the reduction of FPR, one would need to do
the exact same post-processing techniques already applied for the traditional
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method. Then, both methods should perform similarly, even on the LCTSC
data set.
Figure 12.1: Comparing 2D-UNet against traditional intensity-based method evaluated
on the LIDC data set.
Even though we did zoom-augmentation, to make the network more invariant
to the size and location of the lung, it was not able to artificially generate the
table. Hence, appropriate data is necessary in order to train a network for a
specific problem.
The intensity based method can also be easily tuned to handle other cases,
while the machine learning approach require sufficient amount of annotated
data in order to generalize.
Note that even thoughwe get strictly larger confidence intervals for themachine
learning method, the trained network is evaluated on the validation set. The
returned model is the one performing best on the validation set. Therefore,
evaluation is not completely independent from training. We need an additional
data set to evaluate which method performs best in lung segmentation.
We chose to use bootstrapping to get CIs for the estimated DSC. However,
the estimates were not independent, as they were based on different trained
models for each respective fold. Hence, the bootstrapping assumption failed,
and the intervals are probably not accurate. Therefore, one should be cautious
making too rash conclusions based on this study.
At a late stage, it was observed that there were made lung mask annotations for
each patient in the LIDC data set, as part of the LUNA16-challenge (Setio et al.,
2017). These were made using a semi-automatic algorithm (van Rikxoort et al.,
2009). It was also stated in the challenge "The lung segmentation images are not
intended to be used as the reference standard for any segmentation study". There-
fore, these annotations would not be ideal for evaluating a lung segmentation
method, as evaluation would be based on how similar the proposed method
performs as to the semi-automatic method used to generate the ground truth,
rather than comparing to the "actual golden standard".
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12.1.2 Lung nodule-CAD performance
Lung mask
Using the naive lung mask without morphological post-processing produces
a huge decrease in overall performance. It was expected that as it failed to
include juxta-vascular nodules that sensitivity would drop. However, FPR was
observed to increase. This happened because the lung mask applied did not
remove all of the nodule. As some parts still remained, our not-too-strict object-
wise sensitivity would still detect the nodule, if there was any overlap. But all
other fragments would be counted as false positives. Hence, the FPR increases.
This made sense looking at DSCTP in Figure 7.5 (b). If only a small fragment of
the nodule was found, the segmentation performance would drop. Hence, it is
imperative that a robust lung segmentation method that handles juxta-vascular
nodules is used in the post-processing step in order to be useful.
Using the proposed lung mask did not greatly reduce FPR in the LIDC data set.
Only a single nodule was generated outside the lung, for a prediction threshold
of th = 0.2. This is an indication that the trained model does not often generate
candidates outside the lung. Therefore, it is not necessary to apply a lung mask
as a pre-processing step to train a lung nodule detector, which is what current
state-of-the-art approaches typically do (Wu and Qian, 2019).
However, on the AAPM data set, there was much more to gain from using
lung mask filtering. It was found that the CTs had more varying FOVs than
the LIDC data set. Therefore, a similar artefact, as for the lung segmentation
network, occurred. In one of our local data sets, it was found that the network
had predicted that the right ear flip was a nodule. This made sense as the ear
flip looked quite similar, as well as the surround area. This is an indication that
the lung mask should be applied if the FOV differs from the standard thoracic
CT, as the network is not trained to handle cases beyond this limit. However, it
is not common to use larger FOVs for early stage lung nodule detection, but in
many cases, lung nodules are found by accident in other diagnostics. Then the
FOV might differ a lot, as well as imaging quality, depending on which organ is
of interest. In future work, we will further evaluate the CAD system to which
extent it handles such cases.
Note that even though the proposed lung mask did not degrade performance
in the two data sets, it might still fail if there is varying imaging quality, or
if regions in the lung has collapsed, or similarly. Patients greatly affected by
emphysema and sarcoidosis have lungs looking way different than normal
healthy lungs. In this case, traditional intensity-based methods fail to segment
the lung. Thus, using the lungmask in this case,might result in filtering of actual
clinically relevant nodules. Therefore, in future work we will either design an
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algorithm to detect emphysema or sarcoidosis, to evaluate whether or not to
use the lung mask, or train a lung segmentation network that is invariant to
these. Then it might be better to use a 3D-UNet for lung segmentation as the
lung border might not look as smooth, making segmentation challenging in
2D.
Overlapping predictions
From the study in chapter 7, it was not certain whether overlapping predictions
was beneficial or not for the CAD system, as it produced slightly worse perfor-
mance on the LIDC data set, and slightly better performance on the AAPM
data set. In future work, we will study different overlapping prediction designs
to further boost performance. However, from this study, there was nothing to
gain from using overlapping predictions.
It might be that since we are using way larger chunks than what is common,
(common: 64 × 64 × 64 mm3, us: 256 × 256 × 64 mm3), there is sufficient
global information for the network to detect nodules even located close to
the border of the chunk. However, for smaller nodules, it is natural that the
method will struggle either way, especially for lower longitudinal resolutions.
Hence, overlapping predictions might be more beneficial if smaller nodules are
relevant.
Evaluated on the AAPM data set, segmentation performance was better with
overlapping predictions. This makes sense as we only keep the prediction vol-
ume from the central regions where the network is most confident. Hence, using
overlapping predictions seem to be beneficial for segmentation performance,
but it does not seem to be significant.
Filtering candidates on size
Filtering candidates on size makes sense as in the ground truth in LIDC, only
candidates larger than 3 mm were annotated. At least in Norway, radiologists
rarely study findings smaller than 5 mm further, as anything smaller is rarely
malignant. Thus, it might be beneficial to filter candidates on size, as it might
reduce FPR, making the job easier for radiologists.
On both data sets, it was beneficial to do filtering on predicted size, especially
for the AAPM data set. Here, we found the setting th = 0.6 and thsize = 4, the
best performance on the AAPm data set, giving average Recall = 0.840 and
FPR = 1.1. On the LIDC data set, we achieve a Recall = 0.924 and FPR = 3.0,
with the setting th = 0.2 and thsize = 2.
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Note that the size thresholds used, as seen in the legends of Figure 7.4, does
not correspond to mm. It was observed an implementation error in the pre-
processing, resulting in voxels not being isotropic across patients. All CT-images
were also downsampled by two. With an average transverse resolution of
0.7 × 0.7, the average voxel has the dimensions 1.4 × 1.4 × 1, but will differ
dependent on how much the transverse resolution differ for each patient. On
average the actual nodule size will be approximately 1.96 higher, which makes
sense, as sensitivity performance started to decrease around thpred = 2. There
was not time to correct for this mistake, but we will correct and re-train the
model in future work.
Filtering ground truth on size
It was interesting to observe that the network only performed slightly better
segmenting larger nodules. Hence, the trained model should be quite invariant
to different sized nodules, which is important in order to be useful for filtering
on predicted size. How it varies dependent on nodule type, would also be
interesting to know, and will be evaluated in future work.
12.1.3 Malignancy prediction
For malignancy prediction, we tested five different CNN approaches, and sur-
prisingly, there was no significant difference between them, evaluated on the
LIDC data set. This is clear since all intervals of relevant metrics overlap. All de-
signs produced quite good malignancy classification, which is probably because
they were given good initializations during training.
For both translation augmentation designs, performance was way worse than
without augmentation. Both translation designs produced networks that per-
formed worse in recall on the benign class. This is probably due to benign
nodules typically being quite small. Then doing translation produces initial-
ization outside the nodule segment, making the problem much harder. This
probably also explains why using heavier 3D-augmentation performed the
worst, even including segments.
Adding segments did not improve performance, which is probably because
initializations were good enough for the network to learn what was relevant
(the nodule). Thus, even if it was slightly translated, the network would still be
able to predict malignancy quite well, although the point estimate is somewhat
lower.
A possible main drawback of study malignancy classification study, is that
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predictions can be based solely on the centroid. Thus, if the network under/over-
segments, it does not matter, as long as we get a sufficiently good centroid. It
may be beneficial to add predicted segments for handling off-centroids, when
integrated with the nodule detector. However, it is not clear whether this is the
case, from this study.
Unfortunately, there was not time to do an additional evaluation, using the
AAPM data set or using the predicted segments/centroids, but this will surely
be done in future work. Then it will be interesting to see if translation plays a
bigger part than currently.
Intuitively, the local region around the nodule might be relevant for malignancy
prediction, but according to this study, adding local background information
did not improve classification performance, as seen in Figure 6.1 (d). However
there was a slight drop in classification performance, but it was not significant.
It is important to remember that the golden standard is set by the radiologists,
and they only used nodule-features in the assessment of malignancy. Therefore,
if we made a perfect malignancy classifier, it would only use nodule features,
as it also seems like it does. In order to study whether adjacent information is
relevant, we would need the "proper golden standard", which require a biopsy
and a further analysis of the specimen by a pathologist.
We did not have time to do cross-validation as 3D-training was slow, and we
tested many different designs. In future work, the method should be properly
evaluated on the LIDC data set, using cross-validation.
12.1.4 Correlation between FPR and resolution
As already mentioned, training was not done with isotropic resolution, and in
future work this will be corrected for. It is tempting to say that the reason for
performance in FPR being low is due to this implementation error, but there are
other reasons why the value we report might have been overestimated.
Figure 12.2 shows the distribution of the number of false positives after eval-
uation of the trained model on the 80 patients in the LIDC data set, using
th = 0.3. The distribution of FPR seems rather skewed, with quite heavy tail. It
is clear that three or four patients have much higher reported FPR than the rest.
We found a strong correlation between FPR and resolution in the 80 patients.
For all four "outlier"-patients, the longitudinal resolution was 2.5 mm or higher.
For these cases, if there was a smaller nodule in the ground truth, it would
only be noticeable in one or two CT slices. Then, since the resolution is low, we
interpolate more, thus generating spheres from these "disks" from the original
CT images.
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Figure 12.2: Distribution of FPR for trained model with no additional post-processing
using prediction threshold th = 0.3. Reported FPR-measurements in title,
as well as the estimated p-value for the hypothesis test done below
Thus we hypothesized that the median value for the "high-resolution"-sample
µ̃1 was significantly higher than for the original sample µ̃2, and thus we did a
Wilcoxons rank-sum test, with the following hypothesizes:
H0 : µ̃1 = µ̃2 H1 : µ̃1 > µ̃2 (12.1)
This is a non-parametric test which only assumes that each each sample is
drawn iid (independent and identically distributed), not necessarily from the
same distribution, but that the distributions of each sample have similar shape.
The p-value can be seen from Figure 12.2, and thus at a 5 % significance level
we cannot say that the median FPR is significantly larger for the high resolution
sample, compared to the original FPR sample.
However, it is interesting that the estimatedmean FPR values are quite different,
and it would make sense that FPR was lower for higher resolutions. This
is because using longitudinal resolutions of 2.5-3 mm, produces "single-slice
nodules", which are nodules only detected from one image in the CT. Since the
resolution is quite poor, this might happen. However, it is extremely challenging
to distinguish these smaller nodules from other structures and artefacts due to
"insufficient" resolution. Thus, it is natural that the network struggles around
this boundary.
Note that we also reported median FPR for the original sample in Figure 12.2.
The median is not affected by outliers, and perhaps reporting median FPR
might be a better choice than using the mean also for this case. However, the
resolution in the median value is rather low. There is a huge difference between
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a FPR value of 2.5 and 3.4, but the median value does not distinguish between
these. Thus, we reported the mean FPR instead.
12.1.5 LUNA design for FPR
In the LUNA-challenge (Setio et al., 2017) they did a 75 % consensus design,
as well as removing all patients with longitudinal resolution larger than 2.5
mm. The original ground truth from the LIDC data set, contain annotations
of four radiologists, for both larger nodules, as well as markings for smaller
ones. In the LUNA challenge they only counted false positives if the candidate
was a true false positive. This implies that if one or two radiologists thought
something was a nodule, but in the final 75%-design it was not, it would not
be counted as a false positive. If any candidates overlapped with the smaller
nodules, it would not count as a false positive either.
In our evaluation, this has not been done. We have been much more strict
in evaluation. In addition we also trained and evaluated with longitudinal
resolution larger than 2.5 mm, which means the the actual FPR we would get
should be much lower than the ones we report.
In future work we will evaluate the model based on the LUNA-design, in order
to be properly able to compare our approach against others.
12.1.6 Performance comparison
Note that we only evaluated the method using a single trained model on only
the 80 first patients of the LIDC data. Therefore, one cannot really say that
one method is better than the other. Not even the trained model give better
detection and segmentation. We might have gotten lucky with the first 80
patients, and they might have reported the average point estimate from done
K-fold CV.
However, doing cross-validation is not feasible for our design, as a single training
of the produced model took 4-5 weeks. Therefore, in future work, we will
evaluate the trained model on a new independent data set, instead of re-
training multiple times. Then we will evaluate how well our trained network
performs against other trained networks on the same data set.
In addition, more recent papers have adapted CPM, which is a metric based
on the FROC curve, introduced in the LUNA-challenge Setio et al. (2017). Thus,
it is uncertain whether any of these published papers perform better than our
data set, as we have not calculated the same metrics, and thus cannot directly
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compare performance. In future work, we will also estimate CPM in order to
be able to compare performance against these methods.
12.2 Breast cancer
12.2.1 Tissue detection
Of the HSV channels, we chose to use the saturation channel, as it was best
suited for separating tissue from glass/fatty tissue. Results comparing different
HSV channels can be seen in Figure 12.3. The original image can be seen in
Figure 9.1. Using the naive grey channel, does not even include the tumor
region, which is most important. This illustrates the importance of selecting a
suitable color space/channel for this pre-processing step.
Figure 12.3: Tissue detection using different HSV channels.
Note that in the HE-color space, there is not any "green" color. Thus, it should
be possible to separate breast tissue from glass, based on the green channel.
The problem using the green channel is that this color space might not be
applicable for other tissue types, using different stains. Hence, we chose to use
saturation, as this concept should be more robust. Figure 12.4 illustrates the
result of using any of the RGB-components for this processing step, and it is
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clear that both the green and blue color channel would be suitable, for this
specific tissue type and staining. Here the effect of doing median blurring prior
to the thresholding is much clearer, with fewer fragments, especially for the
blue channel. Doing this additional step, produces outputs of similar quality.
From the red channel, it is evident why the grey channel was a poor choice,
since the red channel would highly influence the variation in intensities of the
grey channel.
Figure 12.4: Tissue detection using different RGB channels.
When we do blurring prior to the thresholding, we remove some smaller
glass components in the mask. It is not a clear answer whether one should
do this or not. An argument to why one should, is because smaller glass
components inside the tumor, might correspond to inside tubules, which is
extremely relevant for histological grade predictions. By doing smoothing,
these smaller patches would still be kept. However, it might be that these
patches are actually almost only glass, and does not contain any tubules tissue
at all. In this case one should remove the patch, as it becomes redundant. We
chose to blur as losing a few patches inside the tumor region should not effect
the overall WSI classification.
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12.2.2 Tumor segmentation
Figure 12.5 shows the segmentation performance of the best model evaluated
on the original test set. The network seem to be able to remove a lot of non-
tumor tissue for all WSIs. For row 2, some homogeneous stroma regions have
not been included in the ground truth, and the network fails to handle this
case. By doing such heavy downsampling, the network struggles separating
stroma from within and outside the tumor.
Figure 12.5: Segmentation performance of best network
In row 3, the network removes larger glass regions in the tumor, while in the
ground truth these are included. This is perhaps an indication that these larger
glass regions should not be included in the ground truth. It is possible to apply
the tissue detector to handle this case.
Row 4 shows a case were the network struggles to segment the fine tumor
boundary, effectively producing something similar to a blob. If we worked
with higher resolution, the contour would have probably been better. Row 5
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illustrates an interesting case were the network is able to detect a part of the
tumor that was lost in the annotation/extraction of the ground truth.
Lastly, row 6 shows a case were the network is uncertain whether to remove
the homogeneous stroma region in the middle of the tumor or not. This is not
done consistently in annotations, as seen from the ground truths in row 6 and
row 2. Therefore, the network also struggles.
Stroma problem
The biggest drawback from this study is that by doing heavy downsampling,
the network is not able to distinguish between normal and tumor-stroma. Even
the pathologist fails to be consistent in the annotations, as seen in Figure 12.5
row 2 and row 6. Nonetheless, given perfect annotations the network would
still struggle with stroma, and this is why in future work more complex tumor
segmentation methods should be tested, also accounting for high-resolution
information.
Color augmentation
Using light HSV seemed to degrade performance. This makes sense as when
we downsample the images as much as we do, color becomes an important
factor. It is already tough enough to separate health and tumor stroma. By
doing color augmentation we further smooth away this contrast, making the
problem much harder for the network.
12.2.3 Histological grade classification
First of all, it was observed a (critical) flaw with the approach when doing
evaluation. Prior to training we balanced patches to have the same number of
patches for each class, both for the training and validation set. However, we
did not balance the number of patches from each tumor. Tumors might vary
a lot in size. Therefore, by not doing this balancing, smaller tumors will be
under-represented in both the training and validation set.
Hence, the network would most likely base its decisions hugely influenced
on how it performed on patches from the larger tumors, and less on how it
performed on the smaller tumors. Also patch wise evaluation was done on a
patch level, not taking this into account. It would be better to report patch
wise accuracy for each individual WSI, and report the macro average across
these. The patch wise weighted average patch wise accuracy we report, biases
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larger tumors in evaluation, as they are over-represented. In future work we
will correct for this mistake.
Another problem with this, is that we cannot use bootstrapping to make BCa
intervals for relevant measures, as patches are dependent of WSI, which means
that the bootstrapping assumption fails. If we reported patch wise accuracy
for each individual WSI, then the bootstrapping assumption would not have
failed, and we could have created CIs.
Note that in the multiclass case, we found another split to produce much better
overall classification performance on all three sets. However, the same did not
apply for the light and heavy HSV. Therefore, we chose to evaluate performance
on two different test sets, with and without color augmentation. Ideally, one
would evaluate the model on the exact same test set, as well as do a proper
cross-validation. However, there was not time to do this in the end. Nonetheless,
we would still correct for the patch-tumor-size-problem assessed earlier before
doing any evaluation first. In the binary case, we used the exact same data
split, as performance did not seem as dependent on the data split.
Multiclass case
As to why the network performs better classifying I is because it is also the
easiest one for the pathologist. Heavy HSV augmentation degraded overall
performance. This is most likely due to heavier color augmentation generating
unnatural images. It is also possible that the network had been dependent
on color features which it should not have. As the data set is quite small, we
cannot say for certain what the reason is. If heavy HSV actually removed some
important information, it would generate more redundant patches. This would
surely degrade performance.
Heavy HSV fails to classifyWSIs, as seen from themacro andweighted averages
- performing similarly to random guess (ACCrandom = 1/3). This illustrates
the importance of creating a solid patch wise classifier, before continuing to
the next stage, as further predictions will be strongly influenced by what it has
learned in the first stage.
The most probable cause as to why all designs failed on the new data set, is
because the initial data set were effectively simpler than the additional data set.
WSIs having the least amount of artefacts, degradations and overall simpler
classification job was chosen. Thus, the network has not learned to handle
more complex WSIs. As to why the tumor segmentation method did not get
influenced as much, is probably because of the strong downsampling in the
pre-processing step, reducing the effect of some artefacts. A lot of degradation
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in tissue is also best studied at higher resolution. As the method only uses
extremely low resolution information, it was not influenced by this.
12.3 Deep learning based CADs
In this thesis, we have developed two deep learning-based CADs to be used for
lung and breast cancer diagnostics. Results from the lung cancer-subproject
produced close to state-of-the-art performance both in detection and segmen-
tation on the benchmark LIDC data set. For the breast cancer-subproject, there
has never been reported performance on BC-grading for all three grades. Per-
formance was especially good for the initial data set, but failed to generalize
to new data. Nonetheless, this study illustrates the power and benefits of using
deep learning in the field of CADs. Deep learning-based methods are easily
adapted between modalities, cancer types, problems and data types.
12.3.1 Segmentation
In this thesis, we designed a state-of-the-art autoencoder-design inspired by
the UNet-architecture, to produce robust segmentation performance in lung,
lung nodule and breast tumor segmentation. The same networks could be
easily adapted to different problems, data sets and data types. Even on small
data sets, the methods produced great results, on both lung and breast tumor
segmentation, and seemed to generalize well, especially clearly on breast tumor
segmentation.
12.3.2 Classification
For classification, we used a VGG16-inspired architecture for malignancy pre-
diction of lung nodules and histopathological grade prediction of breast tumors.
Both models performed extremely well on the initial data sets, but it is uncer-
tain how well the models will perform on new data. Smart data augmentation,
i.e. color augmentation, seemed to be provide better generalization, but it
requires additional studies on new data sets to evaluate this further.
12.3.3 Local vs open data sets
Using open data sets, one does not always get the ideal data for training a
network. An example of this was lung segmentation using the LCTSC data set.
Even though we trained a network that outperformed the traditional intensity-
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based methods on the current data set, it did not generalize as well on data
sets of different FOVs, due to lack of proper data (thoracic data which includes
nodules in lung mask). Hence, in these cases it might be beneficial to use
traditional image processing/machine vision approaches, as we observed for
lung segmentation.
12.3.4 Machine learning vs traditional methods
Throughout this thesis, we have used machine learning methods for classifi-
cation and segmentation, but in many cases, traditional methods are more
suitable, as they might be more robust, requiring no training, and also be mem-
ory efficient and fast. An example is lung segmentation. Even though we could
use a machine learning method for this problem, using a simple intensity-based
method provided more robust performance on data sets of different FOVs. It
is typically easier to tackle new scenarios when we define the algorithm our-
selves. It is tougher to train a network to be invariant to changes it has not yet
seen. Thus, for insufficient data, small data sets or lack of variance, traditional
methods might be a better solution than machine learning methods. As well as
pre and post-processing, traditional methods can always be useful. This is seen
in tissue and lung segmentation, and post-processing of lung nodules.
12.3.5 Speed
Using a single GPU during prediction, we were able to make pipelines that
processed from the raw data to give an output in a matter of seconds. The
slowest process we made was the sliding window prediction in BC grading,
but even here the slowest process was around 2 minutes. For smaller tumors,
processing time was as low as 2-4 seconds. Total processing time from the
raw cellsens vsi-format to predictions with heatmaps, took about 4 seconds - 2
minutes,mostly dependent on the tumor size. Hence, processing time is feasible
for pathologists, but require further advances in classification performance to
be useful in practice.
Lung segmentation using the 2D-UNet approach took less than a second on the
GPU, while the traditional methods took about 6-7 seconds, on the CPU. For
lung nodule segmentation, sliding window predictions without overlap took
approximately two minutes on the CPU, while on the GPU took approximately
10 seconds. The overall pipeline took approximately 20-25 seconds to process
one full CT-scan, processing from the raw DICOM-format. Hence, processing
time is feasible for radiologists.
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12.3.6 Data augmentation
For small data sets, data augmentation proved to be extremely beneficial for
producing more robust and generalizable networks. This was especially clear
in patch wise classification of histological grade. However, doing too strong
augmentation, might degrade overall performance, as seen in the malignancy
classification with heavy 3D translations, as well as with heavy/heavier HSV in
patch wise classification. When generating artificial data, it is important that
the new data represent the true population - in the sense that it is natural.
A result of using heavier HSV color augmentation can be seen in Figure 12.5,
producing unnatural staining.
Figure 12.6: Too heavy HSV color augmentation produces unnatural stains
12.3.7 Bootstrapping
Even though bootstrapping is a fast and easy way to generate CIs, there are
many cases were doing bootstrapping might not be the best idea. Even though
one may assume that the measurements are drawn iid from the same distri-
bution, it becomes problematic when the data set is small, there is not much
variance in the data, and if there are outliers.
Figure 12.7 (a) shows the distributions of estimated DSC for breast tumor
segmentation for patients in the test set. Here, most DSCs are around 0.9, but
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(a) DSC (b) avDSC
Figure 12.7: Comparing distribution of DSC and avDSC found using bootstrapping
then there is a clear outlier to the left close to DSC=0.5. The distributions is
clearly not symmetric (left-skewed). Therefore, to estimate the BCa interval of
avDSC, we used bootstrapping, which resulted in Figure 12.7 (b). Because of
this serious outlier, doing bootstrapping might produce replicates of this value,
which overall results in a bootstrapped avDSC that might be way lower then
the average DSC of the original sample. Perhaps there is not enough variance
in the data set to say whether or not this is an actual outlier. However, after
doing bootstrapping, calculating the BCa interval was the right choice as the
sample distribution of avDSC was quite asymmetric. Using simple percentile
intervals her might produce an interval that even goes beyond the maximum
DSC of 1.
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12.4 Conclusion
Basedon thework presented in this thesis,we draw the follow conclusions:
• We were successful in developing a multipotent deep learning-based
CAD design which adapted well across two widely different imaging
modalities and data types
• We have created two platforms for further development (breast) and
testing (lung). These platforms may be used for further research by MSc
and PhD students
• We were successful in developing a pipeline for processing WSI from the
cellsens vsi format. The pipeline can be use in further research within
the field of digital pathology
• For both subprojects, we were able to design CAD systems using deep
learning, one of which, to the best of our knowledge, produced state-of-
the-art performance in overall lung nodule detection and segmentation
trained and evaluated on the LIDC data set
• Processing time from raw DICOM format is a few seconds. Processing
time from raw vsi format is heavily depended on tumor size. The slowest
reported processing time for vsi was two minutes
• For lung nodules we showed that the results can be easily visualized
in CustusX, along with the predicted lung mask. For histological grade
predictions we produced heatmaps to help pathologists interpret the
results
12.5 Future work
This thesis has raised numerous questions which should be investigated fur-
ther.
Future work in lung cancer diagnostics includes:
• Study augmentation techniques to make network more invariant to
different resolutions and interpolation artefacts
• Train network on thoracic CTs to perform sufficient lung segmentation,
to be used as a post-processing step
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• Evaluate how well the studied malignancy classifier designs integrate
with the lung nodule detector in the produced CAD system
• Train networks using raw CT data, as well as predicted segments and
malignancy predictions, to make patient-wise predictions of lung cancer,
also introducing patient characteristics
• Do a clinical study of the use of the Lung-nodule-CAD system prototype
to further minimize workload and maximize efficiency in early detection
of lung nodules
In breast cancer diagnostics, future work includes the following:
• Use more data to train and evaluate networks, and find which design
choices are most relevant for each respective task
• Further study and develop new color augmentation techniques, compare
these with color standardization, and study which are most suitable for
different problems in breast cancer histopathology
• Correct for tumor-patch-imbalance in pre-processing to study whether it
improves classification performance
• Study new network designs for tumor segmentation, as well as train
a network to be invariant to different types of organs - using other
augmentation techniques
• Study a two-step CNN classifier, first training a patch wise classifier using
one CNN, then using the produced heatmap as input to a second CNN to
predict histological grade
• Further introduce patient characteristics, as well as survival data, to study
whether one is able to train CNNs to further divide grade the clinically
heterogeneous grade I I into two prognostic subgroups, then use CNNs
and explainable AI to find new diagnostic markers
• Make a multi-tissue/structure segmentation network to be used as a
pre-processing step to guide the patch classifier and reduce redundant
number of patches
• Use immunohistochemistry for annotation of different tissues in sections
in order to train multi-tissue/structure segmentation networks
• Produce a fully functioning prototype to be tested in collaboration with
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the pathology department, as an assisting diagnostic tool
Finally, for CAD-systems, future work includes the following:
• Further develop CAD systems to be tested in collaboration with St. Olavs
and NTNU, either as decision support or in surgery planning
• Introduce more data in training and evaluation, from different scanners
with different scanning configurations, to produce more robust CAD
systems
• Develop CAD systems that can make actions dependent on risk analysis,
based on multi modal analysis and big data
A
Evaluation Metrics
This appendix gives a brief introduction to relevant metrics and methods
for evaluating methods for classification and segmentation, as well as some
image processing concepts relevant for pre-processing and segmentation of
images.
First we will introduce some basic terms. Lets say we want to evaluate a binary
classifier, for the classes A and B. Let GA: ground truth is A, and GB : ground
truth is B. Let P and N denote the number of GA (positive samples) and GB
(negative samples), respectively. The possible outcomes of the classification (or
segmentation) is then summarized as:
(a) True positive (tp) : correct classification, A ∩GA
(b) True negative (tn) : correct classification, B ∩GB
(c) False positive (fp) : misclassification, A ∩GB
(d) False negative (fn) : misclassification, B ∩GA
FN is often referred to as type 1 error and FP type 2 error. This means that the
we have the following null hypothesis H0: GT is A. Lets say that A correspond
to the tumor class and B the non-tumor class. A type 1 error is to reject a true
null hypothesis, which would be to classify an actual tumor as a non-tumor. A
type 2 is to fail to reject a false null hypothesis, which would be to classify a
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non-tumor as tumor. Typically, we try to minimize the type 1 error, as it is more
critical to misclassify a tumor as a non-tumor, then the opposite.
It is common to summarize these terms in a Confusion matrix, which in the

























Figure A.1: Left: Illustration of the probability distributions related to the different
classification results: Right: Illustration of the confusion matrix in the bi-
nary case. β correspond to some classifier/model parameter, i.e. prediction
threshold in a trained neural network
a) Sensitivity (sn), also called recall (rec) or True Positive Rate (tpr), is
the number of correct positive predictions divided by total number of positives,
and is given by:











b) Specificity (sp), also called True Negative Rate (tnr), is the number of
negative predictions divided by total number of negatives, and is given by:











c) Precision (pr), also called Positive Predictive Value (ppv), is the number
of correct positive predictions divided by total number of positive predictions,
and is given by:









d) Accuracy (acc) is a common measure to evaluate classification. It is the
overall number of correct predictions divided by total number of samples, and
is given by:









e) F1-score is also a common measure to evaluate classification, but is known
to handle imbalanced data sets better than ACC. It is defined as the harmonic
average of precision and recall, and is given by:




f) Dice Similarity Coefficient (dsc), also commonly referred to as Dice Score, is
commonly used to evaluate segmentation performance. It is actually the same
metric as F1-score, but is interpreted differently in segmentation evaluation,
involving sets of values, not just a single one (predicted segment vs. ground
truth segment). In the binary case, it is defined as themeasured overlap between
the predicted set SP and the ground truth set SG , and is then commonly given
by:
DSC =
2|SG ∩ SP |




2TP + FP + FN
(A.6)
where |SP | and |SG | correspond to the number of elements (or cardinalities)
in each set. The reason for 2 in the nominator, is because of the double count
of the overlapping volumes in the denominator. For boolean data it can be
rewritten in terms of TP, FP and FN.






























Figure A.2: Illustration of the ROC curve.
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g) Receiver operating characteristic (roc) curve, is one of the most common
ways to visualize performance of classifiers. It shows True Positive Rate (sen-
sitivity) as a function of False Positive Rate (inverse specificity). As seen in
Figure A.2, the ROC-curve illustrates how the performance of the model, in
terms of sensitivity and inverse specificity, varies as a function of some model
parameter β (Figure A.1). The diagonal represent random choice performance.
Thus, all models with performance closer to the top left, perform better than
random choice.
h) Free-response Receiver Operating Characteristic (froc) curve, is an alter-
native to the ROC curve. Instead of using FPR along the horizontal axis, it is
used measure of FP. This is useful since FN is not always possible to measure in
terms of detection. The difference then being, there is no diagonal representing





The most well-known color model is RGB, which is based on the concept that
"all" colors are subsets of the three primary colors: Red, Green and Blue. To
generate a color, we find each color component, and concatenate to yield a
triplet.
Each channel is assumed to be in the range [0,1], which means that the color
model can be described as a uni-sized cube. For instance the tuples (0,0,0) and
(1,1,1) corresponds to black and white, respectively. Red, green and blue have
the tuples (0,0,1), (0,1,0) and (1,0,0). Other colors can be found by changing
the values inside the tuples, i.e. bright orange (1, 0.62, 0.15).
B.1.1 HSI
Although RGB is popular, it is not well suited for describing colors in terms of
human interpretation (Gonzalez andWoods, 2010b). When looking at the color
of a house, humans do not think of the percentage of R, G and B-components,
or that each color is a concatenation of three distinct color channels.
Humans rather see colors in terms of Hue, Saturation and Intensity (HSI,
also called HSV - V for Value). Hue describes the amount of pure color (yellow,
orange, red). Saturation is the level of white light diluted in pure color. Intensity
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is the grey level image, which can be found from taking the average of the
RGB-components. It explains the level of brightness or luminescence in the
image.
Conversion between HSI and RGB is easy to do, but not trivial to derive. It can
be showed that the conversion transform is:
H =
{
θ if B ≤ G
360 − θ if B > G
S = 1 − 3R+G+B [min(R,G,B)]
I = 13 (R +G + B)
(B.1)





. To go from HSI to RGB, one could
just rewrite the equations above.
B.2 Thresholding
One of the most fundamental image processing operations is called threshold-
ing. The idea is to split the intensities of the image f (x ,y) into two chunks
based on a user-defined threshold k. All intensities higher than k is set to 1,
and all other set to 0, effectively binarizing or segmenting the image. Mathe-
matically this is denoted as:
д(x ,y) =
{
1 if f (x ,y) > k
0 if f (x ,y) ≤ k
where д(x ,y) correspond to the segmented output. By setting multiple thresh-
olds it is possible to further segment the image intomore segments or classes.
B.2.1 Otsu’s Method
Finding which threshold is optimal for segmentation is tedious and often result
in suboptimal generalization. Therefore, methods to generate global thresh-
old(s), based on intensity information is explored. One of the most popular
ones is called Otsu’s method (Otsu, 1979). The idea is to find the threshold
which maximizes the between-class variance and minimizes the within-class
variance, similarly to what is done in Fisher Discriminant Analysis.
The Otsu’s algorithm can be summarized as follows (Gonzalez and Woods,
2010c):
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1. Compute normalized histogram of input image f (x ,y), where each his-
togram component is denoted as pi , i = 0, 1, ...,L− 1, where L is defined
from the histogram width
2. Compute cumulative sums, P1(k),k = 0, 1, ...,L − 1
3. Compute cumulative means,m(k),k = 0, 1, ...L − 1
4. Compute global intensity mean,mG
5. Compute between-class variance, σ 2B(k),k = 0, 1, ...,L − 1
6. Obtain Otsu’s threshold from which σ 2B is maximized. If value is not
unique, find optimal threshold from averaging across all candidates
Further information about each term in the algorithm can be found here
Gonzalez and Woods (2010c), Otsu (1979). The method can also be trivially
extended to include n thresholds, but this will not be used in this thesis, and
is therefore not included.
B.3 Convolution
A way of filtering an image I (x ,y), is to design a specific kernel functionK(x ,y),
which is applied in a sliding window fashion across the image. To apply the
kernel K of sizem ×n on theM ×N image I , we use the convolution operator,
which typically is denoted with an asterisk:





I (x −m,y − n) · K(m,n) (B.2)
As the kernel is sliding across the image, the kernel is applied locally for each
pixel, and thus updating the current centre pixel of the kernel.
To handle the border, it is common to pad the image with zeroes around the
border (often referred to as zeropadding). This way, the convolution operator
can be applied also on these pixels. Because of this padding, the output from
the convolution function typically returns some artificial border, depending of
how similar the border pixels are to zero and the kernel function used. If you
do not pad, these pixels are excluded in the convolution, and a smaller image
is returned - depending on the kernel size. This is referred to as unpadded
convolution.
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In pre-processing, it is common to use convolution to reduce noise in an image.
An example is salt-and-pepper noise,which occur as small bright and dark pixels
in the image. A natural way of removing these, is to apply a kernel function
that returns the median value from the convolution kernel. The median is
commonly used to remove outlier values, and thus is ideal for this type of noise.
This filter type is called the median filter.
B.4 Mathematical Morphology
A way of extracting or segmenting objects of interest from images, can be done
using (mathematical) morphology. The idea is to apply simple mathematical
operations on the image, based on morphology, which filters the image based
on which operator is chosen. Figure B.1 illustrates different operators applied
on the same binary image.
Figure B.1: Illustration showing the effect of using different types of morphological
operators on the same image
Note that morphology can be applied also on any kind of image. The only
constraint is on the structuring element chosen. For the image above a disk
of varying size for each image was chosen to best illustrate the difference
between the operators. Changing the size of the disk or using a different kernel
might produce different results. For instance if some unwanted holes remain
after using hole filling, applying a larger area threshold might help. Further




When evaluating a classifier, it is important to validate it based on an indepen-
dent data set. Thus given that we have one data set available, it is common
to do a two-split, where data is divided into two independent sets; train and
test set. That way evaluation will be independent of training, and we get an
estimate of how well the classifier will perform on new data.
The problem doing a single split, is that the classifier is only evaluated on a
smaller subset of the full data. The estimate might also not represent the true
estimate, if the test set was overall simpler than the training set, essentially
introducing a bias. Thus, it is common to do cross-validation(cv), which is
essentially re-splitting data multiple times and evaluating the classifier on the
whole data.
The most common design is K-fold CV. Data is split into K chunks, or folds, of
approximately equal size, where a single fold is used for evaluation and the
remaining K − 1 folds is used for training. By doing this training-evaluation K
times onK different splits,we getK point estimates of the relevant parameter(s)
θ̂ , i.e. classification accuracy. Then a confidence/prediction interval can be
found using these estimates.
Using neural networks, it is necessary to monitor performance on an indepen-
dent data set also during training, to avoid the risk of overfitting (see section
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2.4). If we used the test set for this monitoring, evaluation on the test set
afterwards would not be completely independent from training. Especially not
if we chose the model which produced the lowest error on the monitored data
set during training. Thus, it is common to do a three-split of the data set, where
we introduce the validation set, or simply val set.
Another way to do CV is to split the data in three, and then do K-fold CV for only
train and val set. Then one trains the network K times, and evaluate it on the
same test set. This should give a better estimate of how well the neural network
will perform training on new data. Then evaluation of the K models will be
evaluated on the same test set, which using neural networks will be completely
independent from training, which is not the case for two-split CV.
Figure C.1: Illustration of how three-split k-fold CV is performed (Buitinck et al., 2013).
How to choose the splits are dependent on the number of samples available.
There is no point in doing CV if the data set is sufficiently large, since then
evaluation based on a single test set, should be close to the "true" value. In
the case of smaller data sets, CV is important to reduce the effect of the split,
since performance might vary more between test sets, than for larger data sets.
For smaller data sets, it is common to divide the data set into 60/20/20 for
train/val/test, respectively.
C.2 Bootstrapping
Given some observed data set, itmight be of interest to estimate some parameter
θ . Using the data directly it is possible to estimate a point estimate θ̂ . What
is commonly of interest is to estimate a confidence/prediction interval of the
estimated value, in order to include information about uncertainty. This seems
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difficult to obtain, given that we only have a single value for the point estimate
for the current data set. However, there exists statistical resampling techniques,
which makes us able to extract this information. One popular resampling
technique is bootstrapping (Efron, 1979).
It is possible to use non-parametric bootstrapping to estimate the sampling
distribution of θ . It is based on the simple concept that one can create boot-
strap samples by resampling (with replacement) the original data set. The
resampling is done B times, where each bootstrap sample has the same length
as the original data set.
This gives B bootstrap point estimates of θ̂ . That way using bootstrapping you
have pulled yourself up by one’s bootstrap. Instead of getting more estimates
directly, you have generated new ones solely based on the data set you have
available.
To use bootstrapping the only assumption one makes is that the observed data
x is drawn iid from some common population distribution F , such that:
x = (x1, ...,xn)
iid
∼ F (θ ) (C.1)
That way if we were to actually gather more data to get more estimates, we
should asymptotically approach the same conclusion under this assumption.
Note that bootstrapping is only an approximate method to estimate the sam-
pling distribution of the estimate θ̂ . To improve the approximation one can
increase the number of bootstrap samples generated. A common number of
bootstrap samples is B = 10000.
C.2.1 Accelerated bias-corrected percentile method
In practice, it is quite common to assume some distribution on θ̂ , e.g. a nor-
mal distribution or another symmetric parameter distribution. However, such a
parametric distribution assumption is often not valid. A common way to calcu-
late confidence intervals based on bootstrap samples is to use the accelerated
bias-corrected percentile method (BCa) (Efron, 1987).
The BCa interval for θ is defined as:
P(ξ ∗γ1 ≤ θ ≤ ξ
∗
γ2) ≈ 1 − α (C.2)












1 − a(b + z1−α/2)
)
and where:
Φ(.) : cumulative distribution function for the standard normal density
zα : Quantile of the standard normal density
ξ ∗γ : Empirical quantile from the distribution of θ̂
Note that ∗ marks estimations from bootstrap samples. The terms a and b
correspond to the acceleration and bias-correction terms. A common suggestion





















For b = 0.5, there will be no bias correction. For b > 0.5, it correct rightwards,
and b < 0.5 leftwards.
b : Measures the median bias between between θ̂ ∗ and θ̂ , and corrects
estimate if there is a bias
a : Acceleration term. Refers to rate of change of the standard error of θ̂ with
respect to the true estimate θ
ϕi correspond to the jackknife estimates, which can be found using:






This is actually a resampling technique called jackknifing (Efron, 1982), which
is another way to estimate the population distribution. The idea is to apply a
leave-one-out procedure,where θ̂ is estimated on the original data set excluding
one value θ̂i . This is therefore only done n times (McIntosh, 2016). Using
bootstrapping one is able to introduce more variance in the resampled data
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