Let G be a unique product group, i.e., for any two finite subsets A, B of G there exists x ∈ G which can be uniquely expressed as a product of an element of A and an element of B. We prove that, if C is a finite subset of G containing the identity element such that C is not abelian, then for all subsets B of G with |B| ≥ 7, |BC| ≥ |B| + |C| + 2. Also, we prove that if C is a finite subset containing the identity element of a torsion-free group G such that |C| = 3 and C is not abelian, then for all subsets B of G with |B| ≥ 7, |BC| ≥ |B| + 5. Moreover, if C is not isomorphic to the Klein bottle group, i.e., the group with the presentation x, y | xyx = y , then for all subsets B of G with |B| ≥ 5, |BC| ≥ |B| + 5. The support of an element α = x∈G α x x in a group algebra F[G] (F is any field), denoted by supp(α), is the set {x ∈ G | α x = 0}. By the latter result, we prove that if αβ = 0 for some non- Math., 24 (2015), 326-338] to arbitrary fields, respectively.
Introduction and Results
Let G be a torsion-free group written multiplicatively, and let |.| denote the cardinality of a finite set.
One of the basic problems in Additive Number Theory is to obtain lower bounds for the cardinality of BC = {bc | b ∈ B, c ∈ C} of two finite subsets B and C in terms of |B| and |C|. There are several related results if G is abelian (see [9, 10, 11, 13, 26, 30, 32] , for instance). But, in the non-abelian case the situation is much less understood. By the main result of [22] , (1.1) |BC| ≥ |B| + |C| − 1.
In [4] , the extremal sets in the inequality 1.1 are specified by showing that, if min{|B|, |C|} ≥ 2, then there exist b ∈ B −1 and c ∈ C −1 such that both bB and Cc are progressions with common ratio that is, a set of the form {a, ar, . . . , ar n−1 }, for some commuting elements a and r of G and some integer n (r will be called the ratio of the progression and n its length). It is proved in [17] that if C is a finite subset containing the identity element of a torsion-free group G such that C is not abelian, then for all subsets B with |B| ≥ 4, (1.2) |BC| ≥ |B| + |C| + 1.
Also, in [21] , it is proved that if B is not contained in the left coset of a cyclic subgroup, and |C| ≥ 32(3 + k) 6 for k ≥ 1, then |BC| ≥ |B| + |C| + k.
By using the so-called isoperimetric method, see [14] , [15] or [16] , and a multigraph S(B, C) associated with a pair (B, C) of subsets in a group (see Definition 2.8, below), we prove that the lower bound of |BC| in 1.2 can be improved for unique product groups. Recall that a group G has the unique product property, for every pair of finite non-empty sets A, B ⊆ G, there exists an element x ∈ AB such that |{(a, b) ∈ A × B | x = ab}| = 1. Note that every unique product group is torsion-free. Obvious examples of unique product groups are right or left linearly orderable groups and so including torsionfree nilpotent groups. In fact the class of unique product groups are very vast as it is closed under taking extensions, subdirect products and being local graded (see [27, pp. 111, Theorem 26.3] , [31] and [19] ); it was first shown in [29] that not all torsion-free groups have the unique product property; the latter group is constructed by a generalization of small cancellation theory so-called graphical small cancellation theory. Later in [28] a non-unique product group as a subgroup of the direct product of 3 infinite dihedral groups found. The notation of unique product groups has been firstly considered to settle the existence of non-zero zero divisors in group algebras of such groups (see Higman's PhD Thesis [18] ); the unit conjecture of group algebras of torsion-free groups cannot be easily settled in the class of unique product groups and to solve the problem a similar slightly stronger notation of "two unique product group" has been considered (a two unique product group is defined as a unique product group, where in the definition, one replaces "an element" by "two distinct elements" and consider the obvious necessary condition "|A| > 1 or |B| > 1"). However it will appear that these two notations are the same [35] .
Our main results are as follows:
Theorem 1.1. Let G be a unique product group and C be a finite subset of G containing the identity element such that C is not abelian. Then for all subsets B of G with |B| ≥ 7, |BC| ≥ |B| + |C| + 2.
In Lemmas 3.2, 3.4 and 3.7 (see below), we determine the structure of B and C with |C| = 3 and |B| ∈ {4, 5, 6} satisfying the equality of 1.2. By Lemmas 3.4 and 3.7 (see below), if |B| ∈ {5, 6}, then G is isomorphic to the Klein bottle group i.e., the group with the presentation x, y | xyx = y .
Theorem 1.2. Let G be a torsion-free group and C be a finite subset of G containing the identity element
such that |C| = 3 and C is not abelian. Then for all subsets B of G with |B| ≥ 7, |BC| ≥ |B| + 5.
In particular, if C is not isomorphic to the Klein bottle group, then for all subsets with |B| ≥ 5,
|BC| ≥ |B| + 5.
We note that the support of an element α = x∈G α x x in a group algebra, denoted by supp(α), is the set {x ∈ G | α x = 0}. The following are corollaries of Theorem 1.2. 
Preliminaries
Let G be a torsion-free group and C be a finite subset of G containing the identity element. For X ⊆ G, ∂ C (X) := XC \ X. For every positive integer k, the k-isoperimetric number of C is κ k (C) := min |∂ C (X)| X ⊆ G, k ≤ |X| < ∞ .
A finite subset X of G is a k-critical set of C if |X| ≥ k and
k-critical set of C with minimal cardinality. The cardinality of a k-atom of C will be denoted by α k (C).
Definition 2.1. Let B and C be finite non-empty subsets of G. For each element x ∈ BC, denote by
for all x ∈ BC.
In [16] still open and attempts to confirm it for n = 2 were even unsuccessful see e.g. [17, 21] .
It was known that some problems in "product of finite subsets of groups" are related to the problem of "absence of zero divisors in the group ring of a torsion-free group over an integral domain" (see [4, p. 463, lines [5] [6] [7] [8] Proof. Since |α k (C)| > k, r AC (x) ≥ 2 for all x ∈ AC (see [17, Lemma 4] and [21, Lemma 6] ). Now it follows from |AC| = |A||C| 2 that r AC (x) = 2 for all x ∈ AC. We now define α and β, respectively, as the elements α := a∈A a and β := c∈C c in the group algebra F 2 [G] of G over the field F 2 with 2 elements. Therefore αβ = x∈AC r AC (x)x = 0. This completes the proof.
Proposition 2.6. Let G be a torsion-free group and C be a finite subset of G containing the iden-
, then there exists a counterexample to Conjecture 2.4. [17, Lemma 4] and [21, Lemma 6] ). Hence, by
implies that there exists x ∈ AC such that r AC (x) = 3 and r AC (x ′ ) = 2, for all x ′ ∈ AC \ {x}. Let (a 0 , c 0 ) ∈ R AC (x) and define α and β, respectively, as the elements α = a∈A a and β = c∈C c in the group algebra
This completes the proof.
Using Proposition 2.5, we give a partial answer to Conjecture 2.2.
Theorem 2.7. Let G be a torsion-free group and C be a finite subset of G containing the identity
Proof. Observe that if |C| = 1, then each subset with two elements of G is a 2-atom of C and also if |C| = 2, then according to 1.1, C is a 2-atom of itself. Now, suppose that |C| ≥ 3 and α 2 (C) > 2. Let A be a 2-atom of C containing the identity element. It follows from [17, Lemma 5] that |A| ≤ |C| − 1.
Hence, |C| ≥ 4. We first show that κ 2 (C) ≥ |C|. In view of 1.1,
then by the main result of [4] , there exist r ∈ G \ {1} and a ∈ G such that A = {a, ar, . . . , ar l } for some non-negative integer l and therefore |A ∩ Ar| ≥ 2, contradicting [21, Lemma 5] . So, κ 2 (C) ≥ |C|. Now since |A| > 2, [17, Lemma 4] implies that r AC (x) ≥ 2 for all x ∈ AC. It follows that |AC| ≤ |A||C| 2 . Thus,
If |C| = 4, then |A| = 3 which contradicts 2.1. So far we have proved that if |C| ≤ 4 then α 2 (C) = 2;
we will use the latter in the rest of the proof. 2.1. Product set graph. We follow the definitions and notations on graphs as in [2] . Note that by a graph we mean a triple (V, E, ψ), where ψ is a function which appears if the edge set E is non-empty the vertex set is B, the edge set is
and if E P (B,C) = ∅, the function ψ P (B,C) :
is defined by 
Proof. Suppose that there are two edges between distinct vertices g and g ′ of P (B, C). Hence, there exist
. Now, since 1 ∈ C, it follows from [2, Lemma 3.5] that C is an infinite cyclic group that is a contradiction.
In the following, we need some definitions that are very similar to the definitions in [2, p. 11] . For the reader's convenience, all necessary definitions are given below. Definition 2.12. Let G be a torsion-free group and B and C be two non-empty finite subsets of G such that 1 ∈ C, |C| = 3 and C is not cyclic. Suppose that C is a cycle of length n in P (B, C) with the vertex set {g 1 , g 2 , . . . , g n } ⊆ B such that g i ∼ g i+1 for all i ∈ {1, . . . , n − 1} and g 1 ∼ g n . By an arrangement l of the vertex set C, we mean a sequence of all vertices as
for all i ∈ {1, . . . , n − 1} and x 1 ∼ x n . There exist distinct elements h i , h ′ i ∈ C, i ∈ {1, . . . , n}, satisfying the following relations:
. . .
We assign the 2n-tuple
. . , h n , h ′ n ] to C corresponding to the above arrangement l of the vertex set of C. We denote by R(T l C ) the above set R of relations. It can be derived from the
C is the 2n-tuple of C corresponding to another arrangement l ′ of the vertex set of C, then T l ′ C is one of the following 2n-tuples:
The set of all such 2n-tuples will be denoted by T (C).
Definition 2.13. Let G be a torsion-free group and B and C be two finite non-empty subsets of G such that 1 ∈ C, |C| = 3 and C is not cyclic. Let C be a cycle of length n in P (B, C). Since r(T 1 ) = 1 if and only if r(T 2 ) = 1, for all T 1 , T 2 ∈ T (C), a member of {r(T ) | T ∈ T (C)} is given as a representative and denoted by r(C). Also, r(C) = 1 is called the relation of C. Definition 2.14. Let G be a torsion-free group and B and C be two finite non-empty subsets of G such that 1 ∈ C, |C| = 3 and C is not cyclic. Let C and C ′ be two cycles of length n in P (B, C). We say that these two cycles are non-equivalent, if
Remark 2.15. Suppose that C and C ′ are two cycles of length n in P (B, C). Then C and C ′ are
Remark 2.16. Let G be a torsion-free group and B and C be two finite non-empty subsets of G such that 1 ∈ C, |C| = 3 and C is not cyclic. Suppose that C is a cycle of length 3 (a triangle) in P (B, C)
. Then T satisfies exactly one of the following conditions: Proof. Suppose that C is a triangle of type (ii) in P (B, C). It can be seen that there are 13 non-equivalent cases for C and r(C) corresponding to such cases are the elements of the set
If r(C) is i-th element of the set A, where i ∈ {2, 3, 4, 6, 8, 10, 13}, then r(C) = 1 implies that C is abelian that is a contradiction. If r(C) is 1-th or 9-th element of the set A, then G has a non-trivial torsion element, a contradiction. Hence, r(C) is one of the elements 5-th, 7-th or 11-th of the set A. On the other hand, in a torsion-free group, at most one of these three relations can hold. Indeed, yxy = x and xyx = y imply x = xyx 2 y and therefore
If yxy = x and x 2 = y 2 , then y 2 = y 6 , a contradiction. Hence, two triangles of type (ii) are equivalent.
Observe that two triangles of type (i) are equivalent. This completes the proof.
Lemma 2.18. Let G be a torsion-free group and B and C be two non-empty finite subsets of G such that 1 ∈ C, |C| = 3 and C is not abelian. Suppose that P (B, C) contains a subgraph isomorphic to the graph in Figure 1 . Then there exist h ∈ C and a ′ ∈ G such that if
and one of the sets a ′ {1,
Proof. Let C = {1, x, y}. Suppose that C and C ′ are two triangles with the vertex sets {g 1 , g 2 , g 3 } and
is the 6-tuple to C corresponding to the arrangement g 1 , g 2 , g 3 and also
is the 6-tuple to C ′ corresponding to the arrangement g 1 , g 2 , g 4 , where the first two components of T and T ′ are related to the common edge between these triangles. It is clear that either h 2 = t 2 or h 2 = t 2 and h ′ 2 = t ′ 2 and also either h ′ 3 = t ′ 3 or h ′ 3 = t ′ 3 and h 3 = t 3 since otherwise g 3 = g 4 . Hence, T = T ′ and therefore it is impossible that the triangles C and C ′ are of type (i). So, without loss of generality, we may assume that C is a triangle of type (ii). Then Lemma 2.17 implies that r(C) ∈ {x
and if r(C) = x −1 y 2 x −1 , then
Now, if C ′ is a triangle of type (ii), then by Lemma 2.17, C and C ′ are equivalent and therefore T (C) = T (C ′ ). But in this case, by every choice of r(C) as above, there are no two elements of T (C) satisfying the mentioned conditions for T and T ′ . Thus, C ′ must be a triangle of type (i). Hence,
Note that by Lemma 2.10, we may assume that g 1 = 1. Suppose first that r(C) = x −1 y −1 xy −1 . Then if we let a = yx −1 and b = x −1 , then Cx −1 = {1, a, b}, a 2 = b 2 and if T is the 1-th and 6-th elements of T (C), then h = y and {g 1 , g 2 , g 3 , g 4 } is equal to b{1, a −1 , b −1 , b −1 a} and {1, a −1 , b −1 , b −1 a}, respectively; if T is the 2-th and 5-th elements of T (C), then h = x and {g 1 , g 2 , g 3 , g 4 } is equal to {1, b −1 , b, b −1 a} and {1, a −1 , a, a −1 b}; if T is the 3-th and 4-th elements of T (C), then h = 1 and {g 1 , g 2 , g 3 , g 4 } is equal to {1, a −1 , b −1 , a −1 b} and a{1, a −1 , b −1 , a −1 b}, respectively. Now, suppose that r(C) = x −1 y 2 x −1 . Then if T is the 1-th and 6-th elements of T (C), then h = y and {g 1 , g 2 , g 3 , g 4 } is equal to {1, x −1 , y −1 , x −1 y} and x{1, x −1 , y −1 , x −1 y}, respectively; if T is the 2-th and 5-th elements of T (C), then h = x and {g 1 , g 2 , g 3 , g 4 } is equal to y{1, x −1 , y −1 , y −1 x} and {1, x −1 , y −1 , y −1 x}; if T is the 3-th and 4-th elements of T (C), then h = 1 and {g 1 , g 2 , g 3 , g 4 } is equal to {1, y −1 , y, y −1 x} and a{1, x −1 , x, x −1 y}, respectively. Note that if r(C) = x −1 yxy −1 , then by interchanging x and y in the case r(C) = x −1 y −1 xy −1 and with the same discussion, the statement is true. This completes the proof. Proof. In view of the proof of Lemma 2.18, if P (B, C) contains two triangles which have an edge in common, then one of them should be of type (i) and the other of type (ii). But, if P (B, C) contains a subgraph isomorphic to the complete graph with 4 vertices, then clearly P (B, C) contains two triangles which have an edge in common and both of them are of type (i) or (ii) that is a contradiction. This completes the proof.
Remark 2.20. Let G be a torsion-free group and B and C be two non-empty finite subsets of G such that 1 ∈ C, |C| = 3 and C is not abelian. Suppose that C is a cycle of length 4 (a square) in
, where h i , h ′ i ∈ C for all i ∈ {1, 2, 3, 4}, then by Lemma 2.19, T satisfies exactly one of the following conditions: Figure 1 . Two triangles with one edge in common. Remark 2.21. Let G be a torsion-free group and B and C = {1, x, y} be two non-empty finite subsets of G such that C is not abelian. Suppose that C is a square of type (ii) in P (B, C). By using GAP [12] , there are 36 non-equivalent cases for C. Table 1 . Non-equivalent relations of a cycle of length 4 in P (B, C).
Continued on next page Table 1 , then for the other 9 cases (i, j) ∈ {(6, 11), (6, 15) , (8, 15) , (13, 18) , (16, 20) , (18, 20) , (19, 27) , (19, 28) , (23, 27 )}.
It is easy to see that if (i, j) is 1-th or 3-th element of the set, then Proof. Let C = {1, x, y}. We note first that since C is not isomorphic to the Klein bottle group, Lemmas 2.17 and 2.18 and Remark 2.22 imply that all triangles and squares in P (B, C) must be of type (i) and (ii), respectively. Suppose that P (B, C) contains the graph Γ 1 in Figure 2 . Suppose that C and C ′ are two cycles of length 4 in Γ 1 which have exactly two consecutive edges in common. Further Figure 2 . Some forbidden subgraphs of P (B, C).
where the first four components are related to the common edges between these cycles. Lemma 2.23
and Remark 2.15 imply T (C) = T (C ′ ) and therefore r(C) = r(C ′ ). Also, since C is not isomorphic to the Klein bottle group, Lemma 2.18 implies h 3 = t 3 and h ′ 4 = t ′ 4 and hence T = T ′ . Also, by Lemma 2.10, we may assume that h 1 = 1. Clearly, r(C) = r(C ′ ) = 1 is one of the relations marked by "*"s in Table 1 unless the cases 4, 9 and 33 (21 cases). With every choice of r(C) = 1 of such cases, it is easy to see that there are no two elements of T (C) satisfy the mentioned conditions for T and T ′ . So, P (B, C) contains no subgraph isomorphic to the graph Γ 1 . Now suppose that P (B, C) contains two cycles C, C ′ of length 4 which have exactly one edge in common. Further suppose that T ∈ T (C), T ′ ∈ T (C ′ ),
, where the first two components are related to the common edge between these cycles. Lemma 2.23 and Remark 2.15 imply T (C) = T (C ′ ) and therefore r(C) = r(C ′ ) = 1. It is easy to see that either h 2 = t 2 or h 2 = t 2 and h ′ 2 = t ′ 2 and also either h ′ 4 = t ′ 4 or h ′ 4 = t ′ 4 and h 4 = t 4 and so T = T ′ . On the other hand, r(C) = r(C ′ ) = 1 is one of the relations marked by "*"s in Table 1 unless the cases 4, 9 and 33 (21 cases). It can be seen that just in the cases 5,6,7,8,11,13,14,15,16,18,19,20,21 and 22 there are two elements of T (C) satisfy the mentioned conditions for T and T ′ . So, there are 14 cases for the existence of two squares which have exactly one edge in common in P (B, C). The graphs Γ 2 , Γ 3 and Γ 4 obtain from adding a square to two squares which have exactly one edge in common and also the graph Γ 5 obtains from adding two triangles to the two squares which have exactly one edge in common. By a same argument as above it can be seen that in each of 14 cases it is impossible that adding a square with properties of graphs Γ 2 , Γ 3 and Γ 4 or adding two triangles of type (i) with properties of the graph Γ 5 to the two squares which have exactly one edge in common. So, P (B, C) contains no subgraph isomorphic to one of the graphs Γ 2 , Γ 3 , Γ 4 and Γ 5 in Figure 2 .
Remark 2.25. Let G be a torsion-free group, C be a finite subset of G containing the identity element
and B be a k-atom of C, for some positive integer number k. Since xB is a k-atom of Cy for all x, y ∈ G, we may consider the graph P (xB, Cy) which by Lemma 2.10 is isomorphic to the graph P (B, C). Hence, |A| ≥ 9. By [17, Lemma 4], for every a ∈ A, there are s a , t a , r a ∈ C −1 \ {1} such that A a = {a, as a , as a t a , as a t a r a } ⊆ A. Since C is a non-abelian torsion-free group, s a t a = 1, t a r a = 1 and s a t a r a = 1. Hence, for every a ∈ A, |A a | = 4. Since |C −1 \ {1}| = 2, there are 8 choices for the ordered triple (s a , t a , r a ). So, as |A| ≥ 9, there exist distinct elements a, b ∈ A such that A a = A b . Therefore, Proof. It follows from Lemma 3.1 that |B| = 4. Let B = {g 1 , g 2 , g 3 , g 4 }. As κ 4 (C) = 4, |BC| = 8. In view of Definition 2.8, P (B, C) must have at least |B||C| − |BC| = 4 edges. Therefore, it follows from Lemma 2.11 that P (B, C) contains one of the graphs in Figure 3 .
Let C = {1, x, y} . Suppose that P (B, C) contains an square C as Figure 3 . Suppose first that C is of type (ii). Hence, according to Remark 2.21 r(C) = 1 satisfies one of the relations marked by "*"s (24 cases) in Table 1 . In the following we show that the cases (5), (7), (17), (21), (25) and (29) can be seen that xB = {1, y, y 2 , x}.
(25) x −1 yx −1 y −2 = 1: By interchanging x and y in (5) and with the same discussion, it can be seen that this case satisfies the part (1).
(29) (x −1 y) 2 x −1 y −1 = 1: By interchanging x and y in (17) and with the same argument, it can be seen that this case satisfies the part (1).
In the following we show that the cases (14) and (22) in Table 1 satisfy the part (2): (14) x −1 y −1 x 2 y −1 = 1: In this case [1, x, 1, y, x, 1, x, y] ∈ T (C) and therefore we may assume g 1 = g 2 x, g 2 = g 3 y, g 3 x = g 4 and g 4 x = g 1 y. Now, by assuming that g 1 = 1, xB = {1, x, y −1 , y −1 x}.
By interchanging x and y in (14) and with the same argument, it can be seen that this case satisfies the part (2).
With the same argument as above, it can be seen that if r(C) = 1 satisfies the case (26) in Table 1, then since [1, x, y, x, 1, y, x, y] ∈ T (C), this case satisfies the part (3). In the following we show that the cases (11), (16) and (28) In the following we show that the cases (8), (13) and (23) in Table 1 satisfy the part (5):
In this case [1, x, 1, x, y, x, 1, y] ∈ T (C) and therefore we may assume g 1 = g 2 x, g 2 = g 3 x, g 3 y = g 4 x and g 4 = g 1 y. Now, by assuming that g 1 = 1, B = {1, x −1 , x −2 , y}.
(13) x −1 y −2 xy −1 = 1: By interchanging x and y in (8) and with the same discussion, it can be seen that this case satisfies the part (5).
(23) x −1 y(yx −1 ) 2 = 1: In this case [1, x, y, 1, y, x, y, x] ∈ T (C) and therefore we may assume g 1 = g 2 x, g 2 y = g 3 , g 3 y = g 4 x and g 4 y = g 1 x. Now, by assuming that g 1 = 1, if we let b = x −1 and a = yx −1 , then we have Cx −1 = {1, a, b}, a 2 bab −1 = 1 and B = {1, a −1 , a −2 , b}.
In the following we show that the cases (15), (18) and (27) in Table 1 In the following we show that the cases (6), (19) and (20) in Table 1 satisfy the part (7): (6) (6) and with the same discussion, it can be seen that this case satisfies the part (7).
In the following we show that the cases (4), (9) and (33) in Table 1 satisfy the part (8): (4) x −2 y −2 = 1: In this case [1, x, 1, x, 1, y, 1, y] ∈ T (C) and therefore we may assume g 1 = g 2 x, g 2 = g 3 x, g 3 = g 4 y and g 4 = g 1 y. Now, by assuming that g 1 = 1, B = {1, x −1 , x −2 , y}.
In this case [1, x, 1, x, y, x, y, x] ∈ T (C) and therefore we may assume
and a = yx −1 , then Cx −1 = {1, a, b}, b 2 a 2 = 1 and b −2 B = {1, a −1 , a −2 , b}.
By interchanging x and y in (9) and with the same discussion, it can be seen that this case satisfies the part (8).
On the other hand, by Lemma 2.18, if the square C is of type (i), then the part (9) holds. Now, suppose that P (B, C) contains the graph Γ as Figure 3 . If the triangle which is included in the graph Γ is of type (i), then there exists x ∈ BC such that r BC (x) = 3 and therefore since |BC| = 8, P (B, C) must have at least 5 edges and therefore P (B, C) contains a graph isomorphic to the graph in Figure 1 . So, we may assume that the triangle which is included in the graph Γ is of type (ii). Then lemma 2.17 implies
is the 6-tuple to C corresponding to the arrangement g 1 , g 2 , g 3 . Clearly, there exist h, h ′ ∈ C such that g 1 h = g 4 h ′ . Note that we may assume g 1 = 1 (by Remark 2.25) and h = h 1 and h = h ′ 3 since otherwise P (B, C) contains a graph isomorphic to the graph in Figure 1 . It is easy to see that every choice for r(C) leads to holding the part (9). We will prove the case r(C) = x −1 y −1 xy −1 and T = [1, x, 1, y, x, y] only as the proof of the other cases are similar. In this case, g 1 = g 2 x, g 2 = g 3 y, g 3 x = g 1 y and g 1 x = g 4 h ′ , where h ′ ∈ {1, y}.
Hence, B is one of the sets {1, x, x −1 , yx −1 } and {1, xy −1 , x −1 , yx −1 }. Now, if we let b = yx −1 and a = x −1 , then Cx −1 = {1, a, b}, a 2 = b 2 and B is one of the sets {1, a, a −1 , b} and {1, b, b −1 , a}. This completes the proof. Proof. If C is isomorphic to the Klein bottle group, then C is a unique product group [27] and so there is nothing to prove. So, we may assume that C is not isomorphic to the Klein bottle such that A a = {a, ax −1 , ax −1 s a , ax −1 s a t a , ax −1 s a t a r a } ⊆ A. Since C is a non-abelian torsion-free group and also C is not isomorphic to the Klein bottle group, for every a ∈ A, |A a | = 5. Since |C −1 \ {1}| = 2, there are 8 choices for the ordered triple (s a , t a , r a ) . So, as |A ∩ Ax| ≥ 9, there exist
Lemma 1]. Hence, 10 ≤ |A| ≤ 12. Since for each t ∈ AC, r AC (t) ∈ {2, 3}, if T = {t ∈ AC | r AC (t) = 3}, then |T | = |A||C|−2|AC| and therefore |T | = |A|−8. It is clear that, for each element t ∈ T , there exists a triangle of type (i) in S(A, C). Since C is not isomorphic to the Klein bottle group, it follows from Lemma 2.17 that S(A, C) contains no triangle of type (ii). So, if |A| = n, then S(A, C) contains exactly n − 8 triangles. On the other hand, by Lemma 2.11 and Lemma 2.18, each two triangles in S(A, C) have at most one vertex in common. Also, since for each g ∈ A and h ∈ C, r AC (gh) ∈ {2, 3}, it is easy to see that the degree of each vertex g in S(A, C) is equal to 3 + s, where s = |{h | h ∈ C, r AC (gh) = 3}|.
So, it is clear that the degree of every vertex in S(A, C) is equal to 3, 4, 5 or 6. Then, S(A, C) has some properties as follows: (1) contains exactly n − 8 triangles which each two triangles have at most one vertex in common; (2) every vertex of it has degree 3, 4, 5 or 6; (3) the degree of each its vertex g is equal to 3 + s ′ , where s ′ is the number of triangles which g is a common vertex between them; (4) contains no subgraph isomorphic to one of the graphs in Figure 2 . For each n ∈ {10, 11, 12}, we check and see that there is no graph with n vertices and with above properties. Thus, |A| / ∈ {10, 11, 12} and therefore α 5 (C) = 5. This completes the proof. (9) holds. In other word, we may assume that x, y satisfy x 2 = y 2 and B is one of sets {1, x −1 , y −1 , xy −1 , b}, {1, x −1 , y −1 x, xy −1 , b}, {1, x, y, x −1 , b}, {1, x −1 , x, xy −1 , b} and {1, x, y −1 , yx −1 , b}.
Since |B ′ C| = 8 and |BC| = 9, there exists an element a ′ ∈ {b, bx, by} such that BC = B ′ C ∪ {a ′ } and T = {b, bx, by}\{a ′ } ⊆ B ′ C. We checked all possible choices for a ′ , many of them lead to either C has a non-trivial torsion element or C is an abelian group, that are contradictions. Proof. Let C = {1, x, y}. Since κ 6 (C) ≤ 4, |BC| ≤ |B| + 4 and therefore by Corollary 3.5 we may assume that C is isomorphic to the Klein bottle group. Hence, C is a unique product group [27] . Proof. Let C = {1, x, y}. By Corollary 3.5, if C is not isomorphic to the Klein bottle group, then there is no thing to prove. Hence, we may assume that C is isomorphic to the Klein bottle group.
It is sufficient to prove κ 7 (C) ≥ 5. Suppose, for a contradiction, that κ 7 (C) ≤ 4. Let A be a 7-atom of C. Since the Klein bottle group is a unique product group [27] , |A| = 7 and also there exist a ∈ A and c ∈ C such that r AC (ac) = 1. By the choice of a, if A ′ = A \ {a}, then by [17, Lemma 8] ,
So, in view of Lemma 3.6 we may assume that x, y satisfy x 2 = y 2 and A = {1, x −1 , y −1 , y −1 x, xy −1 , x −2 , a}. Since |A ′ C| = 10 and |AC| = 11, there exists an element a ′ ∈ {a, ax, ay} such that AC = A ′ C ∪ {a ′ } and {a, ax, ay} \ {a ′ } ⊆ A ′ C. It is not hard to see that every choice for a ′ leads to either C has a non-trivial torsion element or C is an abelian group, that are contradictions. Hence, κ 7 (C) ≥ 5. This completes the proof. Since G is a unique product group, there exist a ∈ A and c ∈ C such that r AC (ac) = 1. Let C ′ = C \{c}.
Without loss of generality, we may assume that 1 ∈ C ′ . It is clear hat ac / ∈ Ac ∩ AC ′ and therefore
Thus, |AC ′ | ≤ 11 and therefore Corollary 3.7 implies C ′ = C . Since A = C , A intersects at least two left cosets of C ′ . Partition A = A 1 ∪ A 2 ∪ · · · ∪ A t , where each A i is the nonempty intersection of A with some left coset of
, for all i ∈ {1, . . . , t}, and by the main result of [4] , if |A i C ′ | = |A i | + 2, then A i and C ′ are left and right progressions with common ratio, respectively. Hence, the only possibility is t = 2 and |A i C ′ | = |A i | + 2 for each i ∈ {1, 2}.
Therefore, without loss of generality, we may assume that A = {1, x, . . . , x (i−1) } ∪ {r, rx, . . . , rx (j−1) } and C ′ = {1, x, x 2 }, where r, x ∈ G \ {1}, i + j = 7 and i > j. Since C = A is not abelian, rx = xr and xc = cx. Note that we may assume that for each a ′ ∈ A, r AC (a) ≥ 2 since otherwise by the choice c = 1, C ′ is not abelian which leads to a contradiction. It is clear that (i, j) ∈ {(6, 1), (5, 2), (4, 3)}.
Suppose first that (i, j) = (6, 1). In this case AC ′ = {1, x, . . . , x 7 , r, rx, rx 2 }. Since |AC| = 12, there exists h ∈ Ac such that AC = AC ′ ∪ {h} and Ac \ {h} ⊆ AC ′ . So, since C is not abelian, there exists B ⊆ {c, xc, x 2 c, x 3 c, x 4 c, x 5 c} such that |B| ≥ 4 and B ⊆ {r, rx, rx 2 }. Thus, there are distinct elements i ′ , j ′ ∈ {0, 1, 2, 3, 4, 5} such that x i ′ c = x j ′ c which leads to G has a non-trivial torsion-element, a contradiction. Now, suppose that (i, j) = (5, 2). In this case, AC ′ = {1, x, . . . , x 6 , r, rx, rx 2 , rx 3 } and there exists h ∈ Ac such that AC = AC ′ ∪ {h} and so Ac \ {h} ⊆ AC ′ . Since C is not abelian, there exists B ⊆ {x, xc, x 2 c, x 3 c, x 4 c} such that |B| ≥ 4 and B ⊆ {r, rx, rx 2 , rx 3 }. Hence, we must have |B| = 4 since otherwise G has a non-trivial torsion element, a contradiction. Thus, h ∈ {x, xc, x 2 c, x 3 c, x 4 c}. Therefore, {rc, rxc} ⊆ AC ′ and therefore {rc, rxc} ⊆ {1, x, . . . , x 6 }. Thus, there are distinct elements i ′ , j ′ ∈ {0, 1, . . . , 6} such that rc = x i ′ and rxc = x j ′ . On the other hand, since r AC (r) ≥ 2, G is a torsion-free group and A is not abelian, there exists s ∈ {0, 1, 2, 3, 4} such that r = x s c. Then, we have c 2 = x (i ′ −s) , cxc = x (j ′ −s) and c −1 xc = x (j ′ −i ′ ) . It is clear that s / ∈ {i ′ , j ′ } since otherwise we have contradiction with C is a non-abelian torsion-free group.
So, c −1 x (i ′ −s) c = x (j ′ −i ′ )(i ′ −s) which leads to x (j ′ −i ′ −1)(i ′ −s) = 1. Hence, we must have j ′ − i ′ = 1 implies xc = cx that is a contradiction. For the last case, suppose that (i, j) = (4, 3). In this case, AC ′ = {1, x, . . . , x 5 , r, rx, rx 2 , rx 3 , rx 4 } and there exists h ∈ Ac such that AC = AC ′ ∪{h} and therefore Ac \ {h} ⊆ AC ′ . Consider two cases: (1) h = c: in this case {rc, rxc, rx 2 c} ⊆ AC ′ and by the same argument as the latter case, we get into a contradiction; (2) h = c: so, c ∈ AC ′ and since C is not abelian, c ∈ {r, rx, rx 2 , rx 3 , rx 4 }. Thus, there exists i ′ ∈ {0, 1, 2, 3, 4} such that c = rx i ′ . On the other hand, since r AC (1) and r AC (r) are greater than or equal to 2, C is a non-abelian torsion-free group and A is not abelian, there exists s ∈ {0, 1, 2, 3} and s ′ ∈ {0, 1, 2} such that r = x s c and 1 = rx s ′ c. Proof. It is sufficient to prove κ 7 (C) ≥ |C| + 2. Suppose the contrary and choose a counter-example with minimal |C|. Since G is not abelian and by Lemma 3.8 and Corollary 3.7, |C| ≥ 5. Let A be a 7-atom of C containing the identity element. Since G is a unique product group, |A| = 7. By the same argument as the proof of Lemma 3.8, we have C = A . Since G is a unique product group, there exists an element x ∈ AC that can be represented in a unique way in the form ac with a ∈ A and c ∈ C.
Let C ′ = C \ {c}. Then x / ∈ Ac ∩ AC ′ and therefore Proof. By [2, Theorem 1.7] , it is sufficient to prove |B| = 9. Suppose, for a contradiction, that |B| = 9.
Let B = supp(γ) and C = supp(δ). Without loss of generality, we may assume that γδ = 1. Since γδ = 1, there exist b ∈ B and c ∈ C such that bc = 1 and also r BC (x) ≥ 2, for all x ∈ BC \ {1}. 
