Stochastic simulation requires a reliable sourc,e of randomness. Inversive methods are an interesting and very promising new appr0ac.h to produce uniform pseudorandom numbers.
INTRODUCTION
Pseudorandom number generators are essential elements in the toolbox of stochastic simulation. Their task is to simulate realizations of independent, identically U([O, l[)-distributed random variables. Other distributions will be obtained by transformation methods, see Devroye (1986) , and the software package C-R.and, see Stadlober and Kremer (1992) and Stadlober and Niederl (1994) .
There is a strong need to enlarge this toolbox by widely different pseudorandom number generators. We refer the reader to Ferrenberg and Landau (1992) , L'Ecuyer (1992 L'Ecuyer ( , 1994 , Eddy (1990) , and Anderson (1990) for a discussion of some of the deficiencies of traditional generators.
Pseudorandom number generators are like antibiotics. No generator will be appropriate for all tasks.
Any type of generator has some unwanted side-effects.
Hence, we are in need of an arsenal of pseudorandom number generators with distinct properties. If two strongly different generators yield the same outcome in a simulation, we will gain confidence in the results.
Many properties of inversive methods are complementary to those of linear algorithms. Inversive generators are easy to initialize. Their excellent properties remain invariant under the choice of parameters. For certain inversive types this robustness was even proved for subsequences. We may work with larger sample sizes on a given architecture. Extensive tables of parameters are available for implementation.
In our opinion, inversive methods should not be viewed as a replamment of linear methods. In view of their remarkable properties, they are a valuable completion of our arsenal of uniform generators.
INVERSIVE GENERATORS
We discuss three concepts of inversive methods, inversive congruential generators, explicit-inversive c,ongruential generators, and combinations of these algorithms.
Inversive methods may be defined even for composite moduli. In view of their outstanding performance, we shall only consider prime moduli. Elaborate theoretical analysis has shown that the composite case is of little practkal interest. We refer the reader to Niederreiter (1995a) for a comprehensive survey of these results. 
Inversive Congruential Generators
Inuersrve congruentzal generators ("ICG") are due to Eichenauer and Lehn (1986 A prominent feature of the ICG with prime modulus is the absence of any lattice structure, in sharp contrast to linear c,ongruential generators ("LCG").
In the following scatter plot, all possible p0int.s ( "nonoverlapping pairs" of consecutive pseudorandom numbers) (zzn,z2,+1) , n 2 0, in a region near the point (0.5, 0.5) are shown. generators EICG (p, a , b, no) and EICG(p, a , 0, m o ) , with mo = no +ab (modp), produce identical output. Hence, in most of our tests, we shall put b = 0. Eichenauer-Herrmann (1993b , 1994a has introduced a simple technique to combine inversive generators, the compound approach.
#

Compound generators
Let p 1 , p 2 , . . . ,pr be distinct prime numbers, each p j 2 5 . For eac,h index j , 1 5 5, 5 r , let (Y;))~>o be a sequence of elements of ZPj that is purely periodic with period length p j . In other words, The proper choice of'the parameters a and b will be discussed in Section 3. ,4n important feature of' the ICG with respect to implementation is the "motherson" principle, see Section 5. Roughly speaking, the EICG is the "easy-going brother" of the ICG. It is due to EichenauerHerrmann (1993a) . As we shall see, the EICG is easier to handle in practice, for example when producing independent substreams. The cost is a slightly smaller maximal sample size, as our empirical tests have shown, see Figure 6 in Section 4.
Explicit
We choose a prime number p , a multiplier a E Z,, a # 0, an additive term b E Z,, and an initial value no in Z,. Then The c.ompound approach allows to combine ICG and EICG, provided they have full period. This method has important advantages: we may obtain very long periods easily, modular operations may be carried out with relatively small moduli, increasing the efTec,tiveness of our computations, and the good correlation structure of' the ICG and EICG is preserved. For the latter statement, see Section 3.
We present a scatter plot of a combined ICG, c (ICG(1031,55,1,0) , ICG(1033,103,1,0) , ICG(2027, 66,1,0) ). ,411 possible points ( 2 2 n , z z n + l ) , n 2 0, have been computed. The period of this generator is M = EICG (p, a, b, r~) .
2158801621. 
THEORETICAL RESULTS
In the theoretical analysis of pseudorandom nuniber generators, we study the following questions:
(Ql) What is the maximal period length of the given type of generator?
(Q2) How to choose the parameters to obtain maximal period length? The answers for the ICG are as follows. We corisider ICG(p,u,b,:yo), with p a prime. -4s for (Ql), Eichenauer and Lehn (1986) have shown that the maximal period length is p . In the same paper, the have provided an answer to question (Q2): if z2 -bz -a is a primitive polynomial over the finite field Z,, then ICG(p, a, b, yo) has maximal period length. Flahive and Niederreiter (1992) have extended this result considerably. They have shown that I1cIP-p olynomials induce maximal period length. This approach has allowed Chou (1994) to obtain a very effective algorithm for IMP-polynomials, thereby replying to (Q3). Our tables in Section 5 have been computed with an implenientation of this algorithm.
Question (Q4) is the most difficult to answer. It is a generally accepted approach to study the empirical distribution of overlapping s-tuples In number theory, this test quantity is called the star discrepancy. Niederreiter has developed an inipressive technique to obtain discrepancy estimates. It has allowed to determine the order of magnitude of discrepancy for most types of pseudorandom number generators. Usually, these results hold for the whole period of a generator only and not for smaller samples, as they are relevant in practice. We refer to the monograph Niederreiter (1992) and the comprehensive survey Niederreiter (19954. The ICG excels in this respect. The discrepancy of full period sets P is of the same order of magnitude as the law of the iterated logarithm for the discrepancy suggests, see Niederreiter (1992) and Eicheriauer-Herrnanri (1994b) . .An average-case analysis of the discrepancy of samples has been carried out by Eichenauer-Herrman and Ernmerich (1994, 1995) , with interesting results. It has to be noted that the only condition on the parameters a arid b is that they must imply maximal period length. Once this requirement is met, ICG(p, a, b, yo) will have those excellent correlation properties. This fact stands in sharp c,ontrast to the sensibility of the LCG concerning the choice of parameters.
The spectral test of Coveyou and MacPherson (1967) is a completely different approach. In its original form, it is a figure of merit derived from certain exponential sums. In practice, this numerical quantity can only be computed if the set P in [0,1[" has a latticx structure. In this special case there exists a nice geometric interpretation, see Knuth (1981) arid Ripley (1987) .
The speckral test does not apply to the ICG, nor the EICG, see the discussion of (Q5) below.
Concerning (Q5), the ICG differs strongly from linear methods in its geometrical structure. -4s Marsaglia (1968) has rioted for the LCG, "randoIn numbers fall mainly in the planes" . Eiclienauer-Herrmann (1991) has shown that ICG "avoid" the planes. Further, ICG pass the lattzce test in dimensions that are out of reach for the LCG, see Niederreiter (1992 Niederreiter ( , 1995a .
The simple definition of the EICG allows even stronger results. Questions (Ql), (Q2), and (Q3) are easy to answer.
The maximal period of EICG (p, a , b, no) is p . It will be obtained if we choose a E 2, \ (0). As for (Q4), EICG behave like ICG with respect to discrepancy. Again, the spectral test is useless, due to the absence of any lattice structure.
There is a truly remarkable difference between the EICG and any other type of pseudorandom number generator, namely excellent splzttzng propertaes. As a consequence, the EICG qualifies as one of the most promising candidates for parallelization. Due to Eichenauer-Herrmann (1993a) , Niederreiter (1994) , and Eichenauer-Herrmann and Niederreiter ( 1994) , a thorough theoretical assessment of the behavior of substreams and of general types of s-tuples x, is known. These results ensure against long-range correlatzons, in sharp contrast to the LCG. We refer to De Matteis and Pagnutti (1990) for the latter.
Niederreiter (1994) has shown that the explicitinversive method yields optimal behavior under the lattice test. There are no regularities with respect to hyperplanes. As with the ICG, explicit-inversive pseudorandom numbers avoid the hyperplanes. This replies to (Q5).
The compound approach preserves the excellent properties of the ICG and EICG. The answers to (Ql), (Q2), and (Q3) follow directly from the above results for the components. Compound inversive generators have the same outstanding correlation properties as single inversive generators, see the survey of Eichenauer-Herrmann and Emmerich (1995) . This answers (Q4). Question (Q5) is still open, but there is some empirical evidence. All scatterplots show the same nonlinear structures as single ICG and EICG.
An Important Remark
The theoretical assessment of pseudorandom number generators is sometimes viewed as being "esoteric". This fact is partly due to the abstract language in which the results are presented.
Theoretical tests of a certain pseudorandom number generator cannot guarantee that samples from this generator will pass a given statistical test. In the first type of tests we are forced to consider very large samples, usually the full period of the generator. This limitation is due to the mathematical methods involved. In empirical tests, we consider much smaller samples, as they appear in the practice of simulation. Alas, from the behavior of very large sample we cannot reason on the performance of small samples. The missing mathematical link between theoretical and empirical tests has not yet been found. Nevertheless, almost three decades of practical experience have shown that certain theoretical measures, such as discrepancy or the spectral test, are reliable indicators. If a generator performs well with respect to these tests, its samples will pass a large class of stringent empirical tests.
Theoretical test quantities like discrepancy or the spectral test cannot be computed for samples as they appear in practice. Either the computational complexity is prohibitive, as in the case of discrepancy, or the test is not defined, as it happens to be the case for the spectral test. There is a definite lack of test quantities that are relevant in theory as well as in numerical practice.
EMPIRICAL RESULTS
As the performance in theoretical tests is no guarantee, but only a n indicator of what we may expect in practice, empirical testing of pseudorandom number generators is an absolute necessity, A popular misconception is to equate testing pseudorandom numbers with testing "randomness". The latter term is undefined in statistics. No random number generator is "more random" than any other. We propose to forget about the misleading term "randomness" and to concentrate upon the original purpose of pseudorandom number generation. The objective is to get reliable results in stochastic simulation. No pseudorandom number generator is appropriate for all tasks. As a consequence, we shall try to identify statistical tests that are similar to our simulation problem. If a generator passes these tests, we may expect "good" simulation results from it. For our notion of "goodness", see Wegenkittl (1995) . Certain statistical tests have proven their relevance for a large number of problems encountered in practice.
As a first example of such a test, we would like to check if the bits in the binary representation of pseudorandom numbers z , , n 2 0, simulate realizations of independent random variables, equidistributed on the set {O,l}.
The following test design is due to Leeb (1995) , who has also contributed Figures 3 and 4. From the binary representation of every coordinate of the nonoverlapping s-tuple (x,,, zns+l, . . . , z,s+s-~), we take a block of 1 digits that starts at the k-th digit. We perform this operation on N = 6.2'l stuples. This procedure will yield a quantity tl (s, k , I ) that simulates the upper tail probability TI of a X2-distributed random variable. TI is an equidis- of Marsaglia (1985) .
The M-tuple test is a stringent test. Wegenkittl (1995) gave a detailed proof of the distribution of this random variable that is missing in Marsagha's paper. The following test design and Figures 5 and 6 stem from Wegenkittl (1995) . It is an application of the M-tuple test. From every component of an overlapping 5-tuple (zn, zn+l,. . . , zn+q) of pseudorandom numbers x n E [O, 1[, we take the first four bits in its binary representation. Then, for a given sample size N , we compute 32 values of the -theoretically equidistributed-upper tail probability of the M-tuple test. In the following figures, the sample size ranges between 218 and 226. In Figure 5 , we plot the 32 values of this test statistic. The resulting patterns should be irregular. If, for a given sample size N , the corresponding box is either totally white or black, the generator has failed miserably. For example, the Fishman and Moore LCG begins to break down from N = 2'l onwards. In Figure 6 , we show the result of a two-sided KS-test applied to these 32 values. Values of the KS-test statistic greater than the critical value 1.59 that corresponds to the significance level of 1% are shown in dark grey. We compare the following PRN generators:
EICG(231 -1,1,0,0), short "EICG1" EICG(231 -1,7,0,0), short "EICG7" ICG(231 -1,1,1,0), short "ICG" LCG(231 -1,950706376,0, l), short "FISH" LCG(231, 1103515245,12345,12345) , short "-4NSIj2' LCG(231 -1,16807,0, l), short "IVIINSTND" LCG(231, 65539,0,1) short "R.ANDU" "FISH" was recommended by Fishman and Moore (1986) because of its excellent lattice structure. "AN-SIC" is the Ansi-C system generator. The call rand(0) is equivalent to our initialization. "MIN-STND" is the "minimal standard" generator of Park and Miller (1988) , where "RANDU" is also discussed.
The latter is an unlucky product of IBM. Our third example is the run test. Since Knuth (1981) , the run test has proven to be a very reliable test to detect correlations within a sample (xn)fz, of pseudorandom numbers. We refer to Fishman and Moore l1982) for empirical results concerning LCGs. Entacher (1995a Entacher ( , 1995b has studied the rum u p statistic. For a given sample of size N , 100 values of this asymptotically x2 -distributed quantity have been generated. In a second step, a two-sided KS-test was applied to these values to check the goodness-of-fit. Similar results hold for other LCG and EICG, see Entacher (1995b) . Apparently, large samples of the LCG have an increasing tendency to fall into the critical region. As a final remark in this section, we would like to draw the reader's attention to the fact that all our tests axe two-level tests in the sense of L'Ecuyer (1992) and that we have varied the sample size. This careful test design is not as common in the published literature on pseudorandom number generation as one would wish.
TABLES OF PARAMETERS
If we want to implement ICG or cICG, we shall need pairs a,b of parameters such that ICG(p,a,b) will have period p . As we have pointed out in Section 3, the polynomial x 2 -bx -a will have to be an IMP polynomial.
We would have to apply Chou's algorithm every time we need a different ICG, even if the modulus p remains constant. This is the common situation with pseudorandom number generators. For example, in the case of the LCG, we would have to carry out complex computations with the spectral test to determine new parameters. This is a task for specialists. Again, inversive methods are different. There is a new approach that allows us to implement many "descendants" from one single ICG with maximal period.
For every "mother" ICG(p, a, 1) with period p , every "sonn ICG (p, ac2, c) will have maximal period p , provided we choose c # 0 in Z,, see EichenauerHerrmann and Emmerich (1994) . As we have seen in Section 3, all these ICG will have the same excellent theoretical properties. Hundreds of empirical tests provide strong evidence that this extraordinary fact is also true for the performance of ICG in empirical tests.
We present four tables of mother ICG for small prime moduli p . These parameters allow the implementation of compound ICG with three components on 32-bit architectures. The last two tables exhibit families of ICG, one mother and five sons each, where each son has a multiplier ac2 below 216. Such multipliers are preferable on 32-bit processors for reasons of computational efficiency of the modular inversion involved. The results of our assessment of inversive pseudorandom number generators with prime moduli can be summarized as follows:
(i) the choice of parameters is simple, even trivial in the case of the EICG,
(ii) initialization is trivial, (iii) the excellent theoretical and empirical properties of inversive methods remain stable under the variation of parameters, provided we have maximal period length, (iv) the outstanding theoretical properties remain invariant under the compound approach, (v) the EICG has remarkable splitting properties which have been tested extensively for disjoint substreams, with excellerit numerical results, (vi) hundreds of empirical results imply that we may work with considerably larger samples than in the case of LCG, and (vii) the modular inversion involved causes acceptable slowdowns when generating pseudorandom numbers: the time factor is less than 3.0 in comparison to the LCG, provided the simple guideline concerning the niultipliers is respected (see Section 5 ) .
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