




















(will be inserted by the editor)
Experimental access to Transition Distribution Amplitudes with
the P¯ANDA experiment at FAIR
The P¯ANDA Collaboration
B.P. Singh1, W. Erni2, I. Keshelashvili2, B. Krusche2, M. Steinacher2, B. Liu3, H. Liu3, Z. Liu3, X. Shen3,
C. Wang3, J. Zhao3, M. Albrecht4, M. Fink4, F.H. Heinsius4, T. Held4, T. Holtmann4, H. Koch4, B. Kopf4,
M. Ku¨mmel4, G. Kuhl4, M. Kuhlmann4, M. Leyhe4, M. Mikirtychyants4, P. Musiol4, A. Mustafa4, M. Peliza¨us4,
J. Pychy4, M. Richter4, C. Schnier4, T. Schro¨der4, C. Sowa4, M. Steinke4, T. Triffterer4, U. Wiedner4, R. Beck5,
C. Hammann5, D. Kaiser5, B. Ketzer5, M. Kube5, P. Mahlberg5, M. Rossbach5, C. Schmidt5, R. Schmitz5,
U. Thoma5, D. Walther5, C. Wendel5, A. Wilson5, A. Bianconi6,57, M. Bragadireanu7, M. Caprini7, D. Pantea7,
D. Pietreanu7, M.E. Vasile7, B. Patel8, D. Kaplan9, P. Brandys10, T. Czyzewski10, W. Czyzycki10, M. Domagala10,
M. Hawryluk10, G. Filo10, M. Krawczyk10, D. Kwiatkowski10, E. Lisowski10, F. Lisowski10, T. Fiutowski11,
M. Idzik11, B. Mindur11, D. Przyborowski11, K. Swientek11, B. Czech12, S. Kliczewski12, K. Korcyl12, A. Kozela12,
P. Kulessa12, P. Lebiedowicz12, K. Malgorzata12, K. Pysz12, W. Scha¨fer12, R. Siudak12, A. Szczurek12, J. Biernat13,
S. Jowzaee13, B. Kamys13, S. Kistryn13, G. Korcyl13, W. Krzemien13, A. Magiera13, P. Moskal13, M. Palka13,
A. Psyzniak13, Z. Rudy13, P. Salabura13, J. Smyrski13, P. Strzempek13, A. Wron´ska13, I. Augustin14, I. Lehmann14,
D. Nicmorus14, G. Schepers14, L. Schmitt14, M. Al-Turany15, U. Cahit15, L. Capozza15, A. Dbeyssi15, H. Deppe15,
R. Dzhygadlo15, A. Ehret15, H. Flemming15, A. Gerhardt15, K. Go¨tzen15, R. Karabowicz15, R. Kliemt15, J. Kunkel15,
U. Kurilla15, D. Lehmann15, J. Lu¨hning15, F. Maas15, C. Morales Morales15, M.C. Mora Esp´ı15, F. Nerling15,
H. Orth15, K. Peters15, D. Rodr´ıguez Pin˜eiro15, N. Saito15, T. Saito15, A. Sa´nchez Lorente15, C.J. Schmidt15,
C. Schwarz15, J.Schwiening15, M. Traxler15, R. Valente15, B. Voss15, P. Wieczorek15, A. Wilms15, M. Zu¨hlsdorf15,
V.M. Abazov16, G. Alexeev16, A. Arefiev16, V.I. Astakhov16, M.Yu. Barabanov16, B.V. Batyunya16, Yu.I. Davydov16,
V.Kh. Dodokhov16, A.A. Efremov16, A.G. Fedunov16, A.A. Festchenko16, A.S. Galoyan16, S. Grigoryan16,
A. Karmokov16, E.K. Koshurnikov16, V.I. Lobanov16, Yu.Yu. Lobanov16, A.F. Makarov16, L.V. Malinina16,
V.L. Malyshev16, G.A. Mustafaev16, A. Olshevskiy16, M.A. Pasyuk16, E.A. Perevalova16, A.A. Piskun16,
T.A. Pocheptsov16, G. Pontecorvo16, V.K. Rodionov16, Yu.N. Rogov16, R.A. Salmin16, A.G. Samartsev16,
M.G. Sapozhnikov16, G.S. Shabratova16, N.B. Skachkov16, A.N. Skachkova16, E.A. Strokovsky16, M.K. Suleimanov16,
R.Sh. Teshev16, V.V. Tokmenin16, V.V. Uzhinsky16, A.S. Vodopyanov16, S.A. Zaporozhets16, N.I. Zhuravlev16,
A.G. Zorin16, D. Branford17, D. Glazier17, D. Watts17, P. Woods17, A. Britting18, W. Eyrich18, A. Lehmann18,
F. Uhlig18, S. Dobbs19, K. Seth19, A. Tomaradze19, T. Xiao19, D. Bettoni20, V. Carassiti20, A. Cotta Ramusino20,
P. Dalpiaz20, A. Drago20, E. Fioravanti20, I. Garzia20, M. Savrie`20, G. Stancari20, V. Akishina21, I. Kisel21,
I. Kulakov21, M. Zyzak21, R. Arora22, T. Bel22, A. Gromliuk22, G. Kalicy22, M. Krebs22, M. Patsyuk22,
M. Zuehlsdorf22, N. Bianchi23, P. Gianotti23, C. Guaraldo23, V. Lucherini23, E. Pace23, A. Bersani24, G. Bracco24,
M. Macri24, R.F. Parodi24, S. Bianco25, D. Bremer25, K.T. Brinkmann25, S. Diehl25, V. Dormenev25, P. Drexler25,
M. Du¨ren25, T. Eissner25, E. Etzelmu¨ller25, K. Fo¨hl25, M. Galuska25, T. Gessler25, E. Gutz25, A. Hayrapetyan25,
J. Hu25, B. Kro¨ck25, W. Ku¨hn25, T. Kuske25, S. Lange25, Y. Liang25, O. Merle25, V. Metag25, D. Mu¨lhheim25,
D. Mu¨nchow25, M. Nanova25, R. Novotny25, A. Pitka25, T. Quagli25, J. Rieke25, C. Rosenbaum25, R. Schnell25,
B. Spruck25, H. Stenzel25, U. Tho¨ring25, M. Ullrich25, T. Wasem25, M. Werner25, H.G. Zaunick25, D. Ireland26,
G. Rosner26, B. Seitz26, P.N. Deepak27, A.V. Kulkarni27, A. Apostolou28, M. Babai28, M. Kavatsyuk28,
P. Lemmens28, M.Lindemulder28, H. Lo¨hner28, J. Messchendorp28, P. Schakel28, H. Smit28, J.C. van der Weele28,
M. Tiemens28, R. Veenstra28, S. Vejdani28, K. Kalita29, D.P. Mohanta29, A. Kumar30, A. Roy30, R. Sahoo30,
H. Sohlbach31, M. Bu¨scher32, L. Cao32, A. Cebulla32, D. Deermann32, R. Dosdall32, S. Esch32, I. Georgadze32,
A. Gillitzer32, A. Goerres32, F. Goldenbaum32, D. Grunwald32, A. Herten32, Q. Hu32, G. Kemmerling32, H. Kleines32,
V. Kozlov32, A. Lehrach32, S. Leiber32, R. Maier32, R. Nellen32, H. Ohm32, S. Orfanitski32, D. Prasuhn32,
E. Prencipe32, J. Ritman32, S. Schadmand32, J. Schumann32, T. Sefzick32, V. Serdyuk32, G. Sterzenbach32,
T. Stockmanns32, P. Wintz32, P. Wu¨stner32, H. Xu32, S. Li33, Z. Li33, Z. Sun33, H. Xu33, V. Rigato34, S. Fissum35,
K. Hansen35, L. Isaksson35, M. Lundin35, B. Schro¨der35, P. Achenbach36, S. Bleser36, M. Cardinali36, O. Corell36,
M. Deiseroth36, A. Denig36, M. Distler36, F. Feldbauer36, M. Fritsch36, P. Jasinski36, M. Hoek36, D. Kangh36,
A. Karavdina36, W. Lauth36, H. Leithoff36, H. Merkel36, M. Michel36, C. Motzko36, U. Mu¨ller36, O. Noll36,
S. Plueger36, J. Pochodzalla36, S. Sanchez36, S. Schlimme36, C. Sfienti36, M. Steinen36, M. Thiel36, T. Weber36,
2M. Zambrana36 a, V.I. Dormenev37, A.A. Fedorov37, M.V. Korzihik37, O.V. Missevitch37, P. Balanutsa38,
V. Balanutsa38, V. Chernetsky38, A. Demekhin38, A. Dolgolenko38, P. Fedorets38, A. Gerasimov38, V. Goryachev38,
V. Varentsov38, A. Boukharov39, O. Malyshev39, I. Marishev39, A. Semenov39, I. Konorov40, S. Paul40, S. Grieser41,
A.K. Hergemo¨ller41, A. Khoukaz41, E. Ko¨hler41, A. Ta¨schner41, J. Wessels41, S. Dash42, M. Jadhav42, S. Kumar42,
P. Sarin42, R. Varma42, V.B. Chandratre43, V. Datar43, D. Dutta43, V. Jha43, H. Kumawat43, A.K. Mohanty43,
B. Roy43, Y. Yan44, K. Chinorat44, K. Khanchai44, L. Ayut44, S. Pornrad44, A.Y. Barnyakov45, A.E. Blinov45,
V.E. Blinov45,46, V.S. Bobrovnikov45, S.A. Kononov45,47, E.A. Kravchenko45,47, I.A. Kuyanov45, A.P. Onuchin45,46,
A.A. Sokolov45,47, Y.A. Tikhonov45,47, E. Atomssa48, T. Hennino48, M. Imre48, R. Kunne48, C. Le Galliard48,
B. Ma48, D. Marchand48, S. Ong48, B. Ramstein48, P. Rosier48, E. Tomasi-Gustafsson48, J. Van de Wiele48,
G. Boca49, S. Costanza49, P. Genova49, L. Lavezzi49, P. Montagna49, A. Rotondi49, V. Abramov50, N. Belikov50,
S. Bukreeva50, A. Davidenko50, A. Derevschikov50, Y. Goncharenko50, V. Grishin50, V. Kachanov50, V. Kormilitsin50,
Y. Melnik50, A. Levin50, N. Minaev50, V. Mochalov50, D. Morozov50, L. Nogach50, S. Poslavskiy50, A. Ryazantsev50,
S. Ryzhikov50, P. Semenov50, I. Shein50, A. Uzunian50, A. Vasiliev50, A. Yakutin50, B. Yabsley51, T. Ba¨ck52,
B. Cederwall52, K. Mako´nyi53, P.E. Tegne´r53, K.M. von Wu¨rtemberg53, S. Belostotski54, G. Gavrilov54, A. Izotov54,
A. Kashchuk54, O. Levitskaya54, S. Manaenkov54, O. Miklukho54, Y. Naryshkin54, K. Suvorov54, D. Veretennikov54,
A. Zhadanov54, A.K. Rai55, S.S. Godre56, R. Duchat56, A. Amoroso57, M.P. Bussa57, L. Busso57, F. De Mori57,
M. Destefanis57, L. Fava57, L. Ferrero57, M. Greco57, M. Maggiora57, G. Maniscalco57, S. Marcello57, S. Sosio57,
S. Spataro57, L. Zotti57, D. Calvo58, S. Coli58, P. De Remigis58, A. Filippi58, G. Giraudo58, S. Lusso58, G. Mazza58,
M. Mingnore58, A. Rivetti58, R. Wheadon58, F. Balestra59, F. Iazzi59, R. Introzzi59, A. Lavagno59, H. Younis59,
R. Birsa60, F. Bradamante60, A. Bressan60, A. Martin60, H. Clement61, B. G˚alnander62, L. Caldeira Balkest˚ahl63,
H. Cale´n63, K. Fransson63, T. Johansson63, A. Kupsc63, P. Marciniewski63, J. Pettersson63, K. Scho¨nning63,
M. Wolke63, J. Zlomanczuk63, J. Dı´az64, A. Ortiz64, P.C. Vinodkumar65, A. Parmar65, A. Chlopik66, D. Melnychuk66,
B. Slowinski66, A. Trzcinski66, M. Wojciechowski66, S. Wronka66, B. Zwieglinski66, P. Bu¨hler67, J. Marton67,
K. Suzuki67, E. Widmann67, J. Zmeskal67
and
B. Fro¨hlich15, D. Khaneft15, D. Lin15, I. Zimmermann15, and K. Semenov-Tian-Shansky68
1 Aligarth Muslim University, Physics Department, Aligarth India
2 Universita¨t Basel Switzerland
3 Institute of High Energy Physics, Chinese Academy of Sciences, Beijing China
4 Universita¨t Bochum I. Institut fu¨r Experimentalphysik, Germany
5 Rheinische Friedrich-Wilhelms-Universita¨t Bonn Germany
6 Universita` di Brescia Italy
7 Institutul National de C&D pentru Fizica si Inginerie Nucleara “Horia Hulubei”, Bukarest-Magurele Romania
8 P.D. Patel Institute of Applied Science, Department of Physical Sciences, Changa India
9 IIT, Illinois Institute of Technology, Chicago U.S.A.
10 University of Technology, Institute of Applied Informatics, Cracow Poland
11 AGH, University of Science and Technology, Cracow Poland
12 IFJ, Institute of Nuclear Physics PAN, Cracow Poland
13 Instytut Fizyki, Uniwersytet Jagiellonski, Cracow Poland
14 FAIR, Facility for Antiproton and Ion Research in Europe, Darmstadt Germany
15 GSI Helmholtzzentrum fu¨r Schwerionenforschung GmbH, Darmstadt Germany
16 Veksler-Baldin Laboratory of High Energies (VBLHE), Joint Institute for Nuclear Research Dubna Russia
17 University of Edinburgh United Kingdom
18 Friedrich Alexander Universita¨t Erlangen-Nu¨rnberg Germany
19 Northwestern University, Evanston U.S.A.
20 Universita` di Ferrara and INFN Sezione di Ferrara, Ferrara Italy
21 Frankfurt Institute for Advanced Studies, Frankfurt Germany
22 Goethe Universita¨t, Institut fu¨r Kernphysik, Frankfurt Germany
23 INFN Laboratori Nazionali di Frascati Italy
24 INFN Sezione di Genova Italy
25 Justus Liebig-Universita¨t Gießen II. Physikalisches Institut, Germany
26 University of Glasgow United Kingdom
27 Birla Institute of Technology and Science - Pilani, K.K. Birla Goa Campus, Goa India
28 University of Groningen, KVI - Center for Advanced Radiation Technology, Groningen, The Netherlands
29 Gauhati University, Physics Department, Guwahati India
30 Indian Institute of Technology Indore, School of Science, Indore India
31 Fachhochschule Su¨dwestfalen Iserlohn Germany
a e-mail: zambrana@kph.uni-mainz.de
332 Forschungszentrum Ju¨lich, Institut fu¨r Kernphysik, Ju¨lich Germany
33 Chinese Academy of Science, Institute of Modern Physics, Lanzhou China
34 INFN Laboratori Nazionali di Legnaro Italy
35 Lunds Universitet, Department of Physics, Lund Sweden
36 Johannes Gutenberg-Universita¨t, Institut fu¨r Kernphysik, Mainz Germany
37 Research Institute for Nuclear Problems, Belarus State University, Minsk Belarus
38 Institute for Theoretical and Experimental Physics, Moscow Russia
39 Moscow Power Engineering Institute, Moscow Russia
40 Technische Universita¨t Mu¨nchen Germany
41 Westfa¨lische Wilhelms-Universita¨t Mu¨nster Germany
42 Indian Institute of Technology Bombay, Department of Physics, Mumbai India
43 Nuclear Physics Division, Bhabha Atomic Research Centre, Mumbai India
44 Suranaree University of Technology, Nakhon Ratchasima Thailand
45 Budker Institute of Nuclear Physics of Russian Academy of Science, Novosibirsk Russia
46 Novosibirsk State Technical University, Novosibirsk Russia
47 Novosibirsk State University, Novosibirsk Russia
48 Institut de Physique Nucle´aire d’Orsay (UMR8608), CNRS/IN2P3 and Universite´ Paris-Sud, Orsay France
49 Dipartimento di Fisica, Universita` di Pavia, INFN Sezione di Pavia, Pavia Italy
50 Institute for High Energy Physics, Protvino Russia
51 University of Sidney, School of Physics, Sidney Australia
52 Kungliga Tekniska Ho¨gskolan, Stockholm Sweden
53 Stockholms Universitet, Stockholm Sweden
54 Petersburg Nuclear Physics Institute of Russian Academy of Science, Gatchina, St. Petersburg Russia
55 Sardar Vallabhbhai National Institute of Technology, Applied Physics Department, Surat India
56 Veer Narmand South Gujarat University, Department of Physics, Surat India
57 Universita` di Torino and INFN Sezione di Torino, Torino Italy
58 INFN Sezione di Torino, Torino Italy
59 Politecnico di Torino and INFN Sezione di Torino, Torino Italy
60 Universita` di Trieste and INFN Sezione di Trieste, Trieste Italy
61 Universita¨t Tu¨bingen, Tu¨bingen Germany
62 The Svedberg Laboratory, Uppsala Sweden
63 Uppsala Universitet, Institutionen fo¨r Str˚alningsvetenskap, Uppsala Sweden
64 Instituto de F´ısica Corpuscular (IFIC) Universidad de Valencia - CSIC, Paterna, Valencia, Spain
65 Sardar Patel University, Physics Department, Vallabh Vidynagar India
66 National Centre for Nuclear Research, Warsaw Poland
67 O¨sterreichische Akademie der Wissenschaften, Stefan Meyer Institut fu¨r Subatomare Physik, Wien Austria
68 IFPA, de´partement AGO, Universite´ de Lie`ge, Lie`ge Belgium
Received: date / Revised version: date
Abstract Baryon-to-meson Transition Distribution Amplitudes (TDAs) encoding valuable new information
on hadron structure appear as building blocks in the collinear factorized description for several types of hard
exclusive reactions. In this paper, we address the possibility of accessing nucleon-to-pion (piN) TDAs from
p¯p→ e+e−pi0 reaction with the future P¯ANDA detector at the FAIR facility. At high center of mass energy
and high invariant mass squared of the lepton pair q2, the amplitude of the signal channel p¯p → e+e−pi0
admits a QCD factorized description in terms of piN TDAs and nucleon Distribution Amplitudes (DAs)
in the forward and backward kinematic regimes. Assuming the validity of this factorized description, we
perform feasibility studies for measuring p¯p → e+e−pi0 with the P¯ANDA detector. Detailed simulations
on signal reconstruction efficiency as well as on rejection of the most severe background channel, i.e.
p¯p→ pi+pi−pi0 were performed for the center of mass energy squared s = 5 GeV2 and s = 10 GeV2, in the
kinematic regions 3.0 < q2 < 4.3 GeV2 and 5 < q2 < 9 GeV2, respectively, with a neutral pion scattered in
the forward or backward cone | cos θπ0 | > 0.5 in the proton-antiproton center of mass frame. Results of the
simulation show that the particle identification capabilities of the P¯ANDA detector will allow to achieve
a background rejection factor of 5 · 107 (1 · 107) at low (high) q2 for s = 5 GeV2, and of 1 · 108 (6 · 106)
at low (high) q2 for s = 10 GeV2, while keeping the signal reconstruction efficiency at around 40%. At
both energies, a clean lepton signal can be reconstructed with the expected statistics corresponding to 2
fb−1 of integrated luminosity. The cross sections obtained from the simulations are used to show that a
test of QCD collinear factorization can be done at the lowest order by measuring scaling laws and angular
distributions. The future measurement of the signal channel cross section with P¯ANDA will provide a new
test of the perturbative QCD description of a novel class of hard exclusive reactions and will open the
possibility of experimentally accessing piN TDAs.
4
41 Introduction
Studies of hard exclusive reactions, such as Deeply Virtual
Compton Scattering (DVCS) and Hard Exclusive Meson
Electroproduction, within the collinear factorization ap-
proach, allow to challenge a QCD-based description of
hadron structure (for a review see e.g. [1]). By separat-
ing the hard and soft stages of the interaction, at high
energies the amplitudes of these reactions can be presen-
ted in the form of convolutions of hard parts, computable
in perturbation theory, and soft parts: generalized parton
distributions (GPDs) and meson distribution amplitudes
(DAs). These non-perturbative objects can be assigned a
rigorous meaning in QCD and allow to interpret hadronic
structural information in terms of quark and gluon de-
grees of freedom. Along with the usual parton distribution
functions (PDFs) and form factors (FFs), GPDs encode
valuable structural information about hadrons. In particu-
lar, GPDs are currently seen as a tool to study the nature
and origin of the nucleon spin. Moreover, GPDs allow an
extremely vivid interpretation in the impact parameter
space as spatial femto-photographs of the hadron interior
in the transverse plane.
Further development of the GPD approach led to the
introduction of baryon-to-meson transition distribution amp-
litudes (TDAs) [2,3] broadening the class of hard reactions
for which a factorized description of the scattering amp-
litudes for strong interaction phenomena can be applied.
The physical picture encoded in baryon-to-meson TDAs is
conceptually close to that contained in baryon GPDs and
baryon DAs. Baryon-to-meson TDAs probe partonic cor-
relations between states of different baryonic charge thus
giving access to non-minimal Fock components of baryon
light-cone wave functions. Fourier transforming TDAs to
the impact parameter space allows one to perform femto-
photography of hadrons from a new perspective. In par-
ticular, nucleon-to-pion (πN) TDAs may be used as a tool
for spatial imaging of the structure of the pion cloud inside
the nucleon. This opens a new window for the investiga-
tion of the various facets of the nucleon internal structure.
A dedicated program for accessing πN TDAs in the space-
like regime through backward pion electroproduction [4,
5] was proposed for JLab Hall B @ 12 GeV (see Ref. [6]
for preliminary studies dedicated to JLab @ 6 GeV).
The future P¯ANDA (antiProton ANnihilations at DArm-
stadt) experiment at FAIR (Facility for Antiproton and
Ion Research) operating a high-intensity antiproton beam
with momentum up to 15 GeV offers unique possibilities
for new investigations of the hadron structure (see Refs. [7,
8]) complementing the results obtained from the studies of
lepton beam induced reactions. In particular, the P¯ANDA
experimental program includes dedicated measurements
of the time-like electromagnetic form factors of the proton,
mainly through the annihilation process p¯p → e+e−, for
which feasibility studies with the P¯ANDA detector have
already been performed at several antiproton beam ener-
gies [9]. The high intensity of the antiproton beam, to-
gether with the performance of the P¯ANDA detector, in-
cluding particle identification capabilities, will render an
unprecedent accuracy in the measurements over a large
range of four-momentum transfer squared, as shown by
the simulations.
Outside the resonance region (i.e. for sufficiently high
invariant mass of the lepton pair) the nucleon electromag-
netic form factors admit a factorized description within
the perturbative QCD (pQCD) approach and follow a
scaling law [10,11]. This framework was further developed
in [3,12] and was employed in [13,14,15] to provide a
factorized description of nucleon-antinucleon annihilation
into a highly virtual lepton pair and a pion in terms of
πN TDAs and nucleon DAs. Note that a similar treat-
ment can be applied to the scattering amplitude, when
the lepton pair originates from a heavy charmonium state
[16,17,18]. At lower energies, where factorization does not
hold, descriptions of the p¯p→ e+e−π0 amplitude in terms
of a one-nucleon-exchange model and the Regge theory
[19,20] have been proposed, and preliminary studies of
the cross section measurement with P¯ANDA have already
been performed [21].
Thus, alongside with the time-like electromagnetic form
factor measurements, it is extremely appealing to test the
predictions of the pQCD collinear factorized description
of p¯p → e+e−π0 and address the possibility of accessing
the proton/antiproton-to-pion TDAs with the P¯ANDA
detector through the measurement of the corresponding
differential cross section.
In the present paper we consider the feasibility of meas-
uring the p¯p → e+e−π0 signal channel cross sections at
high center-of-mass energy and high four-momentum squared
of the virtual photon, with the produced π0 scattered
into the forward or backward angular regions, in which
the factorization theorem is expected to be valid [22].
Proton-antiproton annihilation into three pions, i.e. p¯p→
π+π−π0, appears as the most severe background channel
for the process of interest, as it contains the same number
of particles in the final state, with identical charge sig-
nature. Detailed simulations have been performed on the
signal reconstruction efficiency and on the background re-
jection. The feasibility of the measurement has been stud-
ied using an integrated luminosity of 2 fb−1. The cross
sections obtained from the simulations are used to test
pQCD at the lowest order by measuring scaling laws and
angular distributions.
2 Set-up of the future P¯ANDA experiment
An extensive description of the P¯ANDA detector can be
found in Ref. [7]. Here we give a brief outline of the main
components which are relevant to this analysis.
A High Energy Storage Ring (HESR), in which both
stochastic and electron cooling systems are foreseen, will
provide a high quality antiproton beam of momentum
between 1.5 and 15 GeV. The concept of the detector,
the read out and the data acquisition system are similar
to that of other recently built detectors, such as ATLAS,
CMS, COMPASS and BaBar. However, the high expec-
ted rate of 2·107 interactions per second and the mul-
tipurpose character of the detector, including the meas-
urement of low cross sections in the charm sector, de-
5mand unique detection capabilities in P¯ANDA. These in-
clude geometrical acceptance of almost 4π, energy and
momentum resolutions at the level of a few percent, fast
data acquisition and high radiation hardness. In the HESR
high-luminosity mode, the average design luminosity of
L = 1.5 · 1032 cm−2 s−1 will be reached with a pellet tar-
get of thickness 4 · 1015 hydrogen atoms/cm2, and 1011
stored antiprotons in HESR. The detector is divided in a
target spectrometer, in which the target is surrounded by
a solenoid magnet providing up to 2T magnetic field, and
a forward spectrometer, based on a 2Tm dipole magnet,
to ensure particle detection at small polar angles, down to
2◦. Tracking, particle identification, electromagnetic calor-
imetry, and muon identification detectors are designed for
both spectrometers. The reconstruction of the interaction
point as well as secondary vertices is done with the mi-
crovertex detector (MVD). The concept of the MVD is
based on radiation hard silicon pixel detectors with fast in-
dividual pixel readout circuits and silicon strip detectors,
making a four layer barrel detector with an inner radius of
2.5 cm and an outer radius of 13 cm. The charged particle
tracking and identification is provided by the straw tube
tracker (STT), consisting of aluminized mylar tubes called
“straws”, arranged in planar layers and mounted around
the MVD in a total of 24 layers. Of these, the 8 central
ones are tilted to achieve a resolution of 3 mm also in the
direction parallel to the beam. Track detection at angles
below 22◦ (not fully covered by the STT) is completed
by three chambers of gas electron multiplier (GEM) de-
tectors placed 1.1 m, 1.4 m and 1.9 m downstream of the
target. The chambers are designed to sustain a high count-
ing rate of particles peaked at the most forward angles
due to the relativistic boost of the reaction products. Ad-
ditional components are required for the identification of
hadrons and leptons in a wide kinematic range. For slow
particles at large polar angles, particle identification will
be provided by the time-of-flight (TOF) detector, with
time resolution between 50 and 100 ps as required by the
50− 100 cm of flight path in the target spectrometer. The
PbWO4 electromagnetic calorimeter (EMC), operated at
−25◦ C, is designed for the detection of photons and elec-
trons. Here, the fast scintillator material with short ra-
diation length is required by the expected high counting
rates and geometrically compact design of the target spec-
trometer. Crystals of 20 cm length, i.e. approximately 22
radiation lengths, are used in order to achieve an energy
resolution below 2% at 1 GeV. For the efficient separation
of pions from electrons at momenta p < 1GeV, a barrel
and a forward disk DIRC (detection of internally reflec-
ted Cherenkov light) complete the particle identification
(PID) system.
3 PANDA detector reconstruction capabilities
In the physics analysis, the generated events by the Monte
Carlo programs (corresponding to signal or background
channels) are, in a first step, passed through a full simula-
tion of the P¯ANDA detector, based on the Geant 4 pack-
age [23], which takes care of the propagation of particles
through the detector. Hit and energy loss information is
then digitized according to a model simulating electronic
properties, including electronic noise, yielding a response
of the different detectors. The second step is the recon-
struction of the relevant physical quantities for the iden-
tification of electrons, such as momentum, ratio of energy
loss to path length dE/dx in the STT, Cherenkov angle in
the DIRC detectors, and energy deposit in the EMC from
the simulated data. These two steps have been described
in detail in Ref. [7], so we will give here only the main
features which are relevant for the electron and photon
identification.
The truncated arithmetic mean method is used on the
dE/dx values for particle identification in order to exclude
from the sample the largest values which correspond to
the extended Landau tail of the distribution. The value
used for the calculation of the arithmetic mean corres-
ponds to 70% of the N individual dE/dx values. In this
way a compromise between the requirements of the best
resolution, defined through the width of a Gaussian fit,
and the smallest tail of the distribution is achieved. A
resolution of < 10% in dE/dx is obtained for pions of
momentum 1GeV, which corresponds on average to four
standard deviations of the distance between the truncated
means for electrons and pions.
For the DIRC detector, the Cherenkov angle is given
with a resolution σC = σC,γ/
√
Nph, where the single
photon resolution is σC,γ = 10mrad. The number of de-
tected photons, Nph, has a dependence on the velocity and
path length of the particle travelling inside the Cherenkov
radiator. To calculate the Cherenkov angle, the software
takes also into account the quantum efficiency of the pho-
todectectors and the transmission and reflectivity losses
in the detector material. A resolution of 2.3mrad is ob-
tained for pions of momentum 1GeV [24]. The DIRC dis-
crimination power is higher at lower energies due to the
larger difference between the Cherenkov angles for pions
and electrons: at momentum 500 MeV the difference in
the angles for the Cherenkov light amounts to 36mrad
whereas at momentum 1.5 GeV it is 4mrad.
The most important detector for electron identifica-
tion is the electromagnetic calorimeter. Electron identific-
ation is done using the ratio E/p between the measured
energy deposit E and the reconstructed momentum p. In
the electromagnetic calorimeter, the electrons deposit all
(up to minor losses due to dead material, crystal edges,
etc.) their energy via an electromagnetic shower, whereas
muons and hadrons loose only a much lower fraction of
their energy via Bethe-Bloch excitations and ionization
processes. However, there could be cases in which a high
energy deposit would be the consequence of hadronic in-
teractions. In those cases the analysis of the shower shape
plays an important role in the particle identification pro-
cess. The Molie`re radius of PbWO4 is 2 cm and it is of the
order of the crystal front size dimensions, 2.1× 2.1 cm2 in
the barrel and backward endcap and 2.44 × 2.44 cm2 in
the forward endcap of the calorimeter. In the case of an
electromagnetic shower the largest fraction of the energy
deposition is contained in a few crystals, whereas in the
6Figure 1. The ratio E/p between the measured energy deposit E and the reconstructed momentum p for an electron sample
and for a pion sample (left) and the distribution of the Zernike moment 31 for samples of different particle species (right; colour
is available in the electronic version of the paper). The figures are taken from Refs. [7,9].
case of a hadronic interaction, the energy deposition will
be distributed in a larger volume. The shower shape ana-
lysis uses the energy deposited in the central crystal of the
cluster relative to that in the 3× 3 or 5× 5 crystal arrays
surrounding it. The ratio between these two numbers is a
measure for the cluster size and shape, and therefore it is
an indicator for an electromagnetic or a hadronic interac-
tion. In addition, a set of four Zernike moments1 are used
to describe the spatial distribution of the energy within
the shower by using polynomials in the radial and angu-
lar coordinates. Fig. 1 shows two examples on how E/p
and one of the Zernike moments can be used to discrimin-
ate electrons from pions (for an extensive description, see
Ref. [7], chapter 3, subsection 3.3.3).
Probabilities for the identification of a given particle
using different hypotheses (electron, muon, pion, kaon and
proton) are calculated on the basis of the results given
by simulations using these species as input for the event
generators for an extended range of momenta and po-
lar angles. In addition to the variables discussed above,
dE/dx information from the microvertex detector as well
as hit information from the muon detector are included.
In the case of the electromagnetic calorimeter, this prob-
ability is calculated using the output of a neural net-
work which uses as the input the list of shower shape and
Zernike parameters for a cluster described previously, as
discussed in [7]. A global particle identification likelihood
can be calculated using the individual subdetector likeli-
hoods. Depending on the signal and background channels,
the cuts for the particle identification can be adjusted to
get the best signal efficiency for the required background
suppression.
1 The Zernike polynomials are a complete orthogonal set in
the unit disk 0 < x2 + y2 < 1. The projections of a function
f(x, y) on the basis of the Zernike polynomials are called the
Zernike moments of f . Details can be found, for instance, in
Ref. [25], chapter 9, section 2.
In this analysis we use a number of simplifications with
respect to the continuously developing P¯ANDA frame-
work. Charged particle tracking was performed without
pattern recognition, leading to an overestimation of the
track finding efficiency compared to the performance stud-
ies summarized in Ref [26]. The Kalman filter for track
fitting used a less refined material distribution. For the
Cherenkov angle, photon transport and photon detection
was not simulated, but instead a smearing technique was
applied. For the description of the electromagnetic showers
Geant 4.7 was used, for which deviations to data were
reported by the BaBar experiment [27].
4 Theoretical overview and event generation
In this section we present a short overview of the basic
definitions and conventions employed for the factorized
description of the nucleon-antinucleon annihilation into a
high invariant mass lepton pair in association with a π0
meson. The details can be found in Refs. [13,14,15].
To the leading order in the electromagnetic coupling
the reaction proceeds in two stages: firstly proton and anti-
proton annihilate to produce a virtual photon and a neut-
ral pion and subsequently the virtual photon decays into
the lepton pair:
p¯(p1, s1) + p(p2, s2)→ γ∗(q) + π0(k3)
→ e+(k1) + e−(k2) + π0(k3) , (1)
where by s1,2 we denote the antinucleon and nucleon spin
variables.
According to the usual P¯ANDA conventions, we choose
the z axis along the colliding p¯p with the positive direc-
tion along the antinucleon beam. The two remaining spa-
tial directions are referred to as the transverse plane. In
order to specify the two kinematic regimes subject to the
7Figure 2. The two possibilities for factorization in the annihilation process p¯p→ γ∗pi0, for both kinematics: backwards (left)
and forward (right). p¯ (p) DA stands for the distribution amplitude of antiproton (proton). pi0p (pi0p¯) TDA stands for the
transition distribution amplitude from a proton (antiproton) to a neutral pion. CF and CF ′ stand for coefficient functions
(hard subprocess amplitudes).
factorized description in terms of πN TDAs we switch to
the light-cone variables and introduce the t- and u-channel
light-cone vectors nt, pt; nu, pu (p2 = n2 = 0, 2p · n = 1).
To quantify the longitudinal momentum transfers in the
appropriate channels we define the t- and u-channel skew-
ness variables
ξt ≡ − (k3 − p1) · n
t
(k3 + p1) · nt ξ
u ≡ − (k3 − p2) · n
u
(k3 + p2) · nu . (2)
The factorization mechanism suggested in [13] for the
p¯(p1) + p(p2)→ γ∗(q) + π0(k3) subprocess of the reaction
(1) is schematically depicted on Fig. 2. The amplitude
is presented as a convolution of the hard part computed
by means of perturbative QCD with nucleon DAs and
nucleon-to-pion TDAs encoding the soft dynamics. The
factorization is assumed to be achieved in two distinct
kinematic regimes:
– the near forward regime (s = (p1+p2)
2, q2 - large with
ξt fixed; and |t| = |(k3 − p1)2| ∼ 0); it corresponds to
the produced pion moving nearly in the direction of
the initial p¯ in the p¯p center-of-mass (CM) system.
– the near backward regime (s = (p1 + p2)
2, q2 - large
with ξu fixed; and |u| = |(k3−p2)2| ∼ 0); it corresponds
to the produced pion moving nearly in the direction of
the initial p in p¯p CM system.
The suggested reaction mechanism should manifest itself
through the distinctive forward and backward peaks of
the p¯p → γ∗π0 cross section. The charge conjugation in-
variance results in the perfect symmetry between the two
kinematic regimes. In what follows, for definiteness, we
focus on the near forward kinematic regime. From now
on we omit the labels referring to the particular (t- or
u-) kinematic regime. However, all formulas for the near
backward kinematics are essentially the same as in the
forward kinematics (after interchanging the momenta). To
the leading twist accuracy and to the leading order in the
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Here αs and αem are the strong and electromagnetic coup-
ling constants, fN stands for the nucleon wave function
normalization constant, and fπ = 93 MeV denotes the
pion weak decay constant. The spin structures in Eq. (3)
are defined as





∗(λ)∆ˆT γ5U(p2, s2) , (5)
where V and U are the usual nucleon Dirac spinors; ∆T ≡
(k3 − p1)T denotes the transverse t-channel momentum
transfer and the Dirac “hat” notation vˆ = γµv
µ is em-
ployed. ε(λ) stands for the polarization vector of the vir-
tual photon. I and I ′ denote the convolution integrals
of πN TDAs and nucleon DAs with the hard scattering
kernels computed from the set of relevant scattering dia-


















The differential cross section of the reaction (1) is ex-
pressed as
dσ




64s(s− 4M2)(2π)4 , (7)
where θ∗ℓ and ϕ
∗
ℓ are the lepton polar and azimuthal angles
defined in the e+e− CM frame (i.e. the γ∗ rest frame).
To the leading twist accuracy, only the transverse po-
larization states of the virtual photon are contributing.
Computing the relevant traces and integrating over the




= 2πe2(1 + cos2 θ∗ℓ )
1
4
|C|2 2(1 + ξ)
ξ(q2)4
× (|I(ξ, t)|2 − ∆2T
M2
|I ′(ξ, t)|2) . (8)
Neglecting t and the nucleon mass squared M2 with re-
spect to large invariants s and q2 (that is a reasonable
approximation in the kinematic domain in which the fac-
torized description is assumed to hold) the skewness para-
meter can be expressed as
ξ ≃ q
2
2s− q2 . (9)
Thus, we work out the following expression for the dif-
ferential cross section of the reaction (1) within the factor-
ized description in terms of πN TDAs in the near-forward
kinematic regime:
dσ















× (|I(ξ, t)|2 − ∆2T
M2
|I ′(ξ, t)|2) . (11)
To compute the integral convolution I, I ′ we use the
revised version of the phenomenological model for πN
TDAs suggested in Refs. [13,28]. Within this approach
πN TDAs are constrained from the chiral dynamics and
expressed through the nucleon DAs relying on the soft
pion theorem. Certainly, this is an oversimplified πN TDA
model that gives non-zero contribution only into the con-
volution I. Moreover, within this model I turns to be
ξ- and t- independent. Nevertheless, this model is sup-
posed to provide a reasonable estimate of the normaliza-
tion for πN TDAs and can be taken as reliable at least
for sufficiently small transverse momentum transfer. We
refer the reader to Ref. [29] for the discussion on various
phenomenological solutions for the nucleon DA and the
relevant values of the strong coupling and nucleon wave
function normalization constant. In the present analysis
we use the Chernyak-Ogloblin-Zhitnitsky (COZ) [30] phe-
nomenological solution for the nucleon DAs. This solution
yields the value |I|2 = 1.69 · 109, which is used in our
evaluation. For the numerical estimates we use, following
Ref. [14], the mean value of the strong coupling αs = 0.3
and fN = 5.2 · 10−3 GeV2. The cross section (10) serves
as the input for the event generator of the signal events
p¯p→ e+e−π0 whose source code [31] was interfaced to the
EvtGen [32] Monte Carlo. We remark that the cross sec-
tion (10) does not contain QED radiative corrections, so
the PHOTOS package [33] has been consistently switched
off in the Geant simulation.
For the cross section of the most severe background
channel, i.e. three-pion production p¯p→ π+π−π0, no the-
oretical calculations in the kinematic region of interest are
available and the few existing low-precision measurements
[34,35,36,37,38] are not sufficient to constrain models. In-
spired by the expectation for the total cross section ratio
σ(p¯p → π+π−)/σ(p¯p → e+e−) ∼ 106 (see [9,39] and ref-
erences therein), we have assumed that the same relation
holds for the case σ(p¯p → π+π−π0)/σ(p¯p → e+e−π0).
Even when data sets suggest that three-pion production
is about an order of magnitude higher than two-pion pro-
duction, the totally unknown p¯p → e+e−π0 cross section
supports the assumption on the signal to background ra-
tio. We remark that in this analysis we reach a very small
background pollution on the signal sample. The precise
value of the ratio σ(p¯p → π+π−)/σ(p¯p → e+e−) is not
critical for the conclusions. When the P¯ANDA experiment
is running, the measurement of the π+π−π0 cross section
will be done with great precision, and simultaneously to
that of the e+e−π0 events, so the three-pion cross sec-
tion will be available to perform background subtraction
precisely. In addition, we have assumed that the angu-
lar distributions for the three-pion final state π+π−π0 are
identical to that of the signal final state e+e−π0. With
these considerations in mind, in the event generator for
signal events, lepton masses and Monte Carlo identifiers
were replaced by the ones correponding to pions to ac-
count for background production. This conservative ap-
proach represents, from the experimental point of view,
the most unfavored situation for background rejection.
Having identical distributions for signal and background
then requires to rely entirely on particle identification for
the discrimination of signal and background events.
Only p¯p→ π+π−π0 background events have been sim-
ulated in this analysis. As already stated, three-pion pro-
duction, having the same number of final state particles
9as that of the signal channel, the same charge signature
and together with the small mass gap between electron an
pion, constitutes the most severe channel in terms of sup-
pression. Moreover, the assumption of identical angular
distributions for signal and background events becomes
the worst possible scenario as rejection concerns. In the
spirit of a first feasibility study, other possible sources of
background are left for future investigations, since their
contribution to the signal pollution is estimated to be
minor in comparison with three-pion production. Simple
cross section estimations have been done with the help
of the Dual Parton Model (DPM) Monte Carlo [40] for
some additional background channels. For a compilation
of the existing data sets on p¯ reactions, see, for instance,
Ref. [41]. The production cross section for p¯p→ K+K−π0
is roughly two orders of magnitude smaller than the cross
section for the simulated channel p¯p → π+π−π0 over an
extended range of p¯p center of mass energies. In addition,
kaons are much better separable from electrons than pi-
ons due to the larger mass gap by means of kinematical
fits. The cross section for p¯p → π0π0 is roughly 30 times
smaller than that of p¯p→ π+π−π0. In p¯p→ π0π0, one of
the two pions can undergo a Dalitz decay π0 → e+e−γ,
which could fake a signal signature. The Dalitz decay has
a branching ratio of 1.2% [42], and thus is suppressed by
a factor 2500 compared to π+π−π0. Moreover, it has an
additional photon. These background events can not be
separated from signal events by means of PID only, and
additional kinematic cuts will have to be developed if fur-
ther suppression is needed. Studies of the non-resonant
background are beyond the scope of the present analysis.
These include exclusive QED channels, like p¯p→ e+e−γγ,
as well as photons from uncorrelated events in coincidence
with p¯p→ e+e− within the data acquisition window. For
the latter, dedicated full simulations are needed to make
reliable estimates.
One of the key problems we need to address is the
experimental verification of the validity of the pQCD-
factorization assumption for the reaction in question. Provid-
ing evidence of the applicability of the factorized descrip-
tion at relatively low values of q2 represents the most im-
portant potential physical result of the suggested meas-
urements. From the theory side (see e.g. Ref. [43]) several
essential marking signs exist for the onset of the collinear
factorization regime for hard exclusive reactions:
– Dominance of the specific polarization of the virtual
photon.
– Characteristic scaling behaviour of the cross section in
1/q2.
– Universality of the corresponding non-perturbative quant-
ities, which means that the same non-perturbative ob-
jects provide a satisfactory description to several hard
exclusive reactions.
For the case of the nucleon-antinucleon annihilation
into a lepton pair in association with a forward (or back-
ward) neutral pion it is the transverse polarization of the
virtual photon that is dominant within the collinear fac-
torized description in terms of πN TDAs. This dominat-
ing contribution manifests itself through the characteristic
(1+ cos2 θ∗ℓ ) behaviour of the cross section (c.f. Eq. (10)).
This term can be extracted from the experimentally meas-
ured cross section through the harmonic analysis in the
lepton pair CM scattering angle θ∗ℓ . The characteristic
q2-scaling behaviour of the cross section is explicit from
Eq. (10).
It is worth mentioning that probing experimentally the
validity of the collinear factorization assumption for hard
exclusive reactions usually represents a challenging task.
The test of the scaling behaviour with the available small
lever arm in q2 (that is typical for the fixed-target kin-
ematics experiments) turns out to be intricate due to the
uncontrollable higher-twist contributions and model de-
pendent implementation of skewness dependence within a
particular model for the relevant non-perturbative objects
(GPDs or TDAs). Testing factorization will then demand
the use of NLO QCD fits to the q2-dependence of the cross
section to separate the contributions of the longitudinal
and transverse photon polarizations. In a similar way, de-
tailed harmonic analysis will be needed to discriminate
between different Fourier components of the cos θ∗ℓ dis-
tributions. To illustrate these difficulties consider the con-
troversial issue of the applicability of the GPD-formalism-
based description of near-forward hard exclusive pion elec-
troproduction off protons. Existing data are suggestive,
but not conclusive and the consistency of factorized de-
scription still remains to be shown within the experiment-
ally accessible kinematic regime. The q2 dependence of the
longitudinal cross section of charged pion electroproduc-
tion at JLab Hall C Ref. [44] seems to be consistent with
the predictions of the leading-twist collinear factorized de-
scription already at rather low values of the photon virtu-
ality. However, the transverse cross section is large and its
kinematic dependence differs considerably from the scal-
ing expectation. The more recent neutral pion electropro-
duction data from JLab Hall A and Hall B [45,46] also sug-
gest a large contribution of transversely polarized photons
to the cross section, different from the leading-twist form-
alism that predicts dominance of the longitudinal cross
section. Bringing evidence for the validity of QCD factor-
ization for pp¯ annihilation into e+e−π0 in terms of πN
TDAs will suffer from the same difficulties as the above-
mentioned analysis of hard electroproduction of pions at
JLab.
Assuming the validity of the leading order factorized
description for the signal reaction and adopting a partic-
ular normalization for πN TDAs, we show the feasibility
of measuring of pp¯ → e+e−π0 with the P¯ANDA detector
in the kinematic region where factorization is expected to
hold. With the cross section obtained from the simulations
we perform simple tests of pQCD at the leading twist, ig-
noring any higher-order effect. This includes the measure-
ment of the scaling laws by fitting the q2 differential cross
sections and the determination of angular distributions by
fitting the cos θ∗ℓ cross sections.
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Figure 3. Monte Carlo true q2 distribution for signal events (red dots), reconstructed signal events after event selection (green
triangles) and signal reconstruction efficiency (blue squares) as a function of q2 for s = 5 GeV2 and s = 10 GeV2, in both the
t- (pi0 forward) and the u- (pi0 backward) channel kinematic regimes determined using independent statistical samples of 106
generated events.
5 Event selection
Several simulations at the center of mass energy squared
s = 5 GeV2 and s = 10 GeV2 were done using both simu-
lated signal and background samples in order to determ-
ine signal reconstruction efficiency, background rejection
power and feasibility of measuring the differential cross
section for p¯p→ e+e−π0 with an integrated luminosity of
2 fb−1.
The analysis procedure for the reconstruction of sig-
nal events was designed by tuning the selection cuts in
a way that the signal to background ratio was kept to
its maximum value in the kinematic region of the meas-
urement. The selection strategy is mainly based on PID
cuts. In addition, kinematic fits were used to improve the
measurement of the reconstructed momentum and energy
of the particles. The reconstruction of e+e−π0 candidates
was done according to the following criteria:
– the event contains exactly two charged tracks of op-
posite sign;
– the particle associated to the negative track is iden-
tified by the PID software as an electron with min-
imum combined probability of 99% and, at least, with
a minimum probability of 10% from each subdetector
in P¯ANDA;
– the particle associated to the positive track is identified
by the PID software as a positron with minimum com-
bined probability of 99% and, at least, with a minimum
probability of 10% from each subdetector in P¯ANDA;
– in the event, two photon candidates are reconstructed
from two energy deposits in the EMC with a photon
energy threshold Eγ > 0.03 GeV and no track asso-
ciated, and combined to give a π0 candidate with an
invariant mass 0.115 < M(γ, γ) < 0.150 GeV.
At s = 5 GeV2 and s = 10 GeV2, signal events were
measured in the kinematic range 3.0 < q2 < 4.3 GeV2
and 5 < q2 < 9 GeV2, respectively. In both cases, a π0
candidate was reconstructed in the forward or backward
region | cos θπ0 | > 0.5, where the polar angle of the neut-
ral pion is measured with respect to the direction of the
antiproton in the p¯p CM system. The kinematic region of
the measurement ensures that, at each (q2, cos θπ0) point
of the phase space, the appropiate momentum transfer
squared (t or u for the forward and backward pion pro-
duction, respectively) remains below 10% of the q2 value.
This is the definition adopted in this analysis of |t| ≪ q2
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and |u| ≪ q2, needed to preserve the applicability of the
QCD collinear factorization description.
6 Signal reconstruction efficiency
High statistics simulations were done for the signal chan-
nel p¯p → e+e−π0 in order to determine the efficiency
factors needed to correct raw data for detector effects,
including efficiency in the reconstruction and bin migra-
tions. On the basis of a full Monte Carlo simulation, the
reconstruction efficiency measured in a given bin of a gen-
eric observable X is commonly defined as ǫ = NR/NG,
where NR and NG are the number of reconstructed and
generated events found in that bin, with standard devi-
ation ∆ǫ =
√
NR/NG assuming a Poisson distribution.
In order to determine the signal reconstruction efficien-
cies as a function of q2, two full Monte Carlo simulations
using 106 generated events each were performed at the
center of mass energy squared s = 5 GeV2 in the q2
range 3.0 < q2 < 4.3 GeV2, one in the t-channel regime,
with the neutral pion in the forward region, and another
one in the u-channel regime, with the neutral pion in the
backward region. In an analogous way, two additional full
simulations with the same statistics were performed at
s = 10 GeV2, in the range 5 < q2 < 9 GeV2 also for both
the t- and the u- channel regimes. The obtained recon-
struction efficiencies in bins of q2 are shown in Fig. 3 for
all four cases. At s = 5 GeV2 the reconstruction efficiency
shows a stable behaviour in q2, with an almost constant
value around 45% in the t-channel regime, whereas in the
u-channel regime the efficiency exhibits an increasing pat-
tern from 33% to 43% in the q2 range. At s = 10 GeV2 a
similar behaviour is observed, with a mean value of 45%
in the t-channel regime and increasing the reconstruction
efficiency from 25% to 40% with q2 in the u-channel re-
gime.
7 Background suppression
Analogous simulations to the ones described in Section 6
were performed using samples of 108 p¯p → π+π−π0 gen-
erated events in order to measure the background sup-
pression power achieved by the selection criteria defined
in Section 5. At s = 5 GeV2 and for both the t- and the u-
channel regimes, no pions were found after event selection.
At s = 10 GeV2, four π+π−π0 events were misidentified
as e+e−π0 events in the t-channel regime, whereas in the
u-channel regime only one background event survived the
cuts. The background suppression factor is defined as the
inverse of the probability that a π+π−π0 event is misid-
entified as a e+e−π0 event. This probability can in fact
be measured as the “efficiency” in the reconstruction of
background events when a π+π−π0 sample is filtered by
an algorithm designed to reconstruct e+e−π0 events. For
this reason, we denote this probability as ǫB. In situations
of high suppression like this one, where only a few (or even
no event) are (is) reconstructed in a given bin, the stand-
ard estimation of efficiency and its error based on binomial
or Poisson distributions gives results in contradiction with
intuition. For instance, if no pion event is reconstructed in
a given bin, the value for the efficiency would be zero with
complete certainty (zero error) according to the Poisson
distribution. We can still in this case estimate an upper
limit for ǫB at some value of confidence level, depend-
ing on the available statistics. In this analysis, to measure
the reconstruction efficiency and its error, a Bayesian ap-
proach which exhibits reasonable behaviour in the limit of
high suppression has been used to treat the background
channel (see Ref. [47] for a review). At the 67.3% of con-
fidence level (i.e. one sigma) estimators of the upper limit

















For the two energies simulated and in both, the t- and the
u-channel regimes, misidentification probabilities in bins
of q2 have been estimated in this way and are displayed in
Fig. 4. The inverse 1/ǫB then yields the suppression factor.
At s = 5 GeV2, the simulations show that the background
suppression factor goes from 5·107 at low q2 down to 1·107
at large q2. At s = 10 GeV2,the background suppression
factor goes from 1 ·108 at low q2 down to 6 ·106 at large q2.
Under the assumption of a background to signal cross sec-
tion ratio σ(p¯p → π+π−π0)/σ(p¯p → e+e−π0) = 106, this
means that the background pollution in a signal sample
will remain at the level of a few percent after event selec-
tion for low q2, whereas at larger values of q2 it can be
kept below 20%. In case the cross section ratio is much
larger than 106, a better background suppression can be
achieved at the cost of reducing the signal efficiency. The
estimated upper limit of background pollution in a signal
sample, necessary for the subsequent statistical subtrac-
tion, is discussed in detail in Appendix B.
8 Feasibility of measuring the p¯p→ e+e−pi0
differential cross section using an integrated
luminosity L = 2 fb−1
The feasibility of measuring the production cross section
for the signal channel p¯p → e+e−π0 requires simulations
using the expected statistics corresponding to some par-
ticular value of integrated luminosity. Running periods of
six months with the average design luminosity of 1.5 ·
1032 cm−2 s−1 will provide 2 fb−1 of integrated lumin-
osity in P¯ANDA [7]. In order to estimate the correspond-
ing statistics, we have first extrapolated the differential
cross section given by Eq. (10), which corresponds to the
limit of neutral pion with zero transverse momentum, into
the forward and backward cone | cos θπ0 | > 0.5. Second,
the extrapolated differential cross section was integrated
in the kinematic region of the measurement. At s = 5
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Figure 4. Upper limit for the background reconstruction efficiency at the confidence level of 67.3% as a function of q2 for
s = 5 GeV2 and s = 10 GeV2, in both the t- (pi0 forward) and the u- (pi0 backward) channel kinematic regimes determined
using independent statistical samples of 108 generated events.
GeV2, integration in the range 3.0 < q2 < 4.3 GeV2 and
| cos θπ0 | > 0.5 gave a value of 1675 fb for the integrated
cross section. At s = 10 GeV2, integration in the range
5 < q2 < 9 GeV2 and | cos θπ0 | > 0.5 gave a value of 233
fb for the integrated cross section. Details on the extra-
polation and integration of the differential cross section
in a two-dimensional bin (∆q2, ∆ cos θπ0) can be found
in Appendix A. The expected number of signal events in
P¯ANDA using L = 2 fb−1 are then 3350 and 465 at s = 5
GeV2 and s = 10 GeV2, respectively, both in the t- and
the u-channel kinematic regimes. For each value of s, two
full simulations have been performed using these statist-
ical samples in both channels. Then, the raw reconstructed
distributions have been corrected bin by bin in q2 with the
efficiency factors ǫ determined by the high statistics sim-
ulations described in Section 6. In addition, in each of the
simulations and for each q2 bin, the remaining background
contamination which would survive the selection of signal
events in a data sample of 2 fb−1 has been estimated.
The estimation was done on the basis of the background
efficiency factors discussed in Section 7 (Eq. (12)) and as-
suming a ratio σ(p¯p→ π+π−π0)/σ(p¯p→ e+e−π0) = 106.
Consequently, the statistical error in the number of recon-
structed signal events NR has been corrected to take into
account the subtraction of the estimated upper limit back-
ground contamination. Details on the background sub-
traction procedure are given in Appendix B. An upper
limit of background pollution at the level of a few percent
is expected at low q2, remaining below 20% at large values
of q2. The raw reconstructed signal after event selection,
the expected upper limit background contamination, and
the efficiency-corrected signal after background subtrac-
tion are shown in Fig. 5 for the two energies simulated,
in both the t- and the u-channel regimes. The differential
cross section obtained from the simulation in a q2 bin with
width ∆q2 (integrated over cos θπ0 > 0.5 in the t-channel
regime and over cos θπ0 < −0.5 in the u-channel regime)







ǫ · L ·∆q2 . (13)
The differential cross section obtained from the simula-
tions (dσ/dq2)sim in bins of q
2 together with the input
cross section in the Monte Carlo (dσ/dq2)MC are shown
in Tables 1 and 2 and are displayed in Fig. 6. For the com-
parison, the input cross section in the Monte Carlo, which
follows a 1/(q2)5 distribution (see Eq. (10)), was normal-
ized to the value of the integrated cross section in the
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Figure 5. The reconstructed signal after event selection (green), the expected upper limit background contamination at the
67.3% of confidence level (orange) and the reconstructed, efficiency-corrected signal after background subtraction (black) in
bins of q2, for s = 5 GeV2 and s = 10 GeV2 in both the t- (pi0 forward) and the u- (pi0 backward) channel kinematic regimes
using statistical samples of integrated luminosity L = 2 fb−1.
kinematic region of the measurement. At s = 5 GeV2, the
expected precision of the measurement goes from 5% at
low q2 to 21% at high q2 in the t-channel regime, and from
7% to 22% in the u-channel regime. At s = 10 GeV2, the
statistical error goes from 11% up to 91% in the t-channel
regime, and from 13% up to 64% in the u-channel regime.
The results show that the signal channel identification and
background separation at s = 5 GeV2 is feasible, with av-
eraged statistical precision of 12% (excluding the last q2
bin with poor statistics). At s = 10 GeV2, the lower stat-
istics increases the averaged uncertainty to 24%.
Bringing evidence for the consistency of the predic-
tions by leading twist pQCD factorization with the exper-
imentally measured pp¯→ ℓ+ℓ−π0 cross section represents
the major goal of the proposed experimental studies. The
harmonic analysis for separating the contribution of the
transversely polarized virtual photon as well as the 1/q2-
scaling studies are the first crucial tests to be carried out
to check the validity of the pQCD factorized description
once sufficiently high quality experimental data appear.
In our Monte Carlo studies the scaling exponent is
measured by fitting the q2 distributions obtained from the
simulations. The fit function results from averaging the










which matches the measured observable. Here, the scaling
parameter A (A = 5.0 is the input to the event generator)
and the normalization constant B are the fit parameters
and a is the q2 bin width (a = 0.26 GeV2 at s = 5 GeV2
and a = 0.80 GeV2 at s = 10 GeV2). The fitted q2 distri-
butions together with the measured values of A and B are
displayed in Fig. 7 for the two values of energy simulated
in both the t- and u-channel regimes. Using the measured
values from all four fits, the scaling exponent A has an
average value of 5.2 with a standard deviation of 0.3. The
large errors in the normalization constants obtained from
the fits are due to the strong correlation between the two
fit parameters.
Repeating the same steps which led to the determ-
ination of the differential cross sections dσ/dq2, as de-
scribed at the beginning of this section, the distributions
dσ/d cos θ∗ℓ have been also determined from the simula-
tions. The full kinematic range −1 < cos θ∗ℓ < 1 is covered
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Figure 6. The (background subtracted) p¯p → e+e−pi0 differential cross section from the simulation (dσ/dq2)sim in bins of
q2 with a statistical sample of integrated luminosity L = 2 fb−1, compared to the theoretical input in the Monte Carlo, for
s = 5 GeV2 and s = 10 GeV2, in both the t- (pi0 forward) and the u- (pi0 backward) channel kinematic regimes.
with a total of 8 bins for both energies and channels. At
the leading twist and as a consequence of the dominance of
the transverse polarization of the virtual photon, the cross
section in cos θ∗ℓ follows a distribution (1 + cos
2 θ∗ℓ ). The
cross sections obtained from the simulations were then fit-
ted using the bin average of the theoretical expectation:









dx D(1 + Cx2) . (15)
Here, the prefactor C (C = 1 is the input to the event
generator) and the normalization constant D are the fit
parameters and b = 0.25 is the bin width. The fitted cos θ∗ℓ
distributions together with the measured values of C and
D are shown in Fig. 7 for the two energies and channels.
Using the measured values from all four fits, the prefactor
C has an average value of 0.9 with a standard deviation
of 0.2. The uncertainty in the prefactor C contains the
uncertainty in the reconstructed q2, which is used to boost
the e+ and e− four momenta to the γ∗ rest frame in order
to reconstruct the variable cos θ∗ℓ . Therefore, one expects
to measure the cos θ∗ℓ prefactor C with less precision than
the q2 scaling exponent A.
9 Conclusions and outlook
In the framework of the P¯ANDA@FAIR experiment, cross
section measurements of nucleon-antinucleon annihilation
into a highly virtual lepton pair in association with a pion
emitted in the forward or the backward region will rep-
resent a novel test of the QCD collinear factorization ap-
proach of hard exclusive reactions providing experimental
access to the πN TDAs.
In this paper we address the feasibility of measuring
p¯p→ e+e−π0 with the P¯ANDA detector for the center of
mass energy squared s = 5 GeV2 and s = 10 GeV2 for
the kinematic regimes in which the factorized description
of the process in terms of πN TDAs and proton DAs can
be assumed. For s = 5 GeV2, the kinematic region of
the measurement was 3.0 < q2 < 4.3 GeV2, with the
neutral pion scattered into the forward (or backward) cone
selected by the condition | cos θπ0 | > 0.5. For s = 10 GeV2,
the kinematic region of the measurement was 5 < q2 < 9
GeV2, with | cos θπ0 | > 0.5.
The input cross section for the event generator of sig-
nal events is the leading twist, leading order calculation
which uses πN TDAs and nucleon DAs within the collin-
ear factorization approach. In our studies we employed the
simple πN TDA model constraining πN TDAs from chiral
15
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Figure 7. The p¯p → e+e−pi0 differential cross sections obtained from the simulations (integrated luminosity L = 2 fb−1) for
s = 5 GeV2 and s = 10 GeV2, in both the t- (pi0 forward) and the u- (pi0 backward) channel kinematic regimes are fitted with
the theoretical leading twist predictions. For both the q2 and cos θ∗ℓ distributions, the fit function is integrated over bin width.
The average value for the q2 scaling exponent is A = 5.2± 0.3. The average value for the cos θ∗ℓ prefactor is C = 0.9± 0.2.
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Table 1. The differential cross section obtained from the sim-
ulations (dσ/dq2)sim and its statistical error ∆stat in bins of
q2, compared to the input cross section in the Monte Carlo
(dσ/dq2)MC, for s = 5 GeV
2 in both the t- and the u-channel
kinematic regimes. In each q2 bin, the cross section is integ-
rated in | cos θπ0 | > 0.5.
s = 5 GeV2, t-channel (π0 forward)
q2 bin (dσ/dq2)sim ∆stat (dσ/dq
2)MC
(GeV2) (fb/GeV2) (fb/GeV2) (fb/GeV2)
3.00, 3.26 2584 140 2388
3.26, 3.52 1682 132 1600
3.52, 3.78 1152 131 1105
3.78, 4.04 754 136 782
4.04, 4.30 680 145 567
s = 5 GeV2, u-channel (π0 backward)
q2 bin (dσ/dq2)sim ∆stat (dσ/dq
2)MC
(GeV2) (fb/GeV2) (fb/GeV2) (fb/GeV2)
3.00, 3.26 2605 186 2388
3.26, 3.52 1591 166 1600
3.52, 3.78 1048 157 1105
3.78, 4.04 782 150 782
4.04, 4.30 667 147 567
Table 2. The differential cross section obtained from the sim-
ulations (dσ/dq2)sim and its statistical error ∆stat in bins of
q2, compared to the input cross section in the Monte Carlo
(dσ/dq2)MC, for s = 10 GeV
2 in both the t- and the u-channel
kinematic regimes. In each q2 bin, the cross section is integ-
rated in | cos θπ0 | > 0.5.
s = 10 GeV2, t-channel (π0 forward)
q2 bin (dσ/dq2)sim ∆stat (dσ/dq
2)MC
(GeV2) (fb/GeV2) (fb/GeV2) (fb/GeV2)
5.0, 5.8 137 15 144
5.8, 6.6 83 14 72
6.6, 7.4 34 9 39
7.4, 8.2 23 8 23
8.2, 9.0 11 10 14
s = 10 GeV2, u-channel (π0 backward)
q2 bin (dσ/dq2)sim ∆stat (dσ/dq
2)MC
(GeV2) (fb/GeV2) (fb/GeV2) (fb/GeV2)
5.0, 5.8 162 21 144
5.8, 6.6 73 14 72
6.6, 7.4 45 14 39
7.4, 8.2 26 10 23
8.2, 9.0 14 9 14
dynamics in terms of nucleon DAs. This model is argued
to provide a reliable normalization for πN TDAs for the
pion being produced exactly in the forward (backward)
direction. Therefore, this model at least represents a reas-
onable first step approximation. Future detailed feasibility
studies will require the use of a more sophisticated phe-
nomenological model proposed for πN TDAs in [5] based
on the spectral representation for baryon-to-meson TDAs
in terms of quadruple distributions [48]. Another possib-
ility is given by the calculations of πN TDAs within the
light-cone quark model approach [49].
Our simulations at s = 5 GeV2 show that P¯ANDA
particle identification capabilities will allow a suppression
of the hadronic background p¯p → π+π−π0 at the level of
5 · 107 at low q2, decreasing to 1 · 107 for the larger values
of q2. At s = 10 GeV2, the suppression factor remains
around 1 · 108 at low q2, down to 6 · 106 for large q2. For
both energies, the signal reconstruction efficiency is kept
at about 40% on average. Consequently, we expect that
the pion pollution in the signal sample will remain at the
level of a few percent at low q2, and under control below
20% for larger values of four-momentum transfer squared.
The dedicated studies were performed with the statistics
expected for an integrated luminosity of 2 fb−1 and show
that the future measurement of the differential production
cross section in bins of q2 is feasible with P¯ANDA, with
averaged statistical uncertainty of 12% at s = 5 GeV2,
and with averaged statistical uncertainty of 24% at s = 10
GeV2. The cross sections obtained from the simulations in
q2 and cos θ∗ℓ were also fitted to test pQCD factorization at
the lowest order. According to the simulations, the meas-
ured value for the q2 scaling exponent is A = 5.2 ± 0.3.
In the lepton angular distributions, the measured value
for the cos θ∗ℓ prefactor is C = 0.9 ± 0.2. These results
are promising concerning the experimental perspectives
for addressing the issue of validity of the pQCD factor-
ized description of the p¯p → ℓ+ℓ−π0 reaction in terms of
πN TDAs and accessing πN TDAs with P¯ANDA. Other
kinematic regions and other processes [16,50] related to
TDAs should be scrutinized in a similar way to evaluate
their feasibility.
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A Integration in a (∆q2,∆ cos θ
pi
0) bin
In this appendix we describe the extrapolation and integ-
ration of the differential cross section (10) in the kinematic
region of the measurement defined by the two-dimensional
bin (∆q2, ∆ cos θπ0).
The kinematics of p¯(p1)p(p2) → γ∗(q)π0(k3) is most
easily solved in the CM frame, where the total three-
momentum of both the initial and final state is zero. By
convention, the direction of the antiproton defines the pos-
itive z direction of the coordinate system. Also by conven-
tion, the x axis of the coordinate system is chosen to be
perpendicular to the scattering plane. With this choice,
the four-momenta of the initial- and final-state particles
become
p1 = (E, 0, 0, ki)
p2 = (E, 0, 0,−ki)
q = (Eγ , 0,−kf sin θπ0 ,−kf cos θπ0)
k3 = (Eπ0 , 0, kf sin θπ0 , kf cos θπ0) , (16)
with energies given by E =
√







f . The condition 2E =
√
s fixes





(s− 4M2) . (17)
In the same way, the energy conservation relation in the
final state Eγ + Eπ0 =
√
s fixes the momenta of virtual





s2 − 2(q2 +m2π0)s+ (q2 −m2π0)2
]
. (18)
Using the four-momenta given by Eq. (16), the antiproton
to pion four-momentum transfer squared t ≡ (p1− k3)2 is
given by
t = (p1 − k3)2
= p21 + k
2
3 − 2p1 · k3
=M2 +m2π0 − 2(EEπ0 − kikf cos θπ0) , (19)





m2π0 + cos θπ0
√
1− 4M2/s Λ(s, q2,m2π0)
+ 2M2 + q2 − s] , (20)
with Λ(x, y, z) ≡
√
x2 + y2 + z2 − 2xy − 2xz − 2yz. Eq.
(20) expresses the dependence of the variable t on q2 and
cos θπ0 for a given value of the center of mass energy
squared s.
The integration of the leptonic phase space degrees of






















The integration of this equation in the two-dimensional




and cos θ1 < cos θπ0 < 1 is done by first mapping the cos θ
boundaries to the (q2 dependent) t boundaries as given by
Eq. (20): cos θ1 < cos θ < 1 ⇒ tcut(q2) < t < tmax(q2),
with tcut(q
2) ≡ t(cos θ1, q2) and tmax(q2) ≡ t(1, q2). Ex-
trapolating the differential cross section (21) (obtained at
cos θπ0 = 1) to the angular region cos θ1 < cos θπ0 < 1, the

































For the estimates used in this analysis, the q2 integration
in Eq. (22) has been done numerically.
B Background subtraction
In this appendix we describe the background subtraction
procedure carried out in our analysis. For the clarity of the
notation, we will refer to the signal channel p¯p→ e+e−π0
with the subscript S, and we will refer to the background
channel p¯p → π+π−π0 with the subscript B. In a data
sample with luminosity L, the expected number of sig-
nal and background events produced in an experiment
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is NS = σS L and NB = σB L. After the event selec-
tion procedure, the expected number of reconstructed sig-
nal and background events becomes NRS = ǫS σS L and
NRB = ǫB σB L, where ǫS and ǫB are the reconstruc-
tion efficiencies for the signal and background channels.
We remark that due to the high background suppression,
ǫB is understood as an upper limit for the background re-
construction efficiency estimated at some confidence level,
as discussed in Section 7. Consequently, NRB is also under-
stood as an upper limit for background contamination, es-
timated at the same confidence level. The total number of
observed events in the sample used for the measurement is
therefore NR = NRS +N
R
B , for which we assume a Poisson
distribution with standard deviation ∆NR =
√
NR. The
estimation of the number of signal events in this sample is
then done by subtracting the remaining background con-
tamination, and assuming standard error propagation:
NRS = N
R−NRB , (∆NRS )2 = (∆NR)2+(∆NRB )2 . (23)
The estimation of the background contamination NRB =
ǫB σB L requires the knowledge of the cross section σB ,
which can be measured with P¯ANDA. In our analysis,
however, we simply assume the relation σB = 10
6 σS . The
computation of the standard deviation is also determined
















Relying of the fact that the cross section corresponding to
three-pion production from p¯p annihilation will be meas-
ured at P¯ANDA with great precision due to its high stat-
istics, we have neglected the last term ∆σB/σB in our
analysis.
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