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Abstract: A popular class of problem in statistics deals with estimating
the support of a density from n observations drawn at random from a d-
dimensional distribution. The one-dimensional case reduces to estimating
the end points of a univariate density. In practice, an experimenter may
only have access to a noisy version of the original data. Therefore, a more
realistic model allows for the observations to be contaminated with additive
noise.
In this paper, we consider estimation of convex bodies when the additive
noise is distributed according to a multivariate Gaussian distribution, even
though our techniques could easily be adapted to other noise distributions.
Unlike standard methods in deconvolution that are implemented by thresh-
olding a kernel density estimate, our method avoids tuning parameters and
Fourier transforms altogether. We show that our estimator, computable in
(O(lnn))(d−1)/2 time, converges at a rate of Od(log logn/
√
logn) in Haus-
dorff distance, in accordance with the polylogarithmic rates encountered
in Gaussian deconvolution problems. Part of our analysis also involves the
optimality of the proposed estimator. We provide a lower bound for the
minimax rate of estimation in Hausdorff distance that is Ωd(1/ log2 n).
AMS 2000 subject classifications: Primary 62H12; secondary 62G30.
Keywords and phrases: Convex bodies, support estimation, support
function, order statistics.
1. Preliminaries
1.1. Introduction
The problem of estimating the support of a distribution, given i.i.d. samples,
poses both statistical and computational questions. When the support of the
distribution is known to be convex, geometric methods have been borrowed
from stochastic and convex geometry with the use of random polytopes since
the seminal works [14, 15]. When the distribution of the samples is uniform on
a convex body, estimation in a minimax setup has been tackled in [12] (see
also the references therein). There, the natural estimator defined as the convex
hull of the samples (which is referred to as random polytope in the stochastic
1
Brunel, Klusowski, Yang/Estimation of convex supports from noisy measurements 2
geometry literature) is shown to attain the minimax rate of convergence on the
class of convex bodies, under the Nikodym metric.
When the samples are still supported on a convex body but their distribution
is no longer uniform, [3] studies the performance of the random polytope as an
estimator of the convex support under the Nikodym metric, whereas [1] focuses
on the Hausdorff metric. In the latter, computational issues are addressed in
higher dimensions. Namely, determining the list of vertices of the convex hull of
n points in dimension d ≥ 2 is very expensive, namely, exponential in d logn (see
[5]). In [1], a randomized algorithm produces an approximation of the random
polytope that achieves a trade-off between computational cost and statistical
accuracy. The approximation is given in terms of a membership oracle, which is
a very desirable feature for the computation/approximation of a convex body.
Both works [1, 3] assume that one has access to direct samples. Here, we are
interested in the case when samples are contaminated, more specifically, subject
to measurement errors. In [13], a closely related problem is studied, where two
independent contaminated samples are observed, and one wants to estimate the
set where f − g is positive, where f and g are the respective densities of the two
samples. In that work, the contamination is modeled as an additive noise with
known distribution, and some techniques borrowed from inverse problems are
used. The main drawback is that the estimator is not tractable and it only gives
a theoretical benchmark for minimax estimation.
Goldenshluger and Tsybakov [8] study the problem of estimating the endpoint
of a univariate distribution, given samples contaminated with additive noise.
Their analysis suggests that their estimator is optimal in a minimax sense and
its computation is straightforward. In our work, we first extend their result,
which then we lift to a higher dimensional setup: that of estimating the convex
support of a uniform distribution, given samples that are contaminated with
additive Gaussian noise. Our method relies on projecting the data points along
a finite collection of unit vectors. Unlike in [13], we give an explicit form for our
estimator. In addition, our estimator is tractable when the ambient dimension
is not too large. If the dimension is too high, the number of steps required to
compute a membership oracle for our estimator becomes exponentially large in
the dimension: Namely, of order (O(lnn))(d−1)/2.
1.2. Notation
In this work, d ≥ 2 is a fixed integer standing for the dimension of the ambient
Euclidean space Rd. The Euclidean ball with center a ∈ Rd and radius r ≥ 0 is
denoted by Bd(a, r). The unit sphere in R
d is denoted by Sd−1 and κd stands
for the volume of the unit Euclidean ball.
We refer to convex and compact sets with nonempty interior in Rd as convex
bodies. The collection of all convex bodies in Rd is denoted by Kd. Let σ
2 > 0
and n ≥ 1. If X1, . . . ,Xn are i.i.d. random uniform points in a convex body G
and ε1, . . . , εn are i.i.d. d-dimensional centered Gaussian random vectors with
covariance matrix σ2I, where I is the d × d identity matrix, independent of the
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Xj’s, we denote by PG the joint distribution of X1 + ε1, . . . ,Xn + εn and by EG
the corresponding expectation operator (we omit the dependency on n and σ2
for simplicity).
The support function of a convex set G ⊆ Rd is defined as hG(u) =
sup
x∈G
⟨u,x⟩, u ∈ Rd, where ⟨⋅, ⋅⟩ is the canonical scalar product in Rd: It is the
largest signed distance between the origin and a supporting hyperplane of G
orthogonal to u.
The Hausdorff distance between two sets A,B ⊆ Rd is dH(A,B) = inf{ε >
0 ∶ G1 ⊆ G2 + εBd(0,1) and G2 ⊆ G1 + εBd(0,1)}. If A and B are convex
bodies, it can be written in terms of their support functions: dH(A,B) =
sup
u∈Sd−1
∣hA(u)− hB(u)∣.
For f in L1(Rd), let F[f](t) = ∫
Rd
ei⟨t,x⟩f(x)dx denote the Fourier transform
of f .
The total variation distance between two distributions P and Q having
densities p and q with respect to a dominating measure µ is defined by
TV(P,Q) = 1
2 ∫ ∣p − q∣dµ.
The Lebesgue measure of a measurable, bounded set A in Rd is denoted
by ∣A∣. For a vector x = (x1, x2, . . . , xd) ∈ Rd, we define ∥x∥p = (∑di=1 ∣xi∣p)1/p
for p ≥ 1 and ∥x∥∞ = sup1≤i≤d ∣xi∣. For a function, f defined on a set A, let∥f∥∞ = supx∈A ∣f(x)∣. The Nikodym distance between two measurable, bounded
sets A and B is defined by d∆(A,B) = ∣A∆B∣.
We use standard big-O notations: For any positive sequences {an} and {bn},
an = O(bn) or an ≲ bn if an ≤ Cbn for some absolute constant C > 0, an = o(bn)
or an ≪ bn if liman/bn = 0. Finally, we write an ≍ bn when both an ≳ bn and
an ≲ bn hold. Furthermore, the subscript in an = Or(bn) means an ≤ Crbn for
some constant Cr depending on the parameter r only. We write an ∝ bn when
an = Cbn for some absolute constant C. We let φσ denote the Gaussian density
with mean zero and variance σ2, i.e., φσ(x) = 1√
2πσ
e−x
2/(2σ2) for all x ∈ R.
1.3. Model and outline
In what follows, we consider the problem of estimating a convex body from noisy
observations. More formally, suppose we have access to independent observations
Yj =Xj + εj, j = 1, . . . , n, (1)
whereX1, . . . ,Xn are i.i.d. uniform random points in an unknown convex bodyG
and ε1, . . . , εn are i.i.d. Gaussian random vectors with zero mean and covariance
matrix σ2I, independent of X1, . . . ,Xn. In the sequel, we assume that σ
2 is a
fixed and known positive number. The goal is to estimate G using Y1, . . . , Yn.
This can be seen as an inverse problem: the object of interest is a special feature
(here, the support) of a density that is observed up to a convolution with a
Gaussian distribution. Our approach will not use the path of inverse problems,
but instead, will be essentially based on geometric arguments.
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The error of an estimator Gˆn of G is defined as EG [dH(Gˆn,G)]. Let C ⊆ Kd
be a subclass of the class of all convex bodies in Rd. The risk of an estimator
Gˆn on the class C is sup
G∈C
EG [dH(Gˆn,G)] and the minimax risk on C is defined
as
Rn(C) = inf
Gˆ
sup
G∈C
EG [dH(Gˆ,G)] ,
where the infimum is taken over all estimators Gˆ based on Y1, . . . , Yn. The
minimax rate on the class C is the speed at which Rn(C) goes to zero.
Our strategy for estimatingG avoids standard methods from inverse problems
that would require Fourier transforms and tuning parameters. To give intuition
for our procedure, first observe that a convex set can be represented in terms of
its support function via
G = {x ∈ Rd ∶ ⟨u,x⟩ ≤ hG(u) for all u ∈ Sd−1}.
If we can find a suitable way of estimating hG, say by hˆn, then there is hope
that an estimator of the form
Gˆn = {x ∈ Rd ∶ ⟨u,x⟩ ≤ hˆn(u) for all u ∈ Sd−1}
will perform well. This is the core idea of our procedure: We project the data
points Y1, . . . , Yn along unit vectors and for all such u ∈ S
d−1, we estimate
the endpoint of the distribution of ⟨u,X1⟩ given the one dimensional sample⟨u,Y1⟩, . . . , ⟨u,Yn⟩.
Section 2 is devoted to the study of the one dimensional case, where we
extend the results proven in [8]. The one-dimensional case reduces to estimating
the end-point of a univariate density. This problem has been extensively studied
in the noiseless case [6,9] and more recently as an inverse problem [8,10]. In [8],
it is assumed that the density of the (one-dimensional) Xj ’s is exactly equal
to a polynomial in a neighborhood of the endpoint of the support. We extend
their results to the case when the distribution function is only bounded by two
polynomials whose degrees may differ, in the vicinity of the endpoint.
In Section 3, we use these one dimensional results in order to define our
estimator of the support G if the Xj’s and to bound its risk on a certain subclass
of Kd. We show that our estimator nearly attains the minimax rate on that class,
up to logarithmic factors.
Intermediate lemmas and proofs of corollaries are deferred to Section 5.
2. Estimation of the endpoint of a distribution with contaminated
samples
Let ε1, . . . , εn be i.i.d. centered Gaussian random variables. Then, the maximum
max1≤j≤n εj concentrates around
√
2σ2 lnn, where σ2 = E[ε21]. Our first result
shows the same remains true if one adds i.i.d. nonpositive random variables to
the εj ’s, as long as their cumulative distribution function increases polynomially
near zero. As a byproduct, one can estimate the endpoint of a distribution with
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polynomial decay near its boundary by substracting a deterministic bias from
the maximum of the observations. In the sequel, set bn =
√
2σ2 lnn.
Theorem 1. Let X be a random variable with cumulative distribution function
F and ε be a centered Gaussian random variable with variance σ2 > 0, inde-
pendent of X. Let Y = X + ε and consider a sequence Y1, Y2, . . . of independent
copies of Y and define Mn = max{Y1, . . . , Yn}, for all n ≥ 1. Assume that there
exist real numbers θF ∈ R, α ≥ β ≥ 0, r > 0 and L > 0 such that the following is
true:
L−1tα ≤ 1 −F (θF − t) ≤ Ltβ, ∀t ∈ [0, r].
Then, there exist n0 ≥ 1 and c0, c1, c2 > 0 that depend on α,β, L, r and σ
2 only,
such that for all n ≥ n0 and t > 0,
P [∣Mn − bn − θF ∣ > t + c0 ln lnn
bn
] ≤ c1e− t2σ2 + e−c2n.
The expressions of n0 and of the constants c1 and c2 can be easily deduced
from the proof of the theorem.
Proof of Theorem 1. Denote by G the cumulative distribution function of Y1 −
θF . We use the following lemma, which we prove in Section 5.2.
Lemma 1. There exist two positive constants c and C that depend only on r,L
and α, such that for all x ≥ σ2/r,
ce−
x2
2σ2
xα+1
≤ 1 −G(x) ≤ Ce
− x2
2σ2
xβ+1
.
Let x be a positive number and n be a positive integer. Write that
P [∣Mn − θF − bn∣ > x] = 1 −G(bn + x)n +G(bn − x)n. (2)
Let us first bound from below G(bn +x)n. Assume that n is sufficiently large
so that bn ≥ r/σ2. By Lemma 1,
G(bn + x) ≥ 1 − Ce
− (bn+x)2
2σ2
(bn + x)β+1 ≥ 1 −
Ce−
(bn+x)
2
2σ2
b
β+1
n
= 1 −C exp(− x2
2σ2
− xbn
σ2
− b2n
2σ2
− (β + 1) ln bn) (3)
≥ 1 −C exp(−xbn
σ2
− b2n
2σ2
)
= 1 − C
n
exp(−xbn
σ2
) , (4)
as long as n is large enough so ln bn ≥ 0.
Note that for all u ∈ [0,1/2], 1 − u ≥ e−2(ln2)u ≥ 1 − 2(ln 2)u. Hence, if n is
large enough, (4) implies
G(bn + x)n ≥ 1 − 2(ln 2)Ce−xbn2σ2 . (5)
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Let us now bound from above G(bn − x)n. First, if x ≤ bn − r/σ2, Lemma 1
yields
G(bn − x) ≤ 1 − ce
− (bn−x)2
2σ2
(bn − x)α+1 ≤ 1 −
c
bα+1n
exp(− x2
2σ2
+ xbn
σ2
− b2n
2σ2
)
≤ 1 − c exp(xbn
2σ2
− b2n
2σ2
− (α + 1) ln bn) (6)
= 1 − ceB1
n
exp(xbn
2σ2
− α + 1
2
ln lnn) , (7)
where B1 = (1/2)(α + 1) ln(2σ2). Together with the inequalities 1 − u ≤ e−u ≤
1/u,∀u > 0, (7) implies
G(bn − x)n ≤ c−1e−B1e−xbn2σ2 +α+12 ln lnn. (8)
Now, if x > bn − r/σ2, one can simply bound
G(bn − x)n ≤ G(r/σ2)n
≤ e−c2n, (9)
using Lemma 1, with c2 = − ln
⎛⎜⎝1 −
cσ2α+2e−
r2
2σ6
rα+1
⎞⎟⎠. Finally, combining (8) and
(9) yields
G(bn − x)n ≤ c−1e−B1e−xbn2σ2 +α+12 ln lnn + e−c2n, (10)
for all positive numbers x. Now, plugging (5) and (10) into (2) yields
P [∣Mn − θF − bn∣ > x] ≤ c1e−xbn2σ2 +α+12 ln lnn + e−c2n, (11)
where c1 = 2(ln 2)C + c−1e−B1 . Taking x of the form t + c0 ln lnn
bn
for t ≥ 0 and
c0 = (α + 1)σ2 yields Theorem 1.
When α and β are equal and known, it is possible to account for the deter-
ministic bias at a higher order and get a more accurate estimate of θF .
Theorem 2. Let assumptions of Theorem 1 hold with α = β. Set b˜n =√
2σ2 lnn(1 − (α + 1) ln lnn
4 lnn
). Then, there exist n0 ≥ 1 and c1, c2 > 0 that de-
pend on α, L and r only, such that for all n ≥ n0 and t > 0,
P [∣Mn − b˜n − θF ∣ > t
b˜n
] ≤ c1e− t2σ2 + e−c2n.
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Proof of Theorem 2. The proof of Theorem 2 follows the same lines as that of
Theorem 1, where bn is replaced with b˜n. The main modification occurs in (3)
and (6), where we note that lnn −B ≤ b˜2n
2σ2
+ (α + 1) ln b˜n ≤ lnn +B, for some
positive constant B.
In Theorem 1, θF is the endpoint of the distribution of the Xj ’s. When θF
is unknown, it can be estimated using θˆn ∶= Mn − bn (or θ˜n ∶= Mn − b˜n if α = β
is known). Theorems 1 and 2 show that θˆn and θ˜n are consistent estimators of
θF , but that they concentrate very slowly around θF , at a polylogarithmic rate.
We actually show that this rate is optimal (up to a sublogarithmic factor in the
case of θˆn) in a minimax sense.
For every collection of parameters α ≥ β ≥ 0, r > 0 and L > 0, let F(α,β, r,L)
the class of all cumulative distribution functions F satisfying L−1tα ≤ 1−F (θF −
t) ≤ Ltβ,∀t ∈ [0, r].
The following result is a direct consequence of Theorem 1.
Corollary 1. For all α ≥ β ≥ 0, r > 0 and L > 0,
inf
Tˆn
sup
F ∈F(α,β,r,L)
E [∣Tˆn − θF ∣] ≲ ⎧⎪⎪⎨⎪⎪⎩
ln lnn√
lnn
if α > β,
1√
lnn
if α = β,
where the infimum is taken over all estimators Tˆn. All the constants depend only
on the parameters α,β, r,L and σ2.
Theorem 2 in [8] suggests that the upper bound in Corollary 1 is optimal, up
to a sublogarithmic factor. However, their result is only for a modified version
of the model and hence does not show a lower bound that matches their upper
bound.
As a conclusion, these results suggest that in the presence of Gaussian er-
rors, the endpoint θF of the distribution of the contaminated data can only be
estimated at a polylogarithmic rate, in a minimax sense. In the next section, we
prove a lower bound in a multivariate setup, whose rate is polylogarithmic in
the sample size.
3. Application to convex support estimation from noisy data
In this section, we apply Theorem 1 to the problem of estimating a convex
body from noisy observations of independent uniform random points. Let G
be a convex body in Rd and let X be uniformly distributed in G. Let ε be a
d-dimensional centered Gaussian random variable with covariance matrix σ2I,
where σ2 is a known positive number and I is the d × d identity matrix. Let
Y =X + ε and assume that a sample Y1, . . . , Yn of n independent copies of Y is
available to estimate G.
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Our estimation scheme consists in reducing the d-dimensional estimation
problem to a 1-dimensional one, based on the following observation. Let u ∈ Sd−1.
Then, ⟨u,Y ⟩ = ⟨u,X⟩ + ⟨u, ε⟩ and:
• ⟨u, ε⟩ is a centered Gaussian random variable with variance σ2,
• hG(u) is the endpoint of the distribution of ⟨u,X⟩.
In the sequel, we denote by Fu the cumulative distribution function of ⟨u,X⟩.
Consider the following assumption, which entails the next lemma.
Assumption 1. B(a, r) ⊆ G ⊆ B(0,R), for some a ∈ Rd.
Lemma 2. Let G satisfy Assumption 1. Then, for all u ∈ Sd−1, θFu = hG(u)
and Fu ∈ F(d,1, r,L), where L = (2R)d−1rdκdmax(1, d
rd−1κd−1
).
Hence, projecting the data Yj , 1 ≤ j ≤ n . . . , n on any direction brings us
back to the one dimensional setup studied in Section 2, where the end point of
the corresponding distribution is the value of the support function of G in the
projection direction.
We are now in a position to define an estimator of G. For u ∈ Rd, let hˆ(u) be
the estimator of hG(u) defined as hˆ(u) = max
1≤j≤n
⟨u,Yj⟩ − bn, where we recall that
bn =
√
2σ2 lnn.
Let M be a positive integer and U1, . . . , UM be independent uniform random
vectors on the sphere Sd−1 and define
GˆM = {x ∈ Rd ∶ ⟨Uj , x⟩ ≤ hˆ(Uj), ∀j = 1, . . . ,M}. (12)
We also define a truncated version of GˆM . Let µˆn =
1
n ∑nj=1 Yj . Define
G˜M =
⎧⎪⎪⎨⎪⎪⎩
GˆM ∩B(µˆn, lnn) if GˆM ≠ ∅{µˆn} otherwise. (13)
First, we give a deviation inequality for the estimator GˆM . As a corollary,
some choice of M (independent of G) will make the risk of the truncated esti-
mator G˜M have order (lnn)−1/2.
Theorem 3. Let n > 3, bn =
√
2σ2 lnn and M be a positive integer with(lnM)/bn ≤min(r/(4σ2),1/2). Then, there exist positive constants c0, c1, c2 and
c3 such that the following holds. For all convex bodies G that satisfy Assumption
1, for all positive x with x ≤ rbn
4σ2
− lnM ,
dH(GˆM ,G) ≤ c0x + lnM
bn
with probability at least 1 − c1e−x −Me−c2n − (6bn)de−c3M(lnM)d−1b−(d−1)n .
Proof of Theorem 3. The proof relies on Lemma 7 in [4], which we state here in
a simpler form.
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Lemma 3. Let δ ∈ (0,1/2] and N be a δ-net of Sd−1. Let G be a convex body
in Rd and hG its support function. Let a ∈ R
d and 0 < r ≤ R such that B(a, r) ⊆
G ⊆ B(a,R). Let hˆ ∶ Sd−1 → R and Gˆ = {x ∈ Rd ∶ ⟨u,x⟩ ≤ hˆ(u), ∀u ∈ N}. Let
t =maxu∈N ∣hˆ(u)− hG(u)∣. If t ≤ r/2, then dH(Gˆ,G) ≤ 3tR
2r
+ 4Rδ.
Let G satisfy Assumption 1. Combining Lemma 2 and Theorem 1, we have
that for all u ∈ Sd−1, and all t ≥ 0,
PG [∣hˆ(u)− hG(u)∣ > t] ≤ c1e− bnt2σ2 + e−c2n, (14)
with c1 and c2 as in Theorem 1 with α = (d + 1)/2. Hence, by a union bound,
PG [ max
1≤j≤M
∣hˆ(Uj) − hG(Uj)∣ > t] ≤ c1Me− bnt2σ2 +Me−c2n. (15)
Let t < r/2. Consider the event A where U1, . . . , UM form a δ-net of Sd−1,
where δ ∈ (0,1/2). By Lemma 3, if A holds and if ∣hˆ(Uj) − hG(Uj)∣ ≤ t for all
j = 1, . . . ,M , then dH(Gˆ,G) ≤ 3tRr + 4Rδ. Hence, by (15) and Lemma 10 in [4],
P [dH(Gˆ,G) > 3tR
r
+ 4Rδ]
≤ c1Me
− bnt
2σ2 +Me−c2n + 6d exp(−c3Mδd−1 + d ln(1
δ
)) , (16)
where c3 = (2d8(d−1)/2)−1. Taking δ = (lnM)/bn ends the proof of Theorem 3.
Theorem 3 yields a uniform upper bound on the risk of G˜M , which we derive
for a special choice of M . Denote by Kr,R the collection of all convex bodies
satisfying Assumption 1.
Corollary 2. Let A = 2d(d + 1)8(d−1)/2 and M = ⌊Abd−1n (ln bn)−(d−2)⌋. Then,
the truncated estimator G˜M satisfies
sup
G∈Kr,R
EG[dH(G˜M ,G)] = O ( ln lnn√
lnn
) .
Remark 1. Suppose that for all x ∈ ∂G, there exist a, b ∈ Rd such that B(a, r) ⊆
G ⊆ B(b,R), x ∈ B(a, r) and x ∈ ∂B(b,R). In particular, this means that the
complement of G has reach at least r, i.e., one can roll a Euclidean ball of
radius r inside G along its boundary (see, e.g., [16, Definition 11]). In addition,
G can roll freely inside a Euclidean ball of radius R, along its boundary. This
ensures that for all u ∈ Sd−1, the random variable ⟨u,X⟩ − hG(u) satisfies the
assumption of Theorem 2 with α = (d + 1)/2 and some L > 0 that depends on r
and R only. Hence, we are in the case where α = β in Theorem 2, which shows
that the rate of estimation of the support function of G at a single unit vector
can be improved by a sublogarithmic factor. However, a close look at the proof
of Theorem 3 suggests that a sublogarithmic factor is still unavoidable in our
proof technique, because of the union bound on a covering of the unit sphere.
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Remark 2. Theorem 3 can be easily extended to cases where the Xj’s are not
uniformly distributed on G. What matters to the proof is that uniformly over unit
vectors u, the cumulative distribution function Fu of ⟨u,X⟩ − hG(u) increases
polynomially near zero. Examples of such distributions are given in [1].
Remark 3. Note that in general, the estimate hˆ defined above is not a support
function. In particular, it is not enough to control the differences hˆ(Uj)−hG(Uj),
j = 1, . . . ,M in order to obtain a bound on the Hausdorff distance between GˆM
and G.
The next theorem gives a lower bound for the minimax risk of estimation
G ∈ Kr,R that is also polylogarithmic in the sample size.
Theorem 4. Let r and R be any two positive real numbers satisfying R/r ≥ 2√d.
For each τ in (0,1), there exist positive constants c and C depending only on
d, σ, τ , r, and R such that
inf
Gˆn
sup
G∈Kr,R
PG[dH(G, Gˆn) > c(lnn)−2/τ ] ≥ C,
and
inf
Gˆn
sup
G∈Kr,R
EG[dH(G, Gˆn)] ≥ C(lnn)−2/τ ,
where the infimum runs over all estimators Gˆn of G based on Y1, . . . , Yn.
Proof of Theorem 4. In the following, we assume that c and C are generic pos-
itive constants, depending only on d, σ, τ , and δ.
Let δ > 0 be fixed and m be a positive integer. Let ψ be chosen as in Lemma
11 and γm = (4/3)δ−1πm. Replacing ψ by x↦ 2δψ(x/(2δ)), we can assume that
ψ is supported in the interval [−δ, δ] and inf ∣x∣≤δ(3/4) ψ(x) > 0. Note that this
transformation does not affect the bound on its derivatives (42) and hence the
decay of its Fourier transform remains unchanged.
Define hm(x) = ψ(x) sin(γmx), Hm(x1, . . . , xd−1) = ∏d−1k=1 hm(xk), and for
L > 0 and ω ∈ {−1,+1}, let
bω(x1, . . . , xd−1) = d−1∑
k=1
g(xk) + ω (L/γ2m)Hm(x1, . . . , xd−1),
where g satisfies:
max
x∈[−δ,δ]
g(x) < δ
2(d − 1) , and (17)
max
x∈[−δ,δ]
g′′(x) < 0, and (18)
∣F[g](t)∣ ≤ Ce−c∣t∣τ , for some positive constants c and C (19)
For concreteness, one can take an appropriately scaled Cauchy density, g(x)∝
1
1+x2/δ2
0
, which is strictly concave in the region where ∣x∣ < δ0/√3 and satisfies
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(17) with δ0 >
√
3δ and (19) with τ = 1. From the inequality 1+ ∣t∣ ≥ ∣t∣τ , we have
that (19) is satisfied for all τ ∈ (0,1).
By (17) and Lemma 12, we ensure that the Hessian of bω, i.e., ∇2bω, is
negative-semidefinite and so that the sets
Gω = {(x1, . . . , xd)′ ∈ [−δ, δ]d−1 ×R ∶ −δ ≤ xd ≤ bω(x1, . . . , xd−1)}
are convex. By choosing L <
γ2m
2∥ψ∥d−1∞
, we have (L/γ2m)∣Hm(x1, . . . , xd−1)∣ ≤
L∥ψ∥d−1∞ /γ2m < δ/2. Combining this with (18), we have ∣bω ∣ ≤ δ. This means
that Gω ⊂ [−δ, δ]d, and since [−δ, δ]d ⊂ Bd(0,√dδ), we may take R = √dδ.
Finally, observe that Bd(−δ/2, δ/2) ⊂ Gω, since the cube [−δ,0]d is contained
in Gω. Thus, we may take r = δ/2. With these choices of r and R, we have
Gω ∈ Kr,R.
Note that hm is an odd function about the origin. Thus ∫[−δ,δ]d−1 Hm(x)dx = 0
because we are integrating an odd function about the origin. Therefore, ∣Gω ∣ =
δ(2δ)d−1 + (d − 1) ∫[−δ,δ] g(x)dx. Also, note that
d∆(G+1,G−1) = ∫
[−δ,δ]d−1
∣b+1(x) − b−1(x)∣dx
=
2L
γ2m
∫
[−δ,δ]d−1
∣Hm(x)∣dx
=
2L
γ2m
d−1∏
k=1
∫
[−δ,δ]
∣ sin(γmxk)ψ(xk)∣dxk.
The factor ∏d−1k=1 ∫[−δ,δ] ∣ sin(γmxk)ψ(xk)∣dxk in the above expression can be
lower bounded by a constant, independent of m. In fact,
∫
[−δ,δ]
∣ sin(γmxk)ψ(xk)∣dxk ≥ ∫
∣xk ∣≤δ(3/4)
∣ sin(γmxk)ψ(xk)∣dxk
≥ 3δ/4 inf
∣x∣≤δ(3/4)
∣ψ(x)∣∫
∣xk ∣≤1
∣ sin(πmxk)∣dxk
= 3δ/π inf
∣x∣≤δ(3/4)
∣ψ(x)∣
> 0.
Here, we used the fact that
∫
[−1,1]
∣ sin(πmx)∣dx = 4m∫
[0,1/(2m)]
∣ sin(πmx)∣dx
= (4/π)∫
[0,π/2]
sin(x)dx
= 4/π,
for any non-zero integer m. Thus, there exists a constant C1 > 0, independent
of m, such that
d∆(G+1,G−1) ≥ C1
m2
. (20)
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For ω = ±1, define fω = 1Gω/∣Gω ∣. Note that for all y > 0,
TV(PG+1,PG−1) = 12 ∫Rd ∣(f+1 − f−1) ∗ φσ(x)∣dx
=
1
2
∫
∥x∥>y
∣(f+1 − f−1) ∗ φσ(x)∣dx + 1
2
∫
∥x∥≤y
∣(f+1 − f−1) ∗ φσ(x)∣dx
≤ ∫
∥x∥>y
sup
z∈[−δ,δ]d
φσ(x − z)dx+
1
2
√∣Bd(0, y)∣√∫
Rd
∣F[f+ − f−1](t)F[φσ](t)∣2dt
≤ C2e
−c2y2 +C2yd/2
√
∫
Rd
∣F[f+ − f−1](t)F[φσ](t)∣2dt,
for some positive constants c2 and C2 that depend only on δ, σ, and d. Set
y ∝√log 1
∫Rd ∣F[f+−f−1](t)F[φσ](t)∣2dt
so that TV(PG+1,PG−1) can be bounded by
a fixed power of ∫Rd ∣F[f+ − f−1](t)F[φσ](t)∣2dt.
Split ∫Rd ∣F[f+1−f−1](t)F[φσ](t)∣2dt into two integrals with domains of inte-
gration ∥t∥∞ ≤ amτ and ∥t∥∞ > amτ . Using the fact that F[φσ](t) = σde−σ2∥t∥22/2,
we have
∫
∥t∥∞>amτ
∣F[f+1 − f−1](t)F[φσ](t)∣2dt ≤ C3e−c3m2τ .
By Lemma 9, we have
∣F[f+1 − f−1](t)∣ ≤ Ce−cmτ ,
whenever ∥t∥∞ ≤ amτ . Thus
∫
∥t∥∞≤amτ
∣F[f+1 − f−1](t)F[φσ](t)∣2dt
≤ Ce−cm
τ ∫
Rd
∣F[φσ](t)∣2dt.
This shows that
TV(PG+1 ,PG−1) ≤ C4e−c4mτ ,
for some positive constants c4 and C4 that depend only on d, σ, τ , and δ.
The lower bound is a simple two point statistical hypothesis test. By Lemma
8,
inf
Gˆn
sup
G∈Kr,R
PG[C5dH(G, Gˆn) > c5(lnn)−2/τ ] ≥
inf
Gˆn
sup
G∈Kr,R
PG[d∆(G, Gˆn) > c6(lnn)−2/τ ].
In summary, we have shown that d∆(G+1,G−1) ≥ C1m2 and TV(PG+1 ,PG−1) ≤
C4e
−c4mτ , where the constants depend only on d, σ, τ , δ. Choosingm ≍ (lnn)1/τ
and applying Theorem 2.2(i) in [17] finishes the proof of the lower bound on
the minimax probability. To get the second conclusion of the theorem, apply
Markov’s inequality.
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4. Discussion
4.1. Gap between the lower and upper bounds
Note that our upper (Corollary 2) and lower (Theorem 4) bounds do not match,
in the same way as in [7, Section 5]. Like these authors, we do not know how
to close the gap at the moment. However, both our bounds are very slow: They
decay at a polylogarithmic rate. This is not surprising as rates are very slow
in general for ill-posed deconvolution problems. However, perhaps more surpris-
ingly, the rates are dimension independent, only the multiplicative constants are
exponentially large in d in the upper bound.
4.2. Other noise distributions
The techniques that we use here can easily be extended to other noise distribu-
tions, provided they are known. Let us look, for instance, at the case when the
noise terms are bounded, e.g., uniform in some ball.
Let G satisfy Assumption 1 and suppose that ε is uniformly distributed on
the ball B(0,Q), where Q > r is known. We can use
hˆn(u) = max
1≤j≤n
⟨u,Yj⟩ −Q
to form the truncated estimator G˜M from (13).
First note that for all unit vectors u, the density f⟨u,ε⟩ of ⟨u, ε⟩ satisfies
f⟨u,ε⟩(x) ≥ C(Q − ∣x∣) d−12 , (21)
for all real number x with ∣x∣ ≤ Q, where C is a positive constant that does not
depend on u. This yields the following lemma.
Lemma 4. Let G satisfy Assumption 1. For u ∈ Sd−1 and x ∈ R, let Gu(x) =
P[⟨u,Y ⟩−hG(u) ≤ x]. There exists a positive constant c that depends only on r,
R, and d such that for all real numbers x with Q − r ≤ x ≤ Q,
1 −Gu(x) ≥ c(Q − x) 3d+12 .
Proof of Lemma 4. Suppose Q − r ≤ x ≤ Q and let L be as in Lemma 2. Then,
1 −Gu(x) = ∫ 0−∞(1 −Fu(t))f⟨u,ε⟩(x − t)dt
≥ ∫ 0−r (1 − Fu(t))f⟨u,ε⟩(x − t)dt
≥ CL−1∫ 0
x−Q
(−t)d(Q − x + t) d−12 dt
= CL−1∫ Q−x
0
td(Q − x − t) d−12 dt
= CL−1B (d + 1, d + 1
2
) (Q − x) 3d+12 ,
where B is the Beta function.
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Next, observe that for all t ≥ 0,
P[∣hˆn(u)− hG(u)∣ > t] = 1 −Gu(Q + t)n +Gu(Q − t)n
= Gu(hG(u) +Q − t)n
≤ (1 − ct 3d+12 )n
≤ e−cnt
3d+1
2
,
where c = CL−1B (d + 1, d + 1
2
), see Lemma 4. Hence, an adaptation of the proof
of Theorem 1 yields the following.
Theorem 5. Let the noise terms ε1, . . . , εn be i.i.d. uniformly distributed in the
ball B(0,Q), for some known Q > 0. Then,
sup
G∈Kr,R
EG[dH(G, G˜M)] = O((ln lnn)n− 23d+1 ).
5. Appendix
5.1. Proof of Corollary 2
In the sequel, let a ∈ Bd(0,R) coming from Assumption 1. Note that since
G˜M ⊆ B(µˆn, lnn) and G ⊆ B(0,R),
dH(G˜M ,G) ≤ ∣µˆn − a∣ + lnn +R ≤ ∣µˆn − µ∣ + lnn + 2R, (22)
where µ is the centroid of G. Consider the events A: “GˆM ≠ ∅” and B: “∣µˆn−µ∣ ≤
5R”. Write
EG[dH(G˜M ,G)] = E1 +E2 +E3, (23)
where E1 = EG[dH(G˜M ,G)1A∩B], E2 = EG[dH(G˜M ,G)1A∁∩B] and E3 =
EG[dH(G˜M ,G)1B∁]. In order to bound E1, let us state the following lemma,
which is a simple application of Fubini’s lemma.
Lemma 5. Let Z be a nonnegative random variable and A a positive number.
Then,
E[Z1Z<A] ≤ ∫ A
0
P[Z ≥ t]dt.
This lemma yields, together with (22), with the same notation as in (16),
E1 ≤ ∫ lnn+7R
0
P[dH(G˜M ,G) ≥ t]
≤ 4Rδ +∫ lnn+7R−4Rδ
0
P[dH(G˜M ,G) ≥ t + 4Rδ]
= 4Rδ + 3R
r
∫ r(lnn)/(3R)+7r/3−4rδ/3
0
P[dH(G˜M ,G) ≥ 3Rt
r
+ 4Rδ]. (24)
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Now, we split the last integral in (24) in two terms: First, the integral between
0 and r/2, where we can apply (16), and then between r/2 and r(lnn)/(3R) +
7r/3 − 4rδ/3, where we bound the probability term by the value it takes for
t = r/2. This yields
E1 ≤
C1 ln lnn√
lnn
, (25)
for some positive constant C1 that depends neither on n nor on G. For E2, note
that if A is not satisfied, then G˜M = {µˆn} and dH(G˜M ,G) ≤ ∣µˆn −µ∣+2R, which
is bounded from above by 7R is B is satisfied. Hence,
E2 ≤ 7RP[GˆM = ∅]
≤ 7RP[a ∉ GˆM ]
= 7RP[∃j = 1, . . . ,M ∶ hˆ(Uj) < ⟨Uj , a⟩]
≤ 7RMP[hˆ(U1) < ⟨U1, a⟩]
≤ 7RMP[hˆ(U1) < hG(U1) − r/2]
≤ 7RMc1e
− bnr/2
2σ2 + e−c2n
by (14). Hence,
E2 ≤
C2 ln lnn√
lnn
, (26)
where C2 is a positive constant that depends neither on n nor on G. Now, using
(22),
E3 ≤ EG [(∣µˆn − µ∣ + lnn + 2R)1∣µˆn−µ∣>R] . (27)
To bound the latter expectation from above, we use the following lemma, which
is also an direct application of Fubini’s lemma.
Lemma 6. Let Z be a nonnegative random variable and A a positive number.
Then,
E[Z1Z>A] ≤ A +∫ ∞
A
P[Z ≥ t]dt.
Hence, (27) yields
E3 ≤ (lnn + 3R)P[∣µˆn − µ∣ > 5R] + ∫ ∞
5R
P[∣µˆn − µ∣ ≥ t]dt. (28)
We now use the following lemma.
Lemma 7. For all t ≥ 5R,
P[∣µˆn − µ∣ > t] ≤ 6de−9nt2/200.
Proof of Lemma 7. Let N be a (1/2)-net of the unit sphere. Let u ∈ Sd−1 such
that ∣µˆn −µ∣ = ⟨u, µˆn −µ⟩. Let u∗ ∈N such that ∣u∗ −u∣ ≤ 1/2. Then, by Cauchy-
Schartz inequality, ⟨u∗, µ⟩ ≥ ⟨u, µˆn − µ⟩ − (1/2)∣µˆn − µ∣
=
1
2
∣µˆn − µ∣.
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Hence,
P[∣µˆn − µ∣ > t] ≤ P[∃u∗ ∈N ∶ ⟨u∗, µˆn − µ⟩ ≥ t/2]
≤ 6dmax
u∈N
P[⟨u, µˆn − µ⟩ ≥ t/2]
≤ 6d max
u∈Sd−1
P[⟨u, µˆn − µ⟩ ≥ t/2]. (29)
Let u ∈ Sd−1. Then, by Markov’s inequality, and using the fact that ∣X1−µ∣ ≤ 2R
almost surely, for all λ > 0,
P[⟨u, µˆn − µ⟩ ≥ t/2] ≤ E [eλ⟨u,Y1−µ⟩n ]n e−λt/2
≤ E [eλ⟨u,X1−µ⟩n ]n E [eλ⟨u,ε1⟩n ]n e−λt/2
≤ e2Rλ+λ
2σ2/(2n)e−λt/2.
Choosing λ = 3nt
10σ2
and plugging in (29) yields the desired result.
Applying Lemma 7 to (28) entails
E3 ≤
C3 ln lnn√
lnn
. (30)
Applying (25), (26) and (30) to (23) ends the proof of the corollary. 
5.2. Intermediate lemmas and their proofs
Proof of Lemma 1: Without loss of generality, let us assume that θF = 0.
For all x ∈ R,
1 −G(x) = ∫ 0−∞ (1 −F (t)) e
(x−t)2
2σ2√
2πσ2
dt. (31)
Let us split the latter integral into two parts: Denote by I1 the integral between−∞ and −r and by I2 the integral between −r and 0, so 1 −G(x) = I1 + I2.
Let x > 0. First, using the assumption about F , one has:
I1 = ∫ r
0
(1 −F (−t)) e− (x+t)22σ2√
2πσ2
dt
≤
L√
2πσ2
∫ r
0
tαe−
(x+t)2
2σ2 dt
=
Le−
x2
2σ2√
2πσ2
∫ r
0
tαe
−xt
σ2 e
−t2
2σ2 dt
≤
Lσ2α+2e−
x2
2σ2
xα+1
√
2πσ2
∫ rx/σ
2
0
tαe−t dt
≤
LΓ(α + 1)σ2α+1e− x22σ2
xα+1
√
2π
,
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where Γ is Euler’s gamma function. Hence,
I1 ≤
C′e−
x2
2σ2
xα+1
, (32)
where C′ =
LΓ(α + 1)σ2α+1√
2π
is a positive constant. On the other hand, if x ≥
σ2/r,
I1 = ∫ r
0
(1 −F (−t)) e− (x+t)22σ2√
2πσ2
dt
≥
L−1√
2πσ2
∫ r
0
tαe−
(x+t)2
2σ2 dt
=
L−1e−
x2
2σ2√
2πσ2
∫ r
0
tαe
−xt
σ2 e
−t2
2σ2 dt
≥
L−1σ2α+2e−
r2
2σ2 e−
x2
2σ2
xα+1
√
2πσ2
∫ rx/σ
2
0
tαe−t dt
≥
L−1e−
r2
2σ2 σ2α+2e−
x2
2σ2
xα+1
√
2πσ2
∫ 1
0
tαe−t dt.
Hence,
I1 ≥
ce−
x2
2σ2
xα+1
, (33)
where c =
L−1e−
r2
2σ2 σ2α+2√
2πσ2
∫ 1
0
tαe−t dt is a positive constant.
Now, we bound the nonnegative integral I2 from above. Using the fact that
1 −F (u) ≤ u for all u ∈ R,
I2 = ∫ ∞
r
(1 − F (−t)) e− (x+t)22σ2√
2πσ2
dt
≤ ∫ ∞
r
e−
(x+t)2
2σ2√
2πσ2
dt
=
e−
x2
2σ2√
2πσ2
∫ ∞
r
e−
xt
σ2 e−
t2
2σ2 dt
≤ e−
x2
2σ2 e−
xr
σ2 ∫ ∞
r
e−
t2
2σ2√
2πσ2
dt
=
1
2
e−
x2
2σ2 e−
xr
σ2 .
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Since for all t ≥ 0, e−ttα+1 ≤ (α + 1
e
)α+1,
I2 ≤
C′′e−
x2
2σ2
xα+1
, (34)
with C′′ being the positive constant
C′′ =
σ2α+2
2rα+1
(α + 1
e
)α+1 .
Hence, (32), (33) and (34) yield
ce−
x2
2σ2
xα+1
≤ 1 −G(x) ≤ (C′ +C′′)e− x22σ2
xα+1
, (35)
for all x ≥ σ2/r. This proves Lemma 1. 
Proof of Lemma 2: Let u ∈ Sd−1. For t ≥ 0, denote by CG(u, t) = {x ∈ G ∶⟨u,x⟩ ≥ hG(u) − t}. Then, for all t ≥ 0, 1 − Fu(t) = ∣CG(u, t)∣∣G∣ . Let x∗ ∈ G such
that ⟨u,x∗⟩ = hG(u): G has a supporting hyperplane passing through x∗ that is
orthogonal to u.
By Assumption 1, there is a ball B = B(a, r) included in G. Consider the
section Bu of B passing through a, orthogonal to u: Bu = B ∩ (a⊥u). Denote by
cone the smallest cone with apex x∗ that contains Bu. Then, for all t ∈ [0, r],∣CG(u, t)∣ ≥ ∣Ccone(u, t)∣ = ( rℓ )d−1 κd−1tdd , where ℓ = ⟨u,x∗ − a⟩. Since G ⊆ B(0,R)
by Assumption 1, ℓ ≤ 2R and since B(a, r) ⊆ G, ∣G∣ ≥ rdκd, which altogether
proves the lower bound of Lemma 2. For the upper bound, note that Assumption
1 implies that G can be included in a hypercube with edge length 2R that has
one of its (d − 1)-dimensional faces that contains x∗ and is orthogonal to u.
Hence, ∣CG(u, t)∣ ≤ 2Rt, for all t ∈ [0,2R]. This proves the upper bound of
Lemma 2.
Lemma 8. If G and G′ are convex sets satisfying Assumption 1, then there
exists a constant C that depends only on d and R such that
d∆(G,G′) ≤ CdH(G,G′).
Proof of Lemma 8. See Lemma 2 in [2].
Lemma 9. Let G+1 and G−1 be the two convex sets from Theorem 4. There
exists constants a > 0, c > 0 and C > 0, depending only on d, τ , and δ, such that
if ∥t∥∞ ≤ amτ , then ∣F[1G+1 − 1G−1](t)∣ ≤ Ce−cmτ .
Proof of Lemma 9. The ideas we use here are inspired by the proof of Theorem
8 in [7]. Let t = (t1, . . . , td)′ belong to the product set
[−γm/2, γm/2]d−1 × [−amτ , amτ ].
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Note that
F[1G+1 − 1G−1](t)
= ∫
[−δ,δ]d−1
ei(t1x1+⋯+td−1xd−1)
eib+1(x1,...,xd−1)td − eib−1(x1,...,xd−1)td
itd
dx
= 2∫
[−δ,δ]d−1
ei(t1x1+⋯+td−1xd−1)eitd∑
d−1
k=1 g(xk)
sin((Ltd/γ2m)H(x))
td
dx
= 2
∞∑
j=0
(Ltd/γ2m)2j+1(−1)j
td(2j + 1)!
d−1∏
k=1
∫
R
eitkxkeitdg(xk)h2j+1(xk)dxk
= 2
∞∑
j=0
(Ltd/γ2m)2j+1(−1)j
td(2j + 1)!
d−1∏
k=1
(F[sin2j+1(γmxk)eitdg(xk)ψ2j+1(xk)])(tk). (36)
Next, write
sin2j+1(γmxk) = (eixkγm − e−ixkγm
2i
)2j+1
= ( 1
2i
)2j+1 2j+1∑
s=0
(2j+1
s
)(−1)se−ixkws ,
where ws = γm(2s − 2j − 1).
Using this expression and linearity of the Fourier transform, we can write
(F[sin2j+1(γmxk)eitdg(xk)ψ2j+1(xk)])(tk)
= ( 1
2i
)2j+1 2j+1∑
s=0
(2j+1
s
)(−1)s(F[eitdg(xk)−ixkwsψ2j+1(xk)])(tk)
= ( 1
2i
)2j+1 2j+1∑
s=0
(2j+1
s
)(−1)s(F[eitdg(xk)ψ2j+1(xk)])(tk −ws),
and hence by the triangle inequality,
∣(F[sin2j+1(γmxk)eitdg(xk)ψ2j+1(xk)])(tk)∣
≤ (1
2
)2j+1 2j+1∑
s=0
(2j+1
s
)∣F[eitdg(xk)ψ2j+1(xk)](tk −ws)∣. (37)
The function x↦ eitdg(x) can be expanded as
∞∑
ℓ=0
(itdg(x))ℓ
ℓ!
,
and hence
∣F[eitdg(xk)ψ2j+1(xk)](tk −ws)∣ ≤ ∞∑
ℓ=0
∣td ∣ℓ
ℓ!
∣F[gℓ(xk)ψ2j+1(xk)](tk −ws)∣. (38)
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By (19), g is chosen so that its Fourier transform has the same decay as the
Fourier transform of ψ. We deduce from Lemma 10 that there exists constants
c > 0 and B > 0, indepenent of j and ℓ, such that
∣F[gℓ(xk)ψ2j+1(xk)](tk −ws)∣ ≤ Bℓ+2j+1e−c∣tk−ws∣τ .
Applying this inequality to each term in the sum in (38) and summing over ℓ,
we find that
∣F[eitdg(xk)ψ2j+1(xk)](tk −ws)∣ ≤ B2j+1eB∣td ∣−c∣tk−ws ∣τ .
Since we restricted the tk (k = 1, . . . , d − 1) to be in the interval [−γm/2, γm/2],
it follows that ∣tk −ws∣ ≥ γm/2. Hence if ∥t∥∞ ≤ amτ , then
∣F[eitdg(xk)ψ2j+1(xk)](tk −ws)∣ ≤ B2j+1eBamτ−cγτm/2.
Set a = cγτm/(4Bmτ), which is independent of m. Thus there exists a positive
constant c1 such that
∣F[eitdg(xk)ψ2j+1(xk)](tk −ws)∣ ≤ B2j+1e−c1mτ . (39)
Finally, we apply the inequality (39) to each term in the sum in (37) and use
the identity ( 1
2
)2j+1∑2j+1s=0 (2j+1s ) = 1 which yields
∣(F[sin2j+1(γmxk)eitdg(xk)ψ2j+1(xk)])(tk)∣ ≤ B2j+1e−c1mτ . (40)
Returning to (36), we can use (40) to arrive at the bound
∣F[1G+1 − 1G−1](t)∣ ≤ 2e−c1(d−1)mτ ∞∑
j=0
(L∣td∣Bd−1/γ2m)2j+1∣td∣(2j + 1)! .
Note that ∑∞j=0 (L∣td∣Bd−1/γ2m)2j+1∣td∣(2j + 1)! is further bounded by
LBd−1(1/γ2m) sinh(L∣td∣Bd−1/γ2m)
since
∞∑
j=0
(L∣td∣Bd−1/γ2m)2j+1∣td∣(2j + 1)! = LBd−1(1/γ2m)
∞∑
j=0
(L∣td∣Bd−1/γ2m)2j(2j + 1)!
≤ LBd−1(1/γ2m) ∞∑
j=0
(L∣td∣Bd−1/γ2m)2j(2j)!
= LBd−1(1/γ2m) sinh(L∣td∣Bd−1/γ2m).
The last term is bounded by a constant since ∣td∣ ≤ amτ = O(γ2m).
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Lemma 10. Let {ψj} be a sequence of real-valued functions on R. Suppose
there exists positive constants C > 0 and c > 0 such that
∣F[ψj](t)∣ ≤ Ce−c∣t∣τ , j = 1,2, . . .
for all t ∈ R, where τ ∈ (0,1]. Then for all t ∈ R,
∣F[ ∏
1≤j≤k
ψj](t)∣ ≤ CkBk−1e−c∣t∣τ /2, k = 1,2, . . . , (41)
where B = ∫R e−c∣s∣τ /2ds.
Proof of Lemma 10. We will proof the claim using induction. To this end, sup-
pose (41) holds. Then, using the fact that the Fourier transform of a product is
the convolution of the individual Fourier transforms, we have
∣F[ ∏
1≤j≤k+1
ψj](t)∣ = ∣F[ ∏
1≤j≤k
ψj] ∗ F[ψk+1](t)∣
=
RRRRRRRRRRR∫RF[ ∏1≤j≤kψj](s)F[ψk+1](t − s)ds
RRRRRRRRRRR
≤ ∫
R
∣F[ ∏
1≤j≤k
ψj](s)F[ψk+1](t − s)∣ds
≤ Ck+1Bk−1 ∫
R
e−c∣s∣
τ /2−c∣t−s∣τ ds.
Next, note that the mapping x↦ ∣x∣τ is Ho¨lder continuous in the sense that
∣∣x∣τ − ∣y∣τ ∣ ≤ ∣x − y∣τ ,
for all x, y in R. Using this, we have that
∫
R
e−c∣s∣
τ /2−c∣t−s∣τ ds ≤ e−c∣t∣
τ /2∫
R
e−c∣s∣
τ /2ds = Be−c∣t∣
τ /2.
Thus we have shown that
∣F[ ∏
1≤j≤k+1
ψj](t)∣ ≤ CkBk−1e−c∣t∣τ /2.
Lemma 11. Let a1 ≥ a2 ≥ . . . be a positive sequence with ∑∞j=1 aj = 1. There
exists a non-negative function ψ defined on R that is symmetric (i.e., ψ(−x) =
x), infinitely many times differentiable, integrates to one (i.e., ∫Rψ = 1), support
equal to (−1/2,1/2), and such that
sup
x∈[−1/2,1/2]
∣dkψ
dxk
(x)∣ ≤ 2k
a1 . . . ak
, k = 1,2, . . . . (42)
In particular, for τ ∈ (0,1) and aj = 1aj1/τ , where a = ∑∞j=1 1j1/τ , the function ψ
satisfies ∣F[ψ](t)∣ ≤ exp{− 1
eτ
( ∣t∣
2a
)τ} , ∀t ∈ R.
Furthermore, ∥ψ∥∞ ≤ 1, ∥ψ′∥∞ ≤ 2/(1 − τ), and ∥ψ′∥∞ ≤ 8/(1 − τ)2.
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Proof of Lemma 11. The existence of ψ can be found in Theorem 1.3.5 of [11].
For the second conclusion, note that the identity
(−it)kF[ψ](t) = ∫ 1/2−1/2 eitx dkψdxk (x)dx, k = 1,2, . . .
holds. Using this and the upper bound for
dkψ
dxk
, we see that
∣t∣k ∣F[ψ](t)∣ ≤ (2a)k(k!)1/τ .
Next, use the fact that k! ≤ ek lnk to upper bound (2a)k(k!)1/τ by exp{k ln(2a)+(1/τ)k lnk}. We have thus shown that
∣F[ψ](t)∣ ≤ exp{k ln(2a) + (1/τ)k lnk}/∣t∣k,
for t ≠ 0 and k = 1,2, . . . . Choose k = 1
e
( ∣t∣
2a
)τ so that
∣F[ψ](t)∣ ≤ exp{− 1
eτ
( ∣t∣
2a
)τ} .
The estimates on the L∞ norms of ψ, ψ′, and ψ′′ follow from the fact that
a ≤ 1/(1 − τ).
Lemma 12. If maxx∈[−δ,δ] g′′(x) < 0, there exists L > 0, depending only on τ
and γm, such that the sets Gω are convex.
Proof. As discussed in the proof of Theorem 4, the sets Gω are convex if the Hes-
sian of bω is negative-semidefinite. This is equivalent to showing that the largest
eigenvalue of ∇2bω is nonpositive. We can bound the maximum eigenvalue of∇2bω via
λmax = max
∥u∥2=1
u′∇2bωu
= max
∥u∥2=1
[∑
k
g′′(xk)u2k +∑
kℓ
ω(L/γ2m) ∂2Hm∂xk∂xℓ (x1, . . . , xd−1)ukuℓ]
≤ max
x∈[−δ,δ]
g′′(x) + (L/γ2m)max{∥hm∥d−3∞ ∥h′m∥2∞, ∥hm∥d−2∞ ∥h′′m∥∞}
≤ max
x∈[−δ,δ]
g′′(x) + (L/γ2m)max{∥h′m∥2∞, ∥h′′m∥∞}
Now, from Lemma 11 we have the estimates ∥ψ∥∞ ≤ 1, ∥ψ′∥∞ ≤ 2/(1−τ), and∥ψ′′∥∞ ≤ 8/(1 − τ)2. Thus,
∣h′m(x)∣ = ∣ψ′(x) sin(γmx) − γmψ(x) sin(γmx)∣
≤ 2/(1 − τ) + γm,
and
∣h′′m(x)∣ = ∣ψ′′(x) cos(γmx) − 2γmψ′(x) sin(γmx) − γ2mψ(x) cos(γmx)∣
≤ 8/(1 − τ)2 + 4γm/(1 − τ) + γ2m.
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It thus follows that
max{∥h′m∥2∞, ∥h′′m∥∞} ≤ 8/(1 − τ)2 + 4γm/(1 − τ) + γ2m.
Next, choose L, depending only on τ and γm, such that
(L/γ2m)[8/(1 − τ)2 + 4γm/(1 − τ) + γ2m] ≤ −(1/2) max
x∈[−δ,δ]
g′′(x).
This means that λmax ≤ (1/2)maxx∈[−δ,δ] g′′(x) < 0.
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