Neurons and synapses display a rich range of time-dependent processes. Which of these are critical to understanding specific integrative functions in the brain? Computational methods of various kinds are used to understand how systems of neurons interact to produce behavior. However, these models often assume that neuronal dynamics and synaptic strengths are fixed. This review presents some recent models that illustrate that short-term synaptic plasticity mechanisms such as facilitation and depression can have important implications for network function. Other features of synaptic transmission such as multi-component synaptic potentials, cotransmission, and neuromodulation with obvious potential computational implications are presented. These examples illustrate that synaptic strength and intrinsic properties in networks are continuously varying on numerous time scales as a function of the temporal patterns of activity in the network. Thus, both firing frequency of the neurons in a circuit, and the modulatory environment determine the intrinsic and synaptic properties that produce behavior.
INTRODUCTION
Neurophysiological approaches to the nervous system follow two, minimally interacting, lines of research. Cellular neurophysiologists and biophysicists develop detailed understandings of the mechanisms of channel structure and function, neuronal signaling, and synaptic transmission. Systems neuroscientists record the response properties of single neurons and ensembles of neurons in relatively intact brains and attempt to understand how interactions among neurons lead to sensory and motor behavior. Linking the insights from these two 25 0147-006X/98/0301-0025$08.00 branches of neuroscience is often difficult, in part because systems neuroscientists most often record action potentials extracellularly, either at one or multiple sites in the brain, and therefore can only infer indirectly the synaptic and cellular mechanisms that give rise to the recorded spike trains and their correlations.
These two traditions are paralleled by two traditions in the construction of formal models in neuroscience. Starting with the model of the action potential (Hodgkin & Huxley 1952) , cellular neurobiologists have fit their experimental data with differential equations to develop detailed models of currents, synapses, and neurons. These models are useful in determining the adequacy of the measured data and for understanding the roles of specific currents or processes in controlling the activity of a cell or synapse. On the other hand, neuroscientists wishing to understand the behavior of large numbers of neurons often find it useful to represent each neuron and synapse as simply as possible, ignoring most of the biological detail, especially if the relevant data exists only at the level of spike trains.
The use of simplified models and the relative ease of collecting spike train data do not imply that the rich details of intrinsic and synaptic properties described by cellular neurobiologists are without significance for how ensembles of neurons operate. On the contrary, the richness of synaptic and neuronal biophysical properties supply mechanisms that serve as the building blocks (Getting 1989 ) for network dynamics. The critical challenge in bridging the gap between cellular or synaptic and systems level studies is to discover which features seen at the cellular and synaptic level are of primary importance for understanding systems function and to describe these compactly but accurately.
This review has three aims: (a) to describe new methods for uncovering the computational consequences of cellular processes for networks, (b) to describe some theoretical studies that have given us nonintuitive insights into network consequences of some synaptic properties, and (c) to present briefly some interesting features of cells and synapses that are likely to have significance for future explorations of brain function.
CIRCUIT DYNAMICS DEPEND ON BOTH SYNAPTIC AND INTRINSIC PROPERTIES

Dynamic Clamp Constructed Reciprocally Inhibitory Circuit
If there is a single take-home message from work on small invertebrate nervous systems, it is that circuit dynamics depend on the interaction between synaptic and intrinsic membrane properties (Getting 1989 , Harris-Warrick & Marder 1991 , Marder & Calabrese 1996 . Consequently, modifications of either synaptic strengths or the intrinsic electrical activity of neurons will produce changes in circuit output. To illustrate this point, I draw on an experiment performed with the dynamic clamp (Sharp et al 1993a,b) . In a dynamic clamp experiment a conductance is modeled, and a computer is used to reproduce that conductance in a biological neuron. The parameters of the modeled conductance can be altered at will, so it is possible to determine what effect the modeled conductance has on the intrinsic properties of a biological neuron. Moreover, an artificial synapse can be created by using the membrane potential of a presynaptic neuron to control the conductance of a postsynaptic neuron. In this way, circuits with defined synaptic connectivity can be formed from biological neurons that are not normally connected. Because the artificial synapse is created from a computer model, it is possible to vary at will all of the parameters of the synapse, including synaptic conductance, reversal potential, and time course (Sharp et al 1993a,b) .
Using the dynamic clamp, a simple two-cell reciprocally inhibitory circuit was constructed from neurons in the crab stomatogastric ganglion that are not naturally coupled (Sharp et al 1996) . The dynamic clamp was also used to add a hyperpolarization-activated inward current (I h ) to both neurons. Figure 1 illustrates that changing the strength of the synaptic connections between the neurons alters the network period. Likewise, changing the I h conductance alters the network period. Modifications of other parameters such as the voltage dependence of I h or the time constant of the synaptic connections also influence network behavior (Sharp et al 1996) . Although the circuit here consists of only two neurons, the same message holds for larger circuits with more complex synaptic architectures: At any moment in time the dynamics of a network depend on both synaptic properties and the intrinsic electrical properties of the constituent neurons. Figure 1 makes another important point; even in a circuit as simple as the one created here, the mechanism responsible for a change in network activity cannot be inferred from the change in activity patterns alone.
Dynamic Clamp Used to Study the Computational Consequences of Intrinsic Membrane Currents
The dynamic clamp has been used in many applications in which the investigator wished to explore the effects of changes in a single current or a single synaptic parameter on the behavior of a cell or a network (Abbott & Marder 1997 , Gramoll et al 1994 , Harris-Warrick et al 1995 , Ma & Koester 1996 , Reyes et al 1996 , Wilders et al 1996 . In one case, the dynamic clamp was used to assess the potential roles of the slow kinetics of inactivation of a Kv 1.3 K + current . The studied Kv 1.3 was a rat brain current that was first characterized and modeled by conventional methods (Marom MARDER Figure 1 Network dynamics depend on the interaction of synaptic and intrinsic properties. Intracellular recordings were made from two Gastric Mill (GM) neurons of the stomatogastric ganglion of the crab Cancer borealis. These neurons are not biologically coupled. The dynamic clamp (Sharp et al 1993a (Sharp et al ,b, 1996 was used to construct artificial reciprocally inhibitory connections between the two neurons and to add an I h conductance to each cell. The left-hand panel shows that as the synaptic conductance was varied from 20 to 80 nS, the network period increased. The right-hand panel shows that as the I h conductance was increased from 20 to 80 nS, the network period decreased.
[Modified from Sharp et al (1996).] & , Marom & Levitan 1994 . Kv 1.3 was added to a tonically firing cultured stomatogastric ganglion neuron. The neuron was first depolarized with a short current pulse that brought it just below threshold. In response to a subsequent long current pulse, the Kv 1.3 current slowly inactivated, and the cell depolarized; several seconds later the cell started to fire. When the current pulse was turned off, the cell stopped firing. When a third current pulse was applied after an interval of several seconds, the neuron fired immediately, because the recovery from inactivation was so slow that the Kv 1.3 current was still largely inactivated. Thus, the slow kinetics of this current constitute an intrinsic shortterm memory mechanism . In this case the response of the cell to a fixed synaptic input is determined by the length of time over which it was active for the seconds before the synaptic input.
An alternative approach to untangling the interaction of synaptic and intrinsic currents is to use realistic voltage waveforms as a voltage clamp command and then to measure the resultant currents as they evolve in time (Olsen & Calabrese 1996) .
ELECTRICAL COUPLING
The earliest notions about the functions of electrical coupling in the nervous system were that it would provide speed of transmission in escape systems and ensure synchrony among the coupled neurons. However, modeling studies show that the consequences of electrical coupling can be quite nonintuitive, especially when the coupled neurons have different intrinsic properties.
Although strong electrical coupling promotes synchrony among the coupled neurons, weak electrical coupling can result in a variety of in-phase and outof-phase activity patterns (Cymbalyuk et al 1994 , Sherman & Rinzel 1992 . In networks of two weakly coupled neurons, transitions between in-phase and out-of-phase activity can be produced by small amounts of current injection (Cymbalyuk et al 1994) . Therefore, in principle, slow synaptic or modulatory inputs that change the steady-state membrane potential could promote transitions between synchronous and asynchronous states in weakly electrically coupled networks.
Electrical coupling between neurons that are excitable but not intrinsically oscillatory can produce network oscillations (Manor et al 1997b , Sherman & Rinzel 1992 , Smolen et al 1993 . In the pancreas, many isolated β cells do not burst, although when electrically coupled in the islet of Langerhans, they do so. When the individual cells were modeled as either silent or spiking with somewhat heterogenous properties, the networks assumed a homogeneous bursting behavior in which all of the cells fired in the ensemble (Smolen et al 1993) . The essence of this finding is that because of cell heterogeneity, most individual cells display a balance of conductances that is outside the parameter regime that supports bursting. However, coupling now allows populations of cells to cooperate to produce network bursting (Smolen et al 1993) .
A recent model of the low-amplitude oscillations in the inferior olive also demonstrates that network oscillations can arise from electrical coupling among nonoscillatory neurons with heterogeneous properties (Manor et al 1997b) . In this work the authors used a relatively simple model in which each neuron had only a low-threshold inactivating Ca 2+ current and a passive leakage current. In this model, as the maximal conductances of the two currents were varied, four different behaviors were observed: stable, spontaneously oscillatory, conditionally oscillatory, and conditionally bistable (Manor et al 1997b) . The authors systematically explored the regimes in which network oscillation occurs as a result of interactions between nonoscillatory elements.
In the above examples, the assumption was made that the individual cells, although not identical, are all members of the same cell type that show variation in their membrane properties because of relatively small variations in parameters (e.g. the number of ion channels of each type in their membrane). However, electrical coupling also occurs between cells that are not members of the same class and serve different functions (Marder 1984) . In some cases these neurons may still fire coordinately; in other cases functional antagonists that fire in alternation may be electrically coupled.
In the pyloric network of the lobster the anterior burster (AB) and the pyloric dilator (PD) neurons are electrically coupled and ordinarily fire together. However, the isolated AB neuron is capable of bursting, but the PD neurons most commonly fire tonically or become silent (Hooper & Marder 1987 , Marder 1984 , Miller & Selverston 1982b . Many modulatory substances alter the membrane properties of the AB and PD neurons differentially (Flamm & Harris-Warrick 1986 , Hooper & Marder 1987 , Marder & Eisen 1984a . The PD neurons regulate the frequency (Hooper & Marder 1987 , Kepler et al 1990 and the waveform (Abbott et al 1991) of the bursting pacemaker potentials generated by the AB neurons. Thus, electrical coupling of neurons with appreciably different intrinsic membrane properties has allowed the separation of two functions: the generation of the burst and the regulation of its frequency and waveform.
CONSEQUENCES OF SYNAPTIC TIME COURSE
Synaptic potentials vary considerably in their time course. The most rapid synaptic potentials result from neurotransmitter activation of ligand-gated ion channels, including those activated by ACh at vertebrate skeletal muscle neuromuscular junctions, glutamate at arthropod neuromuscular junctions and in the vertebrate brain, and GABA acting on GABA A receptors. These synaptic potentials rise and fall in several to tens of milliseconds. Other synaptic potentials are considerably slower; GABAergic synapses mediated by GABA B receptors in the vertebrate brain, for example, are characteristically an order of magnitude slower than those mediated by GABA A receptors. Synaptic potentials evoked by amines and neuropeptides can be even slower and can have durations as long as minutes (Jan et al 1979) . Although these variations in time course have been known for a long time, it is only recently that some of the potential computational implications of these widely disparate values have become apparent.
For many years it was assumed that reciprocally inhibitory neurons would fire in alternation. This was a logical assumption, as reciprocal inhibition is a common circuit element seen in motor systems where it is often invoked to explain why functional antagonists fire in alternation (Friesen 1994 , Getting 1989 , Marder & Calabrese 1996 , Miller & Selverston 1982a , Perkel & Mulloney 1974 , Satterlie 1985 . Because neurons frequently fire on rebound from inhibition, it is reasonable to assume that the time at which neurons fire will be partially determined both by the time course and strength of that inhibition. An example of this is found in the network that generates the pyloric rhythm of the lobster stomatogastric ganglion.
The pyloric rhythm consists of alternating bursts of action potentials in the motor neurons that innervate muscles that rhythmically dilate and constrict the pyloric region of the foregut. The dilation phase consists of bursts in the AB and PD neurons. The constriction phase includes bursts in the lateral pyloric (LP) and pyloric (PY) neurons. Although the AB and the PD neurons burst synchronously and are electrically coupled, the AB neuron is glutamatergic and evokes a rapid inhibitory postsynaptic potential (IPSP) in the LP and PY neurons, while the PD neurons are cholinergic and evoke a slow IPSP in the LP and PY neurons (Eisen & Marder 1982 , Marder & Eisen 1984b . Moreover, the AB and PD neurons respond differently to modulatory substances (Marder & Eisen 1984a ). Because these neurons release neurotransmitter as a graded function of membrane potential (Graubard 1978; Graubard et al 1980 Graubard et al , 1983 , their modulation can result in differential amounts of transmitter release. Substances that result in a decrease in the slow PD-evoked component of the synaptic potential allow the follower neurons to fire earlier in the pyloric rhythm, while substances that enhance the PD-evoked synaptic potential cause the follower neurons to fire later (Eisen & Marder 1984) . Thus, in this example, modulation of the relative strengths of the fast and slow IPSPs alters the timing of functional antagonists in a rhythmic motor system. Another example of the importance of different time course synaptic potentials for rhythmic motor pattern generation is found in the action of the modulatory commissural neuron 1 (MCN1) in the stomatogastric nervous system (Coleman et al 1995 , Coleman & Nusbaum 1994 , Nusbaum et al 1992 . Depolarization of this neuron strongly activates the gastric mill rhythm. MCN1 evokes a slow excitatory postsynaptic potential (EPSP) in the lateral gastric (LG) and dorsal gastric (DG) neurons, and a faster EPSP in interneuron 1 (Int 1). This difference in synaptic time course is part of the mechanism that allows LG and DG to fire in antiphase with Int 1 (Coleman et al 1995) .
Slow Inhibition and Synchrony
An important new insight into the possible role of slow inhibition in the brain is a direct outcome of modeling studies. In the process of developing a model of thalamic oscillations, Wang & Rinzel (1992) noted that reciprocally inhibitory neurons could fire synchronously. Further analyses (Van Vreeswijk et al 1994 , Wang & Rinzel 1993 showed that the time course of the inhibition between the neurons was significant: Generally, when the synaptic inhibition was slow relative to the depolarization of the neurons (or long relative to the cycle period), the neurons synchronized; when the synaptic inhibition was more rapid, the neurons fired in antiphase. The role of synaptic time course in synchronization has also been examined for networks of model neurons connected with excitatory connections (Gerstner et al 1996 , Hansel et al 1995 .
The insight that slow inhibition can be a powerful synchronization mechanism has led to a series of computational studies that explore its potential implications for a variety of brain circuits. The reticularis thalami nucleus consists of a population of GABAergic neurons and is important in the generation of thalamic rhythms. Wang & Rinzel (1993) have studied two-celled and larger networks of model reticularis thalami neurons. The individual model neurons, although quite simplified, capture some of the essential features of the reticularis neurons. When coupled together with slow inhibition, the resultant networks generated synchronous activity (Wang & Rinzel 1993) . Subsequently, Golomb et al (1994) further explored this problem in a more biologically realistic model, and the dependence of the synchronous state on various biophysical parameters has been studied. In the thalamus, reciprocal inhibition is clearly present, and pharmacological blockade of fast inhibition produces slow synchronous oscillations (von Krosigk et al 1993) . However, understanding the role that slow inhibition plays in network dynamics in the thalamus when other synaptic connections are intact is significantly more difficult (Destexhe et al 1996) . Several recent papers have speculated that synchronization through inhibition may contribute to synchronous oscillations in the hippocampus and cortex (Traub et al 1996 , Wang & Buzsaki 1996 .
DIFFERENT TERMINALS OF THE SAME NEURON CAN ELICIT POSTSYNAPTIC RESPONSES OF DIFFERENT SIGN OR IONIC MECHANISM
Since the earliest studies of synaptic transmission, researchers have known that the same neurotransmitter can evoke a variety of postsynaptic actions that depend on the nature of the postsynaptic receptor, rather than on the identity of the neurotransmitter. For example, ACh is inhibitory at the vertebrate heart but excitatory at vertebrate skeletal muscle. Therefore, it is not surprising that the same transmitter liberated from different terminals of the same neuron can elicit excitatory postsynaptic effects on one target neuron, and inhibitory ones on another. For example, motor neurons in the crustacean stomatogastric nervous system make excitatory glutamatergic neuromuscular junctions and inhibitory glutamatergic synapses within the ganglion itself (Marder & Eisen 1984b , Maynard 1972 , and there are Aplysia californica neurons that make excitatory connections with some followers and inhibitory connections with others (Gardner & Kandel 1977) .
MULTI-COMPONENT SYNAPTIC POTENTIALS CAN PRODUCE FREQUENCY-DEPENDENT CHANGES IN THE IONIC BASIS OF THE POSTSYNAPTIC POTENTIAL
Some neurons elicit multi-component synaptic potentials (Elson & Selverston 1995 , Gardner & Kandel 1977 , Jan et al 1979 , Kehoe 1972 , Sigvardt & Mulloney 1982 in which postsynaptic responses of different ionic mechanism and different time course are sequentially elicited by activation of the same presynaptic neuron. This can occur when multiple receptor types for the same neurotransmitter are found postsynaptically or when the same neuron liberates several different neurotransmitters that evoke distinct postsynaptic responses.
Multi-Component Responses Mediated by the Same Neurotransmitter
There are numerous examples of follower neurons that display several different receptors to the same neurotransmitter. For example, in Aplysia californica, ACh can evoke three different postsynaptic responses-a rapid depolarization, a rapid increase in Cl − conductance, and a slow increase in K + conductance (Kehoe 1972 )-that can be successively activated by ACh, exogenously applied, or synaptically released. Variations in presynaptic firing rate influence the strength of the different components, presumably due to differences in binding affinity, receptor desensitization, and voltage dependence of the receptor (Gardner 1984 , Gardner & Kandel 1977 . Postsynaptic membrane potential can also indirectly influence the effective time course of a multi-component synaptic potential, if one of the components is voltage-dependent, as is the case for glutamatergic synaptic potentials in the vertebrate brain that have contributions from AMPA-and NMDA-mediated currents in the total synaptic potential .
Multi-Component Responses Mediated by Cotransmitters: Frequency-Dependent Differential Release
A large fraction of the neurons in all nervous systems contain multiple neurotransmitters that result in multi-component synaptic potentials (Adams & O'Shea 1983 , Jan et al 1979 , Kupfermann 1991 . Small molecules such as ACh or GABA are commonly colocalized in terminals with amines and one or several neuropeptides. Because peptide release often requires high-frequency trains of presynaptic action potentials (Peng & Horn 1991 , Peng & Zucker 1993 , Vilim et al 1996a , Whim & Lloyd 1989 , at some synapses the postsynaptic actions of neuropeptides will only occur after a high-frequency discharge, whereas the conventional neurotransmitters may be released with a single or few presynaptic spikes. This then translates into a frequency-dependent alteration in the qualitative character of the synapse. This is demonstrated in two examples from the invertebrate literature.
Proctolin and glutamate are colocalized in some insect motor neurons. At low frequencies of motor neuron activation only fast glutamate-mediated excitatory junctional potentials (EJPs) and rapid twitches are recorded. However, at high frequencies of motor neuron activation a proctolin-evoked contracture that long outlasts the activation of the motor neuron occurs (Adams & O'Shea 1983). Thus, frequency-dependent release of peptide cotransmitters can alter the temporal input-output relationships of a synapse from one in which postsynaptic action follows relatively closely the time of presynaptic activation to one in which the postsynaptic actions are prolonged considerably beyond the time of presynaptic activation.
The B15 motor neuron in A. californica colocalizes ACh along with two classes of peptides, the buccalins and small cardioactive peptides (SCPs) (Lloyd et al 1987 , Vilim et al 1996a . ACh is stored and released from small clear vesicles, while the two classes of peptides are apparently stored and released from the same large dense-cored vesicles (Vilim et al 1996b) . In an elegant series of experiments, Vilim et al (1996b) measured peptide release directly after firing the B15 neuron in several different patterns. These experiments showed that the amount of peptide released with each action potential was higher at higher rates of presynaptic activity. Multi-component synaptic potentials may function to match the time course of the synaptic potential to the other relevant time courses of the circuit in which it functions (Elson & Selverston 1995) .
FACILITATION AND DEPRESSION
Fast synaptic facilitation is the increase in amplitude of the synaptic potentials evoked by successive presynaptic action potentials, and synaptic depression is the decrease in amplitude of synaptic potentials evoked by successive presynaptic action potentials. These phenomena have been studied in great detail at a number of synapses during the past thirty years (Betz 1970 , Charlton et al 1982 , Del Castillo & Katz 1954 , Magleby 1987 , Regehr et al 1994 , Zucker & Bruner 1977 , Zucker & Lara-Estrella 1983 . There is general consensus that at most synapses the facilitation and depression that occur over time scales of milliseconds and seconds are produced by changes in the amount of transmitter released from the presynaptic terminal.
Short-term plasticity was studied at crustacean neuromuscular junctions before it was possible to make routine recordings of vertebrate central nervous system synapses. By combining focal electrical recordings followed by electron microscopic reconstructions of the specific presynaptic terminals that produce the recorded synaptic potential, the anatomical structures of synaptic terminals were correlated with their release properties (Atwood & Jahromi 1978 , Atwood & Marin 1983 , Atwood & Wojtowicz 1986 . Junctions with very low initial quantal contents often facilitate a great deal; that is, very small postsynaptic potentials tend to show a great deal of facilitation. In contrast, junctions with larger initial quantal contents show considerably less facilitation, and may show depression (Atwood & Marin 1983 , Govind et al 1975 .
How critical are processes such as facilitation and depression for understanding the dynamics of complex networks? To ask this question one needs to know not only the time constants of their onset, but also their time scale of recovery. These time scales then must be compared to those of the firing rates and patterns of activity in the appropriate network. If a synapse shows time-varying release properties with a time scale comparable to variations in spiking patterns, the amount of transmitter released by any given action potential will depend on the detailed temporal pattern of its prior activity. Because many synapses with initial low quantal contents show appreciable facilitation, short high-frequency bursts of presynaptic activity can transform relatively unreliable synapses to reliable ones (Lisman 1997) . Thus, if a synapse shows facilitation or depression, it is necessary to compute synaptic weights as a function of arbitrary temporal patterns of discharge, because the synaptic strength will change continuously in response to the recent firing history of the presynaptic neuron. In some cases large changes in firing rates may produce relatively small changes in synaptic strength, whereas at other synapses or at different starting firing rates, very small changes in firing rates or patterns of discharge may produce dramatic changes in the synaptic efficacy.
For these reasons, methods for constructing models of facilitation and depression that can be used to calculate the postsynaptic response to any arbitrary pattern of presynaptic discharge have been developed (Abbott et al 1997 , Krausz & Friesen 1977 , Magleby & Zengel 1982 , Sen et al 1996 . For these synaptic decoding methods, a random spike train is used to drive the presynaptic neuron, and the responses of the postsynaptic cell are recorded. These are then used to construct a model that compactly describes the time dependence and amplitude of either facilitation or depression (Abbott & Marder 1997 , Abbott et al 1997 , Sen et al 1996 .
Depression in Cortex
Recent studies of synaptic transmission between pyramidal cells in cortical slice preparations have revealed significant amounts of synaptic depression (Abbott et al 1997 , Markram & Tsodyks 1996 . The construction of mathematical descriptions that accurately describe the time course of synaptic strength has allowed models to be built that reveal potential functional roles played by synaptic depression in cortical information processing.
An interesting feature of the synaptic depression observed in cortex is the dependence of the steady-state synaptic efficacy on the presynaptic firing frequency. At rates above 10-20 Hz, the steady-state strength is roughly proportional to the inverse of the firing rate. This means that the sensitivity of the postsynaptic current to the presynaptic firing rate is greatly reduced for high rates and ultimately goes to zero. As a result, these cortical synapses do not appear to transmit much information about sustained high firing rates. However, accompanying this loss of sensitivity to sustained presynaptic firing is an interesting enhancement of the postsynaptic response to sudden changes in the presynaptic firing rate (Abbott et al 1997) . These postsynaptic responses are proportional to the fractional change in presynaptic firing rate rather than the absolute change. This greatly expands the dynamic range of transient responses to changing inputs. Synaptic depression in cortical circuits has several other interesting potential implications ranging from increased sensitivity to various types of neuronal population responses (Abbott et al 1997) to generation of directional selectivity in neurons of the primary visual cortex (Nelson et al 1997) .
Depression of Graded Synaptic Transmission
Although most synapses release transmitter only when the presynaptic neuron fires action potentials, some synapses release transmitter as a graded function of membrane potential (Angstadt & Calabrese 1991 , Burrows & Siegler 1978 , De Shutter et al 1993 , DiCaprio 1989 , Graubard 1978 . These synapses also show time dependence in their synaptic release properties (Angstadt & Calabrese 1991 , Manor et al 1997a . In recent work on the graded synapse from the LP to PD neuron in the stomatogastric ganglion, we found that these synapses depress, and the recovery from depression is substantially longer than the normal period of the pyloric rhythm (Manor et al 1997a) . This indicates that when the network is within its normal operating ranges of frequency, the synapse is at a steady state at which it is partially depressed. Changes in frequency or duty cycle in either direction will alter the strength of the synapse. Because depression is an essential part of normal network function, modulation of network activity could be accomplished by directly affecting synaptic strength or by modifying the kinetics of depression onset or recovery.
Different Terminals of the Same Neuron Can Show Different Frequency-Dependent Release Properties
Although it is difficult to record simultaneously from two neurons that are driven by the same presynaptic neuron in cortical or other vertebrate brain tissues, in invertebrate central and peripheral nervous systems, it is routinely feasible to do so. At crustacean neuromuscular junctions, a single motor neuron commonly innervates multiple fibers of the same muscle or several different muscles (Govind et al 1975 , Katz et al 1993 . In these cases the release properties of the postsynaptic junctions can differ widely. Some terminals may show little facilitation, while others show a great deal (Atwood & Marin 1983 , Atwood & Wojtowicz 1986 , Cooper et al 1995 , Govind et al 1975 . Moreover, terminals on one muscle may show facilitation while those on others show depression (Katz et al 1993) . Disparate quantal release properties are seen at different postsynaptic junctions in invertebrate ganglia (Gardner 1991 , Laurent & Sivaramakrishnan 1992 , and the same presynaptic neuron makes facilitating junctions at one identified postsynaptic target but depressing junctions at another in the cricket central nervous system (Davis & Murphey 1993) .
Circumstantial evidence argues that the same situation holds in vertebrate central nervous systems as well, since pyramidal to pyramidal connections in neocortex differ from pyramidal to interneuron connections in quantal size and short-term release dynamics (Thomson & Deuchars 1994 . The divergent properties of synapses made by different terminals of the same neuron have been used to argue that the postsynaptic cell must, in some way, regulate the machinery in the presynaptic nerve terminals that controls the dynamics of release (Davis & Murphey 1993) .
NEUROMODULATION
A massive body of literature illustrates that modulatory substances can alter the excitability of individual neurons and the amplitude of synaptic potentials (Kaczmarek & Levitan 1987 , Marder & Calabrese 1996 . In general, these alterations are thought to result from signal transduction pathways that result in phosphorylation of one or several ion channels.
Neuromodulation of Excitability
Modulatory substances can produce remarkable transitions in either the spontaneous pattern of discharge of neurons or in their response to applied current or synaptic drive. The ability of many invertebrate neurons to burst rhythmically or generate plateau potentials is turned on and off by neuromodulatory substances (Bal et al 1994 , Harris-Warrick & Flamm 1987 , Hooper & Marder 1987 , Weimann et al 1997 . Modulatory substances produce long-lasting plateau properties in motor neurons and interneurons in the spinal cord (Kiehn 1991) . In the thalamus, modulatory substances such as norepinephrine, serotonin, and acetylcholine control the transition from bursting modes of activity to spiking modes that are correlated with transitions from sleep to awake behavior (McCormick & Pape 1990a,b) . Moreover, projections from the dorsal raphe and locus ceruleus modulate the excitability of neurons in many brain regions.
Some of the effects of modulators can be viewed as simply changing the effective spike threshold for neurons. However, when plateau or bursting properties are induced, these modulators have significantly altered the temporal patterns of discharge that the target neurons produce, either spontaneously or in response to a fixed synaptic input. If neurons respond to a synaptic input with a long-lasting burst or a plateau rather than with a single spike, this will profoundly alter network function.
Neuromodulation of Synaptic Efficacy
This can occur as a result of heterosynaptic facilitation, in which a third neuron releases modulatory substances close to the synapse, or by local or global neurohormonal action. The classical series of studies in A. californica from the Kandel and associated laboratories (Hawkins et al 1993) have established many of the cellular mechanisms by which serotonin increases the strength of the synapses between the sensory and motor neurons. Many compounds can alter the strength of excitatory, inhibitory, and electrical synapses in vertebrates and invertebrates (Marder & Calabrese 1996) . Thus, the modulatory environment in which a network is operating will always play a role in setting the synaptic strength of many, if not most, of the synaptic connections in the network.
The Effects of Neuromodulators May Be State Dependent and/or Frequency Dependent
In some cases the action of a modulator itself may depend on the dynamics of network action. For example, the peptide proctolin strongly activates the pyloric network of the stomatogastric nervous system when the preparation is slowly cycling but has relatively little effect when applied to a preparation that is cycling more rapidly (Hooper & Marder 1987 , Nusbaum & Marder 1989 . In recent work, we (JC Jorge-Rivera, K Sen, J Birmingham, LF Abbott & E Marder, unpublished data) have found that one of the muscles of the crab stomatogastric nervous system is modulated by 10 different substances. Many of these substances appear at first glance to have similar effects on postjunctional potentials and muscle contractions. However, if we examine not just the efficacy of the neuromuscular junction but also its time dependence, we find that the modulatory effects of these substances depend on the frequency of stimulation. Specifically, some modulatory substances are more effective when the presynaptic neuron is fired at high frequencies, and some are more effective with low-frequency stimulation. We are now using the synaptic decoding method (Sen et al 1996) to characterize the effects of modulators not only on the amplitude of the synaptic potential, but on the extent to which they alter the facilitation and/or depression at that synapse. A full model of the synapse and its modulation can determine whether some modulatory substances preferentially alter the dynamics of release and whether some preferentially alter the amplitude of a synaptic potential and only secondarily alter the dynamics of transmitter release. The functional dynamics of convergence of several modulatory inputs onto the same target neuron has been considered from the point of view of understanding the dose dependence of their actions (Brezina et al 1996) .
FREQUENCY-DEPENDENT AUTAPSE FUNCTION
Autapses are synapses that neurons make on themselves. Several recent studies argue that autapses can provide frequency-dependent mechanisms by which neurons control their own transmitter release (Scanziani et al 1997 , Vilim et al 1996a . At rat hippocampal mossy fiber synapses, low-frequency firing of the presynaptic neuron liberates glutamate that evokes its classical postsynaptic actions. However, high-frequency firing is thought to liberate higher concentrations of glutamate that now spread back to the presynaptic terminal region and activate metabotropic glutamate receptors that in turn decrease the amount of glutamate released. This mechanism acts as a frequency-dependent governor of the amount of transmitter released by the neuron (Scanziani et al 1997) . A similar situation is found in the B15 neuron of A. californica, where the neuropeptide buccalin inhibits the release of the small molecule ACh, as well as its own release and that of the SCPs, the other peptides that are packaged with the buccalin (Vilim et al 1996a) . Because peptide release is itself potentiated at higher frequencies of activation, this becomes a negative feedback mechanism. This kind of negative feedback control of transmitter release should play important roles in maintaining stability in network function and behavior.
LONG-TERM REGULATION OF SYNAPTIC AND INTRINSIC PROPERTIES
The biological mechanisms by which long-term changes in synaptic strength are achieved are of obvious significance for understanding both learning and development. Consequently, large numbers of both experimental and theoretical investigations, too numerous to cite here, have illuminated the role of activity in the regulation of long-term changes in synaptic strength. These studies have led to considerable insights into the biophysical mechanisms by which synaptic strength can be altered as a function of network activity and into the potential computational implications of those mechanisms (Miller 1996) . Less attention has been paid to the long-term regulation of neuronal excitability, although it too must be regulated to ensure that neurons maintain appropriate intrinsic properties throughout the animal's lifetime. Recent theoretical and experimental work (Abbott & LeMasson 1993 , LeMasson et al 1993 , Siegel et al 1994 , Turrigiano et al 1994 , Turrigiano et al 1995 suggests that neurons may regulate their activity levels rather than the number of ion channels of each type individually. Taken together, these lines of evidence suggest that the long-term patterns of activity in a network will influence both the intrinsic properties of neurons and the synaptic strengths within the network, with time scales of days, weeks, months, and years.
CONCLUSIONS
The recent appreciation of the potential computational implications of properties such as synaptic depression (Abbott et al 1997 , Markram & Tsodyks 1996 represents just the beginning of our understanding of the potential computational utility of many of the synaptic mechanisms in the nervous system. For example, multi-component synaptic potentials, produced either by one transmitter or by several colocalized transmitters, provide mechanisms for frequencydependent alterations in the sign and time course of synaptic interactions. The computational implications of these and many other synaptic mechanisms, either mentioned above or not, remain to be elucidated in the context of the circuits in which they are found. There are undoubtedly numerous features of circuit function that are mysterious today that will in the future be understood to depend on one or another of these interesting time-varying synaptic properties.
It is important to remember that just as synaptic strengths depend both on the modulatory environment and the temporal pattern of presynaptic activity, so do the intrinsic properties of neurons . Most neurons have many voltage and time-dependent conductances-which activate, inactivate, and recover from inactivation with a variety of time scales-that can produce significant changes in the response of those neurons to a defined synaptic input . Most neurons are likely to respond to one or more modulatory substances that will alter their intrinsic excitability as well. Therefore, the operation of a biological network at any moment in time is defined by the temporal dynamics of that network and its modulatory environment. Stated another way, the temporal dynamics of the network and the modulatory environment together determine the intrinsic and synaptic properties that produce the network's actual behavior.
The assertion is often made that the computations in the vertebrate brain that underlie perception and cognition occur too rapidly for processes that take place over time scales of hundreds of milliseconds to minutes to play a role in them. However, such assertions neglect the critical point that the slower processes that are the focus of this review alter the state of the networks as they perform those fast computations. The recent history of activity in the network and the modulatory state of the brain will determine how synaptic inputs will bring neurons to threshold at every site of neuronal integration. Therefore, models that attempt to capture the dynamics of brain function without incorporating some of the time-varying synaptic and intrinsic properties of the brain are likely to fail. On the other hand, models that merely implement all of the biophysical richness found in brain circuits are unlikely to bring much insight. The challenge is to recognize, for each circuit, which time-varying synaptic and intrinsic properties are critical for understanding how it works. 
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