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ABSTRACT Large-scale conformational changes in proteins that happen often on biological time scales may be relatively rare
events on the molecular dynamics time scale. We have implemented an approach to targeted molecular dynamics called end-
point targeted molecular dynamics that transforms proteins between two speciﬁed conformational states through the use of
nonharmonic ‘‘soft’’ restraints. A key feature of the method is that the protein is free to discover its own conformational pathway
through the plethora of possible intermediate states. The method is applied to the Shaker Kv1.2 potassium channel in implicit
solvent. The rate of cycling between the open and closed states was varied to explore how slow the cycling rate needed to be to
ensure that microscopic reversibility along the transition pathways was well approximated. Results speciﬁc to the K+ channel
include: 1), a variation in backbone torsion angles of residues near the Pro-Val-Pro motif in the inner helix during both opening
and closing; 2), the identiﬁcation of possible occlusion sites in the closed channel located among Pro-Val-Pro residues and
downstream; 3), a difference in the opening and closing pathways of the channel; and 4), evidence of a transient intermediate
structural substate. The results also show that likely intermediate conformations during the opening-closing process can be
generated in computationally tractable simulation times.
INTRODUCTION
Voltage-gated potassium ion channels are multimeric inte-
gral membrane proteins that form a pore across excitable cell
membranes. Their primary role is to regulate the ﬂow of
potassium ions, preferentially to sodium ions, across the
membrane. Several decades of research have led to the un-
derstanding that 1), the choice of permeant ionic species
occurs at the selectivity ﬁlter, a region composed of a sig-
nature sequence of amino acids, Gly-aromatic-Gly, whose
carbonyl moieties line the channel pore (1–3); and 2), con-
formational changes accompany channel function.
Early evidence of the existence of K+ channel conforma-
tions associated with channel gating was shown in electro-
physiological measurements of the blocking of squid axon K+
channels by alkylammonium ions at the intracellular end of
the channel (4–6). Subsequently, site-directed spin-labeling
combined with electron paramagnetic resonance spectros-
copy has shown that during the opening of the K+ channel
KcsA, the inner helix swings away from the channel long axis
while undergoing an internal rotation and also that the con-
ﬁguration of the outer vestibule is not greatly altered from the
closed state (7). The essence of that study was captured by
Mashl et al. (8) to develop a series of open and partially open
model structures of KcsA based on the pivoting of the
transmembrane helices at a time when there were no known
open K+ channel structures. Another open model of KcsA
was developed byBiggin and Sansom (9) by placing the closed
channel in a hydrated membrane environment and growing a
van der Waals sphere centered at the intracellular gate region.
As shown by the increasing number of solved K+ channel
structures, it is evident that largest conformational change in
the permeation pathway associated with opening and closing
the channel is found toward the intracellular end of the
channel (3,10–17). This pattern is illustrated in Fig. 1, where
ribbon traces of channel protein backbones from the pore
domains from various closed and open K+ channel structures
are superposed. The superposition of structures shows that
the lumenal widening occurs along the intracellular portion
of the S6 inner helix and that there is a less substantial re-
orientation of the S5 outer helix.
These structures suggest that K+ channels undergo large-
scale motions on gating. Although the gating events may be
frequent on the time scales associated with the channel’s
biological function, they would occur much less frequently
when studied on the molecular dynamics time scale (18). A
number of approaches have been devised in an attempt to
overcome this disparity, and they are brieﬂy reviewed below:
1. Normal Mode Analysis (19–21). The degrees of freedom
of the motion are calculated at discrete times within a
harmonic approximation, and those calculations show
directions in multidimensional conformational space in
which the sampling of the protein’s energy landscape can
be improved. Normal mode analysis applied to the KcsA
channel has showed inter- and intrasubunit hinge points
during the gating process (22). Normal mode analysis has
also been used to study the nicotinic acetylcholine
receptor (23–26) and the MscL channel (27).
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2. Gaussian elastic network models. A network of springs
represents interactions between selected atoms, and the
normal modes of the network are analyzed. Gaussian
elastic network models applied to KcsA, KirBac, MthK,
KvAP, and Shaker channels has shown a shared gating
mechanism with two dominant modes: one that represents
a global rotation that widens the pore and another that
deforms the cylindrical symmetry of the pore (28,29). An
anisotropic elastic network model has been used to study
the nicotinic acetylcholine receptor transmembrane do-
main (30).
3. Principal component analysis (31–35). The degrees of
freedom of the motion are calculated using several sys-
tem conﬁgurations within a short time interval and are
done so without assuming the modes to be harmonic. By
regular re-evaluation of the principal components over
several sequential time intervals, the most dominant col-
lective motions are identiﬁed for incorporation as an ap-
plied force into the molecular dynamics (MD) algorithm.
4. Monte Carlo based methods. In the kinetic Monte Carlo
reaction path following method, the protein is subject to
large-scale conformational transitions along a predeﬁned
reaction coordinate (36). In cases where either the initial
or the target conformation is known, a normal-modes analy-
sis may be combined with a Monte Carlo scheme for pre-
dicting directions for candidate conformational changes.
This combined technique, called Monte Carlo normal
mode following, was developed for studying the gating
mechanism of the gramicidin channel (37,38).
5. Targeted molecular dynamics (TMD) methods. The protein
is guided to a conformation of interest by superposing
external forces onto the usual deterministic MD forces.
In one type of TMD, the applied forces are a function of
the distances between the current and target positions of
the atoms ((39) and refs. therein); a harmonic potential
function is frequently used. TMD has been applied to a
variety of systems: e.g., conformational changes in ras
proteins (40), the opening of chaperonin GroEL (41), the
motions of F1-ATPase (42), the docking of guanine nu-
cleotides with glutamate receptors (43), the opening of
the KcsA channel (44), and C-loop closure and gating of
the nicotinic receptor ion channel (23). Another type of
TMD is steered molecular dynamics in which the simu-
lation is accelerated along a reaction coordinate of interest
by applying forces in some speciﬁed time-dependent
manner (45,46). Steered molecular dynamics has been
applied to the KvAP channel (47) and to the mechano-
sensitive channel of large conductance, MscL (48).
In this study we describe a ‘‘soft’’ restraints method we
call end-point targeted molecular dynamics (EPTMD) to
permit a protein to ﬁnd trajectories between two known
conformational states. Through the use of the restraints, we
induce gating motions in the channel to occur more often than
would be expected by using an unrestrained simulation
method. Our laboratory initially instituted soft restraints to
study membrane proteins in the absence of a membrane be-
cause of the lack of sufﬁcient compute power to include
explicit membranes (49). The purpose of the restraints was to
prevent the protein secondary structure from becoming de-
graded, but to freely permit the high-frequency dynamics to
proceed as naturally as possible. The form of the restraint that
captured that property was an exponential relaxation to a
reference structure. We also used these restraints to evaluate
the role of channel protein ﬂexibility in facilitating transport
through the channel (50). When we revisited gramicidin
channel simulations with explicit membrane and no artiﬁcial
restraints, we found that the soft restraints had captured the
dynamics realistically (51,52). The restraints were seen to
maintain the secondary structure of the protein channel but
not interfere with the natural rapid motions. In this study we
extend the method of soft restraints that was used previously
to successfully maintain the native secondary structure in the
studies cited previously, to imposing a soft bias to induce
large conformational changes in a protein.
The main topic of this study will be to explore the nature of
the induced transitions using molecular dynamics simula-
tions. We consider the opening and closing transitions of the
Shaker Kv1.2 channel with the open and closed end states
structurally deﬁned as predicted by the Rosetta structure
prediction program (53). We postulate that the opening and
closing transitions are effected by sinusoidally varying the
strengths of the soft restraints connecting the protein to both
of the two states. Because the restraints cause only very small
changes in the position of every atom at each time step, the
ensemble as deﬁned by the velocity distributions is un-
changed. The transitions caused by the positional biasing are
thus designed to emulate microscopically reversible iso-
thermal transitions, which we postulate characterizes the
actual channel gating.
In the sections below we shall present the models simu-
lated, followed by the mathematical details implementing the
FIGURE 1 Superposition of pore domains of potassium channels of
known structure as seen from the intracellular (left) and extracellular (right)
ends using a ribbon representation. Open (orange) forms include the MthK,
KvAP, and Shaker structures, and closed (blue) forms include the KcsA,
KirBac 1.1, and NaK structures. Orientation of each channel was accom-
plished by least-squares ﬁtting each structure onto KcsA using the Ca atoms
ranging from the pore helix to glycine hinge on the S6 inner helix.
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soft restraints used in EPTMD and by a structural analysis of
the conformational cycles, and we conclude with a summary
and discussion.
METHODS
Protein models
The x-ray structure of the ShakerKv1.2 channel from rat (16) shows six well-
deﬁned transmembrane helices, which form the voltage sensing and pore
domains but have incomplete electron density for the linker sections within
the voltage sensing domain. Modeling of the channel using the Rosetta
membrane protein method (54) has led to completed structures for the open
and closed states (53). Because the structure of the closed Shaker channel has
not been determined crystallographically, the Rosetta closed model is the
most deﬁnitive currently available. The Rosetta open structure was found to
have a root mean-square deviation (RMSD) over 260 residues of 2.0 A˚ (53)
from the native x-ray structure with resolution, 2.9 A˚ (16). For convenience,
we shall refer to the Rosetta pair of structures as the ‘‘full’’ model channels.
In addition, we have prepared an open model of the permeation pathway
from the native x-ray structure, using the S5 through S6 helix section, and a
closed model by homology modeling the protein sequence ungapped onto
the high-resolution KcsA x-ray structure (PDBid: 1K4C) usingMODELLER
(55). We shall refer to this latter pair of structures as the ‘‘pore domain’’
model channels. The termini of the structures were capped with neutral,
nontitratable moieties (NH2 and methyl groups), and two potassium ions
with an intervening water molecule were placed at crystallographic positions
in the selectivity ﬁlter in their most stable conﬁguration (56).
Residues in the full and pore domain models in both open and closed
conformations were assigned their default ionization states at neutral pH and
then energy minimized using the simulation package GROMACS (57,58)
using the force ﬁeld and run parameters listed below. Additionally, during
the energy minimization, harmonic position restraints toward the appropriate
reference structure were applied to the backbone main chain atoms in the
transmembrane helices and to the potassium ions with force constants of
5000 and 1000 kJ mol1 nm2, respectively. The intervening water molecule
was unrestrained.
Ionization states for use in molecular dynamics were calculated for the
energy-minimized open and closed pore domain channels with two potas-
sium ions and no intervening water molecule in the selectivity ﬁlter. Elec-
trostatic potentials at the titratable sites were computed with version 5.1 of
the University of Houston Brownian Dynamics (UHBD) program (59) and
were analyzed using a clustering method (60–62) to treat multiple interacting
titration sites. A uniform protein dielectric constant (4 or 20) and a solvent
dielectric of 80 were used. The ionic strength was set to 150 mM, and the
temperature was 310 K. Atomic parameters were those of the PARSE pa-
rameters (63). A probe radius of 1.4 A˚ was used to delineate the dielectric
boundary between protein and solvent. Electrostatic potentials were solved
on a 50 3 50 3 50 lattice with spacing 2 A˚ and were reﬁned using a series
of three additional focusing grids of sizes 303 303 30, 363 363 36, and
50 3 50 3 50 with spacings of 1.0, 0.5, and 0.25 A˚, respectively, centered
on the titrating site of interest. The apparent pKa values and partial charges of
the side chains were computed assuming a solution pH of 7. As a result, all
residues were found in their default ionization states according to standard
pKa values of isolated residues bulk water at pH 7, with the exception of His-
418, which was protonated.
Molecular dynamics results for both the pore domain and the full model
will be presented below. In general, the differences between the two models
were not signiﬁcant. Some minor variations will be noted.
Soft restraints in molecular dynamics
Molecular dynamics simulations were carried out using GROMACS that
integrates the equations of motion using the leap-frog algorithm (64). The
leap-frog algorithm uses the positions r(t) and forces F(t) at time t and the
velocities v(t) at time t–Dt/2 to update the positions of the particles:
v t1
Dt
2
 
¼ v t  Dt
2
 
1
FðtÞ
m
Dt (1a)
rðt1DtÞ ¼ rðtÞ1 v t1Dt
2
 
Dt; (1b)
where Dt is the time step and m is the atomic mass. In the method of soft
positional restraints, the protein is gently restrained toward a set of atomic
coordinates, fR0g, representing a particular reference secondary structure
that is supplied by, e.g., NMR or x-ray crystallographic studies. A review of
the structural constraints pertaining to the Shaker channel has been presented
elsewhere (65).
The restraints are of the form of a ﬁrst-order, nonelastic relaxation pro-
cess:
bðtÞ ¼ ðR0  rðtÞÞDt
t
; (2)
where b(t) is a displacement and t is a relaxation constant. The resulting
modiﬁed leap-frog algorithm is written as
v t1
Dt
2
 
¼ v t  Dt
2
 
1
FðtÞ
m
Dt (3a)
rðt1DtÞ ¼ rðtÞ1 v t1Dt
2
 
Dt1 bðtÞ: (3b)
It has been pointed out that targeted molecular dynamics schemes may favor
the larger conformation changes to happen before the smaller ones (48).
However, the value of t in Eq. 2 is chosen such that the displacements
generated within each time step are, on average, very small compared with
those due to thermal motion. For typical values of 2-fs time steps and 100-ps
relaxation time constant, the distance an atom is moved during a time step is
1/50,000 of the distance between its instantaneous position and its position in
the reference structure.
Equation 3 represents a general framework for transforming a protein
between speciﬁc conformational states using the soft positional restraints
approach, and as such it does not inherently imply any structural symmetry
constraints in their usage with the homomeric channels studied in this work.
To apply this approach to ion channels, we specify an open reference state
and a closed reference state and postulate a mathematical description for
transforming the channel between those two states. We let tmin be the fastest
relaxation time allowed toward either reference state, i.e., maximum con-
straint, and let T be the transition time for the transformation. If the simu-
lation is started with an equilibrated open channel, then the coupling of the
protein to the open state will be at its maximum, and the coupling to the
closed state will be absent. To transform the channel to the closed state,
the coupling to the closed state increases from zero simultaneously as the
coupling to the opened state decreases to zero. Our mathematical description
of this process is provided by the expressions
1
topenðtÞ ¼
1
2tmin
11 cos
pt
T
 h i
(4a)
1
tclosedðtÞ ¼
1
2tmin
1 cos pt
T
 h i
; (4b)
where topen(t) and tclosed(t) are the time-dependent soft-restraint relaxation
constants to the opened and closed states, respectively. It can be seen from
Eq. 4 that the system will cyclically vary between being biased toward the
open state or the closed state. The nature of the bias is to cause only a very
small change in the position of each atom at each time step so that the
ensemble deﬁned by the velocity distribution is unchanged.
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Molecular dynamics setup
Molecular dynamics simulations were carried out using the GROMACS
ffG43a2 force ﬁeld (66) with an implicit solvent as represented by the dis-
tance-dependent dielectric function, e ¼ 1/r, where r is the distance in
Angstroms. Electrostatic and Lennard-Jones 6–12 interactions were cut off at
18 A˚. Nonbonded pair lists were updated every time step, set at 2 fs. The
entire system was coupled to a Berendsen thermostat (67) at a temperature of
310 K with a time constant of 2 ps.
A series of preliminary simulations was carried out to determine an ap-
propriate value of tmin. Open and closed end-point structures of the full and
pore domain models were soft-restrained to the appropriate reference
structure and equilibrated for several values of tmin. (Throughout this work,
the soft restraints were applied to the backbone main chain atoms (C, Ca, N)
of only the transmembrane helices and to the two potassium ions in the se-
lectivity ﬁlter; the linker and loop regions, as well as the water molecule in
the selectivity ﬁlter, were unrestrained.) Calculation of the root mean-square
ﬂuctuation of the restrained atoms as a function of tmin showed that for tmin
values of 150 ps and greater (i.e., a looser restraint), the average temperature
of the system was 308 K, which was within one deviation (equal to 6 K) of
the temperature set point. For more stringent restraints, the average tem-
perature was found to deviate substantially from the set point. The value of
tmin was therefore ﬁxed at 150 ps for all transition times, T.
ANALYSIS
Trajectory data saved every 1 ps was analyzed using a
combination of GROMACS tools and locally written code.
Cross-sectional proﬁles of the channel lumens were com-
puted according to the SAXA method (68). SAXA estimates
the cross-sectional area by ﬁrst decomposing the lumenal
space into wedges extending from the center of the lumen as
deﬁned by HOLE (69) to the inner surface of the protein and
then summing the areas of the wedges. The center determined
by HOLE is the center of the largest sphere that can ﬁt into the
channel at that position along the channel axis. The same
atomic radii (70) were used in both the HOLE and SAXA
analyses.
Residues near the bottleneck region were identiﬁed in the
following way. For selected snapshots from the molecular
dynamics trajectory, we identify the closest residues as seen
by a point particle traversing the bottleneck regions as it
follows the 3D path formed by the HOLE centers. A 1-A˚
wide window was centered on each HOLE center coordinate
and the distances from the HOLE center to every protein
atom located in the window was computed. From the list of
center-to-atom distances, the N (¼ 1 or 5) smallest values
were selected and the corresponding residues identiﬁed. The
lists from all snapshots were combined, and the N closest
residues were selected.
Histograms were ﬁtted to a sum of unnormalized Gaussian
distributions (one for each peak) with variable centers and
widths using the standard least-squares method. In the case
of analyzing the pore domain model, a convergent ﬁt was
facilitated by estimating and ﬁxing the value of selected
centers as described below.
Hydrogen bonds were determined on the basis of a geo-
metrical criterion. A hydrogen bond was considered present
if the hydrogen-donor-acceptor angle did not exceed 30 and
if the donor-acceptor distance was not .3.5 A˚. Nitrogen
atoms as acceptors were included by default in the hydrogen
bond determination. The difference in excluding them as
acceptors shall be mentioned below.
RESULTS
Equilibration of end-point states
The pore domain model and full model channels in the closed
(open) state were soft-restrained to their respective closed
(open) end-point reference structures and were equilibrated
using molecular dynamics. Fig. 2 shows the resulting back-
bone torsional angles distributions of S6 inner helix residues
A397–V408 of the open and closed state of the pore domain
model. The dihedral angles are found generally to correspond
to the a-region for both the energy-minimized starting con-
formation and for the ﬂuctuating equilibrium conformations.
The highest contour levels are located in the a-preferred
region, indicating that the equilibration process under soft
restraints allows the protein to maintain reasonably good
protein health. Residues A403 and L404 in the native x-ray
open structure and in the Rosetta-based full model open
structure were found to be in the ‘‘additional allowed’’
FIGURE 2 Ramachandran plots for residues A397–V408 of Shaker for
the native open (top) and homology-based, pore domain closed (bottom)
model states undergoing;10 ns of ﬂuctuations at equilibrium under a single
soft restraint (t ¼ tmin ¼ 150 ps) (gray shading). Data for the end-point
reference models are indicated (squares). Contours denote probability levels
of 53 103 and 53 104; lower levels were not distinct. The results for the
full (Rosetta) model set were not signiﬁcantly different.
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regions as found by PROCHECK (71). Root mean-square
ﬂuctuation values of the S5 and S6 transmembrane helices in
the pore domain model, relative to the reference states, were
calculated to be 1.49 and 1.57 A˚, respectively, for the open
channel and 1.05 and 1.21 A˚, respectively, for the closed state
channel, were found to be comparable to the resolution of
generic high-resolution x-ray protein structures. Below we
shall give further consideration to RMSD values in the
context of conformational cycling of the channel.
Conformational cycling
Backbone dynamics
Sequence analysis of the S6 inner helix shows a highly
conserved glycine (the glycine ‘‘hinge’’) that is common to
nearly all K+ channels and a Pro-Val-Pro (PVP) motif that is
conserved among Shaker, Shaw, and Shal channel families
(72). Because it is believed that these residues are of partic-
ular signiﬁcance for channel opening and closing (73–81), it
is important to validate the effects of the cycling on the
conformational dynamics. In particular, we would like to ﬁnd
an approximate upper bound on the cycling rate of the
channel that preserves the secondary and tertiary structure of
the channel.
We carried out a series of simulations of cycle lengths 2,
10, and 20 ns using the pore domain model channel and
computed the time course of the RMSD values of the soft-
restrained portions of the backbone, namely, the S5 and S6
helices, from the end-point reference structures. The histo-
gram of RMSD values (not shown) provided the most
probable RMSD that is associated with the passage of the
channel through the conformational neighborhoods of the
reference structures. Table 1 shows the results for these cycle
lengths as compared with a channel that has been equilibrated
under a single soft restraint to the corresponding reference
state. The effect of cycle time on the (most probable) RMSD
value is fairly small and is on the order of a few tenths of an
a˚ngstro¨m. The results suggest that any of these cycle times
would preserve the channel tertiary structure. In addition, we
note that the RMSD tends to decrease slightly as the cycle
length increases, and for this reason we have carried out
further analyses using the 10- and 20-ns cycles. Also, be-
cause the focus of this work is primarily on the permeation
pathway of the channel, we have assumed that the cycle rates
that apply to the pore domain model also pertain to the full
model channel with its six transmembrane helices. Snapshots
of the full model channel at different time points during the
cycles seemed consistent with this assumption.
To verify whether the soft restraints provide for reasonable
protein structure, Fig. 3 shows a series of Ramachandran
plots for a range of residues (A397–V408) located along the
permeation pathway that includes the glycine hinge (G398)
and PVP region (P405–P407), for the pore domain model
channel undergoing 20-ns cycles. The probability contours
indicate that the highest probabilities are within the a-pre-
ferred region. In comparing these results to those of the same
channel undergoing conformational cycles twice as fast with
10-ns cycles, it was observed that residues A397–I402 pro-
duced similar results, whereas residues A403–V408 showed
minor qualitative differences in that the probability density in
the b-preferred region was seen to increase for residues A403
and P405–V406 from the PVP region.
Another way to examine the backbone ﬂuctuations is by
time series trajectories. Fig. 4 shows the backbone dihedral
trajectories for a single monomer from the pore domain model
channel undergoing 20-ns cycles, and Fig. 5 shows those for
a different monomer from the full model channel undergoing
10-ns cycles. In both ﬁgures the ﬂuctuations at the glycine
hinge (G398) and nearby residues are seen to have a small
amplitude whereas residues near and including the PVP re-
gion (A403–P407) exhibit somewhat larger ﬂuctuations. In
particular, the ﬂuctuations in P405 are seen to follow closely
the underlying conformational cycling of the channel.
Evidence of coordinated motion among residues near and
including the PVP region in the pore domain model is seen in
Fig. 4. The excursion of V406 is seen clearly as the isolated
cluster of conformations in theb-region of the Ramachandran
plot in Fig. 3. On further inspection, Fig. 4 shows that V406
had started in the a-region, had passed to a nearby confor-
mational basin, remaining there for ;7 ns while passing
through the 80 ns time point of the simulation, and then had
jumped to the isolated cluster; shortly after, V406 returned to
the favorable a-region. In another simulation in which the
pore domain model channel was subject to 10-ns-long cycles
for 120 ns, this sudden jumping behavior was not observed.
Evidence of coordination in the full model channel is seen in
Fig. 5 for residues L400–T401 and A403–L404. In none of
the simulations did we observe, in terms of backbone dihe-
dral angles, any readily discernible synchronized activity
between channel monomers.
Backbone dihedral trajectories for residues downstream
from the PVP region were also examined. As with residues
A397–V408, the backbone torsional angles of I409–H418
were found to correspond to the Ramachandran a-region, but
TABLE 1 Most probable RMSDs of the S5 and S6
transmembrane helices (for the Shaker pore domain model
channel) relative to the end-point reference states
S5 RMSD (A˚) S6 RMSD (A˚)
Cycle time (ns)
(Relatiave
closed)
(Relatiave
open)
(Relatiave
closed)
(Relatiave
open)
2 1.68 1.32 2.20 1.50
10 1.34 1.10 2.20 1.32
20 1.38 1.16 2.16 1.24
N (equilibrated) 1.49* 1.05* 1.57* 1.21*
Values for the equilibrated channel were based directly on the prepared
energy-minimized structures with no history of cycling simulations.
RMSD, root mean-square deviation.
*Averaged value.
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other regions were found to be sampled as well. Starting at
approximately residue F416 and downstream, dihedral an-
gles for residues often extended into the b-allowed and
b-preferred regions, and, for larger amplitude motions, into
the left-handed a-helix region. The large amplitude motions
are likely to be a result of those residues’ location near the end
of the S6 inner helix.
The trajectories in Figs. 4 and 5 are typical of individual
monomer trajectories in the simulations of both models, es-
pecially the relatively small amplitude of the ﬂuctuations at
the glycine hinge as compared with the PVP region.
Fig. 6 shows a summary of several structural properties of
the pore domain of the full model channel during confor-
mational cycling. In general, the sinusoidal variation of the
soft-restraint time constants (see Eq. 4) at the top of Fig. 6
shows good correspondence to the cyclical variations in the
computed properties. Backbone RMSD values (relative to
the energy-minimized end-point states) reach their individual
peak values at or near the open and closed states during each
cycle. As a whole, the RMSD values vary only slightly be-
tween one cycle and another. Both S5 and S6 helices are
calculated to have a closest approach to the reference con-
ﬁgurations of ;2 A˚ RMSD, and the maximal RMSD for the
S6 inner helix (;6 A˚ RMSD) is larger than that of the S5
helix (;4 A˚).
Channel geometry and bottleneck
Samples of cross-sectional area proﬁles as computed by
SAXA (see Methods) for the entire length of the full model
channel are shown in Fig. 7 for times corresponding to the
end-points and mid-points of the 10-ns cycles. Although
there is very little variation from cycle to cycle among open
channel proﬁles, there is signiﬁcantly more variation among
mid-point and closed end-point proﬁles, particularly in the
;10-A˚ region at the intracellular mouth of the channel. The
proﬁles show the presence of a ‘‘bottleneck’’ that is found
anywhere along an ;20-A˚-wide range located toward the
intracellular end of the channel. The time series of the bot-
tleneck size in Fig. 6 shows a periodic variation that corre-
sponds to the variations of the soft-restraint relaxation time
constants.
Further analysis of the bottleneck sizes for the full model
channel is shown in Fig. 8, where the cycles have been su-
perposed and the corresponding probability distribution of
bottlenecks sizes has been formed. In addition, the data is
partitioned into a group of transitions that open the channel
from a closed state (Fig. 8 A) and a group of transitions that
close the channel from an open state (Fig. 8 B). The results of
curve ﬁt to the distributions listed in Table 2 indicates two
distinct peaks at ;15–17 A˚2 and ;80 A˚2 that could be
identiﬁed as the most probable fully closed and fully open
FIGURE 3 Ramachandran plots of residues near the
glycine hinge (G398) and Pro-Val-Pro (P405–P407) re-
gions of the S6 inner helices of native open Shaker over
several 20-ns cycles. Backbone angles (gray) from all four
monomers are superposed (gray). Contours as in Fig. 2.
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channels, respectively. The distributions in Fig. 8 show that
the smaller bottleneck size is preferred to the larger. A pos-
sible explanation for this difference is seen in Fig. 9, where
we have superposed multiple cycles and averaged the bot-
tleneck sizes for each time point. The curves in Fig. 9 C show
that during mid-transition, the average bottleneck sizes of
opening transitions are systematically smaller than those of
closing transitions by;10 A˚2. In contrast, when the channel
is very near either the open or closed state (e.g., within 0.5 ns
of either state), the average bottleneck size seems to be in-
dependent of the direction of the transition. The overall
bottleneck histogram curve ﬁt was improved by including a
FIGURE 5 Same as in Fig. 4, but for the full model channel undergoing 10-ns cycles.
FIGURE 4 Time series of relaxation constants and backbone torsional angles. Trajectories for residues including the glycine hinge and PVP region (A397–
V408) are shown for a single monomer in the pore domain modeled channel undergoing 20-ns cycles.
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third ﬁtting function for the modest intermediate peak in Fig.
8. That third peak converged at;47–48 A˚2. The necessity of
the third peak of intermediate cross-section area to ﬁt the
distribution is suggestive of the existence of a short-lived
intermediate conducting substate.
In the corresponding analysis of the pore domain model
channel (not shown), there was a signiﬁcant peak at 0 A˚2. We
found that it was not until one Gaussian center was ﬁxed at
0 A˚2 that the locations of two other distinct peaks converged.
One of other peaks converged to;24–25 A˚2 for simulations
of 10-ns cycles and ;27 A˚2 for 20-ns cycles. The difference
between opening and closing transitions for both was,1 A˚2.
It is this peak that corresponds to the intermediate substate
suggested by the analysis of the full model (Rosetta-based)
channel. The other remaining peak converged to ;73 A˚2
during opening transitions and to ;67–68 A˚2 during the
closing transitions of both 10- or 20-ns cycle simulations.
This was the only analysis for which there was signiﬁcant
difference in the results between the pore domain and the full
(Rosetta) models; i.e., the pore domain model showed sig-
niﬁcant incidence of total physical closure (zero minimum
cross-section) at the closed part of the cycle and also a more
prominent peak suggestive of an intermediate conducting
state. We attribute these differences to the more accurate
modeling of the closed state in the Rosetta structure.
Analysis of both the pore domain model and full model
channels showed the presence of an effective time lag in
opening a channel from the closed state. In Fig. 9 A for the
pore domain model, there is about a 2-ns delay before the
closed channel opens appreciably, whereas in Fig. 9 B for
the full model, the delay, if any, is substantially less. In either
model there does not seem to be a corresponding delay on
closing the channel from an open state. Whereas the formu-
lation of the soft restraints in Eq. 4 do not distinguish between
open and closed states, the simulations show that, indeed, the
channel dynamics near the open and closed states are dif-
ferent from each other. We therefore infer that the forward
and reverse conformational pathways of the channel cycles
are qualitatively different.
The computed locations of the bottleneck sites were found
to be distributed within a 20-A˚-long region along the channel
axis. Fig. 10 shows the time course and spatial distribution of
bottlenecks for opening (Fig. 10 A) and closing transitions
(Fig. 10 B) in the full model channel undergoing 10-ns cy-
cles. A listing of the locations of the peaks in the distributions
shown in the right-hand panels is provided in Table 2. In the
FIGURE 6 Time series of relaxation constants, given by Eq. 4, and
various structural properties of the full model channel undergoing 10-ns
cycles. (Top to bottom) RMSD of a-carbons of the S5 and S6 transmem-
brane helices relative to the energy-minimized open and closed end-point
structures. Bottleneck size of the channel computed from cross-sectional
area proﬁles of the lumen (sampling rate, 20 ps). Number of hydrogen bonds
between S6 inner helices below the glycine hinge for residues G398–T421.
FIGURE 7 Superposed solvent-accessible cross-sec-
tional area (SAXA) proﬁles of the full model channel
undergoing 10-ns cycles taken from precisely the start,
middle, and end of each 5-ns transition. Channels are
oriented with the intracellular end at left. Arrows indicate
the average positions (error bars,6s) of the two potassium
ions in the selectivity ﬁlter for the proﬁles shown here.
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left-hand panels, it is seen that the bottleneck locations in
closed and open states is markedly different. During the
course of a 5-ns transition (half of the full 10-ns cycle) from
the closed state to the open state (as the extent of opening
goes from zero to one), at 0 ns there are three possible bot-
tleneck regions, centered at;24, 30, and 35 A˚. After;2 ns,
the bottlenecks near 24 A˚ vanish, and near 3.5 ns the bot-
tleneck sites merge into a single region. From;3.5 to 4.5 ns,
the bottleneck sites separate into two new regions located at
;33–35 A˚ and a preferred region at ;37 A˚. The closing of
the channel (Fig. 10 B) essentially reverses this progression.
The residues and corresponding positions contributing to
bottlenecks within 1 ns of either the open or closed state were
identiﬁed (see Methods) from the V406–R419 portion of the
protein sequence and are listed in Table 3. Close to the
channel’s central cavity, V406 and P407 from the PVP region
were identiﬁed as bottleneck residues in both closed and open
channels. Visual inspection of snapshots of the protein near
the open state showed a kinked S6 helix in this region. In
addition, closed channels admitted more bottleneck sites to-
ward the intracellular end of the channel, namely S411 and the
bulkier N414, Y415, H418, and R419. Analysis of the pore
domainmodel for 10- and 20-ns cycles yielded similar results.
Interresidue hydrogen bonding
The ﬁnal panel in Fig. 6 for the full model channel is a time
series that shows an increasing number of hydrogen bonds
(H-bonds) across S6 inner helices below the PVP region as
the channel closes. This result was also observed for the pore
domain model channel (not shown). After the initial 15 ns of
simulation time, when the H-bond cycles seemed to have
stabilized with precision, the channel was calculated to attain
up to 16 H-bonds in or around closed state. The recalculation
of H-bonds excluding nitrogen acceptors systematically re-
duced the number of H-bonds by ;15%, implying that the
majority of H-bonds involves atoms on side chains rather
than along the protein backbone. The analysis further showed
that H-bonds between S6 inner helices were almost exclu-
sively between neighboring monomers, with next-nearest
neighboring monomers contributing up to two H-bonds near
the closed channel states.
To visualize the relationship between bottleneck size and
H-bond count, a histogram of time series data from Fig. 6 was
FIGURE 8 Modiﬁed time series and distribution of bottleneck size for the
full model channel for (A) opening and (B) closing transitions. In the right-hand
panels, the solid line is a least-squares ﬁt to a sum of three Gaussian distribu-
tions (dotted lines) whose parameters are given in Table 1. Bin width, 2 A˚.
FIGURE 9 Modiﬁed time series of bottleneck sizes, averaged across all
cycles for each time point, for (A) the pore domain model, (B) the full model,
and (C) both models superposed. The extent of opening accounts for points
in time associated with the closing transition that have been folded back onto
the time points associated with the opening transition. Opening transitions
(dark lines), with error estimate (6s, dashed lines), and closing transitions
(gray lines) are shown.
TABLE 2 Fitting parameters for bottleneck probability
distributions in Fig. 8 and bottleneck locations in Fig. 10 for
the full model channel undergoing 10-ns cycles
Transition
type
Peak likelihood
bottleneck areas (A˚2)
Peak likelihood
axial positions (A˚)
Opening 15.0, 47.0, 79.8 23.2, 30.3, 34.8, 37.3
Closing 16.9, 48.0, 79.7 23.8, 31.0, 34.8, 37.2
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formed, and the result is shown in Fig. 11. The number of
H-bonds is seen to be generally anti-correlated with the
channel bottleneck size. Two regions of highest probability
(indicated by the darker shading) are found; one region cor-
responds to seven H-bonds for the 15–20 A˚2 bottleneck bin,
and another region that shows zero H-bonds for the 75–80 A˚2
bottleneck bin. Additional calculations of the nonbonded
interaction potential energy among the soft-restrained por-
tions of the S6 inner helices (i.e., G398–T421) showed that
both the electrostatic and the van der Waals energy compo-
nents decreased (increased) in the negative (positive) direc-
tion as the channel approached the closed (open) state.
SUMMARY AND DISCUSSION
We have introduced a method called end-point targeted
molecular dynamics (EPTMD) that uses ‘‘soft’’ restraints to
transform a protein structure from one conformational end-
point state to another. We have applied EPTMD to the
opening and closing of the Shaker Kv1.2 channel in implicit
solvent. The EPTMD approach brings together several ele-
ments seen previously in other studies, e.g., a ﬁrst-order re-
laxation of a protein about a reference state (50), the notion of
targeted molecular dynamics using a single reference state
(39), and the motion of allowing intermediate conformational
pathways to emerge from the dynamics (9,82,83). EPTMD is
an extensible approach that provides a natural way to incor-
porate additional constraints as provided by experiment.
We considered two sets of end-point reference structures:
one set was derived from the native open x-ray structure and a
homology-modeled closed structure, and the other set used
the Rosetta structural predictions that accounted for the
membrane environment (53). Analyses carried out on both
systems yielded similar qualitative results, namely:
1. A sufﬁciently slow cycling rate (here, 0.1 ns1 or slower
for either system) that allows the cycling channel to get
close to end-point reference state. This criterion seemed
sufﬁcient to maintain good tertiary protein structure
throughout the transitions.
2. Backbone torsional angle ﬂuctuations for residues near
the PVP region of the inner helix may be coordinated.
FIGURE 10 Modiﬁed time series and distribution of bottleneck positions
along the channel axis for (A) opening and (B) closing transitions. Extent of
opening is as described in Fig. 9. Bin width, 0.5 A˚.
TABLE 3 Residues identiﬁed as among the top ﬁve residues
closest to the bottleneck region, for the full model channel near
open and closed states
Closed Open
Axial position
range (A˚) Residues
Axial position
range (A˚) Residues
21–26 S411, N414, Y415,
H418, R419
33–35 V406, P407,
I409, V410
29–32 P407, V410, S411,
F413, N414
37–38.5 V406
35–36 V406
Position ranges are based on the left-hand panels in Fig. 10. Underscoring
indicates that the residue was at least once the closest residue (see Methods).
FIGURE 11 Probability distribution of hydrogen bond count versus
bottleneck size, using the data from the full model channel undergoing
10-ns cycles in Fig. 6. B-spline contours (order 4) are drawn with an
outermost contour level of 0.5 and with increments of 0.5. Bottleneck bin
size, 5 A˚. Key: probability (3100).
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3. The narrowest part or bottleneck of the channel lumen,
aside from the selectivity ﬁlter, can occur at several
locations along the PVP region and downstream, particu-
larly for the those residues having bulky side chains. V406
and P407 of the PVP region were found to be potential
bottleneck sites in both opening and closing channels.
4. Hydrogen bonds may form between the inner helices
below the PVP motif at any time during the conforma-
tional cycling, particularly in the closed channel state.
They are likely responsible for the several nanosecond
delay in the opening of the channel from the closed state.
5. The time course of the bottleneck size for channels in
the process of opening versus closing are measurably
different.
6. The asymmetries in the opening and closing transition as
seen by hydrogen bond formation and bottleneck size
suggest that the opening and closing conformational
pathways are somewhat different.
7. The presence of an intermediate structural substate as
evidenced by the distribution of bottleneck sizes deﬁning
the size of the gap between S6 inner helices.
These simulations support experimental observations
concerning the behavior of proline and glycine within
a-helices. Prolines are known for their propensity to desta-
bilize the helix due to the discontinuation of intramolecular
hydrogen bonds along the helix (84). It has also been found
that ﬂexible prolines are required for the gating of Shaker-
like channels (73) and that helix ﬂexibility of proline-con-
taining transmembrane helices extends three to four positions
upstream from the PVP motif (85,86). Experimental evi-
dence of the importance of a highly conserved glycine
serving as a molecular ‘‘hinge’’ (87) in the middle of the
inner helix was indicated in a mutational study wherein the
site-directed mutation of glycine to alanine resulted in no
expression of the channel protein (88). All of these obser-
vations are supported in Figs. 4 and 5 where it is seen that
ﬂuctuations in backbone torsional angles for several residues
just upstream from the PVP region tend not only to occur, but
also to occur in registry with the applied soft restraints,
whereas the ﬂuctuations of the glycine hinge are much
smaller. Our results suggest that the protein’s amino acid
sequence could predispose it to certain inherent dynamical
behavior, even when the solvent is treated implicitly.
Our identiﬁcation of bottleneck residues is supported by
both experimental and theoretical investigations. With regard
to experimental support, Hackos et al. (74) have carried out a
mutational scan of residues in the S6 gate region of Shaker
H4 to ﬁnd positions that affected the measurement of ionic
currents. Those authors concluded that V478 and F481
(correspondingly, V410 and F413 in this work) may be in-
volved in the occlusion of the pore. Our bottleneck analyses
indicated in Table 3 that our V410 but not our F413 was
closest to the channel lumen. With regard to theoretical
support, Treptow et al. (89) have used molecular dynamics
techniques to compute the free-energy proﬁle of an ion tra-
versing the activation gate region in a partially opened and in
a fully closed Shaker channel having all six transmembrane
segments while embedded in a lipid environment. Those
authors found that Y485, N482, V478 (corresponding to
Y417, N414, V410, respectively, in this study) tended to
obstruct the ion-conduction pathway, and that the main en-
ergy barrier to ion permeation was associated with V478. Our
results in Table 3 support those authors’ result.
The substate suggested by the bottleneck distributions in
this work may correspond to a kinetic substate. Schoppa and
Sigworth (90) have proposed a comprehensive kinetic
scheme to describe electrophysiological properties of wild-
type and L370V mutant Shaker 29-4 channels. Their scheme
consists of several model classes describing the number of
transitions that each monomer can undergo before all the
monomers together undergo a series of collective motion en
route to the open state. The backbone torsional angles of
residues near the PVP motif in this work were seen to un-
dergo ﬂuctuations that corresponded to the b-region of
Ramachandran space. In particular, V406 in one monomer
underwent a brief, one-time transition from the a-region to
the b-region, suggesting that the movements of monomers
are independent. The sample size of such events in this work,
however, is small, preventing us from making meaningful
contact with those authors’ kinetic scheme at this time.
In closing, we note that in this work simulations of over
0.1 ms in duration were readily achieved using an explicit
channel protein embedded in an implicit medium represent-
ing a solvent plus lipid environment. It has been suggested
previously (91) that to extend simulations to the 10-ms re-
gime that seems to correspond to the fast component asso-
ciated with the opening and closing of the Shaker channel
(92), improved molecular dynamics methods would be re-
quired. This work, using a reduced system representation
together with the use of soft restraints to modify the channel’s
tertiary structure, is but one such possible method.
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