Sharp Sobolev space estimates for solutions of neutral difference-differential equations with arbitrary index are obtained without the assumption that the roots of the characteristic quasipolynomial are separated. The proof is based on the fact that the system of divided differences of the exponential solutions forms a Riesz basis. Moreover, it is proved that, under more general conditions, the system of exponential solutions is minimal and complete.
§0. Introduction
In the present paper, we study the initial problem for the neutral difference-differential equation a 0m u (m) (t) + · · · + a km u (m) (t − h k ) + · · · + a nm u (m) (t − h n ) = 0, t > 0, with several delays and with the initial condition u| (−hn,0) = g.
Here, the terms with integrals and the terms with lower derivatives are omitted. The solutions are studied in the scale of Sobolev spaces H s for s ≥ m. The basic assumption is that a 0m = 0 and a nm = 0. Under this assumption, the zeros {λ q } of the characteristic quasipolynomial L(λ) lie in the strip κ − ≤ Re z ≤ κ + , where κ + := sup Re λ q and κ − := inf Re λ q . Using some properties of the family of exponential solutions, we prove the following sharp estimates for the solutions: where the constant M is determined by the function L(λ).
We note that the estimates obtained are valid also for all s ≥ m such that s is not a half-integer even if the zeros of L(z) are not separated.
Under the separation assumption, the above estimates were obtained for all integral s in [7] , [8] ; for the nonintegral s, they were announced in [9] , [27] .
Estimates similar to (0.1) but with κ + replaced by κ + + ε, ε > 0, have long been known; see, e.g., [10] , [14] , [15] . Our estimate (0.1) is sharp in the following sense: the constants κ ± cannot be replaced by κ + − ε and κ − + ε, respectively, with any ε > 0. Moreover, the exponent M also cannot be reduced to fit for all g.
The proof is based on the properties of the family V of exponential solutions of the problem (in the case where the quasipolynomial L(λ) has only simple roots λ q , this family has the form {e λqt }). The case where the roots are separated and s is an integer was studied by the first author in [7] , [8] . In the present paper, we succeeded in lifting the above-mentioned restrictions by applying two recent results of the second author [1] , [6] .
For m = 1 (see (1. 3)), estimates of the form (0.1) and the basis property of exponential solutions in the vector case (i.e., when the a kj are square matrices) in the scale of Sobolev spaces of vector-valued functions with integral index were treated in [16] , [17] . With a different notion of solutions, the basis property of the exponential solutions in the space L 2 ((−h, 0), C m ) ⊕ C m was studied in [20] . The completeness property of the exponential solutions was studied by many authors (starting, apparently, with N. Levinson [21] ) both in the scalar and vector cases. We mention only the papers [18] - [20] (see also the references therein).
The outline of the present paper is as follows. After giving a definition of the solution of a problem in H s and stating the compatibility conditions, we introduce some family of exponential solutions V and study its completeness and minimality. The study of decompositions with respect to V is split into several steps. Since we do not assume that the zeros {λ q } are separated, the family V may fail to constitute a Riesz basis in a subspace of H s . Therefore, first we consider bases of subspaces generated by exponentials with close points λ q . In each subspace of this form we take the basis formed by divided differences (functions of the form e µt , (e µt − e λt )/(µ − λ), etc.), obtaining a family Φ.
If we remove m elements, then Φ becomes a basis in L 2 (−h, 0) (see [1] ). Using this fact and an idea of D. Russel [22] , we see that, in the spaces H m , H m+1 , . . . , the initial family of divided differences forms a Riesz basis in the closure of its linear span, and its codimension is equal to 0, 1, . . . , respectively. To prove the basis property in a Sobolev space with nonintegral index, we use the results of the paper [6] on interpolation of subspaces and the basis property of exponentials in intermediate spaces. It turns out that Φ is a Riesz basis in the closure of its linear span in H s for all s except the singular points s = m + 1/2, m + 3/2, . . . , and in the latter case Φ is a Riesz basis in a space with a stronger metric. Imposing the necessary compatibility conditions at t = 0 that ensure the solvability of the problem, we obtain a Riesz basis in the subspace H s U ⊂ H s of admissible initial functions.
The upper estimates are obtained by expanding the initial function g with respect to the resulting basis. The lower estimates are obtained in a similar way, but unlike the upper estimates, the lower ones are not uniform with respect to g: the constant c(g) in (0.2) cannot be replaced with c g . At the singular points s = m + 1/2, m + 3/2, . . . similar estimates are valid in spaces with metric stronger than that in H s . The main results of the present paper were announced in [27] . §1. The initial problem for a neutral difference-differential equation
We consider the following initial problem:
Here 0 = h 0 < h 1 < · · · < h n =: h, the a kj are complex coefficients, and the functions B j (τ ) are in L 2 (0, h). The function g is assumed to belong to the Sobolev space H s (−h, 0) with s ≥ m. For the definition and properties of Sobolev spaces, see the rest of this section and also [ 
By the trace theorem (see [5] ), these conditions are necessary for the existence of smooth solutions if s > m + 1/2.
We recall the definition of the Sobolev space for an arbitrary positive p. We define H p (R) to be the space of all f ∈ L 2 (R) such that
where f is the Fourier transform of f . For an interval (−h, 0), by definition, the Sobolev space H p = H p (−h, 0) consists of all restrictions of the functions in H p (R) to the interval (−h, 0) (with the corresponding quotient norm). It is well known that if p = m, then
, with the following (equivalent) norm f Hm :
It is important that, for 0 < p < 1, the space H p is an interpolation space: Let Λ = {λ q } be the zeros of the characteristic function, and let ν q be the multiplicity of λ q ; we arrange the λ q in the ascending order of moduli (taking multiplicities into account). Consider the following family V = {v qj } of exponential solutions of (1.3):
We note that the family
is almost normalized in the space H s . For nonintegral s this fact was proved in [6] in the case where the zeros of L(λ) are simple. In the case of multiple zeros, the proof is similar. If all terms involving integrals vanish, the function L(λ) is called the characteristic quasipolynomial of equation (1.3) (see [10] ).
To investigate the family of exponential solutions, we shall study the behavior of the characteristic function in the entire complex plane.
In what follows, we write
if there exist positive constants c and C independent of x and such that
We use the symbols ≺ and for one-sided estimates of this type. In the following lemma, we extract the principal parts of the characteristic function as Re λ → +∞, Re λ → −∞, and in the strip parallel to the real axis. To express the principal parts in terms of coefficients, we impose some subordination conditions on the integral terms. Lemma 2.1. a) Suppose that a 0j+ = 0 for some j + , and that the coefficients a 0j and the integral terms B j (t) are zero for j > j + . Then, as Re λ → +∞, the characteristic function has the asymptotics
uniformly with respect to Im λ. b) Suppose that a nj− = 0 for some j − , and that the coefficients a nj and the integral terms B j (t) are zero for j > j − . Then, as Re λ → −∞, in the region | Re λ| > c ln | Im λ| with sufficiently large c, the characteristic function has the asymptotics
uniformly with respect to Im λ. If a nm = 0, then this asymptotics remains valid as Re λ → −∞ without any restrictions on the real and imaginary parts of λ. c) If at least one of the coefficients a km , k = 0, 1, . . . , n, is nonzero, then, for sufficiently large c, C, and R, on the set {λ|c < Re λ < C, |λ| > R} the characteristic function admits the estimate
uniformly with respect to Im λ.
Proof. a) As Re λ → +∞, the principal contribution of the nonintegral terms into the behavior of L(λ) is given by the terms with minimal shift, and among them, by the terms with the largest power of λ. Under the conditions of statement a), the characteristic function can be represented in the form
By the Riemann-Lebesgue lemma, the integral terms tend to zero, which implies a). b) As Re λ → −∞, the principal contribution to the behavior of the function L(λ) is given by the terms with the maximal shift. Therefore, the representation
c) For c < Re λ < C, if c is large, the principal contribution to the behavior of L(λ) is given by the terms with the largest power, and among them, by the terms with the minimal shift. This yields c). Lemma 2.1 is proved.
We note that many authors studied the behavior of the function L(λ) obtaining estimates of L(λ) in the case where B j (τ ) ≡ 0, j = 0, . . . , m. Here, we only mention the book [10] (see also the references therein).
Completeness and minimality of the family of exponential solutions.
Here, we use the characteristic function in order to study the completeness and minimality properties of the family V of exponential solutions (see (2.6)).
Under any of the conditions occurring in statements a)-c) of Lemma 2.1, the family V is complete in the spaces H m (−h, 0) and H s U . Proof. a) For simplicity, we only consider the case where the function L has simple zeros.
It is also convenient to talk of a dual family rather than of a biorthogonal one. We show that, for any ε > 0, there is a family ψ q of nonzero functionals over H p (−h, 0), p = m − 1/2 + ε, such that
On the set E of functionals over the space of infinitely differentiable functions defined on [−h, 0], we consider the Fourier-Laplace transformation
We have
where ϕ, f (·) is the value of the functional ϕ at f . For each q, the function ψ q (λ) :=
is an entire function of exponential type 0 in the left half-plane and of type h in the right half-plane. The explicit form of the characteristic function L(λ) shows that
By the Paley-Wiener theorem, there exists a functional ψ q in [H p (−h, 0)] that is the preimage of ψ q under the Fourier-Laplace transformation:
This yields the required family of functionals. b) Assume that the family V of exponential solutions is not complete in H m (−h, 0). Then there exists a nonzero function f (t) in H m (−h, 0) orthogonal to V . We show that this leads to a contradiction.
We consider the function
and prove that F is zero.
Since f (t) is orthogonal to the exponential solutions e λqt , te λqt , . . . , t νq−1 e λqt in H m (−h, 0), and the function L(λ) has zero of order ν q at λ q , we see that the function F (λ) is regular at all points λ q ; consequently, F is an is entire function.
First, we obtain an estimate for the numerator F 1 (λ) of F (λ). In the entire complex plane, we have the following estimate for F 1 :
In an arbitrary strip parallel to the imaginary axis, by the Riemann-Lebesgue lemma, we have the asymptotic formula
Estimates (2.7), (2.8), and (2.12) imply that, for every ε > 0, there exists R > 0 such that in the region {λ | |λ| > R, | arg λ − π/2| < ε, | arg λ + π/2| < ε} the function F (λ) admits the estimate
Using (2.14) and the fact that F (λ) is an entire function of exponential type, and applying the standard argument based on the Phragmèn-Lindelöf theorem, we obtain the estimate |F (λ)| ≤ d 2 |λ| w in the entire complex plane. It follows that F (λ) is a polynomial of degree at most w.
By statement c) of Lemma 2.1, only finitely many zeros lie in the strip {c < Re λ < C} for sufficiently large c. Now, from (2.9) and (2.13) it follows that
To finish the proof of the fact that the family V is complete in H m (−h, 0), it remains to observe that the above relation implies the identity f (t) ≡ 0, because the family {e λt } λ∈C of exponentials is complete in H m (−h, 0) (see, e.g., [22] ). Now, we study the completeness of V in H p (−h, 0) for m < p ≤ m + 1. For this, with the characteristic function L(λ) we associate the functional ψ L the Fourier-Laplace transform of which is L(λ), ψ L = L. By (2.11), ψ L is vanishes at all exponential solutions, and we conclude that Now, assume that V is not complete in H p for p ≤ m + 1/2. Then the defect of V is equal to 1, and there exists a functional ψ the kernel of which coincides with the closure of the linear span of V in H p . The Fourier-Laplace transform ψ of this functional is an entire function of exponential type, and the zeros of it coincide with Λ (with multiplicities taken into account). Indeed, should ψ have an extra zero, we would have dealt with a complete family, as the following lemma shows.
, and its defect is 1. Then, adding toṼ the element e µt with µ ∈ Λ or the element t r e µqt (if e µqt , te µqt , . . . , t r−1 e µqt are already inṼ ), we obtain a complete family.
Proof. The arguments are the same as in the proof of a similar statement for the space of square-integrable functions (see [13] ). For completeness, we outline the proof in the case where the spectrum Λ is simple. Let e µt ∈ H p (−h,0) V . Then H := H p (−h,0) e −µt V contains the function identically equal to 1. Since integration is a continuous operation and the indefinite integrals of the elements of H lie in H, we have t ∈ H, t 2 ∈ H, . . . , so that the set of polynomials is dense in H. Consequently, H coincides with H p . Therefore,
Now, we consider the function ψ/L. This function has no zeros, and its order and type do not exceed those of ψ and L (see [23, p. 35] ); ψ/L = exp(aλ + b). In this case, ψ cannot be square-integrable with the weight (1 + |λ| p ) −1 on the lines parallel to the imaginary axis. This contradicts the fact that the function ψ is bounded on H p . This proves the completeness in H p for p ≤ m + 1/2.
To find the defect in H p (−h, 0) for p > m + 1, we need the following lemma. Proof. Consider the integration operator J,
Then J is bounded as an operator from H p−1 to H p . The inverse to B ψ can be represented in the form
Consequently, this operator is bounded as an operator from H We show that any solution of (1.3) that decays faster than any exponential is identically zero. Such statements are called theorems of Phragmèn-Lindelöf type (or statements about small solutions). Let U α denote the subset of solutions u(t) of (1.3) such that e αt u(t) ∈ L 2 (R + ), α > 0.
Proof. This theorem can be proved in the same way as Theorem 2.1 (b) on the completeness of exponential solutions. We outline the arguments in the case where B j (τ ) ≡ 0, j = 1, 2, . . . , m.
Consider the Laplace transform u(λ) of a solution u(t). Integrating by parts, we obtain
The relation u(t) ∈ U α implies that the function u(λ) admits holomorphic extension to the half-plane {λ : Re λ > −α}. Now, since u(t) ∈ α>0 U α , we see that u(λ) is an entire function, and the form of q(λ) shows that u(λ) is an entire function of exponential type at most h.
As in the proof of Theorem 2.1, we can easily show that the function u(λ) is bounded for λ ∈ {λ : | arg λ| < π/2 − ε; | arg λ| > π/2 + ε}, ε > 0. The Phragmèn-Lindelöf theorem shows that u(λ) is an entire function bounded in the entire complex plane. Since u(λ) → 0 as Re λ → +∞, we obtain u(λ) ≡ 0, whence u(t) ≡ 0 by the inversion theorem.
Remark 2.3. Some conditions ensuring the absence of small solutions of a first order vector system were obtained in [18] (see also [15] , [19] ). However, using the standard passage from (1.3) to such a system, we obtain a characteristic function the determinant of which fails to have the maximal exponential type mh, and this does not allow us to apply the results of [18] .
A basis of subspaces.
If we deal with several delays and these delays h j are incommensurable, then, as a rule, the set Λ is not separated, and the set V does not form an unconditional basis in its span in H p (0, T ), no matter what T and p may be. However, it turns out that if we combine (unite) close points of the spectrum, then the subspaces spanned by the corresponding exponentials constitute an unconditional basis.
In what follows we assume that the conditions a 0m = 0 and a nm = 0 are satisfied. Then, by Lemma 2.1, the spectrum Λ of V lies in a strip parallel to the imaginary axis,
As in [2] , [3] , [25] , we construct certain subspaces of exponentials. For every λ ∈ Λ, we denote by D λ (r) the disk of radius r with center λ. Let G (q) (r), q = 1, 2, . . . , be the connected components of λ∈Λ D λ (r). Let Λ (q) (r) be the sequence of points of Λ lying in G (q) , let Λ (q) (r) := Λ ∩ G (q) (r), and let L (q) (r) be the subspaces formed by the corresponding exponentials t n e λt , λ ∈ Λ (q) (r), n = 0, . . . , ν λ − 1 (ν λ is the multiplicity of λ). We denote by L := L(r) the family {L (q) (r)} and by M q = M q (r) the number of points in Λ (q) (with multiplicities taken into account). Proposition 2.1. If a 0m = 0 and a nm = 0, then, for sufficiently small r, the numbers M q (r) are bounded uniformly in q.
We consider arbitrary m zeros λ 1 , λ 2 . . . , λ m of L. The asymptotic relations obtained before imply that the function 0 (r)} is as follows: if λ j is a simple zero of L(λ), then we remove e λj t from the basis of the corresponding subspace {L (q) }; if λ j is a zero of multiplicity n + 1, then we remove the element t n e λj t with the highest exponent n.
The operator of multiplication by e αt is an isomorphism of the space H n (−h, 0) for each n, and it shifts the spectrum Λ by α (in C). Therefore, when studying the basis property, we assume that Λ lies in the half-plane Re z < 0. All elements of V lie in H n (−h, ∞) for every n.
The following result guarantees that the family L 0 is a basis in the case of a semiaxis.
Proposition 2.2 ([2]
, [3] ). If Λ lies in a strip located in the left half-plane and parallel to the real axis, and Λ can be represented as a finite union of separated sets, then for every r > 0 the family L 0 of subspaces forms an unconditional basis in the closure of its linear span in L 2 (0, ∞).
Since L 0 (λ) is a function of sine type and of exponential type 0 in the right half-plane and type h in the left half-plane, the projection P h from the closure of the linear span of L 0 in L 2 (0, ∞) onto L 2 (−h, 0) is an isomorphism (see [11] , [4] ). Thus, the family L 0 is a basis in L 2 (−h, 0). Observe that the same family is a basis in L 2 on every interval of length h. Indeed, the shift operator f (t) −→ f (t + R) is an isomorphism between the spaces H n (−h, 0) and H n (R − h, R) for every R, and it preserves the subspaces L (q) 0 . b) Now, we proceed to the study of the basis property in Sobolev spaces with integral index.
In order to apply Lemma 2.3, we consider the functional ψ 0 equal to the Fourier-Laplace transform of L 0 (λ). The same argument as in the proof of Theorem 2.1 shows that the functional ψ 0 is bounded on H 1 (−h, 0). Now, Lemma 2.3 implies that the family L 0 of subspaces forms a Riesz basis in the closure of its linear span in the subspace Ker ψ 0 ⊂ H 1 (−h, 0) of codimension 1. Indeed, the subspaces L (−h, 0) , H] p . The problem of determining the metric in such subspaces was solved in [6] . In the simplest case where the Fourier-Laplace transform L 0 (λ) of ψ 0 is bounded from above and bounded away from zero as λ → ±i∞, the following statement is valid.
Proposition 2.3. Suppose that the relation
is valid on the line Re λ = α. Then, for 0 ≤ p < 1/2, the space [L 2 , H] p coincides with H p and has an equivalent metric; if 1/2 < p ≤ 1, then [L 2 , H] p is a proper subspace of H p of codimension 1 and has an equivalent metric; if p = 1/2, then the space [L 2 , H] 1/2 is dense in H 1/2 and has a stronger metric.
This allows us to conclude that the family L 0 is a Riesz basis in H p (−h, 0) for p < 1/2 and is a Riesz basis in the closure of its linear span of codimension 1 in the space H p (−h, 0) for 1/2 < p ≤ 1.
Applying Lemmas 2.3 and 2.2 once again, we see that, if s is not a half-integer, in the space H s the family L 0 is an unconditional basis in the closure of its linear span, and that the defect is equal to [s + 1/2]. By Lemma 2.2, the defect of V is [s − m + 1/2]; consequently, L is an unconditional basis in H s U , because the space H s U is determined by the functionals at which the exponential solutions vanish. Theorem 2.3 is proved completely.
The basis of divided differences.
If the set Λ is not separated, then V is not uniformly minimal. To obtain a basis, we need to choose appropriate linear combinations of exponentials in each subspace L (q) . It turns out (see [1] ) that it is convenient to take the so-called divided differences.
Let µ k , k = 1, . . . , m, be arbitrary complex numbers, not necessarily distinct. If the points µ k are distinct, then it is easy to obtain explicit formulas for the divided differences:
In particular, [µ 1 , µ 2 ] = e µ 1 t −e µ 2 t µ1−µ2 . For more details about the divided differences, see [1] and [12, p. 228] .
Let Λ (q) (r) = {λ j,q }, j = 1, . . . , M q (r), be the sets introduced in Subsection 2.2. We denote by Φ := {Φ (q) (r)} the family of divided differences corresponding to the points of Λ (q) (r),
The family Φ (q) (r) depends on the enumeration of the points in Λ (q) (r), though each divided difference depends on λ j,q in a symmetric way. Observe that the functions ϕ q,j := ϕ q,j (|µ q | + 1) s are almost normalized in the space H s (−h, 0); here µ q := max j=1,...,Mq |λ q,j |. Theorem 2.4. Suppose that a 0m = 0 and a nm = 0, and that s ≥ m is not a half-integer (s = m + 1/2, m + 3/2, . . . ). Then the family {ϕ q,j } q,j is an unconditional basis in the spaces H m (−h, 0) and H s U . Proof. Since {L (q) (r)} is a Riesz basis in H m (−h, 0) by Theorem 2.3, it suffices to check that, for all q, in the finite-dimensional space L (q) (r) the divided differences Φ (q) form a basis uniform with respect to q in the sense that the operators that take Φ (q) to orthonormal bases are bounded together with their inverses uniformly with respect to q. For the space L 2 , this was done in [1] ; it is easily seen that for the Sobolev spaces H n with integral n the proof is similar. Therefore, the statement is also true for the intermediate spaces.
§3. Estimates of solutions
Using Theorems 2.1 a) and 2.3 and the approach suggested in [7] , [8], we can obtain the following upper bound for the solutions of problem (1.3). 
where the constant d is independent of g and T , and M is defined as follows:
Remark 3.1. 1. Roughly speaking, M is the maximal multiplicity of the points of the spectrum near its right boundary Re λ = κ + . 2. If s is a half-integer (s = m + n + 1/2 and n is a positive integer), then estimates similar to (3.15 ) are valid with a stronger norm, · * ,m+n+1/2 . We have
3. If the set Λ is separated, the constant M can be estimated as follows:
Proof of Theorem 3.1. We enumerate the points in Λ (q) = {λ q,1 , . . . , λ j,q , . . . , λ q,Mq } in such a way that Re λ q,j be monotone nondecreasing in j and put κ q := max j Re λ q,j . Then κ q = Re λ q,Mq .
Next, we expand the initial function g(t) ∈ H s U with respect to the basis of subspaces:
where the functions ψ q (t) are in L (q) ; they in turn can be expanded with respect to the divided differences,
with constants independent of g and q. Since each component ψ q is a linear combination of exponential solutions, the formal solution can be written as
and it satisfies the initial condition for t ∈ [−h, 0] and converges in the space H s (T −h, T ) . Consequently, this series is a solution of the problem in the sense of our definition.
The following two lemmas allow us to estimate the divided differences ϕ q,j and the functions ψ q . Lemma 3.1. For all n, q, and j, we have (3.19) where the constants C and C 1 depend only on n and M q .
Proof. For Z = Z(λ q,1 , λ q,2 , . . . , λ q,j ), Definition 2.1 implies the relation
Putting δ q,j = λ q,j+1 − λ q,j and using the relations
we obtain the estimate
This yields (3.18) . Next, the estimates (3.19) . Lemma 3.1 is proved.
Lemma 3.2. For all q and p, the inequality
is valid with c q := {c q,j } and c q l 2 = ( Mq −1 j=0 |c qj | 2 ) 1/2 . For the integral values of p, this statement follows from the preceding lemma and the inequalities
2 is a consequence of the following well-known inequality (see [5, (2. 43)]) for the norms in the interpolation spaces [X, Y ] θ :
We return to the proof of Theorem 3.1. It is easily seen that the shift t → t + T maps L (q) to L (q) . Using the notation ψ q (τ ) := ψ q (τ + T ), τ ∈ [−h, 0], we can represent the solution on the interval [T − h, T ] in the form
Since L is a basis, we obtain the estimates
with constants independent of T . Returning to the variable t and using Lemma 3.1, we see that
We put M (r, ε) := max{M q (r) | κ q > κ + − ε}. This is a monotone nondecreasing function of ε; it has a limit M (r) as ε → +0, and if ε is sufficiently small, then M (r, ε) = M (r). Therefore, there exists T such that, for all q, we have
Now from (3.20) and (3.21) we deduce the inequality
Since for all λ qj ∈ Λ (q) (r) we have 1 + λ qj ≤ 2(1 + µ q ) if r is sufficiently small, inequality (3.22) implies that
By (3.17) and (3.16), 0) . To finish the proof of Theorem 3.1, it remains to observe that the function M (r) is monotone nonincreasing as r → 0.
We pass to lower estimates for the solutions of problem (1.3), (1.4). 
where c(g) depends on g.
Proof. By (3.16) and (3.17), for every q we have
Let q be such that ψ q = 0, and let ξ 1 , ξ 2 , . . . , ξ N be points belonging to Λ q with multiplicities ν 1 , . . . , ν N . We expand ψ q in the exponential solutions,
where δ n → 0. As the initial functions, we take g m (t) := e imt + e i(m+δn)t . Then
and, for T = T m = π/δ m , we obtain In conclusion, we indicate how the properties of V can be related to spectral problems for differential operators.
The completeness, minimality, and basis properties of the family V of exponential solutions are closely related to the study of the operator of differentiation with multipoint conditions. We explain this in the case where s is an integer. Consider the operator Dg It should be noted that the proof of the Riesz basis property for subspaces, as given by the first author in [16] , [17] (in the vector case for m = 1), was based on the study of the resolvent of D.
Many authors studied the spectral properties of the differentiation operator D in other spaces (largely, in L p and C). We only mention the survey by A. M. Sedletskiȋ [26] (see also the references therein).
In turn, the investigation of the differentiation operator in the scale of Sobolev spaces with integral index s can be related to the study of the differentiation operator D with a spectral parameter in the boundary conditions. The case of nth order differential operators with a spectral parameter in the boundary conditions was treated in [25] . The methods of this paper can also be applied to the study of the unconditional basis property of L (p) in the space H m .
In our opinion, the study of the basis property, together with finding estimates for solutions, in the vector case in the scale of Sobolev spaces with an arbitrary real index is a topical problem that deserves attention.
