ABSTRACT Modern electricity markets with large penetration of renewable energy resources require fair and accurate pricing methods to elicit generation flexibility and foster competition in electricity markets. This paper proposes the fundamental theory and closed-form formulas for continuous-time locational marginal price (LMP) of electricity, which more accurately integrates the spatio-temporal variations of load and operational constraints of power systems in the electricity price calculation. This paper first formulates the network-constrained generation scheduling and pricing problems as continuous-time optimal control problems using two methods for modeling transmission network, i.e., Theta and generation shift factor (GSF) methods. The continuous-time network-constrained scheduling and pricing problems minimize in their objective functional the total operation cost of power systems over the scheduling horizon subject to generation and transmission constraints. The closed-form continuous-time LMP formulas are derived for each transmission network model, which explicitly include terms that reflect the simultaneous spatio-temporal impacts of transmission flow limits and intertemporal generation ramping constraints in LMP formation. A scalable and computationally efficient function space solution method is proposed that converts the continuous-time problems into mixed integer linear programming problems with finite-dimensional decision space. The proposed solution method enables high-fidelity solution of transmission-constrained scheduling and pricing problems in higher dimensional spaces, while including as a special case the current discrete-time solutions. The proposed models are implemented on a three-bus system and the IEEE reliability test system, where the proposed models showcase more accuracy in reflecting the impacts of fast net-load variations over discrete-time counterparts.
I. INTRODUCTION
Evolving electricity markets require fair and accurate pricing methods to maintain market transparency and efficiency and foster competition. Locational marginal price of electricity [1] , which represents the power system's operation cost increment due to incremental changes in nodal loads, is ubiquitously implemented in pricing engines of the market operators [2] - [4] . With the advancements in power systems operation and integration of emerging energy technologies, new challenges are introduced to pricing of electricity encouraging several lines of research to investigate the impact of non-convexities [5] - [9] , transmission architecture [10] ,
The associate editor coordinating the review of this manuscript and approving it for publication was Ton Do. market operator's objective function [11] , [12] , uncertainty of the renewable resources [13] , [14] , and data quality [15] on locational marginal prices (LMP).
The binary commitment variables, startup/shutdown costs, minimum generation constraints, and ramping limitations introduce non-convexities to the unit commitment (UC) problem, creating a gap between primal and dual solutions of the associated pricing problem. As a results, the LMPs may not support the equilibrium solution of the market and the out of market uplift payments may be warranted to make the generating units financially whole [16] . The pioneering work of Scheweppe et al. [1] mentions that the multiperiod coupling in generation complicates the calculation of electricity prices but does not offer a formulation for multiperiod calculation of prices. In [5] , the non-convexities are priced as separate commodities. In order to price these commodities, UC problem is first solved and the optimal commitment variables are calculated. Then, the commitment variables of the pricing problem are fixed to their optimal values calculated from UC solution, and the Lagrange multipliers associated with these new constraints are defined as non-convexity prices. In [6] , the convex hull pricing is proposed as an alternative pricing approach that embeds the non-convexity costs and eliminates the need for introducing new commodities. The convex hull pricing is further enriched in [7] - [9] , and has formed the foundation of extended locational marginal pricing developed by the Midcontinent ISO [17] , [18] .
In addition to the non-convexity pricing, locational marginal pricing has been explored from other perspectives. The LMP formulas are derived for hybrid AC/DC grid architecture in [10] through semi-definite relaxation of the optimal power flow problem. An alternative objective function for the market clearing problem is exercised in [11] and [12] , where instead of social welfare maximization the consumer payment is minimized, using a game-theoretic approach without [11] and with [12] network considerations. The impact of wind power uncertainty on the LMPs is addressed in [13] and [14] . In [13] , a modified Monte Carlo based method is proposed to specify LMP intervals associated with uncertainty intervals. In [14] , a bi-level model is developed to calculate the LMP intervals, minimizing/maximizing the LMPs in the upper level problem and solving the economic dispatch (ED) problem in the lower level. Increasing cyber-security issues in power systems has also motivated a study in [15] , which explores the impact of data anomalies from SCADA systems on real-time LMPs. Stepwise energy bids/offers submitted by the generators/loads may cause instances where multiple dual solutions (MDS) exist at which unique LMPs could not be obtained [19] , [20] . In [19] , a method predicated upon linear independence constraint qualification is proposed to detect MDS instances, while the notion of pseudo marginal bids/offers is introduced in [20] to eliminate the MDS problem. The similarity between the sensitivity analysis in calculus of variations and optimization problems used in power systems operation is studied for a subset of problems in [21] .
In the current literature on pricing, less attention has been given to the dimension of time in calculating LMPs, where the parameter and decision trajectories of the scheduling and pricing problems are approximated with zero-order piecewise constant values, leading to discrete-time LMPs that are constant within the time intervals and cannot capture the sub-interval variations of the nodal loads and operating constraints. Further, the generation ramping is modeled as the finite difference of two consecutive power samples, which hardly captures the actual ramping processes of the nodal load and generation trajectories and barely reflects the impact of ramping limitations on the LMPs.
In this paper, we leverage our recent developments in high-fidelity continuous-time operation optimization models for power systems [23] - [27] , and propose models for network-constrained scheduling and pricing of generating units, which are formulated as continuous-time optimal control problems using two different methods for modeling transmission network. In the first formulation, referred to as Theta formulation, the transmission network is modeled using DC power flow equations [28] , where continuous-time power balance constraints are formed for each bus with explicit Lagrange multipliers for all buses, and the voltage phase angle of transmission lines are explicitly defined and calculated as variables in the model. In the second formulation, referred to as generation shift factor (GSF) formulation [28] , the transmission line flows are modeled and bounded using GSFs, and the power balance equation is formed for the whole power system with only a single Lagrange multiplier for the whole system. In both Theta and GSF problem formulation, we prove the existence of continuous-time LMPs using the optimality conditions of the problems and derive closed-form formulas for the LMPs. We then prove the equivalence of the continuous-time LMP formulas derived from the Theta and GSF formulation. As it involves solving optimization problems with less number of decision variables, the GSF formulation outperforms the Theta formulation in terms of computational efficiency in larger transmission networks.
This paper also proposes a scalable and computationally efficient function space solution method to reduce the dimensionality and solve the proposed continuous-time problems. In the proposed solution method, the continuous-time generation and ramping trajectories of generating units as well as the power flow and voltage phase angle trajectories of transmission lines are modeled in function spaces spanned by Bernstein polynomials. The proposed method converts the continuous-time problem into a mixed integer linear programming (MILP) problem with the Bernstein coordinates of decision trajectories as decision variables. The convex hull property of Bernstein polynomials is utilized to efficiently impose the continuous-time transmission line flow constraints. The proposed method enables high-fidelity solution of transmission-constrained scheduling and pricing problems in higher dimensional spaces, while including the current discrete-time solutions as a special case, through the zeroth order Bernstein polynomial approximation.
The rest of this paper is organized as follows. In Sections II and III, continuous-time scheduling and pricing problems are developed respectively for Theta and GSF formulations and the associated closed-form continuous-time LMP formulas are derived. The proposed function space solution method is presented in Section IV. Numerical results are furnished in Section V and conclusions are drawn in Section VI.
II. CONTINUOUS-TIME LOCATIONAL MARGINAL PRICE: THETA FORMULATION
Consider a power transmission network with L transmission lines and N buses where the voltage phase angle trajectories form vector θ (t) = (θ 1 (t), . . . , θ N (t)) T and L × N incidence matrix A maps the lines to the buses. A set VOLUME 7, 2019 of K generating units with generation trajectories G(t) = (G 1 (t), . . . , G K (t))
T and commitment status variables I(t) = (I 1 (t), . . . , I K (t))
T , mapped to the transmission buses by K × N incidence matrix M, are available to balance the nodal load trajectories
T over the scheduling horizon T = [0, T ]. Ramping trajectories of the generating units, denoted asĠ(t) = Ġ 1 (t), . . . ,Ġ K (t)
T , are defined as time derivatives of the generation trajectories. The operation cost function of generating unit k is composed of generation cost C(G k (t)), startup cost SU k (t), and shutdown cost SD k (t).
A. CONTINUOUS-TIME NETWORK-CONSTRAINED UNIT COMMITMENT PROBLEM
Let the generation trajectories of generating units and voltage phase angle trajectories of buses be the state variables and the ramping trajectories be the control variables. We have formulated the continuous-time network-constrained unit commitment (NCUC) problem using the Theta formulation of transmission power flow as an optimal control problem, where the objective in (1) is to minimize total operation cost of the system over the scheduling horizon T subject to the operation constraints (2)- (13):
The objective function (1) minimizes the total operation cost of generating units, where C G(t) = K C G k (t) is the total generation cost of units, and SU(t) = (SU 1 (t), . . . , SU K (t))
T and SD(t) = (SD 1 (t), . . . , SD K (t)) are respectively the startup and shutdown ramping capabilities of the generating units introduced to the right-hand-sides of (6) and (7) to facilitate ramping in startup and shutdown instants, whereİ(t) = İ 1 (t), . . . ,İ K (t) T represents the time derivatives of commitment status variables, and is an infinitesimally small positive number. The startup and shutdown costs of generating units are calculated in (8) and (9), where V and W are diagonal matrices of startup and shutdown cost parameters of the units. The minimum up and down time constraints are imposed in (10) and (11), where UT and DT are vectors of minimum up and down times of units, 1 K is a K -dimensional vector of ones, and Diag(·) is the diagonal matrix operator. The voltage phase angle of the slack bus is set to zero for t ∈ T in (12) and the initial values of generation trajectories are set in (13) . The parentheses in the right hand sides of (2)-(11) contain the adjoint and Lagrange multiplier trajectories: γ (t) denotes the adjoint trajectories associated with the state equations; λ(t) denotes the Lagrange multiplier trajectories of the nodal power balance constraints; ν(t), ν(t), µ(t), µ(t), ξ (t), ξ (t), ζ (t), ζ (t), η(t), and η(t) denote the Lagrange multiplier trajectories associated with the generation, ramping, startup/shutdown cost, minimum up/down time, and line power flow constraints.
B. PROPOSED LOCATIONAL PRICING PROBLEM
Suppose that the continuous-time scheduling problem (1)- (13) is solved and optimal commitment variables I * (t) are calculated. In order to mitigate the non-convexity problems originated from binary commitment variables, we adapt the same approach as in [5] , fix the commitment variables to their optimal values, and formulate the continuous-time locational pricing problem as below where the operation cost of the system in (14) is minimized over T subject to (15) - (21):
where the time-variant vectors G(t), G(t),Ġ(t), anḋ G(t) represent the generation and ramping limits embedding the optimal commitment variables. In the pricing problem (14)- (21), the startup and shutdown costs are dropped from the objective functional, and startup/shutdown cost constraints (8)- (9) and the minimum up/down time constraints (10)- (11) are eliminated, for they are purely related to the commitment variables that are fixed here.
C. DERIVATION OF THE OPTIMALITY CONDITIONS
Here we aim to derive the optimality conditions for the locational pricing problem (14)- (21), regarding following assumptions: 1) the generation trajectories of units are
2) cost functions of the generating units are convex functions of their arguments; 3) the cost functions are not explicit functions of t. Let us first form the Hamiltonian and Lagrangian functions for the locational pricing problem as follows:
The Lagrangian function (23) enables converting the constrained optimization problem (14)- (21) into an unconstrained optimization problem, which enables writing the set of optimality conditions for the unconstrained problem such that it guarantees the optimality of constrained problem. For the sake of simplicity of derivations, we eliminate the arguments of Hamiltonian and Lagrangian in the optimality conditions below. Further, the optimal decision and Lagrange multiplier trajectories are marked by asterisks in the sequel.
1) PONTRYAGIN MINIMUM PRINCIPLE (PMP)
Optimal control trajectories,Ġ * (t), minimize Hamiltonian:
where ψ(G(t), θ (t)) is the set of admissible controls that satisfy the locational pricing problem constraints (15)- (21).
2) ADJOINT EQUATIONS
For optimal state and control trajectories, the adjoint functions satisfy the adjoint equations:
3) FIRST ORDER CONDITIONS
For the optimal state and control trajectories, the Lagrangian satisfies the first order conditions:
4) COMPLEMENTARITY SLACKNESS
The complementarity slackness conditions are as follows:
where x l is the reactance of line l.
5) TRANSVERSALITY CONDITIONS
Optimal adjoint functions satisfy the following conditions at the end point of the scheduling horizon:
where α i and α i are constant values respectively associated with the maximum and minimum limit constraints of the generation trajectories.
6) JUMP CONDITIONS
The adjoint function, associated with the maximum or minimum limits of state trajectory G i (t), experiences discontinuities, when the constraint is binding at t = τ , stated as:
where β i (τ ) and β i (τ ) are the jump values, which are governed by (38) and (39). The Hamiltonian (22) is continuous at the jump points.
D. DERIVATION OF CONTINUOUS-TIME LOCATIONAL MARGINAL PRICES
For optimally operated power systems, the LMPs represent the minimum cost of serving the next increment of load at certain buses in transmission network. In order to define continuous-time LMPs, let the nodal load trajectory D n (t) be incremented at t ∈ T by an infinitesimally small localized C 1 trajectory, δD n (t), during the incremental time interval [t, t + δt]. The incremental nodal load variation δD n (t) results in incremental changes to the optimal state trajectories, control trajectories, as well as the operation cost.
Let us define the value function, V 1 (G * (t), θ * (t)), for locational pricing problem (14)- (21), as the cost incurred when starting from G * (t), θ * (t) at time t, and optimally controlling the system to the end of scheduling horizon:
where L * 1 represents the optimal value of the Lagrangian. The value function is a monotonically decreasing differentiable function of time. Thus, the rate of change in the optimal objective functional of the pricing problem in infinitesimal time period δt is equal to minus time derivative of the value function, i.e., −V 1 (G * (t), θ * (t)) = L * 1 . Hence, the rate at which the optimal objective functional changes due to an incremental change in nodal load during [t, t + δt] would be the rate of change in the optimal Lagrangian (23) with respect to infinitesimal change in nodal load at time t, i.e., Theorem 1: For any optimal solution trajectories G * (t), θ * (t),Ġ * (t) of the problem (14)- (21), λ * n (t) given by:
is the continuous-time locational marginal price of bus n. Proof: Let us calculate
∂D n (t) by taking partial derivative from the optimal Lagrangian (23) with respect to the nodal load D n (t):
We eliminate the zero terms regarding the complementarity slackness conditions and rearrange the terms as follows:
Then we make the following changes in the right hand side of (43): from (25), the first term equals −γ * T (t)
∂D n (t) ; from (26) and (27) , the second and third terms equal zero; the last term equals the optimal Lagrange multiplier trajectory associated with the power balance constraint at bus n, i.e., λ * n (t). With all the aforementioned substitutions we have:
This concludes the proof.
E. CLOSED-FORM DERIVATION OF CONTINUOUS-TIME LOCATIONAL MARGINAL PRICE
Our task here is to derive a closed-form formula for the continuous-time LMPs in Theorem 1. We start from (42), recombine the second and third terms in the right hand side, eliminate the zero terms regarding the complementarity slackness conditions, and recast (42) as 1 :
The first term in the right hand side of (45) indicates the operation cost variation regarding the incremental change at nodal load D n (t). In order to calculate the second term, we substitute γ (t) from the first order condition (27) , arriving at:
Now we substitute (46) in (45), expand the terms, and write (45) as follows:
where K u t and K r t respectively represent the sets of unconstrained and ramp-constrained units at time t and IC k (t) is the incremental generation cost rate of unit k defined as:
As observed in (47), the LMP at bus n not only depends on the incremental cost rates of the generating units, IC k (t), but also their incremental contributions towards supplying the incremental nodal load at bus n,
∂D n (t) (for brevity we call these terms the generation variations), and the time derivatives of Lagrange multipliers associated with the binding ramping constraint,μ k (t) andμ k (t).
III. CONTINUOUS-TIME LOCATIONAL MARGINAL PRICE: GSF FORMULATION
This section presents the derivation of continuous-time LMP using GSF formulation of transmission power flow equations. The GSFs represent the change at power flows of transmission lines due to an incremental power injection at a particular bus that is simultaneously compensated at the slack bus. We show the L ×N matrix of GSFs as SF = (SF 1 , . . . , SF N ), where column vector SF n = SF 1,n , . . . , SF L,n T represents the vector of shift factors associated with the incremental power injection at bus n.
A. CONTINUOUS-TIME NCUC PROBLEM USING GSF FORMULATION
Let the generation and ramping trajectories of generating units be the state and control variables, respectively. We formulate the continuous-time NCUC problem as an optimal 1 For notational simplicity we drop asterisks from optimal trajectories. control problem, which minimizes the total operation cost of the system over the scheduling horizon T in (1). The objective function (1) is subject to the operating constraints of generating units in (2), (5)- (11), (13), as well as the transmission power flow equations formulated using GSFs as follows:
where 1 N is a N -dimensional vector of ones. The system power balance constraint is formulated in (49), and the line power flows are calculated using GSFs and constrained to their maximum and minimum limits in (50). Note that the voltage phase angles do not appear in this formulation, and a single λ(t) is defined for the system power balance equation and no separate Lagrange multiplier trajectory is defined for different buses.
B. CONTINUOUS-TIME LOCATIONAL PRICING PROBLEM
We take the same approach as in II-B, and fix the commitment variables to their optimal values in the NCUC problem in Section (III-A), and form the locational pricing problem that minimizes the objective functional in (14) subject to the constraints (15), (17)- (18), (21), (49)-(50).
C. DERIVATION OF OPTIMALITY CONDITIONS
Let us form the Hamiltonian and Lagrangian functions for the locational pricing problem in Section III-B as follows:
t)(G(t) − G(t))

+ µ T (t)(Ġ(t) −Ġ(t)) + µ T (t)(Ġ(t) −Ġ(t)) + η T (t)(−F − SF D(t)−M T G(t) )
+ η T (t)(SF D(t)−M T G(t) − F).
Note that the Hamiltonian and Lagrangian in this section are distinguished from the ones in Section II using subscript 2. The optimality conditions for t ∈ T are as follows:
1) PONTRYAGIN MINIMUM PRINCIPLE
The optimal control trajectories,Ġ * (t), minimize the Hamiltonian:
where (G(t)) is the set of admissible controls that satisfy the pricing problem constraints (15) , (17)- (18), (21), (49)-(50).
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For the optimal state and control trajectories, the adjoint functions satisfy the following set of equations:
3) FIRST ORDER CONDITIONS
For the optimal state and control trajectories, the Lagrangian satisfies the following set of equations:
4) COMPLEMENTARITY SLACKNESS
The complementarity slackness conditions include (28)- (31), as well as the following conditions:
5) TRANSVERSALITY CONDITIONS
The transversality conditions include (34)-(36).
6) JUMP CONDITIONS
The jump conditions include (37)-(39).
D. DERIVATION OF CONTINUOUS-TIME LOCATIONAL MARGINAL PRICES
Let us define the value function for the pricing problem in Section III-B as:
where L * 2 represents the optimal value of the Lagrangian. The continuous-time LMPs are defined in Theorem 2.
Theorem 2: Let G * (t) andĠ * (t) be the optimal pair for the continuous-time pricing problem in Section III-B. The continuous-time locational marginal prices are defined as:
Proof: Let us calculate ∂L * 2 ∂D n (t) in (59) by taking partial derivative from the optimal Lagrangian (52) with respect to D n (t):
We eliminate the zero terms regarding the complementarity slackness conditions (28)- (31), (56)- (57) and rearrange the terms in (60) as follows:
Next, we make the following changes in the right hand side of (61): from (54), the first term equals −γ * T (t)
∂D n (t) ; from (55), the third term equals zero; the fourth and fifth terms equal respectively to λ * (t) and η
as the n th component of vector
∂D n (t) is 1 and the remaining components are zero. Applying these substitutions, we have:
Similar to (44), the last two terms in the right hand side of (62) cancel out each other, reducing (62) to:
which concludes our proof.
E. CLOSED-FORM DERIVATION OF CONTINUOUS-TIME LOCATIONAL MARGINAL PRICE
In order to derive the closed-form formula for the continuoustime LMPs in (59), we first need to calculate the continuous-time system marginal price λ(t). Given the definition of GSFs, an incremental power withdrawal at the slack bus would not modify power flow of lines and the associated shift factors are all zero for slack bus. Thus, from (59), the system marginal price would be equal to the LMP at the slack bus, i.e., λ(t) = LMP 1 (t). In order to calculate λ(t), we start from (60), recombine the second and third terms in the right hand side, eliminate the zero terms regarding the complementarity slackness conditions, and recast (60) as:
We derive the value of
in the right hand side of (64) by substitute γ (t) from the first order condition (55), and derive the closed-form formula for λ(t) as follows:
Substituting the value of λ(t) from (65) in (59), we derive the closed-form formula for the LMP at bus n as follows:
where L c t in the third line is the set of congested transmission lines at time t. In (66), the LMP at bus n of the transmission network depends on the incremental cost rates of the units, IC k (t), their generation variations towards supplying the incremental nodal load at the slack bus,
∂D 1 (t) , time-derivatives of the Lagrange multipliers of binding ramping constraint,μ k (t) andμ k (t), and the Lagrange multipliers of the constrained transmission lines multiplied by the associated generation shift factors, (η l (t) − η l (t))SF l,n .
F. EQUIVALENCE OF THE LMP FORMULAS FROM THETA AND GSF METHODS
As the Theta and GSF methods formulate the same continuous-time scheduling and pricing problems, they should result in the same continuous-time LMPs, which is stated and proved in Proposition 1.
Proposition 1: The locational marginal prices derived from the Theta and GSF OPF formulations are equivalent.
Proof: The objective here is to use the optimality conditions of the Theta formulation to derive the LMPs in terms of generation shift factors. As the line power flows calculated from the Theta and GSF formulations are equal, we have:
Also, multiplying the adjoint equation (26) in
∂D n (t) , we derive:
Let us take partial derivatives from (3) and (67) with respect to the nodal load D n (t), calculate the terms B ∂θ(t)
∂D n (t) and
∂D n (t) , substitute them in (68), and rearrange (68) as follows, which represents a set of N linear equations:
Defining y n (t) ≡ λ n (t) − SF T n η(t)−η(t) and Y = (y 1 (t), . . . , y N (t)), matrix form of the equation set (69) is written as follows:
where M n , represents the column n of the matrix M. Regarding the fact that for each column n of the matrix M the components sum up to 1, the equation (70) holds under either of the following conditions: 1) M is an identity matrix; 2) the terms y n (t), n = 1, . . . , N , are equal. Since the first condition does not necessarily hold, we conclude that y 1 (t) = . . . = y N (t), or equivalently:
As SF 1 is a zero vector by definition, thus (71) reduces to:
IV. FUNCTION SPACE SOLUTION OF PROPOSED CONTINUOUS-TIME PROBLEMS
The continuous-time NCUC and locational pricing problems proposed in II and III are continuous-time optimal control problems with infinite-dimensional decision space that are computationally intractable. Here we leverage our previous works in [23] and [24] , and develop a function space-based solution method for the proposed problems. The proposed solution method reduces the dimensionality of the continuous-time decision and parameter trajectories by projecting them in a finite-order function space spanned by VOLUME 7, 2019 Bernstein polynomials [23] , [24] . The Bernstein polynomials of degree Q include Q + 1 polynomials defined as [29] , [30] :
Let us form a spline function space to represent the whole scheduling horizon T , by first subdividing the scheduling horizon T into J intervals T j = [t j , t j+1 ), → T = ∪ J −1 j=0 T j , with lengths T j = t j+1 −t j , and then constructing a subset of basis functions formed by the Bernstein polynomials of degree Q in each interval T j . Thus, the vector of basis functions e (Q) (t) = (e (Q) 1 (t), . . . , e (Q) P (t)) T spanning T contains P = (Q + 1)J functions with components defined as:
for j = 0, . . . , J − 1; q = 0, . . . , Q. The components of the proposed solution method are presented next.
A. FUNCTION SPACE MODEL OF GENERATING UNITS CONSTRAINTS
Let us project the generation trajectories of units, G(t), in the function space spanned by the Bernstein basis functions e (Q) (t) defined in (74):
where G is a K × P matrix of Bernstein coefficients of the generation trajectories. We refer the readers to [23] , [24] for details on modeling generation ramping trajectory, capacity and ramping constraints, C 1 continuity constraints, startup/shutdown costs, minimum up/down time constraints, and generation cost function in the Bernstein function space.
B. FUNCTION SPACE MODEL OF TRANSMISSION NETWORK
The proposed model for function space representation of the variables and constraints of transmission network using both Theta and GSF formulation is presented here.
1) MODELING VOLTAGE PHASE ANGLE TRAJECTORY
Let the voltage phase angle trajectory of buses be projected in the space spanned by e (Q) (t) as follows:
where is N × P matrix of the Bernstein coefficients. The voltage phase angle in slack bus 1 is set to zero over the entire scheduling horizon by setting the associated Bernstein coefficients to zero as:
2) MODELING THE NODAL POWER BALANCE CONSTRAINTS
Let the vector of nodal load trajectories be spanned over e (Q) (t) as:
where D is a N × P matrix of Bernstein coefficients. In order to model the continuous-time power balance constraint (3) of the Theta formulation in the function space, let us substitute the Bernstein models of generation, voltage phase angle, and nodal load trajectories from (75), (76) and(78) in (3) as:
Eliminating e (Q) (t) from both sides, we derive:
that converts the continuous-time nodal power balance constraints (3) to algebraic equations on the Bernstein coefficients. Similarly, let us substitute the Bernstein models of generation and nodal load trajectories from (75) and (78) in the continuous-time system power balance constraint (49) of the GSF formulation and eliminate e (Q) (t):
that expresses the system power balance constraint (49) using algebraic equations on the Bernstein coefficients.
3) MODELING CAPACITY CONSTRAINTS OF TRANSMISSION LINES
The inequality constraints on line power flow trajectories are efficiently imposed using the convex hull property of Bernstein polynomials. The convex hull property states that line power flow trajectories will never be outside of the convex hull of control polygon formed by the associated Bernstein coefficients. Therefore, the continuous-time inequality constraints on line power flow trajectories (4) in the Theta formulation can be imposed by limiting the Bernstein coefficients:
where F is (L × P) matrix of maximum line power flow limits. Similarly, continuous-time inequality constraints on line power flow trajectories in the GSF formulation (50) is imposed by limiting the associated Bernstein coefficients:
4) CONTINUITY OF VOLTAGE ANGLE AND LINE POWER FLOW TRAJECTORIES
The optimality conditions of the proposed continuous-time problems require C 1 continuity of the state trajectories. We impose C 1 continuity on generation trajectories of units by imposing additional constraints on the Bernstein coefficients of the adjacent intervals [23] , [24] . The Bernstein coefficients of the nodal load trajectories in (78) are also calculated with methods that maintain C 1 continuity. Thus, from the linear relation between the voltage angle trajectories and the nodal generation and load trajectories in (3), we conclude the C 1 continuity of voltage angle trajectories, which also results in C 1 continuity of line power flow trajectories in (4) and (50).
Note that the function space in (74) includes e (0) (t) that is formed by the Bernstein polynomials of degree 0 and models the variables using piecewise constant trajectories. Therefore, the proposed function space solution method includes the discrete-time hourly model as a special case, by choosing the Bernstein polynomials of degree 0 as the function space.
V. NUMERICAL RESULTS
The numerical results include two studies conducted respectively on a 3-bus and the IEEE Reliability Test System (RTS). In Study 1, the operation of a 3-bus system without the startup/shutdown costs and the minimum up/down time constraints of the units is considered. In Study 2, results are provided for the 24-bus IEEE-RTS [31] , where the startup/shutdown costs and the minimum up/down time constraints are all included. For each study, three cases are solved and discussed:
• Case 1: Hourly sequential locational marginal price; • Case 2: Hourly multi-period locational marginal price; • Case 3: Continuous-time locational marginal price. For all the cases, we first solve the associated UC problem and determine the optimal commitment statuses of units, which are then used as parameters in the consequent locational pricing problems. The Bernstein polynomials of degree 0 and 3 are used respectively for modeling ans solving the hourly (discrete-time) and continuous-time problems. In Case 1, sequential single-period pricing problems are solved and hourly LMPs are calculated, where the optimal generation values from the previous pricing problem are used in the current problem to implement the ramping limitations of units. In Case 2, on the other hand, a multi-period pricing problem is solved and the LMPs are calculated for all hours, simultaneously. In Case 3, the continuous-time locational pricing problem is solved and the associated LMPs are calculated. The problems in all cases are solved using CPLEX 12.6.2 solver [32] on a desktop computer with a 3.6 GHz i7 processor and 16GB of RAM. The CPLEX solver uses branch and cut, and Simplex algorithms to respectively solve the MILP and LP problems.
A. STUDY 1: 3-BUS SYSTEM
Consider the 3-bus network shown in Fig. 1 , which is optimally operated over a 3-hour scheduling horizon, where the associated generation and hourly nodal load data are presented in Table 1 , the lines power flow limits are all 200MW, and the reactances of the lines are respectively 0.001, 0.002, and 0.001 . The continuous-time nodal loads are also modeled in Bernstein function space of degree 3, where their total trajectory is shown and compared with the hourly system load in Fig. 2 .
The operation costs of the hourly and continuous-time UC problems are respectively $54, 416.7 and $65, 973.6, where the associated generation schedules are provided in Figs. 3 . The continuous-time UC incurs a higher operation cost as dispatching more energy to serve in day-ahead compared In Figs. 4 , since the sequential single-period pricing problem in Case 1 does not discern the high ramping requirement of nodal loads at hour 2, it supplies all loads by dispatching the cheapest unit 1 at hour 1. Due to the myopic schedule at hour 1, the sequential pricing model sub-optimally schedules unit 1 at hour 2 and leads to unreasonably low and high LMPs at buses 1 and 2, as compared to Case 2. The LMPs of buses 1 to 3, calculated from Case 1 and averaged over three hours, are respectively 0%, 8.33%, and 6.06% higher than the corresponding amounts calculated from Case 2.
The continuous-time LMPs shown in Figs. 4 follow similar patterns as the hourly LMPs, meanwhile capturing and reflecting the sub-hourly load changes. For example, at the start of hour 2, we observe a boost in LMP of bus 2 due to high ramping requirement of the nodal loads, however, this price peak is not sustained during the whole hour, as opposed to the hourly LMP, and subsides quickly in less than 30 minutes as the ramping requirement of nodal loads decreases.
Here we provide a sample LMP calculation for Case 2 at hour 2, where line 1 is congested and units 1 and 2 are ramp-constrained. To this end, we first calculate the matrix of generation shift factors as below: 
The GSFs are calculated using the method in [28] Using the shift factors in (84), the generation variations are calculated from the linear set of equations formed by (91)-(93) as follows:
The LMPs are calculated using the formula for Theta formulation in (47) as: 
= 36.67+26.67 * (0.5) = 50.00$/MWh.
As below, the LMPs calculated using the formula for GSF formulation in (66) equals the values calculated from the Theta formulation: In this study, we implement the proposed locational pricing models on the 24-bus IEEE-RTS [31] . In order to better reflect the impact of congested lines and ramp-constrained units on the LMP formation, we reduce the capacity of line 1 (connecting buses 1 and 2) from 175 MW to 150 MW, and the ramping capabilities of units by a factor of 3. The hourly and continuous-time system loads are modeled in function spaces spanned respectively by the Bernstein polynomials of degree 0 and 3, as shown in Fig. 5. In Fig. 5 are scaled down to the IEEE-RTS peak load of 2850MW, and used to calculate the Bernstein coefficients of the system load trajectory. Further, the hourly system load in Fig. 5 is calculated as the mid-points of hourly intervals of the calculated continuous-time load. The hourly and continuous-time nodal loads maintain the same profile as the system load, while their peak loads equal to the bus load data in [31] .
The operation costs calculated from the hourly and continuous-time UC models are respectively $429, 453.5 and $430, 152.0. The solution of the hourly and continuous-time UC problems entail in congestion at line 1, where the associated power flows are provided in Fig. 6 . As shown in Fig. 6 , though the hourly and continuous-time models follow similar trends, sub-hourly changes in the line power flow are better reflected by the continuous-time model as compared to the hourly model. Further, the continuous-time model more efficiently utilizes the available transmission capacity as the congestion duration of line 1 is less for the continuous-time model than the hourly counterpart.
The hourly and continuous-time LMPs of buses 2 and 5 are shown in Figs. 7 to demonstrate the difference between the pricing models. In Fig. 7 , the hourly LMP trajectory of bus 2 deviates from that of bus 5 during the peak load hours of 16 to 22, due to the congestion of line 1 and the impact of the Lagrange multiplier of the associated line power flow constraint on the LMP formation, while the two LMP trajectories coincide during the remaining hours. Additionally, the continuous-time LMP trajectories in Fig. 7 follow similar patterns as the hourly model, except for the hour 18 at which the continuous-time LMP shows a sharp spike. The reason behind is the presence of ramp-constrained units during these hours and their contribution in price formation as illustrated in (66). The reason for this is that the continuous-time model in Case 3, which accurately models the ramping processes of the nodal loads and generating units, discerns the ramping shortage where the 76MW, 100MW, 197MW, and 350MW units become ramp-constrained at the peak load hours. Also, the continuous-time model schedules a 12MW unit to supply the peak load at hour 18, which is not scheduled by the hourly model. However, the hourly models of Cases 1 and 2 do not discern the ramping shortage in the system and non of the generation ramping limits become binding, thus leading to the same LMPs for the two cases.
VI. CONCLUSION
This paper proposed a continuous-time network-constrained scheduling and pricing approach to tap the flexibility of generation resources and calculate LMPs that more accurately reflect the fast variations of load as well as the transmission flow and intertemporal ramping constraints. A scalable and computationally efficient solution method is proposed to reduce the dimensionality of the continuous-time scheduling and pricing problems and convert them to instances of MILP and LP problems. The proposed model is implemented on a 3-bus system as well as the 24-bus IEEE-RTS, where the results show that the continuous-time LMPs accurately model the spatial network limitations and temporal ramping constraints, thus reflecting ramping shortages in forming LMPs at different buses of the networks.
The higher-fidelity continuous-time model more efficiently leverages the available transmission capacity avoiding undue congestion cases that appear by discrete-time modeling approaches, and more effectively discerns the nodal load ramping requirements by embedding the ramping shortages as price spikes in continuous-time LMPs. The continuous-time LMPs provide more accurate locational price signals for market participants and policy markers based on the actual locational loading and operational conditions of the system.
The future works include stochastic modeling of nodal loads and formulating the continuous-time networkconstrained scheduling problem as a stochastic optimal control problem. Exploring the impact of energy storage devices and flexible loads on continuous-time LMPs, as well as developing market settlement procedures considering the continuous-time LMPs, are also in order.
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