Abstract: There has been a great deal of interest in logic programming languages in recent years. This is due, in great part, to the advantages offered by these languages: declarative readings of programs and separation of program logic from control. However, logic programs can often be dismayingly inefficient.
Definition: Let R be the input-output relation for an n-ary predicate (clause, literal) in a program, and let T be a set of n-tuples of terms. The restriction of R to T, written σ T (R), is the set of pairs $langle S I , S O $rangle in R such that S I is in T.
The application of projections and restrictions to the static analysis of Prolog programs is discussed in Section 4.
Negative Goals
It is possible to have negative literals in the body of a clause. The semantics of negated goals is given in terms of unprovability by finite failure, i.e. a goal not(P) succeeds if every attempt to solve the goal P fails in a finite number of steps; it coincides with logical negation (with respect to the ''completed'' predicate) under certain conditions − the set of program clauses must have a minimal model and all negated goals to be proved must be ground [2] . It turns out that if a variable occurs within a negated goal, then as long as this variable does not appear anywhere outside the negation, it behaves logically as a universally quantified variable. This is evident if we consider the clauses p(X) :− not( q1 ), r(X).
q1 :− q(Z).
where the negation has the expected semantics. Unfolding the negated literal in the clause for p after appropriately renaming variables gives p(X) :− not( q(Y) ), r(X).
where the variable renaming guarantees that variables in the negated goal do not appear elsewhere in the clause outside the negation. The negated goal here can be thought of as representing the statement ''for no instance of Y is q(Y) provable''.
Modes and Functional Dependencies
In general, Prolog programs are undirected, i.e. can be run either ''forwards'' or ''backwards'', and do not distinguish between ''input'' and ''output'' parameters for a predicate. However, in most programs, individual predicates tend to be used with some arguments as input arguments and others as output arguments. Knowledge of such directionality, expressed using modes [21] , enables various compile-time optimizations to be performed [7, 14, 21] . Mode information can either be supplied by the user, in the form of mode declarations, or be inferred from a global analysis of the program [7, 13] . Mode information also plays an important role in the inference of functionality.
It is convenient to think of the mode for an n-ary predicate as representing a set of n-tuples of terms.
The modes we consider are quite simple: c represents the set of ground terms, f the set of variables and d the set of all terms. Thus, if a predicate p/3 has mode $langle c,f,d$rangle in a program, then it will always be called with its first argument ground and its second argument uninstantiated in that program; however, nothing definite can be said about the instantiation of its third argument. In general, a mode for an n-ary predicate will be an n-tuple over {c,d,f}. A call to a predicate with arguments X is consistent with the mode of that predicate if X is in the set of tuples of terms represented by that mode.
If we assume an ''input'' mode for a predicate or clause for a predicate, it is possible to propagate it from left to right to literals in the body and obtain modes for these literals [7] . The modes so inferred will be said to be induced by the input mode. For example, consider the program
q(a, b). q(b, c). r(b, d).
Suppose we know that p is always called with its first argument bound to a ground term, and its second argument free, i.e. has the mode $langle c, f$rangle . This information can be propagated across the body of the clause, e.g. we can infer that q has the induced mode $langle c, f$rangle ; an examination of the clauses for q shows that q succeeds binding its arguments to ground terms, so that the induced mode for r is $langle c, c$rangle .
The notion of functional dependencies is well known in relational database theory. Given a predicate p(X ), where X is a sequence of distinct variables, if there exist subsets of its arguments U , V ⊆ X such that a ground instantiation of the arguments U uniquely determines the instantiation of the arguments V , then U is said to functionally determine V in p, and V is said to depend functionally on U .
More formally, if U functionally determines V in p(U , V ), and u is a ground instantiation of U , then for all v 1 and v 2 , whenever p(u , v 1 ) and p(u , v 2 ) are true, it must be the case that v 1 = v 2 . We will use the notation ''L : S 1 → S 2 '', where L is a literal and S 1 and S 2 are sets of variables occurring in L, to indicate that there is a functional dependency between S 1 and S 2 in L, i.e. that if L is executed with ground instantiations for the variables in S 1 , then the instantiations of the variables in S 2 will be uniquely determined if the call returns successfully. Alternatively, we will say that S 1 functionally determines S 2 in L. The following axioms, known as Armstrong's axioms, are sound and complete for functional dependencies:
Transitivity:
This extends in a natural way to conjunctions of literals, and to clauses: if L is a member of a con-
Let S be a set of variables in a clause C, and F a set of functional dependencies that hold in the clause. The set of all variables in that clause that can be inferred to be functionally determined by S under F, using the axioms above, is called the closure of S under F. If S 2 is the closure of S 1 under a set of functional dependencies F, we will write C : S 1 F → * S 2 . Given a set of functional dependencies F and a set of variables S, the closure of S under F can be determined in time linear in the size of F (see e.g. [12] ). We will anticipate what follows by mentioning that knowledge of functional dependencies and modes can be used to determine when a predicate can return at most one answer to any call to it. Before considering this analysis and its applications, however, we discuss the cut construct of Prolog.
The ''Cut'' Construct
This section considers the behavior of Prolog's cut construct, gives a brief description of how it is implemented on our system, considers the ways in which cut is commonly used, and describes some of the problems with it.
The Behavior of Cut
As mentioned in the previous section, execution backtracks to the most recent backtrack point when unification fails. One problem that can arise with this simple control strategy is that execution may backtrack exhaustively through clauses that cannot contribute to a solution (in extreme cases, this can lead to logically correct programs going into an infinite loop). The cut construct returns some control over this backtracking behavior to the user.
Operationally, the effect of a cut is to discard certain backtrack points, so that execution can never backtrack into them. While the implementation of cut in a sequential interpreter is not difficult, it complicates the semantics of the language substantially (see, for example, [6, 9] ). It also becomes difficult to read the program declaratively, so that one of the principal advantages claimed for logic programming languages is lost. To make things worse, the behavior of cut is not universally agreed upon in all contexts [15] . Indeed, the cut has the dubious distinction of being one of the few features of Prolog that, while reviled by purists [11, 19] , is used extensively by programmers for efficiency reasons. Most current implementations of Prolog behave similarly in their treatment of cut in these contexts. The expected behavior here is that the backtrack points discarded by a cut will consist of: all those set up by literals to the left of the cut all the way to the beginning of the clause; and the backtrack point for the parent predicate whose definition includes the clause containing the cut, i.e. all remaining alternative clauses for this predicate. Cuts exhibiting this behavior are sometimes referred to as hard cuts; this is to distinguish them from cuts which discard the backtrack points set up by literals to the left of the cut in the clause but not the alternative clauses for the predicate, and are referred to as soft cuts. We will restrict our attention to cuts that occur statically in the above contexts, and assume them to be hard unless explicitly mentioned.
Implementation of Cut
Prolog systems are implemented in a stack-oriented manner. A call to a predicate corresponds to a procedure call, and results in an activation record for the called predicate being pushed on the runtime stack. When a cut is encountered, a number of backtrack points at the top of the stack have to be discarded. In any implementation of cut, it is necessary to know how far to cut back to in the chain of choice points, i.e. how many choice points to discard. One way of doing this is to note the current choice point at an appropriate point in execution, and cut back (i.e. reset the backtrack point) to this point when a cut is encountered. In our system, this is done via two primitives, savecp/1 and cutto/1. These are internal primitives that are introduced by the compiler, and are not available to the user. The call savecp(X ) saves the current choice point in the variable X, while the call cutto(X ) sets the current choice point to that saved in the variable X, effectively discarding any backtrack point more recent than that in X. Thus, a predicate with a cut in it,
is transformed by the compiler to
where W is a new variable not occurring in the original definition of p, and p1 is a new predicate not appearing in the original program. In this case, in any call to p, the choice point before entering p is noted in the variable W and passed into p1. At the point where the cut occurs, after the literal q(Y ), execution of cutto causes all choice points created since p was entered to be discarded. As the reader may verify, this amounts to the discarding of all the choice points for literals to the left of the cut, and the remaining clauses for p.
In general, savecp and cutto can be used to bracket literals whose choice points are to be cut. Thus, depending on the relative locations of savecp and cutto, both hard and soft cuts can be implemented in a uniform fashion.
Common Uses of Cut
It is possible, in principle, for cuts to be used in a wide variety of contexts. In practice, however, most uses of cut tend to fall into one of three categories:
(1) Cuts to commit to a clause: here the cut tends to be towards the beginning of the clause, possibly after some tests.
(2) Cuts to force computations to be functions (i.e. deterministic): here the cut tends to appear towards the end of the clause. Similar usage is encountered in contexts involving ''don't-care'' nondeterminism.
(3) Cuts to break out of failure-driven loops: while the natural specification for a loop in Prolog is a tail-recursive predicate, tail recursion optimization does not reclaim space from the heap. Implementations lacking garbage collectors, therefore, may have to resort to using failure to reclaim space on the heap, e.g. by coding loops using repeat/fail constructs. Cuts are then used to break out of these loops.
In each of these cases, it is possible to have the compiler generate most of the cuts via static analysis, and perform the appropriate transformations (e.g. from tail recursion to failure-driven loop), leading to source code that is much purer and easier to understand. Section 4 considers static analysis and transformation techniques for cases (1) and (2), while Section 5 discusses automatic program transformation techniques applicable to case (3).
Problems with Cut
There are several reasons one might wish to avoid using cuts. The foremost is that cuts often make programs considerably harder to understand declaratively. As an example, consider the following predicate to find the larger of two numbers:
Because of the cut, the two clauses cannot be understood declaratively as alternative definitions for max/3: the second clause is to be tried if, and only if, the first fails. The clauses do not make sense unless this operational effect of the cut is taken into account explicitly.
However, this does not reclaim space on the heap. In the absence of a garbage collector, the only way to reclaim heap space is to have execution fail back. In many cases, this is exactly what the programmer is forced to do. However, the use of failure-driven loops is not unique to primitive systems lacking garbage collectors: experienced programmers sometimes resort to failure driven loops to reduce the overhead involved in garbage collection (see, for example, the AUNT system for VLSI design by Reintjes [17] ).
As we will see, controlling the backtracking behavior of such loops can be quite tricky, and the correct coding of such loops, in a way that preserves equivalence with the original tail recursive predicate, can be nontrivial. This section discusses how the programmer may be relieved from having to write failuredriven loops explicitly. We first consider how tail recursive predicates can be transformed to a general class of failure-driven loops, called repeat-fail loops. This is followed by a discussion of a specialized class of failure-driven loops, called member-fail loops, which apply to a very common class of loops − those that iterate through the elements of a list; member-fail loops are more efficient than the more general repeat-fail loops for such iterations. The section concludes with some general comments on failuredriven space recovery.
repeat-fail Loops
A failure-driven loop might typically be written using the Prolog predicate repeat/0, which is defined as repeat.
repeat :− repeat.
This predicate succeeds arbitrarily many times when backtracked into. The loop is implemented by having the loop termination clause and the loop body as two branches of a disjunct within a repeat. In the loop body, what would have been the tail-recursive call is replaced by saving the parameters of that call and failing back into repeat. Execution then resumes forward, and the parameters are picked up. On termination, the alternative branches are discarded with a cut (notice that the cut must be ''hard'', to cut away the other alternative for repeat as well), to avoid an infinite loop in case execution fails back to this predicate later.
While such programs do reclaim heap space, they contain most of the ''impure'' constructs of Prolog − cuts, side effects using assert or record, etc. − that are widely condemned as making programs hard to understand declaratively. Our approach will be to effect a source-to-source transformation from the original tail-recursive specification to the failure-driven implementation, thereby eliminating the need to use such constructs in the source program. Of course, this may involve a trade-off of space for time, and therefore should be done only when it has been requested by the programmer, e.g. via pragma annotations.
In general, a loop can be written in pure Prolog in the form p(X 1 ) :− loop_termination(X 1 ).
p(X 2 ) :− loop_body(X 2 , Y ), p(Y ).
To transform this tail recursive predicate into a failure-driven loop, it is necessary to save the arguments being passed into the tail recursive call before failing back into repeat. These can then be picked up going forward. There may also be variables in the call to the predicate that get instantiated in the loop.
These instantiations can be returned by a back unification step after succeeding through the loop. Two sets of pointers need to be saved: one pointer to the top level structure that will ultimately be returned, and one set of pointers to the substructures that are being constructed by the next iteration of the loop.
Thus, a direct transformation of the original program to a repeat/fail loop yields the program of Figure 2 .
Here, p1 is a new predicate which handles the actual iteration, and whose name does not appear in the original program. The predicates save and restore have the expected behavior, viz. save a value over backtracking via a side effect, and unify a term with a saved value, respectively. We do not describe them further, except to note that they are easily implemented in terms of available Prolog primitives such as record/recorded, assert, etc.
It is straightforward to improve this program to eliminate some redundant saves and restores. However, while the failure driven loop illustrated above has the same success behavior as the original tailrecursive predicate, its failure behavior is not the same: e.g. if the execution of loop_body fails, then in the original program, the entire loop would fail. In the program of Figure 2 backtrack into repeat, resume in the forward direction, fail again (either in ''restore(X )'' or in ''loop_ body(X 2 , Y )'', depending on the implementation of restore), and so on, ad infinitum. To preserve equivalence, therefore, some minor modifications need be made, yielding the program in Figure 3 .
Details of the transformation are given in [4] .
The basic repeat/fail scheme illustrated above can be improved substantially with more knowledge about the behavior of the program. For example, with mode information, it is necessary to save only instantiated arguments, and back unify only on free, non-void variables. In addition, read-only parameters, e.g. ground terms such as symbol tables that are passed around the loop, need not be saved and restored at each step. They can be maintained as part of the choice point for repeat, by extending it to repeat( _ ).
repeat(X) :− repeat(X).
The reader is referred to [4] for further details. 
member-fail Loops
A very commonly encountered class of loops is those that iterate over the elements of a list. Such a loop can be written as
The corresponding failure driven loop can be implemented more efficiently as a member-fail loop than the repeat-fail loops discussed above. The basic idea here is to retrieve successive elements of the input list using the predicate member, defined as
A first attempt at transforming the loop predicate above into a member-fail loop yields the following:
In this, we assume that in a call ''loop(L1, L2)'', L1 is a given list whose elements are to be iterated over, and L2 is a new list constructed during the processing of L1. In general, L1 may not be ground, and processing its elements may cause variables in both L1 and L2 to become instantiated. This accounts for the fact that the input list L1 has to be saved and restored at each step. Of the triple (L, NewL, NewLTail) that is saved and restored, the first element is the input list, the second is the output list L2, and the third is the variable ''tail'' of L2 that is being extended at each iteration of the loop.
While the success behavior of this loop is identical to the original loop, its failure behavior is not: if, for example, the execution of loop_ body fails for some element of the list, then the original, tail recursive formulation fails, while the failure-driven version simply picks up the next member of the list and continues. The solution is similar to the corresponding problem in the repeat-fail case, and the modified member-fail loop is as follows:
).
The basic member-fail scheme shown here can be optimized substantially with more knowledge about the predicate being transformed. For example if, as is often the case, the input list L1 in a call ''loop(L1, L2)'' is guaranteed to be ground (in general, if no variable in L1 is instantiated by loop), then it need not be saved and restored repeatedly, and the failure-driven version can be written as
.
The code can be improved still further for predicates which iteratively process a list but neither instantiate variables in it, nor construct a new ''output'' list, e.g. a compiler which iterates over a list of predicate definitions, generating code for each predicate in turn, which is written to a file or into memory as a side effect. In such cases, the saves and restores can be eliminated entirely. Thus, a tail recursive predicate of the form
loop([]). loop([H|L]) :− loop_ body(H), loop(L).
can be transformed to the failure-driven version
The code produced in this case is almost exactly what a programmer would write in this case.
Comments on Failure-Driven Loops
The transformations discussed above preserve equivalence only if the loops being transformed are deterministic (or, at least, functional). Our experience has been that this is not terribly restrictive in practice, since most loops encountered in programs tend to be deterministic. However, if the predicate cannot be proved to be deterministic or functional, space optimizing transformations have to be restricted to the bodies of individual clauses. Details of some restricted transformations that apply to nondeterministic loops may be found in [4] .
With this technique, it is possible to reclaim heap space in loops without having to resort to failuredriven loops in implementations lacking garbage collectors. Indeed, one can argue that this could be useful even in situations where garbage collectors are available. Garbage collection, involving scans of both the local stack and the heap followed by compaction, is not an inexpensive operation. Ideally, therefore, when a program is executing and runs out of space, it is necessary to free up not as much space as possible (as a garbage collector would do), but only as much as is necessary to let the program run to completion. Now consider a program which has a few loops that create large structures on the heap but subsequently discards them. By annotating these loops and having the system convert them to failure-driven loops, the user could reclaim a reasonable amount of space − perhaps enough to let the program run to completion − without having to go through explicit garbage collection that might additionally reclaim space that the program will not use. It is important to note that the user has control over which predicates are to be implemented via failure-driven loops: by appropriately annotating such predicates, he can control the tradeoff between saving and restoring of parameters and garbage collection, and tune it to the application. Under such conditions, the transformation could result in a program which, while it avoided impure constructs in the original source, executed more efficiently than a naive tail recursive program relying on garbage collection to reclaim heap space.
Implementation
Some of the ideas outlined in this paper − specifically, the inference of functionality and mutual exclusion − have been implemented as part of an experimental compiler for the SB-Prolog system [5] .
The inference system, which is written in Prolog, uses a simple mode inference system to infer predicate modes [7] . The system was tested on some simple programs (quicksort, four-queens, a simple rewriting theorem prover) as well as significant modules from the SB-Prolog compiler (the parser, preprocessor, peephole optimizer and assembler). The results of these experiments indicate that the analysis is reasonably efficient (it takes about 2% to 4% of the total compilation time) and that its precision is quite acceptable, e.g. about 65% to 80% of the predicates can typically be inferred to be functional (see Table 1 ). A closer examination indicates that where the analysis is conservative, it is so principally because of a rather simple mode inference system that is overly conservative for programs that pass around a lot of partially instantiated data structures (this is the case, for example, with the SB-Prolog preprocessor and parser).
This suggests that the precision of the inference system could be improved even further given a more sophisticated mode inference system, or via user-declared modes.
Conclusions
While ''pure'' Prolog programs usually have a well-defined declarative reading, programmers often use impure features to improve efficiency. Unfortunately, this may result in a loss of this attractive feature of the language. We have argued that the use of such impure features can in very many cases be rendered unnecessary by optimizing compilers.
As an example, we considered the compiler insertion of cuts into programs. Cuts are considered bad for a number of reasons: they complicate the formal semantics of the language; they make programs hard to understand declaratively; programs containing cuts do not lend themselves to manipulation by program transformation systems in a straightforward way; and the presence of cuts tends to force a sequentialization of execution even when parallel evaluation is possible. We considered three of the commonest uses of cut − for committing to a clause, for discarding alternative solutions for a predicate and for breaking out of failure-driven loops. In each case, we showed how the efficient but impure program could be obtained automatically as a result of source-to-source transformations applied by the compiler to the original, pure program. This supports our view that it is usually not necessary to sacrifice declarative clarity for operational efficiency. 
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