We present a new regression method derived from standard PLSR which has a geometric point of view and consists of two projections. In the first, scores are obtained after an oblique projection of the spectra onto the loadings. In the second, the vector of response values is projected orthogonally onto the scores. A metric is introduced for the oblique projection and a new algorithm for calculating the loadings into the variable space is proposed. This work also puts forward a new parameter, a vector, whose different values lead to different regression models with their own prediction abilities, and one of them is the exact form of standard PLSR. This method (called vector orientation decided through knowledge assessment, or VODKA regression) is another way to build least squares regressions using only a few latent variables. We propose two
centering, smoothing, orthogonal projection, they should be applied to the raw 59 data previously to yield the calibration dataset (X, y).
60
A data X of dimension (N × P ) can be explained into the R N space spanned 61 by its P column vectors of dimensions (N × 1), or into the R P space spanned by 62 its N line vectors of dimensions (P × 1). We will focus on this second issue. A 63 metric represented by a square and symmetrical matrix Σ of dimensions (P ×P )
64
is associated with R P to form a vectorial space, and is used to calculate inner notations, the term metric is also used for pseudo-metric, that is, when Σ is not Standard-PLSR has been described several times, for instance by Geladi 
then the algorithm returns to equation (1) Xb + e, with a vector of errors e . Let b be an estimation of b, and let y be 89 the estimation of y using b. Thus, y = X b, with:
Rewriting standard PLSR

91
PLSR decomposes a matrix X into matrices T, P and a residual matrix E 92 such that: Moore-Penrose pseudo-inverse of (X X); Σ = (X X) + . In Property 5, Eq. A.6
96
gives a new expression of T, that is: T = XΣP(P ΣP) −1 . So:
This means that the useful information from X is obtained by an oblique 
105
• First, an oblique projection into the variable space R P
106
The vector p i is the i th element of a basis of the subspace of R P which 107 contains the relevant information for the prediction of y. The A first vec-
108
tors p i form the loading matrix P of dimensions (P ×A). The information 109 from X which is useful for the prediction of y is extracted by an oblique
110
Σ projection of X onto P, yielding X U ; the scores of its observations into 111 the basis { p 1 , p 2 , ...p A } are given by T.
112
• Then, an orthogonal projection into the observation space R
The predicted vector y is the orthogonal projection of y onto T. The 114 regression vector b is deducted from this last equation.
115
The calculation of Σ is straightforward. Thus, P remains the only parameter step i is performed into R N by multiplying the anti-projector orthogonal to T 1:i 118 by X. Thus, the calculation of the loadings p i implies successive steps into R N 119 and into R P . However, it is shown in Property 7 and Eq. A.7 that the deflation 120 of X at step i can also be performed into R P :
Thus, the calculation steps into R N are no longer mandatory, and it becomes 122 possible to rewrite standard PLSR as a calculation of the loadings only into R 
126
• Geometric building of the p i
127
Let z be a point of R P and q the vector from the origin of R P to z. Let 
138
• The Krylov sequences
139
The Krylov sequences can yield the matrix P directly [12] . A sequence 140 is obtained by the multiplication of two terms, X X and X y for the 141 loadings, the first being risen to power i for loading i. For example,
142
p K,1 = X XX y, p K,2 = X XX XX y and so on; p K,i = (X X) i X y. and for i = 1 to i = A, the score value t i represents the expansion of the 215 loading p i .
216
For a new observation x v which does not belong to X, the prediction y v 217 is deduced from Eq. 10 :
The prediction can be viewed as two steps: into the matrix D, the NAS can be estimated:
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The regression coefficients obtained from PLSR or other regression models con- suppose that all the elements of y are larger than 1, then using g 1 (y) or g 2 (y)
will accentuate the weight of the highest concentrations whereas using g 3 (y) or 268 g 4 (y) will reduce the weight of the highest concentrations.
269
New regression models can be obtained by switching the vector X y of stan- Step 1:
−0.5
• Step i + 1:
Other parameters, such as scores and regression coefficients are obtained 
Material and methods
292
For each of the two applications, spectra X were centered, but not the ref- and (1000 × 1) respectively, and were associated with X and X V . These data 324 were completed by the pure spectra of ethanol, water, glycerol and lactic acid 325 (k etch , k water , k glyc , k lact ) acquired against air using the same Jasco spectropho-326 tometer.
327
Matrices X and X V were centered around the row mean of X. The pure 
407
In this application, the regression vectors tended towards a unique optimal 
416
We compared the norms of the regression vectors for the four models and the 417 different latent variables (Table B .6) and found the comparisons to be similar the regression vector of standard PLSR had the highest norm, which is not a 420 good characteristic.
421
4. Discussion and conclusion
422
We have written a new algorithm for standard PLSR. We introduced a new 423 parameter, a matrix Σ which has the position of a metric or pseudo-metric. We 424 also dropped two parameters: the weights W and the loadings c for y. We
425
showed that the deflation of X into R N can be replaced by a deflation into R ter the metric will be defined. independently from the set of observations being processed at any given time.
450
This also would increase the calculation speed.
451
This new presentation of standard PLSR allows the deflation of X into R P , and selected knowledge to be introduced in the calculation process of the regres-483 sion, and this enhances performance. In the two applications examined here,
484
VODKA was able to produce models with prediction errors equivalent to or errors, which implies that these models are more stable near the optimal number 488 of latent variables.
489
In our first application of VODKA, we obtained three different models with for these differences.
500
To conclude, VODKA regression provides an opportunity to take into ac-501 count all the available information, not just that from the calibration dataset,
502
allowing regression models to be built which can present some advantages over 503 those produced by standard PLSR. with the Skalli winery and was supported by the Languedoc-Roussillon region.
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568
Thus their orthogonal projection onto X is invariant:
• 
Thus:
In his presentation of SIMPLS anti-projector to T 1:i . Due to Property 4: 
Finally:
The anti-projection of X orthogonally to T into R N gives the same result 608 as its oblique Σ anti-projection to P into R P .
609
•
Step i + 1:
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