Abstract
Allele-based genetic association tests or allelic tests are locally most powerful (Sasieni (1997) ), 34 but require Hardy-Weinberg equilibrium to hold in the study population. Hardy-Weinberg equi-35 librium states that the two alleles in a genotype are independent draws from the same distribution, 36 or, equivalently, genotype frequencies depend solely on the allele frequencies. For a bi-allelic 37 SNP with two possible alleles A and a, let p and 1 − p be the respective allele frequencies. Under is a widely used quantity, and δ = 0 corresponds to Hardy-Weinberg equilibrium (Weir (1996) ).
42
It is commonly assumed that genotype-based association tests are robust to departure from
43
Hardy-Weinberg equilibrium. With a sample of independent individuals, both theoretical and em-44 pirical results support this (Sasieni (1997) ; Schaid and Jacobsen (1999) Consider a bi-allelic SNP with two alleles a and A. Define G = 0, 1 and 2 for genotypes aa, Aa
79
and AA, respectively, and let Y be an (approximately) normally distributed trait. With a sample of 80 n unrelated individuals, the traditional genotype-based association test assumes that,
where y = (y 1 , y 2 , · · · , y n ) is a n × 1 vector for the phenotypic values, g = (g 1 , g 2 , · · · , g n ) is a n × 1
82
vector for the genotypes of a SNP, ε * is the error term with variance σ * 2 , 1 is a n × 1 vector of 1s,
83
and I is the identity matrix. For notation simplicity but without loss of generality, we assume that 84 there is one covariate denoted by z.
85
To evaluation the phenotype-genotype association, score tests are often used (Derkach et al.
86
(2015)). In this case, the score statistic of testing H 0 : β * = 0 can be easily derived as
After some simple algebraic manipulations, one can show that to replace var(ε * ) = σ * 2 I in (2) with σ 2 y Σ y to reflect the sample dependence, and use the following
96
linear mixed-effect model,
where h 2 is the 'heritability', and Σ Φ is the kinship coefficient matrix. Among the total variance of 98 Y , σ 2 y , σ 2 a = h 2 σ 2 y can be interpreted as the variance of Y due to additive genetic variation, while
99
σ 2 e = (1 − h 2 )σ 2 y as the variance due to environmental variation. 
where g ik and g jk are the genotypes of SNP k for individual i and j respectively, andp k is the 104 estimated allele frequency. Without the assumption of Hardy-Weinberg equilibrium, var( 
where Σ Φ is the kinship coefficient matrix as defined earlier, and Σ δ is a function of δ , that explic-
133
itly adjusts for Hardy-Weinberg disequilibrium.
134
The response variable G, in the proposed 'reverse' regression (6), is a discrete random variable show that the score statistic derived from (6) shares similar properties to previous methods that 139 treat G as discrete, in the simple case of Hardy-Weinberg equilibrium with or without covariates.
140
For a pair of siblings,
Under the null hypothesis of H 0 : β = 0, the corresponding score test statistic is
,
and T reverse is asymptotically χ 2 1 distributed under the null of no association.
143
In the absence of sample correlation, Σ g = I, and the proposed test statistic in (8) 
and 1 r is a n × 1 vector with the ith observation to be 1 if individual i is from the case group, and 157 0 otherwise. Thus,p r is a sample estimate of the allele frequency in cases, whilep c is the pooled 158 estimate using the case-control combined sample, both adjusting for sample correlation through 159 Σ Φ . quasi-likelihood based regression framework assumes that,
where Λ is an n × n diagonal matrix, and {diag{Λ}} = {µ 1 (1 − µ 1 ), µ 2 (1 − µ 2 ), · · · , µ n (1 − µ n )}.
164
Under the null of no association, the framework also assumes that E(x i ) = p c , and var(x) = 165 p c (1 − p c )Σ Φ . Thus, the generalized quasi-score statistic of testing H 0 : β 1 = 0 is,
Φ y, andp c is identical to that in T QL-allelic of (9). When Y is binary, y = 1 r . Substituting y with 1 r in (11), it is easy to show that
When individuals are independent of each other in a sample, Σ Φ = I, thenp c =p. Thus, 
where
and Σ y is the same as that in the linear mixed-effect model of (4), andΣ y is the maximum likelihood 176 estimate under the null of no association.
177
To compare T reverse and T MASTOR , we rewrite T reverse in (8) as
σ 2 g y T P g y , where P g = V gy −V gz V yz /V zz , andσ 2 g = g T P g g/n. Note that although V uv in (8) has the same form 178 as V * uv above, V uv uses Σ g that contains both Σ Φ and Σ δ as illustrated in (7) for sib-pairs. Indeed, Y is included in (6), the 'reverse' regression is simplified to,
where Z is the matrix of covariates. The intercept α can be interpreted as twice the population 195 allele frequency, p, for the SNP of interest. The maximum likelihood estimator of α is
When no covariate is included in (14) and Σ g is replaced with the kinship coefficient matrix In this note we first showed that, contrary to popular belief, the existing genetic association tests 
