Twitter is a micro blogging website, where users can post messages in very short text called Tweets. Tweets contain user opinion and sentiment towards an object or person. This sentiment information is very useful in various aspects for business and governments. In this paper, we present a method which performs the task of tweet sentiment identification using a corpus of pre-annotated tweets. We present a sentiment scoring function which uses prior information to classify (binary classification ) and weight various sentiment bearing words/phrases in tweets. Using this scoring function we achieve classification accuracy of 87% on Stanford Dataset and 88% on Mejaj dataset. Using supervised machine learning approach, we achieve classification accuracy of 88% on Stanford dataset.
Introduction
With enormous increase in web technologies, number of people expressing their views and opinions via web are increasing. This information is very useful for businesses, governments and individuals. With over 340+ million Tweets (short text messages) per day, Twitter is becoming a major source of information.
Twitter is a micro-blogging site, which is popular because of its short text messages popularly known as "Tweets". Tweets have a limit of 140 characters. Twitter has a user base of 140+ million active users 1 1 As on March 21, 2012. Source: http://en.wikipedia.org/wiki/Twitter and thus is a useful source of information. Users often discuss on current affairs and share their personals views on various subjects via tweets.
Out of all the popular social media's like Facebook, Google+, Myspace and Twitter, we choose Twitter because 1) tweets are small in length, thus less ambigious; 2) unbiased; 3) are easily accessible via API; 4) from various socio-cultural domains.
In this paper, we introduce an approach which can be used to find the opinion in an aggregated collection of tweets. In this approach, we used two different datasets which are build using emoticons and list of suggestive words respectively as noisy labels. We give a new method of scoring "Popularity Score", which allows determination of the popularity score at the level of individual words of a tweet text. We also emphasis on various types and levels of pre-processing required for better performance.
Roadmap for rest of the paper: Related work is discussed in Section 2. In Section 3, we describe our approach to address the problem of Twitter sentiment classification along with pre-processing steps.Datasets used in this research are discussed in Section 4. Experiments and Results are presented in Section 5. In Section 6, we present the feature vector approach to twitter sentiment classification. Section 7 presents as discussion on the methods and we conclude the paper with future work in Section 8.
Related Work
Research in Sentiment Analysis of user generated content can be categorized into Reviews (Turney, 2002; Pang et al., 2002; Hu and Liu, 2004) , Blogs (Draya et al., 2009; Chesley, 2006; He et al., 2008) , News (Godbole et al., 2007) , etc. All these categories deal with large text. On the other hand, Tweets are shorter length text and are difficult to analyse because of its unique language and structure. (Turney, 2002) worked on product reviews. Turney used adjectives and adverbs for performing opinion classification on reviews. He used PMI-IR algorithm to estimate the semantic orientation of the sentiment phrase. He achieved an average accuracy of 74% on 410 reviews of different domains collected from Epinion. (Hu and Liu, 2004) performed feature based sentiment analysis. Using Noun-Noun phrases they identified the features of the products and determined the sentiment orientation towards each feature. (Pang et al., 2002) tested various machine learning algorithms on Movie Reviews. He achieved 81% accuracy in unigram presence feature set on Naive Bayes classifier. (Draya et al., 2009) tried to identify domain specific adjectives to perform blog sentiment analysis. They considered the fact that opinions are mainly expressed by adjectives and pre-defined lexicons fail to identify domain information. (Chesley, 2006) performed topic and genre independent blog classification, making novel use of linguistic features. Each post from the blog is classified as positive, negative and objective.
To the best of our knowledge, there is very less amount of work done in twitter sentiment analysis. (Go et al., 2009 ) performed sentiment analysis on twitter. They identified the tweet polarity using emoticons as noisy labels and collected a training dataset of 1.6 million tweets. They reported an accuracy of 81.34% for their Naive Bayes classifier. (Davidov et al., 2010) used 50 hashtags and 15 emoticons as noisy labels to create a dataset for twitter sentiment classification. They evaluate the effect of different types of features for sentiment extraction. (Diakopoulos and Shamma, 2010) worked on political tweets to identify the general sentiments of the people on first U.S. presidential debate in 2008. (Bora, 2012 ) also created their dataset based on noisy labels. They created a list of 40 words (positive and negative) which were used to identify the polarity of tweet. They used a combination of a minimum word frequency threshold and Categorical Proportional Difference as a feature selection method and achieved the highest accuracy of 83.33% on a hand labeled test dataset. (Agarwal et al., 2011) performed three class (positive, negative and neutral) classification of tweets. They collected their dataset using Twitter stream API and asked human judges to annotate the data into three classes. They had 1709 tweets of each class making a total of 5127 in all. In their research, they introduced POS-specific prior polarity features along with twitter specific features. They achieved max accuracy of 75.39% for unigram + senti features.
Our work uses (Go et al., 2009 ) and (Bora, 2012) datasets for this research. We use Naive Bayes method to decide the polarity of tokens in the tweets. Along with that we provide an useful insight on how preprocessing should be done on tweet. Our method of Senti Feature Identification and Popularity Score perform well on both the datasets. In feature vector approach, we show the contribution of individual NLP and Twitter specific features.
Approach
Our approach can be divided into various steps. Each of these steps are independent of the other but important at the same time.
Baseline
In the baseline approach, we first clean the tweets. We remove all the special characters, targets (@), hashtags (#), URLs, emoticons, etc and learn the positive & negative frequencies of unigrams in training. Every unigram token is given two probability scores: Positive Probability (P p ) and Negative Probability (N p ) (Refer Equation 1). We follow the same cleaning process for the test tweets. After cleaning the test tweets, we form all the possible unigrams and check for their frequencies in the training model. We sum up the positive and negative probability scores of all the constituent unigrams, and use their difference (positive -negative) to find the overall score of the tweet. If tweet score is > 0 then it is positive otherwise negative. P f = F requency in P ositive T raining Set N f = F requency in N egative T raining Set P p = P ositive P robability of the token.
Emoticons and Punctuations Handling
We make slight changes in the pre-processing module for handling emoticons and punctuations. We use the emoticons list provided by (Agarwal et al., 2011) in their research. This list 2 is built from wikipedia list of emoticons 3 and is hand tagged into five classes (extremely positive, positive, neutral, negative and extremely negative). In this experiment, we replace all the emoticons which are tagged positive or extremely positive with 'zzhappyzz' and rest all other emoticons with 'zzsadzz'. We append and prepend 'zz' to happy and sad in order to prevent them from mixing into tweet text. At the end, 'zzhappyzz' is scored +1 and 'zzsadzz' is scored -1. Exclamation marks (!) and question marks (?) also carry some sentiment. In general, '!' is used when we have to emphasis on a positive word and '?' is used to highlight the state of confusion or disagreement. We replace all the occurrences of '!' with 'zzexclaimzz' and of '?' with 'zzquestzz'. We add 0.1 to the total tweet score for each '!' and subtract 0.1 from the total tweet score for each '?'. 0.1 is chosen by trial and error method.
Stemming
We use Porter Stemmer 4 to stem the tweet words. We modify porter stemmer and restrict it to step 1 only.
Step 1 gets rid of plurals and -ed or -ing.
Stop Word Removal
Stop words play a negative role in the task of sentiment classification. Stop words occur in both positive and negative training set, thus adding more ambiguity in the model formation. And also, stop words don't carry any sentiment information and thus are of no use to us. We create a list of stop words like he, she, at, on, a, the, etc. and ignore them while scoring. We also discard words which are of length ≤ 2 for scoring the tweet.
Spell Correction
Tweets are written in random form, without any focus given to correct structure and spelling. Spell correction is an important part in sentiment analysis of user-generated content. Users type certain characters arbitrary number of times to put more emphasis on that. We use the spell correction algorithm from (Bora, 2012) . In their algorithm, they replace a word with any character repeating more than twice with two words, one in which the repeated character is placed once and second in which the repeated character is placed twice. For example the word 'swwweeeetttt' is replaced with 8 words 'swet', 'swwet', 'sweet', 'swett', 'swweet', and so on.
Another common type of spelling mistakes occur because of skipping some of characters from the spelling. like "there" is generally written as "thr". Such types of spelling mistakes are not currently handled by our system. We propose to use phonetic level spell correction method in future.
Senti Features
At this step, we try to reduce the effect of nonsentiment bearing tokens on our classification system. In the baseline method, we considered all the unigram tokens equally and scored them using the Naive Bayes formula (Refer Equation 1) . Here, we try to boost the scores of sentiment bearing words. In this step, we look for each token in a pre-defined list of positive and negative words. We use the list of of most commonly used positive and negative words provided by Twitrratr 5 . When we come across a token in this list, instead of scoring it using the Naive Bayes formula (Refer Equation 1) , we score the token +/-1 depending on the list in which it exist. All the tokens which are missing from this list went under step 3.3, 3.4, 3.5 and were checked for their occurrence after each step.
5 http://twitrratr.com/
Noun Identification
After doing all the corrections (3.3 -3.6) on a word, we look at the reduced word if it is being converted to a Noun or not. We identify the word as a Noun word by looking at its part of speech tag in English WordNet (Miller, 1995) . If the majority sense (most commonly used sense) of that word is Noun, we discard the word while scoring. Noun words don't carry sentiment and thus are of no use in our experiments.
Popularity Score
This scoring method boosts the scores of the most commonly used words, which are domain specific. For example, happy is used predominantly for expressing the positive sentiment. In this method, we multiple its popularity factor (pF) to the score of each unigram token which has been scored in the previous steps. We use the occurrence frequency of a token in positive and negative dataset to decide on the weight of popularity score. Equation 2 shows how the popularity factor is calculated for each token. We selected a threshold 0.01 min support as the cut-off criteria and reduced it by half at every level. Support of a word is defined as the proportion of tweets in the dataset which contain this token. The value 0.01 is chosen such that we cover a large number of tokens without missing important tokens, at the same time pruning less frequent tokens. Figure 1 shows the flow of our approach. 
P f = F requency in P ositive T raining Set
N f = F requency in N egative T raining Set if (P f − N f ) > 1000) pF = 0.9; elseif ((P f − N f ) > 500) pF = 0.8; elseif ((P f − N f ) > 250) pF = 0.7; elseif ((P f − N f ) > 100) pF = 0.5; elseif ((P f − N f < 50)) pF = 0.1;(2)
Datasets
In this section, we explain the two datasets used in this research. Both of these datasets are built using noisy labels.
Stanford Dataset
This dataset (Go et al., 2009 ) was built automatically using emoticons as noisy labels. All the tweets which contain ':)' were marked positive and tweets containing ':(' were marked negative. Tweets that did not have any of these labels or had both were discarded. The training dataset has ∼1.6 million tweets, equal number of positive and negative tweets. The training dataset was annotated into two classes (positive and negative) while the testing data was hand annotated into three classes (positive, negative and neutral). For our experimentation, we use only positive and negative class tweets from the testing dataset for our experimentation. 
Mejaj
Mejaj dataset (Bora, 2012) was built using noisy labels. They collected a set of 40 words and manually categorized them into positive and negative. They label a tweet as positive if it contains any of the positive sentiment words and as negative if it contains any of the negative sentiment words. Tweets which do not contain any of these noisy labels and tweets which have both positive and negative words were discarded. Table 2 gives the list of words which were used as noisy labels. This dataset contains only two class data. 
Experiment
In this section, we explain the experiments carried out using the above proposed approach.
Stanford Dataset
On this dataset (Go et al., 2009 ), we perform a series of experiments. In the first series of experiments, we train on the given training data and test on the testing data. In the second series of experiments, we perform 5 fold cross validation using the training data. Table 4 shows the results of each of these experiments on steps which are explained in Approach (Section 3).
In table 4, we give results for each step emoticons and punctuations handling, spell correction, stemming and stop word removal mentioned in Approach Section (Section 3). The Baseline + All Combined results refers to combination of these steps (emoticons, punctuations, spell correction, Stemming and stop word removal) performed together. Series 2 results are average of accuracy of each fold.
Mejaj Dataset
Similar series of experiments were performed on this dataset (Bora, 2012) too. In the first series of experiments, training and testing was done on the respective given datasets. In the second series of experiments, we perform 5 fold cross validation on the training data. Table 5 shows the results of each of these experiments.
In table 5, we give results for each step emoticons and punctuations handling, spell correction, stemming and stop word removal mentioned in Approach Section (Section 3). The Baseline + All Combined results refers to combination of these steps (emoticons, punctuations, spell correction, Stemming and stop word removal) performed together. Series 2 results are average of accuracy of each fold.
Cross Dataset
To validate the robustness of our approach, we experimented with cross dataset training and testing. We trained our system on one dataset and tested on the other dataset. Table 6 reports the results of cross dataset evaluations.
Feature Vector Approach
In this feature vector approach, we form features using Unigrams, Bigrams, Hashtags (#), Targets (@), Emoticons, Special Symbol ('!') and used a semisupervised SVM classifier. Our feature vector comprised of 11 features. We divide the features into two groups, NLP features and Twitter specific features. NLP features include frequency of positive Table 7 shows the features we have considered.
HashTags polarity is decided based on the constituent words of the hashtags. Using the list of positive and negative words from Twitrratr 6 , we try to find if hashtags contains any of these words. If so, we assign the polarity of that to the hashtag. For example, "#imsohappy" contains a positive word "happy", thus this hashtag is considered as positive hashtag. We use the emoticons list provided by (Agarwal et al., 2011) in their research. This list 7 is built from wikipedia list of emoticons 8 and is hand tagged into five classes (extremely positive, positive, neutral, negative and extremely negative). We reduce this five class list to two class by merging extremely positive and positive class to single positive class and rest other classes (extremely negative, negative and neutral) to single negative class. Table 8 reports the accuracy of our machine learning classifier on Stanford dataset.
Discussion
In this section, we present a few examples evaluated using our system. The following example denotes the effect of incorporating the contribution of emoticons on tweet classification. Example "Ahhh I can't move it but hey w/e its on hell I'm elated right now :-D". This tweet contains two opinion words, "hell" and "elated". Using the unigram scoring method, this tweet is classified neutral but it is actually posi-tive. If we incorporate the effect of emoticon ":-D", then this tweet is tagged positive. ":-D" is a strong positive emoticon.
Consider this example, "Bill Clinton FailObama Win?". In this example, there are two sentiment bearing words, "Fail" and "Win". Ideally this tweet should be neutral but this is tagged as a positive tweet in the dataset as well as using our system. In this tweet, if we calculate the popularity factor (pF) for "Win" and "Fail", they come out to be 0.9 and 0.8 respectively. Because of the popularity factor weight, the positive score domniates the negative score and thus the tweet is tagged as positive. It is important to identify the context flow in the text and also how each of these words modify or depend on the other words of the tweet.
For calculating the system performance, we assume that the dataset which is used here is correct. Most of the times this assumption is true but there are a few cases where it fails. For example, this tweet "My wrist still hurts. I have to get it looked at. I HATE the dr/dentist/scary places. :( Time to watch Eagle eye. If you want to join, txt!" is tagged as positive, but actually this should have been tagged negative. Such erroneous tweets also effect the system performance.
There are few limitations with the current proposed approach which are also open research problems.
1. Spell Correction: In the above proposed approach, we gave a solution to spell correction which works only when extra characters are entered by the user. It fails when users skip some characters like "there" is spelled as "thr". We propose the use of phonetic level spell correction to handle this problem.
2. Hashtag Segmentation: For handling hashtags, we looked for the existence of the positive or negative words 9 in the hashtag. But there can be some cases where it may not work correctly. For example, "#thisisnotgood", in this hashtag if we consider the presence of positive and negative words, then this hashtag is tagged positive ("good"). We fail to capture the presence and effect of "not" which is making this hash-tag as negative. We propose to devise and use some logic to segment the hashtags to get correct constituent words.
3. Context Dependency: As discussed in one of the examples above, even tweet text which is limited to 140 characters can have context dependency. One possible method to address this problem is to identify the objects in the tweet and then find the opinion towards those objects.
Conclusion and Future Work
Twitter sentiment analysis is a very important and challenging task. Twitter being a microblog suffers from various linguistic and grammatical errors. In this research, we proposed a method which incorporates the popularity effect of words on tweet sentiment classification and also emphasis on how to preprocess the Twitter data for maximum information extraction out of the small content. On the Stanford dataset, we achieved 87% accuracy using the scoring method and 88% using SVM classifier. On Mejaj dataset, we showed an improvement of 4.77% as compared to their (Bora, 2012 ) accuracy of 83.33%. In future, This work can be extended through incorporation of better spell correction mechanisms (may be at phonetic level) and word sense disambiguation. Also we can identify the target and entities in the tweet and the orientation of the user towards them.
