1. Abstract and Introduction. In the January 1962 issue of this journal R. Bellman and B. Kotkin published a short paper under the same title as this one (cf. [1] ). In that paper Bellman and Kotkin presented some of their results concerning the numerical computation of the continuous function y(x), defined by y(x) = 1 (Oáígl) y'(x) = -~-y(x-l) COI).
Tables of y(x) were given for x = 1(0.0625)6 and x = 6(1)20. In the process of extending these tables beyond x = 20 we discovered that the second table was rather inaccurate for all values of x > 9. Bellman and Kotkin found, for example, that y(20) = 0.149-10-8, whereas the actual value of y(20) can be shown to be smaller than 10-20. Moreover, in view of the method used by Bellman and Kotkin, one may expect that it would be quite time consuming to compute y(x) for values of x up to say x = 1,000.
In this paper we describe a different method which enables us to compute y(x) for values of x up to about "as far as one would like." | 2. The Main Formula and Some of its Consequences. The function y(x) defined in the introduction satisfies the following fundamental Lemma 1.
A simple consequence of this lemma is Lemma 2.
y(x) > 0 (x ^ 0).
As an easy consequence of this lemma and the definition of y(x) we find that y (x) is monotonically decreasing on z ^ 1. Also from the definition of y(x) it is easily seen that y(x) is twice differentiable on x > 2, whereas y(x) is precisely once differentiable at x = 2. On x > 2 we have
Since y(x) is concave on the intervals 1 ^ a; ^ 2 and x > 2 and differentiable at x = 2, we may conclude that y(x) is concave on x ^ 1. 
We have already mentioned that y(x) = 1 -log x, (1 á x á 2) so that we only have to compute j(i) on 1 > 2. If we approximate the integral Hence, as soon as one has lower bounds for y(x) at the points x0 + (2k -l)/2n, (k = 1, 2, 3, ■ ■ ■, n) one may compute a lower bound for y(xo + 1). If one also knows lower bounds for y(x) at the points x0 + k/n, (fc = 1, 2, 3, • • -, n -1), one can apply the same method to compute a lower bound for y(x0 + 1 + l/2n). Repeating this process one finds lower bounds for y(x) at the points xo + 1 + fc/2rc, (fc = 2, 3, 4, • • • ). As a starting point for the computations one may take of course Xo = 1. If one chooses the grid sizes in the above integral-approximating procedures small enough, one may expect that the corresponding upper and lower bounds for y(x) will not differ very much. Actual computations show that this is indeed the case.
Performing the computations on the Electrologica X8 of the Mathematical Centre in Amsterdam, using an ALGOL-60 program (with grid size 0.005), we found that the corresponding upper and lower bounds for y(x) were equal up to at least the first significant digit for all x < 100.
Using more refined integral-approximating formulae and smaller grid sizes we were able to compute y(x) for values of x up to at least x = 1,000. Below we include a table for y(x) with an accuracy of five or more significant figures.
Finally we will compare some of the results of Table 1 2/0*0
which is somewhat more convenient for numerical computations. Writing B(x) for de Bruijn's asymptotic approximation we have Table 1 . y(x) = a(x)-10r*â 
