Abstract. We give sufficient conditions for the continuity in norm of the translation operator in the Musielak-Orlicz LM spaces. An application to the convergence in norm of approximate identities is given, whereby we prove density results of the smooth functions in LM , in both modular and norm topologies. These density results are then applied to obtain basic topological properties.
Introduction and statement of main results
Classical Lebesgue and Sobolev spaces with constant exponent arise in the modeling of most materials with sufficient accuracy. For certain materials with inhomogeneities, for instance electrorheological fluids, this is not adequate, but rather the exponent should be able to vary. This leads to study those materials in Lebesgue and Sobolev spaces with variable exponent. Historically, variable exponent Lebesgue spaces L p(·) (Ω), where Ω is an open subset of R N , was appeared in the literature for the first time in 1931 in a paper written by W. Orlicz [13] . The study of variable exponent Lebesgue spaces was then abandoned by Orlicz for the account of the theory of the function spaces L M (Ω), built upon an N -function M , that now bear his name and which generalizes naturally the Lebesgue spaces with constant exponent. When we try to integrate both the two functional structures of variable exponent Lebesgue spaces and Orlicz spaces, we are led to the so-called Musielak-Orlicz spaces. This later functional structure was extensively studied from 1970's by the Polish school, notably by Musielak [11] and Hudzik, see for instance [6] and the references therein.
Here we are interested in establishing some basic approximation results in Musielak-Orlicz spaces with respect to the modular and norm convergence, which then allow us to obtain some topological properties that constitute basic tools needed in the existence theory for partial differential equations involving nonstandard growths described in terms of Musielak-Orlicz functions. Such results requires to take into account the results earlier studied deeply in the monograph [8] and these presented in the pioneering work by Kovácik and Rákosník [9] concerning completeness, density, reflexivity and separability of variable exponent Lebesgue and Sobolev spaces. Nonetheless, the proof involved an essential gap. The Jensen inequality was used for the infimum of convex functions, which obviously is not necessarily convex. Unlike the classical Orlicz spaces, the spatial dependence of the φ-function M does not allow, in general, to bounded functions to belong to Musielak-Orlicz spaces. An extra additional hypothesis is needed. In the sequel, we make use of the following local integrability. Definition 1.1. We say that M ∈ Φ is locally integrable, if for any constant number c > 0 and for every compact set K ⊂ Ω we have
2) not only for compact subsets K ⊂ Ω but for all mesurable subsets of Ω having finite Lebesgue measure .
From now on, B c (Ω) will stands for the set of bounded functions compactly supported in Ω and C ∞ 0 (Ω) will denotes the set of infinitely differentiable functions compactly supported in Ω. The condition (1.2) ensures that the set B c (Ω) is contained in E M (Ω). Incidentally, the functions essentially bounded do not belong necessary to E M (Ω) even if (1.2) is filled. Observe that if M (x, |s|) = M (|s|) is independent of x (that is M (·) is a continuous, nondecreasing and convex function with
2) is obviously satisfied. Here, we do not need to assume the condition (1.1) but we only assume (1.2). Note in passing that if x → M (x, s) is a continuous function on Ω, then (1.2) holds trivially.
The main results we obtain in this paper cover those already known in the frameworks of Orlicz and variable exponent Lebesgue spaces and are contained in the four following theorems that we prove in Section 5. 
Another aspect of duality in Musielak spaces can be found in [7] . We present here a simple proof involving the results obtained. A special class of Φ-functions is the following.
Definition 1.2. We say that
for all t 0 and for almost every x ∈ Ω. 
The passage to the limit as n tends to infinity yields a contradiction with the fact that
is continuous and so we get 0 max 0 t t 0 f (t) = C < +∞. Therefore, we obtain
Hence, we can choose h(x) = C. Suppose now that |Ω| = +∞. (Ω) and by means of Luzin's theorem the subset of continuous functions
, which finally lead to the density of the set
In Musielak-Orlicz spaces, the situation is more complicated. At first, we note that although the assumption ( 
and L M (Ω) with respect to the norm and modular convergence respectively. The idea we use in this paper is essentially based upon using the fact that for a function u ∈ B c (Ω), the translation operator u(· + h) is continuous with respect to the norm · L M (Ω) as h tends to 0 (see Lemma 3.1 below). This constitutes the main reason why we introduce the space B c (Ω).
In the framework of classical Lebesgue or Orlicz spaces, the separability of the closure of bounded functions compactly supported in Ω is well-known, see for instance [1, Theorem 2.21 and Theorem 8.21], while for bounded variable exponent spaces one can see [9, corollary 2.12 ]. Here, using the density results obtained in Theorem 1.1 we prove the separability of E M (Ω). Our proof is totally different from that given by Musielak [11, Theorem 7.10] , since the author used the density of simple functions assuming that the Φ-function M satisfies the local integrability condition on a measure space (Ω, Σ, µ) where µ is a positive complete measure, that is to say D M (x, s)dµ < ∞ for every s > 0 and D ∈ Σ with µ(D) < ∞, (see [11, Definition 7.5] ), which is stronger than the condition (1.2) when we limit ourselves to the Borel tribe.
In the Orlicz spaces, the density of simple functions, denoted S, in E M (Ω) is an important step in the proof of the duality result (see for instance [1, Theorem 8.19] ). In the MusielakOrlicz spaces such approximation result needs to assume a local integrability condition (see [11, Theorem 7.6] ) which allows us to get the inclusion S ⊂ E M (Ω). In Theorem 1.3 we use the weaker condition (1.2) and act otherwise in the prove by using the density of the set S c of simple functions compactly supported in Ω ( see Lemma 4.2 below) instead of simple functions only. Related to this topic, one can also consult [7] .
The paper is organized as follow, in Section 2 we give some properties of Musielak-Orlicz spaces where the most of them can be found in the standard monograph of J. Musielak [11] . In Section 3 we prove the continuity in norm of the translation. In Section 4, we give some auxiliary lemmata needed to prove the main results. The proof of the main results are presented in Section 5.
Background
Here we give some definitions and properties that concern Musielak-Orlicz spaces. Observe first that equivalently a Φ-function M can be represented as (see [11, Theorem 13 
where
which reduces to an equality when v = a(x, u) or u = a * (x, v). It's easy to check that
We also have the following Hölder inequality (see [11, Theorem 13.13] )
We denote by M −1 the inverse of the Φ-function M with respect to its second argument defined as follows
A sequence {u n } is said to converge to u in L M (Ω) in the modular sense, if there exists λ > 0 such that
We say that Proof. Suppose that the norm convergence and the modular convergence are equivalent and
By the definition of the norm, we can get
Thus,
Conversely, let u n ∈ L M (Ω) and suppose that
, then the norm convergence and the modular convergence are equivalent.
This lemma was proved in [11, Theorem 8 .14] using the local integrability (see [11, Definition 7.5] ). This local integrability is not necessary, we give here a proof based on Vitali's theorem.
Proof. We only need to prove that the modular convergence implies the norm convergence, the converse is an easy task. Let {u n } be a sequence of functions belonging to
Hence, for a subsequence still indexed by n, we can assume that u n → u a.e. in Ω. Let p be a fixed integer, by the ∆ 2 -condition we can write
Therefore, by Vitali's theorem we get lim
For an arbitrary λ > 0, there exists m such that λ 2 m . Then we can write
By the convexity of M , we get
Therefore, by [11, Theorem 8.
prove that for every µ > 0 we have 
Let J stands for the Friedrichs mollifier kernel defined on R N by J(x) = ke 
Remark 2.1. Going back to the local integrability (1.2). If p + = ess sup x∈Ω p(x) < +∞, it is obvious to check that the Φ-functions
The equivalence between Orlicz and Luxemburg norms is well-known in the Orlicz spaces setting [10, Theorem 3.8.5], while in the Musielak-Orlicz framework this result was proved by Musielak [11, Theorem 13.11] using a local integrability condition upon measurable sets with finite measure.
Lemma 2.4. Let M ∈ Φ satisfy (1.2). Then, for all
Proof. The inequality in the right-hand side is an easy consequence of the Young inequality. We only need to prove the left-hand side inequality. To this end, it is sufficient to prove that
This can be done by using (1.2) and following exactly the line of [10, Lemma 3.7.2].
Properties of the translation operator

M-mean continuity. For h ∈ R N , let τ h u stands for the translation operator defined by
τ h u(x) = u(x + h) if x ∈ Ω and x + h ∈ Ω, 0 otherwise in R N .
If the function u has a compact support, τ h u is well-defined provided that h < dist(supp u, ∂Ω).
In general, if u ∈ E M (Ω) we can't expect that τ h u belongs to E M (Ω) (see [9, Example 2.9 and Theorem 2.10]). In the following lemma, we prove that the translation operator acts on the set of bounded functions compactly supported in Ω. In the case where M (x, t) = |t| p(x) , a similar result was proved in [4, p.261] by using the continuous imbedding between variable exponent Lebesgue spaces. Unfortunately, this result is not true in general in variable Lebesgue spaces [5, Proposition 3.6 .1] unless the exponent is constant.
Lemma 3.1. Let M ∈ Φ satisfy (1.2). Then, any u ∈ B c (Ω) is M-mean continuous, that is to say for every ε > 0 there exists a η = η(ε) > 0 such that for h ∈ R N with |h| < η we have
Proof. For u ∈ B c (Ω), let suppu = U ⊂ B R ∩ Ω, where by B R we denote a ball with radius R > 0. Let h ∈ R N with |h| < min (1, dist(U, ∂Ω) ). We have supp τ h u ⊂ B := B R+1 ∩ Ω. Let us define B = B R+1 ∩ Ω where B R+1 stands for the closed ball with radius R + 1. Thanks to (1.2), for any constant number C > 0 one has M (x, C) ∈ L 1 (B). Therefore, for arbitrary ε > 0, there is ν > 0 such that for all measurable subset
Since u is measurable on U ρ , Luzin's theorem ensures that for ν > 0 there exists a closed set F 1,ν ⊂ U ρ such that the restriction of u to F 1,ν is continuous and
The function u is uniformly continuous on the compact set F 1,ν . It follows that for ε > 0, there exists an η ∈ (0, ρ) such that for all x, x + h ∈ F 1,ν one has
Define the two sets
The set F ν is a closed subset of Ω. In addition, we have |B \ F ν | < ν. Indeed, since the Lebesgue measure is invariant by translation we get |B \ F 1,ν | = |B \ F 2,ν |. Therefore,
If not, we will get x ∈ B which contradicts the fact that x / ∈ B. Hence, we obtain
By (3.2) the first term in the right-hand side can be estimated as
As regards the second term in the right-hand side of (3.4), we use the fact that u ∈ B c (Ω) is bounded by a constant number c > 0 and then (3.1) to obtain
Puting together (3.4) and (3.5), we get
Let δ > 0 be arbitrary but fixed. As u/δ ∈ B c (Ω), we get
Remark 3.1. Note that the boundedness of the function u in Lemma 3.1 is necessary, else the result is false. Indeed, when we put ourselves in the particular case M (x, t) = t p(x)
, the authors [9] gave the following example : N = 1, Ω = (−1, 1). For 1 r < s < +∞ they define the variable exponent
and consider
Observe here, in this example, that the function f is compactly supported but not bounded on Ω.
3.2. Application to approximate identities. As a consequence of Lemma 3.1, we give the following density result.
Proof. For ε > 0, the function u ε defined in (2.5) belongs to C ∞ 0 (Ω) whenever ε < dist(supp u, ∂Ω) (see for example [1, Theorem 2.29]). Let M stands for the complementary Φ-function of M and let v ∈ L M (Ω). By Fubini's theorem and Hölder's inequality (2.3) we can write
Hence, by the definition of the Orlicz norm and the inequality (2.6) we obtain
We can now use Lemma 3.1 Given µ > 0, there exists η > 0 such that for ε < η we get
for every y with |y| 1. Then we conclude that
which gives the result.
Auxiliary results
In the following lemma we prove that under the condition (1.2) bounded functions compactly supported in Ω are dense in E M (Ω) with respect to the strong topology and in L M (Ω) with respect to the modular topology.
Proof.
Denote by T j , j > 0, the truncation function at levels ±j defined on R by T j (s) = max{−j, min{j, s}}. We define the sequence {u j } by
1) where χ K j stands for the characteristic function of the set
Hence, the function u j ∈ B c (Ω) and converges almost everywhere to u in Ω.
So that by the Lebesgue dominated convergence theorem, we obtain
Let {u j } the sequence defined in (4.1). The inequality (4.2) holds for some λ > 0 and since u j ∈ B c (Ω) and converges a.e. to u in Ω, we get M (x, |u j (x) − u(x)|/2λ) → 0 a.e. in Ω. Thus, Lebesgue's dominated convergence theorem yields Proof. Let u ∈ B c (Ω). Since u is a measurable function, by classical result [1] we know that there exists a sequence {u n } ⊂ S converging pointwise to u in Ω and satisfying |u n (x)| |u(x)|, for all n ∈ N and x ∈ Ω. Since u ∈ B c (Ω), we can assume that u n ∈ S c . Hence,
As for all
in Ω, by the Lebesgue dominated convergence theorem we obtain 
Proof. Let x 0 ∈ Ω be fixed. By the assumption (1.2), the measurable function
Hence, there is an η > 0 such that for any measurable subset Ω ′ of Ω, one has
As M (·, s) is measurable on E, Luzin's theorem implies that for η > 0 there exists a closed set F η ⊂ E such that the restriction of M (·, s) to F η is continuous and |E \ F η | < η. Let k be the point where the supremum of M (·, s) is reached in the set F η .
For the first term in the right-hand side of the last equality, we use (2.4) obtaining
while for the second one, since |E \ F η | < η we have
Thus, we get 
Proof. We omit the proof, since it's similar to the one given in [1, Lemma 8.17 ] in the framework of Orlicz spaces. The above result holds also when L v is restricted to E M (Ω). In general, continuous linear functionals defined on L M (Ω) can be expressed in a different form to that defined in (4.4) (see [10, Theorem 3.13.5] ). Hence, we can not have the Riesz representation theorem as in classical Lebesgue spaces. In the following lemma we give an "almost complete" analogue of Riesz representation theorem. A similar result in the Orlicz framework can be found in [10, Theorem 3.13.6].
Lemma 4.5. Assume that
Proof. We begin first by assuming that u belongs to S c i.e. u is of the form
where B i are measurable sets of finite Lebesgue measure such that ∪ p i=1 B i ⊂ K for some compact subset K ⊂ Ω and α i ∈ R, for i = 1, 2, · · · , p. Let µ be the complex measure defined for a measurable set of finite Lebesgue measure A ⊂ K ⊂ Ω for some compact K as follows
By (4.3) there exist two constants c 1 , c 2 0 such that
Thus, the measure µ is absolutely continuous with respect to the Lebesgue measure and it follows by Radon-Nikodym's theorem that there exists a nonnegative measurable function v ∈ L 1 (Ω), unique up to sets of Lebesgue measure zero, such that
Hence, we can write
Now for arbitrary u ∈ E M (Ω), by Lemma 4.2 we can found a sequence of functions u j ∈ S c such that u j → u a.e. in Ω and strongly in E M (Ω). Therefore, by Fatou's lemma we obtain 
This implies that v ∈ L M (Ω). Let
Proof of the main results
Proof of Theorem 1.1.
(1) Combining Lemma 3.2 and Lemma 4.1, we obtain the density of C ∞ 0 (Ω) in E M (Ω) with respect to the strong topology. Then by Lemma 3.2, there exists a function v ∈ C ∞ 0 (Ω) that converges strongly to w in L M (Ω). But we know that the norm topology is strong than the modular one, more precisely we have Proof of theorem 1.2. Let u ∈ E M (Ω). By virtue of Theorem 1.1, we can assume that u ∈ C c (Ω) (the set of continuous functions with compact support in Ω). Hence, it's sufficient to show that there exists a countable set dense in C c (Ω) with respect to the strong topology in E M (Ω). Let Ω n be the sequence of compact subsets of R N defined by Ω n = {x ∈ Ω : |x| n and dist(x, ∂Ω) 1 n }.
Recall that Ω = ∪ +∞ i=1 Ω n . Let P be the set of all polynomials on R N with rational coefficients and P n = {vχ Ωn : v ∈ P}, where χ Ωn is the characteristic function of Ω n . If dist(supp u, ∂Ω) > 1 n then u belongs to C(Ω n ) and by using the density of P n in C(Ω n ) [1, corollary 1.32], there exists a sequence u j ∈ P n that converges uniformly to u, that is to say Therefore, P n is dense in C(Ω n ) for the strong topology in L M (Ω). Consequently, the countable set ∪ ∞ n=1 P n is dense in E M (Ω) and E M (Ω) is separable. 
and then the conclusion follows.
