INTRODUCTION
For more than 20 years Galois coverings have been one of the most efficient techniques in contemporary representation theory of algebras over a field and matrix problems and have been used successfully in solutions of various classification and theoretical problems. They were Ž w originally invented for studying representation-finite algebras see 1, 15, x. 17, 20 . Later, the Galois covering techniques were adopted for the Ž w x w x. representation-infinite case see 10᎐12 ; also 3, 4, 6 and were effectively w x applied in 16, 19, 28, 30, 31 . In the meantime, they also became a useful w x tool for studying matrix problems 9, 14, 23᎐25 .
The Galois covering method, also in the infinite-representation case, often allows us to reduce the description of the module category of an algebra A, in particular, the classification of indecomposables or at least determining the representation type of A, to the analogous problems for its cover category A, which are usually simpler. Therefore especially important, because of these applications, are results which are a specializa-Ž . tion of the conjecture under some extra assumptions saying that, for ã given Galois covering F: A ª A with a group G, A is representation-tamẽ Ž w x provided that so is A. It is shown in 11 that if A is representation-tamẽ . then so is A. This conjecture has been stimulating research in this topic area for many years. Its positive solution was announced by Drozd and w x One can find the above-mentioned results in 3, 4, 6, 10᎐12, 19 . Almost all of them refer to a deeper understanding of the structure of modules over the algebra A in terms of A and are based on the description of Ž . indecomposable A-modules of the second kind w.r.t. F , i.e., those indecomposables which are not in the image of the so-called ''push-down'' functor associated with F. A closer analysis of Galois covering functors Ž . leads to the concept of the G-atom see 1.2 which in this respect plays an essential role. This description strongly uses the fact that the G-atom B usually yields an embedding of the representation category of the stabilizer G of B into the module category of A. This is especially interesting if the B stabilizers of infinite G-atoms are infinite cyclic groups. Then we deal in fact with the module categories of a Laurent polynomial algebra in one variable and in this way we obtain one-parameter families of indecomposable A-modules which in good situations exhaust the whole class of indecomposable A-modules of the second kind. In the quoted theorems the conditions in assumptions are usually phrased in terms of G-atoms; also, the proofs depend heavily on this notion.
In this context several natural questions concerning G-atoms, which seemed to be very important, arose. The so-called ''stabilizer conjecture, ' ' strongly related to the previous one, was one of them. It was formulated almost 15 years ago by A. Skowronski and the present author during thé Ž . Durham symposium ''Representations of Algebras '' 1985 and said that Ž the stabilizers of infinite G-atoms called there weakly-G-periodic modules w x. 12 for the representation-tame Galois covering A were cyclic.
The problem of determining the groups occurring as stabilizers of G-atoms for locally bounded representation-tame categories remained open until now. The main goal of this paper is to prove the ''stabilizer Ž conjecture'' for torsion-free groups, precisely formulated below see Sec-. tion 1 for the definitions . The problem for finite G-atoms was solved in w x 15 . Note that the restriction imposed on the group is natural because of w x w x 15, 3.5 and 16 . The considered case is very general since it is expected w x 29, Problem 5 that if a representation-tame algebra A admits a Galois covering by a simply-connected A then its group G is torsion-free. w x This theorem was announced in 7 . Most of the results contained in this paper were presented during seminar lectures at Paderborn University in July 1997 and at Torun University in October 1997.
The paper is organized as follows. Section 1 is devoted to a short review of basic definitions and facts concerning Galois coverings. Here also the notation used in the paper is fixed. In Section 2 the concept of the Ž n-flower is introduced, and the first embedding theorem for flowers see . Theorem 2.3 , implying in particular that the supports of indecomposable locally finite-dimensional modules over tame categories cannot be infinite n-flowers, for n G 5, is formulated. Section 3 is devoted to studying the Ž . extension embeddings see Theorem 3.3 . The concept of a neighborhood with respect to an indecomposable locally finite-dimensional module and techniques of excision and gluing of indecomposable modules over flowers are introduced in Section 4. In Section 5 the second embedding theorem Ž . for flowers see Theorem 5.1 is proved and then applied in the proof of Theorem 2.3. The Section 6 is devoted to the proof of the Main Theorem.
Ž Here a useful characterization of the infinite cyclic group is given see . Theorem 6.1 . The major part of this section is occupied by the proof of Theorem 6.6 which is the most important ingredient of the proof of our main result.
BASIC DEFINITIONS AND NOTATION
Now we briefly recall the situation we deal with. Throughout the paper w x we use in principle the notation and definitions established in 4, 7 .
Ž . 1.1. Let k be a field not necessarily algebraically closed and R be a locally bounded k-category, i.e., all objects of R have local endomorphism rings, different objects are nonisomorphic, and both sums Ž . Ž . Ý dim R x, y and Ý dim R y, x are finite for each x g R,
where R x, y is the k-linear space of morphisms from x to y in R. By an R-module we mean a contravariant k-linear functor from R to the category of all k-vector spaces. An R-module M is locally finite-dimensional Ž . Ž . Ž resp., finite-dimensional if dim M x is finite for each x g R resp., the k Ž .
. dimension dim M s Ý dim M x of M is finite . We denote by k x g R k Ž . MOD R the category of all R-modules, by Mod R resp., mod R the full Ž . subcategory of all locally finite-dimensional resp. finite-dimensional R-Ž . modules, and by Ind R resp., ind R the full subcategory of all indecom-Ž . posable R-modules in Mod R resp. mod R . By the support of an object M in MOD R we mean the full subcategory supp M of R formed by the Ä Ž . 4 set x g R : M x / 0 . We denote by J J the Jacobson radical of the R category Mod R.
1.2.
Let G be a group of k-linear automorphisms of R acting freely on objects of R. Then G acts on the category MOD R by translations g Ž . Ž Ž y1 Ž ... the family f g x of k-linear maps.
Let R s RrG be the orbit category which is again the locally bounded Ž w x. k-category see 15 . We can study the module category mod R in terms of the category Mod R. The tool at our disposal is the pair of functors with the trivial R-action of G yields the equivalence
Now it is not difficult to observe that an important role in an understanding of the nature of objects from Mod G R, and consequently from f w x mod R, is played by the G-atoms. 
Ž w x . see 4, 2.2 , which in good situations see 3, 4, 6, 12 yields a description Ž of all indecomposable R-modules being out of the image Im F the . so-called second kind modules with respect to F .
The above considerations clearly show that the shape of stabilizers of G-atoms supplies important and deep information on the category mod R.
1.3.
The following notation is used in the paper. Given a full subcategory C of R and an R-module M we denote by M N C the C-module which is the restriction of M to C. Ž . We say that a full subcategory C of R is nontrivial resp. trivial Ž . provided the set ob C of all objects of C is nonempty resp. empty .
Let C and C be full subcategories of a locally bounded k-category R. 1 2 Ž . We denote by C j C resp. C l C and C _ C the full subcategory Ž . of R formed by the union resp. intersection and difference of the sets ob C and ob C . The notation C ; C means that ob C is contained in Ž . ob C . The subcategories C and C are called disjoint resp. orthogonal
. y g ob C . The union C j C is said to be a disjoint union and then denoted by C k C , provided C and C are disjoint. Let A be a k-algebra. Then the Jacobson radical of A is denoted by Ž .
Ž . J A . For any m, n g ‫ގ‬ we denote by M A the set of all m = nm= n Ž . matrices with coefficients in A and by M A the algebra of all square n n = n-matrices with coefficients in A.
² : Let H be a group. Then for any subset X of H we denote by X the subgroup of H generated by X. For any subgroup HЈ of H the index Ž . w x Ž resp. centralizer, normalizer of HЈ in H is denoted by H : HЈ resp. Ž . Ž .. Z HЈ , N HЈ .
H H
< < For any set X we denote by X the cardinality of X.
THE FIRST EMBEDDING THEOREM FOR FLOWERS

2.1.
Concerning infinite G-atoms, an important role is played by a certain class of locally bounded k-categories.
DEFINITION.
A connected locally bounded k-category R is called an n-flower, for n g ‫,ގ‬ provided there exists a family of full subcategories R , R , . . . , R of R satisfying the following conditions:
F1 R is finite and nontrivial, 0 Ž . F2 R , . . . , R are pairwise orthogonal.
1 n Ž . An n-flower is called infinite resp. finite provided that Ž .
Ž . F3 R , . . . , R are infinite resp. finite .
n
An n-flower is called nondegenerate provided
If R is a nondegenerate n-flower then it is a nondegenerate m-flower for every m g ‫ގ‬ such that m F n.
Ž .
2 Any connected subcategory S of an n-flower R such that S l R 0 is nontrivial is equipped with the standard induced n-flower structure defined by subcategories S s S l R , i s 0, 1, . . . , n. i i Ž .
2.2.
Given a set X we denote by F X a free group generated by the set X. The following fact yields a natural class of examples of infinite n-flowers.
Ž .
LEMMA. Let R be a locally bounded k-category and G : Aut R a k noncommutati¨e free group of k-linear automorphisms acting freely on R such that G has only a finite number of orbits in R. Then R has a structure of an infinite n-flower for e¨ery n g ‫.ގ‬ For further discussion of the question of when a finite 5-flower is wild we refer the reader to Theorem 5.1.
THE EXTENSION EMBEDDING THEOREM
In this section, using the extension group technique we will construct certain representation embeddings of the category mod ⌺ into the cate- 
In our proofs we will apply the following simple observation. 
Remark
[ [
of k-linear maps, where
Ž .
␦
The k-linear isomorphism * is induced by the mapping ␦ ¬ e associ-Ž Ž . . ating with any ␦ g Der R, Hom M, N the canonical exact sequence
where the R-module E ␦ is defined as
for x g ob R and as Ž .
. be a fixed extension class with components e g Ext N , N , i s 1, . . . , r. 
. . , n . Then we set
is the middle term of the canonical exact sequence
Let : A ª AЈ be a ⌺ -homomorphism in mod ⌺ given by the family
It is easy to check that the family
Then we set E E s .
Ž .0
It is easy to check the following. 
PROPOSITION. The mapping E E defines a k-linear functor E E
ii Ker contains no nonzero idempotents.
The construction of needs some preparation.
Ž .
3.4.
Suppose that the condition L1 is satisfied. For any subset Ä 4 Ž . Ž X . I ; 0, 1, . . . , r and sequences n , n of natural numbers, the
where J J is the Jacobson radical of the category mod R. R Ž . Assume that also the condition L3 holds. Then for any R-homomor-
[
Note that the homomorphisms f and f exist since Hom N , [
Ž . N s 0 by L3 . They are uniquely determined and therefore they dei pend functorially on f. By the above diagram each linear map
. . , r. We denote by s f resp. ,
[ Ž . J J N , N the collections of matrices corresponding to f via * ;
Ž . ii if A and AЈ are different then E E A and E E AЈ are nonisomor-
zero. We use for this purpose the equalities
Ž . where x, y g ob R and r g R x, y , which by definition in a matrix form appear as follows:
Ž . Looking at the 1, 2 th components we obtain the equality
in Der R, Hom [ N , N , where inn is the inner derivation
and ) refers to the standard End N y
. fact, a is given by the equalities in Der R, Hom N , N ,
tion defined by .
Ž . properties of the multiplicative structures of k-derivations and L4 we have
It is not hard to see that for any sЈ g 1, . . . , n and 0 Ä 4 Ž . t g 1, . . . , n , b yields the equality of the form
. Ž . ideal and the class e is nonzero see L2 , there exists l s l i g ‫ގ‬ such i w x l w x lq1 that e J / 0 and e J s 0. Therefore, by multiplying the equalities
by J we obtain that J annihilates the elements c и id q
e on the right. This implies that each c is zero since otherwise
Ž . c и id q¨g End N is invertible, and this contradicts the
. . , n , and the family f : k ª k defines a homomor-
To prove i when LЈ are satisfied we proceed in the same way. The Ž . essential difference occurs in the analysis of the equalities a , i s 1, . . . , r. Ž . Now by L4Ј we obtain first the equalities
and next the equalities of the form
where
be the automorphism with components w : N ª N , 1 F j, jЈ F r, given j, jЈ jЈ j as follows:
Then the ith component of the extension class e w
Ž . is zero by Eq. bЈ . But by Remark 3.1 this contradicts L2Ј since the i middle term of the extension ew is isomorphic to E. Consequently, all
are zero and also in this case the family f :
ii Since the distinct objects in mod ⌺ are nonisomorphic, it is
f is an R-isomorphism. Then both f 0 and f [ are R-isomorphisms since w x they depend functorially on f. Consequently, by 6, Lemma 2.4 f is a ⌺ -isomorphism. 
Ž .
Given an object E E A in ‫,ޅ‬ where A is in mod ⌺ , we set 
It is easy to check the following. .
PROPOSITION. The mapping defines a k-linear functor
To complete the proof observe that by its very construction the functor ² : w x E E preserves parameterizing k x, y -families in the sense of 26 , where ² : k x, y is a free associative algebra in two noncommuting variables. Therefore if r G 5 then R is wild.
3.7.
We finish this section with a formulation of some straightforward Ž . cf. Remark 3.1 but useful consequences of Theorem 3.3. 
COROLLARY. Let M be an indecomposable R-module and M be an
GLUING AND EXCISION OF INDECOMPOSABLE MODULES AND NEIGHBOURHOODS
4.1.
We recall first a basic decomposition property for locally finite-Ž w x. dimensional modules over a locally bounded k-category R see 12, 6 . 
Ž . PROPOSITION. i A module M in
4.2.
The following elementary consequence of the uniqueness of decomposition into a direct sum of indecomposables in Mod R will play an essential role in further considerations.
LEMMA. Let C be a nontri¨ial full subcategory of R and M an R-module in Mod R such that M is nonzero. Suppose that for a full subcategory D of
Proof. Take D as above and fix an indecomposable direct summand
to-M direct summand of M, and this contradicts the assumption M / 0.
N C w x 4.3. We recall the notion introduced in 7 which is essential for a study of the objects of the category Ind R.
DEFINITION. Let M be in Ind R and C a full subcategory of R. The full subcategory U of R containing C is called an M-neighbourhood of C Ž . equivalently, a neighbourhood of C with respect to M provided there exists an indecomposable U-module M U satisfying the following two conditions:
LEMMA. Let M be in Ind R and C be a full nontri¨ial subcategory of R. Proof. For every i g I fix an indecomposable direct summand M i s
Ž . b C is an M-neighbourhood of C if and only if M is indecompos-
submodules. By the uniqueness of decomposition into a direct sum of Ž . indecomposables in Mod R, for every i g I there exists j i g J such that M i is isomorphic to a direct summand of M . It is clear that 
and R ; R j R see F2 in Definition 2. Proof. By the obvious reasons we assume that n G 2. Assume
is a direct summand of M such that N s M and Lemma 4. 
Then, by Lemma 4.6, each M X regarded as an S i -module is isomorphic to a arguments we obtain the same isomorphism, which contradicts the assumption M / 0.
To prove that M is indecomposable we show that for any decomposition M s MЈ [ MЉ into a direct sum of submodules either MЈ s 0 or MЉ s 0. Take any MЈ and MЉ as above, and for every i s 1, . . . , n fix an indecom- 
. . , n and present S in the 2-flower 
Then also in this case there exists a unique S-module M in Mod
Ž . composable provided all M 's are indecomposable and the condition a i holds.
4.8.
We will use in this paper also a more general version of the gluing of modules over flowers.
, and S be as in the statement of Proposition 4.7.
i g Ä1, . . . , n4
Ä 4 Suppose that we are given a family of modules
M , M in i ig Ä1, . . . , n4 i i Ä Mod S ,
together with a family of U-homomorphisms f
. . , n , where U is a subcategory of F S containing R . Denote by
. . , n , the isomorphism which
is the restriction of the canonical projection :
Ž . 
THE SECOND EMBEDDING THEOREM FOR FLOWERS
5.1.
In the proof of the main result we will need a stronger result then Theorem 2.3. 
THEOREM. Let R be a locally bounded category o¨er an algebraically closed field k and M be an object in
5.2.
In the proof of Theorem 5.1 the following fact will be used. and N the R-submodule NЈ of M with the required properties always exists. 
LEMMA. Let M be in
LEMMA. Let M, X be R-modules and Y be an R-submodule of M
5.4.
Proof of Theorem 5.1. Fix an R-module M in Ind R satisfying the Ž . assumptions. Treating M as object in Ind S see Lemma 4.6 we will construct from M a configuration of n q 1 indecomposable finite-dimen-Ž . sional S-modules satisfying the conditions L in Theorem 3.3.
In the first step we construct an indecomposable finite-dimensional S-module X and an S-submodule Y satisfying the following conditions: We start by constructing Y. By the assumption there exists an indecompos- Fix X, Y, Y , Z , . . . , Z satisfying a , b , and c . In the second step we 1 n prove that the following holds: for every i g 1, . . . , n .
S i
For every i s 1, . . . , n, denote by Y the S-module defined by the
and by X the S-module defined by the conditions 
THE PROOF OF THE MAIN RESULT
Throughout this section we will assume that R is a locally bounded Ž . category over an algebraically closed field k and G : Aut R is a group k of k-linear automorphisms acting freely on R.
6.1.
We start with the characterization of an infinite cyclic group which is crucial for the proof of the main result and motivates further considerations.
THEOREM. Let H be a torsion-free finitely generated group. The group H is cyclic if and only if H satisfies the following two conditions:
w Ž . The proof needs some preparation.
6.2.
The following fact is crucial for the proof of the above theorem.
Ž . PROPOSITION. Let H be a torsion-free finitely generated group. Suppose that H contains an infinite cyclic normal subgroup C such that the factor group HrC is finite. Then H is an infinite cyclic group.
Proof. Fix H as above. The proof that H satisfies the assertion consists Ž . in three steps. First we prove that the centralizer Z C of C in H is 
H
Next we prove that the factor group H s HrC is abelian. We apply here elementary properties of cohomology groups of a finite Ž . group. Note first that since Z C s H the class of the canonical exten-
of H by C can be treated as an element of the second cohomology group 2 Ž . H H, C of the group H in coefficients in the trivial H-module C.
Observe also that the connecting homomorphism in the long exact sequence of cohomology groups of H, induced by the short exact sequence Ž . of trivial H-modules 0 ª ‫ޚ‬ ª ‫ޑ‬ ª ‫ޚ‪r‬ޑ‬ ª 0, yields under the identification C , ‫ޚ‬ the isomorphism 1 2
Ž< < is simultaneously an isomorphism of abelian groups H ؒ : ‫ޑ‬ ª ‫ޑ‬ is an . Ž < < isomorphism and a zero map H ؒ : ‫ޚ‬ ª ‫ޚ‬ is a composition of the standard ‫ޚ‬ H-homomorphisms ''diagonal'' ⌬ : ‫ޚ‬ ª ‫ޚ‬ H and ''codiagonal'' . ٌ : ‫ޚ‬ H ª ‫ޚ‬ .
1 Ž . The first cohomology group H H, ‫ޚ‪r‬ޑ‬ is equal to the homomorphism Ž . group Hom H, ‫ޚ‪r‬ޑ‬ since ‫ޚ‪r‬ޑ‬ is a trivial H-module. Then interpreting 2 Ž . the second cohomology group H H, C as the extension class group, the Ž . Ž . isomorphism * is given by the mapping which to f g Hom H, ‫ޚ‪r‬ޑ‬ assigns the class of the extension
map induced by the canonical embedding C ª ‫ޑ‬ ª ‫ޑ‬ = H, and ␤ is the map induced by the canonical projection ‫ޑ‬ = H ª H. As a result of the above considerations H is isomorphic to E for some
Ker f is in a natural way a subgroup of E , therefore f w x the derived subgroup H, H of H can be regarded as a subgroup of H Ž w x . ‫ޚ‪r‬ޑ‬ is abelian, hence H, H ; Ker f . Consequently, H s HrC is abelian since H is torsion free.
Finally, we prove that if H is abelian then H is an infinite cyclic group. We apply an induction on the number of cyclic direct factors of the finite abelian group H s HrC.
We start by observing that if H is abelian then by the structure theorem for finitely generated abelian groups H is an infinite cyclic group. Ž . Suppose now that H is a cyclic nontrivial group. Then H is generated by two elements c and h, where c is a generator of C and the coset h of h Clearly, C is a normal subgroup of HЈ and by the ''Snake Lemma'' HЈrC Ž . is isomorphic to H . Then by the inductive assumption for H HЈ is an 2 2 infinite cyclic group. HЈ is a normal subgroup of H with the factor group Ž . H , hence the inductive assumption for H implies that H is an infinite 1 1 cyclic group, and the proof of the proposition is complete.
6.3.
The following consequence of the above proposition takes on w x special importance in the context of 6, Theorem B . 
HЈ as an intersection of a finite Ž . number of nontrivial infinite cyclic subgroups of the infinite cyclic group Ž . w x C is a nontrivial infinite cyclic subgroup of C, hence C : HЈ is finite. w x w x Consequently, H : HЈ is finite since so is H : C , and the assertion follows immediately from the previous proposition. The proof of Theorem 6.6 needs some preparatory facts.
Proof of Theorem
V s D g H V j D V is a B- is1 i 0 is1 i 5 5 neighbourhood of U s D g H U j D U . is1 i 0 is1 i V V Fix
6.7.
Given an infinite cyclic group H with a fixed generator h we set Ä l w x4 w x Ä 4 H s h : l g yn, n , for n g ‫,ގ‬ where n , n s l g ‫ޚ‬ : n F l F n n 1 2 1 2 Ä 4 for any n , n g ‫ޚ‬ j ϱ, yϱ , n F n . 
Ž .
ii Fix n g ‫.ގ‬ Observe first that any finite subset AЈ ; ‫ގ‬ with < < Ž .< < Ž i . and x V resp. y V are not orthogonal. These numbers exist since S is locally bounded and H acts freely on S. They satisfy the inequality Ž . w G¨G 1 resp. w G¨G 1 since U ; V. Fix numbers m , n g ‫ގ‬ such that m ) m , w and n ) n , w .
yϱ , ϱ Ž . Then the category V s XV j YV , with the structure defined by the 
tion c is satisfied since x U l x U and y U l y U are nontrivial for Ž . Ž . 
We establish for simplicity the notation
By Proposition 4.7 and Remark 4.7 we can construct two triples of modules
The all newly constructed modules are indecomposable since A is a common with respect to BЈ,
Set m s f and n s f . Using the two triples of indecomposable modx y ules defined above we will construct for some p g ‫ގ‬ an indecomposable Ž . K p, m, n -module B whose support is a 6-flower having the announced Ž . properties. Note that a category K p, m, n does not necessarily have to carry a 6-flower structure for every p g ‫.ގ‬
We show first that there exists p g r‫,ޚ‬ p G 2 a q w , such that the Ž .
Ž . Ž . To complete the proof we show that the module B s B satisfies the assumptions of Theorem 5.1. We start by observing that F carries the natural structure of a 6-flower defined by the subcategories F s V# j Now we are in position to close the proof. Set S s supp B for simplicity. Then the S s S l F , i s 0, 1, . . . , 6, define the structure of the 6-flower Ž . assumption R is not wild see 13, Theorem . Then a follows by Theorem 6.5 since any nontrivial subgroup of torsionfree group contains an infinite Ž . cyclic subgroup; b follows immediately from Theorem 6.6. In this way Theorem 6.10 and consequently the Main Theorem are proved.
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