Context. Low-mass stars have been recognised as promising targets in the search for rocky, small planets with the potential of supporting life. As a consequence, Doppler search programmes using high-resolution spectrographs like HARPS or HARPS-N are providing huge quantities of optical spectra of M dwarfs. However, determining the stellar parameters of M dwarfs using optical spectra has proven to be challenging. Aims. We aim to calibrate empirical relationships to determine accurate stellar parameters for early M dwarfs (spectral types M0-M4.5) using the same spectra that are used for the radial velocity determinations, without the necessity of acquiring IR spectra or relying on atmospheric models and/or photometric calibrations. Methods. Our methodology consists in the use of ratios of pseudo equivalent widths of spectral features as a temperature diagnostic, a technique largely used in solar-type stars. Stars with effective temperatures obtained from interferometric estimates of their radii are used as calibrators. Empirical calibrations for the spectral type are also provided. Combinations of features and ratios of features are used to derive calibrations for the stellar metallicity. Our methods are then applied to a large sample of M dwarfs that are currently being observed in the framework of the HARPS GTO search for extrasolar planets. The derived temperatures and metallicities are used together with photometric estimates of mass, radius, and surface gravity to calibrate empirical relationships for these parameters. Results. A large list of spectral features in the optical spectra of early M dwarfs was identified. From this list the pseudo equivalent width of roughly 43% of the features shows a strong anticorrelation with the effective temperature. The correlation with the stellar metallicity is weaker. A total of 112 temperature sensitive ratios have been identified and calibrated over the range 3100-3950 K, providing effective temperatures with typical uncertainties of the order of 70 K. Eighty-two ratios of pseudo equivalent widths of features were calibrated to derive spectral types within 0.5 subtypes for stars with spectral types between K7V and M4.5V. Regarding stellar metallicity, 696 combinations of pseudo equivalent widths of individual features and temperature-sensitive ratios have been calibrated, over the metallicity range from -0.54 to +0.24 dex, with estimated uncertainties in the range of 0.07-0.10 dex. We provide our own empirical calibrations for stellar mass, radius, and surface gravity. These parameters are found to show a dependence on the stellar metallicity. For a given effective temperature, lower metallicities predict lower masses and radii, as well as larger gravities. Conclusions.
Introduction
Ratios of equivalent widths or central depths of absorption lines with different excitation potentials have been widely used as temperature indicators in different kind of stars including solartype (e.g. Gray & Johanson 1991; Gray 1994; Caccin et al. 2002; Kovtyukh et al. 2003; Biazzo et al. 2007; Montes et al. 2007; Sousa et al. 2010; Datson et al. , 2014a , giant stars (e.g Gray 1989; Strassmeier & Schordan 2000) , and supergiants (e.g. Kovtyukh & Gorlova 2000) . To the best of our knowledge, this technique has however not been extended to the low-mass stars regime most likely due to the difficulties in analysing their optical spectrum, mainly covered by molecular bands (in particular TiO and water) which blend or hide most of the atomic lines commonly used in the spectral analysis of solar-type stars. Furthermore, M dwarfs are intrinsically faint in the optical.
The accurate determination of stellar parameters for M dwarfs has proven to be a difficult task. Regarding stellar metallicity, some photometric calibrations based on optical and nearinfrared photometry exist, a technique pioneered by Bonfils et al. (2005) and updated by Johnson & Apps (2009) ; Schlaufman & Laughlin (2010) and more recently by Neves et al. (2012, hereafter NE12) , although they require accurate parallaxes and magnitudes which are usually available only for nearby and bright stars. Another common technique to characterise M dwarf metallicities is based on the use of spectroscopic indices which measure the relative strength of the TiO molecular band with respect to the CaH molecular bands near 7000Å (Lépine et al. 2007; Dhital et al. 2012; Lépine et al. 2013) . Since the M dwarfs spectral energy distribution peaks at infrared wavelengths, some previous works have performed a search for spectral features and indices in this spectral region. In particular, Rojas-Ayala et al. (2012) use the equivalent width of the Na i and Ca i triplet and the H 2 O-K2 index in the K band of the spectra. This methodology has been also applied by Terrien et al. (2012) and Mann et al. (2013a) providing calibrations for H and J/optical spectral bands, respectively. Large samples of M dwarfs have been characterised by means of near-infrared indices in the recent works by Newton et al. (2014a) and Gaidos et al. (2014) . On the other hand, spectral synthesis has been tested in several works, usually on small number of stars focusing mainly on strong atomic lines or on spectral windows known to be less affected by molecular lines (Woolf & Wallerstein 2005; Bean et al. 2006; Maness et al. 2007; Önehag et al. 2012; Rajpurohit et al. 2014) .
Concerning the effective temperature, very few M dwarfs are bright enough for a direct measurement of their radii (e.g. Boyajian et al. 2012 , hereafter BO12), a technique pioneered by Sé-gransan et al. (2003) . The most common technique for determining the effective temperature of an M dwarf is the comparison of observed spectra with models atmosphere (e.g. Lépine et al. 2013; Gaidos et al. 2014) . Casagrande et al. (2008, hereafter CA08) provides optical/near-infrared photometric calibrations based on an extension of the infrared flux method (IRFM) for FGK dwarfs from Casagrande et al. (2006) to M dwarfs. However, significant systematic differences between temperatures based on CA08 calibrations and temperatures based on interferometric radii measurements have been recently noted by Mann et al. (2015) .
Telescopio Nazionale Galileo (TNG) Archive (programmes ID CAT-147, and A27CAT_83). ⋆⋆ Our computational codes including the full and more detailed version of Tables 3, 4 and 6 are available at http://www.astropa.inaf.it/~jmaldonado/Msdlines.html Despite the intrinsic difficulties in their characterisation, lowmass stars are nowadays at the centre in the search for small, rocky planets with the potential capability of hosting life (e.g. Dressing & Charbonneau 2013; Sozzetti et al. 2013) In particular, the radial velocity searches currently ongoing with HARPS at La Silla, and in the framework of the Global Architecture of Planetary Systems project 1 (GAPS; Covino et al. 2013 ) at the Telescopio Nazionale Galileo (TNG) with HARPS-N, are producing a large quantity of high resolution and high signal-tonoise ratio spectra. Exoplanet searches would certainly benefit from a methodology to determine accurate stellar parameters using the same spectra that are being used for the radial velocity determinations, i.e., without the necessity of observing at infrared facilities (usually from space) or relying on atmospheric models. Following this line of reasoning, a methodology to characterise M dwarfs from high resolution optical spectra by using pseudo equivalent widths of features has been presented in a recent work by Neves et al. (2014, hereafter NE14) .
The idea of pseudo equivalent width can be further exploited in order to calibrate empirical relationships for M dwarfs. This is the goal of this paper, in which we present a large database of empirical calibrations of spectral features, ratios of features and combinations of both with the aim of deriving T eff , spectral type, and metallicity, for early M dwarf stars by using optical HARPS and HARPS-N spectra (wavelength range 383-693 nm). Unlike NE14 we take as reference temperature scale the one provided by BO12 and not CA08. We also apply our method to derive spectral types. Furthermore, we provide relations for stellar masses, radii, and surface gravities so these quantities can be obtained without using parallaxes or photometry. We use our methods to characterise in an homogeneous and coherent way a sample of the M dwarfs which are currently being monitored in the HARPS GTO radial velocity programme (Bonfils et al. 2013) . Late M stars are excluded from this study since exoplanet search around these stars is difficult at optical wavelengths. This paper is organised as follows. Section 2 describes the spectroscopic data used in this work. Section 3 describes our methodology and how empirical calibrations for the main stellar parameters are built. These calibrations are then applied to a large sample of stars and results are compared with other techniques in Section 4. The derived temperatures and metallicities are used to build empirical calibrations for stellar masses, radii, and gravities in Section 5. Our conclusions follow in Section 6.
Spectroscopic data
This work makes use of HARPS (Mayor et al. 2003) and HARPS-N (Cosentino et al. 2012 ) spectra mostly taken from archive. Specifically, the data is taken from: i) The ESO pipeline processed FEROS and HARPS archive 2 ; ii) The ESO Science Data products Archive 3 ; and iii) The TNG Archive 4 . The corresponding ESO and TNG programme IDs are listed in the footnote to the paper title. In addition to the data from archive, some HARPS-N spectra have been provided by the GAPS team.
The instrumental setup of HARPS and HARPS-N is almost identical so data from both spectrographs can be used together. The spectra cover the range 383-693 nm (HARPS-N), and 378-691 nm (HARPS). Both instruments provide a resolving power of R∼ 115000. The spectra are provided already reduced using ESO/HARPS-N standard calibration pipelines. Typical values of the signal-to-noise ratio are between 50 and 90 (measured at ∼ 5500 Å). Wavelengths are on air. The spectra were corrected from radial velocity shifts by using the IRAF 5 task dopcor. For this purpose, we used the accurate radial velocities (measured by applying the cross-correlation technique) which are provided with the reduced spectra.
Methodology
The optical spectrum of an M dwarf is a forest of lines and molecular bands usually heavily blended in which identifying individual lines (of moderate strength) or measure equivalent widths is a difficult task. In order to overcome this limitation we follow the idea depicted by NE14 and instead of considering equivalent widths or depths of lines, we consider pseudo equivalent widths (hereafter EWs) of features. A feature can be a line or a blend of lines. The pseudo equivalent width is defined as the traditional equivalent width, with the difference that it is not measured with respect to a continuum normalised to unit, but to the value of the flux between the peaks of the feature at each wavelength:
where F λ is the stellar flux, F pp denotes the value of flux between the peaks of the feature at each integration step, and ∆λ is the spectra wavelength's step. An estimate of the uncertainty in the measured EWs is given by:
where < F pp > is the mean value of the flux between the peaks of the feature, and σ F pp its corresponding standard deviation. Figure 1 illustrates how the EWs are measured. An initial list of 4224 features was built taking as reference the spectra of the star Gl 49, a M1.5V low-mass dwarf. Spectroscopic observations of this star were carried out within the framework of the GAPS project with HARPS-N. Only the red region of the spectra (5300 -6900Å) was considered since the blue part of the optical spectrum of an M dwarf usually suffers from lower signal-to-noise ratio. Regions of the spectra affected by chromospheric activity and atmospheric absorption were avoided. Figure 2 shows the effects of effective temperature and metallicity on the EWs measurement. In the left panel a portion of the stellar spectra is shown for stars with similar metallicities but different T eff . The same portion of the spectra is shown in the right panel, this time for stars of similar T eff but different metallicities.
A list of calibrators was built for each of the basic stellar parameters considered in the present work (T eff , spectral type, and metallicity), following different criteria as explained in the next subsections. 
Effective temperature
The accuracy of the T eff derived from temperature sensitive ratios is intimately tied to the accuracy of the temperature of the stars used as calibrators. We used as calibrators the sample of early M dwarfs with angular sizes obtained with long-baseline interferometry to better than 5% given in BO12.
BO12 list 22 low-mass stars with spectral-types equal to or cooler than K5V, spanning a range of T eff between 3000 and 4500 K. HARPS spectra were obtained for seven stars from the ESO archive, whilst HARPS-N spectra were obtained for three stars from the TNG archive. HARPS-N spectra for two further stars have been provided by the GAPS team. To these stars, we added two more from the recent work by von Braun et al. (2014) who analyze their stars in the same way as BO12 6 . Mann et al. (2013b) revised the temperature scale of BO12 by noticing an issue regarding the determination of the bolometric flux of the stars. Although the temperature differences are relatively small, we use the set of updated temperatures. For the two stars taken from von Braun et al. (2014) , updated T eff values computed in the same way as in Mann et al. (2013b) are provided in Newton et al. (2014b) . The final list of T eff calibrators amounts to 14 stars whose parameters are listed in Table 1 .
Starting from our initial list of 4224 identified features, the EW of all features were measured in all calibration stars. In order to avoid possible dependencies on microturbulence, rotation, or stellar metallicity, we rejected features with EW < 20 mÅ or EW > 120 mÅ in any of the calibration stars, thus excluding too weak and too strong features. We also rejected lines with relative errors ( σ EW EW ) larger than 2%. For every possible ratio of features a Spearman's correlation test was computed to check whether the ratio is temperature sensitive or not. The ratios were selected with the only condition that the features are separated by no more than 15Å. This limit was set in order to avoid problems with scattered light correction or continuum normalisation. All ratios with a probability of correlation by chance lower than 2% were considered for further study 7 .
7 Ideally, for a ratio of lines to be temperature-sensitive the excitation potential of the lines, χ, must differ as much as possible. This is because the EWs of lines with higher χ change with T eff faster than those of lines with lower χ values (Gray 1994 ).
Following Kovtyukh et al. (2003) for each considered EW ratio we fitted the T eff -ratio relationship to several functions: a Hoerl function (T eff = ab r ×r c ), a modified Hoerl function (T eff = ab 1/r ×r c ), a power-law function (T eff = a×r b ), an exponential law function T eff = a×b r , and a logarithmic function T eff = a + b×ln(r), where r = EW 1 /EW 2 is the ratio between the EW of two Mann et al. (2013b) , and spectral types for BO12. For GJ176 and GJ876, T eff values are from Newton et al. (2014b) , and spectral types from the GJ catalogue (Gliese & Jahreiß 1991) . Table 2 . Coefficients of our feature ratio-temperature relations.
Columns (1) to (4) provide information about the features involved in the ratio (central wavelength and width in Å), while columns (5) to (9) show the coefficients of the best-fitting relationships, their functional form, and the corresponding standard deviation of the T eff calibration. Only four examples are shown here. The same examples are shown in Figure 3 . features. All fits were performed using a nonlinear least-squares fitting routine in IDL (MPFIT; Markwardt 2009) taking into account the uncertainties in T eff . For each calibration we selected the function that produced the smallest standard deviation, retaining only those calibrations with a standard deviation smaller than 75 K. The number of selected temperature-sensitive ratios amounts to 112.
Given our relatively low number of calibrators we performed an additional check to ensure that the selected ratios are not correlated with T eff simply by coincidence. We created 1000 series of simulated random effective temperatures and errors, keeping the media and the standard deviation of the original data. For each series of simulated data we repeted our analysis and computed the number of "suitable" calibrations. The results show that in 98% of the simulations our methodology does not recover any suitable T eff -calibration, whilst only in 0.8% of the simulations the number of obtained calibrations is larger than 10. We therefore conclude that it is very unlikely that our obtained T effratios are correlated with T eff just by chance.
Some examples of the selected temperature-sensitive ratios are shown in Figure 3 , whilst full details regarding the calibrations for the same examples can be found in Table 2 . 
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Notes. † k: standard from Kirkpatrick et al. (1991) ; h: standard from Henry et al. (1994) . Table 4 . Coefficients of our spectral type calibrations. Columns (1) and (2) show the wavelength of the corresponding features, columns (3) to (6) the coefficients of the fit, while column (7) gives the standard deviation of the calibration of spectral types. Only four examples are shown here. 
Spectral Types
A similar approach was followed to derive spectral types. HARPS or HARPS-N spectra were obtained for a sample of 33 stars with homogeneously derived spectral types in Kirkpatrick et al. (1991) and Henry et al. (1994) . The sample contains stars with spectral types between K7V and M4.5V. These stars are listed in Table 3 .
Spectral type-sensitive ratios were identified by means of a Spearman's correlation test. For each of them a third order polynomial fit was performed between the numerical spectral-type index (with value 0.0 for M0; 0.5 for M0.5 and so on) and the ratio. A negative value implies that the star is a late-K dwarf instead of an M star being the index value for K7 equal to -1.0 (K7 is the subtype preceding M0).
The third order polynomial fit was preferred amongst other functional fits since we found it to give the lowest rms standard deviation. Our "final" selection of spectral type-sensitive ratios includes 82 ratios of features with a standard deviation lower than 0.5 spectral subtypes. The derived mean numerical spectral types are rounded to the nearest half integer. A couple of examples are shown in Figure 4 . Full details for some examples are given in Table 4 . As for T eff , we performed 1000 simulations with random spectral-type values. The results show that we are not able to find any suitable calibration in any of the simulations when random spectral-types are used. 
Metallicity
A common approach to find metallicity calibrators for low-mass stars relies on the search of M dwarfs in common proper motion pairs orbiting around a solar-type star with accurate spectroscopic metallicity determinations. The basic assumption is that both stars are coeval and born in the same protostellar cloud so the metallicity of the secondary M dwarf is the same as the one of the primary star (e.g. Bonfils et al. 2005) . Until very recently, only the most nearby and bright M stars have been searched for planets by means of the Doppler technique. As a consequence there is a lack of HARPS and HARPS-N spectra for most of the identified M dwarfs in binary systems around solar-type stars. To overcome this difficulty we built a list of 47 metallicity calibrators with available HARPS spectra, known parallaxes, and magnitudes by using the most recent photometric calibration provided in NE12. This calibration is in turn based on metallicity determinations from FGK primaries with an M dwarf secondary. The sample of metallicity calibrators covers a wide range in metallicity from -0.54 to +0.24 dex with typical error bars of the order of 0.05 dex. These stars are listed in Table 5 . We caution that the uncertainties reported in Table 5 do not take into account the scatter in the NE12 calibration, which is of the order of ∼ 0.17 dex.
The effects of metallicity on the EW of the features are entangled with the effects of T eff , with T eff as the primary driver of changes in the EW. This can be easily seen in the histograms in Figure 5 . They show the distribution of the Spearman's rank correlation factor of the EW with the stellar metallicity and with T eff . The figure shows that a significant fraction of the features, ∼ 43%, shows a high (Spearman's correlation factor < -0.80) anticorrelation with T eff , while only a relatively small fraction (∼ 3%) shows a significant positive correlation. The correlation between stellar metallicity and EWs is generally less significant. Bonfils et al. (2013) and 2MASS magnitudes (Cutri et al. 2003 -0.37 ± 0.04 GJ551 0.13 ± 0.04 GJ105B -0.13 ± 0.03 GJ555 0.10 ± 0.04 GJ176 0.02 ± 0.04 GJ569A 0.02 ± 0.03 GJ205 -0.03 ± 0.19 GJ588 0.05 ± 0.03 GJ2066 -0.10 ± 0.03 GJ618A -0.06 ± 0.04 GJ213 -0.24 ± 0.04 GJ628 -0.05 ± 0.03 GJ229 -0.02 ± 0.17 GJ674 -0.20 ± 0.03 GJ250B -0.10 ± 0.04 GJ678.1A -0.14 ± 0.04 GJ273 -0.11 ± 0.03 GJ680 -0.05 ± 0.04 GJ300 0.06 ± 0.03 GJ682 0.10 ± 0.03 GJ357 -0.32 ± 0.03 GJ686 -0.30 ± 0.03 GJ358 0.05 ± 0.03 GJ693 -0.29 ± 0.03 GJ367 -0.05 ± 0.04 GJ701 -0.19 ± 0.03 GJ382 0.05 ± 0.03 GJ752A 0.01 ± 0.03 GJ393 -0.11 ± 0.04 GJ832 -0.17 ± 0.04 GJ413.1 -0.11 ± 0.04 GJ846 -0.07 ± 0.04 GJ438 -0.51 ± 0.07 GJ849 0.24 ± 0.04 GJ447 -0.26 ± 0.03 GJ876 0.13 ± 0.03 GJ465 -0.54 ± 0.04 GJ877 -0.02 ± 0.03 GJ479 0.05 ± 0.04 GJ887 -0.35 ± 0.14 GJ514 -0.11 ± 0.04 GJ908 -0.39 ± 0.03 GJ526 -0.16 ± 0.03 HIP31293 0.03 ± 0.04 GJ536 -0.15 ± 0.04 LTT9759 0.14 ± 0.04 GJ54.1 -0.47 ± 0.05
The distribution of Spearman's coefficients for metallicity shows a clear peak at +0.25 which drops almost to zero at +0.50, while at negative values it has a smooth tail down to -0.80. Effects of metallicity and effective temperature should therefore be considered simultaneously. We searched for empirical relationships for metallicity as a function of features and ratios of features (i.e., an indicator of temperature) with the following analytical form:
where EW is the EW of a feature showing a strong-metallicity correlation, r is a temperature-sensitive ratio of features, and A, B, C are independent coefficients. We considered every combination of features and ratios satisfying the condition that the correlation of EW with metallicity, and the correlation of r with T eff show at least a 98% of significance. Our final selection consists of 696 calibrations with standard deviation values between 0.07 and ∼ 0.10 dex. We point out that these uncertainties should be considered as lower limits since they do not take into account possible systematic errors in the underlying NE12 calibration. As before, we performed a series of simulations using random metallicities and errors. In 84% of the simulations we do not find any suitable metallicity calibration, although in 7.5% of the cases the simulation finds a large number of calibrations (larger than 348). Some examples of our obtained metallicity calibrations are provided in Table 6 .
Comparison with other methods
Our calibrations have been applied to a sample of 53 M dwarfs from the HARPS GTO M dwarf sample (Bonfils et al. 2013) for (1) shows the wavelength of the corresponding feature, column (2) the temperature-sensitive ratio, columns (3) to (5) the coefficients A, B, and C, while column (6) gives the standard deviation of the calibration. Only five examples are shown here. Only spectra with a median signal-tonoise ratio of at least 25 were considered. For stars with more than one spectrum available we took the one with the highest signal-to-noise ratio. No further restrictions were applied. The sample is composed of nearby (distance < 11 pc), bright (V < 12, K S < 7), early-type M dwarfs (spectral types M0V-M4.5V). Our methods were applied to compute effective temperatures, stellar metallicities and to derive spectral-types. "Final" values for these parameters are the mean of the individual values from all the calibrations. All these quantities are provided in Table 8 , which is available in the online version of this paper.
Our results are compared with: i) A photometric scale, namely CA08 for T eff and NE12 for [Fe/H] ; ii) The recent work by Gaidos et al. (2014, hereafter GA14) ; and iii) The values obtained with the methodology developed by NE14.
Comparison of effective temperatures
Photometric effective temperatures are derived from V magnitudes from the compilation of Bonfils et al. (2013) and 2MASS (Cutri et al. 2003) photometry using the calibration provided by CA08. Computed errors take into account the propagation of the uncertainties of the 2MASS magnitudes as well as the accuracy 8 archive.eso.org/wdb/wdb/adp/phase3_spectral/form?phase3_collection =HARPS of the CA08 calibrations. The comparison between the photometrically derived temperatures and our spectroscopic ones is illustrated in Figure 6 . There is a clear offset between our spectroscopic estimates and the photometric temperatures, being the latter cooler than ours (the median difference ∆T eff = T Mann et al. (2013b) and CA08 temperatures is shown in Figure 7 . It can be seen from this figure that CA08 temperatures tend to be systematically lower than those provided by Mann et al. (2013b) .
The discrepancy between CA08 values and interferometrybased temperatures has also been noted in a recent work by Mann et al. (2015) . The difference ∆T eff between CA08 and interferometric-based temperatures noted by these authors is 160 K (the CA08 temperatures being cooler) in agreement with our results. CA08 temperatures are obtained by extending the IRFM for FGK dwarfs from Casagrande et al. (2006) to M dwarfs. One of the assumptions of the IRFM is that a star can be approximated as a blackbody for wavelengths beyond ≈ 2 µm. Mann et al. (2015) argue that whilst this assumption is reasonable for warmer stars, it does not suit M dwarfs, which have significantly more flux in the near-infrared than predicted by a blackbody. As a consequence CA08 temperatures tend to be systematically lower, with increasing disparity at cooler temperatures where stars deviate more from the blackbody emission (see Figures 6  and 7) . Mann et al. (2015) also note that the temperature scale of the old version of the PHOENIX models used in CA08 differs from interferometric-based temperatures.
We have also compared our temperatures with the values given by NE14. Since NE14 method is calibrated using the CA08 photometric relationship, the comparison of our temperatures with NE14 shows results similar to the comparison with CA08 ( Figure 6 ).
Our sample contains 51 stars in common with the sample of GA14 who determine effective temperatures by comparing low-medium resolution spectra with the BT-SETTL version of the PHOENIX model atmospheres (Allard et al. 2012a,b) . Their procedure was calibrated using the stars listed in BO12, although with the stellar bolometric fluxes computed as in Mann et al. (2013b) . As can be seen in Figure 6 , GA14 temperatures tend to be slightly hotter than ours, specially for T eff > 3400 K. For the coolest dwarfs in this sample, GA14 temperatures depart from ours and tend to be smaller than ours.
Comparison of metallicities
We also compare our metallicities with those reported previously in the literature. Values for the comparison are taken from the photometric calibration by NE12; from GA14 who determine metallicities following the method of Mann et al. (2013b) based on empirical calibrations between the strength of atomic and molecular spectroscopic features and stellar metallicity; and from NE14. The comparison is shown in Figure 8 .
The comparison reveals an overall good agreement between our metallicity estimates and those by NE12, GA14, and NE14. The median differences with these works are consistent with 
Comparison of spectral types
We finally compare the spectral types derived by us with those obtained by using the automatic procedure of the HAMMER spectral code (Covey et al. 2007 , hereafter CO07). The CO07 code was designed to classify stars in the Sloan Digital Sky Survey Spectroscopic database, therefore before using it our spectra were degraded to a resolution R ∼ 2000 by convolving them with a gaussian profile. We also caution that roughly half of the spectral-type sensitive band indices defined in CO07 are outside the HARPS spectral coverage. The comparison is shown in Figure 9 . It can be seen that there seems to be no significant differences between our estimates and those by CO07, with an overall good agreement within ± 1 spectral subtype (dashed lines in Figure 9) . West et al. (2011) and Lépine et al. (2013) found the automatic spectral types given by the Hammer code to be about one subtype earlier than the manual classification. While this effect is not evident in our comparison it can not be ruled out either. Figure 10 shows our derived effective temperatures as a function of the spectral type. For comparison data from Kenyon & Hartmann (1995, Table A.5 ) is overplotted (red circles). The median T eff -spectral type sequence from Lépine et al. (2013) is also shown (green squares). It can be seen that except for the presence of some outliers, effective temperatures and spectral types are well correlated following the expected trend. In other words, our spectral types appear to be consistent with our temperature scale. Unlike Lépine et al. (2013) , our data do not suggest the presence of a T eff plateau in the spectral range M1-M3 although we note that our sample is relatively small in comparison with the one in Lépine et al. (2013) .
We conclude that our metallicities and spectral types agree reasonably well with other literature estimates. Regarding effective temperatures, there is a clear offset between BO12 and CA08 scales, as explained. In summary, our methodology can 10 . Effective temperature as a function of the spectral type. For clarity the spectral types are not rounded. A second order polynomial fit is shown. Possible outliers are removed by using a 2.5σ clipping procedure. The coefficients of the fit as well as the rms standard deviation are given in the plot. Data from Kenyon & Hartmann (1995, Table A.5 ) is overplotted using red filled circles, whilst green squares represent the median T eff -spectral type sequence from Lépine et al. (2013). be confidently used to characterise large samples of stars in an homogeneous way.
Empirical relationships for stellar mass, radius, and gravity
We made use of the temperature and metallicity values derived with our method to search for empirical relationships with the stellar evolutionary parameters namely, stellar mass, radius, and surface gravity. We derived our own mass-radius relationship by combining the stars with known interferometric radius from BO12 and von Braun et al. (2014) with data from low-mass eclipsing binaries provided in the compilation by Hartman et al. (2014, Table 5) . A 3σ clipping procedure was used to remove potential outliers. Our derived calibration is as follows:
where radius and masses are given in solar units and the rms standard deviation of the calibration is 0.02 R ⊙ . The radius-mass plane is shown in Figure 11 . Table 5 ). The best fit is also shown. A 3σ clipping procedure was used to remove outliers. The upper panel shows the differences between the radius derived with our fit and the radius given in the literature. Median errors in radius (not shown in the plot) are of the order of 0.006 R ⊙ .
Values of stellar masses were obtained for each of our target stars following the relations based on near infrared photometry by Henry & McCarthy (1993) . We chose this calibration since it is the same used by BO12. These calibrations are provided in the CIT photometric system therefore, before applying them, 2MASS magnitudes were converted into CIT magnitudes following the transformations provided by Carpenter (2001) . Once the stellar masses were computed, values of the radius were derived using Equation 4. Finally, surface gravities, log g, were derived from masses and radii.
We first investigated the correlation of M ⋆ , R ⋆ , and log g with the effective temperature and with the stellar metallicity by using the Spearman correlation test. Results are given in Table 7 . It can be seen that although the main dependence of the evolutionary parameters is on the effective temperature, they also show a moderate but significant dependence on the stellar metallicity. We also evaluated the significance of the correlations by a bootstrapp Monte Carlo (MC) test plus a gaussian, random shift of each data-point within its error bars. For each pair of variables 10000 random datasets were created, determining the coefficient of correlation, ρ, and its corresponding z-score each time. The tests were done using the code MCSpearman 9 by Curran (2014) which might be consulted for further details on this method. Mean values of ρ and z-score are given in Table 7 . We note that the results from the MC method do not exclude a metallicity dependence but suggest that any possible correlation is relatively weak.
9 https://github.com/PACurran/MCSpearman/ A dependence of the radius on stellar metallicity is expected from model predictions (Baraffe et al. 1998; Dotter et al. 2008) however BO12 find the interferometry-based radius rather insensitive to metallicity. Furthermore, while fitting M ⋆ , R ⋆ , and L ⋆ as a function of the effective temperature Mann et al. (2013b) find that adding the stellar metallicity as a parameter does not improve the fits. However, in a more recent work, Mann et al. (2015) do find a significant effect of the metallicity on the T eff -R ⋆ relation. The authors point towards small sample sizes and a sparser sampling on [Fe/H] as the reasons why the effect of [Fe/H] was not noticed in their previous studies. We therefore performed two kinds of fit, one using only the effective temperature and another one adding the stellar metallicity as a parameter. The extra sum-of-squares F test (e.g. Lupton 1993 ) was used to test whether the addition of the metallicity to the functional form of the calibrations provides any improvement or not. The test returns a measure of the likelihood (p-value) that the simpler model (the one with fewer parameters) provides a better representation than the more complicated one. The resulting values 10 ,
, indicate that by including the metallicity there is improvement in the fits in line with Mann et al. (2015) . The relationships we obtain are the following:
where the rms standard deviations of the calibrations are σ M⋆ = 0.02 M ⊙ , σ R⋆ = 0.02 R ⊙ , and σ log g = 0.02 (cgs). The calibrations are valid for 3340 K < T eff < 3840 K, and -0.40 < [Fe/H] < +0.16 dex. Empirical relationships for stellar luminosity are not provided since they can be easily obtained from T eff and R ⋆ just applying Stefan-Boltzmann's law. All these quantities (M ⋆ , R ⋆ , log g, and log(L ⋆ /L ⊙ ) ) for the stars analyzed in this work are provided in Table 8 . Typical uncertainties are in the order of 13.1% for the stellar mass, 11.8% for the radius, 25% for luminosities, and 0.05 dex for log g. We note that these uncertainties are computed by taking into account the σ of the corresponding calibration and the propagation of the errors in T eff and [Fe/H] . A word of caution should be given regarding the relative errors in mass since they tend to increase towards lower masses. Relative errors in mass might be larger than 20% for stars with M ⋆ < 0.35 M ⊙ and reach up to more than 40% for the few stars with M ⋆ < 0.25 M ⊙ . In a similar way, relative errors in radius can be larger than 20% for stars with R ⋆ < 0.35 R ⊙ . Relative errors in luminosities are also larger for low-luminosity stars, being significantly high (larger than 70%) for those stars with log(L ⋆ /L ⊙ ) < -2. We point as a possible explanation the fact that relative errors in masses obtained from Henry & McCarthy (1993) relationship tend to be larger at lower masses.
The M ⋆ and R ⋆ versus temperature planes are shown in Figure 12 where the stars are plotted with different colours according to their metallicities. It can be seen that for a given effective temperature, larger stellar metallicities predict larger masses and radii. Regarding surface gravity, see Figure 13 , the effect of metallicity tends to be the opposite with lower gravities in stars with higher metallicity content. 
Summary
The determination of accurate stellar parameters of low-mass stars is certainly a major topic in nowadays astrophysics. This is in part because of their advantages with respect to solar-type stars in the search for small, rocky, potentially habitable planets. This fact motivated us to develop a methodology to characterise early M dwarfs using the high-resolution spectra that are being obtained in the current radial velocity exoplanet programmes. We made use of ratios of features as a method to determine effective temperatures, and combinations of features and temperaturesensitive ratios to determine metallicities. This technique largely applied to solar-type, subgiant, and giant stars had not been extended before to the low-mass stars regime, probably because of the difficulty in identifying spectral lines in their optical spectra. We also provide empirical calibrations for masses, radii, and gravities as a function of effective temperature and metallicity. Our main results are as follows:
-The behaviour of the EW of features was studied as a function of the effective temperature and the metallicity. The results show that for a significant fraction of the features, ∼ 50%, the EW shows a high anticorrelation with T eff , whilst the correlations between EW and metallicity are in general weaker. -Empirical calibrations for the effective temperature were obtained using stars with interferometric measurement of their radii from BO12 as calibrators. 112 ratios of features sensitive to the temperature were calibrated providing effective temperatures with typical uncertainties of the order of 70 K. -In the same way 82 ratios of features were calibrated to derive spectral types. -Stellar metallicities were obtained from 696 combinations of EW of individual features and temperature-sensitive ratios, with estimated uncertainties in the range of 0.07-0.10 dex. -We made use of our technique to characterise 53 early M dwarfs which are currently being monitored in the HARPS exoplanet search programme. Photometric estimates of stellar mass, radius, and surface gravity were used to search for possible correlations of these parameters on T eff and [Fe/H]. -We found stellar masses, radii, and surface gravities to have a moderate but statistically significant correlation with the stellar metallicity, in the sense that at a given effective temperature larger metallicities predict slightly larger masses and radii whereas, larger gravities are found in stars with lower metallicity content.
Although high-resolution HARPS and HARPS-N optical spectra were used for this work, a similar methodology can be used to derive T eff and [Fe/H] for other instruments/spectral ranges.
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Online material Table 8 lists all the stars analyzed in this work. The table provides: Star identifier (column 1); effective temperature in kelvin (column 2); spectral type (column 3); stellar metallicity in dex (column 4); logarithm of the surface gravity, log g, in cms −2 (column 5); stellar mass in solar units (column 6); stellar radius in solar units (column 7); and stellar luminosity, log(L ⋆ /L ⊙ ) (column 8). Each measured quantity is accompanied by its corresponding uncertainty. 3486 ± 69 M3.5 0.12 ± 0.09 4.78 ± 0.06 0.48 ± 14.39 % 0.47 ± 13.13 % -1.529 ± 27.41 % Gl876 3357 ± 68 M4 0.16 ± 0.09 4.90 ± 0.10 0.35 ± 31.71 % 0.35 ± 28.14 % -1.845 ± 56.86 % Gl877 3428 ± 68 M3 -0.11 ± 0.09 4.91 ± 0.08 0.34 ± 25.11 % 0.34 ± 22.17 % -1.838 ± 45.06 % Gl880 3736 ± 68 M1.5 -0.01 ± 0.09 4.71 ± 0.04 0.57 ± 9.04 % 0.55 ± 8.55 % -1.278 ± 18.59 % Gl887 3712 ± 68 M1 -0.18 ± 0.09 4.78 ± 0.04 0.49 ± 10.26 % 0.48 ± 9.57 % -1.406 ± 20.50 % Gl908 3570 ± 68 M1.5 -0.27 ± 0.09 4.86 ± 0.05 0.39 ± 14.23 % 0.39 ± 12.82 % -1.658 ± 26.75 % LTT9759 3581 ± 68 M2.5 0.07 ± 0.09 4.74 ± 0.05 0.52 ± 10.33 % 0.51 ± 9.54 % -1.413 ± 20.54 %
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M ⋆ R ⋆ log(L ⋆ /L ⊙ ) (K) (dex) (cgs) (M ⊙ ) (R ⊙ ) (1)(2)
Notes.
⋆ The star falls out of the range of applicability of our metallicity calibrations.
