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Abstract 
This consulting project was written as part of the MSc in Management at the 
International Hellenic University.  
Big manufacturing companies and other organizations face serious challenges about 
forecasting. In this competitive environment proper predictions can offer significant 
advantages to the companies. Forecasting is about demand, sales and time of closing 
opportunities. In this project the forecasting of time of closing suggested offers is 
examined with specialized methods. 
The firm provided some data and according to them and to the scope of the project, 
some models were analyzed and implemented. These methods were identified after a 
research through academic papers and sites. The comparison of different models aids 
the firm to identify the advantages and the shortcoming of each of them and to decide 
which the best is. The main objective of this project is to contribute to the efficiency of 
Alumil’s operations.  
This PDF report is accompanied with a PowerPoint document that presents the project 
more briefly and one excel document which can be useful for the firm to use the 
model. In excel document there are all parts of the analysis and all models. This 
document provides the formulas of the models and can be used in future months with 
the suitable adjustments. It is provided only for the ease of the firm to implement the 
models in the future. 
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1. Introduction 
1.1 Description of the report 
 
This report examines and presents a specific challenge that the Greek manufacturing 
company ‘Alumil’ faces and aims to optimize. This firm offers qualitative aluminum 
systems and its sales operations are structured in a way that many challenges and risks 
should be faced. The organization provided the initial data and asked for specific 
methods and solutions for this task. The issue is about forecasting the time of closing 
an offer to the clients and it will be described analytically in the next section.  
The objective of this report is to offer solutions and methods to the sales operations 
department of the firm in order to become more efficient and effective. This task is 
very significant for the firm because it will contribute to the reduction of costs and to 
the satisfaction of the clients. The theoretical presentation of forecasting methods and 
the ways of their evaluation are based on academic papers and sites. These methods 
are implemented in this case, they are evaluated, they are compared and the 
outcomes are discussed in the last sections. Additionally, there are some limitations in 
the data that are significant and might affect negatively the results of the analysis. The 
literature review of the report consists of the theoretical analysis of forecasting 
method and the ways of errors’ measurements.  
1.2 Outline of the report 
The report is organized in seven chapters, one conclusion, bibliography and appendix. 
In chapter 2, the scope of the project is discussed and the company is presented with 
some general information.  
In chapter 3, the main objectives and goals of this project are analyzed. The idea is to 
make clear why this project is important for the company. 
The method of approach of the project and the general steps of the analysis are 
discussed in the section 4. This chapter explains the reasons of approaching the project 
in this way.  
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In section 5, the literature review is presented. The theoretical part of forecasting 
methods and error’s measurements are described in order to be clear for the reader. 
This analysis is based on academic papers, journals and sites.  
In chapter 6, the forecasting models are implemented to the data of this project. There 
are two different approaches for each method and there is a first comparison among 
the models. Visualizations with graphs and some tables make the analysis more 
understandable. 
In section 7, the outcomes of the analysis are discussed. Also, the main comparison of 
the models and the recommendations are presented in this section. 
In chapter 8, the contribution of the project to the operations of Alumil is discussed. 
However, there are some limitations, especially about data, which are described. 
These missing qualitative factors could make the analysis more reliable. 
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2. Background and scope of the firm and the project 
The aim of the first chapter of the report is to present briefly the company and its 
operations and to introduce the issue that is examined. The firm is presented in a 
general perspective and its operations are connected with the scope of the project. 
 
2.1 Background of the firm 
Alumil is one of the biggest and most successful manufacturing companies in Greece 
which operates in other countries as well. The company established in 1988 by its 
present shareholders (Mylonas family). The head offices are located in Thessaloniki 
(North Greece), while the industrial facilities for production are located in the 
Industrial area of Kilkis. The principal products of the company are architectural 
aluminum systems that can be used in windows, doors, and curtain walls and in other 
needs. The main competitive advantage of the organization is the quality and the 
innovation of its products and systems. Also, the firm follows a global approach, since 
its sales network is spread out to over 60 countries with 32 subsidiaries globally. The 
clients of the firm are both companies and individuals because its products can cover 
various needs of different categories of clients. Concerning the employees of the 
company, they come from different backgrounds, and mainly they are experienced 
engineers who contribute to innovative and qualitative products.  
 
2.2 Scope of the project 
The industry and the markets where Alumil operates create serious risks that have to 
be faced and solved. One of the main risks that the firm should deal with is the 
demand prediction and the behavior of their clients. A proper forecasting of the 
demand contributes to the satisfaction of the clients and to the minimization of the 
costs. Alumil has a specific process of production and a particular way of sales process. 
As far as the sales process is concerned, the salespeople of the firm communicate 
everyday with potential or existing clients and make a specific offer to them. These 
offers are called opportunities and they are recorded in the software of the company. 
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The opportunities are ‘Open’ until the client answers. In case of negative response the 
opportunity is considered as ‘Lost’ opportunity and in case of ‘positive’ answer the 
opportunity is considered as ‘Won’ opportunity. The time that is needed for closing an 
opportunity positively is influenced from many factors and mainly from the efficiency 
of salespeople of the company. That is, the time of closing an opportunity is affected 
mainly from internal factors of Alumil. The scope of this project is to forecast the time 
that is needed for closing an opportunity as ‘Won’. The data that are available for this 
project is the date of creation of these opportunities, the date that they close and they 
begin since June of 2016 until June of 2018. These historical data will be used with 
different forecasting methods in order to create and to compare efficient models that 
will project the time of closing an opportunity.  
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3. Objectives of the project 
In this chapter, the main objectives of this project are described. Especially, the main 
positive outcomes of the project are analyzed and how these results will contribute to 
an efficient and effective operations process for the company.  
One of the issues that are investigated from the managers of Alumil is the finding of 
methods and ways that will predict the time that is needed to close a future 
opportunity in order to address their production department accordingly. An effective 
projection of the time that is needed for closing an opportunity positively aids the 
managers to reduce the costs and to be ready to satisfy the needs of their clients at 
the time the consumers ask it.  
Proper forecasting contributes to the optimization of inventory management. 
Specifically, the managers will be able to know approximately the number of quantities 
of raw materials that are needed. In this way, inventory of raw materials and products 
is kept at a low level without unnecessary supplies that increase the maintenance cost 
and the cost of lost products that are not sold. As a result, the firm will increase its 
profits that can be invested or used for meeting its obligations.  
Furthermore, not only the optimization of inventory management is a benefit of 
forecasting the time for closing an opportunity, but also the satisfaction of the clients. 
Particularly, trends such as an increasing demand or reduction of the time of closing 
the opportunities can be more easily identified and give signals to the managers in 
order to adjust their production and to be prepared for changes. For instance, one of 
the main problems for manufacturing companies is the forecasting of demand because 
sometimes there is a trend of increasing demand and many companies are not 
prepared for it. As a result, the clients cannot cover their needs and they look for other 
suppliers. Consequently, the manufacturing companies lose opportunities for growth 
and do not keep the existing or the new clients satisfied. This is one of the main risks 
that is faced through this project. One of the main goals is to keep the company aware 
of possible trends and to help the managers of the firm to have a precise projection in 
order to be ready to satisfy the clients.  
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The main objective of this report is to present models and methods of closing time 
forecasting that will be valuable. This project will have a positive and significant impact 
on the operations and marketing departments of Alumil. The aim is to examine 
different methods in order to compare them and present them with useful graphs. 
Generally, there will be a method that will be better than others, but there will be also 
cases in which Alumil may be suggested to use an alternative model for forecasting. 
The biggest, the widest and the long-term objective of this project is to play its part to 
the development of the company. 
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4. Method of approach  
In this section of the report, the general approach and the steps of the analysis are 
presented.  
Firstly, it has to be referred that the tool that was used for the analysis is the Excel. The 
initial data that the company provided was the open date of opportunities and the 
closed date of ‘Won’ opportunities. There was also information about the revenue of 
each opportunity and a specific code for each of them, but they were not taken into 
consideration because they did not influence the analysis and the results, and they are 
not the real because of firm’s policy for data protection. A small part of initial data 
from the firm is presented in table 1.  
Table 1: Initial data 
Created On Actual Close Date 
14/6/2016 18/10/2017 
14/6/2016 30/1/2017 
14/6/2016 7/12/2016 
14/6/2016 12/9/2017 
14/6/2016 7/7/2016 
14/6/2016 7/7/2016 
14/6/2016 6/2/2017 
14/6/2016 16/7/2016 
4/7/2016 29/7/2016 
6/7/2016 12/1/2017 
7/7/2016 6/9/2016 
14/7/2016 27/11/2017 
14/7/2016 5/4/2017 
15/7/2016 12/9/2016 
18/7/2016 21/2/2017 
18/7/2016 21/2/2017 
20/7/2016 24/3/2017 
20/7/2016 16/6/2017 
22/7/2016 10/11/2016 
22/7/2016 24/8/2016 
27/7/2016 9/7/2018 
27/7/2016 23/2/2018 
28/7/2016 8/2/2018 
 
The first step is the calculation of the ‘days’ that were needed for the closing of each 
opportunity every day. From this point and for the end of the report the time that is 
needed for the closing an opportunity is named ‘days’. As it was referred previously, 
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the available data are since June of 2016 until June of 2018. The opportunities that 
opened and closed in the same day were not taken into consideration because they 
are extreme values that influence the averages and there is no sense for forecasting 
when the opportunity is closed immediately. Moreover, values-days which are higher 
than 270 were deleted because they influence the sample and manipulate the analysis 
creating incorrect conclusions.  
I received the data in August of 2018 which means that the average days of the 
months of 2018 are not the actual because there are some opportunities of these 
months which were closed after August. Since I do not have the information after 
August one approach of the analysis and the evaluations of methods was based to the 
information until December of 2017. This part is explained analytically in ‘analysis’ 
chapter and it will be clearer. The number of months is 25. The initial approach is to 
calculate the average days per month. Having the averages for 25 months, I tried to 
implement the forecasting methods using the monthly averages.  
The next step was to create a graph in order to observe whether the time series is 
stationary or whether there is a trend. In table 2 the average days per month are 
noticed and in the graph 1 it is observed that there is a clear decreasing trend of the 
number of days between these two years. In graph 1, only the average days per month 
until December of 2017 are reflected. As far as the months of 2018 are concerned, the 
averages of them are changed because some opportunities of them were closed for 
example in September or October of 2018, but this information is not available. This 
decision is analyzed in the section of ‘Analysis’. 
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Table 2: Average days of closing opportunities 
Months Days 
Jun/2016 119,65 
Jul/2016 141,14 
Aug/2016 127,80 
Sep/2016 147,54 
Oct/2016 158,90 
Nov/2016 119,41 
Dec/2016 140,06 
Jan/2017 143,80 
Feb/2017 101,56 
Mar/2017 106,24 
Apr/2017 75,24 
May/2017 86,91 
Jun/2017 82,83 
Jul/2017 75,54 
Aug/2017 56,01 
Sep/2017 67,14 
Oct/2017 86,72 
Nov/2017 91,87 
Dec/2017 71,34 
Jan/2018 66,84 
Feb/2018 58,90 
Mar/2018 32,02 
Apr/2018 29,92 
May/2018 25,05 
Jun/2018 9,95 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  -12- 
Graph 1: Average days of closing opportunities 
 
 
In this point, it has to be referred that I did not take into consideration the seasonality 
of the products because seasonality is connected only with the sales and not with the 
time of closing, according to the supervisor of the project from the company. Also, it 
has to be mentioned that I did not implement the methods using daily opportunities 
because in this case there would be many extreme values and the final graph would be 
misleading. These extreme values would produce fallacious results because the daily 
observations were around 1000 and there were values such as 1 and 450. 
Consequently, the goal is to take an average per month in order to have fewer 
observations and in order to have a clear picture of the trend among these months. 
Moreover, it has to be mentioned that the number of days of closing offers is decimal 
because the hours are taken into consideration. For instance, an opportunity may be 
opened in 2nd of December of 2017 at 5:00 pm and closed in 2nd of January of 2018 at 
11:00 am. So the number of days is an integer.  
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5. Literature review 
In literature review, the forecasting methods of this case are described and analyzed in 
a general perspective and theoretically. Also, there is a theoretical analysis of three 
ways of measuring the errors of forecasting methods. These ways are MAD (Mean 
absolute deviation), MSE (Mean squared error) and MAPE (Mean absolute percentage 
error). Some of them are more important for this case, accordingly to each model. The 
evaluation of how proper and valuable a model is, is based on these types of errors.  
5.1 Forecasting methods in a general perspective 
Generally, there are many methods that can be valuable for this case. The methods 
that are used for this project are the weighted moving average method, the simple 
moving average, the exponential smoothing, ‘Holt’s linear trend method’ and ‘Damped 
trend method’. The first three are the most well known methods that are used for this 
kind of cases. Holt’s method and damped tend method are implemented because they 
are appropriate when there is a trend to the data.  
5.2 Simple moving average 
Starting with simple moving average method, it is a method that predicts the value for 
the next period calculating the average of previous periods. The periods that are used 
for calculation may be two or more, it depends on the case. In case of 3 periods the 
formula that is used for the forecasting is  
Forecast (t) = [Data(t-1)+Data(t-2)+(Data(t-3)]/3. As a result, the forecasting for the 
next period will be the average of three previous periods.  
Generally, this method is appropriate when the data present a stable level. In case of 
an aggressive trend the forecasts are trailing behind the actual data and actually they 
are ‘lagging’ the data1.  Although, there is a trend in the data of this project, it has 
been decided to use this method with 2 months average and to compare them with 
the other methods. In the graph 1 the decreasing trend is not so intense between 
                                                 
1
 (Reid & Sanders 5th edition). 
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some periods and that’s why the simple moving average method was examined as 
well.  
5.3 Weighted moving average 
As far as weighted moving average is concerned, it uses the previous two, three or 
more observations and calculates the average of them while a weighted factor is used 
for every previous observation. The general formula will make the method more clear.  
Forecast (t) = [Data(t-1)*weighting factor) + (Data(t-2)*weighting factor-1] (taking into 
consideration two previous periods), t=time. 
The value of the next period is predicted using the values of previous periods. In this 
formula two previous periods are taken into account for the forecasting of the value of 
next period. The weighting factor’s value is between 0.1 and 0.9. In case of an intense 
trend it is aimed to give more importance to the most recent data. Consequently the 
weighting factor will be high. In the above formula if weighting factor for Data(t-1) is 
0.8 the weighting factor for Data(t-2) will be 0.2. The sum of weighting factors must be 
1. In most of the cases, many trials give the optimal value for weighting factor. The 
optimal value is decided comparing the errors that occur after every trial, but the part 
of errors is discussed in the chapter of analysis.  
5.4 Exponential smoothing 
The next method which is implemented in this project is exponential smoothing. 
Generally, it is a more complex process in comparison to the previous two. The 
objective of this method is to fix and cover the gaps that are created from the previous 
two methods. Three pieces of information are needed in order to formulate 
exponential smoothing which are the current period’s forecast, the current period’s 
actual value and the value of a smoothing coefficient, “a”, whose values are between 0 
and 1. The equation is the following: F(t+1) = a*A(t) + (1-a)*F(t), where F(t+1) is the 
forecasting for next period, A(t) is actual value for current period, F(t) is the forecast for 
current period and ‘a’ is the smoothing coefficient. Coefficient ‘a’ can get values 
between 0.1 and 0.9. The decision for the value of ‘a’ depends on where we want to 
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place weight; either to current period’s actual data or to current period’s forecast. If 
the value is very high, 0.8 or 0.9, the weight is placed to the actual data and less 
importance is given to the current forecast. On the other hand, if ‘a’ is very low, the 
model places much weight to the current forecast.  
In general, exponential smoothing is a model that is widely used and its main 
advantages are that it produces accurate forecasts under many situations and it can be 
used and understood easily. Another advantage of this method is that it reacts more to 
recent changes. The decision about the value of coefficient and if the model is 
appropriate is resulted from examination of errors that are discussed in the next 
section.  
5.5 Holt’s linear trend method 
Holt’s linear trend method is an extended simple exponential smoothing which is more 
suitable for data that present a trend. One forecasting equation and two smoothing 
equations are involved in this method. The smoothing equations are:  
(1) L(t) = a*D(t) + (1-a)*(L(t-1)+Tr(t-1)) and (2) Tr(t) = b*(L(t)-L(t-1))+ (1-b)*b(t-1).  
In these two equations Tr denotes an estimate of the trend, L denotes an estimate of 
the level, t is the time, ‘a’ is the smoothing parameter for the level and ‘b’ is a 
smoothing parameter for the trend. The values of a and b vary between 0 and 1. Level 
and trend are arisen after a regression analysis. Actually, the initial Tr is the slope, 
while the initial level is bo. After that we start to calculate the next levels and trends 
according with the two smoothing equations. As far the forecasting equation is 
concerned, the formula is F (t+1) = L (t) + Tr (t). Consequently, the forecasting of the value 
of next period is the sum of the level and the trend of the current period.  
The main difference of this model in comparison to the previous is the trend. Since this 
case presents a trend, it is more likely that Holt’s method will produce the best results, 
but this will be examined in the next chapter. Generally, observing the equations it can 
be noted down that the level equation shows that L(t) is a weighted average of 
observation D(t) and the one-step-ahead training forecast for time t, here given 
by [L(t-1) + Tr(t-1)]. The trend equation shows that Tr(t) is a weighted average of the 
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estimated trend at time t based on (L(t) – L(t-1)) and Tr(t-1), the previous estimate of the 
trend.  
5.6 Damped trend method 
The forecasts generated by Holt’s method display a constant trend into the future. 
Empirical evidence show that these methods tend to over-forecast. Trying to 
overcome this obstacle, Gardner & McKenzie (1985) introduced a parameter called ‘φ’ 
which dampens the trend to a flat line sometime in the future. This kind of methods 
with a damped trend are very successful and one of the most popular individual 
methods. The equations of this method are similar to equations of Holt’s method with 
only difference the parameter ‘φ’. The equations are the following:  
(1) L(t) = a*D(t) + (1-a)*(L(t-1)+φ*Tr(t-1))  
(2) Tr(t) = b*(L(t)-L(t-1))+ (1-b)*b(t-1)*φ 
(3) F(t) = L(t)+(φ+φ^2+….+φ^t)*Tr(t) 
If φ=1, the damped method is identical to Holt’s method and the model is not able to 
be distinguished from a non-damped model. Furthermore, φ is rarely lower than 0.8, 
so the range of values of φ is between 0.8 and 0.98. 
5.7 Categories of errors 
The first and the most well known and acceptable way of evaluating a forecasting 
method is ‘MAD’ method which is the average of absolute error of each observation 
and it measures the average magnitude of the errors in a set of predictions, without 
considering their direction. After the forecast for the future value of our data (in this 
case the ‘days’), there are some differences between the actual data and the forecasts. 
For instance, the forecast for one month may be 100 days, but if the actual is 105 days 
the absolute error is (105-100)= 5 days. The same process is followed for every 
observation. MAD is calculated finding the average of these errors. MAD is valuable 
and important when we use it in different forecasting models. The idea is to compare 
the “MAD” that is resulted from each method in order to know which model produces 
the lowest error. It is important to refer that the absolute differences are used for the 
calculation of MAD. The main advantage of this method is that it is more easily 
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understandable among non-specialists than other methods, such as MSE, because the 
error has the same dimension as the forecast. MAD is not so sensitive to outliers due 
to the absolute value. The main shortcoming of MAD is that it lacks the stronger 
statistical relationship that MSE has.  
The second way of evaluating forecasting models is MSE (Mean squared error) which is 
related to standard deviation of forecast errors. Generally, this type of error’s 
measurement is more sensitive to outliers due to squared function. The smaller the 
means squared error, the closer you are to finding the line of best fit. Depending on 
the data, it may be impossible to get a very small value for the mean squared error. 
MSE is the average of squared errors. Consequently, after the calculation of errors for 
each observation, these errors are squared and the average of them is calculated. The 
formulas for MAD and MSE are written in appendix.  
Before the description of the last measurement of errors, a comparison of the previous 
measurements of errors should be done. There are some similarities and differences 
between MAD and MSE. As far as similarities are concerned, both of them express 
average model prediction error in units of the variable of interest. In addition, both of 
them can range between zero and infinity and they are negatively-oriented because 
the lower values are better. Regarding differences, MSE gives a high weight to large 
errors since the errors are squared before they are averaged. This implies that MSE 
should be more valuable when large errors are particularly undesirable. Another 
difference is that MSE has a tendency to be increasingly larger than MAD as the test 
sample size increases.  
The last way of measuring errors is called “MAPE” which is calculated with the 
following way: Each error is divided by the actual data-result in order to get the 
percentages. After this step these percentages are averaged in order to get MAPE. The 
equation is MAPE = ((Sum of absolute errors)/(sum of actual data)) /Number of 
observations multiplied by 100. 
However, MAPE has some specific constraints. This measurement functions well when 
there are no extremes to the data, such as zeros. Both near-zeros values and zero 
values can give a misleading picture of error. The error on a near-zero item can be 
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extremely high, provoking a distortion to the overall average error. Another drawback 
of “MAPE” is the influence of denominators with low values which inflate the 
percentage error and causes outliers. Another disadvantage of this measurement is 
that when forecast is larger than the actual result, the errors are larger than they 
would be if forecast would be lower than the actual result. On the other hand, MAPE is 
one of the most reliable ways of measuring errors because it gives percentages which 
can be interpreted more easily and the conclusions based on this method might be 
more dependable.  
Generally, most of the times more than one type of measurements are required in 
order to evaluate properly the forecasting methods and to avoid misleading 
conclusions. Every way supports and covers the gaps of the other ways of 
measurements.  
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6. Analysis 
In this section, the models that were described theoretically in the previous chapter, 
are implemented to the data of this project. Weighted average, 2-month moving 
average, simple exponential smoothing, Holt’s trend method and damped trend 
method are applied in practice and evaluated using three different types of erros. The 
assessment and the choice of the best method is based on MAD (Mean absolute 
deviation), MSE (Mean squared error) and MAPE(Mean absolute percentage error). 
For each model there are two different approaches for the evaulation and it is 
company’s decision which of these two approaches to take into account. These are 
explained analytically in the rest of the chapter.  
6.1 Simple moving average (2-month period) 
As it was analyzed in the previous section simple moving average period forecast the 
future value of a unit calculating the average of previous 2 or more months. In this 
project the period of two months was chosen because after some trials, it provided the 
lowest errors in comparison to 3-month period and 4-month period. In table 3 the 
two-month moving average method is observed. Since it was referred in methodology 
chapter, the idea is to calculate the average days for each month. Consequently, in the 
column “Actual Days”, the average days of closing the opportunities are noticed. For 
the calculation of days and for presenting valuable results, opportunities with 0 days 
that are the opportunities that were closed the same day they opened and for the 
opportunities that took them more than 270 days to be closed are not used for the 
calculation of averages. The number of these opportunities constitutes only a small 
percentage of total opportunities and contributed to the creation of outliers that 
resulted to misleading conclusions and calculations. That’s why they had to be deleted 
in order to present reliable and more valuable analysis.   
There is a graphical depiction of this method in graph 2. The decreasing trend is easily 
observable and the forecast follows this trend. The problem of this graph is that the 
forecast is late to follow the trend when the last is more aggressive and intense. For 
example, since February of 2017 when the trend is more intense until April of 2017 
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and during the months of 2018 the forecasts are following the actual days and are not 
being adjusted immediately. The main concern is when forecast is higher than the 
actual days because the firm predicts that the opportunity will close in more days that 
it happens and it is not ready to satisfy the client when he needs it. Lower forecast 
than actual days is preferred in terms of client’s satisfaction problem.  
The table 3 shows the errors of this method in the last row. MAD is 16 which means 
that the prediction of average days per month are mistaken by 16 days on average. 
Since it is on average per month it seems a good forecast that can be used in a 
valuable way. However, MAPE is 29% which means that errors constitute almost 1/3 of 
total actual days. If we notice the column “error/days” of table 3 carefully it seems that 
the percentages are very high in the months of 2018. This happens because of very low 
values of “days” during the months of 2018.  However, as it is referred in a previous 
chapter, the data were provided in August of 2018 so a significant number 
opportunities of the months (April, May, June, etc.) of 2018 that were closed after 
August of 2018 are not taken into consideration because they have not been provided. 
Especially, the days of the last 5 months of 2018 are so low because the information is 
until August. As a result opportunities that were closed after 150 or 200 days or after 
70 days for June are not taken into account and this causes misleading calculations and 
results such high MAPE. Therefore, there is a second approach of measuring the errors 
and implementing this method. 
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Table 3: 2-month moving average method 
Period 
Actual 
Days Forecast 
Absolute 
Errors 
Squared 
Errors Error/Days 
Jun/2016 119,7         
Jul/2016 141,1 119,7       
Aug/2016 127,8 130,4 2,6 6,7 2% 
Sep/2016 147,5 134,5 13,1 170,7 9% 
Oct/2016 158,9 137,7 21,2 450,7 13% 
Nov/2016 119,4 153,2 33,8 1142,9 28% 
Dec/2016 140,1 139,2 0,9 0,8 1% 
Jan/2017 143,8 129,7 14,1 197,9 10% 
Feb/2017 101,6 141,9 40,4 1629,5 40% 
Mar/2017 106,2 122,7 16,4 270,4 15% 
Apr/2017 75,2 103,9 28,7 821,1 38% 
May/2017 86,9 90,7 3,8 14,7 4% 
Jun/2017 82,8 81,1 1,8 3,1 2% 
Jul/2017 75,5 84,9 9,3 87,1 12% 
Aug/2017 56,0 79,2 23,2 537,0 41% 
Sep/2017 67,1 65,8 1,4 1,9 2% 
Oct/2017 86,7 61,6 25,1 632,0 29% 
Nov/2017 91,9 76,9 14,9 223,2 16% 
Dec/2017 71,3 89,3 18,0 322,2 25% 
Jan/2018 66,8 81,6 14,8 218,0 22% 
Feb/2018 58,9 69,1 10,2 103,9 17% 
Mar/2018 32,0 62,9 30,8 951,7 96% 
Apr/2018 29,9 45,5 15,5 241,5 52% 
May/2018 25,0 31,0 5,9 35,1 24% 
Jun/2018 10,0 27,5 17,5 307,2 176% 
Forecast 
for July 
2018 
 
17,5 
       
 
MAD: 16 MSE: 364 MAPE: 29% 
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Graph 2: 2- month moving average method 
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The second approach estimates the errors taking into account the elements until 
December of 2017. In this way all observations will have a common base. What it is 
meant is that every month will present opportunities that have been closed until 270 
days. This approach is presented in table 4 and graph 3. Regarding table 4, it is 
observed the huge decrease of MAPE in favor of missing months of 2018. MAPE is 
decreased to 17%, although MSE is increased and MAD remains the same. It can be 
assumed that this approach produces more reliable results because the very low 
values of days during the months of 2018 are not real. As far as the graph is concerned, 
a more reliable picture of the trend is presented. There is a decreasing trend among 
the last 25 months, but it is not so aggressive as the graph 2 shows. The problem of 
this approach is the same with the previous approach which is that the model is late to 
follow the aggressive and continuous decreasing trend during February and April of 
2017. Actually, it is late 3 months and the forecast is higher than actual these months. 
Reliable conclusions are going to be extracted in the end of the chapter when this 
model is compared to the next four. 
Table 4: 2-month moving average method (adjusted) 
Period 
Actual 
Days Forecast 
Absolute 
Errors 
Squared 
Errors Error/Days 
Jun/2016 119,7         
Jul/2016 141,1 119,7       
Aug/2016 127,8 130,4 2,6 6,7 2% 
Sep/2016 147,5 134,5 13,1 170,7 9% 
Oct/2016 158,9 137,7 21,2 450,7 13% 
Nov/2016 119,4 153,2 33,8 1142,9 28% 
Dec/2016 140,1 139,2 0,9 0,8 1% 
Jan/2017 143,8 129,7 14,1 197,9 10% 
Feb/2017 101,6 141,9 40,4 1629,5 40% 
Mar/2017 106,2 122,7 16,4 270,4 15% 
Apr/2017 75,2 103,9 28,7 821,1 38% 
May/2017 86,9 90,7 3,8 14,7 4% 
Jun/2017 82,8 81,1 1,8 3,1 2% 
Jul/2017 75,5 84,9 9,3 87,1 12% 
Aug/2017 56,0 79,2 23,2 537,0 41% 
Sep/2017 67,1 65,8 1,4 1,9 2% 
Oct/2017 86,7 61,6 25,1 632,0 29% 
Nov/2017 91,9 76,9 14,9 223,2 16% 
Dec/2017 71,3 89,3 18,0 322,2 25% 
      MAD: 16 MSE: 383 MAPE: 17% 
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Graph3: 2-month moving average (adjusted) 
 
 
6.2 Weighted average method 
Weighted average forecasting method goes one step further than simple moving 
average and forecasts the future values calculating the average of previous two or 
more observations, but it places a specific weight to each of them. The sum of these 
weighting factors must be 1. In this project three previous periods are used in order to 
forecast the next value. For instance, April, March and February of 2017 are used in 
order to forecast the days of May. Since there is a clear trend in our data and after 
some trials the weighting factor that was chosen for the most recent month is 0.6. For 
the previous of the most recent the value that was chosen is 0.3 and for the last one is 
0.1. That is, in the previous example, the weighting factor for April is 0.6, for March is 
0.3 and for February is 0.1. In this way, emphasis is given to the most recent value in 
order to follow the trend appropriately. The trials showed that these weighting factors 
for three periods present the lowest errors as it is observed in the table 5.  
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Table 5: Weighted average method 
Period Actual Days Forecast 
Absolute 
Errors Error^2 Error/Days 
Jun/2016 119,7         
Jul/2016 141,1         
Aug/2016 127,8         
Sep/2016 147,5 131,0 16,5 273,8 11% 
Oct/2016 158,9 141,0 17,9 321,2 11% 
Nov/2016 119,4 152,4 33,0 1087,0 28% 
Dec/2016 140,1 134,1 6,0 35,8 4% 
Jan/2017 143,8 135,7 8,1 64,9 6% 
Feb/2017 101,6 140,2 38,7 1495,9 38% 
Mar/2017 106,2 118,1 11,8 140,3 11% 
Apr/2017 75,2 108,6 33,3 1112,0 44% 
May/2017 86,9 87,2 0,3 0,1 0% 
Jun/2017 82,8 85,3 2,5 6,3 3% 
Jul/2017 75,5 83,3 7,8 60,2 10% 
Aug/2017 56,0 78,9 22,9 522,2 41% 
Sep/2017 67,1 64,5 2,6 6,7 4% 
Oct/2017 86,7 64,6 22,1 487,2 25% 
Nov/2017 91,9 77,8 14,1 198,7 15% 
Dec/2017 71,3 87,9 16,5 272,5 23% 
Jan/2018 66,8 79,0 12,2 148,8 18% 
Feb/2018 58,9 70,7 11,8 139,1 20% 
Mar/2018 32,0 62,5 30,5 930,6 95% 
Apr/2018 29,9 43,6 13,6 186,2 46% 
May/2018 25,0 33,4 8,4 70,6 34% 
Jun/2018 10,0 27,2 17,3 297,6 173% 
Forecast 
for July 
2018 
 
16 days 
         MAD: 16 MSE: 357 MAPE: 30,08% 
 
 
Observing table 5 it is noticed that there is no forecast for the first three months 
because three months are needed in order to forecast the average days of the next 
month. Hence, MAD, MSE and MAPE are resulted from the calculation of averages 
since September of 2016. In comparison to the previous model, MAD is the same, MSE 
is closed to MSE of simple moving average and MAPE is close to previous MAPE and 
again very high. Regarding graph 4, the forecast seems to follow the actual days, but 
still it is late to be adjusted when the decreasing of days is more intense in February of 
2017. However, the forecast seems to be close to actual days.  
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Graph 4: Weighted average method 
 
 
In this method a second approach is followed as it was followed in the previous model 
as well. The aim of this is to reduce MAPE and to get more reliable results. The 
outcomes of this approach are noticed in the table 6 and in the graph 5. As far as the 
graph is concerned, it looks like the adjusted graph of the previous model. The forecast 
is higher than actual days from February of 2017 and April of 2017 which is the major 
problem because this happens for three months consecutively. Concerning the table 6, 
it is observed that MAD remains the same, while MAPE is decreased sharply. The types 
of errors are in the same level with the previous method.  
 
 
 
 
 
 
 
 
 
 
 
 
  -27- 
 
 
Table 6: Weighted average method (adjusted) 
Period Actual Days Forecast 
Absolute 
errors Error^2 Error/Days 
Jun/2016 119,7         
Jul/2016 141,1         
Aug/2016 127,8         
Sep/2016 147,5 131,0 16,5 273,8 11% 
Oct/2016 158,9 141,0 17,9 321,2 11% 
Nov/2016 119,4 152,4 33,0 1087,0 28% 
Dec/2016 140,1 134,1 6,0 35,8 4% 
Jan/2017 143,8 135,7 8,1 64,9 6% 
Feb/2017 101,6 140,2 38,7 1495,9 38% 
Mar/2017 106,2 118,1 11,8 140,3 11% 
Apr/2017 75,2 108,6 33,3 1112,0 44% 
May/2017 86,9 87,2 0,3 0,1 0% 
Jun/2017 82,8 85,3 2,5 6,3 3% 
Jul/2017 75,5 83,3 7,8 60,2 10% 
Aug/2017 56,0 78,9 22,9 522,2 41% 
Sep/2017 67,1 64,5 2,6 6,7 4% 
Oct/2017 86,7 64,6 22,1 487,2 25% 
Nov/2017 91,9 77,8 14,1 198,7 15% 
Dec/2017 71,3 87,9 16,5 272,5 23% 
      MAD: 16 MSE: 380 MAPE:17,23% 
 
 
Graph 5: Weighted average method (adjusted) 
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6.3 Exponential smoothing 
Exponential smoothing takes into consideration something that the previous methods 
do not take. While the simple moving average and weighted average use only previous 
actual results the exponential smoothing is based on the actual result of the previous 
period and the forecast of the previous period. Since there is a decreasing trend and 
after some trials the coefficient “a” is chosen to be 0.7 and coefficient “b = (1-a)” is 0.3. 
This means that more weight is placed to the actual days.  
The first approach for this method is to take into account all months for the calculation 
of errors. This model is reflected in table 7 and graph 6. In this first approach all 
categories of errors (MAD, MSE and MAPE) are slightly lower than they are in the 
previous two methods. However, the differences are not high. Regarding graph 6, it is 
observed the same problem that exists in the previous models. The fact that forecast 
overcomes the actual days and this may create problem in terms of clients’ 
satisfaction.  
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Table 7: Exponential smoothing 
Period 
Actual 
Days Forecast 
Absolute 
errors Error^2 Erros/Days 
Jun/2016 119,7         
Jul/2016 141,1 119,7       
Aug/2016 127,8 134,7 6,9 47,5 5% 
Sep/2016 147,5 129,9 17,7 312,1 12% 
Oct/2016 158,9 142,2 16,7 277,6 10% 
Nov/2016 119,4 153,9 34,5 1189,5 29% 
Dec/2016 140,1 129,8 10,3 106,0 7% 
Jan/2017 143,8 137,0 6,8 46,7 5% 
Feb/2017 101,6 141,8 40,2 1615,2 40% 
Mar/2017 106,2 113,6 7,4 54,5 7% 
Apr/2017 75,2 108,5 33,2 1102,7 44% 
May/2017 86,9 85,2 1,7 2,9 2% 
Jun/2017 82,8 86,4 3,6 12,7 4% 
Jul/2017 75,5 83,9 8,4 69,9 11% 
Aug/2017 56,0 78,0 22,0 485,6 39% 
Sep/2017 67,1 62,6 4,5 20,5 7% 
Oct/2017 86,7 65,8 20,9 438,1 24% 
Nov/2017 91,9 80,4 11,4 130,7 12% 
Dec/2017 71,3 88,4 17,1 292,3 24% 
Jan/2018 66,8 76,5 9,6 92,8 14% 
Feb/2018 58,9 69,7 10,8 117,3 18% 
Mar/2018 32,0 62,1 30,1 907,7 94% 
Apr/2018 29,9 41,1 11,1 124,1 37% 
May/2018 25,0 33,3 8,2 67,5 33% 
Jun/2018 10,0 27,5 17,6 308,2 176% 
Forecast 
for July of 
2018    15 days 
   
   
MAD: 15 MSE: 340 MAPE: 28,55% 
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Graph 6: Exponential smoothing 
 
 
As in the previous models there is a second approach which makes the analysis based 
on until the December of 2017. This analysis is presented in table 8 and graph 7. The 
errors are measured from August of 2017 because for June there is no data of previous 
months and for the forecast of May is based on Naïve method because there is no 
forecast for June of 2016. According to naïve method the forecast for the next period 
is equal to the previous actual value. All of the errors’ measurements are lower than 
they are in the previous model. Regarding MAD, the model’s average error is 15 days 
which is the lowest MAD until this stage of the project. One of the most significant 
advantages of this model is that the model is adjusted better to the sharp decrease of 
“days” during the period February and April of 2017 in comparison to the previous 
methods. Although the model is rather late to be adjusted, it is adjusted in a better 
way and this can be observed from the small error of March of 2017. Both simple 
moving average and weighted average presented higher error in March of 2017. 
Generally, there are no important differences between the results of these models, 
but exponential smoothing seems more proper. 
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Table 8: Exponential smoothing (adjusted) 
Period 
Actual 
Days Forecast 
Absolute 
errors Error^2 Erros/Days 
Jun/2016 119,7         
Jul/2016 141,1 119,7       
Aug/2016 127,8 134,7 6,9 47,5 5% 
Sep/2016 147,5 129,9 17,7 312,1 12% 
Oct/2016 158,9 142,2 16,7 277,6 10% 
Nov/2016 119,4 153,9 34,5 1189,5 29% 
Dec/2016 140,1 129,8 10,3 106,0 7% 
Jan/2017 143,8 137,0 6,8 46,7 5% 
Feb/2017 101,6 141,8 40,2 1615,2 40% 
Mar/2017 106,2 113,6 7,4 54,5 7% 
Apr/2017 75,2 108,5 33,2 1102,7 44% 
May/2017 86,9 85,2 1,7 2,9 2% 
Jun/2017 82,8 86,4 3,6 12,7 4% 
Jul/2017 75,5 83,9 8,4 69,9 11% 
Aug/2017 56,0 78,0 22,0 485,6 39% 
Sep/2017 67,1 62,6 4,5 20,5 7% 
Oct/2017 86,7 65,8 20,9 438,1 24% 
Nov/2017 91,9 80,4 11,4 130,7 12% 
Dec/2017 71,3 88,4 17,1 292,3 24% 
      MAD: 15 MSE: 365 MAPE:16,67% 
 
Graph 7: Exponential smoothing (adjusted) 
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6.4 Holt’s trend method 
The three previous models presented similar results more or less. Exponential 
smoothing seems somehow better, but there are no big differences. In general, the 
first three models are more valuable for data that follow a more stable trajectory. For 
this reason, Holt’s trend method might be more proper for this project. The main 
difference of this model is that measures the trend and it is complex in order to be 
implemented in more complicated projects.  
Firstly, it is necessary to make a regression analysis for our data. The elements that are 
useful for this project from regression analysis are observed in table 9. Intercept is the 
level in Holt’s method and X variable reflects the trend. The regression analysis was 
performed for the data since June of 2016 until December of 2017. This is the one of 
two approaches for this model. After some trials and in order to keep the trend from 
the regression stable (see table 10), the coefficient “b” was chosen to be 0, while “a” is 
0.40. The outcomes of this model are observable in table 10 and graph 8. As far as 
table 10 is concerned, it is obvious that errors’ are smaller than the previous three 
models, especially MAPE which is 14.94%. MAD is the same with MAD of exponential 
smoothing, but the difference in terms of MAPE is significant. This model which is 
considered more valuable for data with a trend seems to present more appropriate 
forecasts. In table 10 there is a prediction of the average days of January of 2018. The 
second approach will show that this prediction is perfect since it forecasts exactly the 
average number of days of January of 2018. The only concern in this model is that 
forecasts for February and April of 2017 are significantly higher than actual days. 
Generally, the forecasts either follow the actual dates properly in the rest months and 
the errors are very small or the forecasts are lower than actual dates which is not so 
important concern as it is when forecasts are higher than actual data.  
The formulas for the calculation of level each month is referred to the previous section 
of the report. The trend remains stable because of coefficient “b” that is 0. The 
forecast is resulted from the sum of level and trend of the previous month. In general, 
this model seems to be the best in comparison to the previous three mainly because of 
the lowest MAPE. 
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Table 9: Coefficients from regression analysis (adjusted)  
  Coefficients 
Intercept 150,87 
X Variable -4,56 
 
Table 10: Holt’s trend method (adjusted) 
Data Level Trend Forecast Error^2 
Absolute 
error Error/Days 
Period 
Actual 
Days 150,8 -4,6         
Jun/2016 119,7 135,6 -4,6 146,3 710,6 26,7 22% 
Jul/2016 141,1 135,1 -4,6 131,1 101,1 10,1 7% 
Aug/2016 127,8 129,4 -4,6 130,5 7,5 2,7 2% 
Sep/2016 147,5 133,9 -4,6 124,9 513,1 22,7 15% 
Oct/2016 158,9 141,2 -4,6 129,4 871,2 29,5 19% 
Nov/2016 119,4 129,7 -4,6 136,6 296,4 17,2 14% 
Dec/2016 140,1 131,1 -4,6 125,2 221,3 14,9 11% 
Jan/2017 143,8 133,5 -4,6 126,6 297,0 17,2 12% 
Feb/2017 101,6 118,0 -4,6 128,9 747,3 27,3 27% 
Mar/2017 106,2 110,5 -4,6 113,4 51,3 7,2 7% 
Apr/2017 75,2 93,7 -4,6 106,0 944,2 30,7 41% 
May/2017 86,9 88,2 -4,6 89,1 4,9 2,2 3% 
Jun/2017 82,8 83,3 -4,6 83,7 0,7 0,8 1% 
Jul/2017 75,5 77,5 -4,6 78,8 10,5 3,2 4% 
Aug/2017 56,0 66,2 -4,6 72,9 285,8 16,9 30% 
Sep/2017 67,1 63,8 -4,6 61,6 30,8 5,6 8% 
Oct/2017 86,7 70,2 -4,6 59,2 754,5 27,5 32% 
Nov/2017 91,9 76,2 -4,6 65,7 686,2 26,2 29% 
Dec/2017 71,3 71,5 -4,6 71,6 0,1 0,2 0% 
Forecast 
for 
Jan/2018 
 
66,9 -4,6 66,9 
   
 Errors         MSE: 344 MAD:15 MAPE:14,94% 
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Graph 8: Holt’s trend method (adjusted) 
 
 
 
The second approach of this model takes into consideration all months until June of 
2018. The table 11 shows the coefficients that are resulted from regression analysis. 
Table 12 and graph 9 reflect the outcomes of Holt’s method of second approach. 
Regarding table 12, the forecast for July of 2018 is observed and in order to predict the 
days for August, the actual days of July are needed. Consequently, the month has to be 
passed in order to calculate the average days and to predict the next month. Also, it 
has to be referred that coefficient “b” is zero, but coefficient “a” is 0.70. The 
remarkable issue in table 12 is that MAD is the lowest in comparison to the all previous 
MADs. However, MAPE is by far higher than MAPE of previous approach in the same 
method, but this is logical because of the extreme low values of days of the months of 
2018. On the other extreme, a general comparison of this approach of this model with 
previous models shows that MAPE is by far the smallest. In other methods MAPE is 
between 28% and 30%. The graph 9 shows that forecasts follow the actual days 
properly and there are not so many big differences between them.  
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Table 11: Coefficients from regression analysis  
  Coefficients 
Intercept 155,7 
X Variable -5,1 
 
Table 12: Holt’s trend method 
Data Level Trend Forecast Error^2 
Absolute 
error (F-D)/D 
Period Actual 155,7 -5,1         
Jun/2016 119,7 128,9 -5,1 150,5 954,1 30,9 26% 
Jul/2016 141,1 135,9 -5,1 123,8 301,3 17,4 12% 
Aug/2016 127,8 128,7 -5,1 130,8 9,0 3,0 2% 
Sep/2016 147,5 140,3 -5,1 123,6 574,7 24,0 16% 
Oct/2016 158,9 151,8 -5,1 135,2 561,3 23,7 15% 
Nov/2016 119,4 127,6 -5,1 146,7 742,2 27,2 23% 
Dec/2016 140,1 134,8 -5,1 122,4 310,1 17,6 13% 
Jan/2017 143,8 139,6 -5,1 129,6 200,6 14,2 10% 
Feb/2017 101,6 111,4 -5,1 134,4 1079,3 32,9 32% 
Mar/2017 106,2 106,2 -5,1 106,3 0,0 0,0 0% 
Apr/2017 75,2 83,0 -5,1 101,1 669,2 25,9 34% 
May/2017 86,9 84,2 -5,1 77,9 81,7 9,0 10% 
Jun/2017 82,8 81,7 -5,1 79,1 14,2 3,8 5% 
Jul/2017 75,5 75,8 -5,1 76,6 1,0 1,0 1% 
Aug/2017 56,0 60,4 -5,1 70,7 216,0 14,7 26% 
Sep/2017 67,1 63,6 -5,1 55,3 140,7 11,9 18% 
Oct/2017 86,7 78,2 -5,1 58,4 799,1 28,3 33% 
Nov/2017 91,9 86,2 -5,1 73,1 352,3 18,8 20% 
Dec/2017 71,3 74,3 -5,1 81,1 95,2 9,8 14% 
Jan/2018 66,8 67,5 -5,1 69,1 5,3 2,3 3% 
Feb/2018 58,9 59,9 -5,1 62,4 12,2 3,5 6% 
Mar/2018 32,0 38,9 -5,1 54,8 519,4 22,8 71% 
Apr/2018 29,9 31,1 -5,1 33,7 14,4 3,8 13% 
May/2018 25,0 25,3 -5,1 25,9 0,8 0,9 3% 
Jun/2018 10,0 13,0 -5,1 20,2 104,4 10,2 103% 
Forecast 
for July-
2018       7,9       
          MSE: 310 MAD: 14 
MAPE: 
20,40% 
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Graph 9: Holt’s trend method 
 
 
 
6.5 Damped trend method 
Damped trend method is similar with Holt’s method. The only difference is that 
another parameter “φ” is added to the equations in order to dampen the trend to a 
flat line. The process is the same with Holt’s trend method and the coefficients from 
regression analysis that are used in this approach of this model are observed in table 
11. The first approach of this model is observable in table 13 and graph 10. All months 
are taken into account for the analysis. Noticing the table 13 and according to MAPE, 
this model seems better in comparison to simple moving average, weighted average 
and exponential smoothing, but MAPE of Holt’s trend method is lower than MAPE of 
this model. Moreover, the forecast for July of 2018 is 3.2 days. Regarding graph 10, the 
forecast seems to be adjusted better to aggressive decreasing in comparison to the 
first three models. Actually, graph 10 is similar to graph 9. There are no significant 
differences between them. Also, it has to be referred that the most appropriate 
coefficients for this method are “a”=0.80, “b”=0.50 and “φ”=0.8. Generally, “φ” can be 
between 0.8 to 0.98. 
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Table 13: Damped trend method 
Data Level Trend Forecast Error^2 
Absolute 
error 
Error/Actual 
days 
Period Actual 155,7 -5,1         
Jun/2016 119,7 126,0 -16,88 151,6 1018,6 31,9 27% 
Jul/2016 141,1 135,4 -2,06 115,2 671,1 25,9 18% 
Aug/2016 127,8 129,0 -4,03 134,4 43,1 6,6 5% 
Sep/2016 147,5 143,2 5,48 127,3 407,7 20,2 14% 
Oct/2016 158,9 156,6 8,92 145,0 193,8 13,9 9% 
Nov/2016 119,4 128,3 -10,61 159,0 1564,9 39,6 33% 
Dec/2016 140,1 136,0 -0,38 126,1 196,0 14,0 10% 
Jan/2017 143,8 142,2 2,94 135,9 61,8 7,9 5% 
Feb/2017 101,6 110,2 -14,84 142,6 1682,1 41,0 40% 
Mar/2017 106,2 104,6 -8,69 108,6 5,4 2,3 2% 
Apr/2017 75,2 79,7 -15,93 103,9 821,1 28,7 38% 
May/2017 86,9 82,9 -4,78 78,6 68,3 8,3 10% 
Jun/2017 82,8 82,1 -2,33 82,7 0,0 0,2 0% 
Jul/2017 75,5 76,5 -3,74 82,0 41,5 6,4 9% 
Aug/2017 56,0 59,5 -9,98 76,3 413,4 20,3 36% 
Sep/2017 67,1 64,0 -1,73 59,2 62,7 7,9 12% 
Oct/2017 86,7 81,9 8,25 64,0 516,9 22,7 26% 
Nov/2017 91,9 91,2 7,95 82,0 96,5 9,8 11% 
Dec/2017 71,3 76,6 -4,13 91,3 398,7 20,0 28% 
Jan/2018 66,8 68,1 -5,88 76,5 94,0 9,7 15% 
Feb/2018 58,9 59,8 -6,51 68,1 84,2 9,2 16% 
Mar/2018 32,0 36,5 -14,24 59,8 769,3 27,7 87% 
Apr/2018 29,9 29,0 -9,48 36,4 42,7 6,5 22% 
May/2018 25,0 24,3 -6,12 28,9 15,0 3,9 15% 
Jun/2018 10,0 11,8 -8,68 24,3 205,5 14,3 144% 
Forecast 
for July of 
2018       3,2       
          MSE: 379 MAD: 16 MAPE:25,24% 
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Graph 10: Damped trend method 
 
 
 
 
For performing more reliable analysis, there is a second approach for this model as 
well, which is until December of 2017. The coefficients that make the best results are: 
“a”=0.60 and “b”=0.30. The level and the trend from the regression are noticed in 
table 9. The analysis is presented in table 14 and graph 11. Table 14 shows that MAPE 
is slightly smaller than the first three models, but significantly higher than MAPE of 
Holt’s trend method. Also, MAD is higher than MAD of Holt’s method. The main 
concern of this approach is that forecast is not adjusted immediately to the intense 
decrease.  
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Table 14: Damped trend method (adjusted) 
Data Level Trend Forecast Error^2 
Absolute 
error Error/Days 
Period Actual 150,9 -4,6         
Jun/2016 119,7 130,7 -8,6 147,2 760,1 27,6 23% 
Jul/2016 141,1 134,2 -3,8 125,2 255,1 16,0 11% 
Aug/2016 127,8 129,2 -3,6 132,3 20,0 4,5 3% 
Sep/2016 147,5 139,0 0,9 127,7 394,5 19,9 13% 
Oct/2016 158,9 151,2 4,2 139,3 382,9 19,6 12% 
Nov/2016 119,4 133,5 -3,0 152,3 1084,7 32,9 28% 
Dec/2016 140,1 136,5 -0,8 132,9 51,8 7,2 5% 
Jan/2017 143,8 140,6 0,8 136,3 55,6 7,5 5% 
Feb/2017 101,6 117,4 -6,5 140,7 1534,3 39,2 39% 
Mar/2017 106,2 108,6 -6,3 116,7 110,5 10,5 10% 
Apr/2017 75,2 86,6 -10,1 108,1 1079,6 32,9 44% 
May/2017 86,9 83,5 -6,6 85,9 1,0 1,0 1% 
Jun/2017 82,8 81,0 -4,5 83,2 0,1 0,3 0% 
Jul/2017 75,5 76,3 -3,9 80,8 27,8 5,3 7% 
Aug/2017 56,0 62,9 -6,2 76,2 406,1 20,2 36% 
Sep/2017 67,1 63,4 -3,3 62,7 19,7 4,4 7% 
Oct/2017 86,7 76,4 2,0 63,4 544,9 23,3 27% 
Nov/2017 91,9 86,3 4,1 76,4 239,7 15,5 17% 
Dec/2017 71,3 78,6 0,0 86,4 225,8 15,0 21% 
Forecast 
for 
January 
2018       78,6       
          MSE:379 MAD: 16 MAPE: 16,30% 
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Graph 11: Damped trend method (adjusted) 
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7. Outcomes and comparison of the methods 
In this chapter the main outcomes and conclusions of the comparison of methods are 
discussed. Every model presents both advantages and shortcomings. They have to be 
gathered together in tables in order to understand better which model is more 
suitable for this case and to make reliable conclusions.  
MSE, MAD and MAPE for each model are presented together in tables 15 and 16. 
Moreover, graphs 12 and 13 present MAPE of each method for the two different 
approaches. If the firm chooses the first approach, the best model is clearly Holt’s 
method because MAD, MSE and MAPE are lower for this method (see table 15) in 
comparison to the other models. The visualization of MAPE is observed in graph 12 
and according this damped trend method is the second best model. In graph 13 MSE of 
each model is presented and it is obvious that Holt’s method is the best. It has to be 
referred that damped method presents the highest MSE in graph 13, while exponential 
smoothing seems to be the second best method. In general, it is recommended to the 
firm to follow Holt’s trend model in order to forecast the future average days per 
month if the managers will decide to follow this approach.  
Table 15: Comparison of errors 
  
Approach with all months 
  
MAD MSE MAPE 
Simple moving average 16 364 29% 
Weighted average 16 357 30,08% 
Exponential smoothing 15 340 28,55% 
Holt’s trend method 14 310 20,40% 
Damped trend method 16 379 25,24% 
 
 
 
 
 
 
 
 
 
 
  -42- 
Graph 12: Comparison of MAPE 
 
 
Graph 13: Comparison of MSE 
 
 
The second approach for each model does not take into consideration the months of 
2018. If the company will choose this approach, it should compare the results of table 
16 and the visualization in graphs 14 and 15. According to the table 16, Holt’s trend 
method is the most valuable since its MAPE and MSE are significantly lower than MAPE 
and MSE of the other methods. MAD is the same with exponential smoothing, but 
Holt’s trend method is suggested to the firm because it presents better results in terms 
of MAPE and MSE. The visualization of MAPE is noticed in graph 14 in which it is 
obvious that Holt’s method is the best and the second best model is damped trend 
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method. In graph 15, it is observed again that Holt’s trend method results the lowest 
errors.  
Generally, whichever of these two approaches will be followed by Alumil, Holt’s trend 
method is recommended because of the smallest errors in all categories and because 
this model is based on the factor of trend. As far as MAD is concerned, the difference 
between MAD of Holt’s trend method and MAD of the other methods is not very high, 
but still is lower than the other models and this is important because MAD calculates 
the average error in actual days. What it is implied is that it is impossible to have 
biggest differences in actual numbers.  
 
Table 16: Comparison of errors (adjusted) 
    Adjusted approach 
    MAD MSE MAPE 
Simple moving average 16 383 17% 
Weighted average 16 380 17,23% 
Exponential smoothing 15 365 16,67% 
Holt’s trend method 15 344 14,94% 
Damped trend method 16 379 16,30% 
 
Graph 14: Comparison of MAPE (adjusted) 
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Graph 15: Comparison of MSE (adjusted)  
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8. Contribution and project constraints 
In this section the contribution of this project to the company is discussed. However, 
there are some limitations that may affect the results of the analysis and they might 
create some misleading results. Generally, the more the data the more reliable is the 
analysis. 
This project offers some solutions for the prediction of time of closing the 
opportunities. According to the analysis and the results, there is a model “Holt’s trend 
method” which can be implemented in order to support the company to improve its 
sales operations. A good forecasting method aids the firm to improve the satisfaction 
of the clients and to reduce the costs, mainly the inventory costs. The average error of 
the best model of the analysis is 15 days. Since we discuss for averages, 15 days are 
not considered as high error. The point is to aid the firm to know approximately in how 
many days the majority of its opportunities will close. There are opportunities that are 
closed faster or later than the average of days of the month. However, most of the 
opportunities are close to the monthly average. The main target of this project is the 
estimation of the time in terms of months. For instance, using this project, operations 
sales department of the company will be able to know if they will close most of their 
opportunities during the first month or during the first quarter or during the second 
quarter etc.  
On the other extreme, there are some constraints that affect the analysis and produce 
misleading results. One of the main limitations is that there is no information about 
the category of clients. That is, the time of closing opportunities might be affected by 
the type of the client, if the consumer is individual, manufacturing company or 
something else. For instance, a manufacturing company might want to close the 
opportunities soon if it wants to satisfy its demands. On the other hand, an individual 
does not have so much pressure and he is not in a rush. 
Another significant constraint is the fact that there is no data for the categories of 
products. This issue would affect the analysis because some products of Alumil might 
be more expensive or they might be needed sooner by the client. The type of product 
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plays a major role and an important percentage of forecasting errors may come from 
the fact that there is no information about that. Additionally, a qualitative factor that 
may affect the analysis is the political decisions in all over the world that may influence 
the company. A good example of this is the tariffs that Donald Trump put for 
aluminum imports in USA2. This affects the companies that cooperate with American 
companies of aluminum. These decisions might provoke extreme values in the days of 
closing opportunities and the firm must be aware because the forecasts which depend 
only on historical data cannot take into consideration outside factors such as political 
decisions.  
Furthermore, there is another significant limitation in terms of the internal process of 
the firm. That is, there might be promotional activities during specific periods which 
decrease the average days of closing opportunities. If marketing and sales department 
“push” more in specific months it is logical to have a decrease of days of closing during 
these months. Graph 1 shows that there is an intense decrease of “days” in specific 
months and after these months there is an increase of “days”. For example, in August, 
November of 2017 and February of 2018 a significant decrease is noticed and the next 
month after them an increase. This might be happened because of the pressure of 
salespeople of the company to achieve their goals. For instance, if the salespeople 
have targets per quarter or per six months, they might “push” more in specific months 
in order to achieve these targets. If this is true, it is a very crucial limitation because 
the time of closing opportunities mainly depends on internal factors and especially the 
efficiency of their employees.  
 
 
 
 
 
 
 
 
 
                                                 
2
 https://www.bbc.com/news/business-43958216 
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Graph 1: Average days of closing opportunities 
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9. Conclusions 
The industry of Alumil and the challenges that a manufacturing company faces are 
many. The competition, the high costs and the demanding clients cause pressure and 
the emphasis on details is very significant for this kind of organizations. Especially, the 
efficiency of sales operations department makes the difference many times and the 
way of managing the operations contributes to the competitive advantage. The 
objective of this project is to help a company to manage more efficiently its operations 
in order to achieve specific goals. The research offered the tools that could be useful 
for this challenge. The implementation of them can give some outcomes.  
Generally, this project of predicting the time of closing open opportunities is very 
challenging and tricky, but it is very interesting as well. The general approach was to 
implement the models in the monthly averages in order to know about the trend and 
to create more understandable graphs. The time cannot be predicted exactly, but 
there are some ranges that can be very helpful. These ranges help the managers of the 
firm to have a prediction about the days of closing the majority of their opportunities. 
For this type of companies and projects, the important thing is to know if most of the 
opportunities will close the first month, the second month, the first quarter, the 
second quarter etc.  
One of the five models, “Holt’s trend method” is considered the best in favour of the 
lowest errors. The average error of this method in actual number is 15 days. It is a 
method that follows the trend and can aid the sales operations department of Alumil 
to manage better their tasks. This model gives a good prediction of range. 
On the other hand, there are some constraints for the project. Information such as 
category of the clients and products would really make the analysis more useful and 
with more reliable results and predictions. Consequently, if the outcomes of this report 
will be adjusted to more qualitative data that the company has, it could make the 
project even more valuable. It is recommended to the firm to use the model of Holt’s, 
but also to take into consideration other qualitative and internal factors that may 
influence the forecasts.  
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Appendix 
Simple moving average: Forecast (t) = [Data(t-1)+Data(t-2)+(Data(t-3)]/3, t=time 
Weighted average: Forecast (t) = [Data(t-1)*weighting factor) + (Data(t-2)*(weighting 
factor-1)], F=forecast, t=time 
Exponential smoothing: F(t+1) = a*A(t) + (1-a)*F(t), F=Forecast, t=time, a=coefficient  
Holt’s trend method: L(t) = a*D(t) + (1-a)*(L(t-1)+Tr(t-1)), L=Level, Tr=Trend, t=time,  
a=coefficient 
Holt’s trend method: Tr(t) = b*(L(t)-L(t-1))+ (1-b)*b(t-1), L=Level, Tr=Trend, t=time, 
 b=coefficient 
Holt’s trend method: F(t+1) = L(t) + Tr(t), L=Level, Tr=Trend, t=time, F=Forecast 
Damped trend method: L(t) = a*D(t) + (1-a)*(L(t-1)+Tr(t-1)*φ), a=coefficient, 
φ=damped parameter, L=Level, Tr=Trend, t=time 
Damped trend method: Tr(t) = b*(L(t)-L(t-1))+ (1-b)*b(t-1)*φ, b=coefficient, 
φ=damped parameter, L=Level, Tr=Trend, t=time 
Damped trend method: F(t) = L(t) + Tr(t)*(φ+φ^2….), φ=damped parameter, L=Level, 
Tr=Trend, t=time, F=Forecast 
 
MAD = (1/N)*[Sum(actual-forecasting)] 
MSE = (1/N)*[Sum(actual-forecasting)^2)] 
MAPE = (1/N)*[sum(actual-forecasting)/actual)] 
N is the number of observations and actual-forecasting are in absolute value 
