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INTRODUCTION
Sales forecasting is an important task given its impact on decisions at many different levels within firms. During the last few decades, many researchers have provided new forecasting methods and techniques with the goal of improving forecast accuracy (Wright et al., 1986; Armstrong, 2001) . For years, the primary purpose of researchers and practitioners in the forecasting field has been to help companies by providing them with sophisticated quantitative approaches reduce forecasting errors. As a result, we have witnessed a surge in the development of new forecasting methods.
Several researchers, however, have provided evidence that forecasting accuracy is not always higher when complex rather than simple techniques are used (Mentzer and Cox, 1984; Dalrymple, 1987; Sanders and Manrodt, 1994; Lawrence et al., 2000 , Dekker et al. 2004 ).
These authors have suggested that more sophisticated forecasting techniques alone do not necessarily improve accuracy. Managers should also consider other issues associated with the management of the forecasting process (Mentzer and Cox, 1984) . Many studies have analyzed other areas of improvement for the forecasting process (Mentzer and Kahn, 1997; Mentzer and Bienstock, 1998; Chaman, 1999; Chase, 1999) . Among the most cited, inter-functional integration (Mentzer and Bienstock, 1998; Helms et al., 2000) , information management (Mentzer and Khan, 1997; Mentzer and Bienstock, 1998; Moon and Mentzer, 1998 ) and a clear definition of a forecasting process (Mentzer and Bienstock, 1998; Mentzer et al., 1999; Chaman, 2001 ) have been considered critical to greater forecasting accuracy.
Specific attention has been paid by some authors companies' behavior in terms of the actual forecasting process. This has led to the development of a research area related to the study of forecasting practices, i.e., the investigation of what companies are actually practicing. The literature provides several survey-based studies on forecasting practices (e.g., Cerullo et al., 1975; Dalrymple, 1987; Reyna et al., 1991; Sanders and Mandrot, 1994; Mentzer and Kahn, 1997; McCarthy et al., 2006; Zotteri and Kalchschmidt, 2007) . In particular, scholars have paid attention to what companies should do, and thus the literature has been deeply concerned with the identification of which practices lead to better performance. Some researchers have examined the use of forecasting techniques and their impact on forecasting accuracy. However, others have also focused on organizational issues and forecasting use (Watson, 1996; Winklhofer and Diamantopoulos, 1997; Hughes, 2001; Chaman, 2004) as well as information management (Armstrong, 2001; Winklhofer and Diamantopoulos, 2002) .
The different contributions on this topic, however, applied different perspectives while interpreting companies' behaviors. Some contributions adopted universalistic perspectives and argued for a "pure best practice" approach in forecasting. For example, Armstrong (2001) provided principles that should be applied in the different phases of the forecasting process; Fildes and Goodwin (2007) listed eleven principles that show how forecasters should use judgment in forecasting. Under the universalistic perspective, optimal solutions guiding company behavior exist.
A second group of researchers has adopted a contingency perspective. Contingency theory argues that, in order to be effective, the forecasting process must be adapted to the company's situation. Some authors have considered, for example, size (e.g., Peterson, 1993; Winkholfer and Diamantopoulos, 1997) or uncertainty (e.g., Sanders and Manrodt, 1994) as contingent factors.
A third group of scholars has developed arguments that are consistent with a configurational approach. Configuration theory differs from universalistic and contingency theories in that configuration theory bases itself on typologies of ideal types and explicitly adopts the systems assumption of "equifinality" (Delery and Doty, 1996) . In general, configuration theory is concerned with how a pattern of multiple variables is related to a dependent variable rather than with how the individual variables are related to a dependent one. For example, Moon et al. (2003) proposed a framework in which four stages of effectiveness are defined: according to the level of functional integration, the forecasting approach, the systems in place and the performance measurement.
To date, the literature has analyzed forecasting practices under the light of different theoretical backgrounds. This work aims to contribute to the debate surrounding forecasting practices by either providing evidence of the extent to which universalistic best practices exist or the extent to which best practices depend on the context from which companies operate.
Providing contributions in this direction would allow companies to understand how they should design their forecasting solutions and to determine to what extent best forecasting practices are imitable. Because different contributions have been based on different research protocols and samples, there has been a lack of evidence, as it is very difficult to assess to what extent the data under consideration is responsible for a specific result. No contribution has yet compared the different perspectives at the same time with the same data to evaluate the applicability of the different perspectives. This work aims to fill this specific gap.
To achieve this goal, this article will compare these three theoretical perspectives to evaluate the relative importance of each in explaining the relationship between companies' forecasting methods and their respective performances. To do so, we will first take into account the literature on forecasting practices to identify the extent to which existing contributions have provided evidence of the different perspectives. We will then generate propositions that are consistent with the three different perspectives and empirically test them via the GMRG IV dataset. In the end, we will provide a discussion of the results and draw general conclusions from the discussion.
LITERATURE REVIEW
Within the forecasting literature, various researchers have studied companies' behaviors from specific points of view: which methods they have adopted, what information they have collected, in which organizational unit forecasting was managed, etc. Despite this narrow focus, however, much of the literature is descriptive and presents practices that successful companies already have in place. These studies focus on specific industries or countries. For example, Watson (1996) focused on forecasting in the Scottish electronics industry, while Mentzer and Kahn (1997) provided evidence on practices within 207 US companies. Hughes (2001) focused attention on organizational topics using data collected from 81 UK companies and highlighted the main barriers to proper forecasting. Similarly, Chaman (2004) investigated US companies, Duran and Flores (1998) analyzed forecasting practices in Mexican firms, Klassen and Flores (2001) focused their attention on Canadian companies and
Mady (2000) studied Egyptian firms. Mentzer and Cox (1984) surveyed 160 companies to understand the degrees of familiarity and satisfaction for various forecasting approaches.
Similar contributions have been provided by Diamantopoulos and Winkholfer (1999) .
Several of these works, in addition to the simple description of companies' behaviors, have also analyzed the extent to which specific practices have been adopted. Typically, most researchers focused on practices that have been deemed successful by the current literature, which has led to the modern notions of best practices.
The literature in several disciplines has always devoted attention to identifying and disseminating best practices. Laugen et al. (2005) Existing contributions focusing on the best practice paradigm have analyzed the impact of specific practices on performance. As a result, past research has focused on identifying and studying what the best performers do in order to disseminate those practices among the rest of the business world.
The best practice paradigm has been typically analyzed under three different perspectives:
universalistic, contingency and configurational. These perspectives have been used to study best practices in several disciplines, such as manufacturing systems (Ketokivi and Schroeder, 2004) , new product development (McCarthy et al., 2006) and human resource management (Delery and Doty, 1996) .
In the universalistic perspective, best practices are deemed those practices that lead to better performances regardless of which companies are considered and in which contexts they are operating. Researchers taking this perspective believe that some practices are always better than others and that all organizations should adopt these practices (Dewar and Werbel, 1979) .
Their works typically offer extensive knowledge framed by specific rules or principles that companies can understand and apply to their own forecasting processes. For example, Armstrong (2001) provided principles that should be applied in the different phases of the forecasting process, and Fildes and Goodwin (2007) listed eleven principles that show how forecasters should use judgment in forecasting.
In addition to this universalistic perspective, some contributions in different fields show that the relationship between best practice and performance is not completely straightforward (Powell, 1995; Laugen et al., 2005) . In particular, Voss (2005) suggested that the use of best practices should be investigated within a specific context because the impact of best practices (and their applicability in general) depends on the specific context under investigation (Powell, 1995; Voss, 2001 and 2008; Ketokivi and Schroeder, 2004) . For this reason, in the forecasting literature, many authors have also taken a contingent approach by analyzing how practices change according to specific independent variables. Firm size is often considered a major factor (Peterson, 1993; Winkholfer and Diamantopoulos, 1997; Peterson and Jun, 1999; Sanders and Manrodt, 1994) . Other researchers have investigated industry type (Sanders, 1992) , uncertainty and environmental turbulence (Sanders and Manrodt, 1994; Diamantopoulos and Winkholfer, 1999; Watson, 1996) . While great attention has been paid to the effect of environmental variables on forecasting performance and practices, other authors have analyzed which practices are more effective than others (Kahn and Mentzer, 1994; Sprague, 1995, 1998) . Their contributions have provided evidence that specific practices may perform differently in different contexts; for example, judgmental techniques can be very effective in uncertain contexts, while the same techniques can be less effective when several products need to be forecasted (Diamantopoulos and Winkholfer, 1999) .
Other scholars have taken a configurational perspective instead. In general, configurational theories are concerned with how the pattern of multiple independent variables is related to a dependent variable rather than with how individual independent variables are related to a dependent variable. Thus, researchers focus on the identification of configurations (i.e., "ideal-types") that represent internally and externally coherent solutions, which companies should refer to for their own practices. The contingent and configurational perspectives are most likely related, as similar contingency variables may influence different practices at the same time. Consequently, companies in different contexts may utilize different configurations for their forecasting processes. However, other scholars have noted that configurations may explain differences better than contingencies can (e.g., Ketokivi and Schroeder, 2004) . This result has been found, for example, in the manufacturing strategy field (e.g., Bozarth and McDermott, 1998) .
Some scholars have suggested that forecasting can be analyzed by looking directly at the overall picture, i.e., referring to specific combinations of variables (Armstrong, 1987; Fildes and Hastings, 1994; Mentzer et al., 1999) . Mentzer et al. (1999) and Moon et al. (2003) suggested that forecasting models can be analyzed by utilizing four specific stages of development that represent the ideal models as reference points. Zotteri and Kalchschmidt (2007) argued that forecasting practices tend to be correlated because companies adopt consistent practices and that contingent factors only partially explain these relationships.
Although the literature provides evidence that supports all three perspectives, there is no clear understanding of the explicative power of the three underlying theories in this forecasting case.
Danese and Kalchschmidt (2010a and 2010b) have partially addressed this topic, as they have analyzed both individual practices (i.e., the universalistic perspective) and some of their interactions with other practices (an approach similar to the configurational perspective).
Limited evidence can be found in these works regarding the contingency perspective because only demand variability was considered a control variable. Furthermore, in Danese and Kalchschmidt (2010b) , the configuration perspective was not fully considered, as only the interaction effects among forecasting practices were taken into account. In this work, we plan to provide a structured and extensive comparison of the three different perspectives to assess their respective explicative powers. We specifically plan to extend and complete Kalchschmidt's (2010a and 2010b) contributions in two ways: first, by introducing the missing contingency perspective; and second, by analyzing contributions that have adopted configurational theory and thus explicitly testing the configurational perspective.
RESEARCH OBJECTIVES AND METHODOLOGY

Research objectives
Based on the previously described literature, this works plans to compare the different perspectives underlining the interpretations of best practices in forecasting. To do so, we need to determine what best practices by comparing the different practices with specific performance measures. The existing literature considers accuracy as the most relevant performance metric in the forecasting process (Mentzer and Bienstock, 1998; Chase, 1999) .
However, several difficulties arise when accuracy is utilized to compare different companies'
performances. First, not all companies measure accuracy in the same way, and standardizing all the different measures of accuracy is a difficult task. Second, controlling for the internal environment can also be very difficult, which means that a similar forecast error in different contexts may have very different impacts. Finally, this work utilizes survey data, which makes comparisons among companies more complex due to the different contexts in which companies operate.
For these reasons, previous contributions have considered other performance measures to identify best practices. Some studies point out that reorganizing the forecasting process can also have a direct impact on cost and delivery performances (McCarthy and Golicic, 2002; Småros, 2007; Kalchschmidt, 2010a, 2010b) . In this work, we will study the impact of reorganization on both cost and delivery performances.
To compare the different perspectives, we proceeded as follows: we defined specific research
propositions that are consistent with the three different perspectives by relying on previous literature. More specifically, we designed one set of proposition for each perspective. We then tested each proposition using the same sample of data and evaluated whether each proposition was supported or not. We assumed that support for a specific proposition suggested support for the underlying perspective. A similar approach had been applied previously by Delery and Doty (1996) .
The existing literature provided some contributions that are consistent with the universalistic perspective. Scholars have often suggested that using forecasting techniques allows companies to increase performance because the techniques reduce judgmental bias and the effects of irrelevant information (Makridakis et al., 1998) that are often associated with opinion-based forecasts. Several researchers have noted that information on the market collected internally and externally from the customers can help companies better comprehend future market dynamics (Helms et al., 2000) . By knowing their customers' sales plans in advance, manufacturers can have more confidence about what will happen in the future, which allows companies to better plan their production cycles (Stalk and Haut, 1990) .
Similarly, incorporating information on market research and current economic conditions into the forecasting process allows companies to analyze the latest market trends and the impact of new product launches and promotions, which further reduces demand uncertainty and increases comprehension of market dynamics (Helms et al., 2000) . Perceived demand uncertainty can be further reduced, and comprehension of market dynamics can be further increased if information about the market comes from multiple sources and data is interpreted with the help of forecasting techniques. The cumulative effect of forecasting techniques is better planning of production, which in turn leads to reduced manufacturing and production costs.
In addition, the forecasting process can have an impact on companies' cost performances.
More specifically, when decision-making processes are not based on a single forecast, islands of analysis will appear within a company. As a result, organizational units will not align their plans and actions, which may create misinformation, inefficiency and excess inventory (Stevens, 1989; Triantis, 2002 influence the impact of forecasting on performance. One is demand variability, which is usually considered a key issue in selecting the forecasting approach (e.g., Sanders and Manrodt, 1994; Bartezzaghi and Verganti, 1995; Sanders and Ritzman, 1995; Watson, 1996; Diamantopoulos and Winkholfer, 1999; Armstrong, 2001; Kalchschmidt, 2010a, 2010b) . For example, McCarthy et al. (2010) explained that environmental velocity (i.e., the rate and direction of industry changes) forces companies to process information differently to make more effective decisions. Other key factors are the type of industry (Peterson, 1990; Sanders, 1992; Kahn and Mentzer, 1995) and the kind of production system adopted. In fact, when production is based primarily on Engineering to Order or Make to Order systems, forecasting is mainly used to plan procurement and capacity; thus, forecasting accuracy in these situations has a different impact compared to forecasting accuracy in Make to Stock situations (e.g., Wisner and Stanley; . Other scholars have shown that the complexity of the forecasting problem may influence how the process is conducted. For instance, if forecasting has to be conducted for several products or product lines, companies may prefer to adopt quantitative approaches rather than judgmental ones (Zotteri and Kalchschmidt, 2007) .
Other researchers have considered forecasting technique familiarity to be an important variable, as it may affect the ability to effectively adopt specific approaches (Mentzer and Cox, 1984; Mentzer and Kahn, 1995) . Cultural issues have also been introduced; Wacker and Sprague (1995) have shown that companies belonging to countries with different cultures differ in the application of specific practices and that some best practices are specific to certain cultures.
In this work, due to the limitations of the applied methodology (which will be explained later), we will only analyze the following contingencies: demand variability, production system and number of product lines. Thus, we formulate the following research propositions: Finally, we will consider the configurational perspective. As mentioned previously, some studies have suggested that forecasting should be analyzed by examining specific combinations of variables (Armstrong, 1987; Fildes and Hastings, 1994; Mentzer et al., 1999) .
Several researchers have also noted that acting simultaneously on the different elements of the forecasting process (i.e., forecasting technique, information collected, etc.) is essential for improving the forecasting process (Lapide, 1999; Helms et al., 2000; Aviv, 2001; McCarthy and Golicic, 2002) . In part, this improvement is also related to the companies' willingness to apply consistent practices (Zotteri and Kalchschmidt; 2007) . Danese and Kalchschmidt (2010b) have provided evidence that synergistic effects among forecasting practices influence companies' performances. Their results support the configurational perspective, which suggests that companies should design their forecasting process with cohesion in mind. Some authors have suggested specific ideal-types that companies could refer to while designing their forecasting processes (Mentzer et al., 1999; Moon et al., 2003) . For these scholars, a different performance will result according to the processes companies adopt. In this work, we will consider a specific classification system of forecasting configurations. More specifically, Mentzer et al. (1999) and Moon et al. (2003) define four possible stages at which forecasting practices can be found: i) functional integration; ii) approach; iii) systems; and iv) performance measurement. These stages are characterized by the different degrees of complexity in forecasting practices, starting from stage one (where a simpler approach is considered) to stage four (where a complex and formal process is defined). For the sake of brevity, we refer to Mentzer et al. (1999) and Moon et al. (2003) for the detailed description of these stages. Zotteri and Kalchschmidt (2007) have provided evidence that configurations may be identified using similar variables (e.g., forecasting approach, information collected and use of forecasting in decision-making).
Following our analysis, we formulate the following research proposition;
RP5: Different ideal-types will be associated with different operational performances
Research methodology
Analyses were conducted using data collected by the Global Manufacturing Research Group (GMRG). The GMRG has gathered an extensive amount of data regarding manufacturing practices in countries all over the world. The data was collected through a questionnaire ‡ distributed simultaneously in different countries by local research groups. The responses are gathered in a unique database (Lindberg et al., 1998) . The questionnaire is designed around different modules, each of which focuses on a specific research topic (e.g., outsourcing, manufacturing information systems, purchasing, forecasting). Data on sales forecasting has been collected from 721 companies around the world. Data provided by 503 companies will suffice for the purposes of this paper. Table 1 provides the sample size for each country. The sample is distributed by different companies' sizes; most of the companies are medium-sized companies, but small-and large-sized companies are also represented (see table 2 ). Different industrial sectors are represented, although all companies listed belong to the manufacturing and assembly industries. In particular, companies in the sample are mainly operating in i) fabricated metal products, ii) industrial and commercial machinery and computer equipment, iii) food and kindred products, iv) electronics and other electrical equipment and components, with the exception of computer equipment and v) textile mill products. 
Table 3 Sample distribution -industry
In order to test our propositions, we first defined the variables used for the investigation. We considered the industrial sector, the geographical location and the company size as control variables.
Following our review of the literature, we decided to focus our attention on three contingent variables: the demand variability, the production system and the number of product lines. In order to evaluate demand variability, companies were asked to provide information regarding demand in a peak month and demand in a trough month. We defined demand variability as the difference of these two values. Thus, we are not really measuring the demand variability but rather the demand range. We consider this approximation acceptable and consistent with what previous publications have already done (e.g., Zotteri and Kalchschmidt, 2007; Danese and Kalchschmidt, 2010b) .
In order to evaluate the production system, companies were asked to provide information regarding the percentage of orders managed by engineering-to-order (ETO), assemble-toorder (ATO), make-to-order (MTO) and make-to-stock (MTS), respectively.
Lastly, companies were asked to provide information regarding the number of product lines that they were actually managing.
In order to measure the adoption of forecasting techniques, we asked respondents to describe the extent to which their companies used the following: (1) quantitative time series models (e.g., exponential smoothing), (2) quantitative causal models (e.g., regression or econometric analysis) and (3) qualitative models (e.g., market survey or sales quota). In the questionnaire, examples were provided for each category to avoid confusion and reduce interpretation errors. Finally, the impact of forecast adoption on the decision-making process was measured by asking respondents to describe to what extent forecasts were used for the following purposes:
(1) sales and budget preparation and (2) production planning. The two items are correlated with each other (Pearson correlation index is 0.57 and significant at 0.01 level).
In order to assess the convergent validity and unidimensionality of these three constructs, a confirmatory factor analysis (CFA) was conducted. Marsh et al. (1998) recommended using non-normed fit index (NNFI) and comparative fix index (CFI) together to evaluate model fit.
NNFI is 0.97 and CFI is 0.98, which allows us to consider the model as acceptable (Bentler and Bonett, 1980; Hu and Bentler, 1999) . In addition, RMSEA is 0.05, which further suggests that the CFA's overall fit is satisfactory (Hair et al., 2006) . Factors loads are significant and exceed 0.40, which is the lower bound of suggested acceptable values (Gefen et al., 2000) .
Cronbach's Alpha was also measured in order to verify the reliability of each construct (table   3) . Cronbach α-values for the three constructs exceed 0.60, which indicates high reliability (Nunnally, 1994) .
To measure the cost performance, three items were examined. We asked respondents to compare their plant's performance with that of their competitors on a 7-point Likert scale (1 is "far worse" and 7 is "far better") in regard to the following costs: (1) direct manufacturing costs, (2) total product costs and (3) 
Table 4 Summary of the variables considered in the analyses
To test the research propositions, we used multivariate regression analyses. In particular, we adopted a hierarchical approach (Wampold and Freund, 1987) in which control variables were added before independent variables were considered with respect to the specific proposition under consideration. Centered (deviations from the mean) and standardized (mean = 0 and standard deviation = 1) variables were employed in the regression analyses. Centered variables are employed to mitigate any potential multicollinearity effect (Kleinbaum et al., 1988) . Acceptable condition indices and variance inflation factors were found in all of the regressions, which provided evidence that multicollinearity was not a problem. Standardized variables were employed to ensure that differences in scale among the variables did not affect the results. Regression quality was controlled by evaluating the significance of the R 2 increase at each step of the procedure and by controlling for the statistical power of our analyses (i.e., the probability of correctly finding a relationship when it exists). To evaluate the statistical power, we checked that the R 2 values obtained were consistent with those suggested by Hair et al. (2006) and the values found in other OM studies (Das et al., 2006; Bozarth et al., 2009; Zotteri and Kalchschmidt, 2007) .
RESULTS
In this section, the results of the statistical analyses we have conducted are reported.
Discussion of these results is left for the next section.
Universalistic Theory Testing
In order to test the Universalistic theory propositions, we proceeded as follows. We first considered the effects of the control variables by adding industry dummies, country dummies and the number of total plant employees through a stepwise regression. Then we added the forecasting variables. Table 5 provides the results of the analysis for cost and delivery performances, respectively. As the results suggest, the variables that were tested have a limited effect on cost performance.
More specifically, the extent to which forecasting is used in the decision-making process seems to be associated with better cost performance, while technique and information appear to be irrelevant to cost performance. However, information collection seems to correlate positively with delivery performance. One interesting conclusion of our study is that technique does not seem to have a significant impact on either performance measure. This result supports previous studies that have highlighted the importance of considering other issues besides forecasting techniques (Peterson, 1990; Mentzer and Kahn, 1995; Wacker and Sprague, 1998) .
Contingency Theory Testing
In order to test the Contingency theory propositions, we proceeded as follows. After testing the control variables, we ran six different regression analyses for each of the different contingency factors considered in our study (i.e., variability, MTS, ATO, MTO, ETO and number of product lines). Joint effects were considered to test the existence of contingency effects. Tables 6, 7 
Adjusted R 2 in parentheses. Contingency factors seem to play some role in mitigating the relationships considered in our study. In particular, production system type is influential only in affecting delivery performance. In fact, within ETO contexts there seems to be a positive effect of information.
This result indicates that data collection has a beneficial effect within the ETO contexts but a limited impact within other contexts. In addition, within ETO contexts there is negative effect of role, which indicates that leveraging too much on forecasting for decision-making processes may not pay off in this context. This result is not surprising because forecasting is usually more crucial within MTS or ATO contexts than in ETO situations.
Similar to the results of previous research (i.e., Danese and Kalchschmidt, 2010b) , demand variability doesn't seem to be relevant in defining the relationships under investigation.
Lastly, the impact of the number of product lines seems to be limited only to the use of information.
Configurational Theory Testing
To test the configurational theory proposition, we first had to define configurations. Previous contributions have identified many different potential configurations for forecasting practices.
In order to identify possible configurations, we ran a two-step cluster analysis based on the forecasting variables. Following Mentzer et al. (1999) , we imposed 4 as a cluster number to identify configurations that could be related to previously identified configurations. The four clusters were significant (t test was significant on all variables with p < 0.05). Table 12 provides a description of the different clusters identified by our study. Clusters were named according to Mentzer et al. (1999) 's classification system. The four clusters represented quite well each of the theoretical stages. The only exception is Stage 3; although it represents companies that put significant effort into the adoption of forecasting techniques and information collection, Stage 3 was characterized by a limited adoption of forecasting in the decision-making process.
The chi square test provides no evidence that the clusters are distributed differently for each industrial sector, while some differences can be found among the different countries, although no specific pattern can be identified.
Based on the clusters identified by our study, we adopted a multivariate regression analysis with cost and delivery performances as dependent variables. First, we tested the effects of the control variables by adding regression industry dummies, country dummies and the number of total plant employees through a stepwise regression. Then we added the cluster membership variable to the regression and built four models, one for each cluster. The results show that the configurations of forecasting practices can have an impact on both cost and delivery performance. In particular, Stage 1 seems to be associated with worse performance, while Stage 4 seems to be correlated with better performance. However, the analysis shows that the other stages are associated with limited impact on both cost and delivery performance.
DISCUSSION
The results show that all three perspectives have varying degrees of support. The universalistic perspective seems to have some support, although forecasting techniques have no impact on either performance measure. We can argue, however, that this result provides evidence that using structured techniques is not beneficial per se, but they have also to be applied effectively. While we were not able to measure the extent to which companies were capable of effectively applying forecasting techniques, we can still argue that effectively applying simple techniques may be more productive that using complex methods with limited understanding of their utility. This conclusion follows previous literature that has suggested the importance of keeping forecasting methods as simple as possible (Lawrence et al., 1985; Lawrence et al., 2006) . These results provide evidence that paying attention to forecasting is important despite the specific context companies face during their forecasting process. From a managerial perspective, these results suggest that examining the behavior of other companies may provide increased understanding of the effectiveness of each practice. From a research perspective, these results underscore the importance of transferring and disseminating best practices. Even if we argue that specific forecasting techniques, organizational models or forecasting processes cannot be used universally, our results show that the general principles seem to hold for all contexts. Our study confirms the benefits of designing and disseminating proper forecasting principles (Armstrong, 2001 ).
The contingency perspective seems to have some support too, although its usefulness is limited to some specific production systems and the number of product lines. For the contingency perspective, only two forecasting practices (i.e., role and information) are affected, while technique doesn't seem to be relevant. Demand variability doesn't seem to have a contingent effect on the relationships considered in our study. This result is consistent with those of previous works Kalchschmidt, 2010a and 2010b) . The number of product lines has a moderate impact because there is only a significant joint effect with information. This result shows that companies managing several products have more difficulties in managing forecasting and that more effort has to be spent in information sharing to improve performance. This conclusion suggests that managers should focus on improving information management capabilities when the number of product lines increases to prevent any reduction in forecasting effectiveness. Our overall conclusion is that companies' performances are indeed influenced by the variables considered by our study, but only the kind of production system has a strong impact on the variables in question.
Finally, the configurational perspective has some support as well. Our results highlight the importance of having a structured forecasting process, as simple processes tended to be associated with the worst performance measures. However, we must note that even if a complex process is associated with better performances, companies should also design internally coherent systems and thereby distribute investments in the process instead of investing only in one specific aspect (e.g., forecasting methods or information sharing systems). Considering all the elements that constitute how forecasts are derived, our conclusion underscores the importance of benchmarking the overall forecasting process.
Often, companies consider improvements on forecasting practices as separate forms of leverage on which they can act. Our results suggest that companies consider forecasting as a bundle of solutions that have to be designed and managed comprehensively. This conclusion is also important because it provides empirical support to previous works (i.e. Moon et al., 2003) that until now have received limited empirical evidence. The interpretation of the configurational results doesn't allow us to argue for multiple, equally effective forecasting configurations. We believe that investigating whether or not different solutions may be applied in the same situation would be an important source of future research from a managerial point of view as well.
In sum, we can state that the external environment influences how forecasting is conducted.
Companies that invest in best practices with both the external context (i.e., the production system and the forecasting complexity) and the internal context (i.e., the other forecasting practices) in mind can achieve better operational performances. Figure 1 summarizes this result.
Figure 1. Interaction among the considered variables
CONCLUSIONS
The purpose of this work was to investigate the theories underlying forecasting practices and their impacts on performance. We have provided evidence that the three different modes of theorizing can be applied, with each partially explaining how forecasting impacts operational performance. To our knowledge, this is the first empirical work that has compared different theories to test their capacity to explain the relationship between forecasting practices and performance. Future studies on forecasting should clearly articulate the perspective that they are using and test their arguments with a methodology that is consistent with the relevant perspective.
This work also contributes to the ongoing research on forecasting effectiveness by studying the relationship between the management of the forecasting process and companies' performances. We argue that this work provides a noteworthy result from a managerial perspective as well because it shows that companies should pay attention to their specific environments even in designing a forecasting system, regardless of the perceived effectiveness of general principles. In addition, companies should focus on designing an internally coherent forecasting system rather than simply relying on forecasting techniques.
Lastly, it is important to highlight some limitations of our work. First, we need to consider that the GMRG dataset was not designed to specifically study this topic (the questionnaire addresses several topics, from purchasing to MP&C), and thus only a limited number of details can be analyzed with the available data. More specifically, because only a limited set of information on the forecasting context could be collected from the questionnaire, other relevant variables could not be analyzed. In particular, future works should pay attention to Environment Forecasting Techniques
Information in Forecasting
Use of Forecasting Performance forecasting familiarity and to the competence of the people involved in the forecasting process.
In the future, data should be collected with specific regard to this topic so as to deepen the analysis. Second, this work has not been able to assess the explicative power of the different perspectives; that is, we could not discover to what extent the different perspectives were able to explain the phenomenon under consideration.
Aside from these limitations, we consider this work relevant for both researchers and practitioners because it contributes to the vast debate on how companies should design their forecasting systems.
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