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Abstract 
    Numerical modeling of a system of 4 ordinary differential equations [1] demonstrated synchronized patterns 
of temporal oscillations of competing microbial populations along with carbon and oxygen concentrations in 
the rhizosphere, as affected by exudation dynamics and the model kinetic parameters.  Using methods of 
nonlinear dynamics and chaos, we show that the exudation dynamics serve as a driving force for microbial and 
biogeochemical excitation phenomena, and lead to the development of the emerging phase space 
structures/attractors and synchronized oscillations of microbial populations and carbon and oxygen 
concentrations.   
© 2013 The Authors. Published by Elsevier B.V.  
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1. Introduction 
Microbiological and biogeochemical processes in the rhizosphere, which is the soil directly surrounding and 
influenced by roots, profoundly influence plant growth through effects on uptake, storage, and cycling of 
nutrients, suppression of pathogens, and development of soil structure. In their recent overview, Jones and 
Hinsinger [7] indicated that “[T]he rhizosphere represents one of the most complex ecosystems on Earth.“ 
Despite recent advances in theoretical and experimental studies and understanding of both biological and non-
biological soil microbial processes in the rhizosphere, little is known how these factors drive the temporal- and 
spatial-scale patterns of abundance and distribution of microbial communities in arid and semi-arid 
environments [8, 9].  
© 2013 The Authors. Published by Elsevier B.V Open access under CC BY-NC-ND license.
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    Since the discovery of the paradigm of classical time-continuous chaos five decades ago [13], interest in this 
field of research has risen rapidly in many scientific areas [14–22, 30-32].  A review of the background and 
current development of nonlinear dynamics and chaos as it applies to the soil-plant-atmosphere system is given 
in the accompanying paper [23].   
 
   Modeling of biochemical and biophysical processes of nitrogen in the soil system is particularly interesting 
[3-6].  For example, nitrogen-fixing bacteria in the rhizosphere of the rice plant exhibit diurnal cycles that 
mimic plant behavior, and tend to supply more fixed nitrogen during growth stages when the plant exhibits a 
high demand for nitrogen [3].  Yet such microbes are not normally considered symbotic to rice, since they are 
free-living.  Moore et al. [33] simulated the dynamics of the rhizosphere system and indicated that it is sensitive 
to the supply and uptake rates of nitrogen by the plant.  An increase in the uptake of limiting nutrients by the 
plant can lead to greater productivity, larger oscillations and/or chaos, which is in line with predictions given in 
[37-41].  Root exudates are an important carbon input for the soil, representing 5-33 % of daily photoassimilate 
[39], as there is a strong coupling between root exudation, soil organic matter, decomposition, and release of 
plant available N caused by rhizosphere priming effects.  Modeling of root exudates is an important factor in 
managing the soil-plant system to mitigate atmospheric CO2 [40].  Moore et al. [33] also concluded that we 
could attenuate the dynamics from chaos to a stable equilibrium by lowering the rate of input of nitrogen into 
the N-pool, by lowering the uptake of nitrogen from the N-pool, or by lowering the half-saturation parameter in 
the functional response.  Kaneko [10] showed that small periodic perturbations and noise are amplified 
generating a complex, chaotic behavior of the system. Simple models of species competition can be given by 
the well-known Lotka-Voltera system of equations or by van der Pol’s model [11]. Although these systems of 
equations include only deterministic components, the time variation of species concentration leads to a complex 
time-dependent dynamics, reflecting the balance of deterministic, random, and deterministic-chaotic 
components of the ecological system itself and the driving processes. Recently, Kravchenko et al. [1, 2] 
proposed a mathematical model, comprising of a system of 4 ODEs, to describe microbial nitrogen dynamics in 
the rhizosphere, taking into account that the system is driven by root exudation.  The main objective of this 
paper is to study the Kravchenko et al. model numerically, using the techniques of nonlinear dynamics.  
Numerical solutions were obtained using MATLAB ODE45, and diagnostic parameters of chaos were 
determined using the CSPW code [12].  
     
2.  Models and methods 
2.1. Mathematical model 
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where microbiological parameters: M1 = biomass of nitrogen fixers, M2 = biomass of competing 
microorganisms,  μf = maximum specific growth rate of the fixing part of nitrogen fixers, μn = maximum 
specific growth rate of the nonfixing part of nitrogen fixers, μ2 = maximum specific growth rate of the 
competing microorganisms, KS1 = the Michaelis constant for nitrogen fixers with regard to substrate, KS2 = the 
Michaelis constant for the competing microorganisms with regard to substrate, KPf = the Michaelis constant for 
the fixing part of nitrogen fixers with regard to oxygen, KP1 = the Michaelis constant for the nonfixing part of 
nitrogen fixers with regard to oxygen, KP2 = the Michaelis constant for the competing microorganisms with 
regard to oxygen, Y 1 = yield or efficiency of substrate utilization by nitrogen fixers, Y2 = yield for the competing 
microorganisms, z1 = efficiency of oxygen utilization by nitrogen fixers, z2 = efficiency of oxygen utilization by 
the competing microorganisms, and plant and soil related parameters: W = the root exudation function [μg/(cm2 
day)], S = substrate concentration of the rhizosphere, R = soil zone radius, r = root radius, P0 = initial oxygen 
content, N0 = initial nitrogen content, DS = substrate diffusion coefficient, DP = oxygen diffusion coefficient. 
    The system (1) of four ODEs describes the simultaneously occurring reactions for Mi, S, and P, taking into 
account the Monod kinetics of growth of microbial populations. The asymptotic nature of the Monod equation 
implies that: (a) when the substrate concentration is high, Xi >> KS, the model becomes a single-parameter, 
zero-order growth model, indicating that the microorganisms are utilizing the substrate at the fastest rate (i.e., 
independent of time or concentration), (b) when the substrate concentration decreases, the model becomes a 
mixed-order rate, and (c) when the substrate concentration is low or Ks is high, i.e., Xi << KS, the model reduces 
to a single-parameter model with first-order kinetics, indicating a slow rate of biomass growth, which is  
proportional to the concentration.  Unlike mechanical systems, these living systems are stressed more 
(“driven”) by substrate decreases rather than energy increases, an effect observed in [33]. A schematic diagram 
of microbial processes used in a mathematical model (1) is illustrated in Fig. 1.  
 














Fig. 1. Schematic diagram of microbial processes used in a mathematical model (1) for simulation of microbial 
(Mi), substrate (S) and oxygen (P) dynamics, which are stimulated by the root exudation function W(t). 
 
The rhizosphere exudation function, W(t), given in the 1st term of the 3rd equation of (1), is serving as a driving 
force (i.e, forcing factor) governing the overall temporal trend and daily (high-frequency) oscillations of the 
microbial populations and the substrate concentration.   
2.2. Time Series Analysis and Diagnostic Parameters of Chaos 
    We conducted a time-domain and phase-space time-series data analysis. The time domain data analysis 
included the evaluation of the general trend and detrended fluctuations of calculated M1, M2, S, and P time 
series data. We first determined the correlation (delay) time, τ, which is the time between the discrete time-
series points, when a correlation between the point values essentially vanishes, which is determined using the 
average mutual information function, based on Shannon's mutual information [12].  
 
2.3. Phase Space Reconstruction and Diagnostic Parameters of Chaos 
The phase space of a dynamic system is defined as an n-dimensional mathematical space with orthogonal 
coordinates representing the n variables needed to specify the instantaneous state of the system [41]. The 
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trajectories of the system’s vector in the n-dimensional phase-space evolve in time from initial conditions onto 
the geometrical object called an attractor. The attractor is a set of points in a phase-space towards which nearly 
all trajectories converge. We constructed two types of attractors: (1) Phase space attractors, i.e, the relationship 
between different system parameters, in particular, between M1, M2, S, and P of the system of equations (1)], 
and (2) Pseudo-phase-space attractors, i.e., the relationship between the one-dimensional scalar array (e.g., M1, 
M2, S or P) and (a) its first and second derivatives, or (b) the values Mi(t+τ) and Mi(t+2τ), separated by a time-
delay, τ, between successive measurements.  
    Dynamical complexity can be characterized using the three types of attractors: quasi-periodic, strange 
nonchaotic, and strange chaotic attractors. For a quasi-periodic regime, the largest Lyapunov exponent equals 
zero, and the attractor is a torus, which is a highly predictable structure, with all orbits being pulled toward a 
ring-like attracting set.  A limit cycle attractor is nonstrange, which is a predictable structure, with all orbits 
cycling toward the origin.  
    Chaos is usually defined as a dynamical regime with sensitive dependence on initial conditions and at least 
one positive (largest) Lyapunov exponent. In the phase-space of a dissipative system, the object corresponding 
to chaos is a strange attractor.  The term “strange” indicates that the dependence of the trajectory on the phases 
is given by some fractal, not a smooth or solid structure.   
    A quasi-periodically driven dissipative system [42], in contrast to the torus-attractor, may have a fractal 
structure (“strange”), but does not have exponential instability of the trajectories, meaning that it is 
“nonchaotic.”  Such a system is called a strange nonchaotic attractor--SNA [25, 26, 42]. In general, the SNA is 
an object that lies in between quasi-periodicity and chaos [43]. The term nonchaotic also implies the absence of 
sensitive dependence on initial conditions, which corresponds to the case of no positive Lyapunov exponents.  
    An analysis of a nonlinear dynamical system, using one-dimensional observations of a scalar signal, includes 
the determination of several time-series and diagnostic parameters of chaos [12, 41, 43], such as:  
    Global embedding dimension, DGED, is the minimum (optimum) embedding dimension for phase space 
reconstruction (that is to unfold an attractor), which is determined using a false nearest neighbors (FNN) 
method.  
    Local embedding dimension, DL characterizes how the dynamic system evolves on a local scale [12], and it 
indicates the number of degrees of freedom governing the system dynamics, i.e., how many dimensions should 
be used to predict the system dynamics [12]. (Note that DL ≤ DGED.) 
    Lyapunov dimension (DLyap or D1) are the most valuable diagnostic parameters used to identify a chaotic 
system.  The Lyapunov exponents are a measure of the divergence with time of initially adjacent trajectories in 
the phase space.  The number of Lyapunov exponents equals the number of phase variables, and also the local 
embedding dimension DL.  





3.1. Modeling scenarios and input data 
    In Scenario 0, W(t) was assigned constant over time. In Scenario 1, we assigned a step-wise W(t) function, 
and in other scenarios we simulated “imperfect,” i.e., oscillating W(t) functions, which are shown on the 
corresponding figures for different modeling scenarios.  The forcing function W(t) was simulated using the 
Fourier series expansion, with a duty cycle of W(t), which is the time of an active state as a fraction of the total 
time under consideration, of 8 hours per day.  
    Although we simulated many scenarios with different model parameters, in this paper, we will present the 
results of 4 scenarios with different W(t) functions (independent of the system variables M1, M2, S, and P) and 
Monod kinetics parameters, which are summarized in Table 1.  For Scenarios 0, 1, 2, and 7, we used the input 
parameters given in the paper by Kravchenko et al. (2004).  In Scenario 2c, we simulated different kinetics 
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with M2.  M1 and M2 are negatively correlated to each other.  P and M1 are also negatively correlated, and P and 
X2 are positively correlated.  
    Comparison of oscillations for Scenarios 1, 2 and 7 shows a small delay, or a phase shift, in the S(t) 
oscillations compared to the W(t) oscillations.  At the time of the maximum values of W and S, M1(t) sharply 
drops, and at the time of the minimum of W and S, the microbial concentration M1(t) increases. These patterns 
indicate a positive feedback in the relationship between W and S, and a negative feedback between S and M1. 
The M1(t) pattern is an example of a relaxation oscillator, which is typical for a dynamical system that returns to 
equilibrium after being disturbed. Such a dynamical oscillator continuously dissipates its internal energy, so 
that the system would not return to its natural equilibrium, but when it reaches some threshold sufficiently close 
to its equilibrium, external mechanisms (W and S) disturb it with additional energy. The oscillation period is set 
by the time it takes for the system to relax from each disturbed state to the threshold that triggers the next 
disturbance. Thus, the system of equations (1) simulates a pattern of the relaxation oscillation for M1 and S. As 
the complexity of the forcing function W(t) pattern increases, the S(t) pattern becomes more complex, too, so 
that the complexity of the phase space attractor of M1 vs S increases, and for the aperiodic, chaotic pattern of 
W(t), the S(t) and M1(t) oscillations become chaotic, too.  
5. Conclusions and future research 
   Numerical simulations of a system of 4 coupled ODEs, which was developed by Kravchenko et al. [1] to 
describe microbial dynamics in the rhizosphere, demonstrated complex synchronized patterns of temporal 
variations of concentrations of M1, M2, S, and P, depending on the variations of the forcing root exudation 
function W(t).  We identified nonstrange, strange nonchaotic, and strange chaotic attractors, which resulted 
depending on the driving force function—root exudation, W(t), and Monod kinetic parameters.  The simulations 
we conducted may serve as a learning tool to examine how the root exudation function and Monod kinetic 
parameters can affect the biophysical and biochemical processes associated with nitrogen fixation rates.  The 
results of simulations can also be used for developing hypotheses and directing further experimental, using 
chemostats, and modeling research of biophysical and biochemical [27, 28, 30] processes that control carbon 
and oxygen diffusion in soil.  The Kravchenko et al. model can be generalized to include additional variables, 
for example, representing a mixture of nutrients, some of which may be limiting.  
                           
Fig. 5. Illustration of 3D time-delay attractors of W (for ΔW=4), S (for ΔS=7), P (for ΔP=9), and M1 (for 
ΔM1=7) for Scenario 2.     
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