Abstract. Many type inference and program analysis systems include notions of subtyping and parametric polymorphism. When used together, these two features induce equivalences that allow types to be simpli ed by eliminating quanti ed variables. Eliminating variables both improves the readability of types and the performance of algorithms whose complexity depends on the number of type variables. We present an algorithm for simplifying quanti ed types in the presence of subtyping and prove it is sound and complete for non-recursive and recursive types.
Introduction
Contemporary type systems include many features, of which two of the most important are subtyping and parametric polymorphism. These two features are independently useful. Subtyping expresses relationships between types of the form \type 1 is less than type 2 ". Subtyping is used in, e.g., object-oriented type systems and in program analyses where a greatest or least element is required. Parametric polymorphism allows a parameterized type inferred for a program fragment to take on a di erent instance in every usage context.
A number of type systems combine subtyping and polymorphism, among other features. The intended purposes of these systems varies. A few examples are: studies of type systems themselves CW85, Cur90, AW93], type systems for object-oriented languages EST95], and program analyses aimed at program optimization AWL94, HM94] . In short, the combination of subtyping and polymorphism is useful, with many applications.
When taken together, subtyping and polymorphism induce equivalences on types that can be exploited to simplify the representation of types. Our main result is that, in a simple type language with a least type ? and greatest type >, for any type there is another type 0 that is equivalent to and 0 has the minimum number of quanti ed type variables. Thus, type simpli cation eliminates quanti ed variables wherever possible. Eliminating variables is desirable for three reasons. First, many type inference algorithms have computational complexity that is sensitive to the number of type variables. Second, eliminating variables makes types more readable. Third, simpli cation makes properties of types manifest that are otherwise implicit; in at least one case that we know of, these \hidden" properties are exactly the information needed to justify compiler optimizations based on type information AWL94].
The basic idea behind variable elimination is best illustrated by example. A few de nitions are needed rst. Consider the following simple type language:
::= j > j ? j 1 Quanti ed types are de ned by:
::= j 8 :
For the moment, we rely on the reader's intuition about the meaning of quanti ed types. Quanti ed types are formalized in Section 2.
Consider the type 8 :8 : ! . Any function with this type takes an input of an arbitrary type and produces an output of any (possibly distinct) arbitrary type . What functions have this type? The output must be included in all possible types; there is only one such type ?. The input , however, must include all possible types; there is only one such type >. Thus, one might suspect that this type is equivalent to > !?. The only function with this type is the one that diverges for all possible inputs.
It turns out that, in fact, 8 :8 : ! > ! ? in the standard ideal model of types MPS84]. As argued above, the type with fewer variables is better for human readability and the speed of type inference (since it reduces the number of variables in instances of the polymorphic type, in this case to zero). The reasoning required to discover that 8 :8 : ! represents an everywheredivergent function is non-trivial. There is a published account illustrating how types inferred from ML programs (which have polymorphism but no subtyping) can be used to detect non-terminating functions exactly as above Koe94] . Note that this example is the simplest one possible; the problem of understanding types only increases with the size of the type and expressiveness of the type language.
Simplifying types can improve not only the speed but the quality of program analyses. For example, the soft typing system of AWL94] reduces the problem of identifying where runtime type checks are unneeded in a program to testing whether certain type variables can be replaced by ? in a quanti ed type. This is exactly the task performed by elimination of variables in quanti ed types.
Our main contribution is a variable elimination algorithm that is sound and complete (eliminates as many variables as possible) for the simple type language de ned above, as well as for a type language with recursive types. The various algorithms are practical and e cient, running in time O(V N), where V is the number of variables and N is the size of the type considered as a string. These algorithms have been implemented and in use since 1993, but with the exception of code documentation little has been written previously on the subject. The algorithm has been implemented and used in Illyria 4 , the systems reported in AW93], a large scale program analysis system for the functional language FL AWL94], and a general-purpose constraint-based program analysis system FA96].
Other recent systems based on constrained types have also pointed out the importance of variable elimination. In EST95], Eifrig, Smith, and Trifonov and separately Pottier Pot96] describe methods for eliminating unnecessary variables from constraint sets. Both of these methods are heuristic; i.e., they are sound but not complete. Constraint simpli cation is also a component of the systems described in Kae92, Smi94] .
Our focus in this paper is quite di erent. The question of variable elimination arises in any type system with polymorphism and subtyping, not just in systems with constrained types. Our purpose is to explore the basic structure of this problem in the simplest settings. To the best of our knowledge, we present the rst sound and complete algorithms for variable elimination in polymorphic types. As the variable elimination algorithm we study is a commonly used sound (but incomplete) heuristic in more complex systems, our results also help characterize the fragment of such systems for which the algorithm is complete.
There is another application of our results. As stated above, variable elimination is important in constraint-based type systems, and ongoing research has sought to settle the question of whether there is a sound and complete algorithm for variable elimination in such systems. Our results show that completeness is quite sensitive to the structure of the underlying domain, even in the simplest settings. Innocuous properties of a domain (e.g., whether ?= > !?) make completeness more di cult to obtain. Rather than work in a speci c semantic domain, we state axioms that a semantic domain must satisfy for our techniques to apply (Section 2). Section 3 gives the syntax for type expressions as well as their interpretation in the semantic domain.
Section 4 proves the results for the case of simple type expressions, which are non-recursive types. For quanti ed simple types, variable elimination produces an equivalent type with the minimum number of quanti ed variables. Furthermore, all equivalent types with the minimum number of quanti ed variables are -equivalent|they are identical up to the names and order of quanti ed variables.
The intuition behind the variable elimination procedure is easy to convey. Type variables may be classed as monotonic (positive) or anti-monotonic (negative) based on their position in a type. The main lemma shows that solely monotonic quanti ed variables can be replaced by ?; solely anti-monotonic quanti ed variables can be replaced by >.
Section 5 extends the basic variable elimination algorithm to a type language with recursive types. The extended algorithm is again both sound and complete, but it is no longer the case that all equivalent types with the minimum number of quanti ed variables are -equivalent.
For lack of space, this extended abstract omits additional extensions to sound but incomplete algorithms to systems with union and intersection types and constrained types. The interested reader is referred to the full version of the paper AWP96].
Semantic Domains
Rather than work with a particular semantic domain, we axiomatize the properties needed to prove the corresponding theorems about eliminating quanti ed variables. The di culty in computing irredundant types is that the function-space constructor ! is anti-monotonic in its rst position. That is, 1 2 implies that 1 ! 2 ! . Thus, determining the minimal element of a greatest lower bound computation may require maximizing or minimizing a variable, depending on whether the type is monotonic or anti-monotonic in that variable. Intuitively, to eliminate as many variables as possible, variables in anti-monotonic positions should be set to >, while others in monotonic positions should be set to ?.
We de ne functions Pos and Neg that compute a type's set of monotonic and anti-monotonic variables, respectively.
De nition 7. Pos and Neg are de ned as follows:
Pos(>) = ; Pos(?) = ; Neg( ) = ; Neg( 1 ! 2 ) = Pos( 1 ) Neg ( 2 ) Neg(>) = ; Neg(?) = ;
As an example, for the type ! we have
The following lemma shows that Pos and Neg correctly characterize variables in monotonic and anti-monotonic positions respectively. Lemma 8. Let Applying the lemma inductively to 1 and 2 , we have
Combining these two lines using axiom 5 of a semantic domain (De nition 1) it follows that
which proves the result.
Corollary 9. ?]) for all assignments . For the general (quanti ed) case 8 1 ; : : : ; n : , observe that any variable i for 1 i n can be moved to the innermost position of the type by a sequence of bound variable interchanges and renamings, at which point the reasoning for the base case above can be applied. The proof for the second statement ( 6 2 Pos( )) is symmetric.
We are interested in quanti ed types for which as many variables have been eliminated using the conditions of Lemma 10 as possible. Returning to our canonical example, Proof. Equivalence follows easily from Lemma 10. To see that V EP( ) is reduced, observe that any quanti ed variable not satisfying conditions (1){(3) of the Variable Elimination Procedure must occur both positively and negatively in the body of .
A few remarks on the Variable Elimination Procedure are in order. The algorithm can be implemented very e ciently. Only two linear passes over the structure of the type are needed: one to compute the Pos and Neg sets (which can be done using a using a hash-table or bit-vector implementation of sets) and another to perform any substitutions. In addition, the algorithm is idempotent,
Theorem 14. Every irredundant simple type expression is reduced.
Proof. Let be an irredundant simple type expression. Since is irredundant, V EP( ) has at least as many quanti ed variables as . Therefore V EP( ) = ;
i.e., the Variable Elimination Procedure does not remove any variables from .
Since V EP( ) is reduced, is a reduced simple type expression.
Completeness
If is a quanti ed simple type expression, then V EP( ) is an equivalent reduced simple type expression, possibly with fewer quanti ed variables. In this section, we address whether additional quanti ed variables can be eliminated from a reduced type. In other words, is a reduced simple type expression irredundant? We show that if the semantic domain D has standard function types (De nition 1) then every reduced simple type expression is irredundant (Theorem 26).
For semantic domains with standard function types, the Variable Elimination Procedure is complete in the sense that no other algorithm can eliminate more quanti ed variables and preserve equivalence. The completeness proof shows that whenever two reduced types are equivalent, then they are syntactically identical, up to renamings and reorderings of quanti ed variables.
To simplify the presentation that follows, we introduce some new notation and terminology. By analogy with the -reduction of the lambda calculus, two quanti ed simple type expressions are -equivalent i either can be obtained from the other by a series of reorderings or capture-avoiding renamings of quanti ed variables. We sometimes use the notation 8f 1 ; : : : ; n g: to denote 8 1 : : : 8 n : . Using a set instead of an ordered list involves no loss of generality since duplicates never occur in reduced expressions and variable order can be permuted freely.
Constraint Systems
Proving completeness requires a detailed comparison of the syntactic structure of equivalent reduced types. This comparison is more intricate than might be expected; in addition, in the sequel we perform a similar analysis to prove that variable elimination is complete for recursive types. This section develops the technical machinery at the heart of both completeness proofs.
To avoid a proliferation of subscripts, we from here on use s and t as well as for simple type expressions.
De nition 15. A system of constraints is a set of inclusion relations between unquanti ed simple type expressions f: : : s t : : :g. A solution of the constraints is any assignment such that (s) (t) holds for all constraints s t in the set.
De nition 16 gives an algorithm B that compares two unquanti ed simple type expressions t 1 and t 2 . The comparison is expressed in terms of constraints; the function B transforms a constraint t 1 t 2 into a system of constraints on the variables of t 1 and t 2 . Intuitively, B(ft 1 t 2 g) summarizes what must be true about the variables of the two types whenever the relationship t 1 t 2 holds.
De nition 16. Let S be a set of unquanti ed constraints. B(S) is a set of constraints de ned by the following rules. These clauses are to be applied in order with the earliest one that applies taking precedence. De nition 19. A system of constraints fs 1 t 1 ; : : : ; s n t n g is (V 1 ; V 2 )-miniscule i the following all hold:
1. V 1 and V 2 are disjoint sets of variables.
2. for all i n, at most one of s i and t i is a ! expression.
3. for all i n, s i and t i are di erent expressions. Lemma 20. Any (V 1 ; V 2 )-miniscule system of constraints is (V 1 ; V 2 )-convertible. Proof. Let 0 be the assignment that assigns ? to every variable, let 1 be the assignment that assigns > to every variable, and let S be a (V 1 ; V 2 )-miniscule system of constraints. The rst step is to show that no ! expressions can occur in S. It is easy to check that if we reverse all inequalities we get a (V 2 ; V 1 )-miniscule system of constraints. Thus, by symmetry, to show that ! cannot occur in S it su ces to show that ! cannot occur in any upper bound in S. We show that each of the four possible forms for s i is impossible. 
From Constraints to Completeness
The de nitions and lemmas of Section 4.3 are the building blocks of the completeness proof. Before nally presenting the proof, we need one last de nition:
De nition 21. Two simple type expressions 8V 1 : 1 and 8V 2 : 2 are compatible i 8V 1 : 1 and 8V 2 : 2 are equivalent reduced simple type expressions such that V 1 and V 2 are disjoint and no variable in V 1 occurs in 2 and no variable in V 2 occurs in 1 .
The important part of the de nition of compatibility is that the type expressions are reduced and equivalent. The conditions regarding quanti ed variables are there merely to simplify proofs. There is no loss of generality becauseconversion can be applied to convert any two equivalent reduced type expressions into compatible expressions.
Lemma 22. Let 8V 1 : 1 and 8V 2 : 2 be compatible type expressions. If the semantic domain has standard function types and standard glb types, then B(f 1 2 g) is a (V 1 ; V 2 )-miniscule system of constraints. Proof. Let B(f 1 2 g) = fs 1 t 1 ; : : : ; s n t n g. We prove that the conditions { S = ft tg S 1 . By assumption (2), vars(t)\(V 1 V 2 ) = ;. By the de nition of F it follows that F(t) = t. Using the de nition of B, it is easy to see that because S satis es assumptions (1) and (2) with bijection f that S 1 also satis es assumptions (1) and (2) with the same bijection f. Now { S = ft 1 ! t 2 s 1 ! s 2 g S 1 . Let T = fs 1 t 1 ; t 2 s 2 g S 1 .
Using the de nition of B, it is easy to check that T satis es conditions (1) and (2) Since B(S) is (V 1 ; V 2 )-convertible, it follows that s = and t = for some distinct variables and and that either F( ) = and F( ) = or F( ) = and F( ) = . The rest is similar to the case for t t above.
We are now ready to state and prove the rst of the major theorems concerning completeness. To summarize, for simple type expressions the Variable Elimination Procedure that removes quanti ed variables occurring positively or negatively in a type produces an equivalent type with the minimum number of quanti ed variables. Furthermore, this type is unique up to the renaming and order of quanti ed variables.
A good feature of Theorem 27 is that the irredundant type expression produced by the Variable Elimination Procedure has no more arrows than the original type expression. This need not be the case if the semantic domain does not have standard function types. 
Recursive Type Expressions
This section extends the basic variable elimination algorithm to a type language with recursive types. The proofs of soundness and completeness parallel the structure of the corresponding proofs for the non-recursive case.
New issues arise in two areas. First, there is new syntax for recursive type equations, which requires corresponding extensions to the syntax-based algorithms (Pos, Neg, and B). Second, two new conditions on the semantic domain are needed. Roughly speaking, the two conditions are (a) that recursive equations have solutions in the semantic domain (which is needed to give meaning to recursive type expressions) and (b) that the ordering satis es a continuity property (which is required to guarantee correctness of the Pos and Neg computations). It is surprising that condition (b) is needed not just for completeness, but even for soundness. Fortunately, standard models of recursive types (including the ideal model and regular trees) satisfy both conditions.
Preliminaries
We begin by de ning a type language with recursive types. We rst require the technical notion of a contractive equation.
De nition 28. Let 1 ; : : : ; n be distinct type variables and let 1 ; : : : ; n be unquanti ed simple type expressions. A variable is contractive in an equation De nition 30. A semantic domain has contractive solutions i for every contractive system E of equations 1 = 1^: : :^ n = n and for every assignment , there exists a unique assignment E such that:
1. E ( ) = ( ) for all 6 2 f 1 ; : : : ; n g 2. E ( i ) = E ( i ) for all i = 1; : : : ; n.
Note that De nition 30 is well-formed because assignments are applied only to unquanti ed simple type expressions, an operation that already has meaning (see De nition 3). Lemma31 . Let E and E 0 be contractive systems of equations and assume the semantic domain has contractive solutions. An assignment is extended to (quanti ed) recursive type expressions as follows:
De nition 32. Surprisingly, even though contractive solutions guarantee that equations have unique solutions, this is not su cient for soundness of the Variable Elimination Procedure. The crux of the problem is found in the reasoning that justi es using Pos and Neg as the basis for replacing variables by > or ? (Lemma 8) . The Pos and Neg algorithms traverse a type expression to compute the set of positive and negative variables of the expression. In the case of recursive types, Pos and Neg can be regarded as using nite unfoldings of the recursive equations. We must ensure that these nite approximations correctly characterize the limit, which is the \in nite" unfolding of the equations. Readers familiar with denotational semantics will recognize this requirement as a kind of continuity property. Definition 35 de nes type continuity, which formalizes the appropriate condition. Later in this section we give an example showing that type continuity is in fact necessary. This fact follows by induction on i, using the fact that F is de nable by a system of equations contractive in F's argument. To see this, note that in the base case F 0 (x) = 0 F 0 (y), since every value is = 0 to every other value. Recall that = i means equal to depth i (where depth is the number of nested constructors) and that F(z) is equivalent to a system of equations with occurrences of z embedded inside at least one constructor (contractiveness). Therefore, for the inductive step, it su ces to note that if F i (x) = i F i (y) (i.e., equal to a depth of i constructors) then F(F i (x)) = i+1 F(F i (y)) (i.e., equal to a depth of i + 1 constructors). 
Soundness
In this section, we extend variable elimination to recursive types. The rst step is to extend Pos and Neg to include de ned variables (recall de ned variables are denoted by ):
where 0 is a de ned variable 1 with 1 = 1 in E. If 2 Pos( 1 =E) and 6 2 Neg( 1 =E), then the proof is omitted since it is similar to the case where 6 2 Pos( 1 =E) and 2 Neg( 1 =E). Like The next example shows that the assumption of type continuity is needed in the proof of Lemma 41. This semantic domain has contractive solutions, standard function types, and standard glb types. What it lacks is type continuity, and it is instructive to see why. Consider the two de nable operators: 
Completeness
In this section, we face concerns similar to those found in Section 4.2.
De nition 44. Let S be a set of unquanti ed constraints. De ne B(S) to be the smallest set of constraints such that the following all hold. These clauses are to be applied in order, with the earliest one that applies taking precedence. 
Conclusions
Polymorphic types with subtyping have rich structure. In this paper, we have shown that for simple non-recursive types and recursive types, it is possible to compute an optimal representation of a polymorphic type in the sense that no other equivalent type has fewer quanti ed variables. Thus, the optimal representation can be interpreted as having the minimum polymorphism needed to express the type.
