Abstract Regional climate models are sensitive to the forcing data used, as well as different model physics options. Additionally, the behaviour of physics parameterisations may vary depending on the location of the domain due to different climatic regimes. In this study, we carry out a sensitivity analysis of the weather research and forecasting model to different driving data and model physics options over a 10-km resolution domain in the southwest of Western Australia, a region with Mediterranean climate. Simulations are carried out on a seasonal time-scale, in order to better inform future long-term regional climate simulations for this region. We show that the choice of radiation scheme had a strong influence on both temperature and precipitation; the choice of planetary boundary layer scheme has a particularly large influence on minimum temperatures; and, the choice of cumulus scheme or more complex micro-physics did not strongly influence precipitation simulations. More importantly, we show that the same radiation scheme, when used with different driving data, can lead to different results.
Introduction
The south-west of Western Australia (SWWA, see Fig. 1 ) is a region of significant agricultural production, with an estimated 13 million hectares of native vegetation cleared for agricultural land-use since the late 1820s (Huang et al. 1995; Andrich and Imberger 2013) . Grains are the main crops grown, with the commodity value of wheat, barley, and oats varying seasonally from approximately $3,000 million to more than $5,000 million between 2006 (ABS 2010 . The region's crops are grown from winter to spring and rain-fed, and hence, crop yields are impacted heavily by inter-annual variations in temperature and precipitation. SWWA is also home to some of Australia's most iconic forests, which are sensitive to changes in temperature and precipitation (Hughes et al. 1993; Hughes 2003; Evans and Lyons 2013 ). An understanding of the current climate of SWWA and how it might change in the future is therefore crucial for the planning and management of the region's agriculture and forestry sectors.
SWWA experiences a Mediterranean climate, with hot and dry summers, and cool and wet winters (Gentilli 1971) . Its climate is mainly driven by the position of the subtropical high pressure belt, which brings hot and dry continental air from the interior to the southwest during summer. Continental heating during summer results in surface heat troughs which control the penetration of sea-breezes and modulates temperature along the coast (Ma and Lyons 2000; Ma et al. 2001) . As the subtropical high pressure belt gradually moves northwards during winter and autumn, the region experiences most of its annual rainfall via the passage of frontal systems. Complex interactions between blocking-highs and frontal systems result in cut-off lows which are thought to account for up to 40 % of the austral summer and spring rainfall (Pook et al. 2011) in central WA. Summer rainfall is also influenced by the passage of northwest cloud bands (Tapp and Barrell 1984) . Coastal regions are influenced by the presence of the Leeuwin Current, an anomalous western boundary current which drives warm tropical waters southwards (against prevailing winds) resulting in a moderation of winter temperatures and increased rainfall in the region relative to other western coastal margins (Reason et al. 1999) . The main topographic influence on temperature and precipitation in SWWA is the Darling Scarp (Pitts and Lyons 1989) , which extends 200 km in a north-south direction from approximately 31°S to 34°S roughly 25 km from the coast, representing a sudden increase in topography of about 300 m from sea level (Fig. 1c) . Previous studies have shown that a minimum horizontal resolution of 500 m is required to adequately simulate dynamical features of wind flow along the scarp (Pitts and Lyons 1990) . However, these simulations were restricted to a short time-scale of a few days, and did not explicitly focus on precipitation. Kala et al. (2010) carried out longer simulations, focussing on two frontal events but at a lower resolution (20 km), and showed that whilst their model was able to capture the overall precipitation patterns, it was not able to accurately resolve orographically induced precipitation close to the coast due to a poor representation of the scarp.
In summary, there is considerable knowledge about the current climate of SWWA, however, there is limited information about current and future impacts at the regional scale. Regional climate models (RCMs) are a widely adopted tool to investigate current and future climatic changes at the regional scale. RCMs can dynamically downscale the synoptic fields from re-analysis products and/or global circulation models (GCMs), usually in the order of 100-250 km, to a finer resolution which is relevant at the farm/forest scale (1-10 km). An RCM which is being increasingly used for such purposes is the Weather Research and Forecasting (WRF) Advanced Research (WRF-ARW) modelling system (Skamarock et al. 2008) . WRF has been used in regional climate simulations for the continental United States (Liang et al. 2005; Lo et al. 2008; Zhang et al. 2009; Leung and Qian 2009; Bukovsky and Karoly 2009; Caldwell et al. 2009; Salathe et al. 2010; Bukovsky and Karoly 2011) , East Asia (Kim and Song 2010; Yuan et al. 2012) , as well as Eastern Australia (Evans and McCabe 2010) , and is one of the RCMs being used for the Coordinated Regional climate Downscaling Experiment (CORDEX) (Giorgi et al. 2009 ) within the World Climate Research Program. WRF can be operated under a variety of configurations which can lead to varying results (e.g., Lo et al. 2008; Bukovsky and Karoly 2009; Argüeso et al. 2011; Awan et al. 2011; Evans et al. 2011) , and hence it is crucial to test for the most appropriate model setup for a particular purpose over a given region/ domain.
(a) (b) (c) Fig. 1 a Map showing the topography of the outer grid domain (50-km resolution), the boundary of the second inner nested grid representing SWWA, and the location of the city of Perth; b topography of the second inner nested domain (10-km resolution) and location of the Darling Scarp, and; c topography of the Darling Scarp (9-arc seconds topography from Geoscience Australia (Hutchinson et al. 2009 ). Note that the maps shown in a and b are the computational grids used for the simulations whereas the map shown in c is only for the purpose of illustrating the sharp increase in topography associated with the Darling Scarp Different model versions and various settings of WRF were tested by Bukovsky and Karoly (2009) for the continental United States over a 4-month period. They generally recommend the use of sea surface temperature (SST) updates, no inner nest feedback (i.e., no 2-way nesting), use of the NOAH land surface scheme (Ek et al. 2003) rather than the less complex 5-layer diffusion scheme, and the Kain-Fristch (KF) scheme (Kain 2004) for convection. The effects of different WRF parameterisations were tested on a yearly time-scale for the European Alpine region (Awan et al. 2011) , and it was found that parameterisations were sensitive to not just the region, but also the season. For example, cumulus and microphysics schemes have a stronger influence during summer months, while the PBL and radiation schemes have an influence throughout the year. This was related to the land-surface having a stronger influence as compared to large-scale synoptic fields, due to stronger surface heating during summer months. Overall, their best model performance was achieved by using the KF scheme for convection (cumulus parameterisation); the Yonsei University (YSU) scheme (Hong et al. 2006) for the PBL with the Monin-Obukhov (MO) scheme for the surface layer; and the Dudhia scheme (Dudhia 1989 ) for radiation. Awan et al. (2011) also reported their results to be region specific, namely, that WRF tends to over-predict precipitation in mountainous regions during both summer and winter months. Argüeso et al. (2011) investigated different WRF parameterisations for regional climate simulations over Southern Spain for a 10-year period. They determined that the cumulus and PBL schemes had a crucial impact on precipitation whereas the microphysics scheme had no noticeable impact. Minimum temperatures were sensitive to the choice of PBL scheme. Overall, they found that the combination of the Betts-Miller-Janjic (BMJ) cumulus scheme (Betts 1986; Betts and Miller 1986; Janjić 1994 Janjić , 2000 with the Asymmetric Convective Model (AC2) PBL scheme (Pleim 2007a, b) and the WRF single moment 3-class microphysics scheme to perform the best. Flaounas et al. (2011) and Crétat et al. (2011) investigated the impacts of different convective and PBL schemes over Africa and found that the choice of PBL schemes have the strongest effect on temperature, and that precipitation variability was strongly influenced by the choice of convective parameterisation scheme. Evans et al. (2011) carried out a 36-member WRF physics ensemble for storm events on the east coast of Australia. They found that whilst no particular combination of schemes performed best for all events, variables and metrics, the MYJ PBL scheme and BMJ cumulus schemes were robust in performance. They suggest that the YSU PBL scheme, KF scheme for convection, and RRTMG radiation scheme should not be used in combination for Eastern Australia. Evans et al. (2011) also point out that the choice of physics scheme becomes more important as rainfall intensity increases.
Other than radiation, cumulus, and PBL schemes, the choice of land surface model (LSM) can strongly influence near surface temperature, moisture and winds. Jin et al. (2010) investigated four LSMs in WRF and found that the more complex Community Land Model (CLMv3), generally outperformed the simper NOAH, RUC (Smirnova et al. 2000) , and soil thermal diffusion scheme. They found no close relationship between the choice of LSM and precipitation. Prabha et al. (2011) investigated the influence of NOAH and RUC LSMs on low-level jet dynamics and found that the RUC LSM performed better as compared to NOAH at lower elevations, but NOAH performed better at higher elevations. They also found that the NOAH LSM resulted in higher vertical mixing as compared to RUC under stable conditions with low winds and high pressure. They however did not examine influences on precipitation. Mooney et al. (2012) on the other hand, have shown that LSM choice not only influences temperature, but precipitation simulations, especially during the summer season over Europe. Namely, they showed that use of the NOAH LSM as compared to the RUC LSM, resulted in lower biases for temperature, but simulations using the RUC LSM generally had lower precipitation biases as compared to those using NOAH. Finally, a recent study by Stéfanon et al. (2013) showed that use of the simple thermal diffusion scheme in WRF does not allow for the accurate simulation of heat-wave conditions over Europe, and more sophisticated LSMs such as the RUC, which explicitly resolve the treatment of soil processes is required.
Based on the current literature, it is clear that WRF is sensitive to the domain (location and boundaries), as well as different model parameterisations. Adequate testing of model configuration is therefore essential before carrying out long-term regional climate simulations. Accordingly, the aim of this paper is to test different model physics parameterisations and input data on simulated precipitation and temperature maxima and minima for SWWA. This forms the first part of a broader research project which aims at carrying out regional climate impact assessments for the agricultural and forestry sectors of SWWA. We note that the choice of model horizontal and vertical resolution can be equally important to the choice of boundary conditions and physics options. However, the resolution issue is not explicitly addressed in this paper, as model resolution for long term climate simulation is inherently limited to computational and storage constraints. This paper focuses on finding the best physics options and input forcing data, given these constraints. The next section describes the numerical experiments carried out, followed by a description of the observational data-sets and statistical analysis used.
Methods

Numerical experiments
Yearly simulations were carried out with WRF-ARW Version 3.3 from October 2009 to November 2010, with the first 2 months being model spin-up and not used in the analysis. Two nested grids (1-way nesting) were used spanning 5,150 km 9 4,200 km and 1,760 km 9 1,440 km, at 50 and 10 km resolutions respectively as shown in Fig.  1a , b. Both nested grids used 30 vertical levels, with levels more densely spaced within the PBL. Given the relatively long simulation period, use of nudging techniques was required to prevent model drift. This is commonly used for regional climate simulations (e.g., Argüeso et al. 2011) to ensure that the simulations retain the large scale features important in regional climate modeling. Based on previous studies which have investigated the influence of grid (analysis) versus spectral nudging techniques (Lo et al. 2008; Bowden et al. 2011; Liu et al. 2012; Omrani et al. 2013) , we opted for spectral nudging applied to the outer domain (50 km) and above the PBL. Deep soil temperatures were set to a 150-day lagged averaging period and a series of sensitivity tests were carried out by changing the source of lateral boundary-conditions, SSTs, and the following model parameterisation schemes as outlined in Table 1 ; LSM, cumulus/convective, longwave and shortwave radiation, PBL, and cloud-microphysics.
The reference experiment (REF) was chosen because it follows the same configuration as in Evans and McCabe (2010) (Chen and Dudhia 2001a, b) ; the Rapid Radiative Transfer Model (RRTM) (Mlawer et al. 1997 ) and Dudhia schemes for long wave and shortwave radiation respectively; the KF scheme for convection; the YSU PBL scheme with MO surface layer scheme; surface skin temperatures within the NNRP data as SSTs; and the 5-class single moment microphysics scheme (WSM 5-Class).
Experiment N_SST is the same as REF, except that weekly mean SSTs from the National Oceanic and Atmospheric Administration (NOAA) SST product is used (Reynolds et al. 2002) and are interpolated to 6-hourly fields for use in WRF. The NOAA SST is at a 1.0 9 1.0°r esolution and derived from satellites and in-situ measurements. On the other hand, NNRP data used in REF incorporate an earlier version of the same SST data-set (Reynolds and Smith 1994) , which are interpolated to daily values and used in the coupled ocean-atmosphere data assimilation system (Kalnay et al. 1996) to produce the NNRP product. When running WRF for the REF simulation, these SST data are not used directly, and the surface skin temperature output from NNRP is used instead, as the source of SST in WRF. Hence, the difference between experiments N_SST and REF is that N_SST uses a higher resolution SST in a direct fashion, whereas REF has a lower resolution, and indirectly incorporates satellite estimates of SST. This is illustrated in Fig. 2 for JJA (winter) and SON (spring) showing that NOAA SSTs are higher by up to 1.4°C close to the coast. Experiments FNL and ERA are the same as REF, except that the 6-hourly boundary conditions are taken from the 1.0 9 1.0°NCEP Final (NCEP-FNL) Operational Global Data Assimilation System and the 1.5 9 1.5°ERA-interim (ERA-Int) re-analysis product (publicly available version) from the European Centre for Medium-Range Weather Forecasts (ECMWF) respectively. The NCEP-FNL data includes observations from the Global Telecommunications Systems and many other data sources, and is generated using the same model used by NCEP for their Global Forecast System (GFS). NCEP-FNL data are prepared after GFS is initialised such that the observational data can be used, but the product is only available from late 1999 to present. The ERA-Int data emanates from the ECMWF's ERA-40 product and involves better representations of the hydrological cycle, quality of the stratospheric circulation, handling of biases, and use of observations. The data are available from 1979 onwards and more detail can be found in Dee et al. (2011) . These experiments were carried out because, as to the author's knowledge, no previous study has explicitly compared these three re-analysis products in WRF. Additionally, these simulations will help better inform the influence of using data from different sources (e.g., different GCMs) as input forcing for future climate projections for future studies in this region.
The RUC simulation differs from REF in that it uses the RUC LSM (Smirnova et al. 2000) , rather than the NOAH LSM (Chen and Dudhia 2001a, b) . This experiment was carried out as the choice of LSM can have a large influence on temperature and precipitation (e.g., Prabha et al. 2011; Mooney et al. 2012; Stéfanon et al. 2013) . Whilst the NOAH LSM is the most commonly used LSM in WRF for regional climate modelling (e.g., Evans and McCabe 2010; Argüeso et al. 2011; Awan et al. 2011; Argüeso et al. 2012) , the RUC LSM is of comparable complexity but has not been as extensively evaluated.
The BMJ simulation differs from REF in that the BMJ scheme is used for convection rather than KF. The choice of convective scheme can have a strong influence on precipitation simulations (Bukovsky and Karoly 2009; Argüeso et al. 2011; Awan et al. 2011) . Whilst the majority of studies use the KF scheme (Bukovsky and Karoly 2009; Evans and McCabe 2010; Awan et al. 2011 ), Argüeso et al. (2011 found the BMJ scheme performed better for their simulations. Experiments RRTMG and CAM consider different radiation schemes; RTG uses a modified version of the shortwave RRTM scheme for application in GCMs, RRTMG , for both longwave and shortwave radiation and the Community Atmosphere Model schemes are used for longwave and shortwave radiation in the CAM experiment. The accurate resolution of shortwave and longwave radiation is essential for modelling low level temperatures, and the PBL and the radiation schemes tested in this experiment tackle the problem in different ways. The CAM schemes use a Delta-Eddington approximation for shortwave radiation absorption and scattering (Collins et al. 2004) , and the RRTMG model, like the RRTM model, uses the correlated-k method for radiative transfer (Iacono et al. 2008) . Both CAM and RRTMG schemes use overlapping cloud fraction algorithms to determine the cloudiness of the grid whereas the RRTM/Dudhia parameterisaion considers only a binary measure of grid cloudiness. CAM and RRTMG radiation schemes differ further from Dudhia/RRTM in that they take into account the concentrations of trace gases, aerosols, ozone, and carbon-dioxide, and they consider reflected shortwave radiation fluxes.
PBL and land surface schemes are varied in experiments AC2 and AC2_P. These experiments differ from REF through the use of the AC2 scheme for PBL with the MO land surface scheme in the case of experiment AC2 and with the Pleim-Xiu (PX) surface layer scheme (Pleim 2006) in experiment AC2_P. These experiments were undertaken as a result of Argüeso et al. (2011) findings that the AC2 scheme performed better for their simulations as compared to the more widely used YSU/MO schemes. The PX scheme was also tested as the AC2 scheme can be used in conjunction with both the MO and PX schemes. Simulations 3C and 5C_D test the sensitivity of microphysics schemes. The 3C experiment is the same as in REF, except it employs the simpler 3-class microphysics, rather than the more complex 5-class scheme used in REF.
The 3-class scheme only resolves 3 states of cloud water, namely water/ice, vapour, and rain/snow, whereas the 5-class scheme includes cloud water and ice, rain, snow, and vapour. The 5C_D experiment employs the double moment 5-class scheme rather than the single moment scheme of the REF experiment. The double moment scheme computes hydrometeor number concentrations, allowing for more flexibility, whereas the single moment schemes have a pre-defined distribution function for hydrometeor sizes (Lim and Hong 2009) . As a rule of thumb, high resolution simulations of individual storm events usually require more complex microphysics parameterisations, which may not be necessary for regional climate runs (from a computational perspective) hence it is useful to test several schemes to strike the right balance. We note that more complex 6-class schemes exist in WRF which include graupel, however, this form of precipitation is rarely observed in SWWA, and hence these schemes were not tested.
The final two experiments, FNL_RTG and ERA_RTG, were conducted as a consequence of the results from the experiment RTG which will be discussed later. These simulations differ from the REF experiment because they employ the RRTMG radiation scheme (for both longwave and shortwave radiation), and they use the NCEP-FNL (FNL_RTG) and ERA-Int (ERA_RTG) lateral boundary conditions.
Observations, regionalisation and data analysis
Daily gridded observations of precipitation and maximum and minimum temperatures were obtained from the Australian Bureau of Meteorology (BoM) ) as part of the Australian Soil Water Availability Project (AWAP) (Raupach et al. 2008 ). These data are at a resolution of 0.05 9 0.05°(approximately 5 km 9 5 km) and are obtained by interpolating data from a network of stations ). The number of stations used varies with time and their location are shown as the white dots in Figs. 4a, b for precipitation and temperature respectively. The AWAP data-set has been previously used in evaluating climate simulations over Australia (Evans and McCabe 2010; Evans et al. 2011) . King et al. (2013) evaluated the AWAP data-set against station observations for extreme rainfall events and found that whilst the product tends to underestimate the frequency of heavy rainfall events and overestimate that of very low rainfall events, it generally performs reasonably well in capturing the inter-annual variability of extreme rainfall events, and their spatial extents. The latter caution against the use of AWAP when the aim is to examine trends and variability in extremes in regions with poor coverage of station locations. This is not an issue for this study as the focus is on the ability of WRF to simulate the seasonal variation over a 1 year period.
An initial comparison of the WRF output to the BoM AWAP gridded data showed that the model had errors specific to particular land use regions within the model domain. Considering these particularities, we distinguish 3 regions as illustrated in Fig. 3 ; the coastal region, agricultural region and the predominantly inland rangelands. The northern reaches of the coastal region accommodates the overwhelming majority of the SWWA population in the Perth metropolitan area and the south and east of the region contains most of the remaining forest in the SWWA. The agricultural region, which consists almost exclusively of cereal crops in the winter and spring and bare earth for the remainder of the year, is physically bounded to the east by nature reserves and a vermin proof fence (Lyons et al. 1993 ), but it is constrained also by the rainfall gradient, which declines markedly from west to east as the distance from the coast increases (Fig. 4a) . The eastern boundary of the agricultural region is therefore the approximate limit at which rain fed crops are viable. The rangelands region, which comprises the majority of the SWWA is a semi-arid to arid zone which is sparsely vegetated and remains in a relatively pristine state. As defined, these land use regions are particularly relevant for management of the agriculture and forestry sectors in the SWWA however they also represent different climatic regions, particularly with Fig. 3 Regionalisation used during analysis (red coast, blue agricultural region, yellow rangelands). Each black dot in the 3 regions represent the location of a precipitation station used for further analysis, namely, the Perth Airport station at the coast, the Cunderdin in the agricultural region, and Norseman in the rangelands respect to rainfall; with the coastal region receiving the majority of the rainfall while the agricultural region receives on average about half the rainfall of the coast which is a combination of frontal and convective processes. Statistics were computed for each region (Fig. 3) after removing the relaxation zone from the grid boundaries, and shown in Taylor diagrams (Taylor 2001 ) and bias plots (biases are shown in absolute and percentage terms, i.e., scaled by the mean of the observations).
Whilst the use of a gridded data-set such as AWAP is very useful in evaluating WRF, it has limited use in investigating the intensity, location, and frequency of rainfall events. To this end, we also selected 3 precipitation stations, one in each region, to carry out a time-series analysis. These stations are shown in Fig. 3 and were chosen because they are Bureau of Meteorology stations with long term quality controlled data and are on approximately the same latitude. The BoM-AWAP data is illustrated in Fig. 4 showing the seasonal mean summer (December-January-February or DJF), autumn (March-April-May or MAM), winter (JuneJuly-August or JJA), and spring (September-OctoberNovember or SON) precipitation, maximum temperatures, and minimum temperatures for 2010. During DJF, precipitation is mostly confined inland and brought about by North-West cloud bands and surface convection. Precipitation increases during MAM and JJA as the cold-fronts associated with the sub-tropical high pressure cells move further North, with maximum precipitation during JJA and a distinct east-west gradient. Precipitation decreases on the West coast during SON as the cold-fronts move further South, and North-West cloud bands and convection lead to precipitation further inland. Maximum and minimum temperatures both show a North-South gradient, with the highest temperatures confined to the North-West and coolest temperatures to the South-West. Figure 5 shows the seasonal anomalies for precipitation and maximum and minimum temperatures for 2010 over the period 1970-2010. 2010 was clearly a dryer than average year, especially during JJA (winter) and SON (spring), and warmer than average, especially in SON, DJF (summer), and MAM (autumn) during the day (maximum temperatures), but cooler than average in JJA during the night (minimum temperatures). This overall warming and drying trend has been observed since the mid 1970's from streamflow and station observations and been consistent to date (Bates et al. 2008) . The overall warming and drying trend is also consistent with future climate projections for this region. Namely, Moise and Hudson (2008) conducted an analysis of IPCC AR4 coupled ocean-atmosphere ), b maximum temperature (°C), and c minimum temperature over SWWA during DJF, MAM, JJA, and SON of 2010 from the outer 50-km domain (D01) and inner 10-km nested domain (D02) for the REF experiment (Table 1) Sensitivity of WRF to driving data and physics options 641
GCMs, and found that all of them consistently predict a 25-30 % decrease in winter rainfall for southwest Australia. The more recent IPCC AR5 report (Collins et al. 2013 ) also identifies SWWA as a region of strong agreement for decreases in maximum 5-day precipitation and increase in consecutive dry days. Hence, whilst the choice of 2010 does not constitute an average year in a climatological sense, it is representative of future changes in climate for this region. Since the aim of this study is to investigate a WRF configuration which will be used for regional climate projections, the choice of 2010 (dryer and warmer than average) is particularly relevant.
Results
Before analysing the influence of the different forcing data and physics options, we first briefly examine the effect of the use of the higher resolution 10-km inner nested grid as compared to the outer 50-km grid, as illustrated in Fig. 6 showing seasonal precipitation, maximum and minimum temperatures from the REF experiment for the two domains. The main influence of the inner nest is to better resolve coastal processes, especially for precipitation, with the outer domain clearly unable to capture much of the coastal rainfall as compared to the observations (Fig. 4) . This is not unexpected as the topography is better resolved for the inner nest (Fig. 1) . The influence of the inner 10-km grid on temperature is less evident as compared to precipitation, but similarly, the differences are mostly at the coast (for example JJA minimum temperatures). Both domains show very similar patterns and biases as compared to the observation (Fig. 4) .
Temperature
Figures 7 and 8 show Taylor diagrams for maximum and minimum temperatures respectively (the coastal region is represented by squares, the agricultural region by triangles, and the rangelands by circles). The arc on the Taylor diagrams show the spatial correlation pattern, while the horizontal and vertical axes represent the ratio of the variance of the model to the observations. The dashed concentric circles represent the centred pattern root-mean-square (RMS) difference. Hence, for a perfect model, the point should lie on the 1:1 curved line (equal variance to the observations), and as close as possible to the horizontal axis (zero RMS difference and pattern correlation of one). Absolute and percentage biases are shown in Tables 2 and  3 . All simulations show high pattern correlation of 0.8-1.0 for maximum temperatures. The RMS errors and relative variances are higher during JJA (austral winter) as compared to the other seasons. Maximum temperatures are simulated well by the REF experiment in terms of correlation, RMS error, and variance however there is a systematic negative bias which is highest in DJF and SON, between 3-4°C. There is considerable variation in the bias (c) 
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(1 %) Table 3 Same as in Table 2 Sensitivity of WRF to driving data and physics options 645 Table 4 Same as in Table 2 except for precipitation (mm month between the regions however, there is no consistency between the seasons in this regard; for example, the coastal region is simulated with the least bias in MAM but in SON the coastal bias exceeds that of both the agricultural region and rangelands. This may be partly due to the fact that the regionalisation used reflects the east-west precipitation gradient, whereas the temperature gradient is, as expected, north-south. This is clearly a shortfall of this study, and a separate regionalisation for temperature could be more appropriate. However, the context here is to provide future climate information to the agricultural and forestry sectors, and hence, we use a regionalisation based on broad landuse classes.
Reflecting the trend observed in maximum temperatures, night time minimum temperatures are also systematically underestimated by the REF experiment however there is considerably less variation in the bias between the coastal, rangeland and agricultural regions. The percentage bias is also greater for minimum temperatures than for maximum; biases were generally below 12 % of maximum temperatures however minimum temperature biases are generally greater than 12 %, and in some cases (the winter minima in the agricultural region and rangelands) bias exceeds 50 %. The correlation of both minimum and maximum temperatures in the REF experiment were high, except for some simulations during JJA for the rangelands (low density of station observations) and the variance ratio was less than 2, showing good performance.
The N_SST experiment results were very similar to that of the REF experiment showing that use of NOAA SSTs rather than skin temperatures within NNRP has little influence on temperatures. The FNL and ERA simulations however, demonstrate significantly lower bias relative to the REF experiment, and all experiments driven by NNRP boundary conditions, for maximum temperatures, especially in the warmer months (DFJ, MAM and SON). Both simulations had a slight positive bias for minimum temperatures. While the correlations of these experiments are high, they do exhibit some noticeable differences in variance between models and observations when compared to the NNRP driven experiments, particularly with respect to minimum temperatures. For example, when compared to REF, RMS errors and the variance ratio are higher during DJF at the coast and in the agricultural regions. However, for impact studies focussing on agriculture and forestry, it is temperature extremes, rather than variability, which has the strongest impact. Hence, the reduction in bias is a major advantage of using the FNL and ERA-interim data-sets over the NNRP. We also note that while both sets of driving data perform better than NNRP, there is however little difference between the performance of these two reanalysis packages. Of particular relevance to agriculture is surface soil moisture and temperature and an examination of the differences between the 3 re-analysis showed that FNL and ERA had higher surface soil temperatures as compared to REF by 2-3°C (not shown), reflecting the (Table 1) Sensitivity of WRF to driving data and physics options 647 lower screen temperature bias for these two experiments as compared to REF (Tables 2 and 3 ). The FNL and ERA experiments also showed slightly higher soil moisture as compared to REF by about 0:05À0:1 m À3 m À3 which can be explained by the higher precipitation for these two experiments, discussed later in Sect. 3.2.
The RUC experiment has large positive biases as compared to the REF experiment for maximum temperature ranging from 5 to 9°C especially during the SON, DJF, and MAM seasons (Table 2) , whilst the biases for minimum temperature were slightly lower as compared to REF (Table 3) . The Taylor diagram for maximum temperature (Fig. 7) shows that the RUC experiment had large variance ratios as well as RMS error, especially for JJA and SON, as compared to REF experiment, whilst there were no marked differences for minimum temperature (Fig. 8) . (Table 1) and JJA, the negative bias is almost eliminated entirely by the RTG experiment and there is at least a 1°C improvement in DJF and SON. It was as a result of these findings that the FNL_RTG and ERA_RTG model simulations were run to further assess the merits of the RRTMG scheme when used with the FNL and ERA-interim re-analyses.
When the FNL and ERA-Interim boundary conditions are used along with the RRTMG longwave and shortwave radiation schemes in experiments FNL_RTG and ERA_RTG, the results show a reduction in the negative bias for maximum temperatures, indicating some improvement as compared to to the FNL and ERA simulations (Table 2) . For minimum temperatures, the FNL and ERA simulation had small positive biases, and use the RRTMG scheme results in an increase in these biases (Table 3) , i.e., the net effect of the RRTMG scheme is warmer temperatures. For the REF experiment, the biases were mostly negative both maximum and minimum temperatures, and hence, the RTG simulation showed a reduction in bias for both maximum and minimum temperatures. For the FNL and ERA experiments, biases were negative for maximum temperature, but positive for minimum temperatures, and hence use of the RRTMG scheme in FNL_RTG and ERA_RTG improved the maximum temperature bias, but increased the minimum temperature bias. The net warming effect of the RRTMG scheme (in experiments RTG, FNL_RTG and ERA_RTG) can be explained by the high incoming shortwave radiation as compared to use of the Dudhia scheme (in experiments REF, FNL, and ERA) as illustrated in Fig. 10 (Table 1) Sensitivity of WRF to driving data and physics options 649
Whilst the use of different micro-physics had little to no influence on temperature, the use of the AC2 PBL scheme increased the negative bias for maximum temperatures, most notably in DJF, MAM, and SON, especially in the rangelands region. This negative bias is further enhanced when the AC2 PBL scheme is employed in combination with the Pliem Xu surface layer scheme (experiment AC2_P). However, for maximum temperatures, the AC2_P simulations result in lower biases as compared to the AC2 experiment, during DJF and SON. The high negative bias for minimum temperatures can be related to a rapid collapse of the nocturnal PBL as illustrated in Fig. 11 , showing the seasonal daily average minimum PBL height for the AC2, AC2_P and REF experiments. Figure 12 shows Taylor diagrams for precipitation and the absolute and percentage biases are shown in Table 4 . A clear seasonal pattern is evident for all simulations and regions, with biases, RMS errors and ratio of variances being generally higher during DJF and MAM (austral summer and autumn) and lower during JJA and SON (winter and spring). The weak performance in precipitation for all simulations during summer can be attributed to the difficulty in accurately simulating the intensity of the convective rainfall events which dominate rainfall in summer and autumn, especially in the rangelands region. Winter rain is mostly from frontal systems, i.e., synoptically driven and strongly influenced by the forcing data, and hence, JJA and SON precipitation show lower errors.
Precipitation
Biases for the REF experiment are negative except for coastal region during DJF (low rainfall season), showing the WRF generally under-predicts precipitation, and additionally, the bias is most negative for the rangelands regions, ranging from -80 to -100 % (a bias of -100 % indicates that the model hardly captured any of the observed rainfall). Precipitation in this region is relatively small in magnitude compared to the coast (see Fig. 4 ) and strongly influenced by surface convection all year-round, rather than synoptically driven. Given the spatial paucity of the observational network in the rangelands there is an inherent disconnect between the observation of small scale convective storms and the model's ability to simulate such events.
The spatial correlations varied generally between 0.8 and 1.0, showing that WRF reproduced spatial patterns of precipitation reasonably well. Frontal rainfall, which is the source of most of the precipitation along the coast and in the agricultural region in JJA (Fig. 12c) and SON (Fig.  12d) , is well simulated however the negative bias in the REF simulation is not insignificant, particularly in the (a) (b) (c) (d) Fig. 12 Same as in Figure 7 , except for precipitation agricultural areas (55 %). Previous studies in the SWWA have highlighted the meteorological importance of the Darling Scarp (a sloping, 300 m high escarpment, 25km inland which runs parallel to the north-south coastline) and the need to run simulations at a very fine scale to capture the influence on precipitation of this topographical feature (Pitts and Lyons 1990; Kala et al. 2010) . Hence, it is likely that the resolution of this simulation is not accounting for the influence of the scarp on frontal rainfall. To better quantify the ability of WRF to simulate the intensity, timing, and frequency of rainfall events, we carried out a station-level comparison of the REF simulated precipitation against 3 stations (Fig. 3) , one located in each region and at roughly the same latitude, illustrated in Fig.  13 . Close to the coast, the timing of rainfall events is very well captured, with the exception of a large rainfall event in late March, and WRF generally under-predicts precipitation. Within the agricultural and rangelands region, as the intensity of rainfall decreases further from the coast, the REF experiment clearly is unable to capture small rainfall events, especially at the Norseman station. Namely, REF only simulated 3 rainfall events, whereas the observations show well in excess of 15 rainfall events.
The use of the NOAA SSTs in the N_SST experiment as compared to the REF experiment results in a reduction in bias for precipitation along the coast and to a lesser degree in the agricultural region during JJA and SON. There is a large increase in percentage bias at the coast and the agricultural region during DJF, however, this corresponds to a very small change in absolute bias. This is expected as DJF rainfall in these regions is relatively small. Figure 2 shows the difference in SST between the N_SST and REF experiments during JJA and SON, and illustrates that the use of surface skin temperature data in the REF experiment as a surrogate for SST is predominantly underestimating SST, especially close to the coast. In terms of winter precipitation, there is merit in employing the satellite derived NOAA SST data as used in the N_SST experiment, especially when simulation domains contain a significant percentage of sea surface, as is the case here. While the NOAA SSTs are providing a benefit in winter coastal model performance, it is however worth noting that, in addition to a slight bias increase in DJF, the N_SST simulation did result in an increase in relative variance and RMS errors for precipitation in the warmer months of DJF and MAM. For this region, accurate simulations of precipitation along the coast during JJA is of prime importance as it is the main source of water for rain-fed agriculture. Hence, we argue that the use of NOAA SSTs is a better option.
The FNL and ERA simulations show a clear improvement in bias during MAM, JJA, and SON, as compared to Use of the RUC LSM had little influence on precipitation as compared to REF, except for higher RMS error and variance ratio at the coast for MAM and larger negative bias at the coast during JJA. It was interesting to note that although RUC produced less precipitation than REF, as shown by the larger negative bias, the RUC simulations had larger latent heat flux during JJA at the coast, a counter-intuitive result. This suggests that the RUC LSM has a larger evaporative flux as compared to the NOAH LSM when soil water is available (i.e., during MAM and JJA), which could be due to the different treatment of above ground processes (e.g., vegetation evaporation), surface processes (e.g., run-off), as well was sub-surface processes (root zone drainage) between the two LSMs. To adequately quantify these differences would required running both LSMs offline with the same forcing, which is outside of the scope of this paper.
The BMJ simulation had fairly similar biases compared to the REF (which uses the KF scheme) experiment during DJF but smaller ratio of variance and RMS errors, showing a better simulation of variability of precipitation. During MAM, JJA, and SON, the BMJ simulation had higher (more negative) bias at the coast as compared to the REF experiment, but lower variance ratio. Hence, both the KF and BMJ schemes have their merits and disadvantages. However the higher bias during JJA and SON at the coast is not insignificant (almost double) and as such, it appears that the KF scheme may be more appropriate in this case. The RTG and CAM simulations had similar biases to REF, except that the bias at the coast during SON was almost twice as large. SON is the austral spring, and represents a transition from frontal (synoptically driven) precipitation, to the summer regime when surface convection has a larger role. Hence, it appears that the radiation schemes are particularly sensitive during that transition period. The AC2 and AC2_P simulations produced similar results during DJF and MAM, but both simulations had lower bias during JJA at the coast as compared to REF, and the AC2_P simulation showed a slight improvement in bias during SON at the coast. There were no major differences in the variance ratios, RMS errors, and spatial correlations. Similarly, the 3C and 5C_D simulations produced very similar results to the REF experiment for precipitation, i.e., the use of a simpler and less computationally expensive microphysics scheme (3C) appears to be appropriate.
The FNL_RTG and ERA_RTG schemes were conducted as result of an improvement in bias in maximum and minimum temperature when comparing the RTG to the REF simulation discussed earlier in Sect. 3.1. The FNL_RTG and ERA_RTG produced very similar results for precipitation during JJA and SON as compared to the FNL and ERA simulations respectively, but there was a marked increase in bias at the rangelands during DJF and MAM. Namely, the precipitation bias increased from 9.5 and 5.8 mm month -1 during DJF and MAM at the rangelands for the FNL experiment, to 22.3 and 19.0 mm month -1 for the FNL_RTG experiment, and from 8.9 and 9.6 mm month -1 to 21.3 and 25.3 mm month -1 for the ERA as compared to the ERA_RTG experiment (Table 4) . However, no such increase in bias was observed for the RTG experiment as compared to the REF experiment, showing that the RRTMG scheme results in different behaviour with different sources of driving data. We further explored this by examining the changes in convective available potential energy (CAPE), lifting condensation level (LCL), and precipitable water (PW) between the REF, FNL, and ERA simulations (i.e., using the Dudhia/ RRTM shortwave/longwave schemes) and the RTG, FNL_RTG, and ERA_RTG (i.e., using the RRTMG/ RRTMG shortwave/longwave scheme), as illustrated in Fig. 14 . Use of the RRTMG scheme clearly results in an increase in CAPE between 60-140 J kg -1 during DJF and MAM for the FNL_RTG and ERA_RTG simulations as compared to FNL and ERA respectively, whilst the differences in CAPE between RTG as compared to REF is much smaller. Higher CAPE implies larger positive buoyancy and higher likelihood of convection and associated precipitation. Additionally, use of the RRTMG scheme clearly resulted in lower LCL and higher PW for all seasons within the rangelands for the FNL_RTG and ERA_RTG simulations as compared to FNL and ERA respectively. Hence, the increased positive buoyancy, lower LCL and larger amount of PW can explain the large positive precipitation biases.
Discussion
The REF experiment provided a reasonable simulation at the seasonal scale for the domain of the interest. However, the negative biases for maximum and minimum temperatures are not insignificant, given that impacts on agriculture and forestry are not only dependant on precipitation, but also temperature extremes (van Gool and Vernon 2005; Lobell et al. 2012) . Additionally, given the known issues of low moisture availability within the NNPR data-set for the southern hemisphere (Schneider et al. 2013) , this combined with negative temperature biases, may partly explain the overall negative bias in precipitation as well. The temperature biases were reduced when using the FNL and ERAinterim re-analyses as forcing data. The better performance when using the ERA-interim and FNL re-analysis as compared to the NNRP is not unexpected, as the former have higher resolution, use more observational data and involve more accurate representations of the hydrological cycle (Dee et al. 2011) . The better performance of ERAInterim over NNRP has also been shown by Fersch et al. (2012) , who compared terrestrial water storage from WRF simulations over Australia (amongst other regions) with both re-analysis against remotely sensed estimates and showed that ERA-Interim driven simulations had lower biases as compared to NNRP, which had a dry tendency. This is in-line with our results which showed large negative biases in precipitation during winter for REF, but smaller positive biases for the ERA simulation. However, it must be noted that the resolution of NNRP is closer to that of GCMs and using NNRP may be more appropriate to enable comparisons with GCM forced simulations. However, if the focus is to re-produce the past climate as accurately as possible, then the use of ERA-Interim and FNL is more appropriate. The N_SST simulation, which used satellite derived SSTs with the NNRP re-analysis improved the bias for winter precipitation, showing that care should be taken in using the best available source of SST. This is in line with other studies which have shown that the accurate prescription of SSTs in WRF is critical to simulating extreme precipitation events over eastern Australia (Evans and Boyer-Souchet 2012) . An important source of uncertainly for future climate projections are biases within GCMs used to drive RCMs. Whilst this study did not use any GCM data, the results presented also suggest that any future climate study has to use data from more than one GCM, and additionally, critically examine inherent uncertainties and biases within the driving data used.
Use of the RUC land surface model resulted in large positive biases for maximum temperature, especially during the warmer seasons of SON (spring) and DJF (summer). Similar results have been found by Mooney et al. (2012) over Europe, with the RUC LSM having a bias for the mean summer air temperature of up to 5°C whilst the NOAH LSM showed much lower biases (with all other physics options being the same). The biases reported here are higher, ranging from 6 to 10°C (Table 2) , since we explicitly focussed on maximum and minimum temperatures, while Mooney et al. (2012) evaluated the mean temperature. Mooney et al. (2012) also reported that the NOAH LSM has a greater tendency to show a positive bias in daily precipitation as compared to the RUC. Here we also find that the NOAH LSM generally results in higher precipitation as compared to RUC with the NOAH LSM having a smaller negative bias as compared to RUC (Table  4) . Comparison of the surface turbulent heat fluxes showed that the RUC LSM has higher sensible heat flux as compared to the NOAH LSM for DJF and SON, which can explain the temperature bias. However surface heat fluxes are integrative of processes with the PBL, and identifying the reasons behind the differences in surface fluxes between the RUC and NOAH LSMs would require running both models offline with the same forcing, which is beyond the scope of this paper.
Because of the predominance of convective rainfall, especially during summer months and the results of previous studies (Flaounas et al. 2011; Crétat et al. 2011) , it was expected that simulated rainfall would be sensitive to different convective and PBL parameterisation schemes. However, we did not find large differences in simulated precipitation when switching from the KF to the BMJ cumulus schemes and from the YSU/MO to the AC2 and AC2_P PBL/Surface layer schemes. This may be due to several reasons. Firstly, we simulated a single year, which was particularly dry. However, whilst our results may be sensitive to the choice of year, the persistent warming and drying trend for this region, from both observations (Bates et al. 2008 ) and GCM projections (Moise and Hudson 2008; Collins et al. 2013) , gives us confidence that the choice of cumulus and PBL schemes have little influence on precipitation for SWWA. Secondly, the amount of convective rainfall during DJF in SWWA, is relatively small, compared to JJA (winter) precipitation, and this may also explain the lack of sensitivity to the different schemes, as previous studies have shown that the influence of different physics options is largest for more extreme precipitation events (Evans et al. 2011) , and when focussing explicitly on mesoscale convective events (e.g., Jankov et al. 2005) . Conversely, the lack of rainfall sensitivity to microphysics scheme was in line with previous research (Argüeso et al. 2011 ) and it appears that the simple 3-class single moment micro-physics scheme is sufficient, at least for this region and for such resolution. The most important shortfall remains the accurate simulation of DJF (summer) precipitation, which is not unexpected based on studies for similar meteorological conditions in other regions Of particular note for the precipitation results is the fact that all the simulations demonstrate a consistent pattern in the predictive performance of WRF based on the regional groupings; the coastal region is simulated with the greatest skill and the rangelands with the least skill. The potential mechanisms for this pattern include a model response to the rainfall gradient, differences in the type of rainfall, change in land use type or a reduction in the distribution of rainfall monitoring stations. Based on the consistently high density of observations in both the coastal and agricultural regions (Fig 4a) , it seems unlikely that observation error is solely responsible for this trend. However, because of the low density of observations in the rangelands, it is probable that the error in this region has been exacerbated by some observational errors, which we are unable to quantify.
The sensitivity of WRF to different radiation schemes yielded interesting results. Namely, whilst the model was not very sensitive to the use of the CAM radiation scheme, it was shown to be sensitive to the RRTMG scheme. RRTMG increased the minimum and maximum temperatures relative to simulations using the RRTM/Dudhia scheme due to higher incoming shortwave radiation for all seasons. This improved the bias with NNRP driven simulation, as the latter had negative biases for both maximum and minimum temperatures. However, use of the RRTMG scheme degraded performance for minimum temperatures when used with NCEP-FNL or ERA-interim, as the increase in incoming shortwave radiation acted to make the small positive biases even larger. The higher incoming shortwave radiation could be explained by the fact that the RRTMG scheme allows for fractions to be applied to sub grid cloud cover, unlike the Dudhia scheme where a grid is either completely cloudy or clear. Similar results have been reported elsewhere. Namely, Evans et al. (2011) conducted a WRF physics ensemble over eastern Australia (they use ERA-Interim) and also found that the RRTMG/RRTMG shortwave/longwave scheme generally overestimated temperatures. The RRTMG scheme also resulted in large bias in precipitation in the rangelands during the warmer seasons of DJF and MAM when used with NCEP-FNL and ERA-interim forcing, whereas this was not observed when using NNRP. This was due to the RRTMG scheme resulting in much larger CAPE when used with NCEP-FNL and ERA-Interim data as compared to NNRP. This in conjunction with lower LCL and higher precipitable water, would have led to increased precipitation. Evans et al. (2011) also found that the RRTMG radiation, KF cumulus, and YSU PBL physics combination performed consistently poorly for all their simulations of storm events in Eastern Australia. Moreover, sensitivity studies over other regions (Yuan et al. 2012; Pohl et al. 2011; Awan et al. 2011) , have found that shortwave radiation schemes in particular, have a strong precipitation response. Hence our results are consistent with previous studies.
Changing PBL schemes had a strong influence on temperatures. Namely, use of the AC2 PBL scheme, especially in conjunction with the PX surface layer scheme is clearly not recommended for our domain, due to large biases in minimum temperatures in the rangelands region. While both YSU and AC2 utilise non local closure schemes, AC2 reverts to a local closure scheme under conditions of neutrality or stability, especially at night (Hu et al. 2010) . As a consequence of this switch to a local closure scheme, the AC2 PBL scheme has a tendency to suffer from a lack of mixing in the night-time boundary layer, which results in a too rapid collapse, low minimum PBL and hence negative bias with respect to night-time minimum temperatures. Hence, this mechanism can explain the high biases.
Whilst the choice of PBL schemes has been shown to influence precipitation simulations in other studies (e.g., Argüeso et al. 2011 ), this was not the case here. Studies in the SWWA have demonstrated that land cover change can impact boundary layer development and therefore precipitation in the region (Lyons 2002; Kala et al. 2010; Nair et al. 2011) . While each region does demonstrate markedly different land uses, and in the case of the agricultural region extensive land cover change, for these land uses to be influencing precipitation, it was expected that this would be demonstrated through a sensitivity to PBL and surface layer scheme, which was not observed. That the choice of PBL scheme does not appear to influence rainfall sensitivity suggests that the errors in rainfall simulation and the regional differences in model performance are not strongly associated with land use type.
Conclusions
We carried out a range of sensitivity experiments with WRF, using different forcing data and model physics options. The aim of this was to better inform the planning of future long-term regional climate simulations for this region with significant agricultural and forestry sectors. Overall, it is clear the control (REF) simulation experimental set-up is adequate for longer term climatic simulations for this region, at least at the seasonal time-scale and 10-km spatial resolution. An important issue remains the systematic underestimation of precipitation at the coast, which could be due to un-resolved topography, and hence future studies should aim at further quantifying the role of the Darling Scarp on orographically induced precipitation in SWWA. The lack of precipitation during summer further from the coast suggests land-atmosphere feedbacks are not being adequately captured, and this also requires further investigation. The simulations with different re-analysis products show that when the goal is to establish a base-line climatology, the ERA-interim data-set should be preferred over the FNL and NNRP. When NNRP is nonetheless used, the use of NOAA SSTs should be preferred over the use of surface skin temperatures within the NNRP data-set.
Our results show that the choice of PBL scheme can have a large influence on temperatures, and choice of radiation scheme on both temperatures and precipitation in SWWA. Consistent with previous studies, we found that the RRTMG, in combination with the YSU PBL scheme, and KF cumulus scheme is not recommended. Additionally, the AC2 PBL scheme results in large biases for minimum temperature, and should not be used, at least for the domain of interest here. The KF and BMJ cumulus scheme did not result in significant differences for our domain, and consistent with several studies, using more complex micro-physics does not improve precipitation simulations. More interestingly, we show that schemes may behave differently with different forcing data-sets, as was shown with the RRTMG radiation scheme. Hence, sensitivity testing should ideally include both use of different physics options as well as forcing data.
Future studies will evaluate WRF driven by the ERAinterim re-analysis on a climatic (30 years) time-scale (similar to the ERA simulation here), and evaluate the model at daily, seasonal, and inter-annual time-scales, and additionally, use station and sounding observations, in addition to the AWAP gridded product. This will in turn be used to help inform the design of GCM forced simulations to provide regional information of possible future climatic changes in SWWA.
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