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Abstract
This thesis describes an analysis measuring the WW+WZ pro-
duction cross-section and setting limits on anomalous triple gauge
couplings, in the semileptonic final state, using 20.28 fb−1 data from
the ATLAS detector at a centre of mass energy of
√
s = 8 TeV.
Two different topologies are studied: one with two distinct jets
arising from the hadronic vector boson decay, and one with the
hadronic decay products merged into a single large-radius jet at
high transverse momentum.
In the resolved channel, the signal cross-section is measured with
4.45 σ significance with respect to the background-only hypothesis
and yielding a cross-section in the fiducial phase space of 219 pb,
in agreement with the Standard Model prediction. In the boosted
channel, the cross-section in the fiducial phase space was measured
to be 7.6± 4.9 pb, lower than the expected standard model cross
section of 15.3 pb, with a significance of 2.05 σ.
Limits are set on anomalous contributions to triple gauge in-
teraction vertices. For the resolved analysis, the observed 95%
CL limits are −6.0 < cWWW/Λ2 < 6.0, −39 < cW/Λ2 < 46 and
−6.9 < cB/Λ2 < 12.1 TeV−2. For the boosted analysis, the equivalent
observed limits are −2.54 < cWWW/Λ2 < 2.52, −15.6 < cW/Λ2 < 17.2
and −3.65 < cB/Λ2 < 4.94 TeV−2.
The thesis also presents a performance study of the ATLAS jet
triggers, during the period of upgrade from Run 1 to Run 2. The
study assesses a proposed technique to improve the performance of
the HLT jet trigger algorithms, by combining selected regions of
interest into a larger combined region.
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Chapter 1.
Introduction
Since the earliest times, man has sought to understand the cosmos, and his place
within it. The ancients were fascinated by the regular movements they witnessed in
the heavens, and in the structure of the most basic components of matter. What
is the nature of space and time? Are there basic elements from which all matter
is composed? Is the Universe governed by immutable laws? Are these laws simple
or complex? This insatiable curiosity seems to be innate within us; a yearning for
knowledge is present in humans from early childhood. This quest for knowledge has
embodied a civilisational project, spanning the generations, and driving all human
progress. Today, the search for answers to many of the most fundamental questions
falls within the realm of particle physics.
The apex of our progress is currently the Standard Model of physics. This
triumph of human ingenuity unifies all of the known forces of nature, except for
gravity, within a single, coherent mathematical framework. The Standard Model has
made predictions to incredible levels of precision, which we have seen confirmed by
experiment to astonishing levels of accuracy. The most precise measurements ever
made have now verified the Standard Model predictions of the electron magnetic
moment and fine structure constant to an accuracy of ten parts in a billion (10−8) [16].
Arguably the most advanced machines in human history, the Large Hadron Collider,
and the four detectors which surround it, are now testing the Standard Model to
destruction. So far, the theory has passed every test.
Yet even loftier zeniths must surely await. We know that the Standard Model
cannot be a fundamental theory of nature; from gravity, the force which rules the
macrocosm at its largest scales, to the dark matter and energy that account for over
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95% of all mass, the Universe is replete with phenomena that the Standard Model
cannot explain. It is likely that the Standard Model is merely the limiting case of
some even grander, underlying theory. Today, we can only speculate about a final
theory, unifying all known forces of nature and explaining all known phenomena.
Were mankind to achieve such a theory, we would, in the words of Stephen Hawking,
“truly know the mind of God” [17].
THe work presented here takes place within this context. It presents new measure-
ments of the Standard Model and sets new constraints on physics from beyond the
Standard Model. Data from the ATLAS experiment is used, from the 2012 runs at
the Large Hadron Collider. Specifically, the analysis aims to measure the production
cross section for pairs of vector bosons, WW+WZ, decaying in the semileptonic
channel, and to set new limits on anomalous triple gauge couplings in this channel.
Studies are also performed on the upgrade of the Large Hadron Collider during the
long shutdown of 2013-2014 and on the tagging vector bosons, using more recent
data from the second run of data.
Chapter 2 provides a survey of the theoretical foundation upon which this work
is built. It summarises the Standard Model. The full semileptonic decay chain of
vector bosons is governed by both of the main forces described in the Standard
Model. The objects produced in the leptonic decay are governed by the electroweak
interaction, whilst the hadronic decayproduces objects that also interact through
the strong force. Attention is also paid to physics beyond the Standard Model, in
particular to anomalous triple gauge couplings.
Chapter 3 discusses the machines that provide the data on which the analysis
is based, the Large Hadron Collider and the ATLAS detector. Particular detail
is given to the jet trigger system at ATLAS, and its upgrade during 2013-2014 to
accommodate a higher rate of data-taking at an increased centre of mass energy
during the second run from 2014 onwards.
The theory of the strong force, Quantum Chromodynamics, provides a particularly
rich and complex phenomenology, outlined in chapter 4. The Large Hadron Collider
collides protons, strongly interacting particles, and these interactions dominate the
phenomena seen. Of particular importance is the physics of “jets”, collimated sprays
of confined, strongly interacting particles, produced in copious quantities at the
Large Hadron Collider. A robust understanding of jets is a critical prerequisite to any
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analysis of hadronic objects at these energy scales. Yet jets are complex objects; this
chapter also discusses the emerging field of jet substructure. An accurate modelling
of the complex inner properties of jets is vital to the work presented in this thesis.
Details are also given of the simulation toolkits, known as “Monte Carlo” generators,
utilised to model these phenomena.
The process of moving from real particles to physical objects that can be measured
in a detector and studied in an analysis is known as “reconstruction”, described in
chapter 5. The reconstruction process is based upon a series of agreed conventions, of
how to define and calibrate different physical objects, ranging from jets, to electrons
and muons, as well as missing energy, not measured directly by the detectors.
Chapters 6 describes a study performed for the upgrades to the ATLAS trigger
system taking place between 2013-2014. For the second run of the Large Hadron
Collider, the trigger needs to cope with an increased luminosity and higher quantities
of pile-up events. The study considers a new approach to the jet trigger, based on
producing partial scans of events before passing these to the higher levels of the
trigger system. The aim is to investigate whether this can improve the speed at
which the trigger can process events without a significant loss of efficiency.
Chapters 7, 8 and 9 together describe the analysis to measure the production
cross-section of vector boson pairs, WW+WZ in the semileptonic channel, and to
set limits on anomalous triple gauge couplings. The analysis outline is provided in
chapter 7, including the motivations and aims. A fiducial phase space is defined in
which the measurement takes place, based upon a series of topological and kinematic
criteria to select or reject events. Chapter 8 explains the procedures for deriving
the systematic uncertainties that inevitably affect this analysis. Chapter 9 explains
the sophisticated statistical procedures used to perform a measurement of the cross-
section and to set limits on possible new physics, and provides the results of this
analysis.
Chapter 10 summarises these findings, and presents some final thoughts about
the work, its relevance and the future of the field.
The author of this work produced all of the contributions for chapter 6, in
collaboration with colleagues. The author produced the majority of the work for the
boosted analysis sections for chapters 7, 8 and 9, directly producing the plots for
the background modelling, systematic uncertainties, cross section measurement, and
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limit setting on anomalous triple gauge couplings, again with assistance of colleagues.
Collaborators produced the majority of work for the resolved analysis, some aspects
of the boosted analysis, including background modelling for non-resonant multijet
contributions, and the overlap removal between the boosted and resolved regimes.
1.1. A brief word on units
Natural units, with c = 1 and h¯ = 1, are used throughout this thesis, unless otherwise
stated. Therefore most masses, energies and momenta will all be expressed in units of
energy. Despite being “unnatural”, for historical reasons the GeV, or giga-electronvolt,
is accepted as the most common unit of energy throughout high energy physics, and
will be used throughout this thesis. One GeV is equal to 109 times the quantity of
work done in accelerating an electron through a potential difference of one volt.
Chapter 2.
Theoretical Framework
2.1. The Standard Model
The Standard Model is our most successful theory to describe the fundamental
particles of the visible Universe. Formally, the Standard Model is a gauge quan-
tum field theory (QFT), obeying the symmetries of the unitary product group
SU(3)×SU(2)L×U(1). The theory is described by a Lagrangian, containing 19 pa-
rameters, or 26 if we include the experimentally observed fact that neutrinos have a
mass. It describes the behaviour of a set of quantised fields, corresponding to the
known fundamental particles of the Universe. These particles fall into two families,
according to whether they have integer spin (bosons) or half-integer spin (fermions).
There are 12 fermions, four gauge bosons, and the Higgs boson. Each particle
represents a degree of freedom in one of the fields, or a combination of these fields.
The known elementary particles and their properties are described in table 2.1 [9].
The theory provides the most complete model of fundamental interactions, success-
fully describing all known physical processes except for gravity. The fields correctly
present the properties of all known fundamental particles, except for the neutrino
mass. The interactions of the fields accurately describe the physical processes be-
tween these particles. High precision experiments in recent decades have not lessened
the descriptive power of the theory, and the predictions from the theory have been
consistently verified. Most recently, the theory correctly predicted the existence of
the Higgs boson, discovered in 2012 [18,19].
34
Theoretical Framework 35
Particle charge [e] spin mass [GeV]
Quarks
up u +2
3
1
2
0.03
down d −1
3
1
2
0.006
strange s −1
3
1
2
0.1
charm c +2
3
1
2
1.3
bottom b −1
3
1
2
4.2
top t +2
3
1
2
173
Leptons
electron e −1 1
2
0.0005
muon µ −1 1
2
0.106
tau τ −1 1
2
1.75
electron neutrino νe 0 12 < 2× 10−9
muon neutrino νµ 0 12 < 1.7× 10−4
tau neutrino ντ 0 12 < 1.55× 10−2
Gauge bosons
photon γ 0 1 0
gluon g 0 1 0
Weak bosons
W± ±1 1 80.4
Z0 0 1 91.2
Higgs boson H0 0 0 126
Table 2.1.: The set of particles described by the Standard Model. The quarks and charged
leptons also have corresponding antiparticles. Neutrinos have antiparticles if
they are Dirac particles, otherwise they are their own antiparticle. [9]
Noether’s theorem [20] states that that every differentiable symmetry of the action
of a physical system has a corresponding conservation law. Therefore, the symmetries
of the Standard Model Lagrangian correspond to the conserved quantities observed
in nature, such as electric charge and angular momentum. The Standard Model can
be separated into two non-Abelian gauge theories. First is the unified electroweak
theory, a SU(2)×U(1) Yang-Mills gauge theory which describes the electromagnetic
and weak interactions. Second is Quantum Chromodynamics (QCD), an SU(3)
non-Abelian gauge theory that we believe describes the strong interaction.
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2.2. Electroweak Theory
The Electroweak theory is a SU(2)×U(1) Yang-Mills gauge theory, describing the
unified electromagnetic and weak forces. These interactions are mediated by the W±,
Z0 and γ gauge bosons. The theory explains phenomena such as beta radioactive
decay, and the electromagnetic force which holds atoms together. The unification of
the weak (described by the Fermi theory) and electromagnetic interactions (described
by Quantum Electrodynamics, or QED), for which Sheldon Glashow, Abdus Salam,
and Steven Weinberg were awarded the 1979 Nobel Prize, was one of the major
theoretical accomplishments in formulating the Standard Model [21–23].
To first appearances, the electromagnetic and weak interactions seem very dif-
ferent. The electromagnetic interaction is described by the theory of Quantum
Electrodynamics. The Lagrangian is given by
LQED = ψ¯
(
iγµ∂µ −m
)
ψ − eψ¯γµAµψ −
1
4
FµνF
µν , (2.1)
where ψ are spin-1/2 Dirac spinor fields for the electron, and for the photon field, Aµ,
Fµν = ∂µAν − ∂νAµ . (2.2)
The interaction is long range (mediated by the photon, a massless gauge boson),
conserves parity and acts equally on particles of left-handed and right-handed chirality.
By contrast, the weak interaction has a short range (and so must be mediated by
massive gauge bosons) and violates parity maximally. It acts only on weakly charged
left-handed particles and right-handed antiparticles.
To unify the interactions, two new uncharged massive gauge bosons were intro-
duced, the W 0 and the B0, alongside the W±. These neutral fields mix, according to
a weak mixing angle, θW . We can form the massless electromagnetic field A
µ from
a linear combination of these fields. The orthogonal combination produces a new
particle, which led to the prediction of a weak neutral current, the Z0:
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Aµ = +Bµ cos θW +W
µ,0 sin θW
Zµ = −Bµ sin θW +W µ,0 cos θW . (2.3)
The observation of this weak neutral current in the Gargamelle Bubble Chamber
in 1973 provided a major experimental verification of the theory [24].
The full electroweak Lagrangian is given by
LEW = Lgauge + LHiggs + Lfermion + LYukawa . (2.4)
The gauge term is the Lagrangian for the gauge fields of the weak interaction:
Lgauge = −
1
4
(
W iµνW
µνi +BµνB
µν
)
, (2.5)
where W iµ are the SU(2) gauge fields, and Bµ are the U(1) gauge fields. If g is the
coupling strength to the SU(2) field, then the corresponding field strength tensors
are given by
W iµν = ∂µW
i
ν − ∂νW iµ − gijkW jµW kν (2.6)
Bµν = ∂µBν − ∂νBµ . (2.7)
The Higgs term is discussed in section 2.2.1. The fermion terms describe the
coupling of fermions to the weak fields. The Yukawa terms describe the coupling of
fermions to the Higgs field, allowing them to acquire their masses. Their mathematical
details will not be discussed here.
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2.2.1. Electroweak Symmetry Breaking
The Englert–Brout–Higgs mechanism [25–27] breaks the SU(2)×U(1) symmetry
of the electroweak theory. Whilst the electromagnetic force has an infinite range,
mediated by a massless gauge boson, the weak force range is short, due to the high
mass of the gauge bosons that mediate the interaction. This spontaneous symmetry
breaking mechanism is necessary because the direct addition of boson Dirac mass
terms of the form 1
2
m2ψ¯ψ would break the gauge invariance of the theory. The Higgs
mechanism includes an additional SU(2) double field φ into the Standard Model,
with the Lagrangian,
LHiggs = (Dµφ)†(Dµφ)− µ2φ†φ− λ(φ†φ)2 , (2.8)
where the covariant derivative Dµ is defined by,
Dµ = ∂µ +
1
2
igτ¯W¯µ +
1
2
ig′Y Bµ . (2.9)
The first term of the Lagrangian is the kinetic part; the second and third terms
define the Higgs potential, a quadratic in φ†φ with real coefficients −µ2 and −λ.
If −µ2 ≤ 0, then the state of minimum energy will be at φ = 0, and the potential
will preserve the symmetries of the Lagrangian. Then the theory is equivalent to
QED, with a massless photon and a charged scalar field φ of mass µ. However, if we
require that −µ2 > 0, then the potential will acquire a non-zero vacuum expectation
value, v,
v√
2
≡ |φ0| =
√
−µ2
2λ
. (2.10)
Without loss of generality, we can parameterise φ by,
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φ =
v + h√
2
ei2pi
τ
a
/v , (2.11)
where h and τa are simple scalar fields, with zero vacuum expectation, referred to as
the Higgs and Goldstone fields respectively. Substituting these terms back into the
Lagrangian in equation (2.8), we have terms of the form,
g2
v2
8
[(
W 1µ
)2
+
(
W 2µ
)2
+
(
g′
g
Bµ −W 3µ
)]
, (2.12)
which take the form of mass terms for the massive gauge bosons, proportional to
g2v2. Let us apply the mixing relations from equation (2.3) and introduce a linear
change of basis, W±µ ≡ 1√2(W
1
µ ∓W 2µ). If we substitute these terms in, we arrive at
mass terms for the observed W , Z and γ particles of the electroweak theory:
mA = 0 ,
mW =
v
2
g ,
mZ =
v
2
√
g2 + g′2 =
mW
cos θW
. (2.13)
Starting from a Lagrangian containing only massless bosons, the Higgs mechanism
has given masses to new bosons, constructed from linear combinations of these
massless fields. These mass terms originate as three out of the four original degrees of
freedom of the complex Higgs doublet. The remaining degree of freedom corresponds
to the Goldstone boson, which can be removed from the theory altogether by
convenient choice of gauge.
We can then introduce explicit couplings between the field and the fermions to
give these particles masses as well; however, in so doing, we introduce an additional
degree of freedom into the Standard Model for each coupling. Moreover, since the
field interacts with massive particles, it will be perturbed from the vacuum minimum
when mass is present. This leads to terms corresponding to a new massive scalar
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boson of mass
√
−2µ2, zero spin, no electric charge or colour charge. The discovery
of this particle, referred to as the Higgs boson, in 2012 was generally interpreted as
confirming the electroweak symmetry breaking model.
2.2.2. Electroweak Triple Gauge Couplings
Gauge couplings arise from the self interaction terms of the Electroweak Lagrangian,
Equation (2.5). Expanding out the equation in terms of the field tensors, Equa-
tion (2.6) and Equation (2.7), terms will arise of containing three gauge fields (triple
gauge couplings, or TGCs), or four gauge fields (quartic gauge couplings, or QGCs).
These couplings arise due to the SU(2) symmetry of the field, and the fact that the
generators of the gauge group, ijk, do not commute. These terms give rise to the
multi-gauge-boson interactions and are the source of electroweak diboson production.
The possible set of trilinear couplings involving the electroweak gauge bosons
would be WWW , WWγ, WWZ, ZZγ, Zγγ, ZZZ and γγγ. However, WWW cou-
plings are excluded by the requirement of charge conservation, whilst γγγ couplings
could not conserve four-momentum. Of the remaining couplings, SU(2) symmetry
implies the only forms allowed are WWZ and WWγ, because the Lagrangian must
be invariant under an SU(2) rotation. Figure 2.1 shows the leading order process
that can produce triple gauge vertices at a proton-proton collider.
q
q’
p
p
Figure 2.1.: Feynman diagram showing leading order process that can produce triple gauge
vertices in proton-proton collisions, at leading order. Only two couplings are
possible, WWZ, and WWγ.
Many aspects of the gauge structure of the SU(2) × U(1) electroweak theory
have been tested extensively, such as the vector boson masses and their couplings
to fermions. However, the non-abelian self-interactions of vector bosons, such
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as the triple gauge couplings, WWZ, have been measured to a lower precision.
Measurements of these couplings are potentially sensitive to new physics, as will be
discussed in section 2.4.2 [28, 29].
2.3. The Strong Force and Quantum
Chromodynamics
Quantum Chromodynamics (QCD) is the theory which describes the strong force in
the Standard Model [30–32]. This force is responsible for binding quarks into hadrons;
it is mediated by gluons, massless gauge bosons. The mathematical structure of
the SU(3) theory is in some ways analogous to the U(1) QED theory that describes
electromagnetism, with both quarks and gluons carrying a colour charge, fulfilling
a comparable role to electric charge. A quark’s colour can take one of three values
or charges, labelled red, green, and blue. An antiquark can take one of three anti-
colours, labelled anti-red, anti-green, and anti-blue. Gluons take a colour–anti-colour
pair, such as red and anti-green. In QCD, we consider eight gluons of the possible
nine colour–anti-colour combinations to be unique. However, there are important
properties unique to QCD; we observe behaviours, such as asymptotic freedom and
colour confinement that are not seen in QED [33].
The Lagrangian for QCD is given by
LQCD = ψ¯q,a
(
iγµ∂µδab −mqδab
)
ψq,b − gsGAµ
(
ψ¯q,aγ
µT abA ψq,b
)
+
1
4
FAµνF
µν
A (2.14)
where for a gluon field GAµ ,
FAµν = ∂µG
A
ν − ∂νGAµ − gsfABCGBµGCν . (2.15)
Note that the Lagrangian obeys SU(3) as an exact symmetry, so the strong interaction
is invariant under rotations in colour space.
Here, the ψ are quark field spinors, with the sum over 6 flavours; up, down,
strange, charm, bottom and top, with the corresponding masses represented by mq
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and a colour index a that runs from a = 1 to the number of colour charges, Nc = 3.
The GA correspond to the gluon fields, with A running from 1 to N
2−1
c = 8. The
quarks form the fundamental representation of the group, whereas the gluons form
the adjoint representation.The γµ are the Dirac gamma matrices, summed according
to the Einstein summation convention. The Ta are the traceless, hermitian Gell-Mann
matrices, which allow for rotation in colour space. gs is related to the strong coupling
constant αs by the relation αs = g
2
s/4pi2. fABC are the structure functions of the SU(3)
group. From expanding out the terms in the Lagrangian, it is clear that there are
two terms in which the gluon couples to quark-antiquark pairs, analogous to the
photon couplings to charged particles in QED. However, due to the nonabelian third
term in the field strength tensor, there are also triplet and quartic gluon-gluon vertex
interactions, to which there is no analogy in QED. This is what leads to the unique
QCD behaviours, of colour confinement and asymptotic freedom.
2.3.1. Ultraviolet and Infrared Divergence
Two types of divergence are possible in QCD: infrared (IR) and ultraviolet (UV). IR
divergences occur when integrals diverge because of contributions of objects with
very small energy approaching zero, or, equivalently, because of physical phenomena
taking place at very long distance scales. UV divergences occur when integrals
diverge because of contributions from objects with very high energy or, equivalently,
because of physical phenomena taking place at very short distance scales.
In the case of QCD, IR divergences occur because gluons have zero mass, and
are impossible to resolve at low energies. The divergences come in two types: soft
and collinear exchange, shown in figure 2.2. Soft exchanges, mediated by what are
termed Coulomb gluons, occur between the incoming quarks. Collinear gluons, those
with transverse momentum k⊥ close to zero, will propagate parallel to the quark
or gluon from which they are emitted. One way to respond to the divergence is to
apply dimensional regularisation, which reduces the range of the loop integral by a
particular factor, and then takes the limit of the integral as the factor is increased to
infinity.
The vertices that appear in the QCD Lagrangian permit a quark or a gluon
to emit a gluon, or for gluons to make quark or gluon loops. These interactions
are shown in figure 2.3. Analogously to QED, the strength of these interactions
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(a) Left of the interaction vertex:
soft Coulomb gluon exchange;
to the right: a hard collinear
gluon.
(b) A simple gluon loop
Figure 2.2.: Feynman diagrams displaying (a) IR and (b) UV divergences, respectively.
is governed by the coupling constant αs. However, in these loops, the momentum
is unconstrained, resulting in an integral of divergent value. This is known as the
ultraviolet divergence. One response to this is to introduce an ultraviolet cut-off
at momentum transfer Q0, a scale at which we take QCD to no longer be a valid
theory. We then absorb these divergences into the definition of the parameters
used, producing renormalisation parameters, valid at all orders, and yielding finite
predictions for physical observables.
(a) Quark loop
(b) Gluon loop
Figure 2.3.: Feynman diagrams displaying (a) quark and (b) gluon loops, respectively.
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2.3.2. Asymptotic Freedom
Absorbing these extra diagrams into the definition of the strong coupling constant is
analogous to the “electric charge screening” of QED. Through this renormalisation
procedure, the sum of the perturbative series of diagrams of increasing order is
mathematically equivalent to a single diagram with a “running” coupling constant,
αs(Q
2) ≈ αs(Q
2
0)
1 +Bαs(Q
2
0) ln
(
Q
2
Q
2
0
) , (2.16)
where for Nc colours and Nf quark flavours, the constant, B, is given by
B =
11Nc − 2Nf
12pi
. (2.17)
Different to the coupling in QED, this coupling constant, αs, decreases with
increasing four-momentum transfer (Q2), resulting in the anti-screening of the colour
charge. In the case of QED, we can view the vacuum polarisation as “screening” the
charge as the distance from it is increased; in QCD, the fact that the gluons are
themselves charged and can self-interact produces this competing effect, and results
in the strength of the interaction increasing with distance.
This leads to the property of asymptotic freedom: at very high energies, or very
short distances, the strength of the colour field decreases, and consequently quarks
behave more like free particles. This is the opposite to that seen in QED, where
the charged particles behave more like free fields at low energies or long distances.
Consequently, perturbation theory is only valid in QCD in the very high energy
regime, where high precision tests of the theory are possible. At low energies, QCD
calculations become extremely difficult to perform.
2.3.3. Colour Confinement
Experimentally, we never observe colour charged particles in isolation, i.e. free quarks
or gluons. Instead, physicists have only deduced the existence of quarks from the
properties of bound colour singlet states, mesons and baryons, and confirmed their
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existence through deep inelastic scattering experiments (see section 2.3.5) performed
on these bound states. It is therefore believed, although not yet proven, that all
observable free particles must be colourless. Although no analytic proof exists that
quantum chromodynamics should be colour-confining, the current best theory is that
the property arises from gluon self-interactions.
As any two electrically charged particles separate, the electric fields between them
diminish quickly, allowing, for example, electrons to become unbound from atomic
nuclei. However, as a quark-antiquark pair separates, the gluon field is “squeezed”
by the gluon self-interactions, and so forms a narrow tube of colour field between
them. The cross-section of these tube remains approximately constant even as it is
stretched. The number of field lines, dependent only on the number of colour sources
also remains constant. Therefore, the field strength in the tube does not decrease as
the distance between them increases, instead remaining approximately constant. As a
result, the energy of the system increases linearly with the quark-antiquark separation.
Therefore, energy injected into the hadron does not separate the quarks, but instead
goes into the creation of new quark-antiquark pairs, illustrated in figure 2.4.
q  q
q  q
 qq qq
q q  q q
Hadron Jet
Figure 2.4.: The colour force is believed to favour confinement because it is more energet-
ically favorable to create a quark-antiquark pair than to continue to elongate
the colour flux tube.
As a consequence, highly energetic qq¯ states, such as those produced in hadron-
hadron collisions, will continue to produce more pairs until a stable ground state
is reached. This process, known as hadronisation, or fragmentation, results in the
formation of many hadronic final states.
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2.3.4. Hadronisation and Jets
As discussed in section 2.3.3, coloured quarks may be produced as a final state of a
collision, and can be described by perturbative QCD calculations, but due to colour
confinement, we only observe colourless hadrons as final states in experiments. The
process by which quarks form hadronic final states is known as hadronisation; both
this and the showering processes are inherently non-perturbative: consequently they
must be described using phenomenological models. In practice, at detector level, we
observe collimated showers of hadrons, with an implicit non-perturbative component.
Hence, instead of individual hadrons, particle showers are typically enveloped into
ensembles known as “jets”.
The concept of jets originates in cosmic ray studies in 1952 [34]. When sufficiently
energetic cosmic rays interacted with nuclei in an emulsion plate, physicists recorded
a shower of particles. The experiment operated by finding tracks in emulsion plates
by eye, aided by scanning machines. As the momentum of the cosmic particles
increased, the showers became increasingly directional, but also more complex. All
tracks originating from a single observed interaction point were then grouped as a
jet.
The first evidence of jets arising from quarks was obtained in e+e− → qq¯ events
at the SPEAR collider in 1975 [35]. Hadrons are composed of constituents known as
partons (quarks and gluons). However, it is fundamentally impossible to measure
the properties of partons: they are not physical objects but rather propagators, and
their representation may vary depending on the model being used. On the other
hand, jets are well-defined objects, and so provide a means to measure the parent
particles: many properties of quarks and gluons can be deduced from jet analyses.
The phenomenology of jets will be discussed extensively in chapter 4.
2.3.5. Deep Inelastic Scattering
Deep inelastic scattering, the interaction of leptons, such as electrons, muons or
neutrinos with individual partons, is used to probe the structure of hadrons. It
provided the first first convincing evidence that quarks were a real phenomenon,
rather than simply a mathematical device. Let us look at the example of e±p
scattering. When at high enough energy to resolve the parton structure of the
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hadron, the probing particle, will interact with a quark, carrying a fraction x of the
proton’s four-momentum, p. The cross-section for the process is
d2σ
dxdQ2
=
4piα2
Q4
[(
1− y − m
2
py
2
Q2
)
F2(x,Q
2)
x
+ y2F1(x,Q
2)
]
. (2.18)
where Q2 = −q2 is related to the momentum transfer between the quark and
electron, y = Pp · q
pp · pc is the fraction of the electron’s energy transferred to the proton
in the proton’s rest frame, mp is the proton mass, and F1(x,Q
2) and F2(x,Q2)
are, respectively, the pure magnetic and electromagnetic proton structure functions,
describing the momentum distribution of the quarks and the proton. In the high
energy limit, Q2  m2py2, the expression for the cross-section simplifies to
d2σ
dxdQ2
=
4piα2
Q4
[
(1− y) F2(x,Q
2)
x
+ y2F1(x,Q
2)
]
. (2.19)
In 1969, it was predicted that the structure functions, F1(x,Q
2) and F2(x,Q
2),
should be approximately independent of Q2 in the deep inelastic limit, Q2 → ∞,
while x remains finite [36]. This has been experimentally verified over a large
range of x; however, at very low values of x, F2(x,Q
2) will rise with increasing Q2,
whereas at high values of x, F2(x,Q
2) will fall with increasing Q2. Nonetheless,
structure functions are more dependent on the kinematic quantity x, than on the
four-momentum transfer of the collision, Q2. In addition, we have experimentally
observed that the structure functions F1(x,Q
2) and F2(x,Q
2) obey the Callan-Gross
relation:
F2(x) = 2xF1(x) . (2.20)
The differential cross-section for elastic scattering between an electron and a
quark of charge qi carrying a fraction, x, of the proton’s four-momentum is given by
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d2σ
dxdQ2
=
2piα2
Q4
[
1 + (1− y)2] . (2.21)
Inside a hadron, the parton distribution function (PDF), fq(x0, Q
2)δx, expresses
the fraction x between x0 and x0 + δx [37]. So multiplying equation (2.21), by
the relevant PDF, we can arrive at the cross-section for electron scattering with a
particular quark type in the proton:
d2σ
dxdQ2
∣∣∣∣∣
x→x+δx
=
4piα2
Q4
[
(1− y) + y
2
2
]
q2i fq(x0, Q
2)δx , (2.22)
leading to an equation for the total differential cross-section between the electron
and the proton, from summing over all the quark and antiquark types in the proton:
d2σ
dxdQ2
=
4piα2
Q4
[
(1− y) + y
2
2
]∑
q2i fq,i(x0, Q
2) . (2.23)
Comparing equation (2.23) to equation (2.19) leads to equation (2.24) for the proton
structure functions in electron scattering,
F2(x) = 2xF1(x) =
∑
i
xfq,i(x0, Q
2) + xf¯q,i(x0, Q
2) . (2.24)
This provides evidence for the parton picture of hadrons; the four-momentum of
the hadrons is carried by constituent particles (quarks and gluons) known as partons.
Currently, fq cannot be calculated analytically because perturbation theory is only
valid in QCD in the very high energy regime. However, physicists have managed to
measure experimentally the PDFs of the partons across a wide range of x and Q2.
Key measurements of PDFs have taken place at experiments like H1 and ZEUS, at
the HERA lepton–proton collider [38–41]. The evolution of PDFs can be determined
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using splitting functions, derived from the DGLAP equations [41–44]. They are
usually assumed to be process-independent, so PDFs measured from deep inelastic
scattering experiments may then be applied when modelling other processes.
2.3.6. Factorisation
In practice, calculations of cross-sections for real QCD processes can be technically
difficult. Quark and gluon splitting can continue until the four-momentum of the
partons is very low. Theoretically, g → gg splitting can continue even as the massless
gluon 4-momenta approaches the limit of zero. Thus, perturbative QCD cannot in
general be used when considering the parton structure of hadrons in calculations for
real processes.
The process of factorisation splits QCD into two regimes, which can be determined
separately. The procedure only works exactly for processes with 0 or 1 incoming
quarks or gluons — hence for hadron collider experiments, it must currently be
applied in approximation only due to contributions from multiparton interactions. We
write the process cross-section as a convolution of a perturbative coefficient function,
which can be calculcated as a series in terms of the coupling constant αs, and a
non perturbative parton distribution function, usually determined from experiments.
This is shown schematically for proton-proton collisions in Equation (2.25).
As in the case of the renormalisation procedures discussed in section 2.3.3, a
choice must be made about the scale, called the factorisation scale, µf , at which Q
and αs are chosen. Below this scale, emissions are included as part of the PDFs,
whilst above it, emissions are included in the coefficient function calculation. We
usually take µf to be of the order of the typical four-momentum transfer for the
process being considered, µ2f ∼ Q2. In the example of proton–proton collisions, the
factorisation of the expression for the cross-section takes the form,
σpp scattering =
∫∫
dx1dx2
∑
a
∑
b
PDFs︷ ︸︸ ︷
fa(x1, µ
2
F )fb(x2, µ
2
F )
Hard scatter︷ ︸︸ ︷
σˆa, b
(
pp,1pp,2αs(µ
2
R),
Q2
µ2F
Q2
µ2R
)
.
(2.25)
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where, µF is the chosen factorisation scale, while µR is the renormalisation scale. Q
2
is the hard scale that characterises the parton–patrton interaction. The 4-momenta
of the two interacting partons is given by pp,1,2; fa and fb are their PDFs. The form
of the convolution is analogous for other scattering processes involving hadrons.
Since the perturbation series is an asymptotic expansion, in practice there is a limit
to the precision we can calculate theoretical quantities in QCD. We provide indications
of the uncertainties on these theoretical predictions by varying renormalisation and
factorisation scales away from their chosen values, usually by a factor of 2.
2.4. Physics beyond the Standard Model
The Standard Model remains our most successful model of fundamental physics,
its predictions verified from decades of high energy experiments and subjected to
intense scrutiny. Nonetheless, the Standard Model cannot be a complete description
of nature, and is subject to certain theoretical and experimental limitations. The
search for physics beyond the Standard Model (BSM) is an active, ongoing area of
research, with proposed models including supersymmetry and loop quantum gravity.
Some current of the problems within the Standard Model are outlined below.
1. Gravity
The most significant limitation of the standard model is the lack of a description
of gravity. The Standard Model does not explain gravity. The approach of simply
adding a new gauge boson, a “graviton”, to the Standard Model does not recreate
experimental observations without other modifications, as yet undiscovered,
to the model. No renormalisable quantum field to describe gravity has ever
been formulated that is compatible with the tenets of general relativity. The
unification of gravity with the other forces of nature may require an altogether
different approach [45].
2. Dark matter and energy
Cosmological observations tell us the standard model explains only around
5% of the energy present in the universe. Astronomical observations currently
suggest that the matter is dominated by an invisible “dark matter”, comprising
about 26% of the Universe’s energy. Presumably, this matter does not interact
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electromagnetically, as it does not seem to absorb or emit light. Nor does it
decay into known hadronic states and so presumably does not interact with
the strong force. However, it does interact gravitationally, for example by
influencing the rotation curves of observed galaxies, and through gravitational
lensing. The properties of this dark matter, if this is the correct inference from
these observations, are not well understood. Although neutrinos could fit the
profile, their mass is insufficient to provide an explanation. The Standard Model
is therefore missing a candidate to explain this dark matter [46,47].
Meanwhile, cosmological models suggest that about 69% of the Universe’s energy
should be dark energy, a constant energy density for the vacuum. Attempts to
explain dark energy in terms of vacuum energy of the standard model lead to a
mismatch of 120 orders of magnitude [48].
3. Neutrino masses
In the Standard Model, neutrinos are defined as massless. However, recent
experiment evidence of neutrino oscillations suggests that they do indeed have
masses, albeit much smaller than any other observed massive particles. The
exact mechanism by which neutrinos obtain mass is not known; they may be
Dirac particles like other fermions; however, the small scale could hint that they
have a Majorana mass, meaning that the neutrinos are their own antiparticle.
The theoretical appeal of this comes from the Seesaw Mechanism [49,50].
4. Matter-antimatter asymmetry
The observed universe consists almost entirely of matter rather than antimatter.
In existing cosmological models, the baryon and lepton numbers at the beginning
of the universe were zero. Given this, the standard model would predict that
matter and antimatter should have been created in almost equal amounts. The
Standard Model does contain some CP violation in the weak interaction, leading
to a small asymmetry in the decays of matter and antimatter; however, this is
insufficient to explain most of the scale of the imbalance [51].
5. Mass hierachy problem
There is a large disparity between the masses of the lightest and heaviest
observed quarks and leptons, with the top quark having a mass forty times
greater than the next heaviest, the bottom quark. The Higgs mechanism itself
makes no prediction for the masses of fermions; these are determined by Yukawa
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couplings of the fermion fields to the Higgs scalar field, which are currently
input as free parameters. This feels unnatural to many physicists [52].
6. Hierachy problem
More significantly, the Higgs mass parameter µ receives very large quantum
corrections due to loop diagrams, especially those involving virtual top quarks.
These are cut off at the scale λ of the Standard Model, assumed to be valid up
to around the Planck mass scale, Mpl =
√
h¯c/8piG, at which point hypothetical
particles like gravitons may become important. Given that the Higgs mass is
126 GeV, the scale µ2 ≈ −104 GeV; if the cut-off is at the Planck scale this
would lead to higher order corrections of around 1031 GeV. These corrections
are much larger than the actual mass of the Higgs, meaning that the bare mass
parameter of the Higgs in the Standard Model requires an enormous amount
of fine-tuning, in order to almost completely cancel the quantum corrections.
Again, to many physicists, this feels very unnatural [53].
7. Strong CP problem
There are no known theoretical restrictions to prevent the strong force La-
grangian from containing terms that break CP symmetry. Experimentally, no
CP violation has been found in the strong sector, suggesting that any such
terms must have a coefficient close to zero. This also seems to require unnatural
fine tuning [54].
8. Number of parameters
The Standard Model has 19 free parameters; or 26 if neutrino masses are
included. Having so many free parameters in a fundamental theory seems
unsatisfactory [55].
2.4.1. The Effective Field Theory approach
If BSM physics exists, then we expect that the Standard Model must be an effective
field theory, valid at low energies, but breaking down somewhere above the energy
scales that have so far been experimentally probed. We call this the scale of new
physics, Λ. Given the current lack of experimental evidence for new physics, it often
makes sense to use model-independent Lagrangian parametrisations of any BSM
physics as far as possible [56]. An effective Lagrangian can take the form,
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Leff[φ] =
∑
n
1
Λn
∑
i
αniOni , (2.26)
where Leff[φ] is the effective Lagrangian, and the operators Oni have the dimensions
[mass]n−4 are functions of the fields φ. We can approximate the expansion with a
finite number of terms, using the assumption that all particle masses and momenta
fall well below the new physics scale, Λ. However, such an effective Lagrangian
will fail at energy scales close to Λ because all terms in the expansion of n become
approximately equally significant. So it makes no sense to test the unitarity of such
a theory at arbitrarily large energies. At the scale close to Λ, a better, underlying
high energy theory is needed to make predictions [56, 57].
2.4.2. Anomalous Triple Gauge Couplings in the Electroweak
Sector
BSM physics is likely to modify the self-interactions of vector bosons, in particular
the TGCs. If the new physics occurs at an energy scale, Λ, then the terms in
equation (2.26) can be integrated out, and the result expressed as a set of anomalous
(non-Standard Model) interaction vertices, such as anomalous triple gauge couplings
(aTGCs) [56].
We would expect BSM physics to lead to large deviations for Standard Model
predictions on gauge boson self-interactions. In certain models, one-loop contributions
from aTGCs to measured parameters could turn out to be quadratically or even
quartically divergent. At the scale of new physics, and for sufficiently large Λ,
the value of the quantum corrections would become much larger than lower order
effects. These problems imply that the Lagrangian of the effective field theory for the
Electroweak interaction becomes inconsistent at large Λ: to avoid such an unphysical
situation, significant deviations for the triple gauge couplings must occur at a lower
physics scale, or alternatively, extra parameters are needed to cancel the apparent
divergences. Measurements of these triple gauge couplings could therefore provide a
particularly clear search for new physics [28, 57].
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If we assume that Λ is large, so we can cut off operators of dimension 8 or greater,
then the most general set of Lagrangian terms for WWV , V ε{Z, γ} are
LWWZ
gWWZ
= igZ1
(
W †µνW
µZµ −W †µZνW µν
)
+ iκZW
†
µWνZ
µν
+ i
λZ
m2W
W †λµW
µ
ν Z
νλ − gZ4 W λµνWν (∂µZν + ∂νZµ)
+ gZ5 
µνλρ
(
W †µν∂λWν − ∂λW †µνWν
)
Zρ
+ iκ˜ZW
†
µνWnuZ˜
µν + i
λ˜Z
m2W
W †λµW
µ
ν Z˜
νλ , (2.27)
where gWWZ = −e cot(θW ) and X˜µν ≡ 12µνλρXλρ. For the Standard Model La-
grangian, all couplings are zero except for gZ = κZ = 1.
We generally express deviations from the standard model in terms of λX , ∆g
X
1 ≡
gX1 − 1, and ∆κX1 ≡ κX1 − 1. If we assume gauge invariance of the electromagnetic
fields, then ∆gγ1 will be zero, leaving five parameters remaining: λZ , ∆κZ , ∆g
Z
1 ,
λγ, and ∆κγ. In general, we assume that the new terms do not introduce any
additional charge conjugation violation or parity violation, referred to as the “LEP
constraints” [58]:
∆κZ = ∆g
Z
1 −∆κγ tan2 θW ,
λZ = λγ . (2.28)
The LEP model leaves us with 5 − 2 = 3 free parameters, which we choose as
λ = λγ = λZ , ∆κZ and ∆g
Z
1 . Applying the LEP constraints will greatly simplify the
effective Lagrangian;
LWWZ
gWWZ
= igZ1
(
W †µνW
µZµ −W †µZµW µν
)
+ iκZW
†
µWνZ
µν + i
λZ
m2W
W †λµW
µ
ν Z
νλ .
(2.29)
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The aTGC amplitudes have a non-trivial dependence on the total energy of the
TGC vertex, sˆ (equivalent to the invariant mass of the diboson system). The κZ
term will be linear in
√
sˆ, whilst the other two, gZ1 and λZ will be linear in sˆ. The sˆ
dependence means that variables dependent on sˆ, such as the cross-section and the
pT of the leading jets from vector boson decays. Moreover, the gauge boson pT s will
be particularly sensitive to the aTGCs due to the derivative terms in the effective
Lagrangian, which translates to gauge momentum dependence [59].
The implications of this are that studies of TGCs could provide a particularly
sensitive field in searches for new physics. Measurements of diboson decays can
provide a particularly useful channel, with high sensitivity to aTGCs. This sensitivity
will be particularly high for systems with high Lorentz boosts, i.e. with objects
carrying high pT [60, 61].
2.4.3. An Effective Theory Interpretation of Triple Gauge
Vertices
Some theorists prefer to employ an effective field theory interpretation of aTGCs.
We can relate the parameters of effective field theories to those used to parametrise
the aTGCs in section 2.4.2. Let us consider an effective field theory model in the
form given in equation (2.26), and apply the demand that it reduces to the Standard
Model in the limit that
√
s is well below Λ. The dimension-4 operators will simply
be the terms of the Standard Model Lagrangian, whilst higher order terms will
represent new physics. If we restrict ourself to dimension-6 operators, there are
3 such operators that contribute to triple-gauge-boson interactions. Dimension-8
operators would be suppressed by an additional factor of 1/Λ2.
One useful paramaterisation [62] of these operators is
OWWW = Tr
[
WµνW
νρW µρ
]
,
OW = (DµΦ) †W µν(DνΦ) ,
OB = (DµΦ) †Bµν(DνΦ) , (2.30)
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where Φ is the Higgs doublet, and W µν , Bµν are as defined in equations (2.6) and
(2.7). We name the coefficients of these operators cWWW , cW and cB respectively. If
we apply the LEP constraints, then matching the effective field theory Lagrangian
terms to those in equation (2.29), we arrive at a simple linear relationship between
the effective field theory parameters and the aTGC parameters:
cWWW
Λ2
=
2
3g2m2W
λ ,
cW
Λ2
=
2
m2Z
∆gZ1 ,
cB
Λ2
=
2
m2W
∆κγ −
2
m2Z
∆gZ1 , (2.31)
where g is the Electroweak coupling constant. The linear relationship means that by
searches for limits on aTGC parameters can also be used to set limits on effective
field theories for BSM physics. Several analyses at the ATLAS and CMS experiments
described in chapter 3, have searched for anomalous couplings by looking at the
decays of vector bosons [14,63,64].
Chapter 3.
The Large Hadron Collider and the
ATLAS Detector
3.1. The Large Hadron Collider
The Large Hadron Collider (LHC) [65] is by far the largest synchrotron proton
accelerator ever built. It is located around 100m underground, in a roughly circular,
27km circumference tunnel, based at the European Centre for Nuclear Research
(CERN), near Geneva, Switzerland. The purpose of the LHC is to deliver proton-
proton collisions at the highest energy ever explored, to provide the opportunity to
make precision tests of the Standard Model and to search for new physics, beyond
the Standard Model.
A chain of accelerators provide the proton beams for the LHC. First is LINAC2,
a linear accelerator using a duoplasmatron ion source to deliver pulses of 50 MeV
protons. These are accelerated to successively higher energies by a set of circular
synchrotron accelerators. The Proton Synchrotron Booster accelerates them to
1.4 GeV, then the Proton Synchrotron accelerates them to 26 GeV, then the Super
Proton Synchrotron accelerates them to 450 GeV. Finally, the protons enter the LHC
itself, the largest synchrotron accelerator, which in Run 1 (2009-2013) accelerated
protons up to an energy of 4 TeV in each beam, for a centre of mass energy
√
s = 8 TeV,
by far the highest ever achieved 1. Figure 3.1 shows the CERN accelerator complex.
1 The previous highest centre of mass energy achieved was
√
s = 1.96 TeV at the Tevatron
accelerator.
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Figure 3.1.: The layout of the accelerator structures and experiments present at CERN [2].
The LHC itself consists of two separate evacuated beam pipes, contained within
a series superconducting electromagnets, cooled to 1.9 K by a bath of liquid Helium.
The magnetic fields keep the high energy protons within the confined space of the
synchrotron. The beam pipes each have their own radio frequency (RF) cavities,
which accelerate the protons using a standing wave electromagnetic field, whose
frequency is timed to give the protons a small kick of energy each time they pass by.
Two main types of magnet are used within the LHC; large superconducting dipoles
to guide the beams round the curvature of the machine, and quadrupoles, used to
focus and squeeze the beam size.
The bunches of protons inside the LHC circulate continuously, in opposite direc-
tions, crossing at a set of fixed interaction points around the ring. The bunches must
be sufficiently spaced such that they are in time with the rise of the RF cavities to
allow acceleration, ramping up the energy from 450 GeV to the full beam energy,
up to 4 TeV in Run 1. In addition, the bunches need to be positioned to collide at
each of the four interaction points. The optics of the machine squeezes the beams
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size at these points. Four main experiments take place at the interaction points;
CMS (Compact Muon Solenoid), and ATLAS (A Toroidal LHC ApparatuS), which
are general purpose detectors, ALICE, which focuses on heavy ion physics, LHCb,
which focuses in particular on flavour physics, such as that of particles containing a
b quark. As the beam energy is increased, the magnetic fields of the dipole magnets
must be synchronously ramped from 0.53 T at injection to around 4 T at the full
beam energy, in order to continue to bend the beam around the LHC.
Many of the processes that we want to study will typically happen only very
rarely in proton collisions. The number of events we expect in a particular time
will depend upon the cross-section, σ, and on the instantaneous luminosity of the
collider, L :
dn
dt
= L σ =
fnbn
2
p
A
× σ = fnbn
2
p
4piσxσy
× σ . (3.1)
Here the instantaneous luminosity, L , is defined, for a machine like the LHC with
symmetric beams in terms of f , the rotation frequency of the beams, nb, the number
of bunches per beam, np, the number of protons for each bunch, and A, the transverse
area of the beam. σx and σy characterise the Gaussian transverse beam profiles in
the horizontal and vertical directions; we assume that the bunches are identical in
transverse profile, that the profiles are independent of the position along the bunch,
and that the particle distributions are not altered during the collision. Generally,
accelerators aim for the highest possible luminosity, to enable the study of rarer
processes with smaller cross-sections. The total luminosity delivered over a period of
time is called the integrated luminosity.
3.2. Pile-up and the Underlying Event
A typical proton-proton collision is highly complex process. As discussed in chapter 2,
protons are composite objects with complex internal structures. To first order, we
can consider a “hard process” in which an individual pair of quarks or gluons inside
the incoming protons interact and exchange momentum; however, in addition to this,
one would expect interactions between the remnants of the protons whilst they are
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still close to the direction of the beam, and in addition initial or final state radiation
(ISR or FSR) from the incoming or outgoing quarks and gluons, respectively. The
particles from these processes are known as the underlying event. Furthermore, when
bunches of protons cross, it is possible that other protons in each bunch will interact
in inelastic collisions, known as pile-up collisions.
In order to increase the luminosity, it is desirable to maximise the number of
protons per bunch, and to keep the transverse area of the beam as small as possible.
However, when n2p/A is very large, each bunch crossing produces more inelastic
proton-proton scatters, known as in-time pile-up. Similarly, to increase luminosity,
it is desirable to maximise nb. However, as nb rises, the time between collisions at
an interaction point falls, so that a particular collision can be contaminated from
particles from other bunch crossings. This is known as out-of-time pile-up.
In Run 1, the LHC delivered 25 fb−1 integrated luminosity, at centre of mass
energies 7 and 8 TeV. This enabled studies of processes with cross-sections as low
as a few fb at these energies. In order to achieve this, beams circulated with
bunches composed of approximately 1011 protons. When colliding, these bunches
were squeezed into a transverse diameter of around 20 µm. As a result, there were of
order O(20) in-time pile-up events for each measured interesting event. The beams
had up to around 1400 bunches each. The revolutionary frequency was approximately
11kHz. This led to delivered instantaneous luminosities of around 10nb s−1. Beams
are optimally circulated for 12 hours at a time, their lifetimes limited by the amount
of scattering taking place in collisions, and by interaction with the residual gas in
the beam pipe.
3.3. ATLAS coordinates
The ATLAS coordinate system defined here will be used throughout the thesis. The
origin of the coordinate system is defined as the nominal interaction point at the
centre of the detector. The beam direction defines the z-axis, and the x–y plane is
the plane transverse to the beam direction. The positive x-axis points towards the
centre of the LHC ring, and the positive y-axis points directly upwards from the
interaction point. The positive z axis points down the beam pipe, towards the LHCb
detector on the LHC ring.
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The detector has a roughly symmetrical geometry, so it makes more sense in most
cases to apply cylindrical coordinates. The azimuthal angle, φ , is measured in the
x–y plane, and the polar angle, θ is measured between the z-axis and the x–y plane.
In a hadron collider the centre-of-mass frame of the hadrons is not usually the
same as the centre-of-mass frame of the interacting partons. Energy and angular
separations are not invariant under Lorentz boosts and, for a detector constructed in
the hadronic centre-of-mass frame, particles will appear more collimated or dispersed,
depending on their boost.
It is therefore particularly important when dealing with a range of different
boosts, to choose variables which are longitudinally Lorentz invariant with which
to classify events. It is frequently useful in collider experiments to use the quantity,
rapidity, which depends on the amount of energy and z-axis momentum that a
particle possesses. Differences in rapidity are invariant under Lorentz transformations.
Rapidity is defined as
y =
1
2
ln
(
E + pz
E − pz
)
. (3.2)
We define the related quantity, pseudorapidity, as
η = − ln tan
(
θ
2
)
. (3.3)
and is only dependent on the polar angle of a particle’s trajectory, not its energy. In
terms of momentum, the pseudorapidity is given by
η =
1
2
ln
( |~p|+ pz
|~p| − pz
)
. (3.4)
Pseudorapidity differs from true rapidity, y, by taking the relativistic approxima-
tion that the particle’s mass is negligible. Whilst rapidity has a stronger physical
motivation, by mapping uniquely onto the polar angle , θ, pseudorapidity is often
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more useful in practice. We usually take pseudorapidity to define the polar angle
in the detector. As with rapidity, differences in pseudorapidity are invariant under
Lorentz boosts along the z-axis.
Transverse momentum, pT , is defined along the x–y plane as
pT =
√
p2x + p
2
y , (3.5)
and all other transverse objects such as transverse energy, ET , are defined in a similar
fashion.
It is often useful to define the distance ∆R between two particles in terms of η, φ
coordinates,
∆R2 = ∆η2 + ∆φ2 . (3.6)
3.4. The ATLAS detector
The ATLAS detector [4], shown in Figure 3.2, is a multi-purpose detector, aiming
for complete coverage in η and φ, and able to detect and distinguish a broad range
of physics signatures. Its first incarnation was first proposed in 1994, with the first
data from pp collisions at
√
s = 900 GeV collected in November 2009. The length
of the detector is around 46 m, the diameter around 25m, and the total weight is
approximately 7000 tonnes.
The interactions that physicists wish to study take place over extremely small
distances and times. To provide an idea characteristic time scales, consider the
lifetime of a W boson, of order 10−25 s, or a B meson, of order 10−12 s. A W boson
could travel up to around 10−17m before decaying. The most powerful microscopes
available today can only explore relatively static structure, on atomic distance scales
(around 10−10 m). However, a few short lived particles travel easily measurable
distances, such as the B meson, which could travel around 10−3 m, discussed in
section 3.4.2.
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Figure 3.2.: A schematic of the ATLAS detector at the LHC [3].
For the most part, the study of particle physics must utilise indirect observation
techniques. A decay chain eventually produces more stable particles, which will
travel further and are easier to detect. By measuring their kinematics, and by
identifying the type of particle we are observing, we can deduce information about
the fundamental processes that took place to produce them. The detector was
designed with physically interesting processes in mind, with a focus on getting the
best possible resolution for relevant quantities, whilst using radiation-hard materials
and electronics, and allowing for distinction between various kinds of particles.
As such, ATLAS consists of many concentric layers, of different kinds of detector,
each with a different main purpose. The overall geometry is roughly cylindrical,
with each sub-detector having a barrel and an endcap region to provide central
and forward coverage. A solenoid provides magnetic field for the inner detector,
while three air-core toroid magnets provide the bending in the outer part of the
detector. The design resolution and η coverage of the detector components is shown
in table 3.1.
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Sub-detector Design resolution η coverage
Tracking σpT/pT = 0.05%pT ⊕ 1% |η| < ±2.5
Electromagnetic Calorimeter
Barrel and end-caps σE/E = 10%/√E ⊕ 0.7% |η| < ±3.2
Forward calorimeter σE/E = 100%/√E ⊕ 3.5% 3.1 < |η| < 4.9
Hadronic Calorimeter
Barrel and end-caps σE/E = 50%/√E ⊕ 3% |η| < ±3.2
Forward calorimeter σE/E = 100%/√E ⊕ 10% 3.1 < |η| < 4.9
Muon spectrometer σpT/pT = 10% at pT = 1 TeV |η| < ±2.7
( ±2.4 for trigger)
Table 3.1.: Design resolutions and η coverage of the ATLAS sub-detectors; ⊕ refers to
addition in quadrature [4].
3.4.1. Magnet Systems
The magnet systems at ATLAS are superconducting, cooled to around 4.5K by
liquid helium from a dedicated cryostat system. There are two main magnet systems
incorporated into the ATLAS detector, a central solenoid (CS) and air core toroids.
The CS surrounds the inner detector and provides it with a 2 T magnetic field to
bend charged particles within the inner detector. The air core toroids are arranged as
two endcap toroids (ECT) and one central barrel toroid (BT), providing on average
1.0 and 0.5 T fields respectively, to the muon spectrometers.
3.4.2. Inner Detector
The Inner Detector, shown in figure 3.3, is comprised of three tracking detectors,
the pixel detector, the semiconductor tracker (SCT) and the transition radiation
tracker (TRT). Each provides multiple space points, or hits, from which to form
particle tracks, together providing an average of 48 hits per particle. Each detector
consists of two endcaps and one barrel, giving almost full hermetic coverage around
the interaction point.
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Figure 3.3.: The ATLAS inner detector [4].
Together, these detectors aim to minimise the amount of material used, in order
to reduce the number of coloumb-scattering interactions and photon conversions.
The thickness varies between around 0.5 to 2 radiation lengths, depending on the
position in η.
One of the main functions is to provide high-resolution momentum measurements
of charged particle tracks. It is immersed in the solenoid’s 2T magnetic field, curving
the tracks of charged particles to allow a momentum measure from their curvature.
It is also used for the identification of primary and secondary interaction vertices,
caused from decaying particles such as a B meson, and so can be used for particle
identification in these cases. The detector provides full azimuthal coverage, and
reaches an eta range of |η| < 2.5.
Pixel Detector
The pixel detector forms the innermost layer of the inner detector, and is also the
most finely segmented of the inner detector subsystems, with around 80 million
readout channels. It is composed of three cylinders and six rings of flat, silicon-based
position detectors, of radi 4, 9 and 12 cm in the barrel region, and three endcap discs
extending radially from 9 to 15 cm at different points in z. The pixel detector begins
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approximately 4.5 cm from the beam, extending to a radius of 24cm and a z of 65
cm. In total, the pixel detector contains 1744 pixel modules, 1456 in the barrel and
288 modules between the two endcaps. Each module contains 47232 pixel elements,
providing an active area of 60.8 × 16.4 mm2.
This allows for extremely precise spatial resolution, as small as 10 by 115 µm. It
provides three high precision space point measurements per track. It is also useful,
by being situated so close to the interaction point, in the reconstruction of secondary
vertices, helping to tag short lived particles such as B hadrons or τ leptons.
Semiconductor Tracker
The semiconductor tracker (SCT) is a silicon strip detector, with the strips aligned
with the beam axis in cylinders around it, and aligned radially in the end disks. It is
possible for a strip sensor to provide a position in only one direction. Hence, the
6.4 cm long strips attach back-to-back, together with a pitch of about 80 µm. To
improve the accuracy of the position measurement, the strips are arranged in pairs,
with layers tilted at an angle of 40 mrad, solving any ambiguities and providing a full
space point. This results in an accuracy of 17 µm in R–φ and 580 µm in z. There
are 4 layers of these pairs in the barrel, and 9 disks at each end, with a size of about
3 m in z and 0.5 m radially. The barrel contains 2112 identical modules, whilst the
two endcaps have 1976 modules, of 3 different types depending on the posiiton. In
total, there are 63 m2 of silicon detectors. Both the SCT and pixel detectors operate
at temperatures between 0 and -7 ◦C, maintained by an environment of dry nitrogen
gas.
Transition Radiation Tracker
The Transition Radiation Tracker (TRT) forms the outermost layer of the tracking
system. It consists of straw drift tubes, aligned with the beam axis in the barrel,
and in a fan at the ends. The tubes are about 4 mm in diameter, with thin tube
walls containing 31 µm thick gold-coated tungsten anode wires. They are filled
with a Xe–CO2–O2 gas mixture. This gas is ionised when a charged particle passes
through. The negative electrons drift to the wire running down the centre of each
tube, producing a current. The accurate timing measurement of the pulses leads to
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a precision of about 130 µm in R–φ. In the barrel, the tubes are up to 144 cm long,
and offer no information on the z position. Similarly, at the ends, no information
is given on the R position. This is less precise than the silicon detectors, but the
number of hits is much higher. Each charged particle passing through can cause
around 35-40 hits. Furthermore, the TRT provides a significant extension to the
track length. A flow of CO2 surrounds the TRT system, keeping it at a temperature
of 20◦C.
The volume between the tubes is filled with polypropylene foil or fibres, which
creates transition radiation when highly relativistic charged-particles cross it, in
an amount dependent on the Lorentz boost of the particles. This helps with the
identification of electrons, because they are much lighter than other particles and
thus typically have a higher Lorentz boost.
3.4.3. Calorimeters
The ATLAS calorimetry system, shown in figure 3.4, provides energy and position
measurements of electromagnetic (EM) and hadronic showers. Unlike the tracking
detectors, they measure both charged and electrically neutral particles. They are
designed to give accurate energy measurements over the full range of φ and up
to |η| < 4.9, such that the full energy of the event is recorded, and an accurate
determination of missing energy can be made, used for identifying neutrinos, which
pass straight through the entire detector system without interacting.
Crucial to the calorimeter system is the fact that hadrons penetrate further
and have broader showers than electrons and photons. Thus, the electromagnetic
calorimeter, used for measurements of electron and photon showers, lies closer to
the beam line than the hadronic calorimeter, which surrounds it. Quite different
technologies and materials are used in the different calorimeters and regions. It is
important that the electromagnetic calorimeter captures as much as possible of the
electromagnetic showers. Therefore, the material is chosen for the electromagnetic
calorimeter with the intention of minimising the radiation length, X0 of electro-
magnetic showers, whilst maximising the nuclear interaction length, λ of hadronic
showers.
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Figure 3.4.: The ATLAS calorimetry system [4].
Electromagnetic Calorimeter
The electromagnetic calorimeter (ECAL) is a liquid argon (LAr) sampling calorimeter.
Its function is to measure the position and energy of electrons and photons incident
on it. However, it can also measure the neutral component of hadronic jets and τ
lepton decays, via the decay pi0 → γγ: these photons then deposit energy in the
calorimeter, as with photons from other processes.
Liquid argon is the active material, while thin layers of lead are used as absorbers,
which initiate electromagnetic showers when electrons and photons hit. Electromag-
netic showers are a cascade of electromagnetic interactions, mainly Bremsstrahlung
for electrons and electron pair-production for photons. The sampling layers of LAr
are sandwiched between the absorbers; electrons in the shower ionise the argon, and
this charge is collected by layers of copper electrodes.
The ECAL offers fine granularity, allowing precision measurements of electrons
and photons to be made. It is divided into a barrel region, covering |η| < 1.475 and
two endcaps, for 1.375 < |η| < 3.2, each in their own cryostat. The barrel is split
into two identical half barrels, seaprated by a small gap of 4mm at η = 0. The end
caps each consist of two coaxial wheels, the one one covering 1.375 < |η| < 2.5, the
outer covering 2.5 < |η| < 3.2. To reduce the amount of material, and hence improve
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the performance, the LAr calorimeter and central solenoid are located inside the
same vacuum vessel.
A presampler detector covers the region |η| < 1.8, which consists of a layer of
liquid argon, 1.1 cm thick in the barrel region, and 0.5 cm in the end caps. It is used
to correct for energy lost by electrons and photons before they reach the calorimeter
itself.
The lead plates and copper electrodes are arranged in an accordion geometry, to
ensure complete φ symmetry, without any cracks. In the barrel region, it is separated
by three longitudinal layers, reaching out to 22 X0. In the end caps, the calorimeter
reaches up to 24 X0, with the first wheel separated into three layers, and the outer
wheel two, having a coarser granularity.
Hadronic Calorimeter
The hadronic calorimeter (HCAL) measures the position and energy of hadronic
showers. Two different technologies are used.
The HCAL in the barrel region (|η| < 1.7) is a sampling tile calorimeter with
steel absorbing layers and plastic scintillator sampling layers as the active material.
These are read out through wavelength-shifting fibres on each side of the scintillating
tiles, to photomultiplier tubes. Charged particles passing through the scintillator
cause it to emit ultraviolet light. The scintillator contains fluors that then shift
the wavelength of this light towards the visible spectrum. It is then collected by
wavelength-shifting fibres at the end of each tile, which transmit the signal to a set of
photomultiplier tubes at the module edges, where incident photons can be measured
and an energy deposit determined.
The barrel region HCAL is further subdivided, into a central barrel region
(|η| < 1.0), with three radial layers of 1.5, 4.1 and 1.8 λ thickness, and two extended
barrles (0.8 < |η| < 1.7), with three radial layers of 1.5, 2.6 and 3.3 λ thickness.
Each of these components is divided azimuthally into 64 modules in φ.
The hadronic endcap users LAr technology, similar to that used in the ECAL,
and with a similar segmentation. It covers 1.5 < |η| < 3.2. There are 2 wheels per
end cap, with 32 wedges in φ, each wheel divided into two layers. It uses copper as
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an absorber (unlike the lead used in the ECAL end caps), with 25 mm sheets in
the first layer and 50 mm sheets in the second, separated by 8.5 mm of LAr, which
provides the active medium.
Forward Calorimeter
The Forward Calorimeter (FCAL) consists of one module at either end of the detector,
approximately 10 λ deep, to provide coverage for the region 3.2 < |η| < 4.9. They
are integrated into the end cap cryostats, although recessed by about 1.2 m from
the electromagnetic calorimeter. The depth available is limited, so it requires a high
density design. The two FCALs each contain three modules, a copper calorimeter,
optimised for electromagnetic measurements, and two tungsten calorimeters, designed
primarily for hadronic measurements. Each module has a matrix form, with regularly
spaced longitudonal channels filled with concentric tubes, parallel to the beam axis.
Each tube contains a rod, and is otherwise filled with LAr, providing the active
medium. The gaps left for LAr are as small as 0.25 mm, in order to avoid ion
build-up in the high radiation environment close to the beam line.
3.5. Muon Spectrometer
The muon spectrometer (MS), shown in figure 3.5, is the outermost of the ATLAS
subdetectors, and defines the overall size of the ATLAS detector. It provides accurate
measurements of the position and momentum of muons, relying on the fact that they
are the only particles that pass through the calorimeter without stopping (except for
neutrinos, which are highly unlikely to interact at all with any part of the detector).
The three barrel and two endcap air core toroid magnets provide a magnetic field
that is roughly perpendicular to the muon momentum across the whole of the muon
detector. To minimise multiple scatterings, the detector covers a large volume, but
is of low density.
The muon spectrometer employs two precision measurement chamber designs:
monitored drift tubes (MDTs) in the barrel and encap, covering the range |η| < 2.7,
and cathode strip chambers in the inner endcaps, covering 2.0 < |η| < 2.7. The
muon spectrometer also uses faster detectors for triggering purposes, with resistive
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Figure 3.5.: The ATLAS Muon detector system [4].
plate chambers in the barrel, for |η| < 1.05 and thin gap chambers (TGC) in the
endcaps, 1.05 < |η| < 2.4.
The precision tracking MDT chambers consist of pressurised drift tubes, of radius
15 mm, filled with an Ar–CO2 gas mixture. A gold plated 50 µm anode wire runs
along the centre of each tube and collects the charge from gas ionisations caused
by muons passing through the tube. The MDTs form cylindrical shells, at radii
of 5, 7.5 and 10 m in the barrel region, and four wheels at 7.4, 10.8, 14 and 21.5
m from the interaction point in the z direction. In the very far forward region,
cathode strip chambers (CSC) are used to cope with the high particle fluxes present.
These are multi-wire proportional chambers, with radially aligned anode wires and
perpendicular cathode strips. They are filled with a different Ar–CO2 gas mixture to
the MDTs, and record hits by interpolating the charge induced on adjacent cathode
strips.
The trigger chambers provide fast triggering information from the muon spectrom-
eter, providing a region of interest and a fast estimate of the transverse momentum
of the muons. Resistive plate chambers are used in the barrel. There are three
trigger stations between the MDTs, each containing two resistive plate chambers,
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which provide measurements in η and φ. Thin gap chambers are used in the end
caps, based on a similar technology to the CSCs. This system provides coverage only
up to |η| < 2.4, providing fast pT information for initial trigger decisions.
3.6. Trigger system
The LHC is designed to deliver collisions at a rate of 40 MHz at an instantaneous
luminosity of 1034 cm−2s−1. The data storage systems available can only store events
at a rate of a few hundred events per second. The vast majority of physically
interesting events that take place at ATLAS have a small cross-section, typically of
order ∼ pb, so they are extremely rare, forming only a marginal fraction of the total
events that take place. A triggering system is therefore essential, in order to select
physically interesting events to be stored, reducing the event rate to manageable
levels. Substantial upgrades to the trigger system were made between Run 1 and
Run 2.
3.6.1. The Trigger in Run 1
The ATLAS trigger system, shown in figure 3.6, is designed to reduce the rate of
data-taking by a factor of around 105, by excluding uninteresting events. However,
decisions on which events to select must be made extremely quickly, due to the fast
rate of events taking place and the large quantities of data being stored. During
Run 1, ATLAS tackled this using a three-level trigger system, designed to optimise
between rapid selection and reliable event identification. The fastest trigger, Level 1
(LVL1) was hardware based; the other two, Level 2 (LVL2) and the event filter (EF)
were software-based, together forming the high level trigger (HLT). Table 3.2 of the
trigger levels gives the input and output frequencies.
During Run 1, the LVL1 trigger made a decision with a latency of approximately
2µs. The central trigger processor (CTP) determined the rate at which it took
readings, defining the ATLAS internal clock frequency (usually 40 MHz). The LVL1
calorimeter trigger obtained inputs from the read-outs of the electromagnetic and
hadronic calorimeter, while the LVL1 muon trigger system processed information
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Figure 3.6.: Schematic of the ATLAS trigger system
LVL1 LVL2 HLT
Input rate 40 MHz 75 kHz 1 kHz
Output rate 75 kHz 1 kHz 500 Hz
Execution time 2.2 µs 40 ms 1 s
Location On detector Counting room Counting room
Table 3.2.: Characteristics of the trigger levels and oﬄine analysis.
read-out from the muon detectors and identified the bunch crossing in which they
were produced.
The Run 1 LVL1 trigger identified areas known as regions of interest (RoIs)
that contained the most interesting fraction of a given event. These RoIs formed
rectangular-based pyramid in the η–φ plane, opened in the z-direction. The RoIs
were selected according to whether particular objects passed a particular energy
threshold. The LVL1 trigger system made a decision to pass events or not based
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on a required multiplicity of RoIs. A typical RoI contained only around 10% of the
detector information.
Run 1 events accepted by the LVL1 trigger decision were stored in read-out buffers
(ROBs), whilst the LVL2 trigger took its decision. ROBs connected to read-out
systems (ROS), which sent signals to the LVL2 trigger networks.
For Run 1, the LVL2 software-based trigger took decisions with a latency of
order 10 ms. The more sophisticated LVL2 algorithms took input data from the
ROS corresponding to the data elements inside each selected RoI. The algorithms
reconstructed data considering only those slices defined by the RoI. Therefore, at this
stage, events were selected on the basis of a partial reconstruction: this allowed for a
high selection efficiency, while avoiding the huge bandwidth that would be required
for complete event reconstruction.
The decision from LVL2 was sent to data-flow managers. These distributed the
data from the read-out servers (ROS’s) to the Event Builder (EB), in which each
data were processed to construct a full event structure. The event data were then
sent to the EF for the final trigger analysis.
During Run 1, the EF software-based trigger made decisions with a latency of
order 1 s. As input, it took the RoIs of events passed at LVL2. The EF algorithms
were similar to their oﬄine counterparts, running a full reconstruction of the RoI
on processor sub-farms. This allowed for a more refined alignment and calibration.
Those events that passed the EF were written to tape.
At LVL1, the trigger menu consisted of a list of thresholds for particular objects
(for example, “J15” refers to a 15 GeV threshold for jets) and items, which were
logical combinations of these thresholds (for example “3J15” refers to a threshold
of 15 GeV for three jets). The central trigger processor counted objects passing
these trigger items. The majority of items in the LVL1 menu were prescaled, only
recording a certain proportion of otherwise acceptable events.
For the HLT, the trigger menu consisted of a list of algorithms, and sequences of
these algorithms. Trigger chains consisted of a full series of required trigger signatures
that need to pass, including LVL1 inputs, a list of sequences of algorithms, and
prescales associated at each level. Trigger chains were labelled by the physics objects
that they required (for example, “L1 J15” refers to a chain requiring an event to
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have at least one jet candidate at LVL1, with a pT of at least 15 GeV, while“EF j40”
requires a jet candidate at the EF level, with a pT of at least 40 GeV). Upper case
lettering of objects refers to the LVL1 definition, lower case to the HLT definition.
Prescales were typically applied to reduce the rate associated with such triggers.
This is because some types of event are useful to maintain for analyses, but are so
common that the rates would be prohibitive without a high prescale. Another use for
prescales is to test new triggers before placing them into the system at potentially
higher rates. “Passthrough” of a trigger can also be defined to force a set fraction of
events be accepted by the trigger, still recording the decision but not removing any
events.
If an event passed through a full trigger chain, from Level 1 through to the Event
Filter, it is was recorded along with information of all of the triggers that it has
passed. An event was placed into data-streams defined by the triggers it passed.
There were a set of physics streams which take events from groups of physics triggers,
the main physics streams are; egamma for electron and photon triggers, muon, jet
(which includes triggered τ objects) and EmissT . There was a small amount of overlap
between the streams. There were also express, calibration and debug streams which
take small samples for testing and debugging purposes.
The trigger system was configured consistently and coherently over all of its levels.
In order to do this, ATLAS used a trigger configuration system. During Run 1, this
configured the complete trigger menus and chains consistently, from LVL1 through
to the EF. It also stored information for future usage in the production and analysis
of simulated events.
If the trigger system made decisions that data from a collision should be kept,
then the raw detector data were written to disk in a format known as Raw Data
Object (RDO). The ATLAS oﬄine software package, Athena, was then used to
process this data; the output is called Event Summary Data (ESD). This data then
underwent a second processing step where some of the data not needed for analysis
was removed, to produce smaller, more manageable files known as Analysis Object
Data (AOD). These files contained high level objects, such as electron or muon
candidates.
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3.6.2. Trigger Upgrade for Run 2
During the Run 1 period, between 2009 and 2013, the ATLAS trigger system operated
highly successfully. It selected events with high efficiency at centre-of-mass energies√
s up to 8 TeV, for a wide range of physics processes including TeV-scale particle
searches.
The first LHC upgrade took place at the end of Run 1, during the 2013-2014
(called “Long Shutdown 1” or LS1). During Run 2, the LHC is running with a centre
of mass energy
√
s ∼ 13 TeV, with luminosities peaking at around 1034 cm−2s−1.
Trigger rates for a Run 1 type system would be expected to increase by a factor of
roughly five in total: a factor of around 2 from the increase in energy, and a factor
of 2.5 from the peak luminosity increase. In addition to the increase in luminosity,
at these higher energies, ATLAS events will experience much higher average levels of
pile-up.
Furthermore, the peak number of interactions per bunch crossing (µpeak), which
was 40 during the 2012 run, has increased to 50. The bunch spacing reduction
from 50 ns to 25 ns will help to decrease the in-time pile-up, but will increase both
out-of-time pile-up, and beam-induced fake trigger rates, particularly in the muon
system.
These changes are summarised in table 3.3. They demanded significant upgrades
to the trigger system in order to respond to the increased challenges of Run 2.
The improvements help to reduce the trigger rates down to acceptable levels, while
maintaining efficiencies in the challenging LHC conditions [66].
Period : year Bunch spacing
√
s Peak Luminosity Peak number of
(×1033cm−2s−1) collisions per bunch
Run 1 : 2012-2013 50 ns 8 TeV 8 40
Run 2 : 2015-2018 25 ns 13 TeV 10–20 25–50
Table 3.3.: The LHC running conditions during Run 1 and Run 2.
The upgraded trigger system for Run 2 replaces the three stage trigger system
with one composed of two stages. The Run 2 trigger system consists of a hardware
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Level 1 (L1) and a single software-based high-level trigger (HLT), replacing the
previous LVL2 and EF. This new two-stage system will reduce the event rate from
the bunch-crossing rate of 40 MHz to 100 kHz at L1 and to an average recording
rate of 1 kHz at the HLT.
The LVL1 is very similar to that applied in Run 1. At LVL1, fast custom-made
electronics find regions of interest (RoI) using the calorimeter and muon data with
coarse information within a latency of 2.5 µs. The LVL1 system in Run 2 consists
of the LVL1 calorimeter trigger system (L1Calo), the LVL1 muon trigger system
(L1Muon), new LVL1 topological trigger modules (L1Topo) and the CTP. At the
HLT, fast algorithms accessing data from an RoI, or oﬄine-like algorithms using the
full-event information run with a processing time of 0.2 s on average. At the end
of 2016, a hardware track finder (FTK) is planned to be fully integrated and will
provide tracks to the HLT at the L1 rates.
The Level 1 Calorimeter trigger system (L1Calo) processes signals from the ECAL
and HCAL in a pipeline, and provides trigger signals to the CTP. During Run 1,
one of the most severe problems of the L1Calo system was the high LVL1 rates of
missing transverse energy triggers, which were strongly affected by pile-up near the
start of the bunch train. This resulted from an unbalanced overlap of bipolar signal
shapes in the LAr calorimeter.
The solution adopted for Run 2 is to use a more flexible signal processing, in the
new Multi-Chip Modules (nMCM). This allows the L1Calo system to use an auto-
correlation filter and dynamical pedestal subtraction based on global cell occupancy
and a bunch position in each LHC bunch train. Run 2 can achieve significant rate
reduction for the missing transverse energy triggers. For instance, in the case of a
70 GeV threshold, the rate may be reduced by a factor of around 50. Furthermore,
the number of thresholds to be applied to the different LVL1 trigger objects are are
roughly double that in Run 1, from 12 to 25 for jets and forward jets, and from 8 to
16 for both electromagnetic and τ clusters [67, 68].
Chapter 4.
The Phenomenology of Quantum
Chromodynamics
4.1. Jets at Hadron Colliders
As described in chapter 2.3.4, quark and gluons at high energies will undergo a
process of showering, creating a spray of further quarks and gluons. The first
(high energy, small distance scale) part of this process will be mostly perturbative.
However, parton showering at larger distance scales and lower energies will be
inherently non-perturbative. Eventually, these particles will undergo hadronisation,
becoming confined in hadrons. This hadronisation process is non-perturbative and so
cannot be calculated analytically. In practice, we observe the hadrons in collimated
showers, which we envelope into ensembles called jets. Unlike the partons, which are
propagators, these jets are physical objects, although their representation may be
dependent on the model being used [69,70].
Individual hadrons themselves provide little information about the hard process
we are interested in studying. Ideally we want to group them in some way that
provides information about the hard process. To do this, we use some particular jet
algorithm (these will be discussed in 4.2), clustering individuals particles into jets.
These “particles” may be any objects that we can represent as four-vectors; in practice
we may choose partons produced at a fixed order from a perturbative QCD calculation
or final state particles from a Monte Carlo model (see section 4.8), or alternatively
could be detector level objects, such as calorimeter towers or tracks. Regardless
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of the input, the output should be clustered jets, only minimally dependent on
hadronisation models and detector effects that are often only understood empirically.
In some sense, the clustering of jets can be thought of as an attempt to reverse the
fragmentation process; the jet kinematic properties such as momentum and energy
should correspond to those of the original quark or gluon. However, in practice,
reversal of the fragmentation is often not possible, or even physically well defined.
It is more realistic to consider a jet algorithm as a way of usefully grouping the
large amount of information found within an event. At ATLAS, collisions might
produce thousands of particles, so this task of grouping these particles is highly non
trivial [71].
In 1990, physicists established the “Snowmass accord” [72], stating the desirable
properties that a jet algorithm should have. According to the accord, a jet algorithm
should be:
1. Simple to implement in an experimental analysis;
2. Simple to implement in theoretical calculation;
3. Defined at any order of perturbation theory;
4. Yielding finite cross-sections at any order in perturbation theory;
5. Yielding a cross-section that is relatively insensitive to hadronisation;
Jet algorithms must be mathematically well-behaved in two critical respects,
known as infrared and collinear safety (together known as IRC) [73]. Infrared safety
is the property that if one modifies an event by a addition of a soft emission, the set
of hard jets that we identify in the event must remain unchanged. Collinear safety
is the property that if one modifies an event with a collinear splitting, travelling
almost parallel to the particle from which it split, then the set of hard jets that we
identify in the event must also remain unchanged. There are three main reasons why
jet algorithms must obey IRC:
1. Without the IRC requirements, perturbative QCD calculations become impossi-
ble. In fixed-order perturbative QCD calculations, soft emissions and collinear
splittings are associated with divergent tree-level matrix elements, as discussed
in chapter 2.3.1. Normally, there are corresponding loop matrix elements that
enter with the opposite sign and cancel these divergences; however, for IRC
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unsafe jet algorithms, the tree-level splittings may lead to one set of jets, while
the loop diagrams may lead to another, breaking the cancellation and leading
to infinite cross-sections in perturbation theory.
2. Experimental detectors have a finite resolution and momentum threshold, and
they cannot resolve the full infrared or collinear structure of an event. If the jet
algorithms in use vary greatly based on these unmeasured infrared or collinear
emissons, then it may not be possible to consistently connect experimentally
measured jets to the expectations at hadron level.
3. Ultimately, failure to meet the IRC conditions breaks the relationship between
the partonic structure of the hard event and the jets that we observe. It is
precisely this relation that a jet algorithm is intended to codify. Fundamentally,
collinear splittings and soft emissions are statistical occurrences are hard to
predict because they will always occur in large numbers in QCD events, both
through perturbative and non-perturbative effects. It makes no sense for the
structure of a jet that may have an energy of several hundred GeV to change
radically because of a difference in a random QCD emission of order 1 GeV.
The motivation for constructing jets is precisely that we want to establish a
way of viewing events that is insensitive to all these effects.
4.2. Jet Algorithms
When we cluster energy deposits into jets, we intend for these jets to approximately
represent the decay products of the hard collision. However, it is crucial to realise
that this choice is somewhat arbitrary, and the use of different jet algorithms could
lead us to group the energy deposits in a different way. Ultimately, our choice of
clustering algorithm depends on convention. It is therefore necessary to understand
the implications of different algorithms for jet clustering.
We can distinguish two main classes of jet algorithm. Originally, the most
commonly used were cone algorithms, which group all particles within some radius.
These algorithms rely on the fact that QCD branching and hadronisation mostly leave
the bulk features of an event’s energy flow unchanged, keeping the shape roughly
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conical in η–φ space. In practice, it has been difficult to create cone algorithms that
are infrared and collinear safe (the exception being the SISCone algorithm) [74].
Today, clustering algorithms are far more common. These algorithms combine
particles sequentially, based on a particular distance function, and stop when the
distance function exceeds some particular threshold. The three most commonly used
clustering algorithms are the k⊥, Cambridge-Aachen and anti-k⊥, all of which are
closely related [73]. They are defined by the two distance functions, given by
d2ij = min
(
p2pT,i, p
2p
T,j
) ∆R2ij
R2
d2iB = p
2p
T,i , (4.1)
where,
∆Rij
2 =
(
yi − yj
)2
+
(
φi − φj
)2
. (4.2)
Clustering proceeds by first calculating diB and dij for all particles, i and j. These
values are then sorted from smallest to largest. If the smallest value is diB, then i is
declared to be a jet and removed from the clustering procedure. If the smallest value
is dij, then i and j are combined into a new k (through vector addition of their four
momenta), and the process repeats.
The three algorithms are defined by the value of p that they take:
p =

1 k⊥ algorithm
0 Cambridge-Aachen algorithm
−1 anti-k⊥ algorithm .
(4.3)
The dominant step in these algorithms is scanning the table in search of the minimal
diB and dij. This step is of order O(n
2) and must be done n times, where n is the
number of particles. So, at first glance, it would appear that these algorithms would
be of O(n3). However, the application of computational geometry techniques can
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reduce this to O(n log(n)) [75]. Today, these methods are widely applied by means
of the FastJet software package [76].
In sequential recombination algorithms, the absolute number of jets is not infrared
safe, because soft jets can be identified near the beam remnant; however, if we institute
a pT threshold, the number of jets above the threshold will become infrared safe.
The k⊥ algorithm [77] forms clusters from pairs of low pT objects. The method
of combining objects in this way is inherently collinear safe. However, it has the
disadvantage that k⊥ jets can have irregular shapes, which are complicated to deal
with experimentally, especially when trying to correct for the effects of underlying
event and pile-up. The Cambridge-Aachen [78] algorithm clustering is dependent
only on angle, leaving it sensitive to the distribution of soft objects and producing
irregularly shaped jets. However, it is useful when studying the substructure of a jet,
allowing studies on a range of angular scales. Today, anti-k⊥ [5] is the default for
both the ATLAS and CMS experiments. It builds clusters between pairs of high pT
particles, disfavouring clustering between soft objects. It produces roughly circular
jets, starting with a hard seed and accumulating the softer objects within radius R
of the jet centre.
Figure 4.1 shows a comparison between between four different jet algorithms.
The jets produced by k⊥, Cambridge-Aachen, anti-k⊥ and SISCone are shown, with
the same input distribution of particles and the same parameter R in each case. The
circular shapes of the anti-k⊥ jets and the irregular outline of the k⊥ jets are clearly
visible. The four algorithms generally agree about the hardest jets, although combine
different soft constituents into them. The pT -ordering of the softest jets does not
agree between the four algorithms.
4.3. Jet Construction in ATLAS
The many hadrons produced from quarks and gluons are detected as energy deposits
in the various ATLAS calorimeters (including both the electromagnetic and hadronic
calorimeters). However, energy deposits are unlikely to correspond to the hadrons
directly, due to the finite resolution of the detectors, as well as electronic noise.
Some hadrons may also be undetected, for example if they are scattered from other
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(a) k⊥ algorithm (b) Cambridge-Aachen algorithm
(c) SISCone algorithm (d) anti-k⊥ algorithm
Figure 4.1.: A sample Herwig (see Section 4.8.2) generated parton level event, shown in
y–φ space, overlaid with random soft particles, clustered with four different
jet algorithms, illustrating the shapes and sizes of the resulting hard jets [5].
material before reaching the calorimeters. Jet clustering algorithms group these
hadron-like objects, as described in section 4.2. To facilitate this, the calorimeter is
divided into towers, groups of calorimeter cells that form blocks of 0.1× 0.1 in η –
φ [79].
The most common inputs for jet reconstruction are “topoclusters” [79], formed
through topological clustering. These are 3 dimensional energy deposits in the
calorimeter, which are intended to roughly correlate to hadrons. Topological clus-
tering aims to automatically suppress uncorrelated calorimeter noise, whilst giving
the closest possible representation of individual particles in the calorimeter. Further-
more, it allows for a faster reconstruction of jets than directly constructing them
from individual cells. To form topoclusters, we start by taking as a seed cell, with
energy Ecell > 4σcell, where σcell is the standard deviation of the noise in that cell.
We iteratively combine any neighbouring cell into the topocluster, if it meets the
requirement energy Ecell > 2σcell, until there are no more neighbouring cells satisfying
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the condition. Finally, we add one further layer of neighbouring cells, satisfying
Ecell > 0.
Once topoclusters have been formed, we define local maxima within them. These
are any cells with an energy larger than 500 MeV, and with no neighbouring cell of a
larger energy. If local maxima are found, we apply a splitting algorithm to divide the
topocluster in two. The splitting algorithm combines neighbouring cells as before,
but cells lying at the border between two clusters can have their energy shared.
Finally, we take topoclusters as the inputs for clustering with a jet algorithm,
with the mass taken to be 0 and the position taken as the energy-weighted centre of
the cluster.
One alternative to using calorimeter deposits is to form jets using tracks from
the tracking detectors. The tracking detectors are only sensitive to charged particles,
so they cannot give a full reconstruction of the jet; nevertheless, it may be useful
to compare the track jets to the calorimeter jets to give an estimate of systematic
uncertainties (see further discussion in section 8.1). Tracks are required to pass some
quality cuts before they are used. In particular, they must have to a pT > 500 MeV,
a minimum of 7 hits in the pixel and silicon detectors, the χ2 per degree of the
freedom for the track must be no greater than 3, the impact parameter of the track
from the beam spot must be less than 2 mm, and the track must satisfy the relation
z sin θ < 2 mm. The tracks are then taken as inputs directly into the jet clustering
algorithm.
4.4. Boosted Jets
In the high energy interactions taking place at the LHC, many jets will be produced
at energies of several hundred GeV or even a few TeV. This is many times greater
than the characteristic masses of these jets, which will typically be under 100 GeV.
Thus, some of the jets produced will have a large Lorentz boost, and it is important
to understand the characteristics of the highly boosted jets [80–82].
The study of boosted jet properties will help to shed light on QCD showering
mechanisms, and provides one of the best possible environments for probing pertur-
bative QCD. Moreover, the LHC is likely to produce many hadronically decaying
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boostedW bosons, Z bosons, Higgs bosons and top quarks. For example, around two
thirds of all decays of W and Z bosons will be hadronic. The highly boosted regime,
holds some advantages for the study of these objects, because the background falls off
faster than the signal, so this boosted regime will often have more manageable initial
signal/background (S/B) ratios. The study of boosted decays may also provide a
test of the Standard Model under new, extreme conditions. In addition, boosted
objects such as W and Z Bosons would be expected from the decay of new heavy
particles beyond the Standard Model, such as a W ′ and Z ′ bosons [83,84]. Studies
of boosted objects may provide the first hints of beyond Standard Model physics.
If the Lorentz boost is high enough, the opening angles between the decay products
of a heavy object, such as a W or Z boson, or a top quark, may become so small, in
the rest frame of the detector, that the jets become highly collimated and cannot
be independently resolved, as shown in figure 4.2. In this case, it is better to try
to capture the entire decay within the area of a single large-radius jet, such as an
anti-k⊥ jet of radius 1.0 in η and φ. In order to distinguish the jets from these decays
from other boosted jets, one must look at the internal structure of the jets, referred
to as their substructure [85–87].
boostW W
Figure 4.2.: With a high Lorentz Boost in the rest frame of the detector, hadronic decay
products will become highly collimated. When the boost is sufficiently large,
the entire hadronic decay of a heavy object may be captured within the
radius of a single large-radius jet.
4.5. Jet Grooming
As a jet’s radius increases, it becomes more likely to be contaminated by pile-up,
multi-parton interactions from the underlying event, and initial and final state
radiation, problems discussed in section 3.2. For large-radius, boosted jets, this is
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likely to be particularly significant, obscuring the jet’s substructure, and tending on
average to skew the mass of the jet upwards. One might hope to reduce the radius
of the jet, but this still needs to be sufficiently large to pick up the full decay of the
hadronically decaying object. A crude solution, known as area subtraction [88], is to
assume a roughly isotropic and unform distribution of the radiation that does not
correspond to the hard scatter, and simply to subtract a fixed contribution of four
momentum to each jet, in proportion to its area.
A more sophisticated approach is to look inside a jet, and attempt to systematically
remove soft radiation components, either through a modification of the sequential
clustering procedure, or through the identification of subjets. This relies on the
fact that we expect usually only one hard scattering per event: the other sources
of radiation, whether from the underlying event or from pile-up, are likely to be
much softer. These techniques are known as jet grooming, and through their
implementation, we can significantly improve jet reconstruction. Three important
grooming algorithms are trimming, pruning and filtering.
4.5.1. Jet Trimming
A larger jet radius would be preferable to properly capture all of the products of a
decaying particle, whereas a smaller jet radius would be preferable in order to mitigate
the effects of the underlying event and pileup. The jet trimming algorithm [7] is
designed to keep the advantages of a large jet radius whilst reducing the undesirable
effects. To do this, we start with a large-radius jet and then sequentially remove the
calorimeter cells corresponding to softer contributions, leaving behind those cells
which correspond to the hard scatter.
The jet trimming algorithm works by reclustering each large-radius jet into smaller
jets of radius Rsub, using the k⊥ algorithm, to produce a number of subjets. A subjet
i is discarded if it fails to satisfy the relation,
pT,i
pT,jet
< fcut , (4.4)
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where fcut is a chosen trimming parameter, typically about 5%.Finally, we group the
remaining subjets to form the final jet. Figure 4.3 shows the trimming procedure.
Figure 4.3.: A cartoon of the trimming procedure [6].
The k⊥ algorithm is particularly suitable for the reclustering because it forms
jets starting with the softest and ending with the hardest clusters. This leads to
more equal sharing of energy between the subjets, so if the final state radiation from
the hard scatter cannot be contained within a single subjet, it will be split more
evenly between several. Hence the algorithm is less likely to accidentally discard
components from the hard scatter.
Low-mass jets (< 100 GeV) from a light quark or gluon will typically lose about
30–50% of their mass in the trimming procedure, while jets containing the decay
products of a boosted object lose a smaller proportion, with most of the reduction
coming from the removal of clusters from pile-up or the underlying event.
4.5.2. Jet Pruning
The jet pruning algorithm [89,90] is similar to jet trimming, removing the lowest pT
constituents, but also vetoing wide angle radiation. This is based on the fact that
radiation from the hard collision itself is most likely to lie closest to the jet centre.
Further out from the jet centre, soft calorimeters are most likely to correspond to
the underlying event or pile-up.
Unlike trimming, we do not need to identify particular subjets. Instead we
recluster the large-radius jets (using the kT or Cambridge-Aachen algorithm), invoking
the pruning criteria at each successive recombination step. At each step of the jet
reconstruction, a decision is made on whether to merge constituents i and j into the
jet, based upon two critera:
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min(pT,i, pT,j)
pT,jet
> zcut (4.5)
and
∆Ri,j < Rcut ×
2mjet
pT jet
, (4.6)
where, again, zcut and Rcut are parameters which we choose. In other words, for
a constituent to be merged, it needs to have a sufficiently high pT fraction of the
final jet, and must not be at too an wide-angle from the jet. If either of these two
conditions are not met, the softer of these constituents is removed, otherwise they are
merged. Then the clustering continues. Figure 4.4 illustrates the pruning procedure.
Figure 4.4.: A cartoon of the pruning procedure [6].
4.5.3. Jet Splitting and Filtering
The splitting and filtering procedure [91] is quite different from the other two
grooming algorithms described. It seeks to isolate concentrations of energy within a
jet by identifying relatively symmetric subjets, each with a significantly smaller mass
than that of the original jet. These symmetric energy concentrations are assumed
to correspond to the partons from the hard scatter. The procedure was originally
developed and optimised using Cambridge-Aachen jets in the search for the Higgs
Boson in the decay channel H0 → bb. The Cambridge-Aachen algorithm was applied
because it provides an angular-ordered shower history that begins with the widest
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combinations when reversing the cluster sequence. This provides useful information
regarding the presence of potentially large splittings within a jet.
Although the procedure is not explicitly based on identifying and removing soft
components, by attempting to keep only those parts of the event that correspond to
the hard scatter due to their internal structure, unwanted information from pileup
and the underlying event are removed. We can divide the algorithm into two stages,
the splitting and filtering. The splitting attempts to identify jets which have a
two-body-like structure, whilst the filtering throws out unwanted contributions to
the reconstructed jet.
1. The splitting procedure uses iterative decomposition of the jet looking to identify
a symmetric splitting which could be caused by a boosted heavy particle decay.
We begin by undoing the last stage of the Cambridge-Aachen algorithm. Thus,
the jet is split into two subjets, i and j such that the mass of i is larger, mi > mj .
We then require the two subjets to pass two criteria:
m1/m2 < µfrac (4.7)
and
min(p2T,i, p
2
T,j)
p2T jet
×∆R2i,j > ycut , (4.8)
where µfrac is a parameter we define to represent the mass symmetry between the
two subjets, and ycut is a parameter we define to represent the energy sharing
between the two subjets. Together these requirements demand that the two
subjets are sufficiently symmetric in energy and mass. The requirement arises
precisely because we expect the two hard partons to have, on average, roughly
equal masses and energies, whereas these should be significantly lower for the
soft components from the pile-up or underlying event.
If the criteria are not passed, we take i to be the new jet, undo the previous
step of the clustering and repeat the procedure. If the criteria are passed, then
we move onto the filtering stage.
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2. For the filtering stage, the constituents of i and j are reclustered using the
Cambridge-Aachen algorithm. Then, we discard all of the constituents except
for the three (or occasionally two) hardest subjets. The choice of three is
designed to capture a hard two body decay, whilst allowing for the possibility
of one additional parton from final state radiation.
Figure 4.5 illustrates the two processes of jet splitting and filtering.
Figure 4.5.: A cartoon of the two stages of (a) the splitting procedure and (b) the filtering
procedure [6].
To decide on a choice of µfrac, one needs to consider that, to allow for additional
gluon radiation, V → qqg, we would expect µ to be of order 1/√3. The standard
value (0.67) is chosen to be slightly higher than this. Choices of ycut are motivated
by studies to optimise the ratio of signal against background; a typical value would
be of order 0.1.
4.6. Jet Substructure
The flow of energy within a jet can contain a significant amount of interesting physics.
In particular, information about QCD processes taking place at values of pT higher
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than the hadronisation scale, but well below the pT scale of the hard scatter will
be lost by jet algorithms, but we can learn about them by studying the internal
structure of the jet. In particular, as shown in figure 4.6, jets coming from a heavy
object decay are expected to have a very different internal structure as compared to
more common jets produced from non-resonant QCD processes [87,92].
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Figure 4: Comparison of a jet formed from the decay of a boosted heavy particle (left) with one
from the showering of light flavor/gluons (right). Specifically, the left hand panel shows the jet
formed from h! bb¯ while the right is a gluon jet. The (x, y)-axes are (y,  )-distances as measured
from the jet center and the area of each calorimeter cell is proportional to its pT .
comparable pT s) we are limited to Rsub . R0/2 under the assumption that the initial jet
was chosen to be just large enough to encompass the entire decay of the heavy particle.
The situation changes when we consider jets from light quarks or gluons (compare
the two panels in Fig. 4). The first di↵erence is that there is only one hard final state at
lowest order in ↵s. Softness is therefore more naturally established directly via a cut on
subjet pT rather than by restricting to a fixed number of subjets. Later we will establish
di↵erent subjet pT cuts for di↵erent kinematic regimes. The second di↵erence is that there
is no natural size for the subjets as this depends upon the the pT cut for the subjets; a
larger/smaller subjet size will necessitate a harder/softer subjet pT cut. With these two
di↵erences in mind, we can now define our jet trimming procedure.
3. Implementation
In this section, we present an explicit algorithm implementing the jet trimming technique
outlined above.10 Our choice of algorithm is motivated primarily by simplicity and the
ability to re-use existing jet finding procedures. Many more sophisticated choices could
easily be imagined, but these are beyond the scope of the present work.
Since our jet trimming procedure will make use of well-known sequential recombination
jet algorithms, we will briefly review how these work. Recall that in a recursive jet algorithm
one begins with an initial set of four-momenta (these could be tracks, calorimeter cells, etc.),
assigning every pair a “jet-jet distance measure” dij and every individual four-momenta a
10Our implementation is available as a plug-in to the FastJet package [20, 21], which is available from
the authors upon request.
– 7 –
(a) Jet produced from non-resonant QCD
processes.
η∆
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
φ
∆
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
η∆
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8
φ
∆
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
Figure 4: Comparison of a jet formed from the decay of a boosted heavy particle (left) with one
from the showering of light flavor/gluons (right). Specifically, the left hand panel shows the jet
formed from h! bb¯ while the right is a gluon jet. The (x, y)-axes are (y,  )-distances as measured
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comparable pT s) we are limited to Rsub . R0/2 under the assumption that the initial jet
was chosen to be just large enough to encompass the entire decay of the heavy particle.
The situation changes when we consider jets from light quarks or gluons (compare
the two panels in Fig. 4). The first di↵erence is that there is only one hard final state at
lowest order in ↵s. Softness is therefore more naturally established directly via a cut on
subjet pT rather than by restricting to a fixed number of subjets. Later we will establish
di↵erent subjet pT cuts for di↵erent kinematic regimes. The second di↵erence is that there
is no natural size for the subjets as this depends upon the the pT cut for the subjets; a
larger/smaller subjet size will necessitate a harder/softer subjet pT cut. With these two
di↵erences in mind, we can now define our jet trimming procedure.
3. Implementation
In this section, we present an explicit algorithm implementing the jet trimming technique
outlined above.10 Our choice of algorithm is motivated primarily by simplicity and the
ability to re-use existing jet finding procedures. Many more sophisticated choices could
easily be imagined, but these are beyond the scope of the present work.
Since our jet trimming procedure will make use of well-known sequential recombination
jet algorithms, we will briefly review how these work. Recall that in a recursive jet algorithm
one begins with an initial set of four-momenta (these could be tracks, calorimeter cells, etc.),
assigning every pair a “jet-jet distance measure” dij and every individual four-momenta a
10Our implementation is available as a plug-in to the FastJet package [20, 21], which is available from
the authors upon request.
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(b) Jet from boosted heavy boson decay.
Figure 4.6.: Schematics of typical jets produced by two different processes, shown on an
η – φ detector layout [7].
It is useful to parametrise the substructure of jet within a single function that
contains much of the significant information about the layout of energy deposits within
the jet. Three such groups of functions are the k⊥ splitting scales, n-subjettiness and
en rgy–energy correlation (EEC) functi s [93].
4.6.1. k⊥ splitting scales
The k⊥ splitting scales [85, 92] are defined by reclustering the constituents of a
jet with the k⊥ recombination algorithm, discussed in section 4.2. This tends to
cluster the hardest constituents last. Before any ste of the rec mbination procedure,
the clusters we are grouping will be grouped into two subjet components. The k⊥
distance easure, dij between these two components is used to define a splitting
scale,
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√
dij = min(pT,i, pT,j)×∆Rij , (4.9)
where ∆Rij is the distance between the two subjects in η – φ space.
√
d12
characterises the distance scale between the two subjet components before the final
clustering step; similarly,
√
d23 characterises the distance scale between the two
subjet components before the second-to-last clustering step. These two parameters
can together be used to distinguish between heavy particle decays, which tend to be
relatively symmetric in the decay to light-mass particles, whereas the splittings from
non-resonant multijet radiation are likely to be less symmetric. From a two-body
heavy boson decay, we expect ∆R12 ∼ m/pT ; jets from non-resonant processes will
tend to see smaller values. By studying the ratio of ∆R12, and ∆R23, we can also
distinguish between two-body and three-body decays.
4.6.2. N-subjettiness
N-subjettiness [94], τN is used to characterise the substructure of a particle as
being typical of a number, N , of typical subjets. It is calculated by clustering the
constituents of the jet, using the k⊥ algorithm, in order to find N subjets candidates.
With these subjets in hand, τN is defined iby,
τN =
1
d0
∑
k
pT,kmin
(
∆R1,k,∆R2,k, . . . ,∆RN,k
)
, (4.10)
where,
d0 =
∑
k
pT,kR0 . (4.11)
Here, k runs over the constituent particles in the jet, and the ∆R are defined in the
η – φ space. τN can be thought of as showing the degree to which jet constituents
are aligned along the axes of the number N of subjets. Using this definition, τN
gives one possible measure of how well we can characterise the jet as being composed
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of N or fewer k⊥ subjets, for a given hypothesis of the subjet number, N . Then,
we can use the ratio τ21 = τ2/τ1 to discriminate between jets formed from two body
decays to jets formed from non-resonant QCD processes, and the ratio τ32 = τ3/τ2 to
distinguish between jets formed from two and three-body decays.
4.6.3. Energy–Energy Correlation Functions
We can use generalised energy correlation functions [95,96] to identify a jet’s N -prong
substructure. Ratios of these functions will have two great advantages. First, there
is no requirement for a separate (and computationally expensive) subjet-finding
procedure, as is needed for both splitting scales and N-subjettiness. These correlators
depend only on information about the energies and pair-wise angles of components
within a jet. Second, we can parametrise the angular components of these correlation
functions for the best discrimination power. The energy correlation functions (ECFs)
are defined by
ECF(N, β) =
∑
i1<i2<...<iNεjets
(
N∏
a=1
pT,ia
)(
N−1∏
b=1
N∏
c=b+1
∆Ribic
)β
(4.12)
where ∆Rijs are defined as usual on the η–φ plane. The angular part of this
correlation, can be adjusted through the parameter β, in order to optimise the
discrimination power of the correlators. We can set β to any value consistent with
collinear safety (that is, β > 0). At small values of β, correlators will more effectively
probe small-scale collinear splittings, useful for quark–gluon discrimination. Then,
the first few ECFs are defined,
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ECF(0, β) = 1
ECF(1, β) =
∑
iεjets
pT,i
ECF(2, β) =
∑
i<jεjets
pT,ipT,j
(
∆Rij
)β
ECF(3, β) =
∑
i<j<kεjets
pT,ipT,jpT,k
(
∆Rij∆Rjk∆Rki
)β
. (4.13)
These ECFs have several useful properties. They are defined such that ECF(N, β)→
0 in the soft and collinear limits of the particle configuration. Furthermore, the ECFs
are recoil-insensitive, that is, they are insensitive to displacement of the hardest
particle from the jet momentum axis, due to soft and wide-angle radiation. Recoil-
sensitivity would reduce the sensitivity of an observable to the structure of the jet
around its hard core.
However, the key observation is that the (N + 1) point correlators tend towards
zero if there are only N (or fewer) particles in the jet. More generally, if a system
has N subjets, then ECF(N + 1, β) should be significantly smaller than ECF(N , β).
It would then be natural to consider the ratio,
rβN ≡
ECF (N + 1, β)
ECF (N, β)
. (4.14)
We can think of this ratio analogous to N-subjettiness: for a system of N hard
partons and soft radiation, the ratio will be linear with the energy of the soft radiation.
However, the clearest demarcation in phase space between 1-prong and 2-prong jets
is in fact given by dimensionless ratios called Cβ2 and D
β
2 , given by,
Cβ2 ≡ ECF (3, β)×
ECF (1, β)
ECF (2, β)2
(4.15)
Dβ2 ≡ ECF (3, β)×
ECF (1, β)3
ECF (2, β)3
. (4.16)
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A wide-ranging study to search for an optimal vector boson tagger, at centre of
mass energy
√
s = 8 TeV, looking at multiple jet algorithms, grooming techniques
and jet substructure variables, found that the optimal tagger was Dβ=12 , with anti-k⊥
jets of radius 1.0, trimmed with grooming parameters fcut = 0.05 and Rsub = 0.2 in
η–φ [97].
4.7. B-Tagging
The process of identifying jets arising from B-hadron decays (known as “b-jets”)
is known as b-tagging [98]. The key fact exploited by b-taggers is that B mesons
typically have a comparatively long lifetime, of order 10−12 s; during which they may
travel up to of order 10−3 m (due to relativistic time dilation). We can therefore
hope to identify a secondary vertex, and we proceed by first identifying tracks which
have momentum pointing to within some ∆R ∼ 0.4 of the jet axis. There are several
approaches to identifying tracks originating from b-hadron decay.
1. Jet Probability discrimination Jet probability algorithms combine informa-
tion from all the selected tracks in the jet to compute a probability that tracks
originated at the primary interaction vertex. The shortest distance between a
track and the primary vertex is known as the impact parameter. If many of
the tracks do not cross the jet axis at the primary vertex, then this implies the
presence of a displaced decay;
2. Secondary vertexing If several tracks intersect at a point other than the
primary vertex, then this implies a displaced decay;
3. Lepton tagging b-hadrons somtimes produce leptons when decaying: the
presence of a lepton may indicate a b-hadron;
4. Track Counting Jets containing b-hadron decays tend to contain higher num-
bers of charged particles: counting these may be used to indicate this;
In practice, we can produce a combined algorithm from these techniques, using
multivariate neural networking methods. For collisions with a centre of mass energy√
s = 8 TeV, the most optimal tagger was found to be the MV-1 (multivariate-1)
tagger, applied with a 70% b-tagging efficiency. At this efficiency, jets from c-decays
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correspond to about 2/3 of mis-tags (20% of all b-tagged events); jets from light
hadrons correspond to only a few percent of b-tagged events [99].
4.8. Monte Carlo Generators
Monte Carlo (MC) methods are a tool for performing numerical integrations, based on
random sampling within a defined space. In particle physics, Monte Carlo generators
aim to make numerical calculations of physical quantities such as cross-sections,
corresponding to particular physical processes is defined kinematic regions of phase-
space. To do this, we use a random number generator to produce a large number
of simulated events, which can reproduce the sorts of yields and distributions one
would expect from real data.
As well as the calculating the hard event, usually these combine models of the
parton distribution functions, as well as modelling various non-analytic processes,
such as the underlying event, fragmentation and hadronisation. Typically, different
programs will be used for different aspects: one program will generate the hard
process, whilst another evolves it through a parton shower algorithm, and another
could perform hadronisation. Different Monte Carlo generators often make use
of different physics models, especially for those parts which we cannot calculate
analytically. Therefore, we can use comparisons between different Monte Carlo models
to provide an indication of the compatibility of different theories with experimental
results [100].
The complete event generation involves several steps [101]. First the hard process
is calculated from the matrix elements and convoluted with the parton distribution
functions as described in section 2.3.6. Final and initial state radiation branches are
added, and then parton showering is modelled. Next, the partons are hadronised and
the decays are simulated. Finally, we add the proton remnants and the underlying
event.
The final state particles simulated by the event generation are then passed
through a full detector simulation. At ATLAS, this is based on GEANT4 [102],
which simulates the interaction of these hadrons with material in the detector. For
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example, it models ionisation in the trackers, energy deposition in the calorimeters
and decays and radiation that take place en route.
After a Monte Carlo generator has produced particle-level predictions, and passed
these through the ATLAS simulation, we treat the simulated events in the same way
as data. For example, the same jet calibration and reconstruction is implemented
on both simulated and real events. This allows as direct as possible a comparison
between data and theory.
Monte Carlo generators used in the analysis and studies presented here are
pythia, herwig, alpgen, sherpa, MC@NLO and powheg.
4.8.1. Pythia
Pythia [103, 104] uses perturbative QCD at leading order (LO) to compute matrix
elements for 2 → 2 processes. It applies pT ordered parton showers. Finally, the
Lund string model [105] is applied for the hadronisation. For the underlying event,
Pythia interleaves multi-parton interactions with the initial state parton shower.
The non-perturbative parts of the event generation can be tuned to different data.
At ATLAS, Pythia usually generates samples using the ATLAS Minimum Bias
Tune 1 (AMBT1) set of parameters. For this, the non-diffractive model is turned
to a set of ATLAS measurements for charged particle production at
√
s = 900 GeV
and at
√
s = 7 TeV. The AMBT1 uses Martin-Roberts-Stirling-Thorne (MRST) LO*
PDFs [106].
4.8.2. Herwig
Herwig [107,108] uses the same leading order matrix elements as pythia. However,
unlike pythia, Herwig implements an angular-ordered parton shower, and uses a
clustering model for hadronisation. For the underlying event, Herwig 6 is linked
to jimmy, to provide multi-parton interactions. The latest version of Herwig,
Herwig++ directly implements a jimmy-like approach to the underlying event.
Like pythia, events can be generated using the MRST LO*PDF set. It uses the
LHC Underlying Event (LHC-UE7 2) tune for the underlying event.
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4.8.3. Alpgen
Alpgen [109] provides leading order matrix elements with up to six partons in the
final state. It is able to make corrections to the matrix element from several (not
only one) hard emissions. Configurations in which the emitted partons’ pT falls
below a certain threshold are described with a pure parton shower approach, while
configurations in which some partons are above the threshold are described with the
Matrix Element.
The samples can be generated using the CTEQ6L1 PDF set, produced by the
Coordinated Theoretical-Experimental Project [110]. Then these are passed through
another generator, such as Pythia to provide the non-perturbative parts of event
generation: the parton showering, hadronisation and multi-parton interactions. At
ATLAS, samples are generated using the ATLAS Minimum Bias Tune 1 (AMET1)
set of parameters.
4.8.4. Sherpa
sherpa [111] implements leading order matrix elements. As with Alpgen, it can
make corrections to the matrix element from several different hard emissions; however,
the matrix element corrections used for matching to the parton shower are calculated
in a different way. The procedure implemented by sherpa is known as CKKW
matching. This calculates cross-sections up to a fixed number of additional partons
in the final state matrix element. A Sudakov weight is then applied, accounting for
the probability that no further emission will be computed in the parton showering.
4.8.5. MC@NLO
MC@NLO [112,113] was the first widely used Monte Carlo generator to calculate
the hard process at next-to-leading order (NLO). This means that the matrix element
can include the emission of an additional parton, as well as all internal loop diagrams
at next-to-leading order. For leading order generators, the emission of an additional
parton is instead included only in the (non-analytic) parton shower modelling. As a
result, modelling of third jets in events is overall performed better by MC@NLO
than when simply applying leading order generators.
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However, a possible double counting problem arises: the emission of an additional
parton is being modelled both at next-to-leading order for the matrix element, and in
the parton showering procedure. To solve this problem, MC@NLO derives additional
NLO terms in the matrix element, of negative weight, and allows these to cancel
out the equivalent terms in the parton shower model. These cancellations lead to
some undesirable consequences. MC@NLO generated events will be linked to one
specific parton shower model, and cannot be used by a different one. Moreover,
these cancellation terms must be calculated by hand and then implemented in the
MC@NLO code.
4.8.6. Powheg
Like MC@NLO, Powheg [114–116] performs NLO calculations. However, unlike
MC@NLO, in the powheg method the hardest radiation is generated first, with
a technique that yields only positive weights. This has the advantage that it can
then be combined these with a different parton shower generator, such as pythia
or herwig. Because it calculates the hard event at a higher order than Pythia and
Herwig, this means that the emission of an additional hard parton will be included
in the matrix element calculation.
Chapter 5.
Reconstruction and Calibration
Reconstruction is the process of interpreting signals in detectors as physical objects,
such as electrons, muons and jets. Event reconstruction is a necessary component
of any physics analysis, providing a means for converting the detector outputs into
final results and distributions, which can be compared to theoretical predictions.
Ultimately, the procedures used for identifying a particular signal depend upon
convention, and in each case there is the possibility for errors in identification or
measurement. Consequently, each step of the reconstruction process will introduce
a source of systematic uncertainty into the physics analysis. We apply similar
reconstruction steps to Monte Carlo events and data. With Monte Carlo events,
we can distinguish between “truth-level” particles (i.e. simulated real particles) and
“detector-level” reconstructed objects [117].
5.1. Data Quality
Before any event is considered for any analysis, it must pass certain generic cuts
to ensure data quality. First, we demand that the event belongs to a Good Runs
List (GRL), which detail those luminosity blocks where all the relevant parts of
the detector are performing correctly. The luminosity blocks are sections of data of
around 2 minutes in length. Second are the LAr hole requirements. During certain
runs of data-taking, a crate in the ATLAS LAr calorimeter failed, so that any jets
falling into this region have been mismeasured. The failure is replicated in Monte
Carlo simulations, so as not to affect comparisons between Monte Carlo simulations
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and real detector data. Furthermore, events with noise bursts in the LAr calorimeters,
as well as events with data corruption in either the tile or LAr calorimeters must be
rejected. These events are flagged during data-taking and so can be easily rejected.
5.2. Jet Reconstruction
Jet reconstruction in ATLAS is described in detail in section 4.3. We reconstruct jets
from energy deposits (topological clusters) in the calorimeter using a jet-clustering
algorithm, the standard being anti-k⊥. Jets can be constructed with small or larger
radius, such as anti-k⊥ jets with radius parameters 0.4 or 1.0.
Jets that are constructed without accounting for the difference responses between
the electromagnetic and hadronic calorimeters are described as being at the elec-
tromagnetic (EM) energy scale. Jets at this scale correctly account for the energy
deposited in the calorimeter by electromagnetic showers, as has been validated
using test-beam measurements with electrons and muons of known energy. However,
hadrons have a lower response that is not well accounted for, so a series of calibration
steps is needed to bring the jet from the EM scale to the hadronic energy scale. The
hadronic scale should give a better description of the real energy of the jets. Jets
which fall below a reconstruction threshold of 7 GeV are discarded altogether before
calibration [118,119].
Jet calibration is divided into three steps: the pileup correction, the origin
correction and finally the Jet Energy Scale (JES) correction.
5.2.1. Pile-up Correction
The pile-up described in section 3.1 will add extra energy deposits to calorimeter
cells. These energy deposits are in general softer than the hard interaction of interest.
To assess the level of pile-up in a collision, we can look at the number of primary
interaction vertices (NPV ) and the average number of interactions that take place per
bunch crossing (µ) in an event. We then calculate an average pile-up contribution to
ET , as a function of NPV , and the η of the jets and subtract it from each jet.
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5.2.2. Jet Origin Correction
When reconstructing the jets, we assume that the jet originated from the geometrical
centre of the detector. In reality, this will rarely be the case. We correct jet origins
by instead pointing back to the primary vertex with the highest
∑
ptrackT of the event.
If there is no primary vertex, the beam spot is used instead.
The kinematics of calorimeter cluster are then recalculated using the direction
from the primary vertex to the centre of the cluster. This correction leads to a small
improvement in the angular resolution and pT resolution.
5.2.3. Jet Energy Scales
The final correction accounts for the lower response of hadrons in the calorimeters,
as compared to EM objects (electrons, positrons and photons).
We perform Monte Carlo simulations to produce reconstructed jets at particle
level, using the same jet clustering algorithm as is run on the topoclusters, but using
all Monte Carlo particles (rather than topoclusters) as four-vector inputs. We include
all stable particles except for muons (which are minimally interacting) and neutrinos
(which the calorimeters will not detect). These Monte Carlo jets are known as “truth
jets”, and are geometrically matched to the reconstructed jets produced from the
topoclusters. By comparing the energy of the reconstructed jets and the truth jets,
a correction factor is applied to the reconstructed jets, generally given as a function
of the jets’ η and energy, because the calorimeter response is energy-dependent, and
the technology of the calorimeter varies with the η direction.
Finally, we apply a small η-dependent correction to account for a bias in the
reconstructed η of the jets. This occurs in poorly instrumented regions of the
calorimeter, which have a lower response than other parts. There is therefore a small
bias in the directions of reconstructed jets; when reconstructing jets there will be
a tendency for the jets to be pulled away from such regions of lower calorimeter
response. The correction is given as a function of jet energy and η, it is typically very
small, of order δη < 0.01 in most of the detector, and δη = 0.07 in crack regions [120].
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5.3. Jet Cleaning
Reconstructed ATLAS jets need to pass some basic quality requirements before they
can be used in analyses [10]. These are designed to remove fake jets that are artefacts
of detector effects, are produced by noise or out-of-time energy deposits, which are
flagged as “bad jets”, or those which are not well measured due to detector problems
with the calorimeter, which are flagged as “ugly jets” [10,121].
There are three main types of bad jets. First are those which arise from noise
bursts in the HEC: the signature of such jets is that most of the energy comes from
a single calorimeter cell. Second are those which arise from noise bursts in the
EM calorimeter, which again have most the energy arising in a single calorimeter
cell. Finally, there are out-of-time jets, which appear with large out-of-time energy
deposits in the calorimeter, incompatible with the event time. They may be caused
by photons from cosmic rays. The variables used to identify bad jets are shown in
table 5.1. The ATLAS Jet/ETmiss Working Group [10, 122] has designated three
different levels of criteria for bad jet removal termed “loose”, “medium” and “tight”.
These cuts are summarised in table 5.2.
EMf fraction of energy deposited in the EM calorimeter
fmax maximum fraction of energy deposited in a single calorimeter layer
HECf fraction of energy deposited in the HEC
LArQ fraction of energy deposited in the LAr cells with a cell quality factor > 4000
HECQ fraction of energy deposited in HEC cells with a cell quality factor > 4000
Eneg negative energy in the jet
t the mean timing difference between cells in the jet and event timing
η jet η given at the EM scale
Chf The charged fraction of the jet, given by
∑
p
track
T /pjetT
Table 5.1.: Variables for jet cleaning criteria [10].
Ugly jets are defined as those which have more than half of their energy coming
from either the transition region between the barrel and end-cap of the calorimeters,
or from known dead cells, which are assigned an energy value based on the values of
their neighbouring cells. Ugly jets are rejected from analyses.
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Loose Medium (includes loose) Tight (includes medium)
HEC spikes
HECf > 0.5 &
| HECQ |> 0.5 HECf > 1− | HECQ |
OR
| NegE |> 60 GeV
EMf > 0.95 & EMf > 0.9 & EMf > 0.98 &
EM coherent | LArQ |> 0.8 & | LArQ |> 0.8 & | LArQ |> 0.05
noise | η |< 2.8 | η |< 2.8 OR
| LArQ |> 0.95
| t |< 25 ns | t |< 10 ns
OR OR
EMf < 0.05 & EMf < 0.05 &
Chf < 0.05 & Chf < 0.1 &
Cosmics | η |< 2 | η |< 2 | η |< 2
and OR OR OR
background EMf < 0.05 & EMf > 0.95 & EMf > 0.90 &
| η |≥ 2 Chf < 0.1 & Chf < 0.02 &
| η |< 2 | η |< 2
OR
Fmax > 0.99 & EMf < 0.1 &
| η |< 2 | η |≥ 2
Table 5.2.: ATLAS cuts for jet cleaning. The medium cuts comprise the loose cuts with
the additional criteria given. The tight cuts comprise this full set of medium
cuts, with the additional criteria given. Therefore, any jet that considered
bad by a looser of cuts will automatically be considered bad under tighter
cuts as well [10].
5.4. Electron Reconstruction
To reconstruct an electron’s energy, we must sum the entire energy of the electro-
magnetic shower that it produces in the EM calorimeter, as described in 3.4.3. A
sliding window algorithm searches for, and then clusters, the energy deposited by
electrons. There are three steps; tower building, pre-clustering and cluster-filling.
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First, the calorimeter is divided into a grid of calorimeter elements, of dimensions
η × φ = 0.025 × 0.025. We use a window of 5 × 5 of these units in η × φ. The
energy deposited in cells within the calorimeter is summed across the calorimeter
layers to form a tower. If the shower lies across multiple towers, the energy is split
between the towers in accordance with the fraction of the cell which overlaps each
tower. The transverse energy of the towers within the window is summed to provide
the transverse energy of the window. We scan the window over the calorimeter,
accepting as preclusters those windows for which the transverse energy lies above a
threshold of 3 GeV. If two preclusters overlap by an area of 3× 3 towers, then we
remove precluster with the lower transverse energy.
Once we have the preclusters, we use them to seed a secondary sliding window
algorithm, forming clusters that represent the full EM showers. This will produce a
cluster of cells formed from the preshower through to the back of the EM calorimeter.
The solenoid-induced magnetic fields will bend charged particles in φ, so the windows
are allowed to be wider in the φ direction. In general, the window size depends on
the EM calorimeter layer and whether we are assuming a photon or electron particle,
with photon showers tending to be narrower than electron showers.
To distinguish electron clusters from photon clusters, we match the tracks from
the inner detector. To do this, we extrapolate the fitted track and declare a match
if a calorimeter cluster lies within ∆η < 0.05 and ∆φ < 0.1 of the tracks of the
inner detector. The track with the closest match is considered to be the electron
and we use it to make momentum and charge measurements. In those cases where
no track is identified, we assume that the cluster arose as an unconverted photon,
that is, a photon which did not yet produce electron-positron pairs prior to arriving
at the calorimeter. Photons which undergo conversion before the calorimeter may
be misidentified as electrons; we reduce this by making requirements on the track
found, requiring at least a minimum number of hits in the pixel and SCT detectors
to indicate the presence of an electron.
Cluster and track measurements are accepted as electrons if they pass a series
of pre-selection cuts, which reject likely photons and fake electrons. These cuts are
shown in table 5.3. Once again, various sets of cuts are defined as “loose”, “medium”
and “tight”. Tight electrons must have an ET > 20 GeV and to be found within
| η |< 2.47, the fiducial region of the EM calorimeter. In addition, we reject electrons
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that lie in the poorly instrumented region of overlap, between the calorimeter barrel
and endcap, given by 1.37 <| η |< 1.52 [123,124].
Type Description
Loose criteria
Detector acceptance | η |< 2.47 and 1.37 <| η |< 1.52
Hadron leakage Ratio of ET in the first sampling of the hadronic calorimeter to
the EM cluster
Second layer of EM
calorimeter
Ratio in η of cell energies in 3× 7 versus 7× 7 cells
Lateral width of the shower
Medium criteria (includes loose)
First layer of EM
calorimeter
Total shower width
Ratio of energy difference associated with the largest and second
largest energy deposit over the sum of these energies
Track quality
Number of hits in the pixel detector ≥ 1
Number of hits in the pixel and SCT ≥ 7
Transverse impact parameter < 5 mm
Track matching ∆η between the cluster and track < 0.01
Tight criteria (includes medium)
b-layer Number of hits in the b-layer ≥ 1
Track matching
∆φ between the cluster and the track < 0.02
Ratio of the cluster energy to the track momentum
Tighter ∆η cut < 0.005
Track quality Tighter transverse impact parameter cut < 1 mm
TRT
Total number of hits in the TRT ≥ 15
Ratio of the number of high-threshold hits to the total number
of hits in the TRT
Conversions Electron candidates matching to reconstructed photon conver-
sions are rejected
Table 5.3.: Variables used for ATLAS pre-selection cuts for electron identification [11].
The medium cuts comprise the loose cuts with the additional criteria given.
The tight cuts comprise this full set of medium cuts, with the additional
criteria given. Therefore, any jet that considered bad by a looser of cuts will
automatically be considered bad under tighter cuts as well.
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5.5. Muon Reconstruction
We reconstruct muon candidates using the information from the muon spectrometer
described in section 3.5. Whilst the MS alone is sufficient for stand-alone muon
reconstruction, we can use information from other detector parts to improve muon
identification efficiency. We classify three types of reconstructed muons.
1. Stand-alone muons
These use only information from the MS. Tracks are reconstructed using the
Moore algorithm [125] and are then extrapolated to the beam line.
2. Combined Muons
These use stand-alone muons found in the MS, matched to ID tracks using
algorithms such as STACO [125]. Muon properties are evaluated by combining
the information from both detector components. A muon trajectory is recon-
structed in the inner detector and the muon spectrometer separately at first,
then combined by a statistical combination approach into a combined track.
3. Tagged Muons
We produce tagged muons by starting the reconstruction from suitable ID tracks
and extrapolating them to the MS. We use the MuTag or MuGirl algorithms [125]
to search for hits in nearby MS segments.
Well-reconstructed muons need to pass a series of pre-selection cuts. Combined
muons found by the STACO algorithm are required to have a pT > 20 GeV and
| η |< 2.5 [126–128].
5.6. Missing Transverse Energy Reconstruction
If our events contain missing transverse energy (EmissT ), this indicates the presence
of particles which have escaped the detector without being detected. Most often,
these particles are neutrinos. We reconstruct EmissT using the “RefFinal” definition,
as the negative transverse vector sum of calorimeter energy deposits and of the pT of
muons reconstructed in the inner detector or muon spectrometer. Knowledge of the
gaps in detector coverage, calorimeter shielding by the cryostat, and dead regions are
also taken into account when calculating EmissT . Additional corrections come from
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identified photons, electrons, muons and jets, using the definitions for these objects
given in the previous sections. Any corrections applied to such objects must also be
propagated to the EmissT calculation. The calibrations of specific objects are generally
better than generic calibrations of individual cells, so by using the final objects with
their full calibrations, we can usually improve the EmissT resolution. Noise from the
calorimeters can cause a mis-measurement of EmissT ; we can only alleviate this by
using topoclusters that already take noise suppression into account [127,129].
Chapter 6.
Performance Studies on the Jet
Trigger
The ATLAS trigger system underwent a series of upgrades during the LS1 period,
in order to cope with the Run 2 environment, as discussed in section 3.6.2. The
Run 2 luminosity peaks at around 1034 cm−2s−1, average levels of pile-up increase,
and the number of expected interactions per bunch crossing rises from around 40 to
50. Trigger rates allowed by the new system increased by a factor of approximately
2 over the Run 1 system.
In addition to a multitude of upgrades to the trigger system, efforts were made
to improve the speed of the reconstruction algorithms. This study investigates one
possible scheme for improving the algorithmic efficiency of the higher level jet triggers,
known as partial scan (PS), focussing on the potential improvements to algorithm
performance times and trigger efficiencies. PS is compared against an existing data
loading scheme known as full scan (FS). This chapter will explain the partial and
full scan approaches, present the study, its results and conclusions, and discuss the
implications for the upgrade of the jet trigger system.
6.1. Full scan and Partial scan
An important change to the jet trigger is the merging of LVL2 and the EF, such that
HLT becomes a single trigger level, pooling the computing resources of the two levels
and minimising data transfers. Faster readout boards enable more frequent accessing
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cell information across the whole calorimeter system. In practice this allows the
computationally intensive step of building topoclusters (explained in section 4.3) to
be performed for all events passing first trigger level. Topoclusters are inherently
noise-suppressed, so provide a higher resolution than other types of input. [68,130].
During Run 1, the HLT used two distinct data loading schemes:
• Full scan (FS) uses the complete calorimeter data load. The FS scheme allows
for precise event reconstructions, but is computationally expensive and is more
difficult to integrate into the HLT time constraints.
• RoI scheme takes in data only from the selected RoIs (described in section 3.6.
This is less computationally demanding, but the sliding window algorithm used
to select RoIs has a lower efficiency to identify close-by jets. In addition, any
overlap between selected RoIs will be processed multiple times, as each RoI is
treated independently, shown in figure 6.1.
Although simulations showed that the new trigger design should respect the
latency constraints of the Run 2 online environment, a fallback approach was de-
signed [131], intermediate between FS and the RoI scheme:
• Partial scan (PS) runs as if in a single-pass full scan over the full calorimeter,
but with the data suppressed outside of the RoIs selected at LVL1. In effect,
all of the RoIs are grouped into a single region, removing any overlap between
regions. This still suppresses low activity regions of calorimeters, whilst avoiding
processing energy deposits multiple times if they lie in overlap regions covered
by more than one RoI, shown in figure 6.1.
The partial scan is particularly interesting for the improved HLT due to its lighter
event processing, which reduces the overall computational power required by the
system. The degree to which computational power is reduced will depend on the size
of the RoI windows. On one hand, if the window size is too small, part of the jet
may lie outside of the window, resulting in lower reconstructed jet energy, which may
reduce the trigger efficiency. On the other hand, too large a region will not improve
the selection, but will severely penalise the processing time. In the limit where the
RoIs stretch across the entire calorimeter, the PS scheme becomes identical to FS.
Studies found the optimal size to be around 1× 1 in η–φ; this size is used throughout
the study [131].
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Figure 6.1.: Calorimeter partial scan data readout scheme for a simulated event. Blue
dots represent the Level 1 jet positions in a particular simulated event. Green
rectangles represent RoIs of size 1 × 1 in the η–φ plane, selected at LVL1.
An overlap is seen between two RoIs, which would be processed twice in
the Run 1 RoI scheme. In the PS scheme, the jet finding algorithms at
the HLT run as if in a single pass scan over the full calorimeter, but with
data suppressed outside the regions defined by Level 1 jet positions. The PS
removes any overlap between regions [8].
6.2. Trigger Efficiencies and Turn-on Curves
The efficiency of a higher level trigger, ε, is given by the ratio of the number of jets
passing the trigger, with an ET threshold, to the total number of jets reaching the
trigger, i.e. those jets passing the selection cuts and the seed trigger,
ε =
Number of jets passing trigger
Number of jets arriving at trigger
. (6.1)
For an n-jet trigger, efficiencies are measured as a function of the nth-highest ET
oﬄine jet to pass to the trigger, referred to as the “trigger jet”. For example, the
efficiency of the 3j50 jet trigger is measured as a function of the ET of the jet third
highest in ET . The profile of the trigger efficiency against the ET of the trigger jet
is described as the “turn on curve” of the trigger. The characteristic shape has a
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turn-on region where the efficiency increases quickly, and a plateau region, at which
maximum efficiency is reached and no longer varies. The triggers are considered to
be fully efficient at the plateau region, once ε ≥ 99%.
6.3. Event Selection
The study makes use of 40,000 Pythia8 Monte Carlo simulated events for the
maximal Run 2 centre-of-mass energy
√
s = 14 TeV, and a high average pile-up of 80
simultaneous interactions per bunch-crossing. We reconstruct oﬄine jets using the
anti-k⊥ algorithm, with jet radii of 0.4 in η–φ space. To obtain events with a high
jet multiplicity, in which enough jet energies lie close to the trigger thresholds, we
consider non-resonant multijet events with an oﬄine leading jet pT between 500 and
1000 GeV and |η| < 2.8. Non-leading jets will typically have much lower energies
than this.
We consider only those oﬄine jets that are matched to a trigger jet at each level.
First, the oﬄine jet is geometrically matched to an EF jet by finding the closest jet
within a ∆R < 0.3 in the η–φ plane. The EF jet is matched to the closest LVL2 jet
within a ∆R < 0.3. Finally, the LVL2 jet is matched to LVL1 using RoI information
stored at LVL1 and LVL2. Providing that a jet is found at each of these levels the
jet is used to calculate the trigger efficiencies. Studies have found these values of
∆R to be highly efficient for identifying whether a LVL1 jet corresponds to an oﬄine
jet [132].
Events are required to pass the ATLAS GRL, discussed in section 5.1 , and must
have at least one primary vertex with at least 4 tracks. The standard jet cleaning
requirements described in section 5.3 are applied, and we implement the tightest
criteria for removing bad jets.
Four different multijet triggers are considered for the study. Table 6.1 lists the
triggers considered for the study. Jets are passed through each trigger separately,
under both the FS and PS schemes. In the Monte Carlo sample used, the leading
five jets were found to match to within a ∆R < 0.1 between FS and PS in over 99%
of events.
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Jets passed to a HLT trigger must pass a LVL1 seed trigger, also shown in table
6.1. These seed triggers have a lower ET threshold and apply to one fewer jets than
the corresponding HLT triggers. This is to ensure that they are fully efficient at the
ET range considered for the turn-on curves. We consider range of multijet triggers,
to assess the performance of partial scan in as wide a range of different scenarios as
possible.
LVL1 Seed Trigger HLT Trigger
L1 J50 j110
L1 J20 3j50
L1 3J50 4j100
L1 4J20 5j85
Table 6.1.: The multijet triggers considered for the study on partial scan performance.
The corresponding LVL1 seed triggers are also shown.
6.4. Results and Conclusions
Figure 6.2 shows the times for the cell-making algorithm to run for PS and FS. The
PS sees a much broader peak than FS, expected to be dependent on the number of
the RoIs selected for the event. The mean times were around 15-20% lower for the PS
than FS. Figure 6.3 shows the corresponding times for the cluster-making algorithm.
FS shows a narrow peak; PS shows a similar peak but with a substantially longer
tail, again probably dependent on the number of RoIs selected for the event. The
average times for partial scan were typically around one fifth or lower than those
seen for FS. Combined, PS sees improvements of around a factor of five compared to
full scan, because the cluster-maker times dominate over the cell-maker. The average
timings for each trigger are summarised in table 6.2.
It is likely that the longer tails observed in PS arise from algorithms for “fetching”
the detector elements. If the fullscan flag is passed, then the algorithms simply
retrieve the complete collections and processes them, with no additional checks.
However, if the fullscan flag is not passed, then the algorithms scan across all regions
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Figure 6.2.: Timings of the cell-maker algorithm, for multijet triggers, compared between
full scan and partial scan for a variety of HLT multijet trigger algorithms.
All timings are given in units of ms.
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Figure 6.3.: Timings of the cluster-maker algorithm, for multijet triggers, compared
between full scan and partial scan for a variety of HLT multijet trigger
algorithms. All timings are given in units of ms.
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j110 3j50 4j100 5j85
PS FS PS FS PS FS PS FS
cell maker 〈t〉 10.0 12.1 9.7 11.4 10.7 12.5 10.9 12.3
cluster maker 〈t〉 89.4 501.3 95.5 540.2 91.0 533.0 92.4 544.3
total 〈t〉 99.4 512.4 104.5 551.6 101.7 545.5 103.3 556.6
Table 6.2.: The mean timings for the cell-maker and cluster-maker algorithms, as well as
total timings, for each trigger, considered for PS and FS. The timings of the
cluster-maker dominate, and overall timings reveal a substantial improvement
for PS, compared to FS. All timings are given in units of ms.
and fetch the collections independently in the regions specified. In practice, this
means separately checking the list of cells or clusters to identify whether they lie
within the selected RoIs, rather than simply using a cached list of all detector
elements. For events with very large numbers of RoIs, this can substantially increase
the total algorithm timings.
Figure 6.4 shows the efficiency curves for FS and PS for each of the four triggers
considered, plotted against the matched oﬄine ET of the n
th jet. For each trigger,
the PS is seen to have a slower turn-on than FS. Typically, with PS samples reached
100% efficiency at about 2 or 3 GeV higher than with FS; this effect was slightly
greater for the highest ET threshold triggers, the 4j100 and j110.
In conclusion, PS shows the potential to improve the algorithm timings substan-
tially, compared to FS. However, the less steep turn-on curves indicate a signficant
fall in the ET resolution. Further studies [130, 131] of the ET resolution found a
significant difference between PS and FS at low ET ; whilst this could be mitigated
with larger RoIs, the effect remained, shown in figure 6.5. Therefore, ultimately PS
was not adopted for the Run 2 trigger.
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Figure 6.4.: Efficiencies of the multijet trigger algorithms. For an n-jet trigger algorithm,
the efficiency is plotted as a function of the ET of the n
th leading jet. Full scan
and partial scan efficiencies are shown for each HLT multijet trigger algorithm
considered.
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Figure 6.5.: Relative transverse energy difference between jets reconstructed using the
PS and FS calorimeter readout schemes, represented versus the Full scan jet
transverse energy, for HLT jets matching jets identified at LVL1 (within a
radius 1 around the LVL1 jet in the η–φ plane). The error bars represent the
standard error on the mean. The data sample used consist of non-resonant
di-jet events with leading-jet transverse momentum above 20 GeV and 40
simultaneous interactions per bunch-crossing. [8].
Chapter 7.
Semileptonic Decays of Vector Boson
Pairs
7.1. Introduction
In this analysis, we study inclusive vector boson pair (WW , WZ) production,
decaying in the semileptonic channel. In this channel, one vector boson decays
leptonically to lν, where l = e, µ, while the other decays hadronically to qq, shown
in figure 7.1. The production takes place at centre of mass energy
√
s = 8 TeV, and
with an integrated luminosity of 20.3± 0.6 fb−1 using LHC Run 1 data collected by
the ATLAS experiment in 2012. There are two distinct aims. First is to measure the
diboson production cross-section in the semileptonic channel. Second is to use the
transverse momentum distributions to set limits on anomalous contributions to the
triple gauge coupling vertices (aTGCs), which are described in chapter 2.4.2.
The finite resolution of measurements of jet mass leads to considerable overlap
between peaks arising from the hadronic decays of W and from Z bosons. Given
the expected uncertainities and the relatively small contribution from the WZ (of
order 10% of the total signal yield in each channel), no effort is made to distinguish
separate WW and WZ results.
In this chapter, the analysis purpose and detail the design are explained, including
the choice of Monte Carlo generators, the data used, the conventions used for object
identification, the selection of events and choice of phase space, and the modelling
of the Monte Carlo samples. Chapter 8 describes the estimation of the sources
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Figure 7.1.: Feynman diagrams for WV (V=W ,Z) production and semileptonic decay
processes, WV → lνqq, at the LHC, at leading order.
of systematic uncertainty for the analysis. Chapter 9, explains the details of the
cross-section measurement and aTGC limit-setting procedure, and discusses the
results of the analysis.
In physics analyses, we generally aim to study specific phenomena (in this case
the diboson production cross-section, and the aTGCs), defined in a particular region
of phase space. The region of phase space is defined to optimise the statistical
significance of the quantity we intend to measure; this involves a trade-off between
improving the ratio of signal events against background, and having higher overall
numbers of events. Generally, the phase space is defined through a series of selections,
or “cuts”, on kinematic observables, and the event topology; the phase space is chosen
to enhance the signal and reduce backgrounds. We call this signal-enriched region
the “signal region”. Section 7.4 details the cuts to define the signal region phase
space.
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To estimate the background processes that contaminate the signal region, we
apply data-driven reweighting to the Monte Carlo samples. To do this, we define
“control regions” in which particular backgrounds have a very high purity, and use
these to reweight background samples to data. Section 7.5 outlines the control regions
used for the background modelling procedure.
Measurement of the diboson production cross-section remains an important test
of the Standard Model. Vector boson production provides important backgrounds
in Higgs measurements and studies, as well as in searches for physics beyond the
Standard Model. In particular, high energy decays of W and Z bosons are very
useful in the search for new physics, as they would be likely products from the decay
of heavy hypothetical particles such as a W ′ or Z ′ [83, 84].
The majority of ATLAS and CMS measurements of vector boson pair production
have been done in the fully leptonic decay channels, which provide a significantly
larger ratio of signal against background, and are affected by lower overall systematic
uncertainties. However, semileptonic channels have the potential to provide around a
factor of 6 improvement in statistics, because the hadronic decay branching ratios are
higher than the leptonic forW and Z bosons. There are no other 8 TeV measurements
for the semileptonic process, however fully leptonic results already exist at this centre
of mass energy for the WW and WZ channels [12, 13, 64, 133]. However, searches at
7 and 8 TeV centre of mass energies have used the WV → lνjj channel to search for
heavy resonances such as the W ′ [83, 84].
Analyses in ATLAS and CMS previously performed measurements of inclusive
vector boson pair production in the semileptonic decay channel at the lower centre
of mass energy of
√
s = 7 TeV [14, 63]. The higher centre of mass energy used in
this analysis provides better discrimination between signal and background, due to
the larger vector boson production cross-sections at higher energies. Moreover, the
sensitivity to aTGCs increases with higher transverse momenta. Furthermore, the
higher centre of mass energy opens up the possibility to exploit a boosted topology
for some events, where the hadronic decay products have a sufficiently high Lorentz
boost for them to merge, so as to be captured within a single large-radius jet. As
explained in section 4.4, boosted channels have the potential to provide especially
good sensitivity to aTGCs.
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From henceforth, we will distinguish between two channels, characterised by
different event topologies. The first, in which we expect the boson decay products
to be captured by a single, merged jet of large-radius, will be referred to as the
“boosted channel”. The second, in which we expect the boson decay products to
be captured by two distinctly resolved small-radius jets will be referred to as the
“resolved channel”. We implement a different event selection for the two channels,
requiring that the two channels are fully orthogonal, i.e. that no event may pass
the event selections for both channels. Figure 7.2 shows a schematic of the two
topologies.
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(a) resolved topology
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Figure 7.2.: Feynman diagrams showing the signal process in the boosted and resolved
channels. J refers to a large-radius jet, whilst j refers to a small-radius jet.
Only the leading order s-channel diagrams are shown.
The WV production cross-section is measured within the defined fiducial volume,
corresponding to the process we wish to measure. The precise definition of this
fiducial volume is given in section 9.1.2. For the resolved topology, the process it
corresponds to is WV → lνjj, where j represents a small-radius jet arising from
the hadronic decay of a vector boson. For the boosted topology, the fiducial volume
corresponds to the process WV → lνJ , where J represents a single large-radius jet,
intended to capture entire hadronic decay of a vector boson. Processes in which
electrons or muons originate from the W → τν → `νν decay chain are accounted for
in the analysis, but are not part of the fiducial phase space definition, as is explained
in section 9.1. We extract the WV signal using a binned maximum likelihood (ML)
fit to the dijet mass distribution. A glossary of terms used in the fit is provided in
Appendix B.
aTGCs typically enhance the cross-sections for diboson production at high trans-
verse momenta. Hence, physics analyses normally obtai limits on aTGCs by fitting
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the pT distribution of the lepton or vector boson. In the semileptonic diboson analysis
at
√
s = 7 TeV, the most sensitive channels for the aTGC fit were investigated. It
found that the optimal variable to choose for the fit was the pT of the dijet system,
corresponding roughly to the pT of the hadronically-decaying V boson [14]. Following
from these results, in this analysis, aTGC limits are determined from a fit to pT (jj)
in the resolved channel, and pT (J) in the boosted channel.
7.2. Data and Monte Carlo Samples
7.2.1. Data Samples
Data for the analysis comes from pp collisions at centre of mass energy
√
s = 8 TeV,
collected by the ATLAS detector in 2012, corresponding to an integrated luminosity
of 20.3± 0.6 fb−1, and passing the GRL described in section 5.1.
7.2.2. Monte Carlo Samples
Signal processes, WW and WZ, are modelled using Monte Carlo simulated samples,
while the contributions from various Standard Model backgrounds are estimated
using a combination of Monte Carlo samples and control samples from the data.
For the Monte Carlo samples, the particle interactions with the ATLAS detector
are modelled using GEANT4. We reconstruct Monte Carlo events using the same
software that is used for data reconstruction.
Signal processes
The nominal signal samples are qq¯ → WW/WZ events generated using MC@NLO
v4.07 with NLO calculations, interfaced with Herwig and Jimmy to model the
parton showering, hadronisation and underlying event. Initial parton momenta are
modelled using the CT10 set for the PDFs [110]. Samples are generated for both the
Standard Model and for the aTGC point parametrised by ∆gγ1 = 0, ∆g
Z
1 = −0.3,
∆κZ = 1, ∆κγ = 0, λZ = 0.3, λγ = 0. The events produced using MC@NLO contain
on-shell W and Z bosons; they are subsequently decayed by Herwig.
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We also generated additional diboson signal processes, WW , WZ/γ∗, for studies
of systematic uncertainities. We used Sherpa 1.4.3 and Powheg v2.1, both using
the CT10 PDFs. The Sherpa samples model the diboson production at LO, but
consider up to 3 additional partons in the matrix element. The Powheg samples
describe the processes at NLO, and are interfaced with Pythia8 for the parton
shower. TheWW sample was generated to be inclusive, whilstWZ/γ∗, we considered
only specific decay modes. The full signal samples generated for the analysis are
summarised in table A.1 in Appendix A.
V+jets processes
The largest background is formed from states which contain a single leptonically
decaying vector boson and additional jets from non-resonant processes (referred
to henceforth as W+jets, Z+jets or as V+jets). Such processes can look like the
semileptonic decay of a WV , if there is a dijet pair with a mass close to the mass of
a vector boson. These processes are modelled using Sherpa v1.4.1, using the CT10
PDF set. The Monte Carlo samples were generated using schemes with massive c
and b quarks, and containing up to 4 partons in the initial matrix element. Samples
were generated in slices of vector boson pT , in order to generate the higher number
of events needed at higher pT . The full W+jets processes generated are summarised
in tables A.2 and the Z+jets in A.3 in Appendix A.
To cover regions with lower transverse momenta, samples inclusive in pT (V ) are
used, with a pT < 40 GeV cut applied at truth particle level in order to remove
overlap with the pT slice samples.
tt¯ and Single-top processes
Another important background comes from events with a top quark; almost all top
quarks will decay to a b-quark and a W boson, which may decay leptonically. The
full set of generated Monte Carlo samples is shown in table A.4 in Appendix A.
We generated tt¯ samples using Powheg at NLO using the CT10 PDF set,
assuming a top quark mass of 172.5 GeV. This was interfaced with Pythia6.425 with
the CTEQ61L PDF set, and the Perugia 2011C underlying event tune [134]. The
sample was normalised to the cross section obtained from theoretical calculations.
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These were performed at NNLO in QCD, including resummation of next-to-nex-to-
leading logarithmic (NNLL) soft gluon terms, with top++2.0, yielding a cross-section
of 253+15−16 pb for the centre of mass energy
√
s = 8 TeV [135–141].
Systematic uncertainties for these tt¯ processes arise from the choices of PDF and
αs, as well as from knowledge of the top quark mass. The PDF and αs uncertainties
were calculated using the PDF4LHC prescription [142]. To provide the uncertainties,
the maximal envelope was taken from the following PDF sets and their errors: the
MSTW2008 68% CL NNLO [106,143], CT10 NNLO [110,144] and NNPDF2.3 five
flavour PDF sets [145].
Samples containing a single top quark were generated at NLO using Powheg
with the CT10 PDF set. They were generated in the t-channel, s-channel and
Wt production mechanisms. All samples were interfaced with Pythia6.425, the
CTEQ61L PDFs, and the Perugia2011C underlying event tune. Overlaps between
the tt¯ and Wt final states were removed using the diagram subtraction approach.
The single-top quark samples were normalised to the appropriate theoretical NNLO
cross-sections, using the MSTW2008 NNLO PDF set [106,143].
ZZ processes
One possible small background arises from ZZ processes. We modelled this using
Herwig v6.520.2, at LO, using the CTEQ6L1 PDFs plus Jimmy. Events were
generated taking into account all possible decays of the two Z bosons, and normalised
to NLO predictions.
Non-resonant multijet processes
Another small background can arise from non-resonant multijet processes. We did not
model these using Monte Carlo simulations, but instead estimated this background
using a data-driven technique, described in section 7.5.1.
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7.3. Object Identification
In order to identify events in the semileptonic WV decay channel, we need rigorous
definitions of the physical objects to be identified. In the resolved channel we expect
to identify two small-radius reconstructed jets, which we shall henceforth refer to
as “signal small-radius jets”. In the boosted channel, we expect to identify a single
reconstructed large-radius jet, which we shall refer to as the “signal large-radius jet”.
In both states, we expect the presence of a reconstructed muon or electron, which we
shall refer to as the “signal muon” or “signal electron” respectively. We also expect
to see missing transverse energy, lost from an undetected neutrino.
In section 7.4 we shall also discuss the removal of events that contain certain
unwanted objects. We shall refer to such particles as “veto muons”, “veto electrons”
and “veto jets”.
In addition, the evaluation of non-resonant multijet events, which will be described
in section 7.5.1, requires the identification of specific “fake” muon and electron signals.
We shall refer to these as “fake muons” and “fake electrons” respectively.
7.3.1. Electron Definitions
Electron candidates are defined as clusters of energy deposited in the electromagnetic
calorimeter associated to a track reconstructed in the Inner Detector. All electron
candidates are required to satisfy the ATLAS MediumPP identification criteria, as
outlined in section 5.4.
In order to reduce backgrounds from leptonic decays from within heavy flavour
jets (such as b→ ceν), we make isolation cuts around the electron candidates. To do
this, we draw cones around the electron candidate, and sum the energy or transverse
momentum found in these cells. Cells that have already been included in the electron
are not included as part of the cone energy or transverse momentum. We then
require that the energy of transverse momentum in these cones is less than a certain
proportion of the energy or transverse momentum of the electron candidate.
We label the ET in a calorimeter cone in η–φ space of radius R = 0.3 around an
electron candidate by ‘etcone30’. imilarly, we label pT in such a cone by ‘ptcone30’.
Semileptonic Decays of Vector Boson Pairs 127
We label the pT in a calorimeter cone of radius R = 0.2 around an electron candidate
by ‘ptcone20’.
Signal and veto electron candidates lying within a cone in the η–φ plane with a
radius of 0.2 and 0.4 of a signal or veto jet are removed (having already removed jets
that lie within a radius of 0.2 of the electron candidates). This is in place to remove
electrons that arise from leptonic decays within heavy flavour (c, b) jets.
To ensure that the electron originates in the hard scatter of interest, the electron
track must have a longitudinal impact parameter, that is the shortest distance
between the track and the primary vertex in the longitudonal direction, |z0 sin θ|,
along the beam axis less than 0.5 mm from the primary vertex. This applies to
signal, veto and fake electron candidates.
Specific criteria for selecting electrons are outlined below.
Signal electron selection
• pT > 30 GeV
• Pass Tight ID requirements
• etcone30/pT < 0.07
• ptcone30/pT < 0.14
• ∆Relectron-jet ≥ 0.4
Veto electron selection
• pT > 15GeV
• Pass Medium ID requirements
• ptcone20/pT < 0.1
• ∆Relectron-jet ≥ 0.4
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Fake electron selection
• pT > 30 GeV
• pass MediumPP and fail TightPP
• ptcone20/pT < 0.1
• 2 GeV< etcone30 < 20 GeV
• Require b-layer hit
7.3.2. Muon Definitions
Muons are reconstructed using the STACO combined muon reconstruction algorithm,
as described in 5.5.
Similarly to the electron case, we make isolation cuts around the muon candidates
to reduce backgrounds from leptonic decays within heavy flavour jets (such as
b → cµν). We draw cones around the muon candidates, and require the sum of
energy and transverse momentum in these cells to be less than a certain proportion of
the energy or transverse momentum of the muon candidate, with different criteria in
the cases of signal and veto muons. Once again, cells that have already been included
in the muon are not included as part of the cone energy or transverse momentum.
We label the ET in a calorimeter cone in η, φ space of radius R = 0.3 around
an muon candidate by ‘etcone30’. We label pT in such a cone by ‘ptcone30’. We
label the pT in a calorimeter cone of radius R = 0.2 around an muon candidate by
‘ptcone20’.
We label the transverse impact parameter of the Inner Detector by ‘d0’. This is
used to remove muons whose tracks lie far away from the interaction point: such
muons could arise from background cosmic rays or out-of-time events.
Signal and veto muon candidates lying within a cone in the η–φ plane with a
radius of 0.2 and 0.4 of a signal or veto jet are removed (having already removed jets
that lie within a radius of 0.2 of the electron candidates). This is in place to remove
muons that arise from leptonic decays within heavy flavour (c, b) jets.
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To ensure that the muon comes from the hard scatter of interest, the muon track
must have a longitudinal impact parameter, that is the shortest distance between
the track and the primary vertex in the longitudonal direction, |z0 sin θ|, along the
beam axis less than 0.5 mm from the primary vertex. This applies to signal, veto
and fake muon candidates.
Specific criteria for selecting muons are outlined below.
Signal muon selection
• pT > 30 GeV
• | d0/σd0,track |< 3
• etCone30/pT < 0.07
• ptcone30/pT < 0.07
• ∆Rmuon-jet ≥ 0.4
Veto muon selection
• pT > 15 GeV
• | d0/σd0,track |< 3
• ptcone20/pT < 0.1
• ∆Rmuon-jet ≥ 0.4
Fake muon selection
• pT > 30 GeV
• | d0/σd0,track |> 4
• ptcone20/pT < 0.1
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7.3.3. Small-Radius Jet Definitions
We identify small-radius jets as described in section 5.2 using the anti-k⊥ algorithm,
with the radius of 0.4 in the η–φ plane. The jet calibraton is performed as an
average shift (to correct for pile-up) and multiplicative correction factor, obtained
from Monte Carlo simulations in bins of η and pT , as outlined in section 5.2.3. For
signal jets, we use only central jets within the range |η| < 2.5, because these have
lower uncertainties arising from the calibration, and are affected to a lesser extent
by pile-up. Veto jets may take any value of η up to the limits of the detector.
To discriminate between jets arising from the hard scatter and those originating
in pile-up, we define the jet vertex fraction (JVF), which measures the probability
that a jet originated from a particular vertex. This can be obtained by comparing
calorimeter jets to jet tracks in the inner dector and the primary vertices.
To reduce the contribution of jets produced from pile-up interactions, jets with
pT < 50 GeV and |η| < 2.4 are rejected if the absolute value of the jet vertex fraction
(JVF) is lower than 0.5 (i.e. they do not satisfy |JVF| ≥ 0.5). From henceforth,
these will be referred to as the ‘JVF requirements’. In addition, small-radius jets are
required to lie at least 0.2 away from veto or signal electron candidates in η–φ space,
as such jets are likely to be artefacts arising from energy deposits from the electron.
The effects of systematic uncertainties arising from the jet energy scale and jet
energy resolution, as well as possible discrepancies between the data and Monte Carlo
samples due to mis-modelling of pile-up, are taken into account in the systematic
uncertainty estimations, as described in chapter 8.
Specific criteria for selecting jets are outlined below.
Small-radius signal jet selection
• pT > 30GeV
• |η| < 2.5
• Pass JVF requirements
• ∆Rjet-electron ≥ 0.2
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Small-radius veto jet selection
• pT > 15GeV
• Pass JVF requirements
• ∆Rjet-electron ≥ 0.2
7.3.4. Large-Radius Jet Definition
We identify large-radius jets as described in section 5.2 using the anti-k⊥ algorithm,
with the standard ATLAS large radius 1.0 in the η–φ plane. The jet calibration is
performed as an average shift (to correct for pile-up) and multiplicative correction
factor, obtained from the Monte Carlo simulation in bins of η and pT , as outlined in
section 5.2.3. We restrict large radius jets to the region |η| < 2.0. Any wider range
in η would allow a large proportion of the jet to fall outside of the central region,
where the uncertainties would be higher and the contamination from pile-up greater.
Large-radius jets are required to have a high transverse momentum of at least
250 GeV in order to be sufficiently boosted to capture the entire hadronic boson
decay. In addition, we only study jets with a mass greater than 50 GeV; large-radius
jet masses are not calibrated in the low mass region. In order to account for the
high level of pile-up contamination in jets of this radius, jet grooming is essential.
We apply jet trimming using the procedure explained in section 4.5.1, applying the
parameters Rsub = 0.3 and fcut at 5%. A previous study found that these parameters
maximise signal/background discrimination for boosted W and Z vector bosons [97].
Large-radius jets are required to pass the same JVF requirements as small-radius
jets. As with small-radius jets, we require large-radius jets to lie at least 0.2 away
from veto or signal electron candidates in η–φ space.
As with small-radius jets, the effects of systematic uncertainties arising from the
jet energy and mass scale and jet energy and mass resolution, as well as possible
discrepancies between the data and Monte Carlo due to mis-modelling of pile-up
are taken into account in the systematic uncertainty estimations, as described in
chapter 8.
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7.3.5. Missing Transverse Energy Definition
We expect large missing energy in the transverse plane to arise from the neutrino in
the final state. We use the RefFinal definition for reconstructing the missing energy,
as explained in section 5.6. We refine our estimate of the energy deposited in the
calorimeter by associating the calorimeter energy deposits with reconstructed objects
(such as jets, electrons and muons) and by replacing the calorimeter energy estimate
by that of calibrated objects. The smearing, energy corrections, and calibrations
applied to the identified objects are propagated into the EmissT calculation.
7.4. Event Selection
To select WW , WZ events decaying in the semileptonic channel, we employ a series
of kinematic and topological criteria, on the data, and then impose these same cuts
on our Monte Carlo samples.
Let us conceive of three general purposes of these cuts. First, are cuts to select a
leptonic W boson decay, by requiring a suitable lepton candidate passes the ATLAS
triggers, and carries sufficient energy, as well as requiring sufficient missing transverse
energy, from the neutrino. These first cuts will be the same in both the resolved and
boosted channels. Second, are cuts to select for the hadronic vector boson decay,
which should be captured by jets. By definition, these cuts are different in the
resolved and boosted channels. Finally, there are cuts to remove specific backgrounds,
some of which may have been shaped by the earlier cuts and now peak at similar
points in the mass distribution to the signal. In particular, we introduce specific
cuts to remove non-resonant multijet background from the resolved channel, and to
remove events containing a tt¯ pair from the boosted channel.
7.4.1. Resolved Channel Selection
1. Preselection cuts
We employ the preselection cuts detailed in chapter 5, requiring data events to
pass a GRL, and discarding any events that contain a reconstructed jet with a
pT > 20 GeV that is flagged as ‘badLoose’. We require the primary vertex with
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the highest sum of track p2T to have at least three associated tracks. We require
that the event passes the ATLAS single lepton triggers:
• electron channel: e24vhi medium1 OR e60 medium1,
• muon channel: mu24i tight OR mu36 tight.
Once we have a selected signal lepton, it must be must be matched to a trigger
object fulfilling the respective event trigger.
2. Lepton selection
We require the event to contain precisely one signal lepton (electron or muon).
3. Lepton veto
We remove any events containing one or more veto leptons (electrons or muons),
other than the signal lepton.
4. Missing transverse energy requirement
We require the event to have sufficiently high missing transverse energy, given
by EmissT > 40 GeV.
5. Transverse mass cut
We require the transverse mass of combined selected lepton and EmissT to be
greater than 40 GeV. We expect these objects to arise from the leptonic decay of
a W boson, so the transverse mass should be sufficiently close to the W boson
mass. Heavy flavour background jets could decay to a virtual (i.e. away from
the mass shell) W boson which could then decay leptonically. This could look
similar to the signal, but we would expect a lower transverse mass. Hence, this
cut will greatly to reduce the background from non-resonant multijet events.
6. Angular separation between jets and missing transverse energy
We make a cut on the azimuthal separation between the leading jet and the EmissT
(∆φ(j1, E
miss
T ) > 0.8) to further reduce the non-resonant multijet background,
where high missing transverse energy can only arise from a mis-measured object.
7. Exactly two signal jets
We require precisely two signal jets, designed to capture the hadronic W boson
decay. By discarding events with more than two signal jets, we greatly reduce
the background from events containing a tt¯, which we expect to have a high jet
multiplicity.
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8. Signal jet separation
We require a separation between selected jets satisfying |∆η(j, j)| < 1.5 in order
to increase the ratio of signal/background. Figure 7.3 shows the comparison
between the ∆η(j, j) distributions for the signal and background samples.
9. Transverse momentum requirements
We require the dijet and the lepton-EmissT pairs each to have pT > 100GeV
1
to improve the separation between signal and background peaks, shown in
figure 7.4.
10. dijet mass cut
We restrict the dijet invariant mass for the fit to the range 40GeV < mjj <
200GeV. The Monte Carlo samples were found to model the individual jet
masses poorly, so we perform this calculation setting small-radius jet masses to
zero.
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Figure 7.3.: Distribution of ∆η(j, j) for signal (red) and main background processes. The
non-resonant multijet background sample (QCD) is extracted from the data,
all other samples are Monte Carlo simulations. Events pass the full event
selection except the ∆η(j, j) < 1.5 cut.
1When we refer to the pT of the lepton-E
miss
T pair, we mean the pT of the W boson decaying to
lepton-neutrino, as reconstructed by summing the transverse momenta of lepton and neutrino:
pT (l, E
miss
T ) ≡ pT (W ) ≡ |~pTl + ~EmissT |.
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Figure 7.4.: Dijet invariant mass for W+jets simulated events passing the full leptonic
selection. The full event sample is compared to the two sub-samples with
pT (W ) > 100 GeV and pT (W ) < 100 GeV. All distributions are normalized
to unity; the last bin includes overflows. The blue arrow marks the centre
point of the signal peak. The cut on pT (W ) has the effect of shifting the
background peak to lower masses.
7.4.2. Boosted Channel Selection
1. Preselection cuts
We employ the preselection cuts detailed in chapter 5, requiring data events to
pass a GRL, and discarding any events that contain a reconstructed jet with a
pT > 20 GeV that is flagged as ‘badLoose’. We require the primary vertex with
the highest sum of track p2T to have at least three associated tracks. We require
that the event passes the ATLAS single lepton triggers:
• electron channel: e24vhi medium1 OR e60 medium1,
• muon channel: mu24i tight OR mu36 tight,
Once we have a selected signal lepton, it must be must be matched to a trigger
object fulfilling the respective event trigger.
2. Lepton selection
We require the event to contain precisely one signal lepton (electron or muon).
3. Lepton veto
We remove any events containing one or more veto leptons (electrons or muons).
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4. Missing transverse energy requirement
We require the event to have sufficiently high missing transverse energy, given
by EmissT > 40 GeV.
5. Exactly one large-radius jet
We require precisely one large-radius jets, designed to capture the full boosted
hadronic W boson decay.
6. Jet veto
We remove any events with one or more veto jets that are sufficiently separated
from the selected large-radius jet. This separation is given by ∆Rjj > 0.8 in
dimensions of η–φ. Jets that lie closer to the large-radius jet than this are
assumed to be partly or fully reconstructed using energy from this jet and so
can be considered part of the hadronic W decay.
Top quarks will almost always decay to a W boson and a b quark, which will in
turn form a b-jet, and so tt¯ events can have a very similar appearance to signal
events, especially after applying the previous selection criteria. However, we
would expect a high jet multiplicity from these decays. Hence we use this cut
to greatly reduce the background from such events.
7. Vector boson tagging
To improve discrimination of signal against background, we apply vector boson
tagging using the energy-energy correlation functions. As explained in sec-
tion 4.6.3, the Dβ=12 variable has the potential to make a particularly powerful
for boosted vector bosons. It was found to be an optimal W boson tagger in
an extensive previous study [97]. We follow the recommendations of the study,
requiring that the Dβ=12 < 1.2 for the large-radius jet, which corresponds to
approximately 50% efficiency. Figure 7.5 shows the distribution of the tagging
variable for the data and Monte Carlo samples used.
8. Jet mass cut
We restrict the jet mass for the fit to the range 50 < mJ < 170 GeV. Jets below
this mass are poorly calibrated. We found there to be no events in the data
above this range.
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Figure 7.5.: The Dβ=12 variable for the selected large-radius jet in the data and Monte
Carlo processes passing the full boosted selection. The Monte Carlo dis-
tributions are shown after applying reweighting procedures discussed in
section 7.5.
7.5. Background Modelling
7.5.1. Non-resonant Multijet Background Estimation
Non-resonant multijet backgrounds, produced from various QCD processes can pass
the event selection in cases where one jet is misidentified as a lepton. In the resolved
analysis, we estimate this background using data-driven techniques, whilst in the
boosted analysis, we demonstrate that contributions from non-resonant multijet
events are negligible.
Resolved analysis
To model non-resonant multijet processes, we apply apply the usual selection but
replace the signal lepton requirements with those for fake leptons, detailed in sec-
tions 7.3.1 and 7.3.2, in order to reduce the contribution from real, isolated leptons.
These lepton selection criteria are orthogonal to the ones used for the signal region,
so no events can pass both sets of criteria. After applying the kinematic and topo-
logical requirements of the signal region, this “inverted” lepton selection reveals the
contamination from processes containing real leptons to our estimated of the multijet
backgrounds.
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Figure 7.6.: Dijet mass (mjj), spectrum in the resolved analysis, for data and Monte
Carlo events in the electron and muon channels. Events pass the full event
selection with "inverted" cuts on the lepton.
The normalisation is then determined from a likelihood fit to the EmissT distribution
in data, shown in figure 7.7. This variable provides the best discrimination between
multijet backgrounds and the dominant W+jets background because non-resonant
multijet processes will not contain a real source of missing energy. The fit is performed
in the region where all selection criteria are applied, except the cut on EmissT and
∆φ(j1, E
miss
T ), and additionally no cut on ∆η(j, j) or transverse mass in the muon
channel. The fit is performed in the region 5 < EmissT < 130 GeV, shown in figure 7.8.
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Figure 7.7.: Resolved channel EmissT template distribution for considered processes in the
electron and muon channel.
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Figure 7.8.: Nominal result of the fit to the resolved channel EmissT -distribution for the
electron and muon channels. The red lines indicate the fit range.
Boosted analysis
The contributions from non-resonant multijet backgrounds in the boosted analysis are
negligible, removed by the EmissT , and large-radius jet pT requirements. To estimate
contributions, data and background are compared with systematically lower EmissT
cuts at 20 and 30 GeV; data and Monte Carlo disagreement rises in the lowest bins
of jet mass, presumably corresponding to non-resonant multijet contributions. This
disagreement is not visible when the EmissT cut is in place.
7.5.2. Top Backgrounds Modelling
Top-contributions, i.e. contributions from events containing a single top quark or
tt¯, are expected to form the second largest backgrounds in both the resolved and
boosted regimes. We define specific control regions, different in the two analysis
regimes, in order to study the top backgrounds.
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Resolved analysis
In the resolved analysis, contributions containing a top quark are enhanced by the
event selection cuts on pT (W ) and pT (jj). Figure 7.9 shows that this is dominated
by the tt¯. The distribution has two large-scale features: a broad peak at around
110 GeV and a peak at around 80 GeV, corresponding to the W boson mass. The
former originates mostly from dileptonic decays, in which one selected jet likely
contains a b quark; however, the latter originates mostly from events in which one W
decays hadronically, and neither of the two b-jets originating from the top decay meet
the acceptance criteria. Thus the two selected jets are unlikely to contain b-quarks.
We do not employ a cut to remove b-tagged jets (described in section 4.7), because
it would be likely only to minimally reduce the peak at around 80 GeV, shaping the
overall top-background to become more signal-like.
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Figure 7.9.: mjj distribution for Monte Carlo generated single-top and tt¯ events in the
resolved channel signal region split into the contribution of all subprocesses.
We construct a control region for backgrounds containing a top quark with the
following criteria:
• exactly 3 selected jets;
• exactly 1 b-tagged jets, tagged using the MV1 tagger 70% working point;
• the invariant mass of the three jets falls within the range 150 < mjjj < 200 GeV;
• the pair of untagged jets fulfilling the same list of cuts as the signal region.
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As shown in figure 7.10, the agreement between data and Monte Carlo generated
events is already good in this control region. Hence, we use the control region only to
validate the modelling and not to constrain the backgrounds containing top quarks.
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Figure 7.10.: Resolved analysis data and Monte Carlo events comparison for events in
the top control region for the resolved analysis. Electron and muon channel
are considered together.
Boosted analysis
In the boosted analysis, contributions containing a top quark are greatly enhanced by
the event selection, including the requirement of a boosted jet, and the application
of the Dβ=12 tagger for W bosons. The distribution is even more dominated by the
tt¯ contributions than in the resolved analysis. Once again, application of a b-tagger
would shape the background to become more signal-like.
We construct a control region for backgrounds containing a top quark with the
following criteria:
• the usual boosted channel requirement of exactly 0 additional jets is dropped;
• the Dβ=12 tagging requirement is dropped;
• at least 1 b-tagged jet, with the veto-jet criteria, tagged using the MV1 tagger
70% working point;
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Figure 7.11.: Boosted analysis jet mass distributions in the electron and muon channels, in
the top control region before applying reweighting. Statistical uncertainties
are shown. A significant discrepency is seen between data and Monte Carlo
simulated events.
We see significant differences between data and Monte Carlo events, shown in
figure 7.11.
We apply a single reweighting function, derived by comparing the Monte Carlo
events containing a single top quark or tt¯ against data with the other backgrounds
and signals subtracted from it. The function is obtained separately for the electron
and muon channels. We derive it by fitting a first order polynomial to the pT (J)
distribution, the transverse momentum of the large-radius jet. We apply these
reweighting functions as individual weights to each generated event. The functions
are obtained by fitting polynomials to the mismodelling histograms. Figure 7.12
shows the reweighting histograms and fitted functions; figure 7.13 and 7.14 show
the the fully reweighted Monte Carlo simulated events and data, in the electron and
muon channels respectively.
7.5.3. Vector Boson with Jets Modelling
The dominant background for both the resolved and boosted analyses is V+jets, as
shown in 7.15 and 7.16. This is dominated overwhelmingly by W+jets, with Z+jets
contributing only around 2% in both the resolved and boosted cases. We study the
two backgrounds together, because they originate in similar physical processes and
are modelled using the same Monte Carlo generator (Sherpa). We study enhanced-
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Figure 7.12.: Boosted analysis distributions used to obtain the top-contributions reweight-
ing functions with different reweightings applied to the top Monte Carlo
samples. On the left, is shown the electron channel, on the right the muon
channel.
purity samples of V+jets generated events passing the selections by defining control
regions. In the boosted analysis, this takes place after having already applied the
reweighting for the top-backgrounds modelling.
Resolved analysis
For the resolved analysis, the control region is defined by a dijet invariant mass range
mjj < 65 || mjj > 95 GeV. We identify several systematic differences between data
and Monte Carlo predictions in the control region, shown in figures 7.17. To improve
the Monte Carlo description, we use two reweighting functions, derived by comparing
the V+jets Monte Carlo events against data with the other backgrounds and signals
subtracted from it. For pT (j), the transverse momentum of the leading jet, we use a
first order polynomial, whereas for ∆φ(jj), the difference in φ between the two leading
jets, we use a second order polynomial, to account for the flattening of the relation at
higher values of ∆φ(jj). To account for any correlations between the reweightings,
we first reweight the Monte Carlo using the pT (j) functions, and then apply the
∆φ(jj) to these fitted events. As a closure-check, the order is reversed. Figure 7.18
shows the reweighting histograms and fitted functions; The fully reweighted Monte
Carlo simulated events and data are shown in figure 7.19.
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Figure 7.13.: Boosted analysis distributions in the electron channel before and after
applying reweighting in the top-contributions control region. Statistical
uncertainties are shown.
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Figure 7.14.: Boosted analysis distributions in the muon channel before and after applying
reweighting in the top-contributions control region. Statistical uncertainties
are shown.
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Figure 7.15.: Resolved mjj distribution for data and Monte Carlo for all processes and
subprocesses. The background processes can be seen to be dominated by
W+jets contributions in both cases.
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Figure 7.17.: Resolved analysis distributions used to derive the reweighting, shown in the
control region defined by mjj < 65 || mjj > 95 GeV. Data′ denotes data
with all other (non V+jets) contributions subtracted.
Boosted analysis
In the boosted analysis, we use a method analogous to that in the resolved case
to reweight the V+jets Monte Carlo events. The control region is defined by a
leading large-radius jet mass range mJ < 60 || mJ > 100 GeV. In addition, the Dβ=12
W -tagging requirement is dropped. We apply the reweighting after having already
performed the reweighting on the Monte Carlo events containing top quarks.
We apply a single reweighting function, derived by comparing the V+jets Monte
Carlo events against data with the other backgrounds and signals subtracted from it.
The function is derived separately in the electron and muon channels. The function is
obtained by fitting a first order polynomial to the pT (J) distribution, the transverse
momentum of the large-radius jet, shown in figure 7.20. The reweighting histograms
and fitted functions are shown in figure 7.21. The fully reweighted Monte Carlo
simulated events and data are shown in figure 7.22.
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Figure 7.18.: Resolved analysis distributions used to obtain the V+jets reweighting
functions, with different reweightings appplied to the V+jets Monte Carlo
events.
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Figure 7.19.: Resolved analysis distributions before and after applying reweighting in
the mjj < 65 || mjj > 95 GeV control region. Statistical uncertainties are
shown.
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Figure 7.20.: Boosted analysis jet pT distribution, used to derive the reweighting, shown
in the control region defined by mJ < 60 || mJ > 100 GeV. Data′ denotes
data with all other (non V+jets) contributions subtracted.
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Figure 7.21.: Boosted analysis distributions used to obtain the V+jets reweighting func-
tions with different reweightings appplied to the V+jets Monte Carlo events.
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Figure 7.22.: Boosted analysis distributions before and after applying reweighting in the
mJ < 60 || mJ > 100 GeV control region, shown in the combined electron
and muon channel. Statistical uncertainties are shown.
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7.5.4. Charge Subtraction Modelling
At the LHC, W+jets production is mostly initiated from quark-quark interactions.
As a consequence, one would expect a higher production rate for positively charged
W bosons, compared to negatively charged.
This charge asymmetry can be exploited to cross-check the Monte Carlo modelling
of the W+jets against data. We can look at the difference between the number of
events with positive and negative leptons,
∆N = N+ −N− . (7.1)
The beneit of calculating this charge difference is that most other processes
passing the event selection, such as the multijet background, are expected to give rise
to equal numbers of positive and negative leptons, thus leaving the charge difference
highly dominated by W+jets events, and providing a high-purity sample with which
to check the modelling.
This comparison is shown in figure 7.23 for the resolved and figure 7.24 boosted
analyses. We see that the charge-difference is indeed dominated by the W+jets
background. The charge-subtracted plots confirm that the W+jets background is
well-modelled, with agreement of at least 10% in both cases.
7.6. Overlap Removal between the Two Regimes
It is essential to keep the resolved and boosted regimes orthogonal, to ensure that
no single event is analysed for both channels. A list of event numbers is printed for
the both analyses, and any event that is seen to pass the event selections in both
regimes is directly removed from the boosted analysis. This results in a loss of 37
signal events, around 18% of the total, and around 367 background events, around
14% of the total, from the boosted regime.
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Figure 7.23.: Comparison between data and Monte Carlo simulations for events in the
resolved analysis signal region, after the charge subtraction procedure.
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Figure 7.24.: Comparison between data and Monte Carlo simulations for events in the
boosted analysis signal region, after the charge subtraction procedure.
Chapter 8.
Evaluation of Systematic
Uncertainities
In this chapter, we will consider the sources of systematic uncertainty on the back-
ground and signal samples discussed in chapter 7. These systematic uncertainties are
included as parameters in the fit for the cross-section measurement and procedure
for setting limits on the anomalous triple gauge couplings. The methodology for
including these systematic uncertainties within the statistical fits is discussed in
section 9.1.6 for the cross-section fit, and section 9.3.1 for the limit setting procedure.
Systematic uncertainties may affect both the shape and normalisation of our
Monte Carlo templates. In both cases, the systematic uncertainties are included
as nuisance parameters within the fit. To evaluate the systematic uncertainties,
we produce new Monte Carlo templates by running the analysis code under varied
conditions. In each case, we produce two templates, representing the variations of
±1σ within the constraints of the systematic uncertainty, and compare these to the
nominal template.
In the case of the V+jets background (in both the resolved and boosted analyses),
and the top contributions (in the boosted analysis), the uncertainties are allowed
only to vary the template shape, because the normalisation is left as a floating factor
within the fit.
It is necessary to smooth some of the systematic uncertainties, in order to
reduce the impact of statistical fluctuations due to limited numbers of Monte Carlo
generated events, thereby avoiding the problems of overfitting. However, inevitably
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the smoothing adds a layer of arbitrariness to the evaluation of the uncertainties so
it is only applied when necessary to stabilise the fit. The steps used to apply the
smoothing procedure are:
1. Average the ±1σ variations, or symmetrise one-sided uncertainties;
2. Smooth the varied templates. This requires us to:
• Normalise the varied templates to same integral as the nominal template;
• Smooth the ratio of the varied templates and nominal template using the
353QH algorithm [146] in 3 passes;
• Produce a second iteration with 4 passes;
• Multiply the nominal histogram by the smoothed ratio;
• Normalise the smoothed, varied templates back to the original normalisa-
tion.
In the following sections, when smoothing is applied to the systematic uncertainty,
each plot showing the effect of the systematic contains the original distribution with
a dashed line and the final, smoothed distribution with a solid line. Statistical errors
in the original distribution are shown by a yellow band around zero. A full list
of systematic uncertainties is given in table 8.1. The details of these systematic
uncertainties are explained in the following sections.
8.1. Uncertainties on Physics Objects
Each of the object types reconstructed (electrons, muons, jets and missing transverse
energy) in the analysis carry systematic uncertainties, associated with their kinematic
variables, identification, reconstruction or triggering. In both the resolved and boosted
analyses, those systematic uncertainties associated with jet measurements are found
to be greater than those associated with lepton measurements.
• Electrons
Sources of uncertainty associated with electrons arise from the efficiency correc-
tion factors, associated with the reconstruction and identification of the electron,
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Systematic uncertainty Type components topology
Luminosity N 1 RB
Physics Objects
electron energy scale/resolution SN 4 RB
electron efficiency(reco/ID/iso/trig) N 4 RB
muon momentum scale/res SN 3 RB
muon efficiency (reco/trig) N 2 RB
Small-radius Jet energy scale/resolution SN 18 RB
Large-radius Jet energy scale/resolution SN 2 B
Large-radius Jet mass scale/resolution SN 2 B
Large-radius Jet W -tagging uncertainty SN 1 B
Jet vertex fraction SN 1 RB
EmissT scale/resolution SN 2 RB
Background Model
V+jets: scale variations S 3 RB
V+jets: parton shower S 1 RB
V+jets: generator S 1 RB
V+jets: data-reweighting S 2 RB
W/Z ratio S 1 RB
tt¯ cross-section N 1 RB
tt¯ modelling: generator SN 1 RB
tt¯ modelling: parton shower SN 1 RB
tt¯ modelling: ISR/FSR SN 1 RB
single-top cross-section (single-top/tt¯ ratio) SN 1 RB
Multijet normalisation N 2 R
Multijet shape S 3 R
ZZ cross-section N 1 R
Signal Model
W + V : scale variations SN 2 RB
W + V : generators SN 2 RB
W + V : PDF SN 1 RB
Table 8.1.: Sources of systematic uncertainty. The column labelled “Type” specifies
whether the uncertainties affect only the normalisation (N), shape (S) or
both (SN) for affected processes. Some of the uncertainties are split into
several components for a more accurate treatment, indicated under the column
labelled “Components". The final column denotes whether the uncertainty
affects the resolved (R), boosted (B) or both (RB) topologies.
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as well as the electron trigger and the isolation of a single electron. We derive
these uncertainties using the prescription described in [11]; these uncertainties
are found to be of order a percent or lower in both analyses. In addition,
there are uncertainties from the measurement of the electron energy scale and
resolution, described in [11,124]. These originate from uncertainty about the
amount of material in the simulation, as compared to the true detector, as
well as uncertainty in the sampling of the electromagnetic calorimeter. These
uncertainties are also found to be of order a percent or lower. Figure 8.1 shows
the total effect of the largest of the electron uncertainty components for the
top, V+jets and signal templates, in the boosted and resolved channels.
• Muons
Analogous sources of systematic uncertainty are associated with the muons. We
associate uncertainties with the reconstruction and identification of the muon,
as well as the muon trigger and isolation. There are also uncertainties associated
with the measured muon energy scale and resolution, arising from uncertainties
in the measurement from the muon spectrometer. We derive these uncertainties
following the scheme prescribed in [126, 128]. Again, these uncertainties are
found to be of order a percent or lower. Figure 8.1 shows the total effect of
the largest of the muon uncertainty components for the top, V+jets and signal
templates, in the boosted and resolved channels.
• Small-radius jets
The evaluation of the uncertainty of the small-radius jet energy scales (JES) is
taken from detailed studies using data and Monte Carlo samples, and involving
uncertainties from many sources [120]. Jet response was studied with various
theoretical conditions (such as the hadronic shower model), as well as detector
configurations. Sources of uncertainty include the calorimeter energy scale, the
description of dead material, the reconstruction of clusters, the modelling of
fragmentation, the underlying event and pile-up, and the modelling of interac-
tions between close-by jets, in a multijet environment. In total, there are 56
sources of uncertainty that enter the full jet energy scale uncertainty; however,
many of these are correlated, and so this number can be reduced. We invoke
a scheme comprising of 18 components for the JES uncertainties: 14 from the
calorimeter, 3 from jet-flavour (especially pertaining to the modelling of heavy
flavour quarks within the jets), 1 for punch-through.
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Figure 8.1.: Relative effect of the electron uncertainties on the top, V+jets and signal
templates, in resolved and boosted channels. Uncertainties are shown for the
largest uncertainty component only (labelled ELE TRIG) for the resolved
regime and boosted regimes. The size of the statistical uncertainty is shown
in yellow.
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Figure 8.2.: Relative effect of the muon uncertainties on the top, V+jets and signal
templates, in the resolved and boosted channels. Uncertainties are shown for
the largest uncertainty component only (labelled MU TRIG) for the resolved
regime a ndboosted regimes. The size of the statistical uncertainty is shown
in yellow.
Evaluation of Systematic Uncertainities 160
The jet energy resolution uncertainty is applied as a symmetric Gaussian smear-
ing to the jet energies. It is also propagated to the calculation of EmissT .
The total uncertainty on the energies of small-radius jets ranges from around
3-5%, depending on the jet pT and η. The total effect of the uncertainties
on small-radius jets is proportionally greater in the resolved analysis, where
small-radius jets are used to capture the hadronic boson decay; however, they
are still important in the boosted analysis, where they are relevant for the
jet veto. Figure 8.3 shows the total effect of the largest of the small-radius
jet uncertainty components for the top, V+jets and signal templates, in the
boosted and resolved channels.
• Large-radius jets
In the boosted analysis, three measured quantities are used from the large-radius
jets, each resulting in a particular source of systematic uncertainty. A cut at
250 GeV is employed on the transverse momentum of the jet, to define the
boosted analysis phase space; we perform boson-tagging cut on the variable
Dβ=12 ; and we use the jet mass distribution itself as the input to the fit.
We take uncertainties on these measurements from a study of boosted boson
tagging [97], following from a method proposed in [6]. Consider some particular
variable, p (for example, it could be the jet mass, pT , or D
β=1
2 ). We define the
single ratio as the ratio of p, measured using topolcusters from the calorimeter,
against the same variable measured using tracks from the inner detector,
single ratio Sp =
pcalo jet
ptrack jet
. (8.1)
We define the double ratio as the ratio of the single ratios found using data and
Monte Carlo simulations,
double ratio Dp =
Sdatap
SMCp
. (8.2)
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Figure 8.3.: Relative effect of the small-radius jet uncertainties on the top, V+jets and
signal templates, in the boosted channel. Uncertainties are shown for the
largest uncertainty component only (labelled JES1), in the resolved and
boosted regimes. The size of the statistical uncertainty is shown in yellow.
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We obtain the uncertainties from these double ratios. In effect, we compare the
same object, measured in two separate detector subsystems; a comparison of the
two measurements can elucidate any systematic mis-modelling that takes place
in the Monte Carlo. We make two main assumptions in this approach. First,
we assume that the the systematic uncertainties associated with the tracking
measurements will be essentially uncorrelated with those associated with the
calorimeter. Second, we assume that any theoretical uncertainties (such as in the
parton showering model), will affect the track and calorimeter measurements in
a fully correlated way, so the effects will then cancel in the ratio. However, there
is no inherent assumption that either the track jet properties or calorimeter jet
properties are better measured than the other.
The estimation of the systematic uncertainties is taken as the maximum deviation
from unity, for various Monte Carlo models, considered in [97], and weighted by
the statistical uncertainty in each bin. The estimated uncertainty, δ, is given
by,
δMC =
∑
binswbin(Dp − 1)∑
binswbin
δ = max
[
δMC1 , δ
MC
2 , · · · , δMCN
]
, (8.3)
where N is the number of Monte Carlo samples, and δMCi is the weighted
uncertainty for the ith Monte Carlo sample. For the uncertainties derived in
[97], two Monte Carlo generators were considered, Pythia and Herwig++.
This uncertainty must be added in quadrature with an uncertainty associated
with the tracking component. In order to evaluate the latter, tracks are randomly
removed from the set of track jets, according to the probability that they are
missed, and a ratio is taken to data [147]. Figure 8.4 shows the total effect of
these three systematics for the top, V+jets and signal templates.
Scale variations on the jet mass and tagging variable are found to be large. The
uncertainty on jet energy resolution and mass resolution are not directly mea-
sured; however, studies of the W boson mass peak observed in high transverse
momentum samples of events containing a tt¯ indicate that the resolution is
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Figure 8.4.: Relative effect of the large-radius jet uncertainties on the top, V+jets and
signal templates, in the boosted channel. Uncertainties are shown for the jet
mass scale, the jet pT scale and the D
β=1
2 tagging variable of the large-radius
jet. The size of the statistical uncertainty is shown in yellow.
well-described by Monte Carlo simulation; estimated resolution uncertainties
are found to be signficiantly lower than a percent [97].
• Jet vertex fraction
The jet vertex fraction, discussed in section 7.3.3, is used to distinguish jets
arising from the hard-scatter from those originating in pile-up. The inputs
for the JVF algorithm are reconstructed tracks, jets, and primary vertices.
Uncertainties are taken from studies of the variation of the measured jet pT s
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with the number of primary vertices and the level of pile-up, ∆∂pT/∂NPV and
∆∂pT/∂〈µ〉. The uncertainties were taken as the maximal differences between
simulated dijet, photon+jet and Z+jet events and data was evaluated [148].
• Missing Transverse energy
The derivation of the uncertainties on the missing transverse energy scale and
resolution is analagous to the treatment for the small-radius jet uncertainties.
For the resolution uncertainty, a Gaussian smearing is applied to the evaluated
EmissT ; the variance of the smearing is taken from independent studies of Z → µµ
processes in which no genuine EmissT is expected [129]. The uncertainties are
calculated without applying smearing to the other physics objects. We assume
that the scale and resolution uncertainties are uncorrelated.
8.2. Uncertainties from Normalisation and
Modelling
• V+jets samples
For the V+jets processes, we consider uncertainties arising from the data-
driven correction factors, described in section 7.5.3, as well as variation of the
Monte Carlo generator parameters and comparisons between other generators.
The W+jets and and Z+jets processes are treated together, and considered
correlated due to the similarity of the processes and the fact that we use the
same Monte Carlo generators in both cases.
We include the full effects from the data-driven reweighting as a source of
systematic uncertainties. The uncertainties arising from the reweighting are
treated independently. The reweighting with resepct to pT had minimal effect,
whereas the reweighting with respect to ∆φjj in the resolved channel introduced
a signficiant uncertainty.
We also make comparisons with other Monte Carlo generators to estimate the
theoretical uncertainties on the V+jets samples. To estimate uncertainties on
the modelling of the parton showering, we compare samples generated with
Alpgen, interfaced with Pythia to samples generated with Alpgen, interfaced
with Herwig. We also consider an additional uncertainty, from comparison
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Figure 8.5.: Relative effect of the generator uncertainties on the V+jets template for
the resolved and boosted channels. The size of the statistical uncertainty is
shown in yellow.
of the residual difference between the nominal Sherpa samples against the
Alpgen+Pythia samples. Due to a bug in the generated Alpgen samples,
the phase space corresponding to 0.4 < ∆R < 0.7 in η–φ between the partons
was incorrectly modelled. To correct for this, the samples were reweighted to
the Sherpa ∆R(jj) distribution, where j refers to the two selected jets in
the resolved channel, and to the two highest pT subjets within the selected
large-radius jet in the boosted channel. Figure 8.5 shows the size of these
generator uncertainties for each channel.
The Monte Carlo generation of the V+jets samples is dependent on many
parameters. These include the factorisation scale, renormalisation scale and
CKKW matching scale, each of which carries a systematic uncertainty. To
estimate these uncertainties, vary each scale up and down by a factor of two. We
produce truth-level samples for each variation, and pass these through the event
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selection for the fiducial phase space described in section 9.1.2. We pass the
nominal samples through the same event selection. We then apply the difference
between each varied template and the nominal to the reconstruction-level
nominal templates, under the reasonable assumption of a strong resemblance
between the reconstruction-level and truth-level templates. Figure 8.6 shows
size of these systematic uncertainties in the boosted and resolved channels.
• Top samples
The uncertainty on the dominant tt¯ template normalisation, amounting to 6%,
is obtained from the most precise theoretical cross-section calculation [9]. We
apply a conservative estimate of 10% for the templates for samples with a single
top quark, combining together all single-top processes.
In addition, we consider uncertainties on the Monte Carlo modelling tt¯ pro-
cesses. To estimate uncertainties from the parton shower modelling, we compare
the nominal sample generated with Powheg interfaced with Pythia to an
alternative sample, generated with Powheg interfaced Herwig. To esti-
mate uncertainty on the matrix element calculated at NLO, we compare the
Powheg+Herwig sample to a sample generated with MC@NLO, showered
using Herwig, and then apply this difference to the nominal template. To
estimate the uncertainty from the modelling of initial and final state radiation,
two samples were generated using Powheg, interfaced with Pythia, with the
amount of initial and final state radiation varied, and apply this difference to the
nominal template. Figure 8.7 shows the size of the uncertainties in the boosted
and resolved channels. The normalisation effects from modelling uncertainties
are of the order of 5-8% and completely dominate over the detector effects.
• Non-resonant multijet samples
This uncertainty is relevant only to the resolved analysis. We use two nui-
sance parameters to summarise the normalisation uncertainties of the multijet
template, one for the electron and muon channels (which have independent
data-driven estimates), with three more to implement shape variations within
the template. The overall effect of these uncertainties is small.
• ZZ production
The contribution from ZZ processes is small, so only a normalisation uncer-
tainty of 30% is considered for this analysis. This number is conservative
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Figure 8.6.: Relative effect of the scale uncertainties systematic uncertainties on the
W+jets template for the resolved and boosted channels. The size of the
statistical uncertainty is shown in yellow.
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Figure 8.7.: Relative effect of the modelling systematic uncertainties on the tt¯+single top
templates. “PS” refers to the uncertainty from the parton shower modelling,
“NLO” refers to the uncertainty from the modelling of next-to-leading order
contributions. “ISFR” refers to the uncertainty from modelling the effects
of initial and final state radiation. The size of the statistical uncertainty is
shown in yellow.
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enough to cover theoretical uncertainties on the inclusive cross-section and the
extrapolation of these uncertainties to the signal region.
• Signal modelling
The generation of the signal samples using the MC@NLO generator depends
on the choice of renormalisation and factorisation scales, each of which carries
a systematic uncertainty. To estimate these uncertainties, we generate samples
with the parameters varied by a factor of 2 and 1/2. The effect on these scale
variations was found to be negligible compared to other sources of uncertainty.
To consider the uncertainties from the Monte Carlo generator, we generated
samples of signal events with Powheg+Pythia8 and Sherpa. The three
generators differ in the matrix element implementation, as well as in the parton
shower and hadronisation models. Moreover, whilst MC@NLO only generates
on-shell bosons with the zero decay width approximation, Pythia and Sherpa
correctly take into account the natural decay width of massive bosons. The
Powheg sample lacks some of the WZ decay channels (lννν and lνll), and
so the effects of the Sherpa against Powheg comparison is only considered as a
source of uncertainty on the dominant WW component of the signal. Figure 8.8
demonstrates the effects of the systematic variations on the signal templates.
Table 8.2 provides of the sizes of the normalisation effects for some of the main
uncertainties for the considered resolved analysis. Table 8.3 provides of the equivalent
information for the boosted analysis. However, the V+jets normalisation is freely
floating in the final cross-section fit, so its normalisation uncertainty is not directly
relevant to the cross-section measurement. The signal uncertainties are also given,
although the normalisation uncertainties are not directly implemented in the fit for
the cross-section measurement.
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Figure 8.8.: Relative effect of the generator uncertainties on signal templates, for the
boosted and resolved regimes. Uncertainties are derived from a comparison
between the nominal textscMC@NLO simulated samples against Sherpa
and Powheg samples against Sherpa. The size of the statistical uncertainty
is shown in yellow.
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sample WW+WZ V+jets tt¯+single t Multijet
stat. 0.7 % 0.2 % 0.3 % 1.6 %
ELE ID 0.5 % / -0.5 % -0.5 % / 0.5 % 0.4 % / -0.4 % –
ELE ISO 0.2 % / -0.2 % 0.2 % / -0.2 % -0.2 % / 0.2 % –
ELE RES -0.2 % / 0.2 % 0.0 % / -0.0 % 0.0 % / -0.0 % –
ELE SF PS 0.1 % / -0.1 % 0.0 % / -0.0 % 0.0 % / -0.0 % –
ELE SF R12 0.6 % / -0.6 % 0.0 % / -0.0 % 0.1 % / -0.1 % –
ELE SF Zee 0.2 % / -0.2 % -0.1 % / 0.1 % 0.0% / -0.0 % –
ELE TRIG 0.4 % / -0.4 % 0.2 % / -0.3 % 0.2 % / -0.2 % –
JER -0.4 % / 0.4 % -2.3 % / 2.3 % -0.0 % / 0.0 % –
JES AF2NC -0.0% / 0.0% -0.3 % / 0.3 % 1.4 % / -1.4 % –
JES EFF1 -1.4% / 1,4 % -3.1 % / -3.1 % -1.5 % / 1.5 % –
JES EFF2 0.5 % / -0.5 % 0.5 % / -0.5 % 0.7 % / -0.7 % –
JES EFF3 -0.6 % / 0.6 % -0.5 % / 0.5 % -0.6 % / 0.6 % –
JES EFF4 0.4 % / -0.4 % 0.4 % / -0.4 % 0.4 % / -0.4 % –
JES EFF5 0.5 % / -0.5 % 0.2 % / -0.2 % 0.2 % / -0.2 % –
JES EFF6 0.2 % / -0.2 % -0.3 % / 0.3 % -0.1 % / 0.1 % –
JES ETAModel 0.5 % / -0.5 % -0.6 % / 0.6 % -0.3 % / 0.3 % –
JES ETAStat -0.5 % / 0.5 % -0.7 % / 0.7 % -0.5 % / 0.5 % –
JES OFFMU 1.8 % / -1.8 % 0.1 % / -0.1 % 0.2 % / -0.2 % –
JES OFFPT -1.8 % / 1.8 % 0.2 % / -0.2 % 0.2 % / -0.2 % –
JES PUPT -0.4 % / 0.4 % 0.4 % / -0.4 % 0.3 % / -0.3 % –
JES PURHO 0.7 % / -0.7 % -1.9 % / 1.9 % -0.0 % / 0.0 % –
JVF 0.1 % / -0.1 % 0.5 % / -0.3 % 0.9 % / -0.9 % –
MUON ID 0.1 % / -0.1 % 0.1 % / -0.1 % 0.3 % / -0.3 % –
MUON RESID 0.4 % / -0.4 % 0.0 % / -0.0 % 0.1 % / -0.1 % –
MUON RESMS 0.4 % / -0.4 % 0.0 % / -0.0 % 0.0 % / -0.0 % –
MUON SCALE -0.2 % / 0.2 % 0.1 % / -0.5 % 0.0 % / -0.0 % –
MUON TRIG 0.8 % / -0.8 % 0.9 % / -0.9 % 0.8 % / -0.8 % –
QCD COMB – – – 28.9 % / -28.9 %
Vj Generator – -0.3 % / 0.3 % – –
Vj PartonShower – -0.1 % / 0.1 % – –
Vj SC ckkw – 5.0 % / -0.4 % – –
Vj SC fac – 3.0 % / -1.4 % – –
Vj SC ren – 48.6 % / -26.7 % – –
sig VSsherpa -0.2 % / 0.2 % – – –
sig powVSsher -15.0 % / 15.0 % – – –
tt Generator – – 6.7 % / -6.7 % –
tt ISR – – -2.1 % / 2.1 % –
tt PartonShower – – -5.6 % / 5.6% –
total sys 15.4 % 49.2 % 9.5 % 28.9 %
Table 8.2.: Effect of the main systematic uncertainties for all the samples in the resolved
analysis. The V+jets normalisation is freely floating in the final cross-section
fit, so its normalisation uncertainty is not directly relevant to the cross-section
measurement. The signal uncertainty in this table gives the uncertainty on
the prediction, but this does not affect the cross-section measurement.
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sample WW+WZ V+jets tt¯+single t
stat. 3.0 % 0.5 % 1.7 %
D2B1 -7.1 % / 7.1 % -10.2 % / 10.2 % -9.0 % / 9.0 %
ELE ID 0.4 % / -0.4 % -0.6 % / 0.6 % 0.4 % / -0.4 %
ELE ISO 0.2 % / -0.2 % -0.2 % / 0.2 % -0.1 % / 0.1 %
ELE RES -0.2 % / 0.2 % -0.1 % / 0.1 % 0.2 % / -0.2 %
ELE SF PS 0.1 % / -0.1 % 0.0 % / -0.0 % 0.0 % / -0.0 %
ELE SF R12 0.2 % / -0.2 % 0.1 % / -0.1 % 0.1 % / -0.1 %
ELE SF Zee 0.3 % / -0.3 % -0.1 % / 0.1 % 0.1% / -0.1 %
ELE TRIG 0.4 % / -0.4 % 0.3 % / -0.3 % 0.3 % / -0.3 %
JER -1.0 % / 1.0 % -2.2 % / 2.2 % -1.7 % / 1.7 %
JES AF2NC 0.1 % / -0.1 % 0.5 % / -0.5 % 0.6 % / -0.6 %
JES EFF1 -0.6 % / 0.6 % -1.2 % / 1.2 % -3.9 % / 3.9 %
JES EFF2 0.3 % / -0.3 % 0.9 % / -0.9 % 1.4 % / -1.4 %
JES EFF3 0.1 % / -0.1 % -0.5 % / 0.5 % -0.6 % / 0.6 %
JES EFF4 0.1 % / -0.1 % 0.4 % / -0.4 % 0.6 % / -0.6 %
JES EFF5 0.2 % / -0.2 % 0.5 % / -0.5 % 0.6 % / -0.6 %
JES EFF6 0.2 % / -0.2 % -0.2 % / 0.2 % -0.1 % / 0.1 %
JES ETAModel 0.1 % / -0.1 % -0.5 % / 0.5 % -1.0 % / 1.0 %
JES ETAStat -0.2 % / 0.2 % -0.6 % / 0.6 % -0.9 % / 0.9 %
JES OFFMU 0.4 % / -0.4 % 0.3 % / -0.3 % 0.4 % / -0.4 %
JES OFFPT 0.1 % / -0.1 % 0.4 % / -0.4 % 0.3 % / -0.3 %
JES PUPT -0.1 % / 0.1 % 0.3 % / -0.3 % 0.3 % / -0.3 %
JES PURHO -0.7 % / 0.7 % -1.0 % / 1.0 % -2.8 % / 2.8 %
JES SinglePart 0.1 % / -0.1 % 0.4 % / -0.4 % 0.6 % / -0.6 %
JMSU -0.9 % / 0.9 % -0.3 % / 0.3 % -3.9 % / 3.9 %
JPTSU 14.2 % / -14.2 % 14.3 % / -14.3 % 15.9 % / -15.9 %
JVF 0.2 % / -0.2 % 0.5 % / -0.5 % 1.0 % / -1.0 %
MUON ID -0.1 % / 0.1 % -0.1 % / 0.1 % -0.4 % / 0.4 %
MUON RESID 0.4 % / -0.4 % 0.0 % / -0.0 % 0.1 % / -0.1 %
MUON RESMS 0.2 % / -0.2 % 0.0 % / -0.0 % 0.0 % / -0.0 %
MUON SCALE -0.4 % / 0.4 % 0.3 % / -0.3 % 0.2 % / -0.2 %
MUON TRIG 0.9 % / -0.9 % 1.0 % / -1.0 % 0.9 % / -0.9 %
Vj Generator – -1.4 % / 1.4 % –
Vj PartonShower – -0.7 % / 0.7 % –
Vj SC ckkw – -1.2 % / 1.2 % –
Vj SC fac – 17.1 % / -14.1 % –
Vj SC ren – 4.5 % / -4.5 % –
sig VSsherpa 13.7 % / -13.7 % – –
sig powVSsher -8.2 % / 8.2 % – –
tt Generator – – 21.7 % / -21.7 %
tt ISR – – -8.4 % / 8.4 %
tt PartonShower – – -12.5 % / 12.5 %
total sys 23.6 % 27.1 % 35.6 %
Table 8.3.: Effect of the main systematic uncertainties for all the samples in the boosted
analysis. The V+jets normalisation is freely floating in the final cross-section
fit, so its normalisation uncertainty is not directly relevant to the cross-section
measurement. The signal uncertainty in this table gives the uncertainty on
the prediction, but this does not affect the cross-section measurement.
Chapter 9.
Cross-section Measurement and
Limit-Setting on Anomalous Triple
Gauge Couplings
In this chapter, we discuss the methodology and results for the cross-section fit and
limit-setting on aTGCs, for the analysis explained in chapter 7. We implement the
sources of systematic uncertainty, detailed in chapter 8 into these fits. The fitting
procedures are based on frequentist methods. Appendix B provides a glossary of the
statistical terminology used.
9.1. Cross-section Defitions and Fitting Procedure
9.1.1. Fiducial Cross-Section Definition
We measure the fiducial cross-section, i.e. the cross-section in the fiducial phase
space. The fiducial phase space is defined precisely in section 9.1.2. The fiducial
cross-section is given by,
σfid =
Nobs
L ·Dfid
, (9.1)
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where L represents the integrated luminosity and Dfid gives a factor to correct for
the difference between the number of WV → lνqq events produced in the fiducial
phase space compared to the number of reconstructed events that passes the event
selection. A full definition of Dfid is given in section 9.1.3. Correction by Dfid will
account for false positives (events that pass the event selection but which do not
originate as truth WV → lνqq events), but not for true negatives (truth WV → lνqq
events that are rejected at some point in the event selection).
We do not attempt to extrapolate the fiducial cross-section to the total cross-
section in this analysis.
9.1.2. Fiducial Volume Definitions
We define the fiducial phase space by applying a selection as close as possible to
the analysis selection described in section 7.4 to truth particle level objects. There
are two separate fiducial volumes for the two channels: resolved and boosted. As
explained in section 7.6, when performing the limit-setting, these two channels are
designed to be completely orthogonal, by directly removing those events which are
found to pass the boosted event selection from the resolved channel.
The fiducial phase space requires aWV event, in which the V decays hadronically
and the W decays leptonically, to eν or µν. We exclude events that contain a decay
to τν from the fiducial phase space; however, such decays will still contribute to
measured ‘signal’ events if they pass the reconstruction level cuts; this is taken into
account through the calculation of Dfid in section 9.1.3.
For the leptonic decay, we require exactly one truth-level electron or muon with
a pT > 30GeV and and | η |< 2.47 in both the resolved and boosted channels. The
lepton pT is obtained by summing together the lepton transverse momentum and the
transverse momenta of all photons within ∆R = 0.1 in η–φ of the selected lepton
and not produced by hadron decays. We require the truth EmissT , calculated by
considering all non-interacting particles, to be greater than 40 GeV. In the resolved
channel, we also require the transverse mass of the leptonically decayed W boson,
calculated from the truth lepton pT and the E
miss
T to be greater than 40 GeV.
For the hadronic decay, for the resolved channel we require precisely two particle
level jet of radius 0.4 with pT > 25 GeV and | η |< 2.5. Jets that lie within ∆R = 0.2
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in η–φ of a selected lepton are discarded. Subsequently, leptons that are within
∆R = 0.4 of a remaining jet are discarded. Finally, the two selected jets, the lepton
and the EmissT are required to satisfy the following requirements:
∆φ(j1, E
miss
T ) > 0.8
∆η(j, j) < 1.5
pT (j, j) > 100 GeV
pT (l, E
miss
T ) > 100 GeV
mjj  [40, 200] GeV . (9.2)
For the boosted, channel, we require exactly one particle level jet of radius 1.0,
trimmed with parameters Rsub = 0.3 and fcut at 5%, and with pT > 250 GeV and
| η |< 2.0. Anti-k⊥ jets of radius 0.4, with pT > 25 GeV and | η |< 2.5 that lie within
∆R = 0.2 in η–φ of a selected lepton are discarded. Subsequently, leptons that are
within ∆R = 0.4 of a remaining jet are discarded. Finally, we discard events with
remaining anti-k⊥ jets of radius 0.4 that do not overlap the selected large-radius jet
by ∆R = 0.8.
The fiducial phase space definitions are summarised in table 9.1.
9.1.3. Calculation of D Factors
The diboson fiducial cross-sections in the resolved and boosted topologies are ex-
tracted using the number of observed events in each channel. We use factors DRfid and
DBfid, in the resolved and boosted channels respectively, to account for the fact that
the two processes, WW → lνjj and WZ → lνjj, will contribute to the total signal
yield by different amounts, due to the different process cross-sections, acceptances,
and correction factors. We define the Dfid factors by
Dfid = f
WW ·CWW + (1− fWW ) ·CWZ , (9.3)
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W → l(e, µ)ν selection
Must contain a W → (e, µ)ν decay
Exactly one e or µ with pT > 30 GeV and | η |< 2.47
EmissT > 40 GeV
resolved: boosted:
MT > 40 GeV
hadronic W/Z selection
Must contain an hadronically decayed W or Z
resolved: boosted:
Exactly 2 selected jets (R=0.4) Exactly 1 selected large-radius jet (R=1.0)
with pT > 25GeV and |η| < 2.5 with pT > 250GeV and |η| < 2.0
lepton-jet overlap removal lepton-jet overlap removal
∆φ(j1, E
miss
T ) > 0.8 Exactly 0 veto jets (R=0.4)
∆η(j, j) < 1.5
pT (j, j) > 100 GeV
pT (l, E
miss
T ) > 100 GeV
40 GeV < mjj < 200 GeV 50 GeV < mJ < 170 GeV
Overlap removal with boosted channel
Table 9.1.: Summary of the fiducial volume definition in the resolved channel. All the
specified selections are applied at the truth-particle level as specified in the
text.
where fWW is the ratio of the WW process cross-section to the total cross-section of
WW +WZ:
fWW =
σWW ·BRWWlνqq ·AWW
σWW ·BRWWlνqq ·AWW + σWZ ·BRWZlνqq ·AWZ
. (9.4)
AWV is the acceptance within the fiducial phase space, which was defined in sec-
tion 9.1.2. AWV is given by
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AWV =
NWV [WV → lνqq in Fiducial space]
NWV [WV → lνqq] . (9.5)
CWW is the ratio of Nexp, the expected number of signal events measured at detector
level, estimated from Monte Carlo, to the number of truth-level WV → lνqq events,
where V may be a W or Z boson, within the defined fiducial phase space, given by
CWW =
Nexp
NWV [WV → lνqq in Fiducial space] . (9.6)
As explained in section 7.1, we make no attempt to distinguish between the
two processes, WW → lνjj and WZ → lνjj. We assume that the ratio between
the cross-sections in equation (9.5) follows the prediction of the Standard Model,
calculated using MC@NLO.
The D factors for the two channels, DRfid and D
B
fid, are given in Table 9.2.
9.1.4. Theoretical Fiducial Cross-Section
Finally, we can calculate the theoretical cross-section, defined in the fiducial phase
space, using values for the acceptance from table 9.2 and the Standard Model
branching ratios. We calculate the fiducial cross-section separately in the resolved
and boosted channels. The fiducial cross-section definition is given in equation (9.1.4)
and the computed values were found to be 225 fb for the resolved analysis and 15.3 fb
for the boosted analysis.
σfid = (σqq→WW + σgg→WW ) ·BRWWlνqq ·AWW + σWZ ·BRWZlνqq ·AWZ (9.7)
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Resolved Channel Boosted Channel
D factors
DRfid = 0.90± 0.04(stat) DBfid = 0.86± 0.10(stat)
C factors
CWW = 0.90± 0.02(stat) CWW = 0.88± 0.4(stat)
CWZ = 0.91± 0.04(stat) CWZ = 0.82± 0.9(stat)
Acceptance and fWW
fWW = 0.84± 0.03(stat) fWW = 0.83± 0.09(stat)
AWW = 0.0114± 0.0002(stat) AWW = 0.000775± 0.00004(stat)
AWZ = 0.0124± 0.0004(stat) AWZ = 0.000815± 0.00002(stat)
Table 9.2.: Dfid factors and the terms used for their computation. Dfid is computed
separately for the resolved and boosted channels. Systematic uncertainties
are evaluated recalculating the AWV , CWV , fWW and Dfid factors for each
systematic variation, as described in Chapter 8. Systematic uncertainties are
then not evaluated separately for AWV , CWV and fWW factors: the quoted
uncertainties for these factors are statistical only.
where l = e, µ.
9.1.5. Templates and Parameter of Interest
We measure the combinedWW +WZ signal yields by performing a binned maximum
likelihood fit, separately in the resolved and boosted channels. Details of the fit are
provided in section 9.1.6. The parameter of interest for the fit is the signal strength,
µ, a multiplicative factor that we apply to the theoretical signal event yield;
Nobs = µNtheo , (9.8)
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where Nobs is is the measured signal event yield and Ntheo is the expected signal
yield predicted from the Standard Model.
In the resolved channel, we fit to the invariant mass distribution of the selected
dijet system. In the boosted channel, we perform a fit to the mass of the selected
large-radius jet. In both cases, we choose the variable that closest represents the
invariant mass of the hadronically decaying W boson. T variable has been found to
be the single most powerful variable for discrimination between the signal and the
background.
We perform the fit over a much larger range than that of the signal peak (around
65-95 GeV in both analyses). In the resolved case, we fit over an invariant mass range
between 40 and 200 GeV. In the boosted case, we fit over the mass range between 50
and 170 GeV. Fitting over these larger ranges allows for sidebands, nearly free of
the signal, to constrain the range of the W+jets and top background processes. We
allow a common scale factor for the W+jets and Z+jets normalisation to float freely
in the fit. The templates for the fit arise either from the Monte Carlo simulation or
from data-driven estimates in the case of the non-resonant multijet background, as
detailed previously.
Because of the finite resolution of dijet and large-radius jet mass, in both analyses,
there is considerable overlap between decays arising from W and from Z bosons,
Given the expected uncertainties and the relatively small contribution from the
WZ (of order 10% of the total signal yield in each channel), no effort is made to
distinguish the WW and WZ results. Instead, we fix the ratio between the WW
and WZ cross-sections to the Standard Model value.
We exploit the difference between the distribution shapes of the different back-
ground and signal processes to disentangle the signal from the large underlying
background. Figure 9.1 shows the templates for each signal and background process.
9.1.6. Binned Maximum Likelihood Fit
As described in section 9.1.5, we determine the signal event yield in the fiducial-
volume through a binned maximum likelihood fit to the mjj and mJ distributions in
the resolved and boosted channels respectively.
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Figure 9.1.: Invariant mass nominal templates for candidates hadronically decayed bosons.
The templates forWW/WZ, V+jets and top quarks production, are obtained
from Monte Carlo simulations, while the multijet template is obtained using
a data-driven method. All templates are normalised to unit area.
For the fit, we use a binned likelihood function, L(µ, ~α), with the signal strength,
µ, defined in equation (9.8) and α representing the nuisance parameters included
to address the effects of systematic uncertainties. In each bin, bk represents the
expected number of background events, resulting from the sum of all of the background
templates; sk represents the number of signal events, resulting from the signal Monte
Carlo samples.
To model the effect of the systematic uncertainties on the normalisation of the
background samples, we write Ni = N
nominal
i
∏
ηij for each background sample, i,
where Ni is the sample normalisation for the ith background sample, N
nominal
i is the
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normalisation before applying any variation from the uncertainties, and the scale
factor ηij represents the effect of the jth systematic of the ith background sample.
ηij will fluctuate with a Gaussian distribution of mean 1 and standard deviation σij,
estimated from the studies on the sources of the systematic uncertainties, described
in Chapter 8.
To model the effect of systematic uncertainties on the shapes, we use an analagous
approach. we must now evaluate σij bin-by-bin to describe different shape variations
in each different bin, k. This then leads to a likelihood function of the form,
L(µ, ~α) =
∏
k
Poisson(Ndatak |(bbkgk + µssigk )(~α)) ·
∏
p
fp(αp) , (9.9)
where Ndatak is the measured number of data events in each bin, and fp are Gaussian
constraints on αp, the p nuisance parameters.
We allow the V+jets and top Monte Carlo templates to float freely within this
fit, whereas the normalisation of the other background templates are small and are
treated as nuisance parameters. The parameters are left unconstrained in order to
avoid any bias originating from prior assumptions on the Monte Carlo normalisation.
9.2. Fiducial Cross-sections Measurements
We can create estimates for the sensitivity of the analysis by performing a fit using an
Asimov dataset (explained in Appendix B), built from the Monte Carlo simulations,
defined such that the maximum likelihood estimators are set equal to the true values,
following the methodology set out in [149].
From the Asimov datasets, we calculate an expected uncertainty on the signal
strength, µ, of 24% in the resolved channel, and 47% for the boosted channel. We
calculate a sensitivity of 5.1σ in the resolved channel and 2.3σ in the boosted channel.
Figure 9.2 shows the constraints on the nuisance parameters from the Asimov fit.
In an Asimov fit, the central values of all nuisance parameters are definitionally 0. We
introduce a ranking procedure to evaluate the relative importance of different sources
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of systematic uncertainty (in which those nuisance parameters which have the biggest
impact on the signal strength are ranked highest). This involves performing fits to
the Asimov datasets for each nuisance parameter, in which we hold that nuisance
parameter constant at ±1σ whilst the others are allowed to vary. The ranking of
the systematic uncertainties is shown in figure 9.3 for the resolved regime, and in
figure 9.4 for the boosted regime.
In figure 9.5 we show comparisons of the data and Monte Carlo distributions
before performing the fitting procedure, the mjj distribution for the resolved channel,
and the mJ distribution for the boosted channel. The full statistical and systematic
uncertainties from section 8 are shown.
Performing the fit to the data in the resolved channel yields a signal strength of
µ = 0.97± 0.28, corresponding to an observed significance of 4.45σ. In the boosted
channel, the fit to the data yields a signal strength of µ = 0.49± 0.31, corresponding
to an observed significance of 2.05σ. The results for the fits to Asimov data and real
data are summarized in table 9.4. For each channel, the yields after the fit to the
data are summarised in table 9.3.
Resolved
Sample Signal W+jets top Z+jets non-resonant
multijet
ZZ
Yield 3600 138400 16000 2790 3700 15
Uncertainty (±) 1000 1900 1700 280 1000 4
Boosted
Sample Signal V+jets top
Yield 205 2169 452
Uncertainty (±) 90 300 100
Table 9.3.: Yields after the fit to the data for all processes used in the analyses. The quoted
uncertainties are the sum in quadrature of statistical and total systematic
uncertainties on the yields, computed taking into account correlations among
nuisance parameters and among processes.
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Figure 9.2.: Constraints on systematic uncertainties from fit to Asimov dataset, including
uncertainties from background modelling and detector uncertainties, for
the boosted and resolved regimes. The normalization factor on the V+jets
template (labeled SF SF V+jets) is not a nuisance parameter in the fit, so
the expected value is 1. The normalization factor is shown for demonstration
purpose only. By definition, an Asimov fit gives pulls of zero for each nuisance
parameter.
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Figure 9.3.: Ranking of the systematic uncertainties for the fit to Asimov data in the
resolved regime, with the largest uncertainties shown highest. The impact
of each source of uncertainty on the measured signal efficiency is shown,
before and after the fitting procedure, as well as the pulls on each nuisance
parameter. The normalization factor on the V+jets template (labelled V jets
norm) is not a nuisance parameter in the fit, and so is set to unity.
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Figure 9.4.: Ranking of the systematic uncertainties for the fit to Asimov data in the
boosted regime, with the largest uncertainties shown highest. The impact
of each source of uncertainty on the measured signal efficiency is shown,
before and after the fitting procedure, as well as the pulls on each nuisance
parameter. The normalization factor on the V+jets template (labelled V jets
norm) is not a nuisance parameter in the fit, and so is set to unity.
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Figure 9.5.: Distributions of data and Monte Carlo events before performing the fit. Full
statistical and systematic uncertainties are shown.
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Resolved Boosted
Expected Observed Expected Observed
µ 1 0.97 1 0.49
Error on µ 24% 28% 47% 63%
Significance 5.1σ 4.5σ 2.3σ 2.1σ
Table 9.4.: Results of the fits to Asimov and real data in the resolved and boosted channels.
The errors shown are combined statistical and systematic errors.
Figure 9.6 shows the best-fit results for the nuisance parameters, for the resolved
and boosted channels. We show two sets of fits; first are unconditional fits, in which
we leave the signal strength, µ, floating; second are background-only hypothesis
fits, in which we set the signal strength to µ = 0. We see some small pulls on the
nuisance parameters in the free-floating fits; however, the background-only hypothesis
generates large pulls on the nuisance parameters associated with the top backgrounds.
These pulls are needed to enhance the peak from real W bosons. Figure 9.7 shows
the ranking of the systematic uncertainties with data in for the resolved regime,
whilst figure 9.8 shows the ranking for the boosted regime.
We can also see that the fit generates correlations between the nuisance parameters,
shown in figure 9.9.
Finally, figure 9.10 provides comparisons of the data and Monte Carlo distributions
after performing the fitting procedure for the two different fits: after the unconditional
fit, with µ free-floating, and after the conditional fit, with µ = 0. Themjj distribution
for the resolved channel, and the mJ distribution for the boosted channel are shown
for each fit. The full statistical and systematic uncertainties from section 8 are
shown.
9.3. Limits on Anomalous Triple Gauge Couplings
We study the aTGC parameters,cWWW/Λ2, cW/Λ2, and cB/Λ2, in the effective field theory
framework (discussed in section 2.4.3). aTGCs enhance the diboson cross-sections at
high boson transverse momenta. Therefore, we calculate the limits from a binned
maximum likelihood fit to the pT of the dijet system in the resolved analysis, and to
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(d) detector uncertainties in the boosted
regime
Figure 9.6.: Constraints on systematic uncertainties from fit to the data, split up in
uncertainties from background modelling and detector uncertainties and
shown for the boosted and resolved regimes. Two different fits are shown: an
unconditional fit (signal normalization µ floating) in black and background-
only fit (µ = 0) in red. The normalization factor on the V+jets template
(labeled SF SF V+jets) is not a nuisance parameter in the fit, so the expected
value is at 1. The normalization factor is shown for demonstration purpose
only.
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Figure 9.7.: Ranking of the systematic uncertainties for the fit to data in the resolved
regime, with the largest uncertainties shown highest. The impact of each
source of uncertainty on the measured signal efficiency is shown, before and
after the fitting procedure, as well as the pulls on each nuisance parameter.
The normalization factor on the V+jets template (labelled V jets norm) is
not a nuisance parameter in the fit, and so is set at 1.
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Figure 9.8.: Ranking of the systematic uncertainties for the fit to data in the boosted
regime, with the largest uncertainties shown highest. The impact of each
source of uncertainty on the measured signal efficiency is shown, before and
after the fitting procedure, as well as the pulls on each nuisance parameter.
The normalization factor on the V+jets template (labelled V jets norm) is
not a nuisance parameter in the fit, and so is set at 1.
Cross-section Measurement and Limit-Setting on Anomalous Triple
Gauge Couplings 191
0.19 0.28 -0.02 0.03 -0.13 -0.07 -0.16 -0.07 0.06 0.03   1
-0.33 -0.28 -0.2 0.11 0.11 0.17 0.05 -0.16 -0.03   1 0.03
-0.18 -0.33 -0.02 -0.02 0.08 0.06 0.13 0.04 -0.02   1 -0.03 0.06
0.58 -0.19 -0.23 -0.01 -0.05 0.08 0.08 -0.03   1 -0.02 -0.16
-0.02 -0.05 0.13 0.12 -0.37 0.18   1 -0.03 0.04 0.05 -0.07
-0.12 -0.23 -0.06 -0.25 -0.02 0.14 -0.56   1 0.18 0.08 0.13 0.17 -0.16
0.2 -0.25 0.1 -0.06   1 -0.56 0.08 0.06 0.11 -0.07
-0.14 0.26 0.16 -0.01   1 -0.06 0.14 -0.37 -0.05 0.08 0.11 -0.13
-0.02 -0.55 0.03 -0.01   1 -0.01 -0.02
-0.07 0.06 0.04   1 -0.01 0.16 -0.25 0.12 -0.01 -0.02 0.03
0.08   1 0.04 0.03 0.26 0.1 -0.06 0.13 -0.23 -0.02 -0.2 -0.02
-0.11   1 0.06 -0.55 -0.14 -0.25 -0.23 -0.05 -0.19 -0.33 -0.28 0.28
  1 -0.11 0.08 -0.07 -0.02 0.2 -0.12 -0.02 0.58 -0.18 -0.33 0.19
Si
gX
se
cO
ve
rS
M
VJ
et
s_
no
rm
JE
R
JE
S_
Fl
av
Co
m
p_
Vj
QC
D_
ele
Vj_
Ge
ne
rat
or
Vj_
Pa
rto
nS
ho
we
r
Vj_
dP
hi_
RW
Vj_
fac
tS
ca
le
si
gV
Ss
he
rp
a
to
p_
XS
tt_
G
en
er
at
or
tt_
Pa
rto
nS
ho
we
r
tt_PartonShower
tt_Generator
top_XS
sigVSsherpa
Vj_factScale
Vj_dPhi_RW
Vj_PartonShower
Vj_Generator
QCD_ele
JES_FlavComp_Vj
JER
VJets_norm
SigXsecOverSM
co
rr
e
la
tio
n
1−
0.8−
0.6−
0.4−
0.2−
0
0.2
0.4
0.6
0.8
1
(a) largest correlations in the resolved regime
(b) largest correlations in the boosted regime
Figure 9.9.: Correlation coefficients for the nuisance parameters used in the fit. Only
uncertainties for which correlations exist greater than 30% are shown.
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Figure 9.10.: Postfit distribution of the resolved analysis mass of the di-jet system, and
the boosted analysis jet mass. Two fits are performed, an unconditional fit
(µ free-floating) and a background-only fit (µ = 0). The background-only
fit is obtained by shifting all templates according to the best-fit values of all
nuisance parameters and normalization factors. The uncertainties shown
take into account both statistical uncertainties and systematic uncertainties
from the fit.
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the pT of the large-radius jet in the boosted analysis. We use the TGClim package
for the limit-setting procedure, previously used in other analyses [14]. Some technical
details on the limit-setting procedure are given in Appendix C.
We apply an almost identical set of event selection criteria to that used in cross-
section measurement, described in section 7.4. However, for the aTGC limit setting
in the resolved analysis, we make an additional requirement that the dijet mass
falls in the range 65 < mjj < 95 GeV. In the boosted analysis, we require that the
large-radius jet mass falls in the range 60 < mJ < 100 GeV.
Furthermore, in the boosted analysis, the W boson tagging requirement is no
longer applied for events in which the large-radius jet pT is greater than 500 GeV.
The Dβ=12 tagger is seen to lose efficiency for jets of higher transverse momentum.
The greatest part of the sensitivity to aTGCs is expected to come from the bins
of higher transverse momentum, so it is particularly important to have maximal
sensitivity in these bins.
9.3.1. Treatment of Systematic Uncertainties
The same sources of systematic uncertainty affect aTGC limits as occur in the cross-
section measurement, as described in section 8. Both shape and rate systematics
are included. Once again, the systematic uncertainties are included as nuisance
parameters. However, unlike the cross-section fit, in which each nuisance parameter
represented a particular source of systematic uncertainty, in the aTGC fit each
nuisance parameter represents the systematic uncertainty on one particular bin.
Let ~ρ be the vector of aTGC parameters (for example, ρ1 = λ, ρ2 = ∆g
Z
1 ,
ρ3 = ∆κZ) and ~α be a vector of nuisance parameters, which will be described later.
Then, the likelihood function is given by
L(~ρ, ~α) =
m∏
i=1
Poisson(N idata, µ
i(~ρ, ~α))× 1
(2pi)m
exp
(
−1
2
~α ·C−1 · ~α
)
, (9.10)
where the product is over the bin number i and µi is the expected number of events
in bin i:
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µi(~ρ, ~α) = N isig(~ρ)(1 + αi) +N
i
bkg(1 + αi+m) . (9.11)
N isig and N
i
bkg are the predicted number of signal and background events, respectively,
in bin i. Thus if m is the number of bins, overall we have 2m nuisance parameters,
αi, describing the signal and background uncertainties in each bin. Each of the
systematic uncertainties, defined by the α parameters, are allowed to vary within a
Gaussian distribution, defined by defined by the covariance matrix C that appears
in Eq. 9.10. The covariance matrix is given by
Ci,j = 〈αi, αj〉 . (9.12)
If we combine equations 9.11 and 9.12, C describes the systematic uncertainties
on the signal and background in each bin, as well as the bin-to-bin correlations
between these uncertainties, including correlations between signal and background.
Therefore, C is able to describe both the normalization and shape systematics.
9.3.2. Evaluation of Limits
Following a similar approach to other analyses setting limits on triple gauge anomalous
couplings [150], we find expected and observed 95% confidence intervals using a
frequentist methodology.
Our test statistic is the profile-likelihood ratio, λ(ρ), given by the ratio of the
maximum likelihood for a given aTGC value, ρ, to the overall maximum likelihood,
for any value of ρ. We scan over a variety of different values of ρ in order to find the
observed value, λobs(ρ). λ(ρ) is given by
λ(ρ) =
L(Ndata|ρ, ˆˆα)
L(Ndata|ρˆ, αˆ)
, (9.13)
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where ρˆ and αˆ are the values of ρ and α, respectively, that simultaneously yield the
overall maximum likelihood. ˆˆα are the values of α that conditionally maximize the
likelihood for the given value of ρ.
To find a frequentist p-value, we need to obtain the probability of obtaining
a result at least as unlikely as the result observed. To estimate the probability
of obtaining the observed result, we generate pseudo-data, in the form of many
(∼ 10, 000) “toy” datasets for each test-value of ρ, computing the profile-likelihood
ratio λtoy(ρ) in each case,and comparing against the observed λobs(ρ).
We generate these toy datasets by randomly drawing events from the probability
density function. First, we take the mean value of ˆˆα, and allow Gaussian fluctuations,
within the systematic uncertainties, of the nuisance parameters, α, around this value.
We assume a Poisson distribution (with a mean determined from the values of ρ and
α) to draw “observed events”, N itoy, for each of these toy models.
Then, the p-value is given by the fraction of toy datasets that have a value of
λtoy(ρ) less than the observed value of λobs(ρ). We scan over ρ to determine the
intervals for which the p-value >= 5%. This defines the 95% confidence limits for ρ,
the vector of aTGC parameters.
The fit using pseudo-data is very computationally expensive and so is only used in
the determination of the final expected and observed limits. We use Asimov datasets,
already explained in section 9.2, for the optimisation studies. The Asimov datasets
were constructed using the Standard Model expectation (i.e. the sum of the signal
and background Monte Carlo samples) in each bin. To set limits, we fit the Asimov
datasets and find the interval corresponding to ∆(lnL) = 1.92.
Figure 9.11 show the pT spectra used for the fit in the resolved and boosted
channels, after the analysis selection. This includes both Monte Carlo and Asimov
data, for the Standard Model hypothesis, and also the Monte Carlo simulated events
for the signal selection with an aTGC of cWWW/Λ2 = 10 TeV−2. The Asimov data is
identical to the Standard Model Monte Carlo, whilst the expected excess in events
from a non-Standard Model aTGC is seen in the aTGC Monte Carlo.
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Figure 9.11.: Expected pTjj distribution in the resolved channel and pTJ distribution
in the boosted channel. The data points represent the Asimov data. The
expected signal in the presence of an aTGC of cWWW/Λ2 = 10 TeV−2 is
shown for the resolved channel and cWWW/Λ2 = 5 TeV−2 for the boosted
channel.
9.3.3. Reweighting of Monte Carlo Samples
For generating Monte Carlo samples with non-Standard Model aTGCs, we use the
MC@NLO event generator, described in section 4.8.5. MC@NLO allows event-level
reweighting of Monte Carlo simulated events to any arbitrary aTGC value [61,112].
Including all possible triple gauge couplings, the most general form for the
amplitude of W+W− production will take the form,
A = A0 + ∆gZ1 AgZ + ∆kZAκZ + λZAλZ + ∆gγ1Agγ + ∆kγAκγ + λγAλγ , (9.14)
where the Ai are kinematics-dependent process amplitudes and A0 is the Standard
Model total amplitude for WW production. The WZ amplitude has a similar form,
except without the ∆gγ1 , ∆kγ and λγ terms. The cross-section is proportional to |A|2;
we can therefore use this to make Monte Carlo predictions for any aTGC value
by applying an appropriate event weight, wtot. These weights will be proportional
to |A2|:
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wtot = w0 + (∆g
Z
1 )
2w1 + (∆kZ)
2w2 + (λZ)
2w3
+ (∆gγ1 )
2w4 + (∆kγ)
2w5 + (λγ)
2w6
+ 2∆gZ1 w7 + 2∆kZw8 + 2λZw9
+ 2∆gγ1w10 + 2∆kγw11 + 2λγw12
+ 2∆gγ1 ∆kZw13 + 2∆kZλZw14 + 2∆g
Z
1 ∆g
γ
1w15
+ 2∆gZ1 ∆kγw16 + 2∆g
Z
1 λγw17 + 2∆kZλZw18
+ 2∆kZ∆g
γ
1w19 + 2∆kZ∆kγw20 + 2∆kZλγw21
+ 2λZ∆g
γ
1w22 + 2λZ∆kγw23 + 2λZλγw24
+ 2∆gγ1 ∆kγw25 + 2∆g
γ
1λγw26 + 2∆kγλγw27 . (9.15)
TheMC@NLO generator allows us to store the 28 different (kinematics-dependent)
weights, wi (with i = 0, 27) in the data files for each event. We can then recalculate
the wtot for any event for any set aTGC parameters, allowing the sample to be
reweighted to any chosen aTGC point.
9.3.4. Optimisation of Binning
A careful act of balancing is needed in choosing the optimal number of bins. Using a
greater number of bins allows for a greater sensitivity to the aTGCs; however, if the
binning is too fine then the computation time will rapidly increase, and the fitting
machinery will fail to converge if there are bins in which the Monte Carlo predictions
yield zero events. Extensive studies were performed for the optimal binning size,
with results shown in figure 9.12. The largest possible number of bins for which
the fit could converge was found to be 34. However, this number would be highly
computationally intensive. It was found that the number of bins could be reduced to
11 without a significant loss of sensitivity. We use this number for the final analysis.
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Figure 9.12.: Expected pT jj distribution for the resolved regime in the signal region, for
the sum of the muon and electron channels. Plot (a) shows a very fine
binning, whereas (b) shows a binning optimized to have a small number
of bins while still keeping good sensitivity to aTGCs. The data points
represent the Asimov data. The expected signal in the presence of an aTGC
of cWWW/Λ2 = 10 TeV−2 is shown.
9.3.5. Observed Limits on Triple Gauge Vertices
Figure 9.13 shows the data passing the event selection, alongside the Standard Model
Monte Carlo simulated events for signal and background, as well as Monte Carlo
simulated events with an aTGC parameter of cWWW/Λ2 = 10 TeV−2 for comparison.
Table 9.5 shows the observed and expected limits at confidence levels of 95%, for
the three field theory parameters in the LEP scenario: cWWW/Λ2, cW/Λ2, and cB/Λ2,
and ∆gZ1 , each calculated whilst holding the other two parameters at zero.
9.4. Summary
These results represent a significant improvement on the past measurement of
the WW + WZ production cross-section in the semileptonic channel, previously
performed at a centre of mass energy of
√
s = 7 TeV [14]. In the resolved channel,
the fiducial cross-section was measured to be σfid(WW +WZ) = 219± 61 pb, where
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Figure 9.13.: Distribution of pTjj in the resolved channel, and pTJ in the boosted channel,
for the data and Monte Carlo generated events. The expected signal in the
presence of an aTGC of cWWW/Λ2 = 10 TeV−2 is shown for the resolved
channel and cWWW/Λ2 = 5 TeV−2 for the boosted channel.
Table 9.5.: The observed and expected 95% confidence level limits on the field theory
aTGC parameters cWWW/Λ2, cW/Λ2, and cB/Λ2, shown for the boosted and
resolved channels. The limits on each parameter are calculated while fixing
the other two parameters to zero. All limits are in units of TeV−2.
Resolved channel Boosted channel
Parameter Observed Limit Expected Limit Observed Limit Expected Limit
cWWW/Λ2 [-6.0, 6.0] [-7.0, 6.9] [-2.54, 2.52] [-3.17, 3.10]
cW/Λ2 [-39, 46] [ -49, 55 ] [-15.6, 17.2] [ -18.7, 22.0 ]
cB/Λ2 [-6.9, 12.1] [ -9.3, 13.4 ] [-3.65, 4.94] [ -4.30, 6.09 ]
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the observed significance of the signal is 4.45σ. This measurement is consistent
with the MC@NLO prediction of the fiducial cross-section, of 225± 5.2 pb. In the
boosted channel, the cross-section was measured to be 7.6± 4.9 pb, lower than the
expected standard model cross section of 15.3 pb. The resolved channel contributed
a significance of 4.45σ, while the boosted channel contributed a significance of 2.05σ.
The results also set new limits on the anomalous triple gauge couplings. The
observed 95% CL limits on the anomalous triple gauge parameters are −6.0 <
cWWW/Λ2 < 6.0, −39 < cW/Λ2 < 46 and −6.9 < cB/Λ2 < 12.1 TeV−2 for the resolved
analysis, and −2.54 < cWWW/Λ2 < 2.52, −15.6 < cW/Λ2 < 17.2 and −3.65 < cB/Λ2 <
4.94 TeV−2. Both mark a substantial improvement over the limits set by the
comparable analysis at a centre of mass energy of
√
s = 7 TeV: −9.5 < cWWW/Λ2 < 9.6,
−64 < cW/Λ2 < 69 and −13 < cB/Λ2 < 18 TeV−2 [14]. The boosted regime improves
on limits set by the analysis at
√
s = 7 TeV by around a factor of three, and improves
on the limits set by the resolved regime by around a factor of two.
Table 9.6 shows the limits set on the aTGCs from the boosted analysis, compared
against the observed limits from other recent results from the ATLAS experiment.
The analysis provides the tightest limits on each of the aTGC parameters considered
so far.
Table 9.6.: The observed and expected 95% confidence level limits on the field theory
aTGC parameters cWWW/Λ2, cW/Λ2, and cB/Λ2, shown for the boosted analysis
(WV → lνqq, 8 TeV), and other recent ATLAS analyses (WW → 2l2ν, 8
TeV [12]; WZ → 3lν, 8 TeV [13]; and WV → lνqq, 7 TeV [14]). All limits are
in units of TeV−2.
Parameter Limit WV → lνqq, WW → 2l2ν, WZ → 3lν, WV → lνqq,
8 TeV 8 TeV 8 TeV 7 TeV
cWWW/Λ2
expected [-3.17, 3.10] [-7.62, 7.38] [-3.7, 7.6] [-11.6, 11.5]
observed [-2.54, 2.52] [-4.61, 4.60] [-4.3, 6.8] [-9.5, 9.6]
cW/Λ2
expected [ -18.7, 22.0 ] [-35.8, 38.4] [-270, 180] [-73,79.0]
observed [-15.6, 17.2] [ -20.9, 26.3 ] [-320, 210] [ -64, 69 ]
cB/Λ2
expected [ -4.30, 6.09 ] [-12.58, 14.32] [-3.9, 3.8] [-13, 18]
observed [-3.65, 4.94] [ -5.87, 10.54 ] [-3.9, 4.0] [ -17, 21 ]
Chapter 10.
Conclusions
The main focus of this thesis is an analysis, looking at the semileptonic decays of
vector boson pairs, WV → lνjj, at centre of mass energies of √s = 8 TeV. This
analysis has two separate aims: to measure the diboson production cross-section and
to search for anomalous triple gauge couplings. To do this, it considers two different
regimes, described as the boosted and resolved, and considered very different jet
physics for each topology. The thesis also presents a performance study for the
trigger upgrade, which compares potential techniques to improve the performance of
the jet trigger algorithms.
The performance study presented in chapter 6 provides important insights into
the potential for partial scan to improve the algorithmic efficiency for the complex,
high pile-up environment that the LHC will deliver throughout Run 2 and beyond.
The study offers important information on efficiencies and algorithm timings to
assess whether they could be adopted to improve the jet trigger performance at Run
2. Whilst the partial scan techniques were not ultimately adopted for Run 2, the
studies improved our understanding and it is possible that partial scan or related
ideas will become important for future upgrades.
The analysis presented in chapters 7, 8 and 9 is unique in several ways. Combining
both a resolved and a boosted channel to study semileptonic decays, it provides
improved measurements of the cross-section, more precise than any previously seen
in this channel. It offers the potential for improved limits on anomalous triple gauge
couplings, more sensitive than any so far produced in the semileptonic channel, and
approximately three times that seen in a similar study at 7 TeV [14]. This powerfully
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demonstrates the potential benefits of boosted analyses for studying anomalous
couplings.
In particular, the analysis illustrates the potential of the rapidly developing field
of jet substructure in boosted regimes. This was the first and only analysis to apply
the 2012 recommendations of the boosted jet study described in [97], providing
an innovative first application of energy-energy correlation functions as a tool for
vector boson tagging. Cutting on the Dβ=12 parameter was found to be superior
to all previous techniques, and proved to be an effective for tagging W bosons in
this analysis. These techniques for boosted analyses will prove even more important
in Run 2; with the LHC now operating at the higher centre-of-mass energy of√
s = 13 TeV, and with the intention to operate at even higher energies in the future,
the field of jet substructure is likely to prove ever more important.
The measurements of the cross-section in the two channels were found to be
consistent with the Standard Model predictions. Improved limits were set on aTGCs
in both channels, and again no deviation from the Standard Model was found.
Indeed, no deviation from this theory has yet been confirmed in any LHC analysis.
Run 2 analyses are now underway, utilising new data at the higher centre-of-mass
energies. This environment is more challenging in many ways, with higher levels of
pile-up and higher jet multiplicities. Further-improved techniques will be needed
to distinguish between signals and backgrounds in this richer and more complex
physical environment; boosted analyses based upon jet substructure are likely to
play a greater role in the future. These techniques will be vital for the search for
new physics beyond the Standard Model.
Appendix A.
Monte Carlo Samples
Process Dataset Generator σ ·BR · f [pb] Nevt [106]
W → eν(pT > 0, bfilter) 167740 Sherpa 154.38 15.00
W → eν(pT > 0, cfilter/bveto) 167741 Sherpa 591.62 10.00
W → eν(pT > 0, cveto/bveto) 167742 Sherpa 11324.49 49.87
W → µν(pT > 0, bfilter) 167743 Sherpa 154.43 14.99
W → µν(pT > 0, cfilter/bveto) 167744 Sherpa 513.12 9.99
W → µν(pT > 0, cveto/bveto) 167745 Sherpa 11404.48 49.78
W → τν(pT > 0, bfilter) 167746 Sherpa 154.38 14.96
W → τν(pT > 0, cfilter/bveto) 167747 Sherpa 557.10 9.99
W → τν(pT > 0, cveto/bveto) 167748 Sherpa 11360.17 49.88
W → eν(40 < pT < 70, bfilter) 180534 Sherpa 24.80 1.10
W → eν(40 < pT < 70, cfilter/bveto) 180535 Sherpa 123.34 0.90
W → eν(40 < pT < 70, cveto/bveto) 180536 Sherpa 570.00 16.93
W → µν(40 < pT < 70, bfilter) 180537 Sherpa 24.81 1.10
W → µν(40 < pT < 70, cfilter/bveto) 180538 Sherpa 119.03 0.90
W → µν(40 < pT < 70, cveto/bveto) 180539 Sherpa 574.57 16.95
W → τν(40 < pT < 70, bfilter) 180540 Sherpa 24.82 1.10
W → τν(40 < pT < 70, cfilter/bveto) 180541 Sherpa 121.47 0.89
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W → τν(40 < pT < 70, cveto/bveto) 180542 Sherpa 571.87 16.95
W → eν(70 < pT < 140, bfilter) 167761 Sherpa 12.66 2.00
W → eν(70 < pT < 140, cfilter/bveto) 167762 Sherpa 55.43 3.00
W → eν(70 < pT < 140, cveto/bveto) 167763 Sherpa 207.49 15.00
W → µν(70 < pT < 140, bfilter) 167764 Sherpa 12.66 2.00
W → µν(70 < pT < 140, cfilter/bveto) 167765 Sherpa 53.76 3.00
W → µν(70 < pT < 140, cveto/bveto) 167766 Sherpa 209.29 14.99
W → τν(70 < pT < 140, bfilter) 167767 Sherpa 12.66 2.00
W → τν(70 < pT < 140, cfilter/bveto) 167768 Sherpa 54.83 3.00
W → τν(70 < pT < 140, cveto/bveto) 167769 Sherpa 208.02 15.00
W → eν(140 < pT < 280, bfilter) 167770 Sherpa 2.16 5.00
W → eν(140 < pT < 280, cfilter/bveto) 167771 Sherpa 7.61 2.00
W → eν(140 < pT < 280, cveto/bveto) 167772 Sherpa 24.47 2.00
W → µν(140 < pT < 280, bfilter) 167773 Sherpa 2.17 4.99
W → µν(140 < pT < 280, cfilter/bveto) 167774 Sherpa 7.42 1.99
W → µν(140 < pT < 280, cveto/bveto) 167775 Sherpa 24.70 1.99
W → τν(140 < pT < 280, bfilter) 167776 Sherpa 2.17 4.00
W → τν(140 < pT < 280, cfilter/bveto) 167777 Sherpa 7.54 2.00
W → τν(140 < pT < 280, cveto/bveto) 167778 Sherpa 24.56 2.00
W → eν(280 < pT < 500, bfilter) 167779 Sherpa 0.17 0.90
W → eν(280 < pT < 500, cfilter/bveto) 167780 Sherpa 0.47 0.99
W → eν(280 < pT < 500, cveto/bveto) 167781 Sherpa 1.38 2.49
W → µν(280 < pT < 500, bfilter) 167782 Sherpa 0.17 0.90
W → µν(280 < pT < 500, cfilter/bveto) 167783 Sherpa 0.46 1.00
W → µν(280 < pT < 500, cveto/bveto) 167784 Sherpa 1.39 2.50
W → τν(280 < pT < 500, bfilter) 167785 Sherpa 0.17 0.90
W → τν(280 < pT < 500, cfilter/bveto) 167786 Sherpa 0.47 0.20
W → τν(280 < pT < 500, cveto/bveto) 167787 Sherpa 1.38 0.50
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W → eν(pT > 500, bfilter) 167788 Sherpa 0.01 0.10
W → eν(pT > 500, cfilter/bveto) 167789 Sherpa 0.03 0.01
W → eν(pT > 500, cveto/bveto) 167790 Sherpa 0.07 0.01
W → µν(pT > 500, bfilter) 167791 Sherpa 0.01 0.09
W → µν(pT > 500, cfilter/bveto) 167792 Sherpa 0.03 0.61
W → µν(pT > 500, cveto/bveto) 167793 Sherpa 0.07 1.05
W → τν(pT > 500, bfilter) 167794 Sherpa 0.01 0.09
W → τν(pT > 500, cfilter/bveto) 167795 Sherpa 0.03 0.01
W → τν(pT > 500, cveto/bveto) 167796 Sherpa 0.07 0.05
Table A.2.: List of W+jets samples used in the analysis. l refers to e, µ, τ . σ refers to the
channel cross-section, BR to its branching ratio and f to the filter efficiency
used in the process of generation. Nevt refers to the number of generated
events in each sample.
Process Dataset Generator σ ·BR · f [pb] Nevt [106]
Z → ee(pT > 0, bfilter) 167749 Sherpa 34.77 4.00
Z → ee(pT > 0, cfilter/bveto) 167750 Sherpa 351.97 3.00
Z → ee(pT > 0, cveto/bveto) 167751 Sherpa 856.14 4.98
Z → µµ(pT > 0, bfilter) 167752 Sherpa 34.76 4.00
Z → µµ(pT > 0, cfilter/bveto) 167753 Sherpa 352.58 3.00
Z → µµ(pT > 0, cveto/bveto) 167754 Sherpa 856.22 4.99
Z → ττ(pT > 0, bfilter) 167755 Sherpa 34.73 4.00
Z → ττ(pT > 0, cfilter/bveto) 167756 Sherpa 352.23 3.00
Z → ττ(pT > 0, cveto/bveto) 167757 Sherpa 856.32 4.98
Z → ee(70 < pT < 140, bfilter) 167797 Sherpa 2.73 1.40
Z → ee(70 < pT < 140, cfilter/bveto) 167798 Sherpa 11.72 1.00
Z → ee(70 < pT < 140, cveto/bveto) 167799 Sherpa 18.58 2.00
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Z → µµ(70 < pT < 140, bfilter) 167800 Sherpa 2.73 1.39
Z → µµ(70 < pT < 140, cfilter/bveto) 167801 Sherpa 11.70 1.00
Z → µµ(70 < pT < 140, cveto/bveto) 167802 Sherpa 18.57 2.00
Z → ττ(70 < pT < 140, bfilter) 167803 Sherpa 2.73 1.40
Z → ττ(70 < pT < 140, cfilter/bveto) 167804 Sherpa 11.73 1.00
Z → ττ(70 < pT < 140, cveto/bveto) 167805 Sherpa 18.58 2.00
Z → ee(140 < pT < 280, bfilter) 167809 Sherpa 0.43 1.00
Z → ee(140 < pT < 280, cfilter/bveto) 167810 Sherpa 1.65 0.40
Z → ee(140 < pT < 280, cveto/bveto) 167811 Sherpa 2.39 0.60
Z → µµ(140 < pT < 280, bfilter) 167812 Sherpa 0.43 1.00
Z → µµ(140 < pT < 280, cfilter/bveto) 167813 Sherpa 1.65 0.40
Z → µµ(140 < pT < 280, cveto/bveto) 167814 Sherpa 2.38 0.60
Z → ττ(140 < pT < 280, bfilter) 167815 Sherpa 0.43 0.80
Z → ττ(140 < pT < 280, cfilter/bveto) 167816 Sherpa 1.65 0.40
Z → ττ(140 < pT < 280, cveto/bveto) 167817 Sherpa 2.38 0.60
Z → ee(280 < pT < 500, bfilter) 167821 Sherpa 0.03 0.18
Z → ee(280 < pT < 500, cfilter/bveto) 167822 Sherpa 0.10 0.55
Z → ee(280 < pT < 500, cveto/bveto) 167823 Sherpa 0.14 0.55
Z → µµ(280 < pT < 500, bfilter) 167824 Sherpa 0.03 0.17
Z → µµ(280 < pT < 500, cfilter/bveto) 167825 Sherpa 0.10 0.55
Z → µµ(280 < pT < 500, cveto/bveto) 167826 Sherpa 0.14 0.55
Z → ττ(280 < pT < 500, bfilter) 167827 Sherpa 0.03 0.18
Z → ττ(280 < pT < 500, cfilter/bveto) 167828 Sherpa 0.10 0.55
Z → ττ(280 < pT < 500, cveto/bveto) 167829 Sherpa 0.14 0.55
Z → ee(pT > 500, bfilter) 167833 Sherpa 0.00 0.09
Z → ee(pT > 500, cfilter/bveto) 167834 Sherpa 0.01 0.06
Z → ee(pT > 500, cveto/bveto) 167835 Sherpa 0.01 0.15
Z → µµ(pT > 500, bfilter) 167836 Sherpa 0.00 0.10
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Z → µµ(pT > 500, cfilter/bveto) 167837 Sherpa 0.01 0.01
Z → µµ(pT > 500, cveto/bveto) 167838 Sherpa 0.01 0.01
Z → ττ(pT > 500, bfilter) 167839 Sherpa 0.00 0.09
Z → ττ(pT > 500, cfilter/bveto) 167840 Sherpa 0.01 0.06
Z → ττ(pT > 500, cveto/bveto) 167841 Sherpa 0.01 0.15
Table A.3.: List of Z+jets samples used in the analysis. l refers to e, µ, τ . σ refers to the
channel cross-section, BR to its branching ratio and f to the filter efficiency
used in the process of generation. Nevt refers to the number of generated
events in each sample.
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Process Dataset σ ·BR · f [pb] Nevt [106]
Reference WV samples
Generator: MC@NLO
Nominal WW qq → WW 185894 23.62 4.98
Nominal W+Z W+Z 185895 4.47 1.00
Nominal W−Z W−Z 185896 2.49 0.49
aTGC WW qq → WW (aTGC, all decays) 185897 70.46 3.96
aTGC W+Z W+Z (aTGC, all decays) 185898 19.60 0.98
aTGC W−Z W−Z (aTGC, all decays) 185899 9.36 0.50
WV samples used for systematic evaluation
Generator: Powheg+Pythia8
Nominal WW qq → WW 181971 54.43 10.00
Nominal WZ WZ → lνqq 181970 4.87 10.00
WZ → qqll 181968 1.59 2.39
Generator: Sherpa
Nominal WW qq → WW → eνqq 183734 7.72 3.16
qq → WW → µνqq 183736 7.74 3.16
qq → WW → τνqq 183738 7.71 3.16
qq → WW → lνlν 177997 5.61 0.40
Nominal WZ WZ → eνqq 183735 2.00 0.84
WZ → µνqq 183737 2.00 0.84
WZ → τνqq 183739 2.01 0.84
WZ → qqee 183585 1.54 0.18
WZ → qqµµ 183587 1.54 0.18
WZ → qqττ 183589 1.54 0.18
WZ → lνll 179974 10.23 2.70
WZ → lννν 179975 1.47 0.40
Table A.1.: List of WW and WZ samples used in the analysis. Each channel refers to all
W and Z decays unless the decays are explicitly specified. l refers to e, µ, τ .
σ refers to the channel cross-section, BR to its branching ratio and f to the
filter efficiency used in the process of generation. Nevt refers to the number
of generated events in each sample.
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Process Dataset Generator σ ·BR · f [pb] Nevt [106]
tt¯(not all hadr.) 117050 Powheg+Pythia 6 137.32 15.00
single-top t-chan l+ 110090 Powheg+Pythia 18.39 4.99
single-top t-chan l− 110091 Powheg+Pythia 9.96 5.00
single-top s-chan (lep) 110119 Powheg+Pythia 1.82 6.00
Wt 110140 Powheg+Pythia 22.36 1.00
Table A.4.: List of Monte Carlo tt¯ and single-top samples used in the analysis. All cross-
sections are normalised to the NNLO theoretical value. l refers to e, µ, τ . σ
refers to the channel cross-section, BR to its branching ratio and f to the
filter efficiency used in the process of generation. Nevt refers to the number
of generated events in each sample.
Appendix B.
Glossary of Statistical Terms
The following terms are used in the statistical fitting procedure, following definitions
given in [151,152].
• Asimov dataset: The pseudo-dataset which is taken as most representative
of all the possible real datasets that could be obtained. A fit to an Asimov
dataset generates expected values for each parameter. In practice, we build
Asimov datasets from the nominal Monte Carlo predictions 1.
• Confidence level: The proportion of all possible samples that are expected
to include the true value of a parameter. For example, a 95% confidence level
implies that samples would contain the true value of the parameter 95% of the
time. A more detailed discussion of confidence levels is given in Appendix C.
• Likelihood: The likelihood, L, of a set of parameters, θ, given outcomes, x,
is the probability of those observed outcomes, given the set of parameters, i.e.
L(θ|x) = P (x|θ).
• Maximum likelihood: A method for estimating the set of parameters, for a
given set of statistics, which makes the likelihood function a maximum. This
maximises the “agreement” of the selected model with the observed data, and
consequently maximises the probability of the observed data under the resulting
distribution. A more detailed discussion is given in Appendix C.
1The term ‘Asimov’ dataset is inspired by ‘Franchise’, a short story by Isaac Asmiov, in which elec-
tions are held by selecting the single most representative voter to replace the entire electorate [153].
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• Nuisance parameter: Parameters allowed to float in the fit, constrained by
probability density functions. Nuisance parameters account for the different
sources of systematic uncertainty, with normalisation uncertainties constrained
by a log normal probability density, and shape uncertainties constrained by a
Gaussian probability density.
• p-value: The probability to observe a given value, assuming that the null
hypothesis is true. This is used widely in frequentist statistics, and does not
given the probability that an alternative hypothesis is true. It is generally
interpreted as an indication of the probability for the background to fluctuate
to give the observed result, if there is zero contribution from the signal. A low
p-value provides evidence to reject the null hypothesis.
• Parameter of interest: A parameter in the fit that we intend to measure;
unlike the nuisance parameters, this is not constrained in the fit. In this
analysis, the parameter of interest is the signal strength, µ.
• Prefit: The expected yield for each Monte Carlo sample in each bin, normalised
to the theoretical cross-sections and integrated luminosity.
• Postfit: The expected yield for each Monte Carlo sample in the bin, after
having run the fit. Monte Carlo yields are changed by the fit, which will vary
the shape and normalisation, constrained by the nuisance parameters.
• Pull: The central value of a nuisance parameter, given after the fitting pro-
cedure as a shift from the prefit central value, and expressed as a fraction of
the prefit uncertainty. A large value for the pull suggests a bias or changing
in size of the error, implying that the uncertainty may have been over or
under-estimated.
Appendix C.
Confidence Levels and Limit Setting
C.1. Likelihood Functions
The likelihood function for a single bin is given by the Poisson probability of observing
n data events when we expect b background events, s signal events, and signal strength
µ:
L(n|µ, b) = (µs+ b)
n
n!
e−(µs+b) , (C.1)
and the likelihood across several bins is simply the product of the likelihood in each
bin i:
L(~n|µ,~b) =
∏
i
(µsi + bi)
n
i
ni!
e−(µsi+bi) . (C.2)
To incorporate systematic uncertainties as Gaussian nuisance parameters, we
multiply the likelihood function by the product of the Gaussians. For each systematic
uncertainty j, θj is the systematic nuisance parameter; a value of θj = ±1 corresponds
to the full size of the up or down variation affecting the likelihood:
212
Confidence Levels and Limit Setting 213
L(~n, ~θ|µ,~b, ~θ) =
∏
i
(µsi + bi)
n
i
ni!
e−(µsi+bi)
∏
j
Gaus(θ0j − θj) , (C.3)
where the central values of the nuisance parameters, θ0j , are generally fixed to zero;
but we can vary them when running pseudo experiments.
For a test statistic, we use the profile-likelihood ratio, the ratio of the maximum
likelihood for a given aTGC value, µ, to the overall maximum likelihood, for any
value of µ; it is defined by
λ(µ) =
L(n|µ, ˆˆθ)
L(n|µˆ, θˆ) , (C.4)
where µˆ and θˆ are the values of µ and θ, respectively, that simultaneously yield the
overall maximum likelihood. ˆˆθ are the values of θ that conditionally maximize the
likelihood for the given value of µ.
We use the test statistic to calculate the frequentist p-value by running multiple
pseudo-experiments that randomise the number of observed events as well as the
central values of θ0j .
This procedure can be highly computationally demanding, requiring a huge
number of pseudo-experiments to fully sample the space. To avoid this, we can
“profile” the nuisance parameters. We fit the values of θ0j to the data and µ. This
provides a conservative approximation to the result that would have maximised
the p-value, because by definition the data will give the result that maximises
compatibility with the data. This technique allows us to run a far smaller number of
pseudo-experiments in the construction of the test statistic distribution. We then
integrate across the test statistic λ(µ) to find the p-value for this particular value of
µ. For a given µ, if the p-value falls below a particular threshold (typically p=0.05),
we declare this model for µ to be “excluded” [149].
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C.2. Confidence Intervals for Setting Limits
Model-independent limits tell us the highest number of signal events which are
compatible with data, at a set p-value threshold. To set model-independent limits,
we consider one bin at a time, insert a signal size s = 1 and interatively increase µ
until the desired p-value threshold is reached.
However, more often, we wish to set model-dependent limits. For this, we define
the confidence level, CLs. Suppose that for our experiment, we expect, from Monte
Carlo estimations, s signal, and b background events, with s related to our parameter
of interest, µ. We want to consider the s+ b hypothesis (in practice the hypothesis
that the signal we are searching for does exist), against the background-only (null)
hypothesis. Let n be our observed number of events for our test statistic; it will
have some distribution, f(n|s+ b) under the s+ b hypothesis, and f(n|b) under the
background-only hypothesis.
Suppose we observe n∗ actual events. The p-value for the s + b hypothesis
is defined as the probability that we would find a value of n with equal or less
compatibility with the s+ b model relative to what we observe, n∗, in other words
the probability of n > n∗, under the assumption of the s+ b hypothesis, i.e.
ps+b = P (n ≥ n∗|s+ b) =
∫ ∞
n
∗
f(n|s+ b)dq . (C.5)
Similarly, the p-value for the background-only hypothesis is defined as the probability
to find n < n∗ under the assumption of this hypothesis:
pb = P (n ≤ n∗|b) =
∫ n∗
−∞
f(n|b)dq . (C.6)
In the method known as CLs+b, we carry out a statistical test of the s + b
hypothesis, based on the p-value, ps+b. We regard signal model as excluded at a
confidence level of 1− α if ps+b < α. We can construct a confidence interval at the
confidence level 1 − α for the signal process from those values not excluded. By
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construction, the confidence interval will cover a range of values with a probability
of at least 95%.
However, this leads to a problem when the sensitivity is low, i.e. the number of
signal events is much lower than background, s  b. We may exclude the actual
value of s with a probability of around α, corresponding to cases when there is a
large downward fluctuation in s.
For example, let us consider the case where n∗ = 0 events are observed. Then,
we would find that s+ b ≥ b is excluded altogether; this would exclude all possible
values of s ≥ 0. Such a result would be difficult to interpret: the experiment cannot
easily distinguish small values of s from the null-hypothesis. It makes more sense to
condition the probability that n ≤ n∗ in the confidence interval, given that the real
number of background events must be less than n∗; after all when the number of
background events is small, it is more likely to produce an error (i.e. a confidence
level that does not cover the true number of signal events). Thus we should not
report an overall probability, but rather a conditional probability, given that we have
an estimate of the number of background events in the sample.
To protect against excluding models to which we have little or no sensitivty, in
the CLs procedure, we exclude a signal model if we find:
CLs ≡
ps+b
1− p− b < α . (C.7)
We can see from the definition that CLs is always greater than the p-value ps+b;
hence the models we exclude by requiring CLs < α are a subset of those excluded
by demanding ps+b < α. In the limit of high µ, the set of models excluded by the
CLs approaches those excluded by ps+b < α. In this sense, the CLs procedure is
conservative. In terms of probabilities CLs, is given by
P (n ≤ n∗|nb ≤ n∗, s+ b) =
P (n ≤ n∗|s+ b)
P (nb ≤ n∗|s+ b)
=
P (n ≤ n∗|s+ b)
P (n ≤ n∗|b) . (C.8)
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This definition of a confidence level subtly differs from the standard statistical
definition of a “confidence interval”; the stated confidence level does not exactly
equal the coverage probability because the CLs by design will always contain the
zero value of the parameter of interest, and hence the coverage probability at this
point is always 100%. This definition of CLs avoids the undesirable property of
confidence intervals of producing empty intervals with some fixed probability when
the parameter value is zero. [154–156].
Colophon
This thesis was made in LATEX2ε using the “hepthesis” class [157].
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