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Abstract
Cooperative diversity systems have been recently proposed as a solution to provide spatial
diversity for terminals where multiple antennas are not feasible to be implemented. As in MIMO
systems, space-time codes can be used to e±ciently exploit the increase in capacity provided
in cooperative diversity systems. In this paper we propose a two-layer linear dispersion (LD)
code for cooperative diversity systems and derive a simulation-based optimization algorithm
to optimize the LD code and power allocation in terms of block error rate. The proposed
code design paradigm can obtain optimal codes under arbitrary fading statistics. Performance
comparisons are made to other cooperative diversity schemes. The e®ect that distances between
source, relays, and destination terminals have on the energy allocation between the broadcast
and cooperative intervals is also studied.
Keywords: MIMO, cooperative diversity, linear dispersion codes, stochastic approximation, gra-
dient estimation.
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11 Introduction
In recent years multiple-input multiple-output (MIMO) systems have been extensively studied
because of its promise of enormous capacity gain [1, 2]. Cooperative diversity has been proposed
for systems with multiple single-antenna devices as an attempt to realize the spatial diversity gain
similar to that of a MIMO system [3]. The mobile terminals share their antennas with other users
in the network to create a virtual antenna array and provide spatial diversity for transmission.
Fig. 1 shows a typical cooperative diversity system setup. The capacity of wireless relay channels
has been analyzed in [4] and relays have also been shown to extend the coverage area and system
performance. In [5, 6], it is also shown that for a two-user cooperative diversity system, the
achievable capacity region of the system is increased for a °at, block-fading channel; and that the
users' achievable rates are also less susceptible to channel variations.
Due to the similarity between cooperative diversity and MIMO systems, space-time codes have
been proposed as a possible solution. These codes utilize both the spatial and time domains to
introduce correlation between signals transmitted from the di®erent antennas at di®erent time slots
[7]. An important class of space-time code is the space-time block codes (STBC). The Alamouti
code [8] is one example of STBC for MIMO system with two transmit antennas. In a cooperative
diversity system, space-time coding can also be used to take advantage of its MIMO-like properties
to obtain spatial diversity, coding gains, and higher spectral e±ciency. In [9, 10, 11], performance
analyses are made for various cooperative schemes in °at fading channel using the Alamouti code;
and it is shown that systems using the Alamouti code outperform systems that employ the simple
repetition coding.
To retransmit the received signal to the destination, relays can choose from two relay schemes:
amplify-and-forward (AF) and decode-and-forward (DF) [12]. Using an AF relay scheme, the relays
generate the space-time codewords using the received signal, and transmit the space-time codewords
to the destination at a predetermined energy level. When using a DF relay scheme, the received
signal is ¯rst decoded, and then the decoded symbols are used to generate the space-time codewords
to be transmitted. It is easy to see that a cooperative diversity system is di®erent from a MIMO
2system in one important aspect: all transmitting antennas except those located at the source have
imperfect knowledge of the information to be transmitted. The imperfection of the source-to-relay
channels is a source of errors for the cooperative diversity system.
In this work, we propose a new coding scheme for AF cooperative diversity systems based on
linear dispersion (LD) codes [13, 14, 15]. Using LD codes, the energy of the transmitted symbols
is spread out along the temporal and spatial dimensions. In [15], a LD coding scheme is proposed
for the cooperative diversity system. In this work, the LD dispersion matrices are applied to the
received signal at the relays, where the source and relays act as a multi-antenna system and trans-
mit the resulting LD code matrix. Diversity gain is then analyzed for pairwise-error-probability.
However, no scheme is proposed to construct the code to optimize the error probability.
In our proposed scheme, instead of using the LD code only in the relay-to-destination trans-
missions, we take a two-layered approach to design a LD code for cooperative diversity systems.
The ¯rst layer of the LD code is generated at the source by Q r-QAM symbols with the ¯rst set of
dispersion vectors. The second layer of LD code is then generated by the cooperative nodes with
the second set of dispersion matrices using the received signals. The power allocated to each node
and communication link is also an important design parameter in the performance of the coopera-
tive diversity system [16]. For cooperative diversity systems using LD code, an explicit analytical
expression for the block error rate (BLER) does not exist, and therefore deterministic optimization
techniques cannot be used. Here we employ a simulation-based stochastic approximation technique
together with gradient estimation [17] to jointly optimize the LD code and power allocation with
respect to the BLER. This method is useful when the objective function and the gradient cannot
be evaluated analytically but can be estimated.
The remainder of the paper is organized as follows. In Section 2, we describe the system model
for cooperative diversity systems using a two-layered LD code. In Section 3, we employ simulation-
based stochastic approximation and gradient estimation techniques to optimize the LD code and
power allocation with respect to the BLER. In Section 4 we present simulation results to compare
the performance of the optimized LD code and power allocation with other space-time code designs.
3Finally Section 4 contains the conclusions.
2 System Model
Unlike MIMO systems, where the transmit antennas all are part of a single antenna-array, and each
transmit antenna has perfect knowledge of the information to be transmitted, transmit antennas in
a cooperative diversity system can belong to several independent terminals where only the source
has perfect knowledge of the symbols to be transmitted. To be able to use the cooperative nodes as
relays to transmit information jointly to the destination, the information ¯rst need to be distributed
to the cooperative nodes.
Consider the co-channel transmission, cooperative network illustrated in Fig. 1 consisting of
1 source terminal, (M ¡ 1) relay terminals, and 1 destination terminal, denoted as S, Rm, m =
1;:::;M ¡1; and D respectively. The source has one transmit antenna, each relay has one antenna,
and the destination has N receive antennas, with the n-th receive antenna denoted as Dn; n =
1;:::;N. The system thus consists of M transmit antennas and N receive antennas, which we will
denote as an (M;N) system. The source-to-relay, relay-to-destination, and source-to-destination
channels are assumed to be mutually independent block-fading channels with arbitrary fading
statistics, and are denoted as hm; gm;n; and gM;n, respectively, where in the transmissions to the
destination, we designate the source as the M-th node. In our model, the source does not need
knowledge of the channels, and we assume that the destination has knowledge of all the channels
hm; gm;n; and gM;n, m = 1;¢¢¢ ;M ¡ 1, n = 1;¢¢¢ ;N, while relay m has knowledge of hm. The
destination's knowledge of the source-to-relay channels can be obtained from the corresponding
relays through some control channel which we assume to be perfect.
In our proposed scheme, each transmission frame consists of two intervals:
1. Broadcast interval: source broadcasts information using ¯rst-layer LD code to cooperating
relays and destination.
2. Cooperation interval: source and relays transmit with second-layer LD code to the destination.
4Unlike for MIMO systems, a code design for cooperative diversity system needs to take into
consideration the broadcast channels between the source and relays. Moreover, the energy allocated
in the broadcast interval to transmit the ¯rst-layer LD code to the relays has signi¯cant impact
on system performance. The total energy consumption E0 is ¯xed for each transmission frame
and then energy allocation to each interval has an important e®ect on the BLER performance of
the system. The optimal distribution of energy between the two intervals depends on the space-
time code, the statistics of the channels between source, relays, and destination, and the physical
distances between the terminals. If insu±cient energy is allocated to the broadcast interval, the
¯rst-layer LD code received by the relays during the broadcast interval can become so corrupted
that the performance of the overall system is degraded despite having more energy allocated to the
source-to-destination and relay-to-destination links in the cooperation interval. On the other hand,
if too much energy is assigned to the broadcast interval for reliable transmission of the ¯rst-layer LD
code to the relays, the lack of energy during the cooperation interval can still degrade the overall
system performance. It is then clear that energy allocation between the two intervals should also
be an optimization parameter.
2.1 Transmission Scheme
Let us de¯ne s1;s2;:::;sQ as the Q di®erent r-QAM symbols that the source terminal wishes to
transmit to the destination terminal, where sq = ®q + j¯q, q = 1;:::;Q, and Efjs2
qjg = 1. For a
cooperative diversity system with one source antenna, M ¡ 1 relays, and N destination antennas,
we can construct the following cooperative transmission scheme:
1. Source forms ¿ linearly combined symbols k = [k1;:::;k¿]T using Q r-QAM symbols, s1;:::;sQ,
and the ¯rst-layer dispersion ¿ £ 1 vectors cq, dq, q = 1;:::;Q.
2. Source transmits k1;:::;k¿ to the relays and destination during ¿ consecutive symbol intervals.
3. Source and relays form the second-layer LD codeword using their received signals corre-
sponding to k1;:::;k¿ and with dispersion matrices At, Bt, t = 1;:::;¿, where At, Bt have
5dimensions (T ¡ ¿) £ M, and each relay uses one column of the dispersion matrices.
In the broadcast phase, the vectors cq and dq disperses the q-th symbol along the time dimension.
In the cooperation phase, the signal received by the relays at time t is dispersed by At and Bt along
both the time and spatial dimensions. Notice that ¿, the number of linearly combined symbols
transmitted during the broadcast interval, is also the length of the broadcast interval. Since the
total length of the frame is ¯xed at T, the choice of ¿ will determine the size of both the broadcast
and cooperation intervals. By choosing ¿ > T=2; we are devoting more resources to ensure that
information received by the cooperative terminals is less error prone. Intuitively, this is done when
the the source sees poorer channels to the relays compared to the relay-to-destination channels.
Conversely, we can make ¿ < T=2 when the relays see poorer channels compared to the source-to-
relay channels. Thus it is clear that ¿ is also a design variable that needs to be optimized.
2.2 Energy Constraints
The energy allocated to the broadcast interval, E1, and cooperation interval, E2, is constrained by
the ¯xed total energy constraint for one transmission frame E0 where
E0 = E1 + E2; E1 > 0; E2 > 0; (1)
and we can write (1) as a function of an angular coordinate
E1 = E0 cos2 ®; E2 = E0 sin2 ®; ® 2 (0;¼): (2)
For an (M;N) cooperative diversity system, let us denote the normalized distance between
source and relay Rm as dSRm, m = 1;:::;M¡1, normalized distance between source and destination
as dSD, and normalized distance between relay Rm and destination as dRmD. Denote ½SD;1, ½SD;2,
½SRm, and ½RmD as SNR between the source and destination during the broadcast and cooperation
phase, SNR between source and relay Rm, and SNR between relay Rm and destination, respectively.
By assuming that the received noise has unit variance, and incorporating path loss into our model
6it follows that:
½SD;1 = E1
¿
³
1
dSD
´º
; ½SRm = E1
¿
³
1
dSRm
´º
;
½SD;2 = 1
M
E2
T¡¿
³
1
dSD
´º
; ½RmD = 1
M
E2
T¡¿
³
1
dRmD
´º
;
(3)
where º is the path loss exponent. The factor of 1=M divides the energy allocated in the coopera-
tion interval evenly among the M transmitting terminals. In the following analysis, unless stated
otherwise, we assume that º = 4 for urban environment [18].
2.3 Broadcast Interval
In this and the following subsection, in the interest of clarity in presenting the system model, we
will present the details of the matrices which involves the channel coe±cients and the dispersion
matrices to Appendix A. This allows us to give a clearer presentation of the transmission scheme
proposed in this work.
For a given ¿, let us denote the ¿ £ 1 complex-valued linear dispersion vectors for the source-
to-relay transmission as cq = [c1q;:::;c¿q]T and dq = [d1q;:::;d¿q]T, q = 1;:::;Q. Recall that
sq = ®q + j¯q, the ¿ £ 1 linearly combined symbol vector to be transmitted is then
k =
Q X
q=1
(®qcq + j¯qdq); q = 1;:::;Q: (4)
The energy constraint is EfkHkg · ¿. Using the fact that ®q, ¯q are i.i.d. with zero mean and
variance 1
2, we get the following constraint
Q X
q=1
¡
cH
q cq + dH
q dq
¢
· 2¿: (5)
Denote hm, m = 1;:::;M ¡1 as the fading channel coe±cients for the source-to-relay channels.
Let rRm be the ¿ £1 received signal vector at relay Rm after passing through a matched ¯lter and
normalizing by jhmj. The received signal at relay Rm is then given by
rRm = jhmj
p
½SRmk + nRm; with nRm » NC (0;I); m = 1;:::;M ¡ 1: (6)
In the broadcast interval, the destination antenna Dn also receives the transmission from the source,
7and the ¿ £ 1 received signal vector at antenna Dn is given as
rDn;B = gM;n
p
½SD;1k + nDn; with nDn » NC (0;I); n = 1;:::;N: (7)
Denoting kt = ~ ®t + j ~ ¯t; t = 1;:::;¿, then from (4), we have the following relationship
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where © is a 2¿ £ 2Q matrix of elements of the ¯rst-layer dispersion matrices. Details for the
construction of © is given in Appendix A. We further denote y1 as the real-valued received signal
vector during the broadcast interval at the relays, i.e.,
y1 ,
·
<frT
R1g =frT
R1g ¢¢¢ <frT
RM¡1g =frT
RM¡1g
¸T
2(M¡1)¿£1
: (9)
Using (6) and (8), the received signal y1 at the relays during the broadcast interval can now be
written as
y1 = H©x + n; n » N
µ
0;
1
2
I
¶
; (10)
with the real-valued 2(M ¡1)¿ £2¿ equivalent channel matrix H, composed of the source-to-relay
channel coe±cients, and is given in Appendix A.
2.4 Cooperation Interval
In the cooperation interval, source and relays construct a new LD codeword using the received
¯rst-layer LD codeword generated during the broadcast interval. We ¯rst need to normalize the
energy of the received signal during the broadcast interval. From (6) we have
EfrH
RmrRmg = jhmj2½SRm¿ + ¿: (11)
8Thus before performing the linear combination on the received signals at the relays using the
second-layer dispersion matrices, we multiply by the normalization constant
°Rm ,
r
¿
jhmj2½SRm¿ + ¿
; m = 1;:::;M ¡ 1; (12)
such that
°2
RmEfrH
RmrRmg = ¿: (13)
For the cooperation interval, we use a set of dispersion matrices fAt;Btg
¿
t=1, with dimension
(T ¡ ¿) £ M. From (13), the ¿ received symbols to be linearly combined have total energy of ¿,
thus we normalize the second-layer dispersion matrices as
¿ X
t=1
tr
¡
AH
t At + BH
t Bt
¢
· 2M(T ¡ ¿): (14)
For transmission in the cooperation interval, the source employs the ¯rst column of the the LD
matrices and transmit the following (T ¡ ¿) £ 1 signal vector
xS =
¿ X
t=1
<fktgaM;t + j=fktgbM;t; (15)
The relay Rm will use the (m)-th column of the LD matrices and transmit the following (T ¡¿)£1
signal vector
xRm = °Rm
¿ X
t=1
¡
<frRm;tgam;t + j=frRm;tgbm;t
¢
; m = 1;:::;M ¡ 1; (16)
where am;t and bm;t are the m-th column of the dispersion matrices At and Bt, respectively.
Denote gm;n, m = 1;¢¢¢ ;M ¡ 1, n = 1;¢¢¢ ;N and gM;n as the relay-to-destination and source-
to-destination channel coe±cients. Then the (T ¡ ¿) £ 1 received signal vector at the destination
antenna Dn during the cooperation interval is
rDn;C = gM;n
p
½SD;2xS +
M¡1 X
m=1
gm;n
p
½RmDnxRm + vDn; vDn » NC(0;I): (17)
De¯ne y2 as the real-valued received signal vector at the destination in both broadcast and
cooperation intervals
y2 ,
h
<frT
D1;Bg =frT
D1;Bg ¢¢¢ <frT
DN;Bg =frT
DN;Bg
<frT
D1;Cg =frT
D1;Cg ¢¢¢ <frT
DN;Cg =frT
DN;Cg
iT
2NT£1
: (18)
9From (7), (9), and (17) we can write y2 as
y2 = G©x + e Gy1 + u; u » N
µ
0;
1
2
I
¶
; (19)
where G is the 2NT £ 2¿ real-valued equivalent channel matrix for the received signal component
at the destination from the source during the broadcast and cooperation intervals, and e G is the
2NT £ 2(M ¡ 1)¿ real-valued equivalent channel matrix for the received signal component at the
destination from the relays during the cooperation interval. The channel matrix G consists of
the second-layer dispersion matrices and the source-to-destination channel coe±cients, where as e G
consists of the second-layer dispersion matrices and the relay-to-destination channel coe±cients.
The details of the equivalent channel matrices are given in Appendix A.
In order to perform data detection at the destination, we need to write y2 in terms of x, the
real-valued transmitted symbol vector. Substituting (10) into (19), we have
y2 = G©x + e G(H©x + n) + u =
³
G + e GH
´
©x +
³
e Gn + u
´
: (20)
In (20) the e®ective total noise is colored, owing to the noise ampli¯cation and recombination at
the relays, with covariance § = 1
2
³
e Ge G
T
+ I
´
. In order to perform detection, we need to whiten
the noise ¯rst. That is, de¯ne
z , §¡ 1
2y2 = §¡ 1
2
³
G + e GH
´
©x + ¹ u; ¹ u » N(0;I): (21)
We can then employ the sphere decoder [19, 20, 21] to perform ML detection on z to obtain ^ x, the
ML estimate of x .
3 Optimization of Two-layer Cooperative LD Code
3.1 Stochastic Approximation and Gradient Estimation
In this section we develop an algorithm to ¯nd the two-layered dispersion matrices and the energy
allocation to minimize the BLER for a cooperative diversity system in an arbitrary fading sce-
nario. Since the exact analytical expression of the average BLER for an arbitrary set of dispersion
10matrices and arbitrary fading statistics does not exist, we have to resort to stochastic gradient
algorithms to optimize the average BLER performance with respect to the dispersion matrices and
the energy allocation. Here we employ an optimization scheme based on the Robbins-Monro (R-M)
[22] algorithm and use the score-function algorithm for gradient estimation. The R-M algorithm
takes the recursive form
$i+1 = $i ¡ ¾id O¨($i); (22)
where $i is the estimated parameter value at iteration i, d O¨($i) is the gradient estimate of the
objective function at $k and f¾ig is a decreasing step size sequence of positive numbers such that
1 X
i=1
¾i = 1;
1 X
i=1
¾i < 1: (23)
By choosing ¾i = ¾=i where ¾ is a positive scalar, the above stochastic gradient algorithm will
converge global optimum in a weak sense.
Consider an (M;N) cooperative diversity system with Q symbols to be transmitted, broadcast
interval length ¿, and total transmission interval of T. Let us de¯ne the real-valued channel vectors
corresponding respectively to channels from source to relay, and channels from relay to destination
and source to destination
Á ,
h
<fh1g =fh1g ¢¢¢ <fhM¡1g =fhM¡1g
iT
;
Ã ,
h
<fg1;1g =fg1;1g ¢¢¢ <fgM;Ng =fgM;Ng
iT
: (24)
For the cooperative LD code design problem, the optimization parameter set µ consists of the broad-
cast dispersion vectors, the cooperative dispersion matrices, and the angular coordinate de¯ning
the energy allocation, i.e.,
µ ,
©
fcq;dq;q = 1;:::;Qg; fAt;Bt;t = 1;:::;¿g; ®
ª
; (25)
with constraints (5) and (14). De¯ne the empirical BLER as ° (z;x;Á;Ã;µ) for the given sets of
noise-whitened receive signal vector z, information symbol vector x, channel realizations Á and Ã,
and the given parameter µ. The empirical BLER is then given by an indicator function
° (z;x;Á;Ã;µ) , I(^ x 6= xj z;x;Á;Ã;µ); (26)
11where ^ x denotes the decoded symbol vector. Recalling from (21) that z = §¡ 1
2y2, we can thus
write the empirical BLER as a function of y2. For given µ, the average BLER is then
¨(µ) , ExEÁEÃEy1;y2jx;Á;Ãf° (y2;x;Á;Ã;µ)g: (27)
We want to solve the following optimization problem
min
µ2£
¨(µ); (28)
with the constraint set given by
£ ,
8
<
:
Q X
q=1
tr
¡
cH
q cq + dH
q dq
¢
· 2¿;
¿ X
t=1
tr
¡
AH
t At + BH
t Bt
¢
· 2M(T ¡ ¿)
9
=
;
: (29)
In (27), we have
Ey1;y2jx;Á;Ãf° (y2;x;Á;Ã;µ)g
=
Z Z
° (y2;x;Á;Ã;µ)p(y1;y2 j x;Á;Ã;µ)dy1dy2
=
Z Z
° (y2;x;Á;Ã;µ)p(y1 j x;Á;µ)p(y2 j y1;x;Ã;µ)dy1dy2: (30)
From (10) and (19), it follows that p(y1 j x;Á;µ) and p(y2 j y1x;Ã;µ) are both white Gaussian
pdf. Let us denote
P1 , p(y1 j x;Á;µ) =
1
¼(M¡1)¿ exp
h
¡(y1 ¡ H©x)
T (y1 ¡ H©x)
i
; (31)
P2 , p(y2 j y1;x;Ã;µ) =
1
¼NT exp
·
¡
³
y2 ¡ G©x ¡ e Gy1
´T ³
y2 ¡ G©x ¡ e Gy1
´¸
: (32)
Using (27), the gradient of the average BLER with respect to µ is then given by
Oµ¨(µ) = ExEÁEÃ
Z Z
[Oµ° (y2;x;Á;Ã;µ)]P1P2
+° (y2;x;Á;Ã;µ)[(OµP1)P2 + P1 (OµP2)]dy1dy2: (33)
For ML detection, it is shown in Appendix C that
Ex
Z Z
Oµ° (y2;x;Á;Ã;µ)P1P2dy1dy2 = 0: (34)
12Then (33) can be written as
Oµ¨(µ)
= ExEÁEÃ
Z Z
° (y2;x;Á;Ã;µ)[(OµP1)P2 + P1 (OµP2)]dy1dy2
= ExEÁEÃ
Z Z
° (y2;x;Á;Ã;µ)Oµp(y1;y2 j x;Á;Ã;µ)dy1dy2
= ExEÁEÃ
Z Z
° (y2;x;Á;Ã;µ)
Oµp(y1;y2 j x;Á;Ã;µ)
p(y1;y2 j x;Á;Ã;µ)
p(y1;y2 j x;Á;Ã;µ)dy1dy2
= ExEÁEÃEy1;y2jx;Á;Ã f° (y2;x;Á;Ã;µ)Oµ logp(y1;y2 j x;Á;Ã;µ)g
= ExEÁEÃEy1;y2jx;Á;Ã f° (y2;x;Á;Ã;µ)Oµ [logP1 + logP2]g: (35)
3.2 Simulation-based LD Code Optimization Algorithm
We now present the iterative simulation based algorithm to optimize the dispersion matrices and
the energy allocation. The optimal value for the design variable ¿ is chosen by evaluating the
following algorithm at di®erent values of ¿ and selecting the one which gives the lowest BLER.
For a given ¿ in the k-th iteration, let µk be the set
µk =
n
fc(k)
q ;d(k)
q ;q = 1;:::;Qg; fA
(k)
t ;B
(k)
t ;t = 1;:::;¿g; ®(k)
o
: (36)
Perform the following steps to update the parameter µk+1 for the next iteration:
1. Generate symbol and signal samples:
1) Draw L symbol vectors x(1); x(2), ..., x(L), uniformly from the constellation set.
2) Simulate L observations y1(1); y1(2), ..., y1(L), where each y1(`) is generated by [cf.
(8), (10), (44)]
y1(`) = H(`)©(`)x(`) + n(`); ` = 1;2;:::;L: (37)
3) Simulate L observations y2(1); y2(2), ..., y2(L), where each y2(`) is generated by [cf.
(46)-(48)]
y2(`) = G(`)©(`)x(`) + e G(`)y1(`) + u(`); ` = 1;2;:::;L: (38)
4) Decode x(`) based on (21) and compute the empirical BLER °
³
z(`);x(`);Á(`);Ã(`);µk
´
.
132. Score function method for gradient estimation: Generate the estimate of (35)
d O¨(µk) =
1
L
L X
`=1
°
³
y2(`);x(`);Á(`);Ã(`);µk
´
£
n
Oµ
h
logp(y1(`)j x(`);Á(`);µ) + logp(y2(`)j y1(`);x(`);Ã(`);µ)
i
jµ=µk
o
:
(39)
The expressions of the gradients required in (39) are given in Appendix B.
3. Update parameters: The parameters are updated as
µk+1 = ¦£
h
µk ¡ ¾kd O¨(µk)
i
; (40)
where ¦£(¢) is a projection operator onto the set £. That is, ¦£(¢) normalizes the ¯rst-layer
dispersion vectors and the second-layer dispersion matrices such that the equalities in (5) and
(14) are satis¯ed, respectively.
3.3 Complexity Issues and Convergence
Implementation Complexity: The code design methodology proposed in this paper is an o®-line
algorithm. Therefore, once the dispersion matrices have been designed, the actual use of the code
is similar in complexity to the scheme proposed in [15], with additional memory requirement for
storage of the dispersion matrices for di®erent physical system con¯gurations and fading environ-
ments. The need for symbol-level synchronization does incur additional overheads. However this
assumption has been adopted in many cooperative diversity literature. Moreover, symbol-level
synchronization is also easier to implement in a cellular-network architecture which is assumed for
this work.
Convergence: The time it takes for the stochastic gradient algorithm to converge depends on the
size of the system and the fading environment. They both a®ect the computational cost of the
sphere decoder. For o®-line implementation, the changes in the fading conditions does not a®ect
the performance of the system once the dispersion matrices have been designed.
144 Simulation Results
In this section we present simulations to demonstrate the performance of cooperative diversity
systems using the BLER-optimized LD code obtained by the algorithm given in Section 3.2. It
is well-known that the orthogonal codes are only capacity-achieving in a (2;1) system [23]. At
data-rate that exceeds the rate limit of an orthogonal code for a given system con¯guration, the
orthogonal code no longer yields full-diversity. When operating at the same high data-rate, the
proposed two-layer LD code can be optimized to perform at a lower BLER compared to the or-
thogonal codes. Because explicit analytical equations do not exist for BLER of the two-layer LD
code, the diversity of the system can be obtained by observing the slope of the BLER curves.
Several two-layer LD codes for cooperative diversity system are optimized for minimum BLER
for di®erent physical system con¯gurations and fading environments. Their BLER performances
are compared against other coding schemes, including orthogonal codes such as the Alamouti's
code, for the range of total energy available for the system. For all examples, the two-layer LD
codes are designed at energy level where the BLER is approximately 10¡2. It will be seen that
codes designed at a particular SNR also works well for a wide range of SNR.
Example 1 - Cooperative LD code for a (2,2) system: We ¯rst examine the performance of the
cooperative LD code in a system with one source terminal, one relay terminal, and a destination
terminal with two receive antennas. Figure 2 compares the cooperative LD code with that of the
Alamouti code for cooperative relays [9, 10, 11] in di®erent fading channels for increasing total
energy E0. We can see that the optimized cooperative LD code outperforms the Alamouti code in
a wide range of SNR values. At BLER of 10¡2, the cooperative LD code has a 1 dB gain in both
the Rician K = 2 and Rayleigh fading, and a 2 dB gain in Nakagami m = 0:5 fading. This shows
that the bene¯t of using the two-layered cooperative LD code over the Alamouti code increases
as the channel conditions worsen. In this example, the terminals are all equal-distance and have
i.i.d. fading to all other terminals. The BLER performances of cooperative LD code and Alamouti
code are compared in Rayleigh, Rician K = 2, and Nakagami m = 0:5 fading channels. The
Rician K = 2 channel represents better-than-Rayleigh channels while Nakagami m = 0:5 channel
15represents worse-than-Rayleigh fading conditions [24]. For the cooperative LD code we have chosen
T = 4, Q = 2, and 16-QAM constellation for rate R = 2, and the dispersion matrices are optimized
for the given channel statistics. We have found that the optimal length of the broadcast interval
is at ¿ = 3. This means that for this particular physical setup, more resources are needed in
the broadcast interval for optimal BLER performance. For fair comparison we consider the same
rate, using 16-QAM constellation for the Alamouti code, and energy is equally divided between the
broadcast interval and cooperation interval by choosing ® = ¼
2.
In [13], it was determined that LD codes with good performance typically have
Q = min(M;N) £ T: (41)
In this example, we can see that this constraint is met for both layers of LD code. Since for the
broadcast interval the transmitted symbol size is 3 and min(M;N) £ T = 3. In the cooperation
interval, we fall short of this limit since we are transmitting 3 linearly combined symbols while
min(M;N)£(T ¡¿) = 2. However, since the ¯rst-layer LD code is simply the linear combination of
the two 16-QAM symbols, we can see that from the overall system point of view, we are transmitting
two 16-QAM symbols over 1 time periods in a (2;2) system, thus satisfying the constraint. For the
cooperative LD code, the constraint in (41) becomes
Q = min(M;N) £ (T ¡ ¿): (42)
Example 2 - Cooperative LD code for di®erent system con¯gurations: In this example, we compare
systems with di®erent physical con¯gurations. Figure 3 shows the performance of an Alamouti
code and four cooperative LD codes optimized at di®erent physical system setups. The Alamouti
code is simulated under a (2,2) system with dSR1 = 1 and dR1Dn = 1. Cooperative LD code 1 is
optimized for a (2,2) system with dSR1 = 1 and dR1Dn = 1. Cooperative LD code 2 is optimized
for a (4,2) system with dSRm = 1, dRmDn = 1. Cooperative LD code 3 is optimized for a (4,2)
system with dSRm = 0:1, dRmDn = 1. Cooperative LD code 4 is optimized for a (4,1) system with
dSRm = 1, dRmDn = 1. All codes are chosen to transmit with R = 2 and are compared under
Rayleigh fading. We can see that the LD code for a (4,1) system has the worst performance. The
16LD code for the (2,2) system and both LD codes for the (4,2) system outperforms the Alamouti
code for a (2,2) system. It is interesting to see that the LD code for (4,2) system using relays that
are farther away from the source does not o®er much improvement over the LD code for a (2,2)
system. On the other hand, the LD code for (4,2) system using relays that are much closer to the
source o®ers much bigger performance gain, indicating that the choice of relays with which the
source chooses to cooperate with is critical in improving system performance.
Example 3 - Cooperative LD code for a (4,2) system: We present a cooperative LD code for a system
of one source, three relays, and one two-receive-antenna destination terminal. The terminals are
again all equal-distant and have i.i.d. fading to all other terminals. In Figure 4 we compare the
optimized cooperative LD code with randomly generated LD code in di®erent fading enviroments.
For both the optimized cooperative LD code and randomly generated code we have code length
T = 12, broadcast interval length ¿ = 8, and number of substreams transmitted Q = 8. The optimal
broadcast interval length is chosen by comparing the BLER performance of di®erent interval length.
When QPSK constellation is used we have rate R = 16=12. The energy is evenly divided between
the broadcast and cooperation intervals for the randomly chosen code, while for the optimized
cooperative LD code it is determined by the proposed algorithm. We can see that in general, a
randomly chosen code does not provide good performance, and the performance of the cooperative
LD code is shown to be signi¯cantly improved for all fading environments.
Example 4 - Cooperative LD code for systems of di®erent channel statistics: In this example,
we show that a code designed for one type of fading condition no longer provides the optimal
performance when used under other types of fading conditions. Figure 5 compares two sets of
dispersion matrices designed under di®erent fading environment. Both sets of dispersion matrices
are optimized for a (2;2) system, one for the Rayleigh fading channel and one for Nakagami m = 0:5
channel. Both codes are then simulated in a Rayleigh fading environment. Although it is also
optimized for BLER, it can clearly be seen from Figure 5 that the Nakagami m = 0:5 code does
not o®er the best performance under Rayleigh fading conditions, and that it su®ers a 1dB loss due
to the mismatch in channel conditions.
17In Figure 6 we can see how di®erent fading channels and di®erent system setup a®ect the
resulting optimized code in terms of the energy allocations. In this example, we ¯xed the distance
between source and destination at dSD = 2, while varying the ratio of the source-relay and relay-
destination distances. In all fading environments, for dSR=dRD between (1
2;2), the allocation of
energy to the broadcast interval increases as dSR=dRD increases. When the distance between source
and relay increases, more energy is needed to improve the SNR of the received signal at the relay
during the broadcast interval. We can see that having a clean copy of the symbols to be transmitted
at the relays is just as important as having a good channel between the relay and destination. For
dSR=dRD between (1
3; 1
2), there is a decrease in the allocation of energy to the broadcast interval
as the ratio increases. This range of ratio represents the setups of having dRD > dSD. In this case,
there is less path loss between source and destination than relay and destination. Recall that the
destination receives a copy of the transmission from the source during the broadcast interval, and
the received signal is also used in detection. Thus BLER performance is improved by increasing
the energy allocation to the broadcast interval to better utilize this portion of the transmission.
On the other hand, system setups with dSR=dRD between (2;3) represents having dRD < dSD. The
slight decrease in energy allocated to the broadcast interval in this region represents the devoting
of more system resources to the second-layer LD code, which is a®ected by dRD. However, we
can see that the decrease in energy is not as dramatic as the decrease in the range of (1
3; 1
2), since
the poorly received signal at the relay during the broadcast interval will also adversely a®ect the
BLER. This e®ect can be seen by comparing the energy allocation in di®erent fading environments.
Figure 6 shows clearly that for all ratios of dSR=dRD, the worse fading channel will require more
energy being allocated to the broadcast interval.
5 Conclusions
In this paper we have proposed a two-layered linear dispersion code-based space-time coding scheme
for cooperative diversity systems and a simulation-based optimization algorithm to construct the
optimal code based on BLER performance. The proposed code design algorithm can obtain optimal
18codes under arbitrary fading statistics and arbitrary system con¯guration in terms of both number
of terminals and distances between the terminals by ¯nding the optimal set of code matrices,
energy allocation scheme, and broadcast interval length. Since the codes are designed o®-line,
codes for di®erent con¯gurations can be obtained beforehand, and chosen by the system to match
the detected con¯guration. In this paper, we have also assumed °at-fading environment. This is a
reasonable assumption given that the source terminal in general will select relay terminals in close
proximity to the source. In the case where the transmitting terminals are far from the destination,
both the source and the relay terminals will have relatively equal distance to the destination. Also,
since this code design algorithm is simulation-based, appropriate modi¯cations to the transmission
model, and the corresponding gradient computations can also be designed in a frequency-selective
fading environment. Therefore, the same simulation-based code optimization approach can be used
for di®erent model assumptions, where as other code designs, such as delay-diversity codes only
work well under the speci¯c assumption of frequency-selective channels.
6 Appendix A: De¯nitions
For (8) we de¯ne
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6
6 6 6
6 6
6 6 6
6 6 6
6 6
4
<fc11g ¡=fd11g <fc12g ¢¢¢ <fc1Qg ¡=fd1Qg
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. . .
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. . .
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7 7 7
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2¿£2Q
: (43)
For (10) we de¯ne
H ,
2
6 6 6
6
4
jh1jp½SR1I2¿£2¿
. . .
jhM¡1jp½SRM¡1I2¿£2¿
3
7 7 7
7
5
2(M¡1)¿£2¿
: (44)
19For (19) we de¯ne
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6 6
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where
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4
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3
7
5
2(T¡¿)£2
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6
4
¡=fbm;tg ¡<fbm;tg
<fbm;tg ¡=fbm;tg
3
7
5
2(T¡¿)£2
;
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2
6
4
<fgM;ng
=fgM;ng
3
7
5; gm;n , °Rm
p
½RD
2
6
4
<fgm;ng
=fgm;ng
3
7
5; m = 1;¢¢¢ ;M ¡ 1; (46)
and
P ,
p
½SD;1
·
P 1 P 2 ¢¢¢ P N
¸T
2N¿£2¿
; (47)
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P n ,
2
6
4
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3
7
5
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We further de¯ne
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7 Appendix B: Gradient Derivations
7.1 Gradient Calculation for Energy Allocation
Recall from (35) that
Oµ logp(y1;y2 j x;Á;Ã;µ) = Oµ [logP1 + logP2]: (50)
20From (31) we have P1 distributed as multivariate Gaussian. De¯ne
f1 , ¡(y1 ¡ H©x)
T (y1 ¡ H©x): (51)
Then from (2), (3), and (44), we have
@f1 (®)
@®
= ¡
@ (y1 ¡ H©x)
T
@®
(y1 ¡ H©x) ¡ (y1 ¡ H©x)
T @ (y1 ¡ H©x)
@®
= ¡
sin®
cos®
h
(H©x)
T (y1 ¡ H©x) + (y1 ¡ H©x)
T (H©x)
i
: (52)
In the cooperation interval we have from (32) that P2 is also multivariate Gaussian distributed.
De¯ne
f2 , ¡
³
y2 ¡ G©x ¡ e Gy1
´T ³
y2 ¡ G©x ¡ e Gy1
´
; (53)
and
G = ¤ + ¹ ¤; (54)
where
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P
02N(T¡¿)£2¿
3
7
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02N¿£2¿
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3
7
7 7
7 7 7
7 7
5
:
(55)
Thus G is separated into two matrices: ¤, which depends only on E1, and ¹ ¤, which depends only
on E2. From (46)-(48), we have
@f2 (®)
@®
= ¡
·
sin®
cos®
¤©x ¡
cos®
sin®
³
¹ ¤©x + e Gy1
´
¡ 5e Gy1
¸T ³
y2 ¡ G©x ¡ e Gy1
´
¡
³
y2 ¡ G©x ¡ e Gy1
´T ·
sin®
cos®
¤©x ¡
cos®
sin®
³
¹ ¤©x + e Gy1 ¡ 5e Gy1
´¸
; (56)
21where
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2
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6 6 6
6 6 6
6 6
6 6
4
02N¿£2(M¡1)¿
¹ °R1A2;1g1;1 ¢¢¢ ¹ °R1A2;¿g1;1 ¹ °R1B2;1g1;1 ¢¢¢ ¹ °RM¡1BM;¿gM¡1;1
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3
7
7 7 7
7 7 7
7 7
7 7
5
; (57)
with
¹ °Rm = jhmj2 ½SRm
cos2 ®
cos®sin®: (58)
Combining (52) and (56), the gradient of logp(y1;y2 j x;Á;Ã;µ) with respect to ® is given by
Oµ logp(y1;y2 j x;Á;Ã;µ)j® =
@f1 (®)
@®
+
@f2 (®)
@®
: (59)
7.2 Gradient Calculation for Dispersion Matrices
First-layer dispersion vectors: Next we provide the gradient of f1 and f2 with respect to cR;q.
The t-th entry of the gradient of f1 (cR;q) is
·
@f1 (cR;q)
@cR;q
¸
t
= lim
±!0
f1 (cR;q + ±²t) ¡ f1 (cR;q)
±
; (60)
where ²t is a ¿ £ 1 column vector with one at the t-th position and zero elsewhere else. From (8)
we have
©cR;q+±²t = © + ±¥t;2q¡1; ©cI;q+±²t = © + ±¥¿+t;2q¡1;
©dR;q+±²t = © + ±¥¿+t;2q; ©dI;q+±²t = © ¡ ±¥t;2q; (61)
where ¥i;j is a 2¿ £2Q matrix with one at the (i;j) position and zeros everywhere else. Therefore
f1 (cR;q + ±²t) = ¡
¡
y1 ¡ H©cR;q+±²tx
¢T ¡
y1 ¡ H©cR;q+±²tx
¢
= ¡(y1 ¡ H©x ¡ ±H¥t;2q¡1x)
T (y1 ¡ H©x ¡ ±H¥t;2q¡1x)
= f1 + ± (H¥t;2q¡1x)
T (y1 ¡ H©x) + ± (y1 ¡ H©x)
T (H¥t;2q¡1x)
+o(±): (62)
22Therefore we have
·
@f1 (cR;q)
@cR;q
¸
t
= (H¥t;2q¡1x)
T (y1 ¡ H©x) + (y1 ¡ H©x)
T (H¥t;2q¡1x): (63)
Similarly for the gradients of f1 with respect to cI;q, dR;q, and dI;q, we have the following
expressions
·
@f1 (cI;q)
@cI;q
¸
t
= (H¥¿+t;2q¡1x)
T (y1 ¡ H©x) + (y1 ¡ H©x)
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·
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¸
t
= (H¥¿+t;2qx)
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·
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¸
t
= ¡(H¥t;2qx)
T (y1 ¡ H©x) ¡ (y1 ¡ H©x)
T (H¥t;2qx): (64)
We now compute the gradient of logP2 with respect to cR;q for the cooperation intervals. We
have
f2 (cR;q + ±²t) = ¡
³
y2 ¡ G©cR;q+±²tx + e Gy1
´T ³
y2 ¡ G©cR;q+±²tx + e Gy1
´
= f2 + ± (G¥t;2q¡1x)
T
³
y2 ¡ G©x ¡ e Gy1
´
+±
³
y2 ¡ G©x ¡ e Gy1
´T
(G¥t;2q¡1x) + o(±): (65)
Therefore we have
·
@f2 (cR;q)
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¸
t
= (G¥t;2q¡1x)
T
³
y2 ¡ G©x ¡ e Gy1
´
+
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Similarly for the gradients of f2 with respect to cI;q, dR;q, and dI;q, we have the following expressions
·
@f2 (cI;q)
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¸
t
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T
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´
+
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T
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´
¡
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23Second-layer dispersion matrices: We can see that p(y1 j x;Á;µ) is independent of the second-
layer dispersion matrices, therefore the gradient with respect to the second-layer dispersion matrices
is zero, and we only have to evaluate the gradient Oµ logp(y2 j y1;x;Ã;µ).
Let us evaluate the gradient of logp(y2 j y1;x;Ã;µ) with respect to AR;t. Note from (45) and
(49) that G depends only upon the M-th columns of the second-layer dispersion matrices, while e G
is independent of the M-th columns of the second-layer dispersion matrices.
Let &n and ·m be T ¡ ¿ and M dimensional vectors with 1 at the n-th and m-th position,
respectively. De¯ne
GAR;t+±&n·T
M = G + ±¥
AR;t
n;M ;
e G
AR;t+±&n·T
m = e G + ±¥
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(70)
with
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3
7
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24Thus for m = M we have
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Therefore
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For m = 1;:::;M ¡ 1 we have
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Therefore
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For the gradients with respect to AI;t, BR;t, and BI;q, similar expressions can be given for m = M,
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and for m = 1;:::;M ¡ 1,
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7 7
7 7 7
5
; m = 1;:::;M ¡ 1;
(86)
with
¤
BR;t
n ,
2
6
4
0 ¡&n
&n 0
3
7
5; (87)
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BI;t
n;M ,
2
6 6
6 6 6
6 6 6
4
02N¿£2¿
0 ¢¢¢ 0 0 ¢¢¢ ¤
BI;t
n gM;1 ¢¢¢ 0
. . .
...
. . .
. . .
...
. . .
...
. . .
0 ¢¢¢ 0 0 ¢¢¢ ¤
BI;t
n gM;N ¢¢¢ 0
3
7 7
7 7 7
7 7 7
5
; (88)
¥
BI;t
n;m ,
2
6 6
6 6
6 6 6
6
4
02N¿£2(M¡1)¿
0 ¢¢¢ 0 ¢¢¢ 0 ¢¢¢ 0 0 ¢¢¢ ¤
BI;t
n gm;1 ¢¢¢ 0
. . .
...
. . .
...
. . .
...
. . .
. . .
...
. . .
...
. . .
0 ¢¢¢ 0 ¢¢¢ 0 ¢¢¢ 0 0 ¢¢¢ ¤
BI;t
n gm;N ¢¢¢ 0
3
7 7
7 7
7 7 7
7
5
; m = 1;:::;M ¡ 1;
(89)
with
¤
BI;t
n ,
2
6
4
¡&n 0
0 ¡&n
3
7
5: (90)
8 Appendix C
Here we provide the proof for (34). Given symbols fsqg
Q
q=1 from a ¯nite r-QAM constellation,
with sq = ®q + j¯q, de¯ne the symbol vector x as in (8), x = [®1;¯1;:::;®Q;¯Q]
T, i.e., each
element in x belongs to a
p
r-PAM constellation. Denote the set of all possible symbol vectors
­ = fx1;x2;:::;xrQg. We now show that for equiprobable symbol vectors and z = §¡ 1
2y2 it is
equivalent to showing
X
i2­
Z n
Oµ
h
1 ¡ ° (z;xi;Á;Ã;µ)
io
p(z j x;Á;Ã;µ)dz = 0; (91)
where
p(z j x;Á;Ã;µ) =
1
(2¼)NT exp
·
¡
1
2
(z ¡ Bx)
T (z ¡ Bx)
¸
; (92)
with B , §¡ 1
2
³
G + e GH
´
©.
By making the substitution z = §¡ 1
2y2 and change of variable from z to y in (91), we have
X
i2­
1
(2¼)NT
Z n
Oµ
h
1 ¡ ° (y2;xi;Á;Ã;µ)
io
exp
·
¡
1
2
° ° °§¡ 1
2y2 ¡ Bxi
° ° °
2¸
j§¡ 1
2jdy2 = 0: (93)
27Rearranging (93) we now have
X
i2­
¯
¯ ¯§¡ 1
2
¯
¯ ¯
(2¼)NT
Z n
Oµ
h
1 ¡ ° (y2;xi;Á;Ã;µ)
io
£exp
½
¡
1
2
h
y2 ¡
³
G + e GH
´
©xi
iT
§¡1
h
y2 ¡
³
G + e GH
´
©xi
i¾
dy2
=
¯ ¯ ¯§¡ 1
2
¯ ¯ ¯j§j
1
2
X
i2­
Z n
Oµ
h
1 ¡ ° (y2;xi;Á;Ã;µ)
io
p(y2 j xi;Á;Ã;µ)dy2
=
X
i2­
Z Z n
Oµ
h
1 ¡ ° (y2;xi;Á;Ã;µ)
io
p(y1;y2 j xi;Á;Ã;µ)dy1dy2
=
X
i2­
Z Z n
Oµ
h
1 ¡ ° (y2;xi;Á;Ã;µ)
io
P1P2dy1dy2: (94)
Thus it su±ces for us to show (91) to complete the proof.
Recall the system model in (21). With the de¯nition of °(¢) in (26), signal models given in (10)
and (19), and the ML detection rule, we have
1 ¡ ° (z;xi;Á;Ã;µ) = I(^ x = xi j z;x = xi;Á;Ã;µ)
=
Y
j2­;j6=i
I
n
kz ¡ Bxjk2 ¸ kz ¡ Bxik2
o
=
Y
j2­;j6=i
I
n
2(xi ¡ xj)
T
| {z }
aT
ijj
BTz ¡
³
kBxik2 ¡ kBxjk2
´
| {z }
bijj
¸ 0
o
: (95)
Using (31), (32), and (34) we have
X
i2­
Z
Oµ
h
1 ¡ ° (z;xi;Á;Ã;µ)
i
Pzdz
= ¡¼¡NT¡(M¡1)¿
Z Z X
i2­
X
j2­;j6=i
h
aT
ijj
¡
OµBTz
¢
¡ Oµbijj
i
£±
³
kz ¡ Bxjk ¡ kz ¡ Bxik
´ Y
l2­;l6=j
I
³
kz ¡ Bxlk2 ¸ kz ¡ Bxjk2
´
exp
n
¡ kz ¡ Bxik2
o
dz;
(96)
where ±(¢) denotes the delta function, and we relied on the chain rule for the derivative of the
indicator function. Since aijj = ¡ajji and Oµbijj = ¡Oµbjji, (96) becomes zeros by summing the
corresponding (i;j) and (j;i) terms.
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Figure 1: An (M,N) cooperative diversity system.
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Figure 2: Cooperative LD code vs Alamouti code for a (2,2) system under di®erent fading environ-
ments.
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Figure 3: Cooperative LD code optimized in di®erent physical con¯gurations vs Alamouti code for
(2,2) system under Rayleigh fading.
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Figure 4: Optimized cooperative LD code vs randomly chosen cooperative LD code for (4,2) system
under di®erent fading environments.
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Figure 5: Performance in Rayleigh fading channel of codes optimized for Rayleigh and Nakagami
m=0.5 fading channels.
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Figure 6: Ratio of energy allocation in broadcast interval for di®erent Dsr=Drd ratios.
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