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CAPI´TULO I
INTRODUCCIO´N
I.1. EL NUEVO ESCENARIO DE JUEGO
Resulta innegable que, recie´n comenzado el siglo XXI, Internet ha modificado nue-
stro estilo de vida hasta niveles inconcebibles hace tan so´lo unos an˜os. Algunas voces
han denominado ya el periodo histo´rico que vivimos como el Siglo Internet y otras se
han atrevido a comparar la Red con la invencio´n de la imprenta por Gutenberg en el
siglo XV, argumentando que el impacto de ambos avances en la sociedad es similar.
Al margen de que estas afirmaciones se nos antojan algo exageradas (¿es realmente
comparable a la aute´ntica revolucio´n que supuso la generalizacio´n de la energı´a ele´ctrica
en los hogares o el descubrimiento de la penicilina?), lo cierto es que la Web, el correo
electro´nico o la mensajerı´a instanta´nea han revolucionado todos los aspectos de nues-
tras vidas, modificando ha´bitos y costumbres.
Estas herramientas se han convertido en instrumentos de trabajo imprescindibles
en cualquier organizacio´n o empresa y cada vez resulta ma´s habitual sorprendernos a
nosotros mismos u oı´r de labios de los ma´s jo´venes reflexiones como: “Pero, ¿co´mo se
hacı´a esto antes de que existiera Internet?”.
I.1.1. La Internet de las cosas
Sin embargo, los cambios se suceden a una velocidad de ve´rtigo y lo visto has-
ta ahora no es ma´s que la punta del iceberg. La denominada Internet de las cosas esta´
considerada por muchos como la pro´xima gran revolucio´n en la actual Sociedad de la
Informacio´n y en nuestro actual modo de vida [1].
En pocas palabras, podrı´a decirse que la pro´xima generacio´n de Internet consiste en
una red de todo tipo de objetos con capacidad de conexio´n entre sı´, junto con una serie de servi-
cios, tı´picamente Web, que interactu´an con dichos objetos. Entre algunas de las tecnologı´as
que soportan este nuevo enfoque se encuentran RFID (identificacio´n por radio frecuen-
cia), sensores o los propios tele´fonos mo´viles de u´ltima generacio´n (smartphones).
Aunque algunos de estos escenarios puedan parecer innecesarios, o incluso frı´volos,
lo cierto es que este nuevo paradigma de comunicacio´n puede proporcionar otros usos
realmente beneficiosos.
Es el caso de las redes de monitorizacio´n de pacientes en hospitales, que harı´an innece-
sarios los inco´modos cables y permitirı´an tener a un paciente permanentemente moni-
torizado, incluso cuando pasea por el pasillo.
Como estas redes no necesitan de una infraestructura previa de comunicaciones,
pueden resultar muy u´tiles en casos de desastre natural o emergencias, donde es habit-
ual que las redes tradicionales resulten dan˜adas.
Otros usos menos altruistas, pero probablemente mucho ma´s rentables econo´micamente,
incluyen una mejora sustancial en todo el proceso de manufactura de bienes, desde su
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fabricacio´n hasta su consumo, a trave´s de la tecnologı´a RFID. Un consumidor, por ejem-
plo, podrı´a leer la etiqueta de la verdura que acaba de adquirir y conocer cua´ndo fue
producida, empaquetada, cua´nto ha viajado desde su lugar de origen, si la temperatu-
ra de almacenamiento ha sido o´ptima en todo momento o si contiene algu´n tipo de
aditivo o conservante.
Las nuevas comunicaciones Todo esto ha sido y sera´ posible gracias a la conjuncio´n
de muchos factores, entre los que destaca el avance imparable de la miniaturizacio´n
electro´nica, que permite crear dispositivos cada vez ma´s capaces y, al mismo tiempo,
reducir su taman˜o.
Pero parece claro que el verdadero factor detonante ha sido la evolucio´n de las co-
municaciones inala´mbricas que, aunque presentes y ubicuas desde hace de´cadas, so´lo en
los u´ltimos an˜os han alcanzado el grado de sofisticacio´n necesario para hacer realidad
los escenarios que hemos descrito.
I.2. LAS REDES INALA´MBRICAS Y LA TELEFONI´A MO´VIL
De los mu´ltiples criterios utilizados para clasificar las redes de comunicaciones, en-
tre los que se incluyen su escala, su me´todo de conexio´n, la topologı´a que forman o los
protocolos que utilizan, en los u´ltimos an˜os ha cobrado especial importancia el medio
de transmisio´n.
Cuando el cable tradicional se sustituye por transmisio´n a trave´s del aire se habla
de redes inala´mbricas. En este caso la comunicacio´n se lleva a cabo utilizando un medio
no guiado, mediante ondas electromagne´ticas, y haciendo uso de antenas.
No cabe duda de que la tecnologı´a inala´mbrica esta´ ocupando ra´pidamente las
preferencias de todo tipo de usuarios. La telefonı´a mo´vil esta´ cada vez ma´s cerca de
convertirse en un sistema de comunicacio´n personal universal en el mundo occiden-
tal y, desde hace unos an˜os, todo tipo de ordenadores esta´n libra´ndose tambie´n de sus
ataduras cableadas. Cada vez son ma´s los hogares, cafe´s, pequen˜as empresas, aeropuer-
tos o grandes compan˜ı´as en los que se dispone de redes inala´mbricas de ordenadores.
Aunque las tecnologı´as que hacen posible las comunicaciones inala´mbricas, como
el la´ser, los rayos infrarrojos o las ondas de radio, existen desde hace muchas de´cadas,
su implantacio´n comercial y su aplicacio´n a las comunicaciones no ha sido posible has-
ta fechas recientes. El primer servicio que se libero´ del cable fue la telefonı´a y no lo
hizo hasta los an˜os 80 en EEUU y bastantes an˜os despue´s en Espan˜a. Desde aquellos
aparatos que pesaban varios kilos y costaban miles de do´lares, la telefonı´a mo´vil no ha
dejado de crecer espectacularmente hasta superar a la telefonı´a fija en cuanto al nu´mero
de lı´neas.
En este sentido, dispositivos como el iPhone de Apple, un aute´ntico feno´meno de
masas, esta´n redefiniendo los lı´mites de los tele´fonos mo´viles tradicionales y evolu-
cionan hacia dispositivos ubicuos de computacio´n [2, 3]. Cualquiera de estos tele´fonos
de u´ltima generacio´n podrı´a jugar un papel predominante en la Internet de las cosas, el
nuevo tipo de redes que se considera en esta tesis.
Inconvenientes de las redes inala´mbricas tradicionales Las redes de comunicaciones
inala´mbricas tradicionales, como GSM o las ma´s recientes 3G, utilizan un esquema
tı´picamente centralizado [4] que no puede utilizarse en todas las situaciones. Algunos
ejemplos significativos pueden ser escenarios de crisis, en los que son necesarias unas
comunicaciones fiables, eficientes y dina´micas, o redes de vigilancia de lugares de
difı´cil acceso.
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Figura I.1: Funcionamiento esquema´tico de los modos infraestructura y ad-hoc
Las soluciones aportadas para estos escenarios por otros protocolos, como el esta´ndar
802.11 o el ma´s reciente 802.16 (WiMax), no resultan del todo adecuadas. El primero de
los protocolos, sin duda el ma´s extendido en la actualidad, tiene dos modos ba´sicos de
funcionamiento, llamados modo infraestructura y modo ad hoc, que aparecen esquemati-
zados en la Figura I.1 y analizados en [5, 6].
Ambos me´todos tienen una serie de inconvenientes importantes en los escenarios
planteados. El primero de ellos necesita, como su nombre indica, una infraestructura
de comunicaciones pre-existente, que consiste habitualmente en un router. Este requer-
imiento lo hace inadecuado para, por ejemplo, situaciones de crisis donde es imposible
prever do´nde sera´ necesario implantar la red de comunicaciones.
Respecto al segundo me´todo, el llamado modo ad-hoc, adolece de serios inconve-
nientes:
La comunicacio´n es siempre punto a punto. Esto implica que el nu´mero de conex-
iones crece exponencialmente con el nu´mero de nodos de la red, lo que la con-
vierte en inmanejable cuando e´stos superan las pocas decenas.
Aunque es cierto que no necesita una infraestructura pre-existente, la comuni-
cacio´n entre los nodos no es multisalto, lo que implica que no se aprovecha al
ma´ximo el cara´cter distribuido de la red. En este contexto, el te´rmino multisalto
hace referencia a la capacidad de la red para que la comunicacio´n entre dos nodos
cualesquiera pueda utilizar los nodos intermedios a modo de “repetidores”.
En la Figura I.2 se aprecia la diferencia entre el comportamiento de una red 802.11
en modo ad-hoc y el enrutamiento multisalto:
Como puede apreciarse, todos estos requisitos se traducen en que las redes tradi-
cionales resulten inadecuadas para los nuevos escenarios planteados en la Sociedad de
la Informacio´n. Por tanto, es necesario desarrollar nuevos esquemas de comunicaciones









Figura I.2: Comportamiento multisalto
I.2.1. Redes mo´viles ad-hoc
Una red MANet no es ma´s que un conjunto de nodos con topologı´a de red ad-hoc, es
decir no necesita de una infraestructura previa de comunicaciones pero sı´ tiene capacidad de
movimiento. Como es previsible, esta definicio´n tan amplia da cobijo a multitud de di-
versos enfoques, clasificados en base a factores tales como la capacidad de proceso de
los nodos, de su tipo de alimentacio´n, de su movilidad, del ancho de banda disponible
o de su uso proyectado.
Con el fin de obtener un marco de trabajo ma´s preciso, a continuacio´n se presenta
una breve clasificacio´n o taxonomı´a en base a lo que constituye, a juicio de los autores,
los dos factores ma´s caracterı´sticos de este tipo de redes: la capacidad de co´mputo y la
movilidad de sus nodos.
Una esquematizacio´n de dicha clasificacio´n puede observarse en la Figura II.1.
En primer lugar aparecen las redes MANet que, adema´s de dar nombre al concepto
global de red mo´vil ad-hoc, constituyen uno de sus tipos. Son, quiza´s, las ma´s exten-
didas y desarrolladas en la actualidad. Han sido clasificadas como poseedoras de una
capacidad de computo media-alta y una movilidad media-baja. Tradicionalmente una
MANet esta´ formada por ordenadores porta´tiles o tele´fonos mo´viles de u´ltima gen-
eracio´n, cuyos usuarios se mueven a pie y, por tanto, tienen una movilidad media o
baja.
A continuacio´n y por orden de relevancia se encuentran las redes de sensores, clasi-
ficadas con una capacidad de proceso medio y movilidad baja. Estas redes esta´n may-
oritariamente compuestas por nodos, cuya CPU es un microcontrolador, que no se
mueven o si lo hacen es muy lentamente.
Continuando el descenso en la escala de capacidad de proceso, aparece la tecnologı´a
RFID, que puede considerarse extrema en este sentido, pues la mayorı´a de sus dispos-
itivos no disponen ni siquiera de alimentacio´n energe´tica propia. Se trata de elementos
muy baratos, que se implementan habitualmente en forma de etiquetas adhesivas, y
utilizados en un sinfı´n de aplicaciones como el seguimiento de productos en almacenes
y centros comerciales.
Finalmente, en el extremo ma´s alto de la movilidad, se encuentran las redes VANet,
que podrı´an considerarse un subconjunto especial de redes ad hoc, implantadas en
vehı´culos, ya sean coches o camiones, que circulan por carreteras convencionales.
Estos tipos de redes sera´n analizados con mayor detalle en la seccio´n II.2.1 del




















Figura I.3: Taxonomı´a de los diferentes tipos de redes ad hoc, clasificadas en base a la
capacidad de proceso y movilidad de sus nodos
Capı´tulo II.
I.3. NECESIDAD DE LA TESIS
Como cabe esperar, la introduccio´n de nuevos escenarios abre la puerta a nuevos
requisitos y dificultades que deben ser resueltas. Una de las principales, desde luego,
consiste en una necesidad imperiosa de esquemas de proteccio´n robustos, que propor-
cionen un adecuado nivel de seguridad. Es fa´cil imaginar lo que podrı´a suceder si un
atacante pudiese suplantar, por ejemplo, al duen˜o de una casa, y abrir la puerta del
garaje a distancia, reprogramar la nevera para realizar compras en su nombre o subir y
bajar persianas a voluntad.
Resulta obvio, por tanto, que la seguridad es uno de sus pilares ba´sicos, sin el que
resulta imposible el desarrollo de este tipo de redes. Sin embargo, seguridad es un con-
cepto muy poliface´tico, ma´s au´n en redes tan complejas. En cualquier caso, los aspectos
de privacidad y autenticacio´n de la informacio´n deben formar parte indiscutiblemente de
cualquier esquema que se proponga.
Por otro lado, teniendo en cuenta las restricciones ya comentadas de unas reducidas
capacidades de proceso y energı´a de los nodos que forman parte de las redes ad hoc, el
disen˜o de nuevos algoritmos para la proteccio´n de la informacio´n se convierte en una
tarea desafiante.
Esta tesis surge, pues, de la necesidad clara de nuevos protocolos y mecanismos de
seguridad para este tipo de redes. Un ana´lisis de las propuestas existentes en la liter-
atura especializada, que sera´ expuesto con mayor detalle en la seccio´n II.3 del Capı´tulo
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II, muestra una serie de carencias significativas.
La primera de ellas es que un alto porcentaje de los autores trabajan con supuestos
de partida que ’rompen’ claramente las reglas del juego, puesto que no respetan alguna
de las caracterı´sticas definitorias de estas redes.
Por un lado, existen una serie de propuestas, como [7, 8], que introducen esque-
mas con necesidad de una infraestructura previa y centralizada de comunicaciones.
Adema´s, utilizan criptografı´a asime´trica, completamente fuera de las posibilidades
reales de la mayorı´a de los dispositivos que conforman este tipo de redes.
Otras asumen la existencia de hardware anti-manipulacio´n en los dispositivos [7,
9, 10]. Aunque es un campo activo de investigacio´n y puede sin duda aceptarse en
algunos escenarios, como la transmisio´n multimedia y la proteccio´n de contenidos dig-
itales, resulta sin embargo inviable en la mayorı´a de las situaciones, debido al impor-
tantı´simo incremento en coste que supone.
En resumen, el ana´lisis anterior ha revelado la existencia de un hueco en la investi-
gacio´n realizada hasta el momento dentro del a´rea que pretende cubrir esta tesis. Este
espacio por desarrollar consiste en la inexistencia de buenas propuestas de protoco-
los de seguridad ligeros, que proporcionen tanto privacidad como autenticacio´n, y que
puedan ser ejecutados sobre dispositivos de gama baja; es decir dispositivos con una
capacidad de co´mputo limitada y que no dispongan de hardware anti-manipulacio´n.
De esta forma, pretendemos encontrar soluciones realistas y econo´micas que puedan eje-
cutarse con el hardware que se encuentra fa´cilmente en el mercado.
I.4. OBJETIVOS DE LA TESIS
Tomando como base las necesidades recie´n comentadas, se analizan a continuacio´n
los objetivos esenciales de este trabajo de tesis, detallando tambie´n cada uno de los
hitos parciales que han permitido su consecucio´n.
De forma muy general, en esta tesis se pretende plantear soluciones factibles y real-
istas a algunos de los nuevos retos de seguridad asociados a las redes ad hoc mo´viles.
Algunos autores [11] consideran que son cuatro los grandes retos de seguridad por
resolver antes que estas redes puedan generalizarse:
La autenticacio´n de dispositivos.
El establecimiento seguro de claves de sesio´n entre dispositivos, para poder pro-
porcionar privacidad a las comunicaciones.
El encaminamiento seguro en redes multisalto.
El almacenamiento seguro de claves criptogra´ficas en este tipo de dispositivos.
A los anteriores requisitos, los autores an˜adirı´an la necesidad de una mayor inves-
tigacio´n en el a´mbito de la privacidad de las comunicaciones, a trave´s de algoritmos de
cifrado especialmente disen˜ados para ser ejecutados en dispositivos de baja capacidad
computacional. Dado el enfoque eminentemente criptogra´fico de esta tesis, el esfuerzo
principal se ha centrado en los mecanismos de cifrado y autenticacio´n que, por otra
parte, constituyen los pilares ba´sicos de toda solucio´n de seguridad.
Por estas razones, y a grandes rasgos, los objetivos principales que se pretenden
alcanzar en este trabajo de tesis son:
Disen˜o de nuevos mecanismos y protocolos de seguridad para una arquitectura de co-
municaciones ad hoc, que pueden subdividirse en dos grandes grupos:
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Confidencialidad: Ana´lisis y desarrollo de un cifrador en flujo adecuado para
este tipo de redes.
Autenticacio´n: Desarrollo de un protocolo de autenticacio´n ligero, energe´ticamente
eficiente y capaz de ejecutarse sobre dispositivos de baja capacidad de co´mputo.
Ana´lisis del nivel de seguridad de las soluciones disen˜adas e implementacio´n de
las mismas.
Aplicacio´n de los protocolos en un entorno real, a trave´s de un caso de estudio
concreto consistente en la transmisio´n segura de contenidos multimedia (audio y
vı´deo) en redes ad hoc.
A continuacio´n se describen estos objetivos con mayor detalle, comenzando con los
relacionados con la proteccio´n de la privacidad de las comunicaciones.
Objetivos de confidencialidad El cifrador en flujo que se presenta esta´ basado en
el uso de los denominados registros de desplazamiento con realimentacio´n lineal (LFSRs).
Tradicionalmente estas estructuras se definen sobre el cuerpo algebraico binario GF(2),
que proporciona un bit de salida en cada pulso de reloj. De hecho, todo el estudio
matema´tico y las tablas habitualmente utilizadas para el disen˜o de LFSRs se encuen-
tran definidas para este cuerpo [12].
Como veremos en este trabajo de tesis, esta aproximacio´n puede ser adecuada en
implementaciones hardware pero nunca en implementaciones software. Dado que el
taman˜o de los registros de los ordenadores actuales es de, como mı´nimo, 8 bits en las
ma´quinas menos potentes y de hasta 64 bits en las de mayor potencia, realizar imple-
mentaciones orientadas al bit es claramente ineficiente.
El objetivo es, por tanto, utilizar cuerpos finitos ma´s apropiados para la arquitec-
tura de los actuales microprocesadores. En este sentido, las elecciones naturales son
los cuerpos de Galois extendidos, con 2n elementos, donde n esta´ relacionado con el
taman˜o de los registros del propio microprocesador, que normalmente sera´n bytes o
palabras de 16 o´ 32 bits.
En este sentido, el conjunto de hitos parciales planteados son los siguientes:
Ana´lisis de la estructura de registros de desplazamiento definidos sobre cuerpos
algebraicos compuestos, en contraposicio´n a los tradicionales GF(2), y obtencio´n
de una metodologı´a para su construccio´n.
Estudio del rendimiento obtenido por estos registros, que denominaremos LFSRs
extendidos, en comparacio´n con los tradicionales. Se muestran los beneficios de
este enfoque, proporcionando datos empı´ricos que avalan los resultados, y que
demuestran que e´ste me´todo resulta mucho ma´s eficiente que los LFSRs tradi-
cionales.
Asimismo, se realiza un ana´lisis exhaustivo de los diferentes me´todos para la im-
plementacio´n software de LFSRs, compara´ndolos y proporcionando un veredicto
final en base a los datos empı´ricos obtenidos.
Objetivos de autenticacio´n El otro gran pilar, imprescindible en toda solucio´n de se-
guridad, consiste en el proceso de autenticacio´n.
En este trabajo de tesis se tratara´, por tanto, de encontrar un esquema de autenti-
cacio´n que tenga en cuenta las grandes restricciones en este tipo de escenarios, anteri-
ormente mencionadas, y que cuente adema´s con las siguientes caracterı´sticas:
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Resistencia contra captura de nodos. Como escenario de trabajo se asumira´ que el
adversario puede atacar fı´sicamente un nodo de manera sencilla y extraer de e´l
toda la informacio´n secreta almacenada en su memoria. Una me´trica habitual
para medir esta resistencia es calcular la fraccio´n de todas las comunicaciones de
la red que se ven comprometidas por la captura de x nodos [13].
Resistencia contra replicacio´n de nodos. Mide la capacidad del adversario para in-
sertar nodos hostiles en la red, utilizando la informacio´n secreta obtenido tras el
compromiso de alguno(s) de ellos.
Escalabilidad. El mecanismo propuesto debe escalar adecuadamente, es decir, debe
tener la capacidad de adaptarse a taman˜os de redes cada vez mayores, sin que la
solucio´n deje de funcionar o vea rebajados los niveles de seguridad que propor-
ciona.
I.5. ORGANIZACIO´N DE LA MEMORIA
La presente memoria se organiza de la siguiente forma. Tras el presente capı´tulo de
introduccio´n, el Capı´tulo II presenta los detalles previos e imprescindibles que deben
conocerse sobre este tipo de redes, junto con un ana´lisis del actual estado del arte en el
a´rea.
Posteriormente el Capı´tulo III introduce algunos conceptos teo´ricos sobre los reg-
istros de desplazamiento para, a continuacio´n, presentar los denominados registros ex-
tendidos y analizar sus caracterı´sticas ma´s importantes. A continuacio´n, se comparara´n
diferentes me´todos de multiplicacio´n en cuerpos algebraicos extendidos, que resul-
tan esenciales para el funcionamiento de estos registros. Finalmente, se presentara´n
y analizara´n una serie de te´cnicas, cuyo fin es mejorar, en la medida de lo posible, el
rendimiento de las implementaciones de estos registros en software.
A continuacio´n, el Capı´tulo IV presenta el disen˜o de un nuevo cifrador, denominado
LFSRe, que utiliza como componente principal los registros descritos con anterioridad.
Se presentan, tambie´n, diversos aspectos relacionados con su funcionamiento e imple-
mentacio´n, para acabar analizando su rendimiento en comparacio´n con otros cifradores
de vanguardia.
El Capı´tulo V da respuesta a otro de los grandes objetivos de esta tesis, asegurar la
autenticidad de las comunicaciones, aportando un nuevo protocolo de autenticacio´n
especı´ficamente disen˜ado para redes de sensores.
Por otro lado, el Capı´tulo VI describe las implementaciones de las soluciones an-
teriores en diversos entornos reales, con el fin de demostrar su viabilidad y obtener
datos fiables y ma´s precisos sobre su rendimiento y otros aspectos, como su consumo
energe´tico.
Finalmente, las conclusiones presentes en el Capı´tulo VII y la Bibliografı´a completan
esta tesis.
CAPI´TULO II
ANTECEDENTES Y ESTADO DE LA CUESTIO´N
Analizando los grandes objetivos planteados en el capı´tulo anterior, resulta evi-
dente que la presente memoria es en gran medida multidisciplinar, pues para su real-
izacio´n ha necesitado profundizar en varios a´mbitos bien diferenciados. El primero de
ellos, relacionado con el objetivo de proporcionar privacidad, incluye aspectos matema´ticos,
como los cuerpos de Galois extendidos y su a´lgebra asociada, necesarios para definir
de forma rigurosa el nuevo cifrador en flujo presentado. Todos estos fundamentos
matema´ticos sera´n presentados en la seccio´n II.1.
Por otro lado, las soluciones de seguridad aportadas, tanto las relacionadas con la
privacidad como con la autenticidad de las comunicaciones, no pueden desligarse de
las redes para las que han sido disen˜adas. Se hace imprescindible, por tanto, aportar
una visio´n global de las mismas, que resuma sus caracterı´sticas ma´s importantes y haga
especial hincapie´ en aque´llas que afectan a las soluciones anteriores. Estos aspectos
mayoritariamente tecnolo´gicos se analizara´n en la seccio´n II.2.
Por u´ltimo, esta primera parte de antecedentes dara´ paso en el punto II.3 al esta-
do de la cuestio´n sobre el que se cimienta esta memoria, completando ası´ el presente
capı´tulo.
II.1. FUNDAMENTOS DE LOS CUERPOS DE GALOIS EXTENDIDOS
Esta seccio´n describira´ brevemente un conjunto de definiciones y propiedades ba´sicas
de los denominados cuerpos algebraicos finitos, que resultan imprescindibles para la pos-
terior exposicio´n del trabajo realizado. Aunque la mayorı´a de los resultados y teoremas
se presentan sin demostracio´n, por no resultar imprescindibles para la comprensio´n de
las aportaciones realizadas, e´stas pueden encontrarse junto con una informacio´n ma´s
detallada y ampliada en cualquiera de las referencias citadas a continuacio´n.
A pesar de la tremenda importancia del a´rea, resulta llamativo el pequen˜o nu´mero
de publicaciones dedicadas por completo al estudio de los cuerpos finitos. Durante
mucho tiempo, de hecho, ha sido ma´s fa´cil encontrar esta informacio´n en libros orien-
tados a codificacio´n algebraica, como el cla´sico de Peterson “Error-correcting codes” [1].
Afortunadamente esta situacio´n se ha corregido, pudiendo citar a Lidl y Niederreiter’s
[2] y a McEliece [3] como referencias imprescindibles en este campo.
II.1.1. Grupos, cuerpos y sus propiedades
II.1 Definicio´n. (Grupo): Un grupo es un conjunto de elementos G sobre el que se define
una operacio´n binaria ∗ que cumple las siguientes propiedades:
Propiedad asociativa: Para todo a, b, c ∈ G, a ∗ (b ∗ c) = (a ∗ b) ∗ c.
Elemento neutro: Existe un u´nico e ∈ G tal que para todo a ∈ G se cumple que
e ∗ a = a ∗ e = a.
21
22 II. ANTECEDENTES Y ESTADO DE LA CUESTIO´N
Elemento inverso: Para todo a ∈ G existe un u´nico a′ ∈ G tal que a ∗ a′ = a′ ∗ a = e.
II.2 Definicio´n. Si las propiedades 1), 2) y 3) anteriores se cumplen, (G, ∗) se consiera
un grupo. Adema´s, si (a ∗ b) = (a · b), se dice que G es un grupo multiplicativo. Por otro
lado, si (a ∗ b) = a+ b, entonces G forma un grupo aditivo. Si, adema´s, se cumple que para
todo a, b ∈ G, a ∗ b = b ∗ a, entonces se dice que G es un grupo abeliano o conmutativo.
II.1 Ejemplo. El conjunto de los nu´meros enterosZ y la operacio´n suma definen un grupo abeliano.
El elemento neutro es el 0, mientras que el inverso de un elemento a ∈ Z es −a.
II.2 Ejemplo. Sin embargo, el mismo conjunto de los nu´meros enteros Z bajo la operacio´n multipli-
cacio´n no define un grupo abeliano, ya que ningu´n elemento excepto el par {+1,−1} tiene inverso.
II.3 Definicio´n. (Orden de un grupo): Un grupoG puede ser finito o infinito. Si el grupo
es finito se define su orden, ord(G) o´ |G|, como el nu´mero de elementos contenidos en el
conjunto que lo define.
II.3 Ejemplo. El orden del grupo abeliano aditivo Zn es n. Por otro lado, el orden del grupo multi-
plicativo Z∗n es φ(n), siendo φ la funcio´n de Euler.
II.4 Definicio´n. (Subgrupo): Sea G un grupo abeliano y H un subconjunto no vacı´o de
G tal que:
a ∗ b ∈ H para todo a, b ∈ H y
a‘ ∈ H para todo a ∈ H
Entonces se dice que H es un subgrupo de G.
II.4 Ejemplo. Si n ∈ Z, entonces H = nZ es un subgrupo de Z.
II.1 Proposicio´n. Sea G un grupo y A ⊆ G. Se tiene lo siguiente:
〈A〉 es un subgrupo de G
〈A〉 es el menor subgrupo que contiene a A. Es decir, si existe un subgrupo H que contiene
a A, entonces tambie´n contiene a 〈A〉.
II.5 Definicio´n. (Subgrupo generador): Al subgrupo 〈A〉 se le denomina subgrupo gen-
erado por A. Se dice que A es un sistema de generadores de 〈A〉. Si G = 〈A〉, entonces A
es un sistema de generadores de G.
II.6 Definicio´n. (Subgrupo cı´clico): Sea G un grupo, a ∈ G y A = {a}. Entonces
〈{a}〉 = {an : n ∈ Z}
y se le denomina subgrupo cı´clico de G generado por a. En otras palabras, un grupo
cı´clico es un grupo que puede ser generado por un solo elemento o, lo que es lo mismo,
existe un elemento a del grupo G, denominado generador de G, tal que todo elemento de
G puede ser expresado como una potencia de a.
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II.7 Definicio´n. (Teorema de Lagrange): El orden de un subgrupo H de G divide al
orden de G.
II.1 Observacio´n. Es importante destacar que el enunciado recı´proco del teorema de
Lagrange es falso, pues existen grupos de orden m que no cuentan con subgrupos de
orden n a pesar de que n | m. Sin embargo, en el caso de grupos finitos abelianos, el
recı´proco sı´ se cumple.
II.8 Definicio´n. (Cuerpo): Un cuerpo es una terna < F, ·,+ > donde < F, ·,+ > es un
grupo abeliano aditivo con elemento neutro 0, < F\{0}, · > es un grupo multiplicativo
con elemento identidad 1 y < F, ·,+ > verifica la propiedad distributiva.
En otras palabras, dicho grupo forma un cuerpo si todo elemento distinto de 0 tiene
un inverso multiplicativo. Es fa´cil ver que el inverso multiplicativo de a es u´nico, por
lo que podemos denotarlo con un sı´mbolo especial a−1 . Es decir, si a , 0:
aa−1 = a−1a = 1
.
II.5 Ejemplo. Los ejemplos cla´sicos son los cuerpos de nu´meros Q, R y C.
II.9 Definicio´n. (Caracterı´stica de un cuerpo): Se dice que la caracterı´stica de un cuerpo
F es el menor entero positivo p tal que para todo x ∈ F:
px = x + x + . . . + x︸           ︷︷           ︸
p veces
= 0
Un cuerpo < F, ·,+ > suele denotarse Fpd , donde p es la caracterı´stica del cuerpo y pd
es el nu´mero de elementos del mismo. Si tal p no existe, entonces la caracterı´stica de F
es 0.
II.6 Ejemplo. Algunos ejemplos:
1. Q , R y C tienen caracterı´stica 0.
2. Zp, con p primo, tiene caracterı´stica p.
Conside´rese el caso en que Fp = Zp = {0, 1, . . . , p − 1}. Puede demostrarse que Fp es
un cuerpo si y so´lo si p es primo. Conside´rese ahora un polinomio sobre el cuerpo Fp





· xi, bi ∈ Fp, bd , 0.
II.2 Proposicio´n. La caracterı´stica de un cuerpo es siempre un nu´mero primo.
Demostracio´n. Si p = r · s entonces p · a = r · s · a = r · (s · a). Sin embargo, s · a = b , 0 si
a , 0 y r ·b , 0, ya que r y s son menores que p, lo que llevarı´a a p · a , 0, contradiciendo
la definicio´n de caracterı´stica. 
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II.1 Teorema. (Teorema de la descomposcio´n): Todo grupo abeliano con un nu´mero finito de
generadores viene dado por el producto de los subgrupos cı´clicos G1,G2, . . . ,Gn, donde el orden
de Gi divide al orden de Gi+1 para i = 1, 2, . . . ,n − 1y n es el nu´mero de elementos del sistema
generador mı´nimo de G.
II.1 Corolario. Los elementos no nulos de un cuerpo finito constituyen un grupo cı´clico.
II.2 Observacio´n. Es necesario distinguir entre las notaciones F16, F42 y F24 . La primera,
F16, hace referencia al conjunto de enteros comprendido entre el 0 y el 15. F42 es un
conjunto de vectores binarios de dimensio´n 4, como por ejemplo {(0, 1, 0, 1), (0, 1, 1, 1)}
y, finalmente, F42 es un cuerpo finito, cuyo polinomio generador es de grado 4 y su
cuerpo base F2.
II.7 Ejemplo. (Cuerpos finitos y su representacio´n): Sea el polinomio generador f (x) = x4 + 2x3 +
2x2 +x+1 sobre F3, que tambie´n es irreducible. Por tanto, cualquier elemento α(x)de F34 es de la forma:
α(x) = a3x3 + a2x2 + a1x1 + a0x0, a0, a1, a2, a3 ∈ F3 = {0, 1, 2}
El nu´mero de elementos (polinomios) del cuerpo es 34 = 81.
II.10 Definicio´n. (Funcio´n de Euler): Dado n ∈ Z+, se llama indicador o funcio´n de Euler
de n, φ(n), a la aplicacio´n:
Z+
φ→ Z+
n 7→ φ(n) = |{d ∈ Z+ : mcd(d,n) = 1, 1 ≤ d < n}|
En otras palabras, la funcio´n φ(n) se define como el nu´mero de enteros positivos
menores o iguales que n y coprimos con e´l.
II.8 Ejemplo. Ası´, φ(9)=6, ya que los seis nu´meros 1, 2, 4, 5, 7 y 8 son primos relativos con 9; esto
es, no comparten divisores comunes.
II.3 Proposicio´n. Funcio´n de Euler
1. La funcio´n de Euler es una aplicacio´n multiplicativa, es decir, si mcd(m,n) = 1, en-
tonces se cumple que φ(nm) = φ(n)φ(m).
2. Si p es primo:
φ(p) = p − 1,
φ(pk) = (p − 1)pk−1 = pk(1 − 1p ).
En particular, en nuestro caso, p = 2, por lo que:
(II.1) φ(2k) = 2k−1.
3. Si n = pk11 p
k2
2 . . . p
km
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4. Para cualquier n ∈ Z+ se cumple: ∑
d|n
φ(d) = n.
II.3 Observacio´n. Sabiendo que el orden de un elemento primitivo sobre Fq, de carac-
terı´stica p, es pm − 1 y que el nu´mero de raı´ces conjugadas de un polinomio primitivo
definido sobre dicho cuerpo es m, entonces el nu´mero de polinomios primitivos vendra´
dado por la expresio´n φ(p
m−1)
m .
II.1.2. Cuerpos de Galois
Los cuerpos de Galois, llamados ası´ en honor a E´variste Galois que caracterizo´ este
tipo de cuerpos en uno de los pocos artı´culos que publico´ a lo largo de su vida, sera´n
una pieza central en el desarollo de este capı´tulo, por lo que sera´n descritos a contin-
uacio´n con cierto detalle.
II.11 Definicio´n. (Cuerpo de Galois): Un cuerpo finito o de Galois de orden q, denotado
GF(q), es un cuerpo de orden finito q; es decir, con un nu´mero finito de elementos.
Un cuerpo de Galois cumple las siguientes propiedades:
El orden, o nu´mero de elementos, de un cuerpo finito es de la forma pn, donde p
es un nu´mero primo llamado caracterı´stica del cuerpo y n es un entero positivo,
denominado grado. Un cuerpo de Galois se denota, entonces, GF(pn), o Fpn .
Para cada primo p y entero positivo n, exite un cuerpo finito de pn elementos.
Dos campos cualesquiera con el mismo nu´mero de elementos son isomorfos. Esto
es, si se realiza una correspondencia adecuada entre la representacio´n de los ele-
mentos en cada cuerpo, entonces las tablas que rigen las operaciones de suma y
multiplicacio´n resultan ide´nticas.
Los elementos 0, 1, 2, . . . , p − 1 de un cuerpo GF(pn) forman un subcuerpo (o una
extensio´n) que es isomorfo a los enteros mo´dulo p, denominado subcuerpo primo
o extensio´n de GF(p). No´tese que a = b en GF(p) es equivalente a a ≡ b(mod p). Sin
embargo, 2×2 ≡ 0(mod 4) en el anillo de residuos mo´dulo 4, por lo que 2 no tiene
recı´proco y, por tanto, el anillo de residuos mo´dulo 4 es diferente al cuerpo finito
de 4 elementos. Por esta razo´n, para evitar ambigu¨edades, los cuerpos finitos se
denotan como GF(pn), en lugar de GF(k), aunque k = pn.
Los cuerpos finitos son muy importantes en diferentes a´reas de las matema´ticas,
como la teorı´a de nu´meros o la geometrı´a algebraica, y tienen un sinfı´n de aplicaciones
pra´cticas que incluyen los co´digos correctores de errores y, por supuesto, la criptografı´a
en vertientes tan variadas como los LFSRs o el algoritmo de cifrado Rijndael [4].
II.9 Ejemplo. El cuerpo finito GF(2) contiene u´nicamente los elementos 0 y 1, y satisface las sigu-
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Potencia Polinomio Vector Regular
0 0 (000) 0
x0 1 (001) 1
x1 x (010) 2
x2 x2 (100) 4
x3 x + 1 (011) 3
x4 x2 + x (110) 6
x5 x2 + x + 1 (111) 7
x6 x2 + 1 (101) 5
Cuadro II.1: Representacio´n de los elementos de GF(23) en diferentes formas.
II.12 Definicio´n. (Elemento primitivo): Un elemento de orden q−1 en GF(q) se denom-
ina elemento primitivo de GF(q). Cada cuerpo GF(q) contiene, al menos, un elemento
primitivo. Por otro lado, cualquier elmenento α ∈ GF(q) distinto de cero puede ser
representado como (q − 1) potencias consecutivas de un elemento primitivo.
Representacio´n de elementos en cuerpos de Galois
Cuando n > 1, el cuerpo GF(pn) puede representarse como el cuerpo de clases
de equivalencia de los polinomios cuyos coeficientes pertenecen a GF(p). Por tanto,
cualquier polinomio irreducible de grado n representa el mismo cuerpo finito, salvo
isomorfismos.
II.10 Ejemplo. Por ejemplo, para GF(23), podemos utilizar cualquiera de los dos polinomios
irreducibles x3 + x2 + 1 y x3 + x + 1 como mo´dulo. Si usamos el u´ltimo de ellos, los elementos
de GF(23) pueden representarse como polinomios de grado menor que 3. De esta forma, quedarı´a:
x3 = −x − 1 = x + 1
x4 = x(x3) = x(x + 1) = x2 + x
x5 = x(x2 + x) = x3 + x2 = x2 − x − 1 = x2 + x + 1
x6 = x(x2 + x + 1) = x3 + x2 + x = x2 − 1 = x2 + 1
x7 = x(x2 + 1) = x3 + x = −1 = 1 = x0
Existen, sin embargo, otras formas, todas equivalentes, de representar los elementos
de un cuerpo finito. En el Cuadro II.1 pueden encontrarse estas formas resumidas. De
izquierda a derecha, las columnas muestran las representaciones que utilizan las difer-
entes potencias del elemento generador, la representacio´n polinomial, la representacio´n
en forma de n-tuplas binarias, que codifican los coeficientes de la representacio´n poli-
nomial y, por u´ltimo, la equivalencia decimal de la representacio´n binaria.
El conjunto de polinomios de la segunda columna es cerrado respecto a las opera-
ciones de suma y multiplicacio´n mo´dulo x3 + x+ 1 y forma, por tanto, un cuerpo finito.
Este cuerpo particular se denomina cuerpo extensio´n de grado 3 de GF(2), denotado
GF(23), donde el cuerpo GF(2) se llama cuerpo base.
Este concepto resulta esencial para este trabajo, por lo que sera´ ampliado en la sigu-
iente seccio´n.
II.1.3. Extensio´n de cuerpos algebraicos
En A´lgebra, las extensiones de cuerpo constituyen uno de los problemas fundamen-
tales de la Teorı´a de Cuerpos. Informalmente, un cuerpo es un conjunto en el que esta´n
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definidas las operaciones de suma y producto y e´stas funcionan de forma adecuada.
Cuando se construye una extensio´n de un cuerpo, se busca un conjunto ma´s grande
en el que estas operaciones sigan siendo correctas y, adema´s, se puedan resolver ecua-
ciones polino´micas.
II.13 Definicio´n. (Extensio´n de cuerpos) Un cuerpo L es una extensio´n de otro cuerpo
K, denotado por L ≤ K, si K es un subcuerpo de L.
Formalmente, un cuerpo L es una extensio´n de K si K es un subcuerpo de L, es decir
si < L,+, · > es un cuerpo y < K,+, · > es un cuerpo con la restriccio´n sobre K de las
operaciones + y · en L. Si L es extensio´n sobre K se denota L : K o´ L/K.
II.11 Ejemplo. El conjunto de los nu´meros complejos, C, forma un cuerpo extensio´n de los nu´meros
reales R y e´stos, a su vez, constituyen una extensio´n de los nu´meros racionales Q.
II.2 Teorema. (Kronecker): Sea L un cuerpo y sea f (x) un polinomio no constante en K[x].
Entonces existe una extensio´n L de K y algu´n α ∈ K tal que f (α) = 0.
II.14 Definicio´n. (Elementos algebraicos) Un elemento α de una extensio´n de cuerpo L
de un cuerpo K es algebraico sobre K si f (x) = 0 para algu´n f (x) ∈ K[x] distinto de cero.
Si α no es algebraico sobre K, entonces α es trascendente sobre K.
II.12 Ejemplo. Como se ha visto en el ejemplo anterior, C es una extensio´n de Q. Como
√
2 es un
cero de x2 − 2, √2 es tambie´n un elemento algebraico sobre Q. Adema´s, i es un elemento algebraico
sobre Q, pues es un cero de x2 + 1.
II.1.4. Polinomios irreducibles sobre F
Conside´rese la extensio´n de R sobre Q. Sabemos que
√
2 es algebraico sobre Q y
es un cero de x2 − 2. Es fa´cil observar que √2 es tambie´n un cero de x3 − 2x y de
x4−3x2+2 = (x2−2)(x2−1).Como puede verse, estos polinomios son todos mu´ltiplos de
x2−2. El siguiente teorema demuestra que esto no es casual, sino una situacio´n general.
Este teorema desempen˜a un papel fundamental en nuestro desarrollo posterior.
II.3 Teorema. Sea L una extensio´n de un cuerpo K y sea α ∈ L donde α es algebraico sobre K.
Entonces existe algu´n polinomio irreducible p(x) ∈ K[x] tal que p(α) = 0. Este polinomio irre-
ducible p(x) esta´ determinado de manera u´nica salvo un factor constante en K y es un polinomio
de grado mı´nimo ≥1 en K[x] que tiene α como un cero.
Multiplicando con una constante adecuada en K, podemos suponer que el coefi-
ciente de la potencia mayor de x que aparece en p(x) del teorema anterior es 1. Dicho
polinomio se denomina polinomio mo´nico.
II.15 Definicio´n. Sea L una extensio´n de un cuerpo K y sea α ∈ L algebraico sobre K. El
u´nico polinomio mo´nico del teorema anterior es el polinomio irreducible de α sobre K
y se denotara´ por irr(α,F). El grado de irr(α,F) es el grado de α sobre K y se denota por
grad(α,F).
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II.1.5. Generadores
El concepto de generador, y sus propiedades asociadas, representan otro de los pi-
lares ba´sicos sobre los que se apoya el desarrollo de la propuesta realizada en esta tesis.
Los generadores son imprescindibles para la construccio´n de polinomios primitivos en
GF(2n)m y, e´stos, a su vez, necesarios para el desarrollo de un LFSR definido sobre este
cuerpo extendido.
Por estas razones se describira´n a continuacio´n sus caracterı´sticas ma´s importantes
y dos me´todos diferentes para su obtencio´n.
II.1.5.1. Definicio´n de generador
Tal y como se apunto´ en la definicio´n II.6 (pa´g. 22), el grupo multiplicativo de
cualquier cuerpo finito es cı´clico, por lo que debe tener un elemento generador. Si el el-
emento α = x genera el conjunto multiplicativo del cuerpo, se dice entonces que el
polinomio generador del cuerpo es primitivo.
II.13 Ejemplo. Conside´rese Z12 con generador α = 1. Como el ma´ximo comu´n divisor de 3 y 12 es
3, 3=3·1 genera un subgrupo de 12/3 = 4 elementos:
< 3 >= {0, 3, 6, 9}
Por otro lado, como el mcd de 8 y 12 es 4, 8 genera un subgrupo de 12/4 = 3 elementos:
< 8 >= {0, 4, 8}
Finalmente, puesto que el mcd de 12 y 5 es 1, 5 genera un subgrupo de 12/1 = 12 elementos. Esto es,
5 es un generador de todo el grupo Z12.
II.1.5.2. Obtencio´n de generadores
Calcular el nu´mero de generadores de un cuerpo resulta muy sencillo. Segu´n se ha
visto en la definicio´n II.10 (pa´g. 24), el nu´mero de generadores de, por ejemplo, el cuer-
po de Galois GF(28) es φ(28) = 28−1 = 128, donde φ es la funcio´n de Euler. De la misma
forma, para GF(216) el nu´mero de generadores asciende a 32,768 y a 2,147,483,648 para
GF(232).
Sin embargo, obtener el conjunto de todos los elementos generadores de un cuerpo
dado ya no resulta tan sencillo, pues desgraciadamente no existe un algoritmo simple
y efectivo para encontrar todos los elementos generadores de un cuerpo finito [5, 6].
Los me´todos existentes son muy ineficientes, y esta´n basados en aplicar directa-
mente la definicio´n de generador. Ası´, se escoge un elemento al azar del cuerpo corre-
spondiente y se comprueba si cumple los criterios para ser considerado un elemento
generador. De ser ası´, se an˜ade el elemento al conjunto de generadores y se continu´a el
procedimiento. Se trata, por tanto, de un me´todo probabilı´stico muy ineficiente.
A continuacio´n se estudia este enfoque, que hemos denominado me´todo ba´sico.
En la seccio´n II.1.5.2.2 se presenta una optimizacio´n clara, basada en el uso de cier-
tas propiedades inherentes a los cuerpos finitos. Finalmente, en II.1.5.2.3 se comparan
ambos me´todos, sus respectivos rendimientos, y se presentan algunas conclusiones.
II.1.5.2.1. Me´todo ba´sico La primera aproximacio´n consiste, ba´sicamente, en utilizar
la propia definicio´n de generador. Sea Fq un cuerpo finito de orden q. Se elige entonces
un elemento α ∈ Fq de forma aleatoria o sistema´tica y se comprueba si αi = β ∈ Fq, i =
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Cuadro II.2: Subgrupos cı´clicos de GF(28)
1, . . . , q − 1. O lo que es lo mismo, se comprueba si elevando un elemento candidado a
generador α a cada posible exponente, se obtienen (generan) todos los elementos del
cuerpo.
El pseudo-co´digo correspondiente al algoritmo serı´a el mostrado en el Listado 1.
Algoritmo 1 Obtencio´n de generadores
1 while (queden elementos en el cuerpo){
2 Se elige un elemento α del cuerpo al azar o de forma sistema´tica.
3 for i=1 to q{
4 if (αi < Fq) then
5 break;
6 }
7 print("α es un elemento generador");
8 } 
Claramente este enfoque es el ma´s ineficiente, pues necesitarı´a en el peor de los
casos q−1 exponenciaciones modulares que resultarı´an computacionalmente muy cos-
tosas. En te´rmino medio serı´an necesarias (q − 1)/2 operaciones de exponenciacio´n y,
por tanto, la complejidad del algoritmo serı´a exponencial, O(n2), siendo n ≈ q.
Es posible, sin embargo, mejorar el algoritmo en gran medida haciendo uso del
siguiente resultado, que puede derivarse del Teorema de Lagrange (ve´ase II.7).
II.4 Teorema. Sea G un grupo finito cı´clico de orden n. Entonces para cada d | n con d ≥ 1
existe un u´nico subgrupo H de orden d.
Teniendo en cuenta este hecho, sabemos que el cuerpo F estara´ compuesto por una
serie de subgrupos cı´clicos G1,G2, . . . ,Gn, cuyos o´rdenes dividen al de F. Por ejemplo,
para GF(28), los subgrupos cı´clicos de generadores son los mostrados en el Cuadro II.2.
A la vista de estos resultados, la optimizacio´n del algoritmo es clara: no es necesario
comprobar las q− 1 exponenciaciones, 254 en GF(28), sino u´nicamente 86, puesto que si
α ha generado correctamente 86 elementos, entonces obligatoriamente debe generar el
resto de los mismos.
En el Cuadro II.3 se muestran, a modo de ejemplo, algunos de los 128 generadores
del cuerpo GF(28) encontrados con el me´todo anterior.
II.1.5.2.2. Me´todo de los factores primos A continuacio´n se presenta una contribu-
cio´n de este trabajo de tesis, que consiste en un nuevo test para la verificacio´n de que
un elemento es o no generador, mucho ma´s eficiente que el procedimiento tradicional.
Seguidamente se presentan algunas definiciones y conceptos necesarios para este de-
sarrollo.
II.16 Definicio´n. Sea a un elemento de GF(2n). El menor nu´mero entero positivo s
tal que as = 1 se denomina orden de a, denotado por ord(a). Los elementos de orden
ma´ximo, s = n − 1, se denominan elementos primitivos.





x6 + x2 68
x6 + x5 + x2 100
x7 128
x7 + x5 + x4 176
x7 + x6 192
x7 + x6 + x4 208
x7 + x6 + x5 + x4 + x3 248
Cuadro II.3: 8 de los 128 generadores de GF(28)
II.4 Proposicio´n. Si a es de orden finito entonces se tienen las siguientes propiedades:
Existe un n > 0 tal que an = 1.
Sea ord(a) = m. Entonces los distintos ai, 0 ≤ i < m son distintos entre sı´ y < a >=
{a0, a1, . . . , am−1}.
Si ord(a) = n y am = 1, entonces n|m.
De la proposicio´n anterior se desprende que: si a es un generador, entonces debe
tener orden ma´ximo y, por tanto, no se ha de verificar que ai = 1 para i < n. Si esto
fuera cierto, entonces a no serı´a un generador. Pero segu´n la propiedad anterior, si
am = 1, entonces n|m. Es decir an = 1 o´ am = 1 para alguno de los divisores ma´ximos de
n. Por ejemplo, para GF(28) estos divisores pueden obtenerse fa´cilmente de los factores
primos de n, d = {255/3 = 85, 255/5 = 51, 255/17 = 15}.
Con estos conceptos, ya se puede enunciar la optimizacio´n del algoritmo: no resul-
ta necesario realizar las 2n − 1 exponenciaciones del primer me´todo, sino u´nicamente
comprobar si a(2n−1)/l , 1 para todos los factores primos l | (2n − 1).
El algoritmo final para la obtencio´n de generadores, con la optimizacio´n presentada,
quedarı´a finalmente de la forma mostrada en el Listado 2.
Algoritmo 2 Obtencio´n de generadores
1 Obtener la factorizacio´n del orden del cuerpo en cuestio´n.
2
3 while (queden elementos en el cuerpo){
4 Se elige un elemento a del cuerpo al azar o de forma sistema´tica.
5 foreach (factor primo l del orden del cuerpo){
6 calcular d = (2n − 1)/l
7 if (ad = 1) then
8 break;
9 }
10 print("a es un elemento generador");
11 } 
Por ejemplo, para el cuerpoGF(232), que supone el caso ma´s desfavorable, el nu´mero
de exponenciaciones necesarias se reduce en el peor de los casos a 5. En el Cuadro II.4
puede encontrarse una comparativa entre este me´todo y el presentado en la seccio´n
anterior. Puede encontrarse tambie´n la descomposicio´n en factores primos del orden
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Factor de mejora
Me´todo ba´sico 28.66
Me´todo de los factores primos 46.76
Cuadro II.4: Comparacio´n de los dos me´todos de obtencio´n de generadores
de los cuerpos GF(28), GF(216) y GF(232) y, por tanto, el nu´mero de exponenciaciones
necesarias con este me´todo.
No´tese que en el peor de los casos serı´an necesarias tan solo 5 exponenciaciones, pues
se trata de un me´todo probabilı´stico. La probabilidad de que un elemento a ∈ GF(2n)
elegido al azar sea un generador resulta:
P(a = generador) =
Nu´mero de generadores





II.1.5.2.3. Conclusiones La mejora del nuevo me´todo respecto al procedimiento tradi-
cional es realmente sustancial, pues la complejidad algorı´tmica del mismo se reduce un
orden de magnitud, pasando de una complejidad exponencial O(n2) a una lineal O(n),
como puede observarse en el Cuadro II.4. De esta forma, el me´todo 1 tarda 26.5 minu-
tos1 en obtener los 128 generadores de GF(28). El mismo proceso tarda so´lo 34 segundos
utilizando el segundo me´todo propuesto, lo que supone un factor de mejora de 46.76.
II.1.6. El cuerpo GF(2n)m
En esta seccio´n se describira´n algunas de las propiedades de los polinomios definidos
sobre cuerpos finitos. Se revisara´ el concepto ba´sico de extensio´n de cuerpos, presentado
en II.1.3 y un tipo especial de estas extensiones, que forman los cuerpos compuestos.
II.1.6.1. Cuerpos compuestos
II.17 Definicio´n. Sea GF(2k) la extensio´n binaria del cuerpo definido a su vez sobre el
cuerpo primo GF(2). Si la extensio´n no se define directamente sobre el cuerpo binario
sino sobre una de sus extensiones, entonces se obtiene un cuerpo compuesto.
Formalmente, un cuerpo se dice compuesto si el par:
[{Q(y) = yn +
n−1∑
i=0





GF(2n) se construye a partir de GF(2) utilizando Q(y)
GF(2n)m se construye a partir de GF(2n) utilizando P(x).
El cuerpo compuesto resultante se denota porGF(2n)m dondeGF(2n) se conoce como
el cuerpo base sobre el que se define el cuerpo compuesto.
Un cuerpo compuesto GF(2n)m es isomorfo al cuerpo GF(2k), con k = nm [7]. Esto
significa que, por ejemplo, puede trabajarse indistintamente en GF(24)4 o GF(216). Sin
1El hardware utilizado es un PC de sobremesa esta´ndar, de caracterı´sticas medias. Los detalles de su
especificacio´n pueden encontrarse en el Cuadro III.5, en la pa´gina 64.
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embargo, a pesar de que los dos cuerpos de orden 2nm son isomorfos, la complejidad al-
gorı´tmica de sus operaciones ba´sicas, como la suma y la multiplicacio´n, son claramente
diferentes y depende principalmente de la eleccio´n de n y m y de los polinomios Q(y)
y P(x).
Por otra parte, una extensio´n GF(2n) del cuerpo GF(2) puede interpretarse como un
espacio vectorial n-dimensional sobre GF(2). Por tanto, cada elemento de GF(2n) puede
representarse como una combinacio´n lineal de elementos del cuerpo base GF(2).
II.18 Definicio´n. El conjunto {1, α, α2, ..., αm−1}, donde α es una raı´z del polinomio prim-
itivo P(x) de grado m, se denomina base cano´nica o esta´ndar.
De forma similar, asumiendo que ω es una raı´z de Q(y), α una de P(x) y que am-
bos polinomios son primitivos, los elementos del cuerpo base GF(2n) pueden represen-
tarse como {1, ω, ω2, . . . , ω2n−1}. A su vez, los elementos del cuerpo compuesto GF(2n)m
pueden representarse como {1, α, α2, . . . , α2nm−1}.





donde a0, a1, . . . , am−1 ∈ GF(2n). En el cuadro II.14 (pa´gina 33) puede encontrarse un
ejemplo. Como los coeficientes en la representacio´n del cuerpo compuesto no pertenecen
ya al cuerpo primo base GF(2), se hace necesario una nueva forma de realizar ca´lculos
en GF(2n), que se analizara´ en detalle en la seccio´n III.2.2.
II.1.6.2. Polinomios primitivos
Se define un polinomio sobreGF(q) como un polinomioA(x) = amxm+am−1xm−1+. . .+a0,
cuyos coeficientes ai son elementos del cuerpo GF(q). A su vez, un polinomio es mo´nico
si su coeficiente am es 1.
II.19 Definicio´n. (Polinomio irreducible) Un polinomio A(x) es irreducible sobre GF(q)
si u´nicamente es divisible por c o´ por cA(x), con c ∈ GF(q). En adelante, se denotara´ “a
divide a b” como a | b, donde a y b pueden ser tanto nu´meros como polinomios.
II.20 Definicio´n. (Orden de un polinomio) Sea P(x) un polinomio de grado m sobre
GF(q) con P(0) , 0. El orden de P(x) se define como el menor entero s para el que P(x) |
xs − 1.
II.5 Teorema. El orden s de todo polinomio irreducible de grado m sobre GF(q) cumple la
condicio´n: s | (qm − 1).
Una consecuencia de este teorema es que el orden ma´ximo de un polinomio irre-
ducible es s = (qm − 1).
II.21 Definicio´n. (Polinomio primitivo) Se define como polinomio primitivo a un poli-
nomio mo´nico de grado m con orden ma´ximo s = (qm − 1).
En cuerpos finitos, un polinomio primitivo sobre GF(2n) es el polinomio mı´nimo de
algu´n elemento primitivo de GF(2n). Un elemento x se dice primitivo si x es un gener-
ador del cuerpo GF(2n).
Esto significa que cada elmento distinto de cero del cuerpo puede ser expresado
como el elemento primitivo elevado a alguna potencia entera. Como consecuencia, un
polinomio primitivo tiene grado n y es irreducible.
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II.14 Ejemplo. En este ejemplo se analizara´ co´mo se define el cuerpo compuestoGF(23)2). SeaQ(y) =
y3 + y2 + 1 un polinomio primitivo en GF(2), que se utilizara´ para formar el cuerpo base GF(23). Sea
a una raı´z del polinomio primitivo. Se cumple por tanto que:
Q(a) = a3 + a2 + 1 = 0
lo que, a su vez, implica:
a3 = a2 + 1
ya que la caracterı´stica del cuerpo es 2; es decir, para cualquier a ∈ GF(23) se cumple que a+ a = 2a =




ω3 7→ ω2 + 1
ω4 = ω3ω = (ω2 + 1)ω = ω3 + ω 7→ ω2 + ω + 1
ω5 = ω3ω2 = (ω2 + 1)ω2 = ω4 + ω2 = ω2 + ω + 1 + ω2 7→ ω + 1
ω6 = ω3ω3 = (ω2 + 1)(ω2 + 1) = ω4 + ω2 + ω2 + 1 = ω2 + ω + 1 + ω2 + ω2 + 1 7→ ω2 + ω
Es fa´cil comprobar que, en efecto,ω7 = 1, ya queω7 = ω6ω = (ω2 +ω)ω = ω3 +ω2 =ω2 +1+ω2 = 1.
Si los elementos se representan como
∑
i aiαi, para ai ∈ {0, 1} es posible asignar un co´digo binario a




ω3 7→ ω2 + 1
ω4 = ω3ω = (ω2 + 1)ω = ω3 + ω 7→ ω2 + ω + 1
ω5 = ω3ω2 = (ω2 + 1)ω2 = ω4 + ω2 = ω2 + ω + 1 + ω2 7→ ω + 1
ω6 = ω3ω3 = (ω2 + 1)(ω2 + 1) = ω4 + ω2 + ω2 + 1 = ω2 + ω + 1 + ω2 + ω2 + 1 7→ ω2 + ω
II.1.6.3. Bu´squeda de polinomios primitivos en GF(2n)m
La te´cnica que se presenta a continuacio´n para encontrar polinomios primitivos so-
bre GF(2n)m se debe al trabajo de tesis de Christof Paar [8]. A su vez, su trabajo se apoya
en el algoritmo original de Alanen y Knuth [9] y, particularmente, en dos resultados
concretos ligeramente modificados para encajar mejor en el tipo de cuerpos finitos que
se consideran en este trabajo.
Estos resultados son los siguientes:
II.6 Teorema. (Lema 1 en [9]): Si un polinomio mo´nico de grado m definido sobre GF(2n) tiene
orden s = 2nm − 1, entonces es primitivo, y no es necesario comprobar si es irreducible.
II.7 Teorema. (Teorema en [9]): El coeficente del te´rmino independiente p0 de un polinomio
primitivo de grado m sobre GF(2n) es una raı´z primitiva, es decir, un elemento de orden 2n − 1,
en el cuerpo base GF(2n).
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Utilizando estos resultados, el algoritmo para determinar si un polinomio P(x) sobre
GF(2n)m es primitivo comprueba, ba´sicamente, el orden del polinomio x mo´dulo P(x).
Es importante destacar que se trata de un me´todo para comprobar si un polinomio
es o no primitivo, pero nunca para la bu´squeda exhaustiva de todos los polinomios
primitivos de un cuerpo dado. Por tanto, el algoritmo recibe como entrada un poli-
nomio P(x), y produce una salida binaria, verdadera o falsa, indicando si P(x) es o no
primitivo. Si tal te´rmino existiera, podrı´a decirse que se trata de un test de “primitivi-
dad”.
Definicio´n del algoritmo El algoritmo de comprobacio´n es esencialmente un algorit-
mo sencillo. Sea k = 2nm − 1. Si xk ≡ 1 mod P(x), entonces P(x) podrı´a ser primitivo. Su
orden debe dividir a k, y para que P(x) sea primitivo, no debe existir un k′ < k tal que
xk′ = 1 mod P(x). So´lo es necesario comprobar los divisores ma´ximos de k, es decir, cada
uno de los factores primos p de k, d = k/p, porque cualquier otro orden dividirı´a a uno
de estos factores si no fuese primitivo.
La forma de comprobar el resto de xk mod P(x) es tomar el polinomio x y elevar-
lo a la k-e´sima potencia utilizando el me´todo tradicional de Knuth [10], reducie´ndolo
mo´dulo P(x) en cada paso. De esta forma so´lo es necesaria la representacio´n binaria de
k, ya que realmente no se realizan ca´lculos con su valor decimal.
Finalmente, es posible eliminar ciertos polinomios antes de iniciar el proceso del
algoritmo. Como se ha comentado, el te´rmino independiente debe ser distinto de cero
y un generador del cuerpo baseGF(2n). Si esta comprobacio´n es negativa, P(x) no puede
ser primitivo.
A continuacio´n se muestra el algoritmo resumido:
Algoritmo 3 Algoritmo de bu´squeda de polinomios primitivos en un cuerpo com-
puesto
1 1. Calcular 2nm−1 y sus r ma`ximos
2 divisores di, i = 1, 2, ..., r.
3 2. Comprobar si x = 1 es una raı´z o si p0 no es
4 un generador en el cuerpo base GF(2n). Si es ası´,
5 P(x) NO es primitivo.
6 3. Comprobar si x2
nm−1 ≡ 1 mod P(x). Si no
7 lo es, P(x) NO es primitivo. En caso contrario, continuar
8 al paso 4.
9 4. Comprobar si xdi ≡ 1 mod P(x), i = 1, 2, ..., r. Si esta condicio´n
10 es cierta para algu´n i, entonces el orden de P(x) en menor de 2nm−1
11 y, por tanto, no es primitivo. Por el contrario, si ningu´n i satisface la
12 condicio´n, el polinomio P(x) es finalmente primitivo. 
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II.2. ANTECEDENTES TECNOLO´GICOS
Una vez presentados los antecedentes de corte esencialmente teo´rico, relacionados
en su mayorı´a con el cifrador en flujo que se presentara´ en el Capı´tulo III, se describen
a continuacio´n otros aspectos tecnolo´gicos de esta tesis doctoral.
La seccio´n comenzara´ con una clasificacio´n de los tipos de redes ad-hoc existentes
en base a los dos criterios ma´s diferenciadores, como son la movilidad y capacidad de pro-
ceso de los nodos que las conforman. Esta clasificacio´n permitira´ ubicar correctamente
las distintas soluciones de seguridad que se propondra´n en los capı´tulos posteriores.
Finalmente, se realizara´ un breve ana´lisis de los protocolos de enrutamiento ma´s
utilizados en este tipo de redes, dada su importancia tanto a nivel de funcionamiento
como a nivel de la seguridad que finalmente proporcionan.
II.2.1. Tipos de redes ad-hoc
Dada la disparidad y variedad de las caracterı´sticas definitorias de las redes ad-hoc,
no resulta sencillo proporcionar una u´nica y concisa definicio´n que englobe todas sus
posibles variantes. Por tanto, es necesario hacer depender esta definicio´n de diversos
conceptos, como la capacidad de proceso de los nodos, de su tipo de alimentacio´n en-
erge´tica, de su movilidad, del ancho de bando disponible para comunicaciones o de su
uso proyectado.
Con el fin de avanzar en esta clasificacio´n, la Figura II.1 muestra una esquemati-
zacio´n de los grandes tipo de redes ad-hoc. Atendiendo al criterio de capacidad com-
putacional de sus nodos, en esta taxonomı´a encontramos en primer lugar las deno-
miandas redes MANet, poseedoras de una capacidad de co´mputo media-alta y una
movilidad media. Los nodos de una tı´pica red MANet estan formados por ordenadores
porta´tiles o tele´fonos mo´viles de u´ltima generacio´n. Este tipo de redes sera´ analizado
con ma´s detalle en la pro´xima seccio´n.
Bajando en la escala conformada por este criterio de clasificacio´n encontrarı´amos
las redes VANet (seccio´n II.2.1.4), las redes de sensores (seccio´n II.2.1.2) y, finalmente,
la tecnologı´a RFID (seccio´n II.2.1.3).
II.2.1.1. Redes MANets
En pocas palabras, y de una forma muy global, una red MANet es una red auto´noma,
inala´mbrica, formada por nodos con cierta capacidad de movimiento [11]. Por supuesto, puede
incluir nodos cableados y esta´ticos (que no son ma´s que un caso particular de los
primeros).
Principales caracterı´sticas La principal caracterı´stica de una MANet, como analizare-
mos con mayor profundidad a continuacio´n, es su gran flexibilidad, que permite estable-
cer de forma esponta´nea una red en cualquier localizacio´n, sin necesidad de contar con
infraestructura de red pre-existente (como routers o una instalacio´n cableada). Por tan-
to, en determinados escenarios como una situacio´n de crisis, una red MANet puede
suponer la u´nica opcio´n viable de comunicaciones, debido a que:
El lugar no cuenta con infraestructuras de comunicaciones o e´stas han sido seri-
amente dan˜adas.
Es imposible prever todas las necesidades de comunicacio´n y, por tanto, es im-
prescindible la flexibilidad.




















Figura II.1: Taxonomı´a de los diferentes tipos de redes ad hoc, clasificadas en base a la
capacidad de proceso y movilidad de sus nodos
Como caracterı´stica adicional, y a diferencia de las redes ad-hoc tradicionales, las re-
des MANet presentan lo que se denomina comportamiento multisalto, definido de forma
implı´cita e inserapable del disen˜o de la red. El aspecto multisalto, en contraposicio´n al
tradicional enrutamiento punto a punto, otorga a la red la capacidad de utilizar a modo
de repetidores los nodos intermedios entre origen y destino. Esto confiere a este tipo
de redes una enorme robustez ante, por ejemplo, el fallo de uno o varios de sus nodos
[12].
Como hemos analizado en el capı´tulo de introduccio´n, el creciente intere´s en las
redes MANet se sustenta en la diversidad y utilidad de las aplicaciones a las que este
tipo de redes se prestan. Otros de los mu´ltiples ejemplos posibles los constituyen los
sistemas de difusio´n de anuncios y/o alertas en zonas usualmente frecuentadas por
multitud de usuarios (como los centros comerciales, las estaciones de trenes o los aerop-
uertos), o las aplicaciones de intercambio de informacio´n entre varios usuarios [13].
En principio, cualquier dispositivo con cierta capacidad de co´mputo y de comu-
nicaciones puede formar parte de una MANet. Por ejemplo, una PDA, un ordenador
porta´til o un simple tele´fono mo´vil. Esta cualidad confiere a este tipo de redes un aban-
ico de posibilidades enorme, por lo que no resulta descabellado decir que la tecnologı´a
de las redes MANet puede considerarse una de las tecnologı´as con ma´s futuro en los
pro´ximos an˜os. Los usos imaginables son pra´cticamente infinitos, en todos los a´mbitos
de la tecnologı´a, desde el personal y del hogar hasta el industrial.
Pero, como no podı´a ser de otra manera, no todo en las redes MANet son ventajas
y caracterı´sticas favorables. El disen˜o de este tipo de redes presenta una alta dificul-
tad debido a su cara´cter esponta´neo y dina´mico. Ma´xime si tenemos en cuenta que
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e´stas se autogestionan automa´ticamente sin infraestructura previa y que, adema´s, los
dispositivos que la forman se mueven libremente y pueden aparecer o desaparecer en
cualquier momento en la red [14]. La gestio´n de este tipo de redes suele basarse en la
utilizacio´n de algoritmos de difusio´n de mensajes, que tratan de mantener la topologı´a
de la red en cada momento.
El problema se ve agravado debido a que los recursos energe´ticos de los disposi-
tivos que forman este tipo de redes es limitado, puesto que suelen funcionar alimen-
tados por baterı´as. Por esta razo´n, el consumo de este tipo de algoritmos de difusio´n
debe ser minimizado. Un buen algoritmo debe maximizar el nu´mero de dispositivos
alcanzados minimizando el uso de la red y el tiempo de procesamiento.
A modo de resumen, podrı´amos citar los siguientes aspectos como las caracterı´sticas
ma´s importantes de las redes MANet:
Permiten movilidad en sus nodos.
Su operacio´n es distribuida por naturaleza.
Cada nodo puede operar como fuente y sumidero de informacio´n simulta´neamente.
No necesitan de infraestructura de comunicaciones previa.
No disponen de nodos dedicados para las funciones ba´sicas de la red como su
administracio´n, o el envı´o y enrutamiento de paquetes. Dichas funciones son lle-
vadas a cabo por los nodos disponibles.
II.2.1.2. Redes de sensores
Las redes de sensores, wireless sensor networks o WSN en ingle´s, constituyen otro de
los tipos particulares de red ad hoc, si bien comparten todas los aspectos caracterı´sticos,
como la total ausencia de infraestructura previa o la falta de un control central [15].
Sin embargo las diferencias son significativas en cuanto a los recursos disponibles por
parte de los nodos, como la escasa capacidad de co´mputo o ancho de banda, junto con
importantes restricciones energe´ticas.
Estas redes de sensores pueden estar formadas por, potencialmente, cientos o miles
de pequen˜os nodos sensores, comunica´ndose entre sı´ a trave´s de canales de radio de
baja potencia.
Composicio´n de los nodos Por otro lado, un sensor suele estar compuesto por un
microcontrolador, memoria, algu´n tipo de sensor ambiental, como sensores de temper-
atura, humedad o presencia, y un transmisor de radio. La potencia de este transmisor
es la que define, en gran medida, el rango de distancias de comunicacio´n que pueden
alcanzar los nodos de la red. En el Cuadro II.5 pueden encontrarse las potencias habit-
uales de los dispositivos tı´picos utilizados en este tipo de redes.
Las potenciales aplicaciones de las WSN son, como las de todos los tipos de re-
des ad-hoc mo´viles, pra´cticamente ilimitadas. Las ma´s comunes incluyen escenarios
de guerra o de conflicto, con el fin de monitorizar un a´rea enemiga o amiga, y la moni-
torizacio´n de edificios o de entornos industriales. Por supuesto, la seguridad es crucial
en estos escenarios, dada la importancia de la informacio´n que fluye por ellos.
Sin embargo, dados sus estrictos requisitos, proporcionar mecanismos de seguridad
efectivos para redes WSN es una tarea especialmente compleja y delicada. En general,
en este campo de investigacio´n se considera que los retos globales a asumir son los
siguientes:
Naturaleza inala´mbrica de la comunicacio´n
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Dispositivo Fuente de energı´a Potencia
Ordenador de sobremesa Red ele´ctrica 150W-500W
Ordenador porta´til Baterı´as de alta capacidad 10W-120W
PDAs, tele´fonos mo´viles Baterı´as 100mW-10W
Redes de sensores Baterı´as de baja capacidad 1mW-100mW
RFID Campo electromagne´tico del lector 1µW-500µW
Cuadro II.5: Comparacio´n de las fuentes de energı´a y potencia de operacio´n de algunos
dispositivos de redes ad hoc
Limitacio´n de recursos en los nodos
Redes WSN de a´rea extensa y alta ocupacio´n de nodos
Falta de una infraestructura fija
Topologı´a desconocida durante la implamantacio´n de la red
Alto riesgo de ataques fı´sicos a los nodos
II.2.1.3. RFID
Continuando hacia abajo en la escala de capacidad de proceso, encontramos la tec-
nologı´a RFID (Radio Frequency IDentification). La mayorı´a de los nodos de una red de
este tipo, denominados etiquetas (tags) RFID, son dispositivos de pequen˜o taman˜o, en
ocasiones incluso en forma de una simple pegatina adhesiva, que pueden ser adheri-
das o incorporadas a un producto, animal o persona. De hecho, cualquier visitante de
un supermercado esta´ familiarizado con esta tecnologı´a, que ha sido utilizada durante
an˜os para evitar el hurto de productos.
Una etiqueta RFID es un dispositivo muy sencillo consistente en un pequen˜o cir-
cuito integrado que contiene un nu´mero identificador, u´nico para dicha etiqueta (a
diferencia, por ejemplo, de los co´digos de barras tradicionales, que identifican grupos
de productos). Para completar el sistema, es necesario un dispositivo lector, que consulta
las etiquetas situadas en sus proximidades y lee sus identificadores. E´stos se consul-
tan posteriormente en una base de datos que contiene informacio´n adicional sobre los
artı´culos asociados a las etiquetas.
Tipos de etiquetas RFID A grandes rasgos, existen dos grandes tipos de etiquetas
RFID, que se clasifican en funcio´n de su capacidad energe´tica y, en consecuencia, com-
putacional:
Pasivas: no disponen de alimentacio´n propia, sino que obtienen la energı´a nece-
saria para su funcionamiento del campo electromagne´tico generado por el dis-
positivo lector. Obviamente, esto limita la capacidad de co´mputo y de comuni-
cacio´n de dichas etiquetas. En la pra´ctica, su misio´n va poco ma´s alla´ de respon-
der con un nu´mero de identificacio´n cuando son alimentadas externamente.
Activas: disponen de alimentacio´n interna, aunque limitada. Disponen, por tanto,
de cierta capacidad de proceso que les permite, incluso, implementar protocolos
de autenticacio´n tipo reto-respuesta y criptografı´a ba´sica [16, 17]. En la Figura II.2
pueden encontrarse ejemplos de ambos tipos de etiquetas.
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(a) Detalle del minu´sculo microprocesador
de la etiqueta pasiva, utilizadas habitual-
mente para evitar el hurto en centros com-
erciales
(b) Etiqueta activa, de mayor taman˜o y ca-
pacidad computacional
Figura II.2: Ejemplos de etiquetas RFID pasivas y activas
Frecuencias de operacio´n y usos Otro criterio habitual para la clasificacio´n de los sis-
temas RFID consiste en el rango de frecuencias de operacio´n que e´stos utilizan. Hasta
el momento, se han aceptado cuatro tipos de sistemas:
De baja frecuencia: entre 125 o´ 134,2 Kilohercios.
De alta frecuencia: 13,56 Megahercios.
UHF o de frecuencia ultraelevada: 868 a 956 Megahercios.
Microondas: 2,45 Gigahercios.
Los sistemas ma´s extendidos son, sin lugar a dudas, los dos primeros, pues los
sistemas UHF, por ejemplo, no han sido regulados de forma global y comu´n en todo el
mundo, de forma que existen ciertas restricciones en su uso.
Estas frecuencias de operacio´n determinan tambie´n en gran medida el coste, el al-
cance y las aplicaciones posibles. En general, los sistemas que emplean frecuencias
bajas tienen asimismo costes bajos, pero tambie´n un rango de distancia de uso ma´s
limitado. Por estas razones, las etiquetas de baja frecuencia se utilizan comu´nmente
para la identificacio´n de animales, seguimiento de stocks en almacenes o como llave de
automo´viles con sistema antirrobo.
Por otro lado, los que emplean frecuencias ma´s altas proporcionan distancias y ve-
locidades de lectura mayores. De esta forma permiten usos muy diversos, como el
control de libros en bibliotecas, seguimiento de pale´s, control de acceso en edificios,
seguimiento de equipaje en aerolı´neas, identificacio´n de artı´culos de ropa o seguimien-
to de pacientes en centros hospitalarios. En este sentido, un uso muy extendido de este
tipo de etiquetas es la identificacio´n de acreditaciones, substituyendo a las anteriores
tarjetas de banda magne´tica. So´lo es necesario acercar estas insignias a un lector para
autenticar al portador.
Por u´ltimo, las etiquetas RFID de microondas se utilizan, por ejemplo, en el control
de acceso en vehı´culos de gama alta.
Seguridad vs privacidad Debido a que cada etiqueta RFID esta´ asociada de forma
unı´voca a un artı´culo concreto, surgen inmediatamente cuestiones relacionadas con la
privacidad de su uso. Por ejemplo, es el caso de las prendas textiles que la persona lleva
consigo y que permite desde ese momento su seguimiento.
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Te´cnica Descripcio´n
Co´digos ’de la muerte’
Estos co´digos especı´ficos desactivan de forma
permanente la etiqueta y, por tanto, evitan su posterior
lectura y seguimiento. Esta opcio´n esta´ especialmente
indicada en aquellos artı´culos que requieren de una
monitorizacio´n durante su proceso de fabricacio´n y
transporte, pero que no se desea que e´sta siga siendo
posible una vez vendidos.
Jaula de Faraday
Introducir el producto que contiene la etiqueta RFID en el
interior de una jaula de Faraday2 lo que hace imposible su
lectura. Tiene la ventaja de que el usuario puede decidir
cua´ndo la etiqueta puede ser leida o no (como en el caso
de un pasaporte). Por el contrario, sufre el inconveniente
de que, dependiendo del taman˜o y objeto del producto,
puede resultar inco´modo o, incluso, imposible.
Bloqueador
El ’Bloquedador de etiquetas’ [19] consiste en un
dispositivo que provoca interferencias de forma artificial
y deliberada, y que hacen creer a los lectores no
autorizados que un gran nu´mero de etiquetas RFID esta´n
presentes. Ası´, el lector no autorizado no puede distinguir
la etiqueta legı´tima de las falsas.
Cuadro II.6: Comparacio´n de los diferentes tipos de me´todos fı´sicos para preservar la
privacidad de los sistemas RFID
Para tratar de solucionar estos problemas, pueden utilizarse dos enfoques ba´sicos.
El primero consiste en utilizar medidas fı´sicas, con el fin de desactivar o destruir la eti-
queta, e impedir ası´ su funcionamiento y los problemas de privacidad que ello acarrea.
En el Cuadro II.6 puede encontrarse un resumen de los me´todos propuestos hasta la
fecha.
El segundo enfoque propone el uso de diversas te´cnicas criptogra´ficas con el fin
de conseguir que so´lo las partes autorizadas puedan acceder al identificador real de la
etiqueta. Un buen resumen de estas te´cnicas puede encontrarse en [18].
Debido a las importantes diferencias en cuanto a la capacidad computacional de ca-
da tipo de etiqueta RFID, resulta necesario definir diversos mecanismos para propor-
cionar por un lado seguridad (es decir, la capacidad del sistema RFID para mantener
la informacio´n transmitida entre etiqueta y lector secreta) y, por otro, privacidad (la ca-
pacidad del sistema para mantener oculto el significado de la informacio´n entre etiqueta
y lector) que se adapten a estas caracterı´sticas.
El futuro del RFID Las previsiones de crecimiento del mercado RFID no dejan de au-
mentar an˜o tras an˜o. De los 1970 millones de etiquetas vendidas en 2008 y de los 5250
millones de do´lares de negocio en 2008, se paso´ a 2350 y 5560 millones de etiquetas y
negocio, respectivamente, en 2009 [20]. Sin embargo, la tendencia parece haberse acel-
erado en los u´ltimos an˜os y se espera que el mercado crezca au´n a mayor ritmo en los
pro´ximos an˜os, a pesar de la crisis eco´nomica.
La tecnologı´a RFID se convertira´ en una parte importante de la futura y, ya presente
en ciertos aspectos, Internet de las cosas y sera´, sin duda, cada vez ma´s ubicua hasta estar
presente en cada aspecto de la vida. Esta es una afirmacio´n literal, pues la implantacio´n
de pequen˜os dispositivos RFID bajo la piel se esta´ convirtiendo en una pra´ctica relati-
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(a) Proceso de insercio´n de la etiqueta RFID
bajo la piel, para lo que se realiza una
pequen˜a incisio´n con anestesia local
(b) Resultado final: las manos se han con-
vertido en una tarjeta de cre´dito que nunca
se olvida
Figura II.3: La tecnologı´a RFID cuenta ya con usos insospechados inicialmente
Figura II.4: Escenario de una red VANet tı´pica
vamente habitual, sobre todo en EEUU, para la identificacio´n de personas en sistemas
de control de acceso o como medio de pago. En la Figura II.3 puede observarse co´mo
se realiza esta operacio´n.
II.2.1.4. VANets
Las redes VANet (Vehicular Ad-Hoc Network) conforman otro de los grandes tipos
de redes ad hoc mo´viles, con la particularidad de que los nodos son vehı´culos o el
propio equipamiento de tra´fico, como por ejemplo sen˜ales verticales (ve´ase la Figura
II.4).
El objetivo principal de estos sistemas es proporcionar un mejor conocimiento de
las condiciones de la carretera a los conductores, con el fin de reducir el nu´mero de
accidentes y hacer que la conduccio´n sea ma´s co´moda y fluida. Ası´mismo, estas re-
des permitira´n el acceso a contenidos multimedia e Internet, como la comparticio´n de
archivos entre diferentes vehı´culos.
En lo relativo a la seguridad, al ser una extensio´n de las redes ad hoc mo´viles tradi-
cionales, las VANets implican los mismos desafı´os, aunque si cabe au´n ma´s complica-
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dos. El principal inconveniente radica en la velocidad a la que se mueven los vehı´culos,
que afecta a los protocolos de comunicacio´n y las soluciones de seguridad viables que
pueden aportarse.
A pesar del enorme potencial de desarrollo de las VANets, es necesario resolver una
serie de problemas importantes, antes de que su despliegue sea efectivo:
Definicio´n de aplicaciones comerciales y de seguridad.
Definicio´n de los modelos de tra´fico y movilidad que utilizara´n los investigadores
e ingenieros [21, 22].
Definicio´n de los mecanismos de seguridad y privacidad [23].
Cuestiones de escalabilidad y disponibilidad
Protocolos de encaminamiento a todos los niveles: fı´sico, enlace y de red.
II.2.2. Protocolos de encaminamiento
Como se ha mencionado con anterioridad, una de las caracterı´sticas esenciales de
una red MANet es su comportamiento multisalto. Este comportamiento emerge a trave´s
del uso de nuevos protocolos de enrutamiento especı´ficamente disen˜ados para este
propo´sito.
El organismo internacional IETF ha definido varios de ellos, pero u´nicamente dos
han sido ampliamente aceptados. Estos protocolos esta´n basados en dos enfoques dis-
tintos:
Protocolos reactivos: Estos protocolos establecen las rutas necesarias bajo deman-
da. Cuando un nodo quiere comunicarse con otro, con el que no existe una ruta
establecida, se activa el protocolo de establecimiento para generar una nueva. El
ejemplo ma´s conocido de este tipo de protocolos es el denominado AODV [24].
Protocolos proactivos: Por el contrario, estos protocolos utilizan el enfoque inverso;
mantienen las rutas activas y “limpias” (sin bucles) constantemente, tras un paso
inicial de establecimiento. El ejemplo ma´s conocido es el OLSR [25].
Veamos ambos protocolos con ma´s detalle a continuacio´n.
II.2.2.1. AODV
El protocolo AODV (Ad-Hoc On-Demand Distance Vector), fue definido en 2003 por
la IETF y se describe con detalle en [26]. La filosofı´a de AODV, como la de todos los
protocolos reactivos, es que la informacio´n sobre la topologı´a de la red so´lo se envı´a
cuando es necesario, es decir bajo demanda.
Cuando un nodo quiere enviar tra´fico a otro con el que no existe ruta establecida, el
primero genera un mensaje de peticio´n de ruta (Route request, RREQ), que es enviado
posteriormente de forma masiva a los nodos vecinos, como puede observarse en la
Figura II.5.
Se considera que un ruta ha sido establecida cuando el mensaje RREQ ha llegado al
destino o a un nodo intermedio con una ruta va´lida hasta el destino. Mientras la ruta
exista entre ambos extremos, el protocolo AODV no lleva a cabo acciones de manten-
imiento.
















Figura II.5: Flujo tı´pico de mensajes RREQ y RREP. De las dos rutas disponibles (lı´nea
punteada y contı´nua negra), el sistema elige la segunda, ma´s corta (en lı´nea continua
azul).
II.2.2.2. OLSR
El protocolo OLSR, Optimized Link State Routing, se describe con detalle en el RFC
3626 [27] y, a diferencia del AODV, mantiene la informacio´n sobre las rutas activas
constantemente actualizadas [28].
Esto permite que no haya un retardo inicial en el inicio de las transmisiones, a cam-
bio de un flujo constante de pequen˜os mensajes (que, en cualquier caso, son de unos
pocos bytes y completamente configurables).
Estos mensajes tratan de mantener actualizada la informacio´n sobre los nodos ve-
cinos, e incluyen informacio´n tal como direcciones IP o nu´meros de secuencia. Tras
recibir esta informacio´n, cada nodo construye y mantiene su propia tabla de rutas, de
forma que pueda calcular, con el algoritmo de rutas ma´s cortas, el camino ma´s eficiente
a cualquier otro nodo de la red.
La informacio´n almacenada en esta tabla so´lo se actualiza cuando:
Se detecta un cambio en la vecindad del nodo.
Expira una ruta y debe actualizarse su informacio´n.
Se detecta un camino mejor (ma´s corto) al mismo nodo de destino.
Otra de las caracterı´sticas ma´s importantes del protocolo OLSR es el uso de heurı´sticas
especı´ficamente disen˜adas para la reduccio´n de mensajes de difusio´n duplicados. Esta
te´cnica recibe el nombre de multi-point relays, o MPR, y obtiene resultados muy desta-
cables [29, 30].
La idea central de su funcionamiento consiste en elegir una serie de nodos es-
pecı´ficos como “retransmisores” autorizados, de forma que so´lo dichos nodos son los
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(a) Esquema de conexiones entre nodos de
la red. El conjunto MPR aparece sombreado
en gris oscuro, formado por los nodos N1 y
N6
(b) Comparacio´n del flujo de mensajes
originado por un u´nico mensaje de difusio´n
original. A la derecha, so´lo los nodos en
verde esta´n autorizados para la retrans-
misio´n
Figura II.6: Te´cnica de MPR, que reduce de forma significativa el nu´mero de retransmi-
siones, perteneciente al protocolo OLSR.
que se encargan de retransmitir la informacio´n recibida por difusio´n, en lugar de todos
los nodos, como se hace en los protocolos tradicionales. De esta forma, se reduce con-
siderablemente la carga de la red y la cantidad de mensajes retransmitidos, ahorrando
energı´a y tiempo de proceso en los nodos. En la Figura II.6 se ilustra este compor-
tamiento.
Por diversos motivos, enumerados a continuacio´n, los autores creen que el proto-
colo OLSR es superior al AODV en los escenarios planteados [31] y sera´, por tanto, el
protocolo de eleccio´n en este trabajo de tesis:
El retardo inicial en el establecimiento de las rutas (que puede llegar a varios
segundos), puede ser inadmisible en ciertos entornos. Por ejemplo, en escenarios
donde se desee proporcionar unos niveles de calidad de servicio (QoS) altos [14,
32], como en la transmisio´n de video y audio, que necesitan baja latencia.
La situacio´n empeora cuando la tasa de introduccio´n o salida de nodos de la
red se eleva, pues cada una de estas situaciones implica una nueva ejecucio´n del
algoritmo de establecimiento de rutas.
Por otro lado, el protocolo OLSR esta´ ma´s maduro, desde el punto de vista de la
especificacio´n del esta´ndar.
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II.3. ESTADO DEL ARTE
Una vez establecidos los conceptos y cuestiones ba´sicas sobre los diferentes tipos
de redes ad-hoc existentes, en esta seccio´n se analizara´n brevemente los esquemas de
seguridad ma´s significativos planteados hasta la fecha, desglosa´ndolos en cuestiones
relativas a la privacidad de la informacio´n, su autenticacio´n o su integridad.
II.3.1. Seguridad en redes MANets
Como se ha visto en las secciones anteriores, no existe un acuerdo claro en la comu-
nidad investigadora sobre una definicio´n general y consistente de lo que es una red ad
hoc ni de sus caracterı´sticas esenciales. Esto hace, obviamente, que tampoco sea fa´cil
especificar los requisitos necesarios de seguridad ni disen˜ar soluciones.
De hecho, puede considerarse que, debibo a estas razones y al amplı´simo espectro
de posibles aplicaciones de esta tecnologı´a, no es posible encontrar en la literatura de
este campo un modelo de seguridad gene´rico, aplicable a todos los escenarios [33], a
pesar de la multitud de ejemplos que reclaman lo contrario [34, 35, 36, 37].
Todos ellos presentan modelos globales de seguridad para redes ad hoc en sus
tı´tulos, pero en la pra´ctica no consiguen sus objetivos por diversos motivos. Por ejem-
plo, la referencia [34] se cin˜e a un tipo muy concreto de aplicacio´n de las redes ad hoc,
mientras que [35] u´nicamente trata el problema de los ataques de red. Por otro lado,
en [36] so´lo se trata, de forma incompleta, el problema de la securizacio´n del encami-
namiento. Por u´ltimo, la referencia [37] u´nicamente se encarga de proponer un me´todo
para asegurar la privacidad de las comunicaciones. Estos ejemplos, cuya calidad no se
cuestiona ni se entra a valorar en absoluto, se citan aquı´ para ilustrar la dificultad de
encontrar un modelo global de seguridad aplicable a todos los escenarios posibles.
Como se apunto´ en la seccio´n que detallaba los objetivos de esta tesis, que tiene un
enfoque principalmente criptogra´fico, el esfuerzo principal se ha centrado en realizar
aportaciones en los mecanismos de cifrado y autenticacio´n. Para situar estos nuevos
mecanismos en contexto, a continuacio´n se analizara´ el estado del arte actual en estos
dos a´mbitos concretos.
II.3.2. Estado del arte en esquemas de cifrado
Los protocolos tradicionales utilizados para proteger las comunicaciones en Inter-
net, como IPSec, SSL o SSH, no resultan adecuados en los entornos que estamos con-
siderando, debido a su alta carga computacional y al incremento en el taman˜o de los
paquetes transmitidos que suponen.
Por estas razones, los primeros esquemas propuestos especı´ficamente para redes
ad-hoc mo´viles, como SNEP basado en el uso de RC5 o [38] desarrollado en el an˜o
2002, trataban de solucionar estas limitaciones. SNEP, sin embargo, nunca fue especifi-
cado de forma detallada o implementado de forma pu´blica. Otras propuestas algo ma´s
recientes, como TinySec [39] han corrido mejor suerte, pero siguen estando basadas en
cifradores sime´tricos existentes.
En la actualidad, debido a la constante mejora en las capacidades de microcontro-
ladores y microprocesadores, se considera que el hardware actual es capaz de utilizar
primitivas criptogra´ficas sime´tricas, asime´tricas y funciones hash. En este sentido, el re-
ciente esta´ndar IEEE 802.15.4 [40] proporciona soporte hardware para ejecutar algorit-
mos como AES-128. En dispositivos que no cuenten con esta ayuda, la implementacio´n
en software de referencia de AES-128 ocupa 8kB de ROM y 300 bytes de RAM. En [41]
puede encontrarse una excelente recopilacio´n del rendimiento software de e´ste y otros
cifradores en este tipo de plataformas.
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Durante los u´ltimos an˜os, los nodos tı´picos de las redes ad-hoc mo´viles han sido
habitualmente considerados como dispositivos demasiado restringidos para soportar
criptografı´a, pero esta suposicio´n ha cambiado u´ltimamente. Haciendo uso de los es-
quemas de curvas elı´pticas (ECC), ma´s eficientes que su contrapartida basada en el
problema de la factorizacio´n, es posible obtener primitivas para cifrar datos (ECIES),
firmar y verificar firmas (ECDSA) o negociar claves (ECDH).
En cualquier caso, sigue siendo innegable que so´lo los nodos ma´s caros y de alta
gama disponen de estas capacidades y que, incluso en estos casos, los requerimientos
computacionales y de memoria de estos algoritmos siguen siendo altos: una firma uti-
lizando ECDSA necesita aproximadamente 2 segundos para completarse, requiriendo
un total de 17kB de memoria ROM y 1.5kB de RAM [42].
Como resulta lo´gico, los requisitos para las funciones hash y HMAC son menores.
Por ejemplo, la funcio´n SHA-1, esencial en el mecanismo de autenticacio´n que propon-
dremos en el Capı´tulo V, puede implementarse en so´lo 3kB de ROM.
Desfortunadamente, tanto el esta´ndar 802.15.4 como el soporte de curvas elı´pticas
son soluciones ’elitistas’, en el sentido de que encarecen considerablemente el coste
de los nodos que las implementan. Por esta razo´n, no resultan adecuados en entornos
donde el nu´mero de nodos es muy alto y provocarı´a costes prohibitivos. En conclusio´n,
parece claro que, au´n a dı´a de hoy, sigue existiendo la necesidad de aportar primitivas
criptogra´fivas, en este caso de cifrado, que no requieran de soporte hardware y puedan
correr sin modificacio´n en todo tipo de plataformas existentes, especialmente en aque-
llas de menor coste y capacidad computacional.
II.3.3. Taxonomı´a de los esquemas de autenticacio´n de dispositivos
En esta seccio´n se analizara´n los modelos generales de autenticacio´n y protocolos
existentes para el establecimiento seguros de claves en redes ad hoc. Todos los modelos
se resumen en la Figura II.7, agrupados por el esquema de cifrado utilizado, junto con
algunos artı´culos de referencia que fueron los primeros en introducir el modelo.
II.3.3.1. Sin autenticacio´n
Aunque resulte sorprendente, existen ciertos protocolos introducidos para su uso
en redes ad hoc que no contemplan en absoluto opciones de autenticacio´n o de privaci-
dad. Por ejemplo, el proyecto Piconet [43] fue inicialmente disen˜ado para estudiar las
redes mo´viles de dispositivos empotrados, haciendo e´nfasis en la conectividad de los
mismos y dejando de lado toda medida de seguridad.
Otros sistemas introducidos para ser utilizados en redes de uso personal (PAN en in-
gle´s), como HomeRF [44] o IrDA, tampoco tienen mecanismos de seguridad definidos.
Afortunadamente el HomeRF Working Group ha propuesto el protocolo Wireless Ac-
cess Protocol (SWAP) como una especificacio´n industrial abierta para la interconexio´n
segura de dispositivos personales. Sin embargo, como resulta desgraciadamente, las
primeras versiones tienen graves errores de disen˜o, como utilizar claves sime´tricas,
para su uso con el algoritmo de cifrado Blowfish, de so´lo 56 bits de longitud, que las
hace propensan a sufrir ataques por fuerza bruta.
Se pretende que la siguiente versio´n de la especificacio´n utilice claves de 128 bits,
consideradas seguras a dı´a de hoy, aunque todos los dispositivos de un usuario com-
partira´n la misma clave, que inicialmente vendra´ especificada en el proceso de fa´bricacio´n,
con el consiguiente riesgo de ataque si el usuario, como es habitual, no la cambia por
una ma´s segura.
Por otro lado, los protocolos IrDA esta´n basados en el uso de radiacio´n infrarro-
ja, en lugar de ondas de radio. Esto proporciona mayor ancho de banda, a cambio de
















Claves públicas sin certificar
Figura II.7: Modelos de autenticacio´n existentes para redes ad-hoc
necesitar visio´n directa entre los dispositivos a comunicar y una menor distancia de
transmisio´n. Por tanto, puede decirse que la tecnologı´a IrDA esta´ recomendada para
PANs, con el fin de conectar e´stos con un ordenador. A pesar de que no se considera la
implementacio´n de ningu´n tipo de seguridad en estos protocolos, el extremedamente
corto rango de comunicaciones y la necesidad de lı´nea de visio´n directa puede propor-
cionar una suerte de autenticacio´n “fı´sica”.
II.3.3.2. Soluciones sime´tricas
En este tipo de soluciones un secreto debe ser compartido entre todos los dispos-
itivos que participan en la comunicacio´n. La mayorı´a de los esquemas actuales que
utilizan esta aproximacio´n hacen uso de un canal seguro preexistente para la trans-
misio´n de dicho secreto. A grandes rasgos, estos esquemas pueden ser clasificados en
las siguientes categorı´as:
Modelo IEEE 802.11: propuesto en 1997 para uso en redes inala´mbrica de a´mbito
local (WLANs) [45]. Su principal desventaja es que necesita una gestio´n de claves
“fuera de banda”, pues necesita un canal seguro previo para el intercambio de
claves. Evidentemente, este requisito no es admisible en todos los escenarios que
se pretenden abordar en este trabajo de tesis.
Modelo Bluetooth: este protocolo fue denominado como IEEE 802.15 [45] e intro-
ducido para uso en PANs. A pesar de que su algoritmo de cifrado, E0, no ha
sufrido un criptoana´lisis definitivo (aunque sı´ algunos ataques de alta comple-
jidad algorı´tmica, como [46]), su seguridad se considera insuficiente [47]. Otro
gran inconveniente del que adolece Bluetooth es que no escala adecuadamente,
debido a la necesidad de que el usuario teclee manualmente el secreto en cada
dispositivo participante en la comunicacio´n.
Modelo “El patito resucitador”: detra´s del co´mico nombre propuesto por Stajano
y Anderson, se esconde un modelo serio [48], que resuelve de forma imaginati-
va el problema del intercambio de claves. Los autores proponen la necesidad de
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un contacto fı´sico entre dispositivos, de forma que, una vez conectados, e´stos no
respondan a nuevas peticiones que no provengan del dispositivo con el que se
vincularon inicialmente 3. Sin embargo, este requisito es inviable en ciertos esce-
narios, como una simple red de sensores.
Modelo de pre-distribucio´n de claves: el u´ltimo gran modelo, y quiza´s el ma´s impor-
tante de los presentados, es el que propone diferentes formas de realizar una dis-
tribucio´n previa de las claves sime´tricas, con el fin de no utilizar una u´nica clave
en toda la red. Este hecho es especialmente importante en las redes de sensores,
que disponen de una seguridad fı´sica de´bil, y cuyo material de claves puede ser
fa´cilmente recuperado.
La dos grandes propuestas en este a´rea son las de Gligor, que propone un pro-
tocolo de pre-distribucio´n probabilı´stico [49], y la de Liu y Ning, que utilizan la
idea de que una red de sensores suele ser esta´tica, de forma que sus nodos no
se mueven en absoluto o lo hacen muy lentamente [50]. Ası´, proponen un es-
quema que se basa en la localizacio´n de dichos nodos y utiliza la misma para la
generacio´n de las claves de autenticacio´n y cifrado. Esta idea ha seguido siendo
revisada, con algunas propuestas recientes interesantes [51].
II.3.3.3. Soluciones asime´tricas
En contraposicio´n a la categorı´a anterior, las soluciones asime´tricas esta´n basadas en
el uso de esquemas asime´tricos o de clave pu´blica, que se utilizan para la autenticacio´n
de las partes y el establecimiento de claves de sesio´n entre ellas. Pueden distinguirse
cuatro grandes grupos en este tipo de esquemas, que dependen del uso de una CA y
certificados:
Con la presencia de una CA y el uso de certificados.
Con la presencia de una CA y sin el uso de certificados.
Sin la presencia de una CA, pero con el uso de certificados.
Sin el uso de CA ni certificados.
A continuacio´n describiremos propuestas presentes en la literatura que encajan en
alguna de las categorias anteriores:
Modelo de CA distribuida: la idea central de este modelo, propuesto por Zhou y
Hass [36], es repartir la responsabilidad de una CA central entre los nodos de
la red. De esta forma se pretende evitar la grave vulnerabilidad que supone que
la CA este´ representada por un u´nico nodo, debido a su limita proteccio´n fı´sica
antimanipulacio´n y relativa facilidad de compromiso.
Modelo basado en identidad: utiliza la idea de criptografı´a basada en identidad, intro-
ducida por Shamir en 1984 [52]. El concepto esencial de este tipo de criptografı´a
es utilizar identidades que puedan ser tratadas por un humano, como nombres o
direcciones de correo electro´nico, como claves pu´blicas. De esta forma, las iden-
tidades son auto-certificadas; por ejemplo, la clave pu´blica y certificado de Alicia
3De este hecho proviene el nombre del modelo: existe la creencia, no confirmada cientı´ficamente, de
que ciertos animales consideran como un progenitor al primer ser vivo, incluso personas, que ven tras su
nacimiento. Este vı´nculo se mantiene para el resto de su vida, al estilo de la propuesto realizada en este
modelo
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puede ser PA=alicia@uc33m.es. Khalili propone en [53] un protocolo para autenti-
cacio´n y gestio´n de claves en redes ad-hoc que utiliza el concepto de criptografı´a
basada en identidad recie´n expuesto.
Modelo auto-organizado: este modelo explota la propiedad de auto-organizacio´n
que resulta caracterı´stica y u´nica de las redes ad-hoc. Ası´, los nodos de la red
distribuyen y auto-certifican sus propios certificados. El modelo, introducido por
Hubaux y Butta´n [54], asume la existencia de ciertas relaciones de confianza entre
algunos nodos, al estilo de la jerarquı´a PGP.
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CAPI´TULO III
REGISTROS DE DESPLAZAMIENTO DEFINIDOS
SOBRE CUERPOS COMPUESTOS
III.1. INTRODUCCIO´N
En el capı´tulo anterior se presentaron y analizaron las restricciones inherentes al es-
cenario contemplado en este trabajo, sobre todo en lo relativo a capacidad de proceso y
energı´a disponible en los nodos de las redes consideradas. Estas restricciones provocan
que el disen˜o de nuevos algoritmos para el cifrado de la informacio´n se convierta en
una tarea compleja y poliface´tica.
Estas limitaciones afectan a muchos aspectos del disen˜o de un nuevo cifrador pero,
sin duda, lo hacen en mayor medida sobre el tipo de cifrador a disen˜ar: cifrado en flujo
o en bloque. En principio esta eleccio´n parece tener un candidato claro: los algoritmos en
flujo, dada su mayor simplicidad y menor necesidad de recursos frente a los cifradores
en bloque [1].
Por otro lado y debido a su extrema sencillez, se ha decidido utilizar algunos ele-
mentos y principios de funcionamiento, como registros de desplazamiento y una fun-
cio´n de decimacio´n, de un conocido generador de secuencia cifrante conocido como
generador shrinking, disen˜ado por Coppersmith, Krawczyk y Mansour [2] en 1994.
Este generador hace uso de los denominados registros de desplazamiento, que consti-
tuyen uno de los pilares sobre los que se asienta este trabajo de tesis. Estas estructuras
son muy conocidas y utilizadas en muchı´simos a´mbitos, resultando ba´sicas en crip-
tografı´a. Sus principales caracterı´sticas y el porque´ de su eleccio´n para formar parte
del nuevo cifrador se analizan a continuacio´n.
III.1.1. Registros de desplazamiento
Tradicionalmente este tipo de estructuras ha sido utilizado en numerosas aplica-
ciones, debido a las buenas propiedades estadı´sticas de las secuencias por ellos gen-
eradas [3]. Sus usos incluyen entre otros las comunicaciones, como los sistemas de TV
digital y la sen˜al de GPS, o la criptografı´a, como base para desarrollar cifradores en flujo
(por ejemplo los algoritmos A5, utilizados en telefonı´a mo´vil).
Habitualmente estas estructuras funcionan sobre el cuerpo binario GF(2), que pro-
porciona un bit de salida en cada pulso de reloj. De hecho todo el estudio matema´tico,
incluyendo las tablas habitualmente utilizadas para el disen˜o de registros de desplaza-
miento, se encuentran definidas sobre este cuerpo [4].
Como veremos en este trabajo, esta aproximacio´n puede ser adecuada en las imple-
mentaciones hardware pero no en las software. Dado que el taman˜o de los registros en
los ordenadores actuales es como mı´nimo de 8 bits en las ma´quinas menos potentes y
de hasta 64 bits en las de mayor potencia, realizar implementaciones orientadas al bit
es claramente ineficiente.
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El objetivo es, por tanto, utilizar cuerpos finitos ma´s apropiados para la arquitectura de
los actuales microprocesadores. En este sentido, las elecciones naturales son los cuerpos
de Galois extendidos, con 2n elementos, donde n esta´ relacionado con el taman˜o de los
registros del propio microprocesador, que normalmente sera´n bytes o palabras de 16 o´
32 bits.
De esta forma, los elementos del cuerpo encajan perfectamente en una unidad de
almacenamiento, de forma que puede ser manipulada de forma eficiente en software.
Adema´s, la tasa de generacio´n de secuencia de salida tambie´n se ve incrementada:
hasta 8, 16 o´ 32 bits por cada pulso de reloj.
Desafortunadamente, las operaciones de multiplicacio´n y divisio´n sobre cuerpos de
Galois extendidos son computacionalmente caras [5], especialmente cuando se com-
paran con la suma binaria en GF(2), que se implementa fa´cilmente con una simple
operacio´n XOR. Por tanto para acelerar en lo posible estas operaciones la mayorı´a
de las implementaciones software que trabajan en el cuerpo GF(28) utilizan tablas de
bu´squeda precomputadas [6, 7].
Por otro lado, el cuerpo de estructura adecuada y taman˜o inmediatamente superior
a GF(28) es GF(216). Sin embargo, utilizar dicho cuerpo tiene un impacto muy significa-
tivo en las operaciones aritme´ticas como, por ejemplo, la multiplicacio´n. En este caso,
una tabla de bu´squeda completa para la operacio´n multiplicacio´n ocuparı´a 8 GB, muy
por encima de la capacidad de memoria de la mayorı´a de sistemas. En entornos con
memoria limitada, como redes de sensores o MANets, el problema se agrava au´n ma´s.
En este capı´tulo se propone el uso de te´cnicas que realizan las operaciones de mul-
tiplicacio´n y divisio´n en un cuerpo extensio´n de GF(2n). Ası´, los elementos del cuer-
po GF(2k) se representan en te´rminos de elementos de un subcuerpo GF(2n), donde
k = n · m. El cuerpo compuesto GF((2n)m) puede entenderse como una representacio´n
de una extensio´n de grado m del cuerpo GF(2n), denominado cuerpo base.
Por otro lado, el segundo gran bloque tema´tico de este capı´tulo consiste en un estu-
dio exhaustivo sobre ciertas te´cnicas de implementacio´n eficiente en software y, sobre
todo, co´mo se adaptan e´stas a los LFSRs.
Con este estudio se pretende extraer diversas conclusiones y responder a ciertas
preguntas, como que´ te´cnica es ma´s adecuada para su uso en LFSRs, que´ grado ma´ximo
de mejora cabe esperar de cada una de ellas y co´mo les afectan, por ejemplo, la capaci-
dad de la plataforma hardware sobre la que se ejecutan.
Estructura del capı´tulo En la Figura III.1 pueden encontrarse esquematizados los dos
grandes enfoques propuestos a la hora de mejorar el rendimiento de los LFSRs, que
conforman el presente capı´tulo. El resto del mismo se organiza de la siguiente forma.
En la seccio´n III.2 se introducen y describen brevemente los registros de desplaza-
miento extendidos, ası´ como las variaciones en su funcionamiento interno respecto a
los registros tradicionales. Estas diferencias radican esencialmente en la funcio´n de re-
alimentacio´n, que ahora implica multiplicaciones sobre cuerpos extendidos. Por esta
razo´n, en la seccio´n III.4 se introducen los diversos me´todos de realizar multiplica-
ciones sobre estos cuerpos, analiza´ndose los resultados obtenidos en el apartado III.4.1.
A continuacio´n, en la seccio´n IV.4.1.1, se describen diversas te´cnicas para la imple-
mentacio´n eficiente de estos registros en software. Una detallada comparativa entre
los diversos me´todos y el ana´lisis de los resultados obtenidos puede encontrarse en el
apartado IV.4.3. Finalmente, en la seccio´n III.7 se lleva a cabo un exhaustivo ana´lisis
estadı´stico de las secuencias de salida generadas por este tipo de registro, que asegura
las buenas propiedades criptogra´ficas del mismo.
El capı´tulo se completa con un ana´lisis de todos los resultados obtenidos y unas
conclusiones finales en la seccio´n IV.8.
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Figura III.1: Esquema de las mejoras a la implementacio´n de LFSRs presentadas en este
capı´tulo
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III.2. REGISTROS DE DESPLAZAMIENTO EN GF(2n)m
Tradicionalmente los LFSRs, componentes ba´sicos de muchos cifradores en flujo, se
han definido sobre cuerpos de Galois de dimensio´n 2, es decir GF(2).
Sin embargo, nada impide a estos registros trabajar en cuerpos de mayor taman˜o,
aprovechando la estructura subyacente del procesador en el que se ejecutan y resul-
tando, de esta forma, mucho ma´s eficientes en sus implementaciones software. Esta es
precisamente y a grandes rasgos la propuesta hecha en este capı´tulo: definir los LFSR
sobre cuerpos compuestos de Galois, GF(2n)m, en lugar de los tradicionales GF(2n).
La validez de toda esta propuesta se fundamenta en el hecho de que un LFSR
definido sobre GF(2n)m es matema´ticamente equivalente a n registros de desplazamien-
to paralelos sobre GF(2) de longitud n · m, cada uno de ellos con la misma relacio´n de
recurrencia lineal pero diferentes estados iniciales [8]. Y lo que resulta ma´s importante,
las propiedades fundamentales de las secuencias generadas por los LFSRs se preservan, tal y
como se demostrara´ en la seccio´n III.7, de forma que siguen siendo aptos para su uso
criptogra´fico.
Otro aspecto a destacar es que el estudio teo´rico exhaustivo realizado sobre los reg-
istros definidos sobre GF(2) sigue siendo va´lido y puede aplicarse directamente a nue-
stro caso [3]. Los cuerpos algebraicos compuestos forman por tanto una pieza esencial
en la definicio´n de los nuevos registros de desplazamiento, que denominaremos en lo
sucesivo registros extendidos.
III.2.1. Registros de desplazamiento extendidos
Los registros de desplazamiento extendidos se definen pra´cticamente de igual man-
era que los tradicionales. A continuacio´n se exponen algunos breves conceptos ba´sicos
al respecto.
III.1 Definicio´n. Un registro de desplazamiento lineal extendido (LFSR) de longitud l es
una ma´quina de estados finita que opera sobre un cuerpo finito Fq, de caracterı´stica p,
donde q = pe para algu´n e ≥ 1. En nuestro caso, q = 2n y, por tanto, Fq = GF(2n).
El LFSR cuenta con l celdas de memoria r0, r1, . . . , rl−1, cada una de ellas contenien-
do elementos de GF(2n). En un instante de tiempo cualquiera t el contenido del registro
conforma su estado, denotado St = (st+l−1, st+l−2, . . . , st). El estado en el instante de tiem-
po cero, S0, se denomina estado inicial del LFSR.
En cada unidad de tiempo, o pulso de reloj en las implementaciones hardware, el
registro actualiza su estado. Ası´, el estado St+1 se deriva del estado St de la siguiente
forma:
1. El contenido de la celda r0 se convierte en la salida de la unidad de tiempo t y entra
a formar parte de la secuencia cifrante.
2. El contenido de la celda ri se mueve a ri−1 para cada i, 1 ≤ i ≤ l − 1.
3. El nuevo contenido de la celda rl−1 es el denominado elemento de realimentacio´n, que




cist+i, ci ∈ GF(2n),
donde las constantes c0, c1, ..., cl se denominan coeficientes de realimentacio´n y la conexio´n
en cl se llama posicio´n de realimentacio´n.
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Figura III.2: LFSR extendido, definido sobre GF(28). Su funcio´n de realimentacio´n es
st+18 = 1 ⊗ st+17 ⊕ CB ⊗ st+2 ⊕ 63 ⊗ st.
Estas constantes forman el polinomio generador o polinomio caracterı´stico del LFSR:
p(x) = c0 + c1x + c2x2 + ... + cl−1xl−1 + xl =
l∑
i=0
cixi, ci ∈ GF(2n).
Como es sabido, si este polinomio es primitivo, entonces el periodo T de la secuen-
cia generada por el LFSR es ma´ximo de valor T = 2l − 1. En la Figura III.2 puede
encontrarse un ejemplo de un LFSR extendido de 17 etapas definido sobre GF(28).
Como hemos mencionado, en esta nueva arquitectura los contenidos de las celdas,
st, y los coeficientes de realimentacio´n no son ya bits, o elementos de GF(2), sino ele-
mentos de GF(2n). Este hecho afectara´ sobre todo a las operaciones de suma y multipli-
cacio´n que deben realizarse sobre ellos, tal y como se describe en la pro´xima seccio´n.
III.2.2. Aritme´tica en GF(2n)
Tal y como se analizo´ en la seccio´n II.1.2 (pa´g. 26 del Capı´tulo II), los elementos del
cuerpo GF(2n) se representan habitualmente como polinomios de grado menor que n
con coeficientes en GF(2). De esta forma, por ejemplo, el elemento a de GF(24), notado
a = 0111, puede representarse por el polinomio a(x) = x2 + x + 1.
Con la representacio´n polinomial las operaciones aritme´ticas se llevan a cabo ha-
ciendo uso de un polinomio irreducible R (no factorizable en factores no triviales) de
grado n. Este polinomio se define sobre un cuerpo binario de la siguiente forma:
R(x) = xn + rn−1xn−1 + ... + r1 + 1, ri ∈ GF(2)
En este escenario, la operacio´n suma sigue realiza´ndose de la misma forma que en
GF(2), es decir con una simple operacio´n XOR o suma mo´dulo 2. La multiplicacio´n,
por contra, exige que el resultado sea reducido mo´dulo R. En las siguientes secciones
se analizan estas operaciones ba´sicas con mayor profundidad.
III.2.2.1. Operacio´n suma
La operacio´n suma en este cuerpo sigue siendo simplemente la suma mo´dulo dos,
u operacio´n XOR, para cada par de elementos. Con la representacio´n polinomial, el
proceso es tan sencillo como sumar los polinomios en la forma habitual y reducir sus








8 x8 + x6 + x3 + x2 + 1 0x14D
16 x16 + x14 + x12 + x7 + x6 + x4 + x2 + x + 1 0x150D7
32 x32 + (x24 + x16 + x8 + 1)(x6 + x5 + x2 + 1) 0x165656565
Cuadro III.1: Polinomios de reduccio´n R utilizados en esta tesis
III.1 Ejemplo. Un sencillo ejemplo permite ilustrar el proceso. La suma de dos elementos de GF(28),
representados como sendos polinomios p1 y p2 (de grado menor que 8), quedarı´a de la siguiente forma:
p1 + p2 = (x6 + x3 + x2 + 1) + (x7 + x6 + x5 + x2 + 1) =
= x7 +2x6 + x5 + x3 +2x2 + 2 =
= x7 + x5 + x3.
III.2.2.2. Operacio´n de multiplicacio´n
La operacio´n de multiplicacio´n resulta conceptualmente igual de sencilla, pero su
complejidad computacional es sensiblemente superior. En esencia, consiste en llevar
a cabo la multiplicacio´n habitual entre dos polinomios, pero reduciendo el polinomio
resultante mo´dulo R. Ası´, para multiplicar dos elementos p1(x), p2(x) ∈ GF(2n), se cal-
cula p1(x) · p2(x) en la forma habitual, reduciendo el resultado mo´dulo un polinomio
irreducible R de grado n definido en GF(2).
La eleccio´n de R altera evidentemente la forma en la que los elementos del cuerpo
son representados, pero no afecta a las operaciones matema´ticas subyacentes. Los poli-
nomios R elegidos en este trabajo para diferentes valores de n son los especificados en
el Cuadro III.1.
III.2 Ejemplo. Se muestra a continuacio´n un ejemplo de multiplicacio´n en GF(28). Para ello se
hace uso de los polinomios p1 y p2 del ejemplo anterior y uno de los polinomios de reduccio´n, R =
x8 + x6 + x3 + x2 + 1, listados en el Cuadro III.1.
p1 · p2 = (x6 + x3 + x2 + 1) · (x7 + x6 + x5 + x2 + 1) =
= x13 + x12 + x11 + x8 + x6 + x10 + x9 + x8+
+ x5 + x3 + x9 + x8 + x7 + x4 + x2 + x7 + x6 + x5 + x2 + 1 =
= x13 + x12 + x11 + x10 + x8 + x4 + x3 + 1
En esto punto, es necesario reducir el resultado mo´dulo R, de forma que x13 +x12 +x11 +x10 +x8 +x4 +
x3+1 mo´dulo x8+x6+x3+x2+1 = 11110100011001 mo´dulo 101001101 = 1101001 = x6+x5+x3+1.
Para que se comprenda con facilidad el resultado, se detallara´ el proceso de reduccio´n modular a trave´s
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Aunque es posible llevar a cabo las operaciones de multiplicacio´n en estos cuerpos
utilizando el me´todo anterior (multiplicacio´n de polinomios y reduccio´n mo´dulo un
polinomio irreducible), e´ste resulta muy poco eficiente.
Por esta razo´n, estos ca´lculos se realizan normalmente haciendo uso de unas tablas
pre-computadas de resultados. Para cuerpos de Galois pequen˜os, de dimensio´n menor
que o igual a 8, es posible calcular de antemano todos los posibles productos entre
diferentes elementos del cuerpo y almacenar los resultados en una tabla. Claramente,
este me´todo puede implicar grandes cantidades de memoria en funcio´n del cuerpo
subyacente utilizado. E´ste y otros me´todos de multiplicacio´n eficiente sera´n analizados
en detalle en la seccio´n III.4.
Por otro lado, es importante destacar que la multiplicacio´n por un coeficiente ’0’
implica simplemente ignorar el correspondiente elemento del registro, mientras que
la multiplicacio´n por 1 no supone ningu´n ca´lculo, pues la salida de la operacio´n es la
propia entrada.
Por este motivo, se procurara´ que los coeficientes de realimentacio´n sean ’0’ o´ ’1’
siempre que sea posible, pues esto permite una implementacio´n mucho ma´s eficiente.
Cuando sea necesario el uso de otros coeficientes ci no binarios, entonces la multipli-
cacio´n puede implementarse de forma diferente segu´n el cuerpo GF(2n) sobre el que
estemos trabajando.
58 III. REGISTROS DE DESPLAZAMIENTO DEFINIDOS SOBRE CUERPOS COMPUESTOS
III.3. CONSIDERACIONES DE DISEN˜O
Analizadas brevemente las operaciones aritme´ticas ba´sicas enGF(2n), en este aparta-
do se realizara´n algunas consideraciones importantes que deben tenerse en cuenta en
el disen˜o de un LFSR extendido, como aspectos relacionados con su rendimiento o su
seguridad.
III.3.1. Rendimiento
El aspecto ma´s influyente en el rendimiento final del registro es, sin duda, la elec-
cio´n de la dimensio´n del cuerpo GF(2n), con n=8, 16 o´ 32, sobre el que funcionara´ el
LFSR.
Al incrementar el valor de n, el rendimiento global del LFSR aumentara´, pues se
incrementara´ proporcionalmente el nu´mero de bits generados por el registro en cada
salida. Sin embargo, tambie´n aumenta el coste computacional de las operaciones im-
plicadas, especialmente el de la multiplicacio´n, para la obtencio´n de dicha salida.
Otro factor muy importante a tener en cuenta esta´ relacionado con la posicio´n y
nu´mero de realimentaciones, que influira´n directamente en el rendimiento y, de forma
secundaria, en la seguridad.
En primer lugar, para conseguir un LFSR de periodo ma´ximo sobre GF(2n)m, las
posiciones de realimentacio´n deberı´an ser primas entre sı´, es decir no compartir di-
visores comunes. Por otra parte, el nu´mero de realimentaciones deberı´a ser pequen˜o
para minimizar el nu´mero de operaciones implicadas y maximizar ası´ el rendimiento.
Este problema se acentu´a en la arquitectura propuesta, donde las multiplicaciones son
computacionalmente ma´s costosas.
Sin embargo, un nu´mero demasiado reducido de realimentaciones tambie´n puede
llevar a un fa´cil criptoana´lisis de las secuencias producidas por el LFSR, cuando e´ste
se utilice como pieza ba´sica de un cifrador. Todos estos aspectos se analizara´ a contin-
uacio´n.
III.3.2. Seguridad
Unos de los objetivos de este trabajo es generar LFSRs que sean adecuados para su
uso criptogra´fico, aunque es bien sabido que un LFSR es una estructura lineal y, por
tanto, no puede utilizarse aisladamente como generador de secuencia cifrante. Para
ello es necesario introducir un comportamiento no lineal en su funcionamiento, para lo
que existen diversas estrategias [8, 9] que quedan fuera del a´mbito de este trabajo.
Sin embargo sı´ existen conceptos importantes que deben ser tenidos en cuenta en su
disen˜o, como el de que las posiciones de las realimentaciones deben formar un conjunto
de diferencias completamente positivas (Full Positive Diference Set).
Un FPDS es una eleccio´n, para las diferencias entre las posiciones de realimentacio´n
de un registro de desplazamiento, que asegura que no existen parejas de posiciones que
se utilicen para actualizar ma´s de un bit en cada iteracio´n.
Se ha demostrado que los LFSR que cumplen esta condicio´n son mucho ma´s re-
sistentes a diversos tipos de ataques, incluyendo ataques por correlacio´n condicional
y ataques por inversio´n [10]. Tambie´n se ha demostrado una fortaleza superior contra
ataques del tipo guess-and-determine como se muestra en [11].
III.3.2.1. FPDS
III.2 Definicio´n. (FDPS) Un conjunto G forma un conjunto de diferencias completamente
positivas si todas las diferencias positivas entre los elementos de G son diferentes.









8 17 136 2136 − 1
16 9 144 2144 − 1
32 5 160 2160 − 1
Cuadro III.2: Valores de los para´metros n y m adecuados para el uso de LFSRs extendi-
dos en aplicaciones criptogra´ficas
Aplicado a los LFSRs, esto significa que las posiciones de las realimentaciones deben
estar situadas de forman que constituyan un FPDS.
III.3 Ejemplo. Sean dos conjuntos G0 = {0, 2, 4, 17} y G1 = {0, 2, 15}. El FPDS del primer conjunto
es Γ0 = {2, 4, 2, 17, 15, 13}. Como puede observarse, la diferencia 2 se repite una vez, lo que abrirı´a
la puerta a ciertos ataques criptogra´ficos. Sin embargo, todas las diferencias de Γ1 = {2, 15, 13} son
distintas entre sı´, por lo que este LFSR resultara´ ma´s seguro que el primero.
III.3.2.2. Longitud del registro
Por u´ltimo, queda elegir una longitud adecuada del registro, acorde con el propo´sito
para el que vaya a ser utilizado. Para su uso en criptografı´a, la longitud de clave re-
comendada actualmente es como mı´nimo de 128 bits, para ası´ evitar ataques por fuerza
bruta.
En principio, existen claras restricciones para el valor de n, la dimensio´n del cuerpo
base, dado que queremos que coincida con el taman˜o de palabra de los microproce-
sadores. Las posibilidades de eleccio´n para m, dimensio´n de la extensio´n del cuerpo
base, son pues limitadas.
Si considera´ramos, por ejemplo, una plataforma de redes de sensores, donde los
dispositivos son microcontroladores de 8 bits, n quedarı´a fijado a n = 8 y, en ese caso, un
valor adecuado para m serı´a 17. De esta forma obtendrı´amos una longitud del registro
efectiva de 136 bits, lo que permitirı´a alojar claves sime´tricas de 128 bits.
En otros cuerpos, como GF(216) y GF(232), con n = 16 y n = 32 respectivamente, el
valor de m podrı´a reducirse proporcionalmente. El Cuadro III.2 muestra unas indica-
ciones sobre los distintos valores de n y m para uso criptogra´fico.
III.3.3. Funciones de realimentacio´n
Haciendo uso de los criterios expuestos en las secciones anteriores y con el fin de
que sirvieran como referencia en el estudio, experimentacio´n y posterior ana´lisis del
disen˜o de los LFSRs extendidos, se ha elegido un conjunto de polinomios primitivos,
P8, P16 y P32, definidos sobre los cuerpos GF(28), GF(216) y GF(232) respectivamente.
Las funciones de realimentacio´n correspondientes a dichos polinomios primitivos
son de la forma:
st+17 = st+15 ⊕ αst+2 ⊕ βst,
donde ⊕ denota suma sobre el cuerpo GF(2n), tal y como ha sido definida en la
seccio´n III.2.2.1, la multiplicacio´n se realiza tambie´n sobre GF(2n), con α, β ∈ GF(2n)
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Polinomio Funcio´n de realimentacio´n
P8 st+17 = st+15 ⊕ C6 ⊗ st+2 ⊕ 67 ⊗ st
P16 st+17 = st+15 ⊕ 19B7 ⊗ st+2 ⊕ 13C ⊗ st
P32 st+17 = st+15 ⊕ F21DA317 ⊗ st+2 ⊕ E28C895D ⊗ st
Cuadro III.3: Funciones de realimentacio´n utilizadas en este trabajo
y α, β , 0. Los valores concretos de α y β, ası´ como las funciones de realimentacio´n
escogidas se muestran en el Cuadro III.3.
Finalmente, el polinomio caracterı´stico del LFSR que se utilizara´ como base de es-
tudio es:
p(x) = x17 ⊕ x15 ⊕ αx2 + β.
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III.4. IMPLEMENTACIO´N EFICIENTE DE LA MULTIPLICACIO´N EN GF(2n)
Como hemos visto, al ampliar el cuerpo algebraico sobre el que se apoya el fun-
cionamiento de los nuevos registros de desplazamiento, sus operaciones internas tam-
bie´n lo hacen. La ma´s importante de todas es la funcio´n de realimentacio´n que implica
diversas sumas y multiplicaciones.
En el cuerpo tradicional GF(2) estas operaciones resultan extremadamente sencil-
las, pero en el cuerpo GF(2n) las multiplicaciones implicadas en la realimentacio´n se
convierten en uno de los puntos crı´ticos del esquema propuesto. A diferencia del tradi-
cional cuerpo GF(2), las operaciones de multiplicacio´n en GF(2n) son muchos ma´s cos-
tosas computacionalmente, por lo que podrı´a darse el caso, en u´ltimo extremo, de que
los beneficios obtenidos por su uso no compensaran su mayor coste computacional.
En los siguientes apartados se estudiara´ en detalle esta cuestio´n, analizando las
diferentes estrategias existentes a la hora de implementar esta operacio´n, sus ventajas
e inconvenientes y las peculiaridades de cada una de ellas.
Se estudiara´n en concreto tres me´todos, dos basados en el uso de tablas precom-
putadas, que hemos denominado MULTTABLE y LOGTABLE, y el algoritmo de mul-
tiplicacio´n general, SHIFT, cuando los me´todos anteriores no sean aplicables. Final-
mente, se analiza un cuarto me´todo, SPLITW8, que puede considerarse una optimizacio´n
del algoritmo anterior. Para llevar a cabo esta evaluacio´n, se ha escrito un software es-
pecı´fico en lenguaje C y se ha contado con el apoyo de unas librerı´as pu´blicas de libre
uso, ra´pidas, eficientes y ampliamente utilizadas [12].
III.4.0.1. Me´todo MULTTABLE
Cuando la dimensio´n n del cuerpo GF(2n) es pequen˜a, el procedimiento ma´s ra´pido
para llevar a cabo la multiplicacio´n de dos elementos es precomputar los resultados y
almacenar los mismos en una tabla de taman˜o adecuado. Por ejemplo, en la Figura III.3
puede encontrarse las tablas de resultados correspondientes a las operaciones de suma
y multiplicacio´n para el cuerpo GF(23).
En general, la tabla de resultados tiene un taman˜o de 2(2n+2) bytes, de forma que
este me´todo so´lo resulta aplicable para valores de n razonablemente pequen˜os. En el
Cuadro III.4 se muestra co´mo crece el taman˜o de dicha tabla para distintos valores de n.
Como puede apreciarse en la pra´ctica, el u´nico valor razonable es n = 8. En este caso el
taman˜o de la tabla es de 256 KB. Para n = 16, la tabla ocuparı´a ya 16 GB, y una cantidad
astrono´mica, unos 64 000 petabytes (!), para n = 32.
Figura III.3: Tablas de suma (izq.) y multiplicacio´n (dcha.) para GF(23)







8 256 KB 218
10 4096 KB 222
12 64 MB 226
14 1 GB 230
16 16 GB 234 ≈ 1010
.. .. ..
32 64 EB 266 ≈ 1018
Cuadro III.4: Taman˜os de la tabla de resultados precomputados
III.4.0.2. Me´todo LOGTABLE
Cuando el me´todo anterior no puede utilizarse, el siguiente me´todo en cuanto a
eficiencia para realizar estas multiplicaciones es hacer uso de un mecanismo ingenioso:
tablas de logaritmos y logaritmos inversos, tal y como se describe en [13].
Utilizando estas tablas y algo de aritme´tica ba´sica, es posible multiplicar dos ele-
mentos sumando sus correspondientes logaritmos y tomando luego el logaritmo in-
verso, para ası´ producir el resultado final. En efecto, a × b = ilogTable[(logTable[a] +
logTable[b]), de forma que reducimos la operacio´n multiplicacio´n a tres bu´squedas en
una tabla y una operacio´n suma (mucho ma´s eficiente). En el Listado 4 puede encon-
trarse el co´digo correspondiente a este proceso.
La primera de las tablas necesarias, que se denominara´ logTable, se define para val-
ores entre 1 y 2n − 1, conteniendo para cada valor su logaritmo en el cuerpo correspon-
diente. Por otro lado la segunda tabla, llamada invLogTable, se define para los ı´ndices 0
a 2n − 1 y, de forma recı´proca, realiza una correspondencia entre estos valores y su log-
aritmo inverso. Claramente, logTable[invLogTable[i]] = i, y invLogTable[logTable[i]] = i.
Este tipo de tablas ocupan 2(n+2) bytes cada una, en lugar de los 2(2n+2) del me´todo
anterior. De esta forma, ahora para n = 8 y n = 16, so´lo son necesarios 2KB y 0.5MB,
respectivamente. Sin embargo, el crecimiento exponencial es implacable y para n =
32 el taman˜o necesario ya se dispara a 32GB, fuera del alcance de la mayorı´a de los
computadores modernos.
III.4.0.3. Me´tod SHIFT
El me´todo LOGTABLE, aunque supone una mejora muy importante respecto al pre-
sentado en primer lugar, tiene sin embargo unas necesidades de memoria poco realistas
para n = 32. En este caso, cuando las tablas no son pra´cticas, siempre queda el recurso
de la multiplicacio´n de propo´sito general.
E´sta se implementa de manera eficiente convirtiendo el segundo factor, b, en una
matriz de bits de dimensio´n n× n y multiplica´ndola por un vector de bits correspondi-
ente al primer factor, a, para ası´ obtener el vector producto [14].
Aunque es significativamente ma´s lento que los dos me´todos anteriores, es un pro-
cedimiento que funciona siempre, para cualquier taman˜o de n y necesita unos requisi-
tos de memoria mı´nimos.
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Algoritmo 4 Generacio´n de las tablas necesarias en el me´todo LOGTABLE
1 #define NW (1 << w) /* En otras palabras, NW es igual a 2 elevado
2 a w- sima potencia */
3
4 int mult(int a, int b) {
5 int sum_log;
6
7 if (a == 0 || b == 0)
8 return 0;
9
10 sum_log = gflog[a] + gflog[b];
11
12 if (sum_log >= NW-1)






Por u´ltimo, para el caso especial de n = 32, puede utilizarse un me´todo particular
u´nicamente va´lido para este valor de n.
El proceso comienza creando siete tablas de 256 KB cada una. Estas tablas se uti-
lizan para multiplicar los nu´meros de 32 bits, dividie´ndolos en cuatro partes de 8 bits
cada una, y realizando entonces 16 multiplicaciones y sumas binarias para obtener el
resultado final.
Haciendo uso de esta optimizacio´n, el algoritmo es 7 veces ma´s ra´pido que utilizan-
do el me´todo SHIFT para el caso concreto de n = 32.
III.4.0.5. Arquitecturas analizadas
En los sucesivos apartados se analizara´ el diferente rendimiento de los me´todos
recie´n expuestos, con el fin de poder elegir posteriormente el ma´s adecuado para cada
escenario.
Para alcanzar este objetivo, las pruebas se han llevado a cabo en diferentes arquitec-
turas con el fin de obtener los resultados ma´s realistas posibles. El Cuadro III.5 muestra
las caracterı´sticas de cada una de estas arquitecturas utilizadas tambie´n en el resto del
trabajo.
La eleccio´n de estas plataformas se ha realizado procurando que resultasen lo ma´s
representativas posibles. Por esta razo´n se han incluido desde dispositivos con una ex-
igua capacidad de co´mputo, como microcontroladores de 8 bits, pasando por computa-
dores ya desfasados, como un Pentium III, hasta ordenadores de u´ltima generacio´n,
como un Intel Core 2 o un AMD Athlon.
III.4.1. Ana´lisis de los resultados y Conclusiones
Los resultados, en millones de multiplicaciones por segundo, se encuentran resum-
idos en el Cuadro III.6, sen˜ala´ndose en cada caso el me´todo ma´s eficiente (un guio´n
1Cada nu´cleo tiene una memoria cache´ privada de nivel 1, L1, dividida, a su vez, en una seccio´n de
instrucciones y otra de datos. La cache´ de nivel 2, de mayor taman˜o, se comparte entre los nu´cleos.










Intel Core 2 Duo 2GHz 32KB/32Kb/4MB 1GB
Intel Pentium III 450 — 192M
Microcontrolador
ATmega168 16MHz — 14KB
Cuadro III.5: Lista de arquitecturas utilizadas durante la evaluacio´n de las propuestas
realizadas, ordenadas de mayor a menor capacidad de proceso.
Arquitectura Me´todo
ATmega168 MULTTABLE LOGTABLE SHIFT SPLITW8
GF(28) - - 0.00079 -
GF(216) - - - -
GF(232) - - - -
PentiumIII MULTTABLE LOGTABLE SHIFT SPLITW8
GF(28) 31.73 27.77/0.87 1.39/0.04 -
GF(216) - 4.53 0.55/0.12 -
GF(232) - - 0.18 0.87/4.83
DualCore MULTTABLE LOGTABLE SHIFT SPLITW8
GF(28) 110.03 94.11/0.85 4.40/0.03 -
GF(216) - 60.25 0.55/0.02 -
GF(232) - - 0.47 8.03/17.085
Athlon MULTTABLE LOGTABLE SHIFT SPLITW8
GF(28) 89.62 78.76/0.87 5.52/0.06 -
GF(216) - 29.05 2.25/0.07 -
GF(232) - - 0.82 3.41/4.15
Cuadro III.6: Resultados de los diferentes me´todos del multiplicacio´n en diversas ar-
quitecturas (en millones de multiplicaciones por segundo).
indica que el me´todo no es aplicable para esa combinacio´n de taman˜o de n y arquitec-
tura). Por otro lado, los subı´ndices evalu´an co´mo se comporta el rendimiento de cada
me´todo para un cuerpo dado respecto al me´todo ma´s ra´pido. Este resulta ser MULT-
TABLE en todos los casos y es el que se ha considerado como referencia.
Ası´, por ejemplo, considerando la arquitectura DualCore y el cuerpo extendidoGF(28)
puede observarse que el me´todo MULTTABLE permite llevar a cabo algo ma´s de 110
millones de multiplicaciones por segundo, mientras que el me´todo LOGTABLE u´nicamente
alcanza los 94.11 millones. El subı´ndice que aparece en este u´ltimo me´todo, 0.85, cor-
responde al cociente entre los dos valores anteriores y proporciona un ratio entre el
rendimiento de los dos me´todos. De esta forma, si el valor es menor que 1, el segundo
me´todo sera´ ma´s lento; concretamente 0.85 veces en este caso. De la misma forma, si el
valor es mayor que 1, el segundo me´todo sera´ ma´s ra´pido en la proporcio´n indicada.
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III.4.1.1. Arquitectura ATMega168
La primera de las plataformas analizadas corresponde a un microcontrolador de
8 bits, de gama baja o media, tı´pico de una red de sensores. E´ste cuenta con escasos
recursos computacionales, tanto de CPU como de memoria, por lo que la eleccio´n del
me´todo ma´s adecuado no resulta difı´cil ya que tan so´lo uno de ellos es aplicable en la
pra´ctica: el me´todo SHIFT. Los me´todos MULTTABLE y LOGTABLE, ambos basados
en el uso de tablas, quedan claramente fuera del alcance de un dispositivo con apenas
14 KB de memoria disponible.
En resumen, en este tipo de arquitecturas so´lo puede hacerse uso del me´todo SHIFT
que, aunque es el ma´s lento de todos, consigue realizar casi 800 multiplicaciones por
segundo lo que supone una cifra nada despreciable en un arquitectura con recursos
computacionales tan limitados.
III.4.1.2. Arquitecturas Intel y Athlon
En las arquitecturas PC puede observarse que los resultados absolutos son, como
cabrı´a esperar, proporcionales a su capacidad computacional concreta. Lo´gicamente la
plataforma DualCore, mucho ma´s moderna, puede realizar aproximadamente tres veces
ma´s operaciones por segundo que el PentiumIII.
A pesar de ello, puede observarse que las diferencias de rendimiento entre los dis-
tintos me´todos se mantienen entre arquitecturas. En otras palabras, la proporcio´n de
cua´nto es mejor o peor un me´todo respecto a otro se mantiene entre las diferentes
plataformas. Este hecho es fa´cil de comprobar observando que, por ejemplo, el coe-
ficiente de evolucio´n del me´todo LOGTABLE toma los valores 0.87, 0.85 y 0.87 en las
diferentes arquitecturas, lo que supone una desviacio´n tı´pica de so´lo σ = 0.011. Por otro
lado, el me´todo SHIFT presenta una variacio´n en este coeficiente algo mayor, de 0.03,
aunque tambie´n e´ste puede considerarse un valor muy consistente.
La principal conclusio´n importante que puede extraerse de este hecho es que las no-
tables diferencias en las arquitecturas, tanto en capacidad computacional como memoria RAM,
no tiene una influencia determinante en el rendimiento de los diferentes me´todos, que presen-
tan comportamientos muy estables. Evidentemente, el rendimiento absoluto es muy
diferente entre arquitecturas, pero “escala” de la misma forma en cada una de ellas.
Otro hecho significativo que se desprende del ana´lisis de los datos presentados es
que, como puede observarse, el rendimiento decrece ra´pidamente conforme aumenta
la dimensio´n del cuerpo; de forma que, por ejemplo, la multiplicacio´n en GF(232) es
unas 10 veces ma´s lenta que en GF(28) en todas las arquitecturas. En la Figura III.4
puede encontrarse una gra´fica comparativa del rendimiento de cada me´todo en cada
arquitectura.
Conclusiones Las conclusiones finales que pueden extraerse de los experimentos re-
alizados resultan, a la vista de los datos, bastante claras. Trabajando en el cuerpo GF(28)
el me´todo ma´s eficiente para la multiplicacio´n de elementos en GF(2n) resulta sin duda
MULTTABLE, que utiliza tablas precomputadas de 256KB. El taman˜o de estas tablas,
sin embargo, las hace prohibitivas cuando pasamos al cuerpo GF(216). En este caso
deben utilizarse otro tipo de tablas, las utilizadas por el me´todo LOGTABLE. E´stas,
sin embargo, requieren pasos adicionales, lo que provoca que dicho me´todo vea decre-
mentado ligeramente su rendimiento.
Finalmente, en GF(232), el me´todo ma´s adecuado es SPLITW8, que implementa una
mejora sobre el me´todo general SHIFT, au´n cuando requiera una memoria total de
1792KB para almacenar las tablas necesarias.
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Figura III.4: Comparativa de los me´todos de multiplicacio´n en el cuerpo algebraico
GF(2n)
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III.5. IMPLEMENTACIO´N EFICIENTE DE LFSRS EN SOFTWARE
Como se ha comentado con anterioridad, los LFSRs son estructuras especialmente
difı´ciles de implementar de forma eficiente en software. La razo´n principal es el de-
splazamiento necesario, en cada pulso de reloj, del contenido de cada una de sus cel-
das.
Este desplazamiento ocurre de forma simulta´nea en las implementaciones hard-
ware, de forma que todo el proceso puede llevarse a cabo en un u´nico pulso de reloj.
No ocurre lo mismo, sin embargo, en las versiones software donde el proceso se con-
vierte en iterativo y costoso. En este caso se necesita para un registro de l etapas un
total de l − 1 desplazamientos.
Este efecto se ve agravado cuando el LFSR esta´ definido, como ocurre habitual-
mente, sobre el cuerpo binario GF(2). En este caso el rendimiento se ve fuertemente
afectado por dos factores fundamentales:
Dado que la unidad de trabajo es el bit y que un microprocesador trabaja como
unidad mı´nima con bytes, se debe utilizar un byte para almacenar cada bit. Deses-
timando el evidente desaprovechamiento de memoria, este hecho afecta asimis-
mo al rendimiento, pues deben transferirse en cada desplazamiento 8 bits de un
lugar a otro de la memoria en vez de uno so´lo.
Por la misma razo´n, el acceso a cada bit del registro es muy costoso, pues deben
utilizarse ma´scaras y desplazamientos internos dentro de cada palabra que afectan
de forma muy significativa al rendimiento final.
Un ejemplo de la implementacio´n de un LFSR tradicional, que hace uso de la librerı´a
mencionada en la seccio´n III.4, puede verse a continuacio´n:





5 feedBackByte_R1 = 0;
6
7 // Itera sobre los coeficientes de realimentacion
8 for (i=0; i < num_coefficients_R1; i++)




13 // Obtiene el byte de salida
14 generatedByte_R1 = contents_R1[0];
15
16 // Desplaza los contenidos del registro
17 for (i=1 ; i < R1_LENGTH ; i++)
18 contents_R1[i-1] = contents_R1[i];
19
20 // Se incluye el byte de realimentacion
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Como se ha comentado en la seccio´n anterior, las operaciones de multiplicacio´n
necesarias para trabajar en un nuevo cuerpo algebraico base suponen la mayor parte
del coste computacional del funcionamiento de estos registros. Por esta razo´n, es muy
importante optimizar al ma´ximo la implementacio´n software de estas operaciones.
Asimismo, los registros de desplazamiento son estructuras con una implementacio´n
software de gran dificultad, debido a su inherente naturaleza paralela. Por tanto, es
tambie´n esencial utilizar cualquier te´cnica de implementacio´n en software que ayude
a mejor el rendimiento final.
En las siguientes secciones se describira´n y analizara´n tres de estas te´cnicas de im-
plementacio´n: bu´fers circulares, ventanas deslizantes y desdoblamiento de bucles. Para ello
estas te´cnicas han sido implementadas con la misma librerı´a utilizada en la seccio´n
anterior.
III.5.1. Bu´fer circular
Esta te´cnica es conocida y utilizada ampliamente en otros a´mbitos de la algorı´tmica
[15, 16]. Sin embargo, aunque parece especialmente adecuada para su aplicacio´n a reg-
istros de desplazamiento, no ha sido habitualmente utilizada para este propo´sito. A los
autores les consta u´nicamente que el cifrador Dragon [17], recientemente presentado
en el proyecto eSTREAM, la haya incorporado de forma inherente a su disen˜o.
Los beneficios de esta te´cnica son obvios para los LFSR, pues permite evitar los cos-
tosos desplazamientos necesarios, L − 1, en un registro de L etapas. Su funcionamiento
es muy sencillo y consiste, ba´sicamente, en utilizar varios punteros, que se mueven a
lo largo del registro, en lugar de mover los datos en sı´. Cuando e´stos llegan al final del
bu´fer, vuelven al principio, creando la ilusio´n de un bu´fer circular.
Los punteros necesarios para el uso de esta te´cnica aplicada a LFSR son los sigu-
ientes:
P INICIO: Indica la posicio´n de inicio del registro. E´sta corresponde a la celda
que genera la salida en cada ciclo y, segu´n la notacio´n utilizada en la seccio´n III.2,
corresponderı´a a la celda st+l.
P FIN: Indica el final del registro, es decir, la celda que recibe la realimentacio´n
en cada ciclo, s0.
P FeedBacki: Son una serie de punteros, uno por cada realimentacio´n del registro.
Cada uno de ellos almacena la posicio´n de cada realimentacio´n, que, como el resto
de punteros, tambie´n se mueven en cada ciclo.
En el Algoritmo 6 puede encontrarse un esquema de funcionamiento de esta te´cnica
de implementacio´n.
Como puede apreciarse, actualizar los diferentes ı´ndices necesarios para el fun-
cionamiento del algoritmo implica el uso de aritme´tica mo´dulo l, la longitud del reg-
istro. Si l es una potencia de 2, esta operacio´n es muy eficiente en los actuales mi-
croprocesadores, pero no lo es tanto en caso contrario. Para evitar este inconveniente,
puede utilizarse una variante de esta te´cnica, que se presenta a continuacio´n.
III.5.2. Ventana deslizante
La te´cnica de la ventana deslizante, como me´todo gene´rico, se aplica en diferentes
a´mbitos incluso en criptografı´a [18], pero es especialmente conocida por su uso en el
protocolo TCP/IP, donde se encarga del control del flujo de datos [19].
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4 unsigned int i=0;
5 unsigned int feedBackByte = 0;
6
7 // Itera sobre los coeficientes de realimentacio´n
8 for (i=0; i < num_coefficients; i++){
9 feedBackByte = (feedBackByte ˆ
10 galois_single_multiply(val_coefficients[i],
11 contents[coefficients[i]],galoisField));
12 coefficients[i] = (++coefficients[i]) % R_LENGTH;
13 }
14
15 // Obtiene el byte de salida
16 generatedByte = contents[punteroInicio];
17
18 // Se avanzan los punteros modulo la longitud del registro
19 punteroInicio = (++punteroInicio % R_LENGTH);
20 punteroFin = (++punteroFin % R_LENGTH);
21
22 // Se incluye el byte de realimentacio´n




Utilizando los mismos principios de la te´cnica anterior es posible, sin embargo, evi-
tar alguno de sus inconvenientes haciendo uso de un bu´fer de longitud doble de la
necesaria. El esquema de funcionamiento se convierte, entonces, en el que sigue:
Cuando se escribe un nuevo valor en el bu´fer, se hace simulta´neamente en dos
lugares diferentes. El puntero comienza en la mitad del bu´fer de longitud doble
y cuando alcanza el final vuelve al medio de nuevo.
De esta forma, se puede acceder a todos los k−l valores intermedios en posiciones
fijas a la derecha del puntero.
En el Listado 7 se encuentra un esquema del funcionamiento de este me´todo y, en
la Figura III.5, una comparativa con la te´cnica del bu´fer circular. Como ventaja adi-
cional, este esquema permite que el registro puede tener una longitud arbitraria, sin
restricciones, y a pesar de ello resultar muy eficiente en su funcionamiento. El tiempo
de actualizacio´n de sus contenidos permanece siempre constante y pequen˜o, indepen-
dientemente del taman˜o del bu´fer, cualidad e´sta que resulta especialmente importante
para su uso en aplicaciones criptogra´ficas.
III.5.3. Desdoblamiento de bucle
Por u´ltimo, la te´cnica de desdoblamiento de bucle2 (Loop unrolling o loop unwinding
en ingle´s) es un me´todo de optimizacio´n muy utilizado en diversos a´mbitos de la in-
forma´tica, que pretende mejorar el tiempo de ejecucio´n de aquellas porciones de co´digo
2Resulta especialmente difı´cil encontrar referencias al nombre de esta te´cnica en castellano. Incluso en
textos acade´micos la te´cnica suele citarse exclusivamente en ingle´s.
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Algoritmo 7 Implementacio´n de un LFSR utilizando la te´cnica de ventana deslizante
1 byte LFSR_SWINDOW(void)
2 {
3 int i=0, j=0;
4 uint8_t feedBackByte = 0, generatedByte = 0;
5 int punteroK = R1_LENGTH;
6
7 feedBackByte = 0;
8
9 // Itera sobre los coeficientes de realimentacio´n
10 for (i=0; i < num_coefficients; i++)
11 feedBackByte = (feedBackByte ˆ
12 contents[punteroK - R1_LENGTH + coefficients[i]]);
13
14 // Obtiene el byte de salida
15 generatedByte = contents[punteroK-R1_LENGTH];
16
17 // Se incluye el byte de realimentacio´n
18 contents[punteroK-R1_LENGTH] = contents[punteroK] = feedBackByte;
19
20 if (++punteroK == 2*R1_LENGTH)




que contengan bucles [20][21]. Dado que la implementacio´n de un registro de desplaza-
miento en software es ba´sicamente la repeticio´n del cuerpo de un bucle, esta te´cnica
parece, a priori, encajar de forma natural con nuestros objetivos.
El desdoblamiento de bucle funciona replicando el cuerpo original del bucle prin-
cipal varias veces, ajustando el co´digo que se encarga de la comprobacio´n del fin del
bucle y eliminando las instrucciones de salto que resulten redundantes. Aunque pueda
parecer ilo´gico a primera vista, esta te´cnica consigue en la mayorı´a de los casos que el
co´digo optimizado, a pesar de ser ma´s largo, requiera menos tiempo de ejecucio´n. En el
Listado 8 puede encontrarse un ejemplo sencillo que ilustra el funcionamiento ba´sico
de esta te´cnica.


















Figura III.5: Comparativa de los me´todos de ventana deslizante y bu´fers circulares
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Algoritmo 8 Te´cnica de desdoblamiento de bucle aplicada a un ejemplo sencillo
1
2 // Co´digo sin optimizar // Co´digo optimizado








El nu´mero de instrucciones de saltos se reduce y, en consecuencia, la variable
ı´ndice que controla el bucle se modifica un nu´mero menor de veces.
En casi cualquier arquitectura moderna disen˜ada con un alto grado de paralelis-
mo, esta te´cnica puede obtener mejores prestaciones de ejecucio´n para las instruc-
ciones del interior del bucle.
El segundo de los aspectos citado es, sin duda, el ma´s importante. En el ejemplo an-
terior el co´digo sin optimizar no puede explotar el pipeline del microprocesador, pues
una instruccio´n de salto bloquea habitualmente este proceso, incluso en aquellas arqui-
tecturas que utilicen prediccio´n de salto [22]. Sin embargo, el co´digo optimizado puede
incluir las instrucciones de las lı´neas 5 a la 9 simulta´neamente en las diferentes etapas
del pipeline, aumentado de esta forma el paralelismo y rendimiento de la ejecucio´n.
Aunque es difı´cil de cuantificar y depende en gran medida de cada caso concreto,
en general esta te´cnica permite mejoras en el tiempo de ejecucio´n que oscilan entre el
10 y el 30 % [23, 24].
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III.6. ANA´LISIS DEL RENDIMIENTO
Tras analizar los aspectos subyacentes ma´s importantes, como los diferentes me´todos
de multiplicacio´n y te´cnicas para la implementacio´n eficiente en software, en este aparta-
do se unifican todos estos aspectos individuales y se analiza el rendimiento global de
un LFSR disen˜ado mediante las diversas te´cnicas propuestas en esta tesis. Concreta-
mente, se trata de un LFSR de 17 etapas, cuyos polinomios de realimentacio´n corre-
spondientes son los definidos en la seccio´n III.3.3.
El rendimiento de la implementacio´n software de estos me´todos ha sido analizado
en las plataformas anteriormente presentadas en el Cuadro III.5, con el fin de estudiar
su comportamiento en entornos reales. Este ana´lisis ha sido dividido en dos grandes
apartados, en funcio´n de en que´ parte de la ejecucio´n de cada me´todo se hace un mayor
e´nfasis: microana´lisis y macroana´lisis.
El primero de ellos mide, a muy bajo nivel, cua´les son los factores clave como
fallos de memoria cache´, utilizacio´n de los buses o CPI3 en la ejecucio´n de un LFSR
implementado en software. Por su parte, el macroana´lisis se centra en las me´tricas
de rendimiento usuales como tiempo de ejecucio´n, flujo de generacio´n de secuencia
cifrante y otras.
Finalmente, se ha analizado el comportamiento de todas las te´cnicas anteriores en
cuatro cuerpos algebraicos diferentes: el tradicional cuerpo binario GF(2) y sus cuerpos
extendidos GF(28), GF(216) y GF(232). La operacio´n de multiplicacio´n se ha implemen-
tado utilizando el me´todo ma´s ra´pido en cada caso, segu´n se analizo´ en III.4.
III.6.1. Microana´lisis
El microana´lisis del rendimiento incluye aspectos de bajo nivel, muy cercanos a la
estructura hardware del computador y al sistema operativo. Algunos de estos aspectos
incluyen medir el nu´mero de ciclos de CPU utilizados (y, en consecuencia, el CPI), los
fallos en los accesos a memoria, la utilizacio´n de los buses del sistema, etc...
Estos datos permitira´n averiguar si la implementacio´n realizada no esta´ completa-
mente optimizada y tiene algunos cuellos de botella que disminuyan su rendimiento.
Estos datos sera´n obtenidos con el mecanismo conocido como unidades de monitorizacio´n
del rendimiento (Performance Monitoring Units, PMUs).
III.6.1.1. Unidades de monitorizacio´n del rendimiento
Hoy en dı´a, todos los grandes procesadores modernos incluyen un conjunto de
monitores hardware de rendimiento que capturan informacio´n de la microarquitec-
tura de muy bajo nivel. Pueden, de esta forma, proporcionar informacio´n ma´s exacta
sobre co´mo el hardware esta´ siendo utilizado por los diferentes programas que corren
en ellos [25].
Curiosamente, aunque estos monitores han existido desde hace varios an˜os, es solo
recientemente cuando se han empezado a utilizar de forma masiva, debido a diferentes
causas (falta de buena documentacio´n por parte del fabricante, interfaces con el SO
escasos y defectuosos y falta de herramientas de calidad para su uso).
Especialmente importante para este trabajo es medir, con mucha precisio´n y con una
sobrecarga mı´nima, el tra´fico existente entre el nu´cleo del procesador y el subsistema
de memoria. Este y otros datos, que se denominan eventos, se miden utilizando conta-
dores de rendimiento, que no son ma´s que registros hardware especiales del procesador
dedicados exclusivamente a esta tarea.
3Clocks per Instructions Retired. Se analizara´ con detalle en la seccio´n III.6.1.2.
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Para obtener todos estos valores se han utilizado dos herramientas de ana´lisis: la In-
tel VTune profiling tool [26] y el interfaz perfmon2 [27]. Estas herramientas nos permitira´n
obtener los datos necesarios y realizar un microana´lisis pormenorizado de la ejecucio´n
de un LFSR en software, a la vez que nos permitira´ determinar los para´metros ma´s
importantes que influyen en su rendimiento.
Recoleccio´n de los datos Para realizar una toma de datos correcta y fiable, es impor-
tante respetar escrupolosamente los siguientes aspectos:
Las medidas deben realizarse siempre con una carga en el sistema similar y repro-
ducible. De esta forma, el co´digo bajo ana´lisis tendra´ un flujo de ejecucio´n similar
cada vez. Para conseguir esto, hay que asegurarse de que no existen procesos in-
necesarios en ejecucio´n y que el proceso analizado tiene a su disposicio´n la may-
orı´a del tiempo de CPU. En este trabajo, para asegurar al ma´ximo las condiciones
anteriores, el SO4 fue arrancando en el nivel de ejecucio´n 3, sin entorno gra´fico.
El co´digo bajo ana´lisis debe haber sido compilado utilizando las ma´ximas op-
ciones de optimizacio´n permitidas por el compilador. En entornos UNIX, la op-
cio´n -O3 proporciona estas caracterı´sticas, incluyendo un uso agresivo del pipeline
(que, como se ha analizado anteriormente, aporta beneficios claros en el caso de
los LFSR).
III.6.1.2. Utilizacio´n de CPU
El uso de CPU suele medirse utilizando la me´trica esta´ndar CPI (Clocks per Instruc-
tions Retired) [28]. Este valor se calcula de forma sencilla dividiendo el nu´mero de ciclos
de reloj en un periodo de tiempo de ejecucio´n del co´digo analizado por el nu´mero de
instrucciones que han finalizado durante el mismo:
CPI =
Nu´mero de ciclos de reloj
Nu´mero de instrucciones
El CPI es habitualmente el primero de los ratios que se comprueba cuando se desea
determinar do´nde es necesario centrar los esfuerzos de optimizacio´n en un co´digo de-
terminado. Valores bajos de CPI suponen buenos ratios, ya que indican que el co´digo
se ejecuta eficientemente. Por el contrario, altos valores de CPI implican que se esta´n
utilizando muchos ma´s ciclos de reloj de los que deberı´an. Normalmente los ratios CPI
observados en programas de uso comu´n oscilan entre 0.75, que supone un valor exce-
lente, y 4, que es indicativo de un rendimiento realmente pobre.
III.6.1.3. Subsistema de memoria cache´
Uno de los aspectos ma´s importantes en el ana´lisis del rendimiento es la influen-
cia de los accesos a memoria y, ma´s concretamente, a la memoria cache´. En funcio´n
del procesador, pueden existir mu´ltiples niveles de memoria cache´ antes de que sea
necesario acceder a la memoria principal.
En esta tesis se ha supuesto una estructura de este subsistema de memoria como
la descrita en la figura III.6, con dos niveles de cache´ de nivel 1 y una de nivel 2.
Esta u´ltima, la memoria L2, es compartida entre instrucciones y datos, mientras que
L1 dispone de dos a´reas diferenciadas: L1D para datos y L1I para instrucciones. Por
supuesto, como es habitual, la memoria L1 suele ser mucho ma´s ra´pida que L2.
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Figura III.6: Estructura de memoria cache´ considerada en este trabajo de tesis
La importancia de esta me´trica radica en el hecho de que un valor alto de fallos en
L1 indica que el co´digo a menudo no encuentra los datos que necesita en este nivel y
debe “pagar” la penalizacio´n que supone el acceso a L2, una memoria de acceso ma´s
lento que la anterior.
Por otro lado, una tasa alta de fallos en L2 indica que el co´digo tiene un conjunto
residente de datos mayor que la propia L2. Evitar este problema es una de las razones
por los que los me´todos de multiplicacio´n propuestas tratan, siempre que sea posible,
de crear tablas que puedan ser alojadas completamente en este nivel de memoria.
III.6.1.4. Utilizacio´n de los buses del sistema
El ratio de utilizacio´n de buses esta´ directamente relacionado con el anterior, ya
que mide el porcentaje de ciclos de bus que se utilizan para la transferencia de datos
de cualquier tipo. Claramente, una alta utilizacio´n de estos buses indica que existe un
flujo de tra´fico muy alto entre el procesador y la memoria principal.
Dado que el acceso a los buses del sistema es una operacio´n muy lenta comparada
con la transferencia entre niveles de memoria cache´, un co´digo con una mala pun-
tuacio´n en esta me´trica tendra´ obviamente un bajo rendimiento.
III.6.1.5. Resultados y Conclusiones del microana´lisis
Los resultados obtenidos por las implementaciones realizadas en este trabajo de
tesis han sido excelentes. El valor CPI ha oscilado siempre entre 0.64 y 0.95, para el
caso mejor y peor, respectivamente. Este dato demuestra que las implementaciones
esta´n altamente optimizadas y son, por tanto, u´tiles para medir el rendimiento real de
las diferentes configuraciones de LFSR planteadas.
En cuanto al uso de memoria, durante la ejecucio´n de los experimentos se pueden
diferenciar claramente dos etapas.
En la primera de ellas, transitoria, se observa una tasa de utilizacio´n de los buses
muy alta, que va paulatinamente decreciendo hasta estabilizarse a un valor muy bajo.
Esto se debe, como es lo´gico, a una serie de fallos en la memoria cache´ producidos por
la carga del programa en memoria principal, la creacio´n de las tablas de multiplicacio´n,
etc... En la Figura III.7 puede observarse la evolucio´n de la tasa de fallos durante este
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Figura III.7: Evolucio´n de la utilizacio´n de los buses del sistema. El eje de abscisas
indica el tiempo, en milisegundos, transcurrido desde el inicio de la ejecucio´n del LFSR.
En el eje de ordenadas pueden encontrarse el nu´mero de transferencias por segundo
en los buses.
periodo, etiquetado como ’Fase de carga’, que se extiende durante los primeros 50 ms
aproximadamente.
En el segundo periodo, que dura desde los 50 ms en adelante (’Fase de funcionamien-
to’), es cuando realmente comienza la ejecucio´n del LFSR. En ese momento, todos los
datos necesarios esta´n ya en memoria cache´ y puede observarse que se producen muy
pocos fallos en L2, lo que implica que la mayorı´a de la actividad de la cache´ ocurre en
L1 y L2.
Por otro lado, tambie´n se han medido otros para´metros menores, como el tiem-
po medio de los accesos a memoria o el nu´mero de fallos en la predicciones de salto,
aunque sus valores concretos no se muestran puesto que son pra´cticamente cero en
todos los casos. Ambos para´metros parecen, de esta forma, confirmar las conclusiones
pues unos valores tan bajos, que pueden considerarse cero en la pra´ctica, corresponden
a una alta eficiencia del programa analizado, en todas las configuraciones.
Finalmente, en la Figura III.8 puede encontrarse, de forma gra´fica, un resumen de
todos los datos aportados en estos experimentos. En ella se compara, adema´s, el com-
portamiento de estos LFSRs extendidos con otros algoritmos de referencia, como AES
funcionando en modo “cifrado en flujo” (AES-CTR) [29, 30] y RC4 [31]. De esta com-
parativa pueden extraerse interesantes conclusiones.
La primera es que el CPI de todas las implementaciones es sensiblemente menor
que el de AES-CTR. Este hecho resulta lo´gico hasta cierto punto, pues aunque AES sea
probablemente uno de los algoritmos ma´s revisados y optimizados de la historia de la
criptografı´a, no deja de ser un cifrador en bloque, mucho ma´s “pesado” y complejo que



















































Figura III.8: Comparativa de diversos para´metros correspondientes al microana´lisis
entre las implementaciones realizadas y otros algoritmos de referencia, como AES-CTR
y RC4.
un LFSR bien optimizado.
Por otro lado, el CPI es tambie´n inferior, aunque en menor medida, al de RC4. Este
dato sı´ resulta ma´s significativo, pues RC4 es un cifrador en flujo, con el que sı´ podemos
comparar directamente los resultados obtenidos.
III.6.2. Macroana´lisis
A diferencia del estudio anterior, el macroana´lisis que se presenta a continuacio´n
hace uso de las me´tricas habitualmente utilizadas en la valoracio´n de la eficiencia de
una implementacio´n, como el tiempo de ejecucio´n total o la capacidad ma´xima de gen-
eracio´n de datos de salida. En nuestro caso, los experimentos consistieron en evaluar
las me´tricas anteriores durante la generacio´n de una secuencia cifrante de 107 bytes por
parte de un LFSR construido segu´n las te´cnicas expuestas hasta el momento.
Dado que existen muchos factores que influyen en el rendimiento final, como el
cuerpo base elegido o las diferentes mejoras a la implementacio´n estudiadas en las
seccio´n IV.4.1.1, se han utilizado 16 configuraciones diferentes, con el fin de poder dis-
tinguir que´ proporcio´n del rendimiento final corresponde a cada uno de los factores
bajo estudio.
Para cada una de estas configuraciones se ha calculado la tasa de generacio´n de se-
cuencia cifrante, medida en Mbytes por segundo, y un factor de mejora. Este factor mide
el incremento observado en el rendimiento de cada configuracio´n respecto al que ten-
drı´a un LFSR tradicional, definido sobre GF(2), y ejecutado en exactamente las mismas
condiciones. De esta forma, un factor de mejora de 2 significa que el modelo propuesto
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es 2 veces ma´s ra´pido que las implementaciones existentes.
Por u´ltimo, cada medida han sido llevada a cabo realizando un total de 10 ejecu-
ciones de cada configuracio´n, descartando el valor ma´ximo y mı´nimo, y calculado la
media aritme´tica del resto de valores.
III.6.2.1. Factores de mejora
Con el fin de analizar con precisio´n el comportamiento de cada una de las mejoras
de implementacio´n propuestas, se han definido varios factores de mejora cada uno de
ellos con un objetivo diferente:
Factor de mejora α: mide la mejora obtenida a trave´s del uso, exclusivamente, de
cuerpos extendidos. Se calcula comparando los tiempos necesarios para generar
la secuencia de prueba en GF(2) y en cada cuerpo.
Factor de mejora β: mide la mejora debida a utilizar, u´nicamente, las diversas
te´cnicas de mejora de implementacio´n: bu´fers circulares, ventanas deslizantes y
desdoblamiento de bucles. Este factor se calcula, por tanto, comparando los tiem-
pos invertidos por la configuracio´n en el cuerpo correspondiente sin mejoras y
con cada una de las mejoras de implementacio´n.
Factor de mejora γ: indica la mejora global obtenida por el uso combinado de
las mejoras de implementacio´n y de los cuerpos extendidos. Es, claramente, el
mejor indicador, pues refleja la mejora total que es posible obtener utilizando
las te´cnicas expuestas. De forma intuitiva, y teniendo en cuenta las inherentes e
inevitables imprecisiones en la medida, se debe cumplir que γ ≈ α + β.
III.4 Ejemplo. Veamos con un ejemplo co´mo se han calculado los diferentes factores de mejora. Uti-
lizando los datos que pueden encontrarse en las Tablas III.7 y III.8, se observa que: para la arquitec-
tura Dual Core los tiempos que necesita para generar la secuencia de prueba con la configuracio´n
tradicional, con ventanas deslizantes en GF(2), sin mejoras en GF(28) y con ventanas deslizantes en
GF(28), son respectivamente 1.58, 0.47, 0.56 y 0.44 segundos.
Ası´, el factor α que mide la relacio´n entre los tiempos invertidos por la configuracio´n tradicional y la
que utiliza cuerpos extendidos serı´a αGF(28) = 1.58/0.56 = 2.82.
Por otro lado, con el uso de ventanas deslizantes, trabajando en el mismo cuerpo, so´lo son necesarios
0.44 segundos, por lo que el factor de mejora β serı´a, por tanto, β = 0.56/0.44 = 1.27.
Finalmente, el tiempo invertido utilizando ventanas deslizantes y un cuerpo extendido, GF(28) en este
caso, es de 0.44 segundos. Por tanto, el u´ltimo factor de mejora, γGF(28) es de γGF(28) = 1.58/0.44 =
3.59.
III.6.2.2. Resultados y Conclusiones del macroana´lisis
El primero de los aspectos que ha sido estudiado es la evolucio´n del factor α o, lo
que es lo mismo, co´mo varı´a la mejora en el rendimiento que proporciona el uso de
cuerpos extendidos. Para obtener resultados ma´s significativos, se ha realizado este
ana´lisis en diversas plataformas hardware, estudiando tambie´n co´mo afecta e´sta al
rendimiento final.
Factor α Los valores obtenidos pueden encontrarse resumidos en el Cuadro III.7. En
ella se encuentran los resultados para cada arquitectura hardware, clasificados segu´n
el cuerpo base que ha sido utilizado, junto con la tasa de generacio´n y factor de mejora
α obtenidos.





















Figura III.9: Evolucio´n del factor α frente al taman˜o del cuerpo extendido base
La primera de las conclusiones que puede extraerse de los datos es que, tal y como
se esperaba, conforme el taman˜o del cuerpo aumenta, el rendimiento tambie´n lo hace
en todas las arquitecturas. Sin embargo, un hecho significativo y llamativo es que el
beneficio que puede obtenerse es distinto en las diferentes arquitecturas. Tal y como
puede observarse en la Figura III.9, la arquitectura que obtiene mayor beneficio, con un
factor α ma´ximo de 16.35 para GF(216), es la de Pentium III que constituye la de menor
complejidad y capacidad de co´mputo. En otras palabras, puede decirse que las “peo-
res” plataformas se benefician ma´s del uso de cuerpos extendidos que las arquitecturas
ma´s modernas.
La razo´n de este comportamiento es que las plataformas como Pentium III cuentan
con un menor nu´mero de estructuras de optimizacio´n hardware internas, tales como
mo´dulos de prediccio´n de salto o pipeline de mayor nu´mero de etapas. Por tanto, el
beneficio del uso de los cuerpos extendidos es ma´s notable y no queda “difuminado”
e incluido en el aumento de rendimiento proporcionado, de forma intrı´nseca, por las
te´cnicas de optimizacio´n hardware. En cierta manera, podrı´amos decir que lo que se
consigue es emular por software las estructuras anteriores.
En el resto de plataformas, ma´s modernas y por tanto quiza´s ma´s significativas, el
aumento del rendimiento es tambie´n muy notable. Por ejemplo, en el cuerpo GF(28) el
LFSR resultante es casi 3 veces ma´s ra´pido que su equivalente tradicional sobre GF(2).
Este buen resultado es posible, en gran medida, gracias a que las operaciones de mul-
tiplicacio´n se llevan a cabo utilizando tablas de pequen˜o taman˜o, que caben completa-
mente en memoria RAM y cuyo acceso es muy ra´pido.
Sin embargo, conforme aumenta el taman˜o del cuerpo, las operaciones matema´ticas
involucradas se vuelven cada vez ma´s costosas. Por esta razo´n, se produce un curioso
feno´meno: el factor de mejora se incrementa de forma lineal hasta GF(216) y, entonces,
en lugar de seguir aumentando como cabrı´a esperar, decrece ligeramente para GF(232).
La razo´n de este comportamiento se debe a que, en ese punto, el compromiso entre
III.6. ANA´LISIS DEL RENDIMIENTO 79
el aumento de rendimiento y el coste computacional de las operaciones de multipli-
cacio´n se rompe. En dicho punto, el coste de cada operacio´n empieza a ser mayor que
el beneficio obtenido y, por tanto, deja de compensar su uso respecto a GF(216).
Esto no significa, por supuesto, que trabajar en el cuerpo GF(232) no sea rentable
respecto a hacerlo en el tradicional GF(2), sino u´nicamente que la tendencia observada
hasta el momento en el rendimiento, conforme el taman˜o del cuerpo aumenta, comien-
za a decrecer. En cualquier caso, trabajar en GF(232) resulta entre 3 y 13 veces ma´s efi-
ciente que en el cuerpo binario.
Resumen A la vista de los experimentos realizados y los datos recogidos es posible
obtener dos importantes conclusiones en cuanto al uso de cuerpos extendidos en LF-
SRs. La primera es que el uso de e´stos cuerpos proporciona importantı´simas mejoras
respecto a los me´todos tradicionales, que pueden llegar a factores 14, o del 1300 %5 en
arquitecturas con una capacidad de co´mputo modesta. En arquitecturas ma´s modernas
y potentes, el incremento es algo menor pero alcanza todavı´a cifras muy significativas,
del orden del 600 %.
La segunda de las conclusiones es que, en contra de lo cabrı´a esperar, el cuerpo ma´s
eficiente resulta ser GF(216) en lugar de GF(232), aunque e´ste u´ltimo proporciona un
mayor nu´mero de bits por cada salida.
La explicacio´n de este feno´meno radica en el hecho de que conforme aumenta la
dimensio´n del cuerpo las operaciones matema´ticas involucradas se vuelven cada vez
ma´s costosas. Cuando el taman˜o de los elementos del cuerpo alcanza los 32 bits, el
coste de cada operacio´n comienza a superar el beneficio obtenido y, por tanto, decrece
su rendimiento respecto a GF(216).
De acuerdo a los datos, puede concluirse, finalmente, que el cuerpo extendido ma´s
eficiente para la implementacio´n de LFSRs en software es GF(216).
Te´cnicas de implementacio´n: factores β y γ El uso de cuerpos extendidos con el fin
de aumentar el rendimiento no excluye, por supuesto, la utilizacio´n de otras te´cnicas
de mejora. En esta seccio´n se analiza el impacto en el rendimiento debido exclusiva-
mente al uso de estas te´cnicas y, finalmente, al uso combinado de cuerpos extendidos
y te´cnicas de mejora, que se medira´n con los factores β y γ respectivamente.
La primera de las te´cnicas, los bu´fers circulares, obtiene un factor de mejora βma´ximo
de 7.7 para el cuerpo GF(216). Las te´cnicas de ventanas deslizantes y desdoblamiento
de bucles incrementan este valor hasta 8.25 y 10.15, respectivamente. Estos valores, jun-
to con los correspondientes para el resto de combinaciones de te´cnica-cuerpo, pueden
encontrarse en el Cuadro III.8.
Sin embargo, se comprueba co´mo el aumento del taman˜o del cuerpo y el coste de
las operaciones implicadas hace que las te´cnicas de mejora tengan cada vez menos
efecto en el rendimiento, como puede observase claramente en la Figura III.10 (a). Ası´,
en GF(2), la te´cnica de desdoblamiento de bucles obtiene un factor β de casi 9, mientras
que la misma te´cnica, en GF(232), apenas tiene una mejora de β = 1.28 (22 %) respecto a
no utilizar dicha te´cnica. En general ninguna de las te´cnicas supera un factor de mejora
de 2 para ninguno de los cuerpos extendidos.
Podemos concluir, por tanto, que las te´cnicas de mejora son muchas ma´s efecti-
vas en GF(2) y que van perdiendo importancia conforme aumenta el taman˜o del cuer-
po. Por esta razo´n, en GF(232) es posible que no compense asumir el coste de imple-
mentacio´n de ninguna te´cnica de mejora, dado que el ma´ximo beneficio obtenible sera´
de 1.2 o de un 21 %, que se obtiene con el desdoblamiento de bucles.
5La relacio´n entre el factor de mejora α y la misma mejora expresada en porcentaje es % = (α − 1) × 100.
Ası´, un factor α=2 implica una mejora del (2 − 1)100 = 100 %.







ATmega168 4450 0.002 —
Pentium III 24.37 0.41 —
Dual Core 1.58 6.32 —







ATmega168 1650 0.006 3
Pentium III 3.89 2.57 6.25
Dual Core 0.56 21.27 2.80







ATmega168 — — —
Pentium III 1.49 6.71 16.35
Dual Core 0.24 41.66 6.60







ATmega168 — — —
Pentium III 1.79 5.58 13.57
Dual Core 0.27 37.03 5.85
Athlon 0.37 27.02 3.08
Cuadro III.7: Resultados nume´ricos del factor α. Este factor mide el incremento en el
rendimiento producido por el uso de cuerpos extendidos.
Los resultados nume´ricos de los experimentos realizados concluyen, por tanto, que
la forma ma´s eficiente de implementar registros de desplazamiento en software es tra-
bajar en el cuerpo extendido GF(216), en lugar del cuerpo binario tradicional, y utilizar
la te´cnica de implementacio´n de desdoblamiento de bucles, como muestra la Figura
III.10 (b). De esta forma es posible conseguir mejoras en el rendimiento espectaculares,
con un factor de mejora γ de 10.15, que supone un incremento de ma´s del 900 %.

















































(b) Evolucio´n del factor γ en funcio´n del taman˜o del cuerpo extendido utilizado.
Figura III.10: Evolucio´n de los factores β y γ en la arquitectura Athlon
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Te´cnica de mejora Cuerpo
GF(2) GF(28) GF(216) GF(232)
Ninguna
Tasa de salida
(MB/s) 6.32 21.27 41.66 37.03
Factor de
mejora β - - - -
Factor de
mejora γ - 2.80 6.60 5.74
Bu´fers circulares
Tasa de salida
(MB/s) 9.70 22.72 58.82 43.47
Factor de
mejora β 1.30 1.01 1.18 1.00
Factor de
mejora γ 1.28 2.87 7.76 5.73
Ventanas deslizantes
Tasa de salida
(MB/s) 24.39 27.02 62.5 47.61
Factor de
mejora β 3.36 1.27 1.23 1.08
Factor de
mejora γ 3.21 3.56 8.25 6.28
Desdoblamiento de bucles
Tasa de salida
(MB/s) 66.67 38.46 76.92 55.55
Factor de
mejora β 8.87 1.86 1.62 1.28
Factor de
mejora γ 8.82 5.07 10.15 7.33
Cuadro III.8: Resultados nume´ricos: factores β y γ. El factor γ representa el incremento
en rendimiento ma´ximo que, finalmente, puede obtenerse con los me´todos introduci-
dos en este trabajo de tesis.
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III.7. TESTS ESTADI´STICOS
Una vez analizado el rendimiento de los nuevos registros de desplazamiento, en
esta seccio´n comprobaremos que las excelentes propiedades estadı´sticas que caracter-
izan a los tradicionales registros definidos en GF(2) se mantienen en GF(2n). Para ello
se ha aplicado una exhaustiva baterı´a de pruebas, pertenecientes a una serie de tests
estadı´sticos ampliamente reconocidos y utilizados.
Debido a que es imposible proporcionar una prueba matema´tica concluyente de
que un generador funciona realmente de forma aleatoria, estos tests ayudan a detectar
ciertas debilidades que e´ste podrı´a presentar.
Metodologı´a A grandes rasgos, este proceso se lleva a cabo tomando varias secuen-
cias proporcionadas por el generador y convirtie´ndolas en entrada de los distintos tests,
cada uno de los cuales esta´ disen˜ado para comprobar si cierto aspecto que una secuen-
cia aleatoria sı´ exhibirı´a esta´ presente en la secuencia de entrada. Por ejemplo, uno de
los aspectos ba´sicos de una secuencia binaria podrı´a ser que el nu´mero de 0’s y 1’s fuera
aproximadamente el mismo.
Los tests existentes en la comunidad cientı´fica se han ido generalizando con el tiem-
po, incluyendo cada vez ma´s pruebas y abarcando ma´s aspectos de las secuencias anal-
izadas. Para incluir tambie´n una perspectiva histo´rica, estos tests sera´n presentados de
forma cronolo´gica y, por tanto, de menor a mayor complejidad y efectividad, como
puede observarse en la Figura III.11.
El estudio comienza con una breve exposicio´n de los conceptos estadı´sticos ba´sicos
necesarios para comprender el funcionamiento y las conclusiones de los tests posteri-
ores. A continuacio´n se desarrollara´ una descripcio´n de los postulados de Golomb, que
fueron el primer intento de establecer una serie de condiciones necesarias para medir
la bondad de una secuencia pseudoaleatoria perio´dica, para despue´s presentar algunos
de los tests estadı´sticos ba´sicos, como el test de frecuencias, el de series o el de rachas,
entre otros.
En los apartados III.7.4, III.7.5 y III.7.6 se describen elconjunto de tests utilizados y,
finalmente, en la seccio´n III.7.7 se presenta un resumen de los resultados obtenidos.
III.7.1. Fundamentos estadı´sticos
III.3 Definicio´n. (Variable aleatoria continua) Se dice que X es una variable aleatoria con-
tinua si es el resultado de un experimento y puede tomar el valor de cualquier nu´mero
real. Una funcio´n de densidad de probabilidad de una variable aleatoria continua X es una
funcio´n f (x) que puede ser integrada y cumple:
1. f (x) ≥ 0 para todo x ∈ R.
2.
∫ ∞
−∞ f (x)dx = 1
3. Para todo a, b ∈ R, se verifica que P(a < X ≤ b) = ∫ ba f (x)dx.
III.4 Definicio´n. (Distribucio´n normal) Una variable aleatoria X tiene una de media µ y








2σ2 , −∞ < x < ∞
Ası´, se dice que X es N(µ, σ). Si X es N(0, 1), entonces se dice que X tiene una dis-
tribucio´n normal esta´ndar.
La distribucio´n normal posee ciertas propiedades importantes que conviene destacar:
























Figura III.11: Tests estadı´sticos
1. Tiene una u´nica moda, que coincide con su media y su mediana.
2. La curva normal es asinto´tica al eje de abscisas. Por ello, cualquier valor entre −∞ y
∞ es teo´ricamente posible. El a´rea total bajo la curva es, por tanto, igual a 1.
3. Es sime´trica con respecto a su media. Segu´n esto, para este tipo de variables existe
una probabilidad de un 50 % de observar un dato mayor que la media, y un 50 % de
observar un dato menor.
4. La distancia entre la lı´nea trazada en la media y el punto de inflexio´n de la curva
es igual a una desviacio´n tı´pica. Cuanto mayor sea e´sta, ma´s aplanada sera´ la curva
de la densidad.
5. El a´rea bajo la curva comprendido entre los valores situados aproximadamente a
dos desviaciones esta´ndar de la media es igual a 0.95. En concreto, existe un 95 %
de posibilidades de observar un valor comprendido en ese intervalo.
6. La forma de la campana de Gauss depende de los para´metros µ y σ (ve´ase Figura
III.12). La media indica la posicio´n de la campana, de modo que para diferentes val-
ores la gra´fica se desplaza a lo largo del eje horizontal. Por otra parte, la desviacio´n
esta´ndar determina el grado de apuntamiento de la curva. Cuanto mayor sea el val-
or de σ, ma´s se dispersara´n los datos en torno a la media y la curva sera´ ma´s plana.
Un valor pequen˜o de este para´metro indica, por tanto, una gran probabilidad de
obtener datos cercanos al valor medio de la distribucio´n.
Como se deduce de este u´ltimo apartado, no existe una u´nica distribucio´n normal,
sino una familia de distribuciones con una forma comu´n, diferenciadas por los valores
de su media y su varianza. De entre todas ellas, la ma´s utilizada es la distribucio´n
normal esta´ndar, que corresponde a una distribucio´n de media 0 y varianza 1.
III.1 Proposicio´n. Si la variable aleatoria X es N(µ, σ), entonces la variable Z = (X − µ)/σ
es N(0, 1).

















Figura III.12: Distribucio´n normal, con diferentes medias y varianzas.
III.5 Definicio´n. (Distribucio´n χ2) Una variable aleatoria X tiene una distribucio´n χ2




2−1e− x2 , 0 ≤ x < ∞
0 x < 0




xt−1e−xdx, t > 0
La media y la varianza de esta distribucio´n son µ = v y σ2 = 2v, respectivamente.
III.7.1.1. Contraste de hipo´tesis
El contraste de hipo´tesis, tambie´n denominado test de hipo´tesis o prueba de signifi-
cacio´n, es una te´cnica de inferencia estadı´stica para juzgar si una propiedad que se
supone cumple una poblacio´n estadı´stica es compatible con lo observado en una mues-
tra de dicha poblacio´n.
En nuestro caso, la propiedad que se desea comprobar es la aleatoriedad de las
secuencias producidas por el generador propuesto en esta tesis.
III.6 Definicio´n. (Hipo´tesis estadı´stica) Una hipo´tesis estadı´stica H es una afirmacio´n
sobre la distribucio´n de una o ma´s variables aleatorias.
III.7 Definicio´n. (Contraste de hipo´tesis) Un contraste de hipo´tesis es un procedimiento,
basado en los valores observados de dicha variable, que lleva a la aceptacio´n o rechazo
de la hipo´tesis planteada H. Es importante sen˜alar que el test so´lo proporciona una
medida de la fuerza de la evidencia dada por los datos contra la hipo´tesis, por lo que
la conclusio´n es de naturaleza probabilı´stica, no definitiva.
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Por u´ltimo, el nivel de significacio´n α del contraste de hipo´tesis H es la probabilidad de
rechazar la hipo´tesis H cuando e´sta es cierta.
La hipo´tesis que se desea comprobar se denomina hipo´tesis nula6, y suele denotarse
como H0. El nombre de “nula” indica que H0 representa la hipo´tesis que se presupone
cierta a menos que los datos indiquen su falsedad, y puede entenderse por tanto en el
sentido de “neutra”.
Como se ha comentado, la hipo´tesis H0 nunca puede ser considera absolutamente
probada, aunque sı´ puede ser fa´cilmente rechazada por los datos. Por ejemplo, la hipo´tesis
de que dos poblaciones tienen la misma media podrı´a ser rechazada cuando ambas
difirieran mucho, pero no podrı´a ser “demostrada” mediante muestreo, puesto que
siempre cabrı´a la posibilidad de que las medias difirieran en una cantidad lo suficien-
temente pequen˜a para que no pudiera ser detectada, aunque la muestra fuera muy
grande.
De manera explı´cita o implı´cita, la hipo´tesis nula se enfrenta a otra denominada
hipo´tesis alternativa y que se denota H1. En los casos en los que no se especifica H1 de
manera explı´cita puede considerarse definida implı´citamente como “H0 es falsa”.
Desde el punto de vista de esta tesis,H0 es la hipo´tesis de que el LFSR planteado, definido
sobre GF(2n), produce secuencias aleatorias. H1 es, por tanto, la hipo´tesis de que el gener-
ador no produce dichas secuencias y no puede considerarse apto para su uso en apli-
caciones criptogra´ficas.
III.5 Ejemplo. En la distribucio´n B(1; p) el campo de variacio´n del para´metro p es el intervalo (0,1).
Una hipo´tesis nula puede ser la pertenencia de p al intervalo Θ0 = (0, 0.3] y la alternativa a Θ1 =
(0.3, 1), es decir, H0 = {0 < p ≤ 0.3}, H1 = {0.3 < p < 1}.
Si los subconjuntos Θ0 y Θ1 se componen de un u´nico elemento (θ0 y θ1, respectiva-
mente) las hipo´tesis correspondientes se denominan simples y, en caso contrario, com-
puestas. En la hipo´tesis simple, la distribucio´n de probabilidad queda perfectamente
determinada y es u´nica.
III.7.1.2. Nivel de significacio´n
La solucio´n dada al problema del contraste de dos hipo´tesis implica la posibilidad
de acertar o fracasar en la eleccio´n, al no saber con certeza cua´l es la verdadera. La
situacio´n queda reflejada en el siguiente cuadro:
Decisio´n
Aceptar H0 Rechazar H0
Hipo´tesis cierta H0 Correcta Erro´neaH1 Erro´nea Correcta
Expresado de otra forma:
Si la hipo´tesis nula es cierta y se acepta, la decisio´n es, evidentemente, correcta.
Si la hipo´tesis nula es cierta y se rechaza, la decisio´n es erro´nea y se comete un
error de tipo I, o de primera especie.
Si la hipo´tesis alternativa es cierta y se acepta, la decisio´n es correcta.
6El te´rmino ’hipo´tesis nula’ fue introducido por Fisher en su exposicio´n sobre el caso de la dama y el te´
con leche para representar la hipo´tesis defendida por este investigador: la posibilidad nula de que la dama
pudiera distinguir el orden en el que se vertieron el te´ y la leche.
III.7. TESTS ESTADI´STICOS 87
Si la hipo´tesis alternativa es cierta y se rechaza, la decisio´n es, de nuevo, erro´nea
y se comete un error de tipo II, o de segunda especie.
La probabilidad de cometer el error de tipo I se llama nivel de significacio´n del contraste,
o taman˜o de la regio´n crı´tica, y se denota por α.
Por otro lado, la probabilidad de cometer el error de tipo II no tiene un nombre par-
ticular, aunque se suele representar por β. Habitualmente se utiliza su complementario
a la unidad (1-β), que sı´ recibe el nombre de potencia del contraste, y corresponde a la
probabilidad de rechazar la hipo´tesis nula siendo falsa (o, equivalentemente, aceptar la
hipo´tesis alternativa siendo cierta).
Es importante sen˜alar que si el nivel de significacio´n del contraste de hipo´tesis es
demasiado elevado, existe entonces el peligro de que puedan aceptarse secuencias que
no tienen realmente las caracterı´sticas deseadas. Por otro lado, si el nivel de signifi-
cacio´n es demasiado bajo, el resultado serı´a que podrı´an rechazarse secuencias perfec-
tamente va´lidas (incluso aquellas producidas por un generador realmente aleatorio,
como los basados en feno´menos fı´sicos). En general, los niveles utilizados en criptografı´a
oscilan entre 0.001 y 0.05.
El me´todo que seguiremos puede resumirse en los siguientes pasos:
1. Enunciar la hipo´tesis. Estableciendo la hipo´tesis nula en te´rminos de igualdad:
H0 : θ = θ0
Por otro lado, establecer la hipo´tesis alternativa, lo que puede realizarse de tres
maneras, dependiendo del problema analizado:
H1 : θ , θ0, θ < θ0, θ > θ0
En el primer caso se habla de contraste bilateral o de dos colas, y en los otros dos de
lateral (derecho en el 2o caso, o izquierdo en el 3o) o de una cola.
2. Elegir un nivel de significacio´n α y construir la zona de aceptacio´n. A la zona de
rechazo la llamaremos regio´n crı´tica, y su a´rea es el nivel de significacio´n.
3. Elegir un estadı´stico de contraste7. Verificar la hipo´tesis extrayendo una muestra
cuyo taman˜o se ha decidido en el paso anterior y obteniendo de ella el correspon-
diente estadı´stico.
4. Decidir si el valor calculado en la muestra cae dentro de la zona de aceptacio´n, en
cuyo caso se acepta la hipo´tesis, o se rechaza en caso contrario.
7Un estadı´stico es una funcio´n que opera sobre los elementos de una muestra aleatoria. Por ejemplo, podrı´a
definirse un estadı´stico que midiera el nu´mero de 1’s en una secuencia binaria.
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III.6 Ejemplo. Este ejemplo ilustra de forma sencilla el procedimiento anterior. Partimos de la sigu-
iente situacio´n: “Un estudio trata de establecer el efecto del estre´s sobre la presio´n arterial. La hipo´tesis
de partida es que la presio´n sisto´lica media en varones jo´venes estresados es mayor que 18 cm de Hg.
Se estudia una muestra de 36 sujetos y se obtiene que la media de la presio´n es µ = 18.5 cm de Hg,
con una varianza de σ = 3.6. Con un nivel de significacio´n de α = 0, 05, ¿que´ puede decirse sobre la
hipo´tesis de partida?”.
Solucio´n: Siguiendo los pasos del procedimiento anterior, puede establecerse que:
1. La hipo´tesis nula, aquella que pretendemos rechazar, es H0 : µ = 18, y la hipo´tesis alternativa:
H1 : µ > 18, que se trata de un contraste lateral derecho.
2. El nivel de significacio´n viene dado en el enunciado del problema, y es α = 0.05.






donde la regio´n crı´tica se define como T > tα. Si el contraste hubiera sido lateral izquierdo, la
regio´n crı´tica se hubiera definido como T <1−α. En nuestro caso, el valor obtenido es t(36)0.05 =
1.69.






y, como no es mayor que 1.69, la hipo´tesis no esta´ en la regio´n crı´tica y, por tanto, H0 no es
rechazada.
En esta tesis, el procedimiento de contraste de hipo´tesis se convertira´ en el siguiente:
1. La hipo´tesis nula H0 sera´ que el generador propuesto produce secuencias pseu-
doaleatorias de calidad criptogra´fica.
2. El nivel de significacio´n sera´ de α = 0.01, valor tı´pico utilizado a menudo en es-
ta clase de pruebas, en las que se pretende comprobar la validez para uso crip-
togra´fico. No´tese que se trata de un valor ma´s exigente que los utilizados habitual-
mente en otras a´reas cientı´ficas, donde un nivel de significacio´n habitual se situ´a en
torno a α = 0.05.
3. La toma de muestras y el ca´lculo del correspondiente estadı´stico se hara´ utilizando
una serie de baterı´as de tests de reconocido prestigioso y amplio uso, como los tests
Diehard, NIST, ENT y Crypt-X.
4. La verificacio´n y decisio´n final se hara´ en base a los resultados obtenidos en el punto
anterior.
III.7.1.3. P-valores
En este punto se continu´an estudiando conceptos estadı´sticos necesarios para la
correcta interpretacio´n de las pruebas realizadas posteriormente.
III.8 Definicio´n. (p-valor) Se define como p-valor [32], tambie´n conocido como valor
crı´tico, a la probabilidad, bajo la hipo´tesis nula, de que el azar proporcione un resutado
ma´s discrepante del que ha dado la muestra.
En este caso, “ma´s discrepante” significa que la distribucio´n bajo la hipo´tesis nula
diese un valor ma´s lejano de cumplir la hipo´tesis nula del que han proporcionado los
datos.
III.7. TESTS ESTADI´STICOS 89
Un p-valor puede entenderse tambie´n como el menor nivel de significacio´n para
el que se rechazarı´a la hipo´tesis nula, H0. O, ma´s formalmente, el p-valor de un ex-
perimento es una variable aleatoria tal que su distribucio´n bajo la hipo´tesis nula es
uniforme en el intervalo [0, 1).
III.7 Ejemplo. Consideremos que se lleva a cabo un experimento para determinar si el lanzamiento
de una moneda es correcto, es decir, tiene un 50 % de probabilidades tanto de salir cara como cruz.
En este caso, la hipo´tesis nula H0 serı´a que la moneda no esta´ trucada y que, por tanto, cualquier
desviacio´n de la media puede ser achacado al azar. Los resultados del experimento son que la moneda
produce 14 caras en un total de 20 tiradas.
El p-valor del experimento serı´a, por tanto, la probabilidad, que denominaremos p0, de que una mon-
eda perfecta produjera al menos 14 caras ma´s la probabilidad, p1, de que produjera 6 caras o menos.
Dado que el lanzamiento de una moneda sigue una distribucio´n binomial, la probabilidad de que se
produzcan al menos 14 caras es de 0.0577. Por simetrı´a, p1 = p0, por lo que, finalmente, el p-valor
serı´a 0.0577 × 2 = 0.1154.
En general, la hipo´tesis nula serı´a rechazada si el p-valor es menor o igual que el
nivel de significacio´n, α. En el ejemplo anterior, el p-valor es mayor que el valor de
significacio´n tı´pico, α = 0.05, por lo que puede considerarse que la observacio´n es con-
sistente con la hipo´tesis y que, por tanto, que se produzcan 14 caras en 20 lanzamientos
pueden achacarse a una simple casualidad. Podrı´a decirse que la desviacio´n observada
es suficientemente pequen˜a y que no es “estadı´sticamente significativa con un nivel (de
significacio´n) del 5 %”.
Un inconveniente claro de este me´todo es que la decisio´n de lo que es “estadı´sticamente
significativo” no deja de ser una eleccio´n arbitraria. El valor de α = 0.05, es amplia-
mente utilizado en Estadı´stica pero, por ejemplo, en criptografı´a y en particular en esta
tesis, se utilizara´n valores ma´s bajos (α = 0.01), que resultara´n ma´s exigentes con los
experimentos y resultados.
III.7.1.4. Test de Kolmogorov-Smirnov
Parece lo´gico que cada uno de estos me´todos se complemente con procedimientos
de ana´lisis que cuantifiquen de un modo ma´s exacto las desviaciones de la distribucio´n
normal. Existen distintos tests estadı´sticos que podemos utilizar para este propo´sito.
Uno de los ma´s extendidos en la pra´ctica es el llamado test de Kolmogorov-Smirnov.
E´ste test se basa en la idea de comparar la funcio´n de distribucio´n acumulada de
los datos observados con la de una distribucio´n normal, midiendo la ma´xima distancia
entre ambas curvas. Como en cualquier test de contraste de hipo´tesis, la hipo´tesis nula
se rechaza cuando el valor del estadı´stico supera un cierto valor crı´tico.
Existen otros tests, como el de Anderson-Darling o el conocido χ2, que tambie´n
podrı´an utilizarse. Sin embargo, el test de Kolmogorov-Smirnov otorga un peso menor
a las observaciones extremas y por la tanto es menos sensible a las desviaciones que
normalmente se producen en estos tramos.
El procedimiento de aplicacio´n de este test es el siguiente:





donde Ni es la frecuencia absoluta acumulada, es decir, el nu´mero de observaciones
acumuladas menores o iguales a xi, Ni = n1 + . . . + ni. Si la hipo´tesis nula es que
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la muestra procede de una poblacio´n con funcio´n de distribucio´n F(x), las diferen-
cias entre Fn(x) y F(x), para una muestra de taman˜o suficientemente grande, es de
esperar que no sean significativas.
2. Se define el estadı´stico D, que se calcula como la mayor discrepancia vertical entre
Fn(x) y F(x), es decir: Dn = max | Fn(xi) − F(xi) |.
3. Se fija el valor de significacio´n, α.
4. Si Dn < Dn,α se acepta la hipo´tesis. Para un nu´mero de observaciones grande (n >
100) el valor crı´tico de Dn,α se puede aproximar por:√−ln(α/2)/2n
El estadı´stico de Kolmogorov-Smirnov es el elegido por la baterı´a de tests utilizada
en esta trabajo de tesis.
III.7.1.5. Aleatoriedad
Los tests estadı´sticos que se analizara´n a continuacio´n tienen como finalidad com-
probar la aleatoriedad de las secuencias producidas por la nueva estructura de LFSR
propuesta en este trabajo de tesis. Dicha aleatoriedad se compone, en esencia, de los
siguientes aspectos:
Uniformidad: En cualquier punto del proceso de generacio´n de la secuencia, la
probabilidad de aparicio´n de un 0 debe ser igual a la de un 1; esto es, la probabil-
idad de cada uno debe ser 1/2. Por tanto, el nu´mero esperado de ceros (o unos)
es n/2, donde n es la longitud de la secuencia considerada.
Escalabilidad: Cualquier test aplicable a una secuencia debe ser aplicable tambie´n a
cualquier subsecuencia de la misma. De esta forma, si una secuencia es aleatoria,
cualquier subsecuencia debe serlo tambie´n.
Consistencia: El comportamiento de un generador de secuencia debe ser consis-
tente, es decir, no debe estar influido por el uso de diferentes valores iniciales o
semillas. Por tanto, no es adecuado comprobar el comportamiento de un PRNG
haciendo uso de una u´nica semilla.
III.7.1.6. Resumen de conceptos
En el Cuadro III.9 se resumen algunos de los conceptos presentados, esenciales para
interpretar correctamente los resultados de los tests estadı´sticos que sera´n presentados
en las siguientes secciones.
III.7.2. Postulados de Golomb
Solomon W. Golomb (1932-) es un ingeniero y matema´tico norteamericano8 que for-
mulo´ las primeras condiciones necesarias, que no suficientes, que debe cumplir toda
secuencia pseudoaleatoria para ser considerada de calidad. Estas condiciones, cono-
cidas como postulados de Golomb, fueron formuladas en 1967 en su famoso libro Shift
Regiters Sequences [3].
8A modo de curiosidad, es interesante sen˜alar que Golomb fue uno de las primeras personalidades
acade´micas relevantes en realizar el test de inteligencia Mega IQ, disen˜ado por Ronald K. Hoeflin. Su
puntacio´n en el test, considerado el ma´s elitista del mundo, fue de 176, lo que supone una inteligencia so´lo
poseı´da por una de cada millo´n de personas. Un ra´pido ca´lculo permite estimar que, estadı´sticamente, so´lo
unas 6 000 personas en todo el mundo eran tan inteligentes como Golomb en el momento en el que e´ste
realizo´ el test.
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Test
estadı´stico Funcio´n que actu´a sobre unos datos (una cadena binaria en




Una afirmacio´n sobre determinada condicio´n o propiedad de la
secuencia. Para los propo´sitos de este trabajo de tesis, la hipo´tesis




Un estadı´stico que se utilizara´ para determinar si un conjunto de




La probabilidad de rechazar erro´neamente la hipo´tesis nula; o
lo que es lo mismo, la probabilidad de concluir que H0 es falsa
cuando es, en realidad, verdadera. Otros te´rminos para referirse
a este concepto son error tipo I o error α.
p-valor Probabilidad, bajo la hipo´tesis nula, de que el azar proporcione
un resultado ma´s discrepante del que ha dado la muestra.
Entropı´a Una medida del “desorden” de un sistema cerrado. Aplicada a
una cierta cantidad de informacio´n, la entropı´a asociada a una




Cuadro III.9: Resumen de los conceptos estadı´sticos ma´s importantes.
Antes de describirlos, se introducen una serie de conceptos necesarios para su com-
prensio´n.
III.9 Definicio´n. Sea s = s0, s1, . . . una secuencia infinita. La subsecuencia de los primeros
n te´rminos de s se denota por sn = s0, . . . , sn−1.
III.10 Definicio´n. La secuencia s = s0, s1, . . . , sn se denomina perio´dica de periodo N si
si = si+N para todo i ≥ 0. Si s es una secuencia de periodo N, entonces el ciclo de s es la
subsecuencia sN.
III.11 Definicio´n. (Racha) Sea s una secuencia. Una racha de s es una subsecuencia de s
consistente en la repeticio´n de un mismo sı´mbolo (0’s o 1’s en el caso de una secuencia
binaria). En este caso, una racha de 0’s se denomina hueco y una racha de 1’s se llama
bloque.
III.12 Definicio´n. (Autocorrelacio´n) Sea s = s0, . . . , sn una secuencia perio´dica de peri-







(2si − 1)(2i+t − 1), 0 ≤ t ≤ N − 1
La funcio´n de autocorrelacio´n mide la similitud entre la secuencia s y ella misma
desplazada t posiciones. Si s es una secuencia aleatoria de periodo N, el valor | N ·C(t) |
deberı´a mantenerse pequen˜o para todos los posibles valores de t, 0 < t < N.
III.13 Definicio´n. (Postulados de Golomb) Sea s una secuencia perio´dica de periodo N.
Los postulados de aleatoriedad de Golomb establecen que:
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1. En el ciclo sNde s, el nu´mero de 1’s y 0’s pueden diferir, como ma´ximo, en uno.
2. En un ciclo sN de s, al menos la mitad de las rachas deben tener longitud 1, al menos
la cuarta parte longitud 2, al menos la octava parte longitud 3, etc... Ma´s au´n, para
cada una de estas longitudes, el nu´mero de huecos y bloques deberı´a estar equili-
brado.







(2si − 1)(2si+t − 1) =
 N, t = 0K, 1 ≤ t ≤ N − 1
III.14 Definicio´n. (PN-secuencia) Una secuencia binaria que cumpla los postulados de
Golomb se denomina pn-secuencia.
III.8 Ejemplo. Conside´rese la secuencia perio´dica s de periodo N = 15 y ciclo:
s15 = {0, 1, 1, 0, 0, 1, 0, 0, 0, 1, 1, 1, 1, 0, 1}
Puede comprobarse fa´cilmente que cumple los postulados de Golomb anteriormente citados y que, por
tanto, puede considerarse una pn-secuencia:
1. El nu´mero de 0’s en s15 es 7, y el nu´mero de 1’s es 8. Como difieren en uno, este postulado se
cumple.
2. s15 tiene 8 rachas. Hay 4 de longitud 1 (2 huecos y 2 bloques), 2 rachas de longitud 2 (1 hueco y
un bloque), una racha de longitud 3 (1 hueco) y una de longitud 4 (1 bloque).
3. Finalmente, la funcio´n de autocorrelacio´n toma efectivamente dos valores: C(0) = 1 y C(t)=−115
para cada 1 ≤ t ≤ 14.
III.7.3. Tests estadı´sticos ba´sicos
III.7.3.1. Test de frecuencias
El objetivo de este test es comprobar si el nu´mero de ceros y unos de una secuencia
s esta´n equilibrados, es decir, es aproximadamente el mismo. Se designa por n0y n1el




siendo n = n0 + n1, que sigue una distribucio´n χ2 con 1 grado de libertad. La aprox-
imacio´n es suficientemente buena si n ≥ 10, aunque se recomiendan valores mucho
mayores, como n 10000.
III.7.3.2. Test de series
Este test sirve para determinar si el nu´mero de veces que pueden encontrarse las
tuplas 00, 01, 10 y 11, como subsecuencias de s, es aproximadamente el mismo. Se

















donde ahora se verifica que n00 + n01 + n10 + n11 = n − 1. El estadı´stico X2 sigue una
distribucio´n χ2 con dos grados de libertad si n ≥ 21.
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III.7.3.3. Test del po´quer
En este caso se considera un entero positivo m tal que:
k = b n
m
c ≥ 5 · 2m
A continuacio´n se divide la secuencia s en k partes de taman˜o m, y se etiqueta como
ni al nu´mero de ocurrencias del tipo i de la secuencia de longitud m, 1 ≤ i ≤ 2m. Este
test determina si cada una de las secuencias de longitud m aparece aproximadamente







que sigue aproximadamente una distribucio´n χ2con 2m − 1 grados de libertad.
III.7.3.4. Test de rachas
El objetivo de este test es comprobar si el nu´mero de rachas de distintas longitudes
en la secuencia s es como se espera que sea en una secuencia realmente aleatoria.
El nu´mero de huecos (o bloques) de longitud i en una secuencia aleatoria de longi-
tud n es ei = (n − i + 3)/2i+2.
Se considera k igual al mayor entero i para el que ei ≥ 5, y se denota por Bi y Hi al












que sigue, aproximadamente, una distribucio´n χ2 con 2k − 2 grados de libertad.
III.7.3.5. Test de autocorrelacio´n
Finalmente, este test comprueba las correlaciones entre s y la misma s desplazada.
Para ello se considera un entero d, 1 ≤ d ≤ bn/2c. El nu´mero de bits en s que no son
iguales a sus d−cambios es A(d) = ∑n−d−1i=0 si ⊕ si+d. El estadı´stico queda:
X5 =
2(A(d) − n−d2 )√
n − 2
que sigue, aproximadamente, una distribucio´n N(0, 1), si n − d ≥ 10.
III.7.4. Test universal de Maurer
Este test fue presentando en 1992 por el profesor Ueli Maurer, del Swiss Federal In-
stitute of Technology, en Zurich [33, 34]. Recibe el nombre de universal porque es sensible
a varios defectos tı´picos en los generadores, y que pueden no ser detectados con otros
tests de forma individual. Por ejemplo, el test de Maurer es sensible a todas las carac-
terı´sticas analizadas por los cinco tests ba´sicos presentados en el apartado anterior, por
lo que, en cierta manera, son un subconjunto de e´ste.
Por otro lado, en general, es ma´s lento que otros algoritmos especializados, en el
sentido de que necesita analizar mayor longitud de secuencia (por ejemplo, hasta 29
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veces ma´s para detectar una desviacio´n significativa que un simple ana´lisis de frecuen-
cias).
Sin embargo, esto no tiene porque´ ser un problema en la pra´ctica, pues el generador
deberı´a ser capaz de proporcionar grandes cantidades de secuencia ra´pidamente. Por
otra parte, una vez generada dicha secuencia, el test en sı´ mismo es muy eficiente, por
lo que este requisito no supone una desventaja importante respecto a otros tests.
Concretamente, la longitud de la secuencia necesaria es n, donde n es del orden de
10 · 2L + 1000 · 2L con 6 ≤ L ≤ 16. Los primeros Q = 10 · 2L bloques de L bits sirven como
bloques de inicializacio´n, mientras que los u´ltimos K = bn/Lc − Q bloques de longitud
L son los que realmente se comprueban. El taman˜o de Q asegura que, con una alta
probabilidad, todas las posibles cadenas de L-bits esta´n representadas en los bloques
de inicializacio´n.
El test de Maurer mide, ba´sicamente, la entropı´a por bit de la secuencia de entrada,
que es, segu´n el autor, “la forma correcta de medir la calidad de una fuente de bits de aplicacio´n
criptogra´fica”. La entropı´a tiene relacio´n directa con la compresibilidad, por lo que el
test en esencia mide esta caracterı´stica. Si una secuencia es compresible de una manera
significativa, no puede ser considerada aleatoria.







donde ti denota el nu´mero de ı´ndices desde la ocurrencia anterior del sı´mbolo i-e´simo.
En otras palabras, el test consiste en inspeccionar la secuencia buscando coincidencias
con el bloque de test de L bits y anotando la distancia entre coincidencias.
Bajo la hipo´tesis nula de que el generador produce secuencias aleatorias, la esper-










donde G denota una variable aleatoria distribuida geome´tricamente, con para´metro
1 − 2−L, y c(L,K) tiene el valor aproximado:






Sin embargo, Coron and Naccache [35], aunque confirmaron esta aproximacio´n,
advirtieron que “la inexactitud de esta aproximacio´n puede hacer que el test sea hasta
2.67 veces ma´s permisivo de lo que teo´ricamente deberı´a ser”.
Para secuencias aleatorias, el estadı´stico Zm = (Xm − µ)/σ deberı´a ajustarse a una
distribucio´n N(0, 1).
III.7.5. Diehard
Este conjunto de tests [36, 37], desarrollados y publicados en 1995 por el profesor
George Marsaglia de la Universidad de Florida State, esta´ considerado como el ma´s
importante en la comprobacio´n de aleatoriedad.
III.7. TESTS ESTADI´STICOS 95
La razo´n esencial es que parece presentar una mayor sensibilidad para detectar de-
fectos estadı´sticos pequen˜os en las secuencias de bits que los tests tradicionales, como
χ2, desviaciones o los tests de correlacio´n y entropı´a.
Por esta razo´n los tests de Diehard esta´n considerados como muy exigentes. De he-
cho, varios generadores comerciales de nu´meros pseudo-aleatorios, que se venden bajo
el reclamo de perfecta aleatoriedad, fallan en uno o varios de los tests de Diehard. Por
otro lado existen tipos completos de generadores, como los basados en congruencias
lineales (a menudo utilizados en software), que tampoco pasan el test de Diehard.
El test de Diehard original estaba compuesto por una baterı´a de 15 pruebas individ-
uales, aunque este nu´mero ha ido incrementa´ndose hasta las 18 actuales.
Como una evolucio´n de la suite Diehard, puede encontrarse el conjunto de tests
Dieharder, escrito por Robert G. Brown del departamento de Fı´sica de la Universidad
de Duke [38].
En palabras del propio autor, “Dieharder trata de englobar todos los tests de aleatoriedad
existentes, tales como el propio Dierhard, el desarrollado por el NIST FIPS o el de Donald
Knuth”. Cuenta con una estructura flexible y extensible, de forma que resulta sencillo
an˜adir nuevos tests al conjunto.
III.7.5.1. Baterı´a de tests
A continuacio´n se describen brevemente los tests ma´s significativos que componen
la baterı´a, describiendo su funcionamiento y que´ caracterı´stica de la secuencia pre-
tenden comprobar9:
Birthdays: Elige puntos aleatorios en un intervalo grande. El espacio entre ellos
deberı´a estar distribuido de acuerdo a una distribucio´n de Poisson. El nombre de
la prueba se basa en la conocida paradoja del cumplean˜os10.
32x32 Binary Rank y 6x8 Binary Rank: Selecciona so´lo algunos bits de algunos
nu´mero aleatorios para formar una matriz binaria. Seguidamente, calcula el ran-
go de la matriz y, finalmente, comprueba si los rangos de las sucesivas matrices
esta´n distribuidos uniformemente.
Count the 1s (stream): Cuenta el nu´mero de bits a 1 en cada byte de la secuencia.
Luego convierte este nu´mero en “letras” para, finalmente, contar el nu´mero de
veces que aparece cada palabra de cinco letras y comprobar si esta´n uniforme-
mente distribuidas.
Parking Lot: Utilizando la secuencia a comprobar, coloca cı´rculos de radio unidad
en una rejilla 100 x 100. Si el cı´rculo se solapa con otro, empieza de nuevo. Tras
12 000 intentos, el nu´mero de cı´rculos correctamente aparcados deberı´a seguir una
distribucio´n normal.
Minimum Distance (2D Spheres): Utilizando la secuencia a comprobar, coloca 8 000
puntos en una rejilla de 10 000 x 10 000. Calcula la distancia mı´nima entre cada
9Se ha mantenido el nombre en ingle´s de las pruebas, pues podrı´an considerarse, en cierta manera, nom-
bres propios, por no tener intere´s su traduccio´n y para facilitar la identificacio´n de las pruebas en los resul-
tados proporcionados por las mismas.
10La paradoja del cumplean˜os hace referencia al sorprendente resultado matema´tico que establece que
la probabilidad de encontrar a dos personas que celebren su cumplean˜os el mismo dı´a es del 50.7 % en un
grupo de tan so´lo 23 personas. Por supuesto, esto no es una paradoja estricta, sino que se refiere a que el
resultado contradice la intuicio´n. La mayorı´a de la gente apostarı´a que la probabilidad es mucho ma´s baja, y
que es necesario un nu´mero mucho mayor de personas para que se alcance la probabilidad real.
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pareja de puntos. El cuadrado de esta distancia deberı´a estar exponencialmente
distribuida con cierta media.
3D Spheres: Distribuye de forma aleatoria 4 000 puntos en el interior de un cubo de
lado 1 000. Centra una esfera en cada punto, cuyo radio es la distancia mı´nima a
otro punto. El volumen de la esfera ma´s pequen˜a deberı´a estar exponencialmente
distribuida con cierta media.
Squeeze: Multiplica el nu´mero 231 por nu´meros en coma flotante en el rango [0, 1)
hasta alcanzar 1. Repite este proceso 100 000 veces. El nu´mero de multiplicaciones
necesarias deberı´a seguir cierta distribucio´n conocida.
Sums: Genera una secuencia larga de nu´meros en coma flotante en el rango [0, 1).
Suma secuencias de 100 nu´meros consecutivos. Dichas sumas deberı´an estar dis-
tribuidas de forma normal, con cierta media y desviacio´n tı´pica.
Runs: Genera una secuencia larga de nu´meros en coma flotante en el rango [0, 1).
Cuenta las rachas de nu´meros que crecen y decrecen. El resultado deberı´a ajus-
tarse a cierta distribucio´n.
Craps: Juega 200 000 partidas de cara o cruz. De nuevo, el resultado deberı´a ajus-
tarse a cierta distribucio´n.
III.7.5.2. Resultados
El nivel de significacio´n α utilizado es el adecuado para aplicaciones criptogra´ficas,
que se situ´a en el rango α ∈ [0.001, 0.01], lo que da un nivel de confianza en el intervalo
[99.9 %, 99 %]. Para interpretar correctamente los resultados, hay que tener en cuenta
que la mayorı´a de los tests producen como resultado un p − valor, que deberı´a ser uni-
forme en el intervalo [0, 1).
La baterı´a Dieharder, como la del NIST que se analizara´ en el siguiente apartado,
se basan en el me´todo de contraste de hipo´tesis, que se estudio´ brevemente en la seccio´n
III.7.1.1. El me´todo concreto que utilizan puede resumirse en los siguientes pasos:




Comparar el p − valor obtenido con el nivel de significacio´n establecido. Como
se ha comentado, en esta tesis utilizaremos un nivel de significacio´n α = 0.01.
Finalmente, el test sera´ considerado como va´lido si el p−valor es mayor que α. En
caso contrario, se determinara´ que la secuencia analizada no ha superado el test
satisfactoriamente.
En resumen, puede considerarse que la secuencia analizada es aleatoria con un nivel
de significacio´n del 99 % si el p− valor obtenido por ella es mayor que 0.01 y menor que
0.99.
Tests Diehard La baterı´a Diehard necesita como entrada para cada uno de sus tests
individuales un fichero binario con, al menos, 80 millones de bits. Teniendo esto en
cuenta y para la obtencio´n de resultados se han utilizado 10 secuencias de 100 millones
de bits cada una, utilizando diferentes valores iniciales en el LFSR y promediando los
valores obtenidos.
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Nu´mero
del test Nombre del test p-valor Resultado
1 Birthdays 0.244780 Satisfactorio
2 OPERM511 0.234550 Posiblementede´bil
3 32x32 Binary Rank 0.584027 Satisfactorio
4 6x8 Binary Rank 0.752711 Satisfactorio
5 Bitstream 0.205423 Satisfactorio
6 OPSO 0.680878 Satisfactorio
7 OQSO 0.513476 Satisfactorio
8 DNA 0.714685 Satisfactorio
9 Count the 1s(stream) 0.986580 Satisfactorio
10 Count the 1s (bytes) 0.447169 Satisfactorio
11 Parking Lot 0.551586 Satisfactorio
12 Minimum Distance(2D Spheres) 0.698957 Satisfactorio
13 3D Spheres(minimum distance) 0.871600 Satisfactorio
14 Squeeze 0.061987 Satisfactorio
15 Sums 0.197436 Satisfactorio
16 Runs 0.273377 Satisfactorio
17 Craps 0.807377 Satisfactorio
18 Marsaglia and TsangGCD 0.924185 Satisfactorio
19 Marsaglia and TsangGorilla 0.073101 Satisfactorio
Cuadro III.10: Resultados de la baterı´a de tests Dierharder
Tests Dieharder Por otro lado, la baterı´a Dieharder proporciona un total de 218 p-
valores para sus 18 tests. Aunque esta cantidad puede ser, en principio, suficiente para
una realizar una buena valoracio´n de los resultados, se estimo´ conveniente aumentar
dicha cantidad, a trave´s de la modificacio´n del co´digo fuente de los tests, para que se
mostraran p-valores que anteriormente no aparecı´an. De esta forma se consiguio´ elevar
los datos hasta 2 000, lo que resulta, sin duda, estadı´sticamente ma´s significativo.
Este hecho facilita tambie´n la comprobacio´n del requisito de distribucio´n uniforme
para los p-valores, que puede valorarse de forma sencilla a trave´s de una representacio´n
gra´fica de estos valore para todos los tests sobre el intervalo [0, 1). En el Cuadro III.10
pueden encontrarse los resultados de la ejecucio´n del test. Puede observarse que las
excelentes propiedades estadı´sticas de los LFSR se preservan perfectamente, dado que
todos los tests proporcionan un resultado plenamente satisfactorio. En la Figura III.13
puede observarse, adema´s, la distribucio´n de p-valores que, como hemos comentado,
debe ser uniforme en el intervalo [0, 1).
11Este test es incluido para respetar la completitud del test original Diehard. Sin embargo, segu´n el autor
de Dieharder no debe ser usado, pues contiene errores importantes. Segu´n sus propias palabras: “¡Atencio´n!
Este test falla en TODOS los generadores de secuencia conocidos, incluyendo aquellos cuya fortaleza esta´ sobradamente
demostrada. ¡No utilice este test para verificar generadores!. Es muy probable que contenga errores de implementacio´n
o fallos de disen˜o que producen un estadı´stico no va´lido.”



















Figura III.13: Distribucio´n de p-valores en los diferentes tests de la baterı´a Dieharder
III.7.6. NIST
El conjunto de tests del NIST, el National Institute of Standards and Technology, es el
resultado de la colaboracio´n entre distintas divisiones del organismo [32]. Se empezo´ a
elaborar en 1997 y es, sin duda, el otro gran referente en tests de aleatoriedad junto con
el Diehard.
A continuacio´n se resumen los tests del conjunto, con una breve descripcio´n sobre
su funcionalidad.
Frequency: Trata de descubrir un desequilibrio entre el nu´mero de ceros y de unos.
Cumulative Sums: Trata de detectar demasiados ceros o unos al inicio de la secuen-
cia.
Longest Runs Of Ones: Busca desviaciones de la distribucio´n normal de la longitud
de las secuencias de unos (denominadas rachas).
Runs: Busca desviaciones de la distribucio´n normal en el nu´mero de rachas.
Rank: Detecta desviaciones en la distribucio´n normal de subsecuencias perio´dicas.
Spectral: Ana´lisis espectral de la secuencia.
Non-overlapping Template Matchings: Detecta demasiadas subsecuencias no-perio´dicas.
Overlapping Template Matchings: Busca demasiadas ocurrencias de rachas de m-
bits.
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Maurer’s Universal Statistical: Mide la ”compresibilidad“ de la secuencia, segu´n lo
expuesto en la seccio´n III.7.4.
Random Excursions: Desviacio´n significativa del nu´mero de visitas de un camino
aleatorio12a un estado concreto.
Random Excursions Variant: Desviacio´n significativa del nu´mero de visitas, a trave´s
de mu´ltiples caminos aleatorios, a un estado concreto.
Approximate Entropy: Deteccio´n de una distribucio´n no uniforme de palabras de
longitud m. Valores pequen˜os de este estadı´stico implican una fuerte regularidad.
Serial: Similar al estadı´stico anterior.
Lempel-Ziv Complexity: Detecta si puede ser comprimida ma´s que una secuencia
realmente aleatoria.
Linear Complexity: Complejidad lineal de la secuencia.
En esta baterı´a de tests, el resultado proporcionado por cada uno de ellos es tambie´n
uno o ma´s p-valores. Estos tests requieren unas secuencias de entrada de una longitud
bastante elevada. Para no encontrar ningu´n problema en este sentido y comprobar ade-
cuadamente la consistencia del generador, tal como se analizo´ en la seccio´n III.7.1.5, se
generan para estas pruebas mil secuencias, con sus correspondientes valores iniciales,
de 1 millo´n de bits de longitud cada una.
Una vez realizados los tests, con el fin de interpretar correctamente el resultado de
los mismos, se sigue las indicaciones proporcionadas por el NIST en la documentacio´n
oficial de la suite [39]. En esencia deben de verificarse dos condiciones:
Un porcentaje mı´nimo de secuencias debe pasar cada test.
Los p-valores obtenidos deben encontrarse, de nuevo, uniformemente distribui-
dos en el intervalo [0, 1).
En el Cuadro III.11 puede observarse el resultado proporcionado por cada test in-
dividual, junto con la media y varianza de los p-valores obtenidos. Como corresponde
a un test pasado satisfactoriamente, la media de estos debe estar cercana a 0.5, puesto
que e´stos deben estar uniformemente distribuidos en el intervalo [0, 1).
Es importante tambie´n que esta distribucio´n tenga una varianza muy pequen˜a,
alrededor de 0.08, lo que indica que no existen un nu´mero excesivo de valores extremos,
demasiado cercanos a 0 o a 1.
Condicio´n 1: Proporcio´n de secuencias que pasan cada test En los resultados propor-
cionados por esta suite estadı´stica, cada uno de los tests incluye un valor denominado
proporcio´n, que hace referencia al nu´mero de secuencias que pasan satisfactoriamente
el test en cuestio´n. La proporcio´n se calcula dividiendo el nu´mero total de secuencias
cuyo p-valor es mayor que el nivel de significacio´n, α, por el nu´mero total de secuen-
cias, 1000 en nuestros experimentos.
El NIST especifica un rango concreto para los valores aceptables de la proporcio´n
de secuencias va´lidas. Este rango se calcula utilizando la siguiente expresio´n:
p ± 3 √p(1 − p)/m
donde p = 1 − α y m el nu´mero de secuencias comprobadas. Como ya se ha co-
mentado, en estos experimentos se utilizaron 1000 secuencias (m=1000) con 1 millo´n
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Nu´mero







1 Frequency 0.5026 0.0807 Satisfactorio
2 Cumulative Sums 0.5095 0.0828 Satisfactorio
3 Longest Runs OfOnes 0.5026 0.0823 Satisfactorio
4 Runs 0.5012 0.0859 Satisfactorio
5 Rank 0.4957 0.0809 Satisfactorio
6 Spectral 0.5978 0.0657 Satisfactorio
7 Non-overlappingTemplate Matchings 0.5018 0.0830 Satisfactorio
8 OverlappingTemplate Matchings 0.4975 0.08198 Satisfactorio
9 Maurer’s UniversalStatistical - - Satisfactorio
10 Random Excursions 0.4966 0.03553 Satisfactorio
11 Random ExcursionsVariant - - Satisfactorio
12 ApproximateEntropy 0.4673 0.0817 Satisfactorio
13 Serial 0.5004 0.0843 Satisfactorio
14 Lempel-ZivComplexity 0.4889 0.0784 Satisfactorio
15 Linear Complexity 0.5148 0.0811 Satisfactorio
Cuadro III.11: Resultados de la baterı´a de tests NIST
de bits por secuencia. Segu´n la fo´rmula anterior, el rango de proporcio´n aceptable
es [0.9805, 0.9994]. En la Figura III.14 puede observarse la proporcio´n de secuencias
va´lidas para cada uno de los 15 tests. Como todos los valores esta´n incluidos en el
rango especificado, es posible concluir que las secuencias generadas por este LFSR ex-
tendido pueden considerarse aleatorias.
Condicio´n 2: Examen de la uniformidad de los p-valores La comprobacio´n de la uni-
formidad de los p-valores en el intervalo [0, 1) puede hacerse con una simple inspeccio´n
visual. Por supuesto, una forma mucho ma´s rigurosa consiste en utilizar la distribucio´n





donde Ci es el nu´mero de p-valores en el sub-intervalo [(i − 1)/10, i/10), con i =
1, ..., 10, y m es el nu´mero de secuencias comprobadas. Una vez obtenidos estos valores,
se calcula a su vez un p − valort para cada test con la siguiente expresio´n:
p − valort = igamma(9/2, χ2/2, 9/2)
donde igamma corresponde a la funcio´n gamma incompleta superior. La funcio´n gamma,
denotada como Γ(z), es una funcio´n que extiende el concepto de factorial a los nu´meros
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Test 1 2 3 4 5 6 7 8
pt − valor 0.432 0.546 0.325 0.033 0.356 0.681 0.174 0.392
Conclusio´n X X X X X X X X
Test 9 10 11 12 13 14 15 16
pt − valor 0.277 0.186 0.447 0.303 0.035 0.184 0.714 0.107
Conclusio´n X X X X X X X X





























Figura III.14: Proporcio´n de secuencias va´lidas en los tests NIST.





En la representacio´n anterior, los lı´mites de integracio´n superior e inferior esta´n
fijados. Las funciones gamma incompleta superior γ(a, x) e inferior Γ(a, x) se obtienen








Si cada p − valort ≥ 0.0001 entonces el conjunto de p-valores inicial puede consid-
erarse uniformemente distribuido, cumpliendo la condicio´n impuesta, y, por tanto, la
secuencia analizada resulta finalmente aleatoria. La Tabla III.12 muestra los p − valorest
para cada uno de los tests, donde puede comprobarse que la distribucio´n es uniforme.
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III.7.7. Conclusiones del ana´lisis estadı´stico
Como se ha ido comprobando en la presentacio´n y ana´lisis de cada baterı´a de
tests, el resultado final es claro. Las secuencias generadas por los nuevos registros
de desplazamiento, definidos sobre GF(2n), mantienen las excelentes propiedades es-
tadı´sticas de sus predecesores binarios.
De esta forma se demuestra que pueden utilizarse para el amplio abanico de sus
aplicaciones tradicionales, incluidas las criptogra´ficas. Por supuesto, nuestro intere´s
radica en la justificacio´n que este ana´lisis proporciona para poder utilizar estos LFSRs




En este capı´tulo se ha propuesto el uso de cuerpos algebraicos extendidos, de di-
mensio´n n > 2, como base para la construccio´n de LFSRs mucho ma´s eficientes. Aunque
tradicionalmente estas estructuras se han definido sobre cuerpos de Galois binarios,
GF(2), nada impide hacerlo sobre cuerpos de dimensio´n superior. De esta forma, se
pretende aprovechar de forma ma´s efectiva la estructura subyacente del procesador en
el que se ejecutan y obtener ası´ implementaciones software mucho ma´s eficientes.
En este sentido, la primera de las aportaciones realizadas en este capı´tulo ha sido
un estudio exhaustivo de dichas implementaciones software, haciendo uso de diversas
te´cnicas. El ana´lisis ha sido realizado utilizando dos familias de para´metros, con el fin
de obtener resultados ma´s detallados y precisos.
La primera de las familias, denominada microana´lisis, hace uso de para´metros como
el CPI, el nu´mero de fallos en memoria cache´ y la tasa de utilizacio´n de los buses del
sistema. La segunda familia, por otro lado, el macroana´lisis, utiliza me´tricas conocidas,
como el tiempo de ejecucio´n total. Los objetivos perseguidos por este ana´lisis son, a
grandes rasgos, los siguientes:
Evaluar con precisio´n el impacto del uso de cuerpos extendidos en el disen˜o y
construccio´n de implementaciones software de LFSRs.
Presentar y evaluar otras importantes te´cnicas de implementacio´n, comunes en
otros a´mbitos de la algorı´tmica, pero cuyo rendimiento en LFSRs tampoco habı´a
sido evaluado.
Los resultados nume´ricos muestran como estas te´cnicas permiten obtener incre-
mentos en el rendimiento final realmente significativos. Comparados con los me´todos
tradicionales, es posible conseguir factores de mejora de hasta 10.15, que supone un
aumento en la eficiencia de ma´s de un 900 %.
El estudio ha revelado tambie´n otros hechos relevantes y llamativos. El primero es
que, tal y como se esperaba, el rendimiento obtenido por el LFSR aumenta conforme
lo hace el taman˜o del cuerpo base GF(2n) utilizado. Sin embargo, debido a diversos
factores, esta mejora no es lineal, como podrı´a indicar la intuicio´n, sino que sufre un
pequen˜o decremento en GF(232) respecto a GF(216).
Las razones que explican este feno´meno esta´n relacionadas con el equilibrio entre
beneficio proporcionado por el cuerpo base y el coste computacional de sus opera-
ciones. Ba´sicamente, cuando el taman˜o del cuerpo aumenta, tambie´n lo hace el coste
de sus operaciones de multiplicacio´n y esto repercute, directamente, en la funcio´n de
realimentacio´n del LFSR, cuyo ca´lculo se vuelve ma´s costoso. De esta forma, la ventaja
de obtener en cada ciclo de funcionamiento del LFSR una salida de mayor taman˜o, 8,
16 y 32 bits respectivamente, se pierde gradualmente. El lı´mite, de acuerdo a los datos
obtenidos, parece estar en GF(216) que es el cuerpo que mejor rendimiento obtuvo en
los experimentos realizados.
Por tanto, a pesar de que los cuerpos extendidos han sido propuestos para su uso en
LFSR, este trabajo demuestra que su uso no siempre resulta rentable. Cuerpos mayores
que GF(216) parecen no resultar eficaces, pues el coste de sus operaciones internas es
tan alto, que provoca que se pierdan sus ventajas.
Por otro lado, se ha mostrado co´mo otras te´cnicas de mejora, como bu´fers circulares
o desdoblamiento de bucles se adaptan perfectamente a la implementacio´n de LFSRs,
mejorando muy significativamente la tasa de generacio´n de salida de los mismos. Los
resultados concluyen, tambie´n, que estas te´cnicas resultan ma´s eficaces en cuerpos de
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pequen˜o taman˜o, comoGF(28),GF(216), inclusoGF(2) y que van perdiendo eficacia para
cuerpos de mayor taman˜o.
Los experimentos realizados concluyen, por tanto, que la forma ma´s eficiente de im-
plementar registros de desplazamiento en software es trabajar en el cuerpo extendido GF(216),
combinando esta te´cnica con la de desdoblamiento de bucles.
Por u´ltimo, se ha llevado a cabo un estudio estadı´stico profundo de las secuen-
cias generadas por estos nuevos registros de desplazamiento, con el fin de comprobar
que siguen manteniendo las excelentes propiedades exhibidas por sus contrapartidas
binarias. Para ello se han utilizado diversas baterı´as de tests esta´ndar, utilizadas habit-
ualmente para estos propo´sitos por multitud de trabajos cientı´ficos en diversos a´mbitos
no so´lo criptogra´ficos. Los resultados son concluyentes y muestran, sin lugar a dudas,
que las secuencias generadas pueden considerarse pseudoaleatorias y son va´lidas, por
tanto, para el gran nu´mero de aplicaciones tı´picas de los LFSRs.
Este u´ltimo resultado justifica el uso de estos registros como parte del disen˜o de un
nuevo cifrador en flujo, que sera´ presentado en el siguiente capı´tulo.
CAPI´TULO IV
CIFRADO DE LAS COMUNICACIONES
IV.1. INTRODUCCIO´N
Como se ha analizado en los primeros capı´tulos de esta tesis, la proteccio´n de la
privacidad de las comunicaciones de una red ad-hoc es un pilar fundamental en su
seguridad, teniendo en cuenta el cara´cter inala´mbrico de las mismas.
Este tipo de redes poseen, adema´s, otras caracterı´sticas peculiares, la mayorı´a de
las cuales afectan directamente al proceso de cifrado de las comunicaciones y que, por
tanto, deben ser tenidas en cuenta de forma especial:
Restricciones energe´ticas y de co´mputo: Estas restricciones, que han sido ya dis-
cutidas en detalle en el Capı´tulo II, afectan directamente a la capacidad de los
dispositivos de utilizar ciertos esquemas de cifrado, como la clave pu´blica, que
queda fuera de las posibilidades de los mismos. Son necesarios esquemas ligeros,
simples y con bajos requerimientos de memoria.
Comunicaciones no fiables: Las comunicaciones en una red ad-hoc no resultan
confiables, dada su naturaleza inala´mbrica. Esto afecta directamente al proceso
de cifrado, que debe ser disen˜ado de forma robusta para que pueda gestionar la
pe´rdida de paquetes que, sin duda, se producira´n en las transmisiones en mayor
o menor medida.
Transmisio´n multimedia: Debido a su inherente naturaleza de difusio´n [1], las re-
des ad-hoc esta´n especialmente bien dotadas para ser utilizadas en aplicaciones
de transmisio´n de contenido multimedia, que son uno de los servicios ma´s de-
mandados hoy en dı´a.
Esta clase de aplicaciones tienen unos altos requisitos de calidad de servicio, que
aseguran un cierto nivel mı´nimo de calidad en las comunicaciones [2]. Adema´s,
estos requisitos de calidad suelen elevarse au´n ma´s cuando es necesario asegurar
la confidencialidad de la informacio´n transmitida.
Estas razones convierten el disen˜o y desarrollo de una propuesta para garantizar la
privacidad en este tipo de redes en un verdadero desafı´o. En una primera aproximacio´n
al problema, teniendo en cuenta los requisitos recie´n expuestos, podrı´a pensarse en el
uso de cifradores en flujo como candidatos a soluciones del problema de la privacidad
en este tipo de redes.
Cifradores en flujo A pesar de todo el trabajo realizado en torno a ellos, no existe un
consenso una´nime en la comunidad criptolo´gica a la hora de encontrar una definicio´n
clara y precisa de lo que se entiende por un cifrador en flujo. Un acuerdo de mı´nimos
podrı´a llevar a una definicio´n comu´n como la siguiente.
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IV.1 Definicio´n. (Cifrador en flujo - Definicio´n tradicional) Un cifrador en flujo es un
cifrador sime´trico en el que los dı´gitos del texto en claro se cifran de uno en uno, y en
el que el cifrado de dı´gitos consecutivos varia durante el proceso.
Aunque esta definicio´n es correcta, no establece una distincio´n clara entre los cifradores
en bloque y en flujo. Es cierto que esta frontera resulta cada vez ma´s difusa debido, en-
tre otros motivos, a ciertos modos de operacio´n de los cifradores en bloque como el
modo contador de AES [3]. Sin embargo, siguen existiendo rasgos diferenciadores claros
como, por ejemplo, la existencia de una memoria interna en los cifradores en flujo.
Podemos, en este punto, reescribir la definicio´n anterior de una forma ma´s precisa.
IV.2 Definicio´n. (Cifrador en flujo - Definicio´n alternativa) Un cifrador en flujo es un
cifrador sime´trico con memoria interna que recibe los dı´gitos del texto en claro, definidos
sobre un alfabeto A, de uno en uno y que, en paralelo, produce el texto cifrado sobre el
mismo alfabeto.
Aunque tradicionalmente el alfabeto A se ha definido sobre elementos de GF(2),
es decir bits, nada impide hacerlo sobre estructuras de 8, 16, 32 o, incluso, 64 bits. En
cuanto a su modo de operacio´n y, a pesar de que existen ejemplos de lo contrario co-
mo Helix [4], la mayorı´a de los cifradores en flujo pueden clasificarse en dos grandes
grupos: sı´ncronos y auto-sincronizantes.
Muy brevemente, la diferencia principal entre ellos radica en la forma en la que
el estado interno del cifrador se actualiza en cada ciclo de operacio´n. Los cifradores
sı´ncronos lo hacen de forma independiente del texto en claro mientras que, por el con-
trario, los auto-sincronizantes utilizan parte del texto en claro ya procesado para dicha
actualizacio´n.
Proyecto eSTREAM A pesar de sus innegables e inherentes ventajas, y de su larguı´sima
tradicio´n de uso, sobre todo en entornos militares, lo cierto es que los esquemas de
cifrado en flujo parecen haber caı´do en un cierto estado de desuso y abandono en los
u´ltimos an˜os. Parte de la comunidad criptolo´gica considera que han sido eclipsados
por la creciente popularidad y difusio´n de sus esquemas equivalentes de cifrado en
bloque.
A esta situacio´n ha contribuido, sin duda, el hecho de que exista un esta´ndar claro,
pu´blico y muy difundido de cifrado en bloque, conocido como AES [5, 6], y, por el con-
trario, no pueda encontrarse un equivalente en cifrado en flujo. Afortunadamente, para
remediar esta situacio´n, a principios de 2004 se puso en marcha el proyecto eSTREAM,
cuyo origen puede encontrarse en una conferencia impartida por Adi Shamir en la RSA
Data Security Conference de ese mismo an˜o.
En ella, Shamir ponı´a en duda la necesidad de la continuidad de los esquemas de
cifrado en flujo, dada la notoriedad, difusio´n y excelente rendimiento proporcionados
por AES, incluso en el modo contador o CTR, que puede hacer las veces de un cifrado
en flujo [3]. El mismo Shamir proponı´a contraargumentos a su tesis, indicando que los
cifradores en flujo tendrı´an que demostrar su superioridad en dos a´reas indiscutibles:
En aquellos escenarios donde fuera necesario una tasa de cifrado excepcionalmente
alta en las implementaciones software.
Alla´ donde se necesite un consumo de recursos muy bajo en las implementaciones
hardware.
El proyecto eSTREAM recibio´ en su primera fase 34 propuestas, distribuidas en
dos grandes grupos: aquellas disen˜adas con un perfil ma´s adecuado para su imple-
mentacio´n hardware y otras para ser utilizadas en software. No hay que olvidar que
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el objetivo del proyecto era demostrar la teo´rica superioridad de los cifradores en flujo
sobre los de bloque, al menos en aquellas a´reas enunciadas por Shamir. Por este moti-
vo, ya durante la fase preliminar del mismo so´lo se admitieron aquellos algoritmos que
demostraran ser ma´s ra´pidos que AES funcionando en modo contador.
Finalmente el proyecto finalizo´ en abril de 2008, con un conjunto total de 4 cifradores
ganadores aptos para su implementacio´n software, y otros 3 orientados al hardware
[7, 8].
Parece claro que, sobre la base de las conclusiones de este proyecto, los cifradores
en flujo constituyen sin duda una excelente opcio´n sobre la que basar el disen˜o de una
solucio´n al problema de la privacidad en redes ad-hoc. Particularmente, este tipo de
cifradores poseen una serie de caracterı´sticas que encajan perfectamente en el marco
de los requisitos de estas redes mo´viles:
Como se ha visto, los cifradores en flujo son habitualmente los esquemas de cifra-
do ma´s ra´pidos. Este hecho cobra especial importancia en la transmisio´n multime-
dia, donde habitualmente se necesitan altas tasas de transferencia, entre 10kbps
y 500kbps [9], y no es admisible que el cifrado se convierta en el cuello de botella
del sistema.
Son, por otro lado, conceptualmente muy simples. Al margen de las ventajas ev-
identes que esto supone, sobre todo a la hora de su implementacio´n hardware,
esta caracterı´stica se traduce directamente en esquemas energe´ticamente eficientes,
lo que resulta especialmente significativo en estos entornos.
Necesidad de una nueva solucio´n A pesar de las ventajas expuestas, muchos de los
algoritmos ganadores del proyecto eSTREAM, tanto en sus vertientes hardware como
software, resultan demasiado complejos para ser implementados en algunos de los dis-
positivos de baja capacidad de co´mputo considerados en este trabajo de tesis.
Por esta razo´n se decidio´ disen˜ar un nuevo algoritmo de cifrado en flujo, que hemos
denominado LFSRe (LFSR extendido), basado en el uso de los registros de desplaza-
mientos extendidos, presentados en el capı´tulo anterior, y los principios del generador
shrinking. Aunque LFSRe haga uso conceptualmente de algunas ideas de e´ste gener-
ador, ambos cifradores cuentan con importantes diferencias. Las principales aporta-
ciones realizadas a la idea original pueden resumirse de la siguiente forma:
El generador shrinking original trabaja sobre el cuerpo binario GF(2). Por con-
tra, la propuesta de este trabajo utiliza los registros de desplazamientos anterior-
mente presentados, que se definen sobre cuerpos algebraicos extendidos GF(2n),
donde n puede definirse en funcio´n del taman˜o de palabra del microprocesador
donde vaya a ejecutarse el cifrador.
Como consecuencia del cambio anterior, los antiguos criterios de decimacio´n de-
jan de ser va´lidos. Es necesario, pues, definir un conjunto de nuevas funciones,
que sera´n descritas y analizadas detalladamente en la seccio´n IV.3, evaluando las
ventajas e inconvenientes de cada una.
Se ha an˜adido un mo´dulo de carga y gestio´n del vector de inicializacio´n, concepto
del que el disen˜o original carecı´a por lo que no podı´a ser utilizado en las moder-
nas redes de conmutacio´n de paquetes tipo Internet. Este mo´dulo sera´ presentado
y analizado en la seccio´n IV.5.
















Figura IV.1: Diagrama de bloques del cifrador presentado.
Si bien la necesidad del uso de un bu´fer de salida, que ocultase la salida irregular
del generador shrinking, fue ya apuntada por los autores originales, las implica-
ciones del mismo no fueron convenientemente exploradas. En la seccio´n IV.4 se
abordara´ esta cuestio´n, analizando detalladamente todos los aspectos relevantes.
Las aportaciones anteriores se materializan finalmente en un nuevo disen˜o de cifrador
en flujo, que a grandes rasgos, consta de cuatro bloques esquema´ticos, que se resumen
a continuacio´n y en la Figura IV.1:
El mo´dulo de generacio´n de secuencia cifrante, que utiliza nuevas funciones no
lineales como criterios de decimacio´n para generar una secuencia pseudoaleato-
ria de salida.
El mo´dulo de cifrado es sencillo y ra´pido, habitual en este tipo de cifradores, tal
y como se describio´ en la seccio´n anterior.
El bu´fer de salida oculta la salida irregular del mo´dulo de generacio´n de secuen-
cia. Si este paso no se realiza de forma cuidados, se abre la puerta a criptoana´lisis
elementales; en efecto, un atacante u´nicamente debe monitorizar la salida del
generador para poder recuperar completa o parcialmente los contenidos de los
registros que lo constituyen.
El mo´dulo de carga del vector de inicializacio´n (IV) resulta necesario para poder
utilizar un cifrador en flujo en una red cuya unidad de informacio´n transmitida
o recibida no es un flujo sin un paquete de datos.
Cada uno de estos mo´dulos sera´ analizado detalladamente en las secciones suce-
sivas. Se comenzara´ por el mo´dulo de generacio´n de secuencia cifrante, que sera´ descrito
en la seccio´n IV.2. A continuacio´n en la seccio´n IV.3, se presentara´n los nuevos criterios
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de decimacio´n comparando sus diferentes caracterı´sticas y eligiendo aquel que resulte
o´ptimo.
Todos los problemas asociados con el imprescindible bu´fer de salida son presenta-
dos y resueltos en la seccio´n IV.4 y sus subapartados. Por otro lado, el mo´dulo de carga
y gestio´n del vector de inicializacio´n se describe en IV.5. El u´ltimo de los mo´dulos del
cifrador, el mo´dulo de cifrado, se presenta en la seccio´n IV.6. Dado que e´ste resulta ex-
tremadamente simple, en el mismo apartado se describe tambie´n el disen˜o final del
cifrador, donde se muestran todos los mo´dulos constituyentes y co´mo estos interaccio-
nan entre sı´.
A continuacio´n, en la seccio´n IV.7 puede encontrarse un estudio comparativo del rendimien-
to del cifrador, donde se incluyen otros algoritmos considerados de referencia, tanto de
flujo como de bloque. Un resumen de los resultados obtenidos, junto con las conclusiones
que pueden extraerse de los mismos, ponen fin al capı´tulo en la seccio´n IV.8.










Figura IV.2: Generador shrinking tradicional, definido sobre el cuerpo binario
IV.2. MO´DULO DE GENERACIO´N DE SECUENCIA CIFRANTE
Este es el primero de los mo´dulos que forman parte del cifrador y, sin duda, uno
de los ma´s importantes. Su objetivo es proporcionar una secuencia pseudoaleatoria de
longitud arbitraria, con excelentes propiedades estadı´sticas, que sera´ utilizada posteri-
ormente en el proceso de cifrado.
Este mo´dulo esta´ parcialmente basado en las ideas de funcionamiento del conocido
generador shrinking, que se describe brevemente a continuacio´n.
IV.2.1. El generador shrinking
El generador shrinking es un generador de secuencia cifrante muy conocido, pre-
sentado por Coppersmith, Krawczyk, y Mansour [10] en 1994. Se trata de un gener-
ador basado en la interaccio´n no lineal entre las salidas de dos LFSRs. A pesar de
ser extremadamente simple, ra´pido y escalable, cuenta con una excelente resistencia
al criptoana´lisis.
IV.2.1.1. Funcionamiento
Su funcionamiento es, como se ha comentado, muy sencillo. El generador consta
de dos registros de desplazamiento, R1, denominado registro de control, que controla o
decima la secuencia producida por R2. Denotaremos con L1 y L2 sus respectivas longi-
tudes y con P1 y P2 sus correspondientes polinomios caracterı´sticos [11]. En la Figura
IV.2 puede encontrarse un esquema del generador.
La secuencia producida por R1, cuyos bits denotaremos como ai, controla los bits de
la secuencia producida por R2, bi, que se incluyen en la secuencia de salida, c j, de acuerdo
a la siguiente regla de decimacio´n P:
1. SI ai = 1 ENTONCES c j = bi.
2. SI ai = 0 ENTONCES bi es descartado.
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Ma´s formalmente, la secuencia de salida c j esta´ constituida por c j = bi j , donde, para
cada j ≥ 0, i j es la posicio´n del j-e´simo bit con valor ’1’ en la secuencia producida por
R1.
IV.2.1.2. Propiedades estadı´sticas
El generador shrinking produce unas secuencias de salida con unas propiedades es-
tadı´sticas o´ptimas, que satisfacen todos los criterios deseables sobre periodo de ma´xima
longitud posible o alta complejidad lineal.
Como se demuestra en [10], el periodo de la secuencia de salida es:
(IV.1) T = (2L2 − 1) 2(L1−1)
siempre que los polinomios caracterı´sticos P1 y P2 sean primitivos y se cumpla que
mcd(L1,L2) = 1. Por otro lado, la complejidad lineal de la secuencia producida, denota-
da por LC, satisface la siguiente desigualdad:
(IV.2) L22(L1−2) < LC ≤ L22(L1−1)
Un simple ca´lculo, basado en el hecho de que cada estado de R2 coincide una vez
con cada estado de R1, permite calcular fa´cilmente el nu´mero de 1’s en la secuencia de
salida. Este nu´mero es constante e igual a:
(IV.3) No. 1′s = 2(L2−1) 2(L1−1)
Comparando las ecuaciones anteriores IV.1 y IV.3, puede deducirse que la secuencia
de salida es una secuencia cuasi-equilibrada. Adema´s, cuenta con unas propiedades
estadı´sticas muy deseables para su uso criptogra´fico [10], por lo que este generador es
adecuado para uso en criptosistemas y generadores de secuencia.
IV.2.1.3. Criptoana´lisis
Sorprendentemente, a pesar de su simplicidad, el generador shrinking ha permaneci-
do inmune y resistente a los muchos intentos de criptona´lisis realizados hasta la fecha
[12, 13]. De hecho, a dı´a de hoy, el mejor ataque conocido, que presupone el conocimien-
to de P1 y P2, aunque no el contenido inicial de los registros, necesita de aproximada-
menteO(2L1 ·L32) operaciones. Por el contrario, si los polinomios se mantienen en secreto,
la complejidad del ataque anterior crece hasta las O(22L1 · L1 · L2) operaciones.
En este u´ltimo supuesto, considerando que L1 ≈ l y L2 ≈ l, el nivel de seguridad
proporcionado por el generador es equivalente a 22l operaciones. Por tanto, si se con-
sideran longitudes del orden de L1 ≈ 64 y L2 ≈ 64, el generador puede considerarse
seguro contra todos los ataques conocidos hasta el momento. E´sta constituye, sin du-
da, otra de las razones para la eleccio´n de este esquema como base para el disen˜o del
nuevo cifrador.
IV.2.2. Polinomios primitivos y funciones de realimentacio´n
El algoritmo de cifrado que presentamos, LFSRe, es un cifrador flexible, debido a que
hace uso de registros de desplazamiento extendidos, que pueden ser adaptados a las
plataformas hardware consideradas y a los diferentes niveles de seguridad exigidos.
112 IV. CIFRADO DE LAS COMUNICACIONES
Configuracio´n Funcio´n de realimentacio´n
P8 st+17 = st+15 ⊕ C6 ⊗ st+2 ⊕ 67 ⊗ st
P16 st+17 = st+15 ⊕ 19B7 ⊗ st+2 ⊕ 13C ⊗ st
P32 st+17 = st+15 ⊕ F21DA317 ⊗ st+2 ⊕ E28C895D ⊗ st
Cuadro IV.1: Funciones de realimentacio´n utilizadas en este trabajo de tesis
Como consecuencia, LFSRe no tiene una especificacio´n u´nica, como suele ser el caso
en los algoritmos de cifrado. No so´lo puede variar la longitud de sus claves, a trave´s de
la longitud de sus registros internos, sino tambie´n el taman˜o de palabra de los mismos.
LFSRe puede definirse, por tanto, utilizando diferentes configuraciones, que deno-
taremos P8, P16 y P32, segu´n hagan uso de distintos cuerpos algebraicos definidos so-
bre GF(28), GF(216) y GF(232) respectivamente. Si bien la seguridad del cifrador no se
ve afectada, puesto que todas sus configuraciones son seguras, sı´ existen importantes
diferencias en el rendimiento de cada una de ellas, como se analizo´ con detalle en el
Capı´tulo III. Las distintas configuraciones presentadas se recogen en el Cuadro IV.1.
Teniendo en cuenta los resultados sobre rendimiento obtenidos con anterioridad,
nuestro cifrador se definira´ utilizando P16 siempre que sea posible. Sin embargo, ciertas
arquitecturas, como la mayorı´a de dispositivos en las redes de sensores, utilizan un
taman˜o de palabra de 8 bits, por lo que en estos casos se debera´ utilizar P8.
Funciones de realimentacio´n Cada una de estas configuraciones lleva asociado un
polinomio primitivo de referencia, cuyas funciones de realimentacio´n correspondientes
son de la forma:
st+17 = st+15 ⊕ αst+2 ⊕ βst,
donde ⊕ denota suma sobre el cuerpo GF(2n), la multiplicacio´n se realiza tambie´n
sobre GF(2n), con α, β ∈ GF(2n) y α, β , 0. Los valores concretos de α y β, ası´ como las
funciones de realimentacio´n escogidas, se resumen en el Cuadro IV.1.
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IV.3. NUEVOS CRITERIOS DE DECIMACIO´N
Como se ha analizado a lo largo del capı´tulo anterior, una de las propuestas real-
izadas en esta tesis es sustituir los registros de desplazamientos tradicionales, R1 y R2,
definidos sobre GF(2), por equivalentes sobre GF(2n), con n=8, 16 y 32. De esta forma, la
salida producida por los mismos no sera´ binaria sino que, en cada ciclo, se obtendra´n
8, 16 y 32 bits, respectivamente.
Como resulta obvio, e´ste es un cambio muy significativo, que afecta profundamente
al funcionamiento interno del sistema. De hecho, puede considerarse que nos encon-
tramos ante un nuevo generador, puesto que e´ste debe ser redefinido en su totalidad y
su seguridad debe ser revisada.
Entre los aspectos ma´s importantes que deben ser redisen˜ados se encuentra el cri-
terio o funcio´n de decimacio´n, pilar esencial del cifrador, y que ahora tendra´ que trabajar
sobre el cuerpo extendido GF(2n). A continuacio´n se analizan todos los aspectos rela-
cionados con el mismo.
IV.3.1. Funcio´n de decimacio´n
Puesto que un registro de desplazamiento es una estructura completamente lineal,
sus secuencias de salida son fa´cilmente predecibles y su criptoana´lisis, por tanto, re-
sulta trivial. En efecto, haciendo uso del algoritmo de Berlekamp-Massey un atacante
so´lo necesita capturar unos pocos bits de la secuencia cifrante (concretamente 2L bits,
donde L es la longitud del registro que en este caso coincide con la complejidad lineal
de la secuencia) para reconstruir el LFSR mı´nimo que la genera completamente.
Por tanto, un cifrador en flujo que u´nicamente realice una operacio´n XOR entre la
secuencia cifrante y el texto en claro a cifrar resulta vulnerable a un ataque por texto claro
conocido. Dado que el atacante conoce los textos claros m1,m2, . . . ,mn correspondientes
a los textos cifrados c1, c2, . . . , cn, los bits originales de la secuencia cifrante pueden re-
construirse, simplemente, calculando mi ⊕ ci, 1 ≤ i ≤ n.
Puesto que la resistencia a este tipo de ataques es imprescindible en cualquier cifrador
moderno, resulta necesario utilizar diversas estrategias para “romper” esta linealidad:
1. Combinacio´n no-lineal de la salida de varios LFSRs: varios registros trabajan en paralelo
y su salida se combina utilizando una funcio´n no-lineal f . Es el enfoque utilizado
por, entre otros, el algoritmo A5/1 [14, 15]. En general, estos generadores pueden
atacarse utilizando los ataques de correlacio´n.
2. Filtrado no-lineal de los contenidos de un u´nico LFSR: se hace uso de una funcio´n no-
lineal f con n entradas, donde n es el nu´mero de etapas del LFSR, y una u´nica
salida. Normalmente estos filtros hacen uso de las denominadas cajas S (S-boxes),
que cuentan con los mismos requisitos que las utilizadas en los cifradores en bloque.
Por ejemplo, el cifrador Turing [16] hace uso de la caja S de Skipjack, un conocido
cifrador en bloque, como parte de su filtrado no-lineal.
3. Generadores de reloj controlado: uno o varios LFSRs controlan el reloj de otros LFSRs,
que son lo que realmente producen la secuencia de salida, a trave´s de la denomina-
da funcio´n de decimacio´n. En esta categorı´a se incluyen, entre otros, el generador que
presentamos.
Las funciones de decimacio´n se definen de forma ma´s rigurosa tal y como sigue.
IV.3 Definicio´n. Una funcio´n de decimacio´n simple FD es una aplicacio´n definida como
FD : GF(2n) → GF(2). Por otro lado, una funcio´n de decimacio´n compuesta FD es una
aplicacio´n definida como FD : GF(2n) × GF(2n)→ GF(2).
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IV.1 Ejemplo. Aunque, como se analizara´ en la siguiente seccio´n, existen una serie de requisitos
deseables para la funciones de decimacio´n, en principio e´stas pueden tomar cualquier forma en su
dominio de definicio´n.
Por ejemplo, una funcio´n FD podrı´a comprobar si un nu´mero entero es impar. La definicio´n de esta
funcio´n quedarı´a:
FimparD : Z→ GF(2)
FimparD (x) =
 1, si x mo´d 2 , 00, en otro caso
A la vista de la definicio´n anterior, el comportamiento del generador de secuencia
se puede definir de forma muy sencilla. La funcio´n FD se ira´ aplicando iterativamente
a cada elemento producido por R1. Si la salida de FD es 1, el elemento generador por R2
en ese mismo ciclo pasa a la secuencia de salida. Si es 0, dicho elemento se descarta.
En el caso de que FD sea compuesta y, por tanto, reciba como para´metros los ele-
mentos de R1 y R2 simultanea´mente, el funcionamiento es ana´logo.
IV.3.2. Requisitos de los criterios de decimacio´n
Dado que ha cambiado el dominio de definicio´n de las funciones de decimacio´n, las
reglas habituales de GF(2) no pueden ser directamente aplicadas a GF(2n).
Deben crearse, por tanto, nuevos criterios que, dado que van a ser utilizados para
uso criptogra´fico, resulte imprescindible que cumplan una serie de requisitos analiza-
dos a continuacio´n.
Equilibrados Un criterio de decimacio´n debe producir, en te´rmino medio, el descarte
de la mitad de los elementos de la secuencia producida por R1. Si se desecha un nu´mero
menor, el criterio se vuelve obviamente ma´s eficiente, pero tambie´n facilita el crip-
toana´lisis del sistema. Por el contrario, si se eliminan ma´s de la mitad de la salida
producida, se obtiene un mayor nivel de seguridad, aunque se degrada en exceso el
rendimiento final.
Estables El nu´mero de elementos descartados no debe depender de los datos de en-
trada, de forma que la bondad del criterio no decaiga si la secuencia sobre la que se
aplica no es de buena calidad estadı´stica.
Eficientes Los criterios de decimacio´n deben ser ra´pidos y eficientes en su imple-
mentacio´n software. Concretamente, se tratara´ de evitar todos aquellos criterios que
realicen operaciones a nivel de bit, por dos razones ba´sicas:
Taman˜o de los elementos: el taman˜o de los elementos del cuerpo algebraico subya-
cente ha cambiado, por lo que las operaciones “nativas” deberı´an ser a nivel de
byte y superiores.
Eficiencia de implementacio´n: La unidad mı´nima de almacenamiento en un com-
putador es el byte. Por esta razo´n, el acceso a un bit concreto es una operacio´n
costosa, puesto que implica el uso de ma´scaras y varias instrucciones ma´quina.
Sin embargo, los criterios definidos a nivel de byte resultan ma´s eficientes, puesto
que aprovechan mejor el juego de instrucciones del microprocesador, haciendo
uso de una u´nica instruccio´n, o un nu´mero mı´nimo de ellas.
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Por otro lado, en funcio´n de cua´ntos registros tengan en cuenta en sus decisiones,
los criterios sera´n clasificados en simples, cuando impliquen so´lo a R1, o compuestos, si
utilizan tambie´n a R2.
A continuacio´n se describira´n, analizando su comportamiento y puntos fuertes y
de´biles, los nuevos criterios de decimacio´n aportados en este trabajo, que se han de-
nominado MITAD, MENOR, PAR y NO-LINEAL.
IV.3.3. Criterio MITAD
El primero de los criterios presentados, que podrı´a considerarse la “traduccio´n” del
criterio tradicional del generador shrinking al nuevo disen˜o, es el denominado criterio
MITAD.
Su definicio´n, de acuerdo a la definicio´n dada en la seccio´n IV.3 para el cuerpo
GF(2n) es la siguiente:
FMITADD (x) =
 1, si x < 2n−10, en otro caso , x ∈ GF(2n)
Sean ai, bi, ci ∈ GF(2n) los elementos de las secuencias producidas por los registros
R1,R2 y la secuencia de salida, respectivamente. Entonces, haciendo uso de este criterio,
el funcionamiento del generador queda finalmente:
SI ai < 2n−1 ENTONCES ci = bi
SI a1 ≥ 2n−1 ENTONCES se descarta bi
Ası´, por ejemplo, para el caso de GF(28) el criterio toma la siguiente forma:
SI ai < 128 ENTONCES ci = bi
SI ai ≥ 128 ENTONCES se descarta bi
Para los cuerpos GF(216) y GF(232), los valores umbral para el criterio sera´n, clara-
mente, 215 = 32 768 y 231 = 2 147 483 648.
Como puede verse, e´ste puede clasificarse como un criterio simple, pues so´lo tiene en
cuenta el valor de R1 y equilibrado, siempre que la secuencia producida por R1 tambie´n
lo sea. En el caso de que no lo sea, la secuencia de salida del generador no sera´ de
calidad, pudie´ndose producir casos extremos, en el que todos los valores de R1 sean
mayores que 2n−1 y el generador descarte todos los valores y no produzca ninguna
salida.
E´ste, sin embargo, es un problema que no deberı´a producirse pues los registros de
desplazamiento producira´n buenas secuencias, desde el punto de vista estadı´stico, sea
cual sea el contenido inicial de sus registros (exceptuando el caso de todos los valores
a cero).
Por otro lado, es tambie´n un criterio muy eficiente, pues trabaja a nivel de byte,
medias palabras (16 bits) o palabras (32 bits) y su implementacio´n en software puede
realizarse en dos u´nicas instrucciones. En el Listado 9 puede encontrarse el co´digo en-
samblador correspondiente. Como puede observarse, es el criterio ma´s eficiente posi-
ble, pues consta u´nicamente de dos instrucciones ma´quina, una de comparacio´n y otra
de salto.
Por u´ltimo, en el Cuadro IV.2 pueden encontrarse otras caracterı´sticas de este crite-
rio, incluyendo los tiempos invertidos en procesar una serie de secuencias de diferente
longitud.
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Algoritmo 9 Co´digo ensamblador correspondiente al criterio de decimacio´n MITAD,
para el caso GF(28)
1 cmpl $0x80,-0x4(ebp) <<Compara el valor de a_i con 128>>






106 498 584 0.406s
107 4 998 626 2.711s
108 49 998 399 18.945s
Cuadro IV.2: Resultados para el criterio MITAD
IV.3.4. Criterio MENOR
El siguiente de los criterios creados se ha denominado criterio MENOR, haciendo
referencia a que compara los contenidos de ambos registros de la siguiente forma:
SI ai < bi ENTONCES ci = bi
SI ai ≥ bi ENTONCES se descarta bi
El criterio resulta, por tanto, compuesto, puesto que tiene en cuenta en su decisio´n
el contenido de ambos registros, y equilibrado, pues descarta, en la ejecucio´n a largo
plazo, la mitad de los elementos generados por R1. Los resultados de los experimentos
realizados para comprobar estas caracterı´sticas pueden encontrarse en el Cuadro IV.3.
El criterio MENOR tiene, sin embargo, una implementacio´n software algo menos
eficiente que MITAD, pues implica el uso de tres instrucciones en lugar de dos, como
puede observarse en el listado ensamblador correspondiente (Listado 10). Aunque la
diferencia no resulta especialmente significativa (ligeramente superior a un 7 % de in-
cremento), este hecho se refleja en los tiempos invertidos por este criterio para generar
la secuencia de prueba, algo superiores a los de MITAD.
IV.3.5. Criterio PAR
El siguiente de los criterios presentados ha sido denominado criterio PAR. Pretende
hacer uso del hecho de que, en te´rmino medio, la mitad de los elementos de la secuencia






106 496 631 0.437s
107 4 978 821 3.671s
108 49 807 252 19.821s
Cuadro IV.3: Resultados para el criterio MENOR
IV.3. NUEVOS CRITERIOS DE DECIMACIO´N 117
Algoritmo 10 Co´digo ensamblador correspondiente al criterio de decimacio´n MENOR
1 mov -0x4(ebp),eax <<Pone en EAX el valor de R_1>>
2 cmp -0x8(ebp),eax <<Lo compara con el valor de R_2>>






106 500 286 0.487s
107 5 001 594 3.952s
108 50 003 343 20.626s
Cuadro IV.4: Resultados para el criterio PAR
Como consecuencia, la definicio´n del criterio toma la siguiente forma:
SI ai es PAR ENTONCES ci = bi
SI ai es IMPAR ENTONCES se descarta bi
Esta definicio´n puede llevar asociado a priori un pequen˜o inconveniente. La razo´n
radica en el hecho de que un computador obtiene la paridad de un nu´mero comproban-
do si su bit menos significativo es 1 (en cuyo caso es par) o 0 (en cuyo caso es impar).
Pero, como se analizo´ en la seccio´n IV.3, uno de los requisitos deseables de estos
nuevos criterios es que no realicen operaciones a nivel de bit, sino a nivel de byte como
mı´nimo, para aprovechar la arquitectura interna de los microprocesadores. La com-
probacio´n de paridad podrı´a, por tanto, hacer que este criterio viera disminuido su
rendimiento respecto al de los anteriores, pues implica el uso de ma´scaras, con el fin de
poder operar a nivel de bit.
Efectivamente, como puede observarse en el Listado 11, el nu´mero de instrucciones
necesarias crece hasta cuatro. Aunque no es, desde luego, una degradacio´n de rendimien-
to muy importante, es suficiente para hacer crecer ligeramente los tiempos invertidos
por este criterio, como puede observarse en el Cuadro IV.4.
Algoritmo 11 Co´digo ensamblador correspondiente al criterio de decimacio´n PAR
1 mov -0x4(ebp),eax << Pone en EAX el valor de R_1 >>
2 and $0x1,eax << Realiza una ma´scara: todos
3 los bits a cero excepto el ma´s significativo >>
4 test eax,eax << Comprueba si EAX es cero (y por tanto, su bit ma´s
significativo tambie´n lo era; es decir, es o no par) >>
5 jne 80483e2 <main+0x66> << Toma la decisio´n >>  
En cuanto a su clasificacio´n, este criterio es simple, puesto que so´lo R1 esta´ involu-
crado en la toma de decisio´n. Por otro lado, el criterio presenta tambie´n, como todos los
analizados hasta el momento, una buena estabilidad y resulta correctamente equilibrado.






106 749 669 0.571s
107 7 498 460 4.882s
108 74 993 343 25.586s
Cuadro IV.5: Resultados para el criterio NO-LINEAL
IV.3.6. Criterio NO-LINEAL
Por u´ltimo y a diferencia de los anteriores, se presenta un criterio con compor-
tamiento no lineal. Los sistemas no lineales son aquellos que no satisfacen el princi-
pio de superposicio´n o, de manera ma´s informal, aquellos que no pueden ser descritos
fa´cilmente como la suma de sus componentes1.
En este caso el criterio de decimacio´n se define de la siguiente forma:
SI (ai ∗ bi) mo´d GF(2n) es PAR ENTONCES ci = bi
SI (ai ∗ bi) mo´d GF(2n) es IMPAR ENTONCES se descarta bi
Sin embargo, los datos experimentales confirman que, debido a su naturaleza no
lineal, este criterio no cumple de forma adecuada el requisito de resultar equilibrado.
Como puede observase en la Tabla IV.5, la funcio´n de decimacio´n desecha alrededor del
75 % de los elementos de entrada, un porcentaje que esta´ muy por encima del deseado
50 %.
Aunque en sı´ mismo este hecho no afecta a la calidad criptogra´fica de la salida, sı´ lo
hace al rendimiento final del generador, que se vera´ reducido sensiblemente, ya que se
debe ejecutar durante un 25 % ma´s de tiempo que el resto de criterios para producir la
misma cantidad de secuencia de salida.
Por tanto, a pesar de que la operaciones de multiplicacio´n y reduccio´n modular
implicadas son eficientemente implementadas, como puede verse en el Listado 12, el
criterio resulta, lo´gicamente, el ma´s lento de todos los presentados.
Algoritmo 12 Co´digo ensamblador correspondiente al criterio de decimacio´n NO-
LINEAL
1 mov 0x1c(%esp),%edx << Pone en EDX el valor de R_2 >>
2 mov 0x18(%esp),%eax << Pone en EAX el valor de R_1 >>
3 imul %edx,%eax << Multiplica ambos valores >>
4 and $0x1,%eax << Comprueba si el resultado es par >>
5 test %eax,%eax
6 jne 8048538 <main+0xa4>  
1Estos sistemas, cuya salida no es proporcional a la entrada, son de mucho intere´s para los fı´sicos, pues la
mayorı´a de los sistemas fı´sicos presentes en la Naturaleza se comportan de forma no lineal. Como ejemplo
paradigma´tico de estos sistemas suele citarse al tiempo metereolo´gico, donde pequen˜os cambios en alguna
de las variables implicadas tienen grandes e impredecibles consecuencias, de forma que pueda analizarse el
comportamiento de este tipo de decimacio´n.
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MITAD Simple X (49.85 %) 0.406µs
MENOR Compuesto X (49.66 %) 0.437µs
PAR Simple X (50.02 %) 0.487µs
NO-
LINEAL Compuesto % (74.96 %) 0.571µs
Cuadro IV.6: Tabla resumen de datos experimentales para los diferentes criterios pre-
sentados
IV.3.7. Conclusiones
En esta seccio´n se han presentado una serie de nuevos criterios de decimacio´n,
adaptados a los nuevos registros de desplazamiento utilizados en el disen˜o final del
cifrador, comprobando cua´les de ellos cumplen, y en que´ medida, los requisitos im-
puestos en la seccio´n IV.3.2.
En principio, todos los criterios, excepto aquel disen˜ado mediante una funcio´n no
lineal, resultan aptos para su uso, pues presentan buenas caracterı´sticas de estabilidad,
equilibrio y eficiencia.
Es, sin embargo, en este u´ltimo aspecto donde podemos encontrar las diferencias
ma´s significativas. E´stas radican en la complejidad de la definicio´n de cada criterio y,
como consecuencia, en los diferentes rendimientos proporcionados por cada uno.
En este sentido, el claro ganador es el criterio MITAD, que necesita u´nicamente 2
instrucciones ma´quina, que hace que no parezca posible encontrar un criterio au´n ma´s
sencillo con menor coste computacional y que, por supuesto, siga siendo funcional.
Aunque las diferencia en el rendimiento entre criterios es mı´nima en una decisio´n
individual, e´sta puede hacerse significativa conforme aumenta la cantidad de secuencia
de salida generada. En la Figura IV.3 pueden encontrarse los tiempos invertidos por
cada criterios en la generacio´n de secuencias de salida de diferentes longitudes (106, 107
y 108 elementos).
Por u´ltimo, los datos experimentales obtenidos para cada uno de los criterios se
resumen en el Cuadro IV.6.



















Figura IV.3: Comparacio´n del rendimiento de cada criterio de decimacio´n analizado
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IV.4. BU´FER DE SALIDA Y TE´CNICAS PARA LA GESTIO´N DE LA
DECIMACIO´N IRREGULAR
Debido al uso de las funciones de decimacio´n, el mo´dulo de generacio´n de secuen-
cia produce su salida “a saltos”, de forma irregular, presentando un nu´mero elevado
de ciclos de reloj en los que no se generan elementos.
Por este motivo, tanto este generador, como todos aquellos que proporcionen de
esta forma su salida, pueden resultar vulnerables a un criptoana´lisis trivial, bajo deter-
minadas circunstancias, que se analizan a continuacio´n.
Criptoana´lisis de generadores con salida irregular Para llevar a cabo este ataque, un
atacante debe ser capaz de monitorizar la salida del generador y tener acceso a su sen˜al
de reloj interna. Bajo estas condiciones, es posible recuperar total o parcialmente los
contenidos de los registros R1 y R2.
En el caso de que el generador sea definido sobre el cuerpo tradicional GF(2), el
ataque es directo y definitivo. En efecto, si en un ciclo de reloj determinado el cifrador
no produce salida, el atacante puede inferir de inmediato que el bit correspondiente de
la secuencia generada por R1 era un 0. Por el contrario, si se produce salida, entonces
el bit correspondiente de R1 era 1 y el de R2 el que se entrega como salida.
De esta forma resulta trivial reconstruir, casi en su totalidad, los contenidos iniciales
de los registros, excepto unos pocos bits de R2, que pueden, sin embargo, obtenerse
inmediatamente con algunos intentos por prueba y error (en te´rmino medio, unos L/2
intentos, siendo L la longitud de R2).
Si, por el contrario, el generador de secuencia ha sido definido utilizando cuerpos
extendidos, haciendo uso de algunos de los criterios presentados en la seccio´n anterior,
el criptoana´lisis se hace algo ma´s difı´cil, aunque no imposible.
En efecto, si se utiliza, por ejemplo, el criterio de decimacio´n MITAD, el atacante,
al observar un ciclo que no produce salida, so´lo puede inferir que el valor correspon-
diente de R1 es menor que 2n−1, siendo n el taman˜o del cuerpo utilizado. Este hecho,
innegablemente, dificulta el ataque, sobre todo para valores de n de 16 y 32 bits, pero
en u´ltima instancia no lo hace imposible. El resto de criterios de decimacio´n, como
MENOR, PAR Y NO-LINEAL, implican ataques de complejidades algorı´tmicas simi-
lares.
Fallo del sistema El hecho de que, en un determinado momento, el sistema no sea
capaz de proporcionar salida debido al uso del proceso de decimacio´n, se define como
un fallo o falta del sistema. Evidentemente, esta situacio´n debe evitarse a toda costa,
pues tiene efectos indeseables, como la reduccio´n de la velocidad a la que puede op-
erar el sistema o el descenso dra´stico de su nivel de seguridad, abriendo la puerta al
criptoana´lisis recie´n mencionado.
Para evitar este inconveniente, que no es exclusivo del generador shrinking, sino de
cualquier generador de secuencia con salida irregular, se han propuesto dos soluciones
ba´sicas en la literatura, que fueron mencionadas inicialmente por los autores originales
Coppersmith, Krawczyk y Mansour:
La primera consiste en aumentar la velocidad a la que el sistema genera secuen-
cia, manteniendo o reduciendo la velocidad a la que e´ste la “consume”. De esta
forma, se espera que la secuencia no se agote y el sistema cuente siempre con
elementos disponibles para ser utilizados en el cifrado.
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La segunda solucio´n consiste en el uso de un bu´fer de salida, que “oculte” el pro-
ceso de decimacio´n al atacante o criptoanalista y proporcione una tasa de salida
regular.
Evidentemente, con el fin de reducir el coste de la implementacio´n, tanto en hard-
ware como en software, y, sobre todo para obtener el rendimiento ma´ximo en la pro-
duccio´n de secuencia cifrante, el objetivo es minimizar en lo posible tanto el taman˜o
del bu´fer B como el ratio al que funciona el sistema.
Me´todos correctivos Sin embargo, las propuestas anteriores no fueron desarrolladas
ni analizadas con suficiente detalle por los propios autores. En [17]2 el problema se
aborda con mayor profundidad pero, au´n en ese caso, quedan algunos aspectos por
aclarar.
Por este motivo, en las secciones IV.4.1 y IV.4.2, se presentara´n las soluciones orig-
inales aportadas por estos autores y se avanzara´ en el ana´lisis de diversos aspectos
relativos al ratio de funcionamiento del sistema y al bu´fer de salida. Por ejemplo, se
determinara´ el taman˜o mı´nimo que debe poseer e´ste para que nunca se agote, o que lo
haga con una probabilidad arbitrariamente baja.
Por otro lado, existen ciertos aspectos relativos al funcionamiento del generador
que han sido completamente ignorados hasta la fecha. El ma´s importantes de ellos
puede considerarse, sin duda, la posibilidad de que, durante el funcionamiento normal
del sistema, el bu´fer de salida alcance su ma´xima capacidad y, en consecuencia, se
desborde.
En este sentido, demostraremos en las siguientes secciones que con los ratios de
funcionamiento propuestos por lo autores, el bu´fer se desbordara´ inevitablemente en
periodos de tiempo relativamente pequen˜os. Esta es una situacio´n que los autores del
generador shrinking no contemplan en la propuesta original y, en consecuencia, no
mencionan co´mo gestionar. Con el fin de remediar esta situacio´n, en esta tesis se apor-
tara´n dos nuevas soluciones, que pueden resumirse brevemente, de la siguiente forma:
Pausa de generacio´n: consiste en detener el mo´dulo de generacio´n de secuencia
durante el tiempo necesario para evitar que el bu´fer se desborde.
La gestio´n dina´mica del ratio adapta el ratio de funcionamiento del sistema, re-
duciendo o aumentando su valor, a la ocupacio´n del bu´fer en cada momento, con
el fin de evitar el agotamiento o desbordamiento del mismo.
Estas soluciones sera´n descritas en profundidad en la seccio´n IV.4.4.
IV.4.1. Ratio de funcionamiento
Como se ha comentado, el uso de una funcio´n de decimacio´n, componente impre-
scindible del primer mo´dulo, provoca que e´ste entregue secuencia, por te´rmino medio,
a la mitad del ritmo con el que el mo´dulo de cifrado la consume. Por esta razo´n, un
sistema ası´ definido sufrira´ frecuentes faltas, situaciones en las que no podra´ entregar
secuencia cifrante.
Para evitarlo, la primera de las medidas correctivas que proponen los autores del
generador shrinking consiste en definir un ratio de funcionamiento entre ambos mo´dulos,
que “adapte” las diferentes velocidades de funcionamiento de ambos.
2La referencia es, en realidad, un informe te´cnico interno de IBM, institucio´n donde trabajaban ambos au-
tores en la fecha de publicacio´n. Curiosamente, aunque es citado por multitud de artı´culos, no esta´ disponible
actualmente en Internet y es necesario pedirlo directamente a los autores.
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Resulta necesario, por tanto, el uso de dos sen˜ales de reloj diferentes, una para cada
una de los mo´dulos implicados, con el fin de tratar de evitar que se produzcan faltas y,
simulta´neamente, maximizar en lo posible el rendimiento del sistema.
Ratios a, b y α A continuacio´n se presentan una serie de definiciones ba´sicas respecto
a estos relojes.
IV.4 Definicio´n. (Ratio a) Se define como ratio a, o ratio del mo´dulo generador, al nu´mero
de pulsos que el generador de secuencia utiliza por unidad de tiempo. En cada uno de
ellos, puede producirse o no una salida.
No´tese que este ratio hace referencia al nu´mero de pulsos que alimentan al gener-
ador, no al nu´mero de elementos que e´ste, finalmente, genere. En cada uno de estos pulsos, el
generador tiene una probabilidad 1/2 de generar un elemento de salida, y la misma de
no generarlo. De esta forma, el nu´mero esperado de elementos generados tras n pulsos
es n/2.
IV.5 Definicio´n. (Ratio b) Se define como ratio b, o ratio del mo´dulo de cifrado, al nu´mero
de elementos que el mo´dulo de cifrado consume (cifra) por unidad de tiempo. A difer-
encia del ratio a, el ratio b sı´ consume con seguridad al menos un elemento por cada
unidad de tiempo.
IV.6 Definicio´n. (Ratio α) Finalmente, se define como ratio α, o ratio de funcionamiento
del cifrador, al ritmo al que el sistema es capaz de suministrar secuencia cifrante sin
producir faltas. Obviamente, el ratio α sera´ igual a la relacio´n entre a y b, de forma que
α = a : b.
IV.2 Ejemplo. Imagı´nese un sistema capaz de ejecutar seis veces la rutina del generador de secuencia
por unidad de tiempo. Su ratio a sera´, por tanto, a = 6. En cada una de estas ejecuciones, el sistema
tendra´ una posibilidad de 1/2 de generar o no secuencia.
En esta misma unidad de tiempo, el sistema consume, de forma constante, 3 caracteres de la secuencia
generada en el proceso anterior, por lo que su ratio b sera´ b = 3. De esta forma, el ratio de fun-
cionamiento global del sitema sera´ α = a : b = 6 : 3 = 2, lo que significa que el mo´dulo de generacio´n
de secuencia funciona dos veces ma´s ra´pido que el de cifrado.
En otras palabras, el ratio α proporciona una medida de cua´n ma´s ra´pido es el
mo´dulo de generacio´n de secuencia respecto al de cifrado. De forma intuitiva, este
hecho implica que, cuanto mayor sea el valor de α, mayor sera´ la diferencia de veloci-
dad entre ambos mo´dulos y, por tanto, menor las probabilidad de que se produzca una
falta. Aunque, como analizaremos en la seccio´n IV.4.3.3, aumenta entonces la probabili-
dad de que el bu´fer de salida llegue a su ma´xima capacidad y se desborde. En la Figura
IV.4 se resumen los diferentes ratios y se muestra un ejemplo concreto.
IV.4.1.1. Implementacio´n hardware y software
Desafortunadamente, el uso de dos “ritmos” o relojes diferentes plantea una serie
de cuestiones y dificultades que es necesario resolver, y que cobran especial importan-
cia en la implementacio´n el sistema.
Implementacio´n hardware Cuando dicha implementacio´n se lleva a cabo en hard-
ware, e´sta apenas presenta inconvenientes. La necesidad de dos sen˜ales de reloj puede
solucionarse fa´cilmente utilizando circuitos multiplicadores [18], muy comunes, por ejem-
plo, en el disen˜o de microprocesadores.
124 IV. CIFRADO DE LAS COMUNICACIONES
Ratio a = 4 
pulsos / 
unidad tiempo
Ratio b = 3
Figura IV.4: La figura muestra un sistema con ratio α = 4 : 3. Los pulsos sombreados
indican aquellos en los que se produce salida. Aunque a = 4, en la unidad de tiempo
mostrada como ejemplo se producen so´lo 3 caracteres de secuencia cifrante. Dado que
b = 3, tambie´n se consumen 3, de forma que el taman˜o del bu´fer en esa unidad de
tiempo queda intacto.
Un circuito multiplicador aplicado a una sen˜al de reloj eleva, o reduce, la frecuencia
de la misma en un factor predeterminado. De esta forma, la sen˜al de reloj necesaria
para cada mo´dulo puede obtenerse a partir de una sen˜al original con una frecuencia fθ
arbitraria.
Dado que el mo´dulo de cifrado necesita la sen˜al de reloj de menor frecuencia, e´ste
podrı´a alimentarse del reloj original, de forma que fci f rado = fθ. Por otro lado, haciendo
uso del multiplicador, la sen˜al de reloj de la que harı´a uso el mo´dulo generador de
secuencia serı´a fgenerador = fθ · α.
Implementacio´n software Sin embargo, el te´rmino “sen˜al de reloj” pierde su signifi-
cado original cuando se aborda la implementacio´n software del sistema. Por supuesto,
no hay relacio´n directa entre los ciclos de reloj del microprocesador que ejecuta la im-
plementacio´n del cifrador y los ciclos “lo´gicos” del mismo.
Resulta necesario definir, por tanto, un procedimiento para simular estos dos rit-
mos ası´ncronos. La idea es sencilla y se basa en utilizar dos bucles consecutivos. El
primero de ellos contendra´ la implementacio´n del mo´dulo de generacio´n de secuencia,
y simulara´ su ratio de funcionamiento a.
El segundo, por otro lado, hara´ lo propio con el mo´dulo de cifrado y el ratio b.
Ası´, por ejemplo, un ratio de α = 2.5, se implementarı´a utilizando estos dos bucles, que
repetira´n las porciones de co´digo necesarias el nu´mero adecuado de veces. Lo´gicamente,
dado que α = 2.5 = 25/10 = 5/2, el primer bucle deberı´a ejecutarse 5 veces y 2 el se-
gundo. El resultado final puede encontrarse en el Listado 13.
Algoritmo 13 Simulacio´n del ratio de funcionamiento α en software
1 for (a=0; a<5; a++)
2 <<Co´digo del generador de secuencia>>
3 for (b=0; b<2; b++)
4 <<Co´digo del mo´dulo de cifrado>> 
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IV.4.1.2. Consideraciones sobre el ratio α
Conside´rese un generador de secuencia definido con un ratio α = a : b, de forma
que, en cada intervalo de tiempo, se genera en promedio a/2 elementos y, de e´stos,
consume b elementos en el proceso de cifrado.
En este escenario, pueden deducirse las siguientes observaciones:
Si a/2 < b, o, lo que es lo mismo, a < 2b, el sistema no sera´ capaz de suministrar
secuencia suficientemente ra´pido y producira´ faltas de forma constante.
Si a = 2b, el sistema se mantendra´ en cierto equilibrio, pues, en te´rmino medio, el
nu´mero de elementos generados y consumidos es el mismo, y so´lo se producira´n
faltas de forma ocasional.
Si a > 2b, el sistema genera secuencia ma´s ra´pidamente de la que e´sta se consume,
por lo que las faltas en el suministro de elementos para la secuencia cifrante final
sera´n poco numerosas.
A la vista de los datos anteriores, parece claro que, para evitar faltas del sistema, el
disen˜o final debera´ hacer uso de ratios α > 2 (esta cuestio´n sera´ analizada en mayor
profundidad en las secciones IV.4.3 y IV.4.4). En ese caso, el generador produce ma´s
elementos de los que se consumen en el proceso de cifrado. Surge, por tanto, una pre-
gunta natural: ¿que´ ocurre con los elementos no utilizados?. En este punto, planteamos
varias alternativas:
Dichos elementos, simplemente, se descartan. Esto supone un claro desperdi-
cio de tiempo de computacio´n y, lo que es au´n peor, implica una pe´rdida de
rendimiento importante.
Estos elementos pueden almacenarse, para su uso posterior, cuando haya ciclos
en los que salida del generador de secuencia sea menor que la necesitada por el
mo´dulo de cifrado.
Esta u´ltima opcio´n, mucho ma´s recomendable y eficiente, refuerza la hipo´tesis que
venimos planteando de que el uso de la contramedida del aumento del ratio de fun-
cionamiento esta´ inevitablemente vinculada al uso de un bu´fer de salida, que almacene
los elementos sobrantes, y que ambas medidas se necesitan mutuamente.
Un bu´fer infinito Para ilustrar este punto, obse´rvese la Figura IV.5, en la que puede
encontrarse una simulacio´n realizada para mostrar el comportamiento de un mo´dulo
generador funcionando a diferentes ratios α. La gra´fica muestra co´mo evolucionarı´a la
cantidad de elementos almacenados en un bu´fer imaginario, de taman˜o teo´rico infinito,
colocado a la salida del generador de secuencia.
Como puede observarse, el ratio α = 1 conducirı´a inevitablemente al agotamiento
de dicho bu´fer en unas pocas iteraciones. Por el contrario, utilizando un ratio α = 3, el
comportamiento del sistema serı´a el opuesto: el taman˜o del bu´fer crecerı´a sin lı´mites
y, sea cual sea e´ste en la pra´ctica, terminara´ por desbordarse irremediablemente. Por
u´ltimo, la situacio´n de equilibrio se produce alrededor de α = 2, donde el sistema
podrı´a funcionar de forma estable, es decir, sin producir faltas y sin requerir taman˜os
de bu´fer excesivamente grandes.
La pregunta obvia que surge a continuacio´n es: ¿cua´l es la combinacio´n adecuada de
ratio α y taman˜o de bu´fer para que el sistema sea estable?. Esta cuestio´n sera´ abordaba
a continuacio´n.


























Figura IV.5: Simulacio´n del efecto de ratio de funcionamiento α. El experimento se ha
llevado a cabo utilizando un generador definido sobre el cuerpo GF(28), funcionando
a ratios α = 1 (1:1), α = 2 (2:1) y α = 3 (3:1), y generando una secuencia cifrante de 106
elementos.
IV.4.2. Ana´lisis del taman˜o del bu´fer de salida
Como hemos comentado hasta el momento, utilizar un bu´fer de salida resulta im-
prescindible en la implementacio´n de todo generador de secuencia con salida irregular, por dos
razones ba´sicas.
En primer lugar, este bu´fer es necesario para ocultar la decimacio´n irregular del
generador y evitar de esta forma un criptoana´lisis trivial. Por otro lado, se utilizara´
tambie´n para almacenar el excedente de secuencia cifrante, que se genera como conse-
cuencia del incremento del ratio de funcionamiento del mo´dulo de generacio´n.
El bu´fer debe situarse a la salida del generador de secuencia, de forma que pueda
almacenar los elementos producidos por e´ste, y a la entrada del mo´dulo de cifrado, al
que proporciona, en cada ciclo de reloj, los elementos previamente almacenados.
De esta forma, se produce un desacoplamiento entre el mo´dulo de generacio´n y el
de cifrado, que sirve para adaptar sus diferentes velocidades de funcionamiento. En
la Figura IV.6 puede observarse un esquema del cifrador que incorpora uno de estos
bu´feres.
Dado que el bu´fer resulta imprescindible, surge entonces de forma natural la sigu-
iente pregunta: ¿cua´l debe ser el taman˜o mı´nimo del mismo para un correcto fun-
cionamiento del sistema? Es necesario, por tanto, antes de abordar los detalles de su
implementacio´n, analizar con mayor profundidad la relacio´n entre estos dos aspectos
fundamentales, ratio de funcionamiento y taman˜o del bu´fer correspondiente, encon-
trando respuesta a las siguientes cuestiones:
Problema 1 Dado un ratio de funcionamiento de α, ¿cua´l es el taman˜o mı´nimo B
del bu´fer que asegura que la probabilidad de una falta, que denotaremos por M(B, α),
puede hacerse arbitrariamente pequen˜a?
















Ratio = a pulsos/unidad 
tiempo
Ratio = b pulsos/unidad 
tiempo
Figura IV.6: Esquema de cifrador con bu´fer intermedio entre el mo´dulo de generacio´n
y el de cifrado
Problema 2 Dado que el taman˜o del bu´fer utilizado es B, ¿cua´l es el ratio mı´nimo
de funcionamiento que garantiza que la probabilidad de falta M(B, α) puede hacerse
arbitrariamente pequen˜a?
Para llevar a cabo este ana´lisis, modelaremos el sistema realizando las siguientes
suposiciones:
El bu´fer tiene capacidad para albergar un ma´ximo de B elementos, el taman˜o
de cada uno de los cuales dependera´ del cuerpo subyacente que se utilice (bytes,
medias palabras o palabras). En cualquier caso, esta decisio´n no tiene efecto sobre
el ana´lisis que se desarrollara´ a continuacio´n.
El eje temporal del sistema esta´ divido en unidades de tiempo de igual duracio´n,
que denominaremos intervalos, sin que sea relevante la magnitud concreta de los
mismos.
En cada uno de estos intervalos, el sistema ejecuta a veces la rutina de gen-
eracio´n de secuencia, con una probabilidad de 1/2 de generar un elemento e
incorpora´ndolo al bu´fer.
Asimismo, durante cada uno de los intervalos, el sistema retira del bu´fer b ele-
mentos de forma sistema´tica.
En la Figura IV.7 puede encontrarse un esquema del modelo del sistema que se
utilizara´ para los ca´lculos posteriores.
La modelizacio´n matema´tica se llevara´ a cabo utilizando las denominadas cadenas
de Markov [19, 20], que se postulan como un candidato natural para afrontar este tipo
de problemas. El ana´lisis comenzara´ obteniendo, en la siguiente seccio´n, un resultado
que sera´ necesario para los ca´lculos posteriores. A continuacio´n, en la seccio´n IV.4.2.2
se introducira´n una serie mı´nima de conceptos acerca de las cadenas de Markov y,
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Búfer de B bytes
Secuencia 
cifrante




Tasa = b bytes / 
unidad de tiempo
Figura IV.7: Modelo del sistema utilizado en la derivacio´n del taman˜o adecuado del
bu´fer en funcio´n del ratio de funcionamiento
finalmente, se presentan los ca´lculos realizados, juntos con los resultados obtenidos y
su correspondiente ana´lisis.
IV.4.2.1. Ca´lculos preliminares
Comenzaremos el ana´lisis calculando la probabilidad de que el mo´dulo generador
produzca exactamente k elementos en un intervalo de tiempo dado. El mo´dulo gener-
ador, que funciona a un ratio a, tiene una probabilidad de 1/2 de generar un elemento
en cada uno de estos intervalos.
Este funcionamiento recuerda inmediatamente al de un proceso de Bernoulli, que se
define de la siguiente forma.
IV.7 Definicio´n. Un proceso de Bernoulli es una secuencia de n experimentos tales que:
1. Cada experimento tiene dos posibles salidas, que se denominan e´xito y fracaso.
2. La probabilidad de e´xito p es la misma en cada experimento, y e´sta no se ve afecta-
da por el conocimiento del resultado de experimentos previos (se trata de sucesos
independientes). La probabilidad de fracaso viene dada por q = 1 − p.
IV.3 Ejemplo. Ejemplos de procesos de Bernoulli:
1. El lanzamiento de una moneda. Las dos posibles salidas son cara y cruz, que podemos asociar,
arbitrariamente, a e´xito y fracaso.
2. El lanzamiento de un dado, en el que se decide que e´xito es obtener un 6 y fracaso cualquier otro
nu´mero.
3. Un sondeo de opinio´n, en el que los sujetos son elegidos al azar y se les pregunta si votara´n ’sı´’ o
’no’ en cierto referendum polı´tico.
En nuestro caso, la probabilidad de e´xito p corresponde a que el generador produzca
salida en determiando ciclo de reloj, lo que ocurre con probabilidad 1/2. Exactamente
igual ocurre si no se obtiene salida, por lo que q = p = 1/2.
IV.1 Teorema. Realizados n experimentos de un proceso de Bernoulli con probabilidad p de
e´xito, la probabilidad de que haya exactamente j e´xitos es:
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IV.4 Ejemplo. Se lanza una moneda al aire seis veces. ¿Cua´l es la probabilidad de que se obtengan
exactamente 3 caras? La respuesta, completamente anti-intuitiva, es:









= 20 × 1
64
= 0′3125
Si la probabilidad de fracaso, q = p, entonces la fo´rmula queda:











Teniendo en cuenta que un intervalo de tiempo esta´ divido en a ciclos, queda fi-
nalmente que la probabilidad de que el sistema genere exactamente k elementos en un
intervalo de tiempo, que denominaremos Pk, es:







Una derivacio´n alternativa, con la que llegaremos al mismo resultado anterior, con-
siste en utilizar una secuencia binaria, donde un bit ’1’ significa que, en ese ciclo de
reloj el generador produjo un elemento y un bit ’0’ significa que no lo hizo, y contar el
nu´mero de combinaciones que tienen exactamente k bits a ’1’.
Este nu´mero equivale a la cantidad de combinaciones con repeticio´n de a elementos




Dado que cada una de estas secuencias es equiprobable, con probabilidad 1/2, el
resultado final es que la probabilidad de que se produzcan exactamente k elementos en







Que, por supuesto, coincide con la expresio´n IV.4.
IV.4.2.2. Conceptos ba´sicos sobre cadenas de Markov
En 1907, A. A. Markov comenzo´ el estudio de un nuevo e importante tipo de pro-
ceso estadı´stico, en el que la salida de un experimento puede afectar al siguiente. Este
tipo de procesos se conocen hoy como cadenas de Markov [20].
Cadenas de Markov Una cadena de Markov consta de una serie de estados, S = {s1, s2, . . . , sr}.
El proceso comienza en uno de estos estados y transita sucesivamente de un estado a
otro. Si la cadena esta´ en un momento dado en el estado si, entonces transita al estado
s j con probabilidad pi j. Estas probabilidades se denominan probabilidades de transicio´n y
suelen escribirse en forma de matriz.










Figura IV.8: Diagrama de transiciones de la cadena de Markov definida en el ejemplo
IV.5
IV.5 Ejemplo. De acuerdo a su autor, J.R.R. Tolkien, el fanta´stico mundo de la Tierra Media fue
bendecido con muchos dones, pero entre ellos no se encontraba el del buen tiempo. De hecho, sus
habitantes nunca disfrutaban de dos dı´as seguidos de buen tiempo (BT). Si un dı´a lucı´a el sol, al
dı´a siguiente tendrı´an lluvia (Ll) o nieve (N) con seguridad e igual probabilidad. Si llovı´a o nevaba,
tendrı´an un 50 % de posibilidades de continuar igual al dı´a siguiente.
Con esta informacio´n, es posible formar una cadena de Markov P que modelice el desagradable clima




Ll 1/2 1/4 1/4
BT 1/2 0 1/2
N 1/4 1/4 1/2

Es muy comu´n tambie´n representar la cadena utilizando un diagrama de transiciones, como puede
observarse en la Figura IV.8.
Matriz de transicio´n Se aborda ahora una cuestio´n esencial en el desarrollo, que con-
siste en calcular la probabilidad de que, dada una cadena en un estado si arbitrario,
transite a un estado s j en exactamente n pasos. Este importante concepto se denota por
p(n)i j y puede calcularse utilizando el siguiente resultado.
IV.2 Teorema. Sea P la matriz de transicio´n de una cadena de Markov. La entrada i j-e´sima,
p(n)i j , de la n-e´sima potencia de la matriz P, denotado P
n, proporciona la probabilidad de que la
cadena, empezando en el estado si, transite al estado s j en n pasos.
IV.6 Ejemplo. Si se calculan las sucesivas potencias de la matriz de transiciones del ejemplo anterior




Ll 0.4 0.2 0.4
BT 0.4 0.2 0.4
N 0.4 0.2 0.4

Como puede observarse, las predicciones para los tres tipos de tiempo, Ll, BT y N, son 0.4, 0.2 y
0.4 independientemente del estado en el que comenzara la cadena. E´ste es un ejemplo de un tipo de
cadena de Markov muy importante denominada cadena regular, que sera´ estudiada con ma´s detalle a
continuacio´n.
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Tipos de cadenas de Markov Las cadenas de Markov pueden clasificarse en diver-
sos tipos, en funcio´n de las propiedades de su matriz de transicio´n. A continuacio´n
describiremos las denominadas cadenas ergo´dicas y regulares, que resultan de vital im-
portancia en los ca´lculos posteriores.
IV.8 Definicio´n. Una cadena de Markov se considera ergo´dica o irreducible si es posible
transitar desde cualquier estado a cualquier otro (no necesariamente en una iteracio´n).
IV.9 Definicio´n. Una cadena de Markov es regular si alguna potencia de la matriz de
transicio´n tiene so´lo elementos positivos. O, en otras palabras, para algu´n n es posible
transitar desde cualquier estado a cualquier otro en exactametne n pasos.
Como la segunda de las restricciones es ma´s fuerte, resulta claro que toda cadena
regular es ergo´dica. Pero no toda cadena ergo´dica es necesariamente regular, como
puede observarse en el siguiente ejemplo.






Resulta claro que es posible transitar libremente entre cualesquiera estados, luego la cadena es
ergo´dica. Sin embargo, si n es impar, entonces no es posible moverse del estado A al estado A en n
pasos y, si n es par, no se puede transitar del estado A al B en n pasos. Por tanto, luego la cadena no
es regular.
Distribucio´n estacionaria El siguiente teorema es tambie´n esencial en el desarrollo
posterior, pues permitira´ calcular las probabilidades de falta del generador de secuen-
cia y el taman˜o de bu´fer adecuado en funcio´n del ratio de funcionamiento.
IV.3 Teorema. (Teorema Fundamental del Lı´mite para cadena regulares) Sea P la matriz
de transicio´n de una cadena regular. Entonces, conforme n → ∞, las sucesivas potencias Pn
tienden a una matriz lı´mite W cuyas filas son ide´nticas e iguales a un vector w. El vector w,
denominado vector fijo, es estrictamente positivo, es decir, todas sus componentes son positivas
y suman 1.
Ma´s au´n, el vector fijo se alcanza desde cualquier estado inicial, como demuestra el
siguiente resultado.
IV.4 Teorema. Sea P la matriz de transicio´n de una cadena regular con vector fijo w. Entonces
para cualquier vector de probabilidad u (estado inicial), se cumple que uPn → w conforme
n→∞.
Otros resultados y definiciones importantes que sera´n necesarias ma´s adelante son
las siguientes.




sea w la fila comu´n de W, y sea c un vector columna cuyos componentes son todos 1.
Entonce se cumple que:
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1. wP=w, y que cualquier vector fila v tal que vP=v es un mu´ltiplo de w.
2. Pc=c, y que cualquier vector columna x tal que Px=x es un mu´ltiplo de c.
IV.10 Definicio´n. Un vector fila w con la propiedad wP=w se denomina vector fila fijo
de P. De igual forma, un vector columna x tal que Px=x se llama vector columna fijo de
P.
IV.8 Ejemplo. Aplicando el Teorema IV.3, resulta fa´cil encontrar el vector lı´mite w partiendo del
hecho de que
w1 + w2 + w3 = 1
y que
(w1,w2,w3)
1/2 1/4 1/41/2 0 1/2
1/4 1/4 1/2
 = (w1,w2,w3)
La expresio´n anterior permite plantear las siguientes cuatro ecuaciones con tres inco´gnitas:
w1 + w2 + w3 = 1,
(1/2)w1 + (1/2)w2 + (1/4)w3 = w1,
(1/4)w1 + (1/4)w3 = w2,
(1/4)w1 + (1/2)w2 + (1/2)w3 = w3,
El teorema anterior garantiza que este sistema de ecuaciones tiene solucio´n u´nica. Resolvie´ndolo, se
obtiene la solucio´n
w = (0.4, 0.2, 0.4)
que, por supuesto, coincide con lo predicho por P6, dado en el ejemplo IV.6.
Para calcular el vector fijo se utiliza habitualmente el siguiente procedimiento. Se
asume que el valor de un estado cualquiera, wi, es 1, y se usan entonces el resto de
ecuaciones. Dado que estas ecuaciones tendra´n una solucio´n u´nica, puede obtenerse w
a partir de esa solucio´n dividiendo cada una de sus componentes por la suma de estas
mismas componentes.
IV.9 Ejemplo. Continuacio´n del ejemplo IV.8. Se fija arbitrariamente el valor de w1 = 1, y se
plantean entonces el resto de ecuaciones lineales que se obtienen de wP=w:
(1/2) + (1/2)w2 + (1/4)w3 = 1,
(1/4) + (1/4)w3 = w2,
Resolviendo se obtiene:
(w1,w2,w3) = (1, 1/2, 1)
Dividiendo ahora este vector por la suma de sus componentes, se obtiene la solucio´n final:
w = (1/(5/2), (1/2)/(5/2), 1/(5/2)) = (0′4, 0′2, 0′4)
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IV.4.2.3. Estudio del taman˜o del bu´fer de salida utilizando la teorı´a de cadenas de
Markov
En este punto, presentadas ya las herramientas matema´ticas ba´sicas necesarias, se
tratara´ de responder a las dos preguntas planteadas en IV.4.2. Para ello se utilizara´
la teorı´a de cadenas de Markov para modelizar un bu´fer de salida, y analizar co´mo
evolucionarı´a su ocupacio´n cuando se modifican los ratios de funcionamiento α y los
taman˜os del propio bu´fer.
De esta forma, se encontrara´n las relaciones entre ambos para´metros y co´mo el cam-
bio en el valor de uno de ellos afecta al otro. El objetivo final es encontrar aquella com-
binacio´n de ratio de funcionamiento y taman˜o de bu´fer que minimiza el valor de ambos
y, al mismo tiempo, sigue siendo segura y eficiente.
Variables estadı´sticas El ana´lisis comienza definiendo un conjunto de variables es-
tadı´sticas. La primera de ellas se denota como Bn, y representa el nu´mero de elementos
presentes en el bu´fer al final del intervalo de tiempo n. Por otro lado, En representa el
nu´mero de elementos obtenidos del generador de secuencia y, finalmente, Ln el nu´mero
de elementos introducidos o eliminados del bu´fer al final de dicho intervalo de tiempo
n.
De la definicio´n de estas variables resultan claras las siguientes relaciones:
La variacio´n en el taman˜o del bu´fer al final de cada intervalo de tiempo resulta
de restar el nu´mero de elementos que se toman para el cifrado, b, de los que han
sido calculados en el generador de secuencia. Luego se cumple que Ln = En − b.
El taman˜o del bu´fer se incrementara´ o decrementara´ en cada intervalo de tiempo
n en Ln, luego Bn = Bn−1 + Ln.
IV.10 Ejemplo. Ası´, supo´ngase que el sistema a analizar se encuentra en un instante de tiempo k,
en el que su bu´fer tiene 3 elementos, Bk−1 = 3, (de 5 elementos de taman˜o ma´ximo). Por otro lado,
el sistema funciona con un ratio α = 3 : 2. En dicho intervalo de tiempo el generador de secuencia
proporciona 3 elementos, de forma que las variables estadı´sticas anteriores tomarı´an los valores Ek = 2,
Lk = 3 − 2 = 1 y Bk = 4.
El conjunto de variables y otros para´metros que participan en la modelizacio´n del
sistema pueden encontrarse resumidos en el Cuadro IV.7.
Cadena del espacio de estados Para modelizar un bu´fer de taman˜o B comenzaremos
definiendo una cadena de Markov X = {Xn,n = 0, 1, 2, ...} en el espacio de estados
{0, 1, 2, . . . ,B}. De esta forma, por ejemplo, Xn = 3, significa que, en el instante n, la
cadena esta´ en el estado 3; es decir, el bu´fer simulado tiene en ese momento 3 elementos.
La definicio´n de la cadena X no estarı´a completa sin especificar las probabilidades
de transicio´n entre sus estados. Para ilustrar el ca´lculo de estas probabilidades, uti-
lizaremos un ejemplo concreto, que se presenta a continuacio´n.
IV.11 Ejemplo. Sea X3:23 la cadena que modela el funcionamiento de un generador con ratio α = 3 : 2
y taman˜o de bu´fer B = 3. Sus probabilidades de transicio´n pueden encontrarse entonces en la Figura
IV.9. En ella la columna Secuencia simula la salida producida por el generador durante tres ciclos,
donde un ’1’ simboliza que se ha producido un elemento en dicho ciclo y un ’0’ que no. Ası´, la secuencia
’101’ significa que el generador produjo 2 elementos, en los ciclos primero y tercero.
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Sı´mbolo Descripcio´n
B Taman˜o ma´ximo del bu´fer
a
En cada uno de los intervalos de tiempo, se ejecuta a veces la
rutina de generacio´n de secuencia, con una probabilidad de 1/2
de generar en cada ejecucio´n un elemento e incorpora´ndolo al
bu´fer
b
El sistema retira del bu´fer b elementos de forma sistema´tica en
cada intervalo de tiempo
α Relacio´n entre las dos cantidades anteriores, α = a : b
En
Nu´mero de elementos proporcionados por el generador de
secuencia al final del intervalo de tiempo n
Ln
Nu´mero de elementos introducidos o eliminados del bu´fer al
final del intervalo n. Claramente, Ln = En − b
Bn
Taman˜o (nu´mero de elementos) del bu´fer al final del intervalo
de tiempo n. Claramente, Bn = Bn−1 + Ln
M(B, α)
Probabilidad de que el bu´fer se agote y se produzca una falta del
sistema. Es decir, que un intervalo tiempo el bu´fer no tengo
elementos que suministrar al mo´dulo de cifrado
Cuadro IV.7: Resumen de los conceptos ma´s significativos del modelo del bu´fer de
salida del sistema
En la misma figura pueden encontrarse tambie´n las distribuciones de las variables
En (nu´mero de elementos generados al final del ciclo) y Ln (variacio´n en el taman˜o del
bu´fer al final del ciclo). Puede observase entonces que, dado que b = 2, el taman˜o del
bu´fer se decrementara´ en 2 elementos so´lo cuando el generador no haya producido
ningu´n elemento en ese ciclo, es decir, En = 0. Este caso corresponde a la primera fila
de la tabla, cuyos elementos han sido resaltados.
De las ochos combinaciones posibles, e´ste es el u´nico caso en el que Ln = −2 por lo
que, claramente, la probabilidad de que se presente esta situacio´n en cada ciclo del gen-
erador es Pr(Ln = −2) = 1/8. El resto de probabilidades de transicio´n pueden calcularse
de forma ana´loga a partir de los valores de las variables En y Ln.
Finalmente, para calcular la matriz de transicio´n de la cadena X3:2n basta con aplicar el
correspondiente valor de Ln a cada posible combinacio´n de ı´ndices i y j. Por ejemplo, el
elemento (0,0) de la matriz de transicio´n hace referencia a la probabilidad de transitar
Secuencia En Ln
0 0 0 0 -2
0 0 1 1 -1
0 1 0 1 -1
0 1 1 2 0
1 0 0 1 -1
1 0 1 2 0
1 1 0 2 0





Figura IV.9: Por ejemplo, so´lo tres [(0, 0), (0, 1), (1, 0)] de las ocho posibles combinaciones
conducen a que el taman˜o del bu´fer se decremente en un elemento, por lo que Pr(Ln=-
1)=3/8.
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P =

0 1 2 3
0 7/8 1/8 1/8 0
1 4/8 3/8 1/8 0
2 1/8 3/8 3/8 1/8















Figura IV.10: Matriz y diagrama de transiciones para la cadena de Markov P que mod-
ela la evolucio´n del taman˜o del bu´fer de salida B.
del estado 0 al estado 0, es decir, permanecer en dicho estado tras un ciclo de reloj. El
estado 0 corresponde a un bu´fer con 0 elementos, o vacı´o. Por tanto, la entrada (0,0) de
la matriz de transicio´n corresponde a la probabilidad de que un bu´fer vacı´o en el ciclo
n permanezca en ese estado en el ciclo n + 1.
Para calcular esta probabilidad, basta con tener en cuenta todos aquellos valores de
Ln compatibles con el estado final. En esta caso, dado que el estado final es el mismo, los
valores obvios son Ln = 0. A ellos hay que sumar aquellos que reducirı´an la ocupacio´n
del bu´fer por debajo de cero, si eso fuera posible. Esta situacio´n corresponde a una falta
del sistema. Segu´n los valores de la Figura IV.9, estos valores son Ln = −1 y Ln = −2. Por
tanto, si la cadena esta´ en el estado X3:2n = 0, es decir, el bu´fer esta´ vacı´o en el instante
n, la probabilidad de permanecer en dicho estado al instante siguiente es:
P(0, 0) = Pr{Xn+1 = 0|Xn = 0} = Pr(Ln = −2)+Pr(Ln = 1)+Pr(Ln = 0) = 1/8+3/8+3/8 = 7/8
Finalmente, en la Figura IV.10 puede encontrarse la matriz de transicio´n resultante
y, a su derecha, el diagrama de transiciones que muestra la representacio´n gra´fica de
estas probabilidades.
Probabilidades de transicio´n En este punto estamos en disposicio´n de formalizar y
generalizar el ejemplo anterior, y obtener la matriz de transicio´n de la cadena X para
cualquier combinacio´n de ratio α y taman˜o B.
Para ello se hara´ uso de la expresio´n IV.6 que se dedujo en la seccio´n IV.4.2.1. Es-
ta expresio´n hace referencia a la probabilidad de que el sistema genere exactamente
k elementos durante a ciclos de reloj. Esta probabilidad, que denotaremos Pak, puede
calcularse de la siguiente forma:







Haciendo uso de esta expresio´n, finalmente se obtiene que las probabilidades de
transicio´n para una cadena de Markov X que modeliza la evolucio´n de la ocupacio´n
de un bu´fer de taman˜o B, que recibe los elementos de un generador funcionando a un
ratio α = a : b se definen de la siguiente forma:
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Analizando la matriz P anterior, puede deducirse fa´cilmente que la cadena X es
ergo´dica. En efecto, basta observar que las posiciones (i, i−1) de P, que permite transitar
de cualquier estado al anterior y (i, i + 1), que permite pasar de cualquier estado al
posterior, siempre esta´n definidas con probabilidades positivas. Salvo, por supuesto,
para los casos lı´mites de bu´fer vacı´o y lleno, (i, 0) y (i,B), respectivamente.
Como resultado, la cadena X definida por P es ergo´dica y cuenta, por tanto, con
una distribucio´n estacionaria. No´tese que la propiedad de ergocidad no requiere que
se pueda transitar de cualquier estado a cualquier estado en un u´nico paso, sino que
haya un “camino” de estados que lo conecten, con probabilidades positivas en cada
estado intermedio.
Distribucio´n estacionaria Sea w = (w0,w1, . . . ,wB) el vector fijo que define las proba-
bilidades estacionarias de X. De acuerdo con el Teorema IV.3, el vector w puede calcu-
larse resolviendo el siguiente sistema de ecuaciones:
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(IV.9)

w0 + w1 + . . . + wB = 1
w0 = w0 · P(0, 0) + w1 · P(0, 1) + . . . + wB · P(0,B)
...
wB = w0 · P(B, 0) + w1 · P(B, 1) + . . . + wB · P(B,B)
Sin embargo, el ca´lculo anterior resulta engorroso y tedioso, incluso utilizando pro-
gramas especı´ficos, pues es necesario resolver un sistema de (B+1)× (B+1) ecuaciones.
En este caso suele utilizarse un me´todo ma´s eficiente y sencillo, derivado de la
Definicio´n IV.10. Segu´n esta definicio´n, el vector fijo w puede tambie´n calcularse re-
solviendo el siguiente sistema de ecuaciones matriciales:
wP = w
w1 = 1
donde 1 es el vector columna unidad. Sea R la matriz que se obtiene de I − P, y
sustituyendo su u´ltima columna por el vector columna unidad 1. Entonces, el sistema
de ecuaciones anterior es equivalente a wR = (0, 0, . . . , 1) y, por tanto:
w = (0, 0, . . . , 1)R−1
La operacio´n anterior anula todas las columnas de R−1 excepto la u´ltima, de la que
se obtiene finalmente el vector fijo w. En el Listado 14 (pa´g. 152) puede encontrarse el
algoritmo que calcula la distribucio´n estacionaria w de una matriz de transicio´n P.
Me´todo alternativo Haciendo uso del Teorema IV.4, puede derivarse un me´todo difer-
ente para calcular la distribucio´n estacionaria de P.
E´ste consiste en elegir arbitrariamente un vector w0 cuyas componentes sumen 1.
Luego, de forma iterativa, y teniendo en cuenta que wi → w conforme i→∞, se calcula
el vector wi = wi−1P, hasta que, en una iteracio´n dada j, la distancia entre los vectores
w j y w j−1 es menor que algu´n para´metro predeterminado .
Este me´todo tiene la ventaja, respecto al presentado anteriormente, de que su imple-
mentacio´n resulta ma´s sencilla. Sin embargo, resulta ma´s costoso computacionalmente,
pues el nu´mero de iteraciones necesario, y las multiplicaciones asociadas, puede hac-
erse alto si el valor del para´metro  es muy bajo.
IV.4.3. Ana´lisis de los resultados
Una vez obtenida la distribucio´n estacionaria w con cualquiera de los dos me´todos
presentados, so´lo resta utilizarla para calcular la probabilidad de que bu´fer de salida
se agote y, por tanto, se produzca una falta o, por el contrario, de que e´ste se llene y no
pueda admitir ma´s elementos.
Antes de llevar a cabo este ca´lculo, se presenta el siguiente teorema, esencial en la
teorı´a de cadenas de Markov, y que resulta imprescindible en el razonamiento posteri-
or.
IV.6 Teorema. (Ley de los Nu´meros Grandes para cadena ergo´dicas) Sea H(n)n la propor-




|H(n)n − w j| > 
)
→ 0,
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independientemente del estado de inicio si.
Este teorema proporciona una nueva interpretacio´n del significado del vector fijo.
Por ejemplo, este teorema predice que teniendo en cuenta el vector fijo obtenido en el
Ejemplo IV.5, w = (0′4, 0′2, 0′4), a largo plazo y en te´rmino medio, la cadena pasara´ el
40 % del tiempo en el estado 0 (Lluvia), el 20 % en el estado 1 (Buen Tiempo) y el 40 %
restante en el 2 (Nieve).
En general, segu´n esta Ley, a largo plazo la cadena pasara´ una fraccio´nw j del tiempo
en el estado s j. Por tanto, comenzando en cualquier estado, la cadena siempre alcanzara´
cualquier otro estado s j; de hecho, lo hara´ un nu´mero infinito de veces.
Aplicando este punto de vista a la modelizacio´n del bu´fer, el vector fijo contiene la
proporcio´n del tiempo que la cadena pasa en cada estado. El estado w0 corresponde
a un bu´fer vacı´o, por lo que el sistema pasara´ el w0 % del tiempo “agotado”. Ide´ntico
razonamiento sirve para el estado de bu´fer lleno, wB.
Como consecuencia de la Ley anterior, se demuestra que la probabilidad de que el bu´fer
se agote, o de que no se llene, nunca puede hacerse nula. Sin embargo, tambie´n se mostrara´
que, ajustando de forma adecuada los para´metros del taman˜o del bu´fer y el ratio de
funcionamiento, puede conseguirse que esta probabilidad se arbitrariamente pequen˜a
de forma que, a efectos pra´cticos, pueda considerarse despreciable.
IV.4.3.1. Agotamiento del bu´fer
Teniendo en cuenta lo dicho anteriormente, la probabilidad final que buscamos des-
de el inicio de este ana´lisis corresponde, simplemente, a la primera componente del
vector fijo, w0. Por tanto, la probabilidad de falta para un sistema con taman˜o de bu´fer B y
ratio de funcionamiento α viene dada por M(B, α) = w0.
Por otro lado, la probabilidad de que el bu´fer no se agote corresponde a “la propor-
cio´n del tiempo que la cadena no pasa en el estado s0”. O lo que es lo mismo, dado que
las componentes de w suman 1, esta probabilidad es igual a:
B∑
i=1
wi = 1 −M(B, α)
De esta forma, resolviendo nume´ricamente la expresio´n anterior, utilizando por
ejemplo el algoritmo presentado en el Listado 14 (pa´g 152), puede darse respuesta,
por fin, a los dos problemas planteados en la seccio´n IV.4.2, a saber:
Problema 1: Partiendo de que el sistema funciona con un ratio de funcionamiento
α, ¿cua´l es el taman˜o mı´nimo B del bu´fer que asegura que la probabilidad de una
falta puede hacerse menor que un para´metro , arbitrariamente pequen˜o?
Problema 2: Dado que el taman˜o del bu´fer utilizado es B, ¿cua´l es el ratio mı´nimo
de funcionamiento que garantiza que la probabilidad de falta pueda, igualmente,
hacerse arbitrariamente pequen˜a?
Las respuestas sera´n detalladas a continuacio´n.
Probabilidad de agotamiento La solucio´n nume´rica, y la obtencio´n del vector fijo w,
proporciona, por tanto, las probabilidades de falta, o agotamiento del bu´fer, para difer-
entes taman˜os de e´ste y ratios de funcionamiento α. Los datos que pueden encontrarse
en el Cuadro IV.8.
Evidentemente, para valores de α = 1 : 1, que equivale a la definicio´n teo´rica orig-
inal del generador shrinking, el sistema fallara´ con probabilidad 1, es decir, M(B, α =





1.0 1.25 1.33 1.6 1.66 2.0 2.5 3.0
8 1.0 0.9624 0.9126 0.7639 0.6315 0.1111 7.9516 · 10−4 7.7786 · 10−6
16 1.0 0.9624 0.9126 0.7639 0.6312 0.0588 1.1060 · 10−6 7.5023 · 10−11
24 1.0 0.9624 0.9126 0.7639 0.6312 0.0400 1.5391 · 10−9 7.2359 · 10−16
32 1.0 0.9624 0.9126 0.7639 0.6312 0.0303 2.1418 · 10−12 6.9790 · 10−21
Cuadro IV.8: Probabilidades de falta (agotamiento del bu´fer) para distintos valores del



























Figura IV.11: Relacio´n entre el taman˜o de bu´fer de salida, ratio de funcionamiento y
probabilidad de falta.
1) = 1. Por supuesto, e´ste es un resultado ya conocido, y reconocido por los propios au-
tores, pero el me´todo que hemos presentado permite obtener una justificacio´n formal
del mismo.
Los resultados, sin embargo, se vuelven ma´s interesantes conforme aumenta el ratio
α. En ese caso, se observa claramente co´mo desciende gradualmente la probabilidad de
falta. De hecho, lo hace de forma abrupta a partir de un ratio de 1.25. Este efecto puede
observarse ma´s claramente en la Figura IV.11, que muestra de forma gra´fica la relacio´n
entre taman˜o de bu´fer, ratio y probabilidad de falta.
Como cabrı´a esperar, en general, si aumenta el taman˜o del bu´fer, tambie´n dismin-
uye la probabilidad de falta. Sin embargo, este no es el caso para valores de α < 2,
donde un aumento del taman˜o del bu´fer no reduce la probabilidad de falta, o lo hace
en una cantidad despreciable.
La razo´n estriba en el hecho de que, para esos ratios de funcionamiento, las proba-
bilidades de transicio´n desde cualquier estado hacia el estado s0, que modeliza el ago-
tamiento del bu´fer, se hacen gradualmente mayores conforme α disminuye. Por esta
razo´n, sea cual sea el taman˜o de bu´fer, finalmente el estado s0 terminara´ siendo alcan-
zado.
Sin embargo, a pesar del efecto recie´n mencionado, la principal conclusio´n de los
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datos obtenidos es que el factor determinante de la probabilidad de falta del sistema es el
ratio de funcionamiento. Este para´metro tiene mucha mayor influencia sobre M(B, α)
que el taman˜o del bu´fer, de forma que pueden obtenerse probabilidades de falta muy
pequen˜as con un taman˜o de bu´fer tambie´n muy reducido, de tan so´lo unas decenas de
elementos.
Dado que este taman˜o de bu´fer es perfectamente asumible en cualquier plataforma
hardware y software actual, incluso en aquellas que cuentan con una capacidad de
co´mputo y almacenamiento mı´nimas, cabrı´a preguntarse si no es posible aumentar el
rendimiento del sistema reduciendo el ratio de funcionamiento, au´n a costa de tener
que aumentar el taman˜o del bu´fer.
Sin embargo, como hemos visto anteriormente, llevar a cabo ese ajuste no es posible,
pues para valores de α < 2, la probabilidad de falta aumentara´ de forma exponencial,
y este es el punto clave, independientemente del taman˜o del bu´fer B.
Conclusiones A modo de resumen, podemos remarcar que el ratio de funcionamiento
mı´nimo para un sistema viable en la pra´ctica es α = 2.5. Incluso para este ratio, solo son
necesarios taman˜os de bu´fer de unos pocos elementos, alrededor de 32, para conseguir
probabilidades de falta del orden de M(32, 2.5) = 2 · 10−12. Por otro lado, tambie´n es
posible variar el taman˜o del bu´fer de salida para ajustar la probabilidad de fallo. De
hecho, para el ratio anterior, α = 2.5, doblar el taman˜o del bu´fer reduce M en un factor
de 1 000 aproximadamente.
IV.4.3.2. Estrategias para gestionar una falta
A pesar de que, como se ha visto, las probabilidades de falta pueden hacerse arbi-
trariamente pequen˜as, e´stas nunca pueden hacerse cero, por lo que, eventualmente, se
producira´ algu´n falta durante el funcionamiento del sistema.
Los autores del generador shrinking, Coppersmith, Krawczyk y Mansour, ya dieron
algunas pautas sobre co´mo gestionar esta situacio´n en su trabajo seminal [10]. Estos
me´todos son ba´sicamente los presentados a continuacio´n.
Rellenar los faltas con valores arbitrarios Por ejemplo, con valores ’0’ y ’1’ de forma
alternativa, si el generador esta´ definido sobre GF(2). En el caso del sistema presentado
en este trabajo, se propone comenzar en un valor arbitrario i del cuerpo GF(2n) corre-
spondiente e incrementar este valor en cada falta, mo´dulo el orden del cuerpo. De esta
forma, en el primer falta la salida del sistema serı´a i ≡ mo´d 2n, i + 1 ≡ mo´d 2n en el
segundo, etc...
Si suponemos que los para´metros del sistema han sido elegidos de forma cuidadosa
y que, por tanto, la tasa de faltas es muy pequen˜a, este me´todo no tiene porque´ reducir
sensiblemente la calidad de la secuencia cifrante producida. Por supuesto, si la tasa de
faltas fuera alta, la secuencia contendrı´a un alto nu´mero de elementos ”predecibles“ y,
por tanto, su complejidad lineal caerı´a dra´sticamente.
Por otro lado, la operacio´n de reduccio´n modular incrementa la complejidad de la
implementacio´n, tanto software como hardware, y aunque se espera que se utilice de
forma excepcional, es costosa computacionalmente, lo que implicarı´a una ligera penal-
izacio´n en el rendimiento.
Almacenamiento de elementos descartados Este me´todo, que puede resultar a priori
algo ma´s complejo que el anterior, consiste en disponer un segundo bu´fer donde al-
macenar algunos de los elementos que se van descartando durante el funcionamiento
normal del sistema, con el fin de utilizar en caso de falta.
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Este enfoque tiene el problema de que necesita este segundo bu´fer, aunque si bien
e´ste podrı´a ser de unos pocos elementos y, por tanto, ocupar pocos bytes de almace-
namiento. Por contra, proporciona, en principio, una solucio´n ma´s elegante y segura
que el me´todo anterior.
Ambos me´todos pueden aplicarse por igual al caso del generador shrinking exten-
dido, pero por las razones anteriormente expuestas, los autores recomiendan el uso del
segundo me´todo.
IV.4.3.3. Desbordamiento del bu´fer
Como resulta lo´gico en un bu´fer de taman˜o finito, existen tambie´n la posibilidad
contraria al agotamiento, es decir, que e´ste se llene o desborde. De hecho, teniendo
en cuenta el ratio α necesario para que no se produzcan faltas en el sistema de forma
sistema´tica, la situacio´n de desbordamiento se producira´ a menudo.
En esta seccio´n trataremos, como ya hicimos en el caso de agotamiento de bu´fer,
de caracterizar esta situacio´n, calcular la probabilidad de que e´sta ocurra y analizar las
consecuencias cuando se produce.
Probabilidad de desbordamiento De forma ana´loga al procedimiento utilizado para
calcular la probabilidad de falta, la situacio´n de desbordamiento se produce cuando la
cadena de Markov utilizada para la modelizacio´n y simulacio´n del sistema transita al
estado sB.
Por tanto, la probabilidad de desbordamiento para un sistema con un taman˜o de
bu´fer B y un ratio α, que denotaremos por F(B, α), corresponde a la u´ltima componente
del vector fijo, o wB. Utilizando los mismos me´todos que los utilizados para el ca´lculo
de la probabilidad de falta M(B, α), los valores resultantes pueden encontrarse resumi-
dos en el Cuadro IV.9
Como era presumible, se observa claramente co´mo aumenta la probabilidad de des-
bordamiento conforme lo hace el ratio de funcionamiento, puesto que se generan ma´s
elementos en cada ciclo del generador. F empieza a ser considerable a partir de un ratio
α = 2.
I´ndice de descarte Con el fin de facilitar el ana´lisis de los resultados, hemos definido
una nueva magnitud, que denominaremos ı´ndice de descarte y denotaremos D(B, α). Este
ı´ndice pretende dar una estimacio´n de la proporcio´n de elementos generados que no
pueden ser almacenados en el bu´fer porque e´ste ha alcanzado su ma´xima capacidad y
que, por tanto, deben ser desechados.




De la definicio´n anterior se desprende que si D(M, α) es menor que 1, el sistema
descarta menos elementos de los que genera. Por contra, si es mayor que 1, se esta´n
desechando un mayor nu´mero de elementos de los que, finalmente, el generador de
secuencia entrega al mo´dulo de cifrado. Claramente esta situacio´n debe evitarse en la
medida de lo posible, y se debera´ tratar de disen˜ar un sistema con un ı´ndice de descarte
tan bajo como sea posible.
Los valores calculados para D(B, α) en el sistema que presentamos pueden encon-
trarse en la parte baja de el Cuadro IV.9 y representados de forma gra´fica en la Figura
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1.0 1.5 2.0 2.5 3.0 4.0 5.0
8 0.000 7.778650 · 10−6 0.111111 0.631525 0.763933 0.912621 0.962419
16 0.000 7.502397 · 10−11 0.058826 0.631525 0.763932 0.912621 0.962419
24 0.000 7.274135 · 10−16 0.040000 0.631525 0.763932 0.912621 0.962419
32 0.000 3.823595 · 10−18 0.030303 0.631525 0.763932 0.912621 0.962419





1.0 1.5 2.0 2.5 3.0 4.0 5.0
8 0.0000 0.0000 0.034000 0.491000 0.500000 0.993000 1.488000
16 0.0000 0.0000 0.003000 0.488000 0.481000 0.977000 1.485000
24 0.0000 0.0000 0.000000 0.438000 0.533000 0.889000 1.437000
32 0.0000 0.0000 0.023000 0.413000 0.454000 0.925000 1.407000
Cuadro IV.9: I´ndice de descarte para distintos taman˜os de bu´fer B y ratios de fun-
cionamiento α.
IV.12. Del ana´lisis de estos datos se desprende que la probabilidad de desbordamien-
to y el ı´ndice de descarte esta´n ı´ntimamente relacionados y presentan una correlacio´n
directa.
Por otro lado, ocurre de nuevo que, en el caso del agotamiento del bu´fer, el fac-
tor determinante que produce el desbordamiento del bu´fer reside en el ratio de fun-
cionamiento y no el taman˜o del mismo.
Se trata pues, de encontrar un equilibrio entre la tendencia del sistema a agotar
y desbordar el bu´fer, situaciones que se caracterizan con la probabilidad de falta y el
ı´ndice de descarte, respectivamente. Si, como se ha visto en la seccio´n anterior, se in-
crementa el ratio de funcionamiento α con el fin de reducir la probabilidad de falta,
inevitablemente aumentara´ la probabilidad de desbordamiento y, con ella, el ı´ndice de
descarte.
Puntos de equilibrio Para encontrar la situacio´n de equilibrio o´ptima pueden analizarse
los datos mostrados en la Figura IV.13. En ella se muestran los para´metros M(B, α) y
D(B, α) en los ejes Y izquierdo y derecho respectivamente, con sus escalas correspondi-
entes. Pueden observase dos puntos de intere´s, resaltados con dos pequen˜os cı´rculos y
etiquetados como puntos A y B, situados en los puntos de abcisa α = 2.11 y α = 2.5,
respectivamente.
Ambos puntos conforman puntos de equilibrio del sistema, o lugares donde ambas cur-
vas se cruzan y, por tanto, no es posible reducir el valor de alguno de los dos para´metros
sin incrementar el del otro. Adema´s, ambas magnitudes tienen un comportamiento
pra´cticamente exponencial alrededor de este punto, por lo que pequen˜os incrementos
o decrementos de algu´n para´metro implicarı´an un gran cambio en el recı´proco.
Sin embargo, es fa´cil observar como, en el punto de equilibrio A, la probabilidad
de falta M(B, 2.11) = 0.1, que resulta inaceptablemente elevado. Es necesario, pues,
renunciar a este punto como valor o´ptimo del sistema y evaluar el siguiente punto
candidato.





























Figura IV.12: Representacio´n gra´fica del ı´ndice de descarte, D(B, α), para los distintos
valores del taman˜o de bu´fer B y ratio de funcionamiento α
El punto B se encuentra en la abscisa α = 2.5 y en e´l la probabilidad de falta comien-
za a hacerse suficientemente pequen˜a. Los valores concretos de esta probabilidad son,
por ejemplo, de 7.9516 · 10−4 para un taman˜o de bu´fer B = 8 y de 2.1418 · 10−12 para
B = 32. El resto de los datos pueden encontrarse en el Cuadro IV.8. Por supuesto, de
los valores anteriores, so´lo el segundo, que determina un taman˜o de bu´fer mı´nimo de
B = 32 elementos resulta aceptable.
A la luz de estos datos, parece claro que el ratio de funcionamiento mı´nimo del
sistema debe situarse por encima de α = 2.5, de forma que la probabilidad de falta
tome valores aceptablemente bajos. Por otro lado, con el fin de que el bu´fer se desborde
el menor nu´mero de veces y, en consecuencia, se desperdicien el menor nu´mero posible
de elementos, el taman˜o mı´nimo del bu´fer debe ser superior a B = 32 elementos.
Propiedades estadı´sticas de la secuencia de salida Otro punto interesante que debe
ser tratado es el de las consecuencias que, para la secuencia de salida producida por el
sistema, tiene el hecho de que el bu´fer se llene. Como se ha descrito con anterioridad,
cuando se produce esta situacio´n, regida por el ı´ndice de descarte, el sistema no puede
almacenar ma´s elementos y, simplemente, debe descartarlos.
Como consecuencia, la secuencia de salida finalmente producida por el sistema no
es exactamente la obtenida del disen˜o teo´rico del generador shrinking, sino una que es
nuevamente ”decimada“ en funcio´n del taman˜o del bu´fer.
Resulta obvio, sin embargo, que las propiedades estadı´sticas [10], pra´cticamente
perfectas, de la secuencia shrunken se mantienen intactas en este caso. Estas propiedades
incluyen, entre otras, una baja correlacio´n entre los elementos de la secuencia, el mis-
mo nu´mero de ocurrencias de cada elemento y una distribucio´n uniforme de las sub-
secuencias [21].
En efecto, una secuencia de propiedades estadı´sticas perfectas de la que se eliminen



































Figura IV.13: Probabilidades de fallo e ı´ndice de descarte combinados para un sistema
con taman˜o de bu´fer B = 8.
algunos elementos, sea cual sea el criterio utilizado, siempre resulta en otra secuencia
estadı´sticamente perfecta. Puede decirse que se obtiene, simplemente, una secuencia
estadı´sticamente perfecta de menor longitud.
El resultado anterior puede demostrarse utilizando un sencillo razonamiento de re-
duccio´n al absurdo. En efecto, si existiera una transformacio´n que, dada una secuencia
de entrada estadı´sticamente perfecta, produjera una secuencia de salida que no preser-
vara dichas propiedades, significarı´a que existirı´an porciones de la secuencia de entra-
da ”privilegiadas“ respecto a otras. Este hecho contradice la hipo´tesis de partida, luego
no puede existir tal transformacio´n.
IV.4.4. Contramedidas para el desbordamiento del bu´fer
Tal y como se ha visto en las secciones anteriores, el desbordamiento del bu´fer del
sistema, sea cual sea el taman˜o de e´ste, es una consecuencia inevitable si se quiere
evitar la situacio´n de falta, mucho ma´s peligrosa desde el punto de vista de seguridad
y rendimiento global del sistema.
Es importante sen˜alar que otros cifradores que producen tambie´n una salida irregu-
lar ignoran completamente el problema. Desde el propio generador shrinking, hasta el
ma´s reciente Decim [22], candidato del proyecto eSTREAM. En palabras de los propios
autores:
[...] If the ABSG outputs one bit when the buffer is full, then the newly
computed bit is not added into the queue, i.e. it is dropped. [...]
Esta estrategia de obviar el problema y, simplemente, descartar el elemento gen-
erado produce una evidente pe´rdida de rendimiento y desperdicio de recursos en-











Figura IV.14: Valos umbrales superior e inferior, Bsup y Bin f respectivamente.
erge´ticos. Aunque este hecho puede pasar pra´cticamente desapercibido en las platafor-
mas ma´s potentes, puede suponer un gasto significativo en las ma´s humildes, habitual-
mente alimentadas con baterı´as.
Para evitar este problema se presentan dos nuevas soluciones, que hemos denom-
inado ajuste dina´mico del ratio y pausa de generacio´n, que impiden en ambos casos dicho
desbordamiento y sus consecuencias.
IV.4.4.1. Ajuste dina´mico del ratio de funcionamiento
La primera de la soluciones resulta conceptualmente muy sencilla: dado que el
mo´dulo de generacio´n de secuencia funciona ma´s rapidamente que el mo´dulo de cifra-
do, un remedio simple consiste en ajustar esta diferencia de velocidad.
De esta forma, reduciendo o aumentando el valor del ratio de funcionamiento α
en funcio´n de la ocupacio´n del bu´fer del sistema en cada momento, es posible evitar
el agotamiento o desbordamiento del mismo. Durante este tiempo, por supuesto, el
mo´dulo de cifrado continuarı´a funcionando normalmente.
Valores umbrales Los niveles de ocupacio´n a los que deben dispararse el ajuste dina´mico
del ratio α, se definen como valores o niveles umbrales superior e inferior, y los denotare-
mos como Bsup y Bin f .
Alcanzar el valor Bsup indica que el bu´fer esta´ cerca de su lı´mite ma´ximo de ocu-
pacio´n y que, por tanto, debe rebajarse el ritmo de produccio´n de elementos. Bin f , por
el contrario, muestra que el bu´fer sufre riesgo de vaciarse y producir una falta del sis-
tema. En la Figura IV.14 puede encontrarse una descripcio´n gra´fica de estos valores.
En general, los valores o´ptimos para el para´metro Bsup dependen del ratio de fun-
cionamiento α y del taman˜o de bu´fer B. De forma intuitiva, cuanto mayor sea el valor
de α, menores pueden ser tanto Bin f como Bsup, puesto que la probabilidad de falta sera´
menor y, por tanto, el valor de Bin f podra´ acercarse ma´s a cero sin posibilidad de que,
finalmente, lo alcance.
Por otro lado, otro aspecto que debe ser tenido en cuenta es que los valores o´ptimos
de estos para´metros deben ser tales que permitan minimizar el tiempo total que el
mo´dulo de generacio´n de secuencia esta´ en funcionamiento. De esta forma, en dis-
positivos embebidos o de baja capacidad de co´mputo se reduce considerablemente el
consumo total debido al proceso de cifrado.
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Tomando en consideracio´n los valores aconsejados para el ratio de funcionamiento
α y taman˜o de bu´fer B, α = 2.5 y B = 32 elementos, respectivamente, cuya justificacio´n
puede encontrarse en la seccio´n IV.4.3, los valores o´ptimos para Bsup y Bin f se situ´an en
torno al 80 % y 20 %, respectivamente.
Funcionamiento El incremento o decremento del ratio debe hacerse dentro de unos
lı´mites pues, de lo contrario, el ratio crecerı´a sin lı´mite o se harı´a cero cuando el bu´fer
estuve cerca de agotarse o desbordarse, respectivamente.
Este lı´mite superior e inferior para el ratio α se denotara´n como αmax y αmin y, de
acuerdo a los experimentos realizados, sus valores o´ptimos oscilan entre 6 para αmax y
1 para αmin.
Presentados los elementos necesarios, el funcionamiento de la solucio´n propuesta
puede resumirse finalmente de la siguiente forma:
1. El sistema funciona normalmente hasta que se alcanza uno de los dos umbrales Bsup
o Bin f .
2. Si se trata del umbral Bsup, el bu´fer esta´ pro´ximo a desbordarse. Por tanto, el sis-
tema debera´ reducir el ratio α, nunca por debajo de αmin, para rebajar el ritmo de
produccio´n de secuencia y permitir que el bu´fer reduzca su ocupacio´n.
3. Por otro lado, si se alcanza el umbral Bin f , el agotamiento del bu´fer resulta probable.
En consecuencia, se aumentara´ el ratio α, no por encima de αmax, con el fin de
aumentar la ocupacio´n del bu´fer y evitar una falta del sistema.
4. En cualquiera de las situaciones anteriores, el mo´dulo de cifrado sigue funcionando
con normalidad, sin alterar su ritmo de trabajo, con el fin de producir una salida
regular.
De acuerdo a estas pautas, el ratio α varia de forma dina´mica durante el funcionamien-
to del sistema y, por tanto, la ocupacio´n del bu´fer oscila entre Bsup e Bin f . En la Figura
IV.16 puede encontrarse co´mo evoluciona esta ocupacio´n a lo largo del tiempo.
Ajuste del ratio α Por otro lado, el ajuste del ratio α debe realizarse de forma gradu-
al, para evitar un posible efecto rebote, que provoque problemas de desbordamientos o
agotamientos abruptos.
Sin embargo, incluso cuando el ajuste se realiza de forma conveniente, esta prop-
uesta adolece de ciertos inconvenientes, sobre todo cuando e´sta se utiliza en una im-
plementacio´n hardware del sistema.
En ese caso, serı´a necesario modular la sen˜al de reloj del mo´dulo de generacio´n de se-
cuencia, incluyendo valores no enteros, como 2.25 o 2.5. Esto implica un coste adicional
en complejidad del disen˜o, que deberı´a incluir un mo´dulo especial para gestionar estos
cambios en el ratio de funcionamiento.
Por otro parte, tambie´n provocarı´a que el mo´dulo de generacio´n y el de cifrado
desincronizasen sus relojes y funcionasen, por tanto, de forma ası´ncrona. Para evitar
estos inconvenientes se propone utilizar en las implementaciones hardware, exclusiva-
mente, ratios α de valor entero,
Afortunadamente, el ajuste dina´mico de α resulta ma´s sencillo cuando la imple-
mentacio´n del cifrador se lleva a cabo en software. En ese caso, basta con ajustar con-
venientemente el nu´mero de iteraciones de los bucles que gobiernan los ratios a y b,
tal y como se describio´ en la seccio´n IV.4.1.1. De acuerdo a estas sencillas directrices, el
valor de α se ajusta de forma efectiva a la ocupacio´n del bu´fer. En la Figura IV.15 puede
encontrarse co´mo evoluciona el valor del ratio durante una ejecucio´n real del sistema.
Por u´ltimo, en el Listado 15 puede encontrarse co´mo quedarı´a la implementacio´n
final de este me´todo de ajuste.















Figura IV.15: Evolucio´n del valor del ratio α durante 1 000 ciclos del generador (αmax =
6, αmin = 1)
IV.4.4.2. Pausa de generacio´n
El segundo me´todo que presentamos puede considerarse, en cierta manera, una
simplificacio´n de la solucio´n anterior. En este caso, la idea consiste en hacer que el
generador funcione u´nicamente cuando sea necesario para evitar el agotamiento del
bu´fer. Podrı´a verse como un caso particular del ajuste dina´mico del ratio, en el que
el ritmo se reduce hasta hacerlo cero en el caso de que el bu´fer estuviese pro´ximo a
desbordarse.
El objetivo de este me´todo es proporcionar tiempo al bu´fer de salida para que re-
duzca su nivel de ocupacio´n, de forma que, finalmente, no se produzcan descartes de
elementos. Una vez que la ocupacio´n del bu´fer baje a niveles intermedios, el mo´dulo
de generacio´n puede reactivarse, de forma que tampoco se produzcan, por supuesto,
faltas en el sistema. De esta forma, el mo´dulo de generacio´n funcionarı´a en un re´gimen
discontinuo, alternando su activacio´n o desactivacio´n en funcio´n del nivel de ocu-
pacio´n.
Valores umbrales En esta solucio´n son tambie´n necesarios los dos valores umbrales
definidos para la propuesta anterior aunque, en este caso, toman significados ligera-
mente diferentes.
Bsup hace referencia ahora al valor de ocupacio´n del bu´fer que, una vez alcanzado,
provocarı´a la desactivacio´n total del mo´dulo de generacio´n de secuencia. Por otro lado,
Bin f indica el nivel al que debera´ reactivarse dicho mo´dulo, con el fin de que no se
produzcan faltas.
Debido a su modo de funcionamiento, el valor o´ptimo para Bsup puede ser ma´s
cercano, en esta caso, al 100 %. En efecto, dado que la generacio´n de elementos se inter-
rumpe completamente y, por tanto, existe la seguridad de que el bu´fer no se desbordara´
en los pro´ximos ciclos, el valor de Bsup puede ser tan alto como un 99 %. Por otro lado,
el valor adecuado de Bin f no sufre cambios y se situ´a, de nuevo, en torno al 20 %.
Sin embargo, como se analizara´ a continuacio´n, el nivel Bsup nunca se alcanza en la
pra´ctica, debido al modo de funcionamiento del generador.
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Funcionamiento A grandes rasgos, el generador so´lo funciona cuando la ocupacio´n
del bu´fer baja por debajo del nivel crı´tico Bin f y, por tanto, corre riesgo de agotarse.
Cuando la ocupacio´n se recupera y sale de la zona crı´tica, el generador de nuevo,
se para. De esta forma el generador funciona de forma o´ptima, generando elementos
u´nicamente cuando e´stos son estrictamente necesarios.
La operacio´n de esta nueva solucio´n se resume a continuacio´n:
1. En cada ciclo de funcionamiento se comprueba si se ha alcanzado uno de los dos
umbrales Bsup o Bin f .
2. Si se trata del umbral Bsup, el bu´fer esta´ cerca de su ma´xima ocupacio´n. En ese in-
stante, se desactiva el mo´dulo de generacio´n de secuencia, con el fin de permitir la
recuperacio´n del bu´fer. A pesar de que esta situacio´n no se presenta en la pra´ctica,
esta comprobacio´n debe estar presente en cualquier caso.
3. Si se ha alcanzado la zona crı´tica por debajo de Bin f , el bu´fer esta´ pro´ximo a agotarse.
En consecuencia, durante este ciclo, se activara´ el funcionamiento del mo´dulo de
generacio´n.
4. Por supuesto, mientras tanto el mo´dulo de cifrado sigue funcionando con normali-
dad.
De esta forma, el nivel de ocupacio´n del bu´fer ira´ variando entre los lı´mites Bsup
y Bin f , conforme el mo´dulo de generacio´n se active o desactive. Como consecuencia,
el nivel de ocupacio´n del bu´fer se mantiene siempre en torno al nivel Bin f , con poca
variacio´n respecto al mismo. En la Figura IV.16 puede encontrarse una ejecucio´n real
del sistema utilizando este me´todo.
Dado que esta propuesta, conceptualmente ma´s sencilla, no necesita de un ajuste
dina´mico del ratio, la implementacio´n del bucle principal del mo´dulo de generacio´n
resulta tambie´n ma´s simple, como puede observarse en el Listado 16.
IV.4.4.3. Ana´lisis de los resultados obtenidos
A lo largo de las secciones anteriores se han presentado dos me´todos eficaces y
noveles para evitar el desbordamiento del bu´fer de salida del sistema, que se producira´
de forma inevitable si no se hace uso de e´stos.
Es importante sen˜alar, no obstante, que estos me´todos pueden aplicarse a cualquier
generador de secuencia con salida irregular, y no so´lo al cifrador propuesto en esta
tesis.
Aunque ambos me´todos consiguen su objetivo, su funcionamiento difiere sensible-
mente. El primero de ellos, la adaptacio´n dina´mica del ratio α, se basa en el ajuste del
valor de dicho ratio en funcio´n del nivel de ocupacio´n del bu´fer, incrementa´ndolo o
reducie´ndolo segu´n las necesidades. Como consecuencia, el nivel de ocupacio´n oscila
de forma notable, con grandes picos entre los valores Bsup y Bin f .
Por otro lado, el segundo me´todo utiliza una estrategia diferente: hacer funcionar
el generador so´lo cuando existe riesgo de agotamiento del bu´fer. De esta forma, so´lo
se generan elementos cuando el nivel de ocupacio´n desciende por debajo de Bin f . Este
enfoque tiene la ventaja evidente de que minimiza el uso del generador, lo que se refleja
en un ligero aumento del rendimiento del mismo y en una reduccio´n muy considerable
en la eficiencia energe´tica, que se situ´a en torno al 20 %.
Otra ventaja de este segundo me´todo es que, al disponer so´lo de un valor umbral,
su implementacio´n, tanto en software como hardware, resulta tambie´n algo ma´s simple
y necesita menos memoria y recursos para su ejecucio´n.
Asimismo, las oscilaciones en el nivel de ocupacio´n del bu´fer son menos abruptas
que en el primer me´todo, reducie´ndose progresivamente conforme aumenta el taman˜o









Adaptacio´n dina´mica de α 19.62 % 12.50 %-89.06 %
Parada del generador 18.80 % 12.50 %-20.31 %
Cuadro IV.10: Datos experimentales para ambos me´todos anti-desbordamiento. Los
para´metros utilizados fueron: taman˜o del bu´fer B = 64, αmax = 6 y αmin para el primer
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Ajuste dinámico de ratio
Parada del generador de secuencia
(b) Taman˜o del bu´fer B = 128 y α = 2′5
Figura IV.16: Evolucio´n del nivel de ocupacio´n del bu´fer del sistema con el uso de las
dos medidas anti-desbordamiento presentadas.
del bu´fer. Este efecto se produce en ambos me´todos, y provoca comportamientos lig-
eramente erra´ticos cuando el taman˜o del bu´fer es pequen˜o, del orden de 32 elementos
o menos. Cuando el taman˜o crece por encima de los 64 elementos el sistema alcanza
estabilidad, y el efecto es inapreciable.
Por u´ltimo, el Cuadro IV.10 resume los datos experimentales obtenidos sobre ambos
me´todos.
IV.4.5. Conclusiones
A la vista del ana´lisis realizado y los datos experimentales obtenidos en las sec-
ciones previas, la primera de las conclusiones es que el disen˜o original del generador
shrinking, tal y como se propuso por sus autores en [10], resulta impecable en su
planteamiento teo´rico pero adolece de importantes inconvenientes cuando se lleva a
la pra´ctica.
El principal de estos inconvenientes es que debe utilizar un bu´fer conectado al
mo´dulo generador para ocultar su salida irregular. Con el fin de evitar su agotamiento,
lo que introducirı´a debilidad criptogra´fica en la secuencia generada, los autores pro-
pusieron incrementar la velocidad de funcionamiento del mo´dulo generador respecto
al de cifrado.
Las consecuencias de este incremento habı´an permanecido inexploradas hasta la
fecha. Los ana´lisis realizados en este trabajo indican que, si no se toman medidas, el
bu´fer se desbordara´ inevitablemente debido a dicho aumento de ratio. En otras pal-
abras, no resulta posible evitar el vaciado y desbordamiento del bu´fer simulta´neamente. O bien
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se reduce el ratio para aumentar el rendimiento y evitar que se llene, con lo que se pro-
ducen faltas, o bien se aumenta el ratio para evitar estos faltas y entonces, inevitable-
mente, el bu´fer se desbordara´.
El desbordamiento del bu´fer, al igual que su agotamiento, debe evitarse a toda costa,
pues acarrea una serie de inconvenientes muy importantes:
Se reduce notablemente el rendimiento, pues se generan multitud de elementos que,
posteriormente, son descartados y no se aprovechan en el mo´dulo de cifrado. Su
generacio´n, por tanto, ha resultado inu´til y completamente prescindible.
Los elementos descartados provocan que el periodo de la secuencia generada no sea
exactamente el estimado de forma teo´rica, pues hay una gran cantidad de elementos
que no llegan a formar parte de la secuencia cifrante. Obviamente, el periodo real
es menor que el teo´rico y, adema´s, resulta difı´cil de calcular en la pra´ctica, debido
a la multitud de factores que afectan al valor final del mismo.
Por u´ltimo, el desbordamiento provoca que la secuencia cifrante no sea exactamente
la secuencia shrunken, que ha sido bien estudiada y analizada, sino que e´sta es nue-
vamente decimada, en funcio´n de para´metros como el taman˜o del bu´fer o el ratio
de funcionamiento. En cualquier caso, hemos demostrado que este hecho no de-
berı´a, en principio, afectar a la seguridad criptogra´fica de la secuencia generada.
Afortunadamente, se han presentado nuevos me´todos con los que sı´ resulta posible
evitar estos problemas. E´stos consisten en medidas que evitan el desbordamiento del
bu´fer, y se basan en la gestio´n del mo´dulo de generacio´n de secuencia.
Dado que su uso resulta imprescindible, los datos sobre el funcionamiento del bu´fer,
tales como su taman˜o o ratio de funcionamiento, se convierten en un para´metro ma´s
del sistema del cifrado. Aunque no es necesario que e´stos se mantengan en secreto, sı´
deben intercambiarse entre ambos comunicantes antes de comenzar la comunicacio´n.
Esto no supone mayor problema, pues existen muchos algoritmos de cifrado con ciertos
para´metros configurables, como la longitud de clave variable de AES [5].
Valores o´ptimos de los para´metros del sistema De acuerdo a los datos obtenidos en
las secciones IV.4.1 y IV.4.2, puede concluirse que el ratio de funcionamiento mı´nimo
para un sistema viable en la pra´ctica es α = 2.5. Combinando el valor de α con unos
taman˜os adecuados del bu´fer, pueden conseguirse probabilidades de agotamiento del
mismo pra´cticamente nulas.
En cuanto este taman˜o de bu´fer necesario, llama la atencio´n que, incluso para el
ratio recomendado, so´lo es necesario un taman˜o de bu´fer B de unos pocos elementos,
alrededor de 32, para conseguir probabilidades de falta del orden de M(32, 2.5) = 2 ·
10−12. Adema´s, doblar el taman˜o del bu´fer reduce dicha probabilidad de falta M en un
factor de 1 000 aproximadamente.
Medidas anti-desbordamiento Para evitar el desbordamiento del bu´fer y los proble-
mas asociados, se han propuesto y analizado dos medidas preventivas: el ajuste dina´mico
del ratio α y la pausa en la generacio´n de elementos. Analizadas ventajas e inconve-
nientes de cada propuesta, se llega a la conclusio´n de que, aunque pueden utilizarse
ambos me´todos, resulta recomendable la segunda opcio´n, debido a su mayor sencillez
de funcionamiento e implementacio´n, y su mayor eficiencia energe´tica.
Gracias al uso de estas medidas, adema´s de conseguir evitar las consecuencias in-
dicadas anteriormente, es posible incrementar el rendimiento de las implementaciones
en alrededor de un 20 %, gracias a que se optimiza al ma´ximo el uso del generador de
secuencia.
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Periodo de la secuencia de salida Como se ha mencionado, resulta importante aclarar
que que el periodo de la secuencia producida por un generador de secuencia real basa-
do en funciones de decimacio´n, que no haga uso de las medidas anti-desbordamiento
propuestas en este trabajo, es siempre menor que el establecido teo´ricamente. Estas
estimaciones u´nicamente resultan va´lidas para un sistema ”sobre el papel“, que fun-
ciona sin limitaciones de memoria ni tiempo y, en la pra´ctica, so´lo pueden considerarse
como un lı´mite superior.
En la pra´ctica, la implementacio´n de cualquier sistema que hago uso de funciones
de decimacio´n, como el generador shrinking o, en general, cualquier generador de se-
cuencia con salida irregular se encontrara´, ineludiblemente, con las dificultades anal-
izadas en este trabajo.
Desgraciadamente, derivar las expresiones analı´ticas que determinen con exactitud
el periodo de la secuencia de salida puede resultar imposible en la pra´ctica. Este valor,
en un sistema real, depende de multitud de factores, como el ratio de funcionamiento,
el ı´ndice de descarte, del taman˜o de bu´fer o del contenido inicial de los registros.
Afortunadamente, la solucio´n para evitar esta dificultades es sencilla y consiste en
utilizar alguna de las medidas para evitar el desbordamiento. De esta forma no se pier-
den elementos y se tiene la seguridad de que las estimaciones para el periodo de la
secuencia resultantes son fiables.
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Algoritmo 14 Algoritmo de ca´lculo de la distribucio´n estacionaria w de X
1 ...
2 static int B=32;
3 static int a=5;
4 static int b=2;
5
6 // Ca´lculo de la matriz de transicio´n
7 public static Matrix getMarkovMatrix(){




12 for (i=0; i<=B; i++){
13 for (j=0; j<=B;j++){
14 v=0;
15 if (j==0){
16 for (x=0; x<=b-i; x++){
17 v+=binomialCoefficient(a,x);
18 }
19 } else if (j==B){
20 for (x=B+b-i; x<=a; x++){
21 v+=binomialCoefficient(a,x);
22 }














37 public static void main(String[] args) {
38 Matrix P, Q, R, S;
39
40 P = getMarkovMatrix();
41 Q = Matrix.identity(B+1, B+1).minus(P);
42 Q.setMatrix(0, B, B, B, new Matrix(B+1,1,1.0));
43 R=Q.inverse().getMatrix(B,B,0,B);
44 } 
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Algoritmo 15 Ajuste dina´mico del ratio de funcionamiento α.
1 // Est a´ el bu´fer cerca de desbordarse?. Si es ası´, reducir el ratio a.
2 if ((tama o_bu´fer > b_sup) && (ratio_a > ratio_a_min))
3 ratio_a--;
4
5 // Est a´ el bu´fer cerca de agotarse?. Si es ası´, aumentar el ratio a.
6 if ((tama o_bu´fer < b_inf) && (ratio_a < ratio_a_max))
7 ratio_a++;
8
9 // Bucle principal del mo´dulo de generacio´n
10 for (x=0; x < ratio_a; x++)
11 <<co´digo del generador de secuencia>>
12 for (j=0; j < b; j++)
13 <<co´digo del mo´dulo de cifrado>> 
Algoritmo 16 Implementacio´n del me´todo de pausa en la generacio´n de secuencia
1 // El m’odulo de generaci’on s’olo funciona si el el bu´fer est’a cerca de agotarse.
2 if (tama o_bu´fer < b_inf){
3 // Bucle principal del mo´dulo de generacio´n
4 for (x=0; x < a; x++)
5 <<co´digo del generador de secuencia>>
6 }
7
8 for (j=0; j < b; j++)
9 <<co´digo del mo´dulo de cifrado>> 
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IV.5. MO´DULO DE CARGA DEL VECTOR DE INICIALIZACIO´N
Los algoritmos de cifrado en flujo se han utilizado tradicionalmente en entornos
donde la informacio´n se procesa de acuerdo a ciertas pautas:
Los datos a cifrar se generan de forma continua, con una cierta tasa fija o variable.
El medio de transmisio´n suele ser ”ruidoso“, por lo que se producen a menudo
pequen˜as pe´rdidas de informacio´n, que no pueden ser recuperadas, y que deben
ser gestionadas correctamente por el proceso de cifrado.
Ejemplos de estos entornos incluyen mayoritariamente el cifrado de la voz, con los
originales secro´fonos y la ma´s reciente telefonı´a mo´vil [14].
Por otro lado, resulta inconcebible disen˜ar un nuevo algoritmo de cifrado en flujo
que tenga dificultades para operar en Internet, dada su ubicua presencia en todos los
aspectos de la vida moderna. Sin embargo, Internet es una red de conmutacio´n de paque-
tes, muy diferente a las redes tradicionales de telefonı´a, por lo que su llegada obligo´
a los algoritmos en flujo a adaptarse al nuevo entorno, incluyendo, por ejemplo, un
mecanismo de sincronizacio´n, que sea capaz de hacer frente a los problemas inherentes
de este tipo de redes:
Pe´rdida de paquetes: en determinadas circunstancias una pequen˜a parte de los pa-
quetes transmitidos pueden perderse o corromperse, de forma que no alcancen
su destino.
Distintas latencias: la comunicacio´n puede tener diferentes latencias entre las partes,
dependiendo de la congestio´n de la red en cada momento.
Paquetes fuera de orden: los paquetes pueden seguir diferentes rutas y llegar des-
ordenados a su destino.
Aunque estos problemas son corregidos de forma transparente por el protocolo del
nivel de transporte (TCP), es necesario que un algoritmo de cifrado robusto sea capaz
de hacerles frente, pues existen multitud de escenarios donde el protocolo TCP no actu´a
o no resulta adecuado.
Cifradores en flujo sı´ncronos Como se introdujo brevemente en la seccio´n IV.1, los
cifradores en flujo sı´ncronos, como es el caso del algoritmo que presentamos en esta
tesis, actualizan su estado interno independientemente del texto en claro que esta´n
procesando. Las consecuencias de este planteamiento son importantes:
El generador de secuencia se convierte en una ma´quina finita de estados que
actu´a como un generador de nu´mero aleatorios criptogra´ficamente seguro. De esta for-
ma se convierte en una alternativa pra´ctica al incondicionalmente seguro (pero
nada pra´ctico) cifrador de Vernam.
No existe la propagacio´n de errores: si un sı´mbolo del texto en claro es modifica-
do debido a errores en la transmisio´n, so´lo ese dı´gito sera´ descifrado incorrec-
tamente, sin afectar a otros sı´mbolos. E´sta es, sin duda, una caracterı´stica muy
deseable para, por ejemplo, las comunicaciones inala´mbricas, donde estas mod-
ificaciones aleatorias en los datos intercambiados son comunes debido al ruido
inherente del medio de transmisio´n.
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Modelo de seguridad particular: el hecho de que el texto en claro no afecta al estado
interno del generador de secuencia hace que el ana´lisis de la seguridad del mismo
sea radicalmente distinto al de cifradores en flujo auto-sincronizantes o cifradores
en bloque. En efecto, para estos dos u´ltimos esquemas, el atacante puede hacer
uso de los ataques de texto claro y cifrado escogido, donde puede influir en el
estado interno del cifrador o en sus variables intermedias. Sin embargo, estos
ataques se tornan inu´tiles para un cifrador en flujo sı´ncrono, para el que el u´nico
ataque factible es el de texto en claro conocido.
Debido a estas buenas propiedades, los cifradores en flujo sı´ncronos son mayorı´a.
De hecho, en el reciente proyecto eSTREAM, 31 de los 34 candidatos aceptados para
evaluacio´n se engloban dentro de esta categorı´a.
Sin embargo, este tipo de cifradores adolecen de un inconveniente importante, que
cobra ma´xima importancia en una red como Internet, pues esta´ relacionado con la sin-
cronizacio´n en la comunicacio´n. Como resulta claro, emisor y receptor deben estar per-
fectamente sincronizados para que el proceso de descifrado funcione correctamente.
De otra forma, en cuanto un sı´mbolo se an˜ada o elimine durante la transmisio´n, las
partes en comunicacio´n perdera´n su sincronı´a y el resto del mensaje se descifrara´ de
forma incorrecta.
Para solucionar este problema se suele utilizar un mecanismo de sincronizacio´n, que
funciona, a grandes rasgos, como sigue:
El texto en claro se divide en pequen˜as porciones denominadas tramas, de taman˜o
fijo, que se cifran consecutivamente, como se muestra en la Figura IV.17. De esta
forma, una trama consiste habitualmente en un nu´mero de trama y un bloque de
datos cifrados.
Antes del cifrado de cada trama, el cifrador en el flujo se inicializa con la clave
secreta y un valor o vector de inicializacio´n, que habitualmente se deriva del conta-
dor de trama utilizando alguna funcio´n pu´blica (como una funcio´n hash). Algo
ma´s formalmente, el cifrador se inicializa durante su puesto en marcha con esta-
do inicial de s bits, S0, y una clave secreta de kc bits, Kc. En la pra´ctica, para´metros
S0 se deriva de Kc, de un vector de inicializacio´n IV de iv bits y de una funcio´n
Init de la siguiente forma:
S0 = Init(Kc, IV)
Es responsabilidad del usuario del cifrador asegurarse de que un par (Kc, IV) no
se utiliza nunca para cifrar ma´s de un texto en claro, porque, de otra forma, la
seguridad del cifrador, por su naturaleza aditiva, se ve seriamente comprometida.
Un ejemplo tı´pico de un cifrador en flujo sı´ncrono es el algoritmo A5/1 [14], que
au´n se utiliza en la comunicacio´n GSM en ciertos paı´ses europeos. El taman˜o de cada
trama es de 228 bits, y el vector de inicializacio´n se deriva directamente del contador de
trama. Tambie´n el algoritmo E0, utilizado en el protocolo inala´mbrico Bluetooth [23, 24]
utiliza un mecanismo de sincronizacio´n.
Dificultades del IV A pesar de su aparente simplicidad, incorporar un vector de ini-
cializacio´n a un cifrador en flujo no es, sin embargo, tarea fa´cil. La razo´n principal
estriba en el hecho de que se trata de un para´metro de entrada, pu´blico, que esta´ bajo
el control parcial de un atacante, lo que incrementa el nu´mero de ataques que el mismo
puede llevar a cabo.
Por esta razo´n, recientemente se han descrito numerosos ataques exitosos contra el
mecanismo de IV de cifradores en flujo:
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...
1   2   3 n
Trama número 1 Datos cifrados
...Trama número 2 Datos cifrados
...
...Trama número m Datos cifrados
Figura IV.17: Uso de tramas para el mecanismo de sincronizacio´n.
De los 34 cifradores aceptados en el proyecto eSTREAM, 10 fueron descartados
por problemas en el proceso de inicializacio´n del IV (ve´ase, por ejemplo, [25, 22,
26]). Esto supone ma´s de un sorprendente 25 % del total de propuestas.
Otros cifradores, aparentemente fuertes desde el punto de vista acade´mico tradi-
cional, tambie´n han tenido problemas con su mecanismo de sincronizacio´n, como
Turing [27] y Helix [28].
Por u´ltimo, incluso cifradores que son ampliamente utilizados actualmente, han
sufrido los mismos inconvenientes, habitualmente con consecuencias desastrosas,
que han permitido su completo criptoana´lisis. Es el caso del esta´ndar GSM [15],
o el protocolo de comunicacio´n inala´mbrica WEP [29].
El resto de esta seccio´n esta´ organizada como sigue. Comienza detallando, en el
apartado IV.5.1, los requisitos deseables de todo mecanismo de sincronizacio´n, anal-
izando aspectos como la forma adecuada de generacio´n del IV o la longitud o´ptima de
e´ste. A continuacio´n, en la seccio´n IV.5.2 se presenta un mo´dulo de gestio´n del IV, que in-
corpora dichos requisitos y que sera´ incorporado al disen˜o final de cifrador. Por u´ltimo,
en los apartados IV.5.3 y IV.5.4 se evalu´an la seguridad y rendimiento del mo´dulo y, fi-
nalmente, se resumen brevemente los puntos ma´s relevantes sobre esta cuestio´n y se
presentan una serie de conclusiones.
IV.5.1. Requisitos del vector de inicializacio´n (IV)
En este apartado se analizan los diversos requisitos que debe cumplir todo mecan-
ismo de gestio´n del vector de inicializacio´n para considerarse seguro. Estos requisitos
incluyen cuestiones como la seguridad sema´ntica de las comunicaciones, la generacio´n y
longitud de los IVs y otros aspectos.
IV.5.1.1. Seguridad sema´ntica
La seguridad sema´ntica hace referencia al hecho de que, en ocasiones, a pesar de que
un texto se transmita cifrado, es posible ”intuir“ su contenido, sobre todo en entornos
con poca variabilidad en los mensajes, como ocurre tı´picamente en los protocolos de
comunicaciones.
Por ejemplo, el protocolo 802.11 de comunicaciones inala´mbricas hace uso de unos
paquetes de sen˜alizacio´n, denominados paquetes de beacon, cuya longitud y contenidos
no suele variar e, incluso, se envı´an a intervalos regulares. Como consecuencia, si todos
ellos se cifran con la misma clave, un algoritmo en flujo tradicional, que no utilice un
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IV, producirı´a el mismo texto cifrado. Por tanto, una vez que se identifica uno, todos
los dema´s pueden ser tambie´n fa´cilmente detectados y, su contenido, intuido, aunque
no se haya obtenido la clave de cifrado.
El uso de vectores de inicalizacio´n puede utilizarse para mitigar este problema y
evitar ası´ que cifrar dos veces el mismo texto en claro con la misma clave produzca el
mismo texto cifrado. Por supuesto, deben utilizarse diferentes IV en cada proceso de
cifrado. Cuando estos cifradores se utilizan en protocolos reales, el IV suele cambiarse
por cada paquete enviado, por lo que, en la pra´ctica, significa que el estado interno del
cifrador se modifica constantemente.
IV.5.1.2. Longitud y generacio´n de los IVs
La longitud del IV, y la forma en la que e´ste se genera, puede tener un gran impacto
tanto en la seguridad como en el rendimiento final del cifrador.
Por una parte, si el IV es excesivamente largo se incrementara´ innecesariamente
la longitud de cada paquete, dado que e´ste debe ser transmitido junto con los datos
cifrados. Esto provocara´, adema´s, una significativa pe´rdida de rendimiento y un au-
mento en el consumo energe´tico, que cobra especial importancia en redes MANet o de
sensores.
Por otro lado, si el taman˜o del IV es demasiado pequen˜o, aumenta de forma im-
portante la probabilidad de que e´ste se repita, lo que acarreara´ importantes problemas
de seguridad, como se ha apuntado brevemente en los pa´rrafos anteriores. En efecto,
si el mismo IV se utiliza para cifrar dos textos en claro diferentes, P1 y P2, a menudo
es posible recuperar los textos en claro originales [30]. La razo´n es que resulta factible
recuperar P1 ⊕ P2, que proporciona mucha informacio´n sobre P1 y P2 cuando e´stos
tienen suficiente redundancia. E´ste suele ser el caso en protocolos de comunicacio´n,
donde buena parte del contenido de los paquetes, como la cabecera, es fija y puede ser
fa´cilmente reconstruida con muy poco informacio´n extra.
Llegados a este punto cabe preguntarse, ¿que´ longitud mı´nima deberı´a tener un IV?.
Por supuesto, independientemente del modo en que se derive el IV para cada paquete,
un IV de n bits se repetira´ inevitablemente despue´s de enviar 2n + 1 paquetes.
Sin embargo, utilizando malas estrategias para la generacio´n del IV, es fa´cil que
se produzcan repeticiones mucho antes de ese lı´mite superior. Por ejemplo, si cada
IV se elige de forma aleatoria, como hacı´an varios fabricantes en sus productos que
implementaban el protocolo WEP3, de forma estadı´stica, por el mismo principio que
la paradoja del cumplean˜os, la primera repeticio´n se producira´ despue´s de so´lo aproxi-
madamente 2(n/2) iteraciones.
Por estas razones, se recomienda el uso de vectores de inicializacio´n de, al menos,
64 bits. E´ste es el caso de algunos cifradores modernos, como Decim, aunque otros,
como Dragon, proponen taman˜os de 256 bits, que se antojan algo excesivos, sobre todo
teniendo en cuenta el incremento que se acarrea en la longitud de cada paquete y en el
consumo energe´tico.
En en este sentido, la estrategia ma´s sencilla parece en este caso la ma´s o´ptima.
Nuestro cifrador utilizara´, por tanto, un contador de 64 bits que hara´ las veces de IV y
que se incrementara´ de forma secuencial con cada paquete cifrado. Este IV se incluira´
en el paquete enviado, de forma que el receptor pueda recuperarlo y utilizarlo en el
proceso de descifrado.
3La lista de vulnerabilidades de las implementaciones del protocolo WEP es vergonzosamente larga. Otra
de las ma´s importantes es que el taman˜o elegido para el IV era excesivamente corto, de so´lo 24 bits. De esta
forma, tras enviar u´nicamente 16 millones de paquetes, que resulta una cantidad pequen˜a en una red con un
volumen de tra´fico muy alto, se producen inevitablemente repeticiones del IV.
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De esta forma es posible cifrar un total de 264 bits utilizando la misma clave. Suponien-
do que cada paquete de datos tiene la longitud ma´xima permitida, alrededor de unos
1500 bytes en Internet, esta cantidad equivale al envı´o de ma´s de 1′5 ∗ 1015 paquetes,
antes de que sea necesario reemplazar la clave.
IV.5.1.3. Seguridad del mecanismo de inicializacio´n del IV
Comenzaremos por definir que´ se entiende por que un mecanismo de inicializacio´n
de un cifrador en flujo, que carga el IV y establece el estado inicial del mismo, sea
seguro.
Partiremos para ello de las recomendaciones de Rogaway [31], que propone traba-
jar en un escenario en el que el atacante tenga control sobre el IV. Esto significa que,
adema´s de poder elegir libremente el texto en claro, tambie´n puede elegir el IV que se
utiliza en el cifrado, siempre que no utilice dos veces el mismo valor.
Este proceso se conoce con el nombre de ataque de IV elegido, y trata de explotar el
hecho de que la mayorı´a de los cifradores en flujo pueden especificarse con una funcio´n
iterativa relativamente sencilla. Como consecuencia, si el disen˜o no ha sido realizado
con cuidado, algunos elementos de la secuencia cifrante pueden expresarse como una
simple funcio´n booleana de la clave secreta K y el IV. En ese punto, el atacante puede
recuperar de forma inmediata la clave K, puesto que so´lo debe invertir la funcio´n que
relaciona K, IV y la secuencia cifrante.
Sin embargo, en 2006 Wu y Preneel [28] propusieron un ataque sobre el cifrador
Phelix que se basaba en la reutilizacio´n del vector de inicializacio´n, rompiendo, en cier-
ta manera, las reglas del juego del modelo anterior.
Como era previsible, este enfoque ha despertado una fuerte oposicio´n entre algunos
cripto´grafos, como Bernstein [32], que argumentan que si los usuarios no respetan las
precauciones y requisitos necesarios para utilizar un algoritmo, entonces no puede cul-
parse a e´ste de las consecuencias. De hecho, como se ha analizado en las secciones an-
teriores, cualquier cifrador en flujo aditivo puede romperse fa´cilmente bajo la asuncio´n
de Wu y Preneel y permitiendo la reutilizacio´n del IV.
Del debate anterior podemos extraer la siguiente definicio´n informal de la seguri-
dad del mecanismo de inicializacio´n de un cifrador en flujo.
IV.11 Definicio´n. (Seguridad del IV) Asumiendo que el generador de secuencia de
un cifrador en flujo es seguro, es una condicio´n suficiente para la seguridad global del
cifrador que la salida del mo´dulo de inicializacio´n del par (clave, IV), es decir, el estado
inicial, no pueda ser distinguido de una secuencia aleatoria.
En otras palabras, la definicio´n anterior establece que un mecanismo de IV es seguro
si ”mezcla“ adecuadamente los bits de K e IV, de forma que no pueda definirse una
funcio´n lineal, que es fa´cilmente invertible, que los relacione con los bits de la secuencia
cifrante.
Utilizaremos este criterio como punto de partida en el disen˜o de nuestro mecanismo
de inicializacio´n.
IV.5.1.4. Evaluacio´n del mecanismo de inicializacio´n del IV
¿Co´mo podemos, pues, comprobar que la salida del cifrador, tras el proceso de mez-
cla del IV, no presenta correlaciones y no puede ser distinguida de una secuencia aleato-
ria?.
Tradicionalmente se han utilizado tests estadı´sticos para la evaluacio´n de los cifradores
en flujo, como nosotros mismos hemos hecho en el capı´tulo anterior, para la evaluacio´n
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de los nuevos registros de desplazamiento extendidos. Sin embargo, la introduccio´n
del vector de inicializacio´n en este tipo de cifradores es relativamente reciente, y la
metodologı´a habitualmente con estos tests no resulta adecuada para la evaluacio´n del
mecanismo de inicializacio´n del IV.
La razo´n estriba en que el enfoque habitual obvia que un cifrador en flujo equipado
con un mecanismo de IV deberı´a ser tambie´n inmune a un ataque de IV elegido, como
se ha analizado en la seccio´n anterior. Como parte del proyecto eSTREAM, Saarinen
[33] ha proporcionado una baterı´a de tests especı´ficamente disen˜ados para verificar la
eficacia del mecanismo de IV.
Estos tests, que sera´n analizados con mayor profundidad en la seccio´n IV.5.3, tratan
de encontrar subconjuntos de bits de entrada que resulten menos ”mezclados“ durante
el proceso de inicializacio´n que otros bits, lo que, habitualmente, resulta ma´s probable
al inicio o al final del vector que conforma el IV.
Sorprendemente, muchos de los cifradores presentados a eSTREAM obtuvieron po-
bres resultados en estos tests, como DECIM, hasta el punto de que dichos resultados
provocaron un redisen˜o del cifrador por parte de los autores y la generacio´n de una
segunda versio´n mejorada del mismo, denominada DECIMv2.
IV.5.2. Mo´dulo de gestio´n del IV
En esta seccio´n se presenta finalmente un mo´dulo de gestio´n del IV que cumple to-
dos los criterios de seguridad anteriormente citados. Por simplicidad, e´ste hace uso de
las propias estructuras del cifrador, como los registros de desplazamiento y la funcio´n
de decimacio´n, de forma que su disen˜o se mantiene simple y eficiente.
El mecanismo de inicializacio´n del IV debe utilizarse en diversas situaciones:
Durante la fase de inicializacio´n del cifrador, antes de que e´ste este´ en disposicio´n de
generar secuencia cifrante va´lida.
Cada vez que sea necesario reiniciar el estado del cifrador, a trave´s del IV, como
sucede cuando e´ste se utiliza en redes de comunicaciones basadas en conmutacio´n
de paquetes.
Cuando, por seguridad, la vida u´til de la combinacio´n {K,IV} se agote, y se nece-
sario cargar un nuevo par.
Este proceso ha sido disen˜ado para resultar eficiente, lo que resulta especialmente
importante en las aplicaciones pra´cticas que requieren una reinicializacio´n frecuente,
como las transmisiones mo´viles e inala´mbricas, que suelen utilizar el nu´mero de tra-
ma o paquete como IV. En la seccio´n IV.5.4 puede encontrarse una comparativa de
rendimiento con otros importantes cifradores.
IV.5.2.1. Inicializacio´n del cifrador
Antes de que el cifrador este´ en disposicio´n de poder generar secuencia cifrante, la
clave secreta K debe ser diversificada, ”mezclando“ K con el valor del IV.
Definamos la clave K como concatenacio´n de dos cadenas K1 = u0u1 . . . uk−1 y K2 =
v0v1 . . . vl−1, y el vector inicial como IV = i0u1 . . . im−1, siendo las longitudes de estas
cadenas k, l y m, respectivamente4.
4Aunque se trate exclusivamente de una cuestio´n de notacio´n, hay que recordar que, aunque estas longi-
tudes se han expresado en bits en este capı´tulo, tanto las claves como el IV esta´n definidos sobre GF(2n) y,
por tanto, son elementos de, como mı´nimo, 8 bits de longitud.




















1. Ambos registros, R1 y R2, inicialmente vacı´os, se cargan con los valores correspon-
dientes de K1 y K2.
2. Los m elementos del IV, IV0, . . . IVm−1 se introducen en R1 y R2 de la siguiente forma:
Se llevan a cabo m ciclos del cifrador. Ası´, en el ciclo i-e´simo, se obtendra´n
de R1 y R2 sendos elementos de realimentacio´n, que denominaremos f i1 y f
i
2, y un
elemento de la secuencia cifrante, obtenido a trave´s de la funcio´n de decimacio´n, di.
A continuacio´n se calcula d′i = di ⊕ IVi y, posteriormente, tanto d′i ⊕ f i1 como
d′i ⊕ f i2, que son los elementos que finalmente proporcionan la realimentacio´n de R1
y R2.
3. En otras palabras, se realizan m ciclos del cifrador con la conexiones indicadas en la
figura superior y con los elementos de realimentacio´n di ⊕ IVi ⊕ f i1 y di ⊕ IVi ⊕ f i2 con
0 ≤ i ≤ m para R1 y R2 respectivamente
Salida = Nuevo estado para R1 y R2
Figura IV.18: Proceso de inicializacio´n y carga del IV
La carga inicial del IV se realiza de acuerdo al proceso indicado en la Figura IV.18,
siendo el nu´mero total de combinaciones (K, IV), o estados iniciales del cifrador, de
2k+l+m. Por ejemplo, para una clave secreta tı´pica de 128 bits y un IV de 64 bits, el
nu´mero de estados es equivalente a 2128+64 = 2192.
Criterios de disen˜o Las principales caracterı´sticas del disen˜o de este proceso son las
siguientes:
La imprescindible no linealidad del me´todo se consigue a trave´s de la propia fun-
cio´n de decimacio´n del mo´dulo de cifrado. En la seccio´n IV.5.3 se analizara´ la
seguridad de este enfoque desde el punto de vista estadı´stico.
Otra caracterı´sticas ma´s importantes de nuestro me´todo de carga, que lo diferen-
cia de otros, como el del Decim o Dragon, es que permite acomodar IVs de distin-
tas longitudes. El proceso de carga permanece invariable sea cual sea la longitud
del IV utilizado. E´ste puede, incluso, variar de forma dina´mica, para ajustarse a
diferentes aplicaciones, como el cifrado en una red o de documentos que van a
ser almacenados offline, sin necesidad de ajustar la estructura interna.
Otro de los criterios esenciales de disen˜o ha sido la eficiencia del proceso, que per-
mitiera su uso en escenarios de frecuente inicializacio´n. Los datos acerca del
rendimiento pueden encontrarse en la seccio´n IV.5.4.
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IV.5.3. Evaluacio´n de la seguridad
Tal y como se introdujo brevemente en IV.5.1.4, la evaluacio´n de la seguridad del
mecanismo de carga del IV resulta difı´cil, debido a su novedad, y la consecuente falta
de experiencia en la comunidad criptolo´gica al respecto, y a la falta de pruebas es-
pecı´ficas.
Para tratar de paliar este vacı´o, Saarinen [33] presento´ en 2006 un conjunto de tests
especı´ficos, cuyo objetivo esencial es comprobar que la mezcla del IV con la clave K es
”homoge´nea“ y se realiza con una funcio´n no lineal, de forma que no sea fa´cilmente
invertible.
Estos tests se basan en el hecho de que el funcionamiento de la mayorı´a de los
cifradores en flujo puede ser expresado con una funcio´n de iteracio´n sencilla y, por tan-
to, algunos de los elementos de la secuencia cifrante pueden escribirse como funciones
booleanas de la clave K y el IV.
Estos tests sirven para comprobar la resistencia del cifrador a un ataque de IV elegi-
do y, por tanto, mantienen constante la clave K y varı´an IV, de forma que el cifrador
completo puede verse como una ”caja negra“ con un u´nico para´metro de entrada.
Para llevar a cabo este trabajo examinan la forma normal algebraica (ANF), en busca de
anomalı´as como elementos redundantes o sesgos importantes.
A continuacio´n se describen brevemente estas pruebas:
Monomios de grado d Basado en el test de Mo¨bius, presentado por Filiol [34], esta prue-
ba comprueba si una funcio´n booleana dada tiene el nu´mero esperado de monomios
de grado d. Para d = 0, este test se denomina el test afı´n.
En pocas palabras, esta prueba cuenta el nu´mero de ’1’ de la funcio´n ANF en cada
posicio´n x con un peso de Hamming d. A continuacio´n se aplica un test estadı´stico
χ2 tradicional para determinar si el nu´mero obtenido es excepcionalmente alto o
bajo.
Cambio de bits Este test mide el efecto de cambiar uno de los bits de entrada de una
funcio´n booleana. La prueba puede llevarse a cabo tanto sobre la funcio´n f origi-
nal o sobre su forma normal, y puede utilizarse tambie´n el mismo test χ2 con un
grado de libertad que en el test anterior.
Resultados Realizados los tests anteriores sobre el mecanismo de carga del IV presen-
tado, los resultados pueden considerarse muy satisfactorios, no observa´ndose ninguna
debilidad estadı´stica que permitiera un ataque de IV escogido.
Es importante sen˜alar que los tests se han realizado para un valor de m ≥ 8, lo que
implica que, para que el proceso de carga sea seguro, deben utilizarse longitudes de IV
superiores a los 8 ∗ 8 = 64 bits.
Conforme decrece el valor de m, el nivel de seguridad tambie´n lo hace. Por ejemplo,
para valores de m ≤ 5 (40 bits), los tests pueden distinguir la secuencia de salida de una
aleatoria con un margen de error muy pequen˜o, con una probabilidad P < 2−8, aunque
para ellos necesitan utilizar un total de 218 IV diferentes.
En cualquier caso, no se recomienda el uso de IVs de longitud menor a 64 bits,
porque eso aumentarı´a considerablemente la posibilidad de que se repitiera el mismo
IV durante la vida u´til de la clave K, lo que habilitarı´a el ataque descrito en IV.5.1.2.
IV.5.4. Evaluacio´n del rendimiento del proceso de carga del IV
Por u´ltimo, se estudia a continuacio´n el rendimiento ofrecido por el mecanismo
de carga del IV, compara´ndolo con los cuatro cifradores ganadores del proyecto eS-
TREAM en el perfil de software.










Cuadro IV.11: Resultados de rendimiento del proceso de carga del IV presentado.
Los datos fueron obtenidos durante la carga de 106 IVs, utilizando el procedimiento
habitual (10 ejecuciones, descartando los valores extremos mayor y menor y calculando
la media aritme´tica del resto). En el Cuadro IV.11 pueden encontrarse los datos defini-
tivos, expresados en ciclos/byte.
Como se desprende de dichos datos, el proceso de carga de IV de nuestro cifrador
es muy competitivo, resultando so´lo 1.6 veces ma´s lento que uno de los ganadores del
eSTREAM, SOSEMANUK, pero, simulta´neamente, ma´s de 51 veces ma´s ra´pido que
otro de los candidatos, HC-128. Como puede verse, la variabilidad en el rendimiento
de los procesos de carga es altı´sima entre los distintos cifradores. Por ejemplo, HC-128
es ma´s de 1800 veces ma´s lento que el ma´s ra´pido de los cifradores en este sentido,
Salsa20. Por supuesto, todos los cifradores comparados son de perfil software.
El rendimiento ma´ximo que puede alcanzar el mecanismo de carga esta´ determina-
do, en u´ltima instancia, por la estructura interna del cifrador. Por tanto, resulta difı´cil
poder mejorar sustancialmente la velocidad de carga del VI, debido a que los pilares
ba´sicos del disen˜o del cifrador son los registros de desplazamiento. E´stos son, por
definicio´n, de naturaleza lineal por lo que, a pesar del uso de una funcio´n de deci-
macio´n, que introduce el componente no lineal, es necesario realizar un nu´mero mı´nimo
de iteraciones para ocultar de forma efectiva la linealidad subyacente.
Factor de resincronizacio´n Como se analizado en las secciones previas, es necesario
combinar la clave secreta K con un IV u´nico para cada paquete con el fin de evitar la
reutilizacio´n de la misma secuencia cifrante.
Resulta claro, por tanto, que este proceso de sincronizacio´n introduce una sobrecar-
ga inevitable en el sistema, ya que el algoritmo de cifrado debe funcionar durante mu-
chos ciclos de reloj antes de poder producir secuencia cifrante va´lida. Adema´s, cuanto
menor sea el paquete, y la secuencia cifrante necesaria para cifrarlo, mayor es la sobre-
carga producida.
Con el fin de cuantificar esta sobrecarga, definiremos un factor de resincronizacio´n
(FR), que es una funcio´n de la longitud del paquete, y que toma la siguiente forma:
FR =
Nu´mero de ciclos total
Nu´mero de ciclos para la secuencia cifrante
Para que un cifrador en flujo resulte utilizable en aplicaciones pra´cticas, debe con-
seguir un buen equilibrio que lleve a un mecanismo de sincronizacio´n seguro y efi-
ciente. En la Figura IV.19 puede encontrarse el FR de nuestro mecanismo, comparado
con el otros tres importantes cifradores, como A5/1, E0 y RC45.
5Para RC4 hemos asumido que los primeros 256 bytes deben ser descartados. Este es un comportamiento
comu´n en muchas aplicaciones, que tiene como objetivo evitar ciertas debilidades de disen˜o.
































Figura IV.19: Factor de resincronizacio´n como funcio´n de la longitud del paquete a
cifrar para RC4, E0, A5/1 y nuestro cifrador.
Del ana´lisis de la figura pueden obtenerse la siguientes conclusiones:
El comportamiento del mecanismo de sincronizacio´n de nuestro cifrador muestra
un buen rendimiento. Resulta muy similar al de A5/1 y E0, para todo el rango de
taman˜os de paquetes.
El factor de resincronizacio´n es mayor cuanto menor sea la longitud del paquete a cifrar,
siendo realmente importante cuando e´ste es menor de aproximadamente 1 000
bits. Dado que se estima que la mitad de los paquetes que circulan por Inter-
net son so´lo de unos 512 bits de longitud, la eficiencia del mecanismo de sin-
cronizacio´n cobra especial importancia en ese tramo.
Existe una correlacio´n clara entre el taman˜o del estado interno del cifrador y el FR. Aque-
llos cifradores con mayor estado interno requerira´n, habitualmente, un mayor
tiempo para la resincronizacio´n.
Las propiedades de fuerte no linealidad de un buen mecanismo de sincronizacio´n
resultan muy similares a las de un cifrador en bloque. De hecho, SOSEMANUK uti-
liza un mecanismo de cifrado en bloque para su mecanismo de sincronizacio´n.
Por tanto, antes de poder generar secuencia cifrante va´lida, un cifrador en flu-
jo debe realizar pra´cticamente el mismo trabajo que un cifrador en bloque que
tenga el mismo taman˜o de estado interno. Por tanto, su rendimiento para paque-
tes pequen˜os, menores que su taman˜o interno, sera´ siempre menor que el de un
cifrador en bloque.
Resulta entonces llamativo el hecho de que los algoritmos Bluetooth y GSM, por
ejemplo, utilicen cifradores en flujo para el cifrado de sus comunicaciones, que
son siempre pequen˜as (2745 bits, como ma´ximo, y 224 bits, respectivamente). Por
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otro lado, A5/1 necesita 414 ciclos de reloj para cifrar un paquete, de los que 186,
casi la mitad, son empleados en el mecanismo de sincronizacio´n.
La razo´n de que se haya optado en estos casos por un cifrador en flujo, a pesar de
su menor rendimiento para estos taman˜os de datos a cifrar, puede radicar en el
hecho de que, habitualmente, sus primitivas criptogra´ficas ba´sicas se implemen-
tan ma´s eficientemente en hardware.
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Figura IV.20: Mo´dulo de cifrado de LFSRe.
IV.6. MO´DULO DE CIFRADO Y DISEN˜O FINAL
El u´ltimo de los bloques funcionales de nuestro cifrador esta´ constituido por el
mo´dulo de cifrado. Dado que se trata de un cifrador aditivo, este mo´dulo es realmente
simple, tal y como puede observarse en la Figura IV.20.
El proceso final de cifrado consta u´nicamente de una operacio´n XOR o suma bina-
ria mo´dulo 2 entre la secuencia cifrante, proveniente del bu´fer de salida del mo´dulo
generador, y los datos en claro. En funcio´n del cuerpo algebraico elegido para nuestro
cifrador, ambos flujos de datos tendra´n longitudes de 8, 16 o 32 bits.
Disen˜o final Este mo´dulo de cifrado completa el disen˜o final del cifrador que hemos
ido analizando en las secciones anteriores. A modo de resumen, este disen˜o puede
encontrarse de forma gra´fica en la Figura IV.21.





























































































































Figura IV.21: Disen˜o final del cifrador LFSRe.
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IV.7. COMPARATIVA Y EVALUACIO´N DEL RENDIMIENTO
Finalmente, en esta seccio´n, una vez completo el disen˜o del cifrador, se evalu´a
el rendimiento del mismo compara´ndolo con el de otros cifradores en flujo de van-
guardia. Estos algoritmos son los candidatos del proyecto eSTREAM, ya mencionado,
finalmente elegidos como ganadores en la categorı´a del perfil orientado a software.
Tambie´n se incluyen otros algoritmos, como RC4, considerado una referencia para
contrastar el rendimiento de nuevos algoritmos de cifrado en flujo, o AES-CTR, el mo-
do de flujo del conocido esta´ndar de cifrado en bloque. Por u´ltimo, tambie´n se con-
sidera en la comparativa el algoritmo Dragon, que si bien no fue elegido ganador del
proyecto, si alcanzo´ las u´ltimas fases del mismo. La razo´n de su inclusio´n es que pre-
senta una estructura interna similar a la de LFSRe, pues hace uso tambie´n de registros
de desplazamiento, aunque con funciones de realimentacio´n no lineales.
Metodologı´a de evaluacio´n Para llevar a cabo la evaluacio´n del rendimiento, se ha
hecho uso del entorno desarrollado para e´ste propo´sito por el equipo del proyecto eS-
TREAM6. Este entorno constituye la metodologı´a de evaluacio´n ”oficial“, por lo que
los resultados entre algoritmos son directamente comparables.
Los resultados de la evaluacio´n pueden encontrarse en el Cuadro IV.12. En ella se
muestran, adema´s de las longitudes de clave e IV utilizados por cada algoritmo, los
siguientes para´metros:
Velocidad de cifrado en flujo: mide la velocidad, en ciclos/byte, a la que el
cifrador puede procesar un conjunto continuo de datos. No se mide el tiempo
que se emplea en cargar la clave ni el IV.
Velocidad de cifrado en bloque (40, 576 y 1500 bytes): hace referencia a la veloci-
dad de cifrado de multitud paquetes de 40, 576 y 1500 bytes de longitud, respec-
tivamente. Las longitudes no son arbitrarias, sino que han sido elegidas debido
a que constituyen las longitudes estadı´sticamente ma´s frecuentes en la redes de
comunicaciones habituales. En este caso, sı´ se incluye el tiempo de carga y mezcla
de la clave e IV.
Carga IV: constituye el tiempo empleado en la carga inicial del IV, que se lleva a
cabo durante la inicializacio´n del cifrador. Es ma´s compleja y de mayor longitud
que la mezcla del IV, que se realiza en cada paquete a cifrar, y que se incluye en los
tiempos anteriores.
Los diferentes algoritmos aparecen ordenados por su velocidad de cifrado en flujo.
No´tese que, a pesar de e´ste es un criterio importante, sin duda, constituye so´lo uno
de ellos. De hecho, en ciertos entornos, como en una red de conmutacio´n de paquetes
como Internet, las velocidades ma´s significativas son las obtenidas en el cifrado de
paquetes, y no el flujo continuo de datos.
Los datos muestran que el rendimiento obtenido por nuestro cifrador puede con-
siderarse excelente, a pesar de que obtener la ma´xima velocidad no era un objetivo
primordial en el disen˜o del mismo. Se ha pretendido, principalmente, disen˜ar un algo-
ritmo muy sencillo, con una implementacio´n simple y que haga uso de pocos recursos.
A pesar de ello, LFSRe resulta so´lo un 31.5 % ma´s lento que RC4 en el cifrado en flu-
jo. Por el contrario, nuestro cifrador obtiene mejores resultados en el cifrado de paque-
tes, con un 453 % y 47 % de mejora para paquetes de 40 y 576 bytes, respectivamente.
6El entorno esta´ disponible para distintos sistemas operativos y puede descargarse en la siguiente URL:
http://www.ecrypt.eu.org/stream/perf/
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Algoritmo Clave IV Velocidad de cifrado Carga IVFlujo 40 bytes 576 bytes 1500 bytes
HC-128 128 128 2.86 587.00 43.19 18.43 23308.78
Salsa20 128 64 3.46 9.48 3.57 3.64 14.29
SOSEMANUK 128 64 5.81 52.37 12.52 9.62 1245.71
Rabbit 128 64 9.46 34.45 11.77 10.76 825.55
Dragon 128 128 11.37 74.09 26.07 23.23 1925.54
RC4 128 – 13.07 445.19 42.27 24.48 16737.80
LFSRe 128 128 17.19 80.45 28.73 24.54 1225.33
AES-CTR 256 128 26.67 37.65 27.09 26.91 59.04
Cuadro IV.12: Resultados experimentales del ana´lisis de rendimiento de distintos
cifradores en flujo. Los datos se muestran en ciclos/byte.
Tambie´n respecto a otra gran referencia en el campo, AES-CTR, el modo ma´s ra´pido
de este esta´ndar, LFSRe obtiene buenos resultados. Como cabrı´a esperar, en el proce-
samiento de flujos continuos de datos, nuestro cifrador es un 35.5 % ma´s veloz que
AES-CTR. Las diferencias se ajustan conforme crece el taman˜o del paquete, obtenien-
do, finalmente, rendimientos similares para paquetes de 1500 bytes.
En resumen, podemos concluir que el rendimiento mostrado por LFSRe, a pesar de
su extrema sencillez de disen˜o, es excelente. Aunque inferior al de los algoritmos ma´s
ra´pidos del proyecto eSTREAM, nuestro cifrador supera claramente a RC4 y AES-CTR
en la mayorı´a de escenarios.
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En este capı´tulo de la tesis se ha presentado un nuevo cifrador en flujo, denomi-
nado LFSRe, especialmente orientado a su uso en dispositivos con poca capacidad de
co´mputo, como los que constituyen las redes de sensores y redes ad-hoc en general.
Por esta razo´n, el cifrador hace uso de los registros de desplazamientos extendidos,
presentados en el capı´tulo anterior, y los principios del generador shrinking. En este sen-
tido, se han presentado y analizado unos nuevos criterios de decimacio´n, evaluando los
pros y contras de cada uno de ellos.
Tambie´n se ha profundizado en ciertos aspectos relacionados con este generador
en particular, y con los de salida irregular en general, que no habı´an sido convenien-
temente aclarados hasta la fecha. Entre ellos se encuentra el problema de su salida
irregular, y la necesidad de un bu´fer de salida con el fin de ocultarla.
Hemos demostrado, a trave´s de la modelizacio´n del bu´fer con cadenas de Markov,
que utilizando el planteamiento original del generador shrinking, es imposible evitar,
simulta´neamente, el agotamiento y el desbordamiento de dicho bu´fer. Como resultado,
se ha obtenido asimismo que el ratio α de funcionamiento mı´nimo del sistema debe ser
superior a α = 2.5, con el fin de que la probabilidad de falta tome valores aceptable-
mente bajos. Por otro lado, el taman˜o mı´nimo del bu´fer debe ser superior a B = 32
elementos con el fin de que e´ste se desborde el menor nu´mero de veces posible.
Sin embargo, se han aportado dos formas nuevas de gestionar esta salida irregular,
que hemos denominado pausa y gestio´n dina´mica del ratio, que permiten evitar comple-
tamente los problemas anteriores.
Por otro lado, se ha an˜adido un mo´dulo de carga y gestio´n del vector de inicializacio´n,
que permite que LFSRe, que es un cifrador en flujo, pueda ser utilizado en las modernas
redes de conmutacio´n de paquetes, como Internet. Se han analizado diversos aspectos
de su funcionamiento, como las dificultades asociadas al uso del IV, o la longitud ade-
cuada para el mismos.
Por u´ltimo, se ha analizado el rendimiento que es capaz de proporcionar el cifrador
en diferentes escenarios, desde flujos continuos de datos a paquetes de diversa longi-
tud, obteniendo excelentes resultados, comparables a los de conocidas referencias en el
campo, como RC4 o AES-CTR.
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CAPI´TULO V
AUTENTICACIO´N DE LAS COMUNICACIONES
V.1. INTRODUCCIO´N
Analizada en los capı´tulos anteriores la proteccio´n de la privacidad de las comuni-
caciones, en el presente capı´tulo se aborda el otro gran pilar que conforma un esquema
de seguridad completo: la autenticacio´n.
Sim embargo, debido a su naturaleza u´nica, proveer de mecanismos de seguridad
a las redes ad-hoc en general, y a las de sensores en particular, resulta un gran de-
safı´o, pues se trabaja en escenarios muy restrictivos. Por ejemplo, e´ste u´ltimo tipo de
redes, que sera´n nuestro marco de trabajo principal en este capı´tulo, poseen unas car-
acterı´sticacs diferenciadoras. Entre ellas pueden citarse la ausencia total de infraestruc-
tura previa de comunicaciones o de control administrativo [1] y sus bajos recursos com-
putacionales, de ancho de banda y energe´ticos.
Particularmente, en lo que se refiere a la autenticacio´n de la informacio´n, se suele
hablar de seis grandes retos, la mayorı´a compartidos por el proceso de cifrado:
1. Comunicacio´n inala´mbrica y, por tanto, fa´cilmente interceptable.
2. Recursos limitados en cada nodo de la red.
3. Posibilidad de redes muy grandes y densas, lo que provoca una gran volumen de
tra´fico y colisiones en las comunicaciones.
4. Falta de estructuras fijas de comunicaciones, lo que dificulta la definicio´n de los
diferentes protocolos.
5. La topologı´a de la red es desconocida antes del despliegue de la misma.
6. Alto riegos de ataque y manipulacio´n fı´sica en los nodos, de forma que se puede recuperar
fa´cilmente las claves almacenadas en los mismos.
De la lista anterior, las dos u´ltimas caracterı´sticas afectan directamente al proceso
de autenticacio´n. Sin embargo, adema´s de las anteriores, existen dos importantes re-
stricciones que sera´n las que verdaderamente marquen la dificultad de encontrar una
solucio´n al problema de la autenticacio´n, que son el consumo energe´tico y la gestio´n de
claves.
Restricciones en el consumo energe´tico Los algoritmos criptogra´ficos utilizados por
los protocolos que proporcionan seguridad a las comunicacoines tienen un coste en-
erge´tico apreciable que debe ser tenido en cuenta y analizado adecuadamente. Las lim-
itaciones de potencia y energı´a de los nodos actuales de redes de sensores ma´s habit-
uales hacen que los esquemas de clave pu´blica sean inviables en la pra´ctica [2, 3]. En
cualquier caso, los cifradores basados en clave secreta son entre dos y cuatro o´rdenes
de magnitud ma´s ra´pidos y eficientes que, por ejemplo, las firmas digitales [4], de for-
ma que este tipo de esquemas se convierten en pra´cticamente la u´nica opcio´n viable y
pra´ctica para proteger este tipo de redes.
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Restricciones en la gestio´n de claves A pesar de las mu´ltiples propuestas que pueden
encontrarse en la literatura para este propo´sito, hasta la fecha las u´nicas opciones real-
mente viables y pra´cticas para la distribucio´n de claves en redes de gran taman˜o (varios
miles de nodos), es la pre-distribucio´n de claves [5, 6].
Segu´n este esquema, las claves se instaları´an en los nodos durante el proceso de
fabricacio´n. Existen dos formas ba´sicas de llevar este proceso a cabo: bien con una u´nica
clave maestra para toda la red, o bien con un conjunto de n − 1 claves sime´tricas, siendo n
el nu´mero total de nodos de la red, en la que cada nodo compartirı´a una clave privada
u´nica con el resto de nodos.
Desafortunadamente, ambos enfoques resultan inadecuados. La razo´n para el primero
es que la captura de cualquier nodo comprometerı´a la seguridad de toda la red, puesto
que e´sta comparte una u´nica clave privada. Por otro lado, la segunda solucio´n implica
la pre-distribucio´n y almacenamiento de n−1 claves en cada nodo, lo que hace un total
de n(n − 1)/2 claves en toda la red. Estos nu´mero se incrementan de forma muy ra´pida
y, claramente, resulta inviable para red de gran taman˜o.
V.1.1. Escenario de trabajo
Hemos comentado ya que las redes de sensores poseen muchas caracterı´sticas que
las hacen ma´s vulnerables a ciertos ataques que los equipos de computacio´n conven-
cionales. Por ejemplo, su comunicacio´n inala´mbrica permite una fa´cil interceptacio´n y
alteracio´n de los mensajes intercambiados en la red.
Adema´s de estos ataques, comunes a culaquier red de comunicacio´n inala´mbrica,
las redes de sensores son susceptibles a ataques de consumo de recursos. Este tipo de
ataques trata de agotar los recursos de los nodos, como sus baterı´as o el propio an-
cho de banda, que suele ser muy limitado.
Con el fin de contextualizar exactamente nuestra aportacio´n, a continuacio´n se in-
troduce el escenario de trabajo, que describe exactamente que´ capacidades se suponen
a un potencial atacante y las caracterı´sticas ma´s relevantes de los nodos que conforman
la red:
Los nodos no poseen equipamiento anti-manipulacio´n fı´sica y, por tanto, se supone
que el atacante tiene acceso directo y fa´cil a toda la informacio´n almacenada en
la memoria, incluyendo las claves criptogra´ficas. Esta restriccio´n permite aplicar
nuestro esquema en escenarios reales, con nodos comerciales existentes que pueden
encontrarse fa´cilmente y resultan econo´micos.
El atacante puede estar presente en cualquier momento del ciclo de vida de la red,
incluyendo el despligue inicial. Tampoco existen restricciones sobre el nu´mero de
atacantes o su localizacio´n fı´sica.
El atacante puede interceptar y modificar fa´cilmente todos los mensajes intercam-
biados por cualquier nodo de la red, en cualquier lugar de ella.
Por u´ltimo, el protocolo ha sido disen˜ado para escenarios esta´ticos o de movidad
reducida, en el que las tasas de autenticacio´n de nuevos nodos no sea excesiva-
mente alta. Este es el caso para las redes de sensores habituales, y ası´ es asumido
por otras importantes contribuciones en el campo [7, 8, 9].
Como puede observarse, se trata de un escenario de trabajo muy restrictivo, con
condiciones muy severas. Sin embargo, esto permitira´ que la solucio´n aportada sea
viable, pra´ctica y fa´cilmente aplicable en entornos reales.
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El resto de este capı´tulo se estructura de la siguiente manera. En la seccio´n sigu-
iente se introduce la notacio´n utilizada. En la seccio´n V.2 dos importantes esquemas
de autenticacio´n, ampliamente analizados y discutidos en la literatura, son descritos y
comparados con nuestra propuesta, que se introduce en la seccio´n V.3. Por otro lado,
en las secciones V.4 y V.5 se analizan la resistencia del esquema a diversos ataques co-
munes en este tipo de redes y la evaluacio´n de su rendimiento y consumo energe´tico,
respectivamente. En la seccio´n IV.4.1.1 se describe el proceso de implementacio´n del
protocolo, junto con la plataforma hardware utilizada y una librerı´a desarrollada como
parte de dicha implementacio´n. Por u´ltimo, en la seccio´n V.6 se presentan las conclu-
siones obtenidas.
V.1.2. Notacio´n
A continuacio´n se resume la notacio´n que se utilizara´ en el resto del capı´tulo:
kM Clave maestra de red.
{M}k Cifrado del mensaje M con la clave k.
[M] Resumen (hash) del mensaje M.
[M]k Resumen del mensaje M con la clave k (HMAC).
[M]i El mensaje M es resumido i veces sin clave.
[M]ik El mensaje M es resumido i veces con la clave k.
kAenc Clave de cifrado del nodo A.
∇ij j-e´sima tupla del autenticador en ciclo i-e´simo.
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V.2. ESTADO DEL ARTE Y TRABAJO PREVIO
En esta seccio´n se analizara´n dos conocidos protocolos de gestio´n de claves basa-
dos en el esquema de clave maestra: SPINS [10] y BROSK [11], elegidos debido a que
esta´n consideradas contribuciones importantes en el campo y han sido ampliamente
discutidos en la literatura [12, 13, 14].
V.2.1. SPINS
SPINS esta´ formado, a su vez, por dos protocolos, SNEP y µTESLA, que proporcio-
nan confidencialidad y autenticacio´n en la difusio´n (broadcasting) de mensajes, respec-
tivamente.
Como se muestra en la Figura V.1, SPINS asume que el nodo A quiere establecer
una clave de sesio´n kAB con el nodo B a trave´s de una tercera parte confiable S, de-
nominadado centro de distribucio´n de claves (Key Distribution Center). Este nodo S es un
servidor, habitualmente con mayor capacidad de co´mputo que el resto, que lleva a
cabo las operaciones criptogra´ficas necesarias para la autenticacio´n y la distribucio´n de
claves.
Por otro lado, los nodos de SPINS tienen claves individuales, de forma que cada
nodo y el servidor S comparten una clave sime´trica u´nica, que se utiliza para autenticar























Figura V.1: Protocolos de distribucio´n de claves SPINS (izquierda) y BROSK (derecha)
Sin embargo, SPINS adolece de una serie de importantes inconvenientes, que se
resumen a continuacio´n:
A pesar de que SPINS no puede ser considerado estrictamente un protocolo basa-
do en clave maestra, posee una vulnerabilidad equivalente. En efecto, una vez
que la clave que un nodo y el servidor S comparten ha sido comprometida, el
adversario puede negociar claves de sesio´n va´lidas con otros nodos a trave´s del
servidor.
Obviando el hecho de que la propia existencia de un nodo servidor rompe una
de las premisas de la definicio´n de una red de sensores (“...todos los nodos son
iguales...”), las altas cargas de computacio´n y consumo de ancho de banda puede
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convertir al servidor S en un cuello de botella del sistema. Esto provoca que
SPINS no se adapte de forma adecuada a un nu´mero alto de nodos en la red.
V.2.2. BROSK
Comparado con SPINS, BROSK puede considerarse una propuesta ma´s reciente y
mejorada de un protocolo de establecimiento de claves [11]. En este esquema no existe
ningu´n servidor ni tercera parte confiable, y cada nodo negocia su clave de sesio´n con
sus vecinos difundiendo un mensaje de negociacio´n de clave.
Una vez que un nodo recibe este mensaje, deriva la clave de sesio´n compartida
generando el MAC de dos valores aleatorios. Por ejemplo, en la Figura V.1 todos los
nodos desde B hasta I recibira´n el mensaje de negociacio´n de clave de A. A su vez,
A tambie´n recibira´ el del resto de nodos (M2 en la figura). En ese momento, pueden
utilizar KAB como su clave compartida.
Por otro lado, los autores de BROSK no especifican que´ ocurre con la clave maestra
de red una vez que el proceso de difusio´n inicial ha finalizado, por lo que parece lo´gico
asumir que esta clave no es borrada ni procesada de alguna forma. Si esta suposicio´n es
cierta, significa que BROSK serı´a vulnerable a una intrusio´n fı´sica, en la misma manera
que SPINS.
Con el fin de evitar esta vulnerabilidad, nuestro protocolo “olvida” la clave maestra,
pero, au´n despue´s, sigue siendo capaz de autenticar nuevos nodos, utilizando una es-
tructura que hemos denomidado operador de autenticacio´n o autenticador, que sera´ anal-
izado con profundidad en V.3.3.
176 V. AUTENTICACIO´N DE LAS COMUNICACIONES
V.3. PROTOCOLO DE AUTENTICACIO´N Y ESTABLECIMIENTO DE CLAVES
En esta seccio´n se presentan las caracterı´sticas y propiedades ba´sicas de nuestra
propuesta. El protocolo esta´ compuesto, a su vez, de dos subprotocolos o procedimien-
tos: un esquema de establecimiento de claves, que se lleva a cabo durante el despliegue
inicial de la red, y un protocolo de autenticacio´n, que se utiliza cuando, posteriormente,
un nuevo nodo desea ingresar en la red, una vez que la fase anterior ha finalizado.
El criterio de disen˜o esencial de la propuesta ha sido optimizar al ma´ximo su efi-
ciencia energe´tica. De esta forma, se trata de una propuesta computacional y crip-
togra´ficamente muy “ligera”: so´lo utiliza funciones hash y no necesita de pesadas op-
eraciones de clave pu´blica, lo que la hace o´rdenes de magnitud ma´s eficientes que los
esquemas asime´tricos. Por otra parte, la propuesta no impone ningu´n tipo de restric-
ciones a la red, tales como algoritmos de enrutamientos, topologı´as o algoritmos de
cifrados especı´ficos.
La solucio´n propuesta en esta Tesis implica tres fases, que deben llevarse a cabo en
el siguiente orden:
Fase de pre-distribucio´n de claves (F0): se realiza antes del despliegue de la red, ha-
bitualmente durante el propio proceso de fabricacio´n de los nodos.
Fase de inicializacio´n de la red (F1): encargada de establecer los primeros para´metros
de seguridad de la red. Se lleva a cabo durante el despliegue inicial de la red sobre
su ubicacio´n fı´sica.
Fase de autenticacio´n (F2): se realiza cada vez que las fases anteriores han finalizado
y un nuevo nodo solicita ingresar en la red.
A continuacio´n se analizara´ cada una de estas fases en detalle.
V.3.1. F0: Fase de pre-distribucio´n de claves
Durante esta fase, que puede ser llevada a cabo directamente por el fabricante o el
gestor de la red, debe generarse y almacenarse de forma segura una clave maestra de
red, kM. Esta clave deberı´a tener una longitud suficiente para evitar ataques de fuerza
bruta, por lo que se recomienda un mı´nimo de 128 bits. En cualquier caso para obtener
una fortaleza criptogra´fica equivalente a una clave RSA de 1024 bits bastarı´a con una
clave sime´trica de so´lo 80 bits, de acuerdo a las recomendaciones del organismo NIST
[15].
Tras esta generacio´n, se carga en cada nodo una estructura denominada autenticador
inicial. Un autenticador en ciclo i-e´simo ∇i es un operador utilizado para la autenticacio´n
de los nodos. Esta´ compuesto de una serie de n tuplas de nu´meros aleatorios (nonces)
y el resultado de aplicar una funcio´n HMAC con la clave de autenticacio´n actual sobre
dichos nu´meros aleatorios.
Durante el primer ciclo de autenticacio´n, tras la fabricacio´n de los nodos pero antes
de su despliegue inicial, la clave de autenticacio´n es igual a la clave maestra, k0auth = kM,
de forma que:
∇0 = {(ri, [ri]kM )}, i = 0, ...,n − 1.
En general, la clave de autenticacio´n en el ciclo j-e´simo del autenticador sera´ k jauth =
[kM] j. Por otro lado, el contenido del autenticador sera´:
∇ j = {(ri, [ri]k jauth )}, i = 0, ...,n − 1.
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Elemento Notacio´n Taman˜o
Clave de cifrado del nodo A kAenc 16 bytes
kBenc 16 bytes
Clave de cifrado de los nodos vecinos B...Z
... 16 bytes
kZenc 16 bytes
Clave de autenticacio´n del primer ciclo k1auth 16 bytes
Autenticador de primer ciclo ∇0 n × 24 bytes
Cuadro V.1: Organizacio´n de la memoria del nodo al te´rmino de la fase F1
El autenticador cambia de ciclo, transitando al siguiente, cuando e´ste esta´ cerca de
su agotamiento. Este proceso se analiza en detalle en la seccio´n V.3.3.1.
V.3.2. F1: Fase de inicializacio´n de la red
Esta fase comienza una vez que la etapa anterior F0 ha finalizado. Esta fase se realiza
durante el despliegue de la red, en el mismo entorno fı´sico y operativo que tendra´
durante su normal funcionamiento. En este proceso, cada nodo “descubre” sus nodos
vecinos que esta´n en rango de comunicacio´n y realiza los siguientes pasos:
1. Cada nodo i genera una clave u´nica y sime´trica, kienc, denominada clave de cifrado
del nodo i. Esta clave se obtiene generando un nu´mero aleatorio, ri, y calculando
kienc = [kM, ri]. De esta forma, por ejemplo, la clave de cifrado de A se calcuları´a con
la siguiente operacio´n: kAenc = [kM, rA].
2. Cada nodo difunde su valor aleatorio, ri, durante un breve periodo de tiempo, que
puede ser tan so´lo de unos pocos segundos [16]. Una valor razonable podrı´a ser
alrededor de un minuto. De esta forma, si un atacante estuviera ya presente en esta
fase, so´lo obtendrı´a una conjunto de nu´meros aleatorios.
3. Cada nodo recibe los nu´meros aleatorios de sus nodos vecinos y calcula sus claves
de cifrado correspondientes utilizando la clave maestra comu´n a todos ellos. En
este punto, cada nodo almacena una lista con las claves de cifrado que le permiten
comunicarse con sus vecinos.
4. Cada nodo calcula el hash de la clave maestra y almacena el resultado como la
primera de las claves de autenticacio´n, k1auth = [kM]. El objetivo de esta operacio´n
es que, claramente, almacenar la clave maestra en claro en la memoria del nodo
comprometerı´a la seguridad de toda la red si el nodo es capturado. Esta es, por
otra parte, la razo´n principal de la existencia del propio autenticador, que propor-
ciona una forma de autenticar otros nodos, verificando su conocimiento de la clave
maestra comu´n, sin almacenar la propia clave.
5. Al final de esta fase, cada nodo almacena su propia clave de cifrado, kienc, el con-
junto de claves de cifrado de sus nodos vecinos, la clave del pro´ximo ciclo de au-
tenticacio´n, k1auth, y el autenticador del ciclo actual, ∇0, que esta´ compuesto de un
conjunto de n tuplas. La estructura interna de un autenticador se discutira´ con de-
talle en la seccio´n V.3.3.
Alcanzado este punto, los nodos de la red pueden empezar a comunicarse entre sı´
utilizando las claves de cifrado obtenidas en los pasos previos.
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V.3.2.1. Requisitos de memoria
Una vez finalizada la fase anterior, cada nodo almacena un conjunto de claves de
cifrado y un autenticador, que se utilizara´ en la siguiente fase para la autenticacio´n de
nuevos nodos que deseen ingresar en la red. La organizacio´n de la memoria del nodo,
al final de la ejecucio´n de esta fase, queda tal y como puede encontrarse en el Cuadro
V.1.
Teniendo en cuenta el nu´mero habitual de nodos vecinos que suele darse en este
tipo de redes [16], y la longitud de clave que estamos considerando (128 bits), los req-
uisitos de memoria necesitada por el protocolo resultan adecuados. Por ejemplo, con-
siderando una alta densidad de nodos vecinos, 5, una longitud de clave de 128 bits, fun-
ciones HMAC con una salida de 160 bits y un autenticador con 10 tuplas, la memoria
necesaria para nuestra propuesta es de so´lo 360 bytes, que se distribuyen de la siguente
manera:
Requisitos memoria = Clave cifrado (128 bits)+
Clave nodo vecino × 5 vecinos × 128 bits/clave+
192 bits/tupla × 10 tuplas
= 2 880 bits
= 360 bytes
En comparacio´n, otros protocolos que pueden encontrarse en la literatura cuentan
con unos requisitios mucho mayores. Puede citarse el caso del conocido protocolo de
Eschenauer y Giglor [8] que necesita alrededor de 750 bytes para el almacenamiento
de claves para una red de 10 000 nodos. Por otro lado, el protocolo BROSK requiere
entre 1 100 y 1 300 bits aproximadamente. Finalmente, nuestra propuesta, que necesita
aproximadamente 2 800 bits, se situ´a entre los valores previos.
V.3.3. Operador de autenticacio´n
El operador de autenticacio´n o autenticador es utilizado por los nodos de la red para au-
tenticarse mutuamente. El objetivo de esta estructura es dotar a los nodos de la capaci-
dad de autenticar a nuevos nodos, una vez que la fase de inicializacio´n F1 ha finalizado
y la topologı´a de la red es estable.
Con se ha comentado en la seccio´n V.2.2, retener la clave maestra en la memoria de
los nodos supone un grave riesgo de seguridad, que podrı´a llevar a un fa´cil compro-
miso de toda la red. La idea detra´s del autenticador, y su verdadera razo´n de ser, es, por
tanto, sencilla: el material necesario para la autenticacio´n, las tuplas de retos/respues-
tas, son precalculados con una clave que es posteriormente borrada. De esta forma, se
mantiene la capacidad de verificar el conocimiento de dicha clave, sin necesidad de
almacenar la propia clave en memoria.
Como se acaba de mencionar, el operador de autenticacio´n se basa en el uso de dos
primitivos criptogra´ficas conocidas, como los esquemas de reto/respuesta [17] y las cadenas
de hashes o claves [18]. Nuestro operador tienes ciertas similitudes con otros esquemas,
como µTESLA [?] (parte del protocolo BROSK, anteriormente estudiado), pero propor-
ciona una serie de importantes ventajas:
No hace uso de un esquema de publicacio´n de la clave basado en tiempo (Time-based key
disclosure mechanism), de forma que no necesita una estacio´n base, ni un mecanis-
mo de sincronizacio´n de tiempo.
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Utiliza una cadena de claves para la autenticacio´n de nuevos nodos, que resulta
un mecanismo ma´s sencillo y eficiente que una tercera parte confiable S y el con-
secuente intercambio de cuatro mensajes, necesarios en SPINS (seccio´n V.2.1). Por
contra, nuestra propuesta alcanza el mismo objetivo haciendo uso de una clave
maestra y la transmisio´n de un u´nico mensaje.
V.3.3.1. Generacio´n del operador de autenticacio´n
El autenticador ∇ en un ciclo arbitrario j-e´simo se construye utilizando el mate-
rial de claves del ciclo anterior j − 1. De esta forma, el nodo es capaz de verificar el
conocimiento de la clave maestra, ya que la clave del ciclo j-e´simo so´lo puede derivarse
de la del ciclo j − 1-e´simo, sin almacenar la propia clave maestra.
En esta situacio´n, si un nodo es comprometido y es robado el material de claves
de su memoria, el atacante so´lo obtiene las claves del actual ciclo de autenticacio´n y,
por tanto, no es capaz de comprometer la autenticacio´n y los intercambios de claves
realizados en anteriores ciclos del mismo autenticador.
Cuando un nodo esta´ pro´ximo a agotar las tuplas del ciclo de su autenticador, sim-
plemente genera un nuevo conjunto, es decir, comienza un nuevo ciclo. El proceso para
transitar del ciclo j-e´simo al siguiente se compone de estos pasos:
1. Genera un nuevo conjunto de n nu´meros aleatorios y les aplica la actual clave de






, i = 0, ...,n − 1
2. Actualiza la clave de autenticacio´n actual, aplica´ndole una funcio´n hash y obtenien-
do:
k j+1auth = [k
j
auth]
3. En resumen, el contenido del nuevo ciclo del autenticador es el siguiente:[





, i = 0, ...,n − 1
V.3.3.2. Cuestiones de implementacio´n
A la hora de implementar nuestra propuesta, cada una de las tuplas de un autenti-
cador necesita disponer de una etiqueta de estado asociada, que describe el estado actual
de la tupla en el proceso de autenticacio´n. Los posibles valores para este estado es:
LIBRE - la tupla no ha sido utilizada hasta el momento.
ASIGNADA - la tupla ha sido temporalmente asignada a un nodo en un proceso
de autenticacio´n en marcha. Si el proceso falla o no se completa, la etiqueta vuelve
al estado LIBRE y la tupla vuelve a estar libre para un nuevo uso.
USADA - la tupla ha sido ya utilizada en un proceso de autenticacio´n que ha
finalizado correctamente y, por tanto, no esta´ disponible para otros procesos. De
esta forma, se hace resiste el protocolo a posibles ataques de repeticio´n.
Adema´s de estas etiquetas, la estructura de un autenticador necesita de un campo
adicional, denominado ı´ndice de tupla actual, δ, que almacena la primera tupla con es-
tado LIBRE y que se incrementa en uno cada vez que una tupla cambia su estado de
LIBRE a ASIGNADA.
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Autenticador ∇2
δ=3
(ro, [ro]k2auth ) USADA
(r1, [r1]k2auth ) USADA
(r2, [r2]k2auth ) ASIGNADA
(r3, [r3]k2auth ) LIBRE
... ...
Cuadro V.2: Ejemplo de autenticador con estado δ = 3
Taman˜o n del autenticador Una cuestio´n importante que debe ser analizada es las
implicaciones del taman˜o o nu´mero de tuplas n del autenticador. Como un para´metro
del sistema, debe ser ajustado de acuerdo al nu´mero de nodos y, sobre todo, a la tasa
de nuevos nodos esperada.
Por supuesto, el valor de n puede ser ajustado de forma dina´mica, conforme las
caracterı´sticas de la red cambian. Un valor tı´pico para n estara´ alrededor de 10, que se
considera un valor razonable teniendo en cuenta la tasa esperada de nuevas autentica-
ciones y el nu´mero tı´pico de vecinos en esta clase de redes [16].
A pesar de que no tiene consecuencias directas en la seguridad del sistema, un valor
excesivamente pequen˜o de n podrı´a llevar a problemas de rendimiento si la red tuviera
una alta tasa de autenticaciones. Para evitar este inconveniente, un nuevo ciclo del
autenticador actual puede ser calculado “lentamente”, en segundo plano. En funcio´n
de la tasa de autenticaciones, este ca´lculo podrı´a ser tan lento como generar una nueva
tupla cada varias horas o incluso en dı´as.
Un ejemplo de autenticador puede encontrarse en el Cuadro V.2, que contiene los
valores de un autenticador de segundo ciclo. En este caso, k2auth = [[kM]] = [kM]
2. Segu´n
el valor del ı´ndice de tupla actual, δ, puede inferirse que este ciclo ha realizado ya dos
autenticaciones con e´xito.
V.3.4. F2: Protocolo de autenticacio´n
La fase F2 comienza cuando las anteriores han acabado, han sido descubiertos los
nodos que formaban parte de la red en su inicialiacio´n, pero aparecen nuevos nodos
que desean ingresar en la red. En ese momento comienza un protocolo de autenticacio´n
mutua que hace uso de sus autenticadores.
Sea A un nuevo nodo, que no pertenece a la red, y que solicita el ingreso en la
misma. Puesto que no ha llevado hasta el momento ningu´n proceso de autenticacio´n,
su autenticador permanecera´ au´n en su primer ciclo, ∇1. Por otro lado, sea B el nodo
que ya pertenece a la red y que, por tanto, puede estar en cualquier ciclo arbitario j. El
protocolo para la autenticacio´n mutua de A y B debe ejecutarse, pues, como sigue:
1. A produce un reto para B generando un nu´mero aleatorio, rA, que envia a B en el
interior de un mensaje M1 con el siguiente formato:
M1 = rA
2. B recibe M1 de A y realiza las siguientes operaciones:
a) Abre la primera tupla libre de su autenticador, marcada con el ı´ndice de tupla
actual, δ, y extrae el reto correspondiente, rB, y su respuesta correspondiente
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[rB]k j−1auth
. A continuacio´n, cambia la etiqueta de estado de dicha tupla de LIBRE a
ASIGNADA.
b) Genera la respuesta al reto recibido de A utilizando la funcio´n HMAC con la
clave de autenticacio´n actual, k j−1auth, sobre el reto rA, para obtener [rA]k j−1auth
.
c) Recupera su clave de cifrado, kBenc, y la cifra con la clave de autenticacio´n actual,
obteniendo {kBenc}k jauth .
d) Finalmente incluye el ciclo actual de su autenticador, j, para que A pueda sin-
cronizarse en los pasos siguientes. Por u´ltimo, manda un mensaje M2 a A con el
siguiente formato:
M2 = rB, [rA]k j−1auth
, {kBenc}k jauth , j
3. A recibe M2 de B y lleva a cabo las siguientes operaciones:
a) Recupera el ciclo actual de B, j, del mensaje y calcula la diferencia con su propio
ciclo. Dado que A es un nodo “fresco”, este ciclo sera´ 1. Por tanto, A debe realizar
j− 1 hashes sobre la clave maestra kM hasta sincronizarse con B y obtener k jauth =
[kM] j−1. Puede encontrase ma´s informacio´n sobre este paso en las notas de esta
seccio´n.
b) Comprueba que la respuesta de B es correcta, compara´ndola con su propio ca´lculo
sobre el valor recibido. En este punto, B ha demostrado conocimiento de la clave
maestra original y ha sido autenticado satisfactoriamente.
c) Calcula la respuesta al reto recibido rB, obteniendo [rB]k j−1auth
.
d) Genera su propia clave de cifrado, kAenc, y la cifra con su clave de autenticacio´n
actual, obteniendo {kAenc}k jauth .
e) Por u´ltimo, envia un mensaje M3 conteniendo los dos valores anteriores a B, con
el siguiente formato:
M3 = [rB]k jauth
, {kAenc}k jauth
4. Por u´ltimo, B recibe el mensaje M3 de A y ejecuta las siguientes acciones:
a) Compara la respuesta a su reto utilizando la tupla correspondiente de su auten-
ticador, ∇ jk:
1) Si son iguales, el nuevo nodo ha sido autenticado con e´xito y, por tanto, se
puede permitir su acceso a la red. Por u´ltimo, cambia la etiqueta de estado
de ∇ jk de ASIGNADA a USADA.
2) Si no son iguales, el nuevo nodo no se ha autenticado correctamente. La eti-
queta de estado vuelve al valor LIBRE de nuevo.
El proceso completo puede resumirse en los siguientes pasos:
A→ B : rA
A← B : rB, [rA]k j−1auth , {k
B
enc}k jauth
A→ B : [rB]k jauth , {k
A
enc}k jauth
Como puede observarse en los mensajes M2 y M3, nuestro protocolo constituye
tambie´n un procedimiento de establecimiento de claves, puesto que permite transferir las
correspondientes claves de cifrado de A y B a su contraparte correspondiente.
Notas











1. Abre la primera tupla libre.
2. Responde el reto de A.
3. Cifra su clave de cifrado 
utilizando kauth
4. Incluye en el mensaje el 
ciclo actual del autenticador, 
j=3.
5. Marca la tupla como 
‘ASIGNADA’.1. Comprueba la 
respuesta de B.
2. Responde al reto 
de B.
3. Genera su propia 
clave de cifrado y la 
cifra bajo kauth 1. Comprueba la respuesta de 
A utilizando la tupla 
correspondiente del 
autenticador.
2. Si es correcta, marca la 
tupla como ‘USADA’ y 
actualiza su índice.







Figura V.2: Ejemplo de ejecucio´n completa del protocolo de autenticacio´n
Otro tipo de retos son tambie´n posibles, como nu´meros de secuencia, en lugar de
los nu´meros aleatorios utilizados. Los sellos de tiempo, aunque podrı´an reducir
el nu´mero de mensajes intercambiados en uno, no resultarı´an pra´cticos en este
escenario, pues implicarı´an la necesidad de disponer de relojes sincronizados en
los nodos de la red.
Este protocolo ha sido disen˜ado para redes de sensores, que son escenarios esta´ticos
o cuasi-esta´ticos, con una tasa esperada de nuevos nodos baja. Por esta razo´n, los
casos en los que el nu´mero de ciclos del autenticador de un nodo supere unas
pocas decenas sera´n raros y, por tanto, el coste computacional asociado al proce-
so de sicronizacio´n realizado en el paso 2 por A sera´ tambie´n bajo.
El protocolo permite realizar varios procesos de autenticacio´n simulta´neos sobre
el mismo autenticador, para lo que es necesario, simplemente, utilizar diferentes
ı´ndices δ.
La Figura V.2 muestra un ejemplo de una ejecucio´n completa del esquema de aut-
enticacio´n propuesto entre dos partes A y B. Los para´metros del autenticador de B son
∇3 y δ = 2, lo que significa que el operador esta´ en su tercer ciclo y, hasta el momento,
ha autenticado con e´xito a dos nodos y ha utilizado el mismo nu´mero de tuplas. A es
un nuevo nodo que desea ingresar en la red y cuya autenticador no ha sido todavı´a
utilizado.
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V.4. ANA´LISIS DE SEGURIDAD
En esta seccio´n se analizara´ el grado de seguridad proporcionado por el protocolo
propuesto frente a los ataques ma´s comunes y peligrosos de este tipo de redes. Cuando
el ataque sea inevitable, debido a las caracterı´sticas inherentes de las redes, se aportan
ciertas contramedidas que tratan de mitigar en lo posible dicho ataque.
V.4.1. Ataque fı´sico a los nodos
El esquema presenta un grado de resistencia excelente frente a la que se considera
la principal amenaza de estas redes, que es el compromiso fı´sico de los nodos. Con el fin
de evaluar cuantitativamente esta resistencia, haremos uso de la me´trica definida en
[5], aceptada en el a´mbito como adecuada y ampliamente utilizada en otros trabajos.
Esta me´trica define la resistencia de un nodo frente al compromiso fı´sico como la
fraccio´n de enlaces, en los que el nodo atacado no participe directamente, respecto al total de
la red cuya seguridad se pierde como consecuencia del compromiso. Por ejemplo,
De acuerdo a esta me´trica, nuestro protocolo obtiene una puntuacio´n perfecta, puesto
que el compromiso de un nodo no revela informacio´n sobre otros enlaces en los que no
esta´ directamente involucrado.
V.4.2. Denegacio´n de servicio
Los ataques de denegacio´n de servicio tienen como objetivo agotar los recursos de
una red, como su ancho de banda, a su capacidad de proceso, con el fin de que e´sta no
pueda atender las peticiones de clientes legı´timos [19].
Cuanto el ataque se aplicar a nuestro protocolo, un atacante podrı´a tratar de exten-
uar el conjunto de autenticadores iniciando continuamente un proceso de autenticacio´n
contra un nodo y no respondiendo a los retos que e´ste proporciona o proporcionando
respuestas falsas (aleatorias, por ejemplo). De esta forma, el nodo atacado podrı´a agotar
ra´pidamente su conjunto de autenticadores, y no disponer de tuplas libres para atender
a nodos legı´timos.
Para resultar inmune a este ataque, o al menos mitigar lo suficiente sus efectos, la
implementacio´n de nuestro protocolo dispone de un mecanismo de proteccio´n. Este
mecanismo se basa en el uso de un intervalo temporal, α, en el que el nodo que inicia
la autenticacio´n debe responder correctamente al reto proporcionado. Si finalizado el
periodo α no se ha recibido una respuesta correcta, el reto se etiqueta como ’LIBRE’ y
pasa a estar disponible para su uso de nuevo.
Este para´metro puede ser ajustado dina´micamente si se detecta que un nodo se
encuentra bajo ataque, decrementando su valor en funcio´n de la severidad del ataque.
V.4.3. Atacante presente en el despliegue de la red
Algunas de las propuestas que pueden encontrarse en la literatura son vulnerables
cuando el atacante esta´ presente ya en el momento del despliegue de la red, como
la conocida propuesta de la infeccio´n de claves [16], que difunde sus claves en claro
durante un breve periodo de tiempo.
Nuestra propuesta es segura incluso en este escenario, sin importar el nu´mero de
atacantes presentes o su localizacio´n fı´sica.
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V.4.4. Borrado seguro de claves
Debido al feno´meno denominado remanencia magne´tica [20], el proceso de elimi-
nacio´n de informacio´n sensible, como claves criptogra´ficas, de las memorias de alma-
cenamiento no es tan sencillo como pudiera parecer.
Este feno´meno consiste en cierta tendencia de los materiales con propiedas magne´ticas,
con los que esta´n fabricados los discos duros y memorias dina´micas de cada computa-
dor o nodo de la red, en mantener trazas de la informacio´n que almacenaban cuan-
do e´sta cambia. Por ejemplo, se ha demostrado experimentalmente que las memorias
RAM actuales son capaces de mantener sus contenidos originales durante horas, en
ciertas condiciones, au´n cuando su alimentacio´n ha sido interrumpida [21].
Debido a estas razones, la obtencio´n de una nueva clave de autenticacio´n kiauth, en el
ciclo i-e´simo, puede dejar trazos de la clave del ciclo anterior si este paso no es realizado
con cuidado.
El peligro radica en el hecho de que sobreescribir de forma reiterada la informacio´n
almacenada en una memoria RAM dina´mica (DRAM) con una secuencia fija (o aleato-
ria) no es tan efectiva como en los medios magne´ticos, como los discos duros. Por tanto,
en este tipo de memoria, que es el elemento constituyente principal de un nodo tı´pico
de una red de sensores, el objetivo para realizar un borrado seguro de la informacio´n
sera´ almacenar la nueva informacio´n por el mayor periodo de tiempo posible, en lugar
de alterar su contenido tan ra´pidamente como sea posible.
De acuerdo a los experimentos realizados en ce´lulas de memoria DRAM [22], un
almacenamiento por un periodo de un segundo provoca que los contenidos anteriores
puedan ser todavia recuperados con cierta facilidad. Un minuto despue´s, la probabil-
idad se reduce, pero sigue siendo posible con cierto equipamiento. Diez minutos ma´s
tarde resulta pra´cticamente irrecuperable.
Por tanto, la solucio´n ma´s pra´ctica y eficiente al problema de la recuperacio´n de la
clave de autenticacio´n previa es tan simple como almacenar la nueva clave en la misma
posicio´n de memoria de la anterior. De esta forma, en aproximadamente 10 minutos, el
nuevo contenido sobreescribira´ completamente al antiguo, haciendo su recuperacio´n
inviable.
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Por otro lado, se estudiara´ uno de los aspectos ma´s importantes y uno de los crite-
rios ba´sicos de disen˜o: la eficiencia energe´tica de las soluciones.
Como hemos mencionado, la evaluacio´n del rendimiento y la eficiencia energe´tica
resultan especialmente importantes en entornos como las redes de sensores, cuyos re-
cursos computacionales y energe´ticos son muy limitados.
Para evaluar el coste energe´tico de los protocolos de seguridad se utiliza un me´todo
indirecto, en lugar de medidas directas de consumo. Este me´todo consiste en calcular
el nu´mero total de bytes transmitidos de forma inala´mbrica, a trave´s del nu´mero y
taman˜o de cada uno de los mensajes intercambiados por el protocolo. Este me´todo es
el ma´s utilizado por dos razones.
Otras propuestas La primera es muchas de las grandes propuestas existentes en la
literatura, incluyendo las dos seleccionadas en esta Tesis, SPINS y BROSK, utilizan este
me´todo y, por tanto, no incluyen medidas directas de consumo que puedan ser uti-
lizadas en una comparacio´n. Por otra parte, las medidas directas adolecen de un gran
inconveniente y es que existen multitud de diferentes para´metros, como el hardware
especı´fico utilizado, los mo´dulos de radio o las baterı´as utilizadas, que pueden afectar
significativamente a los resultados, haciendo finalmente que e´stos no sean comparables
[23].
Costes energe´ticos La segunda de las razones radica en el hecho de que, examinando
los costes energe´ticos de cada uno de los componentes de los protocolos de seguri-
dad, se observa que la mayor parte de ellos se deben a la transmisio´n de radio [10].
Por ejemplo, en un protocolo de clave maestra como SPINS, la energı´a utilizada en la
transmisio´n alcanza el 97 % del coste energe´tico total, mientras que el utilizado por los
procesos de cifrado apenas alcanza el 3 %.
Algunos estudios ahondan en este sentido [24] y muestran co´mo en este tipo de
redes la relacio´n energı´a/bit transmitido por radio puede alrededor de tres o´rdenes
de magnitud mayores que la necesario en las operacoines de cifrado sime´trico. Otros
estudios ma´s recientes [25, 26] parecen confirmar este hecho. Resulta obvio, por tanto,
que minimizar el nu´mero de los mensajes transmitidos y el taman˜o de e´stos es uno de los
objetivos fundamentales en el disen˜o de cualquier protocolo de seguridad.
Por otro lado, debido a las interferencias inherentes e inevitables de la transmisio´n
inala´mbrica, existen muchos factores que pueden influir en el nu´mero final de transmi-
siones, como las interferencias de frecuencias cercanas, la atenuacio´n propia de la sen˜al
(Figura V.3) o las colisiones con los nodos vecinos. En cualquier caso, estos factores
afectan por igual a todos los protocolos y, por simplicidad, asumiremos en lo sucesivo
que todos los datos se transmiten correctamente.
Sin embargo, ampliaremos la metodologı´a utilizada en otros trabajos [10, 11], y no
so´lo compararemos el nu´mero de transmisiones, sino el taman˜o de cada uno de los
mensajes intercambiados como parte de la negociacio´n del protocolo. Por las razones
anteriormente expuestas, e´sta se considera una buena aproximacio´n al consumo en-
erge´tico real de la propuesta.
V.5.1. Consumo energe´tico
Para llevar a cabo la evaluacio´n del consumo energe´tico utilizaremos el escenario de
caso peor. Para ello, se utilizara´ una topologı´a de red en forma de cuadrı´cula de N ×N
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Figura V.3: El tiempo se muestra en el eje horizontal, la frecuencia en el vertical y la
intensidad de la sen˜al como una escala de grises.
y asumiremos que cada nodo puede recibir los datos transmitidos por sus vecinos ma´s
inmediatos (cada nodo tiene, por tanto, 8 nodos vecinos)
En este escenario, el nu´mero medio de transmisiones en el protocolo SPINS es de
aproximadamente 8, mientras que BROSK y nuestra propuesta u´nicamente requieren
una. En cualquier caso, cada una de estos mensajes transmitidos tiene una longitud
diferente, que puede afectar significativamente al resultado final.
Para obtener una evaluacio´n ma´s exacta, calculamos el nu´mero total de bits real-
mente transmitidos, asumiendo valores de nonce de 64 bits, valores identificadores de
14 bits, claves sime´tricas de 128 bits y resu´menes de HMAC de 160 bits. Los resultados
finales son que las longitudes de los mensajes son de 632 bits para SPINS (que necesita
8 de estos mensajes, haciendo un total de 8×632 =5.056 bits transmitidos), 238 bits para
BROSK y 78 bits para nuestra propuesta.
Por tanto, puede concluirse que nuestra propuesta permite disminuir los costes en-
erge´ticos en un 98 % y 67 % respecto a SPINS y BROSK respectivamente. El nu´mero to-
tal de bits transmitidos, directamente proporcional al consumo energe´tico final, puede
encontrarse en la Figura V.4.
V.5.2. Escalabilidad
Adema´s del consumo energe´tico, la escalabilidad es una caracterı´stica extremada-
mente importante para un protocolo de seguridad en redes de sensores. Por ejemplo,
con el fin de aliviar el nu´mero de mensajes que debe transmitir cada nodo, SPINS trans-
fiere parte de esa carga a un nodo servidor.
Esto provoca, sin embargo, que el protocolo no resulte escalable, pues ahora es el
servidor el que puede convertirse en un cuello de botella para toda la red. Por ejemplo,
el nu´mero de transmisiones que debe realizar en una red de so´lo 4.096 es superior a
107, lo que producirı´a mu´ltiples colisiones y degradarı´a el rendimiento globar de toda
la red.
Sin embargo, tanto BROSK como nuestra propuesta sı´ se adaptan adecuadamente al
taman˜o de la red, ya que ambos protocolos requieren intercambiar un u´nico mensaje,
independientemente del nu´mero de nodos de la red, que puede ser arbritrariamente
































Figura V.4: Consumo energe´tico (bits transmitidos por nodo). El eje de ordenadas uti-
liza una escala logarı´tmica.
grande.
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V.6. CONCLUSIONES
En este capı´tulo se ha presentado un nuevo protocolo de autenticacio´n y gestio´n de
claves muy ligero, especialmente disen˜ado para redes de sensores de gama baja, con
poca capacidad computacional y de memoria. El esquema se basa en el uso de primiti-
vas criptogra´ficas sencillas, como funciones hash y HMAC, y utiliza una clave maestra
para derivar de ella una serie de claves sime´tricas. Este enfoque trata de aprovechar los
beneficios del esquema de claves sime´tricas, es decir, una mayor resistencia al compro-
miso, sin la necesidad de una pre-distribucio´n o almacenamiento de claves masivos.
Como consecuencia, nuestro esquema presenta una buena escalabilidad, y podrı´a
aplicarse a redes arbitrariamente grandes sin ninguna modificacio´n o pe´rdida de rendimien-
to, puesto que so´lo requiere intercambiar un mensaje para el proceso de autenticacio´n
y establecimiento de clave inicial. Esta escalabilidad se aplica tambie´n a los requisitos
de memoria, que se mantienen pequen˜os y constantes, dependiendo u´nicamente del
nu´mero de nodos vecinos, y no del total de nodos de la red.
Por otro lado, el protocolo posee tambie´n la capacidad de transportar claves de forma
segura, lo que permite alcanzar ambos objetivos, autenticacio´n y gestio´n de claves, con
un nu´mero mı´nimo de mensajes intercambiados. Proporciona, tambie´n, autenticacio´n
nodo a nodo, de forma que los nodos son capaces de verificar las identidades de las
partes con las que se comunican. De esta forma, un atacante no es capaz de suplantar
la identidad ni los datos provenientes de un nodo legı´timo de la red, a no ser que e´ste
haya sido capturado fı´sicamente.
El protocolo cuenta con otra serie de buenas propiedades, que lo hacen adecuado
para este tipo de redes. En primer lugar, proporciona una muy buena resistencia a las
consecuencias del compromiso fı´sico de los nodos. De acuerdo a la me´trica definida en [5],
la captura de uno nodo no revela informacio´n sobre enlaces en los que dicho nodo no
esta´ directamente involucrado.
Otro de los grandes objetivos de este esquema de autenticacio´n es el que tratar de
conseguir su ma´xima eficiencia energe´tica. Como se ha comentado con anterioridad, las
restricciones energe´ticas en este tipo de redes son muy importantes, y cualquier esque-
ma o protocolo de seguridad debe tener en cuenta esta caracterı´stica si pretende ser
viable en la pra´ctica. En este sentido, el esquema presenta mejoras sobre las propuestas
existentes hasta el momento en la literatura. Debido al menor taman˜o y nu´mero de los
mensajes intercambiados por el protocolo, e´ste resulta un 98 % y un 67 % ma´s eficiente
que SPINS y BROSK, respectivamente. Por u´ltimo, este bajo consumo energe´tico puede
ayudar a paliar en lo posible los efectos derivados de los ataques de consumo.
Por otro lado, con el objetivo de demostrar la viabilidad del protocolo, y obtener
medidas precisas y exactas del rendimiento del mismo, se ha llevado a cabo su imple-
mentacio´n en dispositivos hardware reales. Para ello ha sido necesario desarrollar, previ-
amente, la primera librerı´a criptogra´fica existente para esta plataforma hasta la fecha,
que hemos denominado Cryptonite. La librerı´a ha sido licenciada bajo GPLv3 y puesta
a disposicio´n de la comunidad de software libre y de cualquier desarrollador que desee
hacer uso de ella. La descripcio´n del sistema y el ana´lisis detallado de los resultados
obtenidos pueden encontrarse en la seccio´n VI.3 del Capı´tulo V.
En lo concerniente a su rendimiento, el protocolo muestra unas prestaciones exce-
lentes. Los datos obtenidos muestran que una ejecucio´n completa del protocolo, in-
cluyendo la autenticacio´n mutua del nodo iniciador y del anfitrio´n, en menos de 40
ms.
Finalmente, se resumen a continuacio´n otras de las principales contribuciones de
nuestro protocolo, que suponen importantes diferencias con los esquemas existentes:
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Durante la fase de despliegue, nuestra propuesta presenta tambie´n algunas ven-
tajas sobre otros protocolos presentes en la literatura, como el conocido esquema
de infeccio´n de claves [16]. que difunde las claves de cifrado en claro durante un
breve periodo de tiempo. En este escenario, nuestro esquema es seguro frente a
un atacante que este´ presente ya en el mismo momento del despliegue de la red,
sin importar el nu´mero de atacantes ni su localizacio´n fı´sica.
Tras la fase de despliegue, el sistema “olvida” la clave maestra, de forma que re-
sulta mucho menos vulnerable a la intrusio´n fı´sica [8]. Con el fin de poder cuan-
tificar la resistencia del sistema a dicho ataque, se ha definido una me´trica en
[5] que ha sido ampliamente utilizada en otras propuestas. De acuerdo a dicha
me´trica, nuetro protocolo obtiene en ella una puntuacio´n perfecta, que significa
que, en el caso del compromiso de un nodo, e´ste no revela informacio´n sobre
enlaces en los que no esta´ directamente implicado.
Por otro lado, el esquema ha sido disen˜ado con el fin de resultar resistente a cier-
tos ataques de denegacio´n de servicio, potencialmente muy peligrosos en este
tipo de redes. El protocolo cuenta con un mecanismo de proteccio´n, a trave´s de
un valor temporal α frente a un intento deliberado de agotar su conjunto de au-
tenticadores. Este para´metro puede ajustarse dina´micamente cuando se detecta
que un nodo esta´ sufriendo un ataque.
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CAPI´TULO VI
IMPLEMENTACIO´N Y APLICACIO´N A ESCENARIOS
DE TRANSMISIO´N MULTIMEDIA
VI.1. INTRODUCCIO´N
Presentadas a lo largo de esta tesis las diversas soluciones aportadas en el marco de
la seguridad de redes ad-hoc inala´mbricas, este capı´tulo pretende describir y analizar
las implementaciones realizadas de dichas soluciones. Algunas de ellas, como la corre-
spondiente a los mecanismos de cifrado, se han aplicado tambie´n en entornos reales,
que forman parte de diversos proyectos de investigacio´n con financiacio´n guberna-
mental.
El principal objetivo de este seccio´n consiste, por tanto, en demostrar la viabilidad
y utilidad de las soluciones a trave´s de sus implementaciones o aplicacio´n en entornos
reales.
A pesar de que este enfoque resulta claramente ma´s costoso que las habituales simu-
laciones, los autores creen que posee una serie de ventajas importantes. La primera, por
supuesto, es que constituye una demostracio´n innegable de la viabilidad de la propues-
ta. Proporciona, por otro lado, datos fiables y exactos relativos al tiempo de ejecucio´n,
consumo energe´tico y otros aspectos de la misma, que no son siempre adecuadamente
recogidos a trave´s de simulaciones.
E´sta supone, de hecho, la principal de las razones por las que los autores se han
decantado por una implementacio´n real de las propuestas es que, a pesar de que la
simulacio´n es la herramienta por excelencia para la evaluacio´n de soluciones en este
tipo de redes, su utilizacio´n puede no resultar adecuada. Esta opinio´n es comparti-
da, adema´s de por los autores de esta tesis, por otros investigadores, como [1, 2], que
plantean serias dudas sobre la credibilidad de los resultados obtenidos en base a simu-
laciones.
De acuerdo a estos principios, los mecanismos de cifrado propuestos en los Capı´tulos
III y IV han sido implementados y evaluados en entornos MANet, donde han sido uti-
lizados para la proteccio´n de la transmisio´n de contenido multimedia. Los resultados
obtenidos se describen en la seccio´n VI.2.
Por otro lado, el protocolo de autenticacio´n presentado en el Capı´tulo V se anal-
iza en la seccio´n VI.3. En ella se describe la implementacio´n realizada para redes de
sensores, y se presenta una nueva librerı´a, Cryptonite, desarrollada para la plataforma
libre Arduino, debido a la inexistencia de librerı´as criptogra´ficas en ella.
Por u´ltimo, en la seccio´n VI.4 se analiza otro de los desarrollos llevados a cabo en el
marco de esta tesis, que consta de dos mo´dulos denominados Apolo y Dafne, disen˜ados
para representar gra´ficamente la topologı´a de una red ad-hoc.
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VI.2. IMPLEMENTACIO´N DE LOS MECANISMOS DE CIFRADO
Al margen de los desarrollos realizados con el fin de evaluar el rendimiento y otros
aspectos del LFSRe, e´ste ha sido implementando dentro de un marco ma´s general, que
le permite proteger todas las comunicaciones de una ma´quina.
Ma´s concretamente, este software ha sido desarrollado y probado en el marco del
proyecto Hesperia1, donde ha sido validado con la presentacio´n definitiva del mismo
al CDTI. Actualmente esta´ integrado en el middleware del proyecto, donde se encarga
del cifrado de todas las comunicaciones del mismo.
VI.2.1. Seleccio´n de los entornos y herramientas de implementacio´n
El objetivo de esta implementacio´n ha sido, por tanto, dotar al algoritmo LFSRe de
un sistema completo capaz de cifrar todas las comunicaciones de una ma´quina. Para el-
lo, es necesario que este sistema interactu´e con el sistema operativo, ma´s concretamente
con la pila de comunicaciones (habitualmente, TCP/IP).
El sistema de cifrado ha sido finalmente disen˜ado y desarrollado en lenguaje C para
entornos Linux, haciendo uso de la librerı´a IP QUEUE, formalmente libnetfilter queue,
que forma parte, a su vez, del proyecto Netfilter2.
Esta librerı´a proporciona acceso completo al subsistema de red y a las colas que
almacenan los paquetes en tra´nsito por el filtro de paquetes del nu´cleo del sistema
operativo. De esta forma, en espacio de usuario, es posible descartar, inspeccionar o
modificar estos paquetes antes de que continu´en su camino por la pila TCP/IP de la
ma´quina. En nuestro caso, la modificacio´n de los paquetes consistira´ en su cifrado o
descifrado, segu´n este´n siendo enviados o recibidos, respectivamente.
Obviamente, no todo el contenido de un paquete puede ser cifrado pues e´ste in-
cluye, adema´s de los propios datos, cabeceras de control y otras estructuras, utilizadas
por el protocolo de red. Por esta razo´n, un paquete, o trama, no puede ser cifrado por
debajo de la capa de red, incluyendo a e´sta.
Pila de comunicaciones y seguridad La siguiente cuestio´n que fue necesario resolver
consiste en decidir en que´ lugar de la pila de comunicaciones situar nuestra solucio´n de
seguridad. En general, los protocolos de seguridad tienden a situarse en niveles altos
de la pila OSI. Pueden citarse literalmente decenas de ejemplos, pero algunos de los
ma´s significativos podrı´an ser los protocolos SSH, S-HTTP o SFTP, todos ellos de nivel
de aplicacio´n.
El inconveniente obvio de este enfoque es que cada aplicacio´n necesita de una solu-
cio´n propia, que no sirve para proteger a ninguna otra aplicacio´n. Esto supone una
1El proyecto Hesperia ha tenido por objeto el desarrollo de tecnologı´as que permitan la creacio´n de sis-
temas punteros de seguridad, vı´deo vigilancia y control de operaciones de infraestructuras crı´ticas y espacios
pu´blicos.
El CDTI, organismo adscrito al Ministerio de Industria Turismo y Comercio, creo´ en 2005 un programa de
Consorcios Estrate´gicos Nacionales en Investigacio´n Te´cnica (CENIT), cuyo principal objetivo es fomentar
la cooperacio´n pu´blico privada en I+D+i mediante la financiacio´n de proyectos conjuntos de investigacio´n
industrial.
El consorcio esta´ integrado por un conjunto de empresas y universidades espan˜olas. Entre estas u´ltimas se
encuentran la Universidad de Castilla-La Mancha, la Universidad de Granada, la Universidad de Extremadu-
ra, la Universidad Polite´cnica de Madrid, la Universidad de Las Palmas de Gran Canaria, la Universidad
Polite´cnica de Valencia y la Universidad Polite´cnica de Catalun˜a. La lista se completa con la colaboracio´n del
Consejo Superior de Investigaciones Cientı´ficas (CSIC) y el Centro Tecnolo´gico del Paı´s Vasco (Ikerlan).
2La librerı´a, junto con la documentacio´n pertinente, es accesible en la siguiente URL:
http://www.netfilter.org/projects/libnetfilter queue/index.html








Figura VI.1: Trama de datos de nuestra implementacio´n, donde puede observarse la
parte cifrada y la que permanece en claro. El ejemplo supone una pila de comunica-
ciones TCP/IP.
duplicidad innecesaria de esfuerzos y riesgos. Adema´s, cualquier cambio en el proto-
colo de comunicaciones de cada aplicacio´n puede implicar el redisen˜o de la solucio´n
de seguridad.
Por tanto, siempre que sea posible, resulta recomendable situar las protecciones en
el nivel ma´s bajo posible de la pila de comunicaciones. En este sentido, protocolos como
SSL o IPsec resultan ma´s eficientes pero, desgraciadamente, por su modo intrı´nseco de
funcionamiento, no resultan adecuados en redes de naturaleza distribuida como una
red ad-hoc.
Por estas razones, nuestra implementacio´n se situ´a a nivel de red, protegiendo todas
las capas superiores. La principal ventaja de este enfoque es que resulta completamente
transparente al usuario y a las aplicaciones, que no deben ser modificadas ni reescritas
en absoluto. Permite adema´s, proteger cualquier aplicacio´n de forma automa´tica, sin
necesidad de escribir protocolos de proteccio´n especı´ficos para ella.
Estructura de la trama cifrada Como se ha explicado en los capı´tulos correspondi-
entes, todo cifrador en flujo necesita de un vector de inicializacio´n, IV, que diversifique
el contenido de los datos de entrada. E´ste valor debe ser u´nico para cada paquete, y
enviado junto a e´ste, para que el receptor pueda utilizarlo en el proceso de descifrado.
Una trama de datos de nuestro cifrador tendra´, por tanto, una estructura carac-
terı´stica, que se muestra en la Figura VI.1. En ella se observa co´mo las u´nicas porciones
de los datos que permanecen sin cifrar son el propio IV y la cabecera del nivel de red
(habitualmente IP), con el fin de que el paquete pueda ser correctamente encaminado
en su viaje entre emisor y receptor.
VI.2.2. Funcionamiento
La implementacio´n hace uso de una serie de hooks, proporcionados por la librerı´a
de Netfilter. Estos hooks o funciones son llamados por el sistema operativo cuando se
cumple un criterio predefinido. Descrito en lenguaje natural, uno de estos criterios po-
drı´a ser, por ejemplo:
“...captura todos los paquetes de entrada cuyo puerto TCP de destino sea 23...”
De esta forma, todos los paquetes que cumplan esta regla sera´n entregados a nue-
stro co´digo, que lleva a cabo, entonces, los siguientes pasos:
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1. Se realizan una serie de comprobaciones rutinarias sobre el paquete, como que posee una
longitud mı´nima adecuada.
2. Si el paquete debe ser cifrado, se genera un nuevo IV y se an˜ade tras la cabecera de nivel
de red (IP).
3. Si el paquete debe ser descifrado, se recupera el IV de la trama.
4. Se llama a funcio´n de cifrado (que es la misma que para el descifrado), que toma como
para´metros el IV y los datos a cifrar (la porcio´n del paquete de nivel de transporte y
capas superiores).
5. Se deja continuar a la trama su viaje por la pila de comunicaciones. El sistema operativo
decidira´ si es un paquete de salida, por lo que debe ser enviado a un receptor remoto, o
es de entrada, por lo que debe ser entregado a la aplicacio´n correspondiente.
VI.2.3. Rendimiento y pruebas
Como se ha comentado con anterioridad, este sistema forma parte actualmente del
activo experimental definitivo del proyecto Hesperia. Durante la pruebas realizadas
durante su desarrollo, consistente en la proteccio´n de diferentes flujos de audio y vı´deo,
el sistema funciono´ correctamente, sin ninguna degradacio´n medible en el rendimiento.
La razo´n puede encontrarse en que las tasas de transmisio´n reales fueron muy in-
feriores a las teo´ricas, debido a multitud de factores, como interferencias, pe´rdidas y
atenuacio´n de sen˜al o las colisiones inherentes del medio inala´mbrico.
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El objetivo de este seccio´n es demostrar, una vez presentado el disen˜o del protocolo
de autenticacio´n, la viabilidad del mismo en un entorno completamente real. Para ello
se ha llevado a cabo su implementacio´n pra´ctica en un entorno de laboratorio.
A pesar de que este enfoque resulta claramente ma´s costoso que las habituales simu-
laciones, los autores creen que posee una serie de ventajas importantes. La primera, por
supuesto, es que supone una demostracio´n innegable de la viabilidad de la propuesta.
Proporciona, por otro lado, datos fiables y exactos en cuanto al tiempo de ejecucio´n,
consumo energe´tico y otros aspectos, que no siempre son adecuadamente tratados en
las simulaciones.
De hecho, la principal de las razones que han hecho que los autores se decanten por
una implementacio´n real de las propuestas es que, a pesar de que la simulacio´n es la
herramienta por excelencia utilizada para la evaluacio´n de las soluciones propuestas en
este tipo de redes, su aplicacio´n puede no resultar siempre adecuada. Esta opinio´n es,
por otra parte, compartida por los propios autores y otros investigadores, como [1, 2],
que plantean serias dudas sobre la credibilidad de los resultados obtenidos en base a
simulaciones.
Seleccio´n de los entornos y herramientas de implementacio´n Una vez tomada la de-
cisio´n de implementar en entorno real, restaba la eleccio´n de la plataforma concreta
donde trabajar y que´ herramientas de desarrollo utilizar.
Tras evaluar diversas alternativas, como la conocida arquitectura del fabricante Mi-
crochip, finalmente se decidio´ hacer uso de la plataforma libre Arduino [3, 4], basada
en microcontroladores Atmel, por el potencial y multitud de ventajas que e´sta presenta.
Las ma´s significativa de ellas es que se trata de una plataforma completamente
flexible, de co´digo abierto, por lo que tanto el hardware como el software pueden ser
fa´cilmente modificados, sin ningu´n de restricciones, para adaptarlos a cada necesidad.
Por otro lado, Arduino tambie´n se ajusta a otro de los grandes objetivos de esta tesis,
que consiste en proporcionar soluciones realistas y econo´micas, especialmente orientadas
a dispositivos de gama baja. El bajo precio de la plataforma hace que sus caracterı´sticas
te´cnicas encajen en esta categorı´a, resultando, incluso, como veremos en la siguiente
seccio´n, algo limitadas.
VI.3.1. La plataforma Arduino
El proyecto Arduino es una de las primeras plataformas hardware libres del mundo.
Orientada al desarrollo electro´nico, esta´ basada en software y hardware flexible y fa´cil
de utilizar. De hecho, uno de los principales objetivos es servir de plataforma educativa
para estudiantes.
Todos los elementos del proyecto son abiertos y libres: la placa fı´sica puede mon-
tarse a mano o comprarse ya montada, y el software de desarrollo es gratuito. El disen˜o
hardware de la placa es, tambie´n, libre y los ficheros CAD esta´n disponible bajo una
licencia de co´digo abierto, de forma que pueden modificarse para adaptar el disen˜o a
las necesidades de cada proyecto.
En esta tesis, se ha trabajado con el modelo Diecimila3 de esta plataforma. Puede en-
contrarse una fotografı´a del disen˜o en la Figura VI.2 y un resumen de sus caracterı´sticas
te´cnicas ma´s importantes en el Cuadro VI.1.
3La palabra Diecimila significa diez mil en italiano y hace referencia al hecho de que las primeras diez mil
unidades de la plataforma habı´an sido ya fabricadas.
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Microcontrolador ATmega168
Voltaje de operacio´n 5 V
Voltaje de entrada (ma´ximo) 20 V
Pines de E/S digitales 14 (6 de los cuales pueden producirsalidas PWM)
Pines de entrada analo´gicos 6
Corriente disponible en pines E/S 40 mA
Memoria FLASH 16 Kb (2 de los cuales sonutilizados por el cargador)
SRAM 1 Kb
EEPROM 512 bytes
Velocidad de reloj 16 MHz
Cuadro VI.1: Resumen de caracterı´sticas te´cnicas del Arduino Diecimila
Comunicaciones El Diecimila cuenta con una serie de interfaces de comunicaciones,
que le permiten comunicarse con un ordenador, otro Arduino u otros microcontro-
ladores. El corazo´n de la placa, un microcontrolador ATmega168, dispone de una UART4
accesible en los pines 0 (RX) y 1 (TX). Un chip FTDI FT232RL permite simular un puer-
to serie sobre un puerto USB esta´ndar, de forma que la comunicacio´n con el ordenador
para la programacio´n o alimentacio´n de la placa es muy sencilla. Por u´ltimo, la platafor-
ma tambie´n soporta los protocolos I2C y SPI5, que permiten la comunicacio´n con otros
dispositivos, como memorias externas.
VI.3.2. Cryptonite: librerı´a criptogra´fica ligera
A pesar de la popularidad de la plataforma, y de las mu´ltiples librerı´as y utilidades
disponibles para la misma6, uno de los primeros problemas que se presento´ en el de-
sarrollo fue la inexistencia de una librerı´a con funciones criptogra´ficas.
Se decidio´, por tanto, desarrollar una nueva librerı´a criptogra´fica, que hemos de-
nominado Cryptonite, para poder llevar a cabo la implementacio´n del protocolo de
autenticacio´n y, adicionalmente, llenar este vacı´o, aportando la librerı´a a la comunidad
de software libre7.
En las siguientes secciones se describira´n algunos conceptos criptogra´ficos ba´sicos
y las principales caracterı´sticas de la librerı´a desarrollada.
VI.3.2.1. Disen˜o y consideraciones iniciales
La principal dificultad a superar en el desarrollo de Cryptonite fue las fuertes lim-
itaciones del microcontrolador de Arduino. Su escaso 1 Kb de memoria RAM hacen
imposible el uso de las primitivas criptogra´ficas tradicionales, como SHA-1. En este
caso concreto, so´lo el taman˜o del co´digo correspondiente a esta funcio´n hash superaba
ampliamente el total de memoria disponible.
4Una unidad UART (Universal Asynchronous Receiver-Transmitter) se encarga de traducir los datos envi-
ados en formato paralelo a formato serie y viceversa. Normalmente se utiliza para comunicar distintos
perife´ricos, que suelen tratar los datos interiormente de forma paralela, a trave´s de un enlace, que suele
empaquetar los datos en serie
5Tanto I2C como SPI son dos protocolos de comunicaciones, desarrollados por Philips y Motorola, respec-
tivamente, disen˜ados para comunicar dispositivos de bajas velocidades de transmisio´n
6Accesibles en la siguiente URL: http://arduino.cc/en/Reference/Libraries
7La librerı´a se distribuye bajo una licencia libre GPLv3, y puede encontrarse en la siguiente URL:
http://code.google.com/p/crypto-arduino-library/
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Figura VI.2: Arduino Diecimila
TEA Dada la situacio´n, se hizo imprescindible, por tanto, considerar otras primiti-
vas criptogra´ficas cuyo co´digo y huella de memoria fueran mı´nimas. En este sentido,
destaca el algoritmo TEA (Tiny Encryption Algorithm), presentado en 1995 por David
Wheeler y Roger Needham, de la Universidad de Cambridge [5, 6]. La cualidad ma´s
caracterı´stica de TEA es, sin duda, su mı´nimo taman˜o, pues puede ser implementa-
do en unas pocas lı´neas de co´digo C. En la Figura VI.3 puede encontrarse una imple-
mentacio´n de referencia.
TEA opera en bloques de 64 bits y utiliza una clave de 128 bits. El proceso de cifra-
do consiste esencialmente en una estructura de Feistel, con 64 rondas recomendadas.
Cuenta con un mecanismo de mezcla de clave muy sencillo y efectivo, puesto que fun-
ciona de igual manera en todos los ciclos. Por u´ltimo, hace uso de las denominadas
constantes ma´gicas, con valor 232/φ, siendo φ el nu´mero a´ureo, con el fin de evitar
ataques sencillos basados en la simetrı´a de las rondas.
TEA sufre, sin embargo, de ciertas vulnerabilidades. La ma´s importante consiste en
que cuenta con una serie de claves equivalentes, de forma que cada clave corresponde
a otras tres. Esto significa que, en la pra´ctica, el espacio de claves se reduce de 2128 a
2128/22 = 2126. Debido a e´ste y otros inconvenientes [7, 8], los autores han desarrollado
nuevas versiones, que se describen brevemente a continuacio´n, para solucionar estos
problemas.
Revisiones de TEA La primera de las revisiones se denomino´ Block TEA [9], aunque
el nombre ma´s extendido es XTEA. Al margen de solucionar los problemas menciona-
dos, cuenta con la capacidad de operar sobre bloques de longitud arbitraria, en lugar
de los 64 bits de la propuesta original. Finalmente, en 1998, se publico´ la que hasta la
fecha es la u´ltima revisio´n, denominada XXTEA, que sera´ la utilizada en este trabajo, y
que incluye algunas mejoras adicionales.
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Algoritmo 17 Implementacio´n de Block TEA
corregido (XXTEA)
1 #define DELTA 0x9e3779b9
2 #define MX ((z>>5ˆy<<2) + (y>>3ˆz<<4)) ˆ
3 ((sumˆy) + (k[(p&3)ˆe] ˆ z));
4
5 void XXTEA(uint32_t *v, int n, uint32_t *k) {
6 uint32_t y, z, sum;
7 unsigned p, rounds, e;
8
9 if (n > 1) { // Cifrado
10 rounds = 6 + 52/n;
11 sum = 0;
12 z = v[n-1];
13 do {
14 sum += DELTA;
15 e = (sum >> 2) & 3;
16 for (p=0; p<n-1; p++)
17 y = v[p+1], z = v[p] += MX;
18 y = v[0];
19 z = v[n-1] += MX;
20 } while (--rounds);
21 } else if (n < -1) { // Descifrado
22 n = -n;
23 rounds = 6 + 52/n;
24 sum = rounds*DELTA;
25 y = v[0];
26 do {
27 e = (sum >> 2) & 3;
28 for (p=n-1; p>0; p--)
29 z = v[p-1], y = v[p] -= MX;
30 z = v[n-1];
31 y = v[0] -= MX;
32 } while ((sum -= DELTA) != 0);
33 }
34 }  
Figura VI.3: A la izquierda, implementacio´n en lenguaje C de Block TEA corregido
(XXTEA). El algoritmo cifra n palabras de 32 bits como un bloque, donde v es el texo
en claro (en bloques de n palabras), k es la clave de cifrado (de 4 palabras de longitud)
y n es un para´metro que toma valores positivos para cifrar y negativos para descifrar.
A la derecha, un esquema de una ronda de XXTEA.
Una vez seleccionado y analizado XXTEA como bloque ba´sico con el que construire-
mos nuestra librearı´a criptogra´fica Cryptonite, resta definir cada una de las primitivas
criptogra´ficas ba´sicas, cifrado, hash y HMAC, a partir de TEA. Este proceso se analizara´
en las siguientes secciones.
VI.3.2.2. Primitivas de cifrado
Puesto que XXTEA esta´ definido como un algoritmo de cifrado, definir dicho pro-
ceso resulta una tarea trivial. Hay que realizar, sin embargo, algunas consideraciones,
sobre todo en lo concerniente al taman˜o de los bloques de texto en claro.
Como se ha comentado anteriormente, XXTEA permite trabajar con bloques de en-
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Algoritmo 18 Implementacio´n de Block TEA corregido (XXTEA)
1 /* FUNCI N: encrypt
2 * ARGS:
3 * - inputText : puntero al texto en claro
4 * - inputTextLength : longitud del texto en claro (en bytes)
5 * - k[4] : clave de cifrado, en forma de array de cuatro elementos de
6 32 bits = clave de 128 bits.
7 * SALIDA: n mero de bloques cifrados, -1 en caso de error
8 */
9 int Cripto::encrypt(unsigned char *inputText,
10 unsigned int inputTextLength,
11 uint32_t *k)
12 {
13 unsigned int numBlocks = (inputTextLength <= BLOCK_SIZE ? 1 :
14 inputTextLength/BLOCK_SIZE);
15 unsigned int offset, i;
16
17 // Rellenar (con ceros) si es necesario hasta el tama o de un bloque
18 if ((offset = inputTextLength % BLOCK_SIZE) != 0)
19 memset(inputText+inputTextLength, 0x00, BLOCK_SIZE - offset);
20
21 for (i=0; i<numBlocks;i++){





27 }  
trada de longitud variable. Sin embargo, como suele ser habitual en criptografı´a, es
necesario encontrar un equilibrio para el taman˜o de bloque entre rendimiento y seguri-
dad.
En cuanto al rendimiento, se pretendı´a que para cifrar un bloque de entrada dado, el
cifrador so´lo necesitara llevar a cabo una ronda en la mayorı´a de los casos. Obviamente,
cuando mayor sea el taman˜o de bloque interno del cifrador, mayor es su rendimiento.
Por ejemplo, para un texto de entrada de 512 bits y un taman˜o de bloque de B = 128
bits, el cifrador necesitara´ realizar 512/128 = 4 rondas. Por otro lado, con B = 32 bits, el
nu´mero de rondas se incrementa hasta 16.
Sin embargo, un taman˜o de bloque B grande, sobre todo en la plataforma en la
que trabajamos, tiene la contrapartida de que en el caso de que sea necesario cifrar un
bloque de datos menor a B, es necesario realizar un relleno del mismo hasta completar
la longitud de B, con el consiguiente gasto de tiempo y memoria.
Teniendo en cuenta todas las consideraciones anteriores, se decidio´ establecer el
taman˜o de bloque B en 128 bits.
VI.3.2.3. Funciones hash
En general, existen tres grandes categorı´as de funciones hash, que se clasifican
segu´n su proceso de construccio´n:
Basadas en cifradores en bloque: aprovechan esta primitiva criptogra´fica, que se
supone ya disponible.
Funciones ad-hoc: las funciones hash tradicionales, especı´ficamente disen˜adas
para su propo´sito.
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Figura VI.4: Esquemas existentes para la construccio´n de funciones hash a partir
de un cifrador en bloque: Matyas-Meyer-Oseas (izquierda), Davies-Meyer (centro) y
Miyaguchi-Preneel (derecha).
Basadas en aritme´tica modular.
Como se ha comentado al inicio de esta seccio´n, las funciones hash tradicionales,
como MD5 o toda la familia SHA, resultan demasiado “pesadas” para ser implemen-
tadas en una plataforma de gama baja como Arduino. Por esta razo´n, se decidio´ crear
una funcio´n hash a partir de una cifrador en bloque. A continuacio´n se detallan los
pormenores del proceso.
Construccio´n de una funcio´n hash a partir de un cifrador La obtencio´n de funciones
hash basadas en cifradores en bloque es una te´cnica bien conocida y estudiada en la
literatura [10]. La razo´n principal para utilizar este enfoque radica en aprovechar la
implementacio´n eficiente existente de un cifrador en bloque, XXTEA en nuestro caso,
y utilizar e´ste como elemento central en el disen˜o de la funcio´n hash.
A continuacio´n se presentan unos breves conceptos necesarios para la argumentacio´n
posterior.
VI.1 Definicio´n. Un cifrador en bloque, que denotaremos Ek(x), es una funcio´n invertible
que transforma textos en claro x de n bits en textos cifrados de n bits utilizando un clave
k de r bits de longitud.
A la luz de la definicio´n anterior, el proceso de construccio´n de la funcio´n hash se
divide, ba´sicamente, en aquellos que producen hashes de longitud simple (n bits) o de
doble longitud (2n bits), siendo n, como acabamos de ver, la longitud del bloque de salida
del cifrador subyacente. Adema´s de Ek, son necesarios otros elementos para completar
el proceso:
1. Una funcio´n g que transforma los bloques de entrada de texto en claro de n bits
a claves k adecuadas para ser utilizadas en E. Obviamente, si las claves de E son
tambie´n de longitud n, g consiste simplemente en la funcio´n identidad.
2. Un vector de inicializacio´n IV, habitualmente de n bits de longitud.
Con estos elementos, existen tres grandes enfoques para la definicio´n de la funcio´n
hash H a partir de un cifrador en bloque E, denominados de acuerdo a los nombres
de los autores que los presentaron, Matyas-Meyer-Oseas, Davies-Meyer y Miyaguchi-
Preneel, respectivamente, que pueden encontrarse esquematizados en la Figura VI.4.
VI.2 Definicio´n. Sea H una funcio´n hash construida a partir de un cifrador en bloque E,
que necesita realizar s cifrados para procesar cada bloque de texto de entrada. Entonces
el ratio de H es 1/s.
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Funcio´n hash (n, k,m) Ratio
Matyas-Meyer-Oseas (n, k,n) 1
Davies-Meyer (n, k,n) k/n
Miyaguchi-Preneel (n, k,n) 1
MDC-2 (con DES) (65, 56, 128) 1/2
MDC-4 (con DES) (65, 56, 128) 1/4
Cuadro VI.2: Resumen de algunas funciones hash basada en cifradores de bloque de n
bits, done k es el taman˜o de clave de los mismos y m la longitud de la salida producida
por las funciones hash. MDC-2 y MDC-4 son funciones de doble longitud, basadas en el
uso de DES como cifrador subyacente y que requieren 2 y 4 operaciones de cirado por
cada bloque de texto de entrada, respectivamente.
En el Cuadro VI.2 se resumen los ratios de cada uno de los enfoques existentes. Por
ejemplo, el enfoque Matyas-Meyer-Oseas y el algoritmo MDC-2 son la base de las dos
funciones hash definidas en el esta´ndar ISO 10118-2 (“Information technology – Security
techniques – Hash-functions”), pudiendo hacer uso de cualquier cifrador E de n bits y
proporcionando salidas de longitud m ≤ n y m ≤ n, respectivamente.
Implementacio´n Teniendo en cuenta los argumentos presentados, finalmente se de-
cidio´ utilizar el enfoque Davies-Meyer para la construccio´n de la funcio´n hash, por
resultar eficiente, siempre que k = n = m, ya que no implica el uso de una funcio´n in-
termedia g, y ligeramente ma´s sencilla de implementar que el resto de opciones. En una
plataforma tan limitada como Arduino, e´sta caracterı´sticas se convierte es una ventaja
importante que debe tenerse en cuenta.
En la implementacio´n realizada, se decidio´ utilizar un taman˜o de bloque interno B y
una salida m de 128 bits, obteniendo ası´ un ratio de 1. El co´digo correspondiente puede
encontrase en el Algoritmo 19.
VI.3.2.4. Primitiva de HMAC
La tercera y u´ltima primitiva criptogra´fica implementada en Cryptonite corresponde
a una funcio´n hash con clave o HMAC. Por la mismas razones expuestas en las seccio´n
anterior, en este caso tambie´n se decidio´ aprovechar la implementacio´n de XXTEA para
utilizarla como base, en lugar de implementar una funcio´n ad-hoc.
De acuerdo a procedimientos conocidos [10], la construccio´n del HMAC puede re-
alizarse haciendo usode una clave k y una funcio´n hash h. De esta forma, para un texto
de entrada x, la funcio´n queda de la siguiente forma:
HMAC(x) = h(k||p1||h(k||p2||x))
donde p1, p2 son dos cadenas arbitrarias de longitud suficiente para completar la
longitud de k hasta el taman˜o de un bloque completo de la funcio´n hash. A pesar de
la doble iteracio´n de h, la funcio´n final resulta eficiente, debido a que la iteracio´n ex-
terna solo procesa una entrada de dos bloques de longitud, independientemente de la
longitud de x.
La implementacio´n final realizada para la plataforma Arduino puede encontrarse
en el Algoritmo 20.
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Algoritmo 19 Implementacio´n de una funcio´n hash basada en XXTEA, que hace uso
del enfoque Davies-Meyer
1 /* NOMBRE: calculateHash
2 * ARGUMENTOS ENTRADA:
3 * - inputText : puntero al texto de entrada
4 * - inputTextLength : longitud del texto de entrada (en bytes)
5 */
6 void Cripto::calculateHash(unsigned char *inputText,
7 unsigned int inputTextLength,
8 unsigned char *hash)
9 {
10 unsigned int numBlocks =
11 (inputTextLength <= HASH_LENGTH ? 1 : inputTextLength/HASH_LENGTH), i,j;
12 unsigned char H[HASH_LENGTH]={HASH_IV};
13 unsigned char tempBuffer[BLOCK_SIZE];
14
15 for (i=0; i<numBlocks;i++){
16 memcpy(&tempBuffer,inputText,BLOCK_SIZE);
17 XXTEA((unsigned char *)&tempBuffer,KEY_SIZE,(uint32_t *)&H);
18
19 // Se actualiza el puntero de la entrada, x_i






26 }  
VI.3.3. Detalles de implementacio´n y resultados
En esta seccio´n describiremos los mayores problemas encontrados durante la imple-
mentacio´n de Cryptonite, co´mo e´stos fueron solucionados, y algunas de las lecciones
aprendidas. Por u´ltimo, se analizara´ el rendimiento de la librerı´a y co´mo se utiliza e´sta
para la implementacio´n del protocolo de autenticacio´n presentado en este capı´tulo.
Problemas de desarrollo El desarrollo de la librerı´a resulto´, sin duda, algo problema´tica
debido a las importantes restricciones del hardware de la plataforma Arduino. Por
ejemplo, el reducido taman˜o de su memoria RAM producı´a frecuentes agotamientos
de la misma. Debido a las limitaciones inherentes de la arquitectura, esta circunstancia
no se notifica al desarrollador, a diferencia de la plataforma Intel PC, producie´ndose
mal funcionamientos erra´ticos y difı´ciles de reproducir.
Por otro lado, las herramientas de depuracio´n para la arquitectura AVR, a la que
pertenece el microcontrolador de Arduino, resultan todavı´a algo deficientes y per-
manecen en un estado de desarrollo poco maduro. Por estas razones, la depuracio´n
de los programas en esta plataforma se convierte habitualmente en una tarea lenta y
tediosa.
VI.3.3.1. Resultados
En una arquitectura tan limitada, un para´metro crı´tico a la hora de evaluar la validez
de un co´digo es la huella de memoria del mismo, dada la escasez de dicho recurso. En
este sentido Cryptonite obtiene buenos resultados, pues ocupa 2108 bytes, que supone
poco ma´s del 13 % de los 16Kb totales disponibles.
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Algoritmo 20 Implementacio´n de una funcio´n HMAC basada en XXTEA
1 /* NOMBRE: calculateHMAC
2 * ARGUMENTOS ENTRADA:
3 * - inputText : puntero al texto de entrada
4 * - inputTextLength : longitud del texto de entrada (en bytes)
5 * - k : clave (128 bits)
6 */
7 void Cripto::calculateHMAC(unsigned char *inputText,
8 unsigned int inputTextLength,
9 uint32_t *k,
10 unsigned char *hash)
11 {
12 unsigned char tempHash[HASH_LENGTH];
13 unsigned char tempBuffer[inputTextLength + KEY_SIZE];
14
15 memcpy((void *)&tempBuffer,(void *)k,KEY_SIZE);
16 memcpy((unsigned char *)&tempBuffer+KEY_SIZE, inputText,inputTextLength);
17 calculateHash((unsigned char *) &tempBuffer, inputTextLength + KEY_SIZE,
18 (unsigned char *) &tempHash);
19
20 memcpy(&tempBuffer,k,KEY_SIZE);
21 memcpy((unsigned char *)&tempBuffer + KEY_SIZE, &tempHash, HASH_LENGTH);
22 calculateHash((unsigned char *)&tempBuffer, HASH_LENGTH + KEY_SIZE,
23 (unsigned char *)hash);
24 }  
Cryptonite En comparacio´n, otras librerı´as disponibles para Arduino, como Ethernet
o LiquidCrystal8, poseen taman˜os similares, concretamente 1777 y 2172 bytes, respec-
tivamente.
En el Cuadro VI.3 pueden encontrarse ma´s detalles, con el desglose del taman˜o que
ocupa cada cada una de las funciones de la librerı´a.
Por otro lado, en lo concerniente al rendimiento de la librerı´a, los datos muestran
que e´ste puede considerarse tambie´n muy bueno. De acuerdo a los tiempos recogidos
en la tabla anterior, una operacio´n de cifrado o de ca´lculo de hash sobre un bloque de
datos de 128 bytes consume unos 9.5 milisegundos. En el caso del ca´lculo del hash con
clave, debido a la forma en el que e´ste se lleva a cabo (vea´se la seccio´n VI.3.2.4), este
tiempo se eleva hasta los 13.5 ms.
Protocolo de autenticacio´n Una vez presentado el ana´lisis de Cryptonite, herramienta
ba´sica sobre la que esta´ construido el protocolo de autenticacio´n, podemos pasar a
evaluar el rendimiento del mismo.
Comenzaremos por recordar brevemente los mensajes intercambiados durante la
ejecucio´n del mismo (expuestos con mayor detalle en la seccio´n V.3):
A→ B : rA
A← B : rB, [rA]k j−1auth , {k
B
enc}k jauth
A→ B : [rB]k jauth , {k
A
enc}k jauth
8La librerı´a Ethernet permite conectar una placa Arduino a una red de este tipo y, por tanto a Internet.
LiquidCrystal, por su parte, sirve para utilizar pantallas de cristal lı´quido basadas en el chipset Hitachi
HD44780, o compatibles, utilizado por la mayorı´a de LCDs de texto del mercado. Ambas librerı´as esta´n
disponibles en http://arduino.cc/en/Reference/Libraries.









XXTEA 1330 — —
encrypt 132 1183 9464
decrypt 96 1183 9780
calculateHash 276 1222 9756
calculateHMAC 274 1689 13516
Total 2108
Cuadro VI.3: Huella de memoria y rendimiento de la librerı´a Cryptonite. Tanto el
rendimiento como el tiempo de operacio´n, en microsegundos, hacen referencia a los
ciclos por byte y el tiempo empleado en cifrar, descifrar, calcula el hash y el HMAC,









Cuadro VI.4: Tiempos de acceso a la memoria EEPROM de la plataforma Arduino.
Los tiempos mostrados correspoden a la lectura o escritura de un byte en posiciones
aleatorias de la memoria.
No´tese que A es el nodo que desea ingresar en la red e inicia, por tanto, el proceso de
autenticacio´n y B el nodo que ya pertenece a la misma y hace las veces de “anfitrio´n”.
Como puede observarse en el esquema anterior, A y B intercambian un total de tres
mensajes, que involucran el uso de unos retos precalculados.
En nuestra implementacio´n, estos retos, que forman parte de los autenticadores de
A y B, ∇A y ∇B, respectivamente, son almacenados en la memoria EEPROM de la placa
Arduino. Por tanto, el primer paso de la evaluacio´n final consistio´ en medir los tiempos
de acceso a esta memoria. Los resultados pueden encontrarse en el Cuadro VI.4. Como
puede apreciarse, estos tiempos, unos 4µs para la operacio´n de lectura y 8µs para la
escritura, son pra´cticamente despreciables frente a las operaciones criptogra´ficas, mu-
cho ma´s costosas, de la librerı´a Cryptonite (suponen apenas un 0.08 % de la operacio´n
criptogra´fica ma´s ra´pida).
Con estos elementos, los resultados finales obtenidos para el protocolo de autenti-
cacio´n se detallan en el Cuadro VI.5. Segu´n los datos mostrados, cada nodo necesita
invertir algo menos de 20 ms en la generacio´n y procesamiento de cada uno de sus
mensajes, lo que supone unos 38 ms para la ejecucio´n completa del protocolo. Tenien-
do en cuenta que el protocolo ha sido disen˜ado para ser utilizado principalmente en
redes de sensores, donde la tasa de autenticaciones se estima baja, estos valores ofrecen
un rendimiento muy superior al que podrı´a considerarse mı´nimo.
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Nodo Mensaje Operacio´n TiempoEEPROM HMAC Cifrado Parcial Total
A M1 1 0 0 4 19224M3 0 1 1 19220
B M2 1 1 1 19224 19224
Cuadro VI.5: Tiempos de ejecucio´n del protocolo de autenticacio´n presentado, des-
glosado por cada uno de los mensajes intercambiados por los nodos A y B. Se muestran
asimismo el nu´mero de operaciones realizadas y los tiempos invertidos en cada men-
saje.
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VI.4. APOLO Y DAFNE
Finalmente, en esta seccio´n se describe la u´ltima de las aportaciones en forma de
software realizadas en esta tesis. Si bien no esta´ directamente relacionada con la seguri-
dad de las redes ad-hoc, ha sido de gran valor durante la realizacio´n de este trabajo y,
a dı´a de hoy, resuelve un a´rea que carece de herramientas adecuadas en la comunidad
que trabaja en el campo.
El a´rea a la que nos referimos esta´ relacionada con la representacio´n gra´fica o visual-
izacio´n de la topologı´a de estas redes. Hasta el momento, esta tarea resulta complicada
y exige conocimientos profundos de la plataforma, debido a la falta de herramientas
que faciliten este trabajo.
Por esta razo´n, se decidio´ desarrollar una aplicacio´n gra´fica especı´fica, que resolviera
esta cuestio´n. Esta herramienta ha sido disen˜ada en forma de cliente/servidor, y esta´
constituida por dos mo´dulos que hemos denominado Apolo y Dafne, respectivamente.
VI.4.1. Apolo
El agente Apolo constituye el cliente del sistema, y ha sido desarrollado en forma
de plugin, o extensio´n, para la plataforma OLSRd [11, 12]. E´sta es, probablemente, la
implementacio´n libre del protocolo OLSR (ve´ase seccio´n II.2.2.2, pa´g. 43) ma´s utilizada
y extendida del mundo.
Funcionamiento El funcionamiento de Apolo es muy sencillo. Esta extensio´n debe
ser instalada en cada uno de los nodos de la red cuya topologı´a se desea monitorizar.
Cuando e´sta se pone en marcha, los agentes comienzan a reunir y enviar informacio´n
a Dafne sobre la topologı´a de la porcio´n de la red en la que se encuentra cada uno
de ellos. Posteriormente, Dafne, como veremos en la siguiente seccio´n, recolecta esta
informacio´n, la normaliza y “reconstruye” la estructura completa de la red a partir
de los datos parciales de cada agente Apolo. En la Figura VI.5 puede encontrarse una
esquematizacio´n de una red de ejemplo y sus agentes.
Formato de los mensajes Para ahorrar los valiosos recursos energe´ticos y el ancho de
banda disponibles, el agente Apolo no envı´a sus mensajes a Dafne a intervalos regu-
lares, sino u´nicamente cuando se produce un cambio en su vecindad (se ha detectado un
nuevo nodo, o alguno ha abandonado la red), o en la topologı´a (ha cambiado el enlace
entre dos nodos vecinos, por ejemplo).
De esta forma, cuando un agente Apolo dispone de nueva informacio´n, genera y
envı´a un mensaje al nodo Dafne con el siguiente formato:
LINK#<<ID_nodo origen>>#<<ID nodo destino>>#<<calidad enlace>>#<<tipo nodo>>
Los para´metros anteriores tienen el siguiente significado:
LINK: cabecera del mensaje. Hace referencia a que e´ste mensaje informa sobre un
enlace existente entre el nodo que envı´a la informacio´n y otros.
ID nodo origen y ID nodo destino: constituyen los identificadores de los nodos
que participan en el enlace.
calidad enlace: es una medida de la calidad del enlace entre ambos nodos, en
una escala que varı´a de 0.0 (no existe enlace) a 1.0 (calidad ma´xima). Esta medida
se obtiene a esta´ basado en el RSSI de la sen˜al (Received Signal Strength Indicator),
que proporciona una medida de la potencia de la misma.




















Figura VI.5: Estructura de una red ad-hoc inala´mbrica con los agentes Apolo y Dafne
instalados en sus nodos. El nodo que contiene a Dafne esta´ sen˜alado por un cı´rculo rojo.
Las etiquetas nume´ricas sobre los enlaces entre los nodos A, B, C y D indican la calidad
del mismo, en una escala de 0.0 (no hay enlace) a 1.0 (calidad de enlace ma´xima).
tipo nodo: es un para´metro opcional, e indica, en el caso de utilizarse, el tipo
de nodo en el que el agente Apolo esta´ instalado. Debido a que pra´cticamente
cualquier plataforma hardware mo´vil puede constituir el nodo de una red ad-
hoc mo´vil, este para´metro proporciona una forma de identificarla fa´cilmente. Al-
gunos de los tipos existentes hasta el momento incluyen los siguientes: {LINUX,
FR (FreeRunner), N810 (Nokia N810), ACER, HP-DX5150}.
Por ejemplo, en la red representada en la Figura VI.5, el nodo A enviarı´a a Dafne el




Plataforma FreeRunner Con el fin de avanzar en la prueba de las propuestas de es-
ta tesis en entornos y plataformas reales, se decidio´ trabajar en un nuevo hardware.
Teniendo en cuenta el reciente y espectacular auge de los denominados smartphones,
cuyas capacidades te´cnicas no esta´n ya lejos de cualquier ordenador de sobremesa o
porta´til, se eligio´ una de estas plataformas.
Concretamente, se trata del Neo FreeRunner, que puede considerarse el primer smart-
phone libre del mundo, desarrollado por el proyecto Openmoko. Al margen de sus ex-
celentes caracterı´sticas (dispone, en otras, de GSM, Bluetooth, WiFi o GPS), lo ma´s im-
portante de esta plataforma, sin duda, es que tanto el hardware como el software de
la misma son libres, de forma que todas las especificaciones te´cnicas son accesibles y
modificables sin restricciones.
Como no podı´a ser de otra forma, el sistema operativo del tele´fono consiste en una
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distribucio´n esta´ndar de Linux ligeramente modificada. Por esta razo´n, el desarrollo
de aplicaciones para esta plataforma resulta sencillo.
Con el fin de conseguir que el tele´fono pudiera formar parte de las redes ad-hoc
de nuestros experimentos, se inicio´ el transporte del co´digo del demonio OLSR a esta
nueva plataforma. El proceso no resulto´ sencillo, puesto que hubo que compilar, una
a una, cada dependencia, en forma de librerı´as, del ejecutable principal. Finalmente,
se consiguio´ que el co´digo pueda ejecutarse sin problemas en FreeRunner, incluido el
agente Apolo. Tras la finalizacio´n de esta tesis, se pretende liberar e´ste co´digo, para que
pueda ser utilizado por la comunidad de software libre.
VI.4.2. Dafne
Como hemos comentado ya brevemente, Dafne constituye el servidor del sistema, y
su objetivo es recoger, normalizar y representar gra´ficamente la informacio´n topolo´gica
que recibe de los agentes Apolo.
Esta representacio´n cobra especial importancia debido a que cada nodo so´lo posee
informacio´n local sobre sus vecinos ma´s inmediatos y los enlaces que le unen con ellos.
Haciendo uso de nuestra herramienta es posible conocer, en todo momento, el estado
global de la red, con informacio´n sobre el nu´mero de nodos y la calidad de los enlaces
entre ellos, en otras.
Es importante sen˜alar, sin embargo, que la topologı´a representada en el interfaz
gra´fico so´lo muestra la estructura “lo´gica”, y no la disposicio´n fı´sica de los nodos en
el espacio. Para poder hacerlo de esta u´ltima forma, los nodos deberı´an disponer de
hardware especı´fico, como un mo´dulo GPS, que encarecerı´a muy significativamente el
coste total de la red. En cualquier caso, e´sta constituye una lı´nea de investigacio´n futura
(ma´s informacio´n sobre ella en la seccio´n VII.2 del Capı´tulo VII).
Funcionamiento De acuerdo a una de las premisas ba´sicas de las redes ad-hoc (“To-
dos los nodos deben ser iguales”), el nodo que acoge al servidor Dafne es un nodo
ma´s de la red, que no debe cumplir ningu´n requisito ni poseer ninguna caracterı´stica
especial.
Dafne ha sido desarrollado en lenguaje Java, lo que permite el uso de la herramienta
en diferentes sistemas operativos y facilita el desarrollo de la interfaz gra´fica.
Una vez instalado, Dafne abre un socket UDP, en el puerto 4447, y permanece a
la escucha. Cuando recibe un paquete de datos, con el formato correcto de acuerdo al
descrito en la seccio´n anterior, la herramienta comienza la representacio´n gra´fica.
Representacio´n Esta representacio´n se hace en forma de grafo no dirigido. Los ve´rtices
del mismo representan los nodos de la red, y las aristas, los enlaces entre ellos. Por
u´ltimo, el peso de cada arista hace referencia a la calidad del enlace, y se representa con
una etiqueta nume´rica sobre la misma.
Conforme recibe los mensajes de topologı´a, Dafne recalcula el grafo en tiempo real.
En la Figura VI.6 puede observarse la representacio´n gra´fica que proporciona nuestra
herramienta de la red esquematizada en la Figura VI.5.
Como puede observarse en la figura anterior, Dafne utiliza diferentes ima´genes
para cada uno de los tipos de nodos especificados en la seccio´n anterior. Por supuesto,
pueden definirse nuevos tipos de nodos fa´cilmente, a trave´s de un fichero de configu-
racio´n.
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Figura VI.6: Herramienta Dafne en funcionamiento. Las aristas en color rojo indican
una calidad de enlace por debajo de 0.50.
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VI.5. CONCLUSIONES
Durante esta fase del trabajo hemos presentado los resultados obtenidos a partir la
implementacio´n de las diferentes propuestas realizadas a lo largo de la tesis en entornos
reales.
El algoritmo de cifrado en flujo LFSRe ha sido dotado de toda la infraestructura
adicional necesaria para poder proteger todas las comunicaciones entrantes y salientes
de una ma´quina. Este desarrollo se ha llevado a cabo inicialmente para entornos Lin-
ux, donde, gracias a la disponibilidad de su co´digo fuente, es posible profundizar con
mayor facilidad en la estructura interna de la pila de comunicaciones.
Este software de cifrado de tra´fico con LFSRe ha sido probado con e´xito en el con-
texto del proyecto Hesperia, donde actualmente forma parte de su nu´cleo de comu-
nicaciones y se encuentra en uso. Como parte de sus tareas habituales, se encarga del
cifrado de flujos de datos multimedia provenientes de los diferentes componentes de
la red, entre las que se incluyen ca´maras de vigilancia, micro´fonos o PDA’s portadas
por vigilantes de seguridad.
Por otro lado, el protocolo de autenticacio´n propuesto en el Capı´tulo V ha sido tam-
bie´n implementado en un entorno real. Dadas las inherentes restricciones computa-
cionales y energe´ticas, la codificacio´n de las primitivas criptogra´ficas necesarias para
poder llevar a cabo el proceso de autenticacio´n fue una tarea complicada, aunque al
mismo tiempo estimulante.
Tras barajar diversas alternativas, se opto´ por derivar todas las primitivas (cifra-
do, funciones hash y HMAC) de una u´nica implementacio´n de TEA, que se caracteri-
za por su pequen˜a huella de memoria. Como resultado, se ha desarrollado la librerı´a
Cryptonite, que constituye hasta la fecha, la primera librerı´a criptogra´fica libre para
la plataforma Arduino. Sin embargo, una de las lı´neas futuras de trabajo proyectadas
incluye el desarrollo de Cryptonite en otras plataformas tı´picas de redes de sensores.
Dado que esta librerı´a ha sido desarrollada completamente en ANSI C y es autocon-
tenida, este traslado no deberı´a suponer problemas importantes.
Por u´ltimo, como consecuencia de todo el trabajo y experiencia acumulada durante
los desarrollos anteriores, se detectaron ciertas carencias en diversas a´reas que han sido
tambie´n suplidas. La primera de ellas esta´ relacionada con la dificultad existente para
visualizar, de forma fa´cil y global, la topologı´a de una red de sensores ya desplegada
y en funcionamiento. Para subsanar este problema, hemos desarrollado una solucio´n
denominada Apolo y Dafne, que representa de forma gra´fica la estructura de toda la
red a trave´s de unos pequen˜os agentes instalados en cada nodo.
Otra de las carencias detectadas, que surgio´ de la necesidad de incluir el ma´ximo
nu´mero posible de plataformas diferentes en nuestras redes MANet y de sensores, fue
la imposibilidad de ejecutar el software de enrutamiento OLSR, uno de los ma´s conoci-
dos y utilizados, en la plataforma FreeRunner. Tras llevar a cabo el oportuno proceso de
compilacio´n, este tele´fono libre puede ser utilizado actualmente sin problemas, como
un nodo ma´s, en este tipo de redes. Una vez finalizada esta tesis, e´ste co´digo sera´ liber-
ado con una licencia libre que permita su uso por otras universidades e instituciones.
CAPI´TULO VII
CONCLUSIONES Y TRABAJO FUTURO
VII.1. CONCLUSIONES
Basta con detenernos unos instantes y echar un vistazo a nuestro alrededor, para
tomar conciencia de la espectacular revolucio´n que la informa´tica y la electro´nica han
provocado en nuestras vidas en los u´ltimos an˜os. Internet ha irrumpido en ellas sin
ningu´n disimulo, prometiendo hacerlas ma´s fa´ciles y divertidas, y, al margen de la
personal percepcio´n de que lo haya conseguido o no, es innegable que resulta imposible
evitar su influencia en casi todos los aspectos de nuestra vida cotidiana.
Internet de las cosas En un momento como e´ste, obviamente, la seguridad de la in-
formacio´n y las comunicaciones cobra una importancia capital. Resulta inconcebible,
por ejemplo, el despegue definitivo de la denominada Internet de las cosas sin que se
resuelvan primero los actuales problemas y carencias existentes en sus esquemas de
seguridad.
Problemas que, sin embargo, no resultan fa´ciles de resolver, habida cuenta de las im-
portantes restricciones del hardware tı´pico de este tipo de redes. Entre ellas se cuentan
unas reducidas capacidades de proceso, de memoria y energe´ticas de las que disponen
sus nodos. A esto se an˜ade que, habitualmente, no es posible disponer de hardware
anti-manipulacio´n en los mismos, que elevarı´a el coste total de la red de forma pro-
hibitiva. Con estos mimbres, resulta obvio que el disen˜o de nuevos algoritmos para la
proteccio´n de la informacio´n se convierte, desde luego, en una tarea desafiante.
Sin embargo, esta preocupacio´n por la seguridad en los dispositivos no abarca
u´nicamente a la denominada Internet de la cosas, sino que alcanza a infraestructuras
crı´ticas y a´mbitos gubernamentales. En efecto, al margen de los aspectos ma´s visibles
o comerciales, existe una inagotable fuente de otros aspectos de nuestras vidas que
han sido tambie´n informatizados. La gestio´n del tra´fico ae´reo, mirtino, ferroviario o
vial, las centrales energe´ticas tradicionales y nucleares o gran parte de los aparatos de
diagno´stico y tratamiento me´dicos constituyen so´lo una pequen˜a muestra.
Seguridad de las infraestructuras crı´ticas No´tese, adema´s, que todas las infraestruc-
turas anteriores son crı´ticas para el funcionamiento normal de un paı´s, y que el fallo
o colapso de so´lo una de ellas puede suponer una gran caos con repercusiones impre-
decibles. Y, curiosamente, no resulta difı´cil encontrar noticias sobre recientes ataques a
otras infraestructuras crı´ticas, como a la sen˜alizacio´n ferroviaria en Alemania, o a los
paneles informativos de las carreteras en nuestro propio paı´s [1].
Por otro lado, aunque resulte difı´cil de creer, los expertos llevan an˜os advirtiendo
de que este tipo de infraestructuras crı´ticas no esta´n, a dı´a de hoy, adecuadamente
protegidas a pesar de su importancia estrate´gica y elevadı´simo riesgo.
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Afortunadamente, parte de la percepcio´n de este riesgo parece haber llegado, por
fin, al estrato gubernamental europeo y, en este sentido, la reciente creacio´n del Centro
Nacional de Proteccio´n de Infraestructuras Crı´ticas (CNPIC), parece dar fe de ello. Baste
como ejemplo las declaraciones del secretario de Estado de Seguridad, que, durante la
apertura del I Encuentro Internacional sobre el tema, celebrado en Madrid en Febrero
de 2010 [1], sen˜alo´ que:
“...no basta con proteger fı´sicamente las infraestructuras sensibles sino que
es necesario hacer seguras e invulnerables sus redes de comunicaciones,
imprescindibles para su funcionamiento. El peligro del ciberterrorismo es
real y puede acarrear consecuencias drama´ticas en servicios ba´sicos como
la energı´a o el transporte.”
Otra iniciativa que ahonda en la creciente concienciacio´n sobre estas necesidades
la constituye la misma existencia del proyecto Hesperia, bajo cuyo amparo se ha lle-
vado a cabo buena parte del trabajo de esta tesis, y cuyo objetivo ha sido el desarrollo
de nuevas tecnologı´as especı´ficamente orientadas a la proteccio´n de infraestructuras
crı´ticas.
Con este escenario y perspectivas en el horizonte, esta tesis ha elegido uno de los
mu´ltiples aspectos del escenario presentado, las denominadas redes ad-hoc, para tratar
de aportar soluciones de seguridad noveles, eficientes y pra´cticas, que ayuden a mitigar
en lo posible algunos de los riesgos anteriores.
Objetivos y antecedentes de la investigacio´n En este sentido, los grandes objetivos de
nuestro trabajo han sido tratar aspectos relacionados con la privacidad y autenticacio´n
de la informacio´n en este tipo de redes.
Pero toda investigacio´n debe comenzar con un proceso previo de estudio, que per-
mita contextualizar las soluciones que se aporten con posterioridad. En nuestro caso
comenzamos por el disen˜o de una taxonomı´a que clasifica los tipos de redes ad-hoc
existentes en base a los dos criterios que, a nuestro juicio, resultan ma´s diferenciadores:
la movilidad y capacidad de proceso de los nodos que las conforman.
Posteriormente, se procedio´ a estudiar las principales caracterı´sticas de cada una de
la redes que surgieron de la clasificacio´n anterior, haciendo especial hincapie´ en aque-
llos aspectos que influyen directa o indirectamente en las te´cnicas de seguridad que le
son aplicables. Por ejemplo, la enorme disparidad en las capacidades de co´mputo de
cada categorı´a, hacen inviable obtener una u´nica solucio´n, que se ajuste a todas ellas, y
resuelva de forma adecuada los problemas que se le platean.
Con los resultados obtenidos en esta etapa, fue posible iniciar el trabajo en la primera
de las grandes a´reas afrontadas en esta tesis: la privacidad de la informacio´n.
VII.1.1. Confidencialidad y registros de desplazamiento extendidos
Dadas las inherentes restricciones de estas redes, ¿resultara´n adecuados para el-
las los esquemas de cifrado en flujo, sencillos y ra´pidos? Y, particularmente, ¿co´mo
se comportarı´an los registros de desplazamiento (LFSRs) situados en sus nodos?. Es
ma´s, ¿co´mo podrı´an ser implementados ma´s eficientemente y cua´l es el rendimiento
ma´ximo que podrı´a obtenerse de ellos?. E´stas fueron las preguntas que motivaron las
primeras etapas de la investigacio´n en este a´rea.
Nuevo enfoque Las respuestas a estas preguntas mostraron que el enfoque tradi-
cional, segu´n el cual los LFSRs sobre el cuerpo algebraico binario GF(2), puede ser ade-
cuado en las implementaciones hardware, pero no en software. Dado que el taman˜o de
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los registros de los ordenadores actuales es de, como mı´nimo, 8 bits en las ma´quinas
menos potentes y de hasta 64 bits en las de mayor potencia, realizar implementaciones
orientadas a bit resulta claramente ineficiente.
En este sentido, nos plateamos utilizar cuerpos finitos ma´s apropiados para la ar-
quitectura de los actuales microprocesadores y manipular registros de desplazamiento
definidos sobre cuerpos algebraicos compuestos, en contraposicio´n a los tradicionales
GF(2).
Por supuesto, se llevo´ a cabo un estudio del rendimiento obtenido por estos reg-
istros, que denominaremos LFSR extendidos, en comparacio´n con los tradicionales. Los
experimentos mostraron los claros beneficios de este enfoque, proporcionando datos
empı´ricos que avalan los resultados y demostrando que e´ste me´todo resulta mucho
ma´s eficiente que los LFSR tradicionales.
Asimismo, con el fin de optimizar al ma´ximo su rendimiento, y hacerlos eficientes
tambie´n en plataformas como las redes de sensores, se ha realizado un ana´lisis ex-
haustivo de los diferentes me´todos para la implementacio´n software de estos registros,
compara´ndolos entre sı´, enumerando las ventajas e inconvenientes de cada uno y pro-
porcionando un veredicto final en base a los datos empı´ricos obtenidos.
Resultados Los resultados de los experimentos realizados fueron concluyentes. Los
datos muestran que te´cnicas propuestas permiten obtener incrementos en el rendimien-
to final realmente significativos, con factores de mejora de hasta 10.15, que supone un
aumento en la eficiencia de ma´s de un 900 %.
Los estudios han mostrado tambie´n otros hechos relevantes y llamativos. El primero
es que, tal y como se esperaba, el rendimiento obtenido por un LFSR extendido aumen-
ta al mismo tiempo que lo hace el taman˜o del cuerpo base. Curiosamente, sin embargo,
y debido a diversos factores, esta mejora no es completamente lineal, sino que decrece
ligeramente en GF(232) respecto a GF(216).
Las razones que explican este feno´meno esta´n relacionadas con el equilibrio entre
el beneficio proporcionado por la mayor salida por ciclo del cuerpo base y el coste
computacional de sus operaciones, y nos llevan directamente a una de las conclusiones
ma´s importantes de esta parte de la tesis.
En pocas palabras, e´sta consiste en que el coste de las operaciones internas del cuer-
po base llegan a hacerse tan costosas conforme crece su dimensio´n, que la ventaja de
obtener en cada ciclo de funcionamiento del LFSR una salida de mayor taman˜o, de 8,
16 y 32 bits respectivamente, termina perdie´ndose de forma gradual. Segu´n los datos
obtenidos, el lı´mite parece situarse en GF(216), que constituye el cuerpo que obtuvo mejor
rendimiento en los experimentos realizados.
Por otro lado, se ha mostrado co´mo otras te´cnicas de mejora, como bu´fers circulares
o desdoblamiento de bucles se adaptan perfectamente a la implementacio´n de LFSRs,
mejorando muy significativamente la tasa de generacio´n de salida de los mismos. Los
resultados concluyen, tambie´n, que estas te´cnicas resultan ma´s eficaces en cuerpos de
pequen˜o taman˜o, como GF(28), GF(216) e, incluso, GF(2), y que van perdiendo eficacia
para cuerpos de mayor taman˜o.
En resumen, los experimentos realizados concluyen, por tanto, que la forma ma´s efi-
ciente de implementar registros de desplazamiento en software es trabajar en el cuerpo extendido
GF(216), combinando esta te´cnica con la de desdoblamiento de bucles.
VII.1.2. Cifrado en flujo: LFSRe
Como continuacio´n natural del trabajo anterior, se penso´ en la posibilidad de aplicar
lo aprendido hasta el momento sobre registros extendidos como base de un cifrador
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en flujo. De nuevo guiados por las limitaciones computacionales, se decidio´ utilizar
los principios del generador shrinking, que se caracteriza por su sencillez y excelente
resistencia al criptoana´lisis, en el disen˜o de un nuevo cifrador que tambie´n hiciera uso
de los registros anteriores.
Ası´ surgio´ la idea del LFSRe, especialmente orientado a su uso en dispositivos con
poca capacidad de co´mputo, como los que constituyen las redes de sensores y redes
ad-hoc en general.
La primera de las etapas de su disen˜o consistio´ en la definicio´n de nuevos criterios
de decimacio´n, evaluando sus respectivos rendimientos y los pros y contras de cada uno
de ellos. En este sentido, se ha profundizado asimismo en diversos aspectos asociados
a la caracterı´stica salida irregular de e´ste y otros generadores, que no han sido conve-
nientemente estudiados hasta la fecha.
Uno de los resultados ma´s importantes es que hemos demostrado, haciendo uso
de cadenas de Markov para la modelizacio´n del nivel de ocupacio´n del bu´fer interno,
que atendiendo al planteamiento original del generador shrinking, no es posible evitar
simulta´neamente el agotamiento y el desbordamiento de dicho bu´fer. Sin embargo,
sı´ se han aportado dos formas nuevas de gestionar esta salida irregular, que hemos
denominado pausa y gestio´n dina´mica del ratio, que evitan completamente los problemas
anteriores.
Por supuesto, se ha realizado asimismo un ana´lisis del rendimiento que es capaz
de proporcionar LFSRe en diferentes escenarios, desde flujos continuos de datos a pa-
quetes de diversa longitud, obteniendo excelentes resultados, comparables en todos los
casos a los de conocidas referencias en el campo, como RC4 o AES-CTR. Para ello se ha
hecho uso de la infraestructura proporcionada por el proyecto eSTREAM, de donde se
han elegido tambie´n diversos cifradores en flujo de vanguardia, para ser usados en la
comparativa.
VII.1.3. Autenticacio´n y Criptonite
La segunda de las grandes a´reas de investigacio´n de esta tesis la constituye el ase-
guramiento de la autenticidad de la informacio´n intercambiada en este tipo de redes.
Esquemas existentes El estado del arte en el a´rea en el momento de iniciar esta etapa
era variado. Por un lado, se encuentran aquellos esquemas disen˜ados para redes de
uso personal (PAN), que, en muchas casos, no contemplan en absoluto opciones de
autenticacio´n o de privacidad, y que basan su seguridad en el extremadamente corto
rango de comunicaciones y la necesidad de lı´nea de visio´n directa puede proporcionar
una suerte de autenticacio´n “fı´sica”.
Otra gran categorı´a incluye los esquemas sime´tricos, donde se enmarca tambie´n
la solucio´n que aportamos en esta tesis. En este caso, las propuestas existentes en la
literatura adolecen de ciertos inconvenientes. Uno de los ma´s comunes que muchos de
los esquemas hacen uso de un canal seguro pre-existente para la transmisio´n de dicho
secreto, lo que en ciertos escenarios, como el que nos ocupa, no resulta posible. Es el
caso del esta´ndar IEEE 802.11, utilizado en muchas de las redes inala´mbrica de a´mbito
local (WLANs).
Por otro lado, esquemas como el de Bluetooth, dejando de lado que la seguridad
de su algoritmo de cifrado, E0, se considera insuficiente [2], presentan el inconveniente
que no se adaptan convenientemente a un alto nu´mero de nodos, debido a la necesidad
de que el usuario teclee manualmente el secreto en cada dispositivo participante en la
comunicacio´n. El modelo del “patito resucitador”, esquema serio de co´mico nombre
propuesto por Stajano y Anderson [3], resuelve de forma imaginativa el problema del
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intercambio de claves, pero adolece de los mismos problemas que Bluetooth, pues au´n
necesita de un contacto fı´sico entre dispositivos. Este requisito invalida ambas solu-
ciones para uso en redes de sensores.
Finalmente, como ejemplo paradigma´tico de la u´ltima gran categorı´a de esquemas
de autenticacio´n podemos citar a los modelos de pre-distribucio´n de claves. Estos esquemas
proponen diferentes formas de realizar una distribucio´n previa de las claves sime´tricas,
con el fin de no utilizar una u´nica clave en toda la red. Este hecho es especialmente
importante en las redes de sensores, que disponen de una seguridad fı´sica de´bil, y cuyo
material de claves puede ser fa´cilmente recuperado. Sin embargo, el inconveniente de
estos esquemas es que suelen requerir una gran cantidad de memoria en cada nodo
que, como hemos visto, constituye un recurso realmente preciado y escaso.
Con el objetivo de superar gran parte de los problemas anteriores y aportar nuevas
ventajas, el ana´lisis realizado en la etapa anterior concluye finalmente con la contribu-
cio´n de un nuevo protocolo de autenticacio´n y gestio´n de claves, que destaca por
sus escasos requisitos computacionales, pues u´nicamente hace uso de primitivas crip-
togra´ficas sencillas y sime´tricas.
Otro de sus puntos fuertes se encuentra en que utiliza una clave maestra, que es
posteriormente eliminada de la memoria del nodo, para derivar de ella una serie de
claves sime´tricas. Este enfoque trata de aprovechar los beneficios del esquema de claves
sime´tricas, es decir, una mayor resistencia al compromiso, sin la necesidad de una pre-
distribucio´n o almacenamiento de claves masivos.
Como consecuencia, nuestro esquema presenta una buena escalabilidad, una muy bue-
na resistencia a las consecuencias del compromiso fı´sico de los nodos y una gran eficiencia
energe´tica.
Como se ha comentado a lo largo de toda la tesis, las restricciones energe´ticas son
uno de los grandes retos a superar en este tipo de redes, y cualquier esquema o protoco-
lo de seguridad debe destacar en este apartado si pretende ser viable en la pra´ctica. En
este sentido, nuestro esquema presenta mejoras importantes, de alrededor del 98 % y
67 %, respectivamente, sobre dos conocidas propuestas existentes en la literatura como
SPINS y BROSK.
Este protocolo, al igual que el algoritmo LFSRe, ha sido tambie´n implementado en
dispositivos hardware reales, concretamente de la plataforma Arduino. Como consecuen-
cia, se ha desarrollado asimismo la primera librerı´a criptogra´fica existente para esta
plataforma hasta la fecha, que hemos denominado Cryptonite.
En lo relativo al rendimiento del protocolo, los resultados muestran que e´ste pre-
senta unas prestaciones excelentes. Por ejemplo, una ejecucio´n completa del protocolo,
incluyendo la autenticacio´n mutua del nodo iniciador y del anfitrio´n, puede llevarse a
cabo en menos de 40 ms.
216 VII. CONCLUSIONES Y TRABAJO FUTURO
VII.2. TRABAJO FUTURO
A lo largo del desarrollo del trabajo de esta tesis se han identificado una serie de
lı´neas investigacio´n relacionadas con los aspectos que se han tratado. Algunas de ellas
se han incorporado al cuerpo principal de la tesis, ampliando los objetivos iniciales,
pero otras han quedado finalmente al margen de los mismos. La continuacio´n del tra-
bajo en estas a´reas estimula futuras tareas que complementarı´an las contribuciones re-
alizadas en esta tesis.
VII.2.1. Localizacio´n
La localizacio´n de los nodos hace referencia al proceso segu´n el cual e´stos pueden
estimar su posicio´n fı´sica en el espacio por diversos me´todos. E´sta es una cualidad muy
interesante, pues abre todo un abanico de nuevas posibilidades.
En los u´ltimos an˜os, e´sta se ha convertido en un a´rea de intensa investigacio´n en el
a´mbito acade´mico e industrial. La solucio´n inmediata y obvia consiste en dotar a cada
sensor de un receptor GPS, de forma que e´stos puedan calcular su posicio´n con pre-
cisio´n. E´sta no es, sin embargo, una opcio´n factible desde el punto de vista econo´mico,
pues a menudo las redes de sensores esta´n formados por un gran nu´mero de nodos y
el coste total serı´a prohibitivo. De hecho, es habitual que, a dı´a de hoy, un receptor GPS
para una mota tenga mayor coste que la propia mota [4].
Por estas razones, el proceso de localizacio´n en redes de sensores y ad-hoc se con-
vierte en un desafı´o. Cuando a esto se an˜ade la necesidad de que el procedimiento sea
seguro, de forma que un nodo atacante no pueda inyectar informacio´n de localizacio´n
falsa en la red, encontrar una solucio´n se complica au´n ma´s.
E´ste serı´a, pues, el doble objetivo de esta lı´nea de investigacio´n. Por un lado, es-
tudiar los mecanismos de localizacio´n segura existentes, analiza´ndolos y apuntando
sus puntos fuertes y de´biles. Y, por otro lado, tratar de definir un nuevo me´todo, que
resulte novedoso y trate de superar los problemas identificados en el paso anterior. Es-
pecialmente interesante serı´a el hecho de que el proceso pudiera funcionar, con cierta
precisio´n, en interiores, sin necesidad de hardware adicional.
Por u´ltimo, este trabajo permitirı´a dotar a Apolo y Dafne de la capacidad de mostrar
la posicio´n real de los nodos en el espacio, lo que convertirı´a a esta herramienta en el
primer panel de control existente, de uso y licencia libre, de redes de sensores.
VII.2.2. Criptonite en otras plataformas
Otro de los aspectos en los que se pretende trabajar en el futuro es en la extensio´n
de la librerı´a Cryptonite a otras plataformas, tanto de 8 bits, como otras ma´s potentes
de 16. Una de las principales motivaciones para este desarrollo es la escasez de librerı´as
criptogra´ficas libremente disponibles para estos entornos.
Por otro lado, el proceso no deberı´a resultar excesivamente complicado, puesto que
toda la librerı´a ha sido codificada exclusivamente en ANSI C, sin dependencias exter-
nas.
Sin duda, una de las primeras plataformas candidatas es MICAz, con su sistema
operativo TinyOS, uno de los ma´s utilizados en el a´mbito acade´mico.
VII.2.3. Ataques a la implementacio´n en microcontroladores
Los ataques a la implementacio´n, ma´s conocidos como side-channel attacks, consti-
tuyen una te´cnica reciente, a menudo no del todo conocida por cripto´grafos e inge-
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nieros, y realmente peligrosa. Este tipo de ataques se basan en la explotacio´n de ciertas
caracterı´sticas del hardware que ejecuta los algoritmos criptogra´ficos o de seguridad.
En funcio´n del aspecto concreto que analice, estos ataques pueden dividirse en
ataques de monitorizacio´n, ataques de ana´lisis de potencia, de emanacio´n electromagne´tica
o de ana´lisis de errores. Al margen quedan otro tipo de te´cnicas, como la provocacio´n
de fallos, que implican ataques activos y, a menudo, la manipulacio´n fı´sica de los dis-
positivos.
En este contexto, la lı´nea de investigacio´n detectada incluye estudiar este tipo de
ataques y te´cnicas en las plataformas estudiadas en este tesis. Aunque la plataforma Ar-
duino no ha sido disen˜ada, desde luego, para evitar estos ataques, lo cierto es que otros
muchos microcontroladores de otros fabricantes, como Microchip, esta´n empezando a
ser utilizados en aplicaciones crı´ticas, que manejan informacio´n confidencial o sensible,
conforme la popularidad de este tipo de redes crece.
En este sentido, serı´a muy interesante conocer la resistencia de estos microcontro-
ladores comunes a este tipo de ataques y proponer contramedidas que ayuden a miti-
garlos en la medida de lo posible.
VII.2.4. Implementacio´n hardware de LFSRe
Con las lecciones aprendidas en el estudio anterior, otra de las propuestas de tra-
bajo futuro consiste en la implementacio´n de LFSRe en un hardware especı´fico de alto
rendimiento, como una FPGA.
En este desarrollo, por supuesto, al margen de tratar de maximizar el rendimiento
del mismo, deberı´an probarse todos los ataques perfeccionados en la etapa anterior y,
si resulta necesario, aplicar las contramedidas que hayan sido reconocidas como ma´s
efectivas.
Otros de los objetivos que se pretende alcanzar serı´a comparar esta implementacio´n
con la realizada en esta tesis en un microcontrolador barato y fa´cilmente disponible.
Se pretende, de esta forma, obtener el ratio coste/rendimiento de ambas plataformas
hardware.
Por un lado, una FPGA proporciona un mayor rendimiento, a costa de un proceso
de disen˜o y desarrollo ma´s laboriosos y costosos econo´micamente, al tratarse de un
hardware dedicado. Por otro lado, un microcontrolador permite un desarrollo mucho
ma´s ra´pido y sencillo, pero cuenta con evidentes limitaciones de velocidad de proceso,
memoria y otras implicaciones, como los anteriores side-channel attacks, para los que no
cuenta, en principio, con ningu´n tipo de proteccio´n.
El objetivo es, pues, dilucidar para que´ aplicaciones sera´ necesario el uso de FPGAs,
a pesar de su mayor coste, y en cua´les es posible utilizar implementaciones hardware
mucho ma´s baratas y fa´ciles de desarrollar.
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