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Resumen La transformacio´n de matrices a la forma de Hessemberg o
triangular superior mediante el me´todo de Householder es uno de los
me´todos ma´s utilizados para obtener autovalores y autovectores de una
matriz.
Cuando se intenta utilizarlo en un ambiente de multiprocesadores es
conveniente que la matriz se pueda almacenar repartida en las memorias
ra´pidas de los procesadores disponibles para contribuir al ca´lculo de las
transformaciones
(
I − ω ω>)A que por razones de eficiencia se calculan
como A−ω (ω>A). Distribuyendo a cada procesador los trozos de vector
que se necesitan en cada operacio´n (una contribucio´n lineal), se alimenta
una cantidad cuadra´tica de operaciones.
Cuando el taman˜o de la matriz es tal que no cabe en la memoria se
debe cargar y guardar sucesivos bloques de la misma en los procesadores
disponibles, lo que baja su productividad por la cantidad cuadra´tica de
ciclos de memoria lenta involucrados.
Se propone un replanteo del me´todo de Householder que permite apro-
vechar la presencia de un bloque en la memoria para realizar mu´ltiples
tandas de actualizacio´n.
1. Introduccio´n
Transformar los co´mputos matriciales a esquemas de computacio´n paralela
se ha encarado hace tiempo [1,2]. Estos cambios se han enfocado de dos modos
y en este orden: a) buscar operaciones del esquema de ca´lculo secuencial que
se presten para un desarrollo paralelo. Los ciclos se prestan especialmente para
estas transformaciones. b) Un segundo camino ha buscado un replanteo de los
algoritmos de modo tal de poder expresar la meta por operaciones sobre grandes
estructuras cada una de las cuales admite una paralelizacio´n ya conocida.
El primer enfoque se acerca mucho ma´s a la arquitectura subyacente, para
justificar y aumentar el ahorro de tiempo. El segundo enfoque se mantiene en un
nivel ma´s matema´tico ya que la paralelizacio´n la consigue recurriendo a subpro-
gramas ya optimizados programados en todos sus detalles por los proveedores de
ambientes y bibliotecas de ca´lculo paralelo como ser el MATLAB, ScaLAPACK,
CUBLAS, OPENCL, etc. Se tarda meses en emular la eficiencia y flexibilidad de
adaptacio´n a una diversidad de estructuras que estos productos han conseguido.
Los me´todos de alto nivel se pueden encuadrar bajo un denominador comu´n:
la divisio´n en bloques.
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La transformacio´n de esquemas de ca´lculo pensados para escalares introduce
inevitablemente muchos productos entre bloques y sus derivados, que es una de
las operaciones mejor implantadas en arquitecturas paralelas. A las divisiones
entre escalares le suelen corresponder inversiones de bloques. Aunque los taman˜os
de los mismos pueden ser variables, los elementos de la diagonal principal ocupan
bloques cuadrados. Rotella y Zambettakis [3] lograron adaptar el me´todo de
Householder a una descomposicio´n en bloques.
Anderson, Ballard, Demmel, Keutzer [4] realizan un desarrollo orientado a
matrices de muchas filas y pocas columnas, mostrando la posibilidad de lograr
un uso intensivo de ca´lculo en cada procesador.
El me´todo aqu´ı propuesto esta´ orientado a matrices cuadradas de gran ta-
man˜o, usuales en el me´todo de recuperacio´n de informacio´n LSI. Procede por
etapas. La cantidad de etapas depende de la relacio´n entre el taman˜o de la ma-
triz y la memoria total disponible entre todos los procesadores. Anal´ıticamente
se basa en una relectura de la transformacio´n de Householder y tiene en vista
que nunca deba ser cargado durante una etapa, en la memoria de registros de los
procesadores, un mismo elemento de la matriz. Como la cantidad de operaciones
es igual a la del me´todo original salvo te´rminos de menor orden, resulta que el
esquema propuesto mantiene, a diferencia de una implantacio´n directa de aquel,
una muy alta relacio´n entre co´mputos y transferencias.
Teniendo en cuenta lo indicado, el me´todo ocupa respecto de la clasificacio´n
inicial una posicio´n intermedia.
2. Revisio´n de la transformacio´n de Householder
La transformacio´n de Householder permite transformar un vector en otro,
con cierta limitacio´n, por una reflexio´n respecto de un plano. Householder al
plantearlo ten´ıa en mente anular los elementos por debajo de una diagonal.
La transformacio´n se puede describir con una matriz unitaria, la cual, por su
nu´mero de condicio´n unitaria, mantiene baja la propagacio´n de los errores del
ca´lculo.
La reflexio´n es una operacio´n que no se limita a las necesidades del me´todo
tal como lo usa Householder.
En el planteo habitual se aprovecha para transformar un vector columna en
un vector de ceros por debajo de la primera diagonal o subdiagonal.
Sin embargo esto no es una exigencia de la transformacio´n sino de una es-
trategia para lograr en pocos pasos la deseada forma ya sea triangular superior
o de Hessemberg.
Supongamos tener un vector u que se quisiera transformar por reflexio´n en
un vector v. La u´nica exigencia para que esto sea posible es que v tenga el mismo
taman˜o. De aqu´ı surge una primera ecuacio´n ||u||2 = ||v||2 .
Hablar de taman˜o con sentido geome´trico no es ma´s que tomar normas
eucl´ıdeas. Cuando el me´todo se aplica con la intencio´n de conseguir ciertos valo-
res en determinados elementos es necesario disponer de otro, un comod´ın, al que
se le hara´ asumir el valor necesario para igualar mo´dulos. Si los valores nuevos
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superan a los viejos, el objetivo se hace imposible. En el uso que propuso Hou-
seholder de esta transformacio´n, que es la de anular elementos, ello es siempre
posible. Tambie´n lo sera´ en esta propuesta. Tenemos aqu´ı una primera ecuacio´n:
||u||2 = ||v||2 que contiene una inco´gnita: el nuevo valor del comod´ın S, pudiendo
elegir su signo.
Utilizando el me´todo para triangular una matriz, el comod´ın pertenece a la
diagonal y si es para llegar a la forma de Hessemberg el comod´ın pertenece a la
subdiagonal.
No se pretende repetir ı´ntegra la deduccio´n que esta´ reproducida en textos
de ca´lculo nume´rico [5,6], sino llamar la atencio´n a las caracter´ısticas a tener en
cuenta para comprender la modificacio´n propuesta:
El te´rmino comod´ın se sustituye por el largo del subvector armado por su
antiguo valor y los te´rminos que se quieren anular. Esta operacio´n, una
distancia eucl´ıdea, culmina con una ra´ız cuadrada cuyo signo se puede elegir
segu´n la conveniencia de la estabilidad nume´rica.
El vector ω tiene componentes nulos en correspondencia a los elementos de
u que no cambian.
Los elementos que se anulan con la transformacio´n ingresan tal cual en u−v.
El comod´ın es el u´nico que aporta una real diferencia. Como hay intere´s en
tener un valor elevado se elige el signo de la ra´ız cuadrada como opuesto
al signo del antiguo valor para que haya una suma de valores absolutos en
lugar de una diferencia.
Finalmente para tener ω es necesario escalar el vector diferencia de modo
tal que su mo´dulo sea 1 para satisfacer ω>ω = 1.
La aplicacio´n de la transformacio´n a la matriz A modifica todas sus columnas.
Eligiendo el orden de los productos indicados se obtiene un esquema eficiente de
ca´lculo:
(I − 2ωω>)A = A− 2ω (ω>A) . (1)
Al producto ω>A en esta ecuacio´n lo designaremos
∼
ω
>
. Si el producto externo
2ω
∼
ω
>
se calcula por columnas no es necesario tener la totalidad de
∼
ω
>
calculado,
sino que el ca´lculo de este vector puede avanzar conforme se lo necesita. Esto
permite procesar matrices donde la cantidad de columnas es tal que no se puedan
tener ı´ntegras en los procesadores.
En el me´todo propuesto el vector v tendra´ algunos ceros ma´s que u, consi-
guiendo en sucesivas etapas la anulacio´n del tria´ngulo inferior deseado.
Un desarrollo similar se efectu´a en sucesivas etapas sobre las columnas si-
guientes.
El desarrollo propuesto esta´ orientado a matrices cuyo taman˜o impide tener-
las ı´ntegras en las memorias ra´pidas de los procesadores disponibles.
Si se aplicara la fo´rmula 1 a estas matrices se cargar´ıa bloques de A y un
correspondiente subvector de ω>, con ello se puede computar la contribucio´n
del bloque al producto de la derecha y luego, esperar hasta tener el producto
completado entre los diversos procesadores que contribuyen con las columnas del
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bloque considerado. Luego cargar el subvector correspondiente al bloque y efec-
tuar el producto externo con ω para modificar a A. A continuacio´n almacenar
el bloque en la memoria grande para poder procesar a otro bloque. Las trans-
ferencias que son lentas suman: 2 veces el bloque completo: carga y descarga, y
4 de taman˜o lineal. La operaciones flotantes dos veces el taman˜o del bloque, lo
cual constituye un esquema de baja eficiencia.
3. Subdivisio´n de la matriz en franjas para su proceso
Se presupone una arquitectura en la cual cada procesador dispone de una
memoria exclusiva que adema´s de ra´pida es el lugar en el cual deben residir los
operandos. La matriz dato y resultado residen en una memoria compartida la
cual es tambie´n el v´ınculo para intercambiar mensajes. Finalmente se supone
que la matriz dato es demasiada voluminosa para tenerla ı´ntegra en la memorias
ra´pidas. Un algoritmo para ser eficiente debe realizar gran nu´mero de operaciones
con los elementos almacenados en su memoria ra´pida antes de sustituirlos por
nuevos datos. Los mensajes a intercambiar son los vectores ω. La suma de todos
ellos es una fraccio´n del espacio que ocupa la matriz.
El algoritmo procesara´ por etapas y en cada etapa hara´ un nuevo reparto de
la matriz A de n× n a transformar.
Para poder hacer un uso intensivo de partes de la matriz, se la supone dividida
en franjas horizontales. En cada subetapa se tendra´ en memoria la primera y
una de las siguientes.
La primera con p filas, las siguientes con q, la u´ltima posiblemente con frac-
cio´n de q. Los taman˜os p y q, de ser conveniente se pueden redefinir en cada
etapa, pero esta´n influenciados por los recursos disponibles.
Los elementos de cada franja se almacenara´n en sendos procesadores, si por
insuficiente nu´mero de procesadores no se pudieran almacenar las franjas de una
subetapa completas, bastar´ıa con tener completas un grupo de columnas y una
vez procesadas estas pasar al grupo siguiente.
Si el objetivo es triangular, la primera franja abarcara´ las filas 1 a p. Si es
llegar a la forma de Hessemberg, como la primera fila no cambia, tomara´ de la 2
a la p+1. Cada etapa quedara´ dividida en subetapas. Una subetapa corresponde
al proceso de una de las franjas de taman˜o q.
Para unificar ambos objetivos de aqu´ı en ma´s la numeracio´n de filas se referira´
a lo almacenado.
3.1. Primera subetapa
La primera subetapa agrupara´ la franja de ancho p y la primera de taman˜o
q, ambas instaladas en las memorias de sendos microprocesadores, manteniendo
en procesadores independientes los elementos de ambas franjas.
Procedemos a aplicar sobre las columnas 1 a p la transformacio´n de Hou-
seholder anulando hasta la fila p + q .
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Las operaciones a efectuar sera´n descritas para una columna gene´rica k ∈
1 . . . p . Se trata de anular en esa columna los elementos de la filas k+ 1 . . . p+ q .
El ca´lculo a efectuar para determinar ω es ide´ntico al que se efectuar´ıa si se
tratara de una matriz de taman˜o p + q .
El vector ω paralelo a u− v tiene ceros donde esta diferencia es cero, los que
se corresponden a los elementos que no sufren cambios que son las posiciones
1 . . . k−1 y p+q+1 . . . n . Los elementos no nulos esta´n en los lugares k . . . p+q .
El elemento k es el que oficia de comod´ın y mantiene la igualdad de mo´dulos.
El siguiente paso es analizar que sucede en el ca´lculo de A− 2ω(ω>A) .
La fila ω> debe construir un producto interno con las sucesivas columnas de
A . Los elementos de la columna a los que corresponden ceros en el primer factor
pueden ser ignorados. O sea, de cada columna de A so´lo necesitamos acceso a las
filas k . . . p+ q y estas pertenecen a las dos franjas almacenadas. El resultado de
estos sucesivos productos internos es un vector fila
∼
ω
>
, posiblemente completo
a partir del lugar k. Como las columnas se procesan en orden, en las columnas
anteriores a k ya hay ceros y se puede omitir un ca´lculo que dar´ıa cero.
Si la distribucio´n de elementos de A por procesador se hizo por bloques,
recibiendo una cantidad lineal de datos se organiza un ca´lculo cuadra´tico y una
emisio´n lineal de resultados.
Ma´s adelante se analiza las dimensiones ideales de tales bloques. En el u´ltimo
paso el vector columna ω multiplica al vector fila recie´n obtenido
∼
ω
>
.
Cada elemento de A se actualiza con el esquema aij = aij−2ωi∼ωj . En la filas
donde ωi se anula no hay nada que procesar, sufriendo cambios solamente las
filas almacenadas en la memoria. Este ca´lculo exige distribuir a cada procesador
los subvectores de ω y de
∼
ω que necesita para su actualizacio´n local. Trabajo que
con una transferencia lineal organiza tambie´n un ca´lculo de volumen cuadra´tico.
Un mismo procesador dedicado a contener una submatriz de la franja realiza
estos dos trabajos cuadra´ticos p veces lo que justifica el trabajo cuadra´tico de
su carga y descarga.
3.2. Siguientes subetapas
Se conserva el contenido de la primera franja y se sustituye la segunda franja
con las siguientes q filas de la matriz A. Para no complicar las fo´rmulas se supone
en lo que sigue que esta es la tercera subetapa, segunda despue´s de la inicial.
El propo´sito es anular ahora los elementos del bloque determinado por las
filas p + 2q + 1 . . . p + 3q y columnas 1 . . . p.
Nuevamente se procesa en orden las columnas. Para la columna k la situacio´n
y proceso es el siguiente:
A las filas 1 . . . k − 1 pertenecientes al tria´ngulo superior no hay intere´s en
cambiarlas
La fila k volvera´ a cumplir el papel de comod´ın para igualar normas.
Ya tiene ceros en las filas k + 1 . . . p + 2q y no se quiere cambiarlas.
Las filas p + 2q + 1 . . . p + 3q deben anularse.
Las filas p + 3q + 1 . . . n no sufren cambios.
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El vector ω de esta subetapa, construido por diferencia entre el antes y el des-
pue´s tiene elementos no nulos solamente en la posiciones k y p+2q+1 . . . p+3q.
Al efectuar el producto ω>A solamente intervienen estas filas de A. La k, solita-
ria, ubicada en la primera franja; las otras en la segunda franja de la memoria
que en este momento contiene la cuarta franja de A.
Ese producto genera un vector fila casi completo desde el lugar k y ceros a
su izquierda, porque ya hay ceros en la columnas anteriores.
La modificacio´n final de los elementos de A sigue el mismo esquema discutido
para la primera subetapa.
Los elementos de la primera franja trabajan menos, un elemento para cada
transformacio´n de A, para cada k uno distinto con lo cual todos intervienen al
menos una vez por subetapa.
Lo mismo sucede en el producto externo que actualizacio´n a A.
3.3. Etapas posteriores
Al finalizar la primera etapa la matriz se encuentra en el mismo estado en que
hubiera estado despue´s de p etapas del me´todo de Householder. Las primeras p
columnas y p filas de A no vuelven a intervenir y ya tienen sus valores defintivos.
Luego hay que procesar la submatriz restante, cuadrada de taman˜o n−p, lo que
requiere un replanteo de los taman˜os p y q.
4. Reflexiones sobre los taman˜os
Hay varios taman˜os por discutir: los para´metros p y q y la configuracio´n de
cada procesador. Estos elmentos interactu´an, pero conviene entender a cada uno
por separado.
4.1. La eleccio´n de p y q
Hay que tener presente que mu´ltiples caracter´ısticas de la arquitectura de
proceso disponible influyen en la eleccio´n de los para´metros. Las variables a con-
cretar son discretas de modo tal que modelos continuos so´lo sirven de orientacio´n
en el disen˜o.
La precisio´n se ve afectada si las franjas son demasiado pequen˜as. Las
publicaciones citadas omiten comentarios sobre la incidencia de los esquemas
que proponen en la precisio´n. La experiencia nume´rica indica que la cantidad de
franjas de taman˜o q no debiera pasar de 10. Si se conserva los S2 de cada etapa
el valor del elemento akk al final de una etapa coincide con el valor del me´todo
original.
El volumen de ca´lculo so´lo se ve afectado en un te´rmino menor. Para
efectuar una transformacio´n es necesario un ca´lculo preparatorio, obtener ω el
cual depende de dos normas. Pero en el me´todo estandar estas normas se calculan
sobre vectores del orden de n−k y en este reordenamiento, en la primera subetapa
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con vectores de taman˜o p+ q − k, y en las siguientes subetapas con vectores de
taman˜o q con lo cual el trabajo total es comparable con el del me´todo directo.
So´lo esta´ el trabajo extra de reinicializacio´n de ciclos en cada subetapa, que
frente a otras magnitudes parece ser despreciable.
Cada reduccio´n genera una matriz ortogonal H = I − ωω>, habiendo r
reducciones por columna en lugar de una, su cantidad aumenta r veces. Con-
ceptualmente, su producto es la matriz ortogonal que junto con la triangular
superior podr´ıan reconstruir la matriz original A. Hay que tener presente que
los vectores ω que los engendran tienen q + 1 elementos no nulos, a excepcio´n
de la primera que tiene p+ q− k, de modo tal que multiplicar por ellas cuesta r
veces menos. que operar con las ω extensos del me´todo original. Almacenar los ω
correspondientes a un mismo valor de k para postergar estos productos insume
p+q−k para la primera subetapa y q+1 para cada una de las r−1 posteriores,
su suma p + q − k + (r − 1)(q + 1) = p + rq − k + r − 1 = n− k + r − 1 contra
n− k de un ω grande del planteo original de Householder evidencia que insume
so´lo r − 1 lugares extras.
Cada transformacio´n afecta a una fila de la primera franja y a todas las
filas de la que este´ ocupando la segunda franja presente. Cuando se procesa
nuevamente para un mismo valor de k la segunda franja en memoria ya no es la
misma. Si en total la matriz A fue descompuesta en una franja de ancho p y r
de ancho q, la primera subetapa opera por cada valor de k sobre p + q − k filas
y las siguientes sobre q + 1, en total se procesan p + q − k + (r − 1)(q + 1) =
p + rq − k + r − 1 = n − k + r − 1 contra n − k del planteoo original, o sea
r − 1 filas extras. El aumento del proceso se corresponde con el aumento de
almacenamiento y en ambos casos representa un te´rmino de menor orden.
Beneficio de un q pequen˜o. Mantener q bajo permite aumentar el valor de
p, lo que implica menos etapas y por consiguiente menos lecturas en proporcio´n
al ca´lculo.
Inconveniente de un q demasiado pequen˜o. Pero, un q bajo implica que los
procesadores que contienen bloques, submatrices de la matriz a factorear, tienen
pocas filas y consiguientemente ma´s columnas. Una gran desproporcio´n entre
filas y columnas baja el rendimiento del procesador, expresado como cociente
entre flops y transferencias.
4.2. Dimensionamiento o´ptimo de un bloque
Se puede tomar como indicador la relacio´n entre volumen de las lecturas y
volumen del ca´lculo, cuanto ma´s bajo, mejor. Simplifica los ana´lisis posteriores
analizar primero las dimensiones o´ptimas de un bloque.
El ca´lculo se mide en flops, la operacio´n t´ıpica del a´lgebra lineal, que abarca
un producto y suma de reales.
Forma o´ptima de un bloque. Un bloque, o submatriz, se define por una
cantidad a de filas y una cantidad b de columnas. Estas cantidades no son in-
dependientes sino que su producto es el taman˜o B que ocupa el bloque en la
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memoria, una fraccio´n de la memoria ra´pida M de la cual dispone el procesador.
Fijado B sabemos que esto dara´ lugar a un volu´men 2B de transferencias.
Por cada valor de k se repite el mismo proceso: lectura de un vector columna
de taman˜o a y varias acciones de transferencia de vectores fila de taman˜o b.
Como esta cantidad dependera´ de decisiones posteriores se parametrizara´ con t.
El volumen de transferencias que se hacen para cada valor de k es: a+ tB/a,
expresio´n que se minimiza con a =
√
tB y de lo cual se deduce b =
√
B/t. La
cantidad total de transferencias con formato o´ptimo resulta ser 2
√
tB .
Primer disen˜o de q. Para minimizar la comuncacio´n entre bloques es conve-
niente que las q filas ocupen un so´lo bloque, lo que equivale a decir a = q. Cada
procesador asignado a la franja se ocupa exclusivamente de una cantidad b de
columnas.
Cada bloque (salvo los que contienen las primeras p columnas) interviene en
las siguientes operaciones:
Carga del bloque Son ab lecturas.
Elaboracio´n de
∼
ω
>
El procesador debe recibir a elementos y efectu´a ab flops
con lo cual construye un vector de taman˜o b. E´ste se debe combinar con
el co´mputo de la fila k. Lo puede hacer de dos formas, env´ıa su vector
al procesador que tenga la fila k y recibe la suma terminada o recibe la
contribucio´n de la fila k, realiza la suma y la devuelve. En ambos casos son
dos transferencias de taman˜o b y puede emprender el siguiente co´mputo.
Actualizacio´n de los elementos de A que esta´n en el bloque La cantidad
de operaciones es nuevamente ab
Grabacio´n del bloque Son ab grabaciones.
Gracias al tratamiento propuesto la segunda y tercera operacio´n se realizan
p veces. La relacio´n de a y b ya fue discutida y del ana´lisis surge que la cantidad
de transferencias t de dimensio´n b que se efectu´a es 3. Lo que permite establecer:
Relacio´n de E/S a Flops =
2p
√
3B + 2B
2pB
= 1/p +
√
3/B . (2)
que sen˜ala la conveniencia de p y B grandes. El taman˜o de B sera´ una porcio´n de
la memoria M que la arquitectura provee a cada procesador, despue´s de restar
el espacio para las transferencias de vectores de taman˜os a y b hacia la memoria
compartida.
Compensacio´n del desbalanceo de la carga Hasta aqu´ı se ha ignorado a los
procesadores que contienen los elementos de las primeras p filas. Estos computan
de un modo similar pero en lugar de recibir un factor izquierdo de a elementos
so´lo reciben uno efectuando en total 2b flops y 3b + 1 transferencias por cada
k. Siendo sus transferencias comparables con la de un procesador de la franja
inferior, no tiene retardo por ello, pero tiene capacidad de ca´lculo ociosa.
De aqu´ı surge la conveniencia de estudiar si un sistema mixto no ofrece mejor
productividad. Teniendo p >> q como el ca´lculo precedente ha sugerido tenemos
muchos procesadores con baja ocupacio´n. Sea f un coeficiente que exprese la
relacio´n que expresa p/q + 1. Por cada procesador activo al ma´ximo hay f − 1
poco cargados.
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Tratando de tener una carga homoge´nea se puede redistribuir la carga de
modo tal de que se almacene en un procesador por cada fila de la segunda franja
f − 1 de la primera. Para simplificar las cuentas y tener un esquema homoge´neo
de trabajo supondremos f una potencia de dos.
El taman˜o del bloque se ve reducido a B = M/f . La cantidad de procesador
que contienen las mismas columnas es f . El ca´lculo de
∼
ω
>
exige integrar en
una u´nica suma los aportes de cada uno lo que exige 2 log2 f intercambios de
mensajes. Lo que s´ı se ha ahorrado es la comunicacio´n por cada valor de k del
aporte de la fila k; alguno de los procesadores la tiene. Esto da t = 1+2 log2 f . El
taman˜o o´ptimo de a en cada procesador es a =
√
tB =
√
(1 + 2 log2 f)B/f . El
volumen total de transferencias en cada procesador es 2p
√
(1 + 2 log2 f)B/f +
2B/f y el ca´lculo ocupa 2pB/f .
En el tiempo en que trabaja un procesador para procesar un bloque de ta-
man˜o B/f trabajan f procesadores y completan el proceso de B el bloque que
inicialmente hubiera estado solo en un procesador.
El inconveniente del reparto es el aumento de q = fa, y fija un valor de
p = (f − 1)q = f(f − 1)a.
Para poder comparar las distintas soluciones, cuyas unidades de procesamien-
to no son iguales, se propone tomar el esfuerzo de procesar un bloque de taman˜o
B sometido a una reduccio´n. Lo que da en transferencias 2
√
(1 + 2 log2 f)B/f +
2M/
(
f2(f − 1)) .
El cuadro 1 muestra los valores de las variables en este esquema de carga dis-
tribuida. La parte inferior del cuadro estudia el comportamiento si se mantienen
la primera y segunda franja separadas en dos grupos de procesadores. Se observa
que resulta ventajoso el esquema de ubicacio´n compartida ya que aprovecha con
una carga ma´s homoge´nea la capacidad de ca´lculo de todos los procesadores.
Por otra parte bajan las transferencias y co´mputos que realiza cada procesa-
dor en paralelo al aumentar su nu´mero.
Para cantidades de procesadores que no sean las tabuladas hay que disen˜arlo a
medida porque los procesadores no intercambian la misma cantidad de mensajes.
Tambie´n es leg´ıtimo apartarse ligeramente de los valores de a y b sugeridos
ya que cerca del o´ptimo los cambios tienen poca incidencia.
Los procesadores asignados a las primeras p columnas tienen menos trabajo
ya que no necesitan calcular los ceros que la teoria asegura que producen.
5. Experimento
Se ha supuesto que cada una de 4 unidades aritme´ticas tuviera 128K de
memoria de trabajo y que, despues de planear su uso se tuviera 100K disponibles
lo que equivale a 12.500 nu´meros reales.
Con estos valores, aplicando las fo´rmulas de la segunda columna p = 1644,
q = 548. Para que el proceso fuera por franjas plenas se construyo´ con azar una
matriz sime´trica con N = 3288. Se la triangulo´ en la forma habitual y siguiendo
el esquema propuesto. Todo el ca´lculo se hizo en doble precisio´n. El error medio
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Cuadro 1. Valores de los para´metros para diversas configuraciones
Procesadores asignados unidad 2 4 8 16
Fraccio´n de memoria franja 2 0,500 0,250 0,125 0,063
Transferencias de dimensio´n a 1 1 1 1
Transferencias de dimensio´n b 3 5 7 9
a o´ptimo
√
B 1,225 1,118 0,935 0,750
b o´ptimo
√
B 0,408 0,224 0,134 0,083
Ancho de la 2da franja
√
B 2,449 4,472 7,483 12,000
Ancho de la 1ra franja
√
B 2,449 13,416 52,383 180,000
Transferencias de vectores
√
B 2,449 2,236 1,871 1,500
Transferencias carga y descarga
√
B 0,408 0,037 0,005 0,001
Flops B 1 0,5 0,25 0,125
Relacio´n entre E/S y proceso
√
1/B 2,858 4,547 7,502 12,006
Ancho de la 2da franja
√
B 1,732 1,732 1,732 1,732
Ancho de la 1ra franja
√
B 1,732 5,196 12,124 25,981
Transferencias de vectores
√
B 3,464 3,464 3,464 3,464
Transferencias carga y descarga
√
B 1,155 0,385 0,165 0,077
Flops B 2 2 2 2
Relacio´n entre E/S y proceso
√
1/B 2,309 1,925 1,815 1,771
cuadra´tico fue 1,2740e−12 con un ma´ximo de 1,1642e−10, ubicado en la primera
fila.
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