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Observability analysis and state estimation of lithium-ion
batteries in the presence of sensor biases
Shi Zhao, Stephen R. Duncan, Member, IEEE, and David A. Howey, Member, IEEE
This brief investigates the observability of one of the most commonly used equivalent circuit models (ECMs) for
lithium-ion batteries and presents a method to estimate the state of charge (SOC) in the presence of sensor biases,
highlighting the importance of observability analysis for choosing appropriate state estimation algorithms. Using a
differential geometric approach, necessary and sufficient conditions for the nonlinear ECM to be observable are derived
and are shown to be different from the conditions for the observability of the linearised model. It is then demonstrated
that biases in the measurements, due to sensor ageing or calibration errors, can be estimated by applying a nonlinear
Kalman filter to an augmented model where the biases are incorporated into the state vector. Experiments are carried out
on a lithium-ion pouch cell and three types of nonlinear filters, the first-order extended Kalman filter (EKF), the second-
order EKF and the unscented Kalman filter (UKF) are applied using experimental data. The different performances of
the filters are explained from the point of view of observability.
Index Terms—battery, equivalent circuit model, Kalman filtering, observability, sensor bias, state estimation.
I. INTRODUCTION
A battery management system (BMS) consists of
hardware and software that ensure the safe charging
and discharging of battery cells [1]. A key function of
a BMS is accurate estimation of the state of charge
(SOC). As battery SOC is not directly measureable,
it has to be inferred from the available measurements,
such as the applied current, terminal voltage and surface
temperature. A mathematical model that characterises
the dynamics of a battery is essential for state estimation.
Generally speaking, there are two types of battery
models: equivalent circuit models (ECMs) and elec-
trochemical models. ECMs are low order models pa-
rameterised from time domain or frequency domain
experimental data using system identification techniques.
The accuracy of an ECM is usually quantified by how
closely the model output matches the experimental mea-
surements when the battery is under a dynamic current
load [2]. On the other hand, electrochemical models
such as the pseudo two-dimensional (P2D) model [3],
are derived from electrochemical principles and usually
characterised by partial differential equations coupled
with algebraic constraints (PDAEs) that describe the
thermodynamics, reaction kinetics and transport within
a battery cell.
Due to the high computational complexity of applying
state and parameter estimation algorithms to PDAEs,
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electrochemical models are more difficult to implement
in a BMS, despite the fact that they are able to accurately
describe the battery dynamics in a wider operating range.
There have been some attempts to estimate the battery
states using simplified electrochemical models. For ex-
ample, the single particle model (SPM), a simplification
of the P2D model, is used in many studies for state
estimation [4], [5], [6]. The problem with the SPM is
that it is only valid under low C-rates and the accuracy
deteriorates when the applied current becomes highly
dynamic. State estimation of the full P2D model using
a modified extended Kalman filter (EKF) has recently
been reported in [7], where the electrochemical model is
solved by the Chebyshev orthogonal collocation method
to reduce the computational cost. However, parameter
estimation of the model remains a significant challenge.
For these reasons, currently a typical BMS uses an
ECM, although the parameters of the model are less easy
to interpret in relation to the physics. SOC estimation
based on ECMs has been studied extensively and one
major theme for research in this area is to improve
the accuracy of an ECM by either employing more
sophisticated parametrisation algorithms or increasing
the complexity of the model itself [2], [8]. As for state
estimation algorithms, nonlinear Kalman filters such as
the first-order EKF and sigma point Kalman filters are
among the most popular choices [8], [9].
Although there are some articles that examine the
observability of battery models [4] [10], generally, it is
an overlooked topic. In many papers on battery state
estimation, the observability of the models is not con-
sidered [2]. Observability analysis is important because
it is not possible to estimate the states of a battery if
the model is not observable, regardless how well the
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model matches the input-output behaviour of the battery.
For this reason, when choosing an ECM for a BMS,
the emphasis should not be placed solely on finding
the model that gives smallest output error compared
to experimental measurements; the observability of the
model should also be considered. Moreover, even if the
model is observable, the state estimation algorithm still
needs to be chosen with care to account for the reason
for the model observability. For example, if the nonlinear
model is locally observable everywhere but its linearised
version is not observable, then a first-order EKF may fail
to track the SOC accurately [10].
In this brief, we use a differential geometric approach
to analyse the nonlinear observability of a second-order
RC model for batteries and derive the necessary and
sufficient condition for the model to be observable. It
is shown that the local observability of the model at a
particular state is different from the observability of the
linearised model around this state. We then show that the
battery states can still be estimated accurately even when
there exist unknown biases in the sensors. This is because
the augmented model which incorporates the unknown
biases into the states is locally observable. Experiments
are carried out on a lithium nickel manganese cobalt
oxide (NMC) pouch cell (Kokam 740 mAh) and three
types of nonlinear Kalman filters: the first-order EKF,
the second-order EKF and the unscented Kalman filter
(UKF) are applied to estimate the SOC of the cell using
experimental data. The result shows that while the first-
order EKF may not be able to estimate the SOC when
there is a sensor bias, the estimation given by the UKF
has a much better accuracy. The difference is explained
by an observability analysis of the augmented model.
The brief is organised as follows. Section II introduces
the definition and criteria for nonlinear observability. The
ECM under consideration is briefly discussed and its ob-
servability is analysed in Section III. Section IV presents
observability analysis of augmented battery models with
sensor biases incorporated into the states. Experimental
validation is carried out in Section V and Section VI
concludes.
II. NONLINEAR OBSERVABILITY
The observability of a linear time-invariant system
described by a state space model can be readily deter-
mined by checking whether the observability matrix has
full rank. By contrast, the observability of a nonlinear
system is less straightforward to determine. Although it
is tempting to study the observability by linearising the
system model, there are important differences between
linear observability and nonlinear observability [11].
A. Distinguishability and observability
Denote X as an open subset of Rn. The nonlinear
system under consideration is described by the following
state space model
x˙ = f(x) +
m∑
i=1
uigi(x) (1a)
y = h(x) (1b)
where x ∈ X is the state, ui ∈ R is the input, y ∈ Rp is
the output, f : X → Rn, gi : X → Rn and h : X → Rp
are all smooth functions. We now introduce the following
definition [11].
Definition 1. Consider system (1) and two states x1 and
x2. Denote the system output at time t with initial state
xi and input u as y(xi, u, t) where i = 1, 2. x1 and
x2 are said to be distinguishable if there exists an input
function u such that y(x1, u, t) 6= y(x2, u, t) for a finite
t. System (1) is locally observable at x1 if there exists
a neighbourhood N of x1 such that the only state in
N that is not distinguishable from x1 is x1 itself. The
system is said to be locally observable if it is observable
at every x ∈ X .
One subtlety is that two states of a nonlinear system
may be distinguishable even if y(x1, u, t) = y(x2, u, t)
for some input functions u. By contrast, for a linear
system, y(x1, u, t) 6= y(x2, u, t) should hold for any u
if the two states are distinguishable. This means that in
general it is more difficult to distinguish two states of a
nonlinear system because it may not be trivial to find an
input u that gives different output functions. Moreover,
for a linear system, local observability implies global
observability. However, this is no longer the case for a
nonlinear system.
B. Observability rank test
The observability of a nonlinear system can be de-
termined by a rank test which involves Lie derivatives.
Suppose that h(x) =
[
h1(x) . . . hp(x)
]T
is a p-
dimensional vector function on X and its jth component
hj(x) is a real-valued smooth function. Denote the
gradient of hj as dhj , i.e.,
dhj =
[
∂hj
∂x1
∂hj
∂x2
. . .
∂hj
∂xn
]
then the Lie derivative of hj with respect to f is a real-
valued function defined by
Lfhj = dhj · f =
n∑
i=1
fi
∂hj
∂xi
where f(x) =
[
f1(x) . . . fn(x)
]T
. The zeroth order
Lie derivative L0fhj is hj itself and the second-order Lie
derivative L2fhj is defined by L
2
fhj = LfLfhj .
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The following theorem [11] gives the rank test for
local observability of the nonlinear system.
Theorem 1. System (1) is locally observable at x0 ∈ X
if there are n linearly independent rows in the set
(dLzsLzs−1 . . . Lz1hj)(x0)
where s ≥ 0, zk ∈ {f, g1, . . . , gm} for k = 1, . . . , s,
j = 1, . . . , p and with s = 0, the expression is defined
as equivalent to dhj(x0).
The observability rank test for a linear system can be
derived from this theorem. It should be noted that in the
theorem there is no upper bound for s, which means that
the number of Lie derivatives in the calculation is not
bounded from above for a general nonlinear system (1).
In addition, the rank condition given by the theorem is
only a sufficient but not a necessary condition for system
(1) to be locally observable.
III. OBSERVABILITY OF AN ECM
We now study the observability of battery models
using the rank test introduced in the previous section.
A. Battery ECM
The model considered here is the second-order RC
model shown in Fig. 1, which is one of the most
widely used ECMs in the literature [2]. The open circuit
voltage (OCV) VOC is a nonlinear function of the SOC
and Weng et. al [12] summarise some of the popular
OCV models, which are all smooth nonlinear functions.
The VOC is fitted to approximate the OCV-SOC data
collected by using the galvanostatic intermittent titration
technique (GITT) or charging and discharging a battery
cell at a low constant current (e.g. 1/25C) under con-
stant temperature. The parameters R1, R2, C1, C2 and
Rs are identified such that the model output matches
the experimental measurements as closely as possible.
In this model, these parameters are set to be constants,
but we note that the model accuracy can be improved
if the parameters are updated iteratively and allowed
to vary with the SOC and temperature, at the cost of
higher computational complexity. If the parameters are
state-dependent, the observability of the model can still
be analysed using Theorem 1, although the computation
becomes more laborious.
The state space representation of the model in the
continuous form is given byV˙1V˙2
Z˙
 =
− 1R1C1 0 00 − 1R2C2 0
0 0 0
V1V2
Z
+
 1C11
C2− 1Q
 I
(2a)
V = VOC(Z)− V1 − V2 − IRs (2b)
Fig. 1. Schematic diagram of the ECM.
where V1, V2 are the voltages across the first and the
second RC pairs, respectively, Z ∈ [0%, 100%] is the
normalised SOC, Q is the battery capacity, I is the
current applied to the battery and V is the terminal
voltage. Note that the sign of the input I is taken to
be positive when the battery is discharging and negative
during charging. For ease of reference, define τ1 = R1C1
and τ2 = R2C2.
The state equation (2a) is linear and the only nonlin-
earity in the model comes from the VOC in the output
equation (2b). To apply the nonlinear observability the-
orem to the system, we first rewrite the model in the
following form
x˙ = f(x) + gu (3a)
y = h(x)−Rsu (3b)
where x = [V1, V2, Z]T , u = I, y = V, f(x) =[− 1τ1V1 − 1τ2V2 0]T , g = [ 1C1 1C2 − 1Q]T and
h(x) = VOC(Z)− V1 − V2. The feedthrough term Rsu
in the output equation does not affect the applicability
of Theorem 1 to the model.
B. Observability analysis
Using the notation introduced in Section II-B, the
gradient of h(x) with respect to x is
dh =
[−1 −1 dVOCdZ ]
And it can be shown by mathematical induction that
dLkfh =
[
− 1
(−τ1)k − 1(−τ2)k 0
]
dLkgh =
[
0 0 1
(−Q)k
dk+1VOC
dZk+1
]
for all k ∈ Z+ and Lie derivatives involving both f and
g such as LfLgh are constants, thus can be ignored in
the rank test.
Model (2) is locally observable at a point x0 if the set
O =

dh
dLfh
dLgh
dL2fh
dL2gh
...

(4)
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evaluated at x0 has n = 3 linearly independent row
vectors. One thing to notice is that the rank condition
does not hold if τ1 = τ2. Physically, this is because when
τ1 = τ2, the two RC pairs can be combined into a single
one, so that the voltage across either RC pair cannot be
uniquely determined. In practice, the two time constants
are of different magnitudes and in the following analysis
we assume that τ1 6= τ2.
Under this assumption, O(x0) has full column rank if
and only if there exists a k ∈ Z+ such that(
dkVOC
dZk
)
(x0) 6= 0 (5)
This means that the battery model (2) is observable if
all the derivatives of VOC are not zero simultaneously.
As an aside, note that since the state equation (2a) is
linear and the system is controllable, according to Propo-
sition 3.38 in [13], the rank condition is also a necessary
condition for model (2) to be locally observable at x0.
Thus if (5) is not satisfied, the system is not locally
observable.
In the literature, it is common to simply equate
the local observability of a nonlinear system with the
observability of its linearised system. Linearising model
(2) at x0 gives
x˙ = Ax+Bu
y = Cx+Du
where
A =
− 1τ1 0 00 − 1τ2 0
0 0 0
 , B =
 1C11
C2
1
−Q

C =
[−1 −1 (dVOCdZ ) (x0)] , D = Rs
The observability of this linearised model can be deter-
mined by checking the rank of the observability matrix CCA
CA2
 =
 −1 −1
(
dVOC
dZ
)
(x0)
1
τ1
1
τ2
0
− 1
τ21
− 1
τ22
0

This matrix has full rank if and only if
(
dVOC
dZ
)
(x0) 6= 0.
However, this is not a necessary condition for nonlinear
system (2) to be locally observable at x0, so that system
(2) may be observable even if its linearisation is not.
IV. ESTIMATION WITH SENSOR BIASES
The accuracy of state estimation is known to be
dependent on the quality (precision and accuracy) of the
sensors that give the input and output measurements.
It is commonly assumed that the current and voltage
sensors in model (2) are subject to zero mean Gaussian
noise, where the sensor precisions are described by the
variances of the Gaussian distributions. However, the
sensors may also have some unknown biases due to
ageing or calibration errors, which is referred to as a
sensor bias fault and there are mainly two ways to
detect the fault: hardware redundancy and analytical
redundancy [14]. In the hardware redundancy approach,
redundant sensors are used to measure one variable
and a fault is detected if there is notable difference
between the measurements from different sensors. In the
analytical redundancy approach, the system is analysed
using multiple model based techniques.
When there is a sensor bias fault, it is expected that
the accuracy of the state estimation deteriorates when
the effect of a sensor bias builds up over time. One
approach that is able to estimate the sensor biases and
the battery SOC at the same time, without incorporating
any additional sensors into the system, is to augment
the model [15]. As in [14], [15], the sensor biases are
modelled as constants here.
A. ECM with sensor biases
We first consider the case that there is an unknown
bias in the voltage sensor, while there is no bias in
the current sensor. Denote the voltage sensor bias as
Ve and the inaccurate voltage measurement as Vm, then
Vm − Ve represents the actual battery terminal voltage
denoted as V . The difficulty is the bias Ve is unknown
and if we simply ignore it, the estimation based on
model (2) and Vm will be inaccurate. The problem
can be solved by including the bias Ve into the state
vector and reformulating the model. Specifically, since
V = Vm − Ve, model (2) can now be reformulated as
V˙1
V˙2
Z˙
V˙e
 =

− 1τ1 0 0 0
0 − 1τ2 0 0
0 0 0 0
0 0 0 0


V1
V2
Z
Ve
+

1
C1
1
C2− 1Q
0
 I (6a)
Vm = VOC(Z)− V1 − V2 − IRs + Ve (6b)
Such a model is called an augmented model, while (2)
is called the original model.
The augmented model can be rewritten into the
form in (3) where x = [V1, V2, Z, Ve]T , u =
I, y = Vm, f(x) =
[− 1τ1V1 − 1τ2V2 0 0]T , g =[ 1
C1
1
C2
− 1Q 0
]T
and h(x) = VOC(Z)−V1−V2+
Ve. Note that the augmented model is not controllable.
For the case that there is an unknown bias in the
current sensor but no bias in the voltage sensor, the
model can be reformulated in the same manner. Denote
the bias as Ie and the inaccurate current measurement as
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Im, then I = Im − Ie is the actual applied current. As
a result, the battery model (2) now becomes
V˙1
V˙2
Z˙
I˙e
 =

− 1τ1 0 0 − 1C1
0 − 1τ2 0 − 1C2
0 0 0 1Q
0 0 0 0


V1
V2
Z
Ie
+

1
C1
1
C2− 1Q
0
 Im
(7a)
V = VOC(Z)− V1 − V2 − ImRs + IeRs (7b)
When there are biases in both the current and voltage
sensors, an augmented model including both Ie and Ve
in the state vector can be easily derived. For brevity, the
model is not given here. In the following analysis, the
focus is mainly on the first case, which is described by
model (6). The analysis can be readily extended to other
cases and is not repeated.
B. Observability analysis
It can be shown that for model (6)
dh =
[−1 −1 dVOCdZ 1]
dLkfh =
[
− 1
(−τ1)k − 1(−τ2)k 0 0
]
dLkgh =
[
0 0 1
(−Q)k
dk+1VOC
dZk+1
0
]
for all k ∈ Z+. Once again, Lie derivatives involving
both f and g can be ignored in the rank test since they
are all constants.
Model (6) is locally observable at a point x0 if the set
O (see (4) in III-B) evaluated at x0 has n = 4 linearly
independent row vectors. This rank condition is satisfied
if and only if there exists an integer k ≥ 2 such that(
dkVOC
dZk
)
(x0) 6= 0 (8)
If condition (8) does not hold, then dLig is a zero row
vector for any i ∈ Z+, which means that O(x0) can at
most have rank 3. Therefore the necessity is proved. Now
suppose the condition is satisfied, the following matrix
dh
dLfh
dL2fh
dLk−1g h
 =

−1 −1 dVOCdZ (x0) 1
1
τ1
1
τ2
0 0
− 1
τ21
− 1
τ22
0 0
0 0 1
(−Q)k−1
dkVOC
dZk
(x0) 0

has full rank. This can be verified by calculating the
determinant of the matrix. Thus the condition is also a
sufficient one.
We note that since system (6) is not controllable, the
rank condition is no longer a necessary condition for
the system to be locally observable at x0. Therefore
condition (8) is a necessary and sufficient condition
for O(x0) to have full rank, which is only a sufficient
condition for system (6) to be locally observable at x0.
SOC
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discharge
fitted polynomial
Fig. 2. OCV as a function of SOC.
It is interesting to note that the observability of system
(6) crucially depends on the nonlinearity of VOC . If the
OCV is a linear function of SOC such as in a capacitor,
the rank condition is not satisfied at any x0 and system
(6) is unobservable.
Similar analysis can be applied to system (7). Al-
though the calculation is more laborious, it turns out that
the condition for system (7) to be locally observable at
a point x0 is the same as that for system (6).
V. EXPERIMENTAL VALIDATION
In this section, using experimental data, several non-
linear Kalman filters based on model (6) are imple-
mented to estimate the states of a lithium-ion battery
when there is an unknown bias in the voltage sensor.
A. Battery test
The experiments were carried out on a 740 mAh
Kokam NMC lithium-ion pouch cell (SLPB533459). The
data were collected using a BioLogic SP-150 potentiostat
and the temperature is fixed at 20 ◦C using a thermal
chamber. A GITT procedure with current 0.1C was used
to determine the relationship between the OCV and SOC,
and 50 data points were recorded in both the charge and
discharge processes [16]. As shown in Fig. 2, there is
a discrepancy between the charge and discharge curves
due to hysteresis. The average of these two curves is
taken as the OCV-SOC function and is approximated by
a polynomial VOC =
∑12
k=0 akZ
k where the coefficients
are given in Table I and the fitted polynomial is plotted
in Fig. 2. The maximal approximation error of this
polynomial in the SOC range [10%, 100%] compared
to the averaged OCV-SOC curve is 17.97mV and the
root-mean-square error (RMSE) is 3.85mV.
Before applying state estimation algorithms to either
model (2) or model (6), the model parameters need to
IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY 6
TABLE I
THE VALUES OF THE OCV POLYNOMIAL COEFFICIENTS.
coefficient value
a0 2.83
a1 2.41× 101
a2 −4.19× 102
a3 4.28× 103
a4 −2.73× 104
a5 1.16× 105
a6 −3.38× 105
a7 6.88× 105
a8 −9.70× 105
a9 9.27× 105
a10 −5.71× 105
a11 2.05× 105
a12 −3.24× 104
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Fig. 3. Current profiles and model validation results. (a): The FUDS
current profile, training dataset; (b): The UDC current profile, vali-
dation dataset; (c): Experimental and model outputs under the FUDS
load; (d): Experimental and model outputs under the UDC load.
be identified. We apply a federal urban driving schedule
(FUDS) current profile [17] shown in Fig. 3(a) to the cell
with 100% initial SOC and record the applied current
and terminal voltage. The parameters are identified using
MATLABr’s System Identification Toolbox and are
given in Table II. The voltage measurements and the
predicted output by the model under the FUDS load
are plotted in Fig. 3(c). To further validate the model,
an ARTEMIS European urban driving cycle (UDC)
[18] shown in Fig. 3(b) is applied to the same fully
charged cell and simulation results under the UDC load
using the identified parameters are compared to the
experimental voltage measurements, as shown in Fig.
3(d). The maximal error is 21.1mV and the RMSE
is 4.78mV, which corresponds to 0.13% of the mean
battery terminal voltage.
TABLE II
THE VALUES OF MODEL PARAMETERS.
parameter value
R1 2.85× 10−2 Ω
R2 4.44× 10−2 Ω
C1 4.78× 102 F
C2 1.83× 104 F
Rs 5.55× 10−2 Ω
B. State estimation using various Kalman filters
To verify that the SOC can be estimated in the pres-
ence of unknown sensor biases, we implement several
nonlinear filters to model (6) using the experimental
measurements of the cell under the UDC load. The
biased voltage measurements are obtained by adding
a constant to the recorded voltage measurements. The
constant is the voltage sensor bias, which is considered
unknown at the beginning of the state estimation process.
The SOC calculated by Coulomb counting using the
accurate lab equipment is regarded as the true SOC [12].
The filtering algorithms implemented here are the first-
order EKF, the second-order EKF and the UKF. Since
these algorithms are well known and widely used for
battery state estimation, the details are not discussed
here and we refer the reader to [19] for a comprehensive
introduction. The tuning parameters of the filters include
the initial state error covariance P0, the process noise
covariance Q0 and the measurement noise covariance
R. For the UKF, there is an extra parameter κ, which is
used to tune the weights of the sigma points [20].
Consider the case that there is a bias Ve = 100mV
in the measured voltage. After one complete driving
cycle (1000 s), the true SOC of the cell is about 85%
and the corresponding OCV is 4.025V. Suppose the
state estimation process starts at this point and due to
the presence of the sensor bias, the initial value of the
estimation on the SOC is set to 95%, which means
that there is an error of about 10% at the beginning.
The guessed initial SOC corresponds to an OCV of
4.123V, which is 98mV higher than the true value. If
the estimation is based on model (2), which means that
the inaccurate measurement is trusted, it is not surprising
that the estimated states are far from their actual values.
As shown in Fig. 4, the SOC estimated by the first-
order EKF has considerable errors, due to the biased
voltage measurement on which the estimation is based.
Note that the estimated voltage in Fig. 4(a) is calculated
from the output equation (2b) using the a posteriori state
estimate. The estimated SOC has a RMSE of 15.6%
between t = 1000 s and t = 2000 s. Using the second-
order EKF or the UKF does not improve the estimation
accuracy as the sensor bias is still present.
The analysis in Section IV-B gives a sufficient con-
dition for model (6) to be locally observable at a
IEEE TRANSACTIONS ON CONTROL SYSTEMS TECHNOLOGY 7
0 200 400 600 800 1000 1200 1400 1600 1800 2000
time [s]
3.4
3.6
3.8
4
4.2
vo
lta
ge
 [V
]
(a)
true
measured
estimated
800 820 840 860 880 900
3.95
4
0 200 400 600 800 1000 1200 1400 1600 1800 2000
time [s]
0.5
0.6
0.7
0.8
0.9
1
SO
C
(b)
true
estimated
Fig. 4. State estimation based on model (2) using the first-order EKF
when there is a bias in the voltage sensor. (a): Evolution of the true
battery terminal voltage (blue), the measured voltage (green) and the
prediction by the EKF (red); (b): Evolution of the true SOC (blue) and
the estimated SOC (red).
point. It can be easily verified that this condition is
satisfied everywhere for the polynomial function VOC
considered here. Thus it is possible to estimate the
SOC and the bias at the same time based on inaccurate
measurements. However, the first-order EKF still per-
forms badly even though the estimation is now based
on model (6), as shown in Fig. 5. The initial error
covariance P0 is taken as a diagonal matrix with diago-
nal entries
[
0.01 0.0016 0.01 0.0625
]
, the process
noise Q0 is taken as a diagonal matrix with vector[
10−8 10−8 10−8 10−8
]
in the diagonal, the mea-
surement noise standard deviation is taken as σV =
6mV, which means that R = 3.6× 10−5, and the time
step is set to 1 s. The initial value of the estimated bias
is set to zero, which means that it is estimated that
there is no bias at the beginning. One might attribute
the failure of the EKF to poor implementation such as
inappropriate initial values for the covariance matrices.
However, tuning the EKF does not seem to improve the
estimation accuracy much.
The observability analysis of model (6) shows that
it is locally observable because of the presence of
nonlinearity. It is easy to verify that the observability
is lost once the model is linearised. In the first-order
EKF, the estimation at every time step is based on a
linearisation of the model. Thus it is not surprising that
the battery states cannot be estimated accurately.
The estimation accuracy may be improved by using
the second-order EKF, which retains the quadratic terms
in nonlinear functions. Fig. 5 shows that the second-order
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Fig. 5. State estimation based on model (6). (a): The voltage sensor
bias (blue) and the estimated bias by the first-order EKF (green), the
second-order EKF (black) and the UKF (red); (b): Evolution of the true
SOC (blue) and the estimated SOC by the first-order EKF (green), the
second-order EKF (black) and the UKF (red).
EKF with the same filter parameters does have some
advantages over the first-order EKF for this problem.
Among the three types of nonlinear Kalman filters,
the UKF, which makes use of the unscented transform to
account for the nonlinearity, provides the most accurate
estimation. With the same filter parameters and κ = 4,
the estimated bias soon converges to the true value
and its RMSE between t = 1000 s and t = 2000 s
is 3.41mV, which is of the order of the voltage mea-
surement noise standard deviation. The SOC estimation
error quickly decreases to less than 1% and the RMSE
between t = 1000 s and t = 2000 s is 0.33%. We note
that the results are very similar when the voltage sensor
bias Ve is negative or zero or when the initial guess of
the SOC is smaller than the true value.
Bias in the current sensor has smaller impact on the
performances of the nonlinear filters. When there is only
a bias Ie = −100mA in the current measurement, the
SOC estimation given by the first-order EKF based on
model (2) has a RMSE of 2.80% between t = 1000 s
and t = 2000 s. This means that the state estimation
algorithm is relatively robust against current sensor bi-
ases [21]. Nevertheless, the estimation accuracy can be
further improved if the UKF is applied to model (7),
with the RMSE of the estimated SOC in the same time
range being reduced to 0.43%. Furthermore, the current
sensor bias Ie can be tracked accurately by the UKF. As
a comparison, the second order EKF based on (7) has
a similar accuracy and the first order EKF is the least
accurate in estimating the SOC and the bias.
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The purpose of this section is not to claim that the
UKF is always superior to the first order EKF, for if
there are no sensor biases, then the first-order EKF
based on model (2) gives as accurate an estimation as
the UKF does. The objective is rather to show that it
is important to analyse the observability of a model
before choosing an estimation algorithm, with particular
relevance to battery SOC estimation. Also, it presents a
method to estimate the sensor bias without incorporating
any additional sensors into the system.
Note that in the case that there are biases in both the
voltage and current sensors, it is probably not possible to
accurately estimate the SOC and the biases at the same
time using an augmented model, even when the model
appears locally observable. This might be because usu-
ally the observability matrix is ill-conditioned, despite of
its full rank. Intuitively this makes sense: If we have both
a current sensor bias and a voltage sensor bias, there is
ambiguity regarding whether an error in estimated model
output compared to measured output is caused by the
current sensor error or the voltage sensor error.
VI. CONCLUSION
The importance of observability analysis of nonlinear
ECMs for battery state estimation has not received much
attention. This brief analyses the nonlinear observability
of a widely used second-order RC model for lithium-
ion batteries. Using the ECM as an example, it is
pointed out that the local observability of a nonlinear
dynamic system at a certain point is not the same as
the observability of the system linearised around the
point. We then present a method to estimate the battery
SOC when there are unknown biases in the sensors.
The estimation is based on an augmented model which
incorporates the sensor biases into the state vector.
The observability of the augmented model is shown to
be dependent on the model nonlinearity. Experimental
validation shows that it is vital to take the nonlinearity
of the model into account in the estimation algorithm,
highlighting the importance of observability analysis for
state estimation. We also show that accurate voltage
measurement is critical for SOC estimation in a BMS
using the original model, whereas current measurement
accuracy has a smaller impact as the Kalman filters are
relatively robust against current sensor bias (due to their
knowledge of the OCV-SOC ‘ground truth’ and ECM
parameters). If the model parameters and OCV curve
are prone to change over time, this makes the problem
significantly more challenging, but is a topic for future
investigation.
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