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ABSTRACT 
The work of this thesis is to summarize and compares the existing digital oscillator 
design methods and combine them to form a modified structure for oscillator design. First 
of all, a combined structure of complex oscillator design is proposed. The structure 
combines the advantages of low hardware complexity and low roundoff errors. Then 
based on the suggested complex oscillator structure, some new digital oscillator 
structures with uniform frequency spacing are suggested. The new structures are also the 
modified structure of the existing oscillator. By adding power-of-two shift boxes into the 
modified structure, dynamic range of the output is enlarged and the quantization errors 
are greatly reduced. The modified oscillators can generate low frequency and low 
amplitude sinusoid waves with very small phase and amplitude deviation. In order to 
further reduce the quantization errors, error feedback circuits is applied into the circuit to 
further reduce the errors. 
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CHAPTER I 
1. INTRODUCTION 
1.1 Introduction 
Sinusoidal signals are used in many practical applications which make the generation of 
pure and clean sinusoidal waveforms important for us. 
A conventional method to generate sinusoidal signals is to store the amplitude samples in 
a read only memory and get them at certain time interval to produce the sinusoidal 
signals. And this method gives accurate solution although it requires a large memory. 
Alternative approaches by realizing a second-order difference equation with poles exactly 
on the unit circle are also possible. The typical example is the direct form and coupled 
form oscillators. But under finite word length implementation, these two methods give 
large errors due to the quantization of the coefficient, the initial values of state variables, 
and the product quantization. 
In literature, a number of digital oscillator designs have been proposed. The first famous 
digital oscillator design is proposed in 1971 [Furunol975]. It uses a simple look-up table 
(LUT) to generate the sinusoidal samples. The method is superior to digital difference 
equation with pole on the unit circuit since the noise or the numerical inaccuracy remains 
bounded. But when large number of samples is needed, this method requires large table 
to store the value of samples and it leads to huge memory cost. The alternative method is 
the digital oscillators designed by using difference equation. The simple and typical one 
is the Direct-form digital oscillators [Haijal986]. However, this kind of oscillator suffers 
greatly from sensitivity and roundoff error. Some other structures of oscillators are also 
given such as coupled form structure, digital waveguide structure, equi-amplitude-
staggered update and quadrature-staggered update [Turner2003]. And in order to reduce 
the sensitivity and roundoff error, different methods are suggested [Ibrahiml986], one of 
1 
them is to add an error feedback circuit into the structure. Or we can increase the number 
of bits used to represent the coefficient and the signals. The cost to pay is that both of the 
methods increase the cost and the complexity of the oscillator. 
D»sir«d Frequency, k 
• 
16-bit Accumulator 
nk-fc 
f 
Cosine 
and 
Sin* 
Computing 
Device 
* -
12-bit 
Digital 
Cotin* 
r Clock 
DM 
11 
12-bit
 m 
Digital " 
Sin* 
Low-Poss 
Pilfer ••" •»• CO* 2 T f0t 
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'' 
0/A LOW-POM Pilfer — • » • sin Zr f,t 
Figure 1-1 Digital synthesizer diagram 
[Tierneyl971] 
As shown in Figure 1-1, it is the whole structure of a digital synthesizer. An input 
frequency control word k is stored in a register and used to update an accumulator every 
T seconds. Each time the accumulator is changed, the value nk + C is used to calculate 
the sinusoidal and cosine samples. Then a D-A converters are driven to by these sample 
values to produce the analog samples. 
1.1.1 Recursive Digital Oscillators 
Instead of using the conventional LUT method to design a digital oscillator, it can also be 
designed based on a second-order difference equation with the poles on the unit circle in 
the complex Z-plane. Here some common oscillator structures along with their attributes 
are given. If the outputs of them are 90° out of phase, we call it a quadrature oscillator 
[Turner2003]. Likewise, if the two sine wave outputs have the same amplitude, then we 
have an equi-amplitude oscillator. Four of the listed oscillators are in use in industry for 
2 
different purposes. In the following parts, Symbol "k" is used to represent the multiplier 
coefficient and the recursive process is represented by rotation matrix. 
z-1 
•<J- ytW 
Z"1 
•*• ytip) 
Figure 1-2 Direct-form structure 
[Turner2003] 
As one of the first discrete oscillators to be used in signal processing applications, direct-
form oscillator has its applications patent issued in 1980s for generating call progress 
tones used in telephony. The structure of it is shown on Figure 1-2 and this structure has 
only one multiplication. The output of it has equi-amplitude which turns out to have a 
relative phase shift. Its multiplier k and rotation matrix are as below: 
ft = 2cos(<9) 
RM = 2cos(#) - 1 
1 0 
(1-1) 
(1-2) 
From the hardware point of view, it is the simplest structure. However, it exhibits high 
errors due to the arithmetic operations and oscillator coefficient quantization when the 
angle is approaching zero. 
3 
y-i(n) 
4—-*- Mn) 
Figure 1-3 Digital waveguide oscillator 
[Turner2003] 
The digital waveguide oscillator, which is in Figure 1-3, is the simplest oscillator with 
quadrature output. For k near zero, the output is nearly equal in amplitude. This make 
the oscillator effectively phase lock a signal near 1/4 the sample rate. The equations for 
the above design are shown below 
k = cos(#) 
k 
RM = 
k-\ 
k + l k 
(1-3) 
(1-4) 
f—»- M") 
yd.") 
Figure 1-4 Quadrature staggered update oscillator 
[Turner2003] 
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The staggered update oscillator takes the name from the fact that one state variable is first 
updated and then the new value is used in the update of the remaining variable. The 
outputs of it are equi-amplitude and quasi-quadrature, with the quadrature relation being 
reached in limit value of k. The rotation matrix of this oscillator can be factorized into 
two simple matrixes. 
a 
k = 2 sin(—) 
2 
RM 
'\-k2 
. ~
k 
k 
1 
"1 k 
0 1_ 
" 1 0" 
-k 1_ 
(1-5) 
(1-6) 
H> £* \JZ> 
yM 
— yz(n) 
Figure 1-5 Coupled form oscillator 
[Turner2003] 
The coupled form oscillator features both quadrature and equi-amplitude outputs. 
However, the cost is that it requires four multiplies per iteration which is far more 
complicated compared to other oscillators. 
k = sin(0) (1-7) 
RM = 
Vl-£2 k 
-k Vl-A:2 
(1-8) 
After introducing so many different oscillator designs, a summary table is given below to 
show their characteristics and compare their complexity. 
Oscillator 
Direct-form 
Digital waveguide 
Equi-amplitude-
Staggered update 
Quadrature-staggered 
update 
Coupled-form 
Table looking-up 
Synthesizer 
Multi. 
1 
1 
2 
2 
4 
Equi-
Amplitude 
Yes 
No 
Yes 
No 
Yes 
Yes 
Quadrature 
Output 
No 
Yes 
No 
Yes 
Yes 
Yes 
K= 
2cos(#) 
cos(0) 
2sin(0/2) 
cos(6>) 
sin(0) 
Table 1-1 Comparison of complexity 
From Table 1-1, we can see that direct-form and digital waveguide oscillators have most 
simple structures because of their number of multiplications. For the characteristic of 
outputs, the coupled-form oscillator has its outputs both equi-amplitude and quadrature, 
which is very useful in real applications. 
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1.2 Complex oscillator and application 
Discrete-time complex sinusoidal oscillators are used for generating a cosine-wave and 
sine-wave sequence simultaneously, both having the same frequency and the same 
amplitude. In other words, the real part and the imaginary part of a complex exponential 
sequence are generated. The complex oscillators can be realized by either a digital 
oscillator with a LUT or an oscillator realized by solving a second-order difference 
equation. 
Complex oscillators are widely used in connection with complex base-band signal 
processing of band-pass signals. In the following example, the complex oscillators 
together with two multipliers are applied as frequency shifters performing a conversion of 
a band-pass signal into a base-band signal and vice versa. Figure 1-6 shows the typical 
transmitter and receiver structures realized by complex base-band signal processing. 
Figure 1-6 Transmitter utilizing complex base-band signal processing 
[Fliegel992] 
7 
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Figure 1-7 Receive structure utilizing complex base-band signal processing 
[Fliegel992] 
Complex base-band FSK modulators as depicted in Figure 1-6 can be derived from 
direct-form complex oscillators [Fliegel992] changing the sign of the oscillator 
frequency with each data transition "0" to " 1 " or " 1 " to "0". 
In the following chapter, different kinds of complex oscillator will be introduced and the 
performance will be compared by computer simulation. 
1.3 Objective 
The objectives of this thesis work include introducing the existing digital oscillator 
designs and complex digital oscillator designs and compare them by their hardware 
complexity and performance. Based on the comparison result, different designs of 
oscillators are combined to form a new structure in order to produce the low frequency 
and uniform frequency spacing sinusoidal waveform. The combined designs will include 
digital complex oscillator and digital oscillator. Low sensitivity and low roundoff error 
are also considered to be minimized by using modified structure and adding error 
feedback circuits. 
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CHAPTER II 
2. RECURSIVE DIGITAL OSCILLATOR DESIGN 
The German physicist Heinrich Barkhausen, during the early 1900s, formulated the 
necessary requirements for oscillation. He deduced and stated two necessary conditions 
for oscillation. That is Barkhausen Criteria. It requires the total loop gain to be equal to 
one and the total loop phase shift needs to be a multiple of In . So we need to find the 
discrete-time equivalent of the Barkhausen criteria and use it to develop our theory. 
According to the Barkhausen Criteria, different algorithms to design oscillators are 
presented here. 
2.1 Recursive Algorithm for Oscillator Design 
2.1.1 Trigonometric Formulas 
In mathematics, the trigonometric functions (also called circular functions) are functions 
of an angle. They are important in the study of triangles and modeling periodic 
phenomena, among many other applications. Trigonometric functions are commonly 
defined as ratios of two sides of a right triangle containing the angle, and can equivalently 
be defined as the lengths of various line segments from a unit circle. In modern usage, 
there are six basic trigonometric functions, which are shown by Figure 2-1. 
9 
waliw 
Mvmil 
cosecant 
wMunjfeiil 
Figure 2-1 Plot of trigonometric function 
[Web 2] 
As we all know, there are relation between these six functions. All of them can be 
deduced by others. One of their key relationships is the sum and difference formulas, 
which are used to form the recursive algorithm for digital oscillator. 
sin(x + y) = sin x cos y + cos x sin y 
sin(x -y) = sin x cos y - cos x sin y 
COS(JC + y) = cos x cos y - sin x sin y 
cos(x - y) = cos x cos y + sin * sin _y 
(2-1) 
(2-2) 
(2-3) 
(2-4) 
The famous direct-form oscillator is deduced by one of them shown below 
cos(#> + 0) = 2 cos(#) cos(#>) - cos(#> - 0) (2-5) 
By calculating the equation (2-5), the sample value of a cosine function can be obtained. 
Also, instead of using a single equation, a pair of trigonometric formulas can be used to 
generate both the cosine and sinusoid waveforms. 
10 
cos(<p + 6) = cos(<p) cos(6>) - sin(#>) sin(#) 
sin(<p + 0) = COS(^J) sin(#) + sin(^) cos(#) 
(2-6) 
(2-7) 
The equations above are used to generate the sample value of coupled-form oscillator. 
2.1.2 Rotation Matrix Derivation 
Instead of using the trigonometric function to generate the sample values, we can also use 
state space equations. A state space representation is a mathematical model of a physical 
system as a set of input, output and state variables related by first-order differential 
equations. To abstract from the number of inputs, outputs and states, the variables are 
expressed as vectors and the differential and algebraic equations are written in matrix 
form. The advantage of the state space representation is that it provides a convenient and 
compact way to model and analyze systems with multiple inputs and outputs [Webl]. So 
a general second-order linear autonomous digital system may be characterized by the 
state equations as 
Xj (« + 1 ) 
_X2 (/!+!)_ 
~an 
_a2X 
ax~ 
a7l_ 
" * i ( * ) ~ 
x2(n) \x2(n) 
(2-8) 
The symbol atj in the matrix is the coefficient of the system, and in order to generate a 
sinusoid sequence, certain conditions on these coefficients should be fulfilled. Take the 
Z-Transform of both sides of equations (2-8): 
* i ( * ) = 
X\ ( ° ) z 2 ~ [fl22*l (Q) ~ aUX2 (Q)]* 
D(z) (2-9) 
11 
X (z) = ^ ( ° ) z 2 -fai*i(0)-an*2(0)]z
 (1 m 
D{z) 
D(z) = z2-(au+a22)z + (ana22-al2a2l) (2-11) 
For oscillator to be possible, the roots of the denominator or the poles of the above 
equations must lie on the unit circle of the Z-Plane. So the requirements below should be 
fulfilled. 
an +a22 = 2cos(a) (2-12) 
aua22 -ana2l = 1 (2-13) 
a = 2nfJs (2-14) 
Here fo is the oscillating frequency and Ts is the sample time interval. Given the general 
trigonometric function and state space equations, some structure of digital oscillator 
designs can be derived from them. 
2.2 Design Methodologies 
As the general methods of designing oscillators are given, we will have a look at some 
specific design of existing oscillators. 
12 
2.2.1 Direct-form oscillator 
¥0<n~21 
Figure 2-2 Linear model of direct form oscillator 
[Haijal986] 
From Figure 2-2, the difference equation of the actual (with error) direct form oscillator 
is 
yQ(n) = 2cos0'yo(n-l)-yo(n-2) + e(n) 
2cos0' = 2-A[2cos0-2*+i] r 
(2-15) 
(2-16) 
The e(n) in the equation is the quantization error caused by multiplication in finite 
number of bits to represent the result. Here we take angle 6 , which will take only finite 
number of values such that 2cos#-2* takes only integer values. In [Furunol975], the 
effect of quantization process is studied and the use of 6' is suggested to replace 6. 
2cos^' = 2-"[2cos6'-26+l] r (2-17) 
Where []T represent the truncation. So the frequency of the generated sinusoidal signal is 
less than the desired frequency. 
After taking Z-Transform of equation (2-15), we will have: 
13 
[(2cos0'-z-l)yo(-l)-yo(-2)] + E(z) 
Y
°
{Z)
~ ^ z ) (2"18) 
D(z) = 1-2 cos £'-z_1+z~2 (2-19) 
F0(z) = ^0(z) + £0(z) (2-20) 
We take the inverse Z-Transform on the W0 (z), and assume that initial value y0 (-1) = 0. 
we will have equation as below: 
w0 (n) = ^o ( 2 ) • sin(n +1)0' (2-21) 
sin#' 
If we set vv0 («) as the oscillator output without roundoff error, after taking Z-Transform 
of equation (2-15) and inverse it back, we have: 
Usually, a statistical model is used to characterize the noise performance of an oscillator. 
In doing so, a convenient measure for the roundoff error in a recursive oscillator is the 
variance of the output noise caused by the product quantization after multiplications. If 
we assume that the quantization process is rounded rather than truncated, the input noise 
variance is 
2 2-2b 
c r / = — (2-22) 
According to [Haijal986], the variance of the output roundoff error in the direct form 
digital oscillator is 
2~26 M-\ 9 - 2 * M 
°IW) = —-^Isin2(m
 + 1 F « — - ^ (2-23) 
12sin 0 %r0 24sin 0 
14 
Here M is the number of samples taken into consideration. Equation (2-23) shows that 
the output noise variance is inversely proportional to sin2 9', and increases linearly with 
value M. This shows that if we want to generate low frequency waveform, the noise 
variance will be very large. 
2.2.2 Coupled form oscillator 
Assume that the oscillator frequency is /„ and the sample frequency is fs . Then, 
according to the trigonometric formulas, we will have the transform matrix. 
Xj (n +1) 
x2 (n +1) 
? _
2
^ > 
cos 0 sin 6 
- sin 9 cos 9 
*iO) 
x2{n) 1*2(»). 
fs 
(2-24) 
(2-25) 
Take the Z-Transform on both sides of equation (2-24) 
x,(z) 
x2(z) 
x2(z) 
I 
1 
k=0 
*i(0) 
x2(0). 
z~k=-
1 
I-AZ -) 
xx(0) 
x2(0) 
D'(z) 
z-cos9 sin9 Tzx}(0) 
- sin 9 z- cos 9\zx2 (0) 
(2-26) 
(2-27) 
After calculating the above equations, the outputs can be represented in Z-domain 
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*, (0)z2 - [cos(^)x1 (0) -sin(fl)*2 (Q)> 
1
 £>'(z) 
_ x2 (0)z2 - [sin^)*,(0) + cos(fl)*2 (0)]z 
2 l )
" Z)'(z) ( } 
Z)'(2) = z2-2cos6fe + l (2-30) 
Assume that we use initial value xi(0)=l, X2(0)=0, then take the inverse Z-Transforms, 
we will have 
Xx(n) = cos(n 6) • x2 (0) (2-31) 
X2(n) = sin(n 0) • xx (0) (2-32) 
According to equations (2-22) and (2-23) and [Kwanl987], we have the noise variance 
error as below: 
(T2(M) = (2-33) 
Here (T20C{M) is the noise variance for coupled-form oscillator. 
Although the noise variance performance is better than the direct form oscillator and the 
coupled form oscillator has its outputs both equi-amplitude and quadrature, this kind of 
oscillator suffers from great quantization error problem since its multiplier functions are 
realized separately. A computer simulation is used to show the problems. We choose to 
do 3000 iterations and make the desired amplitude to be 0.1. From the below Figure 2-3, 
we can see the amplitude decreasing with the increase of the frequency. This proves that 
output noise variance is a linear function of the number of samples and the oscillator still 
needs improvement before putting into real application. 
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Figure 2-3 Waveform generated by coupled form oscillator 
2.2.3 Oscillator Derived From Lossless Digital Two-Port 
Consider a second-order digital oscillator derived from a lossless digital two-port. The 
power dissipation can be shown as below [Kwanl987] 
^)=i>,[*,-2(*)-^2w] (2-34) 
i=i 
PD(k) is the power dissipation and dt is the port resistance or conductance of the i-th 
port. In general, we can assume a matrix which represents the relationship between the 
input and output. 
* ( * ) 
y2(k) 
°n an 
JTlx <T22_ 
xx(k) 
_x2(k) (2-35) 
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On substituting equation (2-34) into the equation (2-33), we obtain: 
PD(k) = dx[xx(k) x2(k)]A\ 
xx(k) 
x2(k) 
A = 
dn 
(2-36) 
(2-37) 
(2-38) 
In order to fulfill a strictly lossless two-port, A must be a zero matrix and we have 
x = .^ \-<j 22 
1 l 
(2-39) 
'12 
And make A unique in (2-39), we obtain 
°n°22 ~ anCJ2\ = 1 & CTn = ^22 
crncr22 - crX2a2X = -1 & au = -<J22 
(2-40) 
(2-41) 
From equations (2-40) and (2-41), some possible structures can be derived and only some 
of them are suitable for finite wordlength implementation. On substituting equation (2-40) 
into equation (2-35), we will have 
Xx(z) = 
X2(z) = 
xx(0)z2 -[(J22XX(0)-(TX2X2(0))Z 
D"(z) 
x2 (0)z2 + [a2xxx (0) - <yxxx2 (0)]z 
D\z) 
(2-42) 
(2-43) 
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D"(z) = z2 -(crn +a22)z + l (2-44) 
In order to decide the structure of the oscillators, we analyze the roundoff noise and 
frequency/amplitude sensitivity of this oscillator. Taking a look at the noise model of the 
structure 
~Jt,(fc + l) 
x2(k + Y) 
0"ll °"l2 
_cr2] a22_ 
xx(k) 
x2(k) 
I 
'e(k) 
[e(k) 
Xx{z) _z-{p22-cx2) _T 
E(z) D(z) 
X2(z)_z - ( (Tn-<T2X) 
= T.(^ 
E{z) D(z) 
(2-45) 
(2-46) 
(2-47) 
From equations (2-46) and (2-47), we make the numerators of them equal to z-1, we will 
introduce one zero in the error transfer function. This zero will reduce the effect of the 
poles, particularly when oscillator frequency is low. 
Take the equations (2-44), (2-46) and (2-47), the rotation matrix can be derived as below 
to achieve the low roundoff error purpose. 
<72, (J 22 
COS# COS0-1 
cos 6 +1 cos 6 
(2-48) 
It is coincident that the rotation matrix is exact the same as that of the digital waveguide 
oscillator. However, the oscillator designed on this rotation matrix is not readily suitable 
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for practical implementation because of the following reasons. First of all, the dynamic 
range of the output port xx (k), is small. It is difficult to get the desired amplitude from 
the output especially when the oscillating frequency is low. Besides, a low signal-to-noise 
ratio due to small signal amplitude at output results in an output to be no longer a 
periodic sinusoidal waveform. Secondly, the roundoff error and amplitude at one of the 
output terminal can be shown to be high when the oscillator operates at low frequency. It 
will leads to an unacceptable frequency and amplitude deviations from our expected 
signal. Thirdly, the representation of a multiplier coefficient by finite wordlength 
arithmetic is in discrete quantized form. The accuracy depends on how long is the 
wordlength being used. This is the reason why it is difficult to obtain an exact oscillating 
frequency in a finite wordlength machine. Moreover, this problem is particularly serious 
if the oscillating frequency decreases. [Kwanl987]. 
2.3 Analysis of digital oscillator design 
Up to now, the designs of common oscillators are introduced. Since there are many 
different designs of oscillator, it is obvious to ask how to choose the best design? Are 
there any selection criteria for us to follow? 
In the following chapters, firstly, the common problems that affect the performance of 
digital oscillator are explained. Then, based on the problems, some selection criteria 
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parameters are introduced and they will be used in the later chapters to prove the 
effectiveness of the designed oscillator. 
2.3.1 Problems of recursive digital oscillator 
1. Sensitivity 
The coefficient quantization displaces the poles of the digital oscillator from design 
positions to new positions which are actually implemented by truncated parameters. This 
change in the pole positions changes the difference equation of the oscillator, and it will 
cause the poles of the actually digital oscillator to move away from their original 
positions on the unit circle. [Haijil 986] 
There are two cases that can be distinguished: 
1) The new poles are located either inside or outside the unit circle, which is the case of 
the coupled form digital oscillator. As we show by computer simulation, that 
structure will no longer generate a sinusoidal signal. 
2) The new poles are still located on the unit circle (but in different positions), which is 
the case of all realizations that use single multiplier. In that case, a sinusoidal signal 
will be generated, but only with different frequency from that desired. 
2. Roundoff errors 
Roundoff errors are the other problem that will affect the performance of the digital 
oscillator which is due to the finite wordlength limitations. This type of error occurs 
because the output of the multiplier must be quantized to finite bits at every iterations. 
Because the oscillator structure is inherently recursive, the quantization errors will be 
accumulated with the number of iteration and it will cause the output of oscillator to 
deviate from the ideal one. In order to analyze this kind of errors, we can assume that the 
error is modeled as an additive noise source. And just like what we have done in the 
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previous chapter, a more specific measure for roundoff errors is the variance of the output 
noise. 
2.3.2 Selection criteria 
1. Frequency sensitivity of digital oscillator 
As a result of the finite wordlength operations, shifting of the poles from our expected 
positions due to coefficient quantization can not be avoided. A standard technique, 
known as differential sensitivity [Kwanl987] is commonly used to measure the 
percentage change in frequency or amplitude with respect to that of the coefficient. It can 
be defined as below 
Sxa=~— (2-49) 
x da 
Here a is the coefficient of multiplier coefficient and x refers to either amplitude or 
frequency. 
2. Dynamic ranges of the outputs 
It is not possible to have signals varying throughout their whole dynamic ranges because 
overflow will occur at some signal nodes. In the digital oscillator design, we try to 
enlarge the range of amplitudes that the output can generated, but, as a return, the noise is 
also enlarged with the increase of the amplitude. So there is a trade-off between the 
dynamic range and roundoff errors. 
3. Roundoff noise analysis 
Since the roundoff errors are accumulated with the iteration of algorithm, we consider the 
product quantization effect as an additive noise source injected into the oscillator. We can 
just treat the noise as an additional signal and calculate its transfer function to see the 
property and use noise variance to evaluate the value of errors. 
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4. Frequency Resolution 
Frequency resolution is one of the most important factors to consider when the digital 
oscillators are designed. The higher the frequency resolution is, the lower the oscillator 
frequency is. With more samples in one whole period, more accurate sinusoidal 
waveform can be obtained. 
5. Harmonic distortion 
A common measure of the purity of a sine wave is the total harmonic distortion (THD). It 
is defined as the ratio of the energy in the harmonics to the total energy of the signal. A 
complete distortion analysis should be performed in the analog domain. The formula to 
calculate the THD is as below 
THD = ET E<<fo) • 100% (2-50) 
£r=-^lW)f (2-51) 
E(f0) = ^\X(Af (2-52) 
Here ET is the total energy of the waveform, E(f0) is the energy of the fundamental 
frequency / „ , N is the DFT length, and A is the numerator of the reduced fraction 
representation of the address increment. [Schanerbergerl990] 
2.4 Solution to the problems 
As discussed above, there are some problems with the basic design of the three oscillators 
mentioned here. Actually, these three designs are just the prototypes of the other 
advanced design. Based on different designs and their problem, solutions have already 
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been given by many papers. For direct form oscillator, [Ibrahiml986] suggested to 
modify the multiplier coefficient to improve the sensitivity and roundoff error 
performance. Later [Haijal986] proposed to use an error feedback circuit to further 
reduce the roundoff errors in the direct-form structure. However, the structure still suffers 
from high roundoff error due to the noise variance proportional to the square of sine 
function. It is until 1997 that [Ibrahiml997] give a new combined structure with the 
direct form oscillator being the part of it, the noise problem is solved. The structure 
mentioned in [Ibrahim 1997] will be given in next chapter. For the coupled -form 
oscillator, some papers suggest to use a magic matrix to modify its rotation matrix and 
improve its performance. In [Fliegel992], an extra circuit is suggested to limit the 
amplitude and phase deviation in a small range to achieve the practical purpose. However, 
the extra circuit adds the complexity of the hardware realization, so here the coupled 
form structure will not be further discussed. For the oscillator structure designed by the 
digital two-port, the solutions were already given in the paper [Kwanl987] which proved 
to be very effective. Based on the idea of this structure, a modified and combined 
structure is given in the chapter four and its performance is evaluated by computer 
simulations. 
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CHAPTER III 
3. IMPROVED OSCILLATOR STRUCTURES 
In this chapter, some modified structures based on the basic digital oscillator designs are 
introduced. The sensitivity and roundoff error performances are measures by the selection 
criteria mentioned before. In the end, an error feedback circuit is added to the improved 
structures to show the improvement on the reduction of roundoff errors. 
3.1 Improved Structures Based on Direct-form Oscillator 
The improvements of the direct form oscillator are done in three aspects by different 
authors. First of all, the multiplier coefficient is improved. Secondly, error feedback is 
added into the direct form structures to reduce the errors. Thirdly, an additional structure 
is added to realize low and uniform frequency spacing. Finally, a perspective new 
structure which employs the digital integrators is introduced. 
3.1.1 Improvement on multiplier coefficient 
In [Ibrahiml986], the idea to represent the multiplier coefficient more accurate with the 
same word length is proposed. If the coefficient is represent as 2 - 2(1 - cos#) instead of 
2 cos 6, a new realization of structure can be obtained as below: 
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Figure 3-1 Digital oscillator structure with low errors in ideal form 
[Ibrahiml986] 
Since 2(1 -cos0) is a small positive number, it does not in general occupy the word 
length used with significant figures, so it is more accurate to implement coefficient k as 
k = 2bi -2(l-cos6>)&l<A;<2 
2
 >2*> ' 
2(1- cos 0) 2(1- cos 0) 
1 
bx = l°g2 2(1- cos 0) 
(3-1) 
(3-2) 
(3-3) 
Since the coefficient is enlarged by factor of 2*1, we need to divide this factor before the 
multiplication to keep the overall gain unchanged. This requires the extra bits to represent 
the signal except for the multiplication bits. The block diagram of the oscillator structure 
is shown in Figure 3-2. If the total bits used for the multiplication is b, we need to 
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implement b+bi bits to represent the other values. The function of Q is just to reduce the 
bits number to b before the multiplication. 
-2b i+ 1<1-cose' r) 
<i-
. - i 
, - b i 
(2b bits) (b+b-j b i t s ) 
¥A*n-1) 
Z3 
- 1 
f ^ n - l ) 
Figure 3-2 Actual realization of digital oscillator structure with low errors 
[Ibrahiml986] 
For the above oscillator structure, as a measure of sensitivity, the same criterion followed 
for the direct form digital oscillator. 
As the measure of sensitivity, for 
0 = cos_1(l-2_6rlJfc) (3-4) 
If an error Ak occurs when k is implemented, the error in equation (3-4) for the new 
structure can be approximated by 
-6,-1 -6,-1 
A0: Ak = - Ait 
A/l_(l_2-*'-1/t)2 sin0 
(3-5) 
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For the direct form oscillator, the approximated error is: 
2"1 2"1 A0' = = Ak = Ak' (3-6) 
yll-(l-2-lk')2 sin# 
Compared equations (3-5) and (3-6), we find that the sensitivity of the proposed oscillator 
structure to coefficient quantization is less than that of the direct form by a factor of 2~*'. 
Therefore, the sensitivity of the new structure with b bits multiplier is equivalent to that 
of the direct form digital oscillator with a multiplier of (b+bi) bits. [Ibrahiml986]. 
As for the measure of roundoff errors, we take noise-to-signal ratio (NSR) for 
comparison. The NSR of direct form oscillator can be written as 
A2 1 M_1 
NSR0 = 2 • — Y sin2 (m +1)0 (3-7) 
3 sin 0^o 
A2 Here, — part is the noise variance if sign-magnitude number representation is used. For 
the new structure, the NSR is written as 
= 2 . ( 2 - ^ ^ [ ^ ' - ™ f f + ^ ' s i n > + i ) g NSRA   • ( - ^ ) — • -!==—v • , '*—=— > sin2 (m +1)0 (3-8) 
sin 0 S 
As a measure of improvement, we consider the ratio between NSR ratios in the two 
realizations. It seems that NSR obtained by using the new structure with b bits multiplier 
is roughly the same as that obtained from the direct form oscillator with (b+bi) bits 
multiplier. [Ibrahiml986] 
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3.1.2 Improvement on structure 
In the paper [Ibrahim 1997], a multiple-output direct form digital oscillator and a very 
simple digital circuit that generates sequences of "0" and " 1 " are combined to form a new 
digital oscillator. Since the oscillator is derived from the multiple-output direct form 
oscillator, we will call it multi-output oscillator for simple. This oscillator exhibits the 
advantage of approximately uniform frequency spacing between the generated 
frequencies. This is an essential requirement in some communication applications as in 
frequency division multiplexing and frequency shift keying. Furthermore, without any 
ROM required storing sample values, the multi-output oscillator is a competitive 
alternative to all the LUT based digital oscillator. 
The ideal model of the multiple-output direct form oscillator structure is shown in Figure 
3-3. 
/ y%w 
nola^ / 
•^tz\V\\ 
Figure 3-3 Multiple-output direct form oscillator 
[Ibrahiml997] 
The simple digital circuit that generates sequences of "0" and " 1 " is shown in Figure 3-4 
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i 
Figure 3-4 sin(nrc/2) and cos(rm/2) generator 
[Ibrahiml997] 
According to Figure 3-3, the difference equation is 
x2 (n) = 2 cos 9 • x2 (n -1) - x2 (n - 2) 
xl(n) = x2(n-l) 
(3-9) 
(3-10) 
Take the Z-Transform of above equations and set the initial value x2 (-1) = 0, we obtain 
7c(Z) = (cos^-Z_1)X1(Z) 
YS(Z) = sin e-Xx(Z) 
(3-11) 
(3-12) 
Take the inverse Z-Transform of above equations 
yc(n) - -x2(-2)cos(nd) 
ys(n) = -x2(-2)sm(n0) 
(3-13) 
(3-14) 
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For the Figure 3-4, all the multipliers can be eliminated since equation 6 = n 12 stands. 
The whole structure of the oscillator is 
multiple-output 
direct - form 
oscillator 
ys(n) 
•©-
coslny) 
yc(n) 
sintn^-) 
0. 
L@d 
sin (n^-) and 
cosing ) 
generator 
d(n) 
Figure 3-5 Whole structure of multi-output oscillator 
[Ibrahiml997] 
Choose the initial value such that x2 (-1) = 0 and x2 (-2) ^ 0. Therefore, we will have the 
ideal output given by 
d(n) = sin(« —) • yc («) - cos(n —) • ys (n) 
7T 
d(n) = -x2 (-2) • sin[n( 0)] 
(3-15) 
(3-16) 
The above equations show that if we choose the multiplier coefficient to be increased in 
steps of 2~b over the range ml~h, where b is the number of bits to implement the 
multiplications, we will have 
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£ ^ _ w 2 - ( 6 + 1 ) (3-17) 
2 
d(n) = -*2 (-2) sin[n(w2_(6+1))] (3-18) 
It is clear that the frequency of the generated sinusoid is given by 
2~(6+l) 
fd{m)
 =
 m
'~iriF (3"19) 
Equation (3-19) shows that fd is an approximately linear function of m. The frequency 
difference between two adjacent frequencies is 2~(b+x) 12nT. The number of difference 
frequencies that can be generated is 2(6_5). This number is equal to 32, 64, 128, 256 and 
512 for b=10, 11, 12, 13 and 14 bits. It should be emphasized that the case b=16 is 
sufficient to replace all practical LUT oscillator. 
The simulation results are obtained to show the performance of the multi-output digital 
oscillator. 
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121.33 
105.41 
Urn) 
Hz * 10* 
2.3306 
4,864 
6,i®eo 
11.6650 
18.656 
27.985 
41.966 
58.291 
79.281 
90.945 
102.611 
111.940 
123.62S 
142.299 
THD% 
x 10"5 
2.3602 
2.4449 
2.4161 
2.3473 
2.3462 
2,4020 
2.5437 
2.6820 
4.2368 
4.3089 
7.9934 
2.8163 
2.9744 
5.0496 
Aftm) 
0 
1.2014 stlO"3 
1.8021 xlQ"3 
8.S814 x 10"* 
4.8056 x. 10~3 
7.6375 x 10-3 
6.5219 x 10s 
1.1155 x10'2 
1.7420 x 10-* 
2.2140 x 10 ' 
2.7718 x 10'2 
3.0678 x 10-2 
4.4709 x 10* 
5.6809 x 10-* 
fs^rrt) 
KHz x 10s 
3.7476 
3.7453 
3,743 
3,738 
3.731 
3,722 
3.708 
3.692 
3.671 
3.659 
3.647 
3.638 
3.626 
3.608 
Table 3-1 Parameters of the multi-output oscillator structure and the generated signal 
[Ibrahiml997] 
Table 3-1 shows that the generated frequency of the oscillator structure is very low when 
compared with that of the direct form oscillator. For example, the minimum number of 
bits required for a direct form oscillator capable of generating 6436 samples per cycle is 
20 bits. Observe that the multi-output oscillator can do the same work with only 10 bits. 
Moreover, the later one has the advantage that the generated sinusoids are of 
approximately uniform frequency spacing. 
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3.1.3 New direct-form structure with digital integrators 
Digital filter structures with low sensitivity and roundoff errors are known in [Agarwal 
1975]. In these structures, the building element is an integrator with adjustable gain. The 
transfer function of the integrator is given by 
G_ 
\-Z 
HI(Z) = r - ^ r (3-20) 
Above G is the gain of the integrator. Each integrator can be implemented as an 
accumulator. At each iterations, the value of the accumulator is equal to its previous 
value added to its current input. 
The oscillator structure introduced here uses two digital integrators and a multiplier 
which are arranged in a closed loop fashion. The multiplier coefficient which determines 
the frequency of the generated sinusoid is implemented as [Ibrahiml998] 
_ . . „ K2~hG\G2^ 
2 cos 0 = 2(1 ) (3-21) 
Where Gl and G2 are the gains of the integrators, K2~b* is the multiplier coefficient and 
b3 is the number of bits used in implementing the multiplier. If we let Gl and G2 be 
implemented as G(. = 2~b', we can have the multiplier coefficient by [Ibrahiml998] 
2 cos 0 - 2(1 ) (3-22) 
34 
Compared with structure of direct form oscillator, it seems that the integrator oscillator 
has extra (ba+b^ bits to represent its multiplier. The block diagram of this oscillator is 
shown below 
""ty yt(n) 
2"*l 
r-1 
KZ^^f&ine t~4jbi*b 
*£>-
l > * rl>* WKU 
yii") 
• H > 
2-h 3v(») 
K2~*% 
-<3<—1z~! " 2 ( B ) 
Figure 3-6 Block diagram of integrator digital oscillator 
[Ibrahim2001] 
The difference equations specifying the operation of oscillator shown above are 
v,(n) = 2^ys(n) 
y2(n) = y2(n-l)+vi(n) 
v2(n) = 2^y2(n) 
yM) • K2 
"(*2+*5) 
sin# 
TVi(n) + y2(n) 
(3-23) 
(3-24) 
(3-25) 
(3-26) 
(3-27) 
Here A is equal toj/2(-l) , the only non-zero initial conditions. Take the Z-Transforms to 
the above equations, we can obtain outputs as 
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AK2~^bl+bi"> 
ye(n) = —a—cos(n^) (3-28) 
sm# 
AK1~^bl+b^ 
ys in) = —- sm(n0) (3-29) 
siny 
From the equations (3-28) and (3-29), it is obvious that the two outputs have the same 
frequency and amplitude. We can consider yc (n) and ys (n) the real and imaginary parts 
of a complex exponential sequence. 
3.2 Improved coupled form oscillator 
As shown in the previous chapter, the amplitude of coupled form oscillator is not stable 
and it keeps on degrading by the number of iterations. If the word size is large, like 24 
bits to implement, the oscillator can operate for a large number of iterations before the 
amplitude change becomes significant. Some numerical experiments have demonstrated 
over a million iterations are needed before the amplitude changes more than 10 percent. 
So the coupled form oscillator performs better in short term. However, in real 
applications, we want the generated waveform stable in long term and the bits to 
implement the structure to be as less as possible. 
To stabilize the amplitude, one measures the oscillator's amplitude and compares it with 
the set-point (desired) amplitude and adjusts the feedback accordingly. The quadrature 
oscillator allows for trivial, non-frequency dependent, amplitude measurement. By 
denoting the outputs I and Q, the amplitude, A0 is just-^//2 +Q2 . If the set-point 
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amplitude is denoted asAs, then the stabilization gain G is [Turner 1996] 
G = . s (3-30) 
If the instantaneous error correction requirement is relaxed, the division and square root 
functions can be avoided. We can do this by finding the first order Taylor's series 
expansion of G about As . This approximation has the property of becoming more 
accurate as A0 approaches As. 
G
* f ~ i A " 2 ( / 2 + e 2 ) (3"31) 
4i 
Since the structure is implemented in a fixed point DSP, it is convenient to let As - — . 
If GU2 is used and the corrected values are scaled up by 2, then all of the values are in [-
1,1). [Turnerl996] 
G l / 2 =
 4 _ 2 ( / 2 + e 2 ) (3"32) 
The diagram for the amplitude stabilized oscillator is shown in Figures 3-7. This 
oscillator structure can be used to implement both quadrature amplitude modulation, 
QAM, and quadrature amplitude demodulation, QAD. 
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Figure 3-7 Amplitude Stabilized Quadrature Oscillator 
[Turner 1996] 
The mentioned quadrature oscillator has many advantages. The frequency of it can be 
adjusted while in operation since the quadrature oscillator with its two frequency 
dependent coefficients will not change amplitude when the frequency is changed. 
3.3 Improved Structure of Oscillator Derived From Digital Two-Port 
As mentioned in chapter two, the oscillation structure derived from digital two-port is not 
suitable for practical use. Now our present objective is to look for a method to get rid of 
the above drawbacks while preserving the oscillation requirements and the excellent 
frequency sensitivity characteristics. In practical implementation, two possible can 
achieve the above requirement and at the same time increase slight hardware complexity. 
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The first method is to add two power-of-two shift boxes into the structure to obtain full 
dynamic range flexibility at output. The second method is to increase the wordlength at 
output to eliminate the overflow error. In the following description, two configurations of 
improved structures are described. [Kwanl987] 
1. Configuration A 
The first approach is based on the fact that the dynamic range and the amplitude 
sensitivity problems are directly related to the port resistances. Therefore, the simplest 
way is to keep the value on the diagonal line of the rotation matrix unchanged. So we can 
insert shift boxes into the parameter on the diagonal line and the improved rotation matrix 
cr, is given as 
l + a aT 
cr, = (3-33) 
\_{2 + a)Ts l + e*J 
Where the value of a is equal to cos 6 - 1 . The figure of Configuration A is shown below 
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Figure 3-8 Configuration A 
[Kwanl987] 
First let us have a look at the improvement of the dynamic range. Two output terminals, 
namely x, (k) and x3 (&) are chosen because of low roundoff noise. We have the 
amplitude of different outputs denoted as 
x2
2(0) 2"2ljC!2(0) 
2 + a a 
A'=Jxhoy 2
ls
ax;(0) 
2 + a 
A2'=Jx22(0)- 2""(2 + aK(0) 
a 
(3-34) 
(3-35) 
(3-36) 
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4'=-121 
g22
'''
2(°>-^(0) 
2 + a 
(3-37) 
Therefore, the ratio of the dynamic range of each output port can be expressed as 
A' 
6L 
A' 
4L 
-*te 
(2 + a 
~i 2 
= a2 s 
A' 
(3-38) 
(3-39) 
(3-40) 
As seen from the above equations, the amplitude ratio can be adjusted by the value of s. 
For the dynamic range of X3, the dynamic range is small but the roundoff and amplitude 
sensitivity at this output terminal can be also very low. 
Then we take a look at the roundoff errors for different outputs. The noise variance is like 
below: 
2 „ , 1 7t 
<rz (k) = (3-41) 
O- 2(fc)=±—2. (3.42) 
H
 60 
2 -2b 
o-x,\k) = — (3-43) 
As we can see, the noise variance of output x3 is smallest. 
2. Configuration B 
In the second method, as pointed out at this section, the wordlength is increased by s 
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extra front bits to represent the signal atx2(k). The number of additional front bits s are 
chosen such that ,4,' = A'. Consequently, the multiplier wordlength can be kept at a fixed 
point format of (2+b) by (2+b) bits. The structure is shown below 
x,(k) Xo{k) 
Figure 3-9 Configuration B 
[Kwanl987] 
The noise variances can be shown below: 
<TX (k) = 
12(9 
" • * ( * ) = 
M*): 
2~lbn 
303 
2'u 
12 
(3-44) 
(3-45) 
(3-46) 
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3.4 Error feedback circuit 
Error feedback (EF) is a general method that can be used to reduce errors inherent in any 
quantization operation. It has been widely used in applications like predictive speech 
coding, predictive image coding and sigma-delta analog-to-digital conversion. 
[Timol992] 
Error feedback can also be used to reduce quantization errors generated in finite-length 
Implementations of recursive digital filter. The error feedback is implemented by 
extracting the quantization error after the product quantization and feeding the error 
signal back through a simple, usually FIR-type filter which is shown in figure below. As 
we all know, the level of the output quantization noise of a recursive filter tends to be 
high, especially when the poles are located close to the unit circle. By choosing the ER 
parameters appropriately, zeros can be placed in the error spectrum to reduce the noise 
very efficiently. [Timol992] 
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Figure 3-10 Quantizer with Nth-order error feedback 
[Kwanl987] 
It should be emphasized that the EF only affects the transfer function of the quantization 
error signal and it have no effect on the coefficient sensitivity properties. There are many 
ways to formulate and apply the EF. Here the EF schemes are divided into three 
categories according to how the parameters of the EF quantizer, the structure, the 
coefficients and the order, are determined. [Timol992] 
1. Constant Error Feedback 
This schemes allow placing one or two zeros in the error transfer function at the points 
z = \ or z = -\. They are best suited for narrow-band low-pass and high-pass filters, 
respectively. 
2. Built-in Error Feedback: 
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With this term it is refer to those EF schemes where the structure determines the type of 
error feedback, that is, the order and structure of the EF quantizer and the value of the EF 
coefficient. These EF schemes can be seen as approximations of extend precision 
arithmetic. When applied to the state-space structure, elegant formulation and analysis of 
the noise properties of the structures can be obtained. 
3. Optimal Error feedback 
In this case the EF quantizer is completely general and isolated from the implementing 
structure. Any quantization point in the structure where the wordlength is restored after 
multiplications can be provided with this kind of error feedback. The EF coefficients here 
are usually optimized by minimizing the quantization noise power at the filter output. 
Error feedback circuit is very useful in reducing the roundoff error for the digital filter. It 
the frequency domain, the effect of the circuit is to introduce one zero in the error transfer 
functions. This zero will reduce the effect of the poles of the error transfer function, 
particularly when the desired frequency is low. 
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CHAPTER IV 
4. MODIFIED NEW OSCILLATOR 
In this chapter, first of all, the complex oscillator design would be introduced based on 
the oscillator structures shown before. Then, a combined complex oscillator structure is 
suggested here and it has the merit of high resolution and low roundoff errors. Secondly, 
a combined structure of the digital oscillator is given. Performance analysis is measured 
by different selection creteria. From the theoretical analysis, the combined structure has 
many merits like high frequency resolution, low roundoff error, low sensitivity to 
quantization error and most importantly, the uniform frequency spacing. But the 
drawbacks are also obvious, like the complexity and dynamic range problem. In order to 
improve the performance, the modified combined structures are suggested and it seems to 
be a quite competitive oscillator design. 
4.1 Complex Oscillator Design 
Discrete-time complex sinusoidal oscillators are used for generating a cosine-wave and a 
sine-wave sequence simultaneously, both having the same frequency and the same 
amplitude. Based on the complex oscillator, complex base-band FSK modulators can be 
realized. The following complex oscillator designs are based on real-valued oscillators 
which are realized by solving a second-order difference equation with eigenvalues on the 
unit circle of the Z plane. 
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4.1.1 Direct form complex oscillator 
As an obviously suitable delay operator, a first-order digital all-pass filter can be used to 
design the complex oscillator. The diagram is the Figure 4-1 and the equations are 
deduced below. 
y(n) = yl(n) + jy2(n) 
yx (n) = COS(#J) 
y2 (n) = sm(0n) 
(4-1) 
(4-2) 
(4-3) 
The transfer function HA (z) of the all-pass filter must have unit magnitude and a phase 
of n 12 at the oscillator frequency 
HA(eje) = eJ •all (4-4) 
I 
initial 
values 
real valued 
oscillator 
[Vnl 
all-pass 
filter 
H.(z) 
.! »y2<°> 
Figure 4-1 Complex oscillator with a all-pass filter 
[Fliegel992] 
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Practical realization of the above complex oscillator shows that the signal processor 
programs are difficult and extensive when the oscillator frequency changed between 
arbitrary values in a certain frequency range. [Fliegel992] 
As an alternative, Figure 4-2 shows a complex oscillator composed by two independent 
real-valued direct-form oscillators. Practical implementations immediately show that due 
to finite register length effects, the two oscillators almost never have exactly the same 
frequency. A continuous phase drift between the two oscillators can be observed. 
Furthermore, it can be demonstrated that the longtime average oscillator frequency 
depends a little bit on the locations of the initial point of the oscillator trajectory in the 
state space.To solve the problem, a phase control must be added into the oscillator design. 
However, from a practical point of view, it is considered to be uneconomical solution 
because of its extensive and time-consuming. [Fliegel992]. 
1 initial 
lvalues 
sin-
oscillator 
i 
phase 
control 
, y^n) 
i 
low-pass 
filter 
' 
initial 
,values 
cos-
oscillator 
r ^ -
1 
y2<*> 
Figure 4-2 Complex oscillator consisting of two oscillators 
[Fliegel992] 
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4.1.2 Multiple-output direct form oscillator 
A simple and uncomplicated design of complex oscillator can be obtained by the 
multiple-output direct form oscillator which has already been introduced before. Take the 
initial values 
JC1(0) = 0 
JC2(0) = - 1 
(4-5) 
(4-6) 
The structure is in Figure 4-3 and it does not need any amplitude or phase control but it 
has the all the inherent disadvantage of direct-form oscillator like high sensitivity and 
roundoff error. 
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4 ?>> 
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Figure 4-3 Multiple-output direct-form oscillator 
[Fliegel992] 
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4.1.3 Coupled form complex oscillator 
The original outputs of the coupled form oscillator are suitable to be the outputs of 
complex oscillator so no extra control for the phase is needed. The diagram of the 
oscillator is shown in Figure 4-4. 
-1 
z 
tt.(n) cos<noii) - • • c (n) sin( f)0n) 
Figure 4-4 Coupled form complex oscillator 
[Fliegel992] 
However, as the amplitude of the coupled form oscillator degrades with the time, an 
amplitude control is necessary to ensure the stable outputs. In [Fliegel992], a method 
called TCI (two's complement improvement) is applied and the improved structure seems 
to have good performance. 
4.1.4 Combined new complex oscillator 
Since the many different complex oscillators are designed based on basic oscillator like 
direct-form, coupled form, no complex oscillator has been design based on digital 
50 
waveguide oscillator as far as I know. As one of the basic oscillator, digital waveguide 
oscillator has the advantage of its simple structure. 
To obtain a low error and high frequency resolution complex oscillator, we choose 
Configuration A which is a improved version of the digital waveguide oscillator. The 
diagram is given below 
Xi(k) 
Configuration 
A 
Z"1 
6> 
vS 
Multiple 
Output +-
Part sin(9) 
€ • 
<7a 
X3(k) 
cos(9) 
7-1 
X2(k) 
7-1 
•Q 
-• Yc 
Figure 4-5 Combined new complex oscillator 
To obtain the equal amplitude and quadrature outputs, we take the x3(&) in the 
Configuration A to multiply the sine and cosine functions to form the outputs. Since the 
outputs of the Configuration A can be expressed as 
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v , . xJO)z2 -fcosflt,(0)-(cos^-1)2'JC, (0)]z 
Xx (z) = 1 *-
z -2cos6z + \ 
v r^ x2 (0)z2 + [(cos 0 +1)2"'.*! (0) - cos 6x2 (0)]z 
A , (Z) = r 
2
 z
2
- 2 c o s & + l X3(z) = 
(X!(z) + Z 2(z))-(cos^-l)-2 s 
z
2
 -2cos6z + l 
(4-7) 
(4-8) 
(4-9) 
If we take xl (0) • 2s = -x2 (0), the z2 factor can be eliminated and if the multiply the rest 
of the equation (4-9) by the trigonometric functions, we have 
yc = 2(1 - cos 9)xx (0) cos(n9) 
ys = 2(1 - cos &)xx (0) sin(n 6) 
(4-10) 
(4-11) 
Let us take a look at the improvement of the roundoff error. For the Configuration A part, 
we have the error transfer functions as 
~Xx{z) 
X2(z) 
_X3(z)_ 
= 
cr2*(z-l) 
D(z) 
a{z + \) 
D(z) 
a
22s+iz 
D(z) + a2
s 
z-\ 
D(z) 
2"J(z + l) 
D(z) 
laz 
D(z) + 1 
D(z) 
z-(l + a) 
D(z) 
a2s(z-l) 
D{z) 
E2(k) 
E3(k) 
(4-12) 
From the above equation, as the value of "s" decreases, the amplitude of Xi and X3 
decrease. However, in turn, the roundoff noises at these two outputs are also decreasing. 
It is obvious that the tradeoff between dynamic range and roundoff noise is achieved by 
proper choice of shift box value "s". When the desired frequency is low, we have the 
approximation as a2s = -9. Then the noise variance of the output Yc and Ys can be 
shown as: 
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2 -26 
< ( £ ) = — - C O S 0 (4-13) 
9-26 
o-J (*) = — • sin <9 (4-14) 
For comparison, the noise variance of the multi-output oscillator is: 
2~2b7T 
o-'2rc(£) = - — ^ c o s f l (4-15) 
126' 
2~2b71 
o - ' \ ( i ) = --sin<9 (4-16) 
126>3 
The improvement of the noise variance is quite obvious from the above comparison. The 
TV 
combined structure improves the performance by the factor of — . 
The structure in Figure 4-5 is using the X3(k) as the output to generate the sine and 
cosine functions. Setting the initial values is to make the initial phase of the two functions 
equal to zero. We can also take the Xx (k) and X2 (k) as the source to get the outputs. 
And through the analysis of the Configuration A, using Xx{k) might result in less 
roundoff errors. Computer simulations will be run to testify it. 
Finally, Table 4-1 shows the simple comparison of the given complex oscillator. And 
here we add one more complex oscillator designs which has already been introduced in 
Chapter 3.1.3. [Ibrahiml998]. 
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Structure 
Direct-form 
Coupled-
form 
Combined 
structure 
Multi-
output 
Integrator-
form 
Multi 
No 
1 
4 
3 
3 
2 
Frequency 
Sensitivity 
A0 = —— Ac 
2sin# 
« 1 
-2~s 
A9 = Ac 
sin# 
^0 .5 
2"(6i+A2) 
A0= Ac 
2sin# 
Frequency 
Resolution 
cos"1 
cos"1 
- ( 2 - 2 " A ) 
.2 
- ( 2 - 2 " * ) 
.2 
lln 
lln 
*02 IAn 
2-{b+l)l2n 
2 - ( 6 1 + i 2 + 6 3 ) / 2 l 2 n 
Extra 
hardware 
Yes 
Yes 
No 
No 
no 
Table 4-1 Comparison of different complex oscillator 
Compared by the number of multiplications, the integrator-form oscillator is second only 
to direct-form oscillator. Our combined structure has the same number of multiplications 
as the multi-output oscillator. For the frequency sensitivity, when the desired frequency is 
low, the Direct-form oscillator and the coupled-form suffer most. It is quite difficult to 
tell which one is better for the rest three. The frequency resolution comparison is also 
made and it is obvious that the integrator-form has higher resolution than any other 
structures. Further comparisons will be made by using MATLAB in next chapter. 
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4.2 Modified digital oscillator design 
According to [Ibrahim 1997], if we have a complex oscillator with equal-amplitude and 
quadrature outputs, a digital oscillator with uniform frequency spacing can be designed 
based on it. 
4.2.1 Design methodology of modified digital oscillator 
If we want to design a digital oscillator with uniform frequency spacing, it is not suitable 
to directly use the Configuration A. Since the multiplier of the Configuration A is equal 
t o c o s # - l . According to [Ibrahim 1997], the multiplier coefficient will be very close 
ton 12, it is not suitable to choose the structure of Configuration A since the multiplier 
coefficient will be very close to -1 and the value of it is not even a trigonometric function. 
So here we choose the original digital waveguide oscillator structure and the diagram is 
given as below 
Digital 
Waveguide 
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X,(k) 
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7-1 
Xm(k) 
X2(k) 
cos(B) 7-1 
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Output 
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sin(B) 
X3(k) " ^ 
cos(8 >~r*
 Y< 
Z"1 
Figure 4-6 Multi-output modified digital oscillator structure 
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The equation for output can be derived as following: 
v ^ . [(x^ + x.mz2 +(x1(Q)-x2(0))z]cosd 
z -2cos6fe + l 
ye = (1 - z"1 cos 0) • Z3 (z) (4-18) 
7 i=z"1sin^-X3(z) (4-19) 
Form the above equation, there is a cosine function in the numerator. And if we can 
eliminate the z2 part, the Yc part can be probably represented by X3(z). By doing so, 
one multiplication can be saved and it seems to us that the structures given here still have 
the potential to be improved. 
Since the output value is taken from X3, the dynamic range is small. So the idea of using 
other output occurs to us. In Figure 4-7, by choosing Xm as the output, the dynamic 
range is greatly improved. 
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Digital 
Waveguide 
Part 
Multiple 
Output 
Part 
Figure 4-7 Multi-output modified structure with enlarged amplitude range 
The outputs Ys and Yc here are the outputs with same amplitude and the phase difference 
of 90°. By adding a simple sin(«7r/2)and cos(«.W2) generator, the whole oscillator 
structure is given in Figure 4-6. 
Multi-output 
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r V J 
u 
sin(mi/2) and 
cos(n7i/2) 
d(n) 
Figure 4-8 Whole structure of modified digital oscillator 
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4.2.2 Reduction of multiplication 
As shown in the above figure, we can see that the above two structure needs three 
multiplications and some extra delay units to implement, which is complicated compared 
to other oscillator. And we have already found that the possibility of reducing number of 
multiplications exists. 
First, take a look at the equations (4-17) and (4-18). The initial values Xj (0) and x2(0) 
can be set by ourselves. In order to eliminate the z2 part, we set x2(0) = -x,(0) and in 
each step, the output value is added to a delay unit and is multiplied by -1 to be used in 
next iteration. After doing all these, we make Xm become a trigonometric function and it 
can be used to generate the corresponding cosine and sine functions. 
Then we take a close look at the value of sine function that we need to calculate, we find 
that if we choose proper range of value for our multiplier coefficient, the above modified 
digital oscillator can be made to have uniform frequency spacing characteristics and that 
is also the purpose of why we change the original multiplier coefficient to cos 6. If we 
set the multiplier coefficient be increased in steps of 2b over the range m2~b, and the 
range of m is m = 1,2, • • • ,2*/2 - 1 as following 
cosd = m-2~{b) (4-20) 
sin(— -e) = m-2'b (4-21) 
0 = - - sin"1 [m2"(i) ] = - - ml-" (4-22) 
sind = (l-m22-2b)m=\--m22-2b (4-23) 
If we use the largest value of m which gives the smallest value of sin6>, we have 
58 
(sin0)min=l-l2-6+2 -36/2 (4-24) 
So it seems to be practical if we just round the sine function value to 1 in an actual 
implementation of the oscillator and, therefore, we save one multiplication. 
It should also be noticed that now we only need one multiplications to replace the 
original three ones in Figure 4-7. The simplified structures are shown below: 
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Figure 4-9 Simplified structure A 
Finally, let us see that how to simplify the Figure 4-6. Although, we can save the 
multiplication by sine function, the multiplication of the cosine function is still needed if 
we use X3 to generate our waveform. Now the question is how we can save the 
multiplication of the cosine function without introducing tremendous errors. 
The idea is that instead of using X3 to multiply the cosine function to get the desired 
cosine waveform, we directly use Xm to multiply the square of the cosine function to get 
it. The steps are shown by equations like following: 
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Xm(k)-cos0 = Xi(k) (4-25) 
Yc(k) = Xm(k)-cos20-X3(k-l) (4-26) 
From the range of m and equation (4-20), we can estimate the value of the above 
equation. 
cos20 = m2 •2'2b (4-27) 
We know that the largest value of m is m = 2bn - 1 . Take the largest value of m will 
show the worst estimation error. 
(2bn - l ) 2 < 2" -> m2 -2-2b < 2~b (4-28) 
It is clear that the largest error is still small than the quantization steps. So it is reasonable 
to make: 
Xm(£)-cos26>«0 - (4-29) 
Yc(k)«-X3(k-\) (4-30) 
Now we save the multiplication by cosine function, but it should be mentioned that the 
structure will still have one multiplication by cosine function since we need to multiply 
Xm (k) to get X3 (k) to form the Ys (k). The graph of the structure is like below: 
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Figure 4-10 Simplified structure B 
It should also be mentioned that the "Simplified structure B" is only suitable for small 
amplitude signal generation. The approximation stands only when Xm is not too big and 
the limit on the value of Xm will make the amplitude of the generated signals small. 
Normally, the value should be smaller than 1. 
Figure 4-9 and Figure 4-10 are the simplified version of Figure 4-7 and Figure 4-6. In 
order to save the hardware complexity, the delay unit and minus 1 unit are used again. 
However, the above structures are still not ready for practical implementation. 
After the simplification, it occurs to us that now the uniform frequency spacing 
characteristics is available. We have the ideal output for structure A and structure B as: 
n n. dA in) = sin(« —) • yc (n) - cos(n -) • ys in) 
dA (n) - 2 cos 0xx (0) • sin[«(w2"*)] 
dB in) = sinO y ) ' yc (») ~ c°s(" y ) • ys 0 ) 
(4-31) 
(4-32) 
(4-33) 
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dB {n) = 2xx (0) • sin[/i(iw2~4)] (4-34) 
Equations (4-26) and (4-28) show that the angle increment is a linear function of m and 
this make the frequency difference between two adjacent frequency constant. According 
to [Ibrahim 1997], when b=17 bits, the structure should sufficient to replace all practical 
LUT based oscillators. 
4.2.3 Improved simplified structure 
With the reduction of the hardware complexity, now we concentrate on how to improve 
the performance of the oscillator. The simplified structures mentioned above suffer from 
many problems which make them difficult to be implemented in real application. First of 
all is the dynamic range problem. Overflow is easy to happen when the desired amplitude 
is big. Then the roundoff error is very high especially for output X2 (k) for its error 
transfer function does not contain zero on its numerator. Finally, there still exists 
improving space for the multiplier coefficient since we can enlarge the value of it when 
the oscillation frequency is low to get better multiplication results. So the simple and 
efficient way to improve the structure is to add power-of-two shift box into the structure 
to achieve our improvements and remove the drawback. 
The rotation matrix now can be modified as 
„ w r cos# (cos6>-l)2s~ 
RM= K ' (4-35) 
_(cos<9 + l)2-J costf J 
We call the structure in Figure 4-10 "improved simplified structure". 
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Figure 4-11 Improved simplified structure A 
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Figure 4-12 Improved simplified structure B 
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The specific value of shifting bits is decided by the dynamic range of the output port. The 
output value to calculate Ys and Yc is X3 in Structure A and B and assume that the 
amplitude for corresponding output ports are Am and A3. The dynamic range now can be 
controlled by the shift box. 
The value of s is decided by the desired amplitude A3 and the multiplier coefficient a . 
Before analyzing the performance of the above two structures, it should be mentioned 
that the IS_B (improved simplified structure B) has two multiplications in the structure. 
1. Sensitivity 
The finite word-length of the register results in the error in multiplication, and the error 
causes the shifting of the pole from the expected positions. The sensitivity is defined as 
the effect of an error in implementing the multiplier coefficient on the frequency of the 
generated sine and cosine signals. Assume that a is the multiplier coefficient and 6m is 
the desired angle increment, we have: 
a = cos0M =m-2~b (4-36) 
dQ 1~b 
A0 =—-Am = — : Am (4-37) dm sin dd 
The error happens and the value of m might change. The biggest value of Am is 2bn - 1 
and the approximate value of A0 is round 2~b/2+l which is quite small especially when 
the value of b is large. 
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2. Roundoff noise 
The roundoff noise is generated by the multiplication and quantization process. As we 
can see that we can use the RM to see the noise model of the structure. Only X3 (z) is 
taken to generate the final output for Structure A. For Structure B, Xx (z) and X2 (z) are 
taken as outputs. As the above equation, we can see that as the value of s decrease, the 
oscillating amplitudes decrease. It also makes the roundoff noise decrease which has 
already mentioned in previous section as a trade between dynamic range and roundoff 
noise. 
However, we should also notice that although we have solved the dynamic range problem 
and the performance of the above structures seems to be good, we have introduced too 
many shifting boxes into our structures. Remember that after each shifting work, there 
has to be a quantization process to limit the value into fixed length representation. All the 
small errors introduced by the quantization process will continue to exist in the system 
and finally results in the degrading of the performance. Moreover, the above structure is 
still complex to build in the view of hardware. 
4.2.4 Hardware efficient structure 
In order to reduce the complexity, the first problem to solve is the dynamic range 
problem. The values of addition before the output ports Xx (k) and X2 (k) are normally 
difficult to represent and some may suggest that it can be solved by adding more bits to 
the integer part for representation. However, this method requires increase in the length 
of registers and it is expensive in hardware realization. 
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So we have to go for a compromise solution. In the [Ibrahim2003], the author suggested 
that a short word-length multiplier can be applied to the direct-form multi-output 
oscillator. So instead of increasing the length of registers, we subtract same amount of 
bits for the fractional part representation and use these bits to show the integer part. And 
below we will use Q2 to represent this special quantization process. Notice that the 
length of the registers are not increased so the complexity remains the same. We allow 
some error into the structure to replace the power of two shift box. The graphs of two 
structures are shown below: 
Figure 4-13 Hardware Efficient structure A 
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Figure 4-14 Hardware Efficient structure B 
The first thing we need to know is the error that we could probably introduce to the above 
two structures and how to choose the value of s which is the number of shift bits. 
In these two structures, we do not need to worry about the dynamic range problem since 
the Q2 quantization process makes all the value represented in their range. And for small 
values of m specified by Section 4.2.2, it seems that (cos#)max is sufficiently small and it 
does not occupy the word length efficiently. So we can estimate the range of multiplier 
coefficient value and assume that the shifting bits for it is bx. 
0.5<cos6>-26' <1 
0<(b-bx)<bl2 
(4-38) 
(4-39) 
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From above equations, we might implement the multiplier coefficient using 
approximately half of the full word length. That means that the word length to represent 
the multiplier coefficient is 7, 7, 8, for total word length equal to 13, 14, 16. 
For the roundoff error analysis, they are shown on the graph by symbol ex and a is used 
to represent the cos 0. We will use the RM matrix to show the roundoff error for these 
two structures. First is the HE_A (hardware efficient A), the RM is 
Xx{k + \) 
X2(k + l) 
X3(k + l) 
a 
+ 1 
a 
a-\ 
a 
a 
"*i(*)l 
Mkh + 
aV 
a? 
aV 
1 0 
1 0 
1 0 
ex(k) 
e2{k) (4-40) 
Take the z-transform on both sides of the above equations and we will have the error 
transfer function. Here Es (z) and Ec (z) are used to represent the error function of output 
Ys(z)and Yc(z). 
Es(z) = al
s+xz Ex{z) + -^-E2{z) D(z) 1V D(z) 2 
Ec (z) = (1 + - ^ - ) • ccEx (z) + (1 + — - ) 2 " s E2 (z) - Es (z) D{z) D(z) 
(4-41) 
(4-42) 
For the HE_B structure, there are only two error sources. But all the values are taken 
from output portX3. The RM is the same like HE_A. 
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1.7 1C/7 
Es (z) = (1 + T^T)«2S EX (Z) + (1 + - — ) E 2 (z) (4-43) £>(z) D(z) 
Ec(z) = -Es(z)-z-1 (4-44) 
And through the basic RM matrix, we have the following noise variance function. By 
putting them into the above equation, we will have the desired noise variance of the 
outputs. 
ax (k) = ; ; (4-45) 
1202sin2(0') 
„ . 2'-2icos2(^) 
126' sin {&) 
4.3 Error feedback circuit and its application 
In the Section 3.4, different kind of error feedback circuits have been introduced. 
However, most of them are too complicated to be applied to the digital oscillator 
structure. In the digital oscillator structure, the function of the error feedback circuit is to 
counteract the effect brought by the pole of the transfer functions. If the order of the error 
feedback circuit is too high, it might introduce extra errors by adding useless part in the 
numerator of the transfer function. 
Take the direct-form as example. The multiplier coefficient is close to zero when the 
desired signal frequency is low. So we can expect that there is a z = 1 part in the 
denominator of the transfer function. The best way to eliminate this pole is to introduce 
69 
the same part in the numerator. The graph below shows a direct-form oscillator with first-
order error feedback. 
y^n- t j 
Figure 4-15 Direct form oscillator with firs-order error feedback 
[Haijal986] 
The difference equation of the oscillator is: 
yx(ri) = 2cos6>'•y l{n-\)-y l(n-2) + e(ri)-e(n-\) 
*<- 2 >
 + a - z - ) * ( z ) 
D{z) D{z) 
(4-47) 
(4-48) 
Now the error transfer function will be: 
H(z) = \-z 
H2{z) = 
l -2cos^ ' -z _ 1 +z" 2 
l - 2 z _ 1 + z - 2 
1 - 2 cos 6>'-z_1 +z ' _ - l , _ -2 
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(4-49) 
(4-50) 
When more accurate low frequency waveform signal is needed, the second-order error 
feedback circuit is a good choice. The principle is similar to the first-order error feedback 
circuit, and its transfer function is: 
By using second-order error feedback circuit, higher order of pole can be eliminate. 
However, the error feedback circuit works well here only because that 6' is close to zero, 
and the complexity of the circuit makes it not as popular as the other methods to reduce 
the roundoff errors. 
It seems that this error feedback circuit can be widely applied into the design that we 
suggested. For the complex oscillator design, it can be used to reduce the error caused by 
the multiplication 
In our hardware efficient structure, the 6 « n 12, so we can not use the same coefficients 
to build the EF circuit. According to the value of 8, the EF circuit should choose z2 +1 
into the numerator to eliminate the pole. [M.M.A1-Ibrahim2003] 
Take the hardware efficient structure to apply, the circuit is added after the multiplication 
to reduce the roundoff error. The process of multiplication with EF circuit is shown 
below: 
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r-2 
• & 
cos(0)2s 
-e^  
i X3(k) Xm(k) 
Figure 4-16 Hardware Efficient structure with EF circuit 
Simulation results in next chapter prove that the first-order EF circuit is useful to reduce 
the roundoff error and its realization is not complicated. However, when we apply the 
second-order EF circuit into the structure, the error is even enlarged. This shows that high 
order EF circuit is not always helpful. Applying the circuit into the hardware efficient 
structure really improves the performance with small increase in the complexity. 
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CHAPTER V 
5. SIMULATION AND RESULTS ANALYSIS 
In the previous chapter, the different designs of oscillators are given, but their real 
performances are not compared yet. Here computer simulations are performed to find out 
the better structure and prove the theoretical analysis. 
5.1 Matlab Simulation Setup 
To evaluate the actual performances of all the designs, some simulation programs are 
written in MATLAB. The arithmetic is assumed to be of fixed point type with twelve or 
fourteen fractional bits and two integer bits. The number representation is in two's 
complement form and the quantization process is done by rounding. It should be 
mentioned that a "quantizer" is used as a function in MATLAB to set specific 
requirements for the quantization process. 
5.2 Comparison on Basic Oscillators Design 
As it mentioned in Chapter Three, all the advanced digital oscillator designs come from 
the basic oscillator structure. So if we want to design a new oscillator, we need to know 
that which one in these basic oscillators has the potential to be further developed. There 
are many parameters to measure the accuracy of the generated sine and cosine waveform 
and they are useful for us to pick up the right design. Roughly, we can categorize the 
parameters that needed to be evaluated into hardware complexity, sensitivity, roundoff 
error and the frequency resolution. According to these parameters, all the oscillators 
mentioned in Chapter Two are measured and compared. Performance of them will be 
shown by running the computer simulations. Based on the results, we shall have a better 
idea of their features and advantages. 
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5.2.1 Hardware complexity 
The hardware complexity is a very important considering factor for digital oscillator 
design since it is impossible for us to implement some very complicated oscillator 
structure only to get small improvements of the performance. 
First of all, we can have a rough idea of the hardware complexity of the basic designs by 
Table 1-1. Since only the complexity is considered, it is obvious that the direct-form 
oscillator and the digital waveguide oscillator have only one multiplication to do. They 
might be good to developed. 
From the Chapter Three, many advanced digital oscillators have been designed based on 
the basic ones, especially the direct form and digital waveguide oscillator. Their hardware 
complexity can be seen in Table 3-1 which also shows some theoretical values of their 
performances. To prove the theoretical values, computer simulations under MATLAB is 
performed to simulate the listed structures. 
5.2.2 Sensitivity and roundoff error 
To compare the sensitivity and roundoff errors for different designs, computer 
simulations are performed. The bit number for the integer part is 2 and the bit for the 
fractional part is 14. According to the definition of sensitivity, different desired 
amplitudes are chosen to see the response of the structure. 
Tables below are obtained by MATLAB simulations and it proves the theoretical 
estimation. 
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Designs of 
Oscillator 
Direct-form 
oscillator 
Coupled-for 
m oscillator 
Desired 
amplitude 
Ad 
1 
0.1 
1 
0.1 
1 
0.1 
1 
0.1 
Ideal 
amplitude 
At 
1.00000 
0.099621 
1.00000 
0.10157 
1.00000000 
0.09962153 
1.00000000 
0.09962153 
Amplitude 
(simulation) 
As 
1.006290 
1.0327 
0.9993896 
0.145202 
0.95749 
0.917 
0.95634 
0.11144 
Ideal 
No of 
sample 
Nt 
201 
201 
402 
402 
201 
201 
402 
402 
No of 
sample 
Ng 
200.8 
197 
399 
418 
201 
201.1 
402 
402.16 
Ampli 
Deviat 
(At-As)/ 
At 
6.16E-3 
3.66E-2 
9.16E-4 
4.29E-1 
4.25E-2 
8.27E-2 
4.36E-2 
1.14E-1 
Table 5-1 Sensitivity comparison (part one) 
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Designs of 
Oscillator 
Multi-output 
oscillator 
Configuration 
A(xl) 
Desired 
amplitude 
Ad 
1 
0.1 
1 
0.1 
1 
0.1 
1 
0.1 
Ideal 
amplitude 
At 
1.00000000 
0.099755 
1.00000000 
0.099755 
0.9999427 
0.0999958 
0.999969 
0.0999938 
Amplitude 
(simulation) 
As 
1.000305 
0.10015 
0.999877 
0.10022 
1.000601 
0.1002201 
1.000868 
0.1005859 
Ideal 
No of 
sample 
Nt 
201 
201 
402 
402 
201 
201 
402 
402 
No of 
sample 
Ng 
201 
201 
402 
402 
201 
201 
402 
401 
Ampli 
Deviat 
(At-As)/ 
At 
3.05E-4 
1.83E-3 
1.22E-4 
2.44E-3 
4.24E-4 
4.08E-4 
1.13E-3 
5.92E-3 
Table 5-2 Sensitivity comparison (part two) 
Simulation results show that among the four designs of the oscillators, direct-form 
oscillator is more sensitive to the change of amplitude and frequency. With the decrease 
of the desired frequency, the shift of frequency is most serious. 
The coupled-form oscillator shows less frequency shift but it suffers from great amplitude 
deviation which is due to the separate realization of multiple coefficients. The 
quantization keeps on accumulating and results in amplitude deviation. 
The rest of the two oscillators perform well and it seems that the multiple-output 
oscillator performs slightly better on amplitude deviation. 
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The following tables show the roundoff comparisons of the above oscillator designs. 
Designs of 
Oscillator 
Direct-form 
oscillator 
Coupled-for 
m oscillator 
Desired 
amplitude 
Ad 
0.01 
0.01 
0.001 
0.001 
0.01 
0.01 
0.001 
0.001 
Ideal 
amplitude 
At 
0.009766817 
0.009766817 
0.00097656 
0.00097656 
0.01009766 
0.01009766 
0.00097656 
0.00097656 
Amplitude 
(simulation) 
As 
0.0097656 
0.002 
0.00981 
Ideal 
No of 
sample 
Nt 
201 
804 
201 
804 
201 
804 
201 
804 
No of 
sample 
Ng 
768 
201.5 
479.1 -
Ampli 
Deviat 
(At-As)/ 
At 
3.89E-3 
8E-1 
1.18E-2 
Table 5-3 Roundoff error comparison (part one) 
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Designs of 
Oscillator 
Multi-output 
oscillator 
Configuration« 
A(x3) 
Desired 
amplitude 
Ad 
0.01 
0.01 
0.001 
0.001 
0.01 
0.01 
0.001 
0.001 
Ideal 
amplitude 
At 
0.001000976 
0.001000976 
0.00097656 
0.00097656 
0.0099465 
0.0099968 
0.00099561 
0.00099968 
Amplitude 
(simulation) 
As 
0.00100708 
0.00100976 
0.00097656 
0.009948 
0.0100097 
0.00097656 
0.00097656 
Ideal 
No of 
sample 
Nt 
201 
804 
201 
804 
201 
804 
201 
804 
No of 
sample 
Ng 
200.67 
804 
201 
201 
804 
201.2 
792.67 
Ampli 
Deviat 
"(At-As)/ 
At 
6.09E-3 
0 
0 
1.5E-4 
3.2E-3 
1.9E-2 
7.57E-3 
Table 5-4 Roundoff error comparison (part two) 
In order to show the effect of roundoff error more clearly, we choose to use small desired 
amplitudes. Both the direct-form and coupled-form oscillator fail to work with the 
decrease of amplitude and increase of the frequency resolution which shows that they 
suffer greatly from the roundoff errors. 
When the amplitude comes to 0.001 and sample number comes to 804, only the 
Configuration A works, which shows lower roundoff error. We also notice that the 
amplitude deviation is zero for multiple-output oscillator which shows better performance. 
During the simulation, the waveform is not good when the amplitude comes to 0.001. 
For the frequency resolution comparison, we have the table 
78 
Designs of 
Oscillator 
Direct-form 
oscillator 
Coupled-for 
m oscillator 
Desired 
amplitude 
Ad 
Ideal 
amplitude 
At 
1.00000 
1.00000 
1.00000 
1.00000 
1.00000000 
1.00000000 
1.00000000 
1.00000000 
Amplitude 
(simulation) 
As 
1.0039 
2.0038 
0.9505 
0.95472 
0.95933 
0.9606 
Ideal 
No of 
sample 
Nt 
804 
1610.3 
3220.6 
6441.2 
804 
1610.3 
3220.6 
6441.2 
No of 
sample 
Ng 
768 
2052 
804 
1608 
3217 
6427 
Ampli 
Deviat 
(At-As)/ 
At 
3.89E-3 
1.0015 
4.94E-2 
4.53E-2 
4.36E-2 
3.92E-2 
Table 5-5 Frequency resolution comparison (part one) 
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Designs of 
Oscillator 
Multi-output 
oscillator 
4 
Configuration 
A(xl) 
Desired 
amplitude 
Ad 
* 
Ideal 
amplitude 
At 
1.00000000 
1.00000000 
1.00000000 
1.00000000 
0.9999743 
0.9999743 
0.9999743 
0.9999743 
Amplitude 
(simulation) 
As 
1.00085 
0.10011 
1.00061 
0.1000427 
1.005187 
0.1001220 
1.001953 
0.1001038 
Ideal 
No of 
sample 
Nt 
804 
1610.3 
3220.6 
6441.2 
804 
1610.3 
3220.6 
6441.2 
No of 
sample 
Ng 
804.3 
1608 
3216 
6430 
804.4 
1608 
3216 
6425 
Ampli 
Deviat 
(At-As)/ 
At 
8.55E-4 
1.1E-3 
6.1E-4 
4.27E-4 
5.19E-3 
1.25E-3 
1.98E-3 
1.06E-3 
Table 5-6 Frequency resolution comparison (part two) 
From the simulations result, the direct-form oscillator can only generate 804 samples per 
cycle. It will not work properly beyond this limit which shows a poor frequency 
resolution. 
The coupled-form oscillator performs quite well, but the problem is that it can not 
generate stable amplitude. Its amplitude values will keep on increasing or decreasing due 
to the accumulation of errors. All the amplitude values for it is the mean values. 
The rest two oscillators perform much better and there is no big difference between them. 
But we know that multiple-output oscillator generates uniform frequency spacing. So for 
high frequency resolution, multiple-output oscillator is the best to apply. 
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From all the analysis, we have two structures which perform well and have their special 
features. Now the question is how to combine their advantages together to form a better 
oscillator. 
5.3 Combined complex oscillator design 
In the Table 4-1, extra hardware is an important factor to consider for the complexity of 
the complex oscillator. So we need some structure which requires less multiplication. 
And according to the other factors like sensitivity and roundoff error, the combined 
complex oscillator is designed. 
Form the Table 4-1, we can see that the complex oscillator with digital integrator has 
only 2 multiplications and does not need extra circuit, and we can say that it is the 
simplest to apply. For the direct form, although the structure is very easy to implement, 
but the extra hardware is costly which has been mentioned previously. For the proposed 
combined structure, the number of the multiplication is the same with the multiple output 
direct form oscillator. So we need other parameter performance to decide which one is 
better. Computer simulations are run based on these structures and the results are like: 
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Figure 5-1 Waveforms of complex oscillators 
The THD values can be also found as: 
Oscillator Structure 
Coupled-form 
Structure 
Multi-output form 
Structure 
Proposed Structure 
Integrators Structure 
THD of Output 
Yc=2.233E-4 
Ys=1.7385E-4 
Yc=1.604E-4 
Ys=1.7296E-4 
Yc=8.929E-6 
Ys=2.85E-6 
Yc=3.67-4 
Ys=4.485E-4 
Table 5-7 THD values of complex oscillator 
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It can be seen that the combined proposed structure has the minimum value of the THD. 
It should also be mentioned integrators structure is also a competitive structure. 
5.4 Matlab Simulation and Results on Improved Simplified Structures 
In this section, Matlab simulation steps and results of the suggested method will be 
presented. The performances are compared to the oscillator structures that our structures 
are derived from. The THD will be the main measurement to evaluate the purity of the 
generated waveforms. 
In spite of the number of multiplications and the need of the extra circuit, for the 
specific comparison for Configuration A and the improved simplified structure, the 
number of bits to be shifted is also a consideration. Since the turning angle 9 is nearly 
zero or nearly 90° respectively. The smaller value seem appear when the angle is close to 
zero, so it means that more shifting bits is needed in order to keep the multiplication 
result in low error. 
5.4.1 Effect of the Initial value to the performance 
The improved simplified structures perform different when they choose different initial 
value. This happens to all the modified structures. Blow we use IS_A and IS_B to 
represent the improved simplified structure A and structure B. 
If we choose amplitude is equal to 1.2 and frequency equal to 24.868Hz. we will have 
different waveform with their initial phase. 
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Figure 5-3 Waveform with initial phase 
We found that even the THD is different for these two waveforms. The THD for the 
waveform in Figure 5-1 is 2.5821e-8, and the other is 2.5065e-7. This is probably due to 
the initial value affects the quantization errors. 
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5.4.2 Frequency resolution 
Both of the IS_A and IS_B structures have uniform frequency spacing. So it is normally 
that they have better frequency resolution than other structures. 
Oscillator 
Biquad 
Multi-output 
Configuration 
A 
IS_A 
IS_B 
Frequency 
resolution 
acos(l-2"b"') 
2 .w 
(cos(2-b)-l)2s 
2"b 
2"b 
N=2it/2_b, 
Bits need 
THD 
20 
5.1E-1 
10 
5.226E-3 
11 
3.155E-2 
11 
3.541E-3 
10 
8.21E-2 
N=0.5it/2"b, 
Bits need 
THD 
13 
9.97889E-1 
10 
3.14E-5 
11 
7E-5 
10 
2.0859E-5 
10 
3.86E-4 
N=2-3Jt/2"b, 
Bits need 
THD 
13 
5.044E-1 
11 
1.6318E-6 
11 
1.6657E-6 
11 
1.094E-6 
11 
1.675E-6 
N=2"4lt/2"b, 
Bits need 
THD 
14 
5.7E-1 
14 
1.291E-7 
14 
1.64E-7 
14 
1.904E-7 
14 
2.74E-7 
Table 5-8 Frequency resolution comparison 
Frequency resolution is compared by generating different frequency and measuring their 
harmonic distortion on the third line of the table, when we need 6433 samples per period, 
only multi-output and low amplitude structure can generate the wave by using only 7 
fractional bits. And the multi-output has lower harmonic distortion. 
With the increase of the frequency, the direct-form has almost no improvement on the 
harmonic distortion. The improved-simple structure performs best. 
Finally, we increase the length bits and multi-output performs better which indicate that 
this structure suffers from quantization error. 
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5.4.3 Comparison of roundoff error 
Roundoff error is finally compared to show that our structures inherent the low roundoff 
error property of the Configuration A. The tables are shown below. 
Oscillator 
structure 
Multi-
output 
structure 
Digital 
two-
Port 
structure 
Desired 
amplitude 
Ad 
1.8 
1.4 
0.1 
0.01 
0.001 
1.8 
1.4 
0.1 (max) 
0.01 
0.001 
Length of fractional bits 
equal to 12 
THD 
3.27E-7 
6.5347E-6 
7.592E-4 
— 
8.4189E-8 
4.91E-5 
5.062E-6 
9.9829E-5 
8.019E-3 
Devi 
2.71E-5 
6.975E-5 
3.418E-3 
.... 
— 
2.197E-3 
6.975E-5 
9.766E-4 
9.766E-4 
2.342E-2 
Length of fractional bits 
equal to 14 
THD 
6.268E-8 
5.63E-6 
3.09E-5 
— 
— 
4.2648E-7 
5.675E-6 
5.011E-7 
2.8368E-5 
6.33E-4 
Devi 
2.64e-4 
4.21E-4 
2.441E-4 
.... 
— 
1.085E-4 
1.74E-5 
3.662E-4 
9.766E-4 
2.344E-2 
Sample 
number 
12/14(bits) 
402/804 
6433/12867 
804/1608 
1610/3216 
1610/3216 
402/804 
6433/12867 
804/1608 
1610/3216 
1610/3216 
Table 5-9 Roundoff error analysis and comparison (part one) 
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Oscillator 
structure 
Improved 
Simple 
Structure 
A 
Improved 
Simple 
Structure 
B 
Desired 
amplitude 
Ad 
1.8 
1.4 
0.1 
0.01 
0.001 
1.8 
1.4 
0.1 
0.01 
0.001 
Length of fractional bits 
equal to 12 
THD 
3.897E-8 
1.763E-5 
6.663E-6 
— 
5.862E-7 
4.542E-4 
1.988E-6 
1.0629E-5 
8.093E-3 
Devi 
5.83E-4 
1.2E-3 
2.197E-3 
— 
— 
1.112E-3 
2.022E-3 
1.014E-3 
9.7656E-4 
2.344E-2 
Length of fractional 
bits equal to 14 
THD 
3.28E-7 
2.302E-7 
7.99E-7 
3.3267-2 
— 
1.07E-7 
1.368E-4 
4.325E-7 
7.955E-6 
6.41E-4 
Devi 
4.14E-4 
3.44E-4 
2.5E-3 
1E-1 
— 
7.52E-4 
2.589-3 
2.44E-4 
9.766E-4 
2.34E-2 
Sample 
number 
12/14(bits) 
402/804 
6433/12867 
804/1608 
1610/3216 
1610/3216 
402/804 
6433/12867 
804/1608 
1610/3216 
1610/3216 
Table 5-10 Roundoff error analysis and comparison (part two) 
Based on the above table, the performance of low amplitude structure is better than any 
other structure when desired amplitude is low. Although the performance of 
Configuration A is similar to it, the latter one has high value of shifting which limit its 
dynamic range. 
The improved simplified structure A also has good performance when amplitude is 
bigger than 1. However, the structure has its output from Xm which greatly limit its 
dynamic range. Possible solution is to add additional bits to represent Xm. 
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5.5 Hardware Efficient Digital Oscillator 
Since the improved simplified structures introduce large amount of errors by using the 
power of two shifting box to control the dynamic range, we here give another structure to 
reduce the error and keep all the advantages. 
In Section 4.2.4, the value of the shift box 5 is actually not necessary equal to the half of 
the wordlength value. By having the proper value to keep the input value in the range, the 
necessary value of s could be smaller than half of the wordlength. That means that 
giving up saving in a multiply, we can have better output value without any dynamic 
problem. One more thing to mention that instead of using the traditional error feedback 
circuit, we use the error transfer function in the form of z2 +1. The reason to do so is that 
the pole is near n/2. 
Here we use THD to represent the harmonic distortion of HE_A and HE_B. We use 
THDp to represent the hardware efficient structures that have s value smaller than the 
half of the wordlength. We also use THDE to show the value with applying the error 
feedback circuit in the structures with s = b/2, and use the THDWE to represent the 
values without the help of error feedback circuit. 
The bit number b is equal to 14 and N represents the number of samples in one period. 
The value beside m is to show that all of the values need to be multiplied by 10"5. All the 
amplitude value is equal to one. The table can be shown below: 
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Value 
"m" 
6 
7 
10 
16 
32 
50 
Struct 
ure 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
s 
9 
9 
9 
9 
8 
8 
8 
8 
7 
7 
6 
6 
N 
4289 
3676 
2573 
1608 
804 
514 
THDP 
10"5 
20.93 
5.9847 
20.93 
6.465 
3.63 
6.0411 
5.77 
3.99 
0.746 
1.536 
0.551 
4.22 
THDE 
IO-5 
5.77 
6.425 
4.54 
5.774 
0.746 
1.536 
0.651 
4.22 
THDWE 
10"5 
13.139 
50.63 
6.70 
5.7736 
0.7461 
1.536 
1.42 
4.22 
Table 5-11 Performance of hardware efficient structure 
From the table, we can see that HE_B does not work well when the required frequency is 
low. This is caused by the large initial values which can not be put the desired range. The 
value s shows that how many bits can be taken away from the multiplication. It is 
surprise to see that we can use such a short length multiplier to finish the calculation. And 
it should be mentioned that decrease of the word-length of the multiplier results in a 
reduction in the silicon area and consequently, in the power dissipation. According to 
[M.M.A1-Ibrahim2003], for example, a 8 by 8 bit multiplier requires 56 full adders using 
total a silicon area of 2.436 x IO4/um . A 16 by 16 multiplier will requires 240 full adders 
and a silicon area of 10.44 xlQ4 jum. Now it is clear that how our hardware efficient 
structures make the hardware application efficient and easy. 
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CHAPTER VI 
6. CONCLUSION AND FUTURE WORK 
The purpose of this research is to summarize and compare the digital oscillator designs 
and to propose some combined structures oscillator designs and its modified versions. 
Chapter I and II introduced the basic research background and the basic digital oscillators. 
For Chapter III, we discuss the algorithms for digital oscillator design and deduce many 
advanced digital oscillators based on the basic ones. For chapter IV, based on the 
comparison of the advanced oscillators, we choose two of them and suggest a combined 
complex oscillator structure which has the merits of both of original ones. Then, a digital 
oscillator which has the uniform frequency spacing is designed by combining and 
modifying two digital oscillator structures. Further simplification and modifications are 
done to solve the complexity and dynamic range problems. The simulation results shown 
in the Chapter V prove that the suggested structures perform better than the original two 
structures. 
Future work might be probably separate into three aspects. 
• First of all, research on the digital waveguide oscillator structures will be continued. 
The interesting thing about this structure is that both of its output has some forms of 
error feedback transfer function. If the effect of a specific output can be enlarged and 
the multiplier coefficient remains unchanged, the roundoff error can be further 
reduced. 
• Secondly, some of the oscillators have their rotation matrix be a combination of 
other two rotation matrix. This suggests us to find more basic rotation matrix for the 
digital oscillator to check the possibility of combining them together. 
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• Finally, error feedback circuit is very helpful for the reduction of roundoff errors in 
digital oscillator. In the future, some error feedback circuit with changeable error 
transfer function might be very helpful and effective to reduce the roundoff error in 
digital oscillator which generates signal waveform in a very wide frequency range. 
The application of the digital oscillator is mainly on FSK modulation or some 
applications in digital music instruments. The limit that restricts the development of 
recursive digital oscillator is that the accuracy is still not good enough. Most of the 
company and industry departments are still using old LUT oscillator since its easy 
hardware structure and high accuracy signal generations. 
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