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a b s t r a c t
In this paper, a cubic superconvergent finite volume element method based on optimal
stress points is presented for one-dimensional elliptic and parabolic equations. For elliptic
problem, it is proved that the method has optimal third order accuracy with respect to H1
norm and fourth order accuracy with respect to L2 norm. We also obtain that the scheme
has fourth order superconvergence for derivatives at optimal stress points. For parabolic
problem, the scheme is given and error estimate is obtainedwith respect to L2 norm. Finally,
numerical examples are provided to show the effectiveness of the method.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Finite volume element methods (FVEMs) [1–3], which are also called Petrov–Galerkin finite element methods, are the
special cases of generalized difference methods (GDMs) [3–6]. The methods discretize the integral form of conservation law
of differential equation by choosing linear or bilinear finite element space as trial space. They have the simplicity of finite
differencemethods and the accuracy of finite elementmethods and have beenwidely used in computational fluidmechanics
because they keep the conservation law ofmass or energy. In recent years, some literatures discussed finite volume element
methods from different points of view. Cai and Steve Mccormick [1] presented finite volume element method for diffusion
equations on composite grids and provided the error estimates which were relatively complicated. Afterwards, they gave
simple theoretical analysis for diffusion equations on general triangulations. However, it was constrained to special choosing
of control volumes. Li Qian and his colleagues [7,8] also had lots of contributions to the studies of finite volume element
methods.
The development of efficient higher order finite volume methods is important both in theories and for various applica-
tions. Plexousakis and Zouraris [9] derived a class of high order finite volume methods for solving one-dimensional elliptic
equations. Cai, Douglas and Park [10] constructed a high order finite volume elementmethod bymixed variational principle.
They presented a systematic way to derive high order finite volumemethod over rectangularmeshes. Yang [11] constructed
and analyzed a second order finite volume element scheme on general quadrilateral meshes for two-dimensional elliptic
problem. In [12], Yang, Liu and Chen further developed the second order finite volume scheme with affine quadratic bases
on three-dimensional right quadrangular prism grids for elliptic boundary problems. More work can be seen in References
[13–23]. Xu and Zou [17] developed an abstract framework to give a unified presentation of finite volume methods and a
unified study of the convergence theory of finite volume methods. Shu, Yu and Huang [20] presented a symmetric finite
volume element scheme on quadrilateral grids and Wang [21] presented an alternating direction finite volume element
method by perturbing the differential equations. By modifying trial function space, Wang [22,23] proposed some kinds of
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high order finite volume schemes for one-dimensional elliptic and parabolic differential equations. Also many alternative
finite volume schemes, e.g.WENO [24], ENO and FVswith embedded analytical functions [25] are constructed to obtain high
order schemes.
Essentially, both finite element and finite volume element aremethods based on interpolations. By approximation theory,
we know that the numerical derivatives have only rth order accuracy for rth order interpolating polynomials in general. But
this fact does not exclude the possibility of higher order accuracy of approximation for derivatives at some special points,
which are called optimal stress points. By now the superconvergence theory of finite elements has clarified the distribution
of the interpolation optimal stress points for some most in use finite elements [26,27]. For finite volume element methods,
Li, Chen and Wu [3] gave the analysis with H1 norm and L2 norm for linear, quadratic and cubic Hermite finite volume
elementmethods and discussed the superconvergence of linear and cubic element difference schemes.We know, for elliptic
problem, the key step of finite volume element method is to discretize the normal derivatives of unknown function along
the boundaries of control volumes. If the approximation order of these derivatives is higher, finite volume elementmethods
may get higher accuracy. Guo and Wang [28] presented a high accuracy finite volume element method based on quadratic
optimal stress points for two-point boundary value problem. In this paper, we will construct cubic superconvergent finite
volume element method based on cubic optimal stress points. Our studies are motivated by the importance to obtain
superconvergent finite volume element schemes, which can keep the local conversation, high order accuracy and get the
superconvergence for derivatives at optimal stress points.
LetΠhu be the interpolating function over interval [−h, h] associated with four equidistant nodes (−h, u(−h)), (−h/3,
u(−h/3)), (h/3, u(h/3)), (h, u(h)), then
Πhu = − (9ξ
2 − 1)(ξ − 1)
16
u(−h)+ 9(3ξ − 1)(ξ
2 − 1)
16
u
(
−h
3
)
− 9(3ξ + 1)(ξ
2 − 1)
16
u
(
h
3
)
+ (9ξ
2 − 1)(ξ + 1)
16
u(h),
where ξ = x/h. By Taylor’s expansion, we have
(Πhu)′(x0) = u′(x0)+ 154 (5h
2x0 − 9x30)u(4)(x0)−
1
1080
(h4 + 70h2x20 − 135x40)u(5)(x0)+ O(h5).
Hence, when x0 = ±
√
5h/3 or x0 = 0, (Πhu)′(x0) = u′(x0)+O(h4). Therefore, the points {±
√
5
3 , 0} are optimal stress points
of cubic Lagrange interpolation on the reference element [−1, 1] when the interpolating nodes are equally distributed.
The remainder of paper is organized as follows. In Section 2, elliptic problem is discussed and error estimate is given.
Superconvergence for derivatives is also included. In the following section, we extend the above ideas to one-dimensional
parabolic problem. Finally, in Section 4, numerical examples are provided to show the effectiveness and adaption of the
method.
Throughout this paper, we use C to denote a generic positive constant independent of discretization parameters.
2. Cubic superconvergent finite volume element method for one-dimensional elliptic equation
Consider the following one-dimensional elliptic equation with boundary values of mixed type on I = [a, b]
− d
dx
(
p(x)
du
dx
)
+ q(x)u(x) = f (x), x ∈ (a, b), (2.1a)
u(a) = 0, p(b)du(b)
dx
+ αu(b) = g, (2.1b)
where p, q, f are given functions on [a, b], and p ∈ C1[a, b], q, f ∈ C[a, b], p(x) ≥ p0 > 0, q(x) ≥ 0, α ≥ 0, g are
constants. First, give a partition Ih on I = [a, b] and the elements are [x3(i−1), x3i] (i = 1, 2, . . . , n). Then we divide each
element into three equal parts with step size hi and the nodes are x3i−3 < x3i−2 < x3i−1 < x3i. Denote by h = max1≤i≤n hi,
x3i−(3+√5)/2 = x3i− (3+
√
5)hi/2, x3i−3/2 = (x3i−2+ x3i−1)/2, x3i−(3−√5)/2 = x3i− (3−
√
5)hi/2. From Section 1, we know
that there are three optimal stress points of cubic interpolation on each element, which are x
3i− 3+
√
5
2
, x3i− 32 , x3i− 3−
√
5
2
. Let
I∗i =
[
x
3i− 3+
√
5
2
, x3i− 32
]
(i = 1, 2, . . . , n), I∗∗i =
[
x3i− 32 , x3i− 3−
√
5
2
]
(i = 1, 2, . . . , n), I∗∗∗i =
[
x
3i− 3−
√
5
2
, x
3(i+1)− 3+
√
5
2
]
(i =
1, 2, . . . , n − 1), I∗∗∗0 =
[
x0, x 3−√5
2
]
, I∗∗∗n =
[
x
3n− 3−
√
5
2
, x3n
]
, then
⋃
i(I
∗
i
⋃
I∗∗i
⋃
I∗∗∗i ) constructs the dual partition of Ih.
All I∗i , I
∗∗
i , I
∗∗∗
i are also called control volumes. Integrating Eq. (2.1a) on I
∗
i , I
∗∗
i , I
∗∗∗
i (i = 1, 2, . . . , n) and using integration
formula by parts, we get the conservative integral form of (2.1), finding u ∈ H1E (I) = {u, u ∈ H1(I), u(a) = 0}, such that
p
3i− 3+
√
5
2
u′
(
x
3i− 3+
√
5
2
)
− p3i− 32 u
′
(
x3i− 32
)
+
∫
I∗i
qu dx =
∫
I∗i
f dx, i = 1, 2, . . . , n,
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p3i− 32 u
′
(
x3i− 32
)
− p
3i− 3−
√
5
2
u′
(
x
3i− 3−
√
5
2
)
+
∫
I∗∗i
qu dx =
∫
I∗∗i
f dx, i = 1, 2, . . . , n,
p
3i− 3−
√
5
2
u′
(
x
3i− 3−
√
5
2
)
− p
3(i+1)− 3+
√
5
2
u′
(
x
3(i+1)− 3+
√
5
2
)
+
∫
I∗∗∗i
qu dx =
∫
I∗∗∗i
f dx, i = 1, 2, . . . , n− 1,
p
3n− 3−
√
5
2
u′
(
x
3n− 3−
√
5
2
)
+ αu(x3n)+
∫
I∗∗∗n
qu dx =
∫
I∗∗∗n
f dx+ g. (2.2)
Suppose that Uh ⊂ H1E is a finite element subspace over partition Ih, then, the approximate form of (2.1) reads, finding
uh ∈ Uh to satisfy (2.2), in which u is replaced by uh. In this paper, piecewise cubic Lagrange finite element space is chosen
for Uh and we can construct cubic superconvergent finite volume element scheme for Eq. (2.1).
Suppose that uh ∈ Uh is a piecewise cubic interpolating polynomial and denote by ui = uh(xi). Let ξ = 2(x−x3i− 32 )/(3hi),
then in element Ii = [x3i−3, x3i],
uh = 116 [−(9ξ
2 − 1)(ξ − 1)u3i−3 + 9(3ξ − 1)(ξ 2 − 1)u3i−2 − 9(3ξ + 1)(ξ 2 − 1)u3i−1
+ (ξ + 1)(9ξ 2 − 1)u3i]. (2.3)
A straightforward computation shows that
u′h
(
x
3i− 3+
√
5
2
)
= 1
hi
[
−7+ 3
√
5
12
u3i−3 + 3+
√
5
4
u3i−2 − 3−
√
5
4
u3i−1 + 7− 3
√
5
12
u3i
]
, (2.4a)
u′h
(
x3i− 32
)
= 1
hi
[
1
24
u3i−3 − 98u3i−2 +
9
8
u3i−1 − 124u3i
]
, (2.4b)
u′h
(
x
3i− 3−
√
5
2
)
= 1
hi
[
−7− 3
√
5
12
u3i−3 + 3−
√
5
4
u3i−2 − 3+
√
5
4
u3i−1 + 7+ 3
√
5
12
u3i
]
, (2.4c)
where i = 1, 2, . . . , n. The integral term about quh can be computed as follows. First we construct cubic interpolating
polynomial for qu, then integrate it, we have∫
I∗i
qu dx ≈ SI∗i (uh)
4= hi
[(
5
128
+
√
5
48
)
(qu)3i−3 +
(
65
128
+ 11
√
5
48
)
(qu)3i−2
+
(
− 65
128
+ 11
√
5
48
)
(qu)3i−1 +
(
− 5
128
+
√
5
48
)
(qu)3i
]
, i = 1, 2, . . . , n, (2.5a)
∫
I∗∗i
qu dx ≈ SI∗∗i (uh)
4= hi
[(
− 5
128
+
√
5
48
)
(qu)3i−3 +
(
− 65
128
+ 11
√
5
48
)
(qu)3i−2
+
(
65
128
+ 11
√
5
48
)
(qu)3i−1 +
(
5
128
+
√
5
48
)
(qu)3i
]
, i = 1, 2, . . . , n, (2.5b)
∫
I∗∗∗i
qu dx ≈ SI∗∗∗i (uh)
4= S(1)I∗∗∗i (uh)+ S
(2)
I∗∗∗i
(uh), where
S(1)I∗∗∗i
(uh) = hi
[(
1
16
−
√
5
48
)
(qu)3i−3 +
(
7
16
− 11
√
5
48
)
(qu)3i−2 +
(
11
16
− 11
√
5
48
)
(qu)3i−1
+
(
5
16
−
√
5
48
)
(qu)3i
]
, i = 1, 2, . . . , n, (2.5c)
S(2)I∗∗∗i
(uh) = hi+1
[(
5
16
−
√
5
48
)
(qu)3i +
(
11
16
− 11
√
5
48
)
(qu)3i+1 +
(
7
16
− 11
√
5
48
)
(qu)3i+2
+
(
1
16
−
√
5
48
)
(qu)3i+3
]
, i = 1, 2, . . . , n− 1. (2.5d)
Substituting (2.4) and (2.5) into (2.2), we obtain the cubic superconvergent finite volume element scheme for solving
(2.1), which are heptagonal linear algebraic equations with respect to ui (1 ≤ i ≤ 3n) and can be solved by Gaussian
elimination with partial pivoting of band equations.
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In the following we derive error estimates. First, define Πhu by the piecewise cubic interpolating projection of u onto
the trial space Uh. Next, denote ψ3i−2(x), ψ3i−1(x), ψ3i(x) by characteristic functions over control volumes I∗i , I
∗∗
i , I
∗∗∗
i ,
respectively. For ∀wh ∈ Uh, let
Π∗hwh =
n∑
i=1
(w3i−2ψ3i−2 + w3i−1ψ3i−1 + w3iψ3i), (2.6)
a(u,Π∗hwh) =
n∑
i=1
[w3i−2a(u, ψ3i−2)+ w3i−1a(u, ψ3i−1)+ w3ia(u, ψ3i)], (2.7)
(f ,Π∗hwh) =
n∑
i=1
[w3i−2(f , ψ3i−2)+ w3i−1(f , ψ3i−1)+ w3i(f , ψ3i)], (2.8)
where
a(u, ψ3i−2) = p3i− 3+√52 u
′
(
x
3i− 3+
√
5
2
)
− p3i− 32 u
′
(
x3i− 32
)
+
∫
I∗i
qu dx,
a(u, ψ3i−1) = p3i− 32 u
′
(
x3i− 32
)
− p
3i− 3−
√
5
2
u′
(
x
3i− 3−
√
5
2
)
+
∫
I∗∗i
qu dx,
a(u, ψ3i) = p3i− 3−√52 u
′
(
x
3i− 3−
√
5
2
)
− p
3(i+1)− 3+
√
5
2
u′
(
x
3(i+1)− 3+
√
5
2
)
+
∫
I∗∗∗i
qu dx,
a(u, ψ3n) = p3n− 3−√52 u
′
(
x
3n− 3−
√
5
2
)
+ αu3n, (f , ψ3i−2) =
∫
I∗i
f dx,
(f , ψ3i−1) =
∫
I∗∗i
f dx, (f , ψ3i) =
∫
I∗∗∗i
f dx and (f , ψ3n) =
∫
I∗∗∗n
f dx+ g,
then the integral form (2.2) can be rewritten as
a(u,Π∗hwh) = (f ,Π∗hwh), ∀wh ∈ Uh, (2.9)
and the cubic finite volume element scheme reads, finding uh ∈ Uh, such that
a(uh,Π∗hwh) = (f ,Π∗hwh), ∀wh ∈ Uh. (2.10)
Denote ‖ · ‖ and | · | by continuous norm and continuous seminorm of order s in Sobolev space, respectively. Also define
discrete L2 norm and discrete H1 seminorm in space Uh respectively by
‖uh‖20,h =
3
8
n∑
i=1
hi
(
u23i−3 + 3u23i−2 + 3u23i−1 + u23i
)
, ∀uh ∈ Uh, (2.11)
|uh|21,h =
n∑
i=1
1
hi
[
(u3i−2 − u3i−3)2 + (u3i−1 − u3i−2)2 + (u3i − u3i−1)2
]
, ∀uh ∈ Uh. (2.12)
Lemma 1. For any uh ∈ Uh, | · |1,h is equivalent to | · |1 and ‖ · ‖0,h is equivalent to ‖ · ‖0, that is, the following inequalities hold
|uh|1,h ≤ |uh|1 ≤ 9
√
10
20
|uh|1,h, (2.13)
0.59‖uh‖0,h ≤ ‖uh‖0 ≤ 1.16‖uh‖0,h. (2.14)
Proof. By (2.3)
|uh|21 =
n∑
i=1
∫ x3i
x3i−3
[u′h(x)]2dx =
n∑
i=1
3hi
2
∫ 1
−1
[u′h(ξ)]2dξ =
3
2
n∑
i=1
hiδTi A1δi,
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where
δi =
[
(u3i−2 − u3i−3)/hi
(u3i−1 − u3i−2)/hi
(u3i − u3i−1)/hi
]
, A1 = GT1A0G1,
G1 =

9
8
−9
4
9
8
−3
4
0
3
4
− 1
24
13
12
− 1
24
 , A0 =
∫ 1
−1
ξ 4 ξ 3 ξ 2ξ 3 ξ 2 ξ
ξ 2 ξ 1
 dξ =

2
5
0
2
3
0
2
3
0
2
3
0 2
 .
The matrix A1 is positive definite since A0 is positive definite and G1 is nonsingular, so there exists an orthogonal matrix P
satisfies
PTA1P = Λ,
whereΛ = diag(λ1, λ2, λ3) and λ1 = 2720 , λ2 = 34 , λ3 = 23 are the eigenvalues of matrix A1. Therefore, we have
λ3δ
T
i δi ≤ δTi A1δi ≤ λ1δTi δi ⇔ |uh|1,h ≤ |uh|1 ≤
9
√
10
20
|uh|1,h.
Analogously, we can prove (2.14). This completes the proof of Lemma 1. 
Lemma 2. a(uh,Π∗h uh) is positive definite for sufficiently small h, that is, there exists a positive constant σ such that
a(uh,Π∗h uh) ≥ σ |uh|21, ∀uh ∈ Uh. (2.15)
Proof. By (2.7)
a(uh,Π∗h uh)
4= a˜(uh,Π∗h uh)+ a(uh,Π∗h uh), (2.16)
where
a(uh,Π∗h uh) =
n∑
i=1
[
u3i−2
∫
I∗i
quhdx+ u3i−1
∫
I∗∗i
quhdx+ u3i
∫
I∗∗∗i
quhdx
]
. (2.17)
First we show that a˜(uh,Π∗h uh) is positive definite. Using summation formula by parts and the Cauchy inequality, we have
by (2.4) that
a˜(uh,Π∗h uh) = a(uh,Π∗h uh)− a(uh,Π∗h uh)
=
n∑
i=1
p
3i− 3+
√
5
2
u′h
(
x
3i− 3+
√
5
2
)
(u3i−2 − u3i−3)+
n∑
i=1
p3i− 32 u
′
h
(
x3i− 32
)
(u3i−1 − u3i−2)
+
n∑
i=1
p
3i− 3−
√
5
2
u′h
(
x
3i− 3−
√
5
2
)
(u3i − u3i−1)+ αu23n
=
n∑
i=1
1
hi
{
p
3i− 3+
√
5
2
[
7+ 3√5
12
(u3i−2 − u3i−3)− 16 (u3i−1 − u3i−2)+
7− 3√5
12
(u3i − u3i−1)
]
(u3i−2 − u3i−3)
+ p3i− 32
[
− 1
24
(u3i−2 − u3i−3)+ 1312 (u3i−1 − u3i−2)−
1
24
(u3i − u3i−1)
]
(u3i−1 − u3i−2)
+ p
3i− 3−
√
5
2
[
7− 3√5
12
(u3i−2 − u3i−3)− 16 (u3i−1 − u3i−2)+
7+ 3√5
12
(u3i − u3i−1)
]
(u3i − u3i−1)+ αu23n
}
≥
n∑
i=1
1
hi
p
3i− 3+
√
5
2
18√5+ 13
48
− 1
12
p
3i− 3+
√
5
2
p3i− 32
− 7− 3
√
5
24
p
3i− 3+
√
5
2
p
3i− 3−
√
5
2
 (u3i−2 − u3i−3)2
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+ p3i− 32
11
12
− 1
48
p3i− 32
p
3i− 3+
√
5
2
− 1
48
p3i− 32
p
3i− 3−
√
5
2
 (u3i−1 − u3i−2)2
+ p
3i− 3−
√
5
2
18√5+ 13
48
− 1
12
p
3i− 3−
√
5
2
p3i− 32
− 7− 3
√
5
24
p
3i− 3−
√
5
2
p
3i− 3+
√
5
2
 (u3i − u3i−1)2
 .
From the fact that p(x) is continuous on [a, b], we know that
p
3i− 3+
√
5
2
p
3i− 32
,
p
3i− 3+
√
5
2
p
3i− 3−
√
5
2
,
p
3i− 32
p
3i− 3+
√
5
2
,
p
3i− 32
p
3i− 3−
√
5
2
,
p
3i− 3−
√
5
2
p
3i− 32
,
p
3i− 3−
√
5
2
p
3i− 3+
√
5
2
→ 1
when h→ 0. Hence, a˜(uh,Π∗h uh) is positive definite, namely, there exists a positive constant α0, such that
a˜(uh,Π∗h uh) ≥ α0|uh|21. (2.18)
Next, we deal with a(uh,Π∗h uh). Denote by
ah(uh,Π∗h uh) =
n∑
i=1
[√
5
2
hi
(
q3i−2u23i−2 + q3i−1u23i−1
)+ 3−√5
2
(hi + hi+1)q3iu23i
]
,
where hn+1 = 0, then
|a(uh,Π∗h uh)− ah(uh,Π∗h uh)|
=
n∑
i=1
u3i−2
∫
I∗i
(quh − q3i−2u3i−2)dx+
n∑
i=1
u3i−1
∫
I∗∗i
(quh − q3i−1u3i−1)dx
+
n−1∑
i=1
u3i
[∫
I∗∗∗i ∩Ii
(quh − q3iu3i)dx+
∫
I∗∗∗i ∩Ii+1
(quh − q3iu3i)dx
]
+ u3n
∫
I∗∗∗n
(quh − q3nu3n)dx
=
n∑
i=1
[
u3i−3
∫
I∗∗∗i−1∩Ii
(quh − q3i−3u3i−3)dx+ u3i−2
∫
I∗i
(quh − q3i−2u3i−2)dx
+ u3i−1
∫
I∗∗i
(quh − q3i−1u3i−1)dx+ u3i
∫
I∗∗∗i ∩Ii
(quh − q3iu3i)dx
]
≤
 n∑
i=1
(∫
I∗∗∗i−1∩Ii
(quh − q3i−3u3i−3)dx
)2
+ 1
3
(∫
I∗i
(quh − q3i−2u3i−2)dx
)2
+
(∫
I∗∗∗i ∩Ii
(quh − q3iu3i)dx
)2
+ 1
3
(∫
I∗∗i
(quh − q3i−1u3i−1)dx
)2 1
hi

1/2 {
n∑
i=1
(
u23i−3 + 3u23i−2 + 3u23i−1 + u23i
)
hi
}1/2
4= T0‖uh‖0,h. (2.19)
By the Cauchy inequality,
|quh − q3i−2u3i−2|2 =
∣∣∣∣∣
∫ x
x3i−2
(quh)′dx
∣∣∣∣∣
2
≤
√
5− 1
2
hi
∫ x
3i− 32
x
3i− 3+
√
5
2
[(quh)′]2dx, x ∈ I∗i ,
[∫
I∗i
(quh − q3i−2u3i−2)dx
]2
≤
√
5
2
hi
∫ x
3i− 32
x
3i− 3+
√
5
2
(quh − q3i−2u3i−2)2 dx
≤ 5(
√
5− 1)
8
h3i
∫ x
3i− 32
x
3i− 3+
√
5
2
[(quh)′]2dx.
The similar estimate can be obtained for x ∈ I∗∗i . For x ∈
[
x
3i− 3−
√
5
2
, x3i
]
,
(quh − q3iu3i)2 =
(∫ x
x3i
(quh)′dx
)2
≤ 3−
√
5
2
hi
∫ x3i
x
3i− 3−
√
5
2
[(quh)′]2dx,
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so [∫
I∗∗∗i ∩Ii
(quh − q3iu3i)dx
]2
≤ (3−
√
5)3
8
h3i
∫ x3i
x
3i− 3−
√
5
2
[(quh)′]2dx.
Analogously,[∫
I∗∗∗i−1∩Ii
(quh − q3i−3u3i−3)dx
]2
≤ (3−
√
5)3
8
h3i
∫ x
3i− 3+
√
5
2
x3i−3
[(quh)′]2dx.
Adding the above equalities, we obtain
T0 ≤ Ch|quh|1. (2.20)
Further assume that q ∈ C1(I), noticing that the equivalence of the seminorm | · |1 and the norm ‖ · ‖1 in H1E , we have
|quh|1 ≤ ‖q′uh‖0 + ‖qu′h‖0 ≤ C‖uh‖1. (2.21)
Combining (2.19)–(2.21) leads to
|a(uh,Π∗h uh)− ah(uh,Π∗h uh)| ≤ Ch|uh|21. (2.22)
This together with (2.16)–(2.18) implies Lemma 2. 
Lemma 3. (1) When u ∈ H1E (I)
⋂
H5(I), we have∣∣∣∣u′(x3i− 3+√52 )− (Πhu)′(x3i− 3+√52 )
∣∣∣∣ ≤ Ch 72 |u|5,[x3i−3,x3i]. (2.23)∣∣∣u′(x3i− 32 )− (Πhu)′(x3i− 32 )∣∣∣ ≤ Ch 72 |u|5,[x3i−3,x3i]. (2.24)∣∣∣∣u′(x3i− 3−√52 )− (Πhu)′(x3i− 3−√52 )
∣∣∣∣ ≤ Ch 72 |u|5,[x3i−3,x3i]. (2.25)
(2) If u ∈ H1E (I)
⋂
H4(I) only, then∣∣∣∣u′(x3i− 3+√52 )− (Πhu)′(x3i− 3+√52 )
∣∣∣∣ ≤ Ch 52 |u|4,[x3i−3,x3i]. (2.26)∣∣∣u′(x3i− 32 )− (Πhu)′(x3i− 32 )∣∣∣ ≤ Ch 52 |u|4,[x3i−3,x3i]. (2.27)∣∣∣∣u′(x3i− 3−√52 )− (Πhu)′(x3i− 3−√52 )
∣∣∣∣ ≤ Ch 52 |u|4,[x3i−3,x3i]. (2.28)
Proof. In element [x3i−3, x3i], let ξ = 2
(
x− x3i− 32
)
/(3hi), then
(Πhu)′
(
x
3i− 3+
√
5
2
)
− u′
(
x
3i− 3+
√
5
2
)
= 1
hi
[
−7+ 3
√
5
12
u3i−3 + 3+
√
5
4
u3i−2 − 3−
√
5
4
u3i−1
+ 7− 3
√
5
12
u3i − 23
du
dξ
(
−
√
5
3
)]
4= 1
hi
E(u).
As a linear functional of u, E(u) satisfies |E(u)| ≤ C‖u‖1,∞,[−1,1].
When u ∈ H1E (I)
⋂
H5(I), becauseH5 ↪→ C1, hence, |E(u)| ≤ C‖u‖5,[−1,1]. A straightforward calculation shows E(u) ≡ 0
for u = 1, ξ , ξ 2, ξ 3, ξ 4. According to Bramble–Hilbert Lemma [29], |E(u)| ≤ C |u|5,[−1,1]. By an integral transformation, we
have |u|5,[−1,1] = ( 32hi)9/2|u|5,[x3i−3,x3i], thus∣∣∣∣u′(x3i− 3+√52 )− (Πhu)′(x3i− 3+√52 )
∣∣∣∣ ≤ Ch 72 |u|5,[x3i−3,x3i].
We can prove (2.24) and (2.25) similarly.
If u ∈ H1E (I)
⋂
H4(I) only, the corresponding conclusions can be proved analogously. 
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Theorem 1. Suppose that uh ∈ Uh is the solution of (2.10) andΠhu is the piecewise cubic interpolating projection of u onto Uh,
then
(1) when u ∈ H1E (I)
⋂
H5(I), we have
|uh −Πhu|1 ≤ Ch4|u|5. (2.29)
(2) If u ∈ H1E (I)
⋂
H4(I) only, then
|uh −Πhu|1 ≤ Ch3|u|4. (2.30)
Proof. Noticing that
a(u,Π∗hwh) = (f ,Π∗hwh), a(uh,Π∗hwh) = (f ,Π∗hwh), ∀wh ∈ Uh,
we have
a(u− uh,Π∗hwh) = 0, ∀wh ∈ Uh. (2.31)
Using (2.15) and (2.31) we find that
|uh −Πhu|21 ≤
1
σ
a(uh −Πhu,Π∗h (uh −Πhu)) =
1
σ
a(u−Πhu,Π∗h (uh −Πhu)),
this gives
|uh −Πhu|1 ≤ 1
σ
sup
wh∈Uh
a(u−Πhu,Π∗hwh)
|wh|1 . (2.32)
Notice that
a(u−Πhu,Π∗hwh) =
n∑
i=1
[w3i−2a(u−Πhu, ψ3i−2)+ w3i−1a(u−Πhu, ψ3i−1)+ w3ia(u−Πhu, ψ3i)]
=
n∑
i=1
[
p
3i− 3+
√
5
2
(u−Πhu)′
(
x
3i− 3+
√
5
2
)
(w3i−2 − w3i−3)+ p3i− 32 (u−Πhu)
′
(
x3i− 32
)
(w3i−1 − w3i−2)
+ p
3i− 3−
√
5
2
(u−Πhu)′
(
x
3i− 3−
√
5
2
)
(w3i − w3i−1)
]
+
n∑
i=1
[
w3i−2
∫
I∗i
q(u−Πhu)dx
+w3i−1
∫
I∗∗i
q(u−Πhu)dx+ w3i
∫
I∗∗∗i ∩Ii
q(u−Πhu)dx+ w3i−3
∫
I∗∗∗i−1∩Ii
q(u−Πhu)dx
]
≤ pmax
{
n∑
i=1
[(
(u−Πhu)′
(
x
3i− 3+
√
5
2
))2
+
(
(u−Πhu)′
(
x3i− 32
))2 + ((u−Πhu)′ (x3i− 3−√52
))2]
hi
}1/2
×
{
n∑
i=1
[
(w3i−2 − w3i−3)2 + (w3i−1 − w3i−2)2 + (w3i − w3i−1)2
] 1
hi
}1/2
+ 2
√
6
3
qmax
 n∑
i=1
1
hi
(∫
I∗∗∗i−1∩Ii
|u−Πhu|dx
)2
+ 1
3
(∫
I∗i
|u−Πhu|dx
)2
+ 1
3
(∫
I∗∗i
|u−Πhu|dx
)2
+
(∫
I∗∗∗i ∩Ii
|u−Πhu|dx
)2
1/2 {
3
8
n∑
i=1
(w23i−3 + 3w23i−2 + 3w23i−1 + w23i)hi
}1/2
4= (I)+ (II).
By Lemma 3, when u ∈ H1E (I)
⋂
H5(I),
(I) ≤ Ch4|u|5|wh|1.
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On the other hand,
(II) ≤ C
{
n∑
i=1
[∫
I∗∗∗i−1∩Ii
|u−Πhu|2dx+ 13
∫
I∗i
|u−Πhu|2dx+ 13
∫
I∗∗i
|u−Πhu|2dx+
∫
I∗∗∗i ∩Ii
|u−Πhu|2dx
]}1/2
×‖wh‖1 ≤ C‖u−Πhu‖0|wh|1 ≤ Ch4|u|4|wh|1.
Combining the estimates of (I) and (II), together with (2.32), we can prove that when u ∈ H1E (I)
⋂
H5(I), |uh − Πhu|1 ≤
Ch4|u|5. If u ∈ H1E (I)
⋂
H4(I) only, we can prove that |uh −Πhu|1 ≤ Ch3|u|4. 
Theorem 1 combining with the interpolation estimate [3] |u−Πhu|1 ≤ Ch3|u|4 immediately implies the next theorem.
Theorem 2. Suppose that u ∈ H1E (I) ∩ H4(I) and uh ∈ Uh are the solutions of the problem (2.1) and the cubic superconvergent
finite volume element scheme (2.10), respectively. Then the following H1 seminorm estimate holds
|u− uh|1 ≤ Ch3|u|4. (2.33)
Theorem 3. Suppose that u ∈ H1E (I) ∩ H5(I) and uh ∈ Uh are the solutions of the problem (2.1) and the cubic superconvergent
finite volume element scheme (2.10), respectively. Then the following L2 norm estimate holds
‖u− uh‖0 ≤ Ch4‖u‖5. (2.34)
Proof. Noticing that (Πhu− uh)(a) = 0, we know that the norm ‖Πhu− uh‖1 is equivalent to the seminorm |Πhu− uh|1.
By the interpolation estimate and Theorem 1, we have
‖u− uh‖0 ≤ ‖u−Πhu‖0 + ‖Πhu− uh‖0 ≤ ‖u−Πhu‖0 + C |Πhu− uh|1
≤ Ch4|u|4 + Ch4|u|5 ≤ Ch4‖u‖5. 
In the following, we consider the superconvergence of numerical gradients at optimal stress points. Because the inverse
property of finite element space will be used, here we assume that the mesh is quasi-uniform.
Theorem 4. Under the conditions of Theorem 3, we have{
1
3n
n∑
i=1
[(
(u− uh)′(x3i− 3+√52 )
)2
+
(
(u− uh)′(x3i− 32 )
)2 + ((u− uh)′(x3i− 3−√52 )
)2]}1/2
≤ Ch4|u|5. (2.35)
Proof. Let
L1 =
{
1
3n
n∑
i=1
[(
(u−Πhu)′(x3i− 3+√52 )
)2
+
(
(u−Πhu)′(x3i− 32 )
)2 + ((u−Πhu)′(x3i− 3−√52 )
)2]} 12
.
Because of the quasi-uniform of the grid, we suppose that 1/n = O(h). This together with Lemma 3 implies when
u ∈ H1E (I) ∩ H5(I),
L21 ≤
1
3n
n∑
i=1
3C2h7|u|25,[x3i−3,x3i] ≤ Ch8|u|25 ⇒ L1 ≤ Ch4|u|5. (2.36)
Further let
L2 =
{
1
3n
n∑
i=1
[(
(Πhu− uh)′(x3i− 3+√52 )
)2
+
(
(Πhu− uh)′(x3i− 32 )
)2 + ((Πhu− uh)′(x3i− 3−√52 )
)2]} 12
,
by inverse estimate inequality [29], we have |(Πhu − uh)′(x3i− 3+√52 )| ≤ Ch
−1/2|Πhu − uh|1,[x3i−3,x3i]. Similar results can be
obtained at another two optimal stress points. So, with the estimate (2.29) in Theorem 1 and the assumption of 1/n = O(h),
the following estimate holds
L22 ≤
1
n
Ch−1
n∑
i=1
|Πhu− uh|21,[x3i−3,x3i] ≤
1
n
Ch−1|Πhu− uh|21 ≤ Ch8|u|25 ⇒ L2 ≤ Ch4|u|5. (2.37)
Combining (2.36) and (2.37) we can obtain Theorem 4. 
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3. Cubic superconvergent finite volume element method for parabolic equations
In this section, we further extend the results in the last section to one-dimensional parabolic equations. Consider the
initial-boundary value problem on I = [a, b]
∂u
∂t
− ∂
∂x
(
p(x)
∂u
∂x
)
= f (x, t), x ∈ (a, b), t ∈ (0, T ], (3.1a)
u(a, t) = 0, p(b) ∂u(b, t)
∂x
+ αu(b, t) = g(t), (3.1b)
u(x, 0) = u0(x), (3.1c)
where p(x), f (x, t) is smooth enough, and p(x) ≥ pmin > 0, α ≥ 0.
Denote1t by temporal step and set tk = k1t . The partition in x-direction is analogous to that in the last section. Again set
uki = u(xi, tk), x3(n+1)−(3+√5)/2 = x3n, hn+1 = 0. Integrating (3.1a) over [tk−1, tk] × I∗i , [tk−1, tk] × I∗∗i , [tk−1, tk] × I∗∗∗i (i =
1, 2, . . . , n), respectively, we obtain
∫
I∗i
(uk − uk−1)dx−
∫ tk
tk−1
p3i− 32 ∂u
(
x3i− 32 , t
)
∂x
− p
3i− 3+
√
5
2
∂u
(
x
3i− 3+
√
5
2
, t
)
∂x
 dt = ∫ tk
tk−1
∫
I∗i
f dxdt,
∫
I∗∗i
(uk − uk−1)dx−
∫ tk
tk−1
p3i− 3−√52
∂u
(
x
3i− 3−
√
5
2
, t
)
∂x
− p3i− 32
∂u
(
x3i− 32 , t
)
∂x
 dt = ∫ tk
tk−1
∫
I∗∗i
f dxdt,
∫
I∗∗∗i
(uk − uk−1)dx−
∫ tk
tk−1
p3(i+1)− 3+√52
∂u
(
x
3(i+1)− 3+
√
5
2
, t
)
∂x
− p
3i− 3−
√
5
2
∂u
(
x
3i− 3−
√
5
2
, t
)
∂x
 dt
=
∫ tk
tk−1
∫
I∗∗∗i
f dxdt, i = 1, 2, . . . , n. (3.2)
Applying the discretizing ideas of the last section and denoting by
∫
I∗i
ukdx ≈ hi
[(
5
128
+
√
5
48
)
uk3i−3 +
(
65
128
+ 11
√
5
48
)
uk3i−2 +
(
− 65
128
+ 11
√
5
48
)
uk3i−1
+
(
− 5
128
+
√
5
48
)
uk3i
]
4= S(uh)k3i−2, i = 1, 2, . . . , n, (3.3a)
∫
I∗∗i
ukdx ≈ hi
[(
− 5
128
+
√
5
48
)
uk3i−3 +
(
− 65
128
+ 11
√
5
48
)
uk3i−2 +
(
65
128
+ 11
√
5
48
)
uk3i−1
+
(
5
128
+
√
5
48
)
uk3i
]
4= S(uh)k3i−1, i = 1, 2, . . . , n, (3.3b)
∫
I∗∗∗i
ukdx ≈ hi
[(
1
16
−
√
5
48
)
uk3i−3 +
(
7
16
− 11
√
5
48
)
uk3i−2 +
(
11
16
− 11
√
5
48
)
uk3i−1 +
(
5
16
−
√
5
48
)
uk3i
]
+ hi+1
[(
5
16
−
√
5
48
)
uk3i +
(
11
16
− 11
√
5
48
)
uk3i+1 +
(
7
16
− 11
√
5
48
)
uk3i+2
+
(
1
16
−
√
5
48
)
uk3i+3
]
4= S(uh)k3i, i = 1, 2, . . . , n. (3.3c)
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Again denoting by
∆Guk3i−2 = p3i− 32 (u
k
h)
′(x3i− 32 )− p3i− 3+√52 (u
k
h)
′
(
x
3i− 3+
√
5
2
)
,
∆Guk3i−1 = p3i− 3−√52 (u
k
h)
′(x
3i− 3−
√
5
2
)− p3i− 32 (u
k
h)
′(x3i− 32 ),
∆Guk3i = p3(i+1)− 3+√52 (u
k
h)
′(x
3(i+1)− 3+
√
5
2
)− p
3i− 3−
√
5
2
(ukh)
′
(
x
3i− 3−
√
5
2
)
,
(3.4)
then the cubic superconvergent finite volume element scheme for solving (3.1) reads
S(uh)k3i−2 − S(uh)k−13i−2 −
1t
2
(∆Guk3i−2 +∆Guk−13i−2) =
∫ tk
tk−1
∫
I∗i
f (x, t)dxdt,
S(uh)k3i−1 − S(uh)k−13i−1 −
1t
2
(∆Guk3i−1 +∆Guk−13i−1) =
∫ tk
tk−1
∫
I∗∗i
f (x, t)dxdt,
S(uh)k3i − S(uh)k−13i −
1t
2
(∆Guk3i +∆Guk−13i ) =
∫ tk
tk−1
∫
I∗∗∗i
f (x, t)dxdt, i = 1, 2, . . . , n. (3.5)
For theoretical analysis, we find that the conservative integral form of (3.1) reads, finding u = u(·, t) ∈ H2(I)(0 ≤ t ≤ T ),
such that(
∂u
∂t
,Π∗hwh
)
+ a(u,Π∗hwh) = (f ,Π∗hwh), ∀wh ∈ Uh, t > 0, (3.6a)
u(x, 0) = u0(x), x ∈ (a, b). (3.6b)
where a(u,Π∗hwh), (
∂u
∂t ,Π
∗
hwh) and (f ,Π
∗
hwh) are defined analogously to (2.7) and (2.8) respectively. The fully-discrete
Crank–Nicolson cubic superconvergent finite volume element scheme (3.5) for solving (3.1) is equivalent to that, finding
ukh ∈ Uh (k = 1, 2, . . .), such that
(∂tukh,Π
∗
hwh)+ a
(
ukh + uk−1h
2
,Π∗hwh
)
=
(
f (tk)+ f (tk−1)
2
,Π∗hwh
)
, k = 1, 2, . . . , (3.7a)
u0h = u0,h, (3.7b)
where ∂tukh = (ukh − uk−1h )/1t and u0,h is an approximation of u0 on Uh. A commonly used method is to choose u0,h as an
interpolation projection of u0 on Uh. Another way is to replace (3.7b) by
(uh(x, 0),Π∗hwh) = (u0,Π∗hwh), ∀wh ∈ Uh. (3.7b′)
Let us introduce an elliptic operator Ph : H2(I)⋂H1E (I)→ Uh defined by
a(Phu,Π∗hwh) = a(u,Π∗hwh), ∀wh ∈ Uh. (3.8)
FromSection 2, for any u ∈ H2(I)⋂H1E (I), Phu is uniquely defined by (3.8).We call Phu the elliptic projection of u. In addition,
the following lemma holds from Section 2.
Lemma 4. Let Phu be the elliptic projection of u defined by (3.8), then
|u− Phu|1 ≤ Ch3|u|4, ‖u− Phu‖0 ≤ Ch4‖u‖5, (3.9a){
1
3n
n∑
i=1
[(
(u− Phu)′(x3i− 3+√52 )
)2
+
(
(u− Phu)′(x3i− 32 )
)2 + ((u− Phu)′(x3i− 3−√52 )
)2]}1/2
≤ Ch4|u|5. (3.9b)
Lemma 5. For ∀uh, wh ∈ Uh, the following inequality holds
|(uh,Π∗hwh)− (uh, wh)| ≤
0.0133068
σ
h2‖u‖20,h + σ |w|21,h,
where σ is the same constant as that in Lemma 2 and (uh, wh) =
∫ b
a uhwhdx.
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Proof. A straightforward calculation leads to
(uh,Π∗hwh)− (uh, wh) =
n∑
i=1
{[
w3i−2
∫
I∗i
uhdx+ w3i−1
∫
I∗∗i
uhdx+ w3i
∫
I∗∗∗i
uhdx
]
−
∫
Ii
uhwhdx
}
=
n∑
i=1
hiδTi Aρi,
where δi = (w3i − w3i−1, w3i−1 − w3i−2, w3i−2 − w3i−3)T, ρi = (u3i,
√
3u3i−1,
√
3u3i−2, u3i−3)T,
A =

47
560
−
√
5
48
143
280 − 11
√
5
48√
3
281
560 − 11
√
5
48√
3
1
35
−
√
5
48
− 241
4480
−207
√
3
4480
207
√
3
4480
241
4480
− 1
35
+
√
5
48
− 281560 + 11
√
5
48√
3
− 143280 + 11
√
5
48√
3
− 47
560
+
√
5
48
 .
By Singular Value Decomposition, we have A = UΣV T, where U and V are orthogonal matrices and
Σ =
(0.141281 0. 0. 0.
0. 0.0415706 0. 0.
0. 0. 0.0206065 0.
)
.
Let ηi = UTδi, ζi = V Tρi, then
|(uh,Π∗hwh)− (uh, wh)| ≤ 0.141281
n∑
i=1
hi
(
ηTi ηi
) 1
2
(
ζ Ti ζi
) 1
2 = 0.141281
n∑
i=1
hi
(
δTi δi
) 1
2
(
ρTi ρi
) 1
2 .
By the Cauchy inequality, we have
|(uh,Π∗hwh)− (uh, wh)| ≤ 0.23071h|w|1,h‖u‖0,h ≤
0.0133068
σ
h2‖u‖20,h + σ |w|21,h. 
Lemma 6. Suppose that uh ∈ Uh, then
‖Π∗h uh‖0 ≤ 2.9214‖uh‖0.
Proof. By (2.6) and (2.14), we have
‖Π∗h uh‖20 =
n∑
i=1
hi
(
3−√5
2
u23i−3 +
√
5
2
u23i−2 +
√
5
2
u23i−1 +
3−√5
2
u23i
)
≤ 4
3
(3−√5)‖uh‖20,h ≤ 2.9214‖uh‖20. 
Theorem 5. Let u and ukh be the solutions to the parabolic problem (3.1) and the fully-discrete Crank–Nicolson cubic
superconvergent finite volume element scheme (3.7), respectively. Then
‖u(tk)− ukh‖0 ≤ ‖u0 − u0,h‖0 + C
{
h4
[
‖u0‖5 +
∫ tk
0
‖ut‖5dt
]
+1t2
∫ tk
0
‖uttt‖0dt
}
, k = 1, 2, . . . .
Proof. Set
u(tk)− ukh = ρk + ek, (3.10)
where ρk = u(tk)− Phu(tk), ek = Phu(tk)− ukh. By Lemma 4, we have
‖ρk‖0 ≤ Ch4‖u(tk)‖5 ≤ Ch4
[
‖u0‖5 +
∫ tk
0
‖ut‖5dt
]
. (3.11)
Now we deal with ek. Let t = tk, t = tk−1 respectively in (3.6a) and adding the results,(
1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)
,Π∗hwh
)
+ a
(
u(tk)+ u(tk−1)
2
,Π∗hwh
)
=
(
f (tk)+ f (tk−1)
2
,Π∗hwh
)
. (3.12)
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Subtracting (3.7a) from (3.12), we have(
1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)
− ∂tukh,Π∗hwh
)
+ a
(
1
2
(
u(tk)− ukh + u(tk−1)− uk−1h
)
,Π∗hwh
)
= 0.
Applying (3.10),
1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)
− ∂tukh =
1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)
− ∂tu(tk)+ ∂tρk + ∂tek.
Combining (3.12) and (2.31), we have the following error equation
(∂tek,Π∗hwh)+ a
(
ek + ek−1
2
,Π∗hwh
)
=
(
−1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)
+ ∂tu(tk)− ∂tρk,Π∗hwh
)
. (3.13)
Define rk = rk1 + rk2 , where
rk1 = −∂tρk = −
1
1t
∫ tk
tk−1
∂ρ
∂t
dt,
rk2 = ∂tu(tk)−
1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)
= 1
1t
∫ tk
tk−1
[
∂u
∂t
− 1
2
(
∂u
∂t
(tk)+ ∂u
∂t
(tk−1)
)]
dt.
By Lemma 4 we know that
‖rk1‖0 ≤
1
1t
∫ tk
tk−1
∥∥∥∥∂ρ∂t
∥∥∥∥
0
dt ≤ C 1
1t
h4
∫ tk
tk−1
∥∥∥∥∂u∂t
∥∥∥∥
5
dt, ‖rk2‖0 ≤ C1t
∫ tk
tk−1
‖uttt‖0dt.
Thus,
m∑
j=1
‖r j1‖0 ≤ C
1
1t
h4
∫ tm
0
∥∥∥∥∂u∂t
∥∥∥∥
5
dt,
m∑
j=1
‖r j2‖0 ≤ C1t
∫ tm
0
‖uttt‖0dt. (3.14)
Takingwh = (ek + ek−1)/2 in (3.13) and noticing that a(·) is positive definite, we get(
∂tek,Π∗h
ek + ek−1
2
)
+ σ
∣∣∣∣ek + ek−12
∣∣∣∣2
1,h
≤
(
rk,Π∗h
ek + ek−1
2
)
. (3.15)
Denote by T =
(
ek−ek−1
1t ,Π
∗
h
ek+ek−1
2
)
, then
T =
(
ek − ek−1
1t
,
ek + ek−1
2
)
+
(
ek − ek−1
1t
,Π∗h
ek + ek−1
2
)
−
(
ek − ek−1
1t
,
ek + ek−1
2
)
4= T1 + T2, (3.16)
where
T1 =
(
ek − ek−1
1t
,
ek + ek−1
2
)
, T2 =
(
ek − ek−1
1t
,Π∗h
ek + ek−1
2
)
−
(
ek − ek−1
1t
,
ek + ek−1
2
)
. (3.17)
By Lemma 5,
T2 ≤ 0.0133068
σ
h2
∥∥∥∥ek − ek−11t
∥∥∥∥2
0,h
+ σ
∣∣∣∣ek + ek−12
∣∣∣∣2
1,h
. (3.18)
On the other hand,
T1 = 23
(
ek − ek−1
1t
,
ek + ek−1
2
)
+ 1
3
(
ek − ek−1
1t
,
ek + ek−1
2
)
(3.19a)
4= T11 + T22, (3.19b)
where
T22 = 13
(
ek − ek−1
1t
,
ek + ek−1
2
)
= 1t
6
∥∥∥∥ek − ek−11t
∥∥∥∥2
0,h
+ 1
3
(
ek − ek−1
1t
, ek−1
)
. (3.20)
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Table 1
Numerical results with different step sizes.
n EL2U s EH1U s EL2DU s
10 1.1186× 10−6 1.0216× 10−5 2.2126× 10−6
20 6.3737× 10−8 4.1334 6.3968× 10−7 3.9973 1.3853× 10−7 3.9975
40 3.8802× 10−9 4.0379 3.9999× 10−8 3.9993 8.6620× 10−9 3.9994
80 2.4092× 10−10 4.0095 2.5002× 10−9 3.9998 5.4138× 10−10 4.0000
In addition,
1
3
(
ek − ek−1
1t
, ek−1
)
= − 1
61t
(ek − ek−1, ek − ek−1)+ 1
61t
[(ek, ek)− (ek−1, ek−1)]
≤ 1
61t
[(ek, ek)− (ek−1, ek−1)]. (3.21)
Assuming that1t = O(h2) (Remark: if p(x) ≡ 1, only1t ≥ 0.1h2 is needed) and applying (3.15)–(3.21), we have
1
61t
[(ek, ek)− (ek−1, ek−1)] ≤
(
rk,Π∗h
ek + ek−1
2
)
. (3.22)
Combining (3.22) and Lemma 6, further we have
1
61t
(‖ek‖20 − ‖ek−1‖20) ≤ C‖rk‖0(‖ek‖0 + ‖ek−1‖0).
Hence
‖ek‖0 ≤ C1t‖rk‖0 + ‖ek−1‖0.
Summing up the above inequality for k from 1 tom, we have
‖em‖0 ≤ ‖e0‖0 + C1t
m∑
j=1
‖r j‖0. (3.23)
Also note that
‖e0‖0 ≤ ‖Phu0 − u0‖0 + ‖u0 − u0,h‖0 ≤ Ch4‖u0‖0 + ‖u0 − u0,h‖0. (3.24)
This together with (3.14) and (3.23) gives
‖em‖0 ≤ ‖u0 − u0,h‖0 + C
{
h4
[
‖u0‖5 +
∫ tm
0
‖ut‖5dt
]
+1t2
∫ tm
0
‖uttt‖0dt
}
. (3.25)
Now Theorem 5 follows from (3.11) and (3.25). 
4. Numerical examples
In this section, three examples are provided to verify the effectiveness and adaptivity of the above schemes.
Example 1. In (2.1), let a = −pi/2, b = pi/2, p = exp(−x), q = exp(−x), f = 2 sin x − cos x, α = exp(−pi/2), g =
2, u(a) = − exp(−pi/2). Then the accurate solution is determined by u = exp(x) sin x. The example is computed by cubic
superconvergent finite volume element scheme (2.10) with n = 10, 20, 40, 80, respectively. The discrete L2 norm (EL2U),
discrete H1 norm (EH1U) of the unknown function and the average L
2 error of derivatives (EL2DU , defined by Theorem 4)
are shown in Table 1. The convergence order s is defined by s = log[Error(h2)/Error(h1)]/ log(h2/h1), where Error(h) is
maximum absolute error with step size h. The corresponding orders are also included in Table 1, which shows nearly the
fourth order accuracy of EL2U , EH1U and EL2DU .
The maximal absolute errors and convergence orders of all nodes and non-nodes (such as midpoints of elements x3i−3/2)
are shown in Table 2, fromwhich we know that the orders are nearly 4, but obviously the results are more accurate at nodes
than those at other points.
The maximal errors and convergence orders of derivative at optimal stress points (OSPs) and other points (such as x3i−1)
are listed in Table 3, fromwhichwe can see that the results at OSPs aremuchmore accurate than that at other points and the
convergence order of derivative at OSPs is nearly 4 but only nearly 3 at other points. The fact verifies the superconvergence
for numerical derivatives at OSPs.
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Table 2
Maximal errors and convergence orders of u at nodes and a non-node (x3i−3/2).
n Nodes s Non-node (x3i−3/2) s
10 2.0153× 10−6 4.7102× 10−5
20 1.2552× 10−7 4.0051 3.2258× 10−6 3.8681
40 7.8378× 10−9 4.0013 2.1061× 10−7 3.9371
80 4.8988× 10−10 4.0000 1.3446× 10−8 3.9693
Table 3
Maximal errors and convergence orders of derivative at OSPs and other points (x3i−1).
n OSPs s x3i−1 s
10 3.7703× 10−6 1.5810× 10−3
20 2.3556× 10−7 4.0005 2.1379× 10−4 2.8866
40 1.4551× 10−8 4.0169 2.7746× 10−5 2.9459
80 9.0393× 10−10 4.0087 3.5323× 10−6 2.9736
Fig. 1. Numerical results of Example 2 (left: numerical solutions; right: convergence orders).
Example 2. In (2.1), let p = 1, q = 0, f (x) = sin x + δ(x − 0.3pi), a = 0, b = pi, u(a) = 0, g = −1.3, α = e− pi2 , then
the accurate solution of (2.1) is u(x) = sin x + 0.7x, x ≤ 0.3pi ; u(x) = sin x − 0.3x + 0.3pi , x > 0.3pi . We compute it
with the scheme (2.10), the solution curve when n = 10 is shown in Fig. 1(left), and convergence orders with respect to
the maximal norm, discrete H1 norm and L2 norm are also illustrated in Fig. 1(right). The slope of the line is convergence
order. In Fig. 1(right), the slopes are nearly 4, which show fourth order accuracy of (2.10) for solving problems with singular
source.
Example 3. In (3.1), let a = 0, b = pi, p = 1, f = cos(x+ t)− sin(x+ t), u(a, t) = cos t, α = 1, g = sin t − cos t, u0(x) =
cos x, then the accurate solution of (3.1) is determined by u = cos(x + t). Assume that the space step size is h and take
1t = h2, the example is computed by scheme (3.5). When n = 31, the numerical results are shown in Fig. 2.
The left one of Fig. 2 shows the numerical results of u with respect to x when t = 1.0270 (real line) and t = 11.4113
(dashed line), and the right one illustrates the numerical results of u with respect to t at x = 1.0472, x = 2.0944 and
x = 3.1416 respectively, from which we can see the maximum errors of uwith respect to x and t are both O(10−8) and the
errors at right end point of interval x = 3.1416 are relatively small.
Fig. 3 shows the convergence orders when T = 1.0270 with n = 31. The left one is of u at nodes and non-nodes (such as
midpoints of elements) with respect to the maximal norm, in which both orders are nearly 4. The right one is of derivative
at OSPs and other points (such as x3i−1), in which the order of OSPs is nearly 4 but only nearly 3 at other points, which shows
the superconvergence for numerical derivatives at OSPs.
5. Conclusions
In this paper, we construct a kind of cubic superconvergent finite volume method for one-dimensional elliptic and
parabolic equations by restricting the three optimal stress points of cubic interpolation with equidistant nodes as the
vertexes of control volumes. The method has the following good properties.
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Fig. 2. Numerical results (left: with respect to x; right: with respect to t).
Fig. 3. Convergence orders of u and its derivatives.
• The method has optimal H1 norm error estimate O(h3);
• The method has optimal L2 norm error estimate O(h4);
• The numerical gradients of the method have O(h4) superconvergence order at optimal stress points.
In practical computation, we can employ interpolation to recover the function values or derivatives at arbitrary points in
the interval.
The method can be easily extended to multidimensional elliptic and parabolic equations by using tensor product
interpolation bases. In the near future, we will focus on the extension of the above ideas to two-dimensional problems
combining with alternating direction implicit (ADI) or Locally One-dimensional (LOD) techniques.
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