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Abstract
One of the key factors of enabling machine learning models to comprehend and
solve real-world tasks is to leverage multimodal data. Unfortunately, annota-
tion of multimodal data is challenging and expensive. Recently, self-supervised
multimodal methods that combine vision and language were proposed to learn
multimodal representations without annotation. However, these methods often
choose to ignore the presence of high levels of noise and thus yield sub-optimal
results. In this work, we show that the problem of noise estimation for multimodal
data can be reduced to a multimodal density estimation task. Using multimodal
density estimation, we propose a noise estimation building block for multimodal
representation learning that is based strictly on the inherent correlation between
different modalities. We demonstrate how our noise estimation can be broadly
integrated and achieves comparable results to state-of-the-art performance on five
different benchmark datasets for two challenging multimodal tasks: Video Question
Answering and Text-To-Video Retrieval. Furthermore, we provide a theoretical
probabilistic error bound substantiating our empirical results and analyze failure
cases.
1 Introduction
Multimodal learning is a well established methodology for tackling complex and challenging artificial
intelligence tasks such as Visual Question Answering [3, 20, 12, 99, 10] and Text-to-Video Retrieval
[36, 47, 101, 42, 70]. The motivation for gleaning information from multiple correlated data sources
comes from how we as humans perceive the world and learn from experience. Using the correlation
between speech and vision, a person is able to recognize objects by their names while learning the
visual characteristics. Additionally, concepts can be learned separately and a combination can be
comprehended automatically, e.g., ‘running’ and ‘beach’ vs. ‘running on the beach’.
Manual annotation of large-scale datasets and specifically multimodal datasets is challenging and
expensive. This difficulty results in a shortage which limits the progress of supervised machine
learning and has become the key development bottleneck. Recently, to combat costs and effort of
annotation, self-supervised machine learning [102, 50, 56, 46, 94, 32, 88, 87, 72] presents new ways
to better utilize the abundant unlabeled data on the web. However, most self-supervised systems aim
to learn from a single data modality, which limits their applicability.
In contrast to the above, [44, 43, 2, 48, 76, 75] recently showed that unlabeled instructional videos
could be used as training data for a self-supervised multimodal learning system due to the high
correlation between the spoken word and the ongoing visuals. Unfortunately, such systems are forced
to deal with high noise levels and thus yield sub-optimal results as we show in this paper.
In this paper, we propose a novel noise robust multimodal representation learning building block
for self-supervised learning. We utilize the inherent correlation between different modalities for
efficient multimodal learning in the presence of extreme levels of noise. Specifically, we show that
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noise estimation can be reduced to a density estimation problem. We define a multimodal similarity
function and show that based on this function, noise is correlated with sparsity and vice versa.
Ultimately, we integrate our proposed building block into an embedding model and learn superior
joint video-text representations that achieve comparable state-of-the-art performance on five datasets:
MSRVTT [100], LSMDC [63], MSVD [8], MSRVTT-QA [99] and MSVD-QA [99]; for two different
tasks: Video Question Answering and Text to Video Retrieval. Additionally, we provide a theoretical
probabilistic error bound substantiating our empirical results and analyze failure cases.
Contributions. The key contributions of this paper are four fold:
1. We show that the problem of noise estimation for multimodal data can be efficiently reduced to a
multimodal density estimation task.
2. We propose a novel building block for noise-robust multimodal representation learning and
demonstrate its integration into the max margin ranking loss function.
3. We demonstrate comparable state-of-the-art performance on five datasets for two different chal-
lenging multimodal tasks by utilizing our approach for self-supervised multimodal learning with
the HowTo100M dataset [44].
4. We substantiate our empirical results with a theoretical analysis of the proposed method that
includes a probabilistic error bound.
2 Related Work
Self-Supervised Learning. Self-supervised learning methods strive to learn informative data rep-
resentations by defining and solving a pretext task. In these tasks, pseudo labels can be generated
automatically and compact data representations must be learned in order to solve these tasks. Many
pretext tasks were proposed in recent years: colorizing grayscale images [102], image jigsaw puzzle
[50], image inpainting [56], video frame order verification [46, 94], video frame order recognition
[32], video colorization [88], video future prediction [87, 72], audio-visual correspondence [30, 4],
speech-visual correspondence [44, 43, 2, 48, 76, 75], etc. For an extended review on self-supervised
learning in the visual domain see [23]. In this work, we focus on speech-visual correspondence in
unlabeled instructional videos, where speech is converted to text using an automatic speech recog-
nition system. Speech-visual correspondence is considered a difficult pretext task due to extremely
noisy pseudo labels, yet it can be a highly advantageous task since it provides semantic information
of visual features in the form of natural text. Such valuable information can be utilized to solve many
challenging multimodal downstream tasks as we show in Section 6.
Multimodal Representation Learning. The word modality refers to a particular form of sensory
perception, such as the visual and auditory modalities. A machine learning task or dataset is said to be
multimodal when it includes a number of modalities. Multimodal representation learning frameworks
can be divided into three types: (a) joint representation which aims to learn a shared semantic
subspace [64, 71, 26, 3, 49, 52, 97]; (b) an encoder-decoder framework which aims to translate from
one modality into another and keep their semantics consistent [40, 86, 62, 85, 60, 53, 51]; and (c)
coordinated representation which aims to learn separated yet coordinated representations for each
modality under some constraints [95, 96, 11, 28, 69, 54, 22, 6, 91, 84, 79]. For an extended review
on multimodal machine learning see [5]. In this work, we focus on coordinated representations that
enforce similarity among them. Our goal is to enforce the multimodal representations of similar
‘concepts’ to be close to each other. E.g., a video of a man running on the beach should be close in
representation to the textual representation of ‘a man running on the beach’ as opposed to ‘a man
cooking in the kitchen’. The multimodal representation described above is highly valuable for solving
multimodal machine learning tasks. If a machine learning model learns to link between the visuals
and text of specific concepts it should be able, for example, to answer natural language questions
about visual content, or do cross-modal retrieval more easily (Section 5.2).
Density Estimation. The aim of density estimation is to estimate the probability density function
underlying the data, which is assumed to be i.i.d. Existing density estimation algorithms can be
divided into two categories: (a) parametric or semi-parametric approaches such as Gaussian Mixture
models [58, 1, 16, 41, 92] and probabilistic graphical models [25, 29, 89]; and (b) non-parametric
approaches such as histograms [66], Splines [73, 9], neural network-based density estimation [39,
31, 80–82, 55] and Kernel Density Estimation [67, 68, 37, 78]. For an extended review on density
estimation for high-dimensional data see [93]. In this work, we utilize multimodal k-Nearest Neighbor
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(a) Multimodal data visualization. Each initial monomodal embedding
space contains somewhat dense clusters of ‘concepts’, where a ‘concept’
could be a specific object or action (e.g., ‘cutting’, ‘knife’, ‘check’, ‘tire’,
‘oven’, etc.). It is likely that correctly associated (Definition 1) pairs form
dense clusters in both modalities that contain pairs that are also associated
with each other and of the same ‘concept’ (GREEN, z1 - z6, z9 - z11).
In contrast, a wrongly associated (Definition 1) pair may still belong
to dense clusters in both modalities but those clusters are not likely to
contain pairs that are associated with each other (RED, z7 and z8). Best
viewed in color
(b) Multimodal space defined by
(1). Each point above ({zi}11i=1) rep-
resents a single pair from the left sub-
figure. The distance between points
that is visualized is computed based
on (1). Given Assumption 1, in the
multimodal space above, correctly
associated pairs are correlated with
high density and vice-versa. Best
viewed in color
Figure 1: Noise estimation using multimodal density estimation
density estimation, which is a special case of Kernel Density Estimation. With it, we form a novel
noise-robust multimodal representation learning model.
Learning with Noisy Data. Learning with noisy data can be divided into two approaches: (a)
formulating explicit or implicit noise models to characterize the distribution of noisy and true labels
using neural networks [14, 21, 33, 61, 57, 74], graphical models [98, 35], etc. and (b) using correction
methods. E.g., relabeling the data during training [59], jointly optimizing the model’s parameters
and estimating true labels [77], using noise-tolerant loss function [13, 83] or noise tolerant training
algorithms [34]. However, these methods often require a small set of data with clean labels to be
available. In this work, we propose a true label estimation method that does not require availability of
clean labels. We base our estimation on the correlation between modalities alone.
3 Method
3.1 Motivation
In multimodal data, a sample is said to be noisy when two or more modalities do not share the same
semantic meaning. For example, a video-text pair that is associated with each other, yet the text is
not related to the ongoing visuals. Existing multimodal embedding models are susceptible to such
noisy data, i.e., the model is likely to adjust itself to the noise in the data and thus yield sub-optimal
results. This scenario is very common in the case of self-supervised multimodal learning and even
when learning from unlabeled instructional videos. Although in these instructional videos there is
some correlation between caption (speech transcription) and vision, unfortunately often a person is
talking about something that is not present visually. For example, in the HowTo100M dataset [44],
the authors manually inspected 400 randomly sampled clip-caption pairs and found that in about half
there was not a single object or action mentioned in the caption that was also visually present in the
video clip. To deal with noise, we suggest to utilize the inherent correlation between the different
modalities that is based on the Definition and Assumption below. See Fig. 1 for a visualization and a
detailed explanation.
Definition 1. A correctly (wrongly) associated pair is a clip-caption pair (v, c) that share (do not
share) the same semantic meaning or concept, i.e., the caption c describes (does not describe) the
ongoing visuals v.
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Assumption 1 (Mixture Model). The distributions of the videos and captions can be represented
using a mixture model of T components in the corresponding modality. Denoting by a, b ∈ {1, . . . , T},
respectively, the concept to which the video v and the caption c belong, we can write v|a ∼ pv(v|a)
and c|b ∼ pc(c|b).
If Assumption 1 holds, then correctly associated pairs form dense clusters in both modalities that
contain pairs that are also associated with each other (see Fig. 1a). Thus, by defining a multimodal
similarity function (i.e., a similarity measure between pairs), we can formulate the task of finding
correctly associated pairs simply as a multimodal density estimation task. In this formulation, pairs
in dense areas will be more likely to be correctly associated, while pairs in sparse areas will be more
likely to be wrongly associated (see Fig. 1b).
3.2 Notation and Problem Formulation
Let {(vi, ci) ∈ Rdv × Rdc}Mi=1 denote the set of clip-caption pairs, where for each i, the video clip
vi is associated with the caption sentence ci, and M denotes the size of the dataset. Let pi ∈ {0, 1}
denote a binary indicator for whether the pair (vi, ci) is correctly associated (pi = 1) or wrongly
associated (pi = 0). Let fv : Rdv → Rd and fc : Rdc → Rd denote the embedding functions of the
videos and the captions, respectively, into a common representation space. The task of noise robust
multimodal representation learning aims to map all of the data modalities to a single embedding
space such that for all vi that is correctly associated with ci, fv(vi) ≈ fc(ci) in the sense of some
similarity function.
3.3 Noise Estimation Using Multimodal Density Estimation
For the ease of notation, we will denote the pair as zi = (vi, ci). Let us define a similarity function
between pairs, S : Rdv+dc × Rdv+dc → R.
S(zi, zj) , min
{
s(vi, vj)− µ¯v
σ¯v
,
s(ci, cj)− µ¯c
σ¯c
}
, (1)
where s can be, for example, the cosine similarity function s(x, y) = x
ᵀy
‖x‖‖y‖ ; µ¯v, µ¯c and σ¯v, σ¯c
are the sample means and standard deviations of each modality, i.e., the similarity values of each
modality are normalized before taking the minimum. Using (1), a pair zi is close to zj only if vi is
close to vj and ci is close to cj as well.
We denote by pˆi the estimated probability of zi being correctly associated, and compute it using its
local k-NN density estimation normalized such that pˆi ∈ [0, 1]:
pˆi ,
S¯i −min(S¯)
max(S¯)−min(S¯) , where, S¯i =
1
K
K∑
k=1
S(zi, zik), i ∈ [M ], (2)
zik is the k-th nearest neighbor of zi and S is the multimodal similarity function defined in (1).
3.4 Soft Max Margin Ranking Loss
Integrating our noise estimation component from above into a max margin ranking loss function
[90, 65] is straightforward. We weight each pair zi with its estimated probability pˆi of being correctly
associated. We call it Soft Max Margin Ranking:
Lsoft−rank =
∑
i∈P
(
pˆi
∑
j∈Ni
max{0, sij − sii + δ}+ max{0, sji − sii + δ}
)
, (3)
where, P is the set of noisy associated (positive) pairs, Ni is the set of negative pairs for clip-caption
pair (vi, ci), pˆi is defined in (2), sij is the similarity score between the embedding of the clip-caption
pair (fv(vi), fc(cj)), and δ is the margin. The first term in the equation above is for matching a video
with a negative caption and the second term is for matching a caption with a negative video.
4 Theoretical Analysis
In this section we present a theoretical probabilistic error upper bound of our noise estimation
approach, given the data is distributed under a Gaussian Mixture model.
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Figure 2: Numerical simulations of our probabilistic error upper bound. From left to right:
sweep over K, η,M and T . We mark with a red dashed vertical line where K = MT · (1− η) holds.
4.1 Probabilistic Error Upper Bound
Theorem 1. Let Z = (X,Y ) ∈ R × R be a random pair of scalars satisfying Assumption 1 for
a Gaussian mixture of T > 1 equi-probable concepts. Denoting by (A,B) ∈ {1, . . . , T}2 the
concepts to which the pair Z belongs, X|A = a ∼ N (µa, σ2a) and Y |B = b ∼ N (µ′b, σ
′2
b ). We
further assume that each component of the mixture is 6σ-separated, i.e., |µi − µj | > 6σmax and
|µ′i − µ′j | > 6σ′max for every i 6= j, where σmax , maxt{σt} and σ′max , maxt{σ′t}.
Let Pr(A = a 6= B = b) = ηT (T−1) and Pr(A = B = a) = 1−ηT for every a, b ∈ {1, . . . , T}.
The binary indicator P denoting whether the pair (X,Y ) is correctly associated consequently has
Pr(P = 1) = Pr(A = B) = 1− η, where η is the noise ratio of the dataset.
Let {zi = (xi, yi)}Mi=1 be a finite sample of pairs drawn independently from the described model,
and let S¯i = 1K
∑K
k=1 S(zi, zik) be the average similarity between zi and its K nearest neighbors
as defined in (2), with S(zi, zj) , s(xi,xj)+s(yi,yj)2 , and s(x, x′) , −|x− x′|. Then, the following
bounds hold for every τ and t > 0,
P (S¯i ≥ τ | pi = 0) ≤
MS¯i | pi=0(t)
etτ
, P (S¯i ≤ τ | pi = 1) ≤
MS¯i | pi=1(−t)
e−tτ
, (4)
where,MS¯i | pi(t) is the moment generating function of S¯i | pi defined in Appendix A, Eq. (6).
The proof is provided in Appendix A. It is important to remark that for the simplicity of analysis
we assumed the pairs to be formed of scalars. While, from the first glance, this assumption might
severely limit the possible configurations of the concepts in each of the modalities, in our analysis
we made no assumptions whatsoever on the way the concepts are collocated in space, except the
6σ-separation that can hold in any number of dimensions. The validity of the presented analysis in
the multidimensional case is corroborated by the toy dataset example in Appendix B.
4.2 Numerical Simulations and Analysis
In this section, we present numerical simulations of the probabilistic error bounds in (4). Our goal is
to gain insight into: (a) why the method works; (b) the effect of the design choice (K) and dataset
properties (η,M, T ) on the performance of the model; and (c) analyze possible failure cases. More
specifically, we: (a) set τ = τ∗ such that P (S¯i ≥ τ∗ | pi = 0) = P (S¯i ≤ τ∗ | pi = 1), i.e.,
τ∗ =
√
MS¯i | pi=0(t) · MS¯i | pi=1(−t); (b) sweep a single parameter at a time, while the rest are
fixed; and (c) optimize for t over [1, 100].
Discussion. In Fig. 2a we study the effect of K. As expected, increasing K decreases the error
bound initially and from a certain value (, K0), the error bound increases. Not surprisingly,
K0 ≈ MT · (1−η), which is the average number of correctly associated pairs per concept. Throughout
Figures 2a, 2b, 2c, 2d we see the error bound is influenced greatly by this equality, i.e., whenK > K0,
the model performs well and when K ≤ K0, it starts to fail. Specifically, in Fig. 2c we show that
the error bound goes to zero as the size of the dataset (M ) increases (another point of view is that
K0 is increased). For this reason we mark the point where KT = M(1− η) by a red dashed line in
Fig. 2. It is clear that for real-world data, concepts are usually not equi-probable and thus assigning a
global value for K is sub-optimal. However, this finding allows us to better understand such failure
cases and thus choose a reasonable K value. An additional instance where the method fails, gives us
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insight into why usually the method succeeds. The method will fail for a small number of concepts
(T ) regardless of K0, because for a small number of concepts there is a higher chance that two or
more wrongly associated pairs belong to the same pair of concepts in both modalities. Fortunately, in
real-world data T is almost always large, and additionally as T increases, this problem is alleviated
by a factor of O(T 2) (see Appendix A, Eq. (8)). A simulation of this case is presented in Appendix
D.
5 Experimental Settings
5.1 Implementation Details
Model. For a fair comparison to the baseline model HTM [44], we use the same class of non-linear
embedding functions: f(v) = (W v1 v + b
v
1) ◦ σ(W v2 (W v1 v + bv1) + bv2), g(c) = (W c1c + bc1) ◦
σ(W c2 (W
c
1c+ b
c
1) + b
c
2), where W
v
1 ∈ Rd×dv , W c1 ∈ Rd×dc , W v2 ,W c2 ∈ Rd×d, bv1, bv2, bc1, bc2 ∈ Rd
are the learnable parameters, σ is an element-wise sigmoid activation and ◦ is the element-wise
multiplication. We use dv = 4096, dc = 300, and d = 6144.
Training dataset. We train our model using the HowTo100M [44] narrated video dataset. It consists
of more than 1.2M videos accompanied with automatically generated speech transcription. Similarly
to [44], we use the provided transcription to create pairs of clip-caption defined by each caption time
stamp, where each video clip shorter than 5 seconds is extended symmetrically in time so that the
duration is at least 5 seconds. Note that we only use 1.16M videos since some of the videos are no
longer available for download.
Loss & Optimization. We train our model using the Soft Max Margin loss function described in
Section 3.4. We use the ADAM [27] optimizer with a fixed learning rate of 10−3.
Time complexity. Using FAISS [24], computation of the Multimodal Density Estimation described in
Section 3.3 is done in less than 15 hours over 10 CPUs. Training the model on the large HowTo100M
dataset is done on a single V100 GPU and takes less than 24 hours.
Additional implementation details are included in Appendix F.
5.2 Downstream Tasks
Video Visual Question Answering (VQA). The Video VQA task comprises answering questions
about videos presented in natural language [3]. Essentially, an instance of VQA includes an input
video and a free-form textual query regarding the content in the video, and an expected textual answer.
To accommodate this task we fine-tune our learned multimodal representations and evaluate our
model on two datasets: MSRVTT-QA and MSVD-QA [99]. These datasets are based on existing
video description datasets. See Table 1a for detailed statistics of each dataset.
Table 1: Statistics of datasets. For retrieval we use the same test set split as defined by [47, 101, 42]
for a fair comparison
(a) Video question answering
Dataset Clip Length [s] #Clips Train/Val/Test Split
MSRVTT-QA [99] 20 10,000 158,581/12,278/72,821
MSVD-QA [99] 20 1970 30,933/6,415/13,157
(b) Text-Video retrieval
Dataset Clip Length [s] #Clips Train/Val/Test Split
MSRVTT [100] 20 10,000 130,260/9940/1000
MSVD [8] 20 1970 48,820/4401/3350
LSMDC [63] 5 128,085 101,079/7408/1000
Most VQA models use a video and question as input, and the answer is presented as the output of an
LSTM unit [18] or a softmax layer over a set of predetermined answers. However, these types of
architectures do not fully utilize the information which exists in coordinated representations, i.e., the
representation of the correct answer might likely be closely embedded to the visual representation,
given the question. To better utilize our learned multimodal representations specifically for the VQA
task, we use a similar architecture to [19], but for video. We learn two more sets of embeddings on
top of the pre-trained embeddings that were learned with the HowTo100M dataset: a question+video
embedding, i.e., we embed a concatenation of the question and video to a single feature vector; and
an answer embedding. We train the model with a max margin ranking loss function to embed an
answer close to its question+video. Inference is performed simply with a nearest neighbor search
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over the set of predetermined answers in the joint video+question and answer space. This model is
very simple compared to most VQA models, yet as we show in Table 4 it is very powerful when built
on effective self-supervised pre-trained joint embeddings.
Text-To-Video Retrieval. Text-To-Video Retrieval includes retrieval of video clips based on textual
description [36, 47, 70]. With a learned joint representation space, retrieval is performed with a
nearest neighbor search over the joint embedding space. To evaluate our model we use three different
datasets: MSRVTT, MSVD and LSMDC [100, 8, 63]. We use the standard evaluation metrics: recall
at K (R@K) for K = 1, 5, 10 and median recall (MR). See Table 1b for detailed statistics of each
dataset.
6 Experiments and Analysis
Comparison to ablative baselines and state-of-the-art models is presented in Section 6.1. An ablation
study is presented in Section 6.2. A toy dataset illustrative results are in Appendix B. Qualitative
examples are included in Appendix C.
6.1 Ablative Baselines and SOTA Models
We compare our proposed model against two ablative baselines and multiple task-specific state-of-
the-art (SOTA) models:
HTM-PT [44]. The model (architecture and loss function) used in [44]. This baseline is pre-trained
(PT) on the HowTo100M dataset. It is the exact architecture described in Section 5.1 for our model.
The only differentiating element is the loss function. [44] use the max margin ranking loss function,
while we use our proposed Soft Max Margin ranking loss function. Since the model is also trained
identically to our own model it is clear that any gain in performance over this baseline is due to our
novel noise estimation based density estimation component.
HTM-no-PT [44]. The same model from above, but without pre-training (no-PT) on the HowTo100M
dataset. The (under) performance of this baseline on downstream tasks demonstrates the potential
gain of utilizing self-supervised speech-visual correspondence training.
Task specific state-of-the-art models. After fine-tuning for downstream tasks we compare our
proposed model to state-of-the-art models for each task and each dataset. [12, 99, 10, 20] for VQA,
and [36, 47, 101, 42, 44, 43] for Text-To-Video Retrieval.
Tables 2 and 4 show the result for Text-To-Video Retrieval and Video Question Answering, respec-
tively. Table 5 in Appendix E shows the results for Zero-Shot Text-To-Video Retrieval under ‘unfair’
settings. We summarize key insights below:
– Our model consistently outperforms the baselines (HTM-PT, HTM-no-PT [44]) in both Visual
Question Answering and Text-To-Video Retrieval on five different datsets.
– We set a new state-of-the-art performance for two Visual Question Answering datasets: MSRVTT-
QA and MSVD-QA.
– We set a new state-of-the-art performance for Zero-Shot Text-To-Video Retrieval on two datasets:
LSMDC and MSVD.
– We set a new state-of-the-art performance for (fine-tuned) Text-To-Video Retrieval on two datasets:
MSRVTT and MSVD.
– We demonstrate that our model outperforms or is at least on par with the performance of HTM-PT
[44] even given a setting which is a clear disadvantage such as training it without 3D features (i.e.,
only 2D). See Table 5 in Appendix E. This shows:
(i) The power of our noise estimation method and its potential.
(ii) Integrating our multimodal density estimation component allows saving time and/or computa-
tion power by training and running inference with only 2D features, without (or with minor)
performance degradation.
6.2 Ablation Studies
In this section, we evaluate the effect of two important design choices on the Zero-Shot Text-To-Video
Retrieval task: (a) k-NN parameter; and (b) S(·, ·), the multimodal similarity function. In Table 3a
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Table 2: Text-To-Video retrieval. Zero-Shot: training was done only with HowTo100M dataset.
Fine-Tuned: model was fine-tuned with the relevant benchmark dataset. For MR the lower the better.
*: results for MSRVTT and LSMDC are from [44], while results for MSVD have been reproduced.
‡: CE [36] use extra labeled data in the form of pre-trained semantic embeddings which include
‘general’ features such as motion, appearance, scene features and OCR
MSRVTT LSMDC MSVD
Method R@1 R@5 R@10 MR R@1 R@5 R@10 MR R@1 R@5 R@10 MR
Zero-Shot
Random 0.1 0.5 1.0 500.0 0.1 0.5 1.0 500.0 0.15 0.75 1.49 335
MIL-NCE [43] 9.9 24.0 32.4 29.5 – – – – – – – –
HTM-PT∗ [44] 7.5 21.2 29.6 38.0 4.0 9.8 14.0 137.0 12.86 33.06 45.83 13.0
Ours 8.0 21.3 29.3 33.0 4.2 11.6 17.1 119.0 13.66 35.7 47.74 12.0
Fine-Tuned
CE‡ [36] 18.2 46.0 60.7 7.0 11.2 26.9 34.8 25.0 19.8 49.0 63.8 6.0
JEMC [47] 7.0 20.9 29.7 38.0 – – – – 20.3 47.8 61.1 6.0
JSFusion [101] 10.2 31.2 43.2 13.0 9.1 21.2 34.1 36 – – – –
MoEE [42] 14.2 39.2 53.8 9 10.1 25.6 34.6 27 – – – –
HTM-no-PT [44] 12.4 36.0 52.0 10.0 5.8 18.8 28.4 45.0 13.0 37.43 52.41 10.0
HTM-PT∗ [44] 14.9 40.2 52.8 9.0 7.1 19.6 27.9 40.0 15.52 40.93 55.7 8.0
Ours 17.4 41.6 53.6 8.0 6.4 19.8 28.4 39.0 20.3 48.97 63.26 6.0
(K ablation) we see a similar trend as in Section 4, Fig. 2a, i.e., increasing K decreases the error
initially and from a certain value, the error increases. In Table 3b (S(·, ·) ablation), it is evident
that there is a slight advantage of using the minimum function over the mean function, yet it is not
conclusive, i.e., the mean function that is used in Thm. 1 for simplicity of analysis is a decent design
choice as well.
Table 3: Ablation studies. Recall@5 results for Zero-Shot Text-To-Video Retrieval
(a) k-NN
k-NN MSRVTT LSMDC MSVD
1-NN 20.9 10.7 33.66
4-NN 21.3 11.6 35.7
16-NN 20.8 11.3 35.55
(b) Multimodal similarity function
S(zi, zj) MSRVTT LSMDC MSVD
mean (used in Thm. 1) 20.3 11.2 35.84
minimum (Eq. (1)) 21.3 11.6 35.7
7 Summary
Table 4: Video Question Answering. Re-
sults of [20] and [12] taken from [10]
MSRVTT-QA [%] MSVD-QA [%]
ST-VQA [20] 30.09 31.3
Co-Mem [12] 32.0 31.7
AMU [99] 32.5 32.0
HMEMA [10] 33.0 33.7
HTM-no-PT [44] 27.05 33.8
HTM-PT [44] 34.38 34.83
Ours 35.06 35.13
In this work, we showed that the problem of noise es-
timation in multimodal data can be effectively reduced
to a multimodal density estimation task. Based on this
efficient noise estimation we proposed a novel build-
ing block for noise robust multimodal representation
learning that can be integrated into many multimodal
learning models and improve their performance instantly.
We demonstrated how to integrate our building block
into the max margin ranking loss function (Soft Max
Margin) and it can similarly be integrated into various
architectures and losses. We trained Soft Max Margin
on the self-supervised proxy task of speech-visual corre-
spondence that is known to be highly noisy. We further evaluated Soft Max Margin on two different
downstream tasks: Visual Question Answering and Text-to-Video Retrieval; and achieved comparable
state-of-the-art performance on five different datasets. For supporting the empirical results and
analyzing failure cases, we provided a theoretical probabilistic error bound. These results emphasize
the importance of self-supervised multimodal representation learning for advancing the state of the
art in challenging multimodal artificial intelligence tasks.
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Appendix Overview
In Appendix A we present the proof of theorem 1. In Appendix B we present results on a multi-
dimensional toy dataset for corroborating the validity of the analysis presented in Thm. 1 in the
multidimensional case. In Appendix C we present qualitative examples. In Appendix D we present a
visualization of the ‘low T failure case’ mentioned in Section 4.2. In Appendix E we compare the
performance of our model trained without 3D features (i.e., only 2D) to the baseline model that is
trained with 2D+3D features. In Appendix F we provide additional implementation details.
A Proof of Theorem 1
Proof. Given a pair zi = (xi, yi) with (ai, bi) = (a, b), we find the moment generating function of
S¯i. We first start with the moment generating functions of s(xik, xi) and s(yik, yi). We note that
−s(xik, xi) and −s(yik, yi) are both distributed according to the folded normal distribution. For the
general case, the moment generating function of −|X|, X ∼ (µ, σ), is
M(t;µ, σ) = eσ
2t2
2 +µtΦ
(
µ
σ
+ σt
)
+ e
σ2t2
2 −µtΦ
(
− µ
σ
+ σt
)
, (5)
where Φ(·) is the normal cumulative distribution function.
Denote the cardinality of the set of pairs that originate from the components (a, b) of zi as m˜i, i.e.,
m˜i , |{zj : aj = a, bj = b, j = 1, . . . ,M}|. Recall the three sigma limit assumption between each
pair of components. Thus, by using the law of total expectation, the moment generating function of
S¯i | pi can be expressed as
MS¯i | pi(t) =
M∑
n=0
Pr(m˜i = n | pi) · MS¯i | pi,m˜i=n(t), (6)
where,
MS¯i | m˜i=n(t) =
[
M
(
1
2K
t;µa − xi, σa
)
· M
(
1
2K
t;µ′b − yi, σ′b
)]min{n,K}
·
max{0,K−n}∏
j=1
M
(
1
2K
t;µαj − xi, σαj
)
· M
(
1
2K
t;µ′βj − yi, σ′βj
)
,
(7)
where all (αj , βj) 6= (a, b), and
Pr(m˜i = n | pi) =
{(
M
n
) · ( 1−ηT )n · (1− 1−ηT )M−n pi = 1(
M
n
) · ( ηT (T−1))n · (1− ηT (T−1))M−n pi = 0. (8)
We used the fact that the moment generating function of V = c1U1 + · · · + cnUn is given by
MV (t) =MU1(c1t) · · ·MUn(cnt), when the ci’s are scalars and the Ui’s are independent random
variables.
Applying the Chernoff bound concludes the proof.
To make sense of this error bound we performed multiple numerical simulations (See Section 4.2),
with the following set up:
1. {µi, µ′i}Ti=1 are sampled uniformly from [0, 100]
2. {σi}Ti=1 are sampled uniformly from (0,min
i,j
|µi − µj |/6], and {σ′i}Ti=1 are sampled uni-
formly from (0,min
i,j
|µ′i − µ′j |/6], such that the three sigma limit assumption in Theorem 1
is met.
3. We set τ = τ∗ such that P (S¯i ≥ τ∗ | pi = 0) = P (S¯i ≤ τ∗ | pi = 1), i.e., τ∗ =√
MS¯i | pi=0(t) · MS¯i | pi=1(−t).
4. Optimization for t is done over [1, 2, ..., 100].
5. Each experiment is repeated 10 times and the average is presented.
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B Multidimensional Toy Dataset
In this section, we demonstrate the effectiveness of our method using a toy (synthesized) dataset of
mixture of Gaussians of T components in each modality, {N (µct ,Σct)}Tt=1 and {N (µvt ,Σvt )}Tk=1 for
caption and video, respectively. Correctly associated pairs are represented by vi ∼ N (µvt ,Σvt ), ci ∼N (µct ,Σct), such that t ∈ [T ], i ∈ [M ]. Wrongly associated pairs are represented by vi ∼N (µvm,Σvm), ci ∼ N (µcn,Σcn), such that m 6= n, {m,n} ∈ [T ], i ∈ [M ]. η ∈ [0, 1] is the noise
ratio, such that a wrongly associated pair is sampled with probability η, and a correctly associated
pair is sampled with probability 1− η.
In our experiment, vi ∈ Rdv , ci ∈ Rdc , dv = 128, dc = 128; µct ∈ Rdc ,µvt ∈ Rdv ,∀t ∈ [T ]
are sampled from a uniform multivariate distribution Udc(0, 1), Udv(0, 1), respectively for caption
and video; Σct ∈ Rdc×dc ,Σvt ∈ Rdv×dv are diagonal matrices where the diagonals are sampled
from a multivariate uniform distribution, Udc(0, 0.3), Udv(0, 0.3), respectively for caption and video;
η = 0.5,M = 1250, T = 50; k = 4 (k-NN parameter).
In Figures 3a and 3b we visualize T-SNE [38] graphs for caption and video embedding spaces,
respectively. In Fig. 4 we visualize the empirical cumulative distribution function of pˆi (2), the
estimated probability of being correctly associated.
In Fig. 5 we empirically reproduce the theoretical graphs in Fig. 2 and Fig. 9 using the multidimen-
sional toy dataset. These results corroborate the validity of the analysis presented in Thm. 1 in the
multidimensional case. We note that across all sub-figures in Fig. 5, similar trends are observed in
comparison to the theoretical graphs in Fig. 2 and Fig. 9. More specifically, across Fig. 5a, 5b, 5c,
5d we observe the influence of K0 (mentioned in Section 4) on the performance of our suggested
approach. Additionally, in Fig. 5e, we observe the same ‘low T failure case’ mentioned in Section 4.
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Figure 3: Toy dataset T-SNE. As we can see, separating between samples with pi = 1 and samples
with pi = 0 is non-trivial. Best viewed in color
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Figure 4: Cumulative Distribution Function of pˆi of toy dataset. The green solid line is the CDF
of pˆi|pi = 1, while the red dashed line is the inverse CDF of pˆi|pi = 0. Assuming a binary prediction
is made based on a hard threshold, it is possible to extract the precision and recall for each threshold
from the figure above. For example, for the threshold 0.48, both precision and recall are ' 0.9. Best
viewed in color
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(e) Low T failure case
Figure 5: Empirical error of multidimensional toy dataset. In the figures above we empirically
reproduce the theoretical graphs in Fig. 2 and Fig. 9 using the multidimensional toy dataset mentioned
above. The results help in validating that the analysis that was done in Thm. 1 for a single dimension,
also holds for a multidimensional space. The vertical axis is (1− precision), where the threshold
was chosen such that F1 Score is maximized. In each figure we mark with a red dashed vertical line
the point at which the equation K = MT · (1− η) holds. We note that across all figures, similar trends
are observed in comparison to the theoretical graphs in Fig. 2 and Fig. 9.
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C Qualitative Examples
C.1 High Score Examples and Their k Nearest Neighbours
In this section, we present two examples of clip-caption pairs with high pˆ (see Eq. (2)) and their
nearest neighbours in the multimodal space that contributed to their high score. One example includes
in its caption the word ‘bye’ (Fig. 6) and the other the word ‘mix’ (Fig 7). The figures below include
only one representative frame from each video clip. Thus, it is worth mentioning that all video clips
in Fig. 6 and 7 in fact contain a ‘waiving goodbye’ action and a ‘mixing’ action, respectively. It is
important to note that these examples were extracted only based on our noise estimation component
and are not based on the learned shared embedding space.
Figure 6: ‘Bye’ Cluster.
Figure 7: ‘Mix’ Cluster
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C.2 High and Low Score Examples for the Same Query
In this section, we present ten examples of high and low pˆ score clip-caption pairs for the same query.
These examples visually illustrate how our noise estimation component is able to distinguish between
wrongly associated pairs and correctly associated pairs successfully.
Figure 8: High and low pˆ score examples for the same query. Each row contains two video clips
(represented by a single frame) that include in their caption the same query (right column). The left
column (GREEN) contains clips with high pˆ, while the middle column (RED) contains clips with low
pˆ.
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D Low T Failure Case Simulation
One instance where the method fails, gives us insight into why usually the method succeeds. The
method will fail for a small number of concepts (T ) and regardless of K0, because for a small number
of concepts there is a higher chance that two or more wrongly associated pairs belong to the same
pair of concepts in both modalities. Fortunately, in real-world data T is almost always large, and
additionally as T increases this problem is alleviated by a factor of O(T 2) (see Appendix A, Eq. (8)).
A simulation of this case is presented in the figure below.
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Figure 9: Low T failure case.
E Zero-shot Text-To-Video retrieval in ‘unfair’ settings
We demonstrate that our model outperforms or is at least on par with the performance of HTM-PT
[44] even given a setting which is a clear disadvantage such as training it without 3D features (i.e.,
only 2D). See Table 5 in Appendix E. This shows:
(i) The power of our noise estimation method and its potential.
(ii) Integrating our multimodal density estimation component allows saving time and/or com-
putation power by training and running inference with only 2D features, without (or with
minor) performance degradation.
Table 5: Zero-shot Text-To-Video retrieval in ‘unfair’ settings. For MR the lower the better. We show
below that our model outperforms or is at least on par with the performance of HTM-PT [44] even
given a setting which is a clear disadvantage such as training it without 3D features (no-3D), i.e., only
2D features
MSRVTT LSMDC MSVD
Method R@1 R@5 R@10 MR R@1 R@5 R@10 MR R@1 R@5 R@10 MR
HTM-PT∗ [44] 7.5 21.2 29.6 38.0 4.0 9.8 14.0 137.0 12.86 33.06 45.83 13.0
HTM-PT [44] no-3D 6.9 19.8 27.4 43.0 3.3 9.9 13.4 147.0 11.57 30.25 40.84 17.0
Ours (no 3D) 8.4 22.0 30.4 36.0 4.0 10.5 14.3 141.5 12.74 33.48 44.96 14.0
We note that specifically for MSRVTT dataset our 2D-based model actually performs slightly better
than our 2D+3D-based model. This result requires further investigation.
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F Additional Implementation Details
Input caption features. For the word representations, we use the standard GoogleNews pre-trained
word2vec embedding model [45]. For the input sentence representations used in Section 3.3 we
simply average word representation over each sentence.
Input visual features. We extract 2D features using ImageNet pre-trained Resnet-152 [17] at a rate
of 1 frame per second. We extract 3D features using Kinetics [7] pre-trained ResNeXt-101 16-frames
[15] at a rate of 24 frames per second. After temporal max pooling we concatenate 2D and 3D
features to form a single feature vector per video clip.
Sampling strategy. For a fair comparison to the baseline model HTM [44], we follow the same
sampling strategy. More specifically, half of the negative pairs, (vi, cj) : i 6= j are sampled such that
they belong to the same video clip, while the other half are sampled such that they do not.
k-NN Computation. To compute k-NN efficiently over the entire dataset we use FAISS [24]. Due
to the high correlation between video segments of the same video, in practice we extract K nearest
neighbors that originate from different videos, where K = 4.
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