Abstract. We present a collective approach to learning a Bayesian network from distributed heterogeneous data. In this approach, we first learn a local Bayesian network at each site using the local data. Then each site identifies the observations that are most likely to be evidence of coupling between local and non-local variables and transmits a subset of these observations to a central site. Another Bayesian network is learnt at the central site using the data transmitted from the local site. The local and central Bayesian networks are combined to obtain a collective Bayesian network, which models the entire data. Experimental results and theoretical justification that demonstrate the feasibility of our approach are presented.
Introduction
Raw data is useful only when it is transformed into knowledge or useful information. This involves data analysis and transformation to extract interesting patterns and correlations among the problem variables. In practical applications, such transformations require efficient data access, analysis, and presentation of the outcome in a timely manner. For example, a web server log contains records of user interactions when a request for the resources in the servers is received. This contains a wealth of data for the analysis of web usage and identifying different patterns. The advent of large distributed environments in both scientific and commercial domains (e.g. the Internet and corporate intranets) introduces a new dimension to this process -a large number of distributed sources of data that can be used for discovering knowledge. Cost of data communication between the distributed databases is a significant factor in an increasingly mobile and connected world with a large number of distributed data sources. This cost consists of several components like (a) limited network bandwidth, (b) data security, and (c) existing organizational structure of the application's environment. The field of distributed knowledge discovery and data mining (DDM) studies algorithms, systems, and human-computer interaction issues for knowledge discovery applications in distributed environments for minimizing this cost.
In this paper, we consider a Bayesian network (BN) model to represent uncertain knowledge. Specifically, we address the problem of learning a BN from heterogeneous distributed data. It uses a collective data-mining (CDM) approach introduced earlier by Kargupta et al (2000 Kargupta et al ( 2001 Hershberger and Kargupta, 2001; Park and Kargupta, 2002) . Section 2 provides some background and reviews existing literature in this area. Section 3 presents the collective Bayesian learning technique. Experimental results for three data sets -one simulated and two real world-are presented in Section 4. A preliminary version of these results has been presented in Chen et al (2001a Chen et al ( , 2001b . Finally, Section 5 provides some concluding remarks and directions for future work.
Background, Motivation and Related Work
In this section, we provide and background and motivation to the problem by means of an example. We then review the existing literature in this area.
Distributed data mining (DDM) must deal with different possibilities of data distribution. Different sites may contain data for a common set of features of the problem domain. In the case of relational data this would mean a consistent database schema across all the sites. This is the homogeneous case. Tables 1 and 2 illustrate this case using an example from a hypothetical credit card transaction domain. 1 There are two data sites A and B, connected by a network. The DDM objective in such a domain may be to find patterns of fraudulent transactions. Note that both the tables have the same schema. The underlying distribution of the data may or may not be identical across different data sites.
1 Please note that the credit card domain may not always have a consistent schema. The domain is used just for illustration. In the general case the data sites may be heterogeneous. In other words, sites may contain tables with different schemata. Different features are observed at different sites. Let us illustrate this case with relational data. Table 3 shows two data tables at site X. The upper table contains weather-related data and the lower one contains demographic data. Table 4 shows the content of site Y, which contains holiday toy sales data. The objective of the DDM process may be detecting relations between the toy sales, the demographic and weather-related features. In the general heterogeneous case the tables may be related through different sets of key indices. For example, Tables 3 (upper) and (lower) are related through the key feature City; on the other hand, Table 3 (lower) and  Table 4 are related through the key feature State. We consider the heterogeneous data scenario in this paper. We would like to mention that heterogeneous databases, in general, could be more complicated than the above scenario. For example, there may be a set of overlapping features that are observed at more than one site. Moreover, the existence of a key that can be used to link together observations across sites is crucial to our approach. For example, in a web log mining application, the key that can be used to link together observations across sites could be produced using either a 'cookie' or the user IP address (in combination with other log data like time of access). However, these assumptions are not overly restrictive, and are required for a reasonable solution to the distributed Bayesian learning problem.
Motivation
Bayesian networks offer very useful information about the mutual dependencies among the features in the application domain. Such information can be used for gaining a better understanding about the dynamics of the process under observation. Financial data analysis, and manufacturing process monitoring, sensor data analysis, and web mining are a few examples where mining Bayesian networks has been quite useful. Bayesian techniques will also be useful for mining distributed data. In this section we discuss examples of such scenarios and explain how the proposed collective Bayesian learning algorithm can be useful in practice.
Advances in computing and communication over wired and wireless networks have resulted in many pervasive distributed computing environments. The Internet, intranets, local area networks, and ad hoc wireless networks are some examples. Many of these environments have different distributed sources of voluminous data and multiple compute nodes. Since data mining offers the capability of sifting through data in search of useful information, it finds many applications in distributed systems just like their centralized monolithic counterparts.
There are many domains where distributed processing of data is a more natural and scalable solution. For example, consider an ad hoc wireless sensor network where the different sensor nodes are monitoring some time-critical events. Central collection of data from every sensor node may create heavy traffic over the limited-bandwidth wireless channels and this may also drain a lot of power from the devices. A distributed architecture for data mining is likely to reduce the communication load and also reduce the battery power more evenly across the different nodes in the sensor network. One can easily imagine similar needs for distributed computation of data-mining primitives in ad hoc wireless networks of mobile devices like PDAs, cellphones, and wearable computers. Potential applications include personalization, collaborative process monitoring, and intrusion detection over ad hoc wireless networks. We need data-mining architectures that pay careful attention to the distributed resources of data, computing, and communication in order to consume them in a near optimal fashion. DDM considers data-mining in this broader context. The objective of DDM is to perform the data-mining operations based on the type and availability of the distributed resources. It may choose to download the data sets to a single site and perform the data-mining operations at a central location. However, that decision in DDM should be based on the properties of the computing, storage, and communication capabilities. This is in contrast to the traditional centralized data-mining methodology where collection of data at a single location prior to analysis is an invariant characteristic.
The wireless domain is not the only example. In fact, most of the applications that deal with time-critical distributed data are likely to benefit by paying careful attention to the distributed resources for computation, storage, and the cost of communication. The World Wide Web is a very good example. It contains distributed data and computing resources. An increasing number of databases (e.g. weather databases, oceanographic data at www.noaa.gov), and data streams (e.g. financial data at www.nasdaq.com, emerging disease information at www.cdc.gov) are coming online; many of them change frequently. It is easy to think of many applications that require regular monitoring of these diverse and distributed sources of data. A distributed approach to analyze this data is likely to be more scalable and practical particularly when the application involves a large number of data sites. The distributed approach may also find applications in mining remote sensing and astronomy data. For example, the NASA Earth Observing System (EOS), a data collector for a number of satellites, holds 1450 data sets that are stored, managed, and distributed by the different EOS Data and Information System (EOSDIS) sites that 168 R. Chen et al. are geographically located all over the USA. A pair of Terra spacecraft and Landsat 7 alone produces about 350 GB of EOSDIS data per day. An online mining system for EOS data streams may not scale if we use a centralized data-mining architecture. Mining the distributed EOS repositories and associating the information with other existing environmental databases may benefit from DDM. In astronomy, the size of telescope image archives has already reached the terabyte range and they continue to increase very fast as information is collected for new all-sky surveyors such as the GSC-II (McLean et al, t998 ) and the Sloan Digital Survey (Szalay, 1998) . DDM may offer a practical scalable solution for mining these large distributed astronomy data repositories.
DDM may also be useful in environments with multiple compute nodes connected over high-speed networks. Even if the data can be quickly centralized using the relatively fast network, proper balancing of computational load among a cluster of nodes may require a distributed approach.
Related Work
We now review important literature on BN learning. A BN is a probabilistic graphical model that represents uncertain knowledge (Jensen, 1996) . Spiegelhalter and Lauritzen (1990) and Buntine (1991) discuss parameter learning of a BN from complete data, whereas Binder et al (1997) and Thiesson (1995) discuss parameter learning from incomplete data using gradient method. Lauritzen (1995) has proposed an EM algorithm to learn Bayesian network parameters, whereas Bauer et al (1997) describe methods for accelerating convergence of the EM algorithm. Learning using Gibbs sampling has been proposed by Thomas et al (1992) and Gilks et al (1996) . The Bayesian score to learn the structure of a BN is discussed by Cooper and Herskovits (1992) , Buntine (1991) , and Heckerman et al (1995) . Learning the structure of a BN based on the minimal description length (MDL) principle has been presented by Bouckaert (1994) , Lam and Bacchus (1994) , and Suzuki (1993) . Learning BN structure using greedy hill-climbing and other variants was introduced by Heckerman and Gieger (1995) , whereas Chickering (1996) introduced a method based on search over equivalence network classes. Methods for approximating full Bayesian model averaging were presented by Buntine (1991) , Heckerman and Gieger (1995) , and Madigan and Raftery (1994) .
Learning the structure of BN from incomplete data was considered by Chickering and Heckerman (1997) , Cheeseman and Stutz (1996) , Friedman (1998) , Meila and Jordan (1998), and Singh (1997) . The relationship between causality and Bayesian networks has been discussed by Heckerman and Gieger (1995) , Pearl (1993) , and Spirtes et al (1993) . Buntine (1991) , , and Lam and Bacchus (1994) discuss how to sequentially update the structure of a BN based on additional data. Applications of Bayesian network to clustering (AutoClass) and classification has been presented in Cheeseman and Stutz (1996) , Ezawa and Schuermann (1995) , , and Singh and Provan (1995) . Zweig and Russel (1998) have used BNs for speech recognition, whereas Breese et al (1998) have discussed collaborative filtering methods that use BN learning algorithms. Applications to causal learning in social sciences have been presented by Spirtes et al (1993) .
An important problem is how to learn the Bayesian network from data in distributed sites. The centralized solution to this problem is to download all data sets from distributed sites. Kenji (1997) has worked on the homogeneous distributed learning scenario. In this case, every distributed site has the same set of features but different observations. In this paper, we address the heterogeneous case, where each site has data about only a subset of the features. To our knowledge, there is no significant work that addresses the heterogeneous case.
Collective Bayesian Learning
In the following, we briefly review Bayesian networks and then discuss our collective approach to learning a Bayesian network that is specifically designed for a distributed data scenario.
Bayesian Networks: A Review
A Bayesian network (BN) is a probabilistic graph model. It can be defined as a pair (~, p), where G = (V, g) is a directed acyclic graph (DAG) (Jensen, 1996; Heckerman, 1998) . Here, "V is the vertex set which represents variables in the problem and g is the edge set which denotes probabilistic relationships among the variables. For a variable X ~ ~, a parent of X is a node from which there is a directed link to X. Let pa(X) denote the set of parents of X, then the conditional independence property can be represented as follows:
P(X [~ \ des(X)) = P(X I pa(X))
( 1) where des(X) is the set of descendents of X. This property can simplify the computations in a Bayesian network model. For example, the joint distribution of the set of all variables in V can be written as a product of conditional probabilities as follows:
P(V) = I-I P(X l pa(X))
(2)
X~V
The conditional independence between variables is either obtained from a priori expert knowledge or discerned from data, or a combination of both (Jensen, 1996) . The set of conditional distributions {P(X [ pa(X)), X ~ 12} are called the parameters of a Bayesian network. Note that if variable X has no parents, then P(X I pa(X)) = P(X) is the marginal distribution of X. Figure 1 is a Bayesian network called the ASIA model (adapted from Lauritzen and Spiegelhalter (1988) ). The variables are Dyspnoea, Tuberculosis, Lung cancer, Bronchitis, Asia, X-ray, Either, and Smoking. They are all binary variables. The joint distribution of all variables is
P(A, S, T, L, B, E, X, D) = P(A)P(S)P(T I A)P(L I S)P(B ] S) P(E I T, L)P(X I E)P(D I B, E)
The ordering of variables constitutes a constraint on the structure of a Bayesian network.
If variable X appears before variable Y, then Y cannot be a parent of X. We use the ordering (A, S, T, L, B, E, X, D) as prior knowledge in our example. Two important issues in using a Bayesian network are: (a) learning a Bayesian network and (b) probabilistic inferencing. Learning a BN involves learning the structure of the network (the directed graph), and obtaining the conditional probabilities (parameters) associated with the network. Once a Bayesian network is constructed, we usually need to determine various probabilities of interest from the model. This process is referred to as probabilistic inference. For example, in the ASIA model, a diagnosis application would require finding the probability P(B ] D) of Bronchitis, given the (observed) symptom Dyspnoea. This probability (usually called posterior probability) can be computed using the Bayes rule. 
Collective Bayesian Network Learning Strategy
We now present a collective strategy to learn a Bayesian network (both structure and parameters) when data is distributed among different sites. The centralized solution to this problem is to download all data sets from distributed sites to a central site. In many applications, this would not be feasible because of the size of the data, available communication bandwidth, or due to security considerations. Learning a BN for the homogeneous case was studied by Kenji (1997) . In this case, every distributed site has the same set of features but has a different set of observations. We address here the heterogeneous case, where each distributed site has all the observations for only a subset of the features. The primary steps in our approach are:
9 Combine the local models with the links discovered at the central site to obtain a collective BN.
The non-local BN thus constructed would be effective in identifying associations between variables across sites, whereas the local BNs would detect associations among local variables at each site. The conditional probabilities can also be estimated in a similar manner. Those probabilities that involve only variables from a single site can be estimated locally, whereas the ones that involve variables from different sites can be estimated at the central site. The same methodology could be used to update the network based on new data. First, the new data is tested for how well it fits with the local model. If there is an acceptable statistical fit, the observation is used to update the local conditional probability estimates. Otherwise, it is also transmitted to the central site to update the appropriate conditional probabilities (of cross-terms). Finally, a collective BN can be obtained by taking the union of nodes and edges of the local BNs and the non-local BN, along with the conditional probabilities from the appropriate BNs. Probabilistic inference can now be performed based on this collective BN. Note that transmitting the local BNs to the central site would involve a significantly lower communication as compared to transmitting the local data. It is quite evident that learning probabilistic relationships between variables that belong to a single local site is straightforward and does not pose any additional difficulty as compared to a centralized approach. 2 The important objective is to correctly identify the coupling between variables that belong to two (or more) sites. These correspond to the edges in the graph that connect variables between two sites and the conditional probability(ies) at the associated node(s). In the following, we describe our approach to selecting observations at the local sites that are most likely to be evidence of strong coupling between variables at two different sites.
Selection of Samples for Transmission to Global Site
For simplicity, we will assume that the data is distributed between two sites and will illustrate the approach using the BN in Figure 1 . The extension of this approach to more than two sites is straightforward. Let us denote by ,,4 and/3 the variables in the left and right groups, respectively, in Figure 1 . We assume that the observations for ,,4 are available at site A, whereas the observations for/3 are available at a different site B. Furthermore, we assume that there is a common feature ('key' or index) that can be used to associate a given observation in site A to a corresponding observation in site B. Naturally, V = A U/3.
At each local site, a local Bayesian network can be learnt using only samples in that site. This would give a BN structure involving only the local variables at each site and the associated conditional probabilities. Let PA (.) and PB (.) denote the estimated probability function involving the local variables. This is the product of the conditional probabilities as indicated by (2). Since PA (x), PB (x) denote the probability or likelihood of obtaining observation x at sites A and B, we would call these probability functions the likelihood functions IA (.) and lB (.), for the local model obtained at sites A and B, respectively. The observations at each site are ranked based on how well it fits the local model, using the local likelihood functions. The observations at site A with large likelihood under IA (.) are evidence of 'local relationships' between site A variables, whereas those with low likelihoods under 1A(.) are possible evidence of 'cross-relationships' between variables across sites. Let SA denote the set of keys associated with the latter observations (those with low likelihood under IA (.)). In practice, this step can be implemented in different ways. For example, we can set a threshold PA and if lA(x) <_ PA, then x ~ SA. The sites A and B transmit the set of keys SA, SB, respectively, to a central site, where the intersection S ----SA fq SB is computed. The observations corresponding to the set of keys in S are then obtained from each of the local sites by the central site.
The following argument justifies our selection strategy. Using the rules of probability, and the assumed conditional independence in the BN of Figure 1 , it is easy to show that:
where nb(A) = {B, L} is the set of variables in/3, which have a link connecting it to a variable in A. In particular,
P(.A I nb(.A)) = P(A)P(T I A)P(X [ E)P(E ] T, L)P(D I E, B) (5)
Note that the first three terms in the right-hand side of (5) involve variables local to site A, whereas the last two terms are the so-called cross-terms, involving variables from sites A and B. Similarly, it can be shown that P(Y) = P(.A,/3) = P(/3 I .A)PG4) = P(/3 I nb(/3))P(.A) (6) where nb(/3) = {E, D} and
P(/3 I nb(/3)) = P(S)P(B I S)P(L I S)P(E I T, L)P(D I E, B)
Therefore, an observation {A = a, T = t, E = e, X = x, D = d, S = s, L = l, B = b} with low likelihood at both sites A and B; i.e. for which both P(.A) and P(/3) are small, is an indication that both P(.A I nb(.A)) and P(/3 I nb(/3)) are large for that observation (since observations with small P (Y) are less likely to occur). Notice from (5) and (7) that the terms common to both P(A I nb(.A)) and P (/3 [ nb(/3) ) are precisely the conditional probabilities that involve variables from both sites A and B. In other words, this is an observation that indicates a coupling of variables between sites A and B and should hence be transmitted to a central site to identify the specific coupling links and the associated conditional probabilities.
In a sense, our approach to learning the cross-terms in the BN involves a selective sampling of the given data set that is most relevant to the identification of coupling between the sites. This is a type of importance sampling, where we select the observations that have high conditional probabilities corresponding to the terms involving variables from both sites. Naturally, when the values of the different variables (features) from the different sites corresponding to these selected observations are pooled together at the central site, we can learn the coupling links as well as estimate the associated conditional distributions. These selected observations will, by design, not be useful to identify the links in the BN that are local to the individual sites. This has been verified in our experiments (see Section 4).
Performance Analysis
In the following, we present a brief theoretical analysis of the performance of the proposed collective learning method. We compare the performance of our collective BN with that of a Bayesian network learnt using a centralized approach (referred to as centralized BN in the sequel).
There are two types of errors involved in learning a BN: (a) error in BN structure and (b) error in parameters (probabilities) of the BN. The structure error is defined as the sum of the number of correct edges missed and the number of incorrect edges detected. For parameter error, we need to quantify the 'distance' between two probability distributions. We only consider learning error in the parameters, assuming that the structure of the BN has been correctly determined (or is given). A widely used metric is the Kullback-Leibler (KL) distance (cross-entropy measure) dK L (P, q) between two discrete probabilities, {Pi}, {qi}, i = 1, 2 ..... N:
where N is the number of possible outcomes.
Indeed, if p* is the empirically observed distribution for data samples {si, 1 < i < M} and h is a hypothesis (candidate probability distribution for the underlying true distribution), then (Abe et al, 1991) :
i=l Therefore, minimizing the KL distance with respect to the empirically observed distribution is equivalent to finding the maximum likelihood solution h* of Y~M 1 ln(h(si)).
Since the BN provides a natural factorization of the joint probability in terms of the conditional probabilities at each node (see (2)), it is convenient to express the KL distance between two joint distributions in terms of the corresponding conditional distributions. Let h and c be two possible (joint) distributions of the variables in a BN.
For i = 1, 2 ..... n, let hi(x i I Ygi), ci(xi I Ygi) be the corresponding conditional distribution at node i, where xi is the variable at node i and 7ri is the set of parents of node i. Following Dasgupta (1997) , define a distance dce (P, ci, hi) between hi and ci with respect to the true distribution P:
It is then easy to show that
dKL(P, h) -dKL(P, c) = ~-~ dcp(P, ci, hi)
Equations (10) and (11) provide a useful decomposition of the KL distance between the true distribution P and two different hypotheses c, h. This will be useful in our analysis of sample complexity in the following subsection.
Sample Complexity
We now derive a relationship between the accuracy of collective BN and the number of samples transmitted to the central site. We consider the unrestricted multinomial class BN, where all the node variables are Boolean. The hypothesis class H is determined by the set of possible conditional distributions for the different nodes. Given a BN of n variables and a hypothesis class H, we need to choose a hypothesis h c H which is close to an unknown distribution P. Given an error threshold e and a confidence threshold 6, we are interested in constructing a function N(E, 3), such that if the number of samples M is larger than N(e, ~):
Prob(dl,:L(P, h) < dKL(P, hopt) + e) > I -S (12)
where hopt E H is the hypothesis that minimizes dxL (P, h). The smallest value of N(E, 8) that satisfies this requirement is called the sample complexity. This is usually referred to as the probably approximately correct (PAC) framework. Friedman and Yakhini (1996) have examined the sample complexity of the maximum description length principle (MDL)-based learning procedure for BNs. Dasgupta (1997) gave a thorough analysis for the multinomial model with Boolean variables. Suppose the BN has n nodes and each node has at most k parents. Given E and 6, an upper bound of sample complexity is
Equation (13) gives a relation between the sample size and the (~, 8) bound. For the conditional probability hi(x i I ~i) = P(Xi = xi I l-Ii = 7~i), we have (see (10)):
n We now use the above ideas to compare the performance of the collective learning method with the centralized method. We fix the confidence 6 and suppose that an 6 cen can be found for the centralized method, for a given sample size M using (13). Then, following the analysis by Dasgupta (1997) , 6cen
Vt cell where h -is the optimal hypothesis and h cen is the hypothesis obtained based on a opt centralized approach. Then from (11):
n II
Z fen hcen) Z 6cell dKL(P, hcen) -dKL~r,/r~ hoP t ) Lcen~ = dcp(P, hi,op t , -< -n --Ecen
For the collective BN learning method, the set of nodes can be split into two parts. Let be the set of nodes which have all their parent nodes at the same local site, and Vc be the set of nodes which have at least one parent node belonging to a site different from the node itself. For theASIA model, V/ ----{A, S, T, L, B, X} and Vc = {E, D}. We use nt and nc to denote the cardinality of the sets Vt and V,.. If a node x c Vl, the collective method can learn the conditional probability P(x I pa(x)) using all data because this depends only on the local variables. Therefore, for x ~ Vt,
n rl where, for the local terms, e~ "~ = E cen. For the nodes in Vc, only the data transmitted to the central site can be used to learn its conditional probability. Suppose Mr: data samples are transmitted to the central site, and the error threshold ~ol satisfies (13), for the same fixed confidence 1 -8. Therefore, for x EVc, we have from (14) = ~-+ ~-2 -The difference of the error threshold between the collective and the centralized method is 
n Equation (19) shows two important properties of the collective method. First, the difference in performance is independent of the variables in Vl. This means the performance of the collective method for the parameters of local variables is the same as that of the centralized method. Second, the collective method is a trade-off between accuracy and the communication overhead. The more data we communicate, the closer ~ol will be to 6_ cen. When Mc = M, E~ ~ = 6 cen, and 6 c~ -6 cen : O.
Experimental Results
We tested our approach on three different data sets: ASIA model, real web log data, and ALARM network. We present our results for the three cases in the following subsections. A software package called DistrBN has been developed to implement our proposed algorithm. The software is based on a BN C++ library called SMILE. 3 It has a client/server architecture, where a client program runs at each local site. The server can be at a central site or one of the local sites. The functionality of client/server is given in Table 5 . When we start a distributed BN learning task using DistrBN, the clients in local sites take charge of the local BN learning and likelihood computing. Based on the indices of the low likelihood samples at each site, the server determines the indices of samples needed for detecting cross-links. The samples corresponding to these indices are then transmitted from each of the local sites to the server, along with the local BN model. The server learns the cross-terms and incorporates the local models along with the cross-terms to obtain a collective BN.
ASIA Model
This experiment illustrates the ability of the proposed collective learning approach to correctly obtain the structure of the BN (including the cross-links) as well as the parameters of the BN. Our experiments were performed on a data set that was generated from the BN depicted in Figure 1 (ASIA Model). The conditional probability of a variable is a multidimensional array, where the dimensions are arranged in the same order as ordering of the variables, viz. {A, S, T, L, B, E, X, D}. Table 6 (top) depicts the conditional probability of node E. It is laid out such that the first dimension toggles fastest. From Table 6 , we can write the conditional probability of node E as a single vector as follows: [0.9, 0.1, 0.1, 0.01,0.1, 0.9, 0.9, 0.99]. The conditional probabilities (parameters) of the ASIA model are given in Table 6 (bottom) following this ordering scheme. We generated n = 6000 observations from this model, which were split into two sites as illustrated in Figure 1 (site A with variables A, T, E, X, D and site B with variables S, L, B). The split of variables into two sites was arbitrary and done in such a fashion to yield two cross-terms. In practice, we do not have control over the distribution of variables among different sites -this is dictated by what variables are observed (and stored) at each site. Note that there are two edges (L --~ E and B --~ D) that connect variables from site A to site B, the rest of the six edges being local. Local Bayesian networks were constructed using a conditional independence testbased algorithm (Cheng et al, 1997) , for learning the BN structure and a maximum likelihood-based method for estimating the conditional probabilities. The local networks were exact as far as the edges involving only the local variables. We then tested the ability of the collective approach to detect the two non-local edges. The estimated parameters of these two local Bayesian networks is depicted in Table 7 . Clearly, the estimated probabilities at all nodes, except nodes E and D, are close to the true probabilities given in Table 6 . In other words, the parameters that involve only local variables have been successfully learnt at the local sites.
A fraction of the samples, whose likelihoods are smaller than a selected threshold T, were identified at each site. In our experiments, we set is clear that the exact structure can be obtained by transmitting about 5% of the total samples. Next we assessed the accuracy of the estimated conditional probabilities. For the collective BN, we used the conditional probabilities from local BN for the local terms and the ones estimated at the global site for the cross-terms. This was compared with the performance of a BN learnt using a centralized approach (by aggregating all data at a single site). Figure 2 (right) depicts the KL distance D(Pcntr (V), pcoll (]2)) between the joint probabilities computed using our collective approach and the one computed using a centralized approach. Clearly, even with a small communication overhead, the estimated conditional probabilities based on our collective approach is quite close to that obtained from a centralized approach.
A more important test of our approach is the error in estimating the conditional probabilities of the cross-terms, estimated at the global site, based on a selective subset of data. In this paper, a metric called conditional KL (CKL) distance is defined as follows: . It is clear that the estimate of these probabilities is quite poor. This clearly demonstrates that our technique can be used to perform a biased sampling for discovering relationships between variables across sites.
Web Server Log Data
In the second set of experiments, we used data from a real-world domain: a web server log data. This experiment illustrates the ability of the proposed collective learning approach to learn the parameters of a BN from real-world web log data. A web server log contains records of user interactions when a request for the resources in the servers is received. Web log mining can provide useful information about different user profiles. This in turn can be used to offer personalized services as well as to better design and organize the web resources based on usage history. In our application, the raw web log file was obtained from the web server of the School of EECS at Washington State University (http : //www. eecs. wsu. edu). There are three steps in our processing. First we preprocess the raw web log file to transform it into a session form which is useful to our application. Before we transform, we should clean the web log file, since there are many redundant records in the web log file. For example, a web page may contain several pictures. Thus when someone accesses this page, the web log file will have records for accessing these pictures. But only the record for accessing that page is relevant, so we remove all other records. This step can reduce the web log file size dramatically. Then we transform the web log file to a session form. This involves identifying a sequence of logs as a single session, based on the IP address (or cookies if available) and time of access. Each session corresponds to the logs from a single user in a single web session. We consider each session as a data sample. Then we categorize the resources (html, video, audio etc.) requested from the server into eight categories: E-EE Faculty, C-CS Faculty, L-Lab and facilities, T-Contact Information, A-Admission Information, U-Course Information, H-EECS Home, and R-Research. These categories are our features. In general, we would have several tens (or perhaps a couple of hundred) of categories, depending on the web server. This categorization has to be done carefully, and would have to be automated for a large web server. Finally, each feature value in a session is set to one or zero, depending on whether the user requested resources corresponding to that category. An 8-feature, binary data set was thus obtained, which was used to learn a BN. Figure 4 illustrates this process schematically.
A central BN was first obtained using the whole data set. Figure 5 depicts the structure of this centralized BN. We then split the features into two sets, corresponding to a scenario where the resources are split into two different web servers. Site A has features E, C, T, and U and site B has features L, A, H, and R. We assumed that the BN structure was known, and estimated the parameters (probability distribution) of the BN using our collective BN learning approach. Figure 6 shows the KL distance between the central BN and the collective BN as a function of the fraction of observations communicated. Clearly the parameters of collective BN are close to that of central BN even with a small fraction of data communication.
ALARM Network
This experiment illustrates the scalability of our approach with respect to number of (a) sites, (b) features, and (c) observations. We test only the scalability of BN parameter learning, assuming that the network structure is given. We used a real-world BN application called ALARM network, which has 37 nodes and 46 edges. It is a successful application of BN in the medical diagnosis area. ALARM network is a widely used benchmark network to evaluate BN learning algorithm. The ALARM network has been developed for online monitoring of patients in intensive care units and generously contributed to the community by Beinlich et al (1989) . The structure of the ALARM network is shown in Figure 7 . Each node takes discrete values, but not necessarily binary. The variables of the ALARM network are as follows: l-Anaphylaxis, 2-Intubation, 16 We assumed that the structure of the Bayesian network was given, and tested our approach for estimating the conditional probabilities. The KL distance between the con- ditional probabilities (see equation (21)) estimated based on our collective BN and a BN obtained using a centralized approach was computed. In particular, we illustrate the results for the conditional probabilities at two different nodes: 20, 21, both of which are cross-terms. Figure 8 (left) depicts the CKL distance of node 20 between the two estimates. Figure 8 (right) depicts a similar CKL distance for node 21. Clearly, even with a small data communication, the estimate of the conditional probabilities of the cross-terms, based on our collective approach, is quite close to that obtained by the centralized approach. Note that node 21 has four parents -one of them being local (in the same site as node 21) with the other three being in different sites. Also the conditional probability table of node 21 has 54 parameters, corresponding to the possible configurations of node 21 and its four parents. Consequently, learning the parameters of this node is a non-trivial task. Our experiments clearly demonstrate that our technique can be used to perform a biased sampling for discovering relationships between variables across sites. This simulation also illustrates the fact that the proposed approach scales well with respect to number of nodes and samples. Next, we test the scalability of our approach with respect to number of sites. As the number of sites increases, there are more cross-edges. This means that there are more nodes, whose parameters are to be learnt at the central site, using a limited portion of the data. Moreover, distribution of variables among more sites would affect the local models, likelihood computation at local sites, and consequently the samples selected for transmission. We successively split the variables across two, three, four, and five sites, and in each case illustrate the performance using the conditional probability of two fixed nodes -nodes 20 and 21. Table 8 depicts the location of the parents of nodes 20 and 21 in each case (nodes 20 and 21 were always assigned to site 1).
By increasing the number of sites and distributing the parents of node 21 among more sites, the learning problem has been deliberately made more difficult. Figure 9 depicts the CKL distance for nodes 20 and 21, for the different cases. Clearly, the increasing number of sites does make the collective learning more difficult and the performance with smaller number of sites is better than that with larger number of sites. However, the CKL distance decreases rapidly even for large number of sites. Moreover, the performance of our approach is similar with increasing number of sites, after a relatively small portion of samples are transmitted (from Fig. 9, about 35% samples transmitted) . This clearly illustrates that our approach scales well with respect to number of sites.
Discussion and Conclusions
We have presented an approach to learning BNs from distributed heterogeneous data. This is based on a collective learning strategy, where a local model is obtained at each site and the global associations are determined by a selective transmission of data to a central site. In our experiments, the performance of the collective BN was quite comparable to that obtained from a centralized approach, even for a small data communication. To our knowledge, this is the first approach to learning BNs from distributed heterogeneous data.
Our experiments suggest that the collective learning method scales well with respect to number of sites, samples, and features. Many interesting applications are possible from a BN model of the web log data. For example, specific structures in the overall BN would indicate special user patterns. This could be used to identify new user patterns and accordingly personalize offers and services provided to such users. Another interesting application is to classify the users into different groups based on their usage patterns. This can be thought of as decomposing the overall BN (obtained from the log data by collective learning) into a number of sub-BNs, each sub-BN representing a specific group having similar preferences. We are actively pursuing these ideas and will report results in a future publication.
9 We now discuss some limitations of our proposed approach, which suggest possible directions for future work.
9 Hidden nodes at local sites. For certain network structures, it may not be possible to obtain the correct (local) links, based on local data at that site. For example, consider the ASIA model shown in Fig. 1 , where the observations corresponding to variables A, T, E, and X are available at site A and those corresponding to variables S, L, B, and D are available at site B. In this case, when we learn a local BN at site B, we would expect a (false) edge from node L to node D, because of the edges L --+ E and E ~ D in the overall BN and the fact that node E is 'hidden' (unobserved) at site B. This was verified experimentally as well. However, the cross-links L ~ E and E --~ D were still detected correctly at the central site, using our 'selectively sampled' data. Therefore, it is necessary to re-examine the local links after discovering the cross-links. In other words, some post-processing of the resulting overall BN is required to eliminate such false local edges. This can be done by evaluating an appropriate score metric on BN configurations with and without such suspect local links. We are currently pursuing this issue. Note, however, that we do not encounter this problem in the examples presented in Section 4.
9 Assumptions about the data. As mentioned earlier, we assume the existence of a key that links observations across sites. Moreover, we consider a simple heterogeneous partition of data, where the variable sets at different sites are non-overlapping. We also assume that our data is stationary (all data points come from the same distribution) and free of outliers. These are simplifying assumptions to derive a reasonable algorithm for distributed Bayesian learning. Suitable learning strategies that would allow us to relax some of these assumptions would be an important area of research.
9 Structure learning. Even when the data is centralized, learning the structure of BN is considerably more involved than estimating the parameters or probabilities associated with the network. In a distributed data scenario, the problem of obtaining the correct network structure is even more pronounced. The 'hidden node' problem discussed earlier is one example of this. As in the centralized case, prior domain knowledge at each local site, in the form of probabilistic independence or direct causation, would be very helpful. Our experiments on the ASIA model demonstrate that the proposed collective BN learning approach to obtain the network structure is reasonable, at least for simple cases. However, this is just a beginning and deserves careful investigation.
9 Parameter learning. The proposed collective method is designed for structure and parameter learning. The likelihood computation in a local site is not a trivial job and introduces some computational overhead. This may not be acceptable for real-time applications such as online monitoring of stock market data. For real-time or online learning applications, we need to considerably reduce the amount of computation at the local sites. Towards that end, we have proposed a new collective learning method (Chen and Sivakumar, 2002) for learning the parameters of a BN (here we assume that the structure of the BN is known), which dramatically reduces the local computation time. 9 Performance bounds. Our approach to 'selective sampling' of data that may be evidence of cross-terms is reasonable based on the discussion in Section 3 (see equations (4)- (7)). This was verified experimentally for the three examples in Section 4. Currently, we are working towards obtaining bounds for the performance of our collective BN as compared to that obtained from a centralized approach, as a function of the data communication involved.
