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Abstract
A graph G is said to be k--critical if the size of any minimum dominating set of vertices is k, but if any edge is added to G the
resulting graph can be dominated with k − 1 vertices. The structure of k--critical graphs remains far from completely understood
when k3.
A graph G is factor-critical if G− v has a perfect matching for every vertex v ∈ V (G) and is bicritical if G− u− v has a perfect
matching for every pair of distinct vertices u, v ∈ V (G). More generally, a graph is said to be k-factor-critical if G− S has a perfect
matching for every set S of k vertices in G. In three previous papers [N. Ananchuen, M.D. Plummer, Some results related to the
toughness of 3-domination-critical graphs, Discrete Math. 272 (2003) 5–15; N. Ananchuen, M.D. Plummer, Matching properties in
domination critical graphs, Discrete Math. 277 (2004) 1–13; N. Ananchuen, M.D. Plummer, Some results related to the toughness
of 3-domination-critical graphs. II. Utilitas Math. 70 (2006) 11–32], we explored the toughness of 3--critical graphs and some of
their matching properties. In particular, we obtained some properties which are sufﬁcient for a 3--critical graph to be factor-critical
and, respectively, bicritical. In the present work, we obtain similar results for k-factor-critical graphs when k = 3.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
Let G denote a ﬁnite undirected graph with vertex set V (G) and edge set E(G). The minimum degree of all vertices
in G will be denoted by (G). A set S ⊆ V (G) is a dominating set for G if every vertex of G either belongs to S or is
adjacent to a vertex of S. The minimum cardinality of a dominating set in graph G is called the domination number of
G and is denoted by (G). Graph G is said to be k--critical if (G)= k, but (G+ e)= k − 1 for each edge e /∈E(G).
In this paper, we will be concerned only with the case k = 3.
If u, v and w are vertices of G and u and v dominate G − w, we will follow previously accepted notation and write
[u, v] −→ w. Suppose G is 3--critical. If u and v are non-adjacent vertices of G, then (G + uv) = 2 and so there is
a vertex x ∈ V (G) such that either [u, x] −→ v or [v, x] −→ u.
Sumner and Blitch [11] initiated work on matchings in 3--critical graphs and the following lemma of theirs will
prove very useful in our work to follow. A complete proof may be found in [11] together with [8].
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Lemma 1.1. Let G be a connected 3--critical graph and let S be an independent set of n2 vertices in V (G).
(i) Then the vertices of S can be ordered a1, a2, . . . , an in such a way that there exists a sequence of distinct vertices
x1, x2, . . . , xn−1 so that [ai, xi] −→ ai+1 for i = 1, 2, . . . , n − 1.
(ii) If, in addition, n4, then the xi’s can be chosen so that x1x2 · · · xn−1 is a path and S ∩ {x1, . . . , xn−1} = ∅.
In what is to follow, we shall also make frequent use of the following easy result.
Lemma 1.2. Let G be a 3--critical graph and let u and v be non-adjacent vertices of G. If x is a vertex of G such that
[u, x] −→ v, then xv /∈E(G) and if x is a vertex of G with [v, x] −→ u then xu /∈E(G).
In [1] the following result was obtained. (See also [5].)
Theorem 1.3. Let G be a connected 3--critical graph and let S be a vertex cutset in G. Then
(i) if |S|4, G − S has at most |S| − 1 components,
(ii) if |S| = 3, then G − S contains at most |S| components, and if G − S has exactly three components, then each
component is complete and at least one is a singleton,
(iii) if |S| = 2, then G− S has at most three components and if G− S has exactly three components, then G must have
the structure shown in Fig. 1 and,
(iv) if |S| = 1, then G − S has two components, exactly one of which is a singleton. Furthermore, in case (iv), G has
at most three cutvertices. If it has three, G is isomorphic to the graph shown in Fig. 1 with n = 1. If it has two, G
is isomorphic to a graph of the family shown in Fig. 1 with n2.
We refer the reader to [9] for further notation, terminology and background for matching theory. In particular, N(v)
will denote the neighborhood of vertex v, that is, the set of all vertices adjacent to v, and N [v] = N(v) ∪ {v} will
denote the closed neighborhood of v. In addition, we denote by (G) the number of components of the graph G and
by o(G), the number of components of odd order in G.
In order to prove our main results, we shall need the following two theorems from [3], both of which may be viewed
as extensions of Theorem 1.3.
Theorem 1.4. If G is a connected 3--critical graph and S is a vertex cutset in G, then if |S|6, it follows that
(G − S) |S| − 2.
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Theorem 1.5. Let G be a connected 3--critical graph and let S be a vertex cutset in G with 4 |S|5. If each
component of G − S has at least three vertices, then (G − S) |S| − 2.
Finally, the following two results will also be useful in proving our main theorems. The ﬁrst is due to Favaron
[6, see also [7]] and the second is proved in [2]. A graph G is k-factor-critical if G−S has a perfect matching for every
set S of k vertices in G. If k = 1, the graph is said to be factor-critical and if k = 2, the graph is called bicritical.
Theorem 1.6. A graph G is k-factor-critical if and only if o(G − S) |S| − k, for every S ⊆ V (G) and |S|k.
Theorem 1.7. Let G be a 2-connected 3--critical graph having odd order. Then G is factor-critical.
2. A result for general 3--critical graphs
Theorem 2.1. If G is a 4-connected 3--critical graph of odd order and (G)5, then G is 3-factor-critical.
Proof. Suppose, by way of contradiction, that G is not 3-factor-critical. By Theorem 1.6, there is a set S ⊂ V (G) with
|S|3 such that o(G − S)> |S| − 3.
Since by Theorem 1.7, G is factor-critical, it follows thato(G−S) |S|−1. But G has odd order, soo(G−S) 	=
|S|− 2. Soo(G−S)=|S|− 1. By Theorem 1.4 and our connectivity hypothesis, 4 |S|5. Since G−S has |S|− 1
odd components, there is a component of G − S, say H1, such that |V (H1)| = 1 by Theorem 1.5. Let V (H1) = {w1}.
If |S| = 4, then deg(w1)4, a contradiction of our minimum degree hypothesis. Hence |S| = 5. By Theorem 1.3(i),
G−S has no even components. For i=1, . . . , 4, let Hi be the odd components of G−S. Choose a vertex wi ∈ V (Hi),
for each i = 1, . . . , 4. Clearly W = {w1, w2, w3, w4} is an independent set. By Lemma 1.1, the vertices of W may be
ordered as a1, a2, a3 and a4 in such a way that there exists a path x1x2x3 in G−W such that [ai, xi] −→ ai+1, for each
i = 1, 2, 3. By Lemma 1.2, xiai+1 /∈E(G) for each i = 1, 2, 3. Clearly, xi ∈ S for i = 1, 2, 3. Let S0 =S −{x1, x2, x3}.
So |S0| = 2. Let S0 = {s1, s2}. Without loss of generality, we may renumber the components of G − S in such a way
that ai ∈ V (Hi).
Note that the following three observations ﬁrst used in the proof of Theorem 2.1 of [3] remain valid in the present
situation.
(O1) For i = 1, 2, 3, vertex xi is adjacent to every vertex of
⎡
⎣
⎛
⎝
4⋃
j=1
V (Hj )
⎞
⎠− (V (Hi) ∪ {ai+1)
⎤
⎦
since [ai, xi] −→ ai+1.
(O2) By O1, vertex a1 is adjacent to both x2 and x3, and for i = 2 and 3, vertex ai is adjacent to every vertex of
S − (S0 ∪ {xi−1, xi}).
(O3) By O1, O2, Lemma 1.2 and the fact that |S0|2, if [ai, z] −→ aj and |i − j |2, then for j2, z = xj−1 or
z ∈ S0 and for j = 1, z ∈ S0.
Since for each i = 1, 2, 3, xiai+1 /∈E(G), it follows that |V (Hi)|3 for 2 i4 because (G)5 and |S| = 5.
Further, V (H1)={a1}, by Theorem 1.5 and a1 is adjacent to every vertex of S. But then for each i, 2 i4, there exist
two distinct vertices bi and ci in V (Hi) − ai .
Let y be a vertex of (H3 ∪H4)−{a3, a4}. Consider G+a1y. Since (G+a1y)=2, there is a vertex z of G−{a1, y}
such that either [a1, z] −→ y or [y, z] −→ a1. In either case, z ∈ S. Since a1 is adjacent to every vertex of S, the case
[y, z] −→ a1 is impossible by O3 and Lemma 1.2. Hence, [a1, z] −→ y. By O1 and Lemma 1.2, z /∈ {x1, x2}. Since
x3a4 /∈E(G) and a1a4 /∈E(G), it follows that z 	= x3. Thus z ∈ S0.
Now let y=b3 and considerG+a1b3. Then, by the above argument, there is a vertex z ∈ S0 such that [a1, z] −→ b3.
Without any loss of generality, we may assume that z= s1. That is, [a1, s1] −→ b3. By Lemma 1.2, s1b3 /∈E(G). Next
let y = c3 and consider G + a1c3. Again there is a vertex z1 ∈ S0 such that [a1, z1] −→ c3. Since s1b3 /∈E(G) and
a1b3 /∈E(G), z1 	= s1. Thus z1 = s2. That is, [a1, s2] −→ c3 and s2c3 /∈E(G). Finally, we let y = b4 and consider
G + a1b4. Then there is a vertex z2 ∈ S0 such that [a1, z2] −→ b4. But z2 	= s1 since s1b3 /∈E(G) and a1b3 /∈E(G).
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Thus z2=s2. But this is impossible since s2c3 /∈E(G) and a1c3 /∈E(G). This proves that (G+a1b4)> 2, contradicting
the 3-criticality of G. This completes the proof of our theorem. 
The bound on the minimum degree stated in the hypotheses of Theorem 2.1 is best possible since there is a 4-
connected 3--critical graph with minimum degree 4 and having odd order, but which is not 3-factor-critical. Such a
graph G0 is shown in Fig. 2. (Clearly, G0 − x − y − z has no perfect matching.)
3. A result for claw-free 3--critical graphs
A graph is said to be claw-free if it contains no induced subgraph isomorphic to K1,3. In [10] the following result
was proved.
Theorem 3.1. If G is a 3-connected claw-free graph of even order, then G is bicritical.
If the even graphs under consideration are 3--critical, we can lower the demand on connectivity and still guarantee
bicriticality. More particularly, we have the following result proved in [2].
Theorem 3.2. Let G be a 3--critical 2-connected claw-free graph of even order. Then if (G)3, G is bicritical.
We now prove a similar result involving 3-factor-criticality. First, however, we state a result of Sumner and Blitch
[11,4] which will be useful in this regard.
Theorem 3.3. The diameter of a 3--critical graph is at most 3.
We now present the main result of this section.
Theorem 3.4. LetG be a 3--critical 3-connected claw-free graph of odd order. Then if (G)4,G is 3-factor-critical.
Proof. Suppose, to the contrary, that G is not 3-factor-critical. Then by Theorem 1.6, there is a subset S of V (G)
such that |S|3 and o(G − S)> |S| − 3. But by Theorem 1.7, G is factor-critical. Thus o(G − S) |S| − 1. Since
|V (G)| is odd, it follows by parity that o(G − S) = |S| − 1. Then by Theorem 1.4, |S|5. Since G is 3-connected,
3 |S|5.
We ﬁrst suppose that |S| = 4. By Theorem 1.3(i), G− S has no even components. Since G is 3-connected, there are
at least three vertices of S which are adjacent to some vertices of each component of G − S. Because |S| = 4, there
must be a vertex of S, say u, such that u is adjacent to at least one vertex of each component of G− S. Thus u is a claw
center in G which contradicts the assumption that G is claw-free. Hence |S| 	= 4. By a similar argument, |S| 	= 5. Thus
|S| = 3 and hence o(G − S) = 2.
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Furthermore, since G is 3-connected, S is a minimum cutset in G and hence if x ∈ S, x is adjacent to a vertex in
every component of G − S. But then by claw-freeness, there cannot be any even components of G − S.
Because (G)4, each component of G − S has at least three vertices. Let H1 and H2 be the odd components of
G − S and let S = {u1, u2, u3}.
We now deﬁne several sets of vertices in G as follows. For 1 i3, let
Ai = V (H1) ∩ N(ui),
Bi = V (H2) ∩ N(ui),
C = V (H1) −
3⋃
i=1
Ai ,
and
D = V (H2) −
3⋃
i=1
Bi .
Claim 1. For 1 i3, Ai 	= ∅ 	= Bi . Furthermore, both G[Ai] and G[Bi] are complete.
This claim follows directly from the fact that S is a minimum cutset and G is claw-free.
Claim 2. Either C = ∅ or D = ∅.
Suppose, to the contrary, that there is a vertex x ∈ C and a vertex y ∈ D. Then the distance between vertices x and
y is at least 4, since x /∈∪3i=1 Ai and y /∈∪3i=1Bi . But this contradicts Theorem 3.3, thus proving the claim.
Now we may suppose, without loss of generality, that C = ∅. We distinguish two cases.
Case 1: Suppose ∩3i=1 Ai 	= ∅.
Choose a ∈ ∩3i=1 Ai . Since G[Ai] is complete for each i, NG[a] = V (H1) ∪ S.
Claim 3. For each c ∈ V (H2), there is a vertex z ∈ V (G)−{a, c} such that [a, z] −→ c, but {c, z} does not dominate
V (G) − a.
Consider G + ac. Since G is 3--critical, there is a vertex z ∈ V (G) − {a, c} such that either [c, z] −→ a or
[a, z] −→ c. Suppose that [c, z] −→ a. Then z /∈NG[a] = V (H1) ∪ S. But then no vertex of {c, z} is adjacent to any
vertices of V (H1) − a. However, this contradicts the fact that [c, z] −→ a, since |V (H1) − a|2. Hence [c, z] −→ a
is impossible and therefore [a, z] −→ c. This proves Claim 3.
Subcase 1.1: ∩3i=1 Bi 	= ∅.
Choose b ∈ ∩3i=1Bi and consider G + ab. By Claim 3, there is a vertex z ∈ V (G) − {a, b} such that [a, z] −→ b.
Thus z /∈NG[b] and so z /∈ S ∪ B1 ∪ B2 ∪ B3. Therefore z ∈ D. Thus z dominates V (H2) − b. Now consider G + az.
By Claim 3, there is a vertex z1 ∈ V (G) − {a, z} such that [a, z1] −→ z. So z1 /∈NG[z] = V (H2) − b. Thus
z1 ∈ S ∪ {b}.
Suppose z1 ∈ S.Without loss of generality, we may assume that z1=u1. Then u1 dominates V (H2)−z and therefore
D = {z}. Since G[B1] is complete, G[V (H2) − z] is complete. Since (G)4, there is a vertex c ∈ V (H2) − {b, z}
such that cz ∈ E(G). Clearly c dominates V (H2). But then {a, c} dominates G, a contradiction.
Hence z1 /∈ S. Therefore z1=b and therefore b dominatesV (H2)−z. Next, choosew1 ∈ V (H2)−{z, b} and consider
G+ aw1. By Claim 3, there is a vertex z2 ∈ V (G)− {a,w1} such that [a, z2] −→ w1. But then z2 /∈NG[w1]. Clearly,
z2 /∈ S, for otherwise no vertex of {a, z2} dominates z. Hence z2 ∈ V (H2)− {w1, b, z} and z2 dominates V (H2)−w1.
Now consider G + az2. By Claim 3, there exists a vertex z3 ∈ V (G) − {a, z2} such that [a, z3] −→ z2. But then
z3 /∈NG[z2] = V (H2) − w1. By a similar argument, z3 /∈ S. Thus z3 = w1 and w1 dominates V (H2) − z2. Continuing
in this manner, we can get a sequence of distinct vertices b = w0, z = z1, w1, z2, w2, z3, . . . such that wi dominates
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V (H2) − zi+1 and zi+1 dominates V (H2) − wi . But this contradicts the fact that|V (H2)| is odd. Therefore Subcase
1.1 cannot occur and hence ∩3i=1 Bi = ∅.
Subcase 1.2: Suppose Bi ∩ Bj 	= ∅ for some i, j such that 1 i 	= j3.
Without loss of generality, we may assume that i = 1 and j = 2; that is, that B1 ∩ B2 	= ∅. Choose b ∈ B1 ∩ B2.
Then b is adjacent to u1 and u2. By Subcase 1.1, we may assume that b is not adjacent to u3. Consider G + ab. By
Claim 3, there is a vertex z ∈ V (G) − {a, b} such that [a, z] −→ b. Then z dominates V (H2) − b and z /∈NG[b].
Thus z 	= u1 and z 	= u2. Suppose z = u3. Then u3 dominates V (H2)− b. Since G[B3] is complete, G[V (H2)− b] is
complete. Because (G)4, there is a vertex in V (H2) − b, say b′, such that bb′ ∈ E(G). But then {a, b′} dominates
G, a contradiction. Hence z 	= u3 and hence z ∈ V (H2) − NG[b] and z dominates V (H2) − b.
By an argument similar to that used in Subcase 1.1, we can obtain a sequence of distinct vertices b = w0, z =
z1, w1, z2, w2, z3, . . . such that wizi+1 /∈E(G) for all i=0, 1, . . ., but wi dominates V (H2)−zi+1 and zi+1 dominates
V (H2) − wi . But this contradicts the fact that |V (H2)| is odd. Therefore Subcase 1.2 cannot occur either.
Hence for all i, j , 1 i 	= j3, Bi ∩ Bj = ∅. By Subcases 1.1 and 1.2, each vertex of V (H2) is in Bi for at most
one value of i, 1 i3. Since B1 	= ∅, there is a vertex b ∈ B1. Then bu2 /∈E(G) and bu3 /∈E(G).
Consider G + ab. By Claim 3, there is a vertex z ∈ V (G) − {a, b} such that [a, z] −→ b. Then z ∈ {u2, u3} ∪
(V (H2) − NG[b]). If z = u2, then u2 dominates V (H2) − b. But then no vertex of V (H2) is adjacent to u3 and hence
B3 = ∅. This, however, contradicts Claim 1. Hence z 	= u2. Similarly, z 	= u3. Hence z ∈ V (H2) − NG[b]. Then z
dominates V (H2) − b and zb /∈E(G). By an argument similar to that used in Subcase 1.1, starting with G + az, we
can obtain a sequence of distinct vertices b = w0, z = z1, w1, z2, . . . such that wizi+1 /∈E(G) for all i = 0, 1, . . ., but
wi dominates V (H2) − zi+1 and zi+1 dominates V (H2) − wi . But again this contradicts the fact that |V (H2)| is odd.
Hence Case 1 cannot occur and we may assume that ∩3i=1Ai = ∅.
Case 2: Suppose Ai ∩ Aj 	= ∅ for some i, j , 1 i 	= j3.
Without loss of generality, we may assume that A1 ∩A2 	= ∅. Choose a ∈ A1 ∩A2. Then by Case 1, we may assume
that au3 /∈E(G).
Subcase 2.1: Suppose ∩3i=1 Bi 	= ∅.
Choose b ∈ ∩3i=1 Bi . Then S ∪ B1 ∪ B2 ∪ B3 ⊆ NG[b]. Consider G + ab. Since G is a 3--critical graph, there is a
vertex z ∈ V (G) − {a, b} such that either [a, z] −→ b or [b, z] −→ a.
Suppose ﬁrst that [a, z] −→ b. Then z /∈NG[b]. Thus z /∈ S ∪ B1 ∪ B2 ∪ B3. Since |V (H2)|3, z ∈ D. But then no
vertex of {a, z} is adjacent to u3, a contradiction. Hence {a, z} does not dominate V (G) − b. Therefore, [b, z] −→ a.
Then z /∈NG[a]. Thus z ∈ {u3} ∪ (V (H1) − NG[a]).
Suppose ﬁrst that z = u3. Then u3 dominates V (H1) − a and b dominates D. Hence b dominates V (H2). Since
G[A3] is complete and since A3 = V (H1) − a, graph G[V (H1) − a] is complete. Because (G)4, there is a vertex
w ∈ V (H1) − a such that aw ∈ E(G). But then {w, b} dominates G, a contradiction. Hence z 	= u3.
Then z ∈ V (H1)−NG[a]. Thus z /∈ {u1, u2}. Furthermore, z dominates V (H1)− a and b dominates V (H2). Hence
by claw-freeness, z ∈ A3 and NG[b] = V (H2) ∪ S.
Claim 4. For each c ∈ V (H1) − a, there is a vertex y ∈ V (G) − {b, c} such that [b, y] −→ c, but {c, y} does not
dominate V (G) − b.
Consider G + bc. Since G is 3--critical, there is a vertex y ∈ V (G) − {b, c} such that either [b, y] −→ c or
[c, y] −→ b. Suppose [c, y] −→ b. Then y /∈NG[b]=V (H2)∪S. But then no vertex of {c, y} is adjacent to any vertex
of V (H2) − b, a contradiction. Hence {c, y} does not dominate V (G) − b and therefore [b, y] −→ c as claimed.
By applying an argument similar to that used in Subcase 1.1, we can obtain a sequence of distinct vertices a =
w0, z=z1, w1, z2, . . . such thatwizi+1 /∈E(G) for all i=0, 1, . . ., butwi dominates V (H1)−zi+1 and zi+1 dominates
V (H1) − wi . But this contradicts the fact that |V (H1)| is odd. Therefore, Subcase 2.1 cannot occur and hence B1 ∩
B2 ∩ B3 = ∅.
Subcase 2.2: Suppose B1 ∩ B2 	= ∅.
Choose b ∈ B1 ∩ B2. Then bu1 ∈ E(G) and bu2 ∈ E(G). By Subcase 2.1, we may assume that bu3 /∈E(G).
If u1u3 ∈ E(G), then G[{u1; a, b, u3}] is a claw centered at u1, a contradiction. Hence u1u3 /∈E(G). Similarly,
u2u3 /∈E(G). Consider G + ab. Since G is 3--critical, there is a vertex z ∈ V (G) − {a, b} such that [a, z] −→ b or
[b, z] −→ a.
Subcase 2.2.1: Suppose [a, z] −→ b.
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Then z /∈NG[b] and z dominates V (H2) − b. Then z = u3 or z ∈ V (H2) − NG[b].
Subcase 2.2.1.1: Suppose z = u3.
So [a, u3] −→ b. Then u3b /∈E(G) and u3 dominates V (H2) − b. Since G[B3] is complete, G[V (H2) − b] is
complete. Choose b1 ∈ V (H2) − b such that bb1 ∈ E(G). Consider G + ab1. Since G is 3--critical, there is a vertex
z1 ∈ V (G) − {a, b1} such that either [a, z1] −→ b1 or [b1, z1] −→ a.
Suppose ﬁrst that [a, z1] −→ b1. Then z1 /∈NG[b1]. Since V (H2) ∪ {u3} ⊆ NG[b1], z1 /∈V (H2) ∪ {u3}. Thus z1 ∈
{u1, u2}. But then no vertex of {a, z1} is adjacent to u3, a contradiction. Hence {a, z1} does not dominate V (G) − b1.
Thus [b1, z1] −→ a. Then z1 /∈NG[a]. Thus z1 ∈ {u3} ∪ (V (H1) − NG[a]). Since b1u3 ∈ E(G), b1u1 /∈E(G) or
b1u2 /∈E(G) by Subcase 2.1. We may assume without loss of generality that b1u1 /∈E(G). Then z1u1 ∈ E(G). Thus
z1 	= u3, since u1u3 /∈E(G). Hence z1 ∈ V (H1) − NG[a]. But then a and z1 are in A1. This contradicts the fact that
G[A1] is complete, since az1 /∈E(G). Hence Subcase 2.2.1.1 cannot occur.
Subcase 2.2.1.2: Suppose z ∈ V (H2) − NG[b].
Then zb /∈E(G) and z dominatesV (H2)−b. Since au3 /∈E(G), zu3 ∈ E(G). Because of claw-freeness, zu1 /∈E(G)
and zu2 /∈E(G). Now consider G + az. Since G is 3--critical, there is a vertex z1 ∈ V (G) − {a, z} such that either
[a, z1] −→ z or [z, z1] −→ a.
Suppose ﬁrst that [a, z1] −→ z. Then z1 /∈NG[z] = (V (H2) − b) ∪ {u3}. Thus z1 ∈ {b, u1, u2}. But then no vertex
of {a, z1} is adjacent to u3, a contradiction. Hence [z, z1] −→ a. Then z1 /∈NG[a]. Thus z 	= u1 and z1 	= u2. Hence
z1 ∈ {u3} ∪ (V (H1)−NG[a]). But then no vertex of {z, z1} is adjacent to b, a contradiction. This proves that Subcase
2.2.1.2 cannot occur and hence Subcase 2.2.1 cannot occur.
Subcase 2.2.2: Suppose [b, z] −→ a.
Recall that bu1 ∈ E(G) and bu2 ∈ E(G), but bu3 /∈E(G), u1u3 /∈E(G) and u2u3 /∈E(G). Since [b, z] −→ a,
z /∈NG[a]. Thus z /∈ {u1, u2}. But then z ∈ {u3} ∪ (V (H1) − NG[a]).
Subcase 2.2.2.1: Suppose z = u3.
Then u3 dominates V (H1) − a. Thus G[V (H1) − a] is complete since G[A3] is complete. Since (G)4, there
is a vertex a1 ∈ V (H1) − a such that a1a ∈ E(G). Consider G + a1b. Since G is 3--critical, there is a vertex
z1 ∈ V (G) − {a1, b} such that either [a1, z1] −→ b or [b, z1] −→ a1.
Suppose ﬁrst that [a1, z1] −→ b. Then z1 /∈NG[b]. Thus z1 /∈ {u1, u2}. Hence z1 ∈ {u3} ∪ (V (H2) − NG[b]). Since
a1u3 ∈ E(G), then by Case 1, either a1u1 /∈E(G) or a1u2 /∈E(G). Thus z1u1 ∈ E(G) or z1u2 ∈ E(G). Hence
z1 	= u3 since u1u3 /∈E(G) and u2u3 /∈E(G). Therefore z1 ∈ V (H2)−NG[b]. But this contradicts the fact that G[Bi]
is complete for i = 1, 2, since b is adjacent to u1 and u2, but not to z1. Hence {a1, z1} does not dominate V (G) − b.
Therefore, [b, z1] −→ a1. Then z1 /∈V (H1) ∪ {u3} ⊆ NG[a1]. Thus z1 ∈ {u1, u2}. But then no vertex of {b, z1} is
adjacent to u3, a contradiction. This proves that Subcase 2.2.2.1 cannot occur.
Subcase 2.2.2.2: Suppose z ∈ V (H1) − NG[a].
Then b dominates V (H2) and z dominates V (H1)− a. Since bu3 /∈E(G), zu3 ∈ E(G). Because of claw-freeness in
G, z /∈A1 ∪A2. Thus z ∈ A3 − (A1 ∪A2). ConsiderG+bz. SinceG is 3--critical, there is a vertex z1 ∈ V (G)−{b, z}
such that either [b, z1] −→ z or [z, z1] −→ b.
Suppose ﬁrst that [b, z1] −→ z. Then z1 ∈ {a, u1, u2}. But then no vertex of {b, z1} is adjacent to u3, a contradiction.
Hence {b, z1} does not dominate V (G) − z. Therefore, [z, z1] −→ b. Then z1 /∈NG[b] = V (H2) ∪ {u1, u2}. Thus
z1 = u3. But then no vertex of {z, u3} is adjacent to a, a contradiction. This proves that Subcase 2.2.2.2 cannot occur
and hence Subcase 2.2 cannot occur either.
Subcase 2.3: Suppose B1 ∩ B3 	= ∅ or B2 ∩ B3 	= ∅.
Suppose ﬁrst that B1 ∩B3 	= ∅. Choose b ∈ B1 ∩B3. Then bu1 ∈ E(G) and bu3 ∈ E(G). By Subcase 2.1, we may
assume that bu2 /∈E(G). Consider G+ ab. Since G is 3--critical, there is a vertex z ∈ V (G)− {a, b} such that either
[a, z] −→ b or [b, z] −→ a.
Suppose ﬁrst that [a, z] −→ b. Then z /∈NG[b]. Therefore, z ∈ {u2} ∪ (V (H2) − NG[b]). Suppose ﬁrst that
z ∈ V (H2) − NG[b]. Then zb /∈E(G). Since au3 /∈E(G), it follows that zu3 ∈ E(G). But this contradicts the fact
that G[B3] is complete, since b, z ∈ B3, but bz /∈E(G). Hence z /∈V (H2) − NG[b]. Therefore, z = u2. Then u2
dominates (V (H2)− b)∪ {u3}. Choose c ∈ V (H2)− b. If cu3 /∈E(G), then G[{u2; a, u3, c}] is a claw centered at u2,
a contradiction. Hence cu3 ∈ E(G). Therefore NH2(u3) = V (H2) since bu3 ∈ E(G). But then {a, u3} dominates G
since G[A1] and G[A2] are complete. However, this contradicts the fact that (G)= 3. Hence {a, z} does not dominate
V (G) − b. Therefore, [b, z] −→ a. By an argument similar to that above, {b, z} does not dominate G − a. Hence
B1 ∩ B3 = ∅. Similarly, B2 ∩ B3 = ∅. This shows that Subcase 2.3 cannot occur.
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From Subcases 2.1–2.3, it follows that each vertex of H2 is in at most one of B1, B2 and B3. Since B3 	= ∅, let us
choose b ∈ B3. Then bu3 ∈ E(G), but bu1 /∈E(G) and bu2 /∈E(G). Consider G + ab. Since G is 3--critical, there
is a vertex z ∈ V (G) − {a, b} such that either [a, z] −→ b or [b, z] −→ a.
Suppose ﬁrst that [a, z] −→ b. Then z /∈NG[b]. Thus z 	= u3. Since au3 /∈E(G), it follows that zu3 ∈ E(G).
This implies by claw-freeness that z ∈ {u1, u2}. Suppose without loss of generality that z = u1. Then u1 dominates
(V (H2) − b) ∪ {u3}. By Subcases 2.2 and 2.3, NH2(u2) = B2 = ∅. But this contradicts Claim 1. Hence {a, z} does
not dominate V (G) − b. Therefore [b, z] −→ a. Then z /∈NG[a] and thus z 	= u1 and z 	= u2. Since bu1 /∈E(G) and
bu2 /∈E(G), it follows that zu1 ∈ E(G) and zu2 ∈ E(G). Thus z /∈V (H1), for otherwise both G[A1] and G[A2] fail
to be complete, a contradiction. Hence z=u3. Since B2 	= ∅ by Claim 1, there is a vertex b2 ∈ B2. Then b2u3 /∈E(G).
But then G[{u2; a, u3, b2}] is a claw centered at u2, a contradiction. This proves that Case 2 cannot occur.
By Cases 1 and 2, it follows that each vertex of H1 is in exactly one of A1, A2 and A3 and each vertex of H2 is in
at most one of B1, B2 and B3. Choose a ∈ A1 and b ∈ B2. Consider G + ab. Since G is 3--critical, there is a vertex
z ∈ V (G) − {a, b} such that either [a, z] −→ b or [b, z] −→ a.
Suppose that [a, z] −→ b. Then z /∈NG[b]. Thus z 	= u2. Since au2 /∈E(G) and au3 /∈E(G), it follows that z must
dominate {u2, u3}. Thus z /∈V (H2). But then z ∈ {u1, u3}. Suppose z = u1. Then u1 dominates V (H2) − b. But then
B3 = ∅, a contradiction. Hence z 	= u1. Similarly, z 	= u3. Hence {a, z} does not dominate V (G)− b. Similarly, {b, z}
does not dominate V (G) − a. Thus we have a contradiction and the proof of the theorem is complete. 
It should be noted that both the connectivity bound and the minimum degree bound stated as hypotheses in the
preceding theorem are sharp. Indeed, Favaron has proved [6, Theorems 2.5 and 2.6] that for all k0, every k-factor-
critical graph of order n>k is k-(vertex)-connected and for all k1, every k-factor-critical graph of order n>k is
(k + 1)-edge-connected (and hence has minimum degree at least k + 1).
Next we present an inﬁnite family of graphs satisfying the hypotheses of Theorem 3.4. Fig. 3 exhibits a 3--critical,
4-connected, claw-free graph on 10 vertices with minimum degree 4. Choose any one of the black vertices v1. . . . , v6.
Without loss of generality, choose v6, say. Replace v6 with a complete graph K(v6) on any even number of vertices at
least 2. Join every vertex ofK(v6) to every neighbor of v6. It is easily checked that the resulting graph on an odd number
of vertices remains 3--critical, 4-connected and claw-free with minimum degree 4. So each such graph satisﬁes the
hypotheses of Theorem 3.4 and is hence 3-factor-critical.
4. Two conjectures
We conclude with two conjectures involving matching in 3-critical graphs.
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Conjecture 4.1. Suppose G is a graph with k2 and suppose k − 1 and |V (G)| have the same parity. Then if G is
k-connected and 3--critical with (G)k + 1, then G is (k − 1)-factor-critical.
To show that the lower bound on the minimum degree in Conjecture 4.1 is sharp, we offer the following inﬁnite
family of graphs. For each value of k2 we construct the graphG(k) as follows. LetX={x1, . . . , xk}, Y ={y1, . . . , yk}
and S = {z1, . . . , zk, w1, . . . , wk}. Then set V (G(k)) = X ∪ Y ∪ S ∪ {a, b, c}, thus yielding a set of 4k + 3 distinct
vertices. Join vertices a and b to each vertex of X ∪ Y and join c to each vertex in S. Form complete graphs on each of
X, Y and S. Finally, join each xi and each yi to each zj and to each wj , with i 	= j .
It is not difﬁcult to show that G(k) is a 3--critical graph, (G(k)) = 2k and G(k) is 2k-connected. However, G(k)
is not (2k − 1)-factor-critical, for if Z = X ∪ (Y − yk), G − Z has no perfect matching.
Fig. 2 shows the graph G(2).
On the other hand, we now exhibit an inﬁnite family of graphs which satisfy the hypotheses of Conjecture 4.1. For
each value of k2, choose r and t to be positive integers such that r t(4k − 1)/3 and such that r + t and k have
the same parity.
Form a complete graph on the vertices {u1, . . . , ut } and denote it by Kt . Form a second complete graph on the vertex
set {y1, . . . , yr} and denote it by Kr . Let v1v2v3v4v1 be a 4-cycle. Finally, let w be yet another distinct vertex. Join
each vertex of Kt to each vertex of Kr and join w to each vertex of Kr as well. Finally add each edge of the form uivj
if and only if i /≡ j mod 4. Denote the resulting graph on r + t + 5 vertices by H(k, r, t). It may then be shown that
H(k, r, t) is 3--critical, (k + 1)-connected, has minimum degree at least k + 1 and is (k − 1)-factor-critical.
Fig. 4 shows the graph H(2, 3, 3).
Conjecture 4.2. Suppose G is a graph with k1 and suppose k and |V (G)| have the same parity. Then if G is
k-connected and 3--critical with (G)k + 1 and G is claw-free, then G is k-factor-critical.
It should be noted that both the connectivity bound and the minimum degree bound stated in the hypotheses of
Conjecture 4.2 are best possible. Indeed, Favaron has proved [6, Theorems 2.5 and 2.6] that for all k0, every k-factor-
critical graph of order n>k is k-(vertex)-connected and for all k1, every k-factor-critical graph of order n>k is
(k + 1)-edge-connected (and hence has minimum degree at least k + 1.)
We now show that for each k1, there exist inﬁnitely many graphs satisfying the hypotheses of Conjecture 4.2.
For k1, we offer the well-known so-called full graphs as a ﬁrst family of examples. Let A = {a1, . . . , ar}, B =
{b1, . . . , bs} andC={c1, . . . , ct }. Let uA, uB and uC be three additional vertices. Form a complete graph onA∪B∪C,
join uA to all vertices ofA, uB to all vertices of B, and uC to all vertices of C. Denote the resulting graph on r+ s+ t +3
vertices F(r, s, t). Then it is easy to see that for all values of k1, graph F(k+1, k+1, k+1) satisﬁes the hypotheses
of Conjecture 4.2.
If k4, we now offer an additional class of graphs which satisfy the hypotheses of Conjecture 4.2. For each k4,
choose integers s and t such that s tk− 3 and such that s and t have the same parity. Set r = k− 3. Form a complete
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graph on the r+s+ t vertices {a1, . . . , ar}∪{b1, . . . , bs}∪{c1, . . . , ct }. Introduce six new vertices ur, vr , us, vs, ut , vt ,
join each of ur and vr to all the vertices a1, . . . , ar and to each other, join us and vs to all the vertices b1, . . . , bs and
to each other, and join ut and vt to all the vertices c1, . . . , ct and to each other. Finally, join ur , us and ut to each other
as well as vr , vs and vt to each other. If we denote the resulting graph on r + s + t + 6 = k + s + t + 3 vertices by
J (r, s, t), it may be veriﬁed that J (r, s, t) is 3--critical and claw-free, has minimum degree k, vertex-connectivity k
and is (k − 1)-factor-critical.
We show the graph J (1, 2, 2) in Fig. 5.
Conjecture 4.1 is known to be true when k = 2 [2, Theorem 2.4], when k = 3 [2; Theorem 2.1] and when k = 4 by
Theorem 2.1 of the present paper. Conjecture 4.2 is true if k=1 for we know that a 1-connected ( = connected) 3-critical
graph with minimum degree 2 must, in fact, be 2-connected and then the truth of the result follows by Theorem 2.4
of [2]. Conjecture 4.2 is also known to be true when k = 2 [2, Theorem 3.3] and when k = 3 by Theorem 3.4 of the
present paper. However, the difﬁculty of the proofs of Conjecture 4.1 when k = 4 and Conjecture 4.2 when k = 3 lead
us to think that settling either of these conjectures for any further values of k will be very difﬁcult, if not impossible,
using the methods we have employed for the small values of k mentioned above. In our opinion, some new approach
must be discovered and utilized.
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