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1. Вступ
Радіонуклідна діагностика міокарда дозволяє 
виявити порушення його перфузії на ранній стадії 
захворювання та оцінити тяжкість патологічного 
процесу у хворих, які перенесли інфаркт міокарда, 
з метою визначення траєкторії лікування хворо-
го [1]. Результатом радіонуклідного дослідження 
є реконструйовані сцинтиграфічні зрізи серця, які 
часто представляють у вигляді полярних діаграм, 
що візуалізують долю включення радіофармпрепа-
рату в сегментах міокарду у стані спокою та стре-
су. При цьому достовірність інтерпретації даних 
функціонального дослідження визначається рівнем 
кваліфікації лікаря-діагноста, оскільки крім аналі-
зу яскравості пікселів сцинтиграм в стані спокою 
і навантаження потрібно враховувати контекстні 
ознаки, наприклад, симптоми, шкідливі звички та 
хронічні хвороби, вікову та вагову категорії, расову 
належність, групу крові, стать та інші. Одним з на-
прямів зниження навантаження на лікаря-діагноста 
та підвищення точності діагностичних висновків є 
розробка та впровадження здатних навчатися сис-
тем підтримки прийняття рішень (СППР), які здій-
снюють машинну інтерпретацію результатів радіо-
нуклідного обстеження. 
Оригінальна матриця зображення полярної кар-
ти містить 1088 пікселів, що ускладнює попіксель-
ний процес розпізнавання патологічних функціо-
нальних станів [1–3] міокарду. Крім того, алфавіт 
класів, що характеризує функціональні стани міо-
карду, як правило, повністю не покриває пов’язаний 
з ним простір діагностичних ознак розпізнавання, 
що обумовлено складністю повного аналізу предмет-
ної галузі як на етапі формування словника, так і на 
етапі формування алфавіту класів. Тому для поточ-
ного алфавіту класів словник ознак в інформаційно-
му розумінні є надлишковим і потребує оптимізації. 
Видалення неінформативних та заважаючих ознак 
дозволяє підвищити інформаційну спроможність та 
зменшити обчислювальну складність вирішальних 
правил діагностичної системи, однак за умов вико-
ристання начальних вибірок малого обсягу у зада-
чах з великою кількістю ознак традиційні методи 
машинного навчання та селекції ознак характеризу-
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2. Аналіз літературних даних і постановка проблеми
У задачах аналізу даних медичного обстеження 
широкого поширення набуло використання штучних 
нейронних мереж [3, 4], у яких мінімальна кількість 
навчальних векторів залежить від розмірності про-
стору ознак. Однак на практиці обсяг навчальних 
вибірок окремих класів розпізнавання не досягає і 
сотні зразків, а розмірність словника ознак у випадку 
радіонуклідної діагностики серця перевищує тисячі, 
що обумовлює низьку ефективність даного підходу. 
Запропоновані в працях [4, 5] методи стиснення зобра-
ження полярної карти розподілу радіофармпрепарату 
шляхом посегментного усереднення яскравості пік-
селів або розкладу зображення на комплексні ком-
поненти за допомогою швидкого перетворення Фур’є 
дозволяють знизити розмірність простору ознак до 
сотень чи десятків ознак, однак не дозволяють отрима-
ти безпомилкові за навчальною матрицею вирішальні 
правила. Це пов’язано як зі штучним огрубленням 
результатів та втратою інформативних ознак, так і з 
ігноруванням контекстних даних обстеження пацієн-
тів. У працях [6, 7] розглядається використання кон-
текстних даних обстеження у вигляді даних анамнезу 
та іншої клінічної інформації для прогнозу порушення 
перфузії міокарда на основі метода опорних векторів 
(SVM). Однак точність отриманих вирішальних пра-
вил при різних ядрах SVM класифікатора не переви-
щувала 81 %, що пов’язано з неоднорідним розподілом 
векторів вибірки та перетином класів в просторі ознак. 
У працях [5, 8] було запропоновано використовувати 
метод головних компонент та алгоритм Relief-F для 
скорочення словника ознак, що містить як кількісні 
так і перетворенні за допомогою Dummy-кодування 
категоріальні ознаки. Проте отримані за допомогою 
традиційних алгоритмів (SVM, J4.8, Bayes Net та Naive 
Bayes) вирішальні привила внаслідок ігнорування 
нелінійних структурних зв’язків образів і наявності 
категоріальних ознак характеризуються не високою 
точністю, що не перевищує 85 %. 
Одним із перспективних шляхів підвищення до-
стовірності вирішальних правил розпізнавання функ-
ціонального стану міокарду є використання ідей і 
методів інформаційно-екстремальної інтелектуальної 
технології (ІЕІ-технології) аналізу та синтезу здатних 
навчатися діагностичних систем [9]. ІЕІ-технологія 
основана на адаптації вхідного математичного опису 
діагностичної системи до умов її функціонування 
в процесі максимізації інформаційної спроможності 
системи, що дозволяє обґрунтувати вибір способу та 
параметрів стиснення зображень полярних карт раді-
онуклідного дослідження міокарда без втрати діагнос-
тичної інформації. При цьому, застосування грубого 
двійкового кодування навчальної вибірки [10, 11] доз-
воляє прискорити пошук оптимальних геометричних 
параметрів роздільних гіперповерхонь в двійковому 
субпарацептуальному просторі ознак, а використання 
інформаційного критерію дозволяє оперувати вибір-
ками малого розміру (близько 40 векторів) і забезпе-
чувати високу узагальнюючу здатність вирішальних 
правил внаслідок згладжуючого ефекту логарифміч-
ної функції [12]. Крім того, з метою підвищення до-
стовірності та зменшення обчислювальної складності 
вирішальних правил в рамках ІЕІ-технології було 
досліджено алгоритми послідовної селекції ознак без 
їх повернення, у яких здійснювалась оцінка інфор-
мативності окремих ознак, та генетичні [13], у яких 
здійснювалась селекція підмножин ознак. Проте було 
показано, що розглянутим алгоритмам характерне 
застрявання у локальному оптимумі багато екстре-
мального інформаційного критерію. При цьому гене-
тичним алгоритмам притаманна висока ітеративність 
та чутливість до настройки вхідних параметрів, що, у 
загальному випадку, є апріорно невідомими.
У праці [13] було досліджено використання послі-
довних алгоритмів селекції ознак з повернення, які 
характеризуються простотою реалізації, проте висока 
трудомісткість виконання обмежує їх практичне ви-
користання у задачах з великою кількістю ознак. При 
цьому в рамках ІЕІ-технології існує можливість оцінки 
інформативності ознак безпосередньо в процесі опти-
мізації генотипних та фенотипних параметрів функці-
онування системи діагностування, що може підвищити 
оперативність пошуку оптимального в інформаційному 
сенсі словника ознак. У праці [14] було розглянуто ви-
користання ройового алгоритму селекції ознак, який 
порівняно з генетичним є простішим у реалізації, має 
меншу кількість параметрів керування та здатність 
отримати оптимальне рішення за декілька ітерацій 
його роботи. Тому виникає необхідність дослідження 
алгоритмів інформаційно-екстремального машинного 
навчання системи радіонуклідного діагностування з 
оптимізацією словника ознак розпізнавання шляхом 
застосування послідовних спрямованих та ройових 
процедур пошуку глобального максимуму інформацій-
ного критерію оптимізації для підвищення достовірно-
сті та оперативності діагностичних рішень.
3. Ціль і задачі дослідження
Мета даної роботи полягає в підвищенні функці-
ональної ефективності здатної навчатися СППР як 
складової комп’ютерної системи функціонального ді-
агностування серцево-судинних патологій за зобра-
женнями полярних карт перфузії міокарда та клініч-
ною інформацією.
Для досягнення поставленої мети пропонується 
розв’язання таких задач:
– визначити оптимальні параметри стиснення зо-
бражень полярних карт радіонуклідного дослідження 
міокарда без втрати діагностичної інформації;
– розробити інформаційно-екстремальні послідов-
ні спрямовані та ройові алгоритми селекції словника 
ознак, який включає як кількісні, так і категоріальні 
ознаки, та порівняти ефективність розроблених алго-
ритмів;
– визначити оптимальний в інформаційному сенсі 
обсяг словника ознак за репрезентативними навчаль-
ними вибірками.
4. Алгоритми інформаційно-екстремального машинного 
навчання системи функціонального діагностування 
міокарду з оптимізацією словника ознак
Вхідні дані для постановки діагностичного вис-
новку щодо функціонального стану міокарда можуть 
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включати в себе як кількісні, так і категоріальні оз-
наки. До кількісних ознак функціонального стану 
міокарда, як правило, відносяться значення яскравості 
пікселів полярної карти перфузії міокарда в стані спо-
кою і навантаження (стресу), а до категоріальних (кон-
текстних) ознак належать симптоми, шкідливі звички 
та хронічні хвороби, вікова та вагова категорії, расова 
належність, група крові, стать та інше.
В рамках ІЕІ-технології розробка структури вирі-
шальних правил основана на гіпотезі про наявність ба-
зового класу розпізнавання o oБ mX {X }∈ , відносно якого 
всі інші образи розглядаються як відхилення певного 
рівня та напрямку. При цьому з метою врахування 
частоти появи категоріальних ознак в базовому класі 
контур оптимізації повинен включати оператор їх 
частотного перекодування. У найпростішому випадку 
перекодування навчальної матриці полягає у заміні 
номінальних значень категоріальних ознак вхідної 
навчальної матриці відповідними частотами їх появи 
в базовому класі.
Застосування грубого адаптивного кодування оз-
нак, в якому здійснюється уніфікація різнотипної 
інформації двійковим поданням, дозволяє врахувати 
ймовірнісні характеристики як кількісних, так і ка-
тегоріальних ознак [10, 11]. При цьому в рамках ІЕ-
І-технології процес кодування ознак полягає у пошуку 
оптимальних меж полів контрольних допусків, які 
визначають обмеження на ймовірність появи значень 
ознаки в базовому класі розпізнавання o o1 mX {X }.∈  У 
загальному випадку L-рівневої системи контрольних 
допусків (СКД) значення відповідних нижніх Н,l,iA  та 
верхніх В,l,iA  контрольних допусків l-го рівня розрахо-
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де Б,iy  - усереднене значення ознаки в базовому кла-
сі; iδ  – параметр поля контрольних допусків; maxδ  – 
максимальне значення параметра поля контрольних 
допусків.
Формування бінарної навчальної матриці 
( j)
m,i{x | i 1,N; j 1,n;m 1,M}= = =  
для L-рівневої системи контрольних допусків здійс-
нюється за правилом
( j)
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Межі контрольних допусків ділять область можли-
вих значень ознаки розпізнавання на 2*L+1 областей, 
кожній з яких відповідає окремий двійковий код i-ї оз-
наки, що складається з L розрядів. Кодова відстань між 
кодами сусідніх областей рівна одній кодовій одиниці, 
а кодова відстань між кодами областей, розміщених 
через одну чи більше областей, рівна двом і більше 
кодовим одиницям. Запропонована схема кодуван- 
ня (3) дозволяє збільшити різноманітність двійкових 
векторів-реалізацій та враховувати напрям відхилен-
ня розподілу векторів-реалізацій образів від базового 
класу, який відповідає найбільш бажаному функціо-
нальному стану діагностованого об’єкту.
Алгоритм ітераційної оптимізації контрольних 
допусків за послідовним алгоритмом полягає у на-
ближенні глобального максимуму інформаційного 
критерію оптимізації до граничного його значення в 
допустимій області значень функції критерію і має 
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де 
i
Gδ – область допустимих значень параметра поля 
контрольних допусків для і-ї ознаки; ⊗  – символ опе-
рації повторення; L – кількість прогонів ітераційної 
процедури послідовної оптимізації контрольних до-
пусків; mE  – інформаційний критерій функціональної 
ефективності (КФЕ) навчання діагностичної системи 
розпізнавати реалізації класу omX .
Однак ефективність послідовних алгоритмів, як 
правило, залежить від початкової точки пошуку, тому 
для визначення стартових значень параметра i ,δ  які 
є вхідними для алгоритму послідовної оптимізації, 
в ІЕІ-технології набула поширення реалізація пара-
лельної процедури пошуку квазі-оптимальних зна-
чень параметра i ,δ  що знаходяться в робочій області 
визначення функції інформаційного КФЕ. Структура 
ітераційної процедури оптимізації параметра поля 








arg max max E ,
Mδ =




де Gδ – допустима область значень параметра поля 
контрольних допусків 
i ,i 1,N.δ = δ =
З метою підвищення достовірності вирішальних 
правил і зменшення їх обчислювальної складності не-
обхідно видалити заважаючі ознаки, видалення яких 
призводить до підвищення усередненого за алфавітом 
класів інформаційного КФЕ навчання E,  та неінформа-
тивних, видалення яких не змінює інформаційний КФЕ 
навчання. Селекція ознак розпізнавання здійснюється 
шляхом трьохциклічної ітераційної процедури пошуку 
максимуму КФЕ в робочій (допустимій) області визна-







де kE  – усереднене значення КФЕ навчання СППР, 
обчислене на k-му кроці навчання (селекції словника 
ознак); {k}  – множина кроків навчання.
Серед евристичних методів селекції ознак най-
більшого поширення набули послідовні спрямовані 
алгоритми, які включають етапи послідовного ви-
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далення та послідовного повернення ознак. Однак 
особливості кодування ознак в рамках ІЕІ-технології 
обумовлюють наявність вбудованих механізмів ви-
явлення неінформативних ознак, а послідовна оцінка 
інформативності ознак за їх впливом на інформацій-
ний КФЕ навчання дозволяє виявити множину ін-
формативних, неінформативних та заважаючих ознак 
на початку кожного прогону процедури спрямованого 
пошуку оптимального словника ознак. Розглянемо 
основні кроки реалізації модифікованого в рамках 
ІЕІ-технології алгоритму послідовної спрямованої 
селекції ознак:
1. Ініціалізація лічильника кількості ознак у слов-
нику: i : N.=
2. Виконання за процедурами (4), (5) паралель-
но-послідовної оптимізації СКД оптимальних параме-
трів навчання. 
3. Ініціалізація лічильника прогонів: k:=0. 
4. k : k 1= + .
5. Формування поточного словника iΣ  шляхом ви-
далення із початкового словника 0Σ  всіх iN  ознак, для 
яких оптимальні значення верхнього та нижнього 
допусків рівні між собою або рівні своїм граничним 
значення: ii : i N ,= -  оскільки вони не беруть участі в ре-
алізації максимально-дистанційного або мінімально- 
дистанційного принципів оптимізації геометричних 
параметрів розбиття простору ознак.
6. Обчислення за процедурою паралельної оптимі-
зації (5) СКД максимального усередненого значення 
КФЕ iE  для поточного словника i .Σ
7. Формування множини варіантів словників 
i,h{ | h 1,i },∑ =  
потужність яких на одиницю менша від поточного.
8. Обчислення за процедурою (5) паралельної оп- 
тимізації СКД максимального усередненого значення 
КФЕ i,hE  для кожного словника i,h .Σ
9. Видалення із поточного словника iΣ  всіх iN  оз-
нак, видалення яких порівняно з iE  не змінює (неін-
формативні ознаки) або збільшує (заважаючі ознаки) 
КФЕ навчання: ii : i N .= -
10. Обчислення за процедурою (5) паралельної 
оптимізації СКД максимального усередненого значен-
ня КФЕ iE .
11. Формування множини варіантів словників 
i,t{ | t 1,N i },= -∑  
потужність яких на одиницю більша від поточного 
шляхом повернення видалених ознак.
12. Визначення за процедурою (5) паралельної оп- 
тимізації СКД максимального усередненого значення 
КФЕ i,tE  для кожного варіанту словника i,t .Σ
13. Додавання до поточного словника однієї ознаки 




14. Порівняння: якщо i N,<  то виконуємо перехід 




arg maxE .Σ =
15. Обчислення за процедурами (4), (5) паралель-
но-послідовної оптимізації СКД глобального макси-
муму КФЕ 
(k)
E  для оптимального словника *iΣ  та 
визначення оптимальних параметрів навчання.
16. Порівняння: якщо 
(k 1) (k)
| E E | ,
-
- ≤ ε  
де ε  – будь-яке мале додатнє число, то «ЗУПИН», 
інакше – перехід на крок 5.
Одним з найпростіших в реалізації популяційних 
алгоритмів пошукової оптимізації є алгоритм рою 
частинок (Particle Swarm Optimization) [14]. Ройовий 
алгоритм, що реалізує пошук оптимального словника 
ознак, оперує популяцією з an  агентів, кожен з яких 
містить один з варіантів словника. Вихідна множина 
ознак у ройовому алгоритмі пошуку представляється 
у вигляді числового вектору |N|P  довжиною N, який 
відповідає позиції агента рою в багатовимірному про-
сторі рішень. При цьому i-та компонента позиції агента 
рою приймає значення від 0 до 100 включно і відпо-
відає ймовірності включення i-ї ознаки повного (по-
чаткового) словника до словника ознак конкретного 
агента. Поріг θ  використовується для визначення, яка 
з ознак використовується, а яка ні. За замовчуванням 
поріг вибору ознак рівний 0,5.θ =  Якщо для агента 
рою виконується умова iP ,> θ  то у відповідному слов-
нику присутня i-та ознака, в протилежному випадку – 
вона видалена. Для обчислення значення цільової 
функції ройового алгоритму пошуку можна викори-
стати процедуру (5) паралельної оптимізації СКД, 
а остаточне значення інформаційної спроможності 
системи діагностування для знайденого оптимального 
словника ознак можна отримати за процедурами (4) та 
(5) паралельно-послідовного алгоритму оптимізації 
СКД. Розглянемо основні кроки реалізації алгоритму 
рою частинок для оптимізації вектора |N|P .
1. Ініціалізація рою частинок (агентів):
1) ініціалізація кількості частинок an ;
2) ініціалізація розмірності кожної частинки N та 
ініціалізація меж зміни i-ї координати j-ї частинки j,iP ;
3) ініціалізація початкових позицій частинок
jP [0]: 100 U(0,1),= ⋅
де U(0,1) – генератор випадкових чисел з діапазону (0, 1);
4) ініціалізація початкових швидкостей частинок 
jV (0) : 0;=
5) ініціалізація максимальної швидкості частинок 
в max,iV ;
6) ініціалізація вагових коефіцієнтів для формули 
швидкості, тобто ваги інерції w  та констант приско-
рення 1c  і 2c .
2. Інкремент номера ітерації: k : k 1.= +
3. Інкремент номера частинки: j : j 1.= +
4. Інкремент номера координати в позиції: i : i 1.= +
5. Розрахунок нового стану частинки:
1) розрахунок i-ї компоненти швидкості для j-ї час-
тинки за правилами
j,i j,i 1 1,i
j,i j,i 2 2 j j,i
V [k 1]: wV [k] c a [k]
(Pbest [k] P [k]) c a [k] (Gbest P [k]);
+ = + ×





V [k 1] if V [k 1] V ,
V [k 1]:
V if else,
+ + <+ = 

де 1a [k] =U(0,1), 2a [k] =U(0,1);
2) оновлення позиції частинки
j j jP [k 1]: P [k] V [k 1]+ = + + ;
3) обчислення цільової функції jJ [k 1]+ ;
4) оновлення значень найкращої персональної Pbst 




Pbest [k],if J(P [k 1]) J(Pbest [k]);
Pbest [k 1]:
P [k 1],if else;
+ ≤+ =  +
jj
Gbest[k 1]: arg max{J(Pbest [k 1])}.+ = +
6. Перевірка умови зупину: якщо maxk K ,<  де maxK – 
максимальна кількість ітерацій пошуку, і 
J(Gbest[k 1]) 1,0,+ <  
то перехід до кроку 2, інакше до кроку 7.
Проте розглянутий вище ройовий алгоритм пошу-
ку спрямований переважно на видалення заважаючих 
ознак розпізнавання і відповідно на підвищення усе-
редненого за алфавітом класів КФЕ навчання. З метою 
додаткового скорочення потужності словника ознак 
шляхом видалення решти неінформативних ознак по-
трібно виконати деяку модифікацію ройового алгорит-
му пошуку. Для цього слід модифікувати процедуру 
оновлення значень найкращої персональної Pbest  по-
зиції агентів пошуку за правилом
Якщо j j| J(P ) J(Pbest ) |- < ε  та j j| P | | Pbest |,<  то 
j jPbest : P ;=
де J(...) – цільова функція у вигляді усередненого 
значення функції КФЕ; jP ,  jPbest  – поточна та най-
краща персональна позиції j-го агента відповідно; j| P |, 
j| Pbest |  – потужності словника ознак поточної та най-
кращої персональної позицій j-го агента відповідно; 
ε  – будь-яке мале, наближене до нуля, додатнє число.
Аналогічно потрібно модифікувати процедуру 
оновлення значень найкращої глобальної Gbest  пози-
ції агентів пошуку
Якщо j j| J(Pbest ) J(Gbest ) |- < ε  та j j| Pbest | | Gbest |,<
то j jGbest : Pbest .=
Як інформаційний КФЕ машинного навчання ді-
агностичної СППР запропоновано використовувати 
модифіковану в праці [15] нормовану міру С. Кульбака, 
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 + + -
×  + - - 
  (6)
де (k)1,mK  – кількість подій, що характеризують належ-
ність реалізацій класу оmХ  до контейнера класу 
о
mХ  на 
k-му кроці машинного навчання; (k)2,mK  – кількість подій, 
що характеризують належність реалізацій найближ-
чого сусіднього класу осХ  до контейнера класу 
о
mХ .
Значення КФЕ, розраховане за формулою (4) ле-
жить в діапазоні дійсних чисел [0; 1]. При цьому від 
параметра w  залежить тільки чутливість КФЕ до змі-
ни точністних характеристик. Значення параметра ,w  
як правило, обирають в діапазоні [2;4].w ∈
Таким чином, запропоновані алгоритми навчання 
інтелектуальної СППР для функціонального діагнос-
тування патологій міокарду полягають у реалізації 
багатоциклічної ітераційної процедури оптимізації 
словника ознак, контрольних допусків та геометрич-
них параметрів розбиття простору ознак на класи екві-
валентності в процесі пошуку глобального максимуму 
модифікації інформаційного КФЕ за С. Кульбаком в 
робочій області визначення його функції.
5. Результати фізичного моделювання здатної 
навчатися системи радіонуклідного діагностування 
На рис. 1 показано залежність усередненого ін-
формаційного КФЕ навчання (6) системи функці-
онального діагностування міокарду від кількості 
комплексних компонент швидкого перетворення 
Фур’є, які використовуються для формування слов-
ника діагностичних ознак. При цьому за рекомен-
даціями праці [15] було обрано трирівневу систему 
контрольних допусків L 3.=
Рис. 1. Залежність усередненого значення КФЕ 
навчання системи діагностування від кількість компонент 
перетворення Фур’є
Аналіз рис. 1 показує, що оптимальна кількість 
комплексних компонентів швидкого перетворення 
Фур’є рівна *с 33=  і подальше їх збільшення не при-
зводить до зростання КФЕ навчання розпізнавати 
функціональний стан міокарда. При цьому макси-
мальне значення усередненого за алфавітом класів 
КФЕ рівне 
*
E 0,75,=  що згідно з принципом відкладе-
них рішень свідчить про необхідність розгляду інших 
параметрів функціонування діагностичної системи.
Розглянемо результати машинного навчання сис-
теми діагностування з послідовною спрямованою се-
лекцією ознак для алфавіту класів, який характеризує 
функціональний стан міокарду за системою оцінок: 
о
1Х  – норма; 
о
2Х  – тиха ішемія; 
оХ  – гостра ішемія; о4Х  – 
рубці на серці. Обсяг вибірки для кожного класу ста-
новить mn 300.=  Словник ознак містить 66 кількісних 
ознак, отриманих в результаті перетворення Фур’є, та 
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10 категоріальних ознак, що характеризують контекст-
ні дані обстеження. 
На рис. 2 показано дві криві. Перша крива ілюструє 
динаміку зміни максимумів усередненого за алфа-
вітом класів нормованого значення КФЕ навчання 
в процесі селекції ознак, а друга крива-графік зміни 
відношення потужності поточного словника ознак до 
потужності повного словника ознак в процесі його 
оптимізації. 
Рис. 2. Графік зміни максимумів усередненого КФЕ (6) та 
потужності словника ознак в процесі його оптимізації за 
послідовним спрямованим алгоритмом пошуку
Перша крива на рис. 2 утворена з максимумів усе-
редненого КФЕ, обчисленого за паралельним (5) алго-
ритмом оптимізації СКД. При цьому стрибок значення 
КФЕ на останньому прогоні алгоритму селекції ознак 
відповідає результату паралельно–послідовної опти-
мізації СКД за процедурами (5) та (4) при оптимально-
му словнику ознак. Друга крива на рис. 2 складається з 
послідовних підйомів та спадів, які відповідають про-
цедурам видалення неінформативних і заважаючих 
ознак та послідовного повернення видалених ознак. 
Аналіз рис. 2 показує, що протягом 5 прогонів ал-
горитму послідовної селекції ознак було здійснено 
100 ітерацій і отримано оптимальний, скорочений на 
17 % словник, при якому значення КФЕ, обчислене в 
процесі паралельно-послідовної оптимізації СКД, рів-
не 
*
E =0,91, що відповідає підвищенню достовірності 
розпізнавання порівняно з повним словником ознак.
Розглянемо результати ройового алгоритму се-
лекції словника ознак з настройками за замовчуван-
ням : вага інерції рівна w 0,95,=  рух частинок без 
прискорення 1 2c c 1,0,= =  швидкість руху частинок 
обмежена значенням max, iV 2,=  а кількість частинок 
рою рівна an 30.=
На рис. 3, а показано процес ройової селекції слов-
ника без модифікації процедури оновлення значень 
найкращих персональної Pbest  та глобальної Gbest  
позицій, а на рис. 3, б – із запропонованою модифі-
кацією. При цьому перша крива ілюструє динаміку 
зміни максимумів усередненого за алфавітом класів 
значення КФЕ (6) навчання в процесі ройової селекції 
ознак, а друга крива-графік зміни відношення потуж-
ності поточного словника ознак до потужності повного 
словника ознак в процесі його оптимізації. 
Аналіз рис. 3, а показує, що на 250-й ітерації ройо-
вого алгоритму пошуку було знайдено оптимальний 
словник, який забезпечує побудову безпомилкових за 
навчальною матрицею вирішальних правил та скоро-
чення потужності словника ознак на 42 %. При цьо-
му 90 % неінформативних та заважаючих ознак було 
видалено на перших ітераціях ройового алгоритму 






























Рис. 3. Графік зміни максимумів усередненого КФЕ та 
потужності словника ознак в процесі його оптимізації за 
ройовим алгоритмом пошуку: а – без модифікації;  
б – з модифікацією
Аналіз рис. 3, б показує, що в процесі селекції оз-
нак за модифікованим ройовим алгоритмом пошуку 
на 82-й ітерації вдається отримати граничне значення 
усередненого за алфавітом класів КФЕ. Проте вве-
дення обмеження на кількість ітерацій maxK 170=  без 
зупину пошуку при досягненні граничного значення 
КФЕ дозволяє скоротити потужність словника ознак 
порівняно з початковим на 60 %. При цьому графік 
зміни потужності словника ознак має переважно спа-
даючий характер. 
6. Обговорення результатів фізичного моделювання 
На відміну від праць [5, 7, 8], де досягнута точність 
діагностичних висновків становить 85 %, запропоно-
вана в рамках ІЕІ-технології модифікація послідовної 
спрямованої селекції словника ознак забезпечує оціне-
ну за навчальною матрицею ймовірність правильного 
прийняття діагностичного рішення рівну trueP 0,999,=  
що відповідає двом неправильно класифікованим век-
торам навчальної вибірки. При цьому запропонована 
модифікація ройового алгоритму селекції словника 
ознак при використанні інформаційно-екстремально-
го машинного навчання дозволяє отримати безпомил-






З метою оцінки репрезентативності використаної 
у розглянутих експериментах вибірки, обсяг якої ста-
вить 300 векторів, в рамках ІЕІ-технології визначають 
мінімальний обсяг репрезентативної навчальної ви-
бірки. Для цього здійснюється побудова на кожному 
випробуванні довірчого інтервалу для оцінки ймовір-
ності рі знаходження i-ї ознаки в полі своїх контроль-
них допусків з імовірністю довіри 1–Q:
i i
дов Q max i Q max
n n
(n) p (n) 1 Q,
n n
 Ρ - ε ≤ ≤ + ε = - 
 
 (7)
де Q - рівень значущості (мале знакододатнє число, 
яке, як правило, обирають із стандартного ряду 0,05; 
0,01 та 0,001); Q max(n)ε  – максимальна статистична 
похибка при заданому Q, яка згідно з працею [16] є 
функцією від кількості випробувань n і дорівнює
Q max




ε =   (8)
де Ф(...) - функція Лапласа.
Випробування n з компромісної області 30 n 100,< <  
при якому заданий інтервал [0,5 ],± ∆  де величина ∆ 
обирається з діапазону 0<∆<0,5 розробником інфор-
маційного забезпечення або обчислюється програмно, 
накриває динамічний довірчий інтервал (7), визначає 
мінімальний обсяг навчальної вибірки. У загальному 
випадку, коли заданий інтервал може накривати довір-
чий в забороненій області (n 30≤ ), необхідно застосо-
вувати ітераційну процедуру зменшення параметра ∆ 
до тих пір, доки нижня і верхня межі довірчого інтер-
валу (7) не будуть накриватися в компромісній області 
інтервалом [0,5 ].± ∆  На рис. 4 показано приклад визна-
чення мінімального обсягу навчальних вибірок для 
першої ознаки розпізнавання при оптимальній систе-
мі контрольних допусків і заданому параметрі 0,15.∆ =
Аналіз рис. 4 показує, що в компромісній області 
мінімальний обсяг навчальної вибірки для першої 
ознаки рівний minn 81.=  Аналогічна процедура була 
проведена для інших ознак. Оскільки результати про-
цедури визначення мінімального обсягу випробувань 
minn  дають для розглянутих ознак менші значення, то з 
метою отримання однакової кількості реалізацій в на-
вчальній матриці доцільно приймати за мінімальний 
обсяг всіх вибірок максимальне значення 
min min,i{i}
n max n ,=  тобто minn 81.=
Таким чином, запропоновані алгоритми оптиміза-
ції параметрів функціонування інформаційно-екстре-
мального машинного навчання діагностичної системи 
дозволяють отримати безпомилкові за навчальними 
вибірками обсягом n 81≥  високодостовірні вирішаль-
ні правила, точність яких в режимі екзамену асипто-
тично наближаються до граничного значення.
Рис. 4. Визначення мінімального обсягу навчальної 
вибірки: 1 – графік функції eQmax=f(n); 2 – графік 
емпіричної частоти ip k / n;=  3 – нижня межа довірчого 
інтервалу; 4 – верхня межа довірчого інтервалу
7. Висновки
1. Визначено оптимальну в інформаційному ро-
зумінні кількість компонент швидкого перетворення 
Фур’є, які використовуються при аналізі сцинтиграм 
міокарда в стані стресу та спокою, що дозволяє підви-
щити оперативність алгоритмів машинного навчання 
діагностичної системи.
2. Доведено за результатами фізичного моделю-
вання високу ефективність розроблених модифікацій 
алгоритмів селекції словника ознак і показано пере-
вагу ройового алгоритму порівняно з послідовним 
спрямованим за оперативністю пошуку та за ступенем 
стиснення словника. При цьому отримано безпомил-
кові за навчальною матрицею вирішальні правила, 
достовірність яких в режимі екзамену асимптотично 
наближаються до граничного значення.
3. Визначено потужність оптимального в інфор-
маційному розумінні словника ознак, знайденого за 
ройовим алгоритмом, який становить 40 % від початко-
вого словника, тобто відповідає 30 ознакам. При цьому 
визначено мінімальний обсяг репрезентативної на-
вчальної вибірки сцинтиграм міокарду для отримання 
безпомилкових за навчальною матрицею вирішальних 
правил, який становить minn 81,=  що дозволяє змен-
шити вимоги до формування вхідного математичного 
опису при розширенні алфавіту класів розпізнавання.
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