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Zusammenfassung
Lernverfahren f

ur pr

adikatenlogische Formalismen eignen sich als Werkzeuge, die den Auf-
bau und die Wartung komplexer Sachbereichstheorien unterst

utzen, da sie sowohl Hinter-
grundwissen in den Lernvorgang einbeziehen als auch relationale Beziehungen zwischen
den Objekten der Theorie behandeln k

onnen. Die im Vergleich zu klassischen, auf Aus-
sagenlogik basierenden Verfahren erweiterte Ausdrucksst

arke f

uhrt aber auch zu einer
gr

oeren Komplexit

at der Lernaufgabe. Das induktive Lernverfahren Rdt der Werkbank
Mobal verwendet Modellwissen in Form von Regelmodellen um den Suchraum einzu-
schr

anken. Diese syntaktischen Vorgaben an das Lernziel erm

oglichen zwar eine genaue
Steuerung der Lernaufgabe durch den Benutzer, fehlen aber die zum Lernziel korrespon-
dierenden Formelschemata, kann das Lernziel nicht erreicht werden.
Die vorliegende Arbeit pr

asentiert daher einen heuristischen Ansatz zum automati-
schen Erwerb von Regelmodellen, der auf der Berechnung speziellster Generalisierungen
beruht. Um Hintergrundwissen zu ber

ucksichtigen, werden die f

ur das Lernziel relevanten
Teile dieses Wissens mit den Beispielen verkn

upft. Die Berechnung speziellster Generali-
sierungen von Regelmodellen dient zur schrittweisen Verallgemeinerung der Regelmodelle.
Eine neue Erweiterung der {Subsumtion auf Regelmodelle und ein Redundanzbegri f

ur
solche Formelschemata sind weitere Bestandteile dieser Arbeit.
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Kapitel 1
Hintergrund, Zielsetzung
und Aufbau der Arbeit
Der Bereich der induktiven logischen Programmierung (ILP) ist ein gemein-
sames Forschungsgebiet des maschinellen Lernens und des logischen Pro-
grammierens
[
Muggleton, 1992
]
. Er besch

aftigt sich mit der Charakterisie-
rung von Begrien beziehungsweise dem Entdecken von Regelhaftigkeiten
durch Induktion von pr

adikatenlogischen Formeln aus Beispielen unter Ein-
beziehung von Hintergrundwissen. Dieser Ansatz versucht die Ausdrucks-
schw

ache der vielen erfolgreichen und ezienten Lernalgorithmen im Bereich
der Aussagenlogik (hierzu geh

oren aufgrund der gleichen Ausdrucksst

arke
auch Sprachen mit einer Attribut{Werte{Repr

asentation) zu

uberwinden.
Im Gegensatz zu Verfahren wie Quinlans ID3
[
Quinlan, 1983
]
zur Induktion
von Entscheidungsb

aumen sind Lernverfahren aus dem Gebiet der indukti-
ven logischen Programmierung in der Lage,
 logische Sprachen erster Stufe oder Varianten davon als Repr

asentati-
onsformalismen zu benutzen
 und Hintergrundwissen in den Lernvorgang einzubeziehen.
Die erste Eigenschaft bef

ahigt ILP{Verfahren zum Lernen in Sachbereichen,
die Relationen zwischen den dargestellten Objekten behandeln und somit
einen pr

adikatenlogischen Repr

asentationsformalismus erfordern und in de-
nen klassische, auf aussagenlogischen Formalismen basierende Lernverfahren
daher nicht eektiv sein k

onnen. Die Einbeziehung von Hintergrundwissen
ist generell unerl

alich zur Darstellung und Beschreibung komplexer Sach-
verhalte.
Durch diese F

ahigkeiten sind Lernverfahren f

ur pr

adikatenlogische Forma-
lismen zwingend erforderlich und besonders geeignet, den Aufbau und die
Wartung komplexer Sachbereichstheorien teilweise zu automatisieren. In Sy-
stemen wie der Werkbank Mobal
[
Morik et al., 1993
]
kooperieren Lernver-
fahren f

ur logische Repr

asentationen mit dem Benutzer bei der Erstellung
eines operationalen Modelles eines Weltausschnittes.
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Angewendet wurden ILP{Verfahren unter anderem
 zur

Uberwachung von Sicherheitsstrategien in oenen, verteilten Tele-
kommunikationsnetzen
1
(Speed)
[
Sommer et al., 1994
]
mit dem Sy-
stem Mobal,
 zur quantitativen Modellierung der Beziehung zwischen chemischer
Struktur und Wirkung von Medikamenten (engl. Quantitative Struc-
ture{Activity Relationship)
[
Bratko und King, 1993
]
mit dem Lernver-
fahren Golem
[
Muggleton und Feng, 1992
]
und
 zum Design von Maschen f

ur numerische Berechnungen mit Methoden
der niten Elemente (engl. Finite{Element Mesh Design)
[
Dolsak und
Muggleton, 1992
]
.
1.1 Problemstellung und Zielsetzung der Arbeit
Die Aufgabenstellung von Verfahren aus dem Bereich der induktiven logi-
schen Programmierung (ILP{Problem) zum Lernen einer Begrisbeschrei-
bung l

at sich mittels der Terminologie der Pr

adikatenlogik beziehungsweise
der logischen Programmierung beschreiben
2
: Aus einer Menge von Beispie-
len und Gegenbeispielen eines Begries und einer logischen Theorie, dem
Hintergrundwissen, soll eine Menge logischer Ausdr

ucke, die Hypothese, in-
duktiv gefolgert werden. Diese Hypothese soll konsistent mit der Theorie sein
und zusammen mit dieser Theorie alle Beispiele erkl

aren (logisch folgern),
jedoch keines der Gegenbeispiele.
Die erweiterte Ausdruckst

arke entsprechender induktiver Verfahren f

uhrt
zu einer wachsenden Komplexit

at der Lernaufgabe. Ein ILP{Lernverfahren
kann als Suche im Raum aller in der Hypothesensprache konstruierbaren
Ausdr

ucke nach einer Hypothese verwirklicht werden, die die positiven Bei-
spiele erkl

art, aber kein Negatives
[
Mitchell, 1982
]
. Die Ausdr

ucke dieses
Suchraumes werden durch den logischen Folgerungsbegri geordnet. Die
Unentscheidbarkeit der logischen Folgerung in der Pr

adikatenlogik ist ver-
antwortlich daf

ur, da das ILP{Problem im allgemeinen unentscheidbar ist,
wenn Beispiele, Hintergrundwissen und Hypothesen in einer beliebigen logi-
schen Sprache repr

asentiert werden
[
Plotkin, 1971a
]
. Daher verwendet man
beim induktiven logischen Programmieren meist eine nicht vollst

andige, aber
korrekte und entscheidbare Ableitungsregel zur Operationalisierung der logi-
schen Folgerung. Derartige Operatoren denieren ebenso eine Ordnung

uber
dem Suchraum und schr

anken die Menge der lernbaren Hypothesen zus

atz-
lich ein, da die gesuchte Hypothese bez

uglich der durch die Ableitungsregel
denierten Ordnung in Relation zu den Beispielen stehen mu.
1
siehe Abschnitt 5.3
2
Das Entdecken von Regelhaftigkeiten besitzt eine andere Semantik, die in Abschnitt
2.1 als nicht monotone ILP Semantik eingef

uhrt wird.
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Aber auch unter Verwendung von entscheidbaren Ableitungsregeln, wie z.B.
der {Subsumtion
[
Robinson, 1965; Plotkin, 1970
]
, ist das ILP{Problem im
allgemeinen nicht ezient berechenbar (NP{schwierig oder noch h

oher in
der Komplexit

atshierarchie).
Es gibt zwei Ansatzpunkte, um die Komplexit

at dieses Suchproblems zu
reduzieren. Die Gr

oe des Suchraums wird durch die gew

ahlte Repr

asenta-
tionssprache f

ur die Beispiele, das Hintergrundwissen und die Hypothesen
bestimmt. Daher gilt es, diese Sprachen auf solche Teilmengen der Pr

adi-
katenlogik erster Stufe zu reduzieren, die einen m

oglichst kleinen Suchraum
aufspannen (engl. language bias). Beim induktiven logischen Programmieren
wurden vor allem verschiedene Hypothesensprachen hinsichtlich ihrer Lern-
barkeit untersucht. So wurde z.B. nachgewiesen, da die Klasse der tiefen-
beschr

ankten determinierenden Klauseln ezient lernbar ist (PAC-lernbar)
[
Muggleton und Feng, 1992; Dzeroski et al., 1992
]
, w

ahrend dagegen deter-
minierende Klauseln mit einer Tiefenbeschr

ankung logarithmisch zur Gr

oe
der Beispiele
[
Cohen, 1993
]
oder gar ohne Tiefenbeschr

ankung
[
Kietz, 1993b
]
nicht ezient lernbar sind. Nicht determierende Klauseln sind sogar bei einer
Tiefe von maximal zwei nicht in polynomieller Zeit lernbar
[
Kietz, 1993b
]
.
Nat

urlich mu die gesuchte Hypothese in der gew

ahlten Sprache noch for-
mulierbar sein. Die polynomiell lernbaren Sprachen sind aber f

ur viele Pro-
blemstellungen nicht ausdrucksstark genug. Der zweite Ansatzpunkt liegt in
einer ezienten Suchstrategie, also der Art und Weise, wie der durch diese
Sprachen festgelegte Raum durchsucht wird (engl. search bias).
Das System Mobal
[
Morik et al., 1993
]
ist eine modulare Werkbank mit
einem eingeschr

ankten logischen Repr

asentationsformalismus h

oherer Ord-
nung, die den Aufbau und die Wartung einer Wissensbasis unterst

utzt.Mo-
bal verfolgt beim Modellierungsproze das Paradigma der ausbalancierten
Kooperation (engl. balanced cooperation)
[
Morik, 1993
]
zwischen dem Benut-
zer und den Lernwerkzeugen des Systems. Das Werkzeug Rdt (engl. rule
discovery tool)
[
Kietz und Wrobel, 1991
]
dieser Werkbank geh

ort zu den
induktiven Lernverfahren, die die Komplexit

at der Lernaufgabe in pr

adi-
katenlogischen Formalismen reduzieren, indem sie die Hypothesensprache
durch die Vorgabe syntaktischer Schablonen einschr

anken. Diese Schablo-
nen pr

asentieren ein syntaktisches Modell
3
der zu lernenden Ausdr

ucke, der
Hypothesenraum kann unabh

angig vom eigentlichen Lernverfahren einge-
schr

ankt werden. Solche modellbasierten Lernverfahren k

onnen bei geeig-
neter Wahl des Modellwissens ezient einen Begri charakterisieren bzw.
Regelhaftigkeiten in einer Theorie entdecken.
Als Modellwissen im Werkzeug Rdt werden vor allem Regelmodelle (auch
Regelschemata)
4
eingesetzt
[
Kietz und Wrobel, 1991
]
. Regelmodelle erwei-
3
Der Begri des Modells wird im folgenden nicht im Sinne des logischen Modellbegies
verwendet. Der Begri Modell zur Beschreibung von Wissen

uber die Form der gesuchten
Hypothesen stammt aus
[
Morik et al., 1993, Kapitel 6
]
. Soweit nicht durch den Kontext
eindeutig, wird die Benutzung des Modellbegies im Sinne der Logik in dieser Arbeit stets
gekennzeichnet.
4
In dieser Arbeit werden die Begrie Regelmodell und Regelschema synonym ver-
wendet.
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tern die Syntax von Klauseln um die Verwendung von Pr

adikatsvariablen
und erlauben somit die Behandlung von Pr

adikaten als Datenobjekte. Mo-
dellwissen f

ur ein Lernverfahren kann auch in anderer Form, etwa durch
eine Darstellung von semantischen Beziehungen zwischen den Pr

adikaten
des Sachbereiches, vorliegen.
Das Werkzeug Rdt versucht, vom Benutzer vorgegebene Regelmodelle suk-
zessiv zu instanziieren und zu testen, ob die resultierenden, m

oglicherweise
nur zum Teil instanziierten, Regelmodelle gem

a eines vom Benutzer w

ahl-
baren Kriteriums akzeptabel sind
5
. Die Regelmodelle schr

anken somit den
Suchraum ein, da sie nur eine bestimmte Teilmenge von Regeln als Instanzen
und somit Hypothesen zulassen.
Existieren f

ur ein Lernproblem gut angepate Regelmodelle, ist das Verfah-
ren Rdt oft schneller als andere Lernverfahren (z.B. Foil
[
Quinlan, 1990
]
).
Bei genauer Kenntnis der Lernaufgabe kann der Lernproze durch die Vor-
gabe der Regelmodelle sehr genau gesteuert werden. Liegt die gesuchte Regel
aber nicht im von den Regelmodellen aufgespannten Hypothesenraum, fehlt
also das korrespondierende Regelmodell, l

at sich diese Regel mit dem Werk-
zeug Rdt nicht lernen. Voraussetzung f

ur ein gutes Lernergebnis ist daher
die Vorgabe der richtigen Regelmodelle.
Die Festlegung geeigneter Regelmodelle ist im System Mobal momentan
Aufgabe des Benutzers. Das Werkzeug Mat (engl. model acquisition tool)
dient der Akquisition von Regelmodellen, indem es Pr

adikatssymbole aus
eingegebenen Klauseln in Pr

adikatsvariablen umwandelt. F

ur ein korrektes
Lernergebnis ist aber auch hier die Vorgabe einer Klausel notwendig, die der
gesuchten Hypothese syntaktisch so entspricht, da beide Instanzen dersel-
ben Regelmodelle sind.
Abbildung 1.1 veranschaulicht, wie die Werkzeuge Rdt, Mat und die Infe-
renzmaschine in der Werkbank Mobal kooperieren
6
. Die von Rdt gefun-
denen Regeln stehen durch die Inferenzmaschine weiteren Lernl

aufen oder
anderen Werkzeugen von Mobal zur Inspektion und Revision der Wissens-
basis zur Verf

ugung (engl. closed loop learning). Dieses Zusammenspiel wird
jedoch bei der Gewinnung von Modellwissen unterbrochen, da das Werkzeug
Mat nur die unzureichende Abstraktion von Regelmodellen aus der Werk-
bank bekannten Regeln erster Stufe leistet. Um die skizzierte L

ucke im Zu-
sammenspiel der Werkzeuge zu schlieen und dadurch den Wissensakquisi-
tionsproze weiter zu automatisieren, wird daher ein Verfahren zum Erwerb
von Regelmodellen f

ur eine zu lernende Menge von Hypothesen ben

otigt.
Die Eingabe eines solchen Lernverfahrens setzt sich aus dem Hintergrund-
wissen und Beispielen einer Relation zusammen. Auszugeben sind die zur ge-
5
Rdt ist ein Verfahren zum Entdecken von Regelhaftigkeiten, es werden keine Be-
grisbeschreibungen gelernt. Bei geeigneter Festlegung der Parameter der Werkbank Rdt
kann dieses Verfahren eingeschr

ankt auch zum Lernen einer Begrisbeschreibung benutzt
werden (f

ur eine formale Diskussion siehe Abschnitte 2.1, 3.3 und 4.1).
6
Die Abbildung zeigt nur einen Teil der in der Werkbank Mobal vorhandenen Werk-
zeuge. Auch die

ubrigen Werkzeuge des Systems kooperieren, indem sie zum Teil das
Lernverfahren Rdt aufrufen oder z.B. Modellwissen in Form einer Pr

adikatstopologie be-
reitstellen (siehe Abschnitt 3.1.2).
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Modellwissen
Beispiele
+
Hintergrundwissen
MAT
Inferenz-
maschine
RDT
Regelhaftigkeiten
Abbildung 1.1: Kooperation der Werkzeuge Rdt,Mat und der Inferenzma-
schine in Mobal
suchten Hypothese korrespondierenden Regelmodelle oder eine Obermenge
davon. Die Existenz eines vollst

andigen und zugleich ezienten Verfahrens
zum Lernen einer in der Gr

oe begrenzten Menge von Regelmodellen in
Kombination mit einem polynomiell zeitbeschr

ankten modellbasierten Lern-
verfahren w

urde generell ein ezientes Lernen von Regelhaftigkeiten und das
Lernen einer Begrisbeschreibung in einer bestimmten Hypothesensprache
erlauben
7
. Insbesondere der letzte Punkt steht im Gegensatz zu den bereits
angef

uhrten negativen Ergebnissen der Lerntheorie
8
. Die Zielsetzung dieser
Arbeit besteht daher in der Entwicklung eines Lernverfahrens, das innerhalb
von m

oglichst polynomiellen Zeit- und Platzbeschr

ankungen eine Approxi-
mation einer f

ur die Lernaufgabe vollst

andigen Menge von Regelmodellen
berechnet.
Ein entsprechendes datengesteuertes Lernverfahren zum Erwerb von Mo-
dellwissen wird in dieser Arbeit vorgestellt. Dabei werden Techniken des
induktiven logischen Programmierens zum Lernen von pr

adikatenlogischen
Ausdr

ucken eingesetzt und zum Teil zur Induktion von Regelmodellen er-
7
Diese Aussage wird in Abschnitt 4.1 bewiesen.
8
Resultate zur Lernbarkeit von verschiedenen ILP{Problemen unter Einschr

ankung der
Repr

asentationsformalismen werden in Kapitel 2.2.3 ausf

uhrlich vorgestellt.
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Beispiele Hintergrundwissen
gromutter(ann,sue)  weiblich(ann) tochter(sue,tom)
gromutter(ann,bob)  mutter(ann,tom) vater(tom,sue)
gromutter(bob,sue) 	 mutter(ann,jim) mutter(eve,sue)
gromutter(tom,bob) 	 elternteil(ann,tom) vater(zak,tom)
elternteil(ann,jim) elternteil(zak,jim)
vater(tom,bob) mutter(liz,pat)
sohn(X,Y)  vater(Y,X)
bruder(X,Y)  tochter(Y,Z) & vater(Z,X)
Tabelle 1.1: Ein einfaches ILP-Problem
weitert. Der in dieser Arbeit verfolgte Ansatz basiert auf der Konstruktion
speziellster Generalisierungen der Beispiele der zu beschreibenden Relation
[
Plotkin, 1970; Haussler, 1989
]
. Das resultierende System erweitert bzw. er-
setzt das bisherige Werkzeug Mat der Werkbank Mobal zum Erwerb von
Regelmodellen. Beispiele, Hintergrundwissen, Modellwissen und gelernte Re-
geln werden in dem eingeschr

ankten, h

oherwertigen logischen Formalismus
von Mobal repr

asentiert.
1.2 Ein einf

uhrendes Beispiel
Tabelle 1.1 stellt ein einfaches ILP-Problem dar. Gesucht ist eine Denition
f

ur den Begri gromutter. M

ogliche Hypothesen, die diesen Begri charak-
terisieren, sind z.B. die Klauseln:
gromutter(X,Y)  elternteil(U,Y) & mutter(X,U),
gromutter(X,Y)  mutter(U,Y) & mutter(X,U),
gromutter(X,Y)  vater(U,Y) & mutter(X,U),
gromutter(X,Y)  vater(Z,Y) & mutter(X,Z) & vater(Z,V),
gromutter(X,Y)  elternteil(X,Z) & tochter(Y,Z) & weiblich(X).
Die erste Regel entspricht der intuitiven Beschreibung des Begries gromut-
ter. Aber auch die anderen Regeln stellen m

ogliche Denitionen dar. Ein
ILP{Lernverfahren mu daher festlegen, welche der denkbaren Begrisbe-
schreibungen bevorzugt werden. Durch Vorgabe von Modellwissen in Form
des Regelmodells
gromutter(X,Y)  P1(U,Y) & mutter(X,U)
wird erreicht, da ein Lernverfahren nur solche Regeln lernt, die Instanzen
dieses Modells sind. P1 ist eine Pr

adikatsvariable, die durch entsprechende
Pr

adikate gleicher Stelligkeit ersetzt werden kann. Regeln mit mehr als zwei
Literalen im K

orper werden durch dieses Modell ausgeschlossen. Auerdem
wird die Verkn

upfung der Literale

uber gemeinsame Termvariablen vorgege-
ben. Der Suchraum dieses Problems ist jetzt stark reduziert, nur die ersten
drei Regeln im obigen Beispiel sind Instanzen dieses Regelmodells.
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Oft sind solche Kenntnisse

uber die zu lernende Begrisdenition jedoch
nicht vorhanden. Im vorliegenden Beispiel stellt sich dann die Aufgabe, aus
den Beispielen des Begries gromutter und dem Hintergrundwissen f

ur die
gesuchte Begrischarakterisierung ad

aquates Modellwissen zu akquirieren.
1.3 Aufbau der Arbeit
Zu Beginn dieser Arbeit werden in Kapitel 2 die theoretischen Grundlagen
und wichtigsten Techniken zum Lernen aus Beispielen in pr

adikatenlogi-
schen Formalismen beschrieben. In Abschnitt 2.1 werden die f

ur diese Arbeit
relevanten Szenarien zum Lernen aus Beispielen in logischen Sprachen for-
malisiert. Zwei weitere Szenarien, die Identikation im Grenzwert und das
wahrscheinlich ann

ahernd korrekte (PAC{)Lernen, werden in diesen Rah-
men eingeordnet. Auerdem werden Zusammenh

ange wiedergegeben, die es
erlauben, Aussagen

uber die Lernbarkeit von Problemstellungen in diesen
verschiedenen Szenarien in Beziehung zu setzen. Das Lernen aus Beispielen
wird dann in Abschnitt 2.2 als Suchproblem dargestellt. F

ur die Komplexit

at
dieses Suchproblem sind folgende Bestimmungsgr

oen mageblich:
 die verwendete Ableitungsregel (auch allgemeiner{als{Relation oder
Generalisierungsmodell) (Abschnitt 2.2.1),
 die Repr

asentation des Hintergrundwissens (Abschnitt 2.2.2) und
 die Beschr

ankung der Hypothesensprache auf Teilmengen der Pr

adi-
katenlogik erster Stufe (engl. language bias) (Abschnitt 2.2.3).
Die diskutierten Generalisierungsmodelle geben keine Anleitungen zur Kon-
struktion der gesuchten Generalisierungen der Beispiele. Inverse Resolutions-
operatoren
[
Muggleton, 1992; Jung, 1993
]
und speziellste Generalisierungen
(engl. least general generalisations, most specic generalisations)
[
Plotkin,
1970; Haussler, 1989
]
operationalisieren diese Generalisierungsmodelle. Letz-
tere werden in dieser Arbeit zum datengesteuerten Lernen eingesetzt und
daher in Abschnitt 2.3 ausf

uhrlich vorgestellt.
Kapitel 3 beschreibt detailliert, wie in der Werkbank Mobal unter Einsatz
des modellbasierten Lernverfahrens Rdt induktiv Regeln gelernt werden.
Zu Beginn des Kapitels werden in Abschnitt 3.1 kurz die Idee und insbe-
sondere der Repr

asentationsformalismus und der grundlegende Aufbau der
Werkbank Mobal vorgestellt. Regelmodelle als wichtigster Bestandteil des
Modellwissens werden in Abschnitt 3.2 eingef

uhrt und anschlieend skiz-
ziert, wie das Werkzeug Rdt unter Verwendung dieses Modellwissens eek-
tiv Regelhaftigkeiten in der Sachbereichstheorie entdeckt (Abschnitt 3.3).
Besonderes Augenmerk in diesem Kapitel gilt den Regelmodellen. Zur Struk-
turierung des Suchvorganges sind diese bez

uglich einer Generalisierungsre-
lation anzuordnen. In Abschnitt 3.2.1 werden solche Ordnungsrelationen f

ur
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Regelmodelle diskutiert und erl

autert, welche dieser Relationen f

ur ein mo-
dellgest

utztes Lernverfahren geeignet ist
9
. Ein entsprechender Redundanz-
begri f

ur Regelmodelle wird in Abschnitt 3.2.2 deniert. Zum Abschlu
dieses Kapitels werden in Abschnitt 3.4 verwandte modellbasierte Ans

atze
vorgestellt.
Der Schwerpunkt dieser Arbeit liegt auf Kapitel 4. Dort wird ein datenge-
steuerter Ansatz zum Erwerb von Modellwissen mit Methoden des indukti-
ven Lernens vorgestellt. Zun

achst wird die Komplexit

at dieser Aufgabe for-
mal untersucht. Dann werden die wichtigsten Schritte und Verfahren dieses
Ansatzes beschrieben und mit den bekannten Methoden und Einschr

ankun-
gen aus Kapitel 2 in Bezug gesetzt. Abschnitt 4.3 stellt das resultierende
Werkzeug des SystemsMobal zum Erwerb von Regelmodellen vor. In

Uber-
einstimmung mit den in der Problemstellung bereits erw

ahnten und in Ka-
pitel 2 ausf

uhrlich zu pr

asentierenden negativen Ergebnissen zur Lernbar-
keit in pr

adikatenlogischen Formalismen basiert auch dieser Ansatz auf zum
Teil nicht in polynomieller Zeit berechenbaren Teilproblemen. Daher werden
f

ur diese Probleme m

oglichst eziente, zum Teil heuristische oder approxi-
mative Algorithmen eingesetzt (Abschnitte 4.3.1 bis 4.3.5). Anschlieend
werden in Abschnitt 4.3.6 die vom Benutzer einzustellenden Parameter des
Systems erkl

art. Zum Abschlu werden in Abschnitt 4.4 andere Ans

atze zum
Erwerb von syntaktischen Vorgaben an ein Lernverfahren mit diesem neuen
Ansatz verglichen.
Kapitel 5 gibt Experimente und dabei festgehaltene Resultate mit diesem
Verfahren wieder.
Eine zusammenfassende Bewertung und ein Ausblick beenden diese Arbeit
(Kapitel 6).
9
Die dort gew

ahlte Relation ist eine Modikation der in
[
Kietz und Wrobel, 1991
]
und
[
Morik et al., 1993, Kapitel 6
]
denierten Erweiterung der {Subsumtion auf Regelmodelle
und korrigiert einige der, auf dieser Denition beruhenden, kontraintuitiven Eekte und
Inkonsistenzen.
Kapitel 2
Lernen aus Beispielen in
pr

adikatenlogischen
Formalismen
Wie bei allen Problemen in der Informatik ist es auch bei der Entwicklung
von Lernverfahren f

ur pr

adikatenlogische Formalismen notwendig, sich vorab
zu

uberlegen, ob das vorliegende Problem

uberhaupt entscheidbar ist, d.h.
auf einem Computer berechenbar, und welche Komplexit

at es relativ zu
schwierigen Problemen ohne eziente L

osungsverfahren hat.
Eine Diskussion dieser Fragestellung bedingt eine geeignete Formalisierung
dieses Problems. Die relevanten Aufgabenstellungen f

ur Lernverfahren aus
dem Bereich der induktiven logischen Programmierung werden in Abschnitt
2.1 deniert. Erg

anzend werden weitere wichtige theoretische Szenarien zur
Lernbarkeit in den vorliegenden Rahmen eingeordnet.
Abschnitt 2.2 beschreibt Lernverfahren als Suchalgorithmen und stellt Gene-
ralisierungsmodelle (Abschnitt 2.2.1), die Repr

asentation des Hintergrund-
wissens (Abschnitt 2.2.2) und die Beschr

ankung der Repr

asentationsspra-
chen auf Teilmengen der Pr

adikatenlogik (Abschnitt 2.2.3) als Einufakto-
ren auf Entscheidbarkeit und Komplexit

at eines Lernproblems vor.
Die vorgestellten Generalisierungsmodelle denieren unabh

angig von kon-
kreten Generalisierungsoperatoren eine allgemeiner{als{Relation zwischen
den Formeln des Hypothesensuchraumes. In Abschnitt 2.3 werden speziell-
ste Generalisierungen als Operatoren beschrieben, die in Umkehrung deduk-
tiver Verfahren Formeln einer Sprache generalisieren. Andere Generalisie-
rungsoperatoren, wie inverse Resolutionsverfahren
[
Muggleton und Buntine,
1992
]
, werden in dieser Arbeit nicht eingesetzt
1
.
1
Eine ausf

uhrliche Diskussion der Vollst

andigkeit von Generalisierungsoperatoren
bez

uglich der verschiedenen Generalisierungsmodelle ndet sich in
[
Jung, 1993
]
.
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2.1 Szenarien f

ur logikbasierte Lernverfahren
Das Forschungsgebiet der induktiven logischen Programmierung hat haupt-
s

achlich zwei verschiedene Szenarien f

ur induktive Lernverfahren hervorge-
bracht, eingef

uhrt von Plotkin
[
Plotkin, 1971b
]
und Helft
[
Helft, 1989
]
. Die
von Plotkin beschriebene Zielsetzung liegt in der Induktion einer Begris-
beschreibung (engl. concept learning), die konsistent mit dem Hintergrund-
wissen ist und die Beispielmenge erkl

art. Abweichend von dieser Aufgaben-
stellung deniert Helft Induktion in pr

adikatenlogischen Formalismen als
nicht monotone Schlufolgerung
2
, die f

ur eine gegebene Formelmenge eine
minimale vollst

andige Theorie in einer bestimmten Sprache induziert.
Die Induktion einer Begrisbeschreibung aus einer Menge von Beispielen f

ur
eine gesuchte Relation
3
wird als die klassische Semantik f

ur ILP{Probleme
angesehen.
Denition 2.1 (ILP Semantik) Gegeben seien Hintergrundwissen B in
einer Sprache LB, positive und negative Beispiele E = E
+
[ E
 
eines Be-
gries in einer Sprache LE , mit der Eigenschaft, da sich kein Beispiel aus
dem Hintergrundwissen logisch folgern l

at (8e 2 E : B 6j= e) und die Bei-
spiele konsistent mit dem Hintergrundwissen sind (B ^ E 6j= 2), und eine
Hypothesensprache LH. Alle Sprachen seien Teilmengen der Pr

adikatenlo-
gik erster Stufe.
Die Aufgabenstellung der induktiven logischen Programmierung (ILP-
Problem) besteht im Finden einer Hypothese H  LH, f

ur die gilt:
1. (B ^H ^E 6j= 2), Die Hypothese H ist konsistent mit dem Hinter-
grundwissen B und den Beispielen E,
2. (B ^H j= E
+
), die positiven Beispiele E
+
folgen aus dem Hinter-
grundwissen B und der Hypothese H,
3. (8e
 
2 E
 
: B ^H 6j= e
 
), die negativen Beispiele E
 
folgen nicht aus
dem Hintergrundwissen B und der Hypothese H.
Eine konkrete Instanz dieser Problemklasse wird durch das Tripel (LB;LE;
LH) bestimmt. Die Entscheidungsvariante dieses Problems, also die Frage,
ob solch eine Hypothese H  LH existiert, heit Konsistenzproblem.
Fast alle ILP{Lernverfahren beschr

anken ihren Repr

asentationsformalismus
auf denite Klauseln. Dies erlaubt die Denition von Lernproblemen

uber
das minimale Herbrandmodell M(T ) einer deniten Theorie T :
2
Nat

urlich sind alle induktiven Lernverfahren nicht monoton, aber Helft stellt diesen
Aspekt der Induktion besonders heraus.
3
Die zu beschreibende Relation wird im folgendem auch Zielbegri oder {relation
genannt.
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Denition 2.2 (denite ILP Semantik) Gegeben seien Hintergrundwis-
sen B in einer Sprache LB, positive und negative Beispiele E = E
+
[ E
 
eines Begries in einer Sprache LE, mit der Eigenschaft, da einige posi-
tive und alle negativen Beispiele im minimalen Herbrandmodell des Hin-
tergrundwissens falsch sind ((9e 2 E
+
: e ist falsch inM(B)) ^ (8e 2
E
 
: e ist falsch inM(B))), und eine Hypothesensprache LH. Alle Spra-
chen seien denite Theorien.
Die denite Aufgabenstellung der induktiven logischen Programmie-
rung besteht im Finden einer Hypothese H  LH, f

ur die gilt:
1. Alle negativen Beispiele sind falsch im minimalen Modell des Hinter-
grundwissens und der Hypothese (8e 2 E
 
: e ist falsch inM(B^H))
und
2. alle positiven Beispiele sind wahr im minimalen Modell des Hinter-
grundwissens und der Hypothese (8e 2 E
+
: e ist wahr inM(B^H)).
Zusammen mit dem Hintergrundwissen k

onnen aus der induzierten Begris-
beschreibung alle positiven Beispiele gefolgert werden. Dar

uber hinaus er-
laubt die Hypothese m

oglicherweise die Vorhersage (engl. prediction) zum
Lernzeitpunkt unbekannter Beispiele des Zielbegries.
Lernverfahren f

ur Helfts nicht monotone Semantik zum Lernen in pr

adi-
katenlogischen Formalismen entdecken dagegen Regelhaftigkeiten in einer
Menge von Beobachtungen. Es gibt keinen Zielbegri und somit auch keine
expliziten Beispiele und Gegenbeispiele
4
.
Denition 2.3 (nichtmonotone ILP Semantik) Gegeben seien Hinter-
grundwissen B in einer deniten Theorie LB und eine Hypothesensprache
LH.
Die nichtmonotone Aufgabenstellung der induktiven logischen Pro-
grammierung besteht im Finden einer Hypothese H  LH, f

ur die gilt:
1. Alle Formeln der Hypothese sind g

ultig im minimalen Modell des Hin-
tergrundwissens (8h 2 H : h ist wahr inM(B)),
2. die Hypothese ist vollst

andig (ist eine Formel g  LH wahr inM(B),
dann gilt H j= g) und
3. H ist minimal, d.h. es gibt keine g

ultige und vollst

andige, echte Teil-
menge G von H.
Die Hypothese H beschreibt alle Eigenschaften der Formelmenge B, die in
der vorgegebenen Hypothesensprache LH ausdr

uckbar sind. Zugleich ist sie
4
Die folgende Denition stammt aus
[
Muggleton und Raedt, 1993
]
und entspricht der
Semantik des Systems Claudien
[
De Raedt und Bruynooghe, 1993
]
.
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die minimale aller Theorien, die diese Eigenschaften erf

ullen, da sie keine
redundanten Formeln enth

alt.
Die beiden Denitionen unterscheiden sich in mehreren Punkten. Grund-
lage zum Lernen von Begrisbeschreibungen sind Beispiele E des Zielbe-
gries. Bei der nicht monotonen Semantik sind die positiven Beispiele Teile
des Hintergrundwissens, eine Unterscheidung der Mengen B und E ist hier

uber

ussig. Alle aus der Formelmenge (B ^ E) ableitbaren Fakten werden
als Beispiele betrachtet, d.h. es gibt Beispiele f

ur verschiedene Relationen
und f

ur alle vorkommenden Pr

adikate werden Regelhaftigkeiten in (B ^E)
entdeckt (engl. multiple predicate learner).
Der wichtigste Unterschied liegt aber darin, da die nicht monotone Se-
mantik nicht fordert, da alle positiven Beispiele eines Begries von der
Hypothese abgedeckt werden (B ^ H j= E
+
). Es wird keine Konzeptbe-
schreibung gesucht, sondern nur die minimale Theorie in einer Sprache LH,
die alle in dieser Sprache ausdr

uckbaren Regelhaftigkeiten beschreibt. Die
gefundenen Regelhaftigkeiten besitzen zudem im Gegensatz zur klassischen
ILP Semantik keine Vorhersagekraft innerhalb der vorhandenen Signatur, da
durch Denition

uber das minimale Herbrandmodell

ahnlich zur Annahme
der abgeschlossenen Welt (engl. closed world assumption) indirekt negative
Beispiele hergeleitet werden
5
.
Zur Verdeutlichung dieses Aspektes soll folgendes Beispiel betrachtet wer-
den:
Beispiel 2.1 Seien
B =
(
weiblich(ann);
weiblich(sue)
)
und
E
+
= fmutter(ann; sue)g:
Dann ist
H = mutter(X,Y)  weiblich(X) & weiblich(Y)
eine g

ultige Hypothese der normalen ILP Semantik, die z.B. mutter(sue,ann)
als weiteres Beispiel der Zielrelation vorhersagt. H ist aber keine L

osung f

ur
die nicht monotone ILP Semantik, da mit HfX=sue;Y=anng eine Instanz von
H existiert, die im minimalen Modell M(B^E
+
) nicht g

ultig ist (da implizit
E
 
= fmutter(sue; ann);mutter(ann; ann); mutter(sue; sue)g gilt).
Beschr

ankt man dagegen die Hypothesensprache LH auf Formelmengen mit
nur einer Klausel, dann sind die Hypothesen
H
1
= mutter(ann,sue)  weiblich(ann)
und
H
2
= weiblich(X)  mutter(X,Y)
5
Eine formale Diskussion der Unterschiede zwischen Plotkins und Helfts Semantik im
Hinblick auf die Closed World Assumption ndet sich in
[
Bell und Weber, 1993
]
.
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zwei unterschiedliche L

osungen f

ur die nicht monotone ILP Semantik. Wen-
det man bei der normalen ILP Semantik auch die Annahme der abgeschlos-
senen Welt an, dann sind alle so gefundenen Hypothesen auch g

ultig f

ur die
nicht monotone Semantik, wie im obigen Beispiel die Klausel H
1
. 3
In realen Anwendungen enthalten die Beispiele und das Hintergrundwissen
oft Fehler, d.h. die Daten sind unvollst

andig, verrauscht oder mit Unsicher-
heit behaftet (engl. noise). Viele ILP{Lernverfahren erlauben daher eine
begrenzte Anzahl von Ausnahmen bzgl. der in den beiden ILP{Denitionen
gemachten Forderungen.
Auf Grundlage der Theorie der Berechenbarkeit und der Komplexit

atstheo-
rie
6
wurden im Rahmen des maschinellen Lernens auch andere Szenarien als
die des induktiven logischen Programmierens zur Untersuchung von Lern-
problemen entwickelt. Diese Szenarien stellen st

arkere Anforderungen an
die Korrektheit der gesuchten Hypothese oder an die Berechenbarkeit ei-
ner Probleml

osung. Die zwei wichtigsten sind Golds Ansatz der Identi-
kation im Grenzwert (engl. identication in the limit)
[
Gold, 1967
]
, basie-
rend auf der Theorie der Berechenbarkeit, und Valiants Ansatz des wahr-
scheinlich ann

ahernd korrekten Lernens (engl. probably approximately cor-
rect (PAC{)learning)
[
Valiant, 1984
]
, der Anforderungen an die Komplexit

at
eines Lernverfahrens stellt. Beide Ans

atze lassen sich analog zum Lernen ei-
ner pr

adikatenlogischen Begrisbeschreibung aus Beispielen (Denition 2.1)
formalisieren.
Golds Szenarium der Identikation im Grenzwert beschreibt Lernverfahren,
die bei Eingabe einer Folge von Beispielen und Gegenbeispielen eines Be-
gries in einer Sprache LE nach jedem Eingabewert eine Hypothese in einer
Sprache LH ausgeben. Ein Lernverfahren identiziert die Hypothese H im
Grenzwert, wenn ab einem Zeitpunkt (dem Grenzwert) die berechnete Hy-
pothese den Bedingungen des ILP{Problems gen

ugt und sich die berechnete
Ausgabe bei weiteren Eingaben nicht mehr ver

andert. Wichtig ist hierbei,
da dieses Szenarium nicht fordert, da der Zeitpunkt, ab dem das richtige
Ergebnis berechnet wird, bestimmt werden kann. Dieser Grenzwert wird vom
Lernverfahren nicht angezeigt. Kietz und Dzeroski haben dies im Rahmen
der induktiven logischen Programmierung formalisiert
[
Kietz und Dzeroski,
1993
]
7
:
Denition 2.4 (Identikation im Grenzwert)
Sei E
1
= fe
1
; e
2
; e
3
;: : :g eine unendliche Folge von Beispielen, wobei e
i
2
Ef+; g, und sei E
1
eine vollst

andige Aufz

ahlung aller Beispiele in LE ,
d.h., 8e 2 LE : 9i : (e
i
= he;+i _ e
i
= he; i): E
i
= fe
1
; e
2
; e
3
; : : : ; e
i
g be-
zeichne die Menge aller zum Zeitpunkt i bekannten Beispiele, E
+
i
= fhe;+i 2
6
Die in dieser Arbeit ben

otigten Grundlagen der Komplexit

atstheorie werden in An-
hang A rekapituliert.
7
Eine Aufgabenstellung zum Lernen in pr

adikatenlogischen Formalismen wird im fol-
genden als Quadrupel (`;LB;LE ;LH) notiert. Dabei steht ` f

ur eine Ableitungsregel als
Operationalisierung der logischen Folgerung (siehe Abschnitt 2.2.1).
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E
i
g sei die Menge aller zum Zeitpunkt i bekannten positiven Beipsiele und
E
 
i
= fhe; i 2 E
i
g die Menge der negativen Beispiele zum Zeitpunkt i.
Ein Hintergrundwissen B heit genau dann geeignet f

ur E
1
und LH, wenn
9H 2 LH : (B;H ` E
+
1
^ 8e 2 E
 
1
: B;H 6` e).
Ein Lernproblem (`;LB;LE ;LH) wird genau dann im Grenzwert von einem
Algorithmus identiziert, wenn dieser Algorithmus f

ur jede Folge E
1
und
jedes geeignete Hintergrundwissen B 2 LB E
1
inkrementell als Eingabe ak-
zeptiert, nach jedem Beispiel einH
i
2 LH berechnet und es einen Zeitpunkt i
gibt, f

ur den gilt: 8j  i : H
i
= H
j
und (B;H
i
` E
+
1
^8e 2 E
 
1
: B;H
i
6` e).
Eines der wichtigsten Resultate zur Identikation im Grenzwert stammt
von Shapiro. Er wies nach, da sein MIS{System f

ur ein h{leichtes Modell
mit Unterst

utzung eines Orakels eine Theorie im Grenzwert identiziert
[
Shapiro, 1981
]
.
Zur Beurteilung eines Lernverfahrens ist es jedoch relevanter, Aussagen

uber
die Ezienz dieses Verfahrens zu gewinnen. Die Komplexit

at eines Problems
untersucht die Komplexit

atstheorie, auf der das Paradigma des wahrschein-
lich ann

ahernd korrekten (PAC{) Lernens beruht.
Beim wahrscheinlich ann

ahernd korrekten Lernen fordert man, da das Lern-
verfahren nach Eingabe einer polynomiell beschr

ankten Anzahl von Bei-
spielen und nach polynomieller Zeit die Hypothese bestimmt. Dabei wird
in Abschw

achung der Forderung der Identikation im Grenzwert nach ei-
ner korrekten Hypothese versucht, mit einer hohen Wahrscheinlichkeit ein
Ergebnis mit kleinem Fehler zu nden.
Eine Denition dieses Paradigmas im Rahmen der induktiven logischen Pro-
grammierung geben Cohen
[
Cohen, 1993
]
und Kietz und Dzeroski
[
Kietz und
Dzeroski, 1993
]
.
Denition 2.5 (wahrscheinlich ann

ahernd korrekt (PAC-) lernbar)
Ein Lernproblem (`;LB;LE ;LH) heit genau dann wahrscheinlich ann

ah-
ernd korrekt (PAC{) lernbar, wenn ein Algorithmus PACLEARN und eine
polynomielle Funktion m(
1

;
1

; n
e
; n
t
; n
b
) existieren, so da f

ur alle n
e
> 0,
n
t
> 0, n
b
> 0, jedes Hintergrundwissen B 2 LB mit Komplexit

at n
b
oder
geringer, jeden gesuchten Begri C 2 LH, f

ur alle  : 0 <  < 1, f

ur alle
 : 0 <  < 1, und f

ur jede Wahrscheinlichkeitsverteilung D, f

ur alle Bei-
spielmengen E
+
; E
 
f

ur C, die als Stichprobe einer Gr

oe von wenigstens
m(
1

;
1

; n
e
; n
t
; n
b
) aus LE bzgl. D gezogen wurden,
1. nach Eingabe von E
+
; E
 
;  und  der Algorithmus PACLEARN eine
Hypothese H 2 LH berechnet, f

ur die
Prob(D(HC)> ) < 
gilt, wobei H
1
H
2
die symmetrische Dierenz der Mengen fe 2
E j H
1
^B ` eg und fe 2 E j H
2
^ B ` eg bezeichnet,
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2. die Laufzeit von PACLEARN polynomiell in
1

;
1

; n
e
; n
t
; n
b
und der
Anzahl der Beispiele ist, und
3. f

ur alle e 2 LE der Test H;B ` e in polynomieller Zeit ausgewertet
werden kann.
Die polynomielle Funktion m(
1

;
1

; n
e
; n
t
; n
b
) heit die Beispielkomplexit

at
des Lernalgorithmus PACLEARN.
Resultate zum PAC{Lernen lassen sich durch einen Zusammenhang mit der
Komplexit

atsklasse RP mit Ergebnissen f

ur ILP Probleme in Beziehung set-
zen. J

org{Uwe Kietz adaptierte einen Satz von Pitt und Valiant
[
Pitt und
Valiant, 1988
]
, der zeigt, wie ein wahrscheinlich ann

ahernd korrektes Lern-
verfahren benutzt werden kann, um das korrespondierende ILP{Problem
8
wahrscheinlich in polynomieller Zeit zu l

osen
[
Kietz, 1993b
]
.
Satz 2.1 Ist ein Lernproblem (`;LB;LE ;LH) PAC{lernbar, dann f

allt das
Konsistenzproblem f

ur (`;LB;LE ;LH) in die Klasse RP. Dies bedeutet ne-
gativ formuliert: Liegt das Konsistenzproblem nicht in RP, so ist (`;LB;LE ;
LH) nicht PAC{lernbar.
Danach lassen sich Probleme, die NP{schwierig oder PSPACE{schwierig
sind, nicht PAC{lernen, es sei denn NP = RP oder PSPACE = RP.
Pitt beschreibt eine Abschw

achung des PAC{Paradigmas. Bei der polyno-
miellen Vorhersagbarkeit (engl. polynomially predictable) verzichtet man
darauf, da die Hypothese, die das Lernverfahren ausgibt, in einer bestimm-
ten Sprache formulierbar ist, also auf die Bedingung H 2 LH
[
Cohen, 1993
]
.
Die Hypothese darf in einer beliebig komplexen Repr

asentation dargestellt
sein. Das PAC{Lernen ist ein Spezialfall dieses Ansatzes.
2.2 Komplexit

at des pr

adikatenlogischen Such-
raumes
Das induktive Lernen von Begrien kann als Suche im Raum aller Ausdr

ucke
der Hypothesensprache aufgefat werden
[
Mitchell, 1982
]
. Ein einfacher Auf-
z

ahlungsalgorithmus z

ahlt alle in dieser Sprache enthaltenen Ausdr

ucke auf
und pr

uft f

ur jeden Ausdruck, ob er die Bedingungen aus der Denition
des induktiven Lernproblems erf

ullt. Beim ILP{Problem ist der resultie-
rende Suchraum meist nicht endlich. Zudem besitzt ein Aufz

ahlungsalgo-
rithmus keine M

oglichkeit die Suche zu beschneiden, da er nacheinander
alle Ausdr

ucke einer aufz

ahlbaren Sprache konstruieren mu.
Um den Suchvorgang ezienter zu organisieren, ist es notwendig, den Such-
raum zu strukturieren. Zu diesem Zweck verwendet man beim ILP{Problem
8
Ohne Zusatz ist im weiteren Verlauf der Arbeit stets die klassische ILP Semantik
gemeint, die Verwendung der nicht monotonen Semantik wird ausdr

ucklich erw

ahnt.
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zumeist eine allgemeiner{als{Relation
9
, um den Hypothesenraum hierarch-
isch anzuordnen. Eine solche Halbordnung hat als speziellste Elemente die
positiven Beispiele und als generellstes Element einen sowohl positive wie
auch negative Beispiele abdeckenden Ausdruck. Mittels einer solchen Rela-
tion kann der Suchraum gezielt durchwandert und Teilr

aume abgeschnitten
werden (engl. pruning).
Anhand der Suchstrategie kann man grunds

atzlich zwischen zwei Verfahren
unterscheiden. Beim Bottom{up Verfahren wird ausgehend von den positiven
Beispielen innerhalb der Halbordnung solange nach generelleren Ausdr

ucken
gesucht, bis eine Hypothese alle positiven Beispiele abdeckt. Beim Top{down
Verfahren wird ein allgemeinster Ausdruck solange spezialisiert, bis er kein
negatives Beispiel mehr abdeckt.
2.2.1 Generalisierungsmodelle
Der logische Allgemeinheitsbegri ist modelltheoretisch deniert: Ein Aus-
druck C1 ist allgemeiner als ein Ausdruck C2, wenn jedes Modell von C1
ein Modell von C2 ist. Dies l

at sich mit Hilfe der logischen Folgerung be-
schreiben.
Denition 2.6 (logischer Allgemeinheitsbegri)
Eine Formel C1 heit genau dann allgemeiner als eine Formel C2 bez

ug-
lich einer Theorie B, wenn gilt:
B ^ C1 j= C2:
In der Literatur zum induktiven logischen Programmieren nden sich ver-
schiedene allgemeiner{als{Relationen

uber Mengen von Klauseln. Die ent-
sprechenden Denitionen basieren vor allem auf unterschiedlichen Ber

uck-
sichtigungen von Hintergrundwissen. Alle Generalisierungsmodelle sind Spe-
zialf

alle der logischen Folgerung. Sie sind als korrekte, aber nicht vollst

andige
Ableitungsregeln charakterisierbar: Seien C und D Klauseln, ` eine allge-
meiner{als{Relation und T eine logische Theorie. Dann gilt T ^ C ` D )
T ^ C j= D. Die Theorie T entspricht beim Lernproblem dem Hintergrund-
wissen.
Die jeweiligen Generalisierungsmodelle ordnen Ausdr

ucke der Hypothesen-
sprache nicht nur unterschiedlich an, sondern denieren auch verschiedene
Suchr

aume, da sie auch zur

Uberpr

ufung m

oglicher L

osungen eines Lern-
problems dienen. Eine g

ultige Hypothese H mu allgemeiner sein als die
positiven Beispiele (B ^ H ` E
+
), darf aber keine negativen Beispiele ab-
decken (8e 2 E
 
: B^H 6` E
 
). Da die verwendete allgemeiner{als{Relation
` somit Einu auf die Berechenbarkeit des zugeh

origen ILP{Problems hat,
wird ein Lernproblem im folgenden als Tupel (`;LB;LE ;LH) formalisiert.
9
Diese werden in der Literatur oft als Generalisierungsmodelle bezeichnet.
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F

ur jede Relation ` l

at sich eine

Aquivalenzrelationen denieren: Zwei
Klauseln C und D sind genau dann

aquivalent bez

uglich ` (C 
`
D), wenn
C ` D und D ` C gilt
10
.
Niblett untersuchte die logische Implikation zur Beschreibung der Genera-
lisierungsbeziehung von Hornklauseln
[
Niblett, 1988
]
. Zwischen zwei Horn-
klauseln (B = ;) ist sie entscheidbar
11
, mit Hintergrundwissen (B 6= ;) ist
sie halb{entscheidbar. ILP{Probleme unter Verwendung der logischen Impli-
kation zur Beschreibung der allgemeiner{als{Relationen sind sogar bei sehr
eingeschr

ankten Repr

asentationssprachen nicht mehr entscheidbar
12
.
Plotkin wies nach, da die schw

achere {Subsumtion
13
g

unstigere Eigen-
schaften f

ur den Induktionsproze hat
[
Plotkin, 1970
]
.
Denition 2.7 ({Subsumtion, `

) Eine Klausel C {subsumiert eine
Klausel D, geschrieben als C `

D, genau dann, wenn es eine Substitution
 f

ur Termvariablen
14
gibt, f

ur die gilt:
C  D:
Beispiel 2.2
fweiblich(X);:mutter(X;Z);:mutter(X;Y)g
`

fweiblich(X);:mutter(X;Y);:tochter(X;Z)g
mit  = fZ=Yg. 3
Robinson wies nach, da die {Subsumtion zwischen Klauseln entscheid-
bar ist
[
Robinson, 1965
]
, `

kann f

ur beliebige Hornklauseln aber nicht
ezient getestet werden. Selbst der Test D `

C mit Klauseln C kon-
stanter und geringer Gr

oe ist nicht ezient berechenbar, wie eine Re-
duktion des NP{vollst

andigen 3SAT{Problems auf die {Subsumtion zwi-
schen entsprechenden Hornklauseln beweist
15
. Auerdem ber

ucksichtigt die
10
Wird im folgenden von einer Generalisierung (Spezialisierung) bzgl. einer Relation `
gesprochen, so schliet das die

Aquivalenz stets ein. Der Auschlu dieses Falles soll als
strikte Generalisierung (Spezialisierung) bezeichnet werden.
11
In
[
Kietz und Dzeroski, 1993
]
wird gezeigt, da dies nur gilt, wenn die allgemeinere
Klausel generativ (siehe Abschnitt 2.2.2) ist.
12
Einige negative Ergebnisse werden in
[
Kietz und Dzeroski, 1993
]
wiedergegeben.
13
Erstmals von Robinson deniert
[
Robinson, 1965
]
.
14
Mit Termvariable sei eine Variable f

ur Terme erster Ordnung bezeichnet. Dies dient
der Unterscheidung zu Variablen f

ur andere Ausdr

ucke, die in Kapitel 4 eingef

uhrt werden.
15
Diese Aussage wurde von J

org{Uwe Kietz bewiesen und ist mit dem Beweis in
[
Kietz und L

ubbe, 1994
]
ver

oentlicht. Nach
[
Garey und Johnson, 1979
]
wurde die NP{
Vollst

andigkeit der {Subsumtion zuerst in einem unver

oentlichten Papier von Baxter
(1977) bewiesen. Im Gegensatz zu anderen ver

oentlichten Beweisen der NP{Vollst

andig-
keit von D `

C behauptet der Satz von Kietz, da das Problem auch f

ur konstante
Gr

oen von jCj NP{schwierig bleibt.
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{Subsumtion kein Hintergrundwissen, da sie nur zwischen zwei Klauseln
deniert ist.
In jeder

Aquivalenzklasse [C] einer Klausel C unter der Relation 

16
gibt
es genau eine ausgezeichnete Klausel. Plotkin nannte diese Vertreter der

Aquivalenzklassen reduzierte Klauseln, sie sind bis auf Variablenumbennung
eindeutig und enthalten keine bez

uglich der {Subsumtion redundanten Li-
terale.
Denition 2.8 Eine Klausel C heit reduziert, wenn aus D  C und
C 

D folgt, da C und D alphabetische Varianten sind.
Zur Konstruktion einer reduzierten Klausel C aus einer Klausel E ben

otigt
man ebenfalls einen Test auf {Subsumtion
[
Plotkin, 1970
]
. Zu testen, ob
eine reduzierte Klausel vorliegt, ist co{NP{vollst

andig
[
Gottlob und Ferm

ul-
ler, 1993
]
und somit wird es unter der Annahme P 6= NP keinen ezienten
Algorithmus zur Reduktion von Hornklauseln geben.
In Abschnitt 4.3.3 wird gezeigt, da der Test `

f

ur bestimmte Hypothesen-
sprachen dennoch polynomiell berechenbar ist. Die zugrundeliegenden Ideen
f

uhren auerdem noch zu verbesserten Algorithmen f

ur die {Subsumtion
und die Reduktion bei beliebigen Hornklauseln.
Um Hintergrundwissen zu ber

ucksichtigen, erweiterte Plotkin die {Subsum-
tion zur Generalisierung relativ zu einer Theorie
[
Plotkin, 1971b
]
.
Denition 2.9 (Generalisierung bez

uglich einer Theorie, `
rel
B
)
Seien C und D Klauseln, B ein logische Theorie. Klausel C ist genau dann
eine Generalisierung von Klausel D bez

uglich B, Notation C `
rel
B
D,
wenn es eine Klausel E gibt, so da C `

E, P ^E j= D und P ^D j= E.
Plotkin wies folgenden Zusammenhang zur Resolution nach.
Satz 2.2 C `
rel
B
D gdw. D eine Tautologie ist oder es eine Ableitung von
D gibt(B ^ C `
SLD
D), in der C h

ochstens einmal vorkommt.
Die relative Generalisierung ist somit ein Spezialfall der logischen Folge-
rung. W

ahrend bei der relativen Generalisierung die generellere Klausel in
einer Ableitung der spezielleren nur einmal vorkommen darf, gilt diese Ein-
schr

ankung f

ur die logische Folgerung nicht.
Beispiel 2.3 Sei
B =
8
>
<
>
:
weiblich(X)  mutter(X;Y);
gromutter(X;Z)  elternteil(X;Y) & elternteil(Y;Z)
& weiblich(X)
9
>
=
>
;
:
16
Zur besseren Lesbarkeit wird die

Aquivalenz bzgl. `

entgegen der eingef

uhrten No-
tation nicht als 
`

geschrieben.
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Dann gilt
elternteil(Y;X) mutter(Y;X)
`
rel
B
gromutter(X;Z) mutter(X;Y) & elternteil(Y;Z):
3
Das Kopiteral der Generalisierung einer Klausel relativ zu einer Theorie
mu im Gegensatz zur {Subsumtion nicht mit dem Kopiteral der speziel-
leren Klausel unizierbar sein, d.h. zwei Klauseln, die bez

uglich `
rel
B
in Rela-
tion stehen, m

ussen nicht dieselben Begrie beschreiben (im obigen Beispiel
gromutter und elternteil). Auch f

ur den Fall B = ; sind die beiden Genera-
lisierungsmodelle nicht v

ollig

aquivalent, aber es gilt: C `
rel
;
D genau dann,
wenn C `

D oder D eine Tautologie ist
[
Plotkin, 1971b
]
.
Ein Spezialfall der relativen Generalisierung ist Buntines Denition der ge-
neralisierten Subsumtion
[
Buntine, 1988
]
. Bei dieser Generalisierungsbezie-
hung beschreibt eine allgemeinere Klausel wie bei der {Subsumtion wieder
den gleichen Begri wie die speziellere.
Denition 2.10 (generalisierte Subsumtion, `
B
) Eine Klausel C co-
vers ein Grundatom A in einer Interpretation I, wenn es eine Substitution
 gibt, so da gilt:
C
Kopf
 = A und 9(C
Korper
) ist wahr in der Interpretation I:
Klausel C subsumiert Klausel D bez

uglich eines logischen Program-
mes B, wenn f

ur jede Herbrand Interpretation I, in der B wahr ist, und
f

ur jedes Atom A gilt:
D covers A) C covers A
Als Schreibweise wird C `
B
D benutzt.
Buntine beweist folgende operationale Anleitung f

ur einen generalisierten
Subsumtionstest:
Satz 2.3 Seien C und D Klauseln mit disjunkten Variablen. Sei B ein lo-
gisches Programm. Mit  sei eine Substitution bezeichnet, die f

ur alle Varia-
blen in D neue Konstanten, die nicht in C;D oder B vorkommen, einf

uhrt.
Dann gilt C `
B
D, gdw. eine beliebige Substitution  existiert, so da gilt:
C
Kopf
 = D
Kopf
und
B ^D
Korper
 j= 9(C
Korper
):
Beispiel 2.4 Sei B = felternteil(X;Y) tochter(Y;X)g.
Dann gilt
fmutter(X;Y);:elternteil(X;Y);:weiblich(X)g
`
B
; 6`

fmutter(X;Y);:tochter(Y;X);:weiblich(X)g:
Diese beiden Klauseln stehen bez

uglich der {Subsumtion nicht in Relation.
3
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Buntine zeigt, da f

ur den Fall B = ; die generalisierte Subsumtion der
{Subsumtion entspricht
[
Buntine, 1988
]
. Plotkin untersuchte bereits vor
Buntine einen entsprechenden Spezialfall seiner relativen Generalisierung
[
Plotkin, 1971b
]
.
Die einzelnen Generalisierungsmodelle sind alle Spezialf

alle der logischen
Folgerung. Zusammenfassend ergeben sich folgende Implikationen:
C `

D )
C `
B
D )
C `
rel
B
D )
B ^ C j= D:
Der Vergleich in Tabelle 2.1 ist eine Erweiterung einer

Ubersicht von Jung
[
Jung, 1993
]
.
Generalisie{ B C
Head
 # C in Berechenbarkeit
rungsmodell = D
Head
Beweis f

ur D
`

nein ja 0 NP{schwierig
`
B
ja ja  1 halb{entscheidbar
`
rel
B
ja nein  1 halb{entscheidbar
j= ja nein beliebig halb{entscheidbar
Tabelle 2.1: Vergleich von Generalisierungsmodellen
Weitere allgemeiner{als{Relationen wurden von Nienhuys-Cheng, van der
Laag und van der Torre untersucht
[
Nienhuys-Cheng et al., 1993
]
. Alle Ge-
neralisierungsmodelle enthalten nur Testmethoden, aber keine Konstrukti-
onsvorschriften f

ur eine Generalisierung. Solche Anleitungen geben Genera-
lisierungsoperatoren, wie inverse Resolutionsoperatoren
[
Muggleton, 1992;
Jung, 1993
]
und speziellste Generalisierungen
[
Plotkin, 1970; Haussler, 1989
]
.
2.2.2 Generalisierungsmodelle und Hintergrundwissen
Im vorangegangenen Kapitel wurden schon einige

Aquivalenzen zwischen
den Generalisierungsmodellen aufgezeigt. So gilt f

ur den Fall B = ; die
Beziehung C `

D , C `
B
D. Es gibt weitere Einschr

ankungen unter denen
man die halb{entscheidbaren Generalisierungsmodelle auf die {Subsumtion
zur

uckf

uhren kann.
Ist das Hintergrundwissen variablen{ und funktionsfrei, k

onnen die Beispiele
so zu erweiterten Klauseln umgeformt werden, da man das Hintergrundwis-
sen beim Lernen nicht mehr ber

ucksichtigen mu. Zur Generalisierung reicht
dann das Modell der {Subsumtion, und dieses ist bei funktionsfreien, nicht
rekursiven Hornklauseln eine korrekte und vollst

andige Ableitung: h j= h
0
,
gdw. h  h
0
.
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Denition 2.11 (funktionsfrei) Eine Klausel heit funktionsfrei, wenn
sie nur Pr

adikatssymbole, Variablen und Konstanten (nullstellige Funktions-
symbole) enth

alt.
Liegt kein variablenfreies Hintergrundwissen vor, so kann man dies vor dem
eigentlichen Lernproze erzeugen. Eine Methode liegt in der Ersetzung al-
ler Variablen in Klauseln aus B durch die in den Beispielen vorkommenden
Terme. Dieses Vorgehen ndet man bei Robinson unter dem Stichwort Sa-
turierung
[
Robinson, 1965
]
.
Beschr

ankt man die Sprache LB auf generative Klauseln so l

at sich in
Verbindung mit einem tiefenbeschr

ankten Inferenzproze ebenfalls varia-
blenfreies Hintergrundwissen herstellen. Dies entspricht der Denition von
h{leichten Herbrandmodellen, wie sie Shapiro benutzt
[
Shapiro, 1981
]
.
Denition 2.12 (generative Hornklauseln) Eine Hornklausel heit ge-
nerativ, wenn alle Variablen der Konklusion auch in den Pr

amissen vor-
kommen.
Fordert man neben generativen Klauseln eine feste, h

ochste Stelligkeit der
Pr

adikate des Hintergrundwissens B und eine maximale Anzahl von Lite-
ralen in diesen Klauseln, so lassen sich alle Ableitungen aus dem Hinter-
grundwissen in einer Zeit polynomiell zur Gr

oe von B berechnen
[
Wrobel,
1987
]
.
Das oben bereits angesprochene Verfahren, das Hintergrundwissen in die
Beispiele zu transformieren, ndet sich in der Literatur ebenfalls unter dem
Begri Saturierung
17
[
Rouveirol, 1991
]
. Saturierung ist hier aber nicht gleich-
zusetzen mit der Denition von Robinson.
Denition 2.13 (elementare Saturierung) Sei C1 die Klausel H
e
 
B
e
und C2 die Klausel H
s
 B
s
mit B
s
`

B
e
. Die Klausel D mit H
e
 
B
e
^H
s
 heit elementare Saturierung von C
e
durch C
s
.
Denition 2.14 (Saturierung) Sei B ein logisches Programm und C
e
ei-
ne Klausel. Die Saturierung von C
e
in B ist die transitive H

ulle der ele-
mentaren Saturierung von C
e
durch Klauseln aus B.
Jung beweist, da der Test H `
B
e bei generativem Hintergrundwissen
B

aquivalent zu H `

e# ist, wobei e# die Saturierung von e ist
[
Jung,
1993, Theorem 4
]
. Durch die Wahl von funktionsfreien Fakten als Sprache
f

ur B und E l

at sich das induktive Lernproblem mit Hintergrundwissen
17
In der Literatur zum logischen Programmieren taucht der Begri Saturierung auch
noch mit anderen Denitionen auf. So denieren Bossu und Siegel: Eine Menge von ge-
ordneten Klauseln C heit saturiert bez

uglich der Resolventen des ersten Literals, wenn
jeder Resolvent der ersten Literale von zwei Klauseln aus C durch eine Klausel aus C
subsumiert wird
[
Bossu und Siegel, 1985
]
.
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B daher auf das Lernen ohne Hintergrundwissen zur

uckf

uhren. Dazu setzt
man LB
neu
= ; und LE
neu
= fe# j e 2 Eg = fe  B j e 2 Eg. Beispiele
sind nun variablenfreie Hornklauseln.
Die ILP Probleme (`
B
,variablenfreies B,Fakten,LH) und (`

,;,LE
neu
,LH)
sind somit

aquivalent. F

ur bestimmte Hypothesensprachen ist es sogar voll-
st

andig, die Beispiele e durch Klauseln e B
0
zu ersetzen, wobei B
0
eine
kleine Teilmenge von B ist und f

ur alle H 2 LH gilt:
H `

e B , H `

e B
0
:
Beispiel 2.5 Seien
B =
8
>
<
>
:
tochter(sue; ann);
elternteil(sue; tom);
schwester(sue;mary)
9
>
=
>
;
und
E
+
= fmutter(ann; sue)g:
Beschr

ankt man die Hypothesensprache LH auf Klauseln bei denen alle Va-
riablen im K

orper der Klausel auch im Kopf vorkommen m

ussen (Tiefe 0),
dann ist es f

ur jede m

ogliche Hypothese H vollst

andig,
H `

mutter(ann; sue) tochter(sue; ann)
zu testen, um H als L

osung des ILP Problems zu identizieren. 3
2.2.3 Einschr

ankung der Repr

asentationssprachen
Im vorangegangenen Abschnitt wurden verschiedene Generalisierungsmo-
delle und Methoden zur Beschr

ankung des Hintergrundwissens beschrie-
ben, die die Unentscheidbarkeit der Deduktion umgehen und somit zu einer
L

osung des ILP{Problems beitragen. Im folgenden sollen nun einige nega-
tive Resultate zum Lernen von Hornklauseln im Allgemeinen, sowie positive
und negative Ergebnisse f

ur verschiedene Restriktionen der Sprachen LB,
LH und LE wiedergegeben werden.
Zur besseren Lesbarkeit wird in dieser Arbeit eine Notation f

ur Sprachen von
Cohen

ubernommen
[
Cohen, 1993
]
. Sei L eine Menge von Klauseln. Durch
Hochstellung wird die Anzahl der erlaubten Klauseln festgelegt. So ist L
1
die Sprache der Programme mit einer Klausel, L
k
ist ein Programm mit k
Klauseln. Durch ein Subskript wird die Einschr

ankung der Sprache festge-
halten. Sind rekursive Klauseln erlaubt, so wird dieses durch ein ebenfalls
hochgestelltes
rec
angezeigt.
Kietz wies nach, da die im folgenden vorzustellenden Lernprobleme von
Plotkin und Helft nicht ezient berechenbar sind
[
Kietz, 1993a
]
.
Plotkins Ansatz war einer der ersten zum ILP{Problem
[
Plotkin, 1970
]
.
Er benutzte Klausellogik als Hypothesen{ und Beispielsprache, kein Hin-
tergrundwissen und {Subsumtion als Generalit

atsrelation. Helft schr

ankt
Plotkins Problem auf verbundene (engl. linked), funktionsfreie Hornklauseln
als Sprache LH ein. Beispiele sind Grundklauseln aus LH
[
Helft, 1987
]
.
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Denition 2.15 (verbunden, LH
LINKED
) Eine Hornklausel heit ver-
bunden, wenn alle ihre Literale verbunden sind. Ein Literal ist verbunden,
wenn wenigstens einer seiner Terme verbunden ist. Ein Term ist verbunden
mit einer Verbindungskette der L

ange 0, wenn er im Kopf einer Klau-
sel vorkommt. Ein Term in einem Literal ist mit der Verbindungskette der
L

ange d + 1 verbunden, wenn ein anderer Term in demselben Literal mit
der Verbindungskette der L

ange d verbunden ist. Die Tiefe eines Terms
ist die minimale L

ange seiner Verbindungsketten.
Als Hintergrundwissen benutzt Helft eine Ungleichheitsbeziehung, die die
Verschiedenheit von Objekten beschreibt. Das Hintergrundwissen wird durch
die generalisierte Subsumtion in den Lernproze einbezogen. Wie im letzten
Abschnitt beschrieben, ist dies

aquivalent zur {Subsumtion von saturierten
Klauseln. Plotkins Problem ist also allgemeiner als Helfts Problem.
Kietz reduziert eine NP{vollst

andige Problemstellung von Haussler zum Ler-
nen von speziellsten Generalisierungen auf beide Probleme. Dadurch l

at
sich zeigen, da beide Probleme NP{schwierig sind, also das Lernen von
funktionsfreien Hornklauseln ohne Hintergrundwissen nicht ezient bere-
chenbar ist. Wie in Kapitel 2.1 geschildert sind sie unter der Annahme
RP 6= NP somit auch nicht PAC{lernbar.
Page und Frisch konnten dagegen beweisen, da eine Hypothese mit einer
einzigen constrained Klausel als Hypothesensprache LH
1
CONSTRAINED
in
polynomieller Zeit wahrscheinlich ann

ahernd korrekt lernbar ist
[
Page und
Frisch, 1992
]
.
Denition 2.16 (constrained Klauseln, LH
CONSTRAINED
)
Eine Klausel heit constrained, wenn alle Variablen des Klauselk

orpers
auch im Kopf vorkommen.
Muggleton und Feng benutzen ij{determinierende Klauseln zur Restriktion
der Sprache LH
[
Muggleton und Feng, 1992
]
. Determinierende Klauseln set-
zen eine Ordnung

uber den Literalen der Klausel voraus und erlauben nur
solche Literale im Klauselk

orper, die nur dann neue Variablen einf

uhren,
wenn diese bez

uglich der Ordnung und dem Hintergrundwissen in einer funk-
tionalen Abh

angigkeit zu den Termen niedriger Ordnung stehen.
Denition 2.17 (ij{determinierende Hornklauseln, LH
ij DET
)
Eine Hornklausel h heit determinierend bez

uglich der Beispiele E und
dem variablenfreien HintergrundwissenB, wenn jeder Term aus h durch eine
determinierende Verbindungskette verbunden ist. Ein Term, der im Klausel-
kopf vorkommt, ist durch eine determinierende Verbindungskette der L

ange
0 verbunden.
Sei h = fA;:B
1
; : : : ;:B
m
;:B
m+1
; : : : ;:B
n
g eine geordnete Menge. Der
Term t aus dem Literal :B
m+1
ist genau dann mit einer determinierenden
Verbindungskette der L

ange d + 1 verbunden, wenn alle Terme der Menge
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fA;:B
1
; : : : ;:B
m
g mit einer determinierenden Verbindungskette von h

och-
stens der L

ange d verbunden sind und es f

ur alle Substitutionen  mit der
Eigenschaft A 2 E
+
und ffB
1
g; : : : ; fB
m
gg  B nur eine einzige Sub-
stitution  gibt, f

ur die fB
m+1
g 2 B gilt. Die determinierende Tiefe
eines Terms ist die minimale L

ange seiner determinierenden Verbindungs-
ketten.
Eine Klausel mit maximaler determiniernder Tiefe i ihrer Terme und ma-
ximaler Stelligkeit der Literale j heit ij{determinierend.
Beispiel 2.6 Die Klausel
gromutter(X,Z)  mutter(Y,Z) & mutter(X,Y)
ist 12{determinierend, die Klausel
gromutter(X,Z)  mutter(X,Y) & elternteil(Y,Z)
dagegen nicht, da jede Mutter X mehrere Kinder Y haben kann und die
Variable Y nicht im Kopf der Klausel vorkommt. 3
Muggleton und Feng beweisen, da sie mit Grundhintergrundwissen und ij{
determinierenden Klauseln als Hypothesensprache f

ur feste Werte i und j
Hypothesen mit h

ochstens O((tfm)
i
j
) Literalen im Klauselk

orper konstru-
ieren k

onnen. Dabei ist t die Anzahl der Terme in E, m ist die Anzahl der
verschiedenen Pr

adikate aus B und f die maximale Anzahl der Subterme in
einem Pr

adikat aus B, bei funktionsfreien Klauseln also das Maximum von j
und der Stelligkeit des Klauselkopfes. Die L

ange der Generalisierung ist also
im Gegensatz zum Generalisierungsmodell von Plotkin nicht exponentiell in
der Anzahl der Beispiele aus E, da sie in der Tiefe beschr

ankt ist.
Dzeroski, Muggleton und Russel gelang der Beweis, da eine k{Disjunktion
von ij{determinierenden, funktionsfreien, nicht rekursiven Hornklauseln (die
Sprache LH
k
ij DET
) PAC{lernbar bei einfachen Verteilungen ist
[
Dzeroski et
al., 1992
]
. Zum Beweis konstruierten sie eine Abbildung dieses ILP{Problems
auf eine h

ochstens polynomiell l

angere Darstellung in der Aussagenlogik.
Damit wurde aber auch gezeigt, da das Lernen von funktionsfreien ij{
determinierenden Hornklauseln aus Grundbeispielen und variablenfreiem
Hintergrundwissen bei festen Werten f

ur i und j nicht st

arker als Lernen
in Aussagenlogik ist.
Hebt man die Tiefenbeschr

ankung bei ij{determinierenden Hornklauseln
auf, wird die Komplexit

at des ILP{Problems entscheidend vergr

oert
[
Kietz,
1993b
]
. So sind determinierende verbundene Hornklauseln ohne Tiefenbe-
schr

ankung LH
1
2 DET
nicht polynomiell PAC{lernbar. Zum Beweis redu-
ziert Kietz ein PSPACE{vollst

andiges Problem aus der Automatentheorie
auf das Konsistenzproblem zum Lernen einer einzigen 2{deterministischen
Hornklausel ohne Tiefenbeschr

ankung. Dadurch zeigt er, da dieses Problem
PSPACE{schwierig ist.
Auch deterministische Klauseln mit einer Tiefenbeschr

ankung logarithmisch
zur Gr

oe der Beispiele LH
1
(logjEj)j DET
lassen sich nicht polynomiell vor-
hersagen und sind somit auch nicht PAC{lernbar
[
Cohen, 1993
]
.
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Bei nicht determinierenden Klauseln kommt man selbst mit einer Tiefenbe-
schr

ankung nicht auf positive Resultate.
Denition 2.18 (ij{nicht determinierende (ij{verbundene) Klau-
seln, LH
ij notDET
)
Verbundene Klauseln mit maximaler Tiefe i ihrer Terme und maximaler
Stelligkeit j ihrer Literale heien ij{nicht determinierend (ij{verbun-
den).
So ist bereits das Problem, eine einzige 12{nicht determinierende Hornklau-
sel, also die Sprache LH
1
12 notDET
, zu lernen, nicht PAC{lernbar, da sich
das NP{vollst

andige SAT{Problem auf das entsprechende Konsistenzpro-
blem reduzieren l

at
[
Kietz, 1993b
]
.
Im

ubrigen entsprechen constrained Klauseln den 0j{verbundenen (und so-
mit auch den 0j{determinierenden) Klauseln.
Erlaubt man Rekursion in den obigen Sprachen, sind alle Resultate nicht
mehr g

ultig.
Einschr

ankungen anderer Art machen Hypothesensprachen auf Grundlage
von syntaktischen Einschr

ankungen durch Schemata. Zu den Schema{ba-
sierten Ans

atzen geh

oren die in dieser Arbeit untersuchten Regelmodelle
[
Kietz und Wrobel, 1991
]
. Regelmodelle denieren eine Sprache mit Klau-
seln, die gewissen syntaktischen Vorgaben folgen (F

ur Einzelheiten sei auf
Kapitel 3 verwiesen). Verwandte Ans

atze sind die Programmierschemata in
Can
[
Tausend, 1992
]
und die relationalen Klischees von Focl
[
Pazzani und
Kibler, 1992
]
.
2.3 Speziellste Generalisierungen
Auf Grundlage der allgemeiner{als{Relation kann eine ausgezeichnete Hy-
pothese f

ur den Induktionsproze deniert werden. Eine speziellste Genera-
lisierung H von mehreren Klauseln ist dadurch festgelegt, da alle anderen
Generalisierungen dieser Klauseln allgemeiner sind als H . Die Konstruk-
tion einer speziellsten Generalisierung erlaubt somit das Steigen mit der ge-
ringsten Schrittweite in der durch die allgemeiner{als{Relation festgelegten
Klauselhierarchie.
Auerdem besitzen speziellste Generalisierungen interressante theoretische
Eigenschaften. Sie bilden die unteren Grenzen von Mitchells Versionenraum
[
Mitchell, 1982
]
, so da einige der dort vorgestellten Resultate auch f

ur spe-
ziellste Generalisierungen g

ultig sind. Weiterhin ist die Konstruktion von
speziellsten Generalisierungen die duale Operation zur Bildung von gene-
rellsten Unikatoren (engl. Most General Uniers).
Die Aufgabe, eine speziellste Generalisierung von Beispielen zu lernen, ist
folgender Sonderfall des induktiven Lernproblems
[
Kietz, 1993a
]
:
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Denition 2.19 (speziellste Generalisierung, MSG) Gegeben sei ein
ILP Problem (`;LB;LE;LH), wobei ` eine allgemeiner{als{Relation ist.
Gesucht ist eine Hypothese H  LH, so da 8h 2 H gilt: h ist L

osung des
ILP Problems und
8h
0
2 H : (h
0
` h) h ` h
0
):
Jedes h 2 H heit speziellste Generalisierung (Most Specic Ge-
neralization) der Beispiele bzgl. der Sprache LH, dem Hintergrundwissen
und der Relation `.
Die Existenz einer eindeutigen speziellsten Generalisierung ist abh

angig vom
Generalisierungsmodell `. Sei H
`
die Menge der

Aquivalenzklassen bez

uglich
der von ` induzierten

Aquivalenzrelation 
`
.
Bei der logischen Implikation mit Hintergrundwissen ist die Existenz einer
speziellsten Generalisierung nicht sicher (H
j=
= ;), ohne Hintergrundwissen
gibt es nicht immer genau eine speziellste Generalisierung (jH
j=
j  1) von
zwei Hornklauseln.
Plotkin wies nach, da es f

ur die {Subsumtion immer genau eine reduzierte
speziellste Generalisierung gibt, die bis auf Variablenumbenennung eindeutig
ist (jH
`

j = 1). H ist die leere Klausel, wenn keine Selektionen von E
+
existieren.
Denition 2.20 (Selektion) Eine Selektion einer Menge von Klauseln
S = fC
i
j 1  i  ng ist die Menge der Literale K = fL
i
= (t
1
i
; : : : ; t
m
i
)
j 1  i  n; L
i
2 C
i
g.
Gibt es keine speziellste Generalisierung der positiven Beispiele E
+
bzgl. `

,
aus der sich zugleich keine negativen Beispiele E
 
folgern lassen, so existiert

uberhaupt keine Generalisierung f

ur die {Subsumtion.
Plotkin f

uhrt die Konstruktion einer speziellsten Generalisierungen zweier
Klauseln bzgl. der {Subsumtion auf die speziellste Generalisierung von
W

ortern zur

uck. Algorithmus 2.1 konstruiert speziellste Generalisierungen
zweier Klauseln bzgl. der {Subsumtion nach Plotkin
[
Plotkin, 1970
]
. Plotkin
wies auch nach, da die speziellste Generalisierung einer Menge von Klauseln
fC
1
; : : : ; C
n
g auf diesen Fall zur

uckgef

uhrt werden kann, damsg(C
1
; : : : ; C
n
)
=msg(: : :msg(msg(C
1
; C
2
); C
3
): : : ; C
n
) gilt.
Beispiel 2.7 Seien
e1: gromutter(ann,bob)  weiblich(ann) & vater(tom,bob)
& mutter(ann,tom) & vater(zak,tom) & tochter(sue,tom)
und
e2: gromutter(liz,john)  vater(ben,john) & mutter(liz,ben)
& mutter(liz,paul) & tochter(mary,ben).
Dann ist die speziellste Generalisierung von e1 und e2 bzgl. der {Subsum-
tion die Klausel
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msg(C,D)
konstruiere Liste S := [[L
C
1
  L
D
1
]; : : : ; [L
C
n
  L
D
n
]] der Selektionen
von C und D, (d.h., L
C
i
2 C und L
D
i
2 D sind Literale
mit gleichem Vorzeichen und Pr

adikatssymbol)
transformiere Liste S in zwei Listen M
C
:= [L
C
1
; : : : ; L
C
n
] und
M
D
:= [L
D
1
; : : : ; L
D
n
]
for i := 1 to n do
repeat
suche zwei Terme t
c
und t
d
in den Literalen L
C
i
und L
D
i
,
so da t
c
6= t
d
und sie entweder mit unterschiedlichen
Funktionssymbolen beginnen oder mindestens einer
der beiden Terme eine Variable ist
ersetze t
c
und t
d
in M
C
und M
D

uberall dort durch eine
neue Variable X , wo sie in M
C
und M
D
an derselben
Stelle auftreten
until keine neuen Terme t
c
und t
d
mehr gefunden
return M
C
in Klauselnotation
Algorithmus 2.1: Konstruktion speziellster Generalisierungen nach Plotkin
msg(e1,e2): gromutter(X,Y)  vater(Z,Y) & mutter(X,Z)
& mutter(X,U) & vater(R,S) & tochter(T,Z).
Als Reduktion ergibt sich
gromutter(X,Y)  vater(Z,Y) & mutter(X,Z) & tochter(T,Z).
3
Sowohl die L

ange der speziellsten Generalisierungen, als auch ihre Berech-
nungszeit sind begrenzt durch die Anzahl der Selektionen von E
+
. Sei m die
L

ange der l

angsten Klausel in E
+
und n die Anzahl der Klauseln von E
+
,
dann ist die Anzahl der Selektionen begrenzt durch m
n
, also exponentiell
in der Anzahl der Beispiele. Ein Teil der Literale in einer MSG wird durch
Bildung der Reduktion wieder entfernt: Ein Literal L ist redundant in einer
speziellsten Generalisierung C, wenn C  C n L.
Im letzten Abschnitt wurde bereits erw

ahnt, da ij{determinierende MSGs
nicht exponentiell wachsen, da sie in der Tiefe beschr

ankt sind. Ohne feste
Werte f

ur i und j k

onnen MSGs exponentiell l

anger werden. Kietz zeigt, da
die L

ange einer determinierenden, reduzierten speziellsten Generalisierung
von n Beispielen durch 
(
2
n
p(n)
) f

ur eine polynomielle Funktion p begrenzt
ist
[
Kietz, 1993a
]
.
Die speziellste Generalisierung zweier Beispiele bez

uglich der generalisierten
Subsumtion `
B
ist

aquivalent zur MSG der saturierten Beispiele bez

uglich
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der {Subsumtion `

[
Kietz, 1993a
]
,
[
Jung, 1993, Folgerung 3
]
. Damit kann
Plotkins Verfahren auch mit Hintergrundwissen benutzt werden.
Neben den Ans

atzen zum Lernen von speziellsten Generalisierungen in pr

adi-
katenlogischen Formalismen existieren Verfahren zum Lernen von MSGs auf
Basis von Graph Matching Verfahren
[
Haussler, 1989
]
. W

ahrend die logi-
schen Verfahren die Literale abgleichen (Bildung von Selektionen) und die
MSGs so viele Variablenbindungen enthalten, wie kompatibel mit den Se-
lektionen, werden beim Graph Matching Ansatz die Objekte der Klauseln
verglichen und entsprechend viele Relationen sind in den MSGs enthalten.
Dadurch wird die Identit

at der einzelnen Objekte gewahrt.
Hausslers Graph Matching Ansatz wurde von Kietz in Plotkins Rahmen ein-
geordnet
[
Kietz, 1993a
]
. Bez

uglich der {Subsumtion sind Hausslers MSGs
zu generell beziehungsweise unvollst

andig. Sie lassen sich als MSGs bez

uglich
einer schw

acheren allgemeiner{als{Relation denieren:
Denition 2.21 ({Subsumtion mit Objektidentit

at, `

inj
)
Eine Hornklausel C {subsumiert eine Hornklausel D genau dann unter
Beachtung der Identit

at der Objekte, notiert als C `

inj
D, wenn C `

D
und  eine injektive Abbildung ist.
Eine speziellste Generalisierung unter Beachtung der Objektidentit

at ist
demnach eine MSG bez

uglich der Relation `

inj
.
Beispiel 2.8 Die speziellsten Generalisierungen bzgl. `

inj
im obigen Bei-
spiel sind:
gromutter(X,Y)  vater(Z,Y) & mutter(X,Z) & tochter(T,Z)
gromutter(X,Y)  mutter(X,U)
gromutter(X,Y)  vater(R,S) 3
Im letzten Abschnitt wurde bereits erw

ahnt, da Hausslers Problemstellung
auf Plotkins Problem reduzierbar ist. W

ahrend es bei Plotkin genau eine
speziellste Generalisierung gibt, die exponentiell in der Anzahl der Beispiele
wachsen kann, ist die speziellste Generalisierung bei Haussler nicht eindeu-
tig. Im schlimmsten Fall ist die Anzahl der MSGs exponentiell in der Anzahl
der Objekte der Beispiele.
2.4 Zusammenfassung
Die erweiterte Ausdruckst

arke von Lernverfahren in pr

adikatenlogischen For-
malismen f

uhrt zu negativen Resultaten bez

uglich der Entscheidbarkeit und
Komplexit

at der zugrundeliegenden Lernprobleme. Die Unentscheidbarkeit
der logischen Folgerung wird durch korrekte, aber nicht vollst

andige Ablei-
tungsregeln umgangen, die zugleich den Suchraum in einer Allgemeinheits-
ordnung strukturieren. Die {Subsumtion ist in Verbindung mit der Satu-
rierung der Beispiele eine entscheidbare und f

ur den Groteil der Hypothe-
sensprachen vollst

andige Ableitungsregel, mit der auch Hintergrundwissen
2.4. ZUSAMMENFASSUNG 29
ber

ucksichtigt werden kann. Das Lernen einer Begrisbeschreibung unter
Verwendung der {Subsumtion ist f

ur tiefenbeschr

ankte, determinierende
Klauseln in polynomieller Zeit m

oglich, Obermengen dieser Sprachen sind
jedoch nicht ezient lernbar. F

ur die nicht monotone Semantik existieren
in der Lerntheorie keine Resultate, die nicht monotonen Lernprobleme sind
aber zum Teil einfacher. Speziellste Generalisierungen erlauben das bottom-
up Steigen im Hypothesenraum, aber sowohl deren logische Vertreter (Plot-
kin) als auch die Graph Matching Ans

atze (Haussler) sind exponentiell in
der Anzahl der Beispiele.
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Kapitel 3
Modellbasiertes Lernen in
MOBAL
Zur Reduktion der Komplexit

at des induktiven Lernens in pr

adikatenlo-
gischen Formalismen ist es notwendig, die Beschreibungssprachen f

ur Hy-
pothesen und Hintergrundwissen, sowie die Beispielsprache einzuschr

anken.
Insbesondere mu der Raum aller m

oglichen Hypothesen kontrolliert und
ezient durchsucht werden k

onnen.
Das Werkzeug Rdt
[
Kietz und Wrobel, 1991
]
der Werkbank Mobal
[
Mo-
rik et al., 1993
]
ist ein modellbasiertes Lernverfahren mit einer speziellen
Hypothesensprache, die eine vollst

andige Suche im Hypothesenraum in po-
lynomieller Zeit erm

oglicht.
Dieses Lernverfahren durchsucht, wie Mis
[
Shapiro, 1981
]
oder Foil
[
Quin-
lan, 1990
]
, den Suchraum von generelleren zu spezielleren Hypothesen. An-
ders als bei den zuletzt genannten Verfahren, benutzt Rdt dabei keinen
speziellen Verfeinerungsoperator, sondern legt die Menge der lernbaren Hy-
pothesen durch Modellwissen in Form von syntaktischen Vorgaben an diese
Hypothesen, sogenannten Regelmodellen oder Regelschemata, fest. Dies sind
Formelschemata mit Pr

adikatsvariablen an Stelle von Pr

adikatssymbolen.
Regelmodelle repr

asentieren also Mengen syntaktisch gleicher Formeln.
Zu Beginn dieses Kapitels werden die Repr

asentationssprache der Werkbank
Mobal und das Zusammenwirken ihrer einzelnen Werkzeuge beschrieben.
Abschnitt 3.2 diskutiert den Einsatz von Regelmodellen zum induktiven
Lernen. Insbesondere wird eine neue Generalisierungsbeziehung zwischen
Regelmodellen als Erweiterung der {Subsumtion von pr

adikatenlogischen
Klauseln auf Mengen von Klauseln deniert. Das Lernverfahren Rdt nutzt
diese allgemeiner{als{Relation

uber Regelmodellen zur Strukturierung des
Suchraumes. Um das Lernen redundanter Hypothesen zu verhindern, wird
ein geeigneter Test bereitgestellt, der auf dieser Generalisierungsbeziehung
beruht.
Die Semantik des Werkzeuges Rdt wird in Abschnitt 3.3 deniert, da sie
zur Formalisierung der eigentlichen Zielsetzung dieser Arbeit relevant ist.
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Abschlieend werden verwandte modellbasierte Ans

atze zum induktiven Ler-
nen skizziert (Abschnitt 3.4).
3.1 Die Werkbank Mobal
Das System Mobal
[
Morik et al., 1993
]
ist eine modulare Werkbank mit
einem eingeschr

ankten logischen Repr

asentationsformalismus h

oherer Ord-
nung, die den Aufbau und die Wartung einer Wissensbasis unterst

utzt.Mo-
bal verfolgt beim Modellierungsproze das Paradigma der ausbalancierten
Kooperation (engl. balanced cooperation)
[
Morik, 1993
]
zwischen dem Benut-
zer und den Lernwerkzeugen des Systems. Alle im Repr

asentationsformalis-
mus von Mobal formulierbaren Ausdr

ucke k

onnen direkt vom Benutzer
zum Modell des Sachbereiches hinzugef

ugt werden. F

ur jeden Bestandteil
der Sprache existiert aber auch ein Werkzeug, da entsprechene Ausdr

ucke
auf Wunsch oder wann immer m

oglich, ausgehend vom aktuellen Modell,
automatisch erzeugt.
3.1.1 Mobals Repr

asentationsformalismus
Die Werkbank Mobal verwendet eine parakonsistente erweiterte Hornklau-
sellogik ohne Funktionssymbole mit negierten Literalen im K

orper der Horn-
klausel. Solche Formeln nden sich in der Literatur auch als generalisierte
Hornklauseln (engl. generalized Horn clauses)
[
Blair und Subrahmanian,
1989
]
. In diesem Abschnitt werden die Bestandteile des Repr

asentations-
formalismus beschrieben, die dem Benutzer beim Aufbau und der Wartung
einer Sachbereichstheorie

uber die Mensch{Maschine Schnittstelle (engl. Hu-
man{Computer Interface) zug

anglich sind und f

ur diese Arbeit relevant sind.
Die Bedeutung der einzelnen Ausdr

ucke wird nur informell erl

autert, eine
formale Semantik des in Mobal verwendeten Formalismus wird in
[
Morik
et al., 1993, Kapitel 2.2
]
angegeben.
Fakten
Fakten beschreiben Relationen zwischen und Eigenschaften von Objekten,
sowie die Zugeh

origkeit zu einem Begri. Ein positives Faktum ist ein funk-
tions- und variablenfreies Literal der Form
p(t
1
; : : : ;t
n
)
wobei p ein n{stelliges Pr

adikat und t
j
ein konstanter Term sind. Mobals
Semantik beruht auf einer vierwertigen Logik. Ein positives Faktum hat den
Wahrheitswert wahr, negierte Fakten der Form not(p(t
1
; : : : ;t
n
)) haben den
Wahrheitswert falsch. Beispiele f

ur Fakten sind
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mutter(ann,sue),
not(weiblich(tom)).
Mobal kann zus

atzlich widerspr

uchliche Fakten repr

asentieren, diese ha-
ben den Wahrheitswert beides und werden als both(p(t
1
; : : : ;t
n
)) notiert.
Fehlende Informationen werden als unbekannt interpretiert, d.h. die Welt
wird nicht als abgeschlossen betrachtet.
Pr

adikatsdeklarationen und Sorten
Den Argumenten eines Pr

adikates kann eine bestimmte Sorte zugewiesen
werden. Diese erhalten in einer Pr

adikatsdeklaration einen symbolischen Na-
men:
p/n: <sorte
1
>,: : : ,<sorte
n
>
Beziehungen zwischen Sorten, wie Inklusionen, k

onnen mit
sorte
1
:< sorte
2
speziziert werden.
Beispiele f

ur Sorten sind
mutter/2: <frau>,<person>,
frau :< person.
Das Werkzeug Stt verwaltet diese vom Benutzer denierten Sorten in ei-
nem dynamischen Sortenverband. Es kann auerdem ohne Angabe von Be-
nutzersorten einen Sortenverband automatisch erzeugen
1
. Diese vom System
denierten Sorten nden in dieser Arbeit aber keine Verwendung.
Einige ILP Lernverfahren setzen funktionale Abh

angigkeiten (engl. mode
declarations) zwischen den Argumenten eines Pr

adikates zur Reduzierung
des Suchraumes ein. Argumente werden in Ein{ und Ausgabeargumente un-
terteilt. Hypothesen, die an Eingabestellen eines Pr

adikates neue Variablen
einf

uhren, sind unsinnig. Eingabeargumente werden in Mobal durch Kenn-
zeichnung einer Sorte mit dem Symbol ! deniert. Nicht gekennzeichnete
Argumente sind entweder Ausgabe{ oder Eingabeargumente. Nach Dekla-
ration von
alter/2: !<person>,<zahl>
mu die Variable X in dem Literal alter(X,Y) einer Hypothese bereits an
anderer Stelle der Hypothese beschrieben sein, die Variable Y kann dagegen
entweder alt oder neu sein.
1
Das System Stt wird in
[
Morik et al., 1993, Kapitel 4
]
beschrieben.
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Regeln
Regeln inMobal sind Implikationen und enthalten neben einem ausgezeich-
neten Kopf mindestens ein weiteres Literal. Als generalisierte Hornklauseln
k

onnen sie beliebig viele negative und positive Literale enthalten:
Kopf  L
1
& : : : & L
n
Ein Beispiel ist die Regel
mutter(X,Y)  tochter(Y,X) & not(m

annlich(X)).
Regeln k

onnen in der Inferenzmaschine eingebaute Pr

adikate verwenden.
Diese unterteilen sich in arithmetische Funktionen und autoepistemische
Operatoren, deren Auswertung vom augenblicklichen Zustand der Wissens-
basis abh

angt.
Pr

adikatstopologie
Die Pr

adikatstopologie beschreibt semantische Beziehungen zwischen den
Pr

adikaten der Sachbereichstheorie. Ein Topologieknoten besteht aus einer
Menge von Pr

adikaten, die in einer semantischen Beziehung stehen, und der
Angabe seiner Kindesknoten in der Topologie.
geburtstag { [ort der feier,anzahl der g

aste,musikrichtung]
<{ [verwandtschaftsbeziehungen,freundschaften,pers

onliches]
Der Topologieknoten geburtstag enth

alt die Pr

adikate ort der feier, anzahl
der g

aste und musikrichtung, die Eigenschaften einer Geburtstagsfeier be-
schreiben. Zu diesem Knoten gibt es Kanten von den Knoten verwandt-
schaftsbeziehungen, freundschaften und pers

onliches. Zwischen allen Pr

adika-
ten in diesen Knoten und den Pr

adikaten des Knotens geburtstag werden in-
ferentielle Beziehungen in Betracht gezogen. F

ur ein Lernverfahren bedeutet
dies, da nur solche Pr

adikate im K

orper einer Hypothese auftreten d

urfen,
die sich im Topologieknoten des Kopfes der Hypothese benden oder in ei-
nem seiner Kindesknoten. Die allgemeine Denition eines Topologieknotens
ist:
Knoten { [P
1
; : : : ;P
n
] <{ [T
1
; : : : ;T
r
]
wobei die P
i
Pr

adikate und die T
j
Kindesknoten des Topologieknotens Kno-
ten sind.
Metapr

adikate
Metapr

adikate sind die Bestandteile der Sprache, die zur Repr

asentation
der Regelmodelle dienen. Sie bestehen aus einem Metapr

adikatskopf und
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dem eigentlichen Regelschema, welches voll instanziiert zu einer Regel der
Sprache wird:
m(P
1
; : : : ;P
n
,C
1
; : : : ;C
r
): P
1
(
~
X
1
),: : :,P
n
(
~
X
n
) {> P
n+1
(
~
X
n+1
)
Dabei sind m der Name des Metapr

adikates und die
~
X
i
sind die Arguments-
vektoren der Literale. Im Kopf des Metapr

adikates werden auer den Pr

adi-
katsvariablen P
1
; : : : ;P
n
noch diejenigen Argumente des Regelmodells no-
tiert, die in einer Regel als Instanz dieses Modells durch einen konstanten
Term ersetzt werden m

ussen (C
1
; : : : ;C
r
). Eine Instanz des Metapr

adikates
m1(P,Q,C): P(C,X) ! Q(X,C)
ist beispielsweise die Regel
mutter(ann,X) ! kind(X,ann).
Mobals Formalismus bef

ahigt dar

uber hinaus zur

Uberwachung von Inte-
grit

atsbedingungen
[
Morik et al., 1993, Kapitel 2.1.5
]
und zur Denition von
Metaregeln, Metametapr

adikaten und Metametafakten
[
Morik et al., 1993,
Kapitel 2.1.8
]
. Diese Bestandteile der Sprache sind f

ur die Problemstellung
dieser Arbeit aber nicht relevant und werden daher nicht dargestellt. Die
Meta-Formalismen der Sprache k

onnen zudem beim Beschreiben eines Sach-
bereichmodells auer acht gelassen werden, da sie falls notwendig automa-
tisch generiert werden.
3.1.2 Mobals Werkzeuge
Die Eingabe von Fakten durch eine Benutzer ist Voraussetzung f

ur den Auf-
bau einer Sachbereichstheorie. Die Inferenzmaschine IM{2
[
Morik et al.,
1993, Kapitel 3
]
des Systems benutzt eingegebene oder von einer der beiden
induktiven Komponenten Rdt und Clt
2
(engl. concept learning tool)
[
Mo-
rik et al., 1993, Kapitel 8
]
entdeckte Regeln zur Inferenz weiterer Fakten.
Zugleich verwaltet sie alle anderen Bestandteile der Repr

asentationsspra-
che und die Zur

ucknahme von Teilen des operationalen Modells durch den
Benutzer oder das Wissensrevisionswerkzeug Krt (engl. knowledge revision
tool)
[
Morik et al., 1993, Kapitel 7
]
.
Der dynamische Sortenverband wird vom Werkzeug Stt (engl. sort taxo-
nomy tool)
[
Morik et al., 1993, Kapitel 4
]
verwaltet. Neben den vom Benutzer
denierten Sorten k

onnen mit diesem Werkzeug automatisch Argumentssor-
ten generiert werden, die das Vorkommen der Objekte in den Fakten der
Sachbereichstheorie wiederspiegeln.
Die Pr

adikatstopologie und deren Einsatz beim Lernen

uberwacht das Werk-
zeug Pst (engl. predicate structuring tool)
[
Morik et al., 1993, Kapitel 5
]
.
Analog zum Sortenverband besteht auch hier die M

oglichkeit, neben der vom
2
Clt ist das Werkzeug des Systems Mobal zum Lernen einer Begrisbeschreibung.
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Benutzer denierten Topologie, eine Systemtopologie zu erstellen, die dann
die Beziehungen der Pr

adikate bez

uglich der Regelmenge der momentanen
Sachbereichstheorie reektiert.
3.2 Modellwissen in Form von Regelmodellen
Regelmodelle (oder Regelschemata
3
) mit Pr

adikatsvariablen stellen eine Er-
weiterung der Hornklausellogik dar. Sie erlauben es, Pr

adikate als Daten-
objekte zu betrachten. Warren diskutiert entsprechende Erweiterungen der
Programmiersprache Prolog
[
Warren, 1982
]
. In Analogie zu der F

ahigkeit
funktionaler Sprachen (wie Lisp) Funktionen als Datenobjekte zu behan-
deln, schildert er, da in Prologausdr

ucken Pr

adikatssymbole als Variablen
betrachtet und weiterhin Lambda{Ausdr

ucke zum anonymen Zugri auf sol-
che Objekte eingef

uhrt werden k

onnen.
Warren zeigt, da diese Erweiterungen die Ausdrucksst

arke von Prolog nicht
vergr

oert, indem er eine Abbildung auf die Pr

adikatenlogik erster Stufe
angibt. Diese Abbildung hat keinen unbegrenzten Anstieg der Gr

oe oder
der Anzahl der Berechnungen in Prolog Programmen zur Folge. Auch w

aren
von der Einf

uhrung von Pr

adikatsvariablen keine Ezienzsteigerungen oder
eine bessere Lesbarkeit von Prolog Programmen zu erwarten.
Im Bereich des maschinellen Lernens dagegen wurden Pr

adikatsvariablen
durch die Werkbank Mobal und seine Vorl

aufer (Metaxa
[
Emde et al.,
1983
]
) in die Literatur eingef

uhrt und ihre Eignung zur Reduzierung und
Strukturierung des Suchraumes beim Lernen in eingeschr

ankter Pr

adika-
tenlogik nachgewiesen
[
Morik et al., 1993; Sommer et al., 1994
]
.
Die folgenden Denitionen sind angelehnt an die bei der Pr

adikatenlogik
erster Stufe

ublichen Denitionen von Pr

adikaten, Atomen, Literalen und
Regeln
[
Lloyd, 1987
]
und entsprechen im wesentlichen den Bezeichnungen
von Kietz und Wrobel
[
Kietz und Wrobel, 1991
]
4
.
Denition 3.1 (Pr

adikatsvariable) Eine Pr

adikatsvariable ist eine
Variable, die nur mit einem Pr

adikatssymbol bestimmter Stelligkeit instan-
ziiert werden kann. Als Bezeichner f

ur Pr

adikatsvariablen werden P;Q oder
andere Grobuchstaben verwendet.
Auer Pr

adikatsvariablen enthalten Regelmodelle noch Ausdr

ucke der Form

C
i
. Dies sind Termvariablen die nur durch Konstanten instanziiert oder mit
anderen Ausdr

ucken

C
j
uniziert werden d

urfen. Sie sind Platzhalter f

ur
beliebige Konstanten, die an ihrer Stelle in der zu lernenden Regel auftreten.
Formal werden sie als Terme der Repr

asentationssprache eingef

uhrt und die
Substitution auf Termen entsprechend erweitert.
3
In dieser Arbeit werden die Begrie Regelmodell und Regelschema gleichwertig
verwendet.
4
Abweichend von
[
Kietz und Wrobel, 1991
]
wird hier der Begri des Literalschemas
eingef

uhrt, und der Begri des Regelmodelles umfat auch Hornklauseln.
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Denition 3.2 (Konstantenvariablen,

C) Seien c eine beliebige Kon-
stante und V und C beliebige Variablen. Dann sind c, V und

C Terme.
Terme der Form

C heien Konstantenvariablen. Eine erweiterte Sub-
stitution  ist eine Abbildung auf der Menge der Variablen, die nur endlich
viele Variablen durch Variablen, Konstantenvariablen oder Konstanten er-
setzt.
Konstantenvariablen sind somit als Erweiterung der Terme der Pr

adika-
tenlogik erster Stufe deniert. Sie wurden im letzten Abschnitt bereits als
Bestandteile des Metapr

adikatkopfes eingef

uhrt. Es sind die Argumente des
Kopfes, die nicht als Pr

adikatsvariable im Regelmodell vorkommen und beim
Lernen durch konstante Terme zu ersetzen sind. Die Termsubstitution 

uber
Variablen und Konstanten bleibt unver

andert, eine erweiterte Substitution
 bildet zus

atzlich Variablen auf Konstantenvariablen ab. Beispielsweise gilt
mutter(X,Y)fY/

Cg = mutter(X,

C).
Denition 3.3 (Literalschema) Seien t
1
; : : : ; t
n
Terme, p ein Pr

adikats-
symbol und P eine Pr

adikatsvariable, so sind die Formeln p(t
1
; : : : ; t
n
) und
P (t
1
; : : : ; t
n
) atomare Schemata. Ein Literalschema ist ein atomares
Schema oder dessen Negation. Ein Literalschema heit pr

adikatsvaria-
blenfrei oder Literal, wenn es keine Pr

adikatsvariablen und keine Kon-
stantenvariablen enth

alt.
Denition 3.4 (Regelschema, Regelmodell)
Ein Regelschema oder Regelmodell besteht aus genau einem Kopite-
ralschema und endlich vielen Literalschemata im K

orper des Regelmodells.
Regelschemata werden als Implikationen
C  L
1
; : : : ; L
n
; wobei C;L
1
; : : : ; L
n
Literalschemata und n  0;
notiert.

Ubliche Bezeichner f

ur Regelschemata sind die Grobuchstaben R
oder RS. Pr

adikatsvariablenfreie Regelschemata entsprechen den Regeln in
Mobal.
Die Anwendung einer Termsubstitution auf Regelmodelle ver

andert keine
Pr

adikatsvariablen. Da insbesondere die {Subsumtion nur f

ur Termsubsti-
tutionen deniert ist, stehen Regelmodelle mit unterschiedlichen Pr

adikats-
variablen bzgl. `

nicht in Relation
5
. Beispielsweise sind
Q(X)  P1(X,Y) und
Q(X)  P2(X,Y)
bzgl. `

nicht

aquivalent.
5
Analog zur Klauselnotation l

at sich ein Regelmodell auch als Menge von Literalsche-
mata schreiben. Da aber beliebig viele negative und positive Literalschemata auftreten
k

onnen, ist der Kopf C der Implikation in der Mengennotation besonders zu kennzeich-
nen, etwa kopf(C).
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Kietz und Wrobel f

uhren analog zur Termsubstitution eine Substitution 
angewandt auf Pr

adikatsvariablen ein
[
Kietz und Wrobel, 1991
]
. Diese soll
Pr

adikatsvariablen umbenennen oder instanziieren
6
. Sie wird hier erweitert
um die Substitution von Konstantenvariablen und die Anwendung auf Re-
gelmodelle:
Denition 3.5 (Schemasubstitution ) Eine Schemasubstitution 
ist eine Abbildung auf der Menge der Pr

adikats{ und Konstantenvariablen,
die nur endlich viele dieser Terme ver

andert. Seien X
1
; : : : ; X
n
Pr

adikats-
variablen der Stelligkeit a
1
; : : : ; a
n
und P
1
; : : : ; P
n
Pr

adikatsvariablen oder
Pr

adikatssymbole der Stelligkeit a
1
; : : : ; a
n
. Seien

C
1
; : : : ;

C
r
Konstantenva-
riablen und D
1
; : : : ; D
r
Konstanten oder Konstantenvariablen. Zur Notation
wird eine endliche Menge von Paaren  = fX
1
=P
1
; : : : ; X
n
=P
n
;

C
1
=D
1
; : : : ;

C
r
=D
r
g verwendet. Mithilfe der rekursiven Denition
(F ) =
8
>
>
>
<
>
>
>
:
D
j
, falls F =

C
j
^ C
j
=D
j
2 
P
i
((t
1
); : : : ;(t
n
)) , falls F = X
i
(t
1
; : : : ; t
n
)
^ X
i
=P
i
2 
(L
1
); : : : ;(L
n
)! (C) , falls F = L
1
; : : : ; L
n
! C
F , sonst
9
>
>
>
=
>
>
>
;
wird diese Abbildung zu einem Homomorphismus

uber Literalschemata und
Regelmodellen erweitert.
Das Ergebnis des gleichzeitigen Einsetzens der P
1
; : : : ; P
n
f

ur die Pr

adi-
katsvariablen X
1
; : : : ; X
n
und der D
1
; : : : ; D
r
f

ur die Konstantenvariablen

C
1
; : : : ;

C
r
heit Instanz R von R. Die Menge fX
1
; : : : ; X
n
;

C
1
; : : : ;

C
r
g
heit Bereich, die Menge fP
1
; : : : ; P
n
; D
1
; : : : ; D
r
g Bild von .
Zur Veranschaulichung dieser Denition dient ein kurzes Beispiel. So wird
das Regelmodell
Q(X)  P(X,

C)
durch die Schemasubstitution  = fP/mutter,Q/weiblich,

C/maryg auf die
Regel
weiblich(X)  mutter(X,mary)
abgebildet.
3.2.1 Ordnungsrelation

uber Regelmodellen
Das modellbasierte Lernverfahren Rdt benutzt Regelmodelle zur Reduktion
des Hypothesensuchraumes. Unter Vorgabe einer Menge R von Regelmodel-
len und Mengen P von Pr

adikaten und C von Objekten des Sachbereichs
reduziert sich dieser Raum auf die Menge aller Grundinstanzen von Regel-
schemata aus R:
6
Im Gegensatz zu
[
Kietz und Wrobel, 1991
]
wird hier keine Unterscheidung zwischen
der Instanziierung und der Substitution von Regelschemata vorgenommen.
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Bezeichnung 3.1 (LH
R
) Der Hypothesenraum einer Menge von Regel-
modellen R und Mengen P von Pr

adikaten und C von Objekten des Sach-
bereichs wird als Menge
LH
R
:= fR j R 2 R ^ Bild()  P [ C ^R ist eine Regelg
bezeichnet.
Durch zus

atliche Auagen an die Schemasubstitution  sind weitere Ein-
schr

ankungen dieses Suchraumes m

oglich. Diese haben auerdem Auswir-
kungen auf eine Generalisierungsrelation

uber den Regelmodellen, die das
modellbasierte Lernverfahren Rdt zu Strukturierung des Suchraumes ein-
setzt.
Verbietet man die Unikation von verschiedenen Pr

adikatsvariablen, wird
die Substitution  zu einer injektiven Abbildung.
Bezeichnung 3.2 (
inj
) Eine Schemasubstitution , die Pr

adikatsvaria-
blen injektiv abbildet, wird mit der Hochstellung 
inj
gekennzeichnet.
Mit dieser Einschr

ankung ergibt sich folgender Suchraum:
Bezeichnung 3.3 (LH
inj
R
) Sei P die Menge der Pr

adikate und C die Men-
ge der Objekte des Sachbereiches. Der Hypothesenraum einer Menge von
Regelmodellen R mit der Restriktion auf Instanzen von injektiven Substitu-
tionen wird als Menge
LH
inj
R
:= fR
inj
j R 2 R^ Bild(
inj
)  P [ C ^R
inj
ist eine Regelg
bezeichnet.
Nicht so stark ist die Restriktion, nur solche Schemasubstitutionen nicht
zu erlauben, die bzgl.  nicht redundante Literalschemata auf redundante
Literalschemata abbilden:
Bezeichnung 3.4 (LH
lit inj
R
) Sei P die Menge der Pr

adikate und C die
Menge der Objekte des Sachbereiches. Der Hypothesenraum einer Menge
von Regelmodellen R mit der Restriktion auf Instanzen von Schemasubsti-
tutionen, die keine bzgl.  nicht redundante Literalschemata auf redundante
Literalschemata abbilden, wird als Menge
LH
lit inj
R
:= fR j R 2 R ^ Bild()  P [ C ^ R ist eine Regel
^ 8L 2 R;  : (R = R n fLg _R 6= R n fLg)g
bezeichnet.
Die Unterschiede zwischen diesen Suchr

aumen verdeutlicht ein kurzes Bei-
spiel.
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Beispiel 3.1 Die Menge der Regelmodelle sei
R =
(
Q(X;Z)  P1(X;Y) & P2(Y;Z);
Q(X;Y)  P1(X;Y) & P2(X;Z)
)
und die gegebenen Pr

adikatssymbole seien P = fkleiner=2g.
Dann gelten
LH
R
=
(
kleiner(X;Z)  kleiner(X;Y) & kleiner(Y;Z);
kleiner(X;Y)  kleiner(X;Y) & kleiner(X;Z)
)
und ohne nicht redundante Literalschemata auf redundante abzubilden
LH
lit inj
R
= fkleiner(X;Z) kleiner(X;Y) & kleiner(Y;Z)g
w

ahrend sich dieser Raum, durch das Verbot Pr

adikatsvariablen zu unizie-
ren, auf
LH
inj
R
= fg
reduziert. 3
Zur Strukturierung dieser Suchr

aume dient eine allgemeiner{als{Relation

uber Regelmodellen. Das Lernverfahren Rdt sucht die bez

uglich der {Sub-
sumtion allgemeinsten Regeln innerhalb seines Suchraumes, die eine L

osung
gem

a der Semantik dieses Werkzeuges darstellen. Die Generalisierung

uber
Regelmodellen mu daher der {Subsumtion von Klauseln entsprechen. Sie
ist somit als {Subsumtion von Klauselmengen zu denieren.
Ein Generalisierungsbegri `
RS

uber Regelmodellen sollte folgende Anfor-
derungen erf

ullen:
1. Gilt R genereller als R
0
, dann gibt es zu jeder Grundinstanz C
0
von
R
0
eine Regel C als Instanz von R mit C `

C
0
. Dadurch wird ei-
nem modellbasierten Lernverfahren ein Abschneiden von Teilen des
Suchraumes erm

oglicht.
2. F

ur Grundinstanzen C;C
0
von Regelmodellen, also Regeln, gilt:
C `
RS
C
0
, C `

C
0
.
3. Analog zur {Subsumtion soll eine Schemasubstitution oder das Hin-
zuf

ugen eines Literalschemas zu einer Spezialisierung bez

uglich `
RS
f

uhren.
In der Literatur zum automatischen Beweisen ndet sich folgender Subsum-
tionsbegri

uber Mengen von Hornklauseln
[
Hofbauer und Kutsche, 1989
]
:
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Denition 3.6 ({Subsumtion auf Klauselmengen)
Eine Klauselmenge X {subsumiert eine Klauselmenge Y genau dann,
wenn f

ur alle Klauseln D 2 Y eine Klausel C 2 X existiert, so da Klausel
C die Klausel D {subsumiert.

Ubertragen auf Regelmodelle als Repr

asentanten solcher Mengen von Klau-
seln gilt es, die Grundinstanzen von Regelmodellen zu betrachten. Daher
sind f

ur die drei vorgestellten Suchr

aume unterschiedliche allgemeiner{als{
Relationen zu denieren.
Denition 3.7 (allgemeiner{als{Relation `
RS
bzgl. LH
R
)
Ein Regelmodell R heit genau dann genereller als ein Regelmodell R
0
im Suchraum LH
fRg
, wenn gilt: F

ur alle Regeln D 2 LH
fR
0
g
gibt es eine
Regel C 2 LH
fRg
mit C `

D. Die Schreibweise ist R `
RS
R
0
.
Ist bei der Instanziierung der Regelmodelle das Abbilden von bzgl. `

nicht
redundanten Literalschemata auf

aquivalente Schemata nicht erlaubt, so ist
folgende Denition sinnvoll:
Denition 3.8 (allgemeiner{als{Relation `
lit inj
RS
bzgl. LH
lit inj
R
)
Ein Regelmodell R heit genau dann genereller als ein Regelmodell R
0
im Suchraum LH
lit inj
fRg
, wenn gilt: F

ur alle Regeln D 2 LH
lit inj
fR
0
g
gibt es eine
Regel C 2 LH
lit inj
fRg
mit C `

D. Die Schreibweise ist R `
lit inj
RS
R
0
.
Ist gar die Unikation von Pr

adikatsvariablen verboten, wird die Relation
noch schw

acher:
Denition 3.9 (allgemeiner{als{Relation `
inj
RS
bzgl. LH
inj
R
)
Ein Regelmodell R heit genau dann genereller als ein Regelmodell R
0
im Suchraum LH
inj
fRg
, wenn gilt: F

ur alle Regeln D 2 LH
inj
fR
0
g
gibt es eine
Regel C 2 LH
inj
fRg
mit C `

D. Die Schreibweise ist R `
inj
RS
R
0
.
Es gilt: R `
inj
RS
R
0
) R `
lit inj
RS
R
0
) R `
RS
R
0
.
Alle drei Denitionen sind eine direkte Umsetzung der ersten Forderung f

ur
die einzelnen Suchr

aume und erf

ullen auch Punkt zwei.
Die letzte Forderung ist wichtig f

ur eine Operationalisierung dieser Deni-
tionen. Das Hinzuf

ugen von Literalschemata f

uhrt bei allen Denitionen zu
einer Spezialisierung. Dagegen kann es durch eine Schemasubstitution  von
Pr

adikatsvariablen im Gegensatz zu einer Substitution  von Termvariablen
durch Unikation verschiedener Literalschemata zu einer Generalisierung
eines Regelmodells bez

uglich der Relation `
RS
aus Denition 3.7 kommen
(d.h. 8 : R `
RS
R, aber 9 : R `
RS
R).
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Q(X) <− P1(X)
Q(X) <− pred(X)  Q(X) <− P1(X) & P2(X,Z) & P2(X,Y)Q(X) <− P1(X) & P2(X,Z)
Q(X,Z) <− P(X,Y) & P(Y,Z) Q(X,Z) <− P1(X,Y) & P2(Y,Z)
Q(X) <− P1(X) & P2(X,Y) & P3(X,Y)
Abbildung 3.1: Generalisierungshierachie `
RS
von Regelmodellen
 
Q(X) <− P1(X)
Q(X) <− pred(X)  Q(X) <− P1(X) & P2(X,Z) & P2(X,Y)Q(X) <− P1(X) & P2(X,Z)
Q(X,Z) <− P(X,Y) & P(Y,Z) Q(X,Z) <− P1(X,Y) & P2(Y,Z)
Q(X) <− P1(X) & P2(X,Y) & P3(X,Y)
Abbildung 3.2: Generalisierungshierachie `
lit inj
RS
von Regelmodellen ohne
Unikation nicht redundanter Literalschemata
Beispiel 3.2 Sei R = P
1
(X) & P
2
(X;Y) & P
3
(X;Y)! Q(X).
Regelmodell R ist zwar genereller als R mit  = fY=Xg:
P
1
(X) & P
2
(X;Y) & P
3
(X;Y)! Q(X)
`
RS
P
1
(X) & P
2
(X;X) & P
3
(X;X)! Q(X);
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Q(X) <− P1(X)
Q(X) <− pred(X)  Q(X) <− P1(X) & P2(X,Z) & P2(X,Y)Q(X) <− P1(X) & P2(X,Z)
Q(X,Z) <− P(X,Y) & P(Y,Z) Q(X,Z) <− P1(X,Y) & P2(Y,Z)
Q(X) <− P1(X) & P2(X,Y) & P3(X,Y)
Abbildung 3.3: Generalisierungshierachie `
inj
RS
von Regelmodellen mit injek-
tiver Substitution von Pr

adikatsvariablen
es gilt aber ebenso R `
RS
R mit  = fP
3
=P
2
g :
P
1
(X) & P
2
(X;Y)! Q(X)
`
RS
P
1
(X) & P
2
(X;Y) & P
3
(X;Y)! Q(X):
3
Aufgrund dieser unerw

unschten Eigenschaft ist die Denition 3.7 einer allge-
meiner{als{Relation zwischen Regelmodellen schlecht zu operationalisieren.
Solche Schemasubstitutionen  verbieten aber gerade die Suchr

aume LH
inj
fRg
und LH
lit inj
fRg
. Daher kommen nur noch diese Suchr

aume und die korrespon-
dierenden allgemeiner{als{Relationen f

ur ein modellbasiertes Lernverfahren
in Frage.
Der Suchraum LH
inj
, der die Unikation von Pr

adikatsvariablen verbietet,
ist aber zu restriktiv. Da die Hornklausel
kleiner(X,Z)  kleiner(X,Y) & kleiner(Y,Z)
nicht im Suchraum des Regelmodells
Q(X,Z)  P1(X,Y) & P2(Y,Z)
liegt, entspricht nicht der Intuition. Ebenso ist nicht einzusehen, da die
Regelmodelle
Q(X,Z)  P(X,Y) & P(Y,Z)
und
Q(X,Z)  P1(X,Y) & P2(Y,Z)
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in Abbildung 3.3 nicht in Relation zueinander stehen, da im Suchraum
LH
lit inj
sogar alle Grundinstanzen des ersten Regelmodelles auch im zwei-
ten Modell enthalten sind.
Daher erscheint nur der Suchraum LH
lit inj
R
sinnvoll, zusammen mit der
Relation `
lit inj
RS
auf der Menge der Regelmodelle R.
Die Abbildungen 3.1, 3.2 und 3.3 verdeutlichen noch einmal die Unterschiede
der so denierten Generalisierungsrelationen.
Eine Operationalisierung der Relation `
lit inj
RS
kann jetzt mit Hilfe einer Sche-
masubstitution vorgenommen werden, die keine nicht redundanten Literal-
schemata unizierbar macht.
Satz 3.1 Seien R und R
0
Regelmodelle und  eine Schemasubstitution.
Seien R
red
und R
0
red
die Reduktionen von R und R
0
bez

uglich der {Subsum-
tion. Dann gilt R `
lit inj
RS
R
0
genau dann, wenn eine erweiterte Substitution 
f

ur Termvariablen existiert, so da R
red
  R
0
red
gilt und  eine injektive
Abbildung

uber der Menge der Literalschemata ist.
Beweis
") "
Nach Denition 3.8 gilt: 8 Regeln R
0

0
: 9 Regel R mit R `

R
0

0
und
somit auch f

ur die reduzierten Regelmodelle: R
red
 `

R
0
red

0
,
)  und 
0
sind

uber den reduzierten Regelmodellen injektive Abbildun-
gen von Literalschemata auf Literale und 9R
0
sub
 R
0
red
^
0
sub
 
0
mit: R
red
 = R
0
sub

0
sub
,
) R
red

0
 1
sub
= R
0
sub
 R
0
red
, wobei 
0
 1
sub
als inverse Abbildung von

0
sub
eine injektive Abbildung von Literalen auf Literalschemata ist,
d.h. 
0
 1
sub
ist eine Abbildung, die Literalschemata injektiv auf Lite-
ralschemata abbildet.
"( "
R
red
  R
0
red
) R
red

ground
 R
0
red

ground
und 
ground
ist eine beliebige Schema-
substitution, die keine Literalschemata uniziert,
so da R
red

ground
und R
0
red

ground
Regeln sind,
) R
red
`
lit inj
RS
R
0
red
und somit auch R `
lit inj
RS
R
0
Die Relation `
lit inj
RS
entspricht bei pr

adikatsvariablenfreien Regelmodellen,
also Regeln, der {Subsumtion. Somit ist die {Subsumtion ein Spezialfall
dieser Relation und `
lit inj
RS
ist folglich nicht in polynomieller Zeit berechen-
bar.
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Folgerung 3.1 Der Test `
lit inj
RS
ist NP{schwierig.
In Kapitel 4.3.5 wird ein Algorithmus f

ur den Test `
lit inj
RS
zwischen Regelm-
odellen beschrieben, der auf Satz 3.1 beruht.
3.2.2 Redundanz von Regelmodellen
Um unn

otigen Aufwand bei der Suche nach Hypothesen und beim Lernen
von Regelmodellen zu vermeiden, ist es wichtig, redundante Regelmodelle
aus einer Menge R von Regelmodellen zu entfernen.
Maher diskutiert

Aquivalenzen von logischen Programmen und f

uhrt aus,
da zwei Klauseln C und D genau dann logisch

aquivalent sind, wenn sie sich
gegenseitig {subsumieren, also C 

D gilt
[
Maher, 1986
]
. Solche Klauseln
fallen in dieselbe

Aquivalenzklasse unter der Relation 

. Vertreter dieser
Klassen sollten die reduzierten Klauseln sein, da alle anderen redundante
Literale enthalten.
Eine Menge P1 von Klauseln ist daher redundant in einer Menge P2, wenn
es zu jeder Klausel C1 2 P1 eine Klausel C2 2 P2 mit C1 

C2 gibt.
Wie bereits beim Generalisierungsbegri kann die Redundanz von Regelm-
odellen auf die Redundanz von Regeln zur

uckgef

uhrt werden, indem Re-
gelmodelle als Repr

asentanten einer Menge von Regeln betrachtet werden.
Ein Regelmodell R ist redundant in einer Menge von Regelmodellen R, wenn
es f

ur alle Grundinstanzen von R logisch

aquivalente Regeln aus LH
lit inj
R
gibt:
Denition 3.10 (Redundanz von Regelmodellen) Ein Regelmodell R
heit redundant in einer Menge von Regelmodellen R, gdw. f

ur alle Regeln
C 2 LH
lit inj
fRg
gilt:
9 Regel C
0
2 LH
lit inj
R
: C 

C
0
:
Redundanz kann auch innerhalb eines Regelmodells auftreten. Analog zu
Klauseln erster Ordnung heit ein Literalschema L 2 R genau dann redun-
dant in einem Regelmodell R, wenn R `
lit inj
RS
R n fLg. Dies bedeutet aber,
da in R zwei Literalschemata uniziert werden, die {subsumtions

aquiva-
lent sind, da im Suchraum LH
lit inj
R
andere Unikationen von Literalsche-
mata nicht m

oglich sind. Regelmodelle k

onnen also nur mit  = ; bzgl.
`
lit inj
RS
reduziert werden.
Denition 3.11 (Reduktion eines Regelmodelles) Ein Regelmodell R
heit genau dann reduziert, wenn f

ur alle Regelmodelle R
0
 R gilt: Aus
R
0

`
lit inj
RS
R folgt, da R und R
0
alphabetische Varianten sind.
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Beispiel 3.3 Das Regelmodell
Q(X)  P(X,Y) & P(X,Z)
l

at sich zu
Q(X)  P(X,Z)
reduzieren und
Q(X,Z)  P(X,Y) & P(Y,Z)
ist redundant, falls das Regelschema
Q(X,Z)  P1(X,Y) & P2(Y,Z)
vorhanden ist. 3
Die Redundanz von Literalschemata in Regelmodellen f

uhrt zu einem weite-
ren Einwand gegen die Verwendung der Relation `
inj
RS
. So ist die Reduktion
von
Q(X)  P(X,Y) & foo(X,Z)
bzgl. `
inj
RS
das Regelmodell
Q(X)  foo(X,Z),
da mit  = fP=foog keine Pr

adikatsvariablen uniziert werden und das
erste Regelmodell nach dieser Substitution

aquivalent zum zweiten Modell
ist. Im Suchraum LH
inj
fP(X;Y) &
foo(X;Z)! Q(X)g
liegt aber auch die nicht

aquivalente Klausel
Q(X)  pred(X,Y) & foo(X,Z),
und somit ist die Relation `
inj
RS
bez

uglich der Redundanz von Literalsche-
mata nicht wohldeniert. Dagegen l

at sich obiges Regelmodell nicht bzgl.
`
lit inj
RS
reduzieren, da diese Relation die Unikation nicht {subsumtions-

aquivalenter Literalschemata (P(X,Y) und foo(X,Z)) verbietet.
Die Denition der Redundanz von Regelmodellen l

at sich mit Hilfe der
Reduktion eines Regelmodelles operationalisieren. Dabei wird aus Komple-
xit

atsgr

unden nur die Redundanz eines Regelmodells aufgrund eines einzel-
nen anderen Regelmodells erkannt, nicht aber ob dieses Regelmodell durch
eine Menge anderer Regelmodelle

uber

ussig wird.
Satz 3.2 Ein Regelmodell R mit der Reduktion R
red
ist genau dann red-
undant aufgrund des Regelmodells R
0
, wenn
1. jR
0
red
j = jR
red
j, wobei R
0
red
die Reduktion von R
0
ist und
2. R
0
red
`
lit inj
RS
R
red
mit R
0
red


  R
red
, wobei Bild() und Bild(

) keine
Konstanten enthalten und

 eine injektive Abbildung ist.
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Beweis
") "
R ist redundant in fR
0
g, nach Denition 3.11 und Denition 3.8 folgt:
R
0
`
lit inj
RS
R und somit auch R
0
red
`
lit inj
RS
R
red
. Da alle Regeln C 2 LH
lit inj
fRg
auerdem auch {subsumtions

aquivalent zu Grundinstanzen von R
0
sind,
gelten die Punkte 1. und 2. des obigen Satzes.
"( "
Aus R
0
red
`
lit inj
RS
R
red
folgt, da f

ur alle Regeln C 2 LH
lit inj
fRg
gilt:
9 Regel C
0
2 LH
lit inj
fR
0
g
: C
0
`

C:
Nach Punkt 1. und den Anforderungen an Bild(), Bild(

) und

 in Punkt
2. des Satzes sind die Regeln C
0
aber nicht echt allgemeiner als die Regeln
C, d.h. es gilt
C
0


C:
Die Reduktion von Regelmodellen l

at sich, wie schon die Subsumtion, auf
einen modizierten Algorithmus zur Reduktion von Hornklauseln reduzieren
(siehe Abschnitt 4.3.5). In Kombination mit dem Algorithmus f

ur `
lit inj
RS
kann ein Redundanztest direkt auf obigem Satz basieren.
3.3 Lernen mit Regelmodellen in der Werkbank
Mobal
Das Lernverfahren Rdt entdeckt Regelhaftigkeiten im operationalen Modell
einer Sachbereichstheorie. Eingabe dieses Lernverfahrens sind alle Fakten der
Wissensbasis. Die Inferenzmaschine IM{2 nutzt gelernte oder eingegebene
Regeln vor dem Lernvorgang zur Inferenz weiterer Fakten. Der Suchraum
wird durch Modellwissen in Form von Regelmodellen und der Pr

adikatsto-
pologie deniert, d.h. er umfat alle Regeln, die im Raum LH
lit inj
R
einer
Menge R von Regelmodellen liegen und kompatibel zur Pr

adikatstopolo-
gie sind. Ausgabe des Verfahrens ist eine Menge von Regeln, die von der
Inferenzmaschine zur Inferenz weiterer Fakten benutzt werden (closed loop
learning). Durch Vorgabe einer Liste von Zielrelationen beschr

ankt Rdt
sich auf die Entdeckung von Regeln, die diese Relationen in der Konklusion
beschreiben.
Die Semantik dieses Werkzeuges ist abh

angig von mehreren Parametern.
Diese Parameter legen fest, ob eine Regel als Hypothese akzeptiert wird,
insbesondere m

ussen die gelernten Regeln nicht notwendigerweise einen Be-
gri denieren. Sei H eine m

ogliche Hypothese:
H = p(X
1
; : : : ; X
m
)! q(X
1
; : : : ; X
n
);
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wobei m  n und p(X
1
; : : : ; X
m
) die Konjunktion aller Pr

amissen von H

uber den Variablen X
1
; : : : ; X
m
ist. Die Parameter werden mit Hilfe folgen-
der primitiver Funktionen ausgewertet
7
:
pos(H) := f(c
1
; : : : ; c
n
)jp(c
1
; : : : ; c
m
) & q(c
1
; : : : ; c
n
)g, die positiven Instan-
zen von H .
neg(H) := f(c
1
; : : : ; c
n
)jp(c
1
; : : : ; c
m
) & not(q(c
1
; : : : ; c
n
))g,
die negativen Instanzen von H .
pred(H) := f(c
1
; : : : ; c
n
)jp(c
1
; : : : ; c
m
) & unknown(q(c
1
; : : : ; c
n
))g, die un-
bekannten Instanzen der Konklusion, die von H vorhergesagt werden.
total(H) := pos(H) [ neg(H)[ pred(H).
Die zum weiteren Verst

andnis notwendigen Parameter dieses Werkzeuges
sind
8
:
min no of pos examples Dieser Wert bestimmt die Mindestanzahl der posi-
tiven Instanzen, die eine Hypothese haben soll, d.h. f

ur den aktuellen
Wert Wert dieses Parameters mu gelten: jpos(H)j  Wert. Setzt man
diesen Wert auf unrestricted, so wird dieser Parameter nicht ausgewer-
tet.
inductive leap percentage Diese ganze Zahl zwischen 0 und 100 bestimmt
die prozentuale Vorhersage der Hypothese. Bei kleinen Werten wird
eine Hypothese auch dann akzeptiert, wenn die Anzahl der positiven
Instanzen klein ist im Verh

altnis zu allen m

oglichen, d.h. hier wird der
Ausdruck jpos(H)j  Wert=100  jtotal(H)j ausgewertet. Auch hier ist
der Wert unrestricted erlaubt.
closed world assumption Hat dieser Parameter den Wert yes, so werden alle
nicht als wahr bekannten Instanzen der Konklusion als negative In-
stanz betrachtet, d.h. der Wert Negative, der in dem n

achsten Para-
meter benutzt wird, betr

agt: Negative = jpred(H)j+ jneg(H)j. Ist der
Wert no, so gilt: Negative = jneg(H)j.
max no of exceptions Dieser Wert bestimmt die maximale Anzahl der nega-
tiven Instanzen einer Regel, d.h. f

ur den aktuellen Wert Wert dieses
Parameters mu gelten: Negative  Wert. Setzt man diesen Wert auf
unrestricted, so wird dieser Parameter nicht ausgewertet.
topology restrictions Dieser Parameter bestimmt, ob eine Hypothese kompa-
tibel zur Pr

adikatstopologie sein mu, d.h. seine m

oglichen Werte sind
yes und no.
7
Diese Denitionen stammen aus
[
Morik et al., 1993, Kapitel 6, Seite 185
]
. Dort werden
weitere in dieser Arbeit nicht ben

otigte Primitive deniert.
8
Eine vollst

andige Beschreibung der Parameter von Rdt ndet sich in
[
Sommer et al.,
1993
]
.
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Die aktuellen Werte dieser Parameter bilden das Akzeptanzkriterium f

ur
eine Hypothese. Rdt lernt die bez

uglich der {Subsumtion allgemeinsten
Regeln im Suchraum, die dieses Akzeptanzkriterium erf

ullen. Damit l

at
sich die Semantik dieses Verfahrens wie folgt formalisieren:
Denition 3.12 (akzeptierende Semantik von Rdt, Rdt(A;R; T ))
Seien B eine Menge von Fakten und R eine Menge von Regelmodellen. Sei
weiterhin A das aktuelle Akzeptanzkriterium und T eine Menge von Ziel-
relationen. Die akzeptierende Semantik Rdt(A;R; T ) des Werkzeuges
Rdt besteht im Entdecken einer Menge von Regeln H, so da 8h 2 H gilt:
 h 2 LH
lit inj
R
und die Kopfrelation p von h ist Element von T ,
 h erf

ullt das Akzeptanzkriterium A und
 es gibt keine Regel h
0
6= h mit h
0
`

h, die diese Punkte erf

ullt.
Mit A = fclosed world assumption = yes,min no of pos examples= unrestric-
ted, max no of exceptions = 0, inductive leap percentage = unrestrictedg und
einer beliebigen Menge von Zielrelationen ist eine L

osung H dieser Semantik
auch eine L

osung f

ur die nicht monotone ILP Semantik mit der Hypothe-
sensprache LH
lit inj
R
.
Gibt es nur eine Zielrelation, dann kann Rdt zum Lernen einer Begrisbe-
schreibung eingesetzt werden: Sei E
+
 B die Menge der positiven Fakten
einer Zielrelation T . Mit A = fclosed world assumption = no, min no of pos
examples = jE
+
j,max no of exceptions = 0, inductive leap percentage=unres-
trictedg lernt Rdt Begrisbeschreibungen in einer Hypothesensprache, die
nur Hypothesen bestehend aus einer einzigen Regel h 2 LH
lit inj
R
zul

at,
oder formal Rdt(A;R; T ) = ILP (`

; Fakten; Fakten;LH
lit inj1
R
).
Das Lernverfahren Rdt versucht vorgegebene Regelmodelle sukzessiv mit
Pr

adikaten des Hintergrundwissens zu instanziieren und zu testen, ob die
resultierenden Regeln gem

a des vom Benutzer w

ahlbaren Kriteriums ak-
zeptabel sind. Mit Hilfe der Erweiterung der {Subsumtion auf Regelmodelle
l

at sich der Suchraum dabei so strukturieren, da von generelleren Re-
gelmodellen zu spezielleren gesucht werden kann und Teile des Suchraumes
w

ahrend eines Lernlaufes abgeschnitten werden k

onnen
9
.
3.4 Verwandte Ans

atze
Regelmodelle als Bestandteil des Repr

asentationsformalismus wurden schon
im System Metaxa
[
Emde et al., 1983
]
eingef

uhrt, einem Vorg

anger der
Werkbank Mobal. Die in diesem Kapitel denierte Generalisierungrelation
9
F

ur Einzelheiten sei auf
[
Kietz und Wrobel, 1991
]
,
[
Morik et al., 1993, S. 184
]
ver-
wiesen. Dort wird der Suchraum LH
R
zusammen mit der Generalisierungsrelation `
inj
RS
verwendet, die in diesem Kapitel als zu restriktiv beschrieben wurde.
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`
lit inj
RS
verbessert das Lernverfahren RDT, da die bisher dort benutzte Re-
lation `
inj
RS
nicht der {Subsumtion von Klauselmengen entspricht und daher
ein optimales Abschneiden des Suchraumes w

ahrend des Lernvorganges ver-
hindert. Zus

atzlich wird erstmals ein Redundanzbegri f

ur Regelschemata
deniert, der auf der

Aquivalenz der Instanzen bzgl. der Relation `

beruht.
Damit werden alle nicht zum Lernen ben

otigten Regelschemata erfat. Der
existierende Redundanztest des Systems Mat
[
Thieme, 1989
]
erkennt nur
Schemata, die bis auf Permutation und Umbenennung von Variablen gleich
sind.
Einige andere modellbasierte Ans

atze verwenden ebenfalls Regelmodelle in
ihren Lernverfahren. De Raedt und Bruynooghe benutzen diese im System
Clint{Cia zur Bildung neuer Begrisbeschreibungen durch Analogieschl

us-
se
[
De Raedt, 1992
]
. Sehr verwandt sind auch die relationalen Klischees von
Focl
[
Pazzani und Kibler, 1992
]
, die dort in einem greedy top{down Ver-
fahren eingesetzt werden. Klingspor deniert f

ur das Lernverfahren Grdt
kontextfreie Grammatiken zur Beschreibung von Regelmodellen
[
Klingspor,
1994
]
. Dadurch k

onnen Schemata beliebiger L

ange kompakt formuliert wer-
den.

Ahnliche Grammatiken nden sich auch im System Grendel, nur
wird dort nicht von den Pr

adikatsnamen abstrahiert
[
Cohen, 1994
]
. Eben-
falls nicht von den Pr

adikatsnamen abstrahieren die Literalmengen, die die
induktiven Lernverfahren Filp und Tracy zur Beschreibung des Hypothe-
senraumes einsetzen
[
Bergadano und Gunetti, 1994
]
.
Das Verfahren Can schr

ankt den Suchraum durch Programmierschemata
ein, die w

ahrend der Induktion durch Analogieschl

usse angepasst werden
k

onnen
[
Tausend, 1992
]
. Die Abh

angigkeitsgraphen des Systems Sieres ab-
strahieren nicht nur von den Pr

adikatsnamen der Literale, sondern auch von
den Argumenten
[
Wirth und O'Rorke, 1991
]
.
Kapitel 4
Datengesteuertes Lernen
von Regelmodellen
Die Festlegung geeigneter Regelmodelle zum Entdecken von Regelhaftigkei-
ten f

ur bestimmte Zielrelationen ist im System Mobal momentan Aufgabe
des Benutzers. Da Regelmodelle nur von den Pr

adikatssymbolen und von
konstanten Termen in den Argumenten der Literale abstrahieren, sind weit-
gehende Kenntnisse

uber die Sachbereichstheorie und die zu entdeckenden
Regeln notwendig, um den Hypothesenraum mit Hilfe dieser Schemata so
zu denieren, da die gesuchten Regeln im Suchraum liegen.
Wie f

ur alle Bestandteile des Repr

asentationsformalismus im System Mo-
bal existiert auch f

ur Regelmodelle ein Werkzeug zur automatischen Ge-
winnung entsprechender Ausdr

ucke. Das Werkzeug Mat (engl. model aqui-
sition tool) unterst

utzt den Benutzer aber nur insofern, da anstelle von
Regelmodellen Regeln eingegeben werden k

onnen, die durch Umwandlung
von Pr

adikatssymbolen in Pr

adikatsvariablen zu Regelmodellen abstrahiert
werden
[
Thieme, 1989
]
. Das abstrahierte Regelmodell wird dann auf Red-
undanz in der Menge der bereits vorhandenen Regelmodelle getestet.
Eine ideale Erg

anzung zum Werkzeug Rdt des Systems Mobal w

are da-
her eine Methode zum Erwerb von Regelmodellen f

ur eine Zielrelation. Die
Eingabe eines derartigen Verfahrens best

ande aus dem Hintergrundwissen
und den Beispielen der Zielrelation. Auszugeben w

aren die zur gesuchten
Menge von Regeln korrespondierenden Regelmodelle beziehungsweise eine
Obermenge davon.
In Abschnitt 4.1 soll zun

achst diese Zielsetzung formalisiert und auf ihre
Komplexit

at untersucht werden. Daraufhin wird in Abschnitt 4.2 ein heuri-
stischer Ansatz vorgestellt, der Methoden der induktiven logischen Program-
mierung benutzt. Abschnitt 4.3 stellt die aus diesem Ansatz resultierende
Erweiterung des bisherigen Werkzeuges Mat vor. Den Abschlu dieses Ka-
pitels bildet die Schilderung verwandter Ans

atze und eine Zusammenfassung
des Verfahrens.
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4.1 Die Komplexit

at des Lernens von Regelmo-
dellen
Die Bestimmung der Komplexit

at des Problems, Regelmodelle zu lernen,
setzt die Formalisierung dieser Aufgabe voraus. Entscheidend f

ur die For-
malisierung ist die Verkn

upfung dieses Problems mit der akzeptierenden Se-
mantik des Werkzeuges Rdt. Die Aufgabenstellung kann nicht im Erwerb
von Regelmodellen f

ur ein konkretes Akzeptanzkriterium liegen. Eine sol-
che Zielsetzung w

urde ein erneutes Aufrufen dieses Verfahrens nach jedem

Andern des Akzeptanzkriteriums zu Folge haben und auerdem eher ein di-
rektes Lernen von Regeln, die das konkrete Kriterium erf

ullen, motivieren.
Denition 4.1 (Lernen von Regelmodellen, RM) Gegeben seien eine
Zielrelation T und eine Sachbereichstheorie B. Ein Algorithmus l

ost das
Problem, Regelmodelle f

ur ein beliebiges Akzeptanzkriterium A von Rdt zu
lernen, wenn er bei Eingabe von B und T eine Menge R von Regelmo-
dellen berechnet, so da f

ur alle H als L

osung von Rdt(A;R
?
; T ) gilt: H 2
LH
lit inj
R
, wobei R
?
eine beliebige Menge von Regelmodellen ist. Existiert
f

ur keine Menge R
?
von Regelmodellen und kein Akzeptanzkriterium A eine
solche L

osung H, so antwortet der Algorithmus mit
"
Fehler\.
Um die Komplexit

at dieser Aufgabe zu bestimmen, betrachte man die in
Abschnitt 3.3 dargestellte Zielsetzung von Rdt, unter der dieses Werkzeug
eine Begrisbeschreibung im Sinne von Denition 2.1 lernt: Es gibt nur eine
Zielrelation T und E
+
 B sei die Menge der positiven Fakten dieser Ziel-
relation. Mit A = fclosed world assumption = no, min no of pos examples
= jE
+
j, max no of exceptions = 0, inductive leap percentage=unrestrictedg
lernt Rdt Begrisbeschreibungen in der Hypothesensprache LH
lit inj1
R
?
. Sei
R eine L

osung f

ur RM bei Eingabe von T und B. Nach Denition gibt es
dann auch eine L

osung H 2 LH
lit inj
R
f

ur obige Zielsetzung Rdt(A;R
?
; T ).
Die Kombination des Lernens von Regelmodellen mit dem Lernverfahren
Rdt kann nach diesem Ablauf zur L

osung von ILP (`

; ;; fe  B j e 2
Eg;LH
1
) f

ur beliebige Sprachen LH
1
eingesetzt werden. Wie in Abschnitt
2.2.3 geschildert, ist dieses Problem aber f

ur bestimmte Hypothesensprachen
nicht in polynomieller Zeit lernbar. Eines der beiden Teilprobleme RM und
Rdt kann daher nicht zugleich ezient und vollst

andig sein. Welches dieser
Probleme aber schwierig im Sinne der Komplexit

atstheorie ist, kann nicht
allgemein angegeben werden, sondern ist vom Einzelfall abh

angig.
So wird im Beweis von Kietz zur NP{Schwierigkeit des Konsistenzproblems
f

ur ILP (`

; ;; fe  B j e 2 Eg;LH
1
12 notDET
) das SAT Problem auf ein
entsprechendes Lernproblem reduziert und bewiesen, da alle L

osungen die-
ses Problems Hypothesen der Form p(X)  p(X; Y
k
); a
1
(Y
k
); : : : ; a
2n
(Y
k
)
sind
[
Kietz, 1993b, Lemma 3
]
. Dabei ist n die Anzahl der boolschen Varia-
blen des SAT Problems und 1  k  2
n
. Nat

urlich l

at sich f

ur diese Hy-
pothesen leicht ein Regelmodell angeben, das entsprechende Rdt Problem
4.2. HEURISTISCHER ANSATZ 53
bleibt aber schwierig. Bei determinierenden Hypothesensprachen dagegen
ist das Problem RM schwierig und das Problem Rdt wird einfach.
Daher wird sich kein ezientes und zugleich vollst

andiges Verfahren zum
Lernen von Regelmodellen f

ur beliebige Akzeptanzkriterien entwickeln las-
sen. Im folgenden Abschnitt wird daher ein heuristischer Ansatz beschrieben.
4.2 Ein heuristischer Ansatz zumLernen von Re-
gelmodellen
Einen ersten intuitiven Ansatzpunkt f

ur ein heuristisches Verfahren zum
Lernen von Regelmodellen liefert ein weiteres Werkzeug von Mobal zur
Inspektion des Sachbereichswissen: Der Fakten{Graph ist die inkrementell
erweiterbare Darstellung der Wissensbasis als Graph. Die Knoten des Gra-
phen sind die Argumente der Fakten (die Objekte des Sachbereichs) und die
Kanten entsprechen den Pr

adikaten, in denen diese Objekte vorkommen.
Abbildung 4.1 zeigt einen Ausschnitt eines solchen Fakten{Graphen.
Abbildung 4.1: Ausschnitt eines Fakten{Graphen des Objektes event1
Das Objekt sw ist

uber eine mit responsible gewichtete Kante mit dem Objekt
event1 verbunden. Die beiden Objekte stehen somit bez

uglich responsible in
Relation zueinander, d.h. es existiert ein Faktum responsible(sw,event1) in
der Sachbereichstheorie, die durch diesen Ausschnitt eines Fakten{Graphen
zum Teil repr

asentiert wird.
Der resultierende Graph der Wissensbasis spiegelt also wieder, wie die Pr

adi-
kate

uber ihre Argumente verbunden sind. Ebenso legen Regelmodelle fest,
wie Objekte (repr

asentiert durch Termvariablen)

uber Pr

adikate (repr

asen-
tiert durch Literalschemata) miteinander verbunden sind.
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Die grundlegende Idee eines heuristischen Ansatzes zum Erwerb von Re-
gelmodellen liegt nun darin, da ein solcher Fakten{Graph in irgendeiner
Art und Weise sowohl die zu entdeckenden Regelhaftigkeiten als auch die
korrespondierenden Regelmodelle beinhalten mu. Auf einer Idee von J

org{
Uwe Kietz und Katharina Morik basiert das in Abbildung 4.2 skizzierte
Ger

ust f

ur einen entsprechenden Algorithmus.
von Regelmodellen
...
...
Regelmodelle
speziellste
Generalisierungen
Zusammenhangs-
komponenten
gesuchte Menge
Hintergrundwissen
+
klassifizierte Beispiele
-
einer Relation
Abbildung 4.2: Skizze eines Verfahrens zum Erwerb von Regelmodellen
Das Hintergrundwissen B und die Beispiele E  B f

ur die betrachtete Ziel-
relation werden als Graph repr

asentiert. Die Knoten des Graphen bilden die
einzelnen Fakten aus B, Kanten existieren zwischen Fakten (Knoten) mit
gemeinsamen Termen. F

ur jedes positive Beispiel e 2 E
+
bestimmt man die
Zusammenhangskomponente im Graphen.
Notiert man die Zusammenhangskomponente als variablenfreie Hornklausel
mit e als Konklusion und allen anderen Literalen als Pr

amisse, kann man
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die speziellste Generalisierung von je zwei oder auch mehreren Zusammen-
hangskomponenten konstruieren.
Die aus der Konstruktion der speziellsten Generalisierungen resultierenden
Klauseln lassen sich entweder direkt oder zuvor abstrahiert (analog zum
Vorgehen im Werkzeug Mat) als Regelmodelle formulieren. Diese Modelle
bilden die unteren Schranken in einem Suchraum, dessen Struktur durch
die Relation `
lit inj
RS
als Erweiterung der {Subsumtion auf Regelmodelle
festgelegt wird. Innerhalb dieser Ordnung gilt es nun, mit einer geeigneten
Strategie nach einer Menge von Regelmodellen zu suchen, die unter ihren In-
stanzen die gesuchten Regeln enthalten. Dieser Algorithmus konstruiert die
Regelmodelle also bottom{up, d.h. von den spezielleren zu den generelleren
Modellen hin.
Das skizzierte Verfahren besteht im wesentlichen aus drei Schritten: Das Fin-
den von Zusammenhangskomponenten (im folgenden Faktenketten) im skiz-
zierten Graphen der Wissensbasis

ahnelt der Verkettung oder Saturierung
der Beispiele mit dem Hintergrundwissen, wie sie bereits in Kapitel 2.2.3
beschrieben wurde. F

ur diesen Schritt werden Sprachen vorgestellt, die die
Verkettung einschr

anken und es wird untersucht, f

ur welche Lernprobleme
diese Beispielsprachen vollst

andig sind. Die Konstruktion von speziellsten
Generalisierungen dieser Faktenketten folgt den in Abschnitt 2.3 geschilder-
ten Ans

atzen. Der letzte Schritt besteht in der weiteren Generalisierung und
Abstraktion dieser Zwischenergebnisse zu den gesuchten Regelmodellen.
4.2.1 Saturierung der Beispiele
Der zu Beginn dieses Kapitels vorgestellte Ansatz zum Erwerb von Regelmo-
dellen basiert auf der Verallgemeinerung von Zusammenhangskomponenten
eines Graphen, der die Verbindung von Fakten des Hintergrundwissens und
der Beispiele repr

asentiert. Die Bildung der Faktenketten ist erforderlich, da
die {Subsumtion zwar eine entscheidbare Ableitungsregel ist, daf

ur aber
kein Hintergrundwissen ber

ucksichtigt. Die Konstruktion speziellster Gene-
ralisierungen bez

uglich der {Subsumtion setzt daher ein Hineinrechnen des
Hintergrundwissens in die Beispiele voraus. In Abschnitt 2.2.2 wurde bereits
die Konstruktion der Menge fe  B
0
j e 2 E ^ B
0
 Bg als f

ur bestimmte
Hypothesensprachen vollst

andige Saturierung der Beispiele bei Verwendung
der {Subsumtion charakterisiert. Die Bildung von Faktenketten entspricht
somit obiger Sprache, falls in B
0
alle mit der Konklusion verbundenen Fak-
ten aus B enthalten sind. Sie ist somit vollst

andig zum Lernen verbundener
Hornklauseln, einer sehr oft gemachten und sinnvollen Einschr

ankung der
Hypothesensprache. Unter Verwendung des Repr

asentationsformalismus von
Mobal lassen sich Faktenketten wie folgt denieren:
Denition 4.2 (Faktenkette, factchain(e; B)) Gegeben seien eine Sach-
bereichstheorie B und Beispiele E  B einer Relation. Die bez

uglich `

speziellsten Regeln der Menge fe  b
1
; : : : ; b
n
j e 2 E ^ fb
1
; : : : ; b
n
g 
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B n e ^ alle Literale in e b
1
; : : : ; b
n
sind verbundeng heien Faktenket-
ten, factchain(e; B), der Beispiele E.
Gibt es nur eine Zusammenhangskomponente im Graph der Sachbereichs-
theorie so ist die Anzahl der Literale in den Faktenketten gleich jBj. Nach
Kapitel 2.2.3 liegt die Anzahl der Literale einer speziellsten Generalisierung
von zwei Faktenketten dann in O(jBj
2
). In Kapitel 5 werden Lernprobleme
vorgestellt, bei denen alle Fakten derart verkn

upft sind, da sie eine ein-
zige Zusammenhangskomponente bilden. Zudem besteht die Wissensbasis
in diesen F

allen aus

uber tausend Literalen. Die aus den Faktenketten zu
konstruierenden speziellsten Generalisierungen enthalten dann zu viele Li-
terale. Da die Anzahl der Literale einer Generalisierung durch ein Polynom
in der Gr

oe der Faktenketten begrenzt ist, gilt es, die Faktenketten auf
relevante Teilmengen ihrer Literale zu begrenzen.
Im folgenden sollen nun verschiedene Einschr

ankungen von Faktenketten
hinsichtlich ihrer Auswirkung auf das Lernergebnis des anvisierten Verfah-
rens zum Lernen von Regelmodellen charakterisiert werden. Dazu wird un-
tersucht f

ur welche Hypothesensprachen das Lernen aus diesen reduzierten
Faktenketten noch vollst

andig ist.
Besteht der Suchraum z.B. aus nicht rekursiven Hornklauseln, so enth

alt die
Faktenkette factchain(e; B nE) bereits alle zu betrachtenden Literale. An-
dere Sprachen LH lassen aber weitere Ezienzsteigerungen zu. Die Grund-
lage dazu bilden

Ubertragungen der aus Kapitel 2.2.3 bekannten Einschr

an-
kungen der Hypothesensprachen auf die Konstruktion von Faktenketten.
ij{nicht determinierende Faktenkette
Nach Denition 4.2 sind Faktenketten immer verbunden (siehe Denition
2.15). Analog zur Denition 2.18 von ij{nicht determinierenden Klauseln
lassen sich ij{nicht determinierende Faktenketten denieren:
Denition 4.3 (ij{nicht determinierende Faktenkette) Eine Fakten-
kette, deren Literale die maximale Stelligkeit j und deren Terme die maxi-
male Tiefe i besitzen, heit ij{nicht determinierende Faktenkette.
Beispiel 4.1 In der nachstehenden Faktenkette haben die Terme ann und
bob die Tiefe 0, da sie im Kopiteral der Regel vorkommen. Die Terme
tom und jim haben Tiefe 1, die Terme zak und sue Tiefe 2 und der Term
eve die Tiefe 3. liz und pat sind dagegen nicht mit dem Beispiel verbunden,
d.h. das Literal mutter(liz,pat) geh

ort nicht zur Faktenkette des Beispiels
gromutter(ann,bob):
gromutter(ann,bob)  weiblich(ann) & vater(tom,bob)
& mutter(ann,tom) & mutter(ann,jim)
& vater(tom,sue) & tochter(sue,tom)
& vater(zak,tom) & mutter(eve,sue)
[ & mutter(liz,pat)]. 3
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Unterliegen die Hypothesen eines Suchraumes einer Tiefenbeschr

ankung, so
ist es ausreichend die ij{nicht determinierenden Faktenketten der Beispiele
zu berechnen.
Satz 4.1 Seien B eine Sachbereichstheorie und E  B eine Beispielmenge
einer Relation. Dann sind die ILP{Probleme (`

,fg,fe  B n feg j e 2
Eg, ij{nicht determinierende Hornklauseln) und (`

,fg,ij{nicht determi-
nierende Faktenketten, ij{nicht determinierende Hornklauseln)

aquivalent.
Ebenso ist es f

ur die akzeptierende Semantik von Rdt vollst

andig, ij{nicht
determinierende Faktenketten zur Auswertung des Akzeptanzkriteriums zu
benutzen, falls nur ij{nicht determinierende Regeln im Suchraum der Re-
gelmodelle liegen.
Zum Beweis dieses Satzes wird eine Aussage

uber die Ver

anderung der Tiefe
einer Regel durch die Anwendung einer Grundsubstitution ben

otigt.
Hilfsatz 4.1 Seien h eine ij{nicht determinierende Regel und  eine Sub-
stitution, die alle Variablen aus h durch Konstanten ersetzt. Dann ist h
eine dj{nicht determinierende Faktenkette mit d  i.
Beweis (des Hilfsatzes) Der Beweis erfolgt durch Induktion

uber die Tiefe
der Terme. Alle Variablen der Tiefe 0 aus h sind Terme des Konklusions-
literals, die substituierenden Konstanten dieser Variablen in h haben also
auch Tiefe 0. Sei V eine Variable der Tiefe s  i in der Klausel h, d.h. es
gibt ein Literal l und einen Term t, so da t; V 2 arg(l) gilt und der Term
t die Tiefe s   1 hat. Nach Induktionsvoraussetzung ist der Term t in h
verbunden und hat die Tiefe s
0
 s   1. Der Term V  ist daher ebenfalls
verbunden und hat h

ochstens die Tiefe s.
Beweis Die Lernprobleme in Satz 4.1 sind

aquivalent, wenn eine ij{nicht
determinierende Hypothese H 2 LH
ij notDET
bez

uglich der {Subsumtion
genau dann in Relation zu einem Beispiel e B n feg steht, wenn sie auch
die ij{nicht determinierende Faktenkette dieses Beispiels subsumiert, also
gilt:
H `

e B n feg , H `

ij{non determinate factchain(e; B):
Sei e S := ij{non determinate factchain(e; B).
") "
Es gilt 9 : H  e B n feg. Nach Satz 4.1 hat auch H h

ochstens Tiefe i
und alle Literale sind verbunden, d.h. es gilt H = e S
0
mit S
0
 B n feg
und alle Literale aus S
0
sind mit einer Verbindungskette der maximalen Tiefe
i mit dem Beispiel e verbunden. Da die Faktenkette e  S per Denition
4.3 alle Literale aus B n feg mit dieser Eigenschaft enth

alt, gilt auch S
0
 S
beziehungsweise H  e S.
"( "
Nat

urlich gilt S  B n feg und somit auch H `

e B n feg.
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ij{(schwach) determinierende Faktenkette
Die Tiefenbeschr

ankung f

ur neue Variablen f

uhrt, wie in Kapitel 2.2.3 erl

au-
tert, erst in Verbindung mit dem Begri der determinierenden Terme zu
ezient lernbaren Hypothesensprachen. Die Denition 2.17 von ij{determi-
nierenden Klauseln l

at sich aber nicht direkt auf Faktenketten

ubertragen,
da hier alle Terme variablenfrei sind und daher jeder Term einer Faktenkette
determinierend ist.
Die Idee der determinierenden Terme besteht darin, bei der Konstruktion
von Hypothesen nur solche neuen Variablen einzuf

ugen, deren Belegungen
durch die anderen Terme eindeutig bestimmt sind.
Ein Beispiel hierf

ur ist die Klausel
gromutter(X,Y)  vater(U,Y) & mutter(X,U).
Zu jedem Kind Y gibt es genau einen Vater U und ebenso genau eine Mutter
X von U. Dagegen ist die Klausel
gromutter(X,Y)  elternteil(X,Z) & tochter(Y,Z)
nicht determinierend, da es zu einem Elternteil X mehrere Kinder Z geben
kann, die Instanzen der Variable Z also nicht durch die Instanziierung der
Variable X eindeutig festgelegt werden.
Bei der

Ubertragung auf Faktenketten sind zwei Denitionen sinnvoll:
Denition 4.4 (ij{(schwach) determinierende Faktenkette) Seien B
eine Sachbereichstheorie und E  B eine Beispielmenge einer Relation. Sei
h die Klausel, die durch gleichzeitiges Ersetzen aller Terme einer Faktenkette
eines Beispiels e 2 E durch verschiedene Variablen entsteht.
Eine Faktenkette heit ij{(schwach) determinierend bzgl. der Beispiele
E und dem Hintergrundwissen B, wenn die so konstruierte Klausel h ij{
determiniernd bzgl. der Beispielmenge E (feg) und dem Hintergrundwissen
B ist.
Beispiel 4.2 Die schwach determinierende Faktenkette von
gromutter(ann,bob)  vater(tom,bob) & mutter(ann,tom)
& mutter(ann,jim) & tochter(sue,tom)
ist somit die Klausel
gromutter(ann,bob)  vater(tom,bob) & mutter(ann,tom)
& tochter(sue,tom),
da im obigen Beispiel der Vater tom nur eine Tochter sue hat. Die determi-
nierende Faktenkette dagegen ist die Klausel
gromutter(ann,bob)  vater(tom,bob) & mutter(ann,tom),
da jeder Sohn nur einen Vater hat und tom dann auch in mutter(ann,tom)
ein determinierender Term ist, aber nicht alle V

ater nur eine Tochter haben
und somit Instanzen von gromutter(X,Z) existieren, die die Tochter T in
der Regel
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gromutter(X,Z)  vater(Y,Z) & mutter(X,Y) & tochter(T,Y)
nicht determinieren. 3
W

ahrend in der Denition der determinierenden Faktenketten gefordert
wird, da neu einzuf

uhrende Terme f

ur alle Instanziierungen des Klausel-
kopfes durch die anderen Terme eindeutig festgelegt werden, werden bei
schwach determinierenden Faktenketten nur m

ogliche Instanzen mit dem zu
verkettenden Beispiel im Klauselkopf betrachtet. Wird ein neuer Term in
einem Literal einer Faktenkette eingef

uhrt, so ist es ausreichend, diesen in
eine Variable umzuwandeln und die m

oglichen Instanzen dieses so erhalten-
en Literals zu betrachten. Die Denition der determinierenden Faktenketten
basiert auf der Denition der entsprechenden Klauseln und setzt somit eine
Ordnung

uber den Literalen voraus. Diese hat aber keine Auswirkung auf
die Konstruktion der determinierenden Faktenketten, da die Denition der
Faktenketten jede Permutation umfat.
Analog zu Satz 4.1 ist f

ur das Lernen von ij{determinierenden Klauseln die
Konstruktion von determinierenden Faktenketten ausreichend. Der folgende
Satz gilt sinngem

a auch wieder f

ur die akzeptierende Semantik von Rdt:
Satz 4.2 Seien B eine Sachbereichstheorie und E  B eine Beispielmenge
einer Relation. Dann sind die ILP{Probleme (`,fg,fe Bnfeg j e 2 Eg,ij{
determinierende Klauseln) und (`,fg,ij{determinierende Faktenketten, ij{
determinierende Klauseln)

aquivalent.
Beweis Die beiden ILP{Probleme sind

aquivalent, wenn eine ij{deter-
minierende Hypothese H 2 LH
ij DET
bez

uglich der {Subsumtion genau
dann in Relation zu einem Beispiel e  B n feg steht, wenn sie auch die
ij{determinierende Faktenkette dieses Beispiels subsumiert, also gilt:
H `

e B n feg , H `

ij{determinate factchain(e; B):
Sei e S := ij{determinate factchain(e; B).
") "
Es gilt 9: H = e  S
0
mit S
0
 B n feg. Sei arg(H) = ft
1
; : : : ; t
n
g
die Menge aller Terme aus H. Weiterhin sei 
 1
= ft
1
=V 1; : : : ; t
n
=V
n
g
(8i; j; 1  i; j  n : V
i
6= V
j
) eine inverse Substitution, die alle Terme H
durch unterschiedliche Variablen ersetzt. Dann gilt: H
 1
ist bis auf Um-
benennung von Variablen eine Teilmenge von H und somit determinierend
bzgl. E und B n feg und hat nach Satz 4.1 h

ochstens Tiefe i. Da die Fak-
tenkette e  S per Denition 4.4 alle Literale aus B [ E n feg mit dieser
Eigenschaft enth

alt, gilt auch S
0
 S beziehungsweise H  e S.
"( "
Nat

urlich gilt S  B n feg und somit auch H `

e B n feg.
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Jede determinierende Faktenketten ist Teilmenge der schwach determinie-
renden Faktenketten desselben Beispiels:
Folgerung 4.1 Die ILP{Probleme (`,fg,fe Bnfeg j e 2 Eg,ij{determi-
nierende Klauseln) und (`,fg,ij{schwach determinierende Faktenketten,ij{
determinierende Klauseln) sind

aquivalent.
Obwohl das Lernen von determinierenden Hornklauseln auf Grundlage von
determinierenden Faktenketten vollst

andig ist, macht es Sinn, sich auf die
Konstruktion schwach determinierender Faktenketten zu beschr

anken. Dies
liegt an der h

oheren Komplexit

at der Berechnung determinierender Fakten-
ketten. Um zu testen, ob eine Variable determinierend bzgl. der Beispiele E
und des Hintergrundwissens B ist, ben

otigt man O(jEj  jBj) Substitutio-
nen, die schwache Determiniertheit neuer Terme dagegen kann mit linearem
Aufwand bzgl. jBj getestet werden.
Beschr

ankung durch Pr

adikatstopologie
Die Beachtung einer vom Benutzer vorgegebenen Pr

adikatstopologie kann
zur Reduzierung auf relevante Teile einer Faktenkette beitragen: Wurden die
Pr

adikate gromutter und freundin der Faktenkette
gromutter(ann,bob)  vater(tom,bob) & mutter(ann,tom)
& freundin(ann,mary)
in zwei nicht kompatible Topologieknoten verwandschaft und freundschaft
eingeordnet, so ist die Verkettung mit dem Literal freundin(ann,mary) zum
Lernen von Regeln

uber die Relation gromutter nicht relevant. Wendet man
diese Reduzierung bereits bei der Konstruktion der Faktenketten an, so er-
spart man unn

otigen Aufwand bei der sp

ateren Berechnung der Generali-
sierungen.
i{kompatible Faktenkette
Zwei weitere Bestandteile des Repr

asentationsformalismus in Mobal k

on-
nen die Verkn

upfung mit nicht relevanten Literalen verhindern:
Beispiel 4.3 Die folgenden Pr

adikatsdeklarationen stammen aus einer Sach-
bereichstheorie zum Lernen von Wahrnehmungsmerkmalen in der Robotik
[
Klingspor und Morik, 1995
]
:
s concave/5: !<trace>, !<sensor>, !<time>, <time>, !<orientation>
increasing/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
straight away/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
no measurement/6: !<trace>, <s alpha>, !<sensor>, !<time>,<time>, <grad>
decreasing/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
something happened/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>,
<grad>.
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Sowohl Sorten als auch funktionale Abh

angigkeiten durch Angabe der Einga-
beterme sind f

ur die Argumente der Pr

adikate deniert. Die aktuellen Fakten
der Theorie seien
straight away(t31,236,s17,3,29,48)
decreasing(t31,296,s22,48,56,-28)
increasing(t30,212,s17,37,44,29)
no measurement(t31,236,s17,29,57,999)
decreasing(t31,236,s17,57,86,-29)
something happened(t31,236,s17,86,100,16) .
Gesucht ist die Faktenkette zum Beispiel
s concave(t31,s17,3,86,diagonal)
der Relation s concave. Alle Fakten der Theorie sind mit dem Beispiel

uber
gemeinsame Terme verbunden. Eine zu lernende Regel ist aber nur dann
korrekt in bezug auf die Pr

adikatsdeklarationen, wenn identische Variablen
nur an Argumentspositionen mit gleichen oder im Sortenverband in Bezie-
hung stehenden Sorten auftreten. Zus

atzlich m

ussen alle Eingabeargumente
im Literal einer Regel stets bereits an anderer Stelle der Regel als Ausgabe-
argument oder als Eingabe im Kopf der Regel eingef

uhrt worden seien, also
mit dem Kopf verbunden seien. Dies gilt genauso f

ur Faktenketten.
Somit ist das zweite Faktum nicht kompatibel zu den denierten Eingabear-
gumenten, da mit s22 ein Eingabeargument dieses Faktums nicht mit dem
Beispiel verbunden ist. Der Eingabeterm 48 ist zwar mit dem ersten Faktum
verbunden, ist dort aber ein Argument der Sorte <grad>, w

ahrend es im
Faktum decreasing(t31,296,s22,48,56,-28) ein Argument der Sorte <time>
ist. Ebenso ist das dritte Faktum nicht kompatibel bez

uglich der funktiona-
len Abh

angigkeiten, da die Terme t30 und 37 der Eingabeargumente nicht
verbunden sind.
Die Fakten
straight away(t31,236,s17,3,29,48)
no measurement(t31,236,s17,29,57,999)
decreasing(t31,236,s17,57,86,-29)
something happened(t31,236,s17,86,100,16)
sind dagegen auch unter Ber

ucksichtigung ihrer Argumentssorten und funk-
tionalen Abh

angigkeiten kompatibel zum Beispiel. Das Beispiel hat als einzi-
gen Ausgabeterm den Zeitpunkt 86. Dieser wird bereits im vorletzten Faktum
als Ausgabeterm gefunden und somit ist das letzte Faktum nicht relevant zur
Beschreibung von s concave(t31,s17,3,86,diagonal).
Die mit der Pr

adikatsdeklaration kompatible Faktenkette dieses Beispiels ist
die Regel
s concave(t31,s17,3,86,diagonal)  
straight away(t31,236,s17,3,29,48) &
no measurement(t31,236,s17,29,57,999) &
decreasing(t31,236,s17,57,86,-29). 3
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Die Auswertung der Ausgabeargumente des Kopfes einer Faktenkette zur
Reduzierung derselben ist nicht f

ur alle Sachbereiche sinnvoll und ist da-
her

uber einen Parameter zu steuern. Sind f

ur ein Pr

adikat keine Einga-
beargumente deniert, mu nur die Sortenvertr

aglichkeit einer beliebigen
Verbindung gew

ahrleistet seien. Die Tiefe eines Literals ist hier durch die
Verbindung

uber Eingabeargumente zu denieren. Insbesondere haben die
Ausgabeterme des Kopiterals nicht mehr per Denition die Tiefe 0.
Denition 4.5 (i{kompatible Faktenkette)
Eine Faktenkette heit kompatibel zur Pr

adikatsdeklaration, wenn alle ihre
Literale kompatibel sind. Ein Literal ist kompatibel, wenn alle Terme sei-
ner Eingabeargumente kompatibel sind. Die Terme der Eingabeargumente
des Kopfes der Faktenkette sind kompatibel mit einer Verbindungskette der
L

ange 0. Sind keine funktionalen Abh

angigkeiten f

ur den Kopf deniert, so
sind alle Argumente des Kopfes Eingabeargumente. Ein Term in einem Lite-
ral l ist kompatibel mit einer Verbindungskette der L

ange d+1, wenn f

ur alle
Terme t
r
(r  1) der Eingabeargumente desselben Literals gilt: Es existiert
ein Literal k in dem t
r
kompatibel mit einer Verbindungskette der L

ange
d ist und die Sorte von t
r
im Literal k ist bez

uglich des Sortenverbandes
kompatibel zu der Sorte von t
r
im Literal l. Besitzt das Literal l keine Ein-
gabeargumente, so mu dies f

ur einen einzigen beliebigen Term aus l gelten.
Die kompatible Tiefe eines Terms ist die minimale L

ange seiner kompati-
blen Verbindungsketten. Eine Faktenkette mit maximaler kompatibler Tiefe
i ihrer Terme heit i{kompatibel.
Im Beispiel 4.3 hat der Term 86 somit die kompatible Tiefe drei und die Fak-
tenkette ist 3{kompatibel. Wie im Beispiel 4.3 angewandt, ist es oft sinnvoll,
die i{kompatible Faktenkette mit minimalem Wert i zu konstruieren, so da
alle Ausgabeterme des Kopfes kompatibel mit einer Tiefe j  i sind.
beispieldisjunkte Faktenkette
Oft kann man bei der Modellierung eines Sachbereichs die Fakten in zwei
Gruppen trennen. Zu der einen Gruppe geh

oren neben den Beispielen der
Zielrelation noch bestimmte Fakten die jeweils einem Beispiel direkt zuge-
ordnet werden k

onnen. Es gibt dann einen Term in diesen Fakten, der nur
in dem zugeh

origen Beispiel vorkommt, nicht aber in anderen Beispielen.
Zur zweiten Gruppe geh

oren alle Fakten, bei denen ein solcher Term nicht
vorkommt.
Das folgende Beispiel ist ein Teil der Modellierung einer Endspielsituation
beim Schach
[
Quinlan, 1983
]
.
Beispiel 4.4 Sei E = fillegal(457356); illegal(502520)g und
B = f white king(4; 5; 457356);white rook(7; 3; 457356);
black king(5; 6; 457356);white king(5; 0; 502520);
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white rook(2; 5; 502520); black king(2; 0; 502520);
adjacent(0; 1); adjacent(2; 3); adjacent(3; 4);
adjacent(4; 5); adjacent(5; 6); adjacent(6; 7)g:
Die Fakten mit den Termen 457356 und 502520 lassen sich eindeutig den
Beispielen zuordnen. Dies gilt nicht f

ur die Fakten mit dem Pr

adikatssym-
bol adjacent. Das Argument der Beispiele trennt hier also die Menge B in
disjunkte Teilmengen. 3
Lassen sich derartige Beobachtungen in einer Beispielmenge eines zu lernen-
den Begries anstellen, so ist eine weitere Einschr

ankung der Faktenketten
sinnvoll.
Denition 4.6 (beispieldisjunkte Faktenkette)
Gegeben seien eine Sachbereichstheorie B und Beispiele E  B der Zielrela-
tion. Seien arg(l) die Menge aller Terme eines Literals l und ext(j;M)
die Menge aller Terme einer Faktenmenge M f

ur die gilt: ext(j;M) =
ft j t ist ein Term an Stelle j in l ^ l 2Mg.
Eine Faktenkette e  l
1
; : : : ; l
n
heit genau dann beispieldisjunkt, wenn
ein Index j existiert, f

ur den jEj = jext(j; E)j gilt, und f

ur alle Literale l
i
,
1  i  n, gilt: arg(l
i
) \ ext(j; E n feg) = ;.
Der Eekt dieser Einschr

ankung ist unabh

angig von einer bestimmten Hy-
pothesensprache. Entsprechende Sachbereiche sind beispielsweise beim Ler-
nen aus Datenbanken anzutreen, da dort oft bestimmte Relationen ein
Schl

usselattribut mit genau der in Denition 4.6 geforderten Eigenschaft
besitzen.
Die beispieldisjunkten Faktenketten im obigen Beispiel sind dann:
illegal(457356)  white king(4; 5; 457356);white rook(7; 3; 457356);
black king(5; 6; 457356); adjacent(2; 3); adjacent(3; 4);
adjacent(4; 5); adjacent(5; 6); adjacent(6; 7)
illegal(502520)  white king(5; 0; 502520);white rook(2; 5; 502520);
black king(2; 0; 502520); adjacent(0; 1); adjacent(2; 3);
adjacent(3; 4); adjacent(4; 5); adjacent(5; 6); adjacent(6; 7)
Dar

uberhinaus sind Situationen vorstellbar, in denen ein Index j mit der
Eigenschaft jEj = jext(j; E)j aus Denition 4.6 nicht existiert, aber trotzdem
nur solche Literale l
i
einer Faktenkette e  l
1
; : : : ; l
n
relevant sind, die die
Bedingung arg(l
i
)\ext(j; E nfeg) = ; f

ur bestimmte Argumentstellen j von
e erf

ullen. Diese sind dann vom Benutzer vorzugeben. Die Beschr

ankung
auf beispieldisjunkte Faktenketten mu auf jeden Fall

uber einen Parameter
steuerbar bleiben.
In diesem Kapitel wurden verschiedene Einschr

ankungen zur Verkn

upfung
der Beispiele mit dem Hintergrundwissen vorgestellt. Diese Verkn

upfung ist
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aufgrund der Verwendung der {Subsumtion als allgemeiner{als Relation in
den weiteren Phasen dieses Ansatzes notwendig. Alle denierten Sprachen
f

ur Faktenketten und Reduzierungen auf relevante Teile der Sachbereichs-
theorie sind miteinander kombinierbar. F

ur verbundene, tiefenbeschr

ankte
und determinierende Hypothesensprachen wurde bewiesen, da sich diese
Verkn

upfung ohne Verlust der Vollst

andigkeit stark reduzieren l

at. Weitere
Einschr

ankungen k

onnen bei Angabe von Argumentssorten und funktiona-
len Abh

angigkeiten, Denition einer Pr

adikatstopologie und Auftreten von
Schl

usselargumenten in den Beispielen vorgenommen werden.
4.2.2 Speziellste Generalisierung von Faktenketten
Der zweite Schritt des zu Beginn dieses Kapitels formulierten Ansatzes be-
steht in der Konstruktion der speziellsten Generalisierungen der Faktenket-
ten, die durch die unterschiedlichen Einschr

ankungen aus dem vorherigen
Abschnitt auf relevante Teilmengen reduziert worden sind.
Die Konstruktion speziellster Generalisierungen stellt eine Abstraktion der
Faktenketten dar. Diese Generalisierungen abstrahieren von den Objekten
der Faktenketten und ersetzen diese durch Termvariablen, wenn sie nicht
in denselben Literalen der jeweiligen Faktenketten auftauchen. Diese Ab-
straktion soll auf alle
n(n 1)
2
Paare von n Faktenketten oder als Heuristik
auf eine bestimmte Anzahl x von Paaren f

ur jede Faktenkette (insgesamt
nx Paare) angewandt werden (siehe Abschnitt 4.3.6 zu den Parametern des
neuen Werkzeuges Mat).
In Abschnitt 2.3 wurden bereits die beiden wichtigsten Verfahren zur Bil-
dung speziellster Generalisierungen vorgestellt. Die logischen Verfahren nach
Plotkin bilden die speziellsten Generalisierungen bez

uglich der {Subsumti-
on und k

onnen exponentiell in der Anzahl der Beispiele wachsen. Die MSG
zweier Faktenketten besitzt eine eindeutige Reduktion und ist im schlimm-
sten Fall quadratisch in der Gr

oe der Faktenketten.
Die MSGs nach dem Graph Matching Verfahren von Haussler sind bez

uglich
`

unvollst

andig und lassen sich als speziellste Generalisierungen unter Be-
achtung der Objektidentit

at (Denition 2.21) charakterisieren. Die speziell-
ste Generalisierung ist bei diesem Ansatz nicht eindeutig. Im schlimmsten
Fall ist die Anzahl der MSGs exponentiell in der Anzahl der Objekte der
Beispiele. Dagegen sind diese MSGs maximal so gro wie die zu abstrahie-
renden Faktenketten.
Beide Methoden werden in diesem Ansatz alternativ verwendet. Als wei-
tere Heuristik wird neben der Berechnung aller MSGs unter Beachtung der
Objektidentit

at ein Algorithmus angeboten, der genau eine dieser speziell-
sten Generalisierungen berechnet, ohne die gesamte Menge aller MSGs als
Zwischenergebnis zu konstruieren und dadurch sehr ezient ist (siehe auch
Abschnitt 4.3.2 und Abschnitt 4.3.6).
Als weitere unvollst

andige MSG im Sinne von Plotkin ist folgender Ansatz
zu betrachten: Die Denition von schwach determinierenden Faktenketten
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kann auf die speziellste Generalisierung von zwei termvariablenfreien Regeln,
also auch Faktenketten, erweitert werden.
Denition 4.7 (schwach determinierende speziellste Generalisier-
ung) Sei h die speziellste Generalisierung zweier Grundklauseln C1 und
C2. Seien 
1
; 
2
zwei Substitutionen f

ur die gilt: h
1
= C1^h
2
= C2. Eine
speziellste Generalisierung h zweier Grundklauseln C1 und C2 heit
schwach determinierend bzgl. der Beispiele E und der Sachbereichstheo-
rie B, wenn jeder Term aus h durch eine schwach determinierende Verbin-
dungskette verbunden ist und h keine Grundliterale enth

alt. Ein Term, der
im Klauselkopf vorkommt, ist durch eine schwach determinierende Verbin-
dungskette der L

ange 0 verbunden.
Sei h = A B
1
& : : : & B
m
& B
m+1
& : : : & :B
n
eine Regel mit einer
Ordnung. Seien 
0
i
 
i
(i = 1; 2) die kleinsten Teilmengen von 
i
f

ur
die gilt: fA; : : :; B
m
g
0
i
2 B [ E. Ein Term t im Literal B
m+1
ist mit einer
schwach determinierenden Verbindungskette der L

ange d+1 verbunden, gdw.
alle Terme der Menge fA;B
1
; : : : ; B
m
g mit einer schwach determinierenden
Verbindungskette von h

ochstens der L

ange d verbunden sind und es nur ge-
nau zwei Substitutionen 
i
(i = 1; 2) gibt, f

ur die fB
0
m+1
g
0
i

i
2 B [ E
gilt. Die schwach determinierende Tiefe eines Terms ist die minimale
L

ange seiner schwach determinierenden Verbindungsketten.
Eine speziellste Generalisierung mit maximaler schwach determinierender
Tiefe i ihrer Terme und maximaler Stelligkeit der Literale j heit ij{
schwach determinierend.
Beispiel 4.5 Gegeben seien die Faktenketten
c(a,b)  c(a,c) & p(b,d) & p(c,d)
c(a,c)  c(a,b) & p(c,d) & p(b,d)
Dann ist
c(a,X)  c(a,Y) & p(X,d) & p(b,d) & p(c,d) & p(Y,d)
eine speziellste Generalisierung, aber die schwach determinierende Genera-
lisierung ist
p(X,d)  c(a,X). 3
Damit steht eine weitere Alternative zur Bildung der speziellsten Generali-
sierungen der Faktenketten zur Verf

ugung. Plotkins Verfahren zur Konstruk-
tion dieser Generalisierungen dient als Grundlage der in Abschnitt 4.3.2 vor-
zustellenden Implementierung dieser Ans

atze und wurde bereits in Kapitel
2.3 beschrieben.
Reduktion der MSGs
Die so konstruierten MSGs von je zwei Faktenketten lassen sich weiter re-
duzieren. Analog zur Bildung der i{kompatiblen Faktenketten k

onnen Lite-
rale, die nicht zu den denierten funktionalen Abh

angigkeiten kompatibel
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sind oder eine zu groe Tiefe haben, entfernt werden. Dieses Vorgehen wird
auch in anderen ILP Verfahren praktiziert (z.B. in Golem
[
Muggleton und
Feng, 1992
]
).
Nicht zur Pr

adikatstopologie kompatible Literale wurden bereits in den Fak-
tenketten entfernt. Durch einen Parameter kontrollierbar ist das Streichen
von Grundliteralen in einer speziellsten Generalisierung. Dahinter steckt die
Idee, da konstante Terme in einer Regel nicht durch weitere Eigenschaften
beschrieben werden m

ussen. So haben solche Grundliterale in einer Regel
beispielsweise keine Auswirkung auf die Auswertung des Akzeptanzkriteri-
ums von Rdt.
Im Gegensatz zu diesen heuristischen Methoden ist die Entfernung redun-
danter Literale eine

aquivalente Umformung. In Abschnitt 2.2.1 wurde be-
reits angef

uhrt, da diese Reduktionen nicht in polynomieller Zeit m

oglich
sind. In Abschnitt 4.3.4 wird ein korrektes und oft ezientes Verfahren zur
Berechnung der Reduktion einer Regel vorgestellt.
Eine weitere M

oglichkeit den Suchraum zu beschneiden, bietet das Ableiten
der klassizierten Beispiele aus den berechneten Generalisierungen. Werden
bez

uglich des Akzeptanskriteriums von Rdt zu viele Faktenketten negati-
ver Beispiele von einer speziellsten Generalisierung H {subsumiert, braucht
diese Regel H und ihre Generalisierungen nicht weiter betrachtet werden.
Dieses Vorgehen ist aber auch heuristisch unter Beachtung der Aufgabenstel-
lung, Regelmodelle f

ur eine beliebiges Akzeptanzkriterium zu lernen. Zudem
f

uhrt beim TestH `

C auch eine Beschr

ankung der Gr

oe der Faktenketten
(also von jCj) auf kleinste Werte nicht zu einem in polynomieller Zeit bere-
chenbaren {Subsumtionstest (siehe Abschnitt 2.2.1). Abschnitt 4.3.3 stellt
aber einen f

ur relevante Eingaben ezienten Algorithmus zur {Subsumtion
vor, auf dem auch der bereits angesprochene verbesserte Reduktionsalgorith-
mus beruht
[
Kietz und L

ubbe, 1994
]
.
4.2.3 Abstraktion und Generalisierung der Regelmodelle
Nach der Konstruktion und Generalisierung der Faktenketten in den ersten
beiden Schritten dieses Ansatzes erfolgt nun die Berechnung der gesuchten
Regelmodelle auf Basis dieser speziellsten Generalisierungen.
Diese Regeln sind sehr speziell und decken nur eine geringe Anzahl von
Beispielen ab. Da die akzeptierende Semantik vonRdt aber wie in Abschnitt
3.3 beschrieben die allgemeinsten akzeptierbaren Regeln sucht, m

ussen die
gesuchten Regelmodelle auch alle generelleren Regeln abdecken.
Eine zumindest f

ur diesen letzten Schritt vollst

andige Methode basiert auf
der Generalisierung durch Weglassen eines Literals: Bei allen Regeln wan-
delt man die Pr

adikatssymbole in Pr

adikatsvariablen um und bildet alle
Teilmengen des Regelk

orpers. Zus

atzlich ist f

ur jede Konstante in den Lite-
ralschemata dieser Regelmodelle dasselbe Schema mit einer Variable anstelle
der Konstanten zu notieren.
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Beispiel 4.6 Aus der Generalisierung
gromutter(X,Z)  mutter(X,Y) & mutter(Y,Z) & tochter(Z,Y)
erh

alt man so unter anderem die Schemata
Q(X,Z)  P(X,Y) & P(Y,Z) & R(Z,Y)
Q(X,Z)  P(X,Y) & P(Y,Z)
Q(X,Z)  P(Y,Z) & R(Z,Y)
Q(X,Z)  P(X,Y)
: : : 3
F

ur jede Generalisierung mit n Literalen gibt es somit 2
n
verschiedene Re-
gelmodelle allein durch Bildung der Teilmengen des Regelk

orpers. Diese Zahl
reduziert sich dadurch, da ein Teil dieser Modelle nicht verbundene Literal-
schemata enth

alt oder redundant sind. Dennoch bleibt der durch die Ord-
nung

uber den Regelmodellen strukturierte Suchraum sehr gro und dieser
Ansatz ist daher zu komplex.
Folgendes induktiv deniertes Verfahren versucht die Menge R der relevan-
ten Regelmodelle f

ur eine Zielrelation zu konstruieren (Algorithmus 4.1):
Sei G
1
die Menge der aus den Faktenketten berechneten speziell-
sten Generalisierungen. Diese Menge G
1
wird als die Teilmenge der
gesuchten Menge von Regelmodellen deniert, die die speziellsten
Regelmodelle aus R enth

alt
1
. Sei G
red
1
die Menge der nicht redun-
danten Regelmodelle aus G
1
und R
1
= G
red
1
enthalte das momentane
Zwischenergebnis.
Analog zur Generalisierung der Faktenketten wird nun f

ur eine Menge
G
red
i 1
die Menge G
i
der speziellsten Generalisierungen von Paa-
ren von Regelmodellen aus G
red
i 1
berechnet. Anschlieend wird die
Menge G
red
i
der bez

uglich R
i 1
[G
i
nicht redundanten Regelmodelle
aus G
i
konstruiert. Weiterhin seiR
i
die Menge aller nicht redundanten
Regelmodelle aus R
i 1
[ G
i
.
Dieses Vorgehen wird wiederholt, bis ein Index r mit G
red
r
= fg
existiert. Dann wird die L

osung R als R := R
r 1
deniert.
Kern dieses Verfahrens ist die Berechnung der speziellsten Generalisierun-
gen von Regelmodellen bzgl. der allgemeiner{als{Relation `
lit inj
RS

uber die-
sen Modellen. Dazu wird die Konstruktion der MSGs unter Beachtung der
Objektidentit

at eingesetzt. Zur Reduktion dieser Regelmodelle k

onnen so-
wohl nach Denition 3.11 redundante als auch Literalschemata mit zu groer
Tiefe entfernt werden.
Die Heuristik dieses Verfahrens besteht darin, da die Regelmodelle aus
G
red
i
mit wachsendem i immer genereller werden, durch die Konstruktion
von speziellsten Generalisierungen aber innerhalb des durch die Relation
`
lit inj
RS
strukturierten Suchraumes ausgehend von den Generalisierungen der
1
Dies ist m

oglich, da die Denition von Regelmodellen auch Regeln umfat.
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Faktenketten mit geringer Schrittweite zu den generelleren Regelmodellen

ubergegangen wird.
Zur Veranschaulichung dieses Verfahrens diene Beispiel 4.7:
Beispiel 4.7 Seien
r
1
:gromutter(X,Y)  vater(Z,Y) & mutter(X,Z)
r
2
:gromutter(ann,Y)  vater(tom,Y) & mutter(ann,tom)
r
3
:gromutter(ann,Y)  mutter(Z,Y) & mutter(ann,Z)
die speziellsten Generalisierungen G
1
= G
red
1
= R
1
einer Menge von Fak-
tenketten. Dann bilden die Regelmodelle
msg(r
1
; r
2
):gromutter(X,Y)  vater(Z,Y) & mutter(X,Z)
msg(r
1
; r
3
):gromutter(X,Y)  P(Z,Y) & mutter(X,Z)
msg(r
2
; r
3
):gromutter(ann,Y)  P(Z,Y) & mutter(ann,Z)
die Menge G
2
der reduzierten Generalisierungen von G
red
1
und G
red
2
=
fmsg(r
1
; r
3
); msg(r
2
; r
3
)g, da das Regelmodellmsg(r
1
; r
2
) redundant ist (we-
gen msg(r
1
; r
3
)). Das Zwischenergebnis ist: R
2
= fr
2
; msg(r
1
; r
3
); msg(r
2
;
r
3
)g (r
1
ist redundant wegen msg(r
1
; r
2
), r
3
wegen msg(r
2
; r
3
)). In Stufe 3
wird dann aus G
red
2
nur noch
gromutter(X,Y)  P(Z,Y) & mutter(X,Z)
berechnet. Dies Schema ist aber redundant in R
2
, so da G
red
3
= fg. Somit
ist r = 3 und R := R
2
mit den Modellen
gromutter(X,Y)  P(Z,Y) & mutter(X,Z)
gromutter(ann,Y)  P(Z,Y) & mutter(ann,Z)
nach Algorithmus 4.1 die L

osung f

ur das Problem, Regelmodelle f

ur die Re-
lation gromutter zu lernen. 3
Wie obiges Beispiel deutlich macht, wird bei diesem Steigen in der durch
`
lit inj
RS
denierten Halbordnung nicht automatisch von den Pr

adikatssym-
bolen abstrahiert, sondern bleiben Objekt{ und Pr

adikatsbindungen zum
Teil erhalten.
Die Mengen G
red
i
werden mit steigenden Werten i zun

achst im Umfang
wachsen und somit auch die Anzahl der zu konstruierenden Generalisie-
rungen aller Paare dieser Mengen (diese Anzahl w

achst sogar quadratisch
zur Gr

oe von G
red
i
). Da die Berechnung der MSGs aber aufwendig sein
kann und insbesondere die anschlieende Entfernung redundanter Regelm-
odelle auf einem NP{schwierigen Test beruht (siehe Abschnitt 3.2.2), steuert
ein Parameter, wieviele Paare zu jedem Schema aus G
red
i
zur Konstruktion
neuer Generalisierungen herangezogen werden. Auerdem ist es m

oglich die
Anzahl der Iterationen i nach oben zu begrenzen.
4.3 Das neue Mat
Der in Abschnitt 4.2 beschriebene heuristische Ansatz zum Lernen von Re-
gelmodellen wurde als Erweiterung des schon beschriebenen Werkzeuges
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Mat
[
Morik et al., 1993, Abschnitt 6.5.3
]
von Mobal implementiert. Mo-
bal ist in Quintus Prolog geschrieben und l

auft auf Sun Workstations
unter dem Betriebssystem SunOS4.1.
Faktenketten
BE
MSGs der
Generalisierung 
der Regelmodelle
Faktenketten
Abbildung 4.3: Der Mat Algorithmus im

Uberblick
Algorithmus 4.3 stellt den Ansatz im

Uberblick dar. Eingabe des Verfahrens
sind die Sachbereichstheorie B und die Beispiele E  B der Zielrelation.
Aus diesen werden die Faktenketten der Beispiele konstruiert (siehe Ab-
schnitt 4.3.1). Die Parameter percentage of pos examples und percen-
tage of neg examples dieses Sytems bestimmen dabei den Prozentsatz
der Beispiele, die Mat zum Lernen benutzt.
Im n

achsten Schritt werden die speziellsten Generalisierungen der Fakten-
ketten berechnet. Welche der alternativen Methoden zur Konstruktion dieser
MSGs eingesetzt werden bestimmt der Parameter factchain lgg. Algorith-
men zur Konstruktion der MSGs werden in Abschnitt 4.3.2 und zur Re-
duktion in Abschnitt 4.3.4 dargestellt. Wie in Abschnitt 4.2.2 beschrieben,
werden MSGs, die zu viele Faktenketten negativer Beispiele {subsumieren
nicht weiter betrachtet. Ein ezienter Algorithmus zur {Subsumtion wird
in Abschnitt 4.3.3 wiedergegeben.
Schlielich wird Algorithmus 4.1 zur iterativen Berechnung speziellster Ge-
neralisierungen von Regelmodellen ausgef

uhrt. Die Parameter max num-
ber of pairs und max number of mpred generalisation layers steu-
ern dabei die in Abschnitt 4.2.3 erw

ahnten Einschr

ankungen der Suchtiefe
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und {breite. Die Implementierungen der speziellsten Generalisierung, der
Reduktion und der allgemeiner{als Test zwischen Regelmodellen werden in
Abschnitt 4.3.5 beschrieben. Auf eine Darstellung der Implementierung von
Algorithmus 4.1 unter Ber

ucksichtigung der Parameter soll hier verzichtet
werden.
Weitere Parameter des Systems regeln die Anzeige der Faktenketten und
der MSGs w

ahrend des Lernlaufes. Eine

Ubersicht

uber alle Parameter gibt
Abschnitt 4.3.6.
4.3.1 Konstruktion der Faktenketten
Das Werkzeug Mat bildet die i{kompatiblen Faktenketten der Zielrelation
in Kombination mit jeder beliebigen zus

atzlichen Einschr

ankung mit Zeit-
aufwand polynomiell zur Gr

oe der Sachbereichstheorie.
Satz 4.3 Gegeben seien eine Sachbereichstheorie B und Beispiele E einer
Zielrelation. Sei t(h) das Maximum der Anzahl der Literale und der An-
zahl aller Terme einer Faktenkette h. Die i{kompatible Faktenkette h eines
Beispiels e 2 E kann mit Zeitaufwand in O(i  jBj  t(h)) berechnet werden.
Beweis
Der Algorithmus 4.2 berechnet die ij{nicht determinierenden Faktenket-
ten. Der Test < restriction > ist als die jeweils gew

unschte zus

atzliche Ein-
schr

ankung der Verkettung zu implementieren (Algorithmus 4. 3). F

ur i{
kompatible Faktenketten sind in < restriction > dar

uberhinaus die Sorten
und funktionalen Abh

angigkeiten von arg(Fakt) zu

uberpr

ufen. Dies erfor-
dert aber die

Ubergabe weiterer Argumente beim Aufruf von rec fact chain
und soll daher zum besseren Verst

andnis hier nicht dargestellt werden.
Zum Beweis der Korrekheit f

ur ij{nicht determinierende Faktenketten ist <
restriction > durch true zu ersetzen. ArgList enth

alt stets alle Terme, die in
der Faktenkette eines Beispiels der Tiefe i Depth vorkommen. Beim ersten
Aufruf von rec fact chain ist Depth = i und ArgList enth

alt die Terme der
Tiefe 0, die Argumente des Beispiels Example. NewArgList ist die Menge
aller Terme der Tiefe i Depth + 1. In der forall Schleife werden alle jene
Fakten aus dem Hintergrundwissen B zur Liste FactList hinzugef

ugt, die
Terme aus ArgList enthalten, also mit den Fakten der Tiefe i Depth ver-
bunden sind. Dabei wird gepr

uft, ob diese Fakten nicht schon in FactList
vorhanden sind. Ist Depth = 0, also bei Tiefe i, so d

urfen nur Fakten hinzu-
gef

ugt werden, die keine neuen Terme einf

uhren, daher ist der Schnittmen-
gentest nun durch einen Teilmengentest zu ersetzen. Abbruchbedingung ist
das Erreichen der maximalen Tiefe (Depth = 0) oder die Fakten der gerade
betrachteten Tiefe f

uhren keine neuen Terme mehr ein (NewArgList = ;).
F

ur i{kompatible Faktenketten kommt als weiteres Abbruchkriterium das
Finden aller Ausgabeargumente von Example hinzu (ausschaltbar durch
den Parameter use head out args).
4.3. DAS NEUE MAT 71
fact chain(Depth; B;E;Example)
arg(Example) := ArgList
KeyArgs :=init key disjunct fact(E)
rec fact chain(Depth; B;ArgList; fg; KeyArgs)
rec fact chain(Depth; B;ArgList; FactList;KeyArgs)
NewArgList := ;
for all Fakt 2 B do
if ((Depth = 0 and arg(Fakt)  ArgList)
or (Depth 6= 0 and arg(Fakt) \ArgList 6= ;))
and Fakt 62 FactList
and < restriction > = true
then NewArgList := NewArgList[ arg(Fakt)
FactList := FactList [ fFaktg
endfor
NewArgList := NewArgList nArgList
if NewArgList = ; or Depth = 0
then return FactList
else rec fact chain(Depth   1; B;NewArgList; FactList;KeyArgs)
Algorithmus 4.2: Konstruktion von Faktenketten
Bei den schwach determinierenden Faktenketten mu in < restriction > nach
Denition 4.4 nur getestet werden, ob ein Faktum neue Terme der Tiefe i+1
einf

uhrt, so da, umgewandelt in eine Termvariable, deren Belegung durch
die Terme der maximalen Tiefe i dieses Faktums eindeutig festgelegt ist.
Dieses testet die Funktion weak determinate fact.
F

ur beispieldisjunkte Faktenketten testet die Funktion key disjunkt fact,
ob eine neues Faktum l einer Faktenkette die Forderung arg(l
i
)\ ext(j; E n
feg) = ; aus Denition 4.6 erf

ullt. Dabei ist KeyArgs = ext(j; E n feg) und
wird genau dann in init key disjunkt fact initialisiert, falls es eine Menge
T
i
= ext(i; E) gibt, so da jT
i
j = jEj gilt, wie in Denition 4.6 gefordert.
Die Funktion rec fact chain wird O(minfDepth; jBjg) oft rekursiv aufgeru-
fen, wobei nur Werte mit Depth < jBj sinnvoll sind. Jeder Aufruf enth

alt
jBj viele Durchl

aufe der forall Schleife. Diese sind nach oben durch t(h) und
die Kosten von < restriction > beschr

ankt.
Bei einer ij{nicht determinierenden Faktenkette ist Depth = i zu setzen.
Nicht determinierende Faktenketten k

onnen daher in O(i  jBj  t(h)) kon-
struiert werden.
Die nicht dargestellte

Uberpr

ufung der Sorten und funktionalen Abh

angig-
keiten ist durch ein Polynom in der Gr

oe von t(h) nach oben begrenzt, so
da der Aufwand f

ur i{kompatible Faktenketten in derselben Gr

oenord-
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weak determinate fact(Fakt; ArgList; B)
bilde f , indem in Fakt alle Terme aus arg(Fakt)nArgList durch
Variablen ersetzt werden
if 9f
0
2 B mit 9 Substitution  : f = f
0
^ f
0
6= Fakt
then return false
else return true
key disjunct fact(Fakt;KeyArgs)
if argFakt \KeyArgs = ;
then return true
else return false
init key disjunct fact(E;Example)
bestimme die Mengen T
1
; : : : ; T
s
, der Terme die in den Beispielen E
an Position i; 1  i  s vorkommen
nde Menge T
i
mit jT
i
j = jEj
return KeyArgs := T
i
n nth arg(Fakt; i)
Algorithmus 4.3: Implementierungen von < restriction >
nung liegt.
Eine ij{schwach determinierende Faktenkette kann aus der ij{nicht determi-
nierenden Faktenkette h desselben Beispiels in O(t(h)
2
) berechnet werden,
somit liegt die Komplexit

at zur Berechnung schwach determinierender Fak-
tenketten in O(i  jBj  t(h)
2
). Der Test weak determinate fact berechnet
dagegen direkt nur die ij{schwach determinierende Faktenkette eines Bei-
spiels. Er testet im schlimmsten Fall zwar jBj viele Unikationen f

ur jedes
verbundene Literal, da die Literale f
0
in diesem Test aber teilweise instanzi-
iert sind, kann bei der Prolog Implementierung die Indexierung ausgenutzt
werden und dieser Aufwand reduziert sich daher erheblich.
Die Initialisierung und der Test f

ur beispieldisjunkte Faktenketten liegen in
O(jEj). F

ur beispieldisjunkte Faktenketten ergibt sich damit eine Komple-
xit

at von O(i  jBj  jEj).
4.3.2 Konstruktion speziellster Generalisierungen
Die speziellsten Generalisierungen bez

uglich der {Subsumtion werden nach
dem Algorithmus 2.1 von Plotkin konstruiert. Die Konstruktion der MSGs
unter Beachtung der Objekidentit

at unterscheidet sich von diesem Verfah-
ren in der Konstruktion der Selektionen. W

ahrend Plotkin nur eine Liste
S von Selektionen berechnet, gilt es f

ur diese MSGs alle unterschiedlichen,
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maximalen Listen S
i
von Selektionen zu berechnen, so da f

ur alle Selektio-
nen [p(t
1
; : : : ; t
r
)  p(u
1
; : : : ; u
r
)] einer Liste S
i
gilt: Es gibt kein Paar t
j
; u
j
so da Paare t
j
; u ^ u 6= u
j
oder t; u
j
^ t 6= t
j
in einer anderen Selektion
dieser Liste S
i
auftreten. Dabei ist in der Implementierung zu verhindern,
da Permutationen der Listen S
i
konstruiert werden. Auf alle diese Listen
S
i
wendet man dann Plotkins Generalisierung von W

ortern an. Ergebnis ist
eine Menge von Regeln. Die speziellsten Regeln aus dieser Menge bilden die
MSGs nach Haussler. Auf die Details der Implementierung soll auch hier
verzichtet werden.
4.3.3 Ein ezienter Algorithmus zur {Subsumtion
In diesem Abschnitt wird der im System Mat verwendete eziente Al-
gorithmus zur {Subsumtion zwischen Generalisierungen und Faktenketten
beschrieben. Dieser Algorithmus und die auf denselben Ideen beruhende
Verbesserung des Reduktionsalgorithmus ist eine gemeinsame Arbeit mit
J

org{Uwe Kietz
[
Kietz und L

ubbe, 1994
]
.
Ursache der Inezienz von `

ist der diesem Test inh

arente Nichtdetermi-
nismus bei der Wahl der Substitution . In Kapitel 2.2.3 wurde bereits die
Sprache der determinierenden Literale
[
Muggleton und Feng, 1992
]
f

ur Hy-
pothesen (und damit D) vorgestellt, deren Grundsubstitutionen durch die
Beispiele eindeutig festgelegt sind, also auch durch die Faktenketten (C).
Tats

achlich ist diese Eigenschaft auf den Test `

f

ur determinierende Horn-
klauseln

ubertragbar, so da `

f

ur derartige Hornklauseln in polynomieller
Zeit berechenbar ist
[
Kietz und L

ubbe, 1994
]
:
Denition 4.8 (deterministische {Subsumtion, `
DET
) Seien D =
D
0
 D
Body
und C = C
0
 C
Body
zwei Hornklauseln. D {subsumiert C
genau dann deterministisch mit der Substitution  = 
0

1
: : : 
n
, notiert
alsD `
DET
C, wennD
0

0
= C
0
gilt und eine OrdnungD
0
Body
= D
1
; : : : ; D
n
von D
Body
existiert, so da f

ur alle i; 1  i  n, genau eine Substitution 
i
mit fD
1
; : : : ; D
i
g
0

1
: : :
i
 C
Body
existiert.
In
[
Kietz und L

ubbe, 1994
]
wird bewiesen, daD `
DET
C mit polynomieller
Komplexit

at berechnet und die {Subsumtion zwischen determinierenden
Hornklauseln auf diese Subsumtion zur

uckgef

uhrt werden kann und damit
in polynomieller Zeit berechenbar ist.
Der in
[
Kietz und L

ubbe, 1994
]
beschriebene Algorithmus stellt auch f

ur
generelle Hornklauseln D eine Verbesserung dar, da er beim Testen von
D `
DET
C auch den nicht determinierenden Teil D
NONDET
= D nD
DET
von D berechnet, falls D
DET
`
DET
C gilt. Danach gilt D `

C genau
dann, wenn D
DET
`
DET
C mit 
DET
und D
NONDET

DET
`

C gelten.
Die Komplexit

at, D in D
DET
und D
NONDET
zu teilen und D
DET
`
DET
C
zu testen, liegt in O(jD
DET
j  jDj  jCj).
Der verbleibende Test D
NONDET

DET
`

C ben

otigt im worst case
nat

urlich weiterhin exponentielle Rechenzeit. Die {Subsumtion zwischen
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beliebigen Hornklauseln l

at sich so in einen determinierenden und einen
nicht determinierenden Anteil teilen.
Der verbliebene Subsumtionstest des nicht determinierenden, unter Umst

an-
den groen Teils D
NONDET
einer Hornklausel D = D
0
 D
DET
; D
NONDET
kann auch weiter verbessert werden. Dieser Teil der Klausel l

at sich in
solche Mengen aufteilen, die bez

uglich jeder m

oglichen Substitution  im
Test `

unabh

angig voneinander sind. Als Resultat ergeben sich dann
ebenso unabh

angige Subsumtionstests zwischen disjunkten Teilmengen von
D
NONDET
.
Denition 4.9 (k{lokale Hornklausel)
Sei D = D
0
 D
DET
; D
NONDET
eine Hornklausel. Die Funktion vars
berechne die Menge aller Variablen einer Formel. LOC
i
 D
NONDET
heit eine nicht{determinierende Lokalit

at von D, wenn (vars(LOC
i
) n
vars(fD
0
; D
DET
g)) \ vars(D
NONDET
n LOC
i
) = ; gilt und keine echte,
nicht leere Teilmenge LOC
j
 LOC
i
existiert, die auch eine nicht{
determinierende Lokalit

at von D ist. Eine nicht{determinierende Lokalit

at
LOC
i
heit k{Lokalit

at f

ur eine Konstante k, wenn k  min(j(vars(LOC
i
)n
vars(fD
0
; D
DET
g)j; jLOC
i
j) gilt. Eine Klausel heit k{lokal, wenn jede
nicht{determinierende Lokalit

at k{lokal ist.
Beschr

ankt man den nicht determinierenden Teil einer beliebigen Hornklau-
sel derart, so ergibt sich f

ur kleine Werte von k ein ezienter Algorithmus f

ur
k{lokale Hornklauseln. Der in
[
Kietz und L

ubbe, 1994
]
vorgestellte Algorith-
mus verbessert den Test `

zudem f

ur beliebige Hornklauseln. da er diese in
m

oglichst kleine disjunkte Teilmengen aufteilt, die unabh

angig voneinander
getestet werden k

onnen.
Einen {Subsumtions Algorithmus, der eine Aufteilung der Klauseln nach
Lokalit

aten vornimmt, wurde bereits von Gottlob und Leitsch beschrieben
[
Gottlob und Leitsch, 1985
]
, jedoch nicht in Kombination mit dem Begri
der determinierenden Klauseln.
4.3.4 Ein verbesserter Algorithmus zur Reduktion von
Hornklauseln
Die bereits angesprochene Verbesserung der Reduktion (siehe Kapitel 4.2.2)
von Hornklauseln basiert auf denselben Ideen, wie der verbesserte Algo-
rithmus f

ur die {Subsumtion. Die Reduktion einer Klausel D ben

otigt
mindestens jDj viele Aufrufe eines NP Orakels f

ur `

. Die Identikation
determinierender und lokaler Teilmengen der Klausel D f

uhrt zu teilweise
unabh

angigen, kleineren Reduktionen. Zuerst wird die maximale Teilmenge
D
DET
von D bestimmt, die D deterministisch {subsumiert. Der folgende
Satz sagt aus, da die so festgelegte Teilklausel D
DET
keine redundanten
Literale enth

alt. Somit ist jede Hornklausel, die sich selber deterministisch
{subsumiert, reduziert. Dar

uber hinaus mu nach diesem Satz nur der nicht
determinierende Teil der Hornklausel D reduziert werden.
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Satz 4.4 Sei D = D
0
 D
DET
; D
NONDET
eine Hornklausel, so da D
0
 
D
DET
die maximale Teilmenge von D ist, f

ur die (D
0
 D
DET
) `
DET
D
gilt. Dann ist die Hornklausel
D
0
 D
DET
; D
R
NONDET
die Reduktion von D, wobei D
R
NONDET
die minimale Teilmenge von
D
NONDET
ist, f

ur die gilt:
D `

(D
0
 D
DET
; D
R
NONDET
):
Der Begri der Lokalit

at kann zweimal zur Verbesserung der Reduktion
ausgenutzt werden. Zum einen kann eine Lokalit

at LOC
i
der Teilmenge
D
NONDET
einer Hornklausel D komplett entfernt werden, wenn LOC
i
`

(D nLOC
i
) gilt, d.h. die ganze Lokalit

at LOC
i
ist redundant. Sind nur Teile
einer Lokalit

at LOC
i
redundant, so kann diese dennoch unabh

angig von an-
deren Lokalit

aten reduziert werden, indem die minimale Teilmenge LOC
R
i

LOC
i
berechnet wird, so da LOC
i
`

(LOC
R
i
[D
DET
[
S
j
j 6=i
LOC
j
) gilt.
Unter Ausnutzung dieser Eigenschaften ergibt sich f

ur die Reduktion von
generellen Hornklauseln folgende Komplexit

at.
Satz 4.5 Sei D = D
0
 D
DET
; LOC
1
; : : : ; LOC
n
eine Hornklausel, wo-
bei D
0
 D
DET
die Hornklausel D deterministisch {subsumiert und alle
LOC
i
k{Lokalit

aten von D
NONDET
sind. Die Reduktion D
R
von D kann
mit O(jD
DET
j  jDj
2
+ jLOC
1
; : : : ; LOC
n
j
2
+ n  (k
k+1
 jDj)) Unikations-
versuchen berechnet werden.
Auch dieser Algorithmus ruft, wie der von Gottlob und Leitsch
[
Gottlob
und Leitsch, 1985
]
, linear in jD
NONDET
j oft eine Prozedur f

ur die NP{
vollst

andige {Subsumtion auf. Allerdings sind die beteiligten Teilklauseln
durch die Substituierung der determinierenden Variablen hier kleiner als in
[
Gottlob und Leitsch, 1985
]
. Dadurch sind die Kosten der Aufrufe von 
geringer. Nat

urlich hat auch dieser Algorithmus wie die {Subsumtion im
schlechtesten Fall eine exponentielle Komplexit

at von O(jDj
jDj
), falls D aus
einer einzigen Lokalit

at besteht.
4.3.5 Eziente Algorithmen zur Generalisierung, Subsum-
tion und Redundanz von Regelmodellen
Die Algorithmen zur Konstruktion der speziellsten Generalisierung von zwei
Regeln k

onnen auch f

ur Regelmodelle eingesetzt werden. Dazu bildet man
jedes positive n{stellige Literalschema P (t
1
; : : : ; t
n
) eines Regelmodells auf
das n + 1{stellige Literal pos(P; t
1
; : : : ; t
n
) ab. Negative Literalschemata
not(P (t
1
;: : : ; t
n
)) werden auf neg(P; t
1
; : : : ; t
n
) abgebildet. Als Resultat die-
ser Abbildung erh

alt man Regeln, auf die dann die in Abschnitt 4.3.2 darge-
stellten Algorithmen zur Berechnung der MSGs bzgl. `

inj
angewandt wer-
den k

onnen. Die resultierenden Regelmodelle sind zum Teil genereller als die
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speziellsten Generalisierungen bez

uglich der Relation `
lit inj
RS
. Die Beachtung
der Objektidentit

at auch f

ur die Pr

adikatsvariablen verhindert, da die kon-
struierten Regelmodelle spezieller als die zu generalisierenden Regelmodelle
sind. Anschlieend ist die beschriebene Abbildung der Literalschemata auf
Literale wieder zu invertieren.
Der Test R `
lit inj
RS
R
0
zwischen zwei Regelmodellen kann auf Grundlage
von Satz 3.1 implementiert werden. Dazu gilt es zuerst die Reduktionen
R
red
und R
0
red
dieser Regelmodelle bez

uglich der {Subsumtion zu konstru-
ieren. Anschlieend ist zu testen, ob eine injektive Abbildung 

uber der
Menge der Literalschemata existiert, so da R
red
  R
0
red
Dazu werden
die Regelmodelle zun

achst gem

a obiger Abbildung zu Regeln umgeformt.
Der Test R
red
  R
0
red
kann dann mit dem ezienten Algorithmus f

ur die
{Subsumtion zwischen Regeln aus Abschnitt 4.3.3 ausgewertet werden, wo-
bei man zus

atzlich sicherstellt, da in R
red
durch  keine Literale uniziert
werden.
Da Regelmodelle nur mit  = ; bzgl. `
lit inj
RS
reduziert werden k

onnen, kann
zu diesem Zweck der Reduktionsalgorithmus aus Abschnitt 4.3.4 f

ur Regeln
zum Einsatz kommen. Dazu bildet man das Regelmodell wieder auf eine
Regel ab, wobei die Pr

adikatsvariablen durch Konstanten ersetzt werden,
die sonst nicht in dem Modell vorkommen. Nach der Reduktion dieser Regel
bzgl. `

macht man diese Abbildung wieder r

uckg

angig.
Die Redundanz eines Regelmodelles R in einer Menge R von Regelmodellen
schlielich wird mit Hilfe des in Satz 3.2 beschriebenen Verfahrens getestet:
Gesucht wird ein Modell R
0
2 R mit der Reduktion R
0
red
, so da
 jR
0
red
j = jR
red
j, wobei R
red
die Reduktion von R ist und
 R
0
red
`
lit inj
RS
R
red
mit R
0
red


  R
red
, wobei Bild() und Bild(

) keine
Konstanten enthalten und

 eine injektive Abbildung ist.
F

ur den letzten Test wird beim oben beschriebenen modizierten
Algorithmus f

ur die {Subsumtion zus

atzlich

uberpr

uft, ob in R
0
red
(Pradikats-)Variablen auf Konstanten abgebildet und verschiedene Varia-
blen aus R
0
red
uniziert werden .
4.3.6 Mats Parameter
Dieser Abschnitt stellt die Parameter des Werkzeuges Mat in einer

Uber-
sicht dar:
recursive denition (advanced)
M

ogliche Werte: oneof([yes,no])
Default: no
Beschreibung: Kontrolliert das Auftreten des Kopfpr

adikates im K

orper der
Faktenketten (und damit auch der Regelmodelle).
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use negated literals (advanced)
M

ogliche Werte: oneof([yes,no])
Default: yes
Beschreibung: Kontrolliert das Auftreten negierter Literalschemata im
K

orper der Regelmodelle.
max linking depth (basic)
M

ogliche Werte: oneof([unlimited,0,1,2,3,4])
Default: 1
Beschreibung: Begrenzt die Tiefe der Verbindungsketten der Regelmodelle.
saturation restriction (basic)
M

ogliche Werte: oneof([indeterminate facts,weak determinate facts])
Default: indeterminate facts
Beschreibung: Kontrolliert die Einschr

ankung auf schwach determinierende
Faktenketten.
user sort restriction (basic)
M

ogliche Werte: oneof([yes,no])
Default: no
Beschreibung: Kontrolliert die Verwendung der Benutzersorten zur Be-
schr

ankung der Faktenketten.
use head out args (advanced)
M

ogliche Werte: oneof([yes,no])
Default: no
Beschreibung: Kontrolliert die Verwendung der Ausgabeargumente des Kopf-
literals zur Beschr

ankung der Faktenketten.
arg extention disjunct (basic)
M

ogliche Werte: oneof([no,auto,user given])
Default: no
Beschreibung: Kontrolliert die Einschr

ankung auf beispieldisjunkte Fakten-
ketten. Ist der Wert "auto", so wird entsprechend der Denition versucht
einen einstelligen Schl

ussel in den Beispielen zu nden. Ist der Wert "user
given" wird der Benutzer um Angabe einer Liste von Argumentspositionen
gebeten, auf die dann diese Denition angewandt wird.
percentage of pos examples (basic)
M

ogliche Werte: unrestricted or(integer from to(1,100))
Default: 30
Beschreibung: Der Prozentsatz der positiven Beispiele die Mat zum Lernen
benutzt.
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percentage of neg examples (basic)
M

ogliche Werte: unrestricted or(integer from to(0,100))
Default: 30
Beschreibung: Der Prozentsatz der negativen Beispiele die Mat zum Ent-
fernen zu allgemeiner MSGs der Faktenketten benutzt.
print factchains (advanced)
M

ogliche Werte: oneof([yes,no])
Default: yes
Beschreibung: Kontrolliert die Ausgabe der Faktenketten w

ahrend des Lern-
laufes.
factchain lgg (advanced)
M

ogliche Werte: oneof([one oi lgg,all oi lgg,weak det lgg,plotkin])
Default: all oi lgg
Beschreibung: Kontrolliert die Konstruktion der MSGs der Faktenketten.
"one oi lgg" konstruiert genau eine, "all oi lgg" alle MSGs unter Beach-
tung der Objektidentit

at. "plotkin" konstruiert die MSG bzgl. `

.
remove ground literals (advanced)
M

ogliche Werte: oneof([yes,no])
Default: no
Beschreibung: Kontrolliert das Entfernen von Grundliteralen zur Reduzie-
rung der MSGs.
mpred lgg (advanced)
M

ogliche Werte: oneof([one oi lgg,all oi lgg,plotkin])
Default: one oi lgg
Beschreibung: Kontrolliert die Konstruktion der MSGs der Regelmodelle.
"one oi lgg" konstruiert genau eine, "all oi lgg" alle MSGs unter Beach-
tung der Objektidentit

at.
max number of pairs (basic)
M

ogliche Werte: unrestricted or(integer ge(1))
Default: 5
Beschreibung: Suchbreite, d.h. dieser Wert gibt an, wie oft ein Regelmodell
maximal in einer Iteration zur Konstruktion einer MSG benutzt wird. "un-
restricted" bedeutet, da alle m

oglichen Paare benutzt werden.
max number of mpred generalisation layers (basic)
M

ogliche Werte: unrestricted or(integer ge(1))
Default: 10
Beschreibung: Suchtiefe, d.h. die maximale Anzahl der Iterationen in Algo-
rithmus 4.1. "unrestricted" bedeutet, da der Algorithmus endet, wenn keine
4.4. VERWANDTE ANS

ATZE 79
neuen Regelmodelle mehr gefunden werden.
print mpred layer (advanced)
M

ogliche Werte: oneof([yes,no])
Default: yes
Beschreibung: Kontrolliert die Ausgabe der jeweils neuen Regelmodelle in
einer Iteration.
Der Parameter max no of exceptions des Werkzeuges Rdt wird zur Entfer-
nung von zu generellen MSGs der Faktenketten benutzt. Der Parameter
topology restrictions dieses Werkzeuges entscheidet

uber die Beachtung der
Pr

adikatstopologie bei der Konstruktion der Faktenketten.
4.4 Verwandte Ans

atze
Das Werkzeug Incy des Systems Mobal benutzt einen heuristischen, da-
tengesteuerten Algorithmus zum Lernen von Regeln
[
Sommer, 1993
]
. Ausge-
hend von einem Beispiel spezialisiert Incy Hypothesen durch Hinzunahme
von Fakten aus Mengen von Fakten, die mit einem der Objekte des Beispiels
einen gemeinsamen Term teilen. Diese Klauseln werden zu Regelmodellen
abstrahiert und analog zum Werkzeug Rdt m

ogliche Instanzen auf Akzep-
tanz getestet. Es werden also sowohl Regeln wie auch Regelmodelle gelernt,
die anderen Lernverfahren zur Verf

ugung gestellt werden. Im Gegensatz zu
dem hier vorgestellten Verfahren, beschr

ankt sich dieser Ansatz nicht auf
das Lernen von syntaktischen Vorgaben, sondern testet Instanzen des Such-
raumes und ben

otigt daher ein konkretes Akzeptanzkriterium.
Feng und Muggleton denieren einen eingeschr

ankten logischen Formalis-
mus h

oherer Ordnung, in welchem sie induktive Generalisierungen berech-
nen
[
Feng und Muggleton, 1992
]
. Ihre Sprache basiert auf dem logischen
{Kalk

ul. Sie zeigen, da Terme dieser Sprache eine eindeutige speziellste
Generalisierung besitzen und geben einen Algorithmus zur Konstruktion
dieser Generalisierungen an. Als Anwendung pr

asentieren sie die Generali-
sierung zweier transitiver Klauseln f

ur die Begrie vorg

anger und weniger als
und erhalten die speziellste Generalisierung h

oherer Ordnung:
8XYZ.P(X,Y)  P(X,Z) & P(Z,Y).
Der Nachweis zum Einsatz dieses Verfahrens f

ur komplexere Probleme mit
nicht bekannten L

osungen fehlt.
4.5 Zusammenfassung
Nachdem im Kapitel 3 ein modellbasiertes Lernverfahren pr

asentiert und
einige der theoretischen Grundlagen neu deniert wurden, stellte dieses Ka-
pitel einen heuristischen Ansatz zum Lernen von Modellwissen in Form von
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Regelschemata dar. Dadurch soll das fehlende Werkzeug zum automatischen
Erwerb von Modellwissen bereitgestellt werden.
Der Ansatz basiert auf der Idee, da die Verkn

upfung der Fakten einer
Sachbereichstheorie

uber gemeinsame Terme die syntaktische Struktur der
zu entdeckenden Regeln beschreibt. Die Verkn

upfung wird durch die Kon-
struktion einer Faktenkette eines Beispiels verwirklicht, wobei verschiedene
Einschr

ankungen ein zu groes Ausma der Faktenketten verhindern. Der
Einu der Einschr

ankungen auf das Lernergebnis l

at sich teilweise formal
beschreiben. Die Faktenketten halten bereits Regelhaftigkeiten in den Daten
fest, allerdings beschreiben sie nur genau ein Beispiel der Zielrelation.
Die speziellste Generalisierung dieser Faktenketten erlaubt das Steigen in der
Allgemeinheitsordnung mit m

oglichst geringer Schrittweite. Anstatt alle Ge-
neralisierungen dieser Faktenketten im Raum der Regelmodelle zu konstru-
ieren, werden speziellste Generalisierungen von einer steigenden Anzahl von
Regelmodellen berechnet, bis keine neuen syntaktische Schablonen mehr ge-
funden werden. Dabei kommen auch bez

uglich der allgemeiner{als{Relation
nicht vollst

andige speziellste Generalisierungen zum Einsatz.
Das Verfahren setzt kein konkretes Kriterium f

ur die Akzeptanz von Regeln
oder Regelmodellen voraus und hat daher wenig M

oglichkeiten den Such-
raum gezielt einzugrenzen oder eine Menge von Regelmodellen als bereits
vollst

andige L

osung zu identizieren.
Kapitel 5
Experimente und Resultate
In diesem Kapitel wird die Eignung des heuristischen, datengesteuerten An-
satzes des Werkzeugs Mat zum Lernen von Regelmodellen experimentell

uberpr

uft. Dabei sollen Regelmodelle f

ur Zielrelationen aus verschiedenen
Sachbereichstheorien erworben werden. Diese Theorien sind unterschiedlich
komplex und ben

otigen daher jeweils andere Einstellungen der Parameter
von Mat.
Zu Beginn wird der Sachbereich Traffic-Law zur Darstellung von Ver-
kehrsverst

oen und deren gesetzlichen Folgen in Deutschland vorgestellt
[
Morik et al., 1993, Kapitel 9.1
]
. Die in diesem Sachbereich modellierten
Ereignisse sind hinreichend klein und lassen so ein positives Ergebnis erwar-
ten.
Weitaus komplexer sind die Lernziele zweier Sachbereichstheorien aus dem
Projekt BLearn II
[
Klingspor und Morik, 1995
]
. Dieses Projekt hat die
Navigation eines mobilen Roboters zum Inhalt.
Sicherheitsprobleme in der Telekommunikation werden in Speed behandelt,
einer Anwendung von Mobal in Kooperation mit Alcatel Alshtom Recher-
che, Paris
[
Sommer et al., 1994
]
.
Bevor diese Sachbereiche detaillierter beschrieben und das Verfahren Mat
zum Lernen von Regelmodellen f

ur einzelne Zielrelationen in diesen Theo-
rien eingesetzt wird, soll die Bewertung der Resultate diskutiert werden.
Ein m

ogliches Kriterium ist das Zur

uckgreifen auf bereits durchgef

uhrte
Lernl

aufe mit dem modellbasierten Verfahren Rdt. Anhaltspunkt ist hier-
bei, obMat die Regelmodelle lernt, die demWerkzeug Rdt bei erfolgreichen
Versuchen vorgegeben wurden und wieviele

uber

ussige Regelmodelle dieses
Verfahren dabei erzeugt.
Eine weitere M

oglichkeit bietet die

Uberpr

ufung der gelernten Menge von
Regelmodellen durch das Werkzeug Rdt bei geeigneten Akzeptanzkriterien.
Auerdem gilt es festzustellen, ob die Faktenketten der Beispiele genau die
relevanten Fakten der Sachbereichstheorie enthalten.
Den Abschlu dieses Kapitels bildet eine zusammenfassende Bewertung der
Experimente.
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5.1 Traffic-Law
Der Sachbereich Traffic-Law ist mit dem System Mobal erh

altlich und
ist in
[
Morik et al., 1993, Kapitel 9.1
]
ausf

uhrlich beschrieben. Da er zur
Illustration geeignet ist und aufgrund seiner Gr

oe positive Ergebnisse beim
Lernen mitMat ohne zu starke Beschr

ankung durch die Parameter erwarten
l

at, soll er in dieser Arbeit als erster Test dienen.
Er beschreibt insgesamt 11 F

alle von Verst

oen gegen die Verkehrsordnung.
Die Pr

adikate beschreiben, wer verantwortlich f

ur den Versto ist und welche
rechtlichen Folgen dieser nach sich zieht. Insgesamt gibt es ca. 30 Pr

adikate,

uber 100 Fakten und eine Reihe von Regeln. Die Pr

adikate sind in einer
Topologie angeordnet.
Zum Lernen von Regelhaftigkeiten eignet sich die Relation responsible. Diese
zweistellige Relation beschreibt, welche Person f

ur ein Ereignis verantwort-
lich ist. Ohne weitere Einschr

ankungen zu benutzen, konstruiert Mat fur
das Beispiel responsible(ab,event6) die Faktenkette:
responsible(sw,event1)  
involved vehicle(event1,b au 6773) &
owner(sw,b au 6773) &
car parked(event1,place1) &
car towed(event1,b au 6773) &
ne(event1,20) &
bus lane(place1) &
sedan(b au 6773).
Die Person sw ist verantwortlich f

ur Ereignis event1, da sie der Besitzer des
beteiligten Fahrzeugs b au 6773 ist, welches an einer Bushaltestelle abge-
stellt wurde. Das Ordnungsgeld betr

agt 20 DM. Die Pr

adikatsdeklarationen
der im Ereignis event1 vorkommenden Pr

adikate sind:
responsible/2: <person>, <event>
involved vehicle/2: <event>, <vehicle>
owner/2: <person>, <vehicle>
car parked/2: <event>, <place>
car towed/2: <event>, <vehicle>
ne/2: <event>, <amount>
bus lane/1: <place>
sedan/1: <vehicle>
Die in
[
Morik et al., 1993, S. 254
]
aus einer Standardmenge von Regelmodel-
len gelernte Regel
responsible(Z,X)  involved vehicle(X,Y) & owner(X,Z)
ist f

ur alle Beispiele von responsible g

ultig, da nur leichte Verst

oe, wie z.B.
Parkvergehen, dargestellt sind, und nach deutschem Recht daf

ur unabh

angig
vom Fahrer stets der Besitzer verantwortlich ist.
Mat lernt in 19 Sekunden mit den in Tabelle 5.1 dargestellten Parametern
6 nicht redundante Regelmodelle. Keines davon ist ein Schema f

ur obige
Regel, aber Mat lernt das pr

adikatsvariablenfreie Regelschema
5.2. BLEARN II 83
max linking depth unlimited
use head out args no
percentage of pos examples unrestricted
factchain lgg all oi lgg
mpred lgg all oi lgg
max number of pairs unrestricted
max number of mpred generalisation layers unrestricted
Tabelle 5.1: Parametereinstellung von Mat f

ur die Relation responsible
responsible(X0, X1)  involved vehicle(X1, X2) & owner(X0, X2)
& sedan(X2),
eine echte Spezialisierung dieser Regel, die ebenso g

ultig ist, da sedan(X2)
f

ur alle Fahrzeuge X2 im Sachbereich wahr ist. Die anderen Regelmodelle
enthalten zum Teil Pr

adikatsvariablen, sind aber entweder zu speziell oder
zu allgemein. Wie erwartet wurde also in sehr kurzer Zeit eine kleine Menge
von Regelmodellen gelernt, die ein geeignetes Regelmodell beziehungsweise
eine Regel enth

alt, die alle Beispiele der Zielrelation beschreibt.
5.2 BLearn II
Ziel des Projektes BLearn II ist die Entwicklung exibler und benutzer-
freundlicher Robotersysteme
[
Klingspor und Morik, 1995
]
. Das Szenarium
besteht aus einem Roboter, der sich in einer Umgebung bewegt und da-
bei mit Ultraschallsensoren Abst

ande zu anderen Objekten mit. Die For-
schungsaktivit

aten konzentrieren sich dabei auf die Handhabung und die
Navigation des Roboters. Anstatt dessen Bewegungen beispielsweise durch
Angabe von Koordinaten zu steuern, soll der Roboter auf abstrakte An-
weisungen wie "gehe durch die n

achste T

ur" reagieren. Dazu werden die
Wahrnehmungen der Sensoren und die Handlungsanweisungen f

ur den Ro-
boter durch pr

adikatenlogische Begrie repr

asentiert. Handlung und dabei
gemachte Wahrnehmungen sollen in einer gemeinsamen Repr

asentation in-
tegriert werden.
In einer ersten Abstraktion werden dazu die von den Sensoren des Robo-
ters w

ahrend einer Fahrt gemessenen Abst

ande in Intervalle unterteilt und
diese zu einfachen Basismerkmalen (engl. basic features) umgewandelt. Ein
Beispiel f

ur eine solche Sequenz von Merkmalen ist:
stable(t51,180,s17,20,23,0)
incr peak(t51,180,s17,23,24,87)
stable(t51,180,s17,24,40,0)
no movement(t51,180,s17,40,42,-999)
Die Argumente dieser Pr

adikate sind die Nummer der Roboterfahrt (engl.
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trace), die Orientierung des Sensors, die Nummer des Sensors, Start{ und
Endzeitpunkt des Basismerkmales und der Gradient.
In diesem Szenarium der Roboternavigation gibt es eine Reihe von Lernzie-
len. Die Basismerkmale f

ur einen Sensor sollen weiter zu komplexeren Sen-
sormerkmalen abstrahiert werden, die ganze Muster solcher Basismerkmale
beschreiben. Daneben gilt es aber auch, die Begrie f

ur Handlungsanwei-
sungen

uber wahrnehmungsintegrierende Handlungsmerkmale zu denieren
[
Sklorz, 1995
]
.
Dieser Sachbereich eignet sich zum Testen des Werkzeuges Mat, weil hier
das syntaktische Muster der zu entdeckenden Regeln nicht immer bekannt
ist. So kann ein Sensormerkmal durch eine Sequenz von Basismerkmalen
beliebiger L

ange charakterisiert sein. Diese Beobachtung gab bereits An-
la zur Entwichlung des Lernverfahrens Grdt
[
Klingspor, 1994
]
, bei dem
Regelmodelle durch kontextfreie Grammatiken beschrieben werden und so
eine beliebige Tiefe haben. Auerdem k

onnen einige der denierten Ein-
schr

ankungen von Faktenketten sinnvoll zum Einsatz gebracht werden.
5.2.1 Lernen einfacher Sensormerkmale
Zum Lernen von einfachen Sensormerkmalen aus den Basismerkmalen wird
ein Sachbereich mit 889 Fakten zu Basismerkmalen benutzt. Es existieren
Beispiele f

ur 4 Sensormerkmale. Zwei von Mat konstruierte Faktenketten
der Sensormerkmale s jump und s concave sind:
s jump(t51,s17,20,42,parallel) 
stable(t51,180,s17,20,23,0) &
incr peak(t51,180,s17,23,24,87) &
stable(t51,180,s17,24,40,0) &
no movement(t51,180,s17,40,42,-999).
s concave(t56,s4,37,86,diagonal) 
increasing(t56,45,s4,37,60,15) &
something happened(t56,45,s4,60,61,-21) &
straight to(t56,45,s4,61,86,-48).
Verkettungen mit Basismerkmalen aus anderen Roboterfahrten oder mit
Termen anderer Sorten verhindert die entsprechende Pr

adikatsdeklaration:
s concave/5: !<trace>, !<sensor>, !<time>, <time>, !<orientation>
stable/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
increasing/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
incr peak/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
no movement/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
straight to/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>, <grad>
something happened/6: !<trace>, <s alpha>, !<sensor>, !<time>, <time>,
<grad>.
Das Aunden der Ausgabeterme beendet die Verkettung mit dem Hinter-
grundwissen, sobald der Endzeitpunkt des Sensormerkmales in einem Basis-
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merkmal auftritt. Die Faktenketten der f

ur die Versuche gew

ahlten Zielre-
lationen s jump und s concave wurden daher korrekt konstruiert.
Zielrelation jE
+
j jBj # Regelmodelle Zeit
s concave 27 889 17 18:22 min
s jump 40 889 62 15:25 min
Tabelle 5.2: Lernen von Regelmodellen f

ur Sensormerkmale
Die Ergebnisse der beiden Lernl

aufe mit dem Werkzeug Mat sind in Ta-
belle 5.2 festgehalten. Tabelle 5.3 gibt die wichtigen Teile der verwendeten
Parametereinstellung wieder.
max linking depth unlimited
use head out args yes
percentage of pos examples unrestricted
factchain lgg plotkin
mpred lgg all oi lgg
max number of pairs unrestricted
max number of mpred generalisation layers unrestricted
Tabelle 5.3: Parametereinstellung vonMat zum Lernen von Sensormerkma-
len und operationalen Begrien
F

ur beide Zielrelationen wird in kurzer Zeit eine nicht zu groe Menge von
Regelmodellen berechnet. Der Vergleich von mit in Rdt verwendeten Re-
gelmodellen entf

allt hier, da aus den beschriebenen Gr

unden dieses Werk-
zeug in diesem Sachbereich nicht erfolgreich angewendet worden konnte
[
Klingspor, 1994
]
. Daher wurde getestet, ob Rdt mit den gelernten Re-
gelmodellen sinnvolle Regeln entdeckt. Das Akzeptanzkriterium bei diesen
Tests war A = finductive leap percentage = 20; min no of pos examples = 3,
max no of exceptions = 0, closed world assumption = nog. Die Resultate sind
in Tabelle 5.4 festgehalten.
Relation # Regelmodelle # Regeln Abdeckung Zeit
s concave 17 2 26% 2:23 min
s jump 62 7 50% 1:06 min
Tabelle 5.4: Resultate der BLearn II Lernversuche mit Rdt
Eine der gelernten Regel zur Relation s jump ist:
s jump(Tr,S,T1,T5,parallel) 
stable(Tr,Or,S,T1,T2,X9) &
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incr peak(Tr,Or,S,T2,T3,X7) &
stable(Tr,Or,S,T3,T4,0) &
no movement(Tr,Or,S,T4,T5,-999).
Sie beschreibt eine korrekte Folge von Basismerkmalen f

ur diese Relation
und deckt 32,5% der positiven Beispiele ab. Insgesamt werden genau 50% der
Beispiele von den 7 gefundenen Regeln abgedeckt, was als positives Resultat
zu bewerten ist. Bei der Relation s concave wird durch die 2 gelernten Regeln
nur eine Abdeckung von 26% erreicht.
5.2.2 Lernen operationaler Begrie
Der Sachbereich zum Lernen operationaler Begrie enth

alt 29 Pr

adikate, be-
stehend aus 8 verschiedenen operationalen Begrien, wahrnehmungsintegrie-
renden Handlungsmerkmalen und weiterem Hintergrundwissen. Insgesamt
gibt es 345 Fakten. F

ur die ausgew

ahlte Zielrelation move through door exi-
stieren nur 5 Beispiele. Folgende Faktenkette eines solchen Beispiels zeigt ex-
emplarisch, wie wahrnehmungsintegrierende Handlungsmerkmale und wei-
teres Hintergrundwissen mit diesem Begri verkn

upft sind:
move through door(t204,60,92,90) 
standing(t204,60,63,in front of door,front,small side,in front of door) &
moving(t204,63,90,slow move,front,in front of door,back) &
parallel moving(t204,63,90,slow move,front,through door,right and left) &
standing(t204,90,92,in front of door,back,small side,through door) &
standing(t204,90,92,in front of door,back,small side,in front of door) &
bg opposite direct(front,back) &
bg opposite direct(back,front)
Der Roboter f

ahrt durch eine T

ur, indem er erst mit seiner Vorderseite vor
dieser T

ur steht, dann durch diese hindurch f

ahrt und zum Schlu mit seiner
R

uckseite vor dieser T

ur steht.
Neben den Benutzersorten lassen sich f

ur die einzelnen Begrie bestimmte
funktionale Abh

angigkeiten denieren:
move through door/4: !<trace>, !<time>, <time>, <time>
standing/7: !<trace>, !<time>, <time>, <direct>, <direct>, <direct>,
<percecption>
moving/7: !<trace>, !<time>, <time>,<speed>, <direct>,
<percecption>, <direct>
parallel moving/7: !<trace>, !<time>, <time>,<speed>, <direct>,
<percecption>, <direct>
bg opposite direct/2: !<direct>, !<direct>
Durch diese Pr

adikatsdeklarationen und die Abbruchbedingung use head -
out args werden nur relevante Fakten mit den Beispielen verkettet. Mat
lernt mit der in Abbildung 5.3 angegebenen Parametereinstellung die drei
folgenden voll instanziierten Regelmodelle:
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move through door(Tr, Y, V4, V2) 
standing(Tr, Y, Z, in front of door, U, V, V1)
moving(Tr, Z, V2, V3, U, in front of door, back)
standing(Tr, V2, V4, in front of door, back, V, in front of door)
move through door(Tr, Y, V4, V2) 
standing(Tr, Y, Z, in front of door, U, V, in front of door)
bg opposite direct(U, V1)
moving(Tr, Z, V2, V3, front, in front of door, V1)
standing(Tr, V2, V4, in front of door, V1, V, in front of door)
move through door(Tr, Y, V4, V1) 
standing(Tr, Y, Z, in front of door, U, small side, V)
parallel moving(Tr, Z, V1, V2, U, through door, V3)
standing(Tr, V1, V4, in front of door, back, small side, through door)
Alle drei Regeln sind korrekte Beschreibungen des operationalen Begries
move through door
[
Sklorz, 1995
]
.
Lernen der Regelmodelle
jE
+
j jBj # Regelmodelle Zeit Mat
5 152 3 1:32 min
Testen der Regelmodelle
# Regeln Abdeckung Zeit Rdt
3 100% 0:36 min
Tabelle 5.5: Lernen von Regelmodellen f

ur die Relation move through door
Die Resultate der Tests mit dieser Zielrelation nden sich in der Tabelle 5.5.
5.3 Speed
Der Umgang mit Sicherheitsproblemen in der Telekommunikation ist Inhalt
des Projektes Speed, einer Anwendung von Mobal in Kooperation mit
Alcatel Alshtom Recherche, Paris
[
Sommer et al., 1994
]
. Ein Telekommu-
nikationsnetzwerk ist ein verteiltes System, an dessen Schaltstellen unter-
schiedliche Operationen ausgef

uhrt werden k

onnen. Ziel dieser Anwendung
ist eine einheitliche Sicherheitspolitik zu garantieren, die nur authorisierten
Personen bestimmte Operationen an einzelnen Schaltstellen erlaubt.
Eine Teilmenge der Pr

adikate aus Speed ist:
may-operate/3: <user>, <component>, <operation>
time/1: <time-of-day>
optype/2: <operation>, <operation-type>
rented-by/2: <switch>, <company>
dept/1: <department>
manages/2: <department>, <switch>
manager/1: <user>
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operator/1: <user>
works-in/2: <user>, <department>
sec-man/1: <user>
Die Relation may-operate beschreibt Benutzer, die an einer Komponente
des Systems eine Operation ausf

uhren d

urfen. Der Sachbereich enth

alt 27
Pr

adikate, f

ur die keine funktionalen Abh

angigkeiten deniert sind und die
alle kompatibel zu der Relation may-operate sind. Es existieren 139 positive
Beispiele f

ur diese Relation. Das Hintergrundwissen besteht aus 170 Fakten.
Mit der Parametereinstellung aus Tabelle 5.6 konstruiertMat folgende Fak-
tenkette des Beispiels may-operate(earlich,sabxb-01,op8):
may-operate(earlich,sabxb-01,op8) 
sw(sabxb-01) &
owner(sabxb-01,wichtig-co) &
erc(sabxb-01,erb11) &
location(sabxb-01,bonn) &
manager(earlich) &
manages(std,sabxb-01) &
optype(op8,log-create) &
rented-by(sabxb-01,gross-kg) &
slog(sabxb-01,slogb1) &
stat(sabxb-01,op) &
subsystem(pabxb-17,sabxb-01) &
swtable(sabxb-01,table-b1) &
works-for(earlich,gross-kg) &
works-in(earlich,std) &
sw(pabxb-17) &
owner(pabxb-17,wichtig-co) &
co(gross-kg) &
co(wichtig-co) &
covers(wichtig-co,bonn) &
dept(std) &
has-dept(gross-kg,std) &
location(pabxb-17,bonn) &
stat(pabxb-17,op)
Selbst bei einer Tiefenbeschr

ankung von 1 sind die Faktenketten relativ gro.
Mat lernt mit den Parametern aus Tabelle 5.6 184 Regelmodelle in 2:12
Stunden. Der Versuch, daraus mit Rdt Regeln zu lernen, wurde nach 2
Tagen abgebrochen. Auch kann in so einer groen Menge von Regelmodellen
nicht

uberpr

uft werden, ob die "richtigen" Regelmodelle darin enthalten
sind. Sowohl die Faktenketten als auch die Regelmodelle enthalten zu viele
Literale, deren Anzahl auch durch die Bildung speziellster Generalisierungen
nicht wesentlich geringer wird.
Positive Ergebnisse lassen sich erst erreichen, wenn funktionale Abh

angig-
keiten f

ur die Pr

adikate der Theorie deniert werden. Obige Faktenkette
kann dadurch beispielsweise zu
5.3. SPEED 89
max linking depth 1
use head out args no
arg extention disjunct user given:[1,2,3]
percentage of pos examples 30
factchain lgg plotkin
mpred lgg all oi lgg
max number of pairs 5
max number of mpred generalisation layers 2
Tabelle 5.6: Parametereinstellung I vonMat zum Lernen von Zugrisrechten
max linking depth unlimited
use head out args no
arg extention disjunct no
percentage of pos examples unrestricted
factchain lgg plotkin
mpred lgg one oi lgg
max number of pairs 3
max number of mpred generalisation layers 10
Tabelle 5.7: Parametereinstellung II vonMat zum Lernen von Zugrisrech-
ten
may-operate(earlich,sabxb-01,op8)  
sw(sabxb-01) &
manager(earlich) &
optype(op8,log-create) &
works-in(earlich,std) &
dept(std) &
manages(std,sabxb-01) &
service provider(std)
reduziert werden. Dabei wird aber sehr weitgehendes Wissen

uber die Zu-
sammenh

ange der Pr

adikate bez

uglich der Relation may-operate ben

otigt.
Die denierten Abh

angigkeiten erlauben nur wenigen Pr

adikaten die Ein-
f

uhrung neuer Terme. Mit der Parametereinstellung aus Tabelle 5.7 lernt
Mat aus diesen reduzierten Faktenketten 42 Regelmodelle in 7:13 min. Dar-
aus lernt Rdt mit A = finductive leap percentage = any; min no of pos ex-
amples= 3, max no of exceptions= 0, closed world assumption= yesg 6 Re-
geln in 1:29 min, die 92.8% der Beispiele abdecken.
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5.4 Zusammenfassung
Die durchgef

uhrten Experimente machen deutlich, da die Konstruktion
der Faktenketten starken Einu auf das Lernergebnis hat. In dem Sach-
bereich der Roboternavigation war eine Reduzierung auf die relevanten An-
teile der Faktenketten ohne Kenntnisse der zu entdeckenden Regeln m

oglich.
Die Ergebnisse sind als erfolgreich zu bewerten, zumal die in dem Projekt
BLearn II bisher durchgef

uhrten Lernversuche mit vorgegebenem Modell-
wissen keine besseren Resultate brachten.
Im Sachbereich Speed wurden ohne Verwendung spezieller Einschr

ankungen
keine verwertbaren Resultate erzielt. Erst die Denition von Abh

angigkeiten
unter Ausnutzung der zu lernenden Regeln konnte die Faktenketten auf
wirklich relevante Teile reduzieren. Dadurch wurden dann aber Regelmodelle
erworben, die zu Regeln mit einer hohen Abdeckung der Beispiele f

uhrten.
Insgesamt kann beobachtet werden, da ohne ausreichende Beschr

ankung
der Faktenketten und der Suchbreite vonMat, dieses Verfahren dazu neigt,
eine zu groe Menge von Regelmodellen zu lernen, deren Elemente zudem
oft viele Literale enthalten, also zu speziell sind. Auch die Auswahl einer
kleinen Beispielmenge f

ur den Lernlauf tr

agt nicht wesentlich zu einer guten
L

osung bei.
Kapitel 6
Schlufolgerung und
Ausblick
Ziel dieser Arbeit war die Entwicklung eines Verfahrens zum automatischen
Erwerb von Regelmodellen. Dieses Verfahren soll die beschriebene L

ucke bei
der Kooperation der Lernverfahren im System Mobal schlieen.
Regelmodelle kommen in der WerkbankMobal zur Reduzierung und Struk-
turierung des Suchraumes des Lernverfahrens Rdt zum Einsatz. In dieser
Arbeit wurde eine neue Allgemeinheitsordnung

uber Regelmodellen als Er-
weiterung der {Subsumtion deniert. Sie dient zum Abschneiden von Tei-
len des Suchraumes w

ahrend eines Lernlaufes und stellt eine Verbesserung
der bisher benutzten Relation dar, welche in Kapitel 3 dieser Arbeit als
zu restriktiv charakterisiert wurde. Auch wurde erstmals ein Redundanzbe-
gri f

ur Regelmodelle deniert, der mehr

uber

ussige Regelmodelle f

ur die
Vorgabe des Suchraumes erkennt als der bisherige Test. Die Realisierungen
dieser Denitionen in der WerkbankMobal verbessern somit das Werkzeug
Rdt zum Entdecken von Regelhaftigkeiten.
Zum Lernen von Regelmodellen wurde eine heuristischer Ansatz vorgestellt
und implementiert, der auf der Berechnung speziellster Generalisierungen
von Regelmodellen beruht. Um Hintergrundwissen zu ber

ucksichtigen wer-
den relevante Teile dieser Formelmenge mit den Beispielen zu Faktenketten
verkn

upft. Dabei werden zum Teil neue Ideen zur Beschr

ankung dieser Sa-
turierung der Beispiele benutzt.
Der Ansatz Regelmodelle durch speziellste Generalisierungen von Fakten-
ketten zu lernen, kann nur eingeschr

ankt als erfolgreich bewertet werden.
Wie die durchgef

uhrten Experimente zeigen, kann das Werkzeug Mat zwar
derart

uber die Parameter gesteuert werden, da der Algorithmus termi-
niert, die erworbene Menge von Regelmodellen kann aber nicht immer als
sinnvolle Eingabe f

ur das System Rdt dienen. Insbesondere werden durch
diesen Ansatz oft zu viele und zu spezielle Regelmodelle gelernt.
Dagegen gibt es auch einige positive Resultate, die vor allem darauf be-
ruhen, da die Faktenketten in diesen F

allen nur die wirklich relevanten
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Fakten der Beispiele enthalten und so die speziellste Generalisierung dieser
Faktenketten bereits ausreichend allgemein ist.
Zusammenfassend bleibt festzustellen, da der Versuch Regelmodelle zu ler-
nen, ohne eine Bewertungsfunktion f

ur jedes einzelne Regelmodell zu ha-
ben, schwierig ist. In dieser Beobachtung steckt auch m

ogliches Potential
f

ur weitere Arbeiten. Zieht man einen Test der Hypothesen oder einen noch
zu denierenden Test f

ur Regelmodelle hinzu, so stehen die

ublichen Techni-
ken zur Suchraumeinschr

ankung zur Verf

ugung. Allerdings stellt sich dann
die Frage, ob das Lernen von Modellwisen

uberhaupt sinnvoll ist und ein
Lernverfahren nicht direkt Regeln entdecken sollte.
Die einzelnen Algorithmen des Werkzeuges Mat sind zum Teil sehr ezi-
ent. Insbesondere f

ur die verbesserten Algorithmen zur {Subsumtion und
Reduktion von Hornklauseln konnte dies nachgewiesen werden
[
Kietz und
L

ubbe, 1994
]
. Sie kommen daher bereits in anderen ILP Lernverfahren zum
Einsatz.
Auch die Konstruktion der Faktenketten mit den in dieser Arbeit denier-
ten Einschr

ankungen der Verkettung kann in anderen Lernverfahren zur
Saturierung der Beispiele oder anderen Zwecken eingesetzt werden. Eine

Ubertragung der Ideen der Faktenketten auf Datenbanken ist im Bereich
des Knowledge Discovery denkbar.
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Anhang A
Grundlagen der
Komplexit

atstheorie
F

ur eine groe Anzahl wichtiger und praktisch relevanter Probleme sind bis-
her weder eziente Algorithmen gefunden worden, noch konnte der Beweis
gef

uhrt werden, da es f

ur diese Probleme keine ezienten Algorithmen gibt.
Dabei versucht man, ein Problem bez

uglich eines geeigneten Reduktionsbe-
gries auf ein anderes Problem zu reduzieren. Gelingt dies, so ist das erste
Problem nicht schwerer als das zweite und jede untere Schranke des ersten
Problems f

uhrt zu einer unteren Schranke gleicher Gr

oenordnung f

ur das
zweite Problem. Eine weitere Eigenschaft ist, da jeder Algorithmus f

ur das
zweite Problem zu einem gleich ezienten Algorithmus f

ur das erste Pro-
blem f

uhrt. Lassen sich zwei Probleme gegenseitig aufeinander reduzieren,
so sind sie gleich schwer.
Von besonderer Bedeutung ist dabei die Klasse der gleich komplexen, NP{
vollst

andigen Probleme. F

ur diese Klasse von Problemen wurde nachgewie-
sen, da es entweder f

ur jedes oder aber f

ur kein NP{vollst

andiges Problem
einen deterministischen Algorithmus mit polynomieller Laufzeit gibt (also
keinen ezienten Algorithmus). Allgemein wird von der zweiten Annahme
ausgegangen, da die Entdeckung eines polynomiellen Verfahrens f

ur ein ein-
ziges NP{vollst

andiges Problem zugleich den Nachweis erbringen w

urde, da
alle diese Probleme eziente L

osungsverfahren besitzen.
Ein Problem l

at sich formalisieren, indem man die Ein{ und Ausgaben des
Problems

uber einem Alphabet  (z.B.  = f0; 1g) codiert. Ein Problem
ist dann eine bin

are Relation R auf 

 

, wobei ein Paar (x; y) genau
dann ein Element der Relation R ist, wenn y eine zul

assige Ausgabe oder
L

osung zur Eingabe x ist. Entscheidungsprobleme lassen sich durch eine
Funktion f : 

! f0; 1g darstellen und k

onnen mit einer Sprache L =
f
 1
(1) identiziert werden. Die Sprache zu einem Entscheidungsproblem
ist also die Menge der Eingaben, die auf eine positive Ausgabe abgebildet
werden.
Damit l

at sich der bereits angesprochene Reduktionsbegri f

ur Entschei-
dungsprobleme formal wie folgt denieren
[
Garey und Johnson, 1979, S. 34
]
:
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Denition A.1 (polynomiell-reduzierbar, 
pol
) Eine Sprache L
1
 

1
l

at sich polynomiell auf eine Sprache L
2
 

2
reduzieren, notiert als
L
1

pol
L
2
, wenn es eine polynomiell berechenbare Transformation f : 

1
!


2
gibt, so da gilt:
8x 2 

1
: x 2 L
1
, f(x) 2 L
2
:
F

ur eine Klasse C von Sprachen heit ein Problem beziehungsweise eine
Sprache vollst

andig, wenn sie zu den schwierigsten Problemen aus C geh

ort
[
Garey und Johnson, 1979, S. 37, S. 109
]
.
Denition A.2 (C{vollst

andig, C{schwierig)
Eine Sprache L  

heit C{vollst

andig, falls L 2 C ist und f

ur alle
L
0
2 C gilt L
0

pol
L.
Eine Sprache L heit C{schwierig, wenn f

ur alle L
0
2 C gilt: L
0

pol
L.
Die Klasse NP enth

alt alle Entscheidungsprobleme, die von einer nicht de-
terministischen Turingmaschine in polynomieller Zeit entschieden werden
k

onnen. Eine Sprache L ist demnach NP{vollst

andig, wenn L in der Kom-
plexit

atsklasse NP ist und jedes andere Problem aus NP bez

uglich 
pol
nicht schwieriger als L ist. NP{schwierige Problem m

ussen selber nicht in
NP liegen.
Nachdem Cook beim Erf

ullbarkeitsproblem (SAT) der erste Beweis f

ur die
NP{vollst

andigkeit eines Problems gelang, vereinfacht folgender Zusammen-
hang den Nachweis der NP{vollst

andigkeit anderer Probleme
[
Garey und
Johnson, 1979, S. 38f
]
.
Satz A.1 L
2
2 NP;L
1
NP{vollst

andig, L
1

pol
L
2
) L
2
NP{vollst

andig.
Geh

ort also ein Problem L
2
in die Klasse NP und ist mindestens so schwer
wie ein Problem L
1
aus der Klasse der schwierigsten Probleme in NP, so
geh

ort auch L
2
zu den schwierigsten Problemen in NP.
Der Beweis der NP{Vollst

andigkeit eines Problems L  

folgt nach diesen
Ergebnissen nachstehendem Muster:
1. Es wird bewiesen, da L 2 NP ist.
2. Ein geeignetes NP{vollst

andiges Problem L
0
 (
0
)

wird ausgew

ahlt.
3. Nun gilt es, eine deterministische in polynomieller Zeit berechenbare
Transformation f : (
0
)

! 

anzugeben.
4. Abschlieend ist noch x 2 L
0
, f(x) 2 L zu beweisen.
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Gelingt nun f

ur ein Lernproblem der Nachweis der NP{vollst

andigkeit, so
wird sich unter der Annahme NP 6= P kein ezientes Lernverfahren f

ur
dieses Problem nden lassen.
Obige Theorie l

at sich auf Suchprobleme verallgemeinern. Zu diesem Zweck
werden Suchprobleme mit ihren Stringrelationen R identiziert. Die Verall-
gemeinerung der polynomiellen Reduktion auf Suchprobleme, besteht nun
darin, bei einer Reduktion von Suchproblemen R
1
 R
2
einen ktiven Algo-
rithmus f

ur das Problem R
2
als Unterprozedur in einem Algorithmus f

ur R
1
einzusetzen und diese Unterprozedur nur polynomiell oft aufzurufen. Dieses
Vorgehen l

at sich durch Orakel{Turingmaschinen formalisieren
[
Garey und
Johnson, 1979, S. 111f
]
.
Denition A.3 (Orakel{Turingmaschine) Eine Orakel{Turingmaschi-
ne mit einem Orakel g : 

! 

ist eine deterministische Turingmaschine
mit einem zus

atzlichen Orakelband und zwei zus

atzlichen Zust

anden q
f
(Ora-
kelfrage) und q
a
(Orakelantwort). Auer im Zustand q
f
arbeitet die Orakel{
Turingmaschine wie

ublich. Im Zustand q
f
und Inhalt x des Orakelbandes
wird in einem Schritt der Inhalt des Orakelbandes gel

oscht, die Antwort g(x)
auf das Orakelband geschrieben und die Orakel{Turingmaschine geht in den
Zustand q
a
.
Eine Funktion f realisiert eine Relation R  



, wenn f

ur alle x 2 
+
gilt: Gibt es kein y 2 
+
mit (x; y) 2 R, so ist f(x) = . Ansonsten ist
f(x) = y mit (x; y) 2 R. Das Orakel berechnet also eine Funktion g, die
eine bestimmte Relation R realisiert. Berechnet eine Orakel{Turingmaschine
mit einem Orakel g in polynomieller Zeit eine Funktion f und l

at sich das
Orakel g durch einen polynomiellen Algorithmus ersetzen, so ist auch f
polynomiell berechenbar. Damit ergibt sich folgender Reduktionsbegri f

ur
Suchprobleme
[
Garey und Johnson, 1979, S. 113
]
:
Denition A.4 (polynomiell{Turing{reduzierbar, 
T
pol
) SeienR und
R
0
zwei Stringrelationen

uber . Die Relation R heit genau dann polynomi-
ell{Turing{reduzierbar auf R
0
, notiert als R 
T
pol
R
0
, wenn eine Orakel{
Turingmaschine M existiert, deren Orakel die Relation R
0
realisiert und
die selber polynomiell zeitbeschr

ankt eine Realisierung von R berechnet.
Mit der Menge fja; neing als zul

assige Ausgaben lassen sich alle Sprachen
oder Entscheidungsprobleme auch als Suchprobleme auassen. Diese Kon-
struktion wird bei der Denition des Begries C{schwierig f

ur Suchprobleme
ausgenutzt
[
Garey und Johnson, 1979, S. 113
]
.
Denition A.5 (C-schwierig) Eine Relation (Suchproblem) R heit ge-
nau dann C{schwierig, wenn es eine C{vollst

andige Sprache L mit L
T
pol
R
gibt.
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Die Funktionsweise einer Orakel{Turingmaschine macht deutlich, da die C{
schwierigen Probleme mindestens so schwierig sind wie die C{vollst

andigen
Probleme.
Erw

ahnt werden sollen hier noch die Komplexit

atsklassen RP, co{C und
PSPACE (NPSPACE).
RP ist die Klasse aller Probleme (Sprachen) f

ur die es eine polynomiell zeit-
beschr

ankte probalistische Turingmaschine gibt, die unzul

assige Eingaben
nicht erkennt und W

orter der Sprache mit einer Wahrscheinlichkeit gr

oer
als 1=2 erkennt. Es gilt: P  RP  NP. F

ur eine Klasse C von Sprachen ist
co{C die Menge der Sprachen, deren Komplement in der Komplexit

atsklasse
C liegt. PSPACE (NPSPACE) ist die Klasse der Probleme, die von einer
(nicht{) deterministischen Turingmaschine mit polynomiellem Platzbedarf
erkannt werden k

onnen. Es wird vermutet, da NP 6= co{NP ist, und es gilt
P 
co{NP
NP
 PSPACE = NPSPACE.
Die in Kapitel 2.2.3 beschriebenen Einschr

ankungen des induktiven Lernen-
problems besitzen zum Teil polynomielle Algorithmen oder aber sie sind
NP{vollst

andig oder noch schwerer (z.B. PSPACE{schwierig).
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