Abstract. The paper is concerned with the Cauchy problem for a nonlinear, strictly hyperbolic system with small viscosity:
-Introduction
Consider a strictly hyperbolic n × n system of conservation laws in one space dimension:
(1.1)
For initial data with small total variation, the global existence of weak solutions was proved in [8] .
Moreover, the uniqueness and stability of entropy admissible BV solutions was recently established in a series of papers [3, 4, 5, 6] . A long standing open question is whether these discontinuous solutions can be obtained as vanishing viscosity limits. More precisely, given a smooth initial datā u : IR → IR n with small total variation, consider the parabolic Cauchy problem u(0, x) =ū(x).
(1.2)
Here A(u) . = Df (u) is the Jacobian matrix of f and ε > 0. It is then natural to expect that, as ε → 0, the solution u ε of (1.2)-(1.3) converges to the unique entropy weak solution u of (1.1)-(1.2).
Unfortunately, no general theorem in this direction is yet known. Some of the main results available in the literature are listed below.
1) In the case of a scalar conservation law, the entropic solutions of (1.1) determine a semigroup which is contractive w.r.t. the L 1 -distance. In this case, a general convergence theorem for vanishing viscosity approximations was proved in the classical work of Kruzhkov [12] .
2) For various 2 × 2 systems, if a uniform L ∞ -bound on all functions u ε is available, one can consider a weak limit u ε u. By a compensated compactness argument introduced by DiPerna [7] , it then follows that u is actually a weak solution of the nonlinear system (1.1).
For a comprehensive discussion of the compensated compactness method and its applications to conservation laws, see [18] .
3) For n × n Temple class systems, a proof of the convergence of the viscous solutions u ε to a solution of (1.1) can be found in [17, 18] .
4)
Assume that all characteristic fields of the system (1.1) are linearly degenerate. Then every solution with small total variation which is initially smooth remains smooth for all positive times [2] . Clearly such solution can be obtained as limit of vanishing viscosity approximations.
By a density argument it follows that every weak solution of (1.1) with sufficiently small total variation is a limit of viscous approximations.
5) For a general n × n strictly hyperbolic system, let u be a piecewise smooth entropic solution of (1.1) with jumps along a finite number of smooth curves in the t-x plane. Thanks to this additional regularity assumptions on u, it was proved in [10] that there exists a family of viscous solutions u ε converging to u in L 1 loc as ε → 0.
From our point of view, the major difficulty toward a general proof of the convergence u ε → u lies in deriving an a priori estimate on the total variation of the solution of (1. Observe that, as ε → 0, the initial data u(0, ·) has constant total variation, all of its derivatives approach zero, but its L 1 -norm approaches infinity. We thus need estimates on the total variation of a solution u(t, ·) of (1.4) which are independent of the L 1 -norm of the initial data.
To illustrate the heart of the matter, let us denote by λ 1 (u) < · · · < λ n (u) the eigenvalues of the n × n Jacobian matrix A(u) . = Df (u), and call l 1 , . . . , l n , r 1 , . . . , r n , its left and right eigenvectors, normalized so that
The directional derivative of a function φ = φ(u) in the direction of the eigenvector r i is written 
(1.9)
Taking the inner product of (1.9) with l i (u) one obtains
(1.10)
x , we thus seek an estimate on the L 1 -norm of solutions to
(1.11)
We regard (1.11) as a parabolic system of n scalar equations, coupled through the terms G, H, K.
These coupling terms can be split in two groups:
-Transversal terms involving at least two distinct components, such as
In the present paper we perform a careful study of transversal terms, and show that their total contribution is of quadratic order. Hence, for small initial data, they cannot produce a substantial amplification of the solution of (1.11). As a consequence, if the geometry of the system is such that the diffusion operator yields only transversal terms, then the total variation of solutions to (1.3) remains uniformly bounded as ε → 0. This is the case of systems, not necessarily of Temple class or not even in conservation form, where the integral curves of the eigenvectors r i are straight lines, namely:
We conjecture that uniform bounds on the total variation remain valid also in the presence of non-transversal terms. The analysis of these terms however seems to require substantially different techniques, and will be taken up elsewhere.
Our main results can be stated as follows. We first consider the Cauchy problem for the parabolic system (1.4). Here u → A(u) is a smooth map defined on an open set Ω ⊆ IR n , with values in the set of n × n matrices. We assume that each A(u) is uniformly strictly hyperbolic in Ω, i.e. it has n real distinct eigenvalues 
We remark that the bound (1.14) depends only on the total variation of the initial dataū, not on its L 1 -norm. The above result thus yields an a priori bound on the total variation of solutions of (1.2)-(1.3), independent of the parameter ε. Our second main result shows that, as ε → 0+, these solutions u ε converge to a unique limit u, depending continuously on the initial dataū. By the analysis in [3] , a Lipschitz semigroup S on a domain of BV functions is uniquely determined by its local behavior on piecewise constant initial data. In other words, if we assign a procedure for solving each Riemann problem, then the entire semigroup is completely determined.
In the present case, our semigroup of "vanishing viscosity solutions" is generated by the following Riemann Solver. Consider the Riemann problem 17) with |u
as the integral curve of r i through u, parametrized so that
By the implicit function theorem there exist unique states ω 0 = u − , ω 1 , . . . , ω n = u + and wave sizes σ i such that
Moreover, by strict hyperbolicity, there exist constantsλ 1 < . . . <λ n−1 such that
with the conventionλ 0 .
For each i, consider the scalar function 20) and let z i (t, x) be the unique entropic solution to the Riemann problem for the scalar conservation
A "solution" of the Riemann problem (1.16)-(1.17) is now defined by the assignment
We remark that, in general, the function in (1.22) is not a classical solution of (1.16 (ii) For everyū,w ∈ D withū −w ∈ L 1 and every t, s ≥ 0 one has 
-Outline of the proofs
In this section we describe the main steps in the proofs of Theorems 1 and 2. The total variation of a solution u will be estimated by deriving an a priori bound on the L 1 -norms of the
Denoting by φ i the right hand side of (1.11), the Cauchy problem (1.4), (1.2) can be rewritten as
where, for each t, the function u = u(t, x) can be recovered
It is well known that if the initial data of (2.1), (2.2) are sufficiently smooth, then there exists a solution at least for a small time interval [0,t]. We define the quantity
Since the left hand side of the evolution equation in (2.1) is in conservation form, one clearly has
Therefore, if the total strength of the source term φ i is bounded and of quadratic order w.r.t. η(t), the solution of (2.1) is well defined for all t ≥ 0 if η 0 is sufficiently small. The main goal of this section is then to prove an a priori bound on the terms φ i of the form
for some constant κ > 0.
We start by choosing constants c, δ 1 > 0 small enough so that the compact set
is entirely contained inside Ω, and moreover
We also choose constants C 0 , C such that
In the first part of our analysis we shall assume that, for all i = 1, . . . , n, the initial datav i in (2.1)
for some η 0 > 0. We choose the constant η 0 small enough so that
At a later stage, using standard smoothing properties of parabolic equations, we will remove the assumption (2.12).
If η(t) > 2η 0 for some t, by continuity there exists a timet > 0 such that η(t) < 2η 0 for all t ∈ [0,t[ and moreover η(t) = 2η 0 . We will show that for all 0 ≤ t ≤t we have the estimates
14)
so that it follows
The above formula implies that η(t) < 2η 0 for all t ≥ 0, i.e. the solution of (2.1) exists and has bounded L 1 norm for all t ≥ 0. In fact, recalling that the eigenvectors r i were chosen with unit length, by (2.2) and the choice of η 0 this yields
Hence the function u takes values inside the compact set K 1 , and the bounds (2.8)-(2.9) hold.
A detailed proof of (2.13)-(2.14) will be worked out in Section 3, providing a priori bounds on the L 1 norms of the terms
By (2.5), using (2.14) and (2.15) we conclude
The second inequality provides a regularity estimate on the solution to (2.1).
The bounds (2.18)-(2.19) thus yield an a uniform bound on the total variation of u(t, ·).
Indeed, for every t ≥ 0 one has
This establishes global BV bounds on every solution u of (1.2), (1.4) whose initial data lies in the domain
In Section 4 we then observe that, by the smoothing properties of the parabolic system (1.4), one can choose t 0 , δ 0 > 0 so that the following holds. For every initial dataū satisfying (1.13), the corresponding solution of (1.2), (1.4) satisfies
The previous analysis can thus be applied to the corresponding Cauchy problem on [t 0 , ∞[ . This yields the bounds (1.14), proving the first part of Theorem 1.
Concerning the estimates (1.15), the continuity of a BV solution as a function of time is a well known result for parabolic equations. To prove the Lipschitz continuous dependence w.r.t. the initial data, in Section 5 we first study the linearized equation describing the evolution of an infinitesimal perturbation. Replacing u by u + h in (1.4), letting → 0 and retaining terms of order we obtain
If the total variation of the reference solution u remains small, we show that every solution h = h(t, x) of the linearized system (2.23) satisfies
for some uniform constant L. If now two initial dataū,w are given, following [2] we construct the smooth path
Calling t → u θ (t, ·) the solution of (1.4) with initial dataū θ , we can write
Indeed, the tangent vector
is a solution of the linearized Cauchy problem
hence it satisfies (2.24) for every θ. This completes the proof of Theorem 1.
We now give a proof of Theorem 2. For a fixed ε > 0, thanks to the coordinate rescaling
3) can be written in the form
where U ε is the solution of (1.4)-(1.5). Clearly, for all t ≥ 0 one has
Therefore, by Theorem 1, for each initial conditionū in the set
the corresponding solution of (1.3) satisfies (1.14). Moreover, given two initial dataū,w, from (1.15) we deduce
For eachū ∈ D 0 we can thus use Helly's compactness theorem and deduce the existence of a subsequence ε ν → 0 such that the corresponding solutions u ε ν converge to some function u, namely
By a diagonalization argument, we can assume that, with the same sequence ε ν , the convergence (2.31) holds for all solutions starting from a countable dense set of initial data in D 0 . In order to characterize this limit and show that the whole sequence u ε converges as ε → 0, we first derive a bound on the propagation speed of perturbations. By studying again the linear variational equation (2.23), in Section 6 we show that, for any interval [a, b] and any two initial dataū,w, the corresponding vanishing viscosity limit solutions satisfy
Hereλ is a suitably large constant providing an upper bound for all wave speeds, so that λ i (ω) ≤λ
Indeed, since the limit (2.31) exists for a dense set of initial dataū, the uniform continuity property It remains to show that the flow of S is compatible with the Riemann Solver defined in Section 1. By the property (2.32), it suffices to consider the case where the initial data has a single jump as in (1.17) , and show that the limit of viscous approximations converge to the solution defined at
Consider first the case where the initial datumū lies on a single i-rarefaction curve, saȳ
Define the scalar function F i as in (1.20) . By the standard theory of scalar conservation laws [12] , it is well known that, as ε → 0, the solution z ε of the viscous Cauchy problem
converges to the unique entropic solution z of the scalar conservation law
Since, by assumptions, all rarefaction curves are straight lines, the solution of (1.3) with initial data (1.17) is given by
and thus converges as ε → 0 to the function u given by
In particular, if u − , u + in (1.17) lie on the same rarefaction curve, then u converges to the solution u defined in (1.22).
Since the semigroup S can be constructed using wave front tracking, it can be shown that this case is sufficient to determine uniquely the semigroup. However, since we have in (2.32) a L 1 loc dependence, it is easy to handle the general case.
Consider in fact a perturbed initial data of the form Thus by the property (2.32) and the previous analysis we can extend u δ to all t ≥ 0, and letting δ → 0 we obtain the desired result.
Since a Lipschitz continuous semigroup is entirely determined by its local behavior on piecewise constant initial data, the previous analysis uniquely characterizes the limit of viscous approximations. In particular, this limit does not depend on the choice of the particular sequence ε ν in (2.33).
This completes the proof of Theorem 2.
-Estimate of the interaction terms
In this section we prove the key estimates (2.14)-(2.15) on the interaction terms φ i . We shall denote by Γ i (t, x; s, y) the Green kernel for the linear equation
where λ i (t, x) is a bounded, sufficiently smooth function. In other words, (t, x) → Γ i (t, x; s, y) is the distributional solution of (3.1) such that
for every continuous functions f ∈ L 1 , see [1, 9] . Since (3.1) is in conservation form, it is well known that Γ i (t, x; s, y) is positive and
Taking λ i (t, x) = λ i u(t, x) and calling Γ i the corresponding Green kernel, the solution of the linear non-homogeneous Cauchy problem (2.5) can be represented as
The proof of our estimates will be given in three steps.
STEP 1: Estimate of the integral
As a preliminary, we prove Lemma 1. Consider two scalar parabolic equations in conservation form:
Assume that there exists c > 0 such that
Then for every initial dataz
Proof. We first establish the bound
where Γ i , Γ j denote the Green kernels corresponding to the two equations in (3.4) . By possibly performing a change of variable of the form x → x −λt, which does not affect the value of the integral (3.6), we can assume
This impliesλ
We now observe that the product function
provides the Green kernel for the linear equation in two space variables:
In the following we denote by G λ (t, x) the standard Gaussian kernel with constant drift λ and by
Writing (3.8) in the form
the corresponding Green kernel can be represented as
We now compute
Using the above formula and assuming that y 1 = y 2 (in this case we can change the order of integration), recalling (3.7) and the fact that the kernel K is positive, we conclude
This establishes (3.6).
Given any two initial conditionsz i ,z j , the corresponding solutions of (3.4) satisfy
By (3.6) this yields (3.5), proving the lemma.
Consider now two equations of the form (2.1). The solutions v i (t, x), v j (t, x) can be written in the form
Using (2.10) and the inductive assumptions (2.17), by (3.5) and (3.9) with easy calculations we
(3.10)
STEP 2: Estimate of the integral
Define the quantity
Using (2.9), (2.10), we have
(3.13)
For convenience, for i = 1, . . . , n, introduce the quantities
By (2.9 ), λ i ∞ ≤ C 0 . We also observe that the heat kernel
Define the timet by
Assume for simplicity thatt ≤t, wheret is defined in section 2, the other case being completely similar. For 0 ≤ t ≤t we can write the solution as
Using (3.14), (3.16) and the assumption η(t) ≤ 2η 0 , the L 1 -norm of the second integral on the right hand side of the above formula can be estimated as
Using the above estimate together with η 0 ≤ η(t) ≤ 2η 0 , for t ∈ [0,t] we obtain
By possibly reducing the value of η 0 , we can assume that
Using (3.18) and a comparison argument, it is easy to conclude that
if 0 ≤ t ≤t.
Consider now the caset ≤ t ≤t, and assume that (3.19) holds in the interval [t −t, t). Assume moreover that t is the first time such that equality holds is (3.19). The x-derivative of the solution v i of (2.1) can be written in the form
With a computation similar to the one above and using (2.9), (2.10), (3.18) and the assumption
hence a comparison argument shows that
Using (3.19) and (3.20) we conclude that, for all 0 ≤ t ≤t,
In particular, substituting (3.19) , (3.20) in (3.13) we recover (2.14) for 0 ≤ t ≤t.
STEP 3: Evaluation of the double integral
The idea is to use the representations of the first derivative v i x in terms of the heat kernel given in the previous step to show that the quantity in (3.21) can be bounded in terms of the product of 
where σ ≥ 0. As in the previous step, we compute the L 1 norm of the source term: for all 0 ≤ t ≤t we have
(3.23)
We first study the case σ ≤t, witht defined at (3.17). We write the solution of (2.1) as
We first estimate the following integrals, whose computation is carried out in appendix A:
(3.27)
Using the above estimates we obtain
Using (3.23), (3.18) and a comparison argument, this shows that I(σ) is uniformly bounded, in the case σ ≤t by
Ift ≤ σ ≤t, we split the integrals in (3.22) in two parts:
and write v i x (t, x), t ≥t, using the integral representation
We now use the further estimates proved in Appendix A if σ − τ >t, the other case being entirely similar:
Using the above estimates, for all (τ, z) ∈ [0,t] × IR we obtain
Adding the two expressions (3.28), (3.33), and recalling (2.10), we obtain
from which using a comparison argument we deduce
Note that (3.34) holds for every σ ≤t. This yields the desired bound for (3.22), namely
Using (3.10), (3.18), (3.19)-(3.20) and (3.35), we now prove the estimates (2.6) 
-Nonsmooth initial data
The estimate (3.37) proves that ift is the first time such that η(t) = 2η 0 , then (2.5) implies 
the solution can be extended for all t ≥ 0 and it has bounded variation: namely
In this section we prove that the domain can be extended to all functions with suitably small total variation. The main argument in this last step of the proof is quite simple: If the total variation of the initial dataū is very small, after a short interval of time the corresponding solution of (1.4) will be inside the domain D * , thanks to the smoothing properties of the parabolic system.
Hence our previous analysis can be applied.
With a linear change of coordinates, we can assume that
Denoting with e i the i-th unit vector and writingû i . = e i · u, we can write the solutions of (1.4) in the form
with obvious meaning of notations. Recall that
i is the Green kernel defined at (3.15). We look for an estimate of the form
Defining the time t 0 and the constant C as
we claim that (4.7) holds for t ≤ t 0 if the initial datum is enough smooth. Clearly (4.7) is a strict inequality for t sufficiently small. Using the same techniques as in Section 3, step 2, if 0 < t < t 0 we can estimate the L 1 norms of (4.5) and (4.6) as
where
Here the matrices A(u) are regarded as linear operators in L(IR n , IR n ), and IR n has the norm
This concludes the proof if the initial datum is sufficiently smooth. Since the estimates (4.7)-(4.8) depend only on the BV norm of u, by a density argument it follows that (4.7)
holds for any enough small BV function. In particular, at time t 0 form (4.7) we have
With easy computations, from (1.7) it follows that the components v i x are given by
Therefore, for a suitable constant C depending on DA ∞ , by (4.10)-(4.11) we have 
-L 1 stability of viscous solutions
In this section we prove the stability estimate (1.15) for solutions u of (1.4). Toward this goal, we first study the linear variational equation satisfied by infinitesimal perturbations. The evolution equation (2.23) can be more conveniently written as
We first consider the case in which the initial dataū is in D W . Defining the components of h and
with computations entirely similar to (1.7)-(1.10) we obtain
3)
The inner product of (5.3) with l i (u) yields
The following estimates are quite similar to those in Sections 2 -3.
Let the constant C 0 provide an upper bound for the absolute values of all functions 
Here
) is the right hand side of (5.4). We assume that there exists a constant ξ 0 such that
Since the right hand side of (5.5) is in conservation form, we have
so that if we can prove that for some constant κ < 1 8) we are done.
The proof involves three steps, entirely similar to the ones in Section 3.
Writing the solutions
after some calculations we obtain 9) because η(t) ≤ 2η 0 .
Concerning h i
x (t) L 1 , for every t ≥ 0 the same calculations as in Section 3, step 2, yield
3. Furthermore, the same computation as in Section 3, step 3 yields
Using the above estimates (5.8)-(5.12) and recalling that η 0 also satisfies (3.18), we obtain
By (2.13), the quantity ξ(t) is bounded by 14) so that the functions h i have uniformly bounded L 1 norm:
We consider now the caseū ∈ D andh ∈ BV . Denoting the componentsĥ i . = e i · h, we can write the solution of (5.1) in the form
Using the same techniques of Section 4, in this case relying on the assumptions
for h, and recalling (4.17), we can estimate the L 1 -norms of (5.16) and (5.17) as
In particular at time t 0 , repeating the arguments at (4.22), for some constant C we have 19) provided that C is big enough and the total variation ofū sufficiently small. The previous estimates on the norms h i (t) can thus be applied for t ∈ [t 0 , ∞[ , proving the estimates (2.24) on tangent vectors. By (2.26), this completes the proof of Theorem 1.
-The vanishing viscosity limit
To complete the proof of Theorem 2 given in Section 2, it only remains to prove the bound 
The estimates (6.9) are very rough bounds on the solutions of (6. 
where h θ j , j = 1, 2, 3 denote respectively the solutions of (2.27) with initial data 
Given ε > 0, consider now two solutions u ε , w ε of (1.3), with initial dataū,w. Applying the previous estimates to the corresponding solutions obtained via the rescalings t → t/ε, x → x/ε, and observing that the distance ū(x) −w(x) is always bounded by the diameter of the compact set K 1 , from (6.11) we deduce
Letting ε → 0, the vanishing viscosity limits u ε → u, w ε → w thus satisfy
Since (6.12) is valid for every λ >λ, it implies (2.32).
-Hyperbolic systems on manifolds
Let M be a smooth n-dimensional Riemann and call T u the tangent space at u ∈ M. At each point u, let A(u) : T u → T u be a linear mapping, smoothly depending on u ∈ M. Assume that each A(u) is strictly hyperbolic, i.e. it has n real distinct eigenvalues λ 1 (u) < · · · < λ n (u). If u : [0, ∞[ ×IR → M is a smooth map, at any given (t, x) the partial derivatives u t , u x are vectors in T u (t,x) . It is thus meaningful to consider the system u t + A(u)u x = 0 (7.1)
In a given set of coordinates, this yields a standard quasilinear hyperbolic system. Smooth solutions are thus well defined. On the other hand. since the equations are not in conservation form, there is no canonical way for defining discontinuous solutions.
Toward this goal, a possible approach is to consider a Riemannian structure on M. In this case, one can choose bases of right and left eigenvectors r 1 (u), . . . , r n (u) ∈ T u and l 1 (u), . . . , l n (u) ∈ T * u normalized as in (1.6):
For any ε > 0 we can now consider the parabolic system Taking the products of (7.4) with l i (u) and calling
. . , n, we obtain a system similar to (1.11) , where the quadratic terms involve only products of waves of distinct families:
All of our previous analysis can thus be applied. In the following, for simplicity we assume that a compact K 0 ⊂ M is given, which lies in the domain of a single chart. In this case, the total variation of a functionū : IR → M and its L 1 -norm can be referred to one particular system of coordinates. The extension to the general case is straightforward. (ii) For everyū,w ∈ D withū −w ∈ L 1 and every t, s ≥ 0 one has (iv) Every trajectory of the semigroup is a vanishing viscosity solution of (7.1) .
Observe that all steps in the construction of the Riemann Solver at (1.18)-(1.22) remain meaningful also in the case of a Riemann manifold.
To prove the theorem, we observe that all the estimates derived in the previous sections remain valid in this case. In particular, for any smooth initial dataū : IR → M with small total variation, the corresponding solution of (7.3) is well defined for all t ≥ 0, and its total variation remains uniformly small. Moreover, by the analysis in Sections 5-6, these solutions depend Lipschitz continuously on the initial data, with a Lipschitz constant independent of ε > 0, and converge to a limit as ε → 0.
On the other hand, by the results in [14] , the Riemann Solver described at (1.18)-(1.22) generates a unique Lipschitz semigroup S. To show that the trajectories of this semigroup coincide with our vanishing viscosity limits, by [3] it suffices to check the case of a Riemann initial data.
Assume first that both states u − , u + in (1.17) lie on a single i-rarefaction curve, say
Then the particular form of the diffusion operator implies that the solution of (7.3) remains on the same i-rarefaction curve for all positive times. We can thus write
where z is the solution of the scalar Cauchy problem (1.21).
The general case is proved by considering small perturbationsū δ of the initial data, as in (2.35), and using the Lipschitz continuous dependence of vanishing viscosity solutions.
