Abstract The Multi-Mission System Architecture Platform (MSAP) test bed at the Jet Propulsion Laboratory is an integral part of the MSAP Project and provides a hardwarein-the-loop simulation of the developed in-house product line. The goal of the MSAP Project itself is to develop and demonstrate reusable and evolvable core architecture for JPL in-house missions. The MSAP project develops the processes, products, and documentation for the software, hardware, and test environment for the implementation of the architecture. With minimal modifications this architecture will then be easily adaptable to future missions. The overall success of the MSAP Project has been largely due to its hardware-in-the-loop simulation and its rigorous test program.
INTRODUCTION
The goal of the MSAP Project is to develop a set of core hardware, software, and associated ground support equipment that can be used as a low cost/low risk basis for in-house development. Currently, the scope of the project has been specifically focused on the development of core avionics, power, and flight software systems that are applicable for small to medium sized missions. The functionality of these systems is generally common from mission to mission, and hence it is possible to produce a system that can be used on several missions. The MSAP project is an evolutionary development and will leverage off of existing JPL intellectual property where possible. The development will occur in phases. Each of the project phases will stand on its own and will develop a set of products and capabilities that will be fully tested and ready for implementation for flight by the end of the phase. The phases are defined in two-year increments. During each two-year phase MSAP addresses several spacecraft designs. These reference designs are to be supported under different verification environments using the MSAP core product. This core consists of a test environment, avionics, and flight and ground software. In supporting several spacecraft designs, simulators allow the test environment to be altered. Only the core MSAP hardware being validated will be represented as actual hardware during testing in the MSAP test bed.
The MSAP Avionics has been developed to provide core functionality for various spacecraft interfaces, namely: * Interfaces for common spacecraft GNC components such as gimbals, IMUs, and reaction wheels.
* A power control and telemetry collection device to allow users to more easily connect to the system bus and provide for analog data collection.
These interfaces are provided by the following MSAP hardware products:
(1) The MSAP Telecommunications Interface (MTIF), (Figure 1.0) . The SVTB provides a venue for user missions to fully evaluate the MSAP product line. The MSAP low fidelity test environment, or flight software test bed (FSWTB) consists of some MSAP core hardware, simulation hardware, and software simulators. Even though the environment does not utilize a complete set of the MSAP core hardware, it allows for some real-time development and verification of the MSAP flight software. The MSAP software simulation environment is a complete software representation of the core hardware and can be emulated on any of the hardware-in-the-loop test beds. This test environment is a non-real-time environment since the timing is not exact, however it allows for debugging of the flight software to be performed in a controlled manner.
Figures 1.1 and 1.2 on the next pages represent the reference spacecraft configurations that are supported using the MSAP developed hardware for this current phase. The overall goal of the MSAP test environment is to have the capability to morph into any type of potential spacecraft. Clearly it will require a great deal of hardware to populate the four existing MSAP test beds that support these permutations. Therefore, the use of both hardware and software simulators make it feasible to build up many test venues.
VALIDATION USING REQUIREMENTS
Prior to the development or selection of hardware, requirements are developed to document what is needed. These requirements are documented in such a manner that the different aspects of the hardware are encapsulated. Some of the requirements are very low level, such as identifying a particular brand of part or color of paint. There are also high-level requirements that characterize an item's performance in an integrated environment. Items that are built in-house are verified functionally in both a low-level and system-level use. When an item is verified in a low level environment, such as in board-level testing, it is being tested for compliance at the electrical level. When used in a system level, it is tested for its functional use.
The development of the hardware simulators is based upon the interface control document (ICD). The purpose of this document is to describe the functional specification, communication protocol, and the electrical and physical specification of the hardware. This document also aids in the development of the low level requirements that help in the verification and validation of the hardware at the board level. Once the hardware is shown to be compliant, it is delivered to the test bed for system integration and system testing (high-level requirement verification). A similar method of verification is used on hardware simulators. The low-level requirements that verify the interface between the simulator and its external environment are used for verification. These requirements should be selected based on the overall intended fidelity of the test environment. This method of verification is also applied in the high-level validation of the simulator-when the hardware is not available for comparison. There are also system level requirements that can be used for validation of the simulator, this has produced successful results in the validation of some of the current simulations use at JPL. Such a method was used during the development of the Cassini mission's attitude articulation control subsystem (AACS) simulation. Simulators were used in the validation and verification of the Cassini flight software because some of the flight hardware had not been delivered with enough time to be properly characterized on the ground prior to launch. It was not until the Cassini Spacecraft was in flight that the flight reaction wheel assembly (RWA) was used with the flight software for the first time. Most of the prelaunch testing was done using a hardware simulator. Overall, using the ICD and requirements produced a simulator that behaved like the actual hardware. The only issue with the RWA hardware simulators was the difficulty in modeling the deterioration of the hardware components in the space environment for a long-duration flight. This was due mainly to the fact that the hardware simulators did not simulate any moving parts. However, these were accounted for by using a software model of the hardware.
Past experience has shown that some hardware-in-the-loop simulations have difficulty stimulating the hardware to accurately represent the properties of hardware in flight. A good example of this is the Cassini flight inertial reference unit, where the in-flight unit has a different scale factor and bias than that of the ground unit in the test bed, and so in order to use the actual hardware, the flight software has to be modified to properly utilize it. When using the simulator these parameters can be changed, and the actual flight software can be left untouched.
The validation method using requirements is indeed a very tedious process, since every minute detail must be scrutinized. However, the test cases that are used to verify the hardware at the board level can be used. In the case where the hardware is not an MSAP product, faith must be placed on previously completed requirement verification of the simulators. Ideally having the actual hardware available for comparison makes validation of a simulator much easier since they can be compared.
VALIDATION USING HARDWARE
Using the actual hardware that will fly on the mission is the ultimate validation method. The key to validating the simulation is in the development of the test cases that characterize the behavior of the hardware. These test cases should not only characterize the functional behavior, but also provide a footprint of its performance. Based on a lesson learned from the Cassini attitude articulation control subsystem simulation, it was found that the flight spare RWA in the test bed did not behave the same as the ones onboard the spacecraft. This is because of the different hardware properties, such as scale factor and friction coefficients, that exist in space and on the ground. Failure in characterizing these hardware differences on the ground led to a lot of additional in-flight validation using the spacecraft. Once the hardware was characterized in flight, the new data was used to modify the RWA simulation so that it better represented the RWA hardware on the actual spacecraft. Even though a flight spare RWA was available and used for ground testing, the software simulator proved to be a more accurate representation, in some cases, of the hardware that was onboard the spacecraft. When using actual hardware, it proved difficult to remove environmental factors such as gravity and the earth's rotation. These additional factors produced errors that needed to be characterized.
Since the simulation contained no moving mechanical parts, it was rather straightforward to alter it to mimic the in-flight hardware, thus making it easier to predict the overall spacecraft behavior. Clearly, it is desired that all hardware idiosyncrasies be characterized prior to flight. This allows for the hardware's behavior to be incorporated in the simulation so that it can serve as a more accurate representation. The amount of validation depends on the fidelity and complexity of the simulation. Test cases should be developed to verify the overall fidelity that is needed.
Validation of a high-fidelity simulation should include a subset of test cases that are run during bench testing. It is during bench testing that the low-level requirements of the hardware are verified. This type of testing characterizes the overall performance and electrical interfaces. It is critical that electrical interfaces are modeled correctly in a highfidelity simulation. An important lesson learned from the Cassini mission is that of the Huygens Probe simulation. The Probe simulation in the integration and test laboratory only modeled data throughput, since the overall goal for the mission was to gather all of the probe data as it descended into Titan's atmosphere. While the fidelity of the simulation was deemed reasonable at the time, the simulation proved insufficient. During probe release, a command to power on one of its receivers was missing from the final sequence uplinked to the spacecraft. Had the probe's interface been modeled appropriately, this error would have been found in the test bed and corrected. It is crucial that the overall fidelity of the simulation and its risks are known prior to test case development and its use.
Once the fidelity of the simulation is determined, test cases must be performed in a controlled method for the simulator to be properly validated. Another lesson learned from the Cassini simulation is that some test cases that validate hardware must be run in open-loop mode. In open-loop mode the dynamics of the spacecraft are not modeled, and therefore there is no interaction between the dynamics simulation and the hardware simulator during test case without the complication of an outside stimulus. Since MSAP is not manufacturing or purchasing any missionspecific peripheral hardware, it is crucial that the test cases and data are obtained for comparison from a mission that has validated the hardware simulator. If the test cases cannot be acquired, but an abundance of data exists, i.e. flight data, then the scenario which the data represents needs to be recreated. If very little data exists it is desirable to also validate the simulator using requirements.
INHERITED HARDWARE SIMULATORS
Inherited simulators that have already been validated by other missions can be fully integrated in the same manner as hardware. This will only work if the actual software model was not altered in any way prior to integration into the test environment. To verify its integration the test cases from the functional portion of the hardware integration procedure should be run. This will only work if the nature of the simulator is well understood, and if it has been validated through the proper methods. Most simulations that have been inherited by MSAP have been fully tested and used for validation of spacecraft designs and flight activities. Most problems found with inheritance have been associated with the run-time execution of the simulations. Depending on the overall mathematical integration and run-time execution, its fidelity could be compromised. This is why it is important that the pedigree of the simulation, as well as its overall design is understood prior to use in a test environment. If a core simulator is altered in any way it is invalidated. The methods discussed in the previous sections must be applied to recertify the simulator.
FUTURE DIRECTION
The future of spacecraft validation will likely see many changes. Not the least of which will be an even greater role of software simulation. The MSAP test bed is already exploring this approach, and the benefits are evident. Developing the simulation before or in parallel with the hardware can significantly reduce the overall development cost and result in more cost-effective utilization of resources. Modeling in software allows for testing the compatibility of core spacecraft elements with a variety of subsystems, long before these subsystems have even been fabricated. This helps to expose interface, functionality, and performance issues before they become too costly.
Continued advances along these lines mean that even the core MSAP architecture can be customized by a user mission in a full software simulation prior to expending the cost and man-hours designing and fabricating hardware. In addition, entire proposed missions can be entirely modeled with software. Such a capability would have a profound impact on the way that we view mission planning, and training for future mission operations.
execution. This allows for the hardware to be characterized One of the most promising aspects of this approach is the collaboration and production of shared knowledge that it can foster. As stated earlier, one of the long term goals is to build simulation libraries that can be shared among user missions. The simulations contained in these libraries can be improved, modified, and then passed on to missions that need them. A major advantage is that low-cost or fast paced projects can inherit a set of simulations that are proven and understood. As more user missions take advantage of these libraries, they will mature and become even more reliable for future missions.
CONCLUSION
All simulations need to be validated, otherwise the decisions based on them could be erroneous. The level of fidelity and validation that is done on a particular simulator for a given application is dependent on the risks that the end user is willing to tolerate. Based on past experience of simulation validation, it should always be focused on the intended use. Therefore requirements play a key role. Requirements verify that the product is built correctly whether it is hardware or software. However, having the flight hardware helps characterize the functional and performance aspects of the simulator. 
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