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Sales Analysis 
David Shuler and Charles Cwiek 
Senior Honors Project, UH 499 
The purpose of this project is to analyze real data collected from my summer as a book 
salesman. Regression is a fascinating and useful way to find out exactly what might be causing a desired 
outcome. As is the case with most sales, "Units Sold" is the desired outcome, and whatever makes it 
increase is of interest to the salesperson and his company. 
Since Charlie Cwiek isn't the only one that will be reading this, I will begin with a brief description 
in as plain English as I can manage. The dependent variable, or the variable which is believed to be 
changed by the other variables, is Units Sold. All the other variables are Independent, meaning they are 
allowed to naturally vary, and they only affect the dependent variable. Regression discovers exactly how 
much variation in the independent variables explains variation in the dependent variable. 
I have used two types of independent variables: numeric and nominal. The numeric variables are 
as follows: 
Experience - how many days of selling I have finished 
Units Sold on Previous Day - how many units I sold the day before 
Door Demos - how many demonstrations I performed standing up outside at the door each day 
Sit Downs - how many demonstrations performed sitting down each day 
High Temperature - the temperature as I read it in my car between 3:30PM and 4:00PM 
Numeric variables are just that, they are continuous numbers that in this case have no upper limit. 
You can perform arithmetic functions on them like adding and subtracting (1 +1 = 2). The nominal 
variables. on the other hand, are categorical. Each category is either a number or word, but the numbers 
are not the same as the numeric variables, since you can't add them or do any kind of math with them 
(1 +1 NOT = 2). They are just a name that represents a group. The categorical variables are as follows: 
Knocked before 8 AM: 0 = YES, 1 = NO 
Time Left Last House: 0 before 9:30PM, 1 = after 9:30PM but before 10PM, 2 = after 10PM 
Shirt Style: either Polo or T, whichever was worn that day 
Shirt Color: describes the color or shirt worn that day 
Hair: Flat or Spiked 
Shorts Color: describes the color of shorts worn that day 
Cologne: 0 = no, 1 = yes 
Rained: 0 = no, 1 = yes 
Time to Bed: 1 = before 11 :OOPM, 2 = after 11 :OOPM but before midnight, 3 = after midnight 
Talked on Phone Previous Night: 0 = no, 1 = yes 
Before fitting a model that describes the dependent variable (Units Sold) as a function of the 
independent variables, I have to do a few tests to make sure the model will yield accurate results. First 
and most obvious is to make sure that the data I have entered is correct. Typos are a great way to make 
your results completely wrong. If I sold 106 units one day, but I accidentally typed 601 that would skew 
my model. The first way to correct these errors is to just eyeball it. However, a more advanced method 
of checking your data is make distributions of them. So the following pages are distributions of each 
variable, complete with minimums and maximums, means and number of entries, which aids in the 
checking process. For instance, in Shirt Color, the histogram shows how often each shirt color is entered. 
Previously, it showed that in one case I typed Bleu instead of Blue, which would have messed up my 
model. I fixed all the typos and printed out the below. 
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75.0% quartile 97.75 
50.0% median 58.50 




0.0% minimum 0.00 
Moments 
Mean 63.787879 
Std Oev 53.181407 
Std Err Mean 6.5461786 
upper 95% Mean 76.8615 










75.0% quartile 15.000 
50.0% median 13.000 




0.0% minimum 4.000 
Moments 
Mean 12.69697 
Std Dev 4.238903 
Std Err Mean 0.5217729 
upper 95% Mean 13.739022 















75.0% quartile 14.000 
50.0% median 11.000 




0.0% minimum 3.000 
Moments 
Mean 11.590909 
Std Dev 3.6668044 
Std Err Mean 0.4513524 
upper 95% Mean 12.492322 
!ower 95% Mean 10.689496 
N 66 
... .. 

























































Level Count Prob 
Polo 41 0.62121 
T 25 0.37879 













Level Count Prob 
Blue 16 0.25397 
Blue Stripe 5 0.07937 
Blue/Brown 11 0.17460 
Gray 11 0.17460 
Light Blue 1 0.01587 
Red Stripe 11 0.17460 
White 8 0.12698 
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The other preliminary test I performed on my data was a test for colinearity among the numeric 
independent variables. Colinearity means that the variables are related so much that you should just put 
one of them in the model. In order to test this, I made a scatterplot matrix. You can look at the 
correlation coefficients for each set of variables in the table below. If a value is close to 1 or -1, that 
indicates strong colinearity, and you should remove one of the variables. You can also look at the plots 
and eyeball them to see if there seems to be some relationship. This could discover a relationship that 




Experience Units Sold on Door Demos Sit Downs High Tempterature 
Previous Day 
Experience 1.0000 0.2059 -0.2951 -0.1433 0.5234 
Units Sold on 0.2059 1.0000 -0.0470 -0.0203 0.1493 
Previous Day 
Door Demos -0.2951 -0.0470 1.0000 -0.0457 -0.0868 
Sit Downs -0.1433 -0.0203 -0.0457 1.0000 0.1101 
High Tempterature 0.5234 0.1493 -0.0868 0.1101 1.0000 
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As you can see, [door demos I experience] and [high temperature I experience] have the highest 
coefficients and their graphs indicate some weak relationship. However, since I think it is important that 
all those variables be in the model, and the coefficients are not too close to +1 or -1, I will leave all the 
variables in the model. It makes sense that experience and high temperature are related because as the 
summer went along it became hotter, and as more time passed I got more experience. 
So now it's time to actually run a model. In the Y (dependent) position is Units Sold, and all the 
rest of the variables are placed in the X (independent) position. JMP (the statistical software that I used) 
produces a lot of output for models, especially multivariate ones, but I will emphasize the important parts. 
The Rsquared value indicates how much of the variation in Units Sold is explained by the model, 
or how much is explained by all the independent variables. As you can see, 74% of the variation in Units 
Sold is explained by this model. 
The most important part of the data is the effects test. This says how important each variable is 
in explaining the variation in units sold. For each independent variable, the probability of seeing as strong 
a relationship between that variable and Units Sold in the data, if in fact there is no relationship, is the p-
value, so a low p-value means that we are pretty sure the variable is related to Units Sold. 
So, looking at the p-values (Prob > F column), we can say with certainty that Sit Downs, Time 
Left Last House, and Talked on Phone Previous Night are strongly related to Units Sold. We can also 
see that Units Sold on Previous Day, Shirt Style, Shirt Color, Rained, High Temperature, and Shorts Color 
are really close to the cutoff. Using the parameter estimates, we can see that the relationship between 
Sit Downs and Units Sold is positive, so as Sit Downs increases, so does Units Sold. The same is true 
for Time Left Last House and Talked on Phone Previous Night; on nights when I left the last house after 
10PM, I sold more units, and when I talked on the phone the night before, Units Sold also increased. 
One possible cause for this would be that I had a better attitude when I talked on the phone the night 
before. 
Summary of Fit 
RSquare 
RSquare Adj 
Root Mean Square Error 
Mean of Response 
Observations (or Sum Wgts) 


















Source DF Sum of Squares Mean Square F Ratio 
C. Total 61 147536.98 0.0019 
Parameter Estimates 
Term Estimate Std Error t Ratio Prob>ltl 
Intercept -276.8168 172.6999 -1.60 0.1191 
Day of the Week[1J -9.77573 17.44815 -0.56 0.5793 
Day of the Week[2J 15.343783 13.74452 1.12 0.2728 
Day of the Week[3] 25.511655 13.06337 1.95 0.0599 
Day of the Week[4J -17.07869 12.25899 -1.39 0.1735 
Day of the Week[5] 5.7531731 14.57379 0.39 0.6957 
Experience 0.4021571 0.448383 0.90 0.3767 
Units Sold on Previous Day -0.173755 0.128301 -1.35 0.1854 
Door Demos 0.3409248 1.577639 0.22 0.8303 
Sit Downs 4.261209 1.728906 2.46 0.0195 
Knocked Before BAM [OJ -4.147224 7.484012 -0.55 0.5835 
Time Left Last House 2[0] -10.6198 12.39343 -0.86 0.3981 
Time Left Last House 2[1J ·19.60649 9.263922 -2.12 0.0424 
Shirt Style[Polo] -20.57946 10.79697 -1.91 0.0660 
Shirt Color[Blue] 0.9826818 14.27352 0.07 0.9456 
Shirt Color[Blue Stripe] 6.5224543 18.55975 0.35 0.7276 
Shirt Color[Blue/Brown] 44.682345 16.82117 2.66 0.0124 
Shirt Color[Gray] -17.08118 18.46797 -0.92 0.3622 
Shirt Color[Light Blue] -51.61852 41.9101 -1.23 0.2273 
Shirt Color[Red Stripe] 22.619778 18.7792 1.20 0.2375 
Hai r[Bandana] -53.91677 34.88889 -1.55 0.1324 
Hair[Flat] 31.393022 19.90479 1.58 0.1249 
Shorts Color[Blue] 14.984402 14.56038 1.03 0.3114 
Shorts Color[Gray] -5.150377 32.96094 -0.16 0.8768 
Shorts Color[Green] 10.610447 15.12655 0.70 0.4883 
Cologne[O] 12.218828 8.635167 1.42 0.1670 
Time To Bed[1] 15.601998 16.81444 0.93 0.3606 
Time To Bed[2] 0.1704258 10.37338 0.02 0.9870 
Talked on Phone Previous Night[O] -24.10339 7.313476 -3.30 0.0025 
Rained[O] -15.05093 8.446379 -1.78 0.0846 
High Tempterature 2.9209626 1.802649 1.62 0.1153 
Effect Tests 
Source Nparm DF Sum of Squares F Ratio Prob> F 
Day of the Week 5 5 10259.332 1.6586 0.1741 
Experience 1 1 995.201 0.8044 0.3767 
Units Sold on Previous Day 1 1 2268.978 1.8341 0.1854 
Door Demos 1 1 57.772 0.0467 0.8303 
Sit Downs 1 1 7515.213 6.0747 0.0195 
Knocked Before 8AM 1 1 379.896 0.3071 0.5835 
Time Left Last House 2 2 2 14704.766 5.9431 0.0065 
Shirt Style 1 1 4494.514 3.6330 0.0660 
Shirt Color 6 6 14137.305 1.9046 0.1116 
Hair 2 2 3130.580 1.2653 0.2963 
Shorts Color 3 3 9116.758 2.4564 0.0816 
Cologne 1 1 2477.057 2.0022 0.1670 
Time To Bed 2 2 2851.010 1.1523 0.3291 
Talked on Phone Previous Night 1 1 13437.765 10.8620 0.0025 
Rained 1 1 3928.295 3.1753 0.0846 
High Tempterature 1 1 3248.240 2.6256 0.1153 




"0 ~ 100 
'0 ro 
(fJ Q.) 50 
.!!3::E 
'2 en 0 
~ ~ ~------~--------------~ 
o 2 
Time Left Last House 2 










Talked on Phone Previous Night 
Now that we have a rough idea of which variables are significant, I am going to try to fit a model 
that contains only those important ones. I will start with the full model and add the 2-level interactions of 
the numeric variables to see if one variable might be important only if another is present. Here is the 
original model: 
Summary of Fit 
RSquare 
RSquare Adj 
Root Mean Square Error 
Mean of Response 
Observations (or Sum Wgts) 








Day of the Week[1] 
Day of the Week[2] 
Day of the Week[3] 
Day of the Week[4] 
Day of the Week[5] 
Experience 
Units Sold on Previous Day 
Door Demos 
Sit Downs 
Knocked Before 8AM[0] 
Time Left Last House 2[0] 














































































Term Estimate Std Error t Ratio Prob>ltl 
Shirt Color[Blue] 2.133745 15.10779 0.14 0.8890 
Shirt Color[Blue Stripe] 33.194513 22.1688 1.50 0.1492 
Shirt Color(Blue/Brown] 34.2733 16.80671 2.04 0.0542 
Shirt Color[Gray] -11.76522 19.01685 -0.62 0.5428 
Shirt Coior[Light Blue] -92.80333 46.22038 -2.01 0.0577 
Shirt Color[Red Stripe] 23.321277 18.85084 1.24 0.2297 
Hair[Bandana] -86.46783 41.25799 -2.10 0.0484 
Hair[Flat] 46.425926 22.82735 2.03 0.0548 
Shorts Color[Blue] -4.407746 14.89498 -0.30 0.7702 
Shorts Color[Gray] 18.595812 31.81016 0.58 0.5651 
Shorts Color[Green] 6.2470151 14.55808 0.43 0.6722 
Cologne[O] 19.376556 9.319736 2.08 0.0501 
Time To Bed[1] 14.807914 17.04706 0.87 0.3949 
Time To Bed[2] 3.7462097 11.12941 0.34 0.7398 
Talked on Phone Previous Night[O] -16.47637 7.393905 -2.23 0.0369 
Rained[O] -25.81255 9.636897 -2.68 0.0141 
High Tempterature 1.6305918 2.133823 0.76 0.4533 
(Experience-32.2419)*(Units Sold on Previous Day-63.3065) -0.007835 0.01043 -0.75 0.4608 
(Experience-32.2419)*(Door Demos-12.7581) -0.008399 0.105297 -0.08 0.9372 
(Experience-32.2419)*(Sit Downs-11.3871) 0.092833 0.165798 0.56 0.5815 
(Experience-32.2419)*(High Tempterature-97.4194) 0.0000319 0.147825 0.00 0.9998 
(Units Sold on Previous Day-63.3065)*(Door Demos-12.7581) 0.0764185 0.040202 1.90 0.0711 
(Units Sold on Previous Day-63.3065)*(Sit Downs-11.3871) 0.0054695 0.032378 0.17 0.8675 
(Units Sold on Previous Day-63.3065)*(High Tempterature-97.4194) 0.0174568 0.032697 0.53 0.5990 
(Door Demos-12.7581)*(Sit Downs-11.3871) -0.102438 0.709603 -0.14 0.8866 
(Door Demos-12.7581 )*(High Tempterature-97.4194) 1.0659313 0.510554 2.09 0.0492 
(Sit Downs-11.3871 )*(High Tempterature-97 .4194) 0.1335027 0.616883 0.22 0.8308 
Effect Tests 
Source Nparm DF Sum of Squares F Ratio Prob> F 
Day of the Week 5 5 7822.907 1.5412 0.2200 
Experience 1 1 495.421 0.4880 0.4925 
Units Sold on Previous Day 1 1 5.083 0.0050 0.9443 
Door Demos 1 1 180.728 0.1780 0.6774 
Sit Downs 1 1 12508.241 12.3210 0.0021 * 
Knocked Before 8AM 1 1 585.473 0.5767 0.4560 
Time Left Last House 2 2 2 2109.345 1.0389 0.3713 
Shirt Style 1 1 1960.794 1.9314 0.1792 
Shirt Color 6 6 8175.194 1.3421 0.2830 
Hair 2 2 4518.153 2.2253 0.1329 
Shorts Color 3 3 3816.433 1.2531 0.3159 
Cologne 1 1 4388.312 4.3226 0.0501 * 
Time To Bed 2 2 3446.500 1.6974 0.2073 
Talked on Phone Previous Night 1 1 5041.116 4.9656 0.0369 * 
Rained 1 1 7283.478 7.1744 0.0141 * 
High Tempterature 1 1 592.823 0.5839 0.4533 
Experience*Units Sold on Previous Day 1 1 572.958 0.5644 0.4608 
Experience*Door Demos 1 1 6.460 0.0064 0.9372 
Experience*Sit Downs 1 1 318.273 0.3135 0.5815 
Experience*High Tempterature 1 1 4.72815e-5 0.0000 0.9998 
Units Sold on Previous Day*Door Demos 1 1 3668.124 3.6132 0.0711 " 
Units Sold on Previous Day"Sit Downs 1 1 28.970 0.0285 0.8675 
Units Sold on Previous Day"High T empterature 1 1 289.375 0.2850 0.5990 
Door Demos*Sit Downs 1 1 21.157 0.0208 0.8866 
Door Demos*High Tempterature 1 1 4425.132 4.3589 0.0492 * 
Sit Downs*High Tempterature 1 1 47.547 0.0468 0.8308 
The effects with an asterisk beside them were significant enough to be put into the new model. 
Here is the new model with only the significant variables. Since two of the important effects are 
interaction terms, I had to include both of the components individually as well, even though alone they are 
not significant: 
Summary of Fit 
RSquare 
RSquare Adj 
Root Mean Square Error 
Mean of Response 
Observations (or Sum Wgts) 
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You can see that some of the effects we originally thought were significant turned out to be inSignificant 
when separated from the complete model. Once more, I will fit another new model with only the 
important effects: 
Summary of Fit 
RSquare 
RSquare Adj 
Root Mean Square Error 
Mean of Response 
Observations (or Sum Wgts) 







Sum of Squares Mean Square F Ratio 
Source OF Sum of Squares Mean Square F Ratio 
Model 6 53015.71 8835.95 5.0702 
Error 59 102820.61 1742.72 Prob> F 
C. Total 65 155836.32 0.0003 
Parameter Estimates 
Term Estimate Std Error t Ratio Prob>ltl 
Intercept -48.79134 131.8658 -0.37 0.7127 
Sit Downs 6.0572775 1.573416 3.85 0.0003 
Door Demos -1.639867 1.310647 -1.25 0.2158 
Talked on Phone Previous Night[O] -13.45461 5.64468 -2.38 0.0204 
Rained[O] -15.94591 7.068589 -2.26 0.0278 
(Door Demos-12.697)*(High Tempterature-97.7576) 1.0731981 0.380524 2.82 0.0065 
High Tempterature 0.8363825 1.331272 0.63 0.5323 
Effect Tests 
Source Nparm OF Sum of Squares F Ratio Prob>F 
Sit Downs 1 1 25828.319 14.8207 0.0003 
Door Demos 1 1 2728.188 1.5655 0.2158 
Talked on Phone Previous Night 1 1 9901.290 5.6815 0.0204 
Rained 1 1 8868.723 5.0890 0.0278 
Door Demos*High Tempterature 1 1 13861.903 7.9542 0.0065 
High T empterature 1 1 687.866 0.3947 0.5323 
Prediction Profiler 
250 
"0 N 0> 
'0 N N 150 lO (J) ~ l() 
19 
~ 0 100 ("') N 'c r-.: 
:J lO N +I 
0 
lO 0 lO 0 lO 0 lO 0 I.{) 0 0 I.{) 0 lO 0 I.{) 
N N N ex) 0> 0> 0 0 
0 103 
11.591 12.697 Talked on Phone 0 High 
Sit Downs Door Demos Previous Night Rained Tempterature 
250 
"0 I.{) "'" '0 ~ ("') 150 (J) lO 0 
19 
N "'" 100 r-- t.ri'c r-- N 
:J ~ +I 
0 
lO 0 I.{) 0 I.{) 0 I.{) 0 I.{) 0 0 I.{) 0 I.{) 0 I.{) 
N N N ex) 0> 0> 0 0 
,..-
0 91.5 
11.591 12.697 Talked on Phone 0 High 
Sit Downs Door Demos Previous Night Rained Tempterature 
250 
"0 ill ro 
'0 -.;t lO 150 (J) 0> N 
19 
ro N 
100 "'" ro 'c ("') 
:J I.{) +1 
0 
lO 0 I.{) 0 I.{) 0 lO 0 I.{) 0 0 
N N N 
0 98.75 
11.591 12.697 Talked on Phone 0 High 
Sit Downs Door Demos Previous Night Rained T empterature 
This time, all the effects in the model are important. Using the prediction profiler is another way 
we can determine the direction of each relationship. Sit Downs is positive, as we stated earlier. Rained 
is also positive, meaning that if it rained I sold more units. One possible reason that Rained would be 
positive is that my attitude was better when it rained because it was much cooler. Also, you tend to get 
more sympathy sales when you're dripping wet. Talked on Phone Previous Night was positive, probably 
because my attitude was better. Now the crossed effect Door Demos*High Temperature is hard to 
explain. As you can see in the first prediction profiler, when High Temperature is at 103, the slope of 
Door Demos is upward sloping, meaning there is a positive relationship between it and Units Sold. 
However, in the second profiler, when High Temperature is low, 91.5, the slope of Door Demos is 
decreasing, meaning door demos is negatively related to Units Sold if the Temperature is low. In the third 
profiler, when High Temperature is at a medium level, there is no relationship. This makes no sense 
because more demos should always mean more sales, regardless of the weather. Sometimes with real 
data, especially with small sample sizes, there are unexplained interactions that just don't make physical 
sense. My guess is with more data, we probably would not see this interaction. 
The next test I performed was to test a theory presented to me by my sales manager. He said 
most salespeople's Units Sold have a parabolic shape over the course of the summer. His reasoning 
was that you start off "stupid," but your attitude is great so you work really hard. As the summer 
progresses, your attitude becomes worse, but your skill improves. So the middle of the summer is where 
most people peak, since the combination of good attitude and skill is greatest at that point. After that, 
your attitude starts to get so bad that your units sold starts to decline. I decided to test this theory. The 
Experience variable represents the number of days I had sold, so I fir a model with Experience (a linear 
component) and Experience * Experience (a quadratic component) as the independent variables (Units 
Sold still being the dependent variable) in order to get a plot of Units Sold over Time. The results were 
exactly like my manager said, an umbrella shape. Since the p-value for the quadratic term is < .05, we 
can say that the quadratic, non-linear relationship that my boss said would exist does appear in my data. 
The regression plot below illustrates the umbrella-shape described by my boss. However, even though 
the p-value for the quadratic term is statistically Significant, you can see there is a lot of variation around 
the curved line of prediction. And when these two terms were added to my previous model (analysis not 
shown here), they were not statistically significant. So, although my boss' theory was correct, this 
umbrella effect was not as important in predicting Units Sold as the other variables previously discussed. 
Even though the trend is present, it is not as helpful in predicting Units Sold as the previous 5 variables 
were. 
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So far we have determined which variables are important in predicting Units Sold, and we have 
tested my boss' theory that Units Sold will be umbrella-shaped over time. When we were pulling out 
variables that were important, Sit Downs were always at the top of the list. This supports my boss' idea 
that selling is a numbers game, and the more people you give an opportunity to buy, the more sales you 
will get. But that raises the question, "How do I get more Sit Downs?" In order to answer that question, I 

will fit another model, but this time I will put Sit Downs in the Y position. My boss' theory! again, is that it 
is a numbers game, and the more doors you knock on, the more sit downs you will have, and the more sit 
downs, the more sales. Every house I knocked on where someone was home was either a sit down or 
door demo, so sit downs + door demos = total doors knocked on. A door demo was done ONLY if the 
prospect would not allow me to sit down with them. Here are the results: 
Summary of Fit 
RSquare 
RSquare Adj 
Root Mean Square Error 
Mean of Response 
Observations (or Sum Wgts) 








Day of the Week[1] 
Day of the Week[2] 
Day of the Week[3] 
Day of the Week[4] 
Day of the Week[5] 
Experience 
Units Sold on Previous Day 
Knocked Before 8AM[0] 
Time Left Last House 2[0] 
Time Left Last House 2[1] 
Shirt Style[Polo] 
Shirt Color[Blue] 
Shirt Color[Blue Stripe] 
Shirt Color[Blue/Brown] 
Shirt Color[Gray] 
Shirt Color[Ught Blue] 







Time To Bed[1] 
Time To Bed[2] 
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Source Nparm DF Sum of Squares F Ratio Prob > F 
Knocked Before8AM 1 1 25.51714 1.9729 0.1698 
Time Left Last House 2 2 2 9.36129 0.3619 0.6992 
Shirt Style 1 1 3.54700 0.2742 0.6041 
Shirt Color 6 6 119.87406 1.5447 0.1956 
Hair 2 2 8.81688 0.3408 0.7137 
Shorts Color 3 3 42.61291 1.0982 0.3641 
Cologne 1 1 35.47857 2.7431 0.1075 
Time To Bed 2 2 15.70233 0.6070 0.5511 
Talked on Phone Previous Night 1 1 14.78300 1.1430 0.2930 
Rained 1 1 5.06359 0.3915 0.5359 
High Tempterature 1 1 40.33359 3.1185 0.0870 
As you can see, Door Demos was the most important factor in getting Sit Downs, but the 
relationship is negative, meaning as Door Demos increases, Sit Downs decrease. That makes sense, 
because there are only so many hours to work, so if you fill them up with door demos, you won't have as 
many sit downs. High Temperature was also an important factor. My reasoning for that is that people 
feel sorry for a college boy standing outside in blazing hot weather, and they are more apt to let ~Iim in 
under such conditions. Experience and Cologne also affected whether or not people let me in, which 
makes sense because Cologne makes you more pleasant, and Experience adds skill in convincing 
people to let you in. 
In closing, I would like to provide some advice to new salespeople. First of all, Sit Downs are the 
most important factor in increasing your sales. As we saw, filling your day up with door demos will 
decrease your sit downs, so be more aggressive and try to get in the house more than once in trying to 
get in the house. Another word of wisdom is work through bad weather. As we saw, sales increased on 
days when it rained, whether it was out of sympathy or I just had a better attitude in the rain, sales went 
up, so work in the rain. Also, if it is hot outside, work anyway! Door demos are more likely to become 
sales in hot weather, so work through that as well. Lastly, do whatever it takes to keep a good attitude. 
Sales managers will tell you that selling is transference of feeling, and it's true! Be happy and have a 
good attitude and you will sell more. For me, it was talking on the phone the night before, but for you it 
could be something else. Just stay positive. 
