In this paper we consider estimation of nonlinear panel data models that include multiple individual …xed e¤ects. Estimation of these models is complicated both by the di¢ culty of estimating models with possibly thousands of coe¢ cients and also by the incidental parameters problem; that is, noisy estimates of the …xed e¤ects when the time dimension is short contaminate the estimates of the common parameters due to the nonlinearity of the problem. We propose a bias corrected likelihood estimator which can exploit the additivity of the e¤ects for numerical optimization, thereby avoiding the calculation of estimates of the e¤ects for given values of the common parameters. We exhibit the performance of this new estimator in simulations.
Introduction
In a typical nonlinear micropanel data model with …xed e¤ects there are hundreds or thousands of individual coe¢ cients to estimate together with a relatively small number of common parameters. A well known computational simpli…cation in the linear model is to obtain …rst the maximum likelihood (ML) estimates of the common parameters from a regression on the data in deviations from individual means, and secondly retrieve ML estimates of the e¤ects from averaged residuals one by one. A similar computational simpli…cation is available for NewtonRaphson and related algorithms for nonlinear …xed e¤ects models, which exploits the block-diagonal structure of the Hessian. This simpli…cation has been discussed in Hall (1978) , Chamberlain (1980) , and Greene (2004) for nonlinear models with a scalar …xed e¤ect. The …rst purpose of this work is to show how to use an iterated algorithm of this type in a nonlinear model with multiple …xed e¤ects.
As …rst noted by Neyman and Scott (1948) , when the time series dimension T is small relative to the cross-sectional dimension n, ML estimates of the common parameters can be severely biased, specially in dynamic models. This Incidental Parameters problem arises because the unobserved individual characteristics are replaced by noisy estimates, which bias estimates of model parameters. In particular, the bias of the MLE is of order 1=T . In some special cases it is possible to obtain …xed T large n consistent estimators of certain common parameters, but these situations are more the exception than the rule. Alternatively, a number of additional approaches have been proposed to obtain approximately unbiased estimators as opposed to estimators with no bias at all 1 . One of these approaches consists of estimation from a bias corrected objective function relative to some target criterion 2 . In this paper we discuss the application of computationally e¢ cient 1 See Arellano and Hahn (2006a) for a review of this literature on bias-adjusted estimation methods for nonlinear panel data models with …xed e¤ects.
2 See Pace and Salvan (2005) for adjustments of this type for a generic concentrated likelihood with independent observations, Arellano and Hahn (2006a) for static nonlinear panel models and Arellano and Hahn (2006b) and Hospido (2007) for the dynamic case.
algorithms to modi…ed concentrated likelihoods of this type to obtain estimators without bias to order 1=T in nonlinear panel models with multiple …xed e¤ects.
The paper is organized as follows. Section 2 introduces the model and notation. Section 3 explains how the iterated algorithm works. Section 4 discusses its application to bias corrected concentrated likelihoods. Section 5 presents some simulation results. Finally, Section 6 concludes. Detailed derivations are given in the Appendix.
Model and Notation
Let us consider the following model for the joint density of T random vectors conditioned on initial observations, strictly exogenous variables, and …xed e¤ects:
f (y i1 ; :::; y iT j y i0 ; x i1 ; :::;
where 0 is a vector of common parameters and i0 is a vector of …xed e¤ects.
We observe the random sample fy i0 ; :::; y iT ; x i0 ; :::; x iT g n i=1 and we denote 0 = ( and let`i ( ; i ) = P T t=1`i t ( ; i ).
E¢ cient Newton-Raphson iteration
Let us consider the estimator
and let …rst and second derivatives be denoted by
The Kth step of the iteration of a computationally e¢ cient algorithm for obtaining b and b takes the form
; (i = 1; :::; n)
where all derivatives are evaluated at
This result can be easily proved using partitioned inverse formulae (a detailed derivation is in the Appendix A). It is a standard result in nonlinear estimation of models with many group e¤ects. 
Adjusted Concentrated Likelihood
When T is short we may be interested to consider an estimator that maximizes a bias corrected concentrated likelihood of the type reviewed in Arellano and Hahn (2006a) :
where
and i ( ; i ) is an adjustment term.
As long as the adjustment term depends on , the iterated algorithm discussed above cannot be directly used for estimating b c . Note that
where b c = b b c . Thus, if we use the analysis of covariance algorithm discussed in the previous section we still need to calculate b i ( ) for given values of .
An Alternative, Computationally E¤ective Estimator Alternatively, we can consider an estimator of the form e e = arg max
for which the iterated algorithm can be used. This is equivalent to:
The statistic e i ( ) can be regarded as a Bayesian estimator that uses e i ( ; i ) as the prior distribution of i for a given value of . Thus, under general conditions, e i ( ) will be asymptotically equivalent to b i ( ), and e will have similar (bias reducing) properties as b (see Severini, 1998 , section 4, for a discussion on the use of adjusted concentrated likelihoods using alternative estimates of nuisance parameters).
It appears that e is not only computationally convenient, but it may also exhibit improved …nite sample properties in certain situations due to the replacement of b i ( ) by e i ( ).
Bias Expression The form of the approximate bias (Arellano and Hahn, 2006a ) is
Adjustment Terms Given (4.1), for estimation we consider the following adjustment term
For i ( ), in static models, we can also use its observed sample counterpart (Arellano and Hahn, 2006a):
However, in dynamic models, using the observed quantities evaluated at^ i ( ) or~ i ( ) will not work. Instead, we use a trimmed version (Arellano and Hahn, 2006b) :
Jackknife-corrected likelihood The jackknife-corrected log-likelihood (Dhaene, Jochmans and Thuysbaert, 2006 ) is de…ned as
where`(
and `1 =2 ( ) is the average of two half-panel concentrated log-likelihood functions.
So, the maximum jackknife-corrected likelihood estimator is given by
Alternatively, we can consider an estimator of the form e = arg max
and~1 =2 ( ) is the average of the corresponding two half-panel log-likelihood functions.
Monte Carlo Study
We consider four probit examples, keeping the simulation design as consistent as possible across models 4 . Thus, where it N (0; 1) ; T = f6; 8; 10; 12; 20g ; and n = 1; 000.
Static model with scalar …xed e¤ects:
Static model with multiple …xed e¤ects:
Dynamic model with scalar …xed e¤ects:
Dynamic model with multiple …xed e¤ects:
Design 1: Static Probit with Scalar Fixed E¤ects. Design 2: Static Probit with Multiple Fixed E¤ects. Design 3: Dynamic Probit with Scalar Fixed E¤ects. Design 4: Dynamic Probit with Multiple Fixed E¤ects. 
Conclusions
In this paper we consider estimation of nonlinear panel data models that include multiple individual …xed e¤ects. Estimation of these models is complicated both by the di¢ culty of estimating models with possibly thousands of coe¢ cients and also by the incidental parameters problem; that is, noisy estimates of the …xed e¤ects when the time dimension is short contaminates the estimates of the common parameters due to the nonlinearity of the problem. We show how to use an iterated algorithm which simpli…es estimation in a nonlinear model with multiple …xed e¤ects and we also discuss its application to bias corrected concentrated likelihoods.
Simulations show that the estimator proposed is not only computationally convenient but it is also as good as others in a variety of probit designs. Di¤erent adjustments of the likelihood function result in bias corrected estimators that perform comparably to other bias corrections proposed in the literature. We can think in many microeconometric applications that use nonlinear panel data models. The results of the paper suggest that bias corrected estimates will be very useful in relevant empirical settings given the sample sizes of the panels more often used by researchers and, moreover, because they allow us to introduce more individual heterogeneity to address endogeneity concerns in a robust way.
A. Newton-Raphson iteration
The Kth step of the Newton-Raphson iteration takes the form
or for shortness
where L ( ) = P n i=1`i ( ; i ) and
. . . 
