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enewable resources of energy are increasing their share in our energy 
portfolio thanks to the technological advancements and an increasing 
environmental awareness in society. Although the cost of power generation from 
these resources has been reduced to reasonable amounts during the past few 
years, the lack of economical and deployable storage mechanisms hinders their 
transformation into the dominant supplier of energy in the world. Storing the 
energy from renewables in the chemical bonds of a convenient fuel with high 
power density and a carbon neutral cycle of regeneration is an appealing answer 
to this challenge. Thanks to its unique properties, hydrogen is the main 
chemical of interest for this purpose.  
This dissertation is a collection of several efforts in making this process more 
practical by providing several microreactors with novel functionalities. The 
potentials of microfluidics in the field of electrochemical energy conversion is 
first investigated and based on the obtained intuition, a membrane-less 
electrolyzer and fuel cell based on two-phase flows and a vapor fed hydrogen 
generator have been developed. Furthermore, a microfluidic chip which uses 
solar thermal energy for sample concentration is introduced. This chip can be 
coupled with the vapor-fed H2 generator or membrane-less electrolyzer to 
provide them with the water produced from brine or contaminated sources. In a 
similar effort, a photothermal reactor is developed for water treatment whose 
output can be used to feed the membrane-less electrolyzer. The novel 
functionalities and advantages of each device are discussed and finally, new 
research lines are suggested for further development of a new class of Multiphase 
Flow Electrochemical Reactors (MFERs) in which the physics of multiphase 
flows will be employed to boost the performance while providing cost reduction 
in the final device.  
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es sources d’énergie renouvelables prennent une part croissante dans notre 
portfolio énergétique grâce au progrès technologique et a l’éveil d’une cons-
cience environnementale dans la société. Bien que le coût de production de 
l’énergie à partir de ces sources ait été réduit à des montants raisonnables du-
rant ces dernières années, le manque de moyens de stockage et de déploiement 
empêche les énergies renouvelables de devenir des sources dominantes dans le 
monde. Le stockage des énergies renouvelables sous forme de liaisons chimiques 
d’un combustible d’emploi commode, à haute densité énergétique et ayant un 
cycle carbone neutre, est une réponse séduisante au défi énergétique. En raison 
de ses propriétés uniques, l’hydrogène est l’élément chimique de choix pour cette 
application. 
Cette thèse est l’aboutissement d’une série d’efforts dédiés à rendre ce procédé 
de conversion électrochimique plus pratique en développant plusieurs microréac-
teurs munis de nouvelles fonctionnalités. Le potentiel de la microfluidique dans 
le domaine de la conversion électrochimique d’énergie est d’abord étudié. En se 
basant sur l’intuition on a développé un électrolyseur sans membrane, une pile à 
combustible utilisant un flux à deux phases, et un générateur d’hydrogène ali-
menté à la vapeur. De plus, on a introduit une puce microfluidique utilisant 
l’énergie thermique solaire pour la concentration d’espèces biologiques et/ou 
chimiques en milieu aqueux. Cette puce peut être couplée avec le générateur 
d’hydrogène alimenté à la vapeur ou avec l’électrolyseur sans membrane afin 
d’alimenter ces derniers avec de l’eau potentiellement salée. Dans la même ligne 
d’idée, on a développé un réacteur photo-thermique pour le traitement des eaux 
dont la sortie peut être utilisée pour alimenter l’électrolyseur sans membrane. 
Les fonctionnalités nouvelles et les avantages de chacun de ces dispositifs sont 
discutés. Finalement, de nouvelles lignes de recherche sont suggérées pour le 
développement futur d’une nouvelle classe de Réacteurs Électrochmiques à Flux 
Multiphasés (REFM) dans lesquels la physique des flux multiphasés est em-
ployée pour améliorer les performances du dispositif tout en réduisant son coût. 
 
Mots-clés 
Microfluidique, Réacteur électrochimique, Flux multiphasé, Microréacteur, 
Énergie à l’hydrogène, Énergie renouvelable, Énergie solaire, Traitement de 

















































































































































































































































































































































































































































































































































































































































































































































































































Electrochemical conversion and storage is the solution to provide constant ener-
gy despite the fluctuations of power provided by renewable resources. Some elec-
trochemical devices such as batteries and supercapacitors are technologically 
mature and already in use for this purpose. The issue with widespread adoption 
of such devices is two-fold. First, they cannot address the problem for long peri-
ods of time. Batteries are a suitable solution for day to day variations in solar 
energy, but they cannot regulate the flow of energy on a seasonal basis. This is 
specifically critical for geographical settings with substantial difference of the 
solar flux in winter and summer. Second, the power density of these devices is 
not high enough to enable their large scale implementation around the world. 
This implies not only an increase in space demand for their manufacturing and 
installation, but potentially a lot of pressure on the supply chain of their con-
stituent raw materials, such as lithium.  
For long term storage of renewable energy, generation of high power density 
chemical fuels such as hydrogen is envisioned. This fuel can be stored and used 
at the point and time of demand. To make this method deployable at large 
scale, a reduction of the hydrogen’s final cost is necessary. This can be achieved 
through design simplification and performance improvement of the electrochemi-
cal reactors for generation and consumption of hydrogen as a solar fuel, i.e. elec-
trolyzers and fuel cells, which are the main topics of this dissertation. The main 
focus, presented herein, is to remove the ion conductive membrane from these 
devices and replace it by liquid flowing electrolytes. The challenges arising from 
this change are also discussed and addressed. Although the membrane-less elec-
trochemical reactors working with single phase flows are not new1, 2, the main 
contribution of this dissertation is to introduce multiphase flows into the simpli-
fied design of these devices.  
This first chapter provides an overview of the following chapters, their relation-
ship, and their contribution to the fulfillment of the dissertation’s overall goal.  
An investigation of the potential of microfluidics in electrochemical conversion 
systems is contained in Chapter 2. Microfludicis is a powerful tool that provides 
precise control over the flows inside microchannels. For instance, due to the 
laminar nature of microflows, manipulation of contained entities such as bubbles 
is achievable. Theses bubbles can be seen as carriers of the products or reactants 
in a chemical reaction. Furthermore, small and tunable ionic pathlengths in a 
microfluidic device is beneficial for alleviation of ionic transport losses. Finally, 
flow plates of some state of the art fuel conversion devices such as fuel cells, 





already contain sub-millimeter channels, mainly to minimize the losses due to 
mass transport to and from the reaction sites.  
Chapter 3?contains a short review of the transport phenomena in electrochemi-
cal reactors, considering water splitting as a relevant model reaction. The 
sources of losses are discussed in order to provide guidelines for the optimal de-
sign of microreactors presented in the later chapters.  
Chapter 4 elaborates on the fabrication and performance of a solar powered 
microfluidic chip for sample concentration. The sample can be a biological liquid 
or brine. In the case of the brine, the device functions as a solar desalinator 
where the output deionized vapor or liquid water can be used as the feedstock 
for the vapor fed electrolyzer discussed in Chapter 6 or the membrane-less hy-
drogen generator of Chapter 7. 
Chapter 5?presents a photothermal reactor for water treatment that utilizes the 
non-UV part of sunlight to heat up the reaction chamber and the UV part to 
drive the photocatalytic decomposition of organic pollutants in water. This syn-
ergy boosts the reaction rate considerably. The same concept can be applied to 
solar fuel production. Water can be heated up using the portion of sunlight that 
is thermalized by the photoabsorber and, thus the overall efficiency of solar to 
hydrogen energy conversion increases. This process additionally improves the 
performance of the solar cell by cooling it down.  
Chapter 6?discusses the design, modelling, and implementation of a vapor fed 
microelectrolyzer. This device takes in the humid ambient air and splits the 
water molecules into hydrogen and oxygen. Development of such devices is im-
portant for settings where liquid fresh water is scarce. In areas in which salty 
water is abundant, this device can be coupled with the microfluidic chip of 
Chapter 4 to receive water vapor for proper functioning. Nevertheless, electroly-
sis of water in gaseous form is interesting since thermodynamically, splitting 
water vapor is less demanding than liquid water. 
Chapter 7 explains how the fluidic forces in a microfluidic channel can be em-
ployed to separate the products of the water splitting reaction. Since the evolved 
gaseous bubbles do not mix, the need for integration of a solid membrane or 
separator is removed. Such a solid component has been replaced by liquid elec-
trolytes with tunable pH values and higher ionic conductivities than their solid 
counterparts. These advantages facilitate the integration of a broader range of 
catalytic material and a potential efficiency gain due to lower ohmic losses. Fur-
thermore, such a device can be realized at much lower fabrication and running 
cost, weight, and size due to the lack of an ion conductive membrane.  





Chapter 8? is dedicated to a membrane-less microfluidic fuel cell that works 
based on two-phase flow principles. In principle, this fuel cell complements the 
electrolyzer of Chapter 7 in the sense that it provides a platform for the reverse 
reaction to take place, i.e. going from chemical fuel to electricity. The novelty in 
this fuel cell lies in the fact that the oxidant and fuels flow over the surface of 
electrodes in gaseous forms without coalescing. This has been achieved by devis-
ing engineered topographies in the cell that define the surface forces and guide 
the bubbles in desired paths. This feature relaxes the mass transport limitations 
encountered in the single phase microfluidic fuel cells.  
Chapter 9?is the conclusion of the results of the dissertation. Potential research 
and development threads are discussed for the future studies. Some of these 
threads are being pursued by the Optics Lab and promising initial results are 
presented. 
1.2 Contributions 
Some colleagues and collaborators must be credited for their contributions in 
different studies presented here. The roles of these people are discussed below:  
Chapter 2 originates form a perspective paper3 led by our group’s former post 
doc Miguel Modestino, and coauthored with University of Twente’s David Fer-
nandez Rivas and Han Gardeniers.  
Chapter 3 reflects part of the review paper4 coauthored by Miguel Modestino 
and Sophia Haussener at EPFL.  
Chapter 4 summarizes results of the first project5 I worked on as a PhD student. 
This project was led by Jae-Woo Choi, a former post doc of our lab.  
Chapter 5 reports on a second project6 accomplished with the help of Jae-Woo 
Choi.  
Chapter 6?is a study conducted7 by Miguel Modestino in collaboration with Mi-
kael Dumortier, a former post doc at LRESE. 
Chapter 7 is fulfilled8 with the help of Miguel Modestino.  
Chapter 8 elaborates on a device9 that the EPFL’s master student, Matthias 
Neuenschwander, partially worked on during a semester project. The study was 
finalized with the help of Pooria Hadikhani, a new PhD student at LO, and Mi-
guel Modestino.  
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out reactor architectures that are different than lab scale microfluidic chips but 
can still harness the transport phenomena advantages of microfluidic regimes.  
Additionally, we identify opportunities where microsystems can be implemented 
at earlier stages for smaller and specialized energy applications.    
2.2 Why microsystems for electrochemical energy conversion? 
Is there really “space” for “small” technologies in the energy challenges faced by 
our society? What do microsystems have to offer that large-scale technologies 
have not already provided? We hope that at the end of this chapter our answers 
to these questions become evident, and we inspire readers to envision new ways 
in which devices with microstructures can be implemented, or can be used to 
improve the efficiency, and the potential economic viability of energy conversion 
devices. For consistency, this chapter will refer to microsystems as devices with 
at least one characteristic dimension in the micrometer scale. These devices 
could either operate in a continuous fluid flow regime (microfluidics), such as in 
the case of electrolyzers, fuel cells and flow batteries, or in a static regime such 
as batteries or supercapacitors.  
The most significant consequence of going micro is the fact that by decreasing a 
characteristic length ? (e.g. channel width, distance between electrodes, etc.), 
the concentration, temperature or other gradients are increased. Fluid flow in 
microchannels usually falls within a laminar regime that provides greater control 
over the flow. Additionally, short radial diffusion times result in a narrow resi-
dence-time distribution as well as an enhancement in heat and mass transfer, 
Peclet number ~ 0. Moreover, microdevices have large surface-to-volume ratio 
(m2/m3), which makes them particularly interesting for processes dictated by 
surface phenomena3. These features allow the systems to reach thermal or sur-
face reaction equilibrium much faster due to an increased mass and heat flux 
(over a given area ?2). Although the enhanced heat transfer of microfluidic reac-
tors can accelerate the transformations that occur inside the device, it can also 
result in larger heat losses to the external environment. This can be used to the 
advantage of energy conversion devices that require active cooling, but can be 
detrimental to other systems that require additional energy inputs to operate at 
elevated temperatures (e.g. solid oxide fuel cells).  
Many groups have reported on the uses of microfluidic reactor technology for 
chemical synthesis in academic research settings, and recently it has become 
more prominent in industrial processes4, 5. Life-cycle analysis has hinted to sig-
nificant ecological advantages of microreactors when compared to their macro-
scale counterparts. The bulk of the interest in microfluidic systems has been 
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sion efficiency are the ionic and fluid resistances. The power loss arising from 
ionic resistance, ????, over a reactor length, ?, is given by,  
𝑃𝑖𝑜𝑛 = 𝑗2𝑑𝐿𝜎   (1) 
while the power loss due to fluidic resistance, ??????, depends on the electrolyte 
viscosity, ?, and is determined by, 
𝑃𝑓𝑙𝑢𝑖𝑑 = 12𝜇𝑄2𝐿𝑑3   (2) 
These losses can be compared with the chemical energy stored in the products, 
????????, 
𝑃𝑠𝑡𝑜𝑟𝑎𝑔𝑒 = 𝑗𝐸0  (3) 
to obtain a fractional efficiency for the device, 
𝜂 = 𝑃𝑠𝑡𝑜𝑟𝑎𝑔𝑒𝑃𝑠𝑡𝑜𝑟𝑎𝑔𝑒+𝑃𝑖𝑜𝑛+𝑃𝑓𝑙𝑢𝑖𝑑  (4) 
that excludes kinetic losses at the electrocatalyst.  
As demonstrated in Figure  2.2 for a water splitting device, the maximum energy 
conversion efficiency is achieved when the separation between electrodes is in 
the microscale (120 ?m in this example at a current density of 104 A m-2). 
Moreover, for this example, an algebraic expression can be obtained that defines 
the optimal electrode separation for maximum energy conversion efficiency, 
𝑑𝑜𝑝𝑡 = (36𝜇𝜎𝑄2𝑗2 )
14  (5) 
or more conveniently as a function of average fluid velocity, ?, 
  𝑑𝑜𝑝𝑡 = (36𝜇𝜎)12 𝑣𝑗   (6) 
where ? and ? are electrolyte properties, while ? and ? are operational parame-
ters. This expression is independent of the nature of the electrochemical reaction 
taking place at the electrodes, and only depends on the electrolyte selection. To 
generalize our findings, we can explore the range of optimal electrode spacing as 
a function of operational parameters. For typical aqueous electrolytes the viscos-
ity and conductivity are in the order of ~10-3 Kg/m-s and ~10 S/m, respective-
ly. Assuming practical ranges of average velocities and current densities, it can 
be demonstrated that within most operating conditions, optimized fluidic elec-
trochemical devices should have electrode separations in the microscale, <500 
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resulted in highly efficient and energy dense systems. Miniaturized flow-based 
electrochemical systems such as electrolyzers, fuel cells or flow batteries could 
also be implemented into electronic devices and potentially reach energy densi-
ties that surpass those of batteries. Furthermore, this class of energy devices 
could enjoy improvements in their efficiency, energy density, and materials utili-
zation if they were designed with microscale features to facilitate the transport 
of reactants, products and ionic charge carriers. Additionally, the high surface 
area to volume ratio of microreactors is particularly useful in electrochemical 
systems, as the chemical transformations take place only at the surface of elec-
trodes. In order to provide a broader context on flow-based electrochemical en-
ergy conversion microsystems the subsections below present an overview of the 
main advances and state of the art in the field of microfluidic fuel cells, flow 
batteries and electrolyzers.    
Fuel Cells.?Among the three device categories cited above, microscale fuel cells 
are the most studied and well-established systems. Their development has been 
particularly motivated by the need for high energy density power sources in 
portable devices. Integration of small hydrogen (H2) fuel cells can address this 
issue due to the large mass energy density of H28. Additionally, fuel cells can be 
charged quickly, typically by changing a hydrogen cartridge or refilling the res-
ervoir. 
The two main types of fuel cells that have been implemented in the microfluidic 
regime are solid oxide fuel cells (SOFCs) that work at high temperatures, typi-
cally in the order of 100’s?C, and proton exchange membrane fuel cells (PEM-
FCs) which generally operate at room temperature. The maximal theoretical 
efficiency of SOFCs is a strong function of their operating temperatures. For a 
SOFC using CO as a fuel, the theoretical energy conversion efficiency is 63% at 
900°C and 81% at 350°C when entropic losses are accounted9. Unfortunately, 
operating at high temperatures requires long start-up and shutdown cycles, lim-
iting their usability for portable applications. The maximal theoretical efficiency 
of PEMFCs accounting for entropic losses is 83% at 25°C. However the state of 
the art PEMFCs operate at efficiencies in the order of 60%. It is interesting to 
note that in traditional, large scale PEMFCs, the dimensions of the channels in 
the flow plates are typically manufactured in the submillimeter scale10 to medi-
ate mass transport limitations. Furthermore, the thickness of the polymeric elec-
trolyte membrane tends to be in the order of tens of micrometers, since a small 
ohmic drop is desirable between the two electrodes. Decreasing the thickness of 
flow plates is also important since these components account for more than 80% 
of the total weight and 30% of the total cost of fuel cells11.  





The most prominent reactants in conventional PEMFCs are hydrogen and oxy-
gen. For portable applications, hydrogen needs to be compressed to high pres-
sures or stored in the structure of solid materials with higher volumetric energy 
density such as metal hydrides12. The challenges related to the storage of H2 
result in additional costs and design complexity, posing significant obstacles for 
the implementation of H2 in portable devices. Due to this fact, parallel research 
lines have evolved to develop fuel cells that operate with alternative fuels. To 
this end, alternative liquid fuels have been implemented including: methanol, 
ethanol, 2-propanol, ethylene glycol (EG), dimethoxymethane (DMM), formic 
acid, hydrazine, hydrogen peroxide, and dimethyl ether (DME)13. Liquid oxi-
dants such as hydrogen peroxide and nitric acid have also been used as alterna-
tives to oxygen in the cathodic reaction. Another interesting example of micro 
fuel cells are laminar flow based systems that operate without membranes. 
These devices take advantage of the slow diffusion-dominated mixing between 
fuel and oxidant streams to minimize reactant crossover. A key requirement for 
these systems is to keep the residence time of the fluids inside the channels 
small – high Péclet numbers – so that diffusion is minimal compared to convec-
tive transport. This can simplify the device design, reduce the cost of materials 
and fabrication, and the weight of the device. On top of that, an improved per-
formance is possible due to higher conductivity in liquid electrolytes compared 
to polymer membranes. Higher power densities are achieved if the flowrates of 
fuel and oxidant streams are increased. Under fast flow rates, mass-transport of 
the fuel is enhanced but at the same time a large fractions of the fuel can exit 
the device without reacting at the electrode. To circumvent these fuel utilization 
limitations, clever device architectures can be implemented to increase the ac-
tive contact area between the electrodes and the reactants14. as well as engi-
neered channel and electrode geometries that promote high fuel utilization, 
reaching levels above 90%, and deliver high power densities15. Moreover, elimi-
nation of the polymer electrolyte relaxes the challenges of using alternative 
chemistries in PEMFCs such as the high permeability of methanol and other 
liquid fuels in Nafion16. These types of micro fuel cells have been reviewed ex-
tensively15, 17-20 and some examples achieve power densities in the same order of 
magnitude as in state-of-the-art macroscale PEMFCs21, 22. Table  2.1 highlights 
some examples of micro fuel cell systems and provides information regarding the 
design characteristics, maximum power density, as well as oxidant and fuel used 
in each study. 
Lastly, it must be noted that new classes of micro fuel cells are emerging where 
the unique features of microfluidics enables their realization. Two examples will 
be mentioned here: paper based microfluidic fuel cells and optofluidic fuel cells.  





Table  2.1 Selected examples of top-performing micro fuel-cell devices for various fuel and oxidant 
combinations 





















H2 O2 Nafion 212 50.8 
Merging flow field and 
current collector 
functionalities by  
micro/nanostructuring 
glassy metal 
1080 at  
0.25 V 294 0.94 
S.J. Lee 
et al.24 H2 O2 Nafion 115 125 
Planar stack with 
miniaturized fuel-cell 
units interconnected in 
series.   
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H2O2 working as both 
fuel and oxidant over 
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structures on the 
electrodes to induce 
oxidant/fuel mixing in 
cathodic/anodic 
reaction and alleviate 
mass transport 
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Methanol O2 1 M H2SO4 306 
Introduction of a 
nanoporous separator 
to the interface of fuel 
and electrolyte in order 
to limit the fuel 
diffusion area and 
increase the Pmax by 
45%. 
















of the fuel to a thin 
stream on anode and 
reducing is crossover to 
the cathode while 
increasing fuel utiliza-
tion 
55 at 0.3 V 320 0.86 
J. An et 






3D nanostructuring of 
an ultrathin YSZ 
electrolyte and 
integration of highly 
active yttria doped 
ceria (YDC) at the 
cathode side to 
increase active area 
while decreasing ohmic 
and activation losses 
1300 at  

















Capillary flow of fuel 
and oxidant through 
paper makes the 
fabrication cheap and 
easy.  
2.53 11.5 1.1 










organic pollutants and 
generating power while 
treating the water. 
0.45 1.05 1.04 





The paper based microfluidic FCs aim at developing inexpensive and disposable 
power sources. They take advantage of the capillary flows in flow plates made of 
paper to bring in the fuel and oxidant over the surface of electrodes from dedi-
cated reservoirs. This technique eliminates the need for peripheral equipment 
such as pumps and can result in significant cost reductions thanks to the sim-
plicity of the fabrication methods and the use of inexpensive materials.31-33 Some 
of these devices are able to deliver energy for long periods of time and, there-
fore, are appropriate for low power consumer electronics29, 34.  
Optofluidics is a field that integrates microfluidics with optics and that has 
found potential applications in the energy domain4. Recently, optofluidic ap-
proaches have been implemented to generate electricity through the photocata-
lytic oxidation of organic pollutants in water30, 35. The high surface to volume 
ratio at microscales and the possibility of fabricating transparent microfluidic 
devices together with controlling light/fluid interactions makes optofluidics a 
powerful tool for solar-based energy conversion.  
Flow Batteries.?Flow batteries are rechargeable fuel cells which operate by plac-
ing two redox active chemical species dissolved in two liquid streams separated 
by an electrolyte (usually a membrane). These chemical species can be reduced 
or oxidized during charging or discharging cycles. Fuels and oxidant liquids are 
flown into the device from two separate reservoirs during discharge to generate 
electricity, and by reversing the process the oxidized fuel and reduced oxidant 
can be restored to their initial state during charge cycles. Only a few examples 
of micro flow batteries have been reported, and they predominantly focus on the 
elimination of ion-conducting membranes by implementing the aforementioned 
laminar flow technique. Notable approaches involve the co-laminar flow of solu-
tions containing vanadium redox couples through porous electrodes, with 
demonstrated power densities as high as 330 mW/cm2 36, 37.  More recently, a 
hydrogen bromine laminar flow battery was demonstrated38. This device 
achieved a remarkable power density of 795 mW/cm2, approaching the perfor-
mance of state-of-the-art H2 fuel cells. 
Electrolyzers.?Unlike fuel cells, literature reports on micro electrolyzers are lim-
ited, presumably due to the low throughput of such devices, which makes them 
less attractive for commercial utilization. Despite the fact that microelectrolyz-
ers will find limited usability in large-scale hydrogen production, applications 
that require lower production rates are often overlooked. A relevant example is 
the implementation of water splitting units in solar fuel devices, where typical 
current densities in the light-absorber are in the order of 10 mA/cm2 whereas 
electrolyzers’ catalyst layers can support current densities up to several A/cm2 2, 
39, 40. This implies that a relatively large photovoltaic device can be combined 





with miniaturized electrolyzers for optimum cost and performance41. Additional-
ly, controlling transport phenomena at the microscale can bring efficiency im-
provements, eventually leading to benefits for large-scale electrolyzers.  
Table  2.2 Selected examples of microelectrolyzers 







et al.42  
Pt Pt 
Nafion 117 
and 0.5 M 
H2SO4 
163.5 
In plane electrodes with Nafion 
membrane as  the top wall of 
microchannels allowing for 
photoelectrodes integration 
175 at 2.5 V 
S. M. H. 
Hashemi 





1 M H2SO4 
or 1 M 
K2CO3 




Versatility in selection of elec-
trolyte and catalysts due to the 
flow based gas separation 
mechanism 
300 at 2.5 V 
M.A. 
Modestino 






Vapor fed microelectrolyzer with 
double spiral microchannels for 
design simplicity 
Less than 10 




Pt Pt 0.5 M H2SO4 - 
Microelectrolyzer absorbing the 
heat from the attached PV and 
therefore increasing the overall 
efficiency of PVTE system 
10 at 1.82 V 
(80 °C) 
The first microfluidic electrolyzer was demonstrated in 2013 providing a current 
density of over 100 mA/cm2 at 2.5 V42. Within the framework of this disserta-
tion, electrolyzers that can operate under vapor-feeds45 and without 
membranes43 have been enabled thanks to the control of transport processes in 
the microscale. The vapor fed device takes advantage of small diffusion and ion-
ic path lengths in microfluidics to split the water content of ambient air. In the 
membrane-less device, the gas separation task is achieved by exploiting fluidic 
forces to guide the product gases to independent collection ports.  Furthermore, 
by eliminating the need of a membrane, the ohmic resistance in the electrolyte is 
reduced and current densities as high as 300 mA/cm2 at 2.5 V can be achieved. 
Recent work in this domain also includes the analysis46 and implementation47 of 
a micro electrolyzer integrated with solar cells. In this system, synergistic effects 
can be achieved by cooling the photovoltaic components while at the same time 
enhancing the efficiency of the electrolysis process39, 48. A summary of the char-
acteristics of previously reported microelectrolyzers is listed in Table  2.2. It is 
also worth noting that in addition to water electrolysis, there are several exam-
ples of microsystems that use alternative pathways for the generation of hydro-
gen. These include metal hydride microreactors49-51 and methanol steam reform-
ing microreactors52, 53.  





2.4 Scalability and manufacturability of energy microsystems 
The previous sections described multiple advantages of flow-based energy mi-
crosystems, but their implementation into real-world application would ulti-
mately depend on their scalability and our ability to manufacture them in cost-
effective ways. In microsystems engineering, the most frequent way to scale the 
throughput is by internal numbering-up, which involves the incorporation of 
parallel arrangements of single microstructured units (e.g channels, electrodes)54. 
In this way, the advantages achieved by microstructuring units can be main-
tained in higher throughput systems. It must be noted that numbering-up strat-
egies are challenging and alternatives should be sought when possible. Parallel-
ization of microdevices requires complex fluidic interconnections and manifold-
ing. Also, if classical microfluidic chips are used as building blocks, the majority 
of the volume of the device would act as a dead volume and not participate in 
the chemical transformations of interest. This is in contrast with common ap-
proaches used for the scale-up of homogeneous chemical reactions that involve 
the volumetric scaling of reactors. In the case of electrochemical energy conver-
sion devices, the scale-up strategy will depend on the number of processes that 
require transport length-scales in the micro domain. If all of the processes with a 
microscale dimensionality requirement occur in parallel directions, then the sys-
tem can be scaled by increasing area. An areal scale-up strategy would involve 
the implementation of macroscopic plate electrodes separated by a micro scale 
distance. By doing so, classical manufacturing techniques could be implemented, 
simplifying the overall scale-up process. If at least two processes require 
transport path lengths in the microscale, and their directions are orthogonal, 
then the only option to scale-up the device throughput is to parallelize the units 
(numbering up). Figure  2.4 shows a representation of the different scaling strat-
egies described above. When determining the dimensionality of the transport 
process involved in energy conversion microsystems it is useful to define the 
characteristic path length for the species or charge carriers involved. In electro-
chemical devices, usually the transport processes that dominate the performance 
of the system are the transport of charge carriers – electrons, holes and ionic 
species – and the transport of neutral species – reactants and products. The 
characteristic length scale for transport of charged species, 𝑙𝑖𝑜𝑛 𝑜𝑟 𝑙𝑒− for ions or 
electrons respectively, is determined by Ohms law, 
𝑙𝑖𝑜𝑛/𝑒− = ∆𝑉𝑜ℎ𝑚𝜎𝑗𝑜𝑝    (7) 
based on the operating current density of the device, jop, the allowable voltage 
drop, ?Vohm, and the conductivity of the transport media (i.e. electronic con-
ductors or electrolytes). In the case of neutral species transport, the characteris-





tic length scale, ????, depends on the species diffusivity, ?, and its characteristic 
concentration in the reactor, ??,  
𝑙𝑛𝑒𝑢 = 𝐷𝑐0𝑛𝐹𝑗𝑜𝑝    (8) 
where F is Faraday’s constant and n is the stoichiometric number of electrons 
involved in the electrode reaction. Based on characteristic transport properties 
of metallic electrodes, electrolytes and neutral species involved in the redox re-
actions, one can estimate the range of the characteristic length required for op-
erations under different current density regimes (Table  2.3). The estimation of 
these length scale requirements can aid in the design of electrochemical reactors 
and the decision on their scaling strategy. For example, for the devices summa-
rized in Section  2.3, if only the ion transport processes are required to occur in 
the microscale (1D), an areal scale-up strategy can be implemented.  
Table  2.3.?Characteristic length scales for transport processes involved in electrochemical energy 
conversion devices 
?????????????????
Species Characteristic Conductivity (?) Current Density (???) Length Scale (???????????) 
Electrons in metallic electrodes 105 - 107 S m-1 
Low (100-103 A m-2) 10-104 m 
High (104 – 105 A m-2) 0.1-100 m 
Ions  
in electrolytes 
0.1-10 S m-1 
Low (10 -103 A m-2) 10-104 μm 
High (104 – 105 A m-2) 0.1-100 μm 
  ?The allowable voltage drop, ?Vohm, as assumed to be 0.1 V.    
?
????????????????
Species  Characteristic Properties Current Density (???) 
Length Scale 
(????) 
Low Solubility Species 
c0 ~ 1 mol m-3 
D ~ 10-9 m2 s-1 
Low (100-103 A m-2) 0.1-1 μm 
High (104 – 105 A m-2) 1-10 nm 
High Solubility Species 
c0 ~ 103 mol m-3 
D ~ 10-9 m2 s-1 
Low (10-103 A m-2) 100-103 μm 
High (104 – 105 A m-2) 1-10 μm 
Once a scale-up strategy has been identified, the next step is to assess the man-
ufacturability of the scalable system. Areal scaling of electrochemical reactors is 
usually preferred whenever allowable. Under this strategy a large suite of com-
mon fabrication techniques can be implemented to achieve the desired structure. 
Classical machining can be used to manufacture parts where parallel planar 
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been exploited on energy related lab-on-a-chip applications where microfluidics 
have been proved to be powerful tools to gain important insights in the energy 
conversion processes present in large-scale reactors6. Microreactors that require 
parallelization to achieve higher throughput face more difficult challenges for 
their fabrication. They also can present operational difficulties when the evolu-
tion of a different phase (e.g. solid or gas) occurs inside the microchannels (e.g. 
H2 and O2 evolved at the surface of electrodes). The presence of multiphase 
flows within reactors can cause blockage of fluidic channels, decrease in electro-
lyte conductivity, additional pressure drops, a reduction of the electrode active 
area, among other problems. Strategies to mitigate these issues will need to be 
incorporated in the reactor design phase. Parallelization strategies also require 
cost-intensive manufacturing techniques. Specifically, material costs tend to be 
low, yet the costs of the facilities where the fabrication takes place are high. For 
example, microreactors based on semiconductor technologies are processed only 
in cleanroom environments. Also, it is not straightforward to make arbitrary 
reactor shapes using classical Si processing techniques, and fabrication of early 
stage prototypes tend to be time-intensive. Alternatively, the recent advent of 
additive manufacturing (AM) technologies has resulted in a change in paradigm 
for the fabrication of customizable prototypes59. The flexibility in materials used 
together with reduced time for developing functional prototypes, provides a 
powerful tool that can result in faster technical solutions not achievable with 
other fabrication techniques. The resolution of features achievable depends 
strongly on the specific material and technology used. Resolution in the order of 
100’s μm are commonly achieved60. Sub-classification of 3D micro additive man-
ufacturing has been proposed as scalable additive manufacturing, 3D direct writ-
ing, and hybrid processes; details can be found in recent literature with key pro-
cesses and resolutions attainable61-63. 
It is important to point out that in many flow-based electrochemical conversion 
devices, the capital cost of each device tends to be significantly lower than the 
cost of the fuel (in fuel cells) or electricity (in electrolyzers and flow batteries) 
required for their operation over their lifetime41, 64, 65. Given this situation, the 
savings from efficiency improvements in microscale devices only need to out-
weigh the increased capital cost requirement. 
2.5 Conclusions and perspective 
Energy systems have stringent efficiency, scalability and cost-effectiveness re-
quirements. As the world pressingly moves towards clean energy sources, the 
need to incorporate electrochemical energy conversion devices into the electricity 
grid will certainly increase, as well as the need to develop ever more efficient 
and cost-competitive systems that can reach large scale energy storage and pro-





duction.  This chapter aspires to provide a balanced analysis of the potential 
advantages of developing flow-based electrochemical energy conversion microde-
vices. We have explored three basic questions: (1) Can microsystems bring effi-
ciency improvements? (2) Can they be scaled? And if so, (3) can they be eco-
nomically viable? The answer to the first question is most definitively positive. 
By developing electrochemical reactors in the microscale, the transport path 
lengths can be reduced so that ionic transport losses and mass transport limita-
tions for reactants and products can be minimized. On the other hand, by re-
ducing the size of channels the fluidic resistance of devices increases, resulting in 
additional energy losses. Earlier in this chapter we demonstrated that the trade-
off between these two effects points towards a maximum efficiency of devices 
when their interelectrode distance is between a few 10’s to a few 100’s of μm. 
These efficiency advantages have been an important motivation for the demon-
stration of the microfluidic energy conversion devices described in Section  2.3. 
This brings us to the second question: in order to harvest the advantages of 
microsystems we must be able to scale them up. Section  2.4 described the scale-
up strategy based on the dimensionality of the limiting transport processes in-
volved in the device. It is clear that within a large range of operating conditions 
of interest, both the transport of ions and reactants/products can become limit-
ing if their transport path lengths are not restricted to the micro-domain. If the 
direction of these two transport processes can be accommodated in the axis 
normal to the plane of the electrodes, then devices can be easily scaled in a two 
dimensional way (i.e. large planar electrodes can be placed parallel to each other 
and be separated by an electrolyte flow). Under these conditions, inexpensive 
manufacturing processes can be implemented and have the potential to lead to 
cost-effective large-scale microfluidic reactors. If parallelization of microfluidic 
channels is required, the fabrication methods are expected to be more complex 
and the reactors’ economic viability limited. To that end, new fabrication tech-
niques such as high-resolution additive manufacturing have the potential to 
change this paradigm and lead to scalable and cost-effective energy microsys-
tems.   
Microsystems will certainly continue to occupy an important space in the energy 
field in years to come. Energy storage and conversion devices will become more 
prominent as renewable energy technologies continue to penetrate the energy 
markets. To that end, achieving higher efficiency in energy conversion systems 
will become critical, and the advantages provided by microfluidic energy devices 
will play a significant role. At the same time, while these advantages are 
demonstrated at the laboratory scale, industry will be encouraged to incorporate 
and develop innovative manufacturing techniques to harvest the improvements 
that microfluidic energy technologies can bring.  






1. S. Chu and A. Majumdar, ??????, 2012, ???, 294-303. 
2. M. A. Modestino, S. M. H. Hashemi and S. Haussener, ?????????
?????????????????????, 2016, ?, 1533-1551. 
3. O. Brand, G. K. Fedder, C. Hierold, J. G. Korvink, O. Tabata and N. 
Kockmann, ?????????????????????????, John Wiley & Sons, 2013. 
4. D. Erickson, D. Sinton and D. Psaltis, ?????????????, 2011, ?, 583-590. 
5. K. S. Elvira, X. C. i Solvas and R. C. Wootton, ????????????????, 2013, 
?, 905-915. 
6. D. Sinton, ?????????????, 2014, ??, 3127-3134. 
7. J. Newman, ??????????????????????????????????????, 2013, ???, F309-
F311. 
8. P. P. Edwards, V. L. Kuznetsov, W. I. F. David and N. P. Brandon, 
?????????????, 2008, ??, 4356-4362. 
9. E. D. Wachsman and K. T. Lee, ???????, 2011, ???, 935-939. 
10. L. F. Peng, X. M. Lai, P. Y. Yi, J. M. Mai and J. Ni, ????????????????
???????????????????????????, 2011, ?. 
11. X. G. Li and M. Sabir, ????????????????????????????????????????, 2005, 
??, 359-371. 
12. M. B. Ley, L. H. Jepsen, Y.-S. Lee, Y. W. Cho, J. M. Bellosta von 
Colbe, M. Dornheim, M. Rokni, J. O. Jensen, M. Sloth, Y. Filinchuk, J. 
E. Jørgensen, F. Besenbacher and T. R. Jensen, ???????????????, 2014, 
??, 122-128. 
13. W. Qian, D. P. Wilkinson, J. Shen, H. Wang and J. Zhang, ???????????
?????????????, 2006, ???, 202-213. 
14. A. Bazylak, D. Sinton and N. Djilali, ????????????????????????, 2005, 
???, 57-66. 
15. E. Kjeang, N. Djilali and D. Sinton, ???????????????, 2009, ???, 353-
369. 
16. J. D. Morse, ????????????????????????????????????????, 2007, ??, 576-
602. 
17. S. A. M. Shaegh, N. T. Nguyen and S. H. Chan, ?????????????????????????
???????????????, 2011, ??, 5675-5694. 
18. M. N. Nasharudin, S. K. Kamarudin, U. A. Hasran and M. S. Masdar, 
????????????????????????????????????????, 2014, ??, 1039-1055. 
19. M. A. Goulet and E. Kjeang, ???????????????, 2014, ???, 186-196. 
20. M. Safdar, J. Janis and S. Sanchez, ????????, 2016, ??, 2754-2758. 
21. R. S. Jayashree, M. Mitchell, D. Natarajan, L. J. Markoski and P. J. A. 
Kenis, ????????, 2007, ??, 6871-6874. 





22. N. D. Mota, D. A. Finkelstein, J. D. Kirtland, C. A. Rodriguez, A. D. 
Stroock and H. D. Abruña, ????????????????????????????????????????, 
2012, ???, 6076-6079. 
23. R. C. Sekol, G. Kumar, M. Carmo, F. Gittleson, N. Hardesty-Dyck, S. 
Mukherjee, J. Schroers and A. D. Taylor, ?????, 2013, ?, 2081-2085. 
24. S. J. Lee, A. Chang-Chien, S. W. Cha, R. O'Hayre, Y. I. Park, Y. Saito 
and F. B. Prinz, ???????????????, 2002, ???, 410-418. 
25. S. A. M. Shaegh, N. T. Nguyen, S. M. M. Ehteshami and S. H. Chan, 
??????????????????????????????, 2012, ?, 8225-8228. 
26. A. S. Hollinger, R. J. Maloney, R. S. Jayashree, D. Natarajan, L. J. 
Markoski and P. J. A. Kenis, ???????????????, 2010, ???, 3523-3528. 
27. R. S. Jayashree, L. Gancs, E. R. Choban, A. Primak, D. Natarajan, L. J. 
Markoski and P. J. A. Kenis, ????????????????????????????????????????, 
2005, ???, 16758-16759. 
28. J. An, Y. B. Kim, J. Park, T. M. Gur and F. B. Prinz, ????????????, 
2013, ??, 4551-4555. 
29. V. Galvan, K. Domalaon, C. Tang, S. Sotez, A. Mendez, M. Jalali-
Heravi, K. Purohit, L. Pham, J. Haan and F. A. Gomez, ???????????????, 
2016, ??, 504-510. 
30. L. Li, G. Y. Wang, R. Chen, X. Zhu, H. Wang, Q. Liao and Y. X. Yu, 
?????????????, 2014, ??, 3368-3375. 
31. J. P. Esquivel, F. J. Del Campo, J. L. G. de la Fuente, S. Rojas and N. 
Sabate, ??????????????????????????????, 2014, ?, 1744-1749. 
32. K. H. Purohit, S. Emrani, S. Rodriguez, S. S. Liaw, L. Pham, V. Galvan, 
K. Domalaon, F. A. Gomez and J. L. Haan, ????????????????????????, 
2016, ???, 163-169. 
33. T. S. Copenhaver, K. H. Purohit, K. Domalaon, L. Pham, B. J. Burgess, 
N. Manorothkul, V. Galvan, S. Sotez, F. A. Gomez and J. L. Haan, 
???????????????, 2015, ??, 1825-1829. 
34. M. J. González-Guerrero, F. J. del Campo, J. P. Esquivel, F. Giroud, S. 
D. Minteer and N. Sabaté, ????????????????????????, 2016, ???, 410-
416. 
35. H. Zhang, H. Z. Wang, M. K. H. Leung, H. Xu, L. Zhang and J. Xuan, 
????????????????????????????, 2016, ???, 1455-1464. 
36. J. W. Lee, M. A. Goulet and E. Kjeang, ????????, 2013, ??, 2504-2507. 
37. E. Kjeang, R. Michel, D. A. Harrington, N. Djilali and D. Sinton, 
????????????????????????????????????????, 2008, ???, 4000-4006. 
38. W. A. Braff, M. Z. Bazant and C. R. Buie, ?????????????????????, 
2013, ?. 





39. M. A. Modestino and S. Haussener, ??????????????????????????????
????????????????????????, 2015, ?, 13-34. 
40. M. E. Oruc, A. V. Desai, R. G. Nuzzo and P. J. Kenis, ?????????????????
???????, 2016, ???, 122-128. 
41. C. A. Rodriguez, M. A. Modestino, D. Psaltis and C. Moser, ?????????
?????????????????????, 2014, ?, 3828-3835. 
42. M. A. Modestino, C. A. Diaz-Botia, S. Haussener, R. Gomez-Sjoberg, J. 
W. Ager and R. A. Segalman, ???????????????????????????????????, 
2013, ??, 7050-7054. 
43. S. M. H. Hashemi, M. A. Modestino and D. Psaltis, ?????????
?????????????????????, 2015, ?, 2003-2009. 
44. M. A. Modestino, M. Dumortier, M. Hashemi, S. Haussener, C. Moser 
and D. Psaltis, ?????????????, 2015, ??, 2287-2296. 
45. M. A. Modestino, M. Dumortier, S. M. H. Hashemi, S. Haussener, C. 
Moser and D. Psaltis, ????????, 2015, ??, 2287-2296. 
46. M. E. Oruc, A. V. Desai, P. J. A. Kenis and R. G. Nuzzo, ??????????, 
2016, ???, 294-302. 
47. M. E. Oruc, A. V. Desai, R. G. Nuzzo and P. J. A. Kenis, ???????????
?????????????, 2016, ???, 122-128. 
48. S. Tembhurne, M. Dumortier and S. Haussener, ????????????????????????
?????????????????????????????????, 2014. 
49. D. Gervasio, S. Tasic and F. Zenhausern, ???????????????, 2005, ???, 
15-21. 
50. S. Moghaddam, E. Pengwang, R. I. Masel and M. A. Shannon, ????????
???????, 2008, ???, 445-450. 
51. L. Zhu, K. Y. Lin, R. D. Morgan, V. V. Swaminathan, H. S. Kim, B. 
Gurau, D. Kim, B. Bae, R. I. Masel and M. A. Shannon, ????????
???????, 2008, ???, 1305-1310. 
52. P. Reuse, A. Renken, K. Haas-Santo, O. Görke and K. Schubert, 
????????????????????????????, 2004, ???, 133-141. 
53. A. V. Pattekar and M. V. Kothare, ??????????????????????????????????
???????, 2004, ??, 7-18. 
54. T. Dietrich, ?????????????????????????????????????, John Wiley & Sons, 
2011. 
55. A. Lawal and D. Qian, US, 2008. 
56. W. D. Bennett, P. M. Martin, D. W. Matson, G. L. Roberts, D. C. 
Stewart, A. Y. Tonkovich, J. L. Zilka, S. C. Schmitt and T. M. Werner, 
Google Patents, US, 2002. 





57. D. Fernandez Rivas, A. Prosperetti, A. G. Zijlstra, D. Lohse and H. J. 
G. E. Gardeniers, ???????????????????????????????????????, 2010, ??, 
9699-9701. 
58. B. Verhaagen, Y. Liu, A. G. Pérez, E. Castro-Hernandez and D. 
Fernandez Rivas, ???????????????, 2016, ?, 136-139. 
59. G. Chisholm, P. J. Kitson, N. D. Kirkaldy, L. G. Bloor and L. Cronin, 
??????????????????????????????, 2014, ?, 3026-3032. 
60. M. Vaezi, H. Seitz and S. Yang, ??????????????????????????????????????
????????????????????????, 2013, ??, 1721-1754. 
61. A. K. Au, N. Bhattacharjee, L. F. Horowitz, T. C. Chang and A. Folch, 
?????????????, 2015, ??, 1934-1941. 
62. N. Bhattacharjee, A. Urrios, S. Kang and A. Folch, ?????????????, 2016, 
??, 1720-1742. 
63. A. K. Au, W. Huynh, L. F. Horowitz and A. Folch, ??????????????????
?????????????????????, 2016, ??, 3862-3881. 
64. N. Independent Review Panel, ed. U. S. D. o. E. H. Program, 2009. 





























































































































In this chapter, the transport phenomena inside electrochemical reactors are 
briefly reviewed to better understand the sources of the losses and, as a result, 
identify the potential pathways for development of deployable devices. Water 
splitting is selected as a model reaction. In addition to relevance to the disserta-
tion topic, there are two main reasons that make water electrolysis an appropri-
ate model system: (a) industrial relevance of the process, (b) most of the indus-
trial electrochemical processes involve a hydrogen evolution or oxygen evolution 
reaction over one of their electrodes.  
The electrochemical reactions happen at the interface between either a semicon-
ductor or a catalyst and the electrolyte. In the electrolyte region close to this 
interface, transport processes of reactants, ions and products will take place 
within a mass transport boundary layer. Mass transport of all species will also 
occur within the bulk electrolyte which can be either a liquid electrolyte or a 
solid-state ion-conducting membrane. 
3.2 Processes in the boundary layer 
The boundary layer is defined as the region of the electrochemical cell in close 
proximity to the catalytic surfaces where important concentration or velocity 
gradients can evolve. The boundary layer is bounded by the hydrogen or oxygen 
evolutions reactions sites (HER and OER respectively) and the bulk electrolyte. 
Within this section we will briefly describe the factors that define the electro-
catalytic rates observed at the surface of the electrodes, the formation and 
structure of the electrical double layer at the interface between the semiconduc-
tor or catalyst (metal or insulator) and the electrolyte, and how the reaction 
kinetics will affect the characteristics of the boundary layers of systems operated 
under liquid or solid-state electrolytes. Figure  3.1 shows a diagram of all the 
processes involved in this region  
Electrode reactions.? For electrolysis apparatus, the half-reactions that take 
place on the surface of the semiconductor or the heterogeneous electrocatalyst 
can be written as:?
H2O ? 2H+ + ½ O2 + 2e- (anode) 
2H+ + 2e- ? H2 (cathode) 
in acidic electrolytes, or 
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development of hydrogen generators, as the unifying metrics measured for vari-
ous electrocatalyst systems can directly aid in the design of practical devices. 
The electrical double layer.?The electrical double layer describes two charged 
regions in close vicinity of the electrode surface, usually in a dimensional-scale of 
several nanometers (Figure  3.2). Assuming ideally polarizable electrodes, the 
layers evolve as a result of specific adsorption of solvent molecules or ions spe-
cies on the electrode with resulting bond formation, and electrostatic attraction 
due to an applied potential in the electrode. These two effects result in a polar-
ized layer close to the surface with a thickness in the range of Angstroms (typi-
cal radius of adsorbed ions). This layer is composed of the adsorbed molecules 
and ions (also called inner Helmholtz layer), and solvated ions with the counter-
charge of the surface (building the outer Helmholtz layer). Next to the Helm-
holtz layer there is a layer composed of solvated anions and cations, with the 
net electrical charge equals to the sum of the surface charge of the electrode and 
the charge of the Helmholtz layer. This outer layer, also called diffuse layer, is 
loosely attracted to the charge interface as a result of long-range forces (electro-
static forces) and exhibits an extended dimension. The thickness of the diffuse 
layer is a function of the electrolyte properties only, namely its bulk concentra-
tion, its relative permittivity, ion charges, and temperature. The Debey length 
can be used to estimate the thickness of the diffuse layer, which is usually in a 
range of several nm. This is in contrast to the liquid electrolyte boundary layer 
resulting from the no-slip boundary condition and the corresponding fluid flow 
distribution (discussed in the next section), which is electrically neutral and 
spans a significantly larger area, usually in the range of micrometers to millime-
ters. 
Historically, the electrical double layer has been described by Helmholz, refor-
mulated by Gouy-Chapman, combined by Stern, and further detailed by Gra-
ham10, 11. The Helmholtz and the diffuse layers can be represented as two capac-
itors in series. For large electrolyte concentrations, the total capacitance is dom-
inated by the capacitance in the Helmholtz layer and so is the potential drop 
over the double layer. These conditions can be used in experimental investiga-
tions in order to simplify the interpretation of the data.  
In contrast to metal electrodes, the carrier density in semiconductor is much 
smaller, resulting in a distribution of the surface charge over a finite depth, i.e. 
the space charge layer. The electrical double layer is affected by this space 
charge layer and eventually the potential drop over the interface is influenced 
by the three layers in series: the space charge layer in the semiconductor, the 
Helmholtz layer, and the diffuse layer. The potential drop distribution across 
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Novel insights on the structure of and charge transport within the double layer 
and its effect on charge transport to and from the surfaces and its influence on 
the surface kinetics have been provided by the utilization of detailed molecular 
dynamics simulations15. 
Liquid electrolyte boundary layers.?While the electrical double layer describes 
the first few nanometers of the interface between the electrolyte and the reac-
tion sites, there is a much larger region in close proximity with this interface 
where the properties of the electrolyte (i.e. momentum and composition) are not 
uniform – the mass transport boundary layer. Its thickness (??) can be best es-
timated using dimensionless numbers such as the Sherwood number, Sh = 
?????, which relates the mass transfer coefficient (?) for species’ transport from 
the bulk to the surface or vice versa with their diffusion coefficient (?). The 
Sherwood number is usually given as a function of Reynolds number, Re = 
??0???, and Schmidt number, Sc = ??????, where ? is a characteristic system 
dimension, ?? the average linear velocity of the fluid, ? its density and ? its kin-
ematic viscosity. The actual functional dependence will vary according to the 
flow field and the configuration. For the simple case of a laminar flow parallel to 
a flat plate, the estimation of the mass transport coefficient and the typical 
boundary layer thickness along the plane direction ??is given by16,?
𝛿𝑐𝑥 = 4.64 × Re−1/2Sc−1/3   (3) 
For different flow geometries similar expressions can be derived, but the expo-
nents modifying the Re and Sc numbers will vary, as well as the proportionality 
constant17. 
In electrochemical water splitting devices, the boundary layer will determine the 
extent of the mass transport limitations and ultimately the device performance. 
These limitations are best mitigated when devices are operated under strong 
acidic or basic electrolytes. Under these conditions, the transport of intermediate 
species (H+ or OH-) is not limiting, the electrode reactions occur at a higher 
rate, and the formation of ionic concentration gradients are minimized. Despite 
these advantages, only a few electrocatalytic or photoelectrocatalytic materials 
are stable under these highly corrosive electrolytes. Operating water splitting 
devices at moderate pH conditions in buffered electrolytes or supporting electro-
lytes can enhance the materials’ stability to a limited extent. When buffered 
liquid electrolytes are used, the transport of charged species becomes complex. 
During operation, H+ ions are produced in the surface of the anode while they 
are consumed at the cathode. This leads to the formation of a depletion zone at 
the vicinity of the cathode and an accumulation one in the anode. As the con-
centration of H+ or OH- ions is low in the buffered electrolyte, a pH gradient 





will evolve from the surface of the electrodes and a large portion of the current 
in the system will be carried by supporting ions. This in turn will result in the 
formation of further concentration gradients of supporting ions at the surface of 
electrodes, building up adverse potentials in the cell. These phenomena can sig-
nificantly affect the cell current density at a given potential by imposing con-
centration polarization (CP) losses18. The extent of these losses can be assessed 
by balancing all the ionic transport processes occurring in the electrochemical 
cell (i.e. migration, diffusion and convection):  
𝒋 = −𝐹 2𝛁𝜙 ∑ 𝑧𝑖2𝑢𝑖𝑐𝑖𝑖 − 𝐹 ∑ 𝑧𝑖𝐷𝑖𝛁𝑐𝑖 + 𝐹𝒖 ∑ 𝑧𝑖𝑐𝑖𝑖𝑖   (4) 
where ?????????????????? and, ? are the Faraday’s constant, species charge, mobili-
ty, concentration, diffusivity and electrolyte’s velocity profile, respectively. The 
last (convection) term in the expression can be set to zero due to the electroneu-
trality condition. This expression is valid for dilute electrolytes, and it can take 
more complex forms in concentrated solutions. It is often convenient to define 
the conductivity of the electrolyte, 𝜅, as, 
𝜅 = 𝐹 2 ∑ 𝑧𝑖2𝑢𝑖𝑐𝑖𝑖    (5) 
and the potential losses in the systems as, 
𝛁𝜙 = − 𝒋𝜅 − 𝐹𝜅 ∑ 𝑧𝑖𝐷𝑖𝛁𝑐𝑖𝑖    (6) 
where the second term, the diffusion potential, directly describes the CP losses 
in the cell. As significant concentration gradients form at the surface of the elec-
trodes, larger potentials will be required to achieve a given current density. It is 
also important to clarify that 𝜅 is not necessarily uniform through the electro-
chemical cell, and that the gradients formed will lead to variations in conductiv-
ity across the electrolyte. At the limit, if ions are depleted in a particular region 
of the cell, the conductivity will tend to zero. Thus, for the device to operate at 
practical current densities (i.e. > 10 mA cm-2), the concentration difference 
across the boundary layer should remain small. Analytical expressions for con-
centration profiles and resultant losses have been provided in a theoretical stu-
dy19. Another consequence of the large difference between the H+ or OH- con-
centration at the surface of electrodes and the bulk electrolyte is the appearance 
of a highly corrosive medium in contact with the surface of the electrode mate-
rials. This is specifically important since in many cases buffered electrolytes are 
used to provide higher levels of flexibility over the catalyst selection. 
Due to the problems referred above, several groups have started to implement 
techniques to probe the ionic concentrations and subsequent losses at the surface 
of electrodes20. Scanning electrochemical microscopy (SECM)21  is a well stab-





lished and versatile method capable of providing three dimensional pH maps 
close to the electrodes with submicron resolution22, 23. It can also help to eluci-
date transient and steady state hydrogen evolution rates24. Apart from SECM, 
non-intrusive confocal fluorescent microscopy methods with pH sensitive dyes 
can be used to probe the pH variations in three dimensions close to the 
catalyst25. Additionally, some efforts have focussed on mitigating the CP losses 
around the boundary layer by implementing device engineering solutions. Re-
cently, some studies have proposed the use of fast flow rates (forced convection) 
of liquid electrolytes in microfluidic channels to minimize the adverse effects of 
ion concentrations26. By increasing the convective transport near the electrodes, 
the size of the boundary layer can be reduced and the transport of ionic species 
enhanced. Under these conditions, the concentration gradients near the elec-
trodes can be significantly reduced. A recent study has also shown that bubble-
induced mixing near the surface of the electrodes can reduce the transport losses 
to less than 25 mV at 10 mA cm-2. In the contrary, a stagnant cell had limiting 
currents below 3 mA cm-2 18.  
Although the convective mixing due to the growth and movement of bubbles 
can be beneficial for the minimization of concentration losses, the presence of 
bubbles can have detrimental effects for a solar-hydrogen device. The bubbles 
can increase the reaction kinetic losses if they are not released rapidly from the 
catalyst surface. Moreover, in integrated photoelectrochemical (PEC) devices, 
they can affect the light absorption in the semiconductor by inducing undesira-
ble scattering and reflections. Few methods have been employed to relax these 
adverse effects. In an early example27, 0.01 M of the surfactant Triton X-100 
was added to the electrolyte in order to reduce the size of bubbles and encour-
age faster detachments. In a fully integrated PEC device28, a louvered architec-
ture has been implemented to address the bubble related challenges. The pho-
toanode and photocathode are placed at tilt angles with respect to two horizon-
tal axes, so that the evolved gases could move towards devised outlets after suf-
ficient growth. Apart from these notable examples, most of the demonstrated 
solar-hydrogen devices place electrodes vertically in an electrolyte and do not 
investigate the limitations that bubble transport imposes on these systems29-39. 
In these cases, the devices rely on the upward movement of bubbles due to 
buoyant forces towards collection sites. In a deployable integrated solar-fuel 
generator, this configuration will pose significant challenges, as the photoabsorb-
er will need to be placed normal to solar irradiation direction. Moving forward, 
electrochemical system designs that can mitigate the transport challenges de-
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boundary layer. Several methods have been developed to address this challenge. 
Potentiometric measurements of buffered electrolytes in cells constructed with 
anion and cation exchange membranes suggest that the use of large volumes of 
electrolytes per unit electrode area can prevent depletion of the buffer capaci-
ty48. This method however, increases the size of the system which can hinder 
large scale deployment. Employing circulatory convective streams between the 
HER and OER compartments is another solution that can relax the concentra-
tion gradients problem without the need for utilization of large volumes of elec-
trolytes49. The drawback is that by introducing recirculating streams, product 
crossover is also enhanced which affects the purity of the hydrogen fuel pro-
duced. This constrains the range of recirculating flowrates that can be imple-
mented before the concentration of O2 in the fuel stream reaches levels above 
the flammability limit. Another promising solution involves the employment of 
microfluidic approaches to reduce the volume of electrolyte, avoid the formation 
of large concentration gradients, and reduce the pathlengths for ion transport; 
overall reducing the cell overpotential. This is achieved by operating devices 
under electrolyte streams at high flow rates so that the boundary layer thickness 
is minimized. Although previous studies have shown effective, safe and robust 
production of oxygen-free hydrogen streams26,46, employing these principles in 
large-scale prototypes has yet to be demonstrated. 
To better understand the transport processes that occur in the bulk electrolyte 
it is useful to describe the physical processes using the governing transport 
equations. Below, we describe these equations for conservation and transport of 
chemical species coupled to the Navier-Stokes equations through a convective 
term50.  
The steady state mass conservation equation for charged or neutral species is 
given by, 
−∇ ∙ 𝑵𝒊 + 𝑟𝑖 = 0? ? ? (7) 
Here ?? is the molar flux vector and ?? is a bulk reaction source term. Similar to 
eq. 4, the molar flux is given by, 
𝑵𝒊 =  −𝑧𝑖𝑢𝑖,𝑒 𝐹𝛁𝜙𝑙 − 𝐷𝑖,𝑒𝛁𝑐𝑖 + 𝒖𝑐𝑖? ? (8) 
where ???? ??????????????????? ??? and ? are the species valence, effective mobility, 
Faraday’s constant, potential of the liquid phase, species effective diffusivity, 
concentration, and liquid velocity, respectively. The effective diffusivity and 
mobility of charged species can be related by Nernst-Einstein equation: ???????
?????????. The velocity profile can be obtained through the steady mass and 





momentum conservation (i.e. Navier-Stokes) equations for Newtonian and in-
compressible fluids,  
∇ ∙ 𝒖 = 0? ? ? (9)???????????????????????????????? 
(𝒖 ∙ ∇)𝒖 =  − 1𝜌 ∇𝑝 + 𝜈∇2𝒖? ? ? (10)  
where ????? and ? are density, pressure, and kinematic viscosity, respectively. If 
a porous separator is used in the device, eq. 10 can be modified for the porous 
region following a Darcy’s model for porous medium, 
 (〈𝒖〉𝜖 ∙ ∇) 〈𝒖〉𝜖 =  − 1𝜌 ∇𝑝 + 𝜈𝜖 ∇2〈𝒖〉 − 𝜈𝐾 〈𝒖〉? ? (11) 
where ? and ? are porosity and permeability of the fluid through the separator. 
In this case, ??? is the superficial velocity vector: an equivalent velocity field 
that allows for the treatment of the flow as if it was confined to a one-phase 
media. The last term on the right side is added to account for viscous losses in 
the porous separator, relevant for low velocity flows. In the case of a uniform 
liquid electrolyte, this equation reduces to eq. 10 as porosity tends to unity, 
permeability to infinity, and superficial velocity is replaced by the actual fluid 
velocity, 𝒖. In all equations presented above, isotropic properties such as diffu-
sivity, porosity, and permeability are assumed. By solving this set of equations, 
all important operational parameters can be estimated: overpotentials, product 
crossover, concentration, and velocity profiles50.  
3.4 Processes in solid electrolyte membranes 
The safe operation of water splitting devices requires that the produced gas 
streams have compositions below the flammability limit (<4% v/v of O2 in 
H2)51, 52. Despite some notable exceptions, the co-evolution of H2 and O2 in a 
common electrolyte will usually lead to unsustainable levels of gas crossover53-55. 
To counteract this issue, membranes can be included in between reaction sites 
so that ionic conduction can be maintained between the hydrogen evolution side 
and the oxygen evolution side, while at the same time gas permeation can be 
averted (Figure  3.5). These tasks are similar to those imposed in membranes 
used in fuel cell applications, although the ionic conduction and gas barrier re-
quirements may differ. In general, the current density across the membrane de-
pends on the material’s conductivity, 𝜅𝑚𝑒𝑚, membrane thickness, ?, and the 
ohmic potential drop across the membrane, 𝛁𝜙𝑚𝑒𝑚, 
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3.5 Conclusions and Perspectives 
Throughout this chapter, three critical regions where identified which interact 
with each other and ultimately define the device performance: the boundary 
layer, the bulk electrolyte, and the membrane. The boundary layer region is 
often overlooked, but a closer attention should be given to it as it generally de-
fines the performance limitation of the devices. The transport processes within 
this region are dominated by diffusion of reactive or ionic species into and from 
the catalytic surface. Depending on the electrolyte composition this region can 
lead to diffusion limited current densities, especially if the device is operated 
under buffered electrolytes at moderate pH conditions. Whenever possible, de-
vices should be operated under strong acidic or basic electrolytes. This would 
alleviate transport limitations and the formation of large concentration gradients 
in the boundary layer, as well as to accelerate the catalysis processes in the elec-
trodes due to the increased concentration of reactive intermediates (H+ or OH-). 
On the other hand, it is well accepted that a large number of semiconductor or 
catalyst materials are not stable under these corrosive environments. In those 
cases, it is highly desirable to develop approaches where near-neutral buffered 
solutions are implemented as the electrolyte. These approaches should mitigate 
the formation of pH gradients around the surface the electrodes. Flow based 
systems are a promising alternative in these cases, as the introduced convection 
can be used to reduce the size of the diffusion boundary layer, and in this way 
accelerate the transport of H+ or OH- species. Research in this area can provide 
insights into the transport of multi-ion buffered electrochemical systems and 
could lead to the development of processes to operate solar-hydrogen generators 
under near-neutral conditions at high current densities. Some modelling efforts 
have started to analyze buffered systems under a set of limited conditions (i.e. 
passive systems, or flow systems at low Re numbers), providing important in-
sights into the performance limits of devices operated at near-neutral pH18. Ex-
perimental and theoretical investigations that expand upon this area and are 
geared towards describing solutions to the pre-existing problems of buffered 
electrolyte systems could positively impact the solar-fuels field by enabling ma-
terial systems that are only stable under mild pH conditions.  
Critical transport processes in the bulk electrolyte involve the transport of ionic 
species between electrodes and gases from the evolution sites to collection ports. 
To avoid significant ionic resistance losses, the design of reactor architectures 
should minimize the ionic path-length. This is particularly important for devices 
that operate at high current densities (> 100 mA cm-2) as the potential losses in 
the electrolyte can account for 100’s mV. It is also important to keep in mind, 
that flow systems, such as the ones implemented in commercial fuel cell or elec-
trolysis units, can alleviate the mass transport limitations of devices and aid in 





the collection of the fuel streams while mitigating gas crossover. To this end, 
stagnant cells or those where low flow rates are implemented will suffer from 
large gas back diffusion, and will most certainly require the implementation of 
membranes to avoid unallowable levels of oxygen contamination in the hydrogen 
fuel stream.             
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Sample concentration is a critical operation ubiquitous in lab-on-a-chip applica-
tion due to the small volume of fluids and small concentration of samples 1. A 
variety of methods to concentrate samples have been developed using pressure 
driven flow via syringe pumps 2, electrophoresis 3, dielectrophoretic 4, centrifugal 
forces 5, magnetophoresis 6, optoelectronic 7, capillary flow 8, ion concentration po-
larization 9 and evaporation-induced flow 10. For evaporation-induced sample con-
centration, the fluidic flow is generally constant and the technique is applicable 
to any biological or chemical samples 10. In this chapter, we focus on sample con-
centration via evaporation using a PDMS micropillar array adopting a technique 
developed for silicon microfluidic channels 11. We apply this technique to aqueous 
samples containing bacteria and fluorescent agents. 
Membrane-based liquid-gas separation is a well-studied topic and has been re-
viewed extensively 12, 13, 14, 15. These separations are used for adsorption, where 
gaseous phase is introduced into the liquids; stripping, where volatile compo-
nents are removed from the liquid phase into the gas phase; and distillation, 
where miscible fluid mixtures are separated through vapor pressure and/or 
thermal differences. In this chapter, we focus on sample concentration as it ap-
plies to the lab-on-a-chip community where the samples are aqueous and the 
liquid flow is continuous. 
Evaporation based microfluidic methods have been previously developed to per-
form sample concentration 16- 27. These methods rely on controlling the evapora-
tion at the outlet, replacing the vaporized liquid via capillary effects and sucking 
liquid through the microfluidic channel at pre-determined rates 16. This evapora-
tion rate can be actively controlled using pressure 17 or temperature 18. It can be 
used to manipulate blood 19, bacteria 20, DNA 21 and viruses 22 or generate chemical 
gradients to perform chemotaxis experiments 23. Additionally, structures within 
microfluidic channels 24, open surface microchannel grooves 25, open-surface micro-
traps 26 and super-hydrophobic nano-structures 27 can be used to concentrate 
compounds at selective locations. Most of these methods rely on evaporation 
into an ambient atmosphere at the outlet of the microfluidic channel. Concen-
trating compounds via structures within microfluidic channels 24 can be highly 
advantageous since the fluids inside the channels can be rapidly modified. 
Since evaporation is proportional to the surface area and also to the difference 
between the saturation and actual water vapor pressures near the surface of the 
liquid, we maintain a low water vapor pressure by having a thermal gradient 
between the water surface and the area where condensation takes place. In pre-
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ed gas bubbles in microfluidic channels can be removed from continuous flow by 
open microfluidics 34 and various microstructures such as hydrophobic venting 
holes 35, pneumatic bubble traps 36, integrated bubble traps 37, membrane based 
debubblers 38, electrochemical debubblers 39 and in-plane debubblers 40. 
Improved performance is obtained via external pressure and thermal integra-
tion 41. Alternatively, these bubbles can be used as a means to valve fluidic 
flow 42. We were inspired by micropillar liquid-gas separations 11, hydrophobic 
venting holes, and microfluidic debubblers to design a polymer-based microfluid-
ic structure with micropillars, as shown in Figure  4.1. 
4.2 Design Optimization 
The microfluidic chip was made using polydimethylsiloxane (PDMS, Sylgard). 
PDMS was mixed at a ratio of 10:1 base and curing agent. This was poured 
onto a SU-8 mold for the PDMS fluidics layer, made using photolithography on 
a Si wafer. A flat PDMS layer was made using an empty Si wafer. After punch-
ing inlet and outlet ports into the PDMS fluidics layers, the two pieces of 
PDMS are brought together. It has an inlet sample microfluidic channel with a 
width of 800 ?m. There are 100 ?m by 100 ?m openings in between posts of 100 
?m by 100 ?m (width and length). These posts form a part of the liquid repel-
lent structure, which separates liquid water from vapor water. The air cavity is 
500?m wide. The total structure is approximately 2800 ?m wide. The two mi-
crofluidic channels are driven by gravity pressure from water tanks. 
First, we simulate the microfluidic chip containing the liquid repellent structure 
in COMSOL to optimize parameters. A 3-dimensional version of the chip as 
shown in Figure  4.1 is modelled in COMSOL. Fluid flows into the sample micro-
fluidic channel. The sample is heated to 30?. The fluid velocity in the sample 
microfluidic channel is dependent on the amount of vaporized water. The 
amount of vaporized water is determined by the difference of the saturated va-
por pressure and the actual vapor pressure near the hot body of water. Propor-
tional to this difference, heat in the form of the enthalpy of vaporization is re-
moved from the sample-liquid repellent structure interface. When a heat sink 
condenses the water vapor, the vapor pressure decreases, heat is released in the 
form of enthalpy of condensation, and additional evaporation from the hot body 
of water can occur. To model the amount of water which is evaporating from 
the sample interface and condensing on the air cavity, we use the mass transfer 
equation as described by Plesset 43. Two bodies of water at different tempera-
tures will have a mass flow of water which vaporizes from the hot body of water 
and condenses on the cold body of water, assuming salinity is equivalent. The 
equation is  





𝐽 = 𝛼𝜌0𝑒√ 𝑅𝑇02𝜋𝑀
1 − (𝜌1𝑒 𝜌0𝑒⁄ )(𝑇1 𝑇0⁄ )1 + √𝑇1 𝑇0⁄  
where 𝐽  is the mass flow rate, 𝛼 is the evaporation coefficient, M is the molecu-
lar mass of the water, 𝑇0 is the temperature at warmer interface,  𝑇1 is the tem-
perature at cooler interface, 𝜌𝑖𝑒 is the saturation vapor density at 𝑇𝑖 (? is either 0 
or 1), and 𝑅 is the universal gas constant.  
 
Figure  4.2. Optimizing parameters on the liquid repellent structure on a chip. Four parameters 
were optimized in COMSOL simulations: (a) fluidic channel thickness, (b) input fluidic water 
width, (c) excess PDMS and (d) length of fluidic channels. Thicker fluidic channels achieve higher 
total output, in an almost linear manner. However, thicker fluidic channels are difficult to fabri-
cate as photolithography is generally limited to a 5: 1 height to width ratio. There is indifference 
to the water width and excess PDMS thickness. Excess PDMS leads to higher material cost. Last-
ly, longer fluid channel lengths are preferred to shorter ones. Shorter lengths require more precise 
fluidic flow rates in experiments, otherwise, much of the energy is lost in the waste stream. Simu-
lation error bars are due to meshing sensitivity. 
In the simulations, we take the temperature along the sidewall of the sample 
microfluidic channel and the sidewall of the air cavity. After averaging in 
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height, we take the temperature and plug into the equation for a differential 
length-scale of 0.1 − 1 𝜇𝑚, which is the smallest size of the simulation mesh. 
This energy is removed from the sample microfluidic channel and added to the 
sidewall of the air cavity. At steady-state, we sum up the total amount of water 
added per second in the air cavity. This is the amount of clean water generated 
or distillate output. 
There are four parameters of the microfluidic chip which are varied in the simu-
lation: microfluidic cavity depth, excess PDMS as insulator, microfluidic channel 
width and microfluidic channel length. As shown in Figure  4.2, the structure is 
indifferent to channel widths and excess PDMS. Optimal parameters were ob-
tained for thicker cavities and longer channel lengths. Thicker excess PDMS 
leads to additional cost and longer channel lengths lead to more difficulty main-
taining a proper hydrodynamic resistance ratio. Cavity and microfluidic channel 
thickness is limited by SU-8 mold fabrication and PDMS soft lithography to 400 𝜇𝑚. There is no optimized value for the post dimension and it can be select-
ed to meet the fabrication method’s requirements such as photoresist’s maxi-
mum deliverable aspect ratio. Distances between the posts are more important 
than the posts themselves since they decide the hydraulic resistance in the cross-
flow direction. This resistance is directly proportional to the maximum allowa-
ble liquid backpressure. Therefore, the void dimension can be selected to tune 
the maximum achievable velocity of liquid in the sample channel. 
With the optimal parameters determined by simulations for fluid channel thick-
ness, fluid channel width, length of fluid channel and excess PDMS, we select a 
good system design for the liquid repellent structure and experimentally verify 
its stability and capability. In order to predict the maximum pressure flow that 
can be contained in the central channel, we use a similar method as in ref. [ 11] 
except, in our case, the material in the microfluidic channel is PDMS rather 
than silicon. Manipulating the height of the water tank allows us to modify the 
inlet pressure. We take images of the radius of curvature of the water-air inter-
face at the sample microfluidic channel, as shown in Figure  4.3. The radius of 
curvature at the interface is determined by the Laplace-Young equation 
∆𝑃 = 𝛾( 1𝑅𝑥 +
1𝑅𝑦) 
where 𝛾 is surface tension, 𝑅𝑥 and 𝑅𝑦 are the radii of curvature and ∆𝑃  is the 
pressure difference between liquid and vapor phase. From the images, we obtain 𝑅𝑥. We can infer 𝑅𝑦 from 𝑅𝑥. At a water tank height of 0 𝑚𝑚, the radii of cur-
vature 𝑅𝑥 and 𝑅𝑦 is ∞ since the pressure inside and outside the water is the 
same. As the water tank is raised in height, the radii of curvature decreases 





since the pressure inside the water is higher than in the ambient air. When the 
water tank is increased to a maximum of 80 𝑚𝑚, the radius of curvature 𝑅𝑥 < 40 𝜇𝑚 and the sample enters into the liquid repellent structure. 
 
Figure  4.3. Graphs (a,b) and images (c,d,e) of water velocity and radius of curvature at the water-
air interface as the water tank is changed in height experimentally. As the height is increased, the 
fluid flow velocity increases and the radii of curvature decreases. At some height, the liquid repel-
lent structure does not prevent liquid water from entering into it, a condition we term, break-
down. We note that breakdown occurs at 80𝑚𝑚 of height for the water tank. Stable fluid flow is 
achieved for fluid velocity of 550 𝜇𝑚/𝑠𝑒𝑐𝑜𝑛𝑑 and a radius of curvature at 𝑅𝑥~ 40 𝜇𝑚. This is equiv-
alent to 0.2 𝜇𝐿/𝑠𝑒𝑐𝑜𝑛𝑑 for the 1𝑐𝑚 by 8 𝑚𝑚 chip or 0.8 𝑚𝐿/ℎ𝑜𝑢𝑟 per 1𝑐𝑚2. 
Second, we calculate the fluidic resistance of the liquid repellent structure. The 
hydraulic resistance 44 is determined by 
𝑅 ≈ 12𝜇𝐿𝑤ℎ3(1 − 0.630ℎ/𝑤) 
for a microfluidic channel with viscosity 𝜇, height ℎ, width 𝑤 and length 𝐿 
where ℎ < 𝑤. When 𝑤 < ℎ, one can switch the two variables. We assume a fixed 
fluid viscosity 𝜇 and height ℎ = 400 𝜇𝑚 for all structures. The two variables are 
width 𝑤 and length 𝐿. We assume that the fluid must travel from the inlet of 
the sample microfluidic channel to the outlet of the sample microfluidic channel 
without any connections between the sample microfluidic channel and the liquid 
repellent structure. 
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With these additional calculations, the most practical design was chosen with 
depth at 400 𝜇𝑚, 1 𝑐𝑚 long microfluidic channel and air cavity, and 2 − 10𝑚𝑚 
total PDMS thickness. In the experiments, we characterized the liquid repellent 
structure by resolving the following questions: 1) Does the structure keep the 
liquid separated from the vapor, and 2) How good is the structure at concentrat-
ing samples? 
 
Figure  4.5. Comparison of experimental and simulation results of distillate output and concentra-
tion factor from the liquid repellent structure on a chip. Experiments were performed with the 
chip cooled to 20?; the body of water in the sample microfluidic channel was heated up to be-
tween 30? to 80?. Simulation results are shown in a dotted green line. Experimental results are 
plotted with error bars. The simulation output is higher than the experimental results. This factor 
comes about due to additional losses which were not considered in the simulation of the fluidic 
channels. For example, in actual experiments, there is additional heated fluid exiting the system 
as waste which is not all accounted for in the simulations. 
4.3 Experimental Results 
The liquid repellent structure on a chip is very adept at separating vapor and 
corresponding condensate from the sample in the microfluidic channel. To use 
the liquid repellent structure to concentrate samples, we modified the input 
sample temperature while keeping the chip cool. The chip was kept continuously 
at 20?; the body of water in the sample microfluidic channel was pre-heated. 
Figure  4.4 shows results with 50 𝜇𝑔/𝑚𝐿 Rhodamine 6G (Sigma Aldrich) contam-
inated water heated to 50?, visualized with a 50 𝑚𝑊 /𝑐𝑚2 514 𝑛𝑚 Argon ion 
laser. Rhodamine 6G containing contaminated water is flowing through the 
sample microfluidic channel. The liquid repellent structure separates the Rho-
damine 6G contaminated water from the air cavity. Over time, condensate 
forms inside the air cavity, which we can see from the light scattering. There is 
clear separation of the Rhodamine 6G between the air cavity and sample chan-
nel as evidenced by the lack of fluorescence response in the region outside the 



















































membrane. The vertical stripes in Figure  4.4b are an artefact due to the fluores-
cence filter. 
 
Figure  4.6. Experiment of particle concentration using the liquid repellent structure on a chip with 
SYTO9 labeled E. coli, green fluorescent 100nm and 1um particles contaminated water. A dia-
gram of the liquid repellent structure is overlaid on the images (a,b,c). The bacteria and particles 
are visualized using a 488 nm Argon laser. The contaminated water, pre-heated to 50?, is inside 
the sample channel. The liquid repellent structure separates the contaminated water from the air 
cavity. There is clear separation of the bacteria and particles between the air cavity and sample 
channel. As we increase the magnification of the imaging system to get a better count of the 
number of bacteria and particles, most objects appear out-of-focus as the cavity depth is greater 
than the depth of focus. Therefore, we measure the total particle count by taking several images 
at different focal depths. We count the number of particles in the field of view as water evaporates 
over time in (d). There is a 10𝑥 concentration of the particles over 100 𝑠𝑒𝑐𝑜𝑛𝑑𝑠, which is in agree-
ment with simulation results. 
To measure sample concentration capability with different pre-heating condi-
tions, we measured the distillate output at different input temperatures. The 
chip was kept continuously at 20?; the body of water in the sample microfluidic 
channel was pre-heated to between 30? to 80?. Due to the temperature differ-
ence and continuous flow of the pre-heated sample, continuous distillation oc-
curs. At 30?, we experimentally obtain 0.2 𝑚𝐿/ℎ𝑜𝑢𝑟 per 1 𝑐𝑚2; at 80?, we ex-
perimentally obtain 3.6 𝑚𝐿/ℎ𝑜𝑢𝑟 per 1 𝑐𝑚2. Simulations were performed with the 
same parameters as the experiment to quantify distillate output. At 30?, we 
simulate a distillate output of 0.3𝑚𝐿/ℎ𝑜𝑢𝑟 per 1 𝑐𝑚2; at 80?, we simulate a dis-
tillate output of 5.1 𝑚𝐿/ℎ𝑜𝑢𝑟 per 1 𝑐𝑚2. 
A relationship between distillate output and concentration factor can be deter-
mined by the following formula: 
Condensate 
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𝐶𝑓𝑖𝑛𝑎𝑙 = 𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙 ∙ 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + 𝑉𝑑𝑖𝑠𝑡𝑖𝑙𝑙𝑎𝑡𝑒𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 + 𝑉𝑤𝑎𝑠𝑡𝑒  
where 𝐶𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the initial concentration of particles, 𝐶𝑓𝑖𝑛𝑎𝑙 is the final concentra-
tion of particles, 𝑉𝑖𝑛𝑖𝑡𝑖𝑎𝑙 is the initial volume inside the microfluidic channel, 𝑉𝑑𝑖𝑠𝑡𝑖𝑙𝑙𝑎𝑡𝑒 is the distillate output, and 𝑉𝑤𝑎𝑠𝑡𝑒 is the waste output from the central 
microfluidic channel. 
As shown in Figure  4.5, there is general agreement on the curve although the 
simulation output is higher than the experimental results. This factor comes 
about due to additional losses which were not considered in the simulation of 
the fluidic channels. For example, in actual experiments 𝑉𝑤𝑎𝑠𝑡𝑒 ≠ 0 and there is 
some heated fluid exiting the system in the outlet but in the simulations, we 
assume there is no exiting fluid and that 𝑉𝑤𝑎𝑠𝑡𝑒 = 0. Additionally, some energy is 
lost as the two bodies of water are quite far from each other and some water 
vapor may condense in the air cavity closer to the liquid repellent structure and 
farther away from the cavity walls. 
We performed an experiment with fluorescent particles, as shown in Figure  4.6. 
The contaminated water, pre-heated to 50?, contains 107/𝑚𝐿 SYTO9 (Invitro-
gen) labeled E. coli K12 JM101 (Bioconcept), 107/𝑚𝐿 yellow-green fluorescent 100 𝑛𝑚 latex beads (Invitrogen) and 107/𝑚𝐿 yellow-green fluorescent 1 𝜇𝑚 latex 
beads (Invitrogen). The bacteria and particles are visualized using a 100 𝑚𝑊 /𝑐𝑚2 488 𝑛𝑚 Argon ion laser. The contaminated water is flowing through the 
sample channel. As before, the liquid repellent structure separates the contami-
nated water from the air cavity. The outlet is closed to prevent continuous flow. 
Over time, the particle concentration increases; the temperature in the sample 
microfluidic channel decreases until it is in equilibrium with the entire microflu-
idic chip. We see 10𝑥 concentration of the particles over 100 𝑠𝑒𝑐𝑜𝑛𝑑𝑠. 
4.4 Discussion 
Experiments with evaporation-based concentration methods are limited by the 
ambient environment (i.e. humidity, room temperature, etc.) 16. Control of the 
evaporating surface which determines the amount of evaporation, and the heat 
sink which removes the excess vapor, requires precise control of both the evapo-
rating surface area and the thermal gradient. Although both concepts were 
demonstrated external to the microfluidic chip 17, 18, 24, we demonstrate the capa-
bility to control the two factors within the microfluidic chip to perform sample 
concentration. Experiments with open surface microchannel grooves 25 provide a 
very similar basis to compare against our results. With the hot body of water at 20?, air velocity at 0.15 𝑚𝑠−1 and relative humidity at 50%, they are able to 
obtain 2% increase in particle concentration per 1 𝑠𝑒𝑐𝑜𝑛𝑑 with a 125 𝜇𝑚 wide 





and 80 𝜇𝑚 deep channel. 50% relative humidity at 20? is equivalent to saturat-
ed humidity at about 9?. If we interpolate the data from our experiments, we 
are capable of experimentally obtaining 2% increase in sample concentration per 1 𝑠𝑒𝑐𝑜𝑛𝑑 by having the hot body of water at 28? and the heat sink at 20?. If 
one looks at the saturated vapor pressures for these two temperatures, the 
change in vapor pressure is very similar. Therefore, we obtain very similar re-
sults for sample concentration with an evaporation based microfluidic device in 
a much smaller footprint. 
4.5 Conclusion 
We have demonstrated using a liquid repellent structure to perform both distil-
lation and evaporation based sample concentration in-plane inside a microfluidic 
chip. We demonstrate 3.6 𝑚𝐿/ℎ𝑜𝑢𝑟 per 1 𝑐𝑚2 distillate output using two bodies 
of water at 20? and 80?. Using the same structure, we demonstrate 10𝑥 con-
centration of fluorescent particles over 100 𝑠𝑒𝑐𝑜𝑛𝑑𝑠. We anticipate the proposed 
microfluidic structure will enable novel applications in communicating micro-
channels within integrated lab-on-a-chip systems. The approach is lightweight, 
low cost and of low complexity. 
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As the fossil fuel energy resources approach their limits, the quest for renewable 
alternatives is attracting more attention from the scientific and industrial com-
munities3. Among these alternatives, the sun is the most promising source of 
energy4.  
Solar energy is utilized in several ways which can be classified as direct and in-
direct. In direct utilization, the energy of the sun is not converted into other 
forms of energy such as electricity, but it directly drives a photochemical process 
such as water or air purification5-7. On the other hand, there are mechanisms to 
convert and store the solar energy to be consumed later. This energy storage can 
be electrical, as performed by photovoltaic panels8, or chemical9, as performed in 
solar reforming of liquid fuels10. Substantial studies are conducted to increase 
the efficiency of these processes. In case of single junction PV cells, the goal is to 
approach the 30% theoretical efficiency limit predicted by Shockley and 
Queisser1 for a semiconductor with bandgap energy of 1.1 eV. The rest of the 
solar energy is wasted as heat, transmission/reflection, and recombination of 
charge carriers. For photocatalytic reactions such as water treatment or fuel 
reforming, there is no counterpart calculation that we are aware of. However, it 
can be claimed that this value should be smaller than 30%, since in these reac-
tions, charge carriers should be transferred to acceptor molecules rather than 
conductive electrodes. The interacting molecules should be very close together so 
that the electron orbitals could overlap. Achieving this requirement is often very 
difficult when dealing with complex molecules. Therefore, at least 70% of the 
solar energy is available as heat which can be injected into the system to 
achieve faster reaction rates. It is worth noting that this discussion is valid for 
single band gap materials. If layered structures with concentrated sunlight are 
considered, this limit no longer holds. However, the price of such devices is very 
high at present and for many applications not economical.  
Photocatalytic decomposition of organic pollutants in water has been investigat-
ed in many works since it is a low-cost and environmental friendly technology 
meeting the requirements of zero waste scheme in wastewater industry11-15. In 
general, the dissociation of organic molecules can be summarized in the follow-
ing chain reactions15: 
O2 + e- ? O2.- 
H2O + h+ ? H+ + OH. 
P + h+ ? P+ 




O2.- + OH. + P+ ? Degradation Byproducts 
In the above reactions e- and h+ are photo-generated charge carriers at the 
chemically active sites and P stands for the pollutant molecule. Several parame-
ters such as catalyst loading, pH, temperature, dissolved oxygen, contaminants 
type and concentration, light intensity and wavelength affect this process’s per-
formance. Among these, temperature is the factor that we are going to deal with 
directly. It has been shown that the optimum temperature for pollutant dissoci-
ation over photocatalysts is in the range 20 to 80°C16. Above 80°C, the recombi-
nation of charge carriers becomes severe and below 20°C, the reaction’s apparent 
activation energy increases. Therefore, as temperature increases, there is a trade-
off between the charge carrier recombination and more favorable kinetics at 
reaction sites which can be realized from Arrhenius equation. The exact value of 
the optimum temperature depends on a number of factors such as type of pho-
tocatalyst, type and concentration of pollutants, etc. The existence of a favora-
ble temperature range has been observed in other chemical photoreactions, for 
instance, ethylene oxidation17 where thermal enhancement is reported between 
100 to 200°C.  
Microfluidics offers new opportunities for chemists as the large surface to vol-
ume ratio is an advantage for catalytic reactions. In addition, if heat transfer is 
considered to speed up the reaction rate, going towards small scales is favorable, 
as more heat transfer area is available and thermal mass of the system decreas-
es. Lower thermal mass means less required energy input and less initial warm-
up time. If a photoreaction is considered, optimal design of the reactor using 
optofluidic techniques can lead to even higher efficiencies18. In light of these 
benefits, researchers have designed and studied optofluidics reactors for photo-
catalytic reactions.  Lindstrom and Wootton19 achieved impressive loading of 66 
gr of titania per reactant liter by coating the microreactor’s walls with photo-
catalyst. They reported photodegradation rate of 10.6 % s-1 for 0.1 mM solution 
of Methylene Blue (MB) at 12 μl min-1 flow rate. Lei et al.20 compared the per-
formance of a planar optofluidics reactor with a bulk reactor and observed an 
enhancement of up to 100 times. In this chapter, we integrate a black absorbing 
layer to a planar reactor and convert the portion of the spectrum not used by 
the photocatalyst into heat. This enables us to put into test, the validity of 
above-mentioned discussion in practice. To our knowledge, this is the first time 
that sunlight is employed in a photocatalytic reactor as a shared source for both 
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visible regions. The distance between the optofluidic reactor and the tip of the 
light guide is adjusted by means of a power meter to match the 1X solar flux of 
1 kW/m2. In addition, integration of the light guide prevents the heat generated 
by the lamp to reach the reactor, therefore, avoiding erroneous results. Compar-
ison between the solar spectrum and the light source’s spectrum is presented in 
Figure  5.6, both measured using an Ocean Optics HR4000-CG spectrometer. 
The solar measurement was done at 12 pm of a clear sunny day.  
350 μl of 3e-5 M solution of MB (Fisher Scientific) is injected into each reactor 
and put under radiation for 15 minutes. While running the experiment for the 
photothermal reactor, the rector’s bottom surface is put in touch with silica 
aerogel grains which are excellent insulators with thermal conductivities of 0.02 
W/mK at atmospheric pressure and 45 °C26. The liquid is collected in cuvettes 
afterwards for absorbance measurements using a precise spectrometer (Andor 
Technology). Absorbance can be related linearly to the concentration of MB in 
water according to the Beer–Lambert law since the initial concentration of MB 
is very small (3e-5 M). Degradation percentage is calculated by monitoring ab-
sorbance change before and after exposure at 664 nm corresponding to the MB’s 
peak absorbance19. The detailed degradation pathway of MB in aquatic solution 
is reported in previous works27. 
 
Figure  5.6. Comparison between solar and light source’s spectra. 
Absorbance curves for the three reactor types are shown in Figure  5.7 together 
with that of the pristine solution. Corresponding values at 664 nm for the initial 
solution, thermal, photo, and photothermal reactors are 95, 93, 73, and 55 per-
cent, respectively. The absorption peak is also blue-shifted as we move from the 
initial solution towards the photothermal reactor. This is an indication of de-
methylated dyes formation inside the reactors28. MB degradation amount is very 
small in the thermal reactor due to the lack of photocatalytic effect. The photo 
























reactor 40 percent for the same conditions. This 82 % enhancement is the result 
of heating.   
 
Figure  5.7. Absorbance curves for three different reactors compared with the initial solution 
Control experiments have been done using the photo reactor on a hot plate at 
different temperatures. The closest results to the photothermal reactor are ob-
tained at temperature of 42 °C measured by a thermocouple at hotplate’s sur-
face. Figure  5.8 depicts that the photothermal reactor degrades MB about 5 
percent more than the photoreactor at this elevated temperature. Thus, the 
equilibrium temperature inside the photoreactor should be slightly above this 
value, i.e. around 45 °C. This temperature is limited by the transmittance prop-
erties of the titania thin film. In order to raise the temperature, a visible-near 
infrared (VIS-NIR) absorber can be used for fabrication of the rector’s top sur-
face. This material should transmit UV light (below 400 nm) and use the longer 
wavelengths for heating of the chamber. Such a material can be realized by mix-
ing PDMS with appropriate dyes and then characterizing its transmis-
sion/absorption properties29. 
 
Figure  5.8. Results of the control experiment with photo reactor on a hot plate set at 42 °C and 













































In order to observe the effect of solar thermal harvesting on photo reactions, 
water purification capabilities of thermal, photo, and photothermal reactors are 
investigated under similar working conditions. One sun is used as the light 
source and TiO2 as the photocatalyst in a fixed bed configuration. The photo-
thermal reactor showed the best performance with 82 percent augmentation over 
the unheated photo reactor. This can be explained by comparing titania’s band 
gap energy and solar spectra: almost 93 percent of the sunlight is not used by 
titania. This means that this large portion of energy is absorbed by the absorber 
beneath catalytic bed in this reactor and turned into heat favoring reaction ki-
netics. To our knowledge, this is the first demonstration of the exploitation of 
solar energy as the shared source for both heating and catalytic purposes. 
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A large increase in the share of renewable energy sources for power production is 
essential to significantly decrease the current levels of CO2 emissions1, 2. Large 
amounts of investment have been allocated to increase the capacities of solar 
and wind-based power generation. At the same time, power derived from these 
intermittent sources has brought significant challenges for their incorporation 
into our current electricity distribution infrastructure, where electricity genera-
tion generally needs to match the demand. Efficient means for power storage 
and redistribution are needed in order to allow a further penetration of renewa-
ble energy power production. Electrochemical approaches for power storage by 
devices such as batteries, flow-batteries, electrolyzers and fuel cells exhibit a 
significant advantage over other means of storage, namely their efficiency is not 
limited by the Carnot efficiency of heat engines, as it can reach levels above 
70%. Water electrolyzers, in particular, can easily accommodate excess renewa-
ble electricity by converting it into hydrogen fuel, which can be stored and sub-
sequently used to regenerate electricity in a fuel cell3, 4.  
Classical electrolysis systems operate under alkaline electrolytes which allow the 
use of inexpensive and earth-abundant catalysts that operate under basic condi-
tions. These alkaline systems pose significant corrosion challenges for all system 
components as they require operation under strongly basic electrolytes. More 
recent approaches to water electrolysis implement membrane-electrode assem-
blies (MEAs) based on proton exchange polymer membranes (PEM) and noble 
metal catalysts to perform the water splitting process5-7. These systems have 
significant advantages as the ohmic losses through the polymer are minimized 
by the implementation of thin electrolyte layers, and they are fed with deionized 
water, alleviating most of the corrosion issues posed by alkaline electrolyzers. 
One alternative to using deionized water as the feed is to extract water directly 
from the vapor phase. Examples of vapor phase water splitting have been 
demonstrated using MEAs at low temperatures8 and photoelectrochemical mate-
rial systems operated directly from air9. Performing water electrolysis from the 
vapor phase exhibits several advantages: lower water splitting potential, lack of 
bubble evolution at the catalysts surface, and simplified implementation of the 
electrolyzer by direct humid air-based operation9, 10.  On the down side, water 
splitting from humid air poses significant transport challenges, as the low con-
centration of water can limit the water-splitting rates in the device. 
The operation of vapor-fed electrolyzers requires all of the ionic current between 
the reaction sites to be transported by a solid state ion conductor (i.e. proton or 
hydroxide ion-conductor). This solid electrolyte needs to satisfy a series of con-
ditions: (i) the electrodes need to be in direct contact with the electrolyte; (ii) 




the electrolyte needs to have high water solubility as water is consumed in the 
reaction; (iii) the diffusivity of dissolved H2 and O2 gases through the electrolyte 
needs to be high enough to allow for a product diffusive flux that equates the 
production rate at the electrodes surface; (iv) the concentration of gases in the 
electrolyte cannot reach saturation levels in order to avoid bubble nucleation 
which would cause delamination of the electrolyte, and (v) the water from the 
environment needs to diffuse with minimum resistance to avoid water depletion 
at the surface of the electrodes. Nafion thin-films are suitable for this task as 
they provide remarkable ionic conduction, fast water uptake, and good chemical 
stability11-16. Based on Nafion’s transport properties, the polymer films covering 
the electroactive sites must not be thicker than several micrometers to sustain 
current densities in the electrolyzer in the order of several mA/cm2 (1 mA/cm2 
corresponds to 0.0187 mmol/hr-cm2 of H2 at 100% faradaic efficiency)17-19,23. 
Within this thickness range, the in-plane ionic resistance in the polymer can be 
very significant. One way to mitigate the high resistance is to limit the path 
length for ion migration between electrodes to short distances, in the order of 
10-100’s μm. To mitigate these constraints based on Nafion’s transport proper-
ties, a proof-of-concept microfluidic water-splitting device was fabricated. Micro-
fluidic devices are an attractive platform because their architecture can be easily 
tuned, their modularity allows for components to be easily exchanged, and the 
transport characteristics in these devices are well defined. Several studies have 
focused on the use of microfluidic platforms for fuel cell applications under liq-
uid-electrolytes20-23, and only recently a microfluidic device was described for 
water electrolysis from highly acidic (1M sulphuric acid) electrolytes24. To the 
best of our knowledge, this study presents the first report on microfluidic vapor-
fed electrolyzers.  
6.2 Methodology  
6.2.1 Device design 
The device presented in this work consists of a set of parallel electrodes covered 
with a thin layer of Nafion and a set of parallel channels that collect the prod-
uct gases generated above each of the electrodes. Figure  6.1(a) shows a schemat-
ic representation of the cross-section of this parallel channel device. In order to 
maximize the areal coverage of the electrodes in the device, this architecture was 
arranged in a double-spiral geometry, allowing maximum coverage of the elec-
trodes in the chip. The double spiral morphology also allowed for independent 
fluid streams to be collected from the hydrogen and oxygen production channels 
which prevented the back-diffusion of H2 into the oxidation side. Figure  6.1(b) 
shows a photograph of the spiral channel structure where water streams with 
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sis previously established in the literature18, 25. The model implemented in this 
study made use of a constant conductivity for the Nafion phase. Variations in 
the water content throughout the polymer film would lead to a non-uniform 
conductivity, which is not captured in the current model and can lead to differ-
ences between modelling results and experimental measurements26. A better 
understanding of the internal polymer morphology and water uptake throughout 
the polymer film could lead to more precise models that better describe the ex-
perimental systems27. The model incorporated the transport phenomena between 
the two electrodes, the polymeric electrolyte, and the two channels for reactants 
delivery and product removal, as depicted in Figure  6.1(a)28. The ionomer was 
considered as an ohmic conductor and as a diffusive media. The conservation of 
charge and the species transport in the electrolyte were consequently given by 
two Laplace equations, assuming spatial constant conductivity and diffusivity in 
the electrolyte, 
∆𝑉 = 0,  (1) 
∆𝑐𝑖 = 0.  (2) 
The incoming flux of oxygen, water, and hydrogen from the channel to the elec-
trolyte in the direction normal to catalyst interface was given by, 
𝛁𝑐𝑖 ∙ ?̂? = Sh 𝐷𝑖b𝑒 𝐷𝑖m (𝑐𝑖 − 𝑐𝑖b),  (3) 
where 𝐷𝑖b and 𝐷𝑖m were the diffusion coefficients of species ? in the bulk of the 
air-fed channels and the electrolyte, respectively. ? was the inward ionomer sur-
face normal, ? the height of the channel, and Sh the Sherwood number. 
The current densities for the hydrogen evolution and oxygen evolution reactions 
(?R,OER and ?R,HER) are modeled by using concentration-dependent Tafel approx-
imations29, 
iR,OER = i0,OER (cH2OcH2Ob ) exp (
αaF(Φs−Φe−EO2/H2O)RT ), (4) 
𝑖R,HER = −𝑖0,HER𝑎H+exp (
𝛼c𝐹 (Φe+𝐸𝐻+/H2)𝑅𝑇 ), (5) 
where ?a and ?c are the charge transfer coefficients at the anode and at the 
cathode, respectively, and 𝐸O2/H2O and 𝐸𝐻+/𝐻2 the Nernst potential of the anodic 
and cathodic reactions, respectively, with reference concentrations at 20°C and 1 
atm.? ???OER and? ??,HER are the exchange current densities for the oxygen evolu-
tion and hydrogen evolution reactions, ? is Faraday’s constant and ? the oper-




ating temperature. The activity of protons in the electrolyte was fixed by the 
concentration of sulfonic groups, i.e. 𝑎H+ = 1. The boundary conditions at the 
electrode/electrolyte interfaces are given by, 
∇V ∙ n̂ = − iR,OER/HERσ ,  (6) 
∇cH2O ∙ n̂ = iR,OER2 FDH2Om ,  (7) 
∇cO2 ∙ n̂ = − iR,OER4 FDO2m ,  (8) 
∇cH2 ∙ n̂ = iR,HER2 FDH2m .  (9) 
The inlet saturation pressure of water vapor was calculated for a relative humid-
ity of one with the correlation from Buck30,  
ps(T) = 611.21(1 + 3.46 × 10−8 p) exp(17.520 T 240.97+T). (10) 
where ? is the total pressure. All other external boundaries are considered as 
walls (no flux condition). The numerical values of the parameters are given in 
Table  6.1. The exchange current densities, anodic charge transfer coefficient and 
membrane conductivity were calculated to fit the experimental results. 
Table  6.1– Numerical values of the model parameter used in the reference case. 
Parameter Value 
Diffusion coefficients of water31-33 𝐷H2Ob = 0.24 cm2 s−1 𝐷H2Om = 7.2 × 10−6 cm2 s−1 
Diffusion coefficients of oxygen26, 34, 35  𝐷O2b = 0.18 cm2 s−1 𝐷O2m = 5.8 × 10−7 cm2 s−1 
Diffusion coefficients of hydrogen36, 37  𝐷H2b = 0.76 𝑐𝑚2 𝑠−1 𝐷H2m = 1.6 × 10−6 cm2 s−1 
Oxygen concentration in the channels 𝑐O2b = 0.21 × 𝑐0 = 8.61 mol m−3  
Exchange current densities 𝑖0,HER = 𝑖0,OER = 3 × 10−11 A cm−2  
Charge transfer coefficients38 𝛼a = 0.85; 𝛼c = 1  
Membrane conductivity 𝜎 = 4 × 10−5 S cm−1 
6.2.3 Device Fabrication 
The devices were fabricated in the Center of Micronanotechnology at the Swiss 
Institute of Technology in Lausanne (EPFL). Two separate chip components of 
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6.2.4 Electrochemical Characterization 
All the electrochemical measurements were performed using a Biologic VSP-300 
potentiostat/galvanostat system. Potentioelectrochemical impedance spectrome-
try (PEIS) measurements were performed at frequencies between 500 Hz to 3 
MHz, and 20 mV amplitude. Impedance results were analysed following electro-
chemical equivalent circuit models described elsewhere to extract ohmic re-
sistances of the devices14, 39. Measurements for equilibrated devices were per-
formed by placing the electrode chips covered with Nafion films in a closed 
chamber equilibrated with deionized water. The devices were allowed to equili-
brate for more than one hour, and measurements were performed when conduc-
tivity values reached steady state values. For flow experiments, a NewEra sy-
ringe pump was used to control flow rates, and gases were pulled from the out-
let while the device inlets were connected to air or nitrogen (N2) in a container 
equilibrated with water at ~100% relative humidity (RH).     
6.2.5 Gas Composition Characterization 
Assembled devices were operated by flowing humid air streams saturated with 
water through the channels at a flow rate of 3 mL/hr using a syringe pump for 
each of the channels (Syringe pumps obtained from New Era). The experiments 
were run for several hours and gases were collected using gas tight syringes. The 
sample gases were injected directly into a Bruker 456-GC system with N2 as the 
carrier gas to determine the concentration of H2 in each channel.  
6.3 Results and Discussion 
Throughout this study, several factors affecting the device performance were 
assessed, and their effects are presented below. Factors related to transport 
mechanisms included the effects of ionic, water and gas transport on device be-
haviour. Additional electrochemical factors such as the reaction kinetic limita-
tions and effects of parasitic oxygen reduction inherent of operation under ambi-
ent air were also considered. The findings presented below demonstrate the re-
quired balance between the multiple electrochemical and transport processes for 
optimal air-based operation of water splitting devices.   
6.3.1 Interplay between transport and electrochemical processes 
One of the most crucial factors that define the device performance is the ability 
to provide low transport resistance for both ionic and gas species through the 
polymer film. In this sense, the thickness of the ionomer films is a crucial pa-
rameter and can define the device performance. Thicker films will result in lower 
ohmic resistances but at the same time will pose larger transport limitations for 




gas and water diffusion between the electrodes and the flow streams. Modelling 
results clearly demonstrate that lower ohmic drops are expected as the film 
thickness increases (Figure  6.4 (a)). This implies that in devices with thicker 
Nafion films a larger portion of the applied potential could be used to drive the 
electrochemical reaction and consequently lead to higher production rates. On 
the other hand, higher transport resistance for water in thicker films would re-
sult in kinetic limitations at the surface of the electrodes as the water concentra-
tion decreases. The trade-off between these two effects determines the device 
current output (Figure  6.4 (b)). 
 
Figure  6.4. (a) Ohmic drop in the device as a function of membrane thickness and applied poten-
tial. The results show the expected decrease in ohmic losses in the device as the thickness of the 
ionomer increases. The effect of polymer thickness and applied potential on the device current 
output is presented in (b). As depicted by the result the maximum current levels are achieved for 
a thickness range where the ohmic losses minimized. 
The balance between the ohmic, mass transport, and reaction kinetics losses also 
results in inhomogeneities in the current distribution across the electrodes. Re-
action kinetic and transport losses drive the system towards a uniform current 
distribution, while ionic resistances between the electrodes would favour higher 













































































migration path lengths23. As shown in Figure  6.5, the current density distribu-
tion is uniform at low applied potentials, while anisotropies arise as the poten-
tial increases, especially above 2 V. At low applied potentials, the device exhib-
its low current densities which then lead to a low potential drop from ohmic 
resistance. As the applied potential increases, the current density in the device 
reaches levels where the ohmic drop is comparable to the catalyst overpotential. 
This in turn results in a non-uniform current density distribution, as higher lev-
els of currents are pushed towards electrode areas with the lowest ohmic re-
sistances, i.e. the electrode edges. These effects demonstrate the role of multiple 
transport and chemical processes that are intrinsically present in these complex 
devices, and the importance of balancing them in order to optimize the perfor-
mance. 
 
Figure  6.5. Current distribution across the electrodes separated by an ionomer layer. The ionomer 
thickness corresponds to 1 um, and the anode and cathode center points correspond to electrode 
positions of 0 and 275 um respectively. The nonuniformities observed in the current distribution 
are caused by the trade-off between the ohmic resistance and reaction kinetic resistance. 
As demonstrated from modelling, the proton conduction through the Nafion film 
is a critical parameter that directly affects the device performance. Potentiostat-
ic electrochemical impedance spectroscopy (PEIS) measurements were per-
formed to characterize the ohmic resistance of devices with Nafion films of vari-
ous thicknesses (between 300-800 nm), and results are presented in Figure  6.6. 
Within the device architecture used in this study, the derived resistances varied 
from 140 to 200 ohms, while the contact resistances accounted only for 17±1 
ohms for all the devices. The measured resistances in the devices are significant 
but manageable and demonstrate that devices with thicker electrolyte layers will 
perform better, as long as water and gas transport through the films does not 
become limiting. Also, it is important to point out that the measured resistances 
in these thin films were characterized for electrodes equilibrated in humid air 

















































benchmark for comparing devices with different ionomer thicknesses under a 
controlled set of conditions. Moreover, these devices are expected to show the 
highest level of performance when the ionomer is fully hydrated after equilibra-
tion with humid air. As current is passed through the device, the water concen-
tration in the film over the anode will decrease, and this will lower the conduc-
tivity of the material, and increase the ohmic drop in the device.  
    
Figure  6.6. Device ohmic resistance decreasing as a function of ionomer thickness. The error bars 
denote standard deviation in the resistance measurements via potentiostatic electrochemical im-
pedance.  
 
Figure  6.7. I-V characteristics of devices fabricated with different electrolyte thicknesses, showing 
performance improvements with thickness as a result of the lower ionic resistance in the device.  
To better understand the overall performance of the devices, the I-V character-
istics of the electrodes covered with Nafion were determined after equilibration 
with 100% RH air (Figure  6.7). The traces corresponding to different Nafion 
thicknesses show a typical behaviour for water electrolysis with Pt electrodes. 
The region below 2 V where the device exhibits low current levels (below 0.25 
mA) is likely to be dominated by kinetic losses in the electrode surface, which 

















































arise from catalyst overpotentials. In this region the ohmic drop associated with 
ionic transport in the electrolyte is expected to be small (<50 mV to 120 mV for 
films of 703 and 133 nm respectively), which is why the current levels are not 
affected significantly by the film thickness. As the applied potential and current 
increases, the potential requirement for ion transport also increases and starts to 
become significant. In this regime the film thickness starts to become an im-
portant parameter that affects the device performance, and increasing the thick-
ness of the electrolyte allows the device to operate at higher current levels for a 
given potential.  
6.3.2 Transient device behaviour 
The electrochemical characterization presented above provides insights into crit-
ical design parameters of the microfluidic electrolyzers. Clearly, the devices pre-
sented here benefit from the use of thicker Nafion films which provide lower 
ionic resistances. Within the range of thicknesses investigated here, significant 
limitations to the diffusive transport of gases through the electrolyte film are 
not expected. If devices were to be operated at significantly higher current den-
sities, the concentration of product gases in the electrode/electrolyte interface 
could reach levels above the gas solubility limit, nucleating bubbles and causing 
the electrolyte film to delaminate17, 18. Moreover, the characterization described 
above corresponds to systems that have been equilibrated with humid air and 
the current levels achieved do not directly correlate to the ones for devices un-
der continuous operation. As current is passed through the electrodes, local con-
centration gradients of water and gases in the Nafion film will evolve. In the 
case of the gases generated, the concentration build-up near the electrodes will 
result in additional overpotentials that need to be overcome. More importantly, 
the consumption of water inside the ionomer results in two adverse effects for 
the performance: (i) the decreased water concentration in the Nafion films will 
lower its conductivity and so increase the device ohmic resistance and (ii) the 
lower water concentration at the electrode interface will result in lower reaction 
rates at the catalyst. The second effect can be quite severe as the water splitting 
rate can be limited by the water diffusive flux into the electrodes. Figure  6.8 
demonstrates the performance drop of devices operated at a constant 3 V ap-
plied potential. It can be clearly seen that within the first 5 minutes of opera-
tion, the current density in the devices drops sharply and it reaches lower 
steady values over time. Moreover, if the flowrates of feed gas are increased, the 
steady state current levels also increase. These flowrate effects are consistent 
with the transport limitations described above, as higher flowrates will increase 
the convective transport at the polymer/air interface and the water flux into the 
electrodes will increase. In the same way, the increase in convection will result 
in a faster flux of gases from the polymer films into the gas streams which in 




turn will reduce the concentration overpotential at the electrodes. To under-
stand the impact of the water content decrease in the Nafion film, PEIS meas-
urements were performed after the device had achieved steady state (Figure  6.9) 
operation and the resistances in the devices were found to increase from ~200 
ohms to at least 800 ohms in the case of flowrates of 15 mL/hr and above 6,000 
ohms for the lowest flowrates of 0.5 mL/hr. These resistance levels will result in 
large ohmic drops in the device, >800 mV for devices operated at 1 mA with a 
feed flowrate of 15 mL/h.    
 
Figure  6.8. Current traces for a device with a 700 nm Nafion film operated at 3 V with different 
feed flowrates. The initial decay in performance suggests that transport limitations arise as the 
devices initially consumes water absorbed in the ionomer, and reaches different current levels at 
steady state. As the flowrate increases, these transport limitations ease, allowing the device to 
reach higher current densities.  
 
Figure  6.9. PEIS measurements on devices under different feed flowrates after 15 min of device 
operation at 3 V. The impeadance spectra demonstrates an increase film resistance as the flowrate 
was reduced in the devices. 
Although the initial performance of the devices decreases with time due to the 





















































several hours. Figure  6.10 demonstrates the stable steady state behaviour of a 
device operated at 3 V with a total air flowrate of 3 mL/hr per channel. Moreo-
ver, the device used to perform the measurements presented below has been 
used for over a month with varying operating conditions and does not show 
signs of performance degradation. Both the electrode materials (Pt) and the 
ionomer (Nafion) show remarkable electrochemical stability, as is the case for 
this material in MEA’s used in fuel cells and electrolyzers. This suggests that 
the devices described herein can be potentially operated over long periods of 
times. 
 
Figure  6.10. Long term behaviour of a device with a 700 nm Nafion film operated at steady state 
with an applied potential of 3 V across electrodes shows stable device operation over the course of 
several hours.  
6.3.3 Gas transport across channels  
Electrolysis devices need to limit the hydrogen crossover from the reduction to 
the oxidation channels in order to avoid product losses, especially by product 
recombination at the surface of the anode. It must be noted that downstream 
separation of the hydrogen gas is still required as its concentration in the prod-
uct stream is expected to be low if the device is operated directly under humid 
air. Coupled mass transport and electrochemical models were developed to as-
sess the degree of gas crossover through the Nafion film. Additionally, gas 
chromatography measurements were used to determine the extent of hydrogen 
back diffusion. In the devices described above, diffusion of H2 across channels 
can happen through the Nafion thin-film that ionically connects the two elec-
trodes. As the thickness of the films used lies below 1 μm, the H2 crossover 
through the Nafion films is expected to be low. Modelling results demonstrate 
that the concentration of H2 reaching the oxidation side corresponded to less 
than 1% of that produced in devices with Nafion thicknesses below 1 μm 
(Figure  6.11). These results suggest that the thickness of the film can be opti-






















mized without affecting the gas crossover in the device. Experimental results of 
the device modelled here demonstrated low levels of crossover, as 97% of the H2 
in the system was collected in the reduction side, and 3% of it was collected in 
the oxygen side (Figure  6.12 presents the GC results). Cross-contamination at 
the inlet and outlets of the demonstration device, imperfections in the bonding 
between Nafion and the channel walls, as well as non-zero diffusion of H2 
through the SU-8 walls could result in the higher measured H2 crossover when 
compared to the model estimations. It is important to point out that crossover 
of oxygen from the oxidation to the reduction channels can have similar detri-
mental effects due to recombination losses in the cathode. In the case of the 
devices presented in this study, the crossover of oxygen is expected to be lower 
than that measured for H2, as its permeability in Nafion is lower40, 41. 
 
Figure  6.11. Hydrogen crossover flow between the cathode and the anode as a fraction of the 
hydrogen production rate at the cathode. The results show that the gas crossover across electrodes 
is expected to be low, in the order of 10-3 of the produced hydrogen.   
 
Figure  6.12. Gas chromathography traces for H2 collected in the oxidation and reduction channel, 























































Figure  6.13. Electrochemical behaviour of a device operated with a feed flowrate of 15 mL/hr of 
air (solid line) or nitrogen (dashed line). The results demonstrate higher current densities in the 
presence of oxygen due to parasitic recombination reactions in the cathode. The current density 
values for the nitrogen-fed system compare well with modelling results, presented as the red dots 
in the graph.  
It is important to point out that this study focused on the operation of devices 
with humid air, and the presence of O2 in the feed can have several drawbacks 
in the performance of devices. When electrolysis devices are operated in the 
presence of air, the oxygen reduction reaction can compete with the hydrogen 
evolution reaction in the cathode, and the measured current output arises from 
both reactions. To assess the extent of this effect, current-voltage characteristics 
were measured for devices operated under humid air and humid N2 (100% RH) 
as depicted in Figure  6.13. It can be noted that higher current densities are ob-
tained when air (up to 19% higher at 3V) is present in the fed-stream. Similar 
effects have been reported elsewhere for the case of air-operated MEAs.8 Fur-
thermore, the presence of oxygen in the H2 stream can result in recombination 
losses, and a more complex downstream separation of the gases will be required 
to obtain pure H2 fuel. The electrochemical model presented earlier follows the 
behaviour of the nitrogen fed device, further confirming the presence of addi-
tional parasitic reactions occurring in the electrodes when oxygen is present. 
Under humid N2, these parasitic electrode reactions are not present and the far-
adaic efficiency of the devices is expected to approach 100%. Given these condi-
tions, the energy conversion efficiency at different current density levels can be 
estimated. The energy conversion efficiency (?) for the device operated under 
humid N2, assuming a 100% faradaic efficiency is calculated as8, 
𝜂 = 𝐸𝐻2𝑂,𝑣𝑎𝑝0  𝐸𝑎𝑝𝑝  































Where 𝐸𝑎𝑝𝑝 is the applied potential and 𝐸𝐻2𝑂,𝑣𝑎𝑝0  is the thermodynamic water 
splitting potential of water vapor Figure  6.14 presents a trace of the current 
density in the device as a function of efficiency, demonstrating that the device 
can operate at current densities above 2.5 mA/cm2 with efficiencies higher than 
50%.     
 
Figure  6.14. Current density versus energy conversion efficiency for a microelectrolyzer device 
consisting of a pair of Platinum electrodes and operated under humid N2 streams at 100%RH. 
6.3.4 Improving the reaction kinetics at the electrodes 
The previous subsections discussed the interplay of multiple transport processes 
that play important roles in the performance of vapor operated electrolyzers, 
and highlighted directions for improvements in the device current outputs. 
While the devices described above used Pt as an electrocatalyst for both the 
oxygen and hydrogen evolution reactions, further gains can be attained by im-
plementing catalysts with lower overpotentials. To demonstrate the performance 
improvements from the incorporation of catalysts with higher activity, a set of 
electrodes were fabricated with IrOx as water oxidation catalyst and Pt for the 
proton reduction reaction. This catalyst combination is widely used in PEM 
electrolyzers as it allows MEAs to operate at lower potentials and with im-
proved stability6. As demonstrated in Figure  6.15, significantly lower overpoten-
tials can be achieved when IrOx is used in the anodic reaction. Average current 
densities above 5 mA/cm2 are observed at 2 V of applied potentials; compared 
to less than 2 mA/cm2 in systems that used Pt for the oxygen evolution reac-
tion. The recorded improvement is significant, and demonstrates that the incor-
poration of better catalysts leads to more efficient device operation.  


























Figure  6.15. I-V characteristics of a set of Pt and IrOx electrodes covered with a 700 nm film of 
Nafion. The use of IrOx in the anodic reaction leads to a decrease in overpotential in the device.    
6.4 Conclusions 
The platform developed in this study demonstrates for the first time a room-
temperature water-vapor microfluidic electrolyzer. This system allowed for a 
thorough electrochemical characterization of device architectures, and to gain 
insights on the effects of various design parameters on the performance of water-
vapor electrolyzers. The findings of our study demonstrate the interplay of the 
multiple transport processes required for optimal device behaviour. In particu-
lar, ion-transport resistance in these devices can dominate their electrochemical 
behaviour; the measured resistance levels (>200 ohms) can account for a large 
portion of the overpotential required for the water splitting reaction (>200 mV 
at 1 mA current outputs). Moreover, under steady state operating conditions, 
ionic resistance in the device can increase significantly (by more than 400%) due 
to water consumption at the anode and concentration overpotentials may arise 
from the evolution of product gases near the electrodes. These effects can be 
partially mitigated by increasing convection at the gas/electrolyte interface and 
in this way increase the convective mass transfer, improving the efficiency of the 
device. It must be noted, that although Nafion films have desirable properties 
such as high proton conduction and electrochemical stability, its gas permeabil-
ity is fairly low. This property is desirable for membranes in classic fuel cell and 
electrolyzer designs where gas crossover can affect the performance of devices, 
but for the vapor-fed water splitting devices described here, higher gas permea-
bility and water uptake could ease the transport limitations. Also, contrary to 
catalyst layers in MEAs, this study implemented planar electrodes with active 
catalyst areas limited to the projected areas of the electrodes. Further studies 
should focus on nanostructuring the surface of electrocatalysts in order to signif-
icantly increase the device current output. The insights and design rules pre-




























sented in this study can pave the way for the development of high current den-
sity electrolysis or solar-hydrogen reactors9, 17, 18, 42  that operate directly with 
ambient air.  
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Hydrogen gas is a clean alternative fuel which has the potential to redefine our 
fossil-fuel based infrastructure if its production cost reached levels competitive 
with conventional energy resources. As the only emission from hydrogen-based 
energy production is water, the adoption of this fuel can alleviate many envi-
ronmental concerns. Furthermore, the use of hydrogen as a vehicle for energy 
storage can enable the large-scale deployment of renewable energy sources such 
as solar and wind which suffer from their intermittent availability. Currently, 
most of the hydrogen produced in the world comes from steam reforming of 
natural gas1, a process that intrinsically releases at least 1 molecule of CO2 for 
every 3 molecules of H2 produced. A truly clean alternative is to use renewable 
energy sources, to drive water electrolysis systems and store the excess energy as 
H2 fuel. State-of-the-art electrolysis systems are based on membrane electrode 
assemblies (MEAs) that take advantage of low ionic resistance through Nafion® 
membranes that separate the hydrogen and oxygen evolution sites2-4. Although 
membranes allow for production of nearly-pure gas streams and the operation of 
electrolyzers at high current densities, the strongly acidic nature of Nafion re-
quires the incorporation of acid-stable catalysts that are based on noble metals, 
i.e. Pt and Ir5. The lack of stable and high-performing membranes that operate 
under basic and near-neutral conditions has precluded the incorporation of prac-
tical earth-abundant water splitting catalysts or photocatalytic materials into 
deployable devices6-14, as they have limited stability under acidic electrolytes. 
Research on anion-conducting membranes have led to promising alternatives for 
operation at high pH15-21, but their implementation in electrochemical devices 
lags behind Nafion. Even more complex issues arise for devices operated under 
near-neutral conditions22, 23, where stable operation is possible only by the im-
plementation of controlled convective flows together with ion-conduction by a 
supporting electrolyte24. Membrane-less electrolysis can allow for the operation 
of devices at any pH, reduce the complexity by the elimination of separation 
membranes and decrease the ionic resistance thanks to the higher ion-mobility 
in liquid electrolytes25. Membrane-less designs have been previously used in oth-
er electrochemical devices such as fuel cells26-33 and batteries34, 35. However, there 
is a fundamental difference in water electrolysis where gaseous products (hydro-
gen and oxygen) evolve out of the liquid electrolyte. The consequent bubble 
formation at the electrodes is problematic as it enhances product mixing and 
slows down the reaction. This is a significant challenge that has precluded 
demonstrations of efficient membrane-less electrolyzers in the past. To mitigate 
gas crossover in a membrane-less scheme, fluid dynamic approaches can be im-
plemented in order to control the position and trajectory of gas bubbles as they 
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Previous studies on internal laminar flow of solid particles’ suspensions36-40 have 
demonstrated that the particles line up at an off-center position which is veloci-
ty dependent, a phenomenon known as the Segré-Silberberg effect41. This effect 
is observed because the fluidic velocity gradient across the particles’ body exerts 
a net inertial lift force on them towards the wall, which is counteracted by a 
force generated by the high pressure field that forms between the particles and 
the channel wall. The balance of these two forces determines the equilibrium 
position of the particles in the channel, which controls its trajectory. This phe-
nomenon attracted enormous attention in the microfluidics community where 
precise control of the particles in microchannels is desirable. This effect com-
bined with geometrically induced forces can be directly implemented in applica-
tions that require particle separation, focusing, sorting, or filtering42-44.  Non-
rigid entities such as bubbles and droplets, experience an additional lift force 
due to deformability which directs them away from the wall45. This additional 
force causes the bubble’s equilibrium position to be farther from the wall than 
for rigid spheres, and can only be overcome by increasing the flow rates in order 
to keep the bubbles away from the center of the channel. 
In order to avoid gas crossover in the membrane-less electrolyzer developed 
here, we make use of the Segré-Silberberg effect on bubbles in the laminar flow 
regime. A T-junction is used to separate the gas streams at the downstream of a 
microchannel, after H2 and O2 gases are generated at electrodes placed in close 
proximity to the side walls. A schematic representation of the device is shown in 
Figure  7.2, with pictures of the fabricated device in the inset. In order to ensure 
a small ohmic potential drop, the inter-electrode distance in the device is kept 
low, at 105 μm. It is worth noting that this is the only dimension that needs to 
remain small in order to ensure a laminar flow that provides a steep velocity 
gradient for the Segré-Silberberg effect to take place. While satisfying this con-
straint, the electrode dimensions can be freely increased by several orders of 
magnitudes depending on the available technology, device design and desired 
application. This dimensionality constraint is equivalent to that in current state 
of the art electrolyzers which require a very thin MEA to provide low ionic re-
sistivity between the oxygen and hydrogen evolving catalysts, while still allow-
ing a large electrode area in the plane normal to the ion migration pathway. It 
must be noted that although this study found practical to use a microfluidic 
platform to explore the potential of the Segré-Silberberg effect on high-
performing electrochemical water splitting devices, the principle proposed here 
can be scaled to devices where large-area parallel plate electrodes are imple-
mented in order to reach high operating currents, as illustrated in Figure  7.1. In 
this configuration, the large-area side walls of narrow channels can be coated 
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reported to fall in the range between 0.08 to 0.16 S/cm47. This difference shows 
that the membrane-less device would outperform in efficiency a Nafion-based 
analogue while still suppressing the gas crossover. 
The biggest challenge with a membrane-less design is to avoid product mixing 
which lowers device’s efficiency, product’s purity and results into a potentially 
unsafe operation48. Figure  7.9 a shows gas crossover measurements after running 
the device at 71.5 mA.cm-2 with 1 M sulfuric acid for 90 minutes. The data are 
extracted from a series of chromatograms like the one in Figure  7.10. The green 
line shows the maximum allowable crossover to produce non-flammable gas 
streams, and at flow rates above 12 ml/h the cross contamination is well below 
this 4% cross contamination threshold. Additionally, volumetric measurements 
indicate collection efficiencies of up to 91% of H2 and 93% of O2 at the outlets of 
the device. The high collection efficiencies demonstrate minimal losses of the 
gases due to dissolution in the electrolyte and imperfections in the collection 
ports. This also indicates that if the electrolyte were to be recycled, the faradaic 
efficiency would only drop a few percentage points as a consequence of the re-
combination of the dissolved gases at the electrodes. At 12 ml/h and 71.5 
mA.cm-2, the ratio between convective flow of H2 along the channel to its diffu-
sive flow across the channel, predicted by the Peclet number, is higher than 4.7 
x 103. In addition, the ratio between the H2 generation rate and the diffusive 
flow across the channel is 1.3 x 108. These values show that the H2 diffusion rate 
across the electrodes is negligible compared to generation and convective 
transport rate, indicating that the device is functioning in an appropriate set of 
operation parameters for purified fuel production, i.e. velocity and current densi-
ty. The fact that the measured gas crossover is higher than these predicted val-
ues suggests that gas mixing in the devices predominantly happens through per-
turbations that cause convective transport of bubbles across the channel. These 
perturbations also lead to instabilities in the device electrochemical performance, 
especially at lower flow rates as observed in Figure  7.9 b. When devices operate 
at low flow rates, bubbles fill the inter-electrode space, increasing the ionic re-
sistance in the device and resulting in fluctuations in the applied potential re-
quired to maintain a constant current density. At higher flow rates, the migra-
tion of bubbles across the channels is reduced and the ionic resistance between 
the two electrodes remains constant, resulting in stable operation. It should be 
noted that requiring high flow rates for gas separation increases the energy re-
quired for pumping the fluids. However, the pumping power requirement is es-
timated to be only 5% of the generated power when the device is operated at 
71.5 mA.cm-2 and 12 ml/h (Section  7.5). These low levels of pumping power can 
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𝑅 = 𝐿𝜅𝐴 
Where 𝜅 is the specific conductivity of 1 M sulfuric acid at 25 °C, 𝐿 is the dis-
tance between furthest edges of the electrodes (245 μm) and 𝐴 is the area where 
ionic transport happens (61 μm by 1 cm). 
The pressure drop can be found for a rectangular channel with aspect ratio – 
width to height – less than one and Reynolds number less than 1000 within 
0.26% accuracy using the following formula: 
∆𝑝 = 𝑄𝑅 
Where 𝑄 is the volumetric flow rate and 𝑅 = 𝑎𝜇𝐿𝑊 𝐻3, is the fluidic resistance. 𝑎 is 
a dimensionless parameter depending on the width (W) to height (H) ratio of 
the channel49, 𝑊 /𝐻 : 
𝑎 = 12 [1 − 192𝐻𝜋5𝑊 tanh (𝜋𝑊2𝐻 )]
−1
 
In the fabricated electrolyzer, aspect ratio is 0.22 and Reynolds number is 19.8 
for 12 ml/h flow rate. Therefore, the pressure drop equals 7.4 kPa at this flow 
rate assuming viscosity and density for water at 20 °C i.e. 1 mPa.s and 1000 
kg/m3. It is worth noting that this value is for single phase flow and may differ 
slightly from the pressure drop for bubbly flow.  Assuming a pump efficiency of 
75%, the input power, 𝑃𝑖 delivered to the pump will be 0.033 mW. In other 
words, pumping power is 2.5 or 5% of the produced hydrogen power if the de-
vice runs at 143 or 71.5 mA/cm2, respectively. The overall efficiency, 𝜂, at 12 
ml/h is: 
𝜂 =  1.23𝑉  𝐼 − 𝑃𝑖 𝑉𝑐𝑒𝑙𝑙𝐼  
Where 𝐼 is the electric current passing through the device and 𝑉𝑐𝑒𝑙𝑙 is the opera-
tional cell voltage. For instance, the efficiency is 51% for 71.5 mA/cm2 of cur-
rent and 12 ml/h of flow rate. 
Peclet number: 
𝑃𝑒 = 𝑈𝐿𝐷  
Where 𝑈  is the average fluidic velocity, 𝐿 is the characteristic length over which 
the diffusion occurs, and 𝐷 is diffusion coefficient for Hydrogen. This number is 
the lowest possible ratio of convective to diffusive transport in the device since 




most of the gases are carried away in the gas phase and not in the dissolved 
form. 




Where 𝐼 is the current, 𝑧 is the valency number of ions, 𝐹  is the Faraday con-
stant, 𝐿𝑐 and 𝐻𝑐 are the length and height of the channel, respectively. 
For comparison with the volumetric gas measurements, ideal gas law is used to 
calculate the volume of the gases produced, assuming all of the current is spent 
on generating gaseous products, i.e. H2 and O2.  With 0.5 mA current, the rate 
of hydrogen gas generation should be 2.59 nM/s or 18.65 μmol in two hours run 
of volumetric measurement. Using this value together with the standard condi-
tions of 101.325 kPa and 293.15 K into ideal gas equation of state, PV = nRT, 
leads to a volume of 449 μL for Hydrogen gas. Ideally, the volume of Oxygen 
should be 224.5 μL. The experimental values obtained here show up to 410 μL 
of H2 and 210 μL of O2 with reading resolution of 10 μL. These amounts show 
collection efficiencies above 90%. 
7.6 Conclusions 
The membrane-less electrolyzer demonstrated here has the ability to produce 
non-flammable hydrogen streams, continuously and stably across the pH scale. 
Comparing the device ohmic resistance with that for Nafion-based devices, it is 
clear that this device has the potential to surpass the performance of similar 
water splitting apparatus that rely on ion conductive membranes for separation. 
Although a single electrode pair, such as the one in this proof of  concept study, 
can only produce a limited amount of fuel, scaling it out can be achieved on 
multi-stack panels for enhanced throughput50 or the implementation of large 
area electrodes. As the only dimension to be kept small is the inter-electrode 
distance, follow up studies are underway to develop high throughput devices 
where high surface area planar electrodes are used as the side walls of narrow 
electrolyte channels. Additionally, it is worth noting that this electrolyzer plat-
form may be used in reverse as a fuel cell with two streams of the electrolyte, 
each saturated with H2 or O2, allowing for the production of electricity51. The 
design simplicity of this membrane-less electrolyzer can facilitate mass produc-
tion, especially by employing high resolution 3D printers or injection moulding 
techniques.  
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Close to two centuries have passed since the first reports of hydrogen fuel cells1. 
These interesting early power generators did not reach practical use until recent-
ly due to various technical, social, political, and economic reasons. Driven by 
environmental factors, hydrogen fuel-cell vehicles have regained attention, and 
are commercially available today2, 3. Portable electronics is another sector with 
high potential for fuel cells, given the possibility of achieving higher power den-
sities than batteries. Implementation in this sector requires the development of 
light weight and compact fuel-cells. Micro fuel cells are a class of power sources 
that can address these requirements4-9. Additionally, their compatibility with 
semiconductor manufacturing processes makes micro fuel cells a promising pow-
er source for consumer electronics. ?
An interesting group of micro fuel cells are microfluidic fuel cells (MFCs) that 
allow for the implementation of laminar co-flow of an oxidant and a fuel stream 
parallel to each other.  In this configuration, mixing can only happen through 
diffusion at their interface between the streams10-14. If the flow is fast enough, 
i.e. high Péclet number regime, this diffusion is negligible and does not affect 
the performance; even without implementing separation membranes. Developing 
fuel cells without membranes would reduce the cost, size and weight of the de-
vice. It can also lead to a better performance compared to conventional fuel cells 
as liquid electrolytes have higher ionic conductivity than solid-state ones. De-
spite these advantages, membrane-less devices face significant hurdles since the 
fuel and oxidant need to be dissolved into liquid electrolytes. Promising clean 
fuels such as hydrogen have very low solubility in liquid electrolytes (< 0.8 mol 
m-3 at standard conditions), which introduces significant mass transport limita-
tions and restricts the peak power density to less than 1 mW/cm2 15, 16. In order 
to address this problem, alternative chemicals with high solubility in liquid elec-
trolytes can be implemented. Kjeang et al. demonstrated that by flowing aque-
ous vanadium redox species through porous electrodes, power densities as high 
as 131 mW/cm2 can be achieved. The two streams pass through highly porous 
electrodes with numerous catalytic active sites and enter a microchannel where 
they flowed parallel to each other and exit the chip downstream17. An improved 
cell design has been shown to provide power densities as high as 330 mW cm-2 
18. Da Mota et al. used borohydride and cerium ammonium nitrate as fuel and 
oxidant in a cell where the electrodes where deposited on plates with herring-
bone structures to induce chaotic mixing close to the electrodes surfaces and 
improve mass transport. In order to prevent the fuel and oxidant crossover, they 
integrated a 10 μm porous separator into the device and achieved a peak power 
of 250 mW cm-2 19. Despite these promising demonstrations, use of high energy-
density and economically viable fuels such as hydrogen in these devices can po-




tentially promote their deployment. In this study, we revisit hydrogen as a fuel 
and devise an approach that mitigates the mass transport limitations that has 
restricted the development of high power density hydrogen MFCs. In order to 
go beyond the saturation limit of gases in liquid electrolytes, two-phase flows 
will need to be considered. Implementing two-phase flows, requires the concep-
tion of a mechanisms to introduce and maintain separate H2 and O2 gas streams 
with minimal level of mixing. Furthermore, these gaseous streams will need to 
be encapsulated in a continuous ionically conductive phase, i.e. liquid electro-
lyte. Under this configuration, gas crossover would only occur via diffusion, and 
as far as the stream velocity is high, mixing between the two gas streams would 
be negligible. In the following sections, we describe a method that satisfies all of 
these conditions and allowed for the demonstration of a proof-of-concept device 
that delivers one order of magnitude higher power density compared to its single 
phase counterpart. Such a method can be implemented in other electrochemical 
systems where mass transfer is a major performance barrier.?
8.2 Working principle 
It is known that droplets and bubbles confined to microchannels adapt their 
morphology to minimize their surface energy. This property has been used to 
trap or guide these deformable entities into cavities or rails at the walls of mi-
crochannels20-24. Making use of this principle, two streams of H2 and O2 gas in-
side electrolyte are confined to two separated microchannels connected by a 
shallow ionic bridge. The elongated bubbles are surrounded by the liquid elec-
trolyte which fills in the shallow mid channel as well. The top wall of each gas 
channel is covered by a thin platinum electrode where the gases can diffuse to 
their surface through the very thin liquid film wetting the hydrophilic channels 
walls. In this way, the bubbles act as reservoirs of fuel and oxidant feeding the 
thin liquid layer that separates the gas streams from the electrodes. Further-
more, the protons can move freely in this layer and reach the cathode through 
the shallow gap. A three dimensional illustration of this structure is provided in 
Figure  8.1. It is worth noting that a similar channel profile has been previously 
used in an MFC with formic acid as fuel and potassium permanganate as oxi-
dant in order to reduce the cross-diffusion area between oxidant and fuel 
streams25.  
8.3 Analytical and Numerical Model  
To gain insights into the expected mass-transport enhancement from a two-
phase configuration over single phase one, a simple analytical model has been 
developed for the former and a 3D numerical model in COMSOL for the latter. 
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For the two-phase case, the mass transport inside the thin liquid electrolyte film 
is assumed to be one dimensional and diffusion dominated. Under these condi-
tions, the mass transport of gases can be described by,  
∂c∂t = D ∂
2c∂y2 
Where c, t, D, and y are the concentration of species, time, diffusion coefficient, 
and spatial coordinate in the cross flow direction, respectively. At steady state, 
the solution to this equation, subject to a zero concentration of reactant at the 
surface of the electrode (Figure  8.2a), is linear and in the form of c(y) = Csatd y, 
where d corresponds to the thickness of liquid film and Csat to the equilibrium 
concentration of species at the gas/liquid interface. Assuming a uniform Fickian 
diffusion over the electrode’s area, the average flux of species for the two-phase 
case can be estimated to be D Csatd . Assuming equal average velocities for the gas 
and liquid phases in the annular flow (i.e. homogeneous conditions) the liquid 
film thickness, d, can be calculated. The homogeneity condition for elongated 
bubbles in rectangular channels has been observed before 26. Based on this as-
sumption, the ratio of gas flow rate to the total flow rate equals the ratio of the 
portion of cross section occupied by the gas to the total channel cross section: 
AgasAtotal =
QgasQtotal →  
(135 − 2d)(50 − 2d)135 × 50 = 𝛼 
In above equation, 𝛼 equals to 0.89, 0.94, and 0.97 for 4, 8, and 16 ml/h of gas 
flow rates, respectively. The liquid electrolyte in the half cell is 0.5 ml/h. Simpli-
fying above equation leads to a hyperbolic equation based on d which has the 
solutions reported for each flow rate in Table  8.1.  
The values for D and Csat for H2 are used in the calculations since it is the 
transport limited reactant. In other words, the product of DCsat/n for hydrogen 
in water at 25°C is 1.75 x 10-9 mol m-1 s-1 versus 2.6 x 10-9 mol m-1 s-1 for oxy-
gen, where n is the number of moles for each reactant in the overall reaction, i.e. 
2H2 + O2 ? H2O.  
The 3D model is developed for half of the cell subject to a zero concentration of 
reactant at the surface of the electrode as depicted in Figure  8.2b. The problem 
is solved in COMSOL by coupling laminar flow and transport of dilute species 
modules. The average mass flux over the electrode is calculated from the results 
and given in Table  8.1 for comparison with experimental results. The general 
trend shows that a short circuit density enhancement between 500 to 1100% is 
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In the case of two-phase measurements, the operation of the devices is visualized 
using an optical microscope in reflection mode. A fast camera (Photron’s 
FASTCAM Mini UX100) is used for capturing videos at high frequencies. 
The electrochemical characterization is performed using a VSP-300 Biologic Po-
tentiostat. The measurements are done at three different flow rates for both 
single phase and two-phase cases. In order to have a fair comparison, the total 
flow rate for the two gases in the two-phase system is set equal to the total flow 
rate for the liquid electrolyte in the single phase case. In the two-phase case, the 
liquid electrolyte’s flow rate is kept constant at the small value of 1 ml h-1 to 
provide ion conduction between the two electrodes. Unlike the single phase case, 
this stream is not saturated with any of the gases before flowing into the chip.  
8.5 Results and discussion 
As explained above, the main purpose of this study is to mitigate the mass 
transport limitations in MFCs, which arise from the low solubility of hydrogen 
and oxygen in liquid electrolytes. In order to achieve this, a two-phase flow 
MFC with two annular flows of each gas, i.e. H2 and O2, in a liquid electrolyte 
was developed. Under this configuration, mass transport models suggests that 
the maximum power density can be enhanced by up to a factor of 11 for a 
fuel/oxidant flow rate of 16 ml hr-1, when going from single phase to two-phase 
operation. To provide insights on the mass transport limitations for a one phase 
device, the mass flux maps together with the concentration boundary layers 
over the electrode are depicted in Figure  8.6. Furthermore, the average values of 
flux are reported in Table  8.1 for comparison with the analytical values obtained 
for the two-phase case. Figure  8.6a to 4c show that the mass flux is highly non-
uniform when we move along the electrodes and drops quite rapidly in the first 
few hundreds of microns. This clearly demonstrates that the single phase device 
suffers significantly from the lack of reactants at the vicinity of the electrode’s 
surface, and the average mass flux drops drastically as a function of electrode 
distance (Figure  8.6e and f). This is in contrast with the two-phase case where 
the mass flux is expected to remain approximately uniform throughout the 
length of the electrode, making the two-phase device intrinsically scalable.  
To experimentally demonstrate the potential of the proposed MFC architecture, 
devices were fabricated and characterized under various operating conditions. 
The top view of the device during operation is shown in Figure  8.7, both at the 
inlet and outlet of the cell. These images show that the elongated bubbles are 
confined to their corresponding channels and do not enter the narrow gap in 
between. This is due to the fact that entering this region will increase the sur-
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Table  8.1. Average flux value ratios from modelling and comparison with short circuit current 








𝐉𝐬𝐜𝟐 𝐩𝐡𝐚𝐬𝐞𝐉𝐬𝐜𝟏 𝐩𝐡𝐚𝐬𝐞 
(experimental)  d [μm] Average flux 
[mol m-2 s-1] 
Jsc  
[mA cm-2] 
(Figure  8.9) 
Average 
flux  
[mol m-2 s-1] 
Jsc  
[mA cm-2] 
(Figure  8.9) 
4 2.02 1.74x10-3 7.5 2.94x10-4 1 5.9 7.5 
8 1.06 3.31x10-3 14.7 4.19x10-4 1.96 7.9 7.5 
16 0.54 6.50x10-3 26.6 5.89x10-4 2.9 11 9.2 
8.6 Conclusion 
This study demonstrates that the mass transport limitations of single phase 
MFCs operating with hydrogen and oxygen saturated electrolytes can be relaxed 
by introducing H2 and O2 annular flows in electrolytes. By allowing gas streams 
to minimize their surface energy in confined microfluidic channels, we demon-
strate that gas mixing can be prevented. The results show that the two-phase 
system delivers one order of magnitude better performance compared to its sin-
gle phase counterpart. The method introduced here, opens up a pathway to re-
visit the utilization of gaseous hydrogen in high power density MFCs which was 
hindered by its low solubility in liquid electrolytes. Such a technique can be 
used in other electrochemical systems to boost their performance by relaxing 
potential mass transfer limitations. The power densities obtained in this work 
can be further improved by using micro/nanostructured electrodes. These elec-
trodes induce mixing in the concentration boundary layer while providing higher 
active area for reactions to take place.  
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Within the framework of this dissertation, several proof-of-concept devices in 
the field of electrochemical energy conversion have been realized. In design and 
implementation of all these devices, performance, design simplicity, and cost 
were key concerns. This study was in perfect timing with the efforts of materials 
and chemistry communities whose focus is on development of stable, inexpen-
sive, and efficient components for these reactors. In this chapter, future research 
and development lines are discussed and some initial results are presented.  
9.2 Multiphase Flow Electrochemical Reactors (MFERs):  
Electrochemical processes account for a significant fraction of the electricity 
consumption in the world (i.e. more than 6% in the United States) 1, 2. Among 
them, water-based processes such as the chloro-alkali process accounts for ap-
proximately half of that energy requirement, and more than 55% of specialty 
chemicals require at least one of the products from this process – sodium hy-
droxide, chlorine or hydrogen. This industrial process requires very significant 
energy inputs which account for a predominant fraction of the cost of their 
products 2, 3. Furthermore, as the world moves towards the implementation of 
intermittent renewable generation sources, electrochemical energy conversion 
devices such as water electrolyzers are expected to be used as energy storage 
mechanisms 4-8. Currently, the electrochemical production of hydrogen is not 
economically competitive with alternative production from fossil fuels: due to 
the high cost of the electricity input required 9-11. Figure  9.1 provides an esti-
mate on the potential electrical power saving by moving from a membrane 
based reactor towards an MFER. In preparation of this figure, it is assumed 
that only the solid membrane is replaced by a liquid electrolyte with almost four 
times higher conductivity. Such an enhancement is achievable by moving from 
Nafion membranes to 1 M sulfuric acid. In this case, the reduction in power 
consumption for a given hydrogen generation rate is 20%. This implies more 
than one percent decrease in yearly electricity consumption of a country such as 
the US, i.e. 49 TWh 2. To put it into perspective, this amount exceeds the year-
ly production of 5 Leibstadt nuclear power plants in Switzerland. It must be 
noted that in this analysis, the fluidic losses and decrease in conductivity due to 
the presence of bubbles inside the electrolyte are not accounted for. These two 
sources of energy losses are important and the insights provided by future inves-
tigations will help to minimize them in order to achieve the maximum possible 
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above facilitate a complete understanding of the final device. This understand-
ing can then be used to select the best possible combinations of controllable 
quantities in order to observe the most desirable sets of monitored quantities in 
Figure  9.3 and act as a basis for moving towards an ultimate MFER with the 
best possible figures of merit.  
Thrust 1 is being pursued at EPFL by a new PhD student. Figure  9.5 reflects 
part of results obtained from his studies.  
9.3 Alternative electrochemical reactions 
Throughout this dissertation, water splitting has been used as a model system 
to evaluate performance of the reported devices. However, it must be noted that 
the functioning principles of these reactors can be also adopted for other electro-
chemical reactions. Two of these reactions are briefly described in the following 
subsections. 
9.3.1 Chloaralkali process 
The chloralkali process is the inudustrail method of producing chlorine and so-
dium hydroxide by electrolysis of brine or NaCl solution. Similar to the water 
spitting reaction, this process involves two redox half reactions at the anode and 
cathode:  
Anodic reaction: 2Cl- ? Cl2 + 2e- 
Cathodic reaction: 2H2O + 2e- ? H2 + 2OH- 
An ion conductive membrane lying between the anode and cathode, allows for 
the sodium ions (Na+) to pass through and combine with the hydroxide ions 
(OH-) to produce caustic soda (NaOH). Therefore, the overall reaction takes the 
following form :  
2NaCl + 2H2O ? Cl2 + H2 + 2NaOH 
Hydrogen is also a byproduct of this reaction which can be valorized as a clean 
fuel if the brine electrolysis is performed with green electricity.  
There are two main aspects of this reaction which makes it attractive for mem-
brane-less concepts proposed in this study: 
1) Unlike hydrogen which is mostly produced through steam reforming of natu-
ral gas on industrial scale, brine electrolysis is the main industrial method for 
production of chlorine. This makes it easier to introduce the membrane-less 
technology into the market.  




2) Ion conductive membranes such as Nafion used in current state of the art 
chloralkali cells, work efficiently for very small cations such as proton. They 
impose a much larger overpotential to the cell for larger cations such as Na+ in 
this reaction. 
9.3.2 Carbon dioxide reduction  
Electrochemical reduction of CO2 to CO and hydrocarbon fuels such as methane 
is a recent topic of interest in electrochemistry society due to the environmental 
concerns of global warming. The current problems associated with this reaction 
which can be addressed at the device level are the mass transport limitation of 
carbon dioxide as a reactant and large operating cell potentials. A concept simi-
lar to the one for two-phase flow microfluidic fuel cell can be adopted to relax 
these problems.  
9.4 Throughput enhancement 
Although the devices presented in this study can be integrated into devices such 
as micro flame ionization detectors 12-14 without strict scaling requirements, 
when it comes to microreactors, the most common criticism is their low 
throughput. This is even more crucial in the field of energy where the quantity 
of energy carrier is of prime importance. There are two ways of increasing the 
throughput when microfluidic technology is utilized: scaling out and scaling up15 
These strategies have been discussed in Chapter 2 and here, the efforts to fabri-
cate a larger membrane-less electrolysis cell is briefly discussed. One such a way 
is the areal scale up of electrodes as discussed in Chapter 7. The optimal imple-
mentation of this device is possible after shedding light on the working princi-
ples of MFERs presented in Section  9.2. A second scaled up device under devel-
opment is a stagnant cell with gas diffusion electrodes containing biphilic struc-
tures16. It is worth noting that the electrochemistry community is undertaking 
alternative methods17-19 to further develop the membrane-less concept.  
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