Abstract| The Capetanakis-Tsybakov-Mikhailov contention tree-algorithm provides an e cient scheme for multiaccessing a broadcast-communication channel. This article studies statistical properties of multiple-access contention tree-algorithms with ternary feedback for arbitrary degree of node. The particular quantities under investigation are the number of levels required for a random contender to have successful access, as well as the number of levels and the number of contention frames required to provide access for all contenders. Through classical Fourier analysis approximations to both the average and the variance are calculated as a function of the number of contenders n. It is demonstrated that in the limit of large n these quantities do not converge to a xed mode, but contain an oscillating term as well.
I. Introduction T HE allocation of a single broadcast-communication channel among a large number of independent transmitters usually requires more advanced medium-access protocols than time-division multiple access (TDMA). The reason is that TDMA provides a notoriously low performance with respect to channel utilization, unless all transmitters are continuously transmitting, and with respect to access delay, unless the number of users is low.
Introduced in the early 1970s as a solution to the problem sketched above, the ALOHA protocol yields an elegant scheme to provide immediate random access to the channel 1]. The concept of random access implies that two or more transmitters may be active at the same time, prohibiting error-free reception. If such a collision occurs, the transmitters try again later, each one after a randomly chosen time. However, the performance of the ALOHA protocol becomes very poor, if the channel occupancy increases beyond a certain level.
Basically, there are two strategies to improve the performance of random multiple-access protocols: carriersense multiple-access 2] and collision-resolution algorithms 3], 4]. This article studies statistical properties of the basic collision-resolution algorithm: the contention treealgorithm. The outline is as follows: Section II overviews the development and explains the operation of the contention tree-algorithm. In Secs. III and IV, we investigate the number of levels and the number of contention frames, respectively, required to complete the tree algorithm. We present conclusions in Sec. V. Appendix A and B provide the details of our mathematical analysis. A brief account of this work will be presented in Ref. 5 ].
Let us now describe the multiple-access contention treealgorithm as rst reported by Capetanakis 3] and by Tsybakov and Mikhailov 4] . A large number of transmitters (stations, terminals, sources, etc.) share a single, slotted broadcast channel. The transmitters that contend for channel access are able to acquire ternary feedback on what happened during a contention slot, i.e. whether zero transmitters (an empty slot), one transmitter (a successful transmission), or more than one transmitter (a collision) has been broadcasting during the particular slot. The ternary feedback can either be detected by the stations themselves or by a central controller and is not required to be immediate, i.e. there may be a certain delay between the transmission during the contention slot and the reception of the feedback. Furthermore, the tree has nodal degree m 2, and as a consequence (see below) m consecutive contention slots are grouped into a contention frame.
The contention tree-algorithm utilizes the ternary feedback as follows. Let us assume that there are n contending transmitters at the start of a new tree algorithm, i.e.
n transmitters want to broadcast a data packet. During the rst contention frame, i.e. the frame at the root of the tree, each of the n transmitters picks at random a number (say k) between 1 and m | with equal probabilities | and transmits its packet during the kth contention slot. If after completion of the contention frame the ternary feedback becomes available, each transmitter knows whether its packet has been successfully broadcast or not. If not, a new contention frame is assigned to all transmitters that caused the collision during the particular slot. Therefore, if there were collisions in all contention slots, m new contention frames would become available. This leads to the formation of a tree with nodal degree m. The expansion of the tree stops at either empty or successful slots. Upon completion of the tree algorithm, all the n contenders have successfully broadcast their data. Thereafter a new tree algorithm may start again. To exemplify the contention tree-algorithm, Fig. 1 depicts a possible contention tree for n = 13 contenders and m = 3 slots per frame. Note that the formation of the tree is a stochastic process, because in each frame each contender picks a slot at random. The contention tree depicted in Fig. 1 is just one realization out of an in nite number of possible trees for n = 13 and m = 3.
The development of the algorithm is thus the result of an interplay between the exponential growth of the contention tree and the random choices made by the contenders. Capetanakis 3] has shown that in the case of Poisson generated data packets the maximum throughput of the binary (m = 2) contention tree-algorithm equals 0.347 packets/slot. Capetanakis also demonstrated that if the number of contention slots in the root frame is allowed to be 1. An example contention tree with m = 3 slots per contention frame and n = 13 contending transmitters involved. The numbers in each contention slot denote the number of packets being transmitted. If this number is larger than 1 (a collision) a new frame is assigned to the contenders involved. If this number is 0 (an empty slot) or 1 (a successful transmission) the tree expansion stops.
variable, but all other frames still contain 2 slots, the maximum throughput equals 0.430 packets/slot. A variant of the contention tree-algorithm, the contention stack-algorithm, has been introduced by Tsybakov and Vvedenskaya 11], 12], 13]. In the stack algorithm a transmitter does not need to wait until the tree is completed, but is allowed to contend in the rst available contention frame. An advantage is that this eliminates the requirement that all transmitters continuously monitor the status of the channel.
In the above described algorithms the contention process is being executed with the data packets themselves, in other words a successful contention implies that the data is transmitted as well. Alternatively, one can make use of the contention tree-algorithm to make reservations or requests for data transmission. As generally the length of a reservation packet is smaller than the length of a data packet, the reservation contention tree-algorithm may lead to even larger channel utilization 14], 15]. This mechanism is currently being proposed in several network standards 16], 17].
Apart from the channel utilization, the access delay, i.e. the time it takes before the data packet has successfully been transmitted, is also an important performance parameter. In order to minimize the access delay, one must take into account the round-trip delay between the transmission of a packet and the reception of the feedback 3], 18]. If the round-trip delay is negligibly small, it is most advantageous to perform a serial search, in which each branch is fully completed before returning to the root. However, in communication channels with a large round-trip delay, such as metropolitan cable networks and satellite networks, it may be advantageous to perform a parallel tree search, in which all the contention frames at a certain level are executed before proceeding to the next level 3].
In the present article, we investigate statistical properties of the contention tree-algorithm. In particular we study as a function of the number of contenders n and the number of slots in a contention frame (or nodal degree) m the following statistical quantities:
The number of levels d n required for a random contender to have successful contention. This number is of importance to calculate the mean access delay in systems with a large round-trip delay. In Fig. 1 The number of levels D n required to complete the tree.
This number is of importance to calculate the duration of the algorithm in systems with a large round-trip delay. In The number of contention frames L n required to complete the tree algorithm. In Fig. 1 , L 13 = 11. This quantity determines how much of the channel capacity is needed for the tree algorithm. In the case of a negligible round-trip delay, it determines the duration of the algorithm, as well.
As far as we know, the quantities d n and D n have not been studied in detail before. The quantity L n has been thoroughly investigated from the moment of its introduc- 
D n ' 2 log m n ; (2) L n ' n log m ; (3) where the logarithm base m is given by log m n log n= log m and log n ln n. More precise results are presented in Secs. III and IV, with the mathematical details given in Appendix A and B. From comparison with the exact results it follows that the expressions obtained are already quite accurate for rather small values of n. Furthermore, we demonstrate that the averages and variances obtained do not converge for large n to the laws (1), (2), and (3), but contain oscillating terms as well, re ecting the discrete-level nature of the contention tree. This article considers the statistical properties of the contention tree-algorithm, only. However, our results can be combined with arbitrary tra c models in order to make predictions on the performance of various cases. In many situations, Eqs. (1){(3) su ce to make back-of-theenvelope estimates on the performance.
III. The number of tree levels
The probability distribution of the number of levels d n required for a random transmitter to have successful con- 
if M > 1, a n (M) = 0 otherwise. Equations (4) and (5) In the rst level, each of the n contenders picks at random one of the m slots. This process is repeated for each subsequent level. As a result, the n contenders in level d are independently and identically, randomly distributed with equal probabilities over the m d slots. Therefore, the probability that a slot in level d occupied by a random contender is not occupied by any of the n?1 other contenders equals a n?1 (m d ). The di erence between a n?1 (m d ) and a n?1 (m d?1 ) equals the probability that the random contender requires precisely d levels to be the single occupant of a contention slot. The fact that in the implementation of the contention tree-algorithm the tree is not expanded upon an empty or successful slot, does not change this argument. Similarly, we have for the probability distribution of the number of levels D n required to complete the tree,
where b n (m D ) denotes the probability that all n contenders in level D occupy di erent slots: Fig. 3 . The average dn of the number of levels required for a random contender to have successful transmission (a) and the average Dn of the number of levels required to complete the tree algorithm (b) as a function of the number of contenders n. The symbols denote the exact value dn and Dn calculated from Eqs. (4), (8) and (6), the lines the approximation e dn + dn and e Dn + Dn according to Eqs. (12), (13) and (15), (16), respectively. We note that our large-n approximation is remarkably accurate. Already, for n = 5 the deviation is below 1%. Figure 4 displays the same data but now versus log(n ? 1). Indeed, one notices the logarithmic behavior, but there is a deviation from this behavior as can be clearly observed. This is due to the 1=n term in Eq. (12) and the oscillation (13).
The oscillation in d n can be studied in more detail in 
and an oscillation around this value according to v dn;Dn = ? 2 sin(2 z ? 2 ) ; (22) Values are displayed in Table I It has been demonstrated in Refs. 8], 21] that L n increases proportionally with n. It has been suggested by Massey 8] that for a binary tree (m = 2) the constant of proportionality equals 1= log 2. However, this suggestion was rebutted by the observation that L n =n does not really converge to a xed value, but rather oscillates weakly around some value 8], 21]. Below we reinvestigate this issue and obtain exact expressions for the \DC-value" as well as the magnitude and the phase of the oscillation.
Equation (23) allows easy calculation of the values of L n .
However for further analysis it is more convenient to start from the expression by Kaplan Finally, we address the variance of the number of contention frames. In Ref. 21 ] an expression is given for var(L n )=n in the limit of large n. Again, it was found from numerical evaluation that this value does not converge to a xed value, but oscillates with small amplitude around a \DC-value." In Appendix B, we derive from the expression in Ref. 21 ] an analytical approximation for the variance, again using classical Fourier analysis. The result can be written as
where l is xed. The second term v L (l) oscillates as a function of l. We have only explicitly evaluated the \DC-value" Table II the number e v L is given for some values of m. As expected, the variance decreases upon increasing number of contention slots per frame.
V. Conclusions
We have analyzed properties of the contention treealgorithm for multi-accessing a broadcast-communication channel as a function of the number of contenders n and the number of contention slots per frame m. The quantities under study are the number of levels d n required for a random contender to have successful access, as well as the number of levels D n and the number of contention frames L n required to complete the tree algorithm. These quantities are of importance for the evaluation of the performance of the contention-tree protocol in communication channels with both low and high round-trip delays.
We have presented the probability distribution of d n and D n , which enables us to determine various statistical quantities, such as the average d n ; D n and the variance var(d n ), var(D n ). Through classical Fourier analysis we have derived accurate, analytical approximations for these quantities. Both d n and D n increase logarithmically with n.
Around this increase there is a small oscillation with exponentially increasing period which re ects the discrete-level nature of the contention tree. The amplitude increases with m. In addition, it is found that var(d n ) var(D n ) apart from similar oscillations.
Starting from expressions given by Kaplan and Gulko 21] , the average L n and variance var(L n ) have been evaluated as well. This has allowed us to con rm the conjecture by Massey 8] and the results by Mathys and Flajolet 20] that L n increases linearly with n with constant of proportionality equal to 1= log m. This surmise was under debate because it had been found numerically that L n =n does not converge to a xed value, but rather oscillates. We have identi ed this oscillation as well. Therefore a n (M) is either close to 0 or close to 1, unless M is con ned to a region ("n; " ?1 n). It follows that in the series (35) only those p contribute that satisfy p log n log m = log m n :
Similarly, in the series (36) only those p contribute that satisfy p log(n 2 =2) log m = 2 log m n ? log m 2 :
The proof of Eq. (37) with truncation error assessment follows easily from the Taylor expansion of log(1 ? 1=M) log(1 ? t) around t = 0 and the inequality (1 ? t) n e ?nt ; 0 < t 1 ;
so that the t-regime ; M n ; (43) for conveniently splitting up the range for M in n; n 3=2 ) and (n 3=2 ; 1), and a lengthy but elementary computation.
A2. Fourier analysis of leading approximations
We replace in Eqs. (35) and (55).
One can make calculations for j 1 and j 2 in the same manner as was done in Section A2 for g 1 
In principle one can continue the process of adding terms, see Eqs. (37) and (68), so as to obtain higher order corrections. However, the expressions (76) and (77) approximate d n and var(d n ) already up to su cient accuracy. Inclusion of the third term in Eq. (37) only has the modest e ect on d n of magnitude 1=(12 n 2 ). We also note that the soobtained series of approximations is asymptotic in nature, in the sense that the n-range where inclusion of the kth term of the the r.h.s. of Eqs. (37) and (38) yields a better approximation shifts towards 1 with increasing k. 
where now z = log m (n 2 =2). 
