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Abstract
We study the regularity of fractional integral
∫
Rn
f (y)
(
1
V(x, y)
)1− αn
dµ(y) ( 0 < α < n )
whereV(x, y) is the volume of the smallest rectangle centered on x ∈ Rn containing y ∈ Rn,
with respect to a rectangle doublingmeasure µ.
As a result, we give an extension of generalized Hardy-Littlewood-Sobolev theorem
on product spaces
1 Introduction
Product theory in harmonic analysis dates back to the time of Jessen, Marcinkiewicz and
Zygmund as the strong maximal function was investigated. Study of certain operators,
commuting with a multi-parameter family of dilations, has seen little progress since the
1990s after a number of pioneering works accomplished by e.g: Robert Fefferman [10]-[11],
Cordoba and Fefferman [13], Chang and Fefferman [14], Mu¨ller, Ricci and Stein [15]-[16],
Fefferman and Stein [12], Journe´ [17] and Pipher [18]. In particular, the area remains largely
open for fractional integrals.
Let 0 < α < n. A fractional integral operator Iα is defined by
(
Iα f
)
(x) =
∫
Rn
f (y)
(
1
|x − y|
)n−α
dy. (1. 1)
In 1928, Hardy and Littlewood [1] first established a regularity theorem for Iα in the one
dimensional space. Ten years later, this result has been extended to higher dimensions by
Sobolev [3]. Today, it bears the name of Hardy-Littlewood-Sobolev inequality.
Hardy-Littlewood-Sobolev Theorem: Let Iα be defined in (1. 1). We have∥∥∥Iα f∥∥∥Lq(Rn) ≤ Cp q ∥∥∥ f∥∥∥Lp(Rn) (1. 2)
for 1 < p < q < ∞, if and only if
α
n
=
1
p
−
1
q
. (1. 3)
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⋄ We always write C as a generic constant whose subindices indicate its dependence.
Hardy-Littlewood-Sobolev theorem is fundamental in harmonic analysis andhas foundmany
applications in partial differential equations. Developing besides, a generalization has arisen
naturally by redefining Iα in (1. 1) w.r.t some absolutely continuous measure satisfying
appropriate properties.
We write (
1
|x − y|
)n−α
=
(
1
|x − y|n
)1− αn
. (1. 4)
Observe that |x − y|n is essentially the volume of the smallest cube centered on x ∈ Rn that
contains y ∈ Rn. ( w.r.t Lebesgue measure )
Let 0 < δ < ∞ and
Q(x, δ) =
{
y ∈ Rn: |x − y| < δ
}
. (1. 5)
A measure µ is doubling if
dµ(x) = ω(x)dx (1. 6)
whose Radon-Nikodym derivative ω satisfies the doubling-property 1 in Rn.
Let
V(x, y) = inf
δ
µ
{
Q(x, δ): y ∈ Q(x, δ)
}
. (1. 7)
We define (
Iα f
)
(x) =
∫
Rn
f (y)
(
1
V(x, y)
)1− αn
dµ(y). (1. 8)
The following result came to be known as generalized Hardy-Littlewood-Sobolev inequality.
Theorem A Let Iα be defined in (1. 8). Suppose that µ is doubling. We have∥∥∥Iα f∥∥∥Lq(Rn, dµ) ≤ Cp q ω ∥∥∥ f∥∥∥Lp(Rn, dµ) (1. 9)
for 1 < p < q < ∞, if and only if
α
n
=
1
p
−
1
q
. (1. 10)
Theorem A can be proved by using Hedberg’s method [4]. A discussion is given in 4. 2,
chapter VIII of the book by Stein [5]. Historical background can be found in the book by
Hardy, Littlewood and Po´lya [2].
The present paper aims to give an extension of Theorem A on product spaces, by studying
so-called the strong fractional integral operator, whose kernel has singularity appeared at every
coordinate subspace.
1 LetQ denote a cube inRn and 2Q has the same center ofQ but double its side length. There exits a 0 < γ <∞
such that ∫
2Q
ω(x)dx ≤ 2γn
∫
Q
ω(x)dx
for every Q ⊂ Rn.
2
2 Statement of Main Result
Consider
R
n
= R × R × · · · × R, n ≥ 2. (2. 1)
Let δ denote an n-tuple (δ1, δ2, . . . , δn) for 0 < δi < ∞, i = 1, 2, . . . , n, and
Q(x, δ) =
n⊗
i=1
{
yi ∈ R: |xi − yi| < δi
}
. (2. 2)
Observe that
V(x, y) = inf
δ
µ
{
Q(x, δ): y ∈ Q(x, δ)
}
(2. 3)
is the volume of the smallest rectangle centered on x ∈ Rn that contains y ∈ Rn, w.r.t the
measure µ. In particular, it vanishes when x and y belong to a same coordinate subspace.
Write x =
(
xi, x
†
i
)
∈ R ×Rn−1, i = 1, 2, . . . , n. We say µ is rectangle doubling if
dµ
(
xi, x
†
i
)
= ω
(
xi, x
†
i
)
dx, i = 1, 2, . . . , n (2. 4)
whose Radon-Nikodym derivative ω(·, x†
i
) satisfies the standard doubling-property on every
i-th one dimensional subspace, for a.e x†
i
∈ Rn−1, i = 1, 2, . . . , n.
A strong fractional integral operator Iα is defined by
(
Iα f
)
(x) =
∫
Rn
f (y)
(
1
V(x, y)
)1− αn
dµ(y). (2. 5)
Our main result is the following.
Theorem A* Let Iα be defined in (2. 5). Suppose that µ is rectangle doubling. We have∥∥∥Iα f∥∥∥Lq(Rn, dµ) ≤ Cp q ω ∥∥∥ f∥∥∥Lp(Rn, dµ) (2. 6)
for 1 < p < q < ∞, if and only if
α
n
=
1
p
−
1
q
. (2. 7)
The necessity of homogeneity condition (2. 7) can be shown by changing dilations in (2. 6).
See chapter V of [6].
Since we are dealing with operators with positive kernels. It is suffice to assume f ≥ 0
throughout the rest of the paragraph.
Organization of Paper: In the next section, we introduce a new invented framework where
the product space is decomposed into infinitely many dyadic cones. Every partial sum
operator defined on a dyadic cone is essentially a one-parameter fractional integral operator,
satisfying the desired regularity.
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In section 4, we study the regularity of strong fractional maximal operator Mα, defined by
(
Mα f
)
(x) = sup
δ
µ
{
Q(x, δ)
} α
n−1
∫
Q(x,δ)
f (y)dµ(y). (2. 8)
We prove the following result by applying a multi-parameter Carleso´n embedding theorem,
recently published by Tanaka and Yabuta [8].
Proposition 2.1 Let αn =
1
p −
1
q , 1 < p < q < ∞. Suppose that µ is rectangle doubling. We have∥∥∥Mα f∥∥∥Lq(Rn, dµ) ≤ Cp q ω ∥∥∥ f∥∥∥Lp(Rn, dµ) . (2. 9)
In section 5, we prove the regularity of every partial sum operator defined on a dyadic cone,
in analogue to Hedberg [4]. However, instead of using the (strong) maximal function, Mα f
plays a role in our estimates.
Remark 2.1 A strong maximal operator Mµ defined by
(
Mµ f
)
(x) = sup
δ
µ
{
Q(x, δ)
}−1 ∫
Q(x,δ)
f (y)dµ(y) (2. 10)
is bounded on Lp(Rn, dµ), 1 < p < ∞ if µ is rectangle A∞.
2 This is proved by Robert Fefferman [10].
Moreover, it remains open for the Lp-boundedness of Mµ when µ is rectangle doubling.
A shorter version of the proof, by using Mµ f provided that µ is rectangle A∞, can be found in the
arXiv paper by Wang [7].
After some preliminary estimates given in section 6, we prove a crucial lemma of almost
orthogonality in the last section.
⋄ We abbreviate: µ
{⊗n
i=1 |xi − yi| < δi
}
= µ
{⊗n
i=1
{
yi ∈ R: |xi − yi| < δi
}}
, 0 < δi < ∞ and
Lp(µ) = Lp
(
R
n, dµ
)
, 1 < p < ∞.
3 Cone Decomposition on Product Spaces
Let t denote an n-tuple (2−t1 , 2−t2 , . . . , 2−tn ) for ti ∈ Z, i = 1, 2, . . . , n. We define
(
∆tIα f
)
(x) =
∫
Γt(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y) (3. 1)
where
Γt(x) =
⋃
∈Z
n⊗
i=1
{
yi ∈ R: 2
−ti ≤ |xi − yi| < 2
+1−ti
}
. (3. 2)
2 ω
(
·, x†i
)
satisfies the standard A∞ - property on every i-th one dimensional subspace, for a.e x
†
i ∈ R
n−1,
i = 1, 2, . . . ,n.
4
Observe that Γt(x) in (3. 2) is a collection of rectangles having the same eccentricity w.r.t t,
whose diameters are comparable to their distances away from x, in the spirit of Witney.
Geometrically, it can be interpreted as a dyadic cone centered on x.
In particular, suppose t̂ denote another n-tuple (2−t1−ℓ, 2−t2−ℓ, . . . , 2−tn−ℓ), ℓ ∈ Z. Wemust have
Γt(x) = Γ̂t(x) since the union in (3. 2) takes all  ∈ Z.
Remark 3.1 Without lose of generality, we assume ti, i = 1, 2, . . . , n to be non-negative integers and
tν = min{ti: i = 1, 2, . . . , n} = 0 . In the case of t1 = t2 = · · · = tn = 0, we write t = o.
Given f , we define
ϑt(x) =
1∥∥∥ f∥∥∥p
Lp(µ)
∫
Γt(x)
(
f (y)
)p
dµ(y). (3. 3)
Observe that
∑
t ϑt(x) = 1 for every x ∈ R
n.
Let αn =
1
p −
1
q , 1 < p < q < ∞. We write
β
n
=
1
p
−
1
r
for r =
p + q
2
. (3. 4)
We will show (
∆tIα f
)
(x) ≤ Cp q ω
(
ϑt(x)
) 1
p
(
1− rq
)(
Mβ f
) r
q
(x)
∥∥∥ f∥∥∥1− rq
Lp(µ)
(3. 5)
for a.e x ∈ Rn.
Proposition 2.1 together with (3. 5) imply∥∥∥∆tIα f∥∥∥Lq(µ) ≤ Cp q ω ∥∥∥ f∥∥∥Lp(µ) (3. 6)
for every t. Notice that ϑt(x) ≤ 1 by (3. 3).
Suppose p ≤ q− r. We give a heuristic estimate by assuming
(
Iα f
)q
≤ Cp q ω
∑
t
(
∆tIα f
)q
where
∫
Rn
∑
t
(
∆tIα f
)q
(x)dµ(x)
≤ Cp q ω
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn

∑
t
(
ϑt(x)
) q−r
p
 (Mβ f )r(x)dµ(x) by (3. 5)
≤ Cp q ω
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn

∑
t
ϑt(x)
 (Mβ f )r(x)dµ(x) ( 0 ≤ ϑt(x) ≤ 1 )
≤ Cp q ω
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
Mβ f
)r
(x)dµ(x) (
∑
t ϑt(x) = 1 )
≤ Cp q ω
∥∥∥ f∥∥∥q
Lp(µ)
by Proposition 2.1.
(3. 7)
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Let t − h and t − hm,m = 1, 2, . . . , q − 1 denote n-tuples
(
2−(t1−h1), 2−(t2−h2), . . . , 2−(tn−hn)
)
and(
2−(t1−h
m
1
), 2−(t2−h
m
2
), . . . , 2−(tn−h
m
n )
)
,m = 1, 2, . . . , q− 1 where hi ∈ Z and h
m
i
∈ Z,m = 1, 2, . . . , q− 1
for every i = 1, 2, . . . , n.
Suppose 2 ≤ q ∈ Z. We have
∫
Rn
(
Iα f
)q
(x)dµ(x) =
∑
hm,m=1,2,...,q−1
∫
Rn
∑
t
(
∆tIα f
)
(x)
q−1∏
m=1
(
∆t−hmIα f
)
(x)dµ(x). (3. 8)
By applying Ho¨lder inequality twice, we have
∫
Rn
∑
t
(
∆tIα f
)
(x)
q−1∏
m=1
(
∆t−hmIα f
)
(x)dµ(x)
≤
∫
Rn
q−1∏
m=1

∑
t
(
∆tIα f
)
(x)
(
∆t−hmIα f
)q−1
(x)

1
q−1
dµ(x)
≤
q−1∏
m=1

∫
Rn
∑
t
(
∆tIα f
)
(x)
(
∆t−hmIα f
)q−1
(x)dµ(x)

1
q−1
.
(3. 9)
The main objective in our proof is the following result.
Lemma of Almost Orthogonality: Let αn =
1
p−
1
q , 1 < p < q < ∞. Suppose µ is rectangle doubling.
We have ∫
Rn
∑
t
(
∆tIα f
)
(x)
(
∆t−hIα f
)q−1
(x)dµ(x) ≤ Cp q ω
n∏
i=1
2−ε|hi |
∥∥∥ f∥∥∥q
Lp(µ) (3. 10)
for some ε = ε(p, q,ω) > 0 and every h, provided that q ∈ Z depending on p, ω is sufficiently large.
Notice that αn =
1
p −
1
q =
q−1
q −
p−1
p . The lemma holds by replacing p, qwith
q
q−1 ,
p
p−1 respectively.
Since Iα is a self-adjoint operator, we have
Iα:L
p (µ) −→ Lq (µ) ⇐⇒ Iα:L qq−1 (µ) −→ L pp−1 (µ) . (3. 11)
Let 1 < pi < qi < ∞, i = 1, 2 satisfy
1
p
−
1
q
=
α
n
=
1
p1
−
1
q1
=
1
p2
−
1
q2
. (3. 12)
By choosing q1,
(
p2
p2−1
)
∈ Z in (3. 12) sufficiently large depending on ω and p1, q2 respectively,
and keeping the equalities hold in (3. 12), there exists a 0 ≤ t ≤ 1 such that
1
p
=
1 − t
p1
+
t
p2
,
1
q
=
1 − t
q1
+
t
q2
. (3. 13)
The decaying estimate in (3. 10) together with (3. 8)-(3. 9) imply simultaneously∥∥∥Iα f∥∥∥Lq1(µ) ≤ Cp1 q1 ω ∥∥∥ f∥∥∥Lp1(µ) , ∥∥∥Iα f∥∥∥Lq2(µ) ≤ Cp2, q2 ω ∥∥∥ f∥∥∥Lp2(µ) . (3. 14)
By applying Riesz interpolation theorem, we obtain the norm inequality (2. 6).
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4 Regularity of the Strong Fractional Maximal Operator
Let Qi ∈ R, i = 1, 2, . . . , n denote a cube (interval) in the i-th one dimensional subspace and
Q = Q1 × Q2 × · · · × Qn ⊂ R
n.
Let αn =
1
p −
1
q , 1 < p < q < ∞ and µ to be rectangle doubling. It is well known that a strong
fractional maximal operator, initially defined in (2. 8), is equal to(
Mα f
)
(x) = sup
Q ∋ x
µ {Q}
α
n−1
∫
Q
f (y)dµ(y) (4. 1)
multiplied by a constant depending only on ω.
Let Di, i = 1, 2, . . . , n denote a dyadic grid 3 in the i-th one dimensional subspace. Moreover,
D = D1 ×D2 × · · · × Dn is a dyadic partial grid in Rn. (it fails the nested property) We write
Q ∈ D if Qi ∈ D
i for every i = 1, 2, . . . , n. A dyadic strong fractional maximal operator M△α is
defined by (
M△α f
)
(x) = sup
Q ∋ x: Q ∈ D
µ {Q}
α
n−1
∫
Q
f (y)dµ(y)
≤
∑
Q ∋ x: Q ∈ D
µ {Q}
α
n−1
∫
Q
f (y)dµ(y).
(4. 2)
By using Stro¨mberg 13 -trick,
4 we can bound Mα in (4. 1) by a sum of 2 × 3
n dyadic strong
fractional maximal operators. Each one of them is defined as (4. 2) but has translations on
their dyadic partial grids. The regarding estimate is found many times over in literatures
which can be carried out easily for rectangle doubling-measures. Therefore, it is suffice to
study the regularity of M△α instead. A direct computation shows∫
Rn

∑
Q ∋ x: Q ∈ D
µ {Q}
α
n−1
∫
Q
f (y)dµ(y)
 g(x)dµ(x)
=
∑
Q ∈ D
µ {Q}
α
n−1
{∫
Q
f (y)dµ(y)
} {∫
Q
g(x)dµ(x)
}
=
∑
Q ∈ D
µ {Q}
α
n−1 µ {Q}
1
p µ {Q}
p−1
p
{
1
µ {Q}
∫
Q
f (y)dµ(y)
}
µ {Q}
1
q µ {Q}
q−1
q
{
1
µ {Q}
∫
Q
g(x)dµ(x)
}
=
∑
Q ∈ D
µ {Q}
1
p
{
1
µ {Q}
∫
Q
f (y)dµ(y)
}
µ {Q}
q−1
q
{
1
µ {Q}
∫
Q
g(x)dµ(x)
}
≤

∑
Q ∈ D
µ {Q}
r
p
{
1
µ {Q}
∫
Q
f (y)dµ(y)
}r
1
r

∑
Q ∈ D
µ {Q}
(
q−1
q
)
( rr−1 )
{
1
µ {Q}
∫
Q
g(x)dµ(x)
} r
r−1

r−1
r
by Ho¨lder inequality
(
r =
p+q
2
)
.
(4. 3)
3the family of all dyadic (interval) cube: 2−k
{
j + [0, 1)
}
⊂ R, k, j ∈ Z.
4 See Sawyer and Wang [9] for example and many references cited there.
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We now introduce a multi-parameter Carleso´n embedding theorem, recently published by
Tanaka and Yabuta [8].
Theorem 4.1 Let 1 < p < r < ∞. Suppose that µ is rectangle doubling. We have

∑
Q ∈ D
µ {Q}
r
p
{
1
µ {Q}
∫
Q
f (y)dµ(y)
}r
1
r
≤ Cp r ω
∥∥∥ f∥∥∥
Lp(µ) . (4. 4)
This result is proved by using a clever iteration argument. Its proof is well written but too
lengthy to be repeated here. We therefore refer to the elegant work by Tanaka and Yabuta [8].
Moreover, it isworth tomention that Theorem4.1 actually holds ifµ is rectangle reverse doubling.5
This improved version can be found in the paper by Sawyer and Wang [9].
By applying Theorem 4.1 to the last line of (4. 3), we complete the proof of Proposition 2.1.
5 Estimate on Truncated Cones
Let 2Qi denote the cube (interval) having a same center of Qi ⊂ R but double its side length,
for every i = 1, 2, . . . , n.
Suppose that µ is rectangle doubling. There exists a 0 < γ < ∞ such that∫
2Qi
ω
(
xi, x
†
i
)
dxi ≤ 2
γ
∫
Qi
ω
(
xi, x
†
i
)
dxi (5. 1)
for a.e x†
i
∈ Rn−1, i = 1, 2, . . . , n.
On the other hand, it is well known that rectangle doubling implies rectangle reverse doubling.
There exists a 0 < η = η(γ) < ∞ such that∫
Qi
ω
(
xi, x
†
i
)
dxi ≤ 2
−η
∫
2Qi
ω
(
xi, x
†
i
)
dxi (5. 2)
for a.e x†
i
∈ Rn−1, i = 1, 2, . . . , n.
From (3. 2), we further write
Γt(x) =
∑
∈Z
Γ

t(x), Γ

t(x) =
n⊗
i=1
{
yi ∈ R: 2
−ti ≤ |xi − yi| < 2
+1−ti
}
. (5. 3)
Let τ(t, x) ∈ R for a.e x ∈ Rn be implicitly defined by
(
ϑt(x)
) 1
p(
Mβ f
)
(x)
∥∥∥ f∥∥∥
Lp(µ) = µ

n⊗
i=1
|xi − yi| ≤ 2
τ(t,x)−ti

1
r
. (5. 4)
5 ω
(
·, x†
i
)
satisfies the standard reverse doubling-property on every i-th one dimensional subspace, for a.e
x†
i
∈ Rn−1, i = 1, 2, . . . ,n. It is a weaker property compared to rectangle doubling. For example,
∏n
i=1 e
|xi | is
rectangle reverse doubling but not rectangle doubling.
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We aim to show ∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
≤ 2
−η| −τ(t,x)|min
{
α−β, nq
}
2γn
(
ϑt(x)
) 1
p
(
1− rq
)(
Mβ f
) r
q
(x)
∥∥∥ f∥∥∥1− rq
Lp(µ)
(5. 5)
for a.e x ∈ Rn and every  ∈ Z.
From (5. 3) and (5. 5), we thus have∫
Γt(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
≤
∑
∈Z
2
−η| −τ(t,x)|min
{
α−β, nq
}
2γn
(
ϑt(x)
) 1
p
(
1− rq
)(
Mβ f
) r
q
(x)
∥∥∥ f∥∥∥1− rq
Lp(µ)
≤ Cp q γ η
(
ϑt(x)
) 1
p
(
1− rq
)(
Mβ f
) r
q
(x)
∥∥∥ f∥∥∥1− rq
Lp(µ)
.
(5. 6)
By definition of V(x, y) in (2. 3), we have
µ

n⊗
i=1
|xi − yi| ≤ 2
−ti
 ≤ V(x, y) < µ

n⊗
i=1
|xi − yi| ≤ 2
+1−ti

whenever y ∈ Γ

t(x).
(5. 7)
Consider −∞ <  ≤ τ(t, x). We have∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
≤ µ

n⊗
i=1
|xi − yi| ≤ 2
−ti

α
n−1 ∫
Γ

t(x)
f (y)dµ(y)
≤ µ

n⊗
i=1
|xi − yi| ≤ 2
−ti

α−β
n
2γn
(
1−
β
n
)
µ

n⊗
i=1
|xi − yi| ≤ 2
+1−ti

1−
β
n
∫
Γ

t(x)
f (y)dµ(y)
≤ 2γn
(
1−
β
n
)
µ

n⊗
i=1
|xi − yi| ≤ 2
−ti

α−β
n (
Mβ f
)
(x)
≤ 2−η(α−β)(τ(t,x)− )2γn
(
1−
β
n
)
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(t,x)−ti

α−β
n (
Mβ f
)
(x). (α − β > 0)
(5. 8)
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Consider τ(t, x) ≤  < ∞. By applying Ho¨lder inequality, we have
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
≤

∫
Γ

t(x)
(
f (y)
)p
dµ(y)

1
p

∫
Γ

t(x)
(
1
V(x, y)
)(1− αn )( pp−1 )
dµ(y)

p−1
p
≤
(
ϑt(x)
) 1
p
∥∥∥ f∥∥∥
Lp(µ)

∫
Γ

t(x)
(
1
V(x, y)
)(1− αn )( pp−1 )
dµ(y)

p−1
p
(5. 9)
where
∫
Γ

t(x)
(
1
V(x, y)
)(1− αn )( pp−1 )
dµ(y)
≤ µ

n⊗
i=1
|xi − yi| ≤ 2
−ti

( αn−1)
(
p
p−1
)
µ

n⊗
i=1
|xi − yi| ≤ 2
+1−ti

≤ 2γnµ

n⊗
i=1
|xi − yi| ≤ 2
−ti

(
α
n−
1
p
)(
p
p−1
)
≤ 2
−η( −τ(t,x))
(
n
q
)(
p
p−1
)
2γnµ

n⊗
i=1
|xi − yi| ≤ 2
τ(t,x)−ti

(
α
n−
1
p
)(
p
p−1
)
.
(
α
n −
1
p = −
1
q < 0
)
(5. 10)
By bringing (5. 4) to (5. 8), we find
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y) ( −∞ <  ≤ τ(t, x) )
≤ 2−η(α−β)(τ(t,x)− )2γn
(
1−
β
n
)
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(t,x)−ti

α−β
n (
Mβ f
)
(x)
= 2−η(α−β)(τ(t,x)− )2γn
(
1−
β
n
)

(
Mβ f
)
(x)(
ϑt(x)
) 1
p
∥∥∥ f∥∥∥
Lp(µ)

r
q−1 (
Mβ f
)
(x)
= 2−η(α−β)(τ(t,x)− )2γn
(
1−
β
n
)(
ϑt(x)
) 1
p
(
1− rq
)(
Mβ f
) r
q
(x)
∥∥∥ f∥∥∥1− rq
Lp(µ)
.
(5. 11)
10
By bringing (5. 4) to (5. 9)-(5. 10) , we find
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y) ( τ(t, x) ≤  < ∞ )
≤ 2
−η( −τ(t,x))
(
n
q
)
2
γn
(
p−1
p
)
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(t,x)−ti

α
n−
1
p (
ϑt(x)
) 1
p
∥∥∥ f∥∥∥
Lp(µ)
= 2
−η( −τ(t,x))
(
n
q
)
2
γn
(
p−1
p
)

(
Mβ f
)
(x)(
ϑt(x)
) 1
p
∥∥∥ f∥∥∥
Lp(µ)

r
q (
ϑt(x)
) 1
p
∥∥∥ f∥∥∥
Lp(µ)
= 2
−η( −τ(t,x))
(
n
q
)
2
γn
(
p−1
p
)(
ϑt(x)
) 1
p
(
1− rq
)(
Mβ f
) r
q
(x)
∥∥∥ f∥∥∥1− rq
Lp(µ)
.
(5. 12)
By putting together (5. 11) and (5. 12), we obtain the desired result in (5. 5).
6 Some Preliminaries
Suppose that q ∈ Z is sufficiently large, such that
(
q−2
p
) (
q−r
q
)
≥ 1. From (5. 6), we have
∫
Rn
∑
t
(
∆tIα f
)(
∆t−hIα f
)q−1
(x)dµ(x)
≤ Cp q γ η
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn

∑
t
(
ϑt(x)
) 1
p
(
1− rq
)(
ϑt−h(x)
) 1
p
(
1− rq
)(
ϑt−h(x)
)( q−2
p
)(
q−r
q
) (Mβ f )r(x)dµ(x)
≤ Cp q γ η
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn

∑
t
(
ϑt−h(x)
)( q−2
p
)(
q−r
q
) (Mβ f )r(x)dµ(x) ( 0 ≤ ϑt(x) ≤ 1 )
≤ Cp q γ η
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
Mβ f
)r
(x)dµ(x) (
∑
t ϑt(x) = 1 )
≤ Cp q γ η
∥∥∥ f∥∥∥q
Lp(µ) by Proposition 2.1.
(6. 1)
( 1 ) It is suffice to prove (3. 10) for α sufficiently close to n, such that
η − γ
(
1 −
α
n
)
> 0. (6. 2)
Let αn =
1
p −
1
q for q ∈ Z. Consider
αi
n =
1
pi
− 1q , i = 1, 2 where p2 < p < p1 and α1 < α < α2.
There exists a 0 < t < 1 such that 1p =
1−t
p1
+
t
p2
and α = (1 − t)α1 + tα2.
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Set η − γ
(
1 − α2n
)
= η − γ
(
1 − 1p2 +
1
q
)
> 0 by choosing p2 sufficiently close to 1 and q ∈ Z
sufficiently large. Consider
∥∥∥ f∥∥∥
Lp(µ) = 1. Let S = {z = λ + iv ∈ C: 0 < λ < 1}. Denote
1
pλ
=
1−λ
p1
+
λ
p2
and αλ = (1 − λ)α1 + λα2 for 0 ≤ λ ≤ 1. Moreover, fλ = f
p
pλ whereas
‖ fλ‖Lpλ(µ) = ‖ f ‖Lp(µ) = 1.
For every t and a.e x ∈ Rn, we define
(
Jt f
)
(x, z) =
∫
Γt(x)
fλ(y)
(
1
V(x, y)
)1− α1(1−z)+α2zn
dµ(y), z ∈ S. (6. 3)
Let
βλ
n =
1
pλ
− 1rλ
for which rλ =
pλ+q
2 , 0 ≤ λ ≤ 1. By using (5. 6), we have
∣∣∣∣(Jt f )(x, z)∣∣∣∣ ≤ ∫
Γt(x)
fλ(y)
(
1
V(x, y)
)1− αλn
dµ(y)
≤ Cpλ q γ η
(
ϑt(x)
) 1
pλ
(
1−
rλ
q
)(
Mβλ fλ
) rλ
q
(x)
∥∥∥ fu∥∥∥1− rλq
Lpλ(µ)
.
(6. 4)
For a.e x, y ∈ Rn, the integrand in (6. 3) is analytic which has a power series expansion at
every z ∈ C. Togetherwith (6. 4), it follows that
(
Jt f
)
(x, z) itself has a power series expansion
at a.e x ∈ Rn and every z ∈ S.
Next, we consider
(
Uh f
)
(z) =
∫
Rn
∑
t
(
Jt f
)
(x, z)
(
Jt−h f
)q−1
(x, z)dµ(x). (6. 5)
Clearly, the integrand in (6. 5) has a power series expansion at every z ∈ S. Furthermore,∣∣∣∣(Uh f )(z)∣∣∣∣ ≤ ∫
Rn
∑
t
(
∆tIα f
)
(x)
(
∆t−hIα f
)q−1
(x)dµ(x), z ∈ S.
≤ Cpλ q γ η
∥∥∥ fλ∥∥∥qLpλ(µ) = Cpλ q γ η by (6. 1).
(6. 6)
Hence, (Uh f )(z) is analytic for z ∈ S.
Suppose that (3. 10) is obtained for α2n =
1
p2
− 1q , 1 < p2 < q < ∞ where η − γ
(
1 − α2n
)
> 0.
Together with (6. 5)-(6. 6), we simultaneously have
(
Uh f
)
(0 + iv) ≤
n∏
i=1
2−ε|hi| Cp2 q γ η and(
Uh f
)
(1 + iv) ≤ Cp1 q γ η.
By applying Three-Line Lemma, we have
(
Uh f
)
(t + iv) ≤
n∏
i=1
2−εt|hi |
(
Cp1 q γ η
)1−t (
Cp2 q γ η
)t
=
n∏
i=1
2−εt|hi | Cp q γ η. (6. 7)
The estimate in (6. 7) with v = 0 implies (3. 10) indeed.
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In order to prove (3. 10), we aim to show∫
Rn
(
∆tIα f
)
(x)
(
∆t−hIα f
)q−1
(x)dµ(x)
≤ Cp q γ η
n∏
i=1
2−ε|hi |
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑt−h(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x),
ε = ε(p, q, ξ, η) > 0
(6. 8)
for every t and h.
( 2 ) It is suffice to prove (6. 8) for t = h. ( i.e: t − h = o )
Write
sx =
(
2−s1x1, 2
−s2x2, . . . , 2
−snxn
)
, s−1x = (2s1x1, 2
s2x2, . . . , 2
snxn) (6. 9)
for si ∈ Z, i = 1, 2, . . . , n.
Define
dµs(x) = ω(sx)dx, Vs(x, y) = inf
δ
µs
{
Q(x, δ): y ∈ Q(x, δ)
}
. (6. 10)
We can easily verify
dµ(sx) =
n∏
i=1
2−si ω(sx)dx =
n∏
i=1
2−si dµs(x),
V(sx, sy) =
n∏
i=1
2−si Vs(x, y).
(6. 11)
Notice that µs is rectangle doubling with same exponents γ and η(γ) in (5. 1)-(5. 2).
Recall the definition of Γt(x) in (3. 2). Let fs(x) = f (sx). From (6. 10)-(6. 11), we have
(
∆tIα f
)
(sx) =
∫
Γt(sx)
f (y)
(
1
V(sx, y)
)1− αn
dµ(y)
=
∫
Γt(sx)
f (sy)
(
1
V(sx, sy)
)1− αn
dµ(sy) (y −→ sy)
=
n∏
i=1
2−si(
α
n )
∫
Γt−s(x)
fs(y)
(
1
Vs(x, y)
)1− αn
dµs(y)
≤ Cp q γ η
n∏
i=1
2−si(
α
n )
(
ϑst−s(x)
) 1
p
(
1− rq
)(
Msβ fs
) r
q
(x)
∥∥∥ fs∥∥∥1− rq
Lp(µs)
(6. 12)
where ϑst−s(x) and M
s
β
fs are defined as (3. 3) and (2. 8) with µ and f replaced by µs and fs
respectively.
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In particular, we have
ϑst−s(x) =
∫
Γt−s(x)
(
fs(y)
)p
dµs(y)∫
Rn
(
fs(y)
)p
dµs(y)
=
n∏
i=1
2si
∫
Γt−s(x)
(
f (sy)
)p
dµ(sy)
n∏
i=1
2si
∫
Rn
(
f (sy)
)p
dµ(sy)
=
∫
Γt−s(x)
(
f (sy)
)p
dµ(sy)∫
Rn
(
f (sy)
)p
dµ(sy)
=
∫
Γt(sx)
(
f (y)
)p
dµ(y)∫
Rn
(
f (y)
)p
dµ(y)
(sy −→ y)
= ϑt(sx)
(6. 13)
and
(
Msβ fs
)
(x) = sup
δ
{∫
Q(x,δ)
dµs(y)
} β
n−1
∫
Q(x,δ)
fs(y)dµs(y)
= sup
δ

n∏
i=1
2si
∫
Q(x,δ)
dµ(sy)

β
n−1 n∏
i=1
2si
∫
Q(x,δ)
f (sy)dµ(sy)
=
n∏
i=1
2si
(
β
n
)
sup
δ
{∫
Q(sx,δ)
dµ(y)
} β
n−1
∫
Q(sx,δ)
f (y)dµ(y) (sy −→ y)
=
n∏
i=1
2si
(
β
n
)(
Mβ f
)
(sx).
(6. 14)
Choose s = t − h in (6. 12)-(6. 14). By applying (6. 8) for t = h, we have∫
Rn
(
∆tIα f
)
(x)
(
∆t−hIα f
)q−1
(x)dµ(x)
=
∫
Rn
(
∆tIα f
)
(t − h x)
(
∆t−hIα f
)q−1
(t − h x)dµ(t − h x) ( x −→ t − h x )
≤ Cp q γ η
n∏
i=1
2
−(ti−hi)q
(
α
n+
1
q
) n∏
i=1
2−ε|hi |
∥∥∥ ft−h∥∥∥q−rLp(µt−h)
∫
Rn
ϑt−ho (x)
(
q−2
p
)(
q−r
q
) (
Mt−hβ ft−h
)r
(x)dµt−h(x)
= Cp q γ η
n∏
i=1
2
−(ti−hi)q
(
α
n+
1
q
) n∏
i=1
2−ε|hi |
∥∥∥ ft−h∥∥∥q−rLp(µt−h)
∫
Rn
ϑt−h (t − h x)
(
q−2
p
)(
q−r
q
) (
Mt−hβ ft−h
)r
(x)dµt−h(x)
= Cp q γ η
n∏
i=1
2−ε|hi |
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
ϑt−h (t − h x)
(
q−2
p
)(
q−r
q
) (
Mβ f
)r
(t − h x)dµ(t − h x).
(6. 15)
Notice that αn =
1
p −
1
q and
β
n =
1
p −
1
r .
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7 Proof of Almost Orthogonality
Recall ( 1 ) and ( 2 ) from the previous section. Let αn =
1
p −
1
q , 1 < p < q < ∞. Moreover,
β
n =
1
p −
1
r for r =
p+q
2 . Suppose
q ∈ Z,
(
q − 2
p
) (
q − r
q
)
≥ 1, η − γ
(
1 −
α
n
)
> 0. (7. 1)
We are going to prove∫
Rn
(
∆tIα f
)
(x)
(
∆oIα f
)q−1
(x)dµ(x)
≤ Cp q γ η
n∏
i=1
2−ε|ti |
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
(7. 2)
for some ε = ε(p, q,γ, η) > 0 and every t.
From (3. 1)-(3. 2) and (5. 3), we write∫
Rn
(
∆tIα f
)
(x)
(
∆oIα f
)q−1
(x)dµ(x) =
∫
Rn
∑
,ℓ1,ℓ2,...,ℓq−1∈Z

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
 dµ(x).
(7. 3)
Let
tı = max{ti: i = 1, 2, . . . , n}, ℓν = min{ℓm:m = 1, 2, . . . , q − 1}. (7. 4)
We develop a 3-fold estimate by splitting the sum in (7. 3) into three groups:∑
,ℓ1,ℓ2,...,ℓq−1 ∈ Z
=
∑
G1
+
∑
G2
+
∑
G3
, (7. 5)
G1 =
{
, ℓ1, ℓ2, . . . , ℓq−1 ∈ Z:  − tı ≥ ℓν − 2
}
, G2 =
{
, ℓ1, ℓ2, . . . , ℓq−1 ∈ Z:  ≤ ℓν
}
,
G3 =
{
, ℓ1, ℓ2, . . . , ℓq−1 ∈ Z:  − tı < ℓν − 2 <  − 2
}
.
(7. 6)
Recall from (5. 4). We have
ϑt(x) =
(
Mβ f
)p
(x)∥∥∥ f∥∥∥p
Lp(µ)
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(t,x)−ti

p
r
(7. 7)
where 0 ≤ ϑt(x) ≤ 1 for every t as defined in (3. 3).
Let
τ(x) = τ(t, x) for t1 = t2 = · · · = tn = 0. (7. 8)
15
Denote j and lm, m = 1, 2, . . . , q − 1 implicitly by
 = τ(t, x) + j and ℓm = τ(x) + lm, m = 1, 2, . . . , q − 1. (7. 9)
Case 1: Consider  − tı ≥ ℓν − 2. Suppose τ(t, x) − τ(x) > (1 − σ)tı for some σ > 0. We have
ϑo(x)
ϑt(x)
≤
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(x)

p
r
µ
|xν − yν| ≤ 2τ(t,x) ×
⊗
i,ν
|xi − yi| ≤ 2
τ(t,x)−tı

p
r
=
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(x)

p
r
µ
|xν − yν| ≤ 2τ(t,x) ×
⊗
i,ν
|xi − yi| ≤ 2
τ(x)

p
r
µ
|xν − yν| ≤ 2τ(t,x) ×
⊗
i,ν
|xi − yi| ≤ 2
τ(x)

p
r
µ
|xν − yν| ≤ 2τ(t,x) ×
⊗
i,ν
|xi − yi| ≤ 2
τ(t,x)−tı

p
r
≤ 2−η(p/r)(1−σ)tı
∏
i,ν
2γ(p/r)σtı = 2−(p/r)(η(1−σ)−γσ(n−1))tı .
(7. 10)
Notice that η(1 − σ) − γσ(n − 1) > 0 for σ sufficiently small.
By using (5. 5), we have
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
q−1∏
m=1
∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
≤ 2qγn 2
−ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
−ηmin
{
α−β, nq
}
|lm |
(
ϑt(x)
) 1
p
(
1− rq
)(
ϑo(x)
) 1
p
(
1− rq
)
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
≤ 2qγn 2
−(η(1−σ)−γσ(n−1))
(
1
r−
1
q
)
tı2
−ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
−ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
by (7. 10).
(7. 11)
On the other hand, suppose τ(t, x) − τ(x) ≤ (1 − σ)tı for some σ > 0. We have
 − tı = τ(t, x) + j − tı ≥ τ(x) + lν − 2 = ℓν − 2 (7. 12)
which implies
j − lν ≥ tı −
(
τ(t, x) − τ(x)
)
− 2 ≥ tı − (1 − σ)tı − 1 = σtı − 2. (7. 13)
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By using (5. 5), we have
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
q−1∏
m=1
∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
≤ 2qγn 2
−ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
−ηmin
{
α−β, nq
}
|lm |
(
ϑt(x)
) 1
p
(
1− rq
)(
ϑo(x)
) 1
p
(
1− rq
)
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
≤ 2qγn 2
− 12ηmin
{
α−β, nq
}
(| j|+|lν |)2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
≤ 2qγn 2
− 12ηmin
{
α−β, nq
}
( j−lν)2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ) ( j − lν ≤ | j| + |lν|)
≤ Cp q γ η 2
− 12ηmin
{
α−β, nq
}
σtı2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
by (7. 13).
(7. 14)
By putting together (7. 11) and (7. 14), we have
∫
Rn
∑
G1

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, y)
)1− αn
dµ(zm)
 dµ(x)
≤ Cp q γ η2
−ε1tı
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
{ ∑
j,l1 ,l2,...,lq−1
2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
}(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η
n∏
i=1
2−(ε1/n)ti
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x).
(7. 15)
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The exponent ε1 in (7. 15) equals(
η(1 − σ) − γσ(n − 1)
) (1
r
−
1
q
)
=
1
2
σηmin
{
α − β,
n
q
}
> 0 (7. 16)
for 0 < σ < 1 satisfying the equality in (7. 16).
Case 2: Consider  ≤ ℓν. Suppose τ(t, x) − τ(x) < σtı for some σ > 0. We have
ϑt(x)
ϑo(x)
≤
µ
|xı − yı| ≤ 2τ(t,x)−tı ×
⊗
i,ı
|xi − yi| ≤ 2
τ(t,x)

p
r
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(x)

p
r
=
µ
|xı − yı| ≤ 2τ(t,x)−tı ×
⊗
i,ı
|xi − yi| ≤ 2
τ(t,x)

p
r
µ
|xı − yı| ≤ 2τ(x) ×
⊗
i,ı
|xi − yi| ≤ 2
τ(t,x)

p
r
µ
|xı − yı| ≤ 2τ(x) ×
⊗
i,ı
|xi − yi| ≤ 2
τ(t,x)

p
r
µ

n⊗
i=1
|xi − yi| ≤ 2
τ(x)

p
r
≤ 2−η(p/r)(1−σ)tı
∏
i,ı
2γ(p/r)σtı = 2−(p/r)(η(1−σ)−γσ(n−1))tı .
(7. 17)
By using (5. 5), we have
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
q−1∏
m=1
∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
≤ 2qγn 2
−ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
−ηmin
{
α−β, nq
}
|lm |
(
ϑt(x)
) 1
p
(
1− rq
)(
ϑo(x)
) 1
p
(
1− rq
)
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
≤ 2qγn 2
−(η(1−σ)−γσ(n−1))
(
1
r−
1
q
)
tı2
−ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
−ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
by (7. 17).
(7. 18)
On the other hand, suppose τ(t, x) − τ(x) ≥ σtı. We have
 = τ(t, x) + j ≤ τ(x) + lν = ℓν (7. 19)
which implies
lν − j ≥ τ(t, x) − τ(x) ≥ σtı. (7. 20)
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By using (5. 5), we have
∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)
q−1∏
m=1
∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
≤ 2qγn 2
−ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
−ηmin
{
α−β, nq
}
|lm |
(
ϑt(x)
) 1
p
(
1− rq
)(
ϑo(x)
) 1
p
(
1− rq
)
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
≤ 2qγn 2
− 12ηmin
{
α−β, nq
}
(| j|+|lν |)2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
≤ 2qγn 2
− 12ηmin
{
α−β, nq
}
(lν− j)2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ) (lν − j ≤ | j| + |lν|)
≤ 2qγn 2
− 12ηmin
{
α−β, nq
}
σtı2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)
∥∥∥ f∥∥∥q−r
Lp(µ)
by (7. 20).
(7. 21)
By putting together (7. 18) and (7. 21), we have
∫
Rn
∑
G1

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, y)
)1− αn
dµ(zm)
 dµ(x)
≤ Cp q γ η2
−ε2tı
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
{ ∑
j,l1 ,l2,...,lq−1
2
− 12ηmin
{
α−β, nq
}
| j|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
}(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η
n∏
i=1
2−(ε2/n)ti
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
(7. 22)
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where
ε2 =
(
η(1 − σ) − γσ(n − 1)
) (1
p
−
1
q
)
=
1
2
σηmin
{
α,
n
q
}
= ε1 > 0. (7. 23)
Case 3: Consider  − tı < ℓν − 2 <  − 2. Let {1, 2, . . . , n} =U ∪V such that
U =
{
i ∈ {1, 2, . . . , n}:  + 1 − ti ≤ ℓν − 2
}
, V =
{
i ∈ {1, 2, . . . , n}:  + 1 − ti > ℓν − 2
}
.
(7. 24)
Notice that ı ∈ U for which tı is the maximum among all ti, i = 1, 2, . . . , n.
Let  ∈ Z and z ∈ Rn. Recall from (5. 3). We further write
Γ

t(z) =
n⊗
i=1
Γ
 i
t (zi),
Γ
 i
t (zi) =
{
xi ∈ R: 2
−ti ≤ |xi − zi| < 2
+1−ti
} (7. 25)
and their dyadic variants
∗
Γ

t(z) =
n⊗
i=1
∗
Γ
 i
t (zi),
∗
Γ
 i
t (zi) =
{
xi ∈ R: 2
−3−ti ≤ |xi − zi| < 2
+3−ti
}
.
(7. 26)
From direct computation, we have
∫
Rn

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
 dµ(x)
=
(
Rn×···×Rn

∫
Γ

t(y)∩
{⋂q−1
m=1
Γ
ℓm
o (z
m)
}
(
1
V(x, y)
)1− αn q−1∏
m=1
(
1
V(x, zm)
)1− αn
dµ(x)

f (y)
q−1∏
m=1
f (zm)dµ(y)
q−1∏
m=1
dµ(zm).
(7. 27)
It is essential to consider
Γ

t(y) ∩
{⋂q−1
m=1
Γ
ℓm
o (z
m)
}
, ∅ (7. 28)
for y, z1, z2 . . . , zq−1 ∈ Rn.
Let r = r(t,  − ℓν) denote an n-tuple (2
−r1 , 2−r2 , . . . , 2−rn) where
ri =  − ℓν + 2, i ∈ U,
ri = ti, i ∈ V.
(7. 29)
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Proposition 7.1 There exists a cube
Q ⊂ ∗Γ

r(yi) ∩
{⋂q−1
m=1
∗
Γ
ℓm
o (z
m)
}
(7. 30)
such that
µ

⊗
i∈U
Γ
ℓν i
o (yi) ×
⊗
i∈V
Γ
ℓν i
o (z
ν
i )
 ≤ Cγµ {Q} (7. 31)
whenever (7. 28) holds for y, z1, z2 . . . , zq−1 ∈ Rn.
Proof: Consider i ∈ U. From (7. 24), we have  − ti + 1 ≤ ℓν − 2. By (7. 28), there is an
x̂i ∈ Γ
 i
t (yi) ∩
(⋂q−1
m=1
Γ
ℓm i
o (z
m
i
)
)
such that
∣∣∣yi − x̂i∣∣∣ < 2 −ti+1 ≤ 2ℓν−2 and 2ℓm ≤ ∣∣∣̂xi − zmi ∣∣∣ < 2ℓm+1.
By using triangle inequality, we have
2ℓm−1 < 2ℓm − 2ℓν−2 <
∣∣∣̂xi − zmi ∣∣∣ − ∣∣∣yi − x̂i∣∣∣ ≤ ∣∣∣yi − zmi ∣∣∣ ,∣∣∣yi − zmi ∣∣∣ ≤ ∣∣∣yi − x̂i∣∣∣ + ∣∣∣̂xi − zmi ∣∣∣ < 2ℓν−2 + 2ℓm+1 < 2ℓm+2. (7. 32)
Let xi ∈ Γ
ℓν−3 i
o (yi) where
∣∣∣xi − yi∣∣∣ < 2ℓν−2. By using triangle inequality together with (7. 32),
we have
2ℓm−3 < 2ℓm−1 − 2ℓν−2 <
∣∣∣yi − zmi ∣∣∣ − ∣∣∣xi − yi∣∣∣ ≤ ∣∣∣xi − zmi ∣∣∣ ,∣∣∣xi − zmi ∣∣∣ ≤ ∣∣∣xi − yi∣∣∣ + ∣∣∣yi − zmi ∣∣∣ < 2ℓν−2 + 2ℓm+2 < 2ℓm+3.
(7. 33)
The estimate in (7. 33) implies xi ∈
∗Γ
ℓm i
o (z
m
i
) for every m = 1, 2, . . . , q − 1.
Moreover, by definition of r in (7. 29), we have Γℓν−2 io (yi) = Γ
 i
r (yi) ⊂
∗Γ
 i
r (yi) for i ∈ U.
Consider i ∈ V. From (7. 24), we have  − ti + 1 > ℓν − 2. Let r be defined in (7. 29).
Observe that Γ
 i
t (yi) = Γ
 i
r (yi) for i ∈ V. The assumption in (7. 28) implies that there is an
x˜i ∈ Γ
 i
r (yi) ∩
(⋂q−1
m=1
Γ
ℓm i
o (z
m
i
)
)
.
Let Qi ⊂ Γ
ℓν i
o (z
ν
i
) be a cube containing x˜i whose side length equals 2
ℓν−3. It is clear that Qi
intersects with Γ
 i
r (yi) and every Γ
ℓm i
o (z
m
i
), m = 1, 2, . . . , q − 1. Moreover, by definition of their
dyadic variants in (7. 26), we must have
Qi ⊂
∗
Γ
 i
r (yi), Qi ⊂
∗
Γ
ℓm i
o (z
m
i ), m = 1, 2, . . . , q − 1 (7. 34)
since ℓν − 3 <  − ti and ℓν − 3 < ℓm for every m = 1, 2, . . . , q − 1.
LetQ =
⊗
i∈U Γ
ℓν−3 i
o (yi) ×
⊗
i∈VQi in (7. 30). We write 2
5Q for the cube concentered with Q
but 25 times its side length. It is a geometric evidence that
⊗
i∈U Γ
ℓν i
o (yi)×
⊗
i∈V Γ
ℓν i
o (z
ν
i
) ⊂ 25Q.
The inequality holds in (7. 31) because µ is rectangle doubling. 
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By using Proposition 7.1, we have
∫
Γ

t(y)∩
{⋂q−1
m=1
Γ
ℓm
o (z
m)
}
(
1
V(x, y)
)1− αn q−1∏
m=1
(
1
V(x, zm)
)1− αn
dµ(x)
≤ µ

n⊗
i=1
|xi − yi| ≤ 2
−ti

α
n−1 q−1∏
m=1
µ

n⊗
i=1
|xi − z
m
i | ≤ 2
ℓm

α
n−1
µ

⊗
i∈U
|xi − yi| ≤ 2
−ti ×
⊗
i∈V
|xi − z
ν
i | ≤ 2
ℓν

≤
∏
i∈U
2γ(1−
α
n )(ti− +ℓν)µ

⊗
i∈U
|xi − yi| ≤ 2
ℓν ×
⊗
i∈V
|xi − yi| ≤ 2
−ti

α
n−1
∏
i∈U
2−η(ti− +ℓν)µ

⊗
i∈U
|xi − yi| ≤ 2
ℓν ×
⊗
i∈V
|xi − z
ν
i | ≤ 2
ℓν

q−1∏
m=1
µ

n⊗
i=1
|xi − z
m
i | ≤ 2
ℓm

α
n−1
=
∏
i∈U
2(γ(1−
α
n )−η)(ti− +ℓν)µ

n⊗
i=1
|xi − yi| ≤ 2
−ri

α
n−1 q−1∏
m=1
µ

n⊗
i=1
|xi − z
m
i | ≤ 2
ℓm

α
n−1
µ

⊗
i∈U
|xi − yi| ≤ 2
ℓν ×
⊗
i∈V
|xi − z
ν
i | ≤ 2
ℓν
 by (7. 29)
≤ 2
−
(
η−γ(1− αn )
)
(tı− +ℓν)Cγ
∫
∗Γ

r(y)∩
{⋂q−1
m=1
∗Γ
ℓm
o (z
m)
}
(
1
V(x, y)
)1− αn q−1∏
m=1
(
1
V(x, zm)
)1− αn
dµ(x) (ı ∈ U)
(7. 35)
where the last inequality holds because of (7. 30)-(7. 31).
Notice that V(x, y) is bounded from above and below, whenever y ∈ ∗Γ

t(x), as shown in (5. 7)
where the two inequalities have implied constants 2−3ηn, 22γn. By carrying out (5. 8)-(5. 12)
for Γ

t(x) replaced by
∗Γ

t(x), we find (5. 5) except for 2
γn replaced by Cp q γ η.
Let r = r(t,  − ℓν) be defined in (7. 29). We write
 = j + τ(t, x) = ĵ + τ
(
r(t,  − ℓν), x
)
(7. 36)
for ĵ ∈ Z − τ
(
r(t,  − ℓν), x
)
. Moreover,  − ℓν = j − lν +
(
τ(t, x) − τ(x)
)
. We denote
Θ(t, x, j − lν) = τ(t, x) − τ
(
r(t,  − ℓν), x
)
(7. 37)
which is a real number that depends only on t, x and j − lν.
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Recall from (7. 29). We have rı = min{ri: i = 1, 2, . . . , n} =  − ℓν − 2. Hence, , ℓ1, ℓ2 . . . , ℓq−1
belong to G1 in (7. 5) with t replaced by r. By using (7. 35) and repeating all estimates
given in Case 1, for which Γ

t(x), Γ
ℓm
o (x), m = 1, 2, . . . , q − 1 are replaced respectively by
∗Γ

r(x),
∗Γ
ℓm
o (x), m = 1, 2, . . . , q − 1, we find∫
Rn

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
 dµ(x)
=
(
Rn×···×Rn

∫
Γ

t(y)∩
{⋂q−1
m=1
Γ
ℓm
o (z
m)
}
(
1
V(x, y)
)1− αn q−1∏
m=1
(
1
V(x, zm)
)1− αn
dµ(x)
 f (y)dµ(y)
q−1∏
m=1
f (zm)dµ(zm)
≤ Cγ 2
−(ε3/2)(tı+ℓν− )
(
Rn×···×Rn

∫
∗Γ

r(y)∩
{⋂q−1
m=1
∗Γ
ℓm
o (z
m)
}
(
1
V(x, y)
)1− αn q−1∏
m=1
(
1
V(x, zm)
)1− αn
dµ(x)
 f (y)dµ(y)
q−1∏
m=1
f (zm)dµ(zm)
= Cγ 2
−(ε3/2)(tı+ℓν− )
∫
Rn

∫
∗Γ

r(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
∗Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
 dµ(x)
≤ Cp q γ η 2
−(ε3/2)(tı+ℓν− )2−ε3|rı|
{
2
− 12ηmin
{
α−β, nq
}
| ĵ|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
}
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η 2
−(ε3/2)(tı+ℓν− )2−ε3( −ℓν)
{
2
− 12ηmin
{
α−β, nq
}
| ĵ|
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
}
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η 2
−(ε3/2)tı2−(ε3/2)( −ℓν) 2
− 12ηmin
{
α−β, nq
}∣∣∣∣∣ j+τ(t,x)−τ
(
r(t, −ℓν),x
)∣∣∣∣∣ q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
= Cp q γ η 2
−(ε3/2)tı2
−(ε3/2)
∣∣∣∣∣ j−lν+
(
τ(t,x)−τ(x)
)∣∣∣∣∣ 2− 12ηmin{α−β, nq }| j+Θ(t,x, j−lν)| q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x).
(7. 38)
23
The exponent ε3 in (7. 38) equals
min
{
η − γ
(
1 −
α
n
)
,
(
η(1 − σ) − γσ(n − 1)
) (1
r
−
1
q
)}
=
1
2
σηmin
{
α − β,
n
q
}
> 0 (7. 39)
for 0 < σ < 1 satisfying the equality in (7. 39).
Lastly, by using (7. 38)-(7. 39), we have
∫
Rn
∑
G3

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(zm)
 dµ(x)
=
∑
G3
∫
Rn

∫
Γ

t(x)
f (y)
(
1
V(x, y)
)1− αn
dµ(y)

q−1∏
m=1

∫
Γ
ℓm
o (x)
f (zm)
(
1
V(x, zm)
)1− αn
dµ(y)
 dµ(x)
≤ Cp q γ η 2
−(ε3/2)tı
∥∥∥ f∥∥∥q−r
Lp(µ)
∑
G3
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
∫
Rn
2
−(ε3/2)
∣∣∣∣∣ j−lν+
(
τ(t,x)−τ(x)
)∣∣∣∣∣2− 12ηmin{α−β, nq }| j+Θ(t,x, j−lν)|(ϑo(x))
(
q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η 2
−(ε3/2)tı
∥∥∥ f∥∥∥q−r
Lp(µ)
∑
j,l1,l2 ,...,lq−1
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
∫
Rn
2
−(ε3/2)
∣∣∣∣∣ j−lν+
(
τ(t,x)−τ(x)
)∣∣∣∣∣2− 12ηmin{α−β, nq }| j+Θ(t,x, j−lν)|(ϑo(x))
(
q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η 2
−(ε3/2)tı
∥∥∥ f∥∥∥q−r
Lp(µ)
∑
k,l1 ,l2,...,lq−1
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
∫
Rn
2
−(ε3/2)
∣∣∣∣∣k+
(
τ(t,x)−τ(x)
)∣∣∣∣∣(ϑo(x))
(
q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x) (k = j − lν)
= Cp q γ η 2
−(ε3/2)tı
∥∥∥ f∥∥∥q−r
Lp(µ)
∑
l1,l2 ,...,lq−1
q−1∏
m=1
2
− 12ηmin
{
α−β, nq
}
|lm |
∫
Rn

∑
k
2
−(ε3/2)
∣∣∣∣∣k+
(
τ(t,x)−τ(x)
)∣∣∣∣∣ (ϑo(x))
(
q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x)
≤ Cp q γ η
n∏
i=1
2−(ε3/2n)ti
∥∥∥ f∥∥∥q−r
Lp(µ)
∫
Rn
(
ϑo(x)
)( q−2
p
)(
q−r
q
)(
Mβ f
)r
(x)dµ(x).
(7. 40)
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