Introduction

25
Group decision making (GDM) is concerned with deriving a solution from a group of 26 independent decision-makers' (DMs') heterogeneous preferences over a set of alternatives.
27
Before the final choice is identified, two processes are usually carried out: (1) a consensus 28 process and (2) a selection process. The first process addresses how to obtain a maximum 29 degree of consensus or agreement among the DMs over the alternative set, while the 30 second process handles the derivation of the alternative set based on the DMs' individual 31 judgment on alternatives [24] . 32 consensus reaching with a stoppage condition when both ICI and GCI are lower than 78 predefined thresholds. The model and algorithm are then extended to MPRs.
79
The remainder of this paper is organized as follows. Section 2 briefly reviews group 80 consensus models introduced by Xu and Cai [62] for FPRs with comments on their 81 drawbacks. Section 3 develops a distance-based model to determine DMs' weights for 82 GDM with FPRs, and puts forward an algorithm for the consensus reaching process.
83
Section 4 extends the model and algorithm to solve consensus problems with MPRs. In In a GDM problem, let 
102
To obtain a collective judgment for the group, Xu and Cai [62] It follows from (1) that (5) is equivalent to the following: be derived as follows [62] :
125 where 126 , , 
Xu and Cai [62] employed the aforesaid model (Eqs. (7)- (9) 
136 Accordingly, the weighted sum of all the deviations ( , )
as a group consensus index GCI hereafter) can be defined as
139
From Eqs. (10) and (11) for the parameter  ) at each iteration.:
It is apparent that the revised FPRs 
214
The general modeling idea is to minimize the sum of the squared distance from one 215 decision input to another, thereby achieving maximum agreement. Define the squared 216 distance between each pair of individual FPRs ( , )
219
Based on this definition, the following optimization model is constructed to minimize 220 the sum of squared distances between all pairs of weighted fuzzy preference judgments: 
Proof.
As for 1 J represented by (20) , we have
Comparing (24) and (25), we obtain (23). is considered, and it is always assumed that there exits at least one inequality ,
265
Let  be the feasible set of (M-3). The following result can be established. 
268
Proof. According to the definition of convex set [2] , obviously,  is a closed convex set.
269
As G is positive definite, 1 J is strictly convex. Since the constraints of (M-3) are linear,
270
(M-3) is a convex quadratic programming. The proof of Lemma 1 is thus completed.
272
To solve (M-3), the following Lagrangian function is constructed by ignoring the non-273 negativity constraint (22):
where  is the Lagrangian multiplier. Let
278
By Theorem 3, matrix G is invertible. Thus, solutions to (27) and (28) are given as The improved consensus process for GDM problems is detailed in Algorithm 1. ) and group consensus degree GCI .
Step 1.
318
Step 2. Apply the quadratic program (M-3) to determine the optimal weight vector 
322
Step 4. Calculate individual consensus indices ( )
and the group consensus index 1 ( ) t  using Eqs. (10) and (11), respectively. If
Step 6.
325
Otherwise, find the FPR
Step 5.
326
Step 5. Find the position of the elements ( ) ,
,
329 and 1 t t   . Then, go to Step 2.
330
Step 6. Let 
409
It is understandable that these absolute deviations should be kept as small as possible.
410
Similar to model (M-1), Xu and Cai [62] constructed the following quadratic program: 
425 Accordingly, the weighted sum of deviations ( , )
referred to as the group consensus index GCI ) is defined as
428
From Eqs. (41) and (42) 
Following this definition, an optimization model is constructed to minimize the sum of 449 squared weighted distances between all pairs of MPRs: (
461
Similar to Theorem 3, the following result is obtained for MPRs.
462
Theorem 7. For model (M-6), if for any , , i j k and l , there exists at least one inequality 463 ijk ijl a a  , then matrix B determined by (52) and (53) ) and group consensus degree GCI .
498
Step 2. Apply the quadratic program (M-6) to determine the optimal weight vector 
502
Step 4. Calculate individual consensus index
ICI A by the following formula: 
509
Step 5. Find the position i  and j  of the maximum elements ( ) ,
max log log
for each DM k e , and 511 adjust the corresponding preference value as per
513 and 1 t t   . Then, go to Step 2.
514
To facilitate a comparison with the results in [46] and [62] , the group 530 consensus degree threshold is set at 1 0.05   .
531
Step 1. Applying the quadratic program (M-3) to determine the optimal weight vector 
Step 3. Calculating
) and (0) GCI based on Eqs. (10) and (11): 
550
This procedure terminates after 6 iterations, and the detailed iterative processes are 551 depicted in Table 1 . 
The corresponding ( )
) for the final modified FPRs and ( ) GCI t are: modified collective MPR, in our opinion, is due to the different adjustment mechanisms in the consensus reaching process. The approaches in [48] and [64] take a more aggressive manner to rectify preference values in the updating process, resulting in a larger distortion of the DMs' original judgment. On the other hand, this study takes a more progressive approach to adjust at most one pair of preference values in each DM's individual MPR, aiming to preserve DM's original judgment. Therefore, the proposed method here tends to yield a ranking result closer to what is implied in the original judgments than those obtained in [48] and [64] .
Conclusions
In this paper, distance-based group consensus models are proposed for FPRs and MPRs, respectively. Based on the proposed model, the expert weights can be automatically determined. We define an individual to group consensus index (ICI) between the individual FPR k P (or MPR k A ) and a collective FPR P (or a collective MPR A ) , and a group consensus index (GCI) which is a weighted average of ICIs. An ICI evaluates how far an individual's judgments differ from the collective judgments and is used to determine whether an individual should adjust his/her judgments in the consensus building stage. A GCI measures the group's overall consensus level and is employed to judge whether the group should continue to the next consensus improving stage. Two algorithms are provided for reaching group consensus based on FPRs and MPRs, respectively. Comparing with existing consensus models, the proposed consensus models have the following features: (1) The distance-based group consensus models can determine expert weights automatically. The weights of DMs would change when DMs adjust their preference values in the consensus reaching stage. This can use the DMs' information sufficiently. (2) In the consensus reaching process, if an individual's consensus index is larger than a predefined threshold, we only modify one pair of his/her judgments with the largest deviation from the corresponding group judgments at each iteration. (3) By introducing the ICI and GCI, the proposed models can monitor both the overall group consensus level and how far each DM deviates from the group in terms of the judgment. Furthermore, in the consensus reaching process, we set ICI a little larger than GCI, thereby allowing each individual judgment to differ slightly from the group opinion. The proposed models have potentials to be extended to other types of preference relations and adopting different aggregation schemes. It is also a worthy topic to explore real-world applications in intelligent GDM, such as the selection of advanced technology [13] , credit scoring in financial risk management [66] , emergency decision support [65] , to name a few.
