ABSTRACT Peer-to-Peer lending is developing quickly around the world as a new E-finance industry, especially in China. Yet fraudulence and business ceasing of Peer-to-Peer Lending Intermediaries (P2P-INTs) occur frequently, making P2P investors facing serious risk. This paper attempts to explore a bridge connecting managerial research with some most advanced natural language processing ( INDEX TERMS Machine learning, natural language processing (NLP), peer-to-peer (P2P) network lending, risk evaluation, text analysis.
I. INTRODUCTION
Peer-to-Peer (P2P) Network Lending, a new financial business model, has developed rapidly around the world in recent years, especially in China. According to China Banking Regulatory Commission et al., ''P2P Network Lending'' refers to direct borrowing and lending between individuals through the Internet platform. ''P2P Network Lending Information Intermediaries'' refer to financial information intermediary companies. They specialize in the information intermediary business of P2P Network Lending. With the Internet as their major channel, Peer-to-Peer Network Lending Information Intermediaries(P2P-INTs) provide various P2P
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services for the borrowers and lenders, such as information collection, information disclosure, credit evaluation, information exchange, loan matching, P2P platform operation, etc.
Since the first Chinese P2P platform-PAIPAI Lending came into being in 2008, P2P-INTs have experienced fast development in Mainland China due to the deregulation policy environment. On a third-party platform of network lending, the Home of Network Loan (http://shuju.wdzj.com/ industry-list.html, here after ''HNL''), more than 6000 P2P-INTs have been listed. Considering that not all the P2P-INTs are listed on HNL, the factual number of P2P-INTs is even larger. Another third-party platform-Lingyi Finance i(http://www.01caijing.com/article/19615.htm) reported that near RMB 2,710 billion Yuan were traded by P2P-INTs during 2017 in China.
Due to lack of enough supervision, information disclosures and nationwide credit rating systems in China, P2P business is a highly risky business sector and involves high-risk loan business with sometimes money theft, illegal fund-raising, and fraudulent financing [1] , [2] , and P2P-INTs are facing large legal risk and moral risk. After years of wild growth, P2P-INTs' risks have accumulated tremendously and hazards are exploding from time to time. According to HNL, hazard exposure of P2P-INTs can mainly be in three forms: absconding with ill-gotten gains, difficulty in withdrawing, and being out of business. HNL website shows that until July 2018, the number of hazard-exposed P2P-INTs has reached 4,347, accounting for 70.3 percent of the overall 6,183 P2P-INTs. Hazards of P2P-INTs usually cause large or small losses to the investors, making them lose all their investment or interest. One of the most notorious hazard cases is E-Zubao. As disclosed by the Police Department of China, illegal fund-raising of E-Zubao amounted to more than 50 billion Yuan and involved about 900,000 investors. Hence, it has become a common concern for investors, governmental supervisors, industry associations and other stakeholders to evaluate P2P-INTs' risk to avoid and reduce the losses of investors and keep the industry healthy.
In the era of Internet and big data, artificial intelligence method based on Internet information in market supervision is advocated. For an industry depending mainly on Internet platforms like P2P, Internet information based intelligent supervising is especially desirable. For P2P Internet platform information, unstructured textual information in natural language is one of the main constituents. In order to synthesize automatically the value of textual information in risk assessment and supervising, it is critical to explore the value of text classification models based on machine learning -learning text classifiers.
Learning text classification is a branch of automated text categorization, which aims to sort a set of natural language documents into categories automatically. Automated text categorization can be based on expert system and knowledge engineering, or machine learning algorithms. When text categorization is based on machine learning, a learning text classifier (LETCLA) is created [3] . It is widely used in natural language processing (NLP), data mining and information retrieval.
As to P2P-INTs, there is a lot of information formatted in various unstructured texts such as company introduction, company news, top management team (TMT) profile etc. As various types of textual information may all be important to evaluate P2P-INTs' risk, TMT profile intrigues us first and foremost. Text of TMT profile usually contains educational background, working experience background and current responsibility description. As will be shown in the literature review part of this paper, many literatures reveal that characters of TMT can affect company performance and risk taking.
In this scenario, the objective of this paper is to examine the risk assessing power of learning text classifiers based Firstly, this study about the relation of TMT profile text and P2P intermediary risk contributes to TMT literature. Though relation of TMT payment method and TMT composition with company performance has been a hot research topic, relation of the TMT profile textual information and company risk is rarely investigated. This study is one of the first studies investigating this topic. This research shows that TMT profile text can be a good estimator of company risk.
Secondly, automated text categorization models are designed to assess the risk of P2P intermediaries. To our knowledge, this is the first work that introduces LETCLA into the field of P2P risk analysis. Besides, studies about P2P intermediary risk and LETCLA application in finance risk analysis are very limited, this work contributes to these two fields as well. Our results show that LETCLA is very effective in evaluation of P2P-INTs risk.
Thirdly, a Multiple NLP Integrated Learning Text Classifier Model (MUN-LETCLA) is proposed, which combines five NLP textual feature extraction methods (keyword model, latent Dirichlet Allocation (LDA) topic model, dependency model, syntactic structure model and Doc2Vec model) and meta-learning algorithm. We adopt Support Vector Machine (SVM) to build the kernel classification modules. For research of application of LETCLA in financial area, we can hardly see any research combining Doc2Vec, dependency, syntactic structure with SVM. To our best knowledge, this is the first research from a multiple NLP model perspective. Results show that comparing to models based on single NLP method, our proposed MUN-LETCLA has the highest performance. Most current automated text categorization models use one or two feature extraction methods. By six methods' comparison, this research also contributes to automated text categorization literature.
Overall, the proposed MUN-LETCLA model and the experimental result of this paper can be used to help investors and regulators distinguish risky and not so risky P2P-INTs through their TMT profiles. For a wider economy and finance context, result of this paper may be able to help decisionmakings wherever there is large textual data existing and the decision issue can be addressed by text classification.
The rest of the paper is organized as follows. Section 2 is literature review. Section 3 demonstrates the risk evaluation framework of this study. Section 4 illustrates the principles and computational algorithms of the proposed NLP models for textual feature extraction. Discussions of the experimental procedures and the results are given in Section 5 and 6. Finally, Section 7 offers concluding remarks and pinpoints future directions of this research.
II. LITERATURE REVIEW
This work relates to three primary areas: risk of Peer-to-Peer lending, top management team effects and automated text categorization used in financial risk evaluation.
A. RISK OF PEER-TO-PEER NETWORK LENDING
Experimental study about risk of P2P has been mainly focusing on two topics: how to evaluate credit risk and default risk of borrowers, such as Liu et al. Emekter et al. [2] , Mild et al., Serrano-Cinca and Gutiérrez-Nieto. A very few of experimental studies have investigated P2P intermediary risk. In a correlation method research, Li and Hsu (2016) found that an increase in the registered capital results in a decrease in the intermediary hazard ratio, while an increase in the interest rate results in an increase in the hazard ratio.
In summary, P2P intermediary risk is an important topic but rarely studied by experimental methods. Application of machine learning method in this area is even rarer. Our study intends to make a pilot exploration of these topics.
B. TOP MANAGEMENT TEAM EFFECTS
Current studies of TMT effect are mainly about TMT and company performance and these studies show that TMT features can affect company performance in many ways. Executive-team tenure was found to have a significant effect on the strategy and performance (Finkelstein and Hambrick, 1990) . Top management teams that were diverse, in terms of functional backgrounds, education, and company tenure, exhibited a relatively great propensity for action, and both their actions and responses were of substantial magnitude (Hambrick et al., 1996) . Relationships between the HR practices and firm performance (sales growth and stock growth) were mediated through their top managers' social networks (Collins and Clark, 2003). In China, researchers found that overseas education background can enhance companies' innovation (Zhang and Wu, 2016); TMT educational background and entrepreneurial enterprise performance are positively related (Yang et al., 2015); a TMT has more members with ''throughput functions'' background will generate better performance (Wang et al., 2015) .
Several studies investigated TMT effects on firm risk, mainly on risk taking actions and found that TMT payment method and team composition are important determinants of a firm's risk-taking decisions. Higher proportion of incentives that are devoted to fixed incentives relative to variable incentives tends to be inversely associated with subsequent firm risk taking. Managerial stock options are directly and uniformly associated with subsequent corporate risk taking (Wright et al., 2007) . TMTs in which there is female representation exhibit more conservative behavior compared to that of non-gender diverse TMTs (Baixauli-Soler et al., 2015).
From these previous studies, we can see that TMT can impact firm performance and risk taking significantly, which formed a solid base for our research in the relation between TMT profile text and P2P intermediary risk, a yet to be investigated topic. Besides, research about TMT effects in finance related companies' risk is not abundant and this study can contribute to this research field.
C. AUTOMATED TEXT CATEGORIZATION USED IN FINANCIAL RISK EVALUATION
Research about using automated text categorization in financial risk evaluation emerged in recent years and is now at its very early stage (Nassirtoussi et al., 2014) . Initial studies appeared in stock forecast (Groth and Muntermann, 2011). Several studies extended this topic, such as using LDA topic model for discovering and quantifying risk types from textual risk disclosures in company annual reports (Bao and Datta, 2014) , and using latent semantics model to predict the fund-raising outcomes of crowd funding projects (Yuan et al., 2016) .
The low number of studies in this area is due to the nature of the multi-discipline. Application of automated text analysis in financial risk evaluation involves at least three separate fields of study: linguistics (to understand the nature of language), machine-learning (to enable computational modeling and pattern recognition), behavioral-economics (to establish economic sense). For linguistics techniques used in this area, advancements of techniques in semantics are crucial to the text-classification. However, such advancements have not yet entered into the field of market-predictive text-mining. Syntactic analysis techniques have received probably even less attention than the semantic ones (Nassirtoussi et al., 2014) .
From the above review, we can conclude that application of automated text categorization in financial risk analysis still has a long way to go, advanced NLP techniques especially need to be investigated in this area. Our study tends to contribute to this study area.
III. METHODOLOGY
The framework of the proposed P2P-INT risk evaluation model MUN-LETCLA is shown in Figure 1 . The main idea for this framework is that all P2P-INTs are divided into lowrisk ones and high-risk ones. Different models classify the P2P-INTs according to the profile texts of their TMTs. In the classification, 0 represents low-risk ones and 1 represents high-risk ones.
There are mainly four processing steps. The starting step is data collection from HNL and some preparations for the textual data. In the second step, five LETCLAs based on five different textual feature extraction models are constructed. The third step is meta-learning to construct the sixth LETCLA using the five LETCLAs generated in the second step as base learners. The LETCLA created in the third step integrating five textual feature extraction models and meta-learning algorithm is the proposed MUN-LETCLA. Six different P2P-INT risk evaluation models are constructed. Finally, in the last step of risk evaluation, the evaluation results can be obtained.
A. DATA COLLECTION AND PREPARATION
Experimental data is collected from HNL using a data crawler we constructed. As a third-party P2P information website, HNL sets up a data bank and presents structured information of P2P-INT platforms. Most information is voluntarily provided by the P2P-INTs, and TMT profile is one of the information columns among many other columns. P2P-INT platform operation status is also an information column of each P2P-INT platform, but it's set and modified by HNL based on investors' tips and HNL's investigation. TMT profiles are either text information or empty. Operation statuses are divided into 5 categories: normal, absconded with illgotten gains, difficult withdrawing, out of business and investigated by Economic Crime Investigation Police. The status of being normal is defined as low-risk and the last 4 statuses as high-risk (for prediction) or hazard exposed statuses (for samples). The original data is webpage in HTML (Hypertext Markup Language) format with many tags. Various tags are removed to obtain the clean TMT profile whole dataset including both textual information and null data. Furthermore, non-null TMT dataset are obtained by removing those P2P-INTs with null TMT data. Both of the whole dataset and non-null dataset are used for the following experiments.
B. LEARNING TEXT CLASSIFIERS
In this part of the model, textual data derived from the first step is used for classification experiments to build learning text classifiers through 3 procedures, namely word segmentation, feature extraction and machine learning.
Unlike English sentences, there is no space between words in Chinese sentences. Therefore, to be prepared for feature extraction, every sentence of the TMT text is divided into word sequence using a Chinese word segmentation tool named Jieba (https://pypi.python.org/pypi/jieba/), which is simpler and faster than other word segmentation tools and is widely used in Chinese NLP [4] , [5] . Table 1 shows an example of the segmentation result.
After word segmentation, textual features are extracted based on NLP technique models. The features are then fed into SVM to implement classification experiments and parameters of the NLP models are adjusted according to the classification effectiveness. In order to provide rich input features for SVM, five kinds of textual features are extracted, including keyword model, LDA topic model, dependency model, syntactic structure model and Doc2Vec model. These NLP technique models are introduced in section IV. 10-fold cross-validation [6] is used to evaluate the effectiveness of each model. Based on the five models, five LETCLAs are obtained in this step.
C. META-LEARNING
In this step, the above five LETCLAs are used as base learners and are combined to form a new P2P-INT risk evaluation model based on the meta-feature extracted from the results of meta-learning. Meta-learning is one of the most popular machine learning techniques, which can improve the learning effect of machine learning by combining and re-learning the learning results [7] . However, there is a disadvantage of the meta-learning model: it is rather hard to analyze. Since it can comprise dozens or even hundreds of individual learners and it is not easy to understand in intuitive terms what factors are contributing to the improved decisions [6] . There are various kinds of meta-learning techniques, such as superimposed induction, cascade induction, meta decision tree and dynamic bias selection. The cascade induction technique is selected because we do not hope to interfere the meta-learning with many predefined factors by human, and the data set is not too big.
D. SUPPORT VECTOR MACHINE (SVM) FOR RISK EVALUATION
SVM [8] is chosen to build the classification module for P2P-INT risk prediction. Compared with other algorithms, SVM has three advantages. Firstly, SVM has the advantage for high dimensional problems. Secondly, many text classification algorithms are based on the hypothesis of feature independence, which is influenced by feature correlation, but SVM is not sensitive to feature correlation. Thirdly, SVM is suitable for both dense feature vector and sparse one. Finally, SVM can find support vector with important classification information, which is a powerful tool for incremental learning and active learning. Research has shown that SVM can be effective when used in text analysis of financial context. Besides, according to our previous experimental experience, SVM performs better than most classifiers in binary classification tasks, such as XGBoost and Random Forest.
IV. TEXTUAL FEATURE EXTRACTION MODELS
In recent years, NLP has developed rapidly and various deep learning models have been proposed. However, NLP, especially deep learning technology, is still rarely applied in the financial field, which requires more attention of researchers. As application of NLP technologies in financial research is very limited, to check and compare the effect of as many advanced text analysis technologies as possible, five NLP models are implemented to extract various textual features in order to create risk evaluation models of P2P-INTs. These models have been widely used in information retrieval, information extraction, machine translation and other NLP tasks. Application of Keyword model [9] and LDA model [10] , [11] in financial area is comparatively popular, while application of Doc2Vec model, dependency model and syntactic structure model in financial area is either in tentative exploration stage [12] or rarely seen [13] . Hence, in this section, more detailed introduction about the latter 3 models is presented.
A. KEYWORD MODEL
Since the description texts of the same kind of intermediaries usually have some common meaningful words, the keyword model is quite suitable for text analysis in P2P-INT risk evaluation. The method of information gain (IG) is used based on information entropy to select the keywords [14] .
The IG of each word is calculated and all the words are sorted from large to small according to their IGs to extract some important keywords as features. After selection of n keywords, an n-dimensional feature vector for each document is constructed. Here the parameter n is a variable that needs to be set in advance. In order to choose a best n for this P2P-INT risk evaluation, the values of n varying from 4 to 50 are checked. In each n-dimensional feature vector for a document, each dimension represents whether the keyword appears in the document, where 1 represents appearance and 0 represents no appearance.
As to the adoption of IG algorithm, initially two methods in experiments have been tried, i.e., the IG and chi-square test, to select the keywords. The result of IG is better than that of the chi-square test. Besides, different methods of value setting are also tested for feature vector construction. The result of values considering whether the keyword appears is much better than that of values considering the word frequency.
TMT profiles are mainly about working experiences and educational backgrounds. Keyword methods can detect differences of TMTs in these aspects.
B. LDA TOPIC MODEL
A whole document can be represented as a mixture of different topics, and LDA topic model is the most popular and VOLUME 7, 2019 effective one, which can identify the hidden topics in largescale document sets [15] , hence it is chosen as a feature for P2P-INT risk evaluation. The method was first introduced by Blei et al. [16] . The process of LDA can be described as finding a mixture of latent topics for each document, with each topic described by a distribution over words. In this paper, different topic numbers varying from 10 to 100 are tested and the most appropriate number of topics that performs the best is selected.
Since TMT profiles are mainly about working experience, educational background and job responsibilities of all the members, different topics can be seen as different mixture of these factors. After feature extraction, each TMT profile is expressed by probabilities on various topics. It can be expected that different composition of TMT members can be revealed by different probabilities of topics in the LDA model result.
C. DEPENDENCY MODEL
Dependency describes the syntactic and semantic relations between words in natural language sentences, which can represent the meaning of sentences to some extent and thus can be used as a kind of feature for text classifiers [17] - [19] . To extract the best features from the dependency relationships of sentences for this P2P-INT risk evaluation, the IG of each dependency relationship is calculated. Then those n dependency relationships with the highest IGs are selected as textual features and constitute the dependency model. The best number of n is also obtained through experiments, in which the numbers of n varying from 4 to 40 are all tested.
D. SYNTACTIC STRUCTURE MODEL
Similar to the dependency model, syntactic structure model contains features extracted from syntactic relationships of sentences. Syntactic analysis is to analyze the hierarchical structure of natural language sentences under a given grammar [20] , [21] . Syntactic structure reflects the grammatical relationship between words in a sentence, which is usually represented by a syntactic tree. Those best n grammatical relationships varying from 4 to 50 with high IGs are selected as features in experiments for this P2P-INT risk evaluation and constitute the syntactic structure model. The syntactic structure generation process is similar with that of dependency model.
Dependency and syntactic structure are all linguistic features of TMT profiles. According to Siering et al. [22] , linguistic features can reveal psychological and intentional factors and thus can be used to detect fraudulent financing. Using these models, whether TMT profile linguistic features can reveal risk can be tested.
E. DOC2VEC MODEL
As a deep learning model for natural language texts, Doc2Vec can compute distributed representations for sentences, paragraphs, and even entire documents based on word2vec [23] that manage to embody semantic meaning. Doc2Vec model can combine semantics, grammar and emotion information of the whole context with words [24] . Document vector is generated by the context in a document and the whole document [25] . To generate the vector feature, every document is represented as word set and tag, in which word set is all tokens in each document and tag is the identifier for each document. The model will generate document vectors for each document.
In this paper, a document vector represents a TMT profile text. Different dimensional vectors varying from 100 to 300 are tested and the effect of vectors with 200 dimensions is better.
In the algorithm, the toolkit named ''genism'' (http://radimrehurek.com/gensim/) is used. First, the function ''gensim.models.doc2vec.TaggedLineDocument'' is used to process each document into the form of word set and tag. Then another function ''gensim.models.Doc2Vec'' is used to generate the Doc2Vec model. Finally, the function ''model.docvecs'' is used to obtain the vector result.
Doc2Vec model is one of the most current NLP models [25] , [26] . This model is included in the experiment for two purposes. Firstly, it can help to compare the effectiveness of the MUN-LETCLA with the Doc2Vec model. Secondly, since MUN-LETCLA is an integrated NLP model, it is intended to combine the most advanced NLP techniques.
V. EXPERIMENTS AND RESULTS

A. PERFORMANCE MEASURING
Three popular performance measures [11] are used to evaluate the effectiveness of the risk evaluation model, defined as follows. To have more evidence to find out the risky intermediaries and reduce the risk of misjudgment, Precision is chosen as the main measure to compare and analyze the results of different models in later experiments.
where TP is true positive, represents number of positive samples that are correctly classified, and FP is false positive, represents number of negative samples that are wrongly classified. FN is false negative, represents number of positive samples that are wrongly classified. Baseline of these 3 indices is 50%. When result is bigger than the baseline, it means the model is effective for classification and the bigger the better. ROC curves and AUC values [27] are also used to evaluate the effectiveness of models. For these two indices, the bigger means the model is better.
B. EXPERIMENTAL DATA SET
3109 P2P-INTs' information was obtained from HNL in April 2016 using our web crawler. Operation status distribution of these P2P-INTs is shown in Table 2 . There are a lot of null data in the original dataset, and both the whole dataset and the non-null dataset are tested. As explained in this paper later, null data is also meaningful. For the non-null dataset, in order to balance the data, 480 experimental texts randomly for each category are selected. Table 3 shows that when using the whole dataset for prediction, MUN-LETCLA can achieve an impressive effectiveness of 90.26%. The recall rate of hazard-exposed companies reaches 93.89%. This means that the MUN-LETCLA is especially effective to predict the risky ones.
C. EXPERIMENTAL RESULTS
The ROC curves and AUC values of the results are shown as Figure 2 and Figure 3 . As can be seen, with the highest AUC values, the MUN-LETCLA model is a good classifier, and it performs better for both the non-null dataset and the whole dataset. Table 4 shows parameter ranges tested for each model, the best precision and the corresponding parameter value. 
D. COMPARISON OF DIFFERENT MODELS WITH DIFFERENT DATASET
VI. ANALYSIS OF RESULTS
A. EFFECTIVENESS AND COMPARISON: THE PROPOSED MUN-LETCLA MODEL PERFORMS THE BEST
From Table 4 it can be seen that, our proposed MUN-LETCLA model performs the best in both experiments, with a precision rate of 75.52% for non-null dataset and 90.26% for whole dataset. The result is better or no worse than the best single NLP model.
In the experiment without empty TMT profile text, for the six models checked, model effectiveness order from the best to the worst is MUN-LETCLA, Doc2Vec, keyword, syntactic, dependency and LDA. MUN-LETCLA and Doc2Vec model are both better because they are all synthesized models, having integrated other single NLP techniques.
B. DIFFERENT RISK CATEGORIES' TMT SHOW DIFFERENCES IN TMT WORKING EXPERIENCE, EDUCATIONAL BACKGROUND AND COMPOSITION
Since all the models perform better than classification baseline of 50%, it can be concluded that for normal and hazard-exposed P2P-INTs, there are obvious differences in textual features of keywords, grammar, topics, semantics and context. Since keywords difference can reveal working experience and educational background difference, it can be concluded that P2P-INTs' risk is closely related to these factors. Besides working experience and educational background differences, LDA topic model result reveals TMT composition differences in different risk categories.
C. LINGUISTIC DIFFERENCES ARE NOT SO BIG AS DIFFERENCES IN KEYWORD MODEL
For the single technique models, keyword model is the best. This means that difference of keywords of TMT profiles between normal and hazard-exposed companies is bigger than the difference of grammar, topics and dependency semantic features of TMT profile. Since the keyword difference is mainly caused by the working experience and educational background of TMT members, this may indicate that TMT's working experience and educational background are better clues to detect if the P2P-INT can be risky than the linguistic clues. Table 4 shows that, our proposed MUN-LETCLA model performs best in both experiments while the ranking of other models in different experiments varies. The proposed MUN-LETCLA is robust with various dataset. The reason for the dominantly better result of the MUN-LETCLA model may be that it well integrates the other five models' advantages.
D. ROBUSTNESS COMPARISON: THE PROPOSED MUN-LETCLA MODEL PERFORMS THE BEST
The Doc2Vec model achieves the best result with the precision of 75.52% in the experiment without null data, but in the experiment containing the null data, the precision of Doc2Vec is the worst of the six models. This result shows that the Doc2Vec model can express the text content information better but it does not work well for the null data. Comparing the best performance parameters in Keyword, LDA, Syntactic Structure and Dependency models, it can be seen that parameters in different dataset can be very different. These four models are very sensitive to the data condition.
E. EMPTY TMT PROFILE TEXT: MEANING AND INFLUENCE OF NULL DATA
From Table 4 , it can be seen that the models' performance in the whole dataset experiment is overall better than that in the non-null dataset experiment. This indicates that empty TMT profile text is helpful to predict the risk possibility of P2P-INTs. We can see the data distribution from Table 5 , almost 93 percent of the null data is hazard.
Based on the results with empty TMT profile text, suppose the whole data is classified according to whether the data is null. The non-null data is regarded as normal and the null data is regarded as hazard exposed, the number of normal P2P-INTs with non-null content is 1,546 and the number of hazard-exposed P2P-INTs with empty content is 1,002. Therefore, the theoretical precision of the classification is (1546 + 1002)/3109 = 81.96%. This result is quite close to the above experimental results of single NLP models, which further illustrates the impact of the P2P-INTs with empty texts on the results.
The proportion of empty profile in hazard-exposed P2P-INTs is much larger than in normal ones. If a P2P-INT provides no profile of its TMT, then it is possible that this P2P-INT is risky. The reason may be that its TMT members are not experienced or professional enough to manage a good intermediary for customers, so they prefer not to show the TMT profile.
VII. CONCLUSIONS
By using text analysis technologies based on machine learning and NLP, the P2P-INT TMTs' profile texts is classified to evaluate P2P-INTs' risk. The maximum precision reaches 75.521% when the dataset is removed out of null data and it reaches 90.258% if the empty TMT profile data is put into consideration. These results show that machine learning based text classification technology can play an important role in P2P-INT risk evaluation and TMT profile text has important reference value for evaluating the risk of P2P-INTs.
In both cases, with and without null data, our proposed multiple NLP integrated learning classifier model has the best performance, showing that MUN-LECLA can improve classifying effectiveness and it has a robust feature for data condition. Models based on single NLP feature perform differently depending on whether the dataset has null data or not. When the data contains lots of empty TMT profile text, effectiveness difference of the automatic text classification models based on single NLP feature is not significant, but the proposed multiple NLP features integrated learning classifier model can enhance classification effectiveness dramatically.
All the single NLP models performs above the baseline of 50% when used for risk evaluation, showing that risky and normal P2P-INTs have differences in keywords, grammar, semantic and topics of their TMT profiles. Keyword model performs relatively better in non-null data experiment, showing that working experience and educational background of TMT are good clues to decide if a P2P-INT carries higher risks potentially.
It has also been found that the P2P-INTs without TMT profile have higher risk than the P2P-INTs with TMT profile text. This shows that whether the TMT profile text is empty or not relates positively to the risk of the P2P-INT.
Findings in this paper have practical implications for both investors' and regulators' decisions. Based on the MUN-LETCLA P2P-INT risk evaluation model established in this study, an automatic computer system of risk classification can be set up to support investors' decisions of choosing lowrisk P2P platforms to invest with. Government regulators can also use the automatic system to identify high-risk P2P-INTs. Meanwhile, as the model proposed in this paper can work in an automatic manner, it can evolve real-time to reveal the newest risk factors as more and more P2P-INTs hazard are exposing.
Results of this paper are also meaningful for regulation policy making. Based on the importance of TMT information in evaluating the risk of P2P-INTs, governmental industry supervision agencies may guide and even require P2P-INTs to disclose their TMT profile information.
For future research, firstly, this paper used only SVM and LR as the learner, more learning algorithms such as random forest and deep learning can be tested and compared. Secondly, machine learning based text classification technology can be used for more P2P-INT textual information and can enrich the risk evaluation model with other information. Other text information may include other static information of the company, such as company profile, and some relatively dynamic information, such as company news disclosure and social media information of the company. By integrating more textual information, more accurate and comprehensive risk evaluation models can be established. Thirdly, the machine learning based text classification technology can also be considered for more financial risk evaluation domains. Last, linguistic feature differences in different categories' TMT profiles are found, but how and why these features are related to risk should be investigated more deeply. 
