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The foil–air bearing (FAB) enables the emergence of oil-free turbomachinery. However, its
potential to introduce undesirable nonlinear effects necessitates a reliable means for
calculating the dynamic response. The computational burden has hitherto been alleviated
by simplifications that compromised the true nature of the dynamic interaction between
overall novel contribution of this research is the development of efficient algorithms for
the simultaneous solution of the state equations. The equations are extracted using two
alternative transformations: (i) Finite Difference (FD); and (ii) a novel arbitrary-order
Galerkin Reduction (GR) which does not use a grid, considerably reducing the number of
state variables. A vectorized formulation facilitates the solution in two alternative ways: (i)
in the time domain for arbitrary response via implicit integration using readily available
routines; and (ii) in the frequency domain for the direct computation of self-excited
periodic response via a novel Harmonic Balance (HB) method. GR and FD are cross-
verified by time domain simulations which confirm that GR significantly reduces the
computation time. Simulations also cross-verify the time and frequency domain solutions
applied to the reference FD model and demonstrate the unique ability of HB to correctly
accommodate structural damping.
& 2014 Elsevier Ltd. All rights reserved.1. Introduction
A major disadvantage of the conventional self-acting air (or “gas”) bearing is the requirement for a very tight radial
clearance for air pressure generation, since shaft growth (e.g. due to temperature) may exceed this clearance [1]. A FAB (or
“gas foil” bearing) overcomes this problem by utilising a flexible foil structure to replace the rigid bearing surface (Fig. 1(a)).
While stationary, there is either a slight clearance or a preload between shaft (journal) and bearing. As the shaft rotates, the
pressure generated pushes the foil boundary away, allowing the shaft to become completely airborne. Advances by NASA in
the foil materials have opened the way for oil-free high-temperature turbomachines [2], resulting in intensified research
into their dynamic performance.
FABs, like gas or oil bearings, are capable of introducing undesirable nonlinear effects into the dynamics of a rotor-
bearing system [3]. This necessitates a means for calculating the nonlinear dynamic response of rotor systems with FABs.
In the case of a rotordynamic system with incompressible fluid (oil) bearings, the number of state variables is simply 2H,
where H is the total number of rotor modes considered, since the Reynolds Equation (RE) governing the pressure(P. Bonello).
Nomenclature
a1;1 … a1;n
⋮ ⋮ ⋮
am;1 … am;n
2
64
3
75ð: Þ ¼ a1;1 ⋯ am;1 ⋯ ⋯ ⋯ a1;n ⋯ am;nh iT
½ a1 ⋯ am T:n½ b1 ⋯ bm T ¼ ½ a1b1 ⋯ ambm T
a1 ⋯ am T U=½ b1 ⋯ bm T
 ¼ ½ a1=b1 ⋯ am=bm T
diagð½ a1 ⋯ am TÞ mm diagonal matrix with a1,….am on leading diagonal
cos ð½ a1 ⋯ am TÞ ½ cos ða1Þ ⋯ cos ðamÞ T (same for sin)
[ ]mn matrix [] of size mn
blk diagðA;B;…Þ block diagonal matrix containing A,B,…
(–) mean term of HB Fourier series of ( ) (Eqs. (38))
( )C,q, ( )S,g cos, sin terms of qth harmonic of ( ) (Eqs. (38))
( )0 differentiation with respect to τ
Aζ, Aθ constant matrices, Eq. (11b)
bθ, bξ, bξ,ext vectors defined in Eqs. (20), (35a), and (35b)
Bð1ÞQ1 ;Q2 ;B
ð2Þ
Q1 ;Q2
matrices defined in Eqs. (B2a) and (B2b)
c radial clearance (m)
Cn, An,m, Bn,m GR coefficients, Eq. (12)
CQ1 ;Q2 constant matrix used in Eq. (42)
D diagonal matrix, Eq. (24)
Dψθ ;D
ð2Þ
ψθ ;Dψζ ;D
ð2Þ
ψζ FD matrices used in Eqs. (9)
Eh;E
ð2Þ
h FD matrices used in Eqs. (9)
fg vector defined in Eq. (25)
f g;2; f g;3 second and third elements of fg
fψ; fw; fε vector functions of HB Eqs. (40)
Fx;y; F
FD
x;y; F
GR
x;y bearing forces and their FD, GR approximations
gFD;gGR right hand of air film state equations in FD and GR
h; ~h; ~hi;j air film thickness (m), h/c, ~hðζi; θjÞ respectively
~hθ Nθ1 film thickness vector, Eq. (8b)
~h NzNθ1 film thickness vector (before Eq. (7))
~hcoeff vector defined in Eq. (28)
H number of rotor modes
i,j identifiers for FD grid points
Iθ,Iξ matrices of kernel integrals used in GR, Eqs. (34)
IP P P P identity matrix
kb; ~kb foil stiffness per unit area (N/m
3), kbc=pa respectively
Ko constant matrix used in Eq. (33)
Kr, Kψ and Kh constant matrices used in Eq. (36)
L bearing axial length
mr rotor mass per bearing (kg)
n,m counters for GR expansion in z and θ directions Eqs. (13) and (14)
nζθ, nθ NzNθ1, Nθ1 vectors of ones
N, M order of GR (maxima of n,m)
Nz, Nθ number of points in FD grid in z and θ directions
p; ~p absolute pressure (Pa), p/pa respectively
pa atmospheric pressure (Pa)
~pg non-dimensional gauge pressure ð ~p1Þ
~pg;θ average ~pg in z direction for given θ (Eq. (5))
~pg ; ~pg;θ vectors of specific values of ~pg ; ~pg;θ (Eqs. (11a) and (11c) )
q counter for harmonics in HB expansion (Eqs. (38))
Q order of HB (maximum q)
Q1,Q2 two specific values of Q
r vector defined in Eq. (31b)
R radius of journal (m)
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RairðψÞ;Rfoilð ~wÞ residual functions of GR, Eqs. (17) and (18)
s state vector of system, Eq. (37)
S static load per bearing (N)
t time (s)
tQ vector defined after Eqs. (41)
u rotating unbalance offset (m)
u vector defined in Eq. (30)
v vector of unknowns of HB Eqs. (40)
w; ~w; ~wj deflection of foil (m), w/c, ~w at θj respectively
~w vector of specific values of ~w, Eq. (8c)
~wcoeff vector defined in Eq. (23)
W0;WC;m;WS;m Fourier coefficients of GR expansion, Eq. (14)
xJ, yJ Cartesian displacements of journal centre
x, y, z Cartesian axes
Z transformation matrix (see Eqs. (8))
α, β vectors defined after Eqs. (41)
γ vector defined in Eq. (31a)
εx, εy xJ/c, yJ/c respectively
ε ¼ ½ εx εy T
ζ, ζi ζ¼z/R, ζ at FD grid point
η hysteretic damping loss factor
θ, θj angular coordinate along air film, θ at FD grid point
θ vector of θj
λ vector defined after Eqs. (41)
λL leading eigenvalue of state equation Jacobian
μ air viscosity (Ns/m2)
ξ ¼πRζ/L
τ ¼Ωt/2 (non-dimensional time)
φ ¼ ψ ~h
φbase, φcoeff vectors defined in Eqs. (19) and (22)
χ vector function on right hand of state Eq. (37)
ψ ¼ ~p ~h
ψi,j, ψ ψ(ζi, θj), vector of ψi,j respectively
ψcoeff vector defined in Eq. (29)
ω fundamental frequency of limit cycle (rad/s)
~ω ω/Ω
Λ bearing number, 6μΩ=paðR=cÞ2
Ω rotational speed (rad/s)
P. Bonello, H.M. Pham / Journal of Sound and Vibration 333 (2014) 3459–3478 3461distribution used to calculate the instantaneous bearing forces will be a partial differential equation in terms of the spatial
variables (θ, z) only [4]. In the case of compressible fluid bearings (FABs and air bearings), the RE is a state equation since it
includes time as an independent variable [3,5–9]. Hence, additional state variables are introduced by the air film pressurefoil air film
FAB
top foil
bump foil
Fig. 1. FAB (a) and symmetric rigid rotor-FAB system (b).
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systems has hitherto involved two steps:(i) Creation of a grid (spatial domain discretisation) for modelling the air film, resulting in the conversion of the RE into a
system of ordinary differential equations (ODEs);(ii) Time domain integration (discretisation in the time domain) that is further approximated by the adoption of a non-
simultaneous solution approach wherein the air-film ODEs are uncoupled from the rest and treated as algebraic rather
than state equations.Step (i) involves the use of Finite Difference (FD)/Finite Element (FE)/Control Volume methods [3,5–10] to discretise the
RE over the air film, creating a grid (mesh) of NzNθ points representing the pressure field, turning the RE into a set of
NzNθ first order ODEs with time as the independent variable (state equations). Additionally, in the case of the FAB, the air
film gap at a given location is a function of the foil deformation there, apart from the journal displacement. Hence, further
nfoil state equations are introduced and the total number of state equations to be solved would be equal to 2HþnbðNz 
NθþnfoilÞ where nb is the number of bearings. Such a large nonlinear system would be numerically “stiff”, requiring very
small time-steps to maintain a given accuracy if an explicit numerical integration scheme is used [11]. An implicit integrator
uses a larger step size for a given accuracy [11]. However, this advantage would be useless without an efficient means of
calculating the required Jacobian matrix of such a large system at each time step [11]. Hence, for a realistic rotor system, the
simultaneous solution of the complete system of state equations has hitherto been avoided.
In an attempt to make the integration faster, it has been a common practice to adopt the approach described in step (ii)
above for the solution for the nonlinear dynamic response of rotor systems with air bearings or FAB systems [3,5–9]. In such
works, the air-film ODEs were approximated into a system of algebraic equations by replacing the term ∂p/∂t by a backward
difference approximation and approximating the current values of air film gap h and ∂h/∂t using the journal and foil state
variables at the previous time step tk1. These resulting equations were then solved iteratively to yield the pressure
distribution and, hence, the bearing forces at tk. These latter were then used in the integration of the rotor ODEs to yield the
journal displacements and velocities at tk. The approximate pressure distribution at tk was also used to update the foil
deflection distribution. In [7,8] the spring-damper model was approximated to allow explicit updating of the foil
deformation. The works in [3,9] used a more sophisticated foil structure model with the Coulomb friction; the foil
deformation was updated by applying an implicit integrator to the foil structure ODEs by assuming that the pressure varied
linearly over the interval [tk1, tk] [3].
Since the above-described methods do not reflect the true simultaneously coupled nature of the state variables of the
original stiff system, they are inevitably slow through the need to maintain sufficiently small time steps. Although it was
shown in [7] that accurate journal orbits can be obtained for a simple rotor-bearing system if the step size is small enough,
the potentially significant error of the aforementioned approximations had to be checked by repeating the same calculation
for different time steps. In [9] a more refined, but still time-consuming approach was used, wherein the procedure described
in the previous paragraph was closed through an iterative feed-back loop to restore the coupling between the subsystems.
The overall novel contribution of this paper is the development of efficient algorithms that enable the simultaneous
solution of the state equations, preserving the state equations of the air film. The algorithms are “efficient” in the sense that
they enable the hitherto avoided simultaneous solution to be achieved within reasonable timeframes on standard
computing platforms. By alleviating the computational burden involved in the nonlinear dynamic performance simulations,
such algorithms can contribute to the proliferation of FABs within various turbomachinery applications.
Firstly, the system equations are extracted using two alternative transformations: FD – this will be the reference model; and
 a novel arbitrary-order Galerkin Reduction (GR).By adopting a Matlab-inspired vectorized formulation that minimises matrix multiplication, the transformed equations
can then be solved efficiently in two ways: in the time domain for arbitrary response via implicit integration using readily available routines e.g. [11]; and
 in the frequency domain using a novel rotordynamic Harmonic Balance (HB) method that can compute self-excited
periodic oscillations (limit cycles).
The GR (originating from [12]) should not be confused with the FE Galerkin Method (FEGM) [6,9,10] used for the FE
discretisation of the RE. Unlike FEGM, GR is a mesh-free transformation (i.e. it involves no physical spatial discretisation) and
therefore has the potential of considerably reducing the number of state variables. GR was used in the 1960s [12] to calculate
the stability of static equilibrium solutions of a rotor system with air bearings. However, to the authors' knowledge, this
method has not so far been used for the much-needed nonlinear response analysis of systems with either air bearings or
FABs. The most likely reason for this is the prohibitive workload involved in evaluating the huge number of analytical
integrals in the GR residual functions [13]. The researchers in [14] avoided this by adapting GR to a “pseudospectral
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to gas bearings met with limited success [14]. The present research has overcome this difficulty by identifying the
underlying structure of the integrals, enabling the use of an arbitrarily high-order GR transformation.
The complementary nature and relative merits of time domain vs frequency domain methods have been extensively
documented [15]. In contrast to the time domain integration, a frequency domain method like HB is restricted to a periodic
steady-state response. However, it alleviates the computational burden since it calculates it directly, in contrast to the time
domain integration, which has to integrate step-by-step past the transient stage to arrive to the steady-state response.
A fundamental issue that has been overcome in this research is the fundamental frequency ω of the HB solution. For FAB
application, the HB method has to cater for two types of problem: (i) unbalance-driven excitation; and (ii) self-excitation
(resulting in limit cycles [3,16]). In type (i), ω is known beforehand (equal to either the rotational speed or some sub-
multiple of it) [15]. However, in type (ii), ω is not known beforehand and is one of the unknowns. Up to now, HB has only
been used in rotordynamics for the solution of type (i), mainly in the context of oil squeeze-film damper bearings e.g. [15,17]
but also for a foil bearing [18]. Apart from this major limitation, the foil-bearing HB analysis in [18] had further serious
limitations: the air film (i.e. the RE) was completely neglected; the bearing forces in the x and y directions were decoupled;
and the shaft orbits were assumed to be circular and centred within the bearing housing. The research of this paper
overcomes all these limitations. In particular, the issue of the unknown fundamental ω for the solution of problem type (ii) is
overcome by including an extra constraint, originally used by acousticians using HB to study a less computationally
challenging problem involving self-excited sound in wind instruments [19].
Time domain analysis for arbitrary response inevitably necessitates the use of an assumed equivalent viscous damping
model for those foil structure models that use a structural (hysteretic) damping loss factor e.g. [7,8], since this is defined
only for harmonic vibration [20]. The self-excited HB developed here has the ability to test that assumption.
The theoretical methods in this paper are developed with reference to the simple symmetric rigid rotor-FAB system in
Fig. 1(b), as in [3,5–9], but can be extended to more complicated rotor structures. Sections 2.1 and 2.2 respectively describe
the FD and GR transformations. Section 2.3 describes the time domain solution procedure for both transformations. Section 2.4
develops the self-excited HB in the context of the reference FD transformation only. The results of the simulations are
presented and discussed in Section 3. The research presented in this paper is a much-developed form of the preliminary
outline given by the authors in [13].2. Theory
With reference to Fig. 1, the equations governing the motion of the symmetric rigid rotor-FAB system with rotor of mass
mr per bearing rotating with angular velocity Ω can be written as
d2
dτ2
εx ¼ 4
mrcΩ2
ðFxþmruΩ2 cos 2τÞ; (1a)
d2
dτ2
εy ¼
4
mrcΩ2
ðFyþSþmruΩ2 sin 2τÞ (1b)
where S is the static load in the y direction per bearing, τ¼ ðΩ=2Þt and εx ¼ xJ=c; εy ¼ yJ=c are the displacements in the x and y
directions, relative to the bearing centre, of the journal J, normalised by the radial clearance c (which is the air gap with the
journal centralised in the bearing with no foil deflection). Fx and Fy are the air-film reaction forces on the journal, obtained
by integrating the air film pressure distribution over the bearing area.
For a bearing of radius R and length L, let pðζ; θÞ denote the distribution of the air film pressure (absolute) where ζ¼ z=R.
This distribution is then governed by the isothermal RE:
∂ψ
∂τ
¼ 1
Λ
∂
∂θ
ψ ~h
∂ψ
∂θ
ψ∂
~h
∂θ
 !" #
þ ∂
∂ζ
ψ ~h
∂ψ
∂ζ
ψ∂
~h
∂ζ
 !" #( )
∂ψ
∂θ
(2)
where the bearing number Λ¼ 6μΩ=paðR=cÞ2;ψ ¼ ~p ~h; ~p ¼ p=pa , pa the atmospheric pressure and ~h the non-dimensional air-
film gap at a position (ζ,θ):
~h ¼ 1εx cos θεy sin θþ ~w (3)
where ~w ¼w=c is the non-dimensional foil deflection at a position (ζ,θ).
In order to demonstrate the various computation techniques, the model of the foil structure used in this paper assumes
that the variation of the deflection of the foil in the axial direction is negligible [21]:
d ~w
dτ
¼ 2
η
~pg;θ
~kb
 ~w
 !
(4)
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~pg;θ is the average of the non-dimensional gauge pressure ~pg ð ¼ ~pðζ; θÞ1Þ over the ζ (or z)-direction for a given θ:
~pg;θ ¼
R
L
Z L=2R
L=2R
f ~pðζ; θÞ1g dζ ¼ R
L
Z L=2R
L=2R
ψ
~h
1
 
dζ (5)
As in [7,8], the damping in the foil structure is quantified by a hysteretic loss factor η [20] and Eq. (4) assumes an
equivalent viscous damping coefficient of kbη=Ω regardless of the type of vibration (transient/steady-state, unbalance-
driven/self-excited). Strictly speaking, this equivalent coefficient is only valid for harmonic vibration at Ω rad/s (e.g. steady-
state unbalance-driven vibrations with negligible non-synchronous frequency content). The validity of this assumption for
(self-excited) limit cycles (which have a fundamental frequency unrelated to the rotational speed, and harmonics) will be
tested later in the paper (Section 3.2).
The rotor Eqs. (1) are linked to the bearing Eqs. (2) and (4) through the forces Fx,y:
Fx
Fy
" #
¼ paR2
Z ζ ¼ L=2R
ζ ¼  L=2R
Z 2π
θ ¼ 0
ψ
~h
1
 
cos θ
sin θ
 
dθ dζ (6a,b)
The system response is obtained by solving simultaneously the three sets of Eqs. (1), (2), and (4) after transformation into
a form that is tractable to time or frequency domain solution algorithms.
The following analysis makes use of vectorisation notation borrowed fromMatlab (namely the (:), .n, ./ operators, defined
in the Nomenclature list).
2.1. Finite Difference (FD) transformation
Since the bearing is open to atmosphere at both ends, symmetry can be exploited and the FD grid needs only cover half
the axial length of the bearing. The rectangular grid has NzNθ points where ζ¼ ζi; i¼ 1;…;Nz; θ¼ θj; j¼ 1;…;Nθ . It is
noted that the bearing edge, where ψ ¼ ~h, is excluded from the grid. However, this boundary condition is considered when
estimating partial derivatives and integrating. Defining the NzNθ1 vectors ψðτÞ ¼ ⋯ ψ i;j ⋯
h iT
and ~h ¼ ⋯ ~hi;j ⋯
h iT
,
where ψ i;j ¼ ψðζi; θjÞ; ~hi;j ¼ ~hðζi; θjÞ, then Eq. (2) can be expressed as
ψ0 ¼ 1
Λ
~h:n
∂ψ
∂θ
:n
∂ψ
∂θ
þ∂ψ
∂ζ
:n
∂ψ
∂ζ
 
þ ~h:nψ:n ∂
2ψ
∂θ2
þ∂
2ψ
∂ζ2
 
∂
~h
∂θ
:nψ:n
∂ψ
∂θ
∂
2 ~h
∂θ2
:nψ:nψ
)
∂ψ
∂θ
(7)
where ∂ψ=∂θ is the NzNθ1 vector ⋯
∂ψ
∂θ
		
ζ ¼ ζi ;θ ¼ θj ⋯
h iT
(similarly for the other partial derivative vectors in Eq. (7)) and
~hðτÞ ¼ Z ~hθðτÞ (8a)
~hθðτÞ ¼ nθ½ cos θ sin θεðτÞþ ~wðτÞ (8b)
~wðτÞ ¼ ⋯ ~wj ⋯
h iT
ðNθ  1Þ (8c)
εðτÞ ¼ εx εy
h iT
(8d)
where θ¼ ½⋯ θj ⋯ T, nθ is the Nθ1 vector of unity elements and Z is the transformation matrix used to transform from
the Nθ1 vector ~hθ to the NzNθ1 vector ~h.
Using central-difference formulae [4,22] the partial derivative vectors in Eq. (7) can be approximated as
∂ψ
∂θ
¼Dψθψ; (9a)
∂2ψ
∂θ2
¼Dð2Þψθψ (9b)
∂ψ
∂ζ
¼DψζψþEh ~hθ ; (9c)
∂2ψ
∂ζ2
¼Dð2ÞψζψþEð2Þh ~hθ (9d)
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∂θ
¼ Z ∂
~hθ
∂θ
(9e)
∂2 ~h
∂θ2
¼ Z ∂
2 ~hθ
∂θ2
(9f)
∂ ~hθ
∂θ
¼ sin θ  cos θ½ εþ∂ ~w
∂θ
(9g)
∂2 ~hθ
∂θ2
¼ cos θ sin θ½ εþ∂
2 ~w
∂θ2
(9h)
∂ ~w
∂θ
¼Dwθ ~w (9i)
∂2 ~w
∂θ2
¼Dð2Þwθ ~w (9j)
where Dψθ ;D
ð2Þ
ψθ ;Dψζ ;D
ð2Þ
ψζ ;Dwθ;D
ð2Þ
wθ ;Eh and E
ð2Þ
h are constant matrices; the latter two accounting for the inclusion of the
aforementioned bearing edge condition.
Substituting these results in Eq. (7) and modifying Eqs. (4) and (6) accordingly, yield the following coupled sets of
nonlinear ordinary differential equations:
ψ0 ¼ gFDðψ; ~w ; εÞ (10a)
~w 0 ¼ 2
η
ð ~pg;θ= ~kb ~wÞ (10b)
ε
ε0
 0
¼
ε0
4
mrcΩ2
FFDx þmruΩ2 cos 2τ
FFDy þSþmruΩ2 sin 2τ
2
4
3
5
2
664
3
775 (10c)
where gFDðψ; ~w ; εÞ is the vector function resulting from the substitution of Eq. (9) in Eq. (7) and
~pg;θ ¼
1
Nz
Aθ ~pg (11a)
FFDx
FFDy
2
4
3
5¼ 2πpaRL 1NzNθ
AζAθð ~pg :nZ cos θÞ
AζAθð ~pg :nZ sin θÞ
" #
(11b)
~pg ¼ψ:= ~hnζθ (11c)
where nζθ is the NzNθ1 vector of unity elements, the constant matrices Aζ, Aθ are determined by the quadrature formulae
[22] employed to discretise the single and double integrations for the average pressure in the θ direction (Eq. (4)) and the
bearing forces (Eq. (6)), respectively.
2.2. Galerkin Reduction (GR) transformation
For a gas journal bearing the unknown ψ the Reynolds Equation is expressed as [12]
ψ ¼ ~hþ φ (12)
where φ is approximated by a truncated Fourier series in the two spatial coordinates:
φ¼∑Nn ¼ 1 cos ð2n1Þξ CnðτÞþ∑Mm ¼ 1½An;mðτÞ cos mθþBn;mðτÞ sin mθ

 
(13)
where ξ¼πRζ/L.
The air gap ~h is given by Eq. (3), and for the past case of [12], ~w  0 (rigid boundary). For the present case of the FAB,
~w is represented by another Fourier series:
~w ¼W0ðτÞþ∑Mm ¼ 1½WC;mðτÞ cos mθþWS;mðτÞ sin mθ (14)
The unknowns are therefore the coefficients of Eqs. (13) and (14) and these are determined by minimising the
approximation error, with the base functions being used as the weighting factor:Z ξ ¼ π=2
ξ ¼ π=2
Z θ ¼ 2π
θ ¼ 0
RairðψÞφbase dξ dθ¼ 0 (15)
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θ ¼ 0
Rfoilð ~wÞbθ dθ¼ 0 (16)
where the residual functions are, from Eqs. (2) and (4)
RairðψÞ ¼
1
Λ
∂
∂θ
ψ ~h
∂ψ
∂θ
ψ∂
~h
∂θ
 !" #
þ ∂
∂ζ
ψ ~h
∂ψ
∂ζ
ψ∂
~h
∂ζ
 !" #( )
∂ψ
∂θ
 ∂ψ
∂τ
(17)
Rfoilð ~wÞ ¼
2
η
~pg;θ
~kb
 ~w
 !
d ~w
dτ
(18)
and
φbase ¼ ⋯ cos ð2n1Þξ cos ð2n1Þξ cos mθ cos ð2n1Þξ sin mθ ⋯
h iT
ððNþ2NMÞ  1Þ (19)
bθ ¼ 1 cos θ sin θ ⋯ cos mθ sin mθ ⋯ cos Mθ sin Mθ
 Tðð1þ2MÞ  1Þ (20)
Substitution of Eqs. (13) and (14) into Eqs. (17) and (18) and analytically integrating Eqs. (15) and (16) yield the following
two sets of Eqs. (21a) and (21b), which along with the corresponding rotor Eq. (21c), constitute the state equations:
φ0coeff ¼ gGRðφcoeff ; ~wcoeff ; ε; ~w 0coeff ; ε0 Þ (21a)
~w 0coeff ¼
2
η
D1
1
~kb
fg ~wcoeff
 !
(21b)
ε
ε0
 0
¼
ε0
4
mrcΩ2
FGRx þmruΩ2 cos 2τ
FGRy þSþmruΩ2 sin 2τ
2
4
3
5
2
664
3
775 (21c)
in which
φcoeff ðτÞ ¼ ⋯ CnðτÞ An;mðτÞ Bn;mðτÞ ⋯
h iT
ððNþ2NMÞ  1Þ (22)
~wcoeff ðτÞ ¼ W0ðτÞ WC;1ðτÞ WS;1ðτÞ ⋯ WC;mðτÞ WS;mðτÞ ⋯
h iT
ðð1þ2MÞ  1Þ (23)
D¼ diag 2π π ⋯ π   (24)
and, from Eqs. (5) and (12):
fg ¼
Z 2π
0
~pg;θbθ dθ¼
1
π
Z θ ¼ 2π
θ ¼ 0
Z ξ ¼ π=2
ξ ¼ π=2
φðξ; θÞ
~hðθÞbθ dξ dθ
(25)
with φ(ξ,θ) is represented by Eq. (13), and, (from Eqs. (3), (12) and (14)) ~hðθÞ is represented as
~h ¼ 1þW0þðWC;1εxÞ cos θþðWS;1εyÞ sin θþ∑Mm ¼ 2½WC;m cos mθþWS;m sin mθ (26)
The air film forces in Eq. (21c) are derived from Eq. (6) as
FGRx ¼ paLR
1
π
Z θ ¼ 2π
θ ¼ 0
Z ξ ¼ π=2
ξ ¼ π=2
φðξ; θÞ
~hðθÞ
cos θ dξ dθ¼ paLRf g;2 (27a)
FGRy ¼ paLR
1
π
Z θ ¼ 2π
θ ¼ 0
Z ξ ¼ π=2
ξ ¼ π=2
φðξ; θÞ
~hðθÞ
sin θ dξ dθ¼ paLRf g;3 (27b)
where fg,2 and fg,32 are the second and third elements respectively of the vector fg (Eq. (25)).
The analytical integration process to obtain gGR (right hand of Eq. (21a)) and fg has hitherto proven to be a challenging
obstacle. This should be evident from the large number of integrals involved. Moreover, although, for a given accuracy, the
required number of GR state Eqs. (21) is much less than the number of FD state Eqs. (10); the former will contain many
expressions that are bulky, complex and computationally prohibitive. These problems can be appreciated by examining the
integral of a typical term in Eq. (15), e.g.
R ξ ¼ π=2
ξ ¼ π=2
R θ ¼ 2π
θ ¼ 0
~hð∂ψ=∂θÞ2φbase dξ dθ, which results in numerous combinations among the elements of φcoeff, ~wcoeff and ε; and (2Mþ1)(2Mþ2NM)2(Nþ2NM) integrals.
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that breaks down the double integrals so that the integration in each direction is undertaken separately.The coefficients of the series approximation of ~h can be collected into the vector ~hcoeff :
~hcoeff ðτÞ ¼ 1þW0 WC;1εx WS;1εy WC;2 WS;2 ⋯ WC;M WS;M
h iT
(28)
From the definition of Eq. (12), the coefficients of the series expansion of ψ are contained in
ψcoeff ðτÞ ¼
φcoeff ðτÞ
~hcoeff ðτÞ
" #
(29)
Defining
u¼ ∂
∂θ
φbase
bθ
" #
(30)
and defining
γ¼ ððuuTÞð: ÞbTθ Þð: Þ; (31a)
rðτÞ ¼ ððψcoeffψTcoeff Þð: Þ ~h
T
coeff Þð: Þ (31b)
then
~h
∂ψ
∂θ
 2
¼ γTrðτÞ (32)
Therefore, the transformation of the aforementioned typical term of Eq. (15) isZ ξ ¼ π=2
ξ ¼ π=2
Z θ ¼ 2π
θ ¼ 0
φbase ~h
∂ψ
∂θ
 2
dξ dθ¼
Z ξ ¼ π=2
ξ ¼ π=2
Z θ ¼ 2π
θ ¼ 0
φbaseγT dξ dθ
" #
r¼KorðτÞ (33)
where Ko is the constant coefficient matrix. Examination of the structures of φbase and γ revealed that Ko could be assembled
from two kernel sets of single integrals contained in the following matrices:
Iθ ¼
Z θ ¼ 2π
θ ¼ 0
bθðððbθbTθ Þð: ÞbTθ Þð: ÞÞTdθ ðð2Mþ1Þ  ð2Mþ1Þ3Þ (34a)
Iξ ¼
Z ξ ¼ π=2
ξ ¼ π=2
bξððbξ;extbTξ;extÞð: ÞÞTdξ ðN  ðNþ1Þ2Þ (34b)
in which
bξ ¼ cos ξ ⋯ cos ð2n1Þξ ⋯ cos ð2N1Þξ
 T ðN  1Þ (35a)
bξ;ext ¼ bTξ 1
h iT
(35b)
The authors' preliminary non-vectorized analysis in [13] illustrated the manipulation involved in replacing the double
integrals by single integrals. Table 1 compares, for representative GR orders, the number of integration operations involved
in evaluating the right hand side of Eq. (33) by the two approaches: (a) by direct evaluation of the double integrals; and
(b) using the two kernel sets of single integrals (Eqs. (34)). The latter method results in a drastic reduction in computational
burden.
It can also be proved that all the terms inside the curly brackets in Eq. (17) share a similar anatomy. Therefore, the
matrices Iθ and Iξ are calculated only once and then used to compose the coefficient matrices resulting from the GR
integration of all these terms. Using this approach, Eq. (15) yields Eq. (21a), whose right-hand side can be expressed as
gGRðφcoeff ; ~wcoeff ; ε; ~w 0coeff ; ε0 Þ ¼
1
Λ
KrrðτÞKψψcoeff ðτÞKh ~h
0
coeff ðτÞ (36)Table 1
Comparison of number of integral evaluations required for evaluation of right hand side of Eq. (33) by two alternative approaches.
Order of GR Number of double integrals in Eq. (33)
ð2Mþ1Þð2Mþ2NMÞ2ðNþ2NMÞ
Number of kernel single integrals, Eqs. (34)
ð2Mþ1Þð2Mþ1Þ3þNðNþ1Þ2
Reduction
factor (%)
N¼3, M¼5 580,800 14,689 97.4709
N¼5, M¼5 2,178,000 14,821 99.1902
N¼5, M¼3 317,520 2581 99.1871
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(N, M) of base functions.2.3. Time domain solution
Both systems of Eqs. (10) and (21) are in the general form required by Matlab integrator routines [11]:
s0 ¼ χðτ; sÞ (37)
where the state vector s is NzNθþNθþ4 elements long in the case of the FD (Eq. (10)) and (1þN)(1þ2M)þ4 elements long
in the case of the GR (Eqs. (21)). In view of the numerical stiffness of the systems, the implicit integrator function ode23swas
used [11]. This is based on the Modified-Rosenbrock algorithm and has adaptive time-step control to maintain the numerical
error with a prescribed tolerance. As discussed in Section 1, it is only possible to take advantage of this function (and other
stiff solvers in the Matlab ode suite), if a user-written function for the rapid computation of the Jacobian matrix ∂χ/∂s at each
time-step can be provided. Appendices A and B give an overview of the method used to calculate the FD and GR Jacobian
matrices using the vectorized formulation.
2.4. Frequency domain solution (for self-excited systems)
In this paper, the HB analysis will be applied to the FD transformation, which is governed by the system of Eqs. (10).
Assuming that there exists a limit cycle with a fundamental frequency ω, εx,εy can be approximated by a finite Fourier series:
εx ¼ Xþ∑Qq ¼ 1ðXC;q cos 2q ~ωτþXS;q sin 2q ~ωτÞ (38a)
εy ¼ Yþ∑Qq ¼ 1ðYC;q cos 2q ~ωτþYS;q sin 2q ~ωτÞ (38b)
where ~ω ¼ω=Ω is the non-dimensional fundamental frequency. The variables ψi,j, wj will likewise be periodic:
ψ i;j ¼ ~ψ i;jþ∑Qq ¼ 1ðψ i;jC;q cos 2q ~ωτþψ i;jS;q sin 2q ~ωτÞ (39a)
~wj ¼ ~wjþ∑Qq ¼ 1ð ~wjC;q cos 2q ~ωτþ ~wjS;q sin 2q ~ωτÞ (39b)
The HB equations are generated by substituting Eqs. (38) and (39) into Eqs. (10) and equating coefficients like harmonics,
resulting in the following system of nonlinear algebraic equations, comprised of three blocks:
fψðΩ; vÞ ¼ 0ð2Q þ1ÞNzNθ1 (40a)
fwðΩ; vÞ ¼ 0ð2Q þ1ÞNθ1 (40b)
fεðΩ; vÞ ¼ 0ð2Q þ1Þ21 (40c)
where v is the vector of the unknowns, comprising the Fourier coefficients of ψi,j, εx,εy, ~wj (i¼1,…,Nz, j¼1,…,Nθ) plus (in the
case of self-excited vibration only) the fundamental frequency ω. The vector functions fψ, fw, and fε are respectively
generated from Eqs. (10a), (10b) and (10c). It is noted that the latter two functions contain the Fourier coefficients of ~pg;θ and
FFDx;y (Eqs. (11)). These can be determined for given v as follows:i. use Eqs. (38) and (39) to construct the time histories ψi,j(τ), εx(τ), εy(τ), ~wjðτÞ (and hence ~hðτÞ from Eqs. (8));
ii. substitute into Eqs. (11) to construct the time histories FFDx;yðτÞ; ~pg;θðτÞ; and
iii. apply Fourier analysis to the time histories FFDx;yðτÞ; ~pg;θðτÞ.Due to the inclusion of the unknown fundamental frequency in v, the total number of Eqs. (40), which is ð2Qþ1Þ
ðNzNθþNθþ2Þ, is one short of the nominal number of unknowns. Therefore, to compute the limit cycle, one has to establish
an additional constraint among the unknowns. This can be done by arbitrarily prescribing the phase of one of the harmonics
[19]. This is justified since there is no external harmonic excitation as phase reference. In this paper, XC,1¼0 (Eq. (38a)) and is
removed from v.
The system of Eqs. (40) can then be solved over a range of rotational speeds Ω to yield a set of solutions defining a
“speed–response curve”. As in [15,17], the continuation technique used to advance the solution procedure along the curve
uses a predictor–corrector approach where the initial approximation v0 (or “predictor”) for the solution v at a point on the
curve is obtained from the previous points. Eqs. (40) are then solved by the damped Newton–Raphson method (the
“corrector”) [22]. The initial approximation for the first point on the curve (only) is provided by the Fourier coefficients of a
time-domain solution of Eqs. (10).
The bulk of the HB equations is constituted by the block (40a). The method for the generation of that chunk of equations
is critical to the efficient operation of the solution process since it could impose a huge memory requirement for the
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T
w f
T
ε
h iT 
=∂v required by the Newton–Raphson solver. This problem was
overcome by deriving fψ such that it is comprises direct (or “analytic”) expressions of the elements of v (in contrast to fw and
fε, which have terms that need to be computed indirectly from v following the steps i–iii above). This was done by noting
that Eq. (10a) consists of terms which are products of the variables ψi,j, εx, εy, ~wj and that (i) the product of the Fourier series
of two variables which respectively have Q1, Q2 harmonics is itself a Fourier series with Q1þQ2 harmonics; (ii) the
fundamental frequency remains unchanged after the multiplication. Two such variables and their product can then be
represented as
aðtÞ ¼ αTtQ1 ; (41a)
bðtÞ ¼ βTtQ2 ; (41b)
aðtÞbðtÞ ¼ λTtQ1 þQ2 (41c)
where
α¼ α αC;1 αS;1 … αC;q αS;q … αC;Q1 αS;Q1
 T
;
β¼ β βC;1 βS;1 … βC;q βS;q … βC;Q2 βS;Q2
 T
;
λ¼ λ λC;1 λS;1 … λC;q λS;q … λC;Q1 þQ2 λS;Q1 þQ2
 T
;
tQ ¼ 1 cos 2 ~ωτ sin 2 ~ωτ … cos 2q ~ωτ sin 2q ~ωτ … cos 2Q ~ωτ sin 2Q ~ωτ
h iT
the elements of λ are then rapidly calculated using the following expression:
λ¼ CQ1 ;Q2 ððBð1ÞQ1 ;Q2αÞ:nðB
ð2Þ
Q1 ;Q2
βÞÞ (42)
where the matrices CQ1 ;Q2 ;B
ð1Þ
Q1 ;Q2
;Bð2ÞQ1 ;Q2 are fixed for given Q1, Q2 and identified from one-off analyses. The matrix CQ1 ;Q2 is of
size f2ðQ1þQ2Þþ1g  ð2Q1þ1Þð2Q2þ1Þ. Trigonometric identities are used to identify it such that
aðtÞbðtÞ ¼ ðαTtQ1 ÞðβTtQ2 Þ  ðCQ1 ;Q2 ððαβTÞð: ÞÞÞTtQ1 þQ2 (43)
The matrices Bð1ÞQ1 ;Q2 ;B
ð2Þ
Q1 ;Q2
are defined in Appendix B. The method for the computation of the Jacobian matrix is outlined
in Appendix C.
3. Results and discussion
The results presented pertain to the following parameters [7,8]: mr¼3.061 kg, R¼19.05 mm, L¼38 mm, pa¼101,325 Pa,
and μ¼1.95105 N/m2. For the first part of the analysis kb¼4.739 GN/m3, η¼0.25, c¼31.8106 m, and S¼mrg
(E30 N), [7,8]. These latter four parameters are then altered for the second part of the analysis. In Section 3.1, time
domain analysis is used to compare the FD and GR transformations. In Section 3.2 the FD transformation is used to compare
the frequency and time domain solutions for the self-excited response. All simulations were implemented in Matlab on a
standard desktop computer with Intels Core™ i7 Processor.
3.1. FD vs GR (using time domain analysis)
For the results presented in this section, the time domain analysis described in Section 2.3 was used. Considering the
case of no unbalance excitation (i.e. u¼0 in Eqs. (1)), Fig. 2(a) shows the FD (Nz¼8, Nθ¼128) simulation for the trajectory
of the journal centre from default initial conditions (corresponding to zero journal centre displacements and velocities,
air film at atmospheric pressure and undeformed foil) over 20 shaft revolutions at 10,000 rpm. The zoomed views in
Fig. 2(c) and (d) show the effect of the FD grid size on the accuracy; it is evident that refinement beyond a grid size of Nz¼8,
Nθ¼128 did not result in significant changes to the trajectory. Fig. 3(a) and (b) shows the effect of the order of the GR
transformation, when using GR to predict the same trajectory; increasing the order beyond N¼3, M¼8 did not result in
significant changes to the prediction.
Fig. 4(a) shows that the trajectory computed by GR (N¼3, M¼8) is virtually identical to that computed by FD (Nz¼8,
Nθ¼128). Fig. 4(a) shows that the transient trajectory converges to a fixed point A, which is the static equilibrium position of
the journal centre at 10,000 rpm. Further integration over 80 shaft revolutions shows that the trajectory remains at this
position, as evident from Fig. 4(b), where the “trajectory” is indicated by a point. Fig. 4(b) also shows the predicted steady-
state deformation of the clearance (i.e. the profile of the top foil) by both FD and GR, which are virtually identical.
Table 2 compares the computation times to generate the results in Fig. 4 (by both FD and GR) using the implicit
integrator (ode23s [11], as described in Section 2.3) with those of an explicit integrator (4th order Runge–Kutta, as in solver
ode45 [11]), both using an adaptive time-step size to keep the numerical error within the same prescribed tolerance. The
Fig. 2. Computed journal trajectory (no unbalance) from default initial conditions at 10,000 rpm over 20 shaft revs. for different FD grid sizes: (a) Nz¼8,
Nθ¼128; (b) Nz¼8, Nθ varies; (c) Nθ¼128, Nz varies ((b) and (c) focus on area circled in (a)).
Fig. 3. Computed journal trajectory (no unbalance) from default initial conditions at 10,000 rpm over 20 shaft revs. for different GR orders: (a) N¼3, M
varies; (b) M¼8, N varies ((a) and (b) focus on area circled in Fig. 2(a)).
P. Bonello, H.M. Pham / Journal of Sound and Vibration 333 (2014) 3459–34783470number of FD equations is 1156, whereas the number of GR equations is 72 (Section 2.3). The advantage of implicit over
explicit integration is clearly evident, made possible through the vectorized formulation.
With reference to Eq. (37), the static equilibrium condition at a given rotational speed can be obtained directly by finding
the solution s¼sE of the system of nonlinear algebraic equations χðt; sÞju ¼ 0 ¼ 0. The stability of such equilibria was
investigated over a range of speeds by examining the leading eigenvalue λL of the Jacobian matrix ∂χ=∂sju ¼ 0;s ¼ sE (i.e. the
eigenvalue of highest real part) since the stability of small perturbations Δs about s¼sE is governed by the linear relation
AA
undeformed clearance
deformed clearance
(steady-state)
Fig. 4. Computed journal trajectory (no unbalance) from default initial conditions at 10,000 rpm by FD (Nz¼8, Nθ¼128) and GR (N¼3, M¼8): (a) first 20
shaft revs.; (b) next 80 shaft revs. (in (b) journal position remains fixed at A).
Table 2
Computation times for results in Fig. 4.
Method/parameters Time for first
20 revs. (s)
Time for next
80 revs. (s)
FD (Nz¼8, Nθ¼128) implicit 24 3
FD (Nz¼8, Nθ¼128) explicit 590 2500
GR (N¼3, M¼8) implicit 15 4
GR (N¼3, M¼8) explicit 200 810
P. Bonello, H.M. Pham / Journal of Sound and Vibration 333 (2014) 3459–3478 3471ðΔsÞ0 ¼ ∂χ=∂sju ¼ 0;s ¼ sEΔs. Fig. 5 shows very good agreement between the real parts of the leading eigenvalues computed
from the Jacobians of the FD (Eqs. (10)) and GR (Eqs. (21)) systems (the imaginary parts are not shown but are in similarly
excellent agreement). This stability analysis reveals an instability threshold speed of 15,000 rpm (see point S in Fig. 5).
Fig. 6(a) and (b) provides evidence that this result is in accordance with the time domain integration of the full nonlinear
system of Eq. (37). Fig. 6(a) refers to a stable equilibrium speed of 14,500 rpm and shows the evolution, over 100 shaft
revolutions, of the journal trajectory from initial conditions sEþΔs where sEþΔs is identical to sE except for the entries
corresponding to ε (see Eqs. (10) or (21)), which are perturbed by 10%. It is seen that both the FD and GR trajectories
converge back to s¼sE. Fig. 6(b) shows the evolution, over 100 shaft revolutions, of the journal trajectory at the unstable
equilibrium speed of 15,500 rpm from initial conditions corresponding to a slight perturbation of 1% in the static
equilibrium position. Both the FD and GR trajectories diverge from the equilibrium position, in agreement with Fig. 5.
It is noted that, for the physical parameters used, the perturbed trajectory did not settle down to a stable condition (i.e. an
attractor [16] e.g. a limit cycle) – it continued growing until the solver crashed. In such a situation (no attractor as final
destination), as seen from Fig. 6(b), agreement between the FD and GR trajectories cannot be expected to be maintained
rotor speed (rpm)
S
Fig. 5. Real part of the leading eigenvalue as a function of the rotational speed.
start
end
end start
Fig. 6. Journal trajectories from perturbed equilibria over 100 shaft revolutions at two speeds by FD (Nz¼8, Nθ¼128) (—) and GR (N¼3, M¼8) ( ):
(a) 14,500 rpm; (b) 15,500 rpm; (computation times (s): 76 (FD, (a)), 43 (GR, (a)); 101 (FD, (b)), 53 (GR, (b))).
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Fig. 6(a) and a later result showing convergence to a limit cycle.
Fig. 7 shows the steady-state response to unbalance excitation of magnitude mru¼10103 kg mm at two speeds. At
this moderate unbalance, the steady-state trajectory is roughly an ellipse centred around the static equilibrium position at
the respective speed. Fig. 7 also shows the foil deflection at the instant when the journal eccentricity ε (¼ |ε|) is at a
maximum. Agreement between GR and FD is very good (note that, in the case of the journal trajectory, the dashed line of the
GR simulation appears as a solid line due to loop repetition over 100 cycles).
Returning to the case of no unbalance excitation, it was found that no limit cycles could be achieved with the parameters
used – as observed when discussing Fig. 6(b). As discussed in [13], this may be explained by the fact that the linear
compliance of the foil model dominates over the nonlinearity of the air film – in fact, simulated limit cycles have been
usually obtained for plain air bearings (which provide a rigid boundary for the air film) [5,6] and FABs with a nonlinearity in
the foil model (e.g. Coulomb friction [3]), typically under substantial static loading. For this reason, for the following
illustrative analysis on limit cycle computation (Section 3.2), a tighter radial clearance (c¼0.531.8106 m), a much
higher foil stiffness (kb¼504.739 GN/m3), a lower loss factor (η¼0.1) and a higher static load (S¼330 N) are used. In
this way, the nonlinear characteristics of the air film are brought up as the dominant factor. Fig. 8 shows that a limit cycle is
indeed obtained with these altered parameters. The high degree of correlation between FD (Nz¼8, Nθ¼72) and GR (N¼5,
M¼4) justifies the use of an FD grid size 872 for the analysis in the following section.
Before leaving the time domain analysis, it is worth comparing the computation times for FD and GR shown in Table 2
and the captions of Figs. 6–8. It is noted that GR typically resulted in significantly reduced computation times relative to FD,
although this reduction was not as stark as the reduction in the number of state equations by GR. The reason for this is that
the GR state equations, though much fewer in number, contain significantly more terms.
undeformed 
clearance
undeformed 
clearance
deformed 
clearance (at 
max )
deformed 
clearance (at 
max )
Fig. 7. Steady-state unbalance response over 100 shaft revolutions at two speeds by FD (Nz¼8, Nθ¼128) (—) and GR (N¼3, M¼8) (- - - -): (a) 10,000 rpm;
(b) 14,000 rpm (GR journal orbits appear as a solid line due to repeated cycling) (typical computation times (s): 400 (FD), 200 (GR)).
undeformed 
clearance
undeformed 
clearance
Fig. 8. Simulated journal centre trajectory over 50 shaft revolutions from default initial conditions at 28,000 rpm with c¼15.9106 m, kb¼236.95 GN/m3,
η¼0.1, and S¼90 N: (a) FD (Nz¼8, Nθ¼72); (b) GR (N¼5, M¼4) (computation times (s): 50 (a), 16 (b)).
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The limit cycle defined by the steady-state portion of the trajectory in Fig. 8(a) was used to provide the initial
approximation to the first point on the speed–response curve, which was then generated over range of rotational speeds.
Fig. 9 shows one representation of the speed–response curve, wherein the computed non-dimensional fundamental
frequency of the limit cycles is plotted (an alternative representation of the speed–response is an amplitude plot shown
later). It is seen from Fig. 9 that the self-excitation is approximately a case of half-frequency whirl.
Fig. 10 shows the HB-computed journal orbits and top-foil profile at the instant of maximum ε corresponding to the six
marked points in Fig. 9. Also shown in Fig. 10 are the corresponding time domain solution orbits and top-foil profiles: the
time domain orbits cover 100 shaft revolutions from initial conditions taken from the HB orbit. It is seen that the correlation
between the HB and time-domain solutions is very good. Notice that, whereas the time domain trajectories in Fig. 10(a)–(e)
remain firmly on the HB orbit, the time domain trajectory in Fig. 10(f) (corresponding to point F in Fig. 9) slowly drifts away
from the HB orbit. The reason for this is that, slightly before point F, the limit cycles lose their stability (i.e. a Secondary Hopf
bifurcation occurs [16], marking the birth of a second fundamental frequency, irrationally related to the original one,
rendering the resulting motion quasi-periodic [16]). The HB-computed periodic oscillation in Fig. 10(f) was indeed
confirmed to be unstable using Floquet stability analysis [16,17]. As one moves from point F to the other end A of the
speed range (Fig. 9), it is evident from Fig. 10(a)–(f) that the limit cycles shrink and ultimately collapse into a stable static
equilibrium point slightly to the left of A in Fig. 9. Hence, as one approaches A from the left, a (Primary) Hopf bifurcation [16]
Fig. 10. Limit cycles and deformed foil profiles (at maximum ε) for six different points in Fig. 9 computed by HB (Q¼5) ( ) and time domain integration (—):
(a) point A; (b) point B; (c) point C; (d) point D; (e) point E; and (f) point F.
rotational speed ( rpm)
starting point
Fig. 9. HB speed–response curve showing variation of ~ω with rotational speed.
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respectively show the HB speed–response curves of the journal orbit non-dimensional amplitudes in the x and y directions
and the corresponding time domain solutions (the Hopf bifurcation is indicated by point H).
As stated in Section 2, the equivalent viscous damping coefficient was so far taken to be kbη/Ω, regardless of the nature of
the vibration, as in [7,8]. This approximation can be termed “rotor speed-based equivalent viscous damping”. This was done
to enable the use of time domain analysis for arbitrary response. However, the self-excitation HB analysis is able to test the
aforementioned approximation by using the correct equivalent viscous damping coefficient kbη/(qω) for each harmonic of
frequency qω rad/s (ω itself being an unknown of the problem). The equations to be modified are those equations of the
subset (40b) that balance the Q non-zero harmonics (totalling 2QNθ). The modification is done as follows: (i) multiply the
left-hand side of Eq. (4), and its FD-equivalent (10b), by q ~ω; (ii) substitute the qth harmonic component of the terms (as per
Fourier representations e.g. (39b)) into the resulting modified Eq. (10b) and balance the coefficients of cos 2q ~ωτ; sin 2q ~ωτ.
Fig. 12 shows the effect of using the corrected damping model on the HB-computed limit cycles at the speeds
corresponding to those at the marked points A–C in Fig. 9, including an additional point X that is approximately
(“correct”)
(speed-based)
Fig. 12. Comparison of HB-predicted limit cycles using speed-based equivalent viscous damping ( ) and correct equivalent viscous damping ( ):
(a) 27,870 rpm (speed at point A, Fig. 9); (b) 27,920 rpm (speed at point X between A and B); (c) 28,000 rpm (speed at point B); and (d) 28,470 rpm (speed
at point C).
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Fig. 11. Speed–response curves showing the variation of the non-dimensional journal orbit amplitudes in the x and y directions (half peak-to-peak
variation in εx, εy) computed by HB (—) and time domain integration (●): (a) x-direction; (b) y-direction.
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damping model was that the Hopf bifurcation occurred at a slightly higher speed (Fig. 12(a) and (b)); from point C onward,
the predictions by the two models were virtually identical (Fig. 12(d)). One should note that the foil stiffness was rather high
in this case (evident from the small foil deflections in Fig. 10). Hence, the damping model may have a more significant
influence on the predictions for other bearing parameters.
Finally, the computational issues relating to this HB study are discussed. Since an 872 grid and Q¼5 harmonics were
used, the total number of unknowns was 7150 (see Eqs. (40)). The computation times, based on an arc-length continuation
process [17], were as follows: 40 s for the starting point, with the initial approximation obtained from time domain data, one Jacobian (71507150)
calculation and inversion being required (see Section 2.4); 38 s for the second point on the speed–response curve, with the initial approximation obtained using the “tangent”
technique [16], one Jacobian calculation and inversion being required; and
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no further Jacobian calculation and inversion being required if convergence was achieved (i.e. the inverse of the
Jacobian, which is what is actually used by the Newton–Raphson solver, was continually updated using Broyden's
approximation [22]).It is noted that the use of a finer FD grid with the same number of harmonics was not possible on the platform used
(Matlab on a standard desktop) since the memory could not accommodate the sheer size of the resulting Jacobian.4. Notes on limitations of the analysis
The above simulations were carried out for the case of an actual (non-zero) radial clearance c between the undeformed
top foil and the FAB journal. The radial clearance of 31.8 μm is standard for research on the size of bearing used in Section 3
(38.1 mm diameter): both numerical studies [3,7,8] and experimental studies [8,23–25] have used the same or similar
parameters (e.g. 40 μm clearance in [25]). However, as observed in [3], clearance is not a well defined parameter for FABs
and in practice there can be a preload (interference fit) between the undeformed top foil and the journal i.e. co0. In
principle, the above analysis can be adapted for this case if the air film thickness Eq. (3) is slightly altered by changing the
sign of the first term on the right hand side (i.e. replacing 1 by 1) and replacing c by |c| elsewhere. However, further
modifications are likely to be needed since the film thickness would need to be truncated to a prescribed minimum to cater
for the condition where the film pressure is not high enough, and/or the eccentricity is not large enough, to push the
foil clear.
In Section 2.1 the FD computational burden was reduced by exploiting symmetry arising from the assumption that the
bearing is open to ambient pressure at both ends. This latter assumption has been used in many theoretical works e.g.
[3,7,8,21]. It is also applicable to those experimental works where the FAB was supplied from one end by fresh air at
approximately ambient pressure (as in [23]) or where the FAB was supplied by pressurised air through holes in the top foil
along the mid-section of the bearing (as in [8,24]). If the FAB is supplied by pressurised air from one end, as in [25], the
symmetry assumption is not applicable; the FD grid would then have to cover the whole bearing; the Galerkin expression of
Eq. (13) would also need to be modified to reflect the change in the boundary conditions.
Finally, the variation of the foil deflection in the axial direction was neglected, as in [21]. This is considered reasonable for
bump-type foil structures used in many applications and, in fact, the same assumption was also made in a more complex
model of bump-type structures [3]. It is also noted that certain works (e.g. [7,8]) that took into account deflection variation
in the axial direction had to assume that the foil deflection at a given point was dependent only on the pressure at that
point; this therefore required a correction to avoid an erroneous deflection of zero at the bearing edges (where the pressure
was ambient) [7,8].5. Conclusions
This paper's overall contribution has been the development of efficient algorithms for the simultaneous solution of the
state equations governing the dynamic interaction between the air film, foil structure and rotor in oil-free turbomachinery.
The different transformations (FD, GR) and solution algorithms developed (time domain integration, HB) were independent
but complementary and therefore cross-validating: the novel arbitrary-order GR did not involve spatial discretisation, unlike
FD; and the novel self-excited HB method (like all frequency domain methods) did not involve time domain discretisation,
unlike the integration approach. Preliminary simulations demonstrated the stiffness of the state equations, as evident by the
time advantage of implicit over explicit integration, the former's advantage being realised through the vectorized
formulation. The GR and FD transformations were cross-verified by time domain simulation results which showed that
GR significantly reduced the computation time. Simulations also cross-verified the time and frequency domain solutions
applied to the reference FD model. The unique ability of HB to accommodate correctly quantified structural damping was
also demonstrated.
Despite the huge size of the HB problem applied to FD (7150 unknowns), the formulation ensured that the solution times
were typically a fraction of a minute per rotor speed value, although there was a limitation on Jacobian size imposed by the
computer memory. The next phase of the research is to apply HB to GR, thus removing the memory limitation. Further
development of the research will involve its extension to more complex foil models (e.g. [3]) and experimental validation.Acknowledgements
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One key component of the Jacobian matrix ∂χ=∂s where χ is given by the right hand side of Eqs. (10) is
∂gFD
∂ψ
¼ 1
Λ
2diag ~h:n
∂ψ
∂θ
∂
~h
∂θ
:nψ
 !
Dθþ2diag ~h:n
∂ψ
∂ζ
 
Dζþdiagð ~h:nψÞ:nðDð2Þθ þDð2Þζ Þ
(
þdiag ~h:n ∂
2ψ
∂θ2
þ∂
2ψ
∂ζ2
 
∂
~h
∂θ
:n
∂ψ
∂θ
2∂
2 ~h
∂θ2
:nψ
 !)
Dθ
Expressions for components like ∂gFD=∂w; ∂gFD=∂ε; ∂ ~pg=∂ψ; …etc: are similarly determined.
Appendix B. Jacobian computation for Eqs. (21)
Consider first that, if x¼ x1 x2 … xP
 T
; y¼ y1 y2 … yQ
h iT
, then
ðxyTÞð: Þ ¼ ðBð1ÞP;QxÞ:nðBð2ÞP;QyÞ (B1)
where
Bð1ÞP;Q ¼
IPP
:
:
:
IPP
2
666664
3
777775
ðPQ ÞP
(B2a)
and
Bð2ÞP;Q ¼ ½blk diagðnP1;…;nP1ÞðPQ ÞP (B2b)
The calculation of the Jacobian ∂χ=∂s, where χ is given by the right hand side of Eqs. (21), principally involved the
differentiation of r with respect to ψcoeff:
∂r
∂ψcoeff
¼ diagðBð1ÞððNþ1Þð1þ2MÞÞ2 ;ð1þ2MÞ
~hcoeff ÞBð2ÞððNþ1Þð1þ2MÞÞ2 ;ð1þ2MÞ
∂
∂ψcoeff
ððψcoeffψTcoeff Þð: ÞÞ
where
∂
∂ψcoeff
ððψcoeffψTcoeff Þð: ÞÞ ¼ diagðBð1ÞðNþ1Þð1þ2MÞ;ðNþ1Þð1þ2MÞψcoeff ÞBð2ÞðNþ1Þð1þ2MÞ;ðNþ1Þð1þ2MÞ
þdiagðBð2ÞðNþ1Þð1þ2MÞ;ðNþ1Þð1þ2MÞψcoeff ÞBð1ÞðNþ1Þð1þ2MÞ;ðNþ1Þð1þ2MÞ
Appendix C. Jacobian computation for Eqs. (40)
With reference to Eqs. (42) and (43) and the analysis in Appendix B, this principally involved the following operation:
∂
∂v
fðαβTÞð: Þg ¼ diagðBð1ÞQ1 ;Q2αÞB
ð2Þ
Q1 ;Q2
∂β
∂v
þdiagðBð2ÞQ1 ;Q2βÞB
ð1Þ
Q1 ;Q2
∂α
∂v
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