This paper presents a novel user interface suitable for adaptive Brain Computer Interface (BCI) system. A customized self-paced BCI architecture is introduced where the system combines onset detection system along with an adaptive classifier working in parallel. An unsupervised adaptive method based on sequential expectation maximization for Gaussian mixture model is employed with new timing scheme and an additional averaging step to avoid over-fitting. Sigmoid function based post-processing approach is proposed to enhance the classifiers' output. The adaptive system is compared to a nonadaptive one and tested on five subjects who used the BCI to play the hangman game. The results show significant improvement of the True-False difference for all the classes and a reduction in the number of steps required to solve the problem.
Introduction
Brain-Computer Interfacing (BCI) is a relatively new approach to communication between man and machine, which translates brain activity into commands for communication and control [1, 2] . A BCI user can perform several well studied motor imagery tasks to induce changes in brain activity detectable via noninvasive electroencephalography (EEG) [3] [4] [5] . Such a system must be able to distinguish EEG patterns produced by these tasks within a time frame suitable for control.
A major challenge for building realistic non-invasive BCIs is the non-stationarity of EEG data. Non-stationarity is caused by intrinsic and extrinsic causes such as subject fatigue, attention, internal state of mind, electrodes impedance, amplifier noise, and environmental noise. Ref. [6] provides a systematic evidence of statistical difference in data recorded during offline and online sessions. These non-stationarities can cause a reduction in the system performance during online experiments and affect the overall user experience.
Wolpaw [2] viewed BCI as a communication system that involves two adaptive participants, the brain and the BCI system. The user must learn how to control the BCI system and the system must adapt to the non-stationary user's signals. To achieve successful control the user and the system must adapt to each other initially and continuously. A BCI system can be adaptive on different levels from feature extraction to classification and postprocessing. In [7] an invariant Common Spatial Pattern (CSP) method was introduced to construct CSP features that are invariant to EEG non-stationarities. An adaptive CSP method is presented in [8] based on weighted update of the signal covariance matrix.
Linear Discriminant Analysis (LDA) is a well known stable classifier and its behaviour is well studied and understood in the BCI community. LDA is favored for adaptive classification because it has very few parameters to tune allowing for more efficient and robust adaptation. Several adaptation methods were developed for LDA including supervised, unsupervised and Kalman filter approaches [6, 9, 10] . Bayesian methods were also studied for adaptive BCI systems [11] . Bayesian approaches are advantageous as they are sequential by nature and they incorporate prior knowledge to avoid over-fitting. On the other hand they can be computationally very expensive limiting the possible number of channels (features) used online. A least mean square (LMS) method was proposed in [12] to adapt the weights of a twodimensional control BCI system.
An unsupervised adaptive method for LDA based on a Gaussian mixture model (GMM) was proposed in [13] . The idea is to consider LDA as an initial state for GMM that is updated using a batch expectation-maximization (EM) method. The initialization approach is improved in [14] by averaging the model over some initial adaptation windows. A similar approach is employed here to adapt LDA using adaptive sequential EM with the corresponding GMM [15, 16] .
To test the adaptive scheme a novel interface, Hangman game, is put to use. The interface operates in discrete control mode with a special design allowing easy monitoring of subject performance. In addition, the interface provides feedback and vital information to the adaptation algorithm. In [17] an online labeling scheme was introduced that facilitates a supervised online adaptive system which controls a simulated robot. The labels were unreliable due to ambiguity in the possible routes the robot can take which required offline analysis to evaluate the system performance.
Next section describes the interface and the hangman problem. Section 1.2 states the design motivation, while Section 2 explains in detail the system architecture with the methods used. Section 3 details the experiments carried out to test the system. Section 4 discusses the results and Section 5 presents conclusions.
Hangman BCI
Hangman BCI is a brain actuated game. It uses a motorimagery self-paced BCI system to select a letter that solves a simplified hangman problem.
The goal of a hangman problem is to find a missing letter(s) from a dictionary word. The player tries to find the missing letter from a set of randomly generated letters. Should the player selects an incorrect letter, one part of the hangman body is drawn. If the full body is drawn the player loses, otherwise the correct letter is found and the player wins. The player uses two controls to play the game. The first control is called ''Move'' which moves the cursor from the highlighted letter to the next one (one directional move only according to the user preference). The second is called ''Select'' and is used to select the highlighted letter as the missing letter. Fig. 1 shows a screen shot of the game during a test scenario. The player here made five mistakes but was able to select the letter correctly saving the hangman. The interface provides feedback to the user in two ways: first the confidence in the classification output for each of the classes is presented in separate windows with a line representing the threshold used to give the user a better feeling of how the system is responding to their actions. The second feedback is the drawing of the hangman.
Design motivation
The main motivation behind the special design of this interface is to develop a testbed for self-paced motor-imagery BCIs in general and adaptive BCIs in particular.
Unlike the continuous movement used in the state-of-the-art self-paced systems [18, 19] , the interface uses a discrete movement, i.e. the movement of the cursor over the letters. Discrete movement facilitates better analysis of the system behavior (using True-False difference for example), it is also easy to maintain and more user friendly. The robot control simulator [20] uses continuous control to move the robot in order to reach its target. The Berlin-BCI speller [21] uses a discrete user interface but has no defined goal to the subject, which makes it hard to evaluate the user performance online.
Hangman interface is suitable for testing both supervised and unsupervised adaptation methods. The task is easy enough to predict the behavior of the subject. This prediction can be used to label EEG data (with some degree of uncertainty). In supervised adaptation mode the interface provides real-time labels to the adaptive algorithm. In unsupervised adaptation mode the interface monitors the performance of the user (e.g. using the average number of movements required to find the correct letter) and provides viable information to the adaptation algorithm. These include timing information (i.e. when to start/stop adaptation) and the performance of the adapted system.
Methods

System architecture
The system is a motor-imagery self-paced BCI system that uses mð8212 HzÞ and bð13216 HzÞ rhythms for control. For the sake of comparison the system comes in two versions: static and adaptive. Fig. 2 outlines the adaptive version of the system. The user interface feeds back adaptation timing information to the adaptive movement classifier. The timing information is based on the evaluation of the user performance. The static system is identical to the adaptive one except that it has no feedback and its classifier is not updated.
Two sub-systems work in parallel: the onset detection subsystem and the movement classification sub-system. The continuous classification outputs of both sub-systems are fed into the interface which performs the tasks accordingly. Algorithm 1 explains how to combine the two parallel systems, where ONSET refers to the status of the onset detection system. ONSET-DWELL checks if the dwell window (i.e. the minimum number of points Fig. 1 . Screen shot of the Hangman BCI during a test scenario. The subject made five incorrect choices but was then able to find the correct letter. The arrows and label boxes are for demonstration purposes only and do not appear on the interface. within this window that should cross the threshold for the class to be considered) for the onset detection system has ended. CHECK-ONSET-DETECTION applies the onset detection mechanism. REFRACTORY indicates whether the refractory window (during which no movement is classified) has ended. CONFIDENCE is the confidence in the movement classifier. THRESHOLD is defined by the interface and customized for each user. DWELL-TIME checks if the dwell time for the movement is reached. APPLY-CLASSIFICA-TION-RESULT makes the actual effect on the interface (cursor movement or letter selection). More details will be given in Section 2.3.
Unlike the self-paced system in [19] , the refractory window is applied on the movement classifier rather than the onset detection in order to reduce the false positive rate of the movement classifier. This is also different from the approach taken in [17] where a 3-class LDA classifier is used to classify the idle and motor-imagery classes.
The user interface monitors the user performance while playing the game. When the user's performance, measured by the number of correct answers, drops the interface signals the adaptive classifier to start adapting. Once the user performance is again at a predefined level the interface signals to stop the adaptation.
Algorithm 1.
Hangman parallel control scheme.
if ONSET-DWELL then 3:
CHECK-ONSET-DETECTION(); 4:
end if 5: else 6:
if REFRACTORY¼ ¼FALSE then 7:
if CONFIDENCE 4 THRESHOLD AND DWELL-TIME then 8:
APPLY-CLASSIFICATION-RESULT(); 9:
REFACTORY ¼TRUE; 10:
end if 11:
end if 12: end if
Adaptive movement classifier
A LDA classifier is used as the initial state of an adaptive GMM that has the same parameter values (i.e. means and covariances). GMM is used to adapt the corresponding LDA classifier via an unsupervised adaptation method that makes use of the components' likelihood to adapt the model. This is more stable than adapting the LDA classifier directly and would potentially enhance the performance.
Adaptive GMM using sequential EM
GMM is a successful and simple clustering method that is widely used in many application domains. GMM assumes the data is generated by a finite number of Gaussian distributions.
The data is then modeled by a probability density function [22] .
where K is the number of Gaussian components, p 1 , . . . ,p K are the mixing coefficients, N ðx9m k ,S k Þ is a Gaussian distribution with mean m k and variance S k , where 0 r p k r1 and
In [16] the authors proposed an unsupervised adaptive method for GMM using a sequential expectation maximization (SEM) approach. The main idea behind SEM is to rewrite each model parameter and hyper-parameter, estimated via EM, as a convex combination of old and new data. This is valid as all the parameters and hyper-parameters used by EM are sufficient statistics of the distribution. Method 1 outlines the sequential EM method, where t is the current time point.
Ref. [23] presented a justification for online variants of EM. They showed that an online EM based on sequential E-step can converge faster than the standard EM. [24] showed that the online EM algorithm can be considered as a stochastic approximation method to find the maximum likelihood estimator. Unlike the online EM presented in [24] , which uses a discount factor with a neural network, the general online EM framework is customized here for GMM and applied in an unsupervised adaptive classification scheme. More details and discussions on SEM can be found in [15, 16] . Method 1. The sequential EM for GMM. E-STEP: Evaluate likelihood using parameters at t À 1 and
where
The movement classifier is the only adaptive component in the system, this is to limit the effect of adaptation on one side of the system and hence to pinpoint the actual effect of the adaptation method.
For the adaptation of the movement classifier, LDA is transformed into a GMM. The mean and covariance of each class are calculated to build the LDA classifier and considered the initial parameters of a GMM model with two components only. The mixing coefficients are assumed to be 0.5 as the classes are assumed to have equal priors [14, 13] . A reasonable value for the mixing coefficients is 0.5 as the number of trials is the same for both classes and there is no reason to assume that one class has higher prior than the other.
The GMM is then adapted as described in Method 1. The adaptation window is set to 10 s. Such a long adaptation window is used to give a chance for both classes to affect the adaptation process. The window size is tested extensively on the first subject and then re-checked on every subject before running the online experiment, more discussion on parameter tuning in Section 3. In order to avoid the problem of adaptation bias towards one class only, a weighted average method is used. After every adaptation window the new GMM model is a combination of the newly adapted model and the one before the adaption window as follows:
By the end of the adaptation window and after the averaging step, the adapted GMM model is translated back into LDA and then used for classification. This is simply done by recalculating the LDA hyper-plane from the means and covariances of the adapted GMM model.
As explained before the timing of the adaptation is controlled by the interface based on the user performance. The performance is measured by the ability of the user to find the correct letters. When the user is unable to solve two problems consecutively the adaptation process starts, and it stops when the user is able to solve two problems consecutively again. Failing to find the correct letter means the subject made at least seven errors. Two failures/ successes are chosen as a measure in order to have a relatively long test period providing a better assessment of the user performance. Following the same logic a long adaptation window is used as well to enhance the distribution of the data used for adaptation and to give the system enough time to stabilize.
Post processing
Some post-processing steps are necessary to smooth out the classifier output and enhance the confidence in the classification result.
The output of the LDA classifier is not normalized which makes the distribution of the classifier output unpredictable and as a result it is very hard to set a threshold for the classifier output or to determine the actual confidence in the classification result. A sigmoid function (Eq. (8)) is used to normalize the classifier output in the range [0.5,1]. In Eq. (8), A and B change the shape of the sigmoid function as shown in Fig. 3 . A is usually set to 0 as no shifting on the X axis is required. The value of B is set after a careful analysis of the classifier output on offline data. The sigmoid function changes the distribution of the classifier output making it easier to set the threshold:
Fig . 4 shows a histogram of the movement classifier output during offline recording from Subject-1. It is clear that most data fall into a very narrow range making it very hard to define a threshold that would be practically useful online. Fig. 5 demonstrates the effect of applying sigmoid function with B ¼0.1. The smaller the value of B, the wider the distribution of the classifier output.
After updating the LDA parameters better separation is expected, i.e. higher values of LDA output. Hence adapting the B parameter as well would potentially enhance the classifier output. This is done by increasing the B value by 0.1 after every new LDA update as long as B r1.
While the classifier output is based on sample-by-sample classification, the post-processing is based on the strategies suggested in [25] and outlined in Algorithm 1. After applying the sigmoid function, a 1 s averaging window is applied and then the dwell window is put to use. Different dwell windows are used for the two classifiers. An onset is identified within the dwell window if there is a significant shift from idle to movement. This significance is measured by a predefined minimum number of points (NI) classified as idle followed by NM movement points, where NI,NM 40. In the case of movement classification, the dwell window is followed by a refractory window. During the refractory window no movement is classified. This is important to avoid fluctuations in the decision making process.
Offline analysis
Offline data recordings are necessary to tune the system parameters: build the initial classifiers, select the channels/features and set the values for B, thresholds, dwell and refractory windows.
A 4-class data were recorded. Three motor-imagery classes: imagery right hand, imagery left hand and imagery foot movement (the choice of the foot is left to the subject) in addition to data from idle class.
The standard synchronous BCI recording paradigm was used [26] . The idle class was presented on the screen as a cross that disappears in half a second, during which the subjects were asked to try to clear their minds and not to think of any of the predefined tasks. Fig. 6 shows the trial structure of the motor imagery tasks.
Only two motor-imagery tasks are necessary for control, so the two most separable classes were selected. Sequential floating forward search(SFFS) based method [27] was employed to measure class separability with cross-validated LDA classification result as the search criterion (more on feature selection will follow in Section 4). The different combinations of classes were tested and then the two most separable classes were selected, if the two best combinations have insignificant difference the subject preference was considered. The LDA classifier for the onset detector was then built using the idle data and the data from the two chosen movement classes where the movement data were considered as one class. For this analysis the first 3 s of every trial were dropped as they are not related to the mental tasks [19] .
The B value for the sigmoid function was set by visualizing the classifier output and testing on different values as shown in Figs. 4 and 5. The classification threshold was set by running the interface and allowing the user to try to control the interface before the recording sessions.
Experiments
To test the effectiveness of the proposed interface and the adaptive algorithm, five healthy subjects played the game with no previous experience in BCI experiments (except for subject 4 who has experience with synchronous and self-paced BCIs). Four offline sessions were recorded per subject with 80 trials each (20 for each class including idle) followed by two online sessions.
Data are recorded using Biosemi 64þ2 electrodes layout.
mð8 $ 12 HzÞ and low bð13 $ 16 HzÞ rhythms are extracted from nine bi-polar channels in the motor-cortex area around C z (T7, C5, C3, C1, Cz, C2, C4 C6 and T8) as shown in Fig. 7 . 1 These nine channels were selected according to previous studies by Graz BCI Lab [26, 28] . For each of the nine channels two features are extracted (m and b rhythms) ending up with 18 features, which may still be high dimensional for LDA. SFFS based method is then used to select up to 10 features per classifier with 4-fold crossvalidation accuracy as the search criterion. As the focus here is on the performance improvement by adaptation, channel selection was simplified to avoid any possible bias due to data-driven channel selection. Common average reference was used. Butterworth bandpass filter (1-50 Hz) is applied to remove possible external interference. No artifact removal methods were employed. Data were originally recorded at 256 Hz frequency but downsampled to 25 Hz after feature extraction.
For practical reasons the features extracted require normalization so that no feature would overshadow other features. The normalization factor is calculated using the offline data and then used online. SFFS was used to select up to 10 features for each classifier with 4-fold cross validation accuracy as the search criterion [27] .
The system is implemented using a Simulink model that receives the data over TCP, reformats the bytes, and interacts with the interface.
After the offline sessions, the subjects had an hour break during which the experimenter tuned the parameters as discussed earlier. This is followed by two online sessions. Three subjects started with the static model followed by the adaptive one. Two subjects did the opposite in order to eliminate any possible bias caused by the sessions' order.
The subjects were asked to solve the Hangman task with 20 words in the first session. The same sequence of problems with the same possible solutions are presented in the second session. No time limit was given for the subjects to perform their tasks.
The adaptation window was set to 10 s, l 1 ¼ 0:7 and l 2 ¼ 0:3, the refractory window was set to 3 s and the dwell window to 1 s for the movement classification and the onset detection classifier. These parameters were selected experimentally. Individual parameter tuning is impractical because of the large number of parameters so the parameters were tested extensively on the first subject and then double checked again for every other subject. This might result in suboptimal parameter values, however, these parameters will not bias the comparison between static and adaptive systems as they are maintained the same in both systems. The dwell windows used and the refractory window are relatively large, this is due to the lack of subjects experience. It can be argued that with more training these windows could be reduced to allow for higher bit-rate.
The l values are selected to give more weight to the newly adapted model. This is justified as the adaptation window is large enough to keep the classifier stable. l values are fixed once the player starts playing the game. We did not study the effect of adapting these parameters on the system although, theoretically, it could play a role in the adaptation process.
The classifier thresholds were set to customized values depending on how good control the subject is able to make. These parameters affect significantly the overall experience of the system and must be carefully set after setting the B value of the sigmoid function and after some controlled online trials.
Results and discussion
For evaluation purposes True-False difference (TF) is used as proposed in [25] : where TP is the true positive (i.e. the number of times the class was classified correctly), FP is the false positive (i.e. the number of times the classifier predicted the class incorrectly), and E is the total number of events. TF is an event by event analysis tool aiming at maximizing TP during an intended mental task and minimizing FP in the resting or idling state. TF is based on receiver operating characteristic (ROC) curve analysis and is applied on self-paced BCI systems especially in applications where safety is an issue [25, 29] . TF is measured for the ''Move'' class and for the ''Select'' class separately. In the case of ''Move'' the movement is considered true if it was towards the correct letter otherwise it is false. For ''Select'', if the selected letter is the correct one it is considered true otherwise it is false. It must be noted that in the case of ''Select'' more than one letter might generate a dictionary word so if the subject selected any of these letters it is still considered true although this will not finish the problem as the search for the correct letter continues. This type of ambiguity is added here as it is a major part of the original hangman game. Table 1 presents the parameters used during the online experiments. Table 2 demonstrates the results using the static system. Table 3 shows the results using the adaptive system. The box-plot in Fig. 8 compares the two methods in terms of TrueFalse difference for ''Move'', True-False difference for ''Select'' and the percentage of correct words. Fig. 9 shows a box-plot of the number of events for each class and the average number of steps required to solve one problem.
The results demonstrate clear improvement when using the adaptive system over the static one. A two-tail paired t-test shows a significant improvement with the adaptive system for ''Move'' (p ¼ 0:0078 o 0:05) but no significant difference for the ''Select'' class. This is justified as the number of samples from the latter is smaller than that of ''Move'' due to the nature of the game. A lefttail, paired t-test for the accuracy of correct final answers shows a Subject-1 achieved good classification accuracy on the training data but that was not reflected in the static online session. The subject reported difficulty shifting from right to left and vice versa. However, with the adaptive system there is a clear enhancement with 20% higher correct words accuracy. Subject-2 did not perform very well on the offline data and that was clear in the session with the static system. Subject-3 achieved better TF for ''Move'' but similar TF for ''Select'' and comparable number of correct letters. Subject-4 required a large number of steps using the static system in order to solve one problem. When the subject did not select the correct letter, the subject had to rotate another five letters to go back to the correct one. This was dramatically reduced in the adaptive session indicating a much better control over the system. The adaptive system enhanced a lot the TF for the ''Select'' class for Subject-5 which is demonstrated by the high accuracy of the correct answers.
Using the static system the user requires 12 steps on average to find the correct letter which is much higher than the maximum steps (5) required to solve the problem manually (with the keyboard for example). It must be noted that when the user moves over the correct letter, it would require them at least five other steps to get back to it. With the adaptive system Fig. 8 . Boxplot of the accuracies achieved using static and adaptive approaches. The middle line in each box is the median, the top line is the 75% value, and the bottom line is the 25% value. Fig. 9 . Boxplot of the number of events and the average number of steps.
the user requires around nine steps due to lower FP for both classes. Despite the relatively low training accuracy for most subjects (due to their lack of any BCI experience among other reasons) the post processing procedures used here showed to be effective in executing the task but with the disadvantage of slow control. It took the subjects between 30 s and 1 min on average to solve a problem, which is still a healthy time for a self-paced BCI. The average time to execute a task varies a lot among subjects with the fastest being around 4 s. The lengthy time of some tasks (up to around 8 s) is credited to low confidence value of the classifier output. The threshold defined cuts off any low confidence decision value which requires the subject to focus more in order for the system to respond accordingly.
Some subjects reported confusion during playing the game between the two classes. This affects the results to some extent as this could introduce some unreliability to the labels which in turn affects the evaluation. However, after some trials most subjects found the interface easier to use and the transition between classes easy to control.
Conclusion
A novel interface is presented here as a test-bed for adaptive self-paced BCI systems. A novel architecture is introduced to combine an onset detection system with a classifier for effective online classification. Novel adaptive and timing schemes are introduced, in addition to adaptive sigmoid based postprocessing.
The results on five subjects show the advantage of the adaptive method and the usefulness of the interface to test and develop classification and adaptive algorithms for BCIs.
In the adaptive system the classifier is the mainly adaptive part of the system, but other parameters and components could be adaptive as well. This approach was taken to better compare the static and adaptive classifiers and to eliminate the effect of any other adaptive component.
The hangman interface is not intended to be a final user interface, but as a testbed for classification and adaptive methods for self-paced BCI. The interface could be an intermediate step between the offline data analysis and the real-life continuously controlled machines such as a wheel chair.
