Increasing air velocity of tunnel ventilation systems in commercial broiler facilities improves production efficiency. As a consequence, many housing design specifications require a minimum air velocity in the house. Air velocities are typically assessed with a hand-held anemometer at random locations, rather than systematic traverses. Simultaneous measurement of air velocity at multiple locations in the facility would provide a more accurate estimation of air velocity distribution. The objective of this study was to assess the effect of measurement density on accuracy of estimating air velocity distribution in a tunnel-ventilated broiler production facility. An array of 40 anemometers was placed on a series of transverse cross-sections in a commercial broiler production facility with curtain sidewalls (no birds present) measuring 12.8 × 121.9 m. The house was equipped with ten 121.9 cm exhaust fans. Cross-sectional air velocity measurements were taken along the length of the house in increments of 3.05 m axially. Data were sampled at 1 Hz for 2 min; three 2 min subsamples were obtained at each cross-section. Horizontal plane air velocity distribution maps were generated using 12.19, 6.10, and 3.05 m axial measurement distances between cross-sections at 0.46 m above the litter. Vertical plane air velocity distribution maps were created using 10, 20, and 40 symmetrical sampling points from the original data set. Cross-validation analysis revealed that higher spatial measurement density in the axial direction yielded a higher correlation between observed and predicted values (79%) and lower mean squared prediction error (MSPE; 0.10 m s-1) when compared to decreased sampling densities. Vertical crosssection measurement density comparisons showed a reduction in MSPE and an increase in correlation between observed and predicted values at higher sampling densities in all cases tested excluding one. In the case of improved interpolation results with fewer measurement points, the cross-section demonstrated high variation in air velocity and velocity values being very low. Axial cross-sectional measurement distances of =3.05 m and vertical plane measurement densities of =40 measurement points should be used to accurately characterize air velocity distribution in a 12.8 × 121.9 m broiler production facility. Although more sensors and time are required to collect 40-point cross-sections at 3.05 m, the improved visualization allows better identification of distribution effects caused by equipment placement in the facility. 
ncreased air velocity during the grow-out period improves broiler performance (Drury, 1966; May et al., 2000; Dozier et al., 2005a Dozier et al., , 2005b Dozier et al., 2006) and decreases deep body temperature (Hamrita et al., 1998; Furlan et al., 2000; Hamrita and Hoffacker, 2008) . As air velocity increases, heat loss in broiler chickens becomes primarily driven by convection, rather than evaporation through respiration, thus reducing energy expenditure from panting (Simmons et al., 1997; Lott et al., 1998; Simmons et al., 2003) . Tunnel ventilating commercial broiler production facilities provides a means for achieving convective heat loss by continually passing high-velocity air over the birds. Therefore, accurate determination of air velocity is critical for the design and control of ventilation systems that create environmental conditions that enhance production efficiency and thermal comfort.
Studies characterizing air velocity distribution in modern commercial broiler houses are limited in the literature. Wheeler et al. (2002) measured air velocity in both a 14.6 × I 152.4 m tunnel-ventilated and 13.4 × 91.4 m naturally ventilated broiler house. Velocities were measured with a hand-held anemometer at 42 and 27 m from the evaporative cooling pad inlet at six locations in each cross-section. Three measurements were taken at 0.48 and 1.52 m above the litter in each cross-section. A reduction of 0.5 to 0.9 m s -1 was found when moving from 1.52 to 0.48 m above the litter. Several sources of error were cited, including wind effects and human error in reading the sensor. Wheeler et al. (2002) also noted that simultaneous velocity measurements at all locations were not possible using this method. Czarick and Fairchild (2004) measured air velocity at 12 transverse cross-sections (eight points per cross-section at a height of 1.02 m) in half of a 12.2 × 152 m house. Those measurements started 6.1 m from the exhaust fans and ended at the midpoint of the house length. Results showed variation in the velocity field of 15% to 30% from the center of the house cross-section to the sidewall with different sidewall constructions and the presence of forced-air furnaces. More recently, Fairchild and Czarick (2011) utilized a 15-point anemometer array to assess air velocity in a tunnel-ventilated broiler facility and determined factors that affected the cross-sectional air velocities. Velocities were measured 15.24 m upstream of the exhaust fans, and static pressure was measured at multiple locations in the house. Fairchild and Czarick (2011) showed air velocity variations of 10% within the cross-section. The authors stated that average velocities for the cross-sections could generally be measured near the side feed lines; however, no descriptive statistics were presented indicating the quality of the recorded measurements. Miragliotta et al. (2006) used geostatistics to spatially assess temperature, relative humidity, air velocity, noise level, and light intensity in a tunnel-ventilated broiler house. In this study, the facility was divided into 132 virtual cells, and the variables were measured at the center of each cell. The variables were monitored simultaneously within each cell with hand-held instruments, requiring 30 to 40 s to complete the measurements. The analysis indicated that air velocity distribution was uniform over the entire facility with this measurement strategy. The uniform air velocity distribution measured within this facility was attributed to proper tunnel ventilation design. Some reasons that this study was contrary to the other studies could be that the sampling intervals in the transverse and axial directions were too coarse to detect differences in air velocity, and/or the introduction of error due to human presence or variation in manual sensor operation.
Development of a data collection method that removes controllable error sources, such as human presence and human error in sensor reading, and that provides sufficient measurement density to characterize air velocity distribution would improve our understanding of how air flows through commercial broiler facilities. Therefore, the specific objectives for this research study were: (1) to develop a data acquisition and modular measurement system to assess spatial air velocity in commercial broiler production facilities that requires no human presence within the facility during measurement, and (2) to define the measurement density needed to characterize air velocity distribution in both the vertical (axial view) and horizontal (top view) planes of the facility.
MATERIALS AND METHODS

SENSOR SELECTION AND CALIBRATION
Air velocity was measured with a hot-bead anemometer (F-333, Degree Controls, Inc., Milford, N.H.) ( fig. 1 ). This sensor platform provided simple mounting options, easy alignment for measuring directional air velocity, and an absence of external moving parts that could be damaged during measurement or movement between measurement locations. The air velocity measurement range was 0.5 to 5.0 m s -1 with a 0 to 5 VDC linear output signal. The operating temperature for these sensors is limited to 15°C to 60°C, which limits application to moderate to warm weather periods. These sensors have an acceptance angle of 40°, allowing ±20° horizontal and vertical measurement in the direction of sensor aim. The accuracy of these anemometers is ±10% of the reading between 20°C and 30°C and increases by ±0.025%·°C -1 and ±0.005 m s -1 over the remaining operating temperature range.
A wind tunnel was constructed for anemometer calibration ( fig. 2) . The inlet to the tunnel was constructed of 15.2 cm diameter schedule 40 (SCH 40) PVC pipe and reduced to 10.2 cm diameter SCH 40 PVC pipe, which occurred 4.09 m downstream from the inlet. The flow path was turned 180° using two 90° elbow couplings and a 1.02 m length of 10.2 cm diameter SCH 40 PVC pipe. A flow-straightening honeycomb section was constructed 
where D h is the diameter of one honeycomb cell (Barlow et al., 1999) . The length of the honeycomb was set at 3.81 cm. The honeycomb was placed 1.21 m ahead of the test section to ensure that the airflow was uniform over the pipe cross-section. The test section was fabricated from a 38.1 cm length of 10.2 cm diameter SCH 40 translucent PVC pipe. Sensors were installed into the test section through a 2.7 cm centerbored hole. Rubber stoppers (size 6, 14-135J, Fisher Scientific, Pittsburgh, Pa.) were drilled axially to accommodate one sensor. During calibration, a sensor was placed in the rubber stopper to a predetermined depth so that the sensing element was located in the center of the test section. The rubber stopper and sensor assembly were then pressed firmly into the test section to mitigate air leakage.
Airflow was generated in the wind tunnel by an in-line centrifugal fan (FR 100, Fantech, Lenexa, Kans.) . Variation of the fan speed was achieved using a solid-state fan speed control switch (1DGV1, Dayton Electric, Niles, Ill.). This control switch in conjunction with a blast gate (PVCB06, Plastic Supply, Pottstown, Pa.) placed 25.2 cm ahead of the fan inlet provided a desired velocity range of 0.5 to 5.0 m s -1 within the tunnel.
Calibration points were measured using an NIST traceable calibrated reference anemometer (VelociCalc 9545, TSI, Inc., Shoreview, Minn.). The reference anemometer was installed in the test section with a rubber stopper drilled axially to accommodate the sensor. Barometric pressure was provided to the reference anemometer by a digital barometer (HHP360, Omega Engineering, Inc., Stamford, Conn.). Calibration points of 0.5, 1.5, 2.5, 3.5, 4.5, and 5.0 m s -1 were set by adjusting the gate until the reference anemometer read the desired velocity. These points were marked on the gate for ease of use in future tests. Each calibration point was measured with both the reference anemometer and the test sensor to account for any variation due to blast gate placement or changes in barometric pressure.
Hot-bead anemometer data were collected using a data acquisition (DAQ) system (NI cRIO-9024, National Instruments, Austin, Tex.) equipped with an analog-to-digital input card (NI 9205, National Instruments). The analog-todigital input card had a 16-bit resolution (0.0002 V div -1 ) and an accuracy of ±1% of the full scale range of measurement. The wind tunnel was allowed a settling time of 1 min between measurement points. Data from the hot-bead anemometer were sampled at 1 Hz for 1 min at each calibration point. Reference anemometer readings were recorded at 10 s intervals for five subsamples at each calibration point and were stored internally. All data were transferred to a personal computer for analysis.
SCALABLE ENVIRONMENT ASSESSMENT SYSTEM
The Scalable Environment Assessment System (SEAS) was developed to characterize the spatial distribution of air velocity in a commercial broiler production facility. For this study, 40 hot-bead anemometers were distributed over five sensor masts. Extruded aluminum (1515-Lite, 80/20, Inc., Columbia City, Ind.) was used for the vertical and horizontal mast members Anchor fasteners (3360, 80/20, Inc.) were used to make 90° connections between the vertical and horizontal members. Steel bases were constructed for each mast to provide sufficient weight (17.3 kg) to minimize movement during testing.
The anemometers were connected at the ends of each horizontal member (eight per mast) with an adjustable steel standoff (0.32 cm × 2.45 cm × 30.48 cm) ( fig. 3 ). These standoffs placed the sensors upstream of the mast to minimize obstructions in the airstream, as well as to provide a convenient sensor height adjustment and alignment. Each anemometer was wired to the DAQ system.
The DAQ system was housed in a modified waterproof case (1700, Pelican Cases, Tempe, Ariz.) ( fig. 4a ) and configured with five analog-to-digital input cards (one for each mast). A 24 VDC power supply (NI PS-16, National Instruments) and a 12 VDC power supply (VHK 50W-Q24-S12, CUI, Inc., Tualatin, Ore.) were installed to provide power to the DAQ system and the sensors ( fig. 4b) . A wireless router (N750, Netgear, Inc., San Jose, Cal.) allowed the team to control the DAQ and collect data while outside of the facility; minimizing disturbances during data collection. The DAQ system was programmed and controlled with LabView (v. 2011, National Instruments) .
FACILITY DESCRIPTION AND TEST PROCEDURE
A commercial curtain-sided broiler house (12.80 × 121.9 m) located at the Leveck Animal Research Center at Mississippi State University, Mississippi, was selected as the study site (fig. 5). The house had 2.44 m sidewalls and a drop ceiling with a height of 3.7 m at the peak. The house was equipped with ten 121.9 cm exhaust fans, with two fans acting in the transverse direction on each sidewall and six on the east end wall acting in the axial direction. Evaporative cooling pads (1.52 m height × 21.3 m length × 0.152 m depth) on each sidewall acted as air inlets to the facility. Three feed lines and six water lines ran the length of the facility with charge hoppers located at center house. Radiant brooders were suspended from the ceiling at a height of 1.7 m and located approximately 4.3 m from the side wall. This house was configured for half-house brooding with plastic brood curtains suspended from the ceiling at 30.5 m and 94.6 m from the west end wall. This facility was also equipped with external forced-air furnaces, installed along the south wall. The inlets for the forced-air furnaces protruded into the facility approximately 15.2 cm and were located approximately 0.30 m above the litter. The forced-air furnace inlets directed airflow east and west and remained open during the study. The house was equipped with tunnel inlet curtains, rather than tunnel inlet doors, which remained fully open during the study. The pads remained dry while all ten tunnel ventilation exhaust fans were in operation. Static pressure within the facility was 32 Pa at the controller. The mean weather conditions during testing were 25.4°C dry-bulb temperature, 0.89 m s -1 wind speed from the southwest with a maximum gust of 6.7 m s -1 , and barometric pressure of 101.8 kPa. Five SEAS masts were deployed along the transverse direction of the facility, accounting for one measurement cross-section. Each mast was set at a specified center distance from the south sidewall (0.98, 3.25, 6.48, 9 .71, and 12.04 m) to maintain uniform horizontal spacing of the sensors while avoiding obstructions such as feed/water lines and radiant brooders ( fig. 6 ). The horizontal distance between the sensor elements and the mast center was 0.73 m. Vertical distances for anemometer placement were set at 0.46, 1.07, 1.68, and 2.13 m above the litter.
Once the masts were placed in a cross-section, the facility was cleared of all personnel and allowed to equilibrate for one sampling interval (2 min) with all tunnel ventilation fans operating. Three air velocity sampling periods of 2 min each were recorded consecutively at a sampling rate of 1 Hz. Once the samples for the current cross-section were recorded and stored, the SEAS was relocated to the next cross-section and the process was repeated. The first cross-section was measured at 3.05 m from the west endwall and repeated every 3.05 m down the length of the house. For the purposes of this discussion, each vertical cross-section measured was given a reference letter ( fig. 7) . 
STATISTICAL METHODS
Calibration equation coefficients were obtained using the GLM procedure in SAS (SAS, 2012) (sensor = reference at α = 0.05). Uncertainty analysis was performed on six sensors within cross-section V ( fig. 7) , located 67.1 m from the west end wall, in accordance with the method described by Hoff et al. (2009) , to ensure reasonable measurement accuracy. Cross-section V was chosen due to its location in the center of the facility and away from any transition areas.
Universal kriging interpolation was performed with the GSTAT package in R (Pebesma, 2001; R, 2012) to generate velocity distribution maps from the collected SEAS velocity data. All measurement points located at 0.46 m above the litter were used for horizontal velocity distribution maps (bird-level distribution). The data were parsed into three sets of varying measurement densities with axial distances of 3.05, 6.10, and 12.2 m between measurement cross-sections. Measurement densities of 40, 20, and 10 symmetrical measurement points were selected for vertical plane (side view of the facility perpendicular to the 121.9 m axis) velocity distribution maps ( fig. 8 ). Crosssections B, E, H, N, Y, and AJ were used for this analysis. These cross-sections were chosen so that variations in velocity distributions in the vertical plane throughout the length of the facility were represented in the analysis. Semi-variance (γ ) was calculated for each of the measurement densities by equation 2 (Bivand et al., 2008) :
where h j = separation distance between measured points N(h j ) = number of points separated by distance h j u a = measurement location Z(u a ) = measured variable (air velocity) at measurement location u a Z(u a + h j ) = measured variable (air velocity) at a measurement location h j distance away from u a . The 'variogram' function contained in the GSTAT package in R determined the separation distances and calculated the semi-variance at each of these distances. Semivariance values were then plotted to produce a semivariogram.
The resulting semi-variance data for each measurement density were fit with an exponential model by the 'fit.variogram' function contained in the GSTAT package in R. The exponential fit model is given by equation 3:
where C 0 = nugget (y-intercept) parameter C = sill parameter h = separation distance between points a = range parameter. The resulting models were stored and utilized in the final interpolation. Initial estimates for the nugget, range, and sill parameters were provided to the 'fit.variogram' function, as well as a cut-off value for separation distances to be considered. These initial estimate values were held constant for each sampling density being interpolated. The cut-off values were adjusted slightly to avoid singularity during least squared regression fitting of the semi-variance data when possible.
Universal kriging was performed using the exponential models obtained from regression results of the semivariance data for each measurement density (Cressie, 1993) . The 'krige' function contained in the GSTAT package was used with inputs being spatial measurement locations, measured data at these locations, points within the bounds of the data to be interpolated, and the model produced from least squares regression fitting of the semi- variance data for each measurement density assessed. Velocity distribution maps were generated from the resulting interpolated data.
Leave-one-out cross-validation (David, 1976; Delfiner, 1976) was performed on each interpolation result to produce fit statistics for comparison. This validation method removes one measurement point from the dataset and completes the interpolation process using the same semivariance model used to generate the interpolated surface. The interpolated point representing the measurement point removed was then compared to the actual measurement point to calculate fit statistics. This process was completed for every measurement point included in the data set using the 'krige.cv' function contained in the GSTAT package. Mean squared prediction error (MSPE) and correlation of observed values versus predicted values for the entire cross-section were the metrics by which the fit quality of the interpolation was assessed.
RESULTS AND DISCUSSION
SENSOR CALIBRATION
The minimum coefficient of determination (R 2 ) for all sensors calibrated was 0.989, and the maximum root mean squared error (RMSE) was found to be 0.221 m s -1 . The RMSE was less than the velocity value commonly considered as still air (0.254 m s -1 ), indicating that the sensor calibrations were acceptable. All slope coefficients for the calibrated sensors were significantly different from unity (all p-values < 0.0001), and intercept terms for two sensors were significantly different from zero at a significance level of α = 0.05. Data were corrected using the calibration slope and intercept values prior to analysis. The temperature inside the facility during measurement was 30.7°C, causing the sensor accuracy to increase to ±12.2%. Final measurement uncertainty achieved ranged from 10.7% (±0.67 m s -1 ) to 15.21% (±0.76 m s -1 ) for the six sensors evaluated.
HORIZONTAL PLANE
Regression analysis of semi-variance data showed that a first-order exponential relationship (eq. 3) provided the most accurate fit. Figure 9 shows the three semi-variance plots for the three horizontal plane sampling densities. Influence weighting for the separation distances at the 12.19 m sampling density ( fig. 9a ) was generally constant due to the large space between cross-sections. More information was provided to the model with the 6.10 m sampling density, and equal weights were applied past the 10 m separation distance ( fig. 9b) . The 3.05 m sampling density provided the most information to the model with equal weights being applied after the 14 m separation distance ( fig. 9c) . The parameters attained from this regression analysis of each set of semi-variance data (three subsamples at 12.19, 6.10, and 3.05 m axial sampling density) were used for universal kriging interpolation.
Figures 10 through 12 show the interpolated velocity distribution maps at 0.46 m above the litter for the 12.19, 6.10, and 3.05 m axial sampling densities, respectively. At the 12.19 m sampling density, no information about airflow patterns is revealed in the distribution map. As the sampling density is increased to the 6.10 m interval, some patterns begin to appear. A low-velocity area is visible at the inlet end of the facility, and velocities increased down the length of the facility.
The 3.05 m sampling interval yielded improved qualitative information (fig. 12 ). Several artifacts can be seen within the distribution map, such as a low-velocity area near the west end of the facility, a high-velocity area where air enters the facility (or the vena contracta), low-velocity regions along the south wall created by the forced-air furnace inlets, and a transition area near the east end of the facility generated by the tunnel ventilation fans. A partially fallen plastic brood curtain, approximately 93 m down the house, reduced the cross-sectional area of the facility at that location and increased the local air velocity, which in turn created a high-velocity region. The two higher-velocity streaks running from the first brood curtain (~34 m) to the second brood curtain at 93 m were a result of air speeding up below the radiant brooders. Leave-one out cross-validation results confirm that the higher sampling density of 3.05 m axial intervals provided an improved representation of the air velocity distribution than the lower sampling densities (table 1). The MSPE was lowest and the correlation between observed values and predicted values was highest at the 3.05 m sampling density, indicating that the resulting predicted values were closer to the actual measured values than at the lower sampling densities. This result, coupled with the increase in visible and distinct velocity regions in the interpolated distribution map, indicates that an axial sampling interval of ≤3.05 m is required to accurately construct axial velocity distribution maps with a system like the SEAS. A drawback to measuring a facility at 3.05 m sampling intervals is the greater time required compared to measuring at 12.19 or 6.10 m intervals.
VERTICAL PLANE
Measurement density results for the vertical plane crosssections measured at cross-sections B, E, H, N, Y, and AJ were similar to those found in the horizontal plane analysis. Figure 13 shows the semi-variograms for vertical plane cross-section AJ with 10, 20, and 40 measurement points. Measuring more points in this plane provides more semivariance information, which produces a better regression fit and model to be used in the interpolation.
Interpolated air velocity distribution maps for vertical cross-section AJ are shown in figures 14 to 16 with 10, 20, and 40 measurement points, respectively. Similar to the horizontal plane distribution maps, the interpolated velocity distribution map with the fewest measurement points provides little information, with nearly linear gradients from litter to ceiling (fig. 14) . The only information about the velocity distribution shown in this map is that the air velocity is higher near the ceiling than at the litter. The map with 20 measurement points ( fig. 15 ) begins to show areas of low and high velocity near the sidewalls and center of the cross-section, respectively. The most detailed information about the air velocity distribution is visible with the maximum 40 measurement points ( fig. 16 ). Five areas of higher air velocity are outlined in the center of the cross-section, and low-velocity areas near the sidewalls and litter can easily be seen. Similar velocity distribution patterns were detected in the vertical plane, as reported by Wheeler et al. (2002) , in that air velocity increased as the measurement location height increased. The low-velocity areas near the ceiling of each wall were caused by metal knee braces blocking airflow. Similarly, the low-velocity area near the litter was due to the inlet of an external forced-air furnace blocking airflow. The remaining cross-sections demonstrate similar effects of measurement density on visualization detail when compared to cross-section AJ. Generally, the cross-validation results for the selected vertical plane cross-sections confirm that inclusion of all 40 measurement points generated more informative velocity distribution maps with lower MSPE values and higher correlation between observed and predicted values (table 2). Comparing these results to the methods used by Fairchild and Czarick (2011) , 15 measurement points is fewer than the 20 measurement points described in this study, which was too coarse to properly define the air velocity distribution within the cross-sections measured. Semi-variograms constructed from data using only 10 measurement points yielded a singular fit for the exponential regression model, indicating that the semi-variance curve was close to a flat horizontal line. Singularity occurs due to the determinate of the correlation matrix being at or near zero, which prevents the fit parameters from converging to a solution.
Cross-section B was the one exception to the interpolation being improved with 40 points according to crossvalidation results. In this case, inclusion of 10 measurement points produced a better interpolated surface than the inclusion of 20 or 40 points. The air velocity measured in this area is very low and less uniform than in the other crosssections considered. The coefficient of variation within this cross-section was 33.4% ( fig. 17) , resulting in interpolation error terms of similar magnitude as the data. Including more points in this case increases the error, which allows fewer measurement points to appear to provide less error when calculating MSPE and correlation between observed and predicted values.
Velocity maps for cross-section B show a distinct difference in distribution between 10 measurement points ( fig. 18 ) and 40 measurement points in the model (fig. 19) . The 10-point interpolation results demonstrated linearly decreasing air velocity from the litter to the ceiling. The 40-point interpolation demonstrated a defined higher-velocity area in the center of the cross-section and along the litter. The increase in velocity distribution information provided by the 40-point model overrides the cross-validation results, which indicates that fewer measurement points produced a better interpolation fit at this cross-section.
The air velocity distribution maps observed within this facility revealed transition areas where large changes in air velocity occurred. One example is the area of the vena contracta. This transition area occurred between 10 and 30 m from the west end wall, 16.4% of the total facility length. Figure 20 shows two vertical planes within the vena contracta measured at cross-sections E and H. Variation within cross-section E is much higher than in the more uniform cross-section H. This change in air velocity distribution occurred over a short 9.2 m distance. Actual air velocity values at cross-sections within the air inlets may be underestimated due to the measurement direction of the sensor being east to west and the air entering the facility from the north and south directions.
Characterization of the air velocity in this facility was improved by utilizing higher sampling densities in both the horizontal and vertical planes. Variation in air velocity occurred at several locations down the length of the facility due to obstructions and flow patterns cause by the physical arrangements of the evaporative cooling pad inlets and exhaust fans. Sampling at higher densities, i.e., 40 measurement points within a cross-section and 3.05 m distances between cross-sections axially, provided sufficient data to characterize the variations in velocity distributions experienced throughout the facility. This study showed that there are variations in velocity throughout the facility, as compared to the study by Miragliotta et al. (2006) . This study also showed that collecting velocity measurements by hand at four locations across the facility was not sufficient to detect differences in distribution. Efforts toward designing the SEAS system to minimize flow disturbance during measurement could have also played an important role in minimizing local variations, thus improving measurements. Although more sensors are required to collect 40-point cross-sections, the improved visualization allows better identification of distribution effects caused by equipment placement in the facility. For example, the external forced- air furnace inlets affected the air velocity distribution approximately 1 m away from the south sidewall at bird level.
Researchers can use this information to improve designs to minimize these disturbances, thus increasing uniformity.
CONCLUSION
In tunnel-ventilated broiler production facilities, air velocity plays an important role in maintaining a suitable production environment. Air velocity distribution maps provide information about how air flows through these facilities and could help identify areas where changes can be made to improve production efficiency. Specific conclusions from this research were as follows:
• A data acquisition and measurement system, using hotbead anemometers, to assess air velocity distribution in commercial broiler production facilities was successfully developed and deployed. This system allows individ- ual vertical plane cross-section measurements while minimizing obstruction to the airstream and reduces errors by removing human presence during measurement and eliminating variations in manual sensor operation.
• Cross-validation methods verified that the correlation between observed and predicted values was higher and MSPE values were lower at higher measurement densities in both the horizontal and vertical planes. An air velocity distribution map in the horizontal plane produced with SEAS data at an axial measurement distance of 3.05 m between cross-sections provided more information than at longer measurement distances. Several transition areas down the length of the house were well defined at the 3.05 m sampling distance, such as a lowvelocity area at the inlet, the vena contracta created by air entering the facility, and low-velocity areas created by obstructions or forced-air furnace inlets.
• Including 40 measurement points to produce air velocity distribution maps in the vertical plane provided more information than maps produced with fewer measurement points.
