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We give conditions for orthonormal systems on the boundary of a plane Jordan
domain which are necessary and sufﬁcient for an arbitrary series in terms of this
orthonormal system to be the Fourier series of some function in H1ðGÞ resp.
EPðGÞð15p51Þ: Our results contain a classical criterion of Fej!er for the
boundedness of a holomorphic function in the unit disk. # 2002 Elsevier Science (USA)1. INTRODUCTION
Let HðDÞ denote the class of holomorphic functions in the open unit disk
D: For each f 2 HðDÞ we have a Taylor expansion f ðzÞ ¼P1k¼0 ckð f Þzk
with






dz ðk 2 N0Þ:
The following well-known criterion for the boundedness of a function in
HðDÞ goes back to Fej!er [5, p. 22; 6, Chaps. III, IV]:1To whom correspondence should be addressed.
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The aim of this paper is to generalize this results to series in terms of an
orthonormal system on the boundary of a Jordan domain (cf. [10, p. 111; 1,
p. 108; 6, Chap. IV, Sects. 1,2]).
2. THE MAIN RESULT
Let G be a Jordan domain with rectiﬁable boundary @G: We denote the
length of @G by j@Gj: A sequence of functions jk : @G ! C ðk 2 N0Þ is said







1 if k ¼ m
(
ðk;m 2 N0Þ: ð1Þ
For such an orthogonal system it follows that:
(a) jk; jk 2 L2ð@GÞ;





f ðzÞjkðzÞjdzj ðk 2 N0Þ ð2Þ
are called the Fourier coefficients of f ; provided that the integrals exist. If all





the Fourier series of f with respect to the orthonormal system ðjkÞ:
Here, it is not necessarily assumed that f itself is integrable, this is only
required for f ðzÞjkðzÞ on @G (cf. [11, pp. 48 and 185]). If for all f 2 Lpð@GÞ
the Fourier series exists then jk 2 Lmaxf2;p0gð@GÞ; where 1p þ 1p0 ¼ 1:
Example. Let G ¼ D and jkðzÞ ¼ zk; ak ¼ ckð f Þ; ðk 2 N0Þ (cf. [6, IV,
Sects. 1,4]).
BRUJ AND SCHMIEDER248In the following, we consider an (inﬁnite) matrix
M :¼ ðmðnÞk Þ ¼
mð0Þ0 0 0 0         
mð1Þ0 m
ð1Þ
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of lower triangle shape.
Theorem 2. Let G be a simply connected Jordan domain with rectifiable




k ¼ 1 ðk 2 N0Þ: ð4Þ













































Let c :D! G be a conformal map. By Gr we denote the image of jwj ¼ r
under c: Then we have jGrj ¼ r
R p
p jc0ðreitÞj dt:





j f ðzÞjpjdzj51: ð7Þ
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(i) s ! zðsÞ be the arc length parametrization of @G;
(ii) s ! yðsÞ be the angle between the real axis and the tangent line to
@G at the point zðsÞ;
(iii) d! oðy; dÞ be the continuity modulus of the function y at the
incline of the tangent line.





and assume that jk 2 H1ðGÞ: Moreover, let the matrix M and the system
ðjkÞ be as in Theorem 2, but with real coefficients of the matrix M: If 15p


















3. PROOF OF THEOREM 2
We will need two lemmas. Because @G has a parametrization as a
rectiﬁable curve each f 2 H1ðGÞ has a continuous extension on @G almost
everywhere. If we deﬁne f to be 0 in the exceptional boundary points, we
have f 2 L1ð@GÞ:
Lemma 1. Let G be a Jordan domain with rectifiable boundary. Let M be
a subdiagonal matrix and ðjkÞ be an orthonormal system of functions in H1











4k1ðM;FÞ supz2G j f ðzÞj
is fulfilled.
Proof. A similar result for real orthogonal series has been proved in











mðnÞk jkðzÞjkðzÞjdzj ðn 2 N0Þ: ð10Þ




















 jdzj ðn 2 N0Þ:
Together with (5) this gives the desired result. ]
Lemma 2. Let G; @G; M and jk as in Theorem 2 and M be a subdiagonal
matrix as indicated (but here (5) is not required) such that (4) is fulfilled.
If the formal series
P1
k¼0 akjkðzÞ with arbitrary complex coefficients ak
fulfills (6) then there exists some f 2 H1ðGÞ with (2) (i.e. the given series is
the Fourier series of f ).




k akjkðzÞ 2 H1ðGÞ is uniformly
bounded in G by (6). Thus, a normal family argument gives some
subsequence ðsnj ðzÞÞ which converges locally uniformly in G to some
function f 2 H1ðGÞ:





f ðzÞ  snj ðzÞ






ð f ðzÞ  snj ðzÞÞjkðzÞ






ð f ðzÞ  snj ðzÞÞjkðzÞ
 jdzj ¼ 0 ðr51; k 2 N0Þ: ð11Þ
Because f 2 H1ðGÞ by construction we obtain that
ð f ðzÞ  snðzÞÞjkðzÞ 2 H1ðGÞ  E1ðGÞ ðn; k 2 N0Þ:









jð f ðzÞ  snðzÞÞjkðzÞjjdzj ðn; k 2 N0Þ;










ð f ðzÞ  snðzÞÞjkðzÞ
 jdzj ðn; k 2 N0Þ:
This means that for all e > 0 there exists some r0 ¼ r0ðk; eÞ51 such that for
every r 2 ½r0; 1½Z
@G





ð f ðzÞ  snðzÞÞjkðzÞ











ð f ðzÞ  snj ðzÞÞjkðzÞ
 jdzj þ e
¼ e by ð11Þ ðk 2 N0Þ:





ð f ðzÞ  snj ðzÞÞjkðzÞjdzj ¼ 0 ðk 2 N0Þ:








f ðzÞjkðzÞjdzj ðk 2 N0Þ:
Assuming j !1; we get the desired equation (2) from (4). ]
4. PROOF OF THEOREM 3
We will need two lemmas. Because @G has a parametrization as a
rectiﬁable curve each f 2 EpðGÞ has continuous extension on @G almost
everywhere. If we deﬁne f to be 0 in the exceptional boundary points, we
have f 2 Lpð@GÞ:
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Proof. A similar result for real orthogonal series has been proved in [4,
Theorem [641] (necessity)].
Equation (10) implies ð1 ¼ 1
p
þ 1


















jdzj ðn 2 N0Þ:










































































j f ðzÞjpjdzj ðn 2 N0Þ: ]
Lemma 4. Let G; @G; M and jk as in Theorem 3 and M be a subdiagonal
matrix as indicated (but here (5) is not required) such that (4) is fulfilled.
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P1
k¼0 akjkðzÞ with arbitrary complex coefficients ak
fulfills (9) then there exists some f 2 EpðGÞ for some 15p51 with (2) (i.e.
the given series is the Fourier Series of f ).
Proof.








From (8) it follows that there exist constants k3; k4 such that [7, p. 48]
05k34jc0ðwÞj4k451 ðjwj ¼ 1Þ: ð13Þ
By (12), (13) and supn2N0
R p
p jsnðcðeitÞÞjp dt51 we obtain (see
[2, 12.3.10(2)]) the existence of some g 2 LpðTÞ and some subsequence ðsnj Þ









Step 2. From (14) and the Banach–Saks–Theorem (cf. [8, p. 90]) we can




























dt ¼ 0: ð15Þ






















cðeitÞ  z gðtÞ dt
deﬁnes a holomorphic function f : G ! C as well as a holomorphic function
h : %C= %G ! C with hð1Þ ¼ 0:
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lim
m!1maxz2Gr






 ¼ 0 ðr51Þ: ð16Þ















4k2 ðr51;m 2 N0Þ: ð17Þ










and this means that f 2 EpðGÞ:
Step 3. This step is analogously to the proof of Lemma 2.














jdzj ¼ 0 ðr51; k 2 N0Þ: ð18Þ
At the end of the previous step, we obtained f 2 EpðGÞ  E1ðGÞ: Thus by
(17) we see that






jkðzÞ 2 EpðGÞ  E1ðGÞ ðm; k 2 N0Þ:

























jdzj ðm; k 2 N0Þ:
Obviously this equation remains true if we replace jk by jk: This means
that for all e > 0 there exists some r0 ¼ r0ðk; eÞ51 such that for every
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Z
@G















































jdzj þ e ¼ð18Þ e ðk 2 N0Þ:











jkðzÞjdzj ¼ 0 ðk 2 N0Þ:











mðnjn Þk ðk 2 N0Þ:
Now (4) shows the desired equation (2) and Lemma 4 is proved. ]
5. PROBLEM







1 if k ¼ m;
(
where nðzÞ is some weight function and the pm are suitable polynomials as
studies by Szeg .o (cf. [9, p. 364]).
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