In this paper, we study a certain specialization of Okounkov polynomials and its connection with the eigenfunctions of higher Casimir operators [FS03, 14.12] for the complex semisimple lie algebra gl n .
Introduction
We consider U(gl n ), the universal envoloping algebra of the semisimple lie algebra gl n . The Casimir operators are the elements of the centre of the enveloping algebra U(gl n ) and are defined by C k := tr(E k ), where E := [E ij ]. Thus we have
It is well known [GZ50] [FS03, 14.12 ] that the Casimir operators C 1 , . . . , C n generate the centre of U(gl n ). We set r := (r 1 , . . . , r n ) = (n − 1, . . . , 0). From the theorem of highest weight, for any complex semisimple Lie algebra g there is a bijection from the set of dominant integral weights to the set of equivalence classes of irreducible representation of g. For g = gl n this amounts to saying that there is a standard bijection between λ := (λ 1 , . . . , λ n ) satisfying λ 1 ≥ λ 2 · · · ≥ λ n ≥ 0 and the irreducible representations of gl n .The center of U(gl n ) acts as a scalar on the highest weight module V λ corresponding to λ. The eigenvalue of C k on V λ can thus be just by computing its action on the highest weight. Since we know the action of standard generators of gl n on the highest weight, using recursion we find that the eigenvalue of C k on V λ is given by c k (λ) = tr(A k F ),
where
and F is the n × n matrix all of whose entries are equal to 1 [BR86, Chapter 9.4, Theorem 1].
On the other hand we consider Okounkov polynomials P λ (x; τ ; α) which are natural BC ntype analogs of the interpolation Macdonald polynomials [Oko96] . Let n, r be such that n ≥ 2r. Let G n denote GL n (C) and K n denote the subgroup of unitary matrices that is
.The Group K n acts by left translation on C ∞ (Y ), the space of complex-valued smooth functions on Y . Using [Hel00, Chapter 5] we see that C ∞ (Y ) K-finite decomposes as a multiplicity-free direct sum of irreducible K r × K n−r spherical K n modules and are naturally parametrized by partitions µ ∈ P r . With the basis vectors as in [GW09, 12.3 .2] , We find that for F = C , highest weight of irreducible K r ×K n−r -spherical K n modules is given byμ = (µ 1 , . . . , µ r , 0, . . . , 0 n − 2r times , −µ r , . . . , −µ 1 ) [GW09, 12.3.2, Type CII] Therefore as K n modules,
In [SS16] , the authors constructs a family of K n invariant differential operators D λ,s called quadratic Capelli operators and show that specialization of Okounkov type BC interpolation polynomials are eigenvalues of these operators acting on V µ . We state the result for F = C. where ρ = (ρ 1 , ρ 2 , . . . , ρ r ), ρ i = n−(2i−1) 2 , and y λ is a constant and is defined as [SS16, Section 4]
From the above theorem, one expects that the Okounkov polynomials are related with elements of the center of enveloping algebra. In this paper, we attempt to write this specialization of Okounkov polynomials as the linear combination of the eigenvalues of the Casimir operator. Our result is the following, Theorem 1.2. Let r, n be such that 2r ≤ n. Given a partition λ ∈ P r where
Let s λ = µ a µ p µ where a µ are the coefficients , s λ and p λ are the Schur function and power sum symmetric function for the partition λ in r variables respectively. Then
where C λ denotes the Restricted Casimir polynomial, which we define in the Section 3.2.
The structure of the paper is as follows. We first give an overview of Okounkov polynomials in Section 2 which are polynomials invariant under Weyl group of restricted root system [Bum04, Chapter 32] of type BC r and give their Combinatorial interpretation. Then we define Restricted Casimir polynomials in Section 3 and finally prove the theorem in Section 4, establishing the connection between these two types of polynomials.
Okounkov Polynomials
In this section, we define and give the combinatorial description of Okounkov polynomials. These definitions are taken directly from [SS16, Section 4] and [Koo14] .
Okounkov defined a family of Laurent polynomials
λ is the unique Laurent polynomial of degree |λ| which is invariant under action of Weyl group W = S r ⋊ ±1 r of type BC r on the x i 's by permutation and inversions, and satisfies the vanishing condition P ip λ (aq µ t δ ; q, t, a) = 0 unless λ ⊆ µ, where δ := (r − 1, . . . , 0) , µ ∈ P r and q µ t δ = (q µ 1 t δ 1 , . . . , q µr t δr ).
By
where |λ| := i λ i .
These polynomials are invariant under permutations and sign changes of x 1 , . . . , x r . For the definitions of symmetric polynomials and their properties we refer [Mac15, Chapter 1] We now give the combinatorial formula for P λ (x; τ, α) as given in [Koo14] Every partition λ can be represented by a Young diagram consisting of boxes
We consider the reverse tableau of shape λ with entries in {1, 2, . . . , r} which is defined as tableau [Sta11] with weakly decreasing rows and strongly decreasing columns. We now take any reverse tableau T and let λ (k) ⊂ λ be the partition corresponding to the boxes b ∈ λ that satisfy T (b) > k. For two partitions ν ⊂ µ , denote by (R\C) µ\ν to be the set of boxes which are in a row of µ intersecting with µ\ν, but not in a column of µ intersecting with µ\ν. Then we have
.
where the sum is over all reverse tableaux T of shape λ with entries in {1, . . . , r}.
Restricted Casimir Polynomials
In this section we state the explicit formula as given in [Sch83] for the eigenvalues of higher Casimir operators. Given irreducible representation V λ of gl n where λ = (λ 1 , . . . , λ n ). Then the eigenfunction of the Casimir operator C p is defined as
and ρ is half the sum of positive roots which is ( n−1 2 , . . . , n−(2k−1) 2 , . . . , 1−n 2 ) in our case. Note that for λ = (λ 1 , . . . , λ n )
which is clearly a symmetric polynomial in variables λ 1 , . . . , λ n .
Lemma 3.1. The set of polynomials c ′ i (λ) = c i (λ − ρ) where λ = (x 1 , . . . , x n ) in variables x 1 , . . . , x r for i ≥ 0 are algebraically independent.
Proof.
We write it as
is also symmetric. We claim that degree of polynomial (c ′ p ) * is strictly less than p. Let
Now suppose that there is a non-zero degree p term in the polynomial expression for (c ′ p ) * . Then the polynomial (c ′ p ) * i =j a i,j will also have a non-zero degree p + n(n−1) 2 term. But since we can't take B to be empty set, the above expression shows that degree of each term in (c ′ p ) * i =j a i,j is strictly less than p + n(n−1) 2 which is a contradiction. So the term with highest degree p in c ′ p is just
Thus c ′ p = p p (x 1 , . . . , x n ) + LowerDegreeTerms. Where p p (x 1 , . . . , x n ) denotes the pth degree power sum symmetric polynomial in variables x 1 , . . . , x n . Since power sum symmetric functions are algebraically independent we conclude that polynomials c ′ p for p ≥ 0 are algebraically independent.
The Casimir operator C p acts on the highest weight modules V µ . Theorem 1.1 shows that the quadratic Casimir operators [SS16] acts on highest weight modules V µ by a scalar and the eigenvalues are the specialization P λ (µ + ρ; 1; s − n−1 2 ) of the Okounkov polynomials. Thus using the Harish-chandra theorem [Hum72, 23.3] we see that polynomials P λ (µ+ρ; 1; s− n−1 2 ) are in linear span of the eigenvalues of Casimir operators. This amounts to restricting these eigenvalues to the highest weight of typeμ. Thus we now work on the restriction of these eigenvalues on the highest weight x = (x 1 , . . . , x r , 0, . . . , 0 n − 2r times , −x r , . . . , −x 1 ) where x 1 ≥ x 2 ≥ . . . x r ≥ 0 Definition 3.2 (Restricted Casimir Polynomials). Given n, r. For any i ∈ N we define the Restricted Casimir polynomial to be the restriction of the eigenvalue of Casimir operator C i to the highest weightx .
Then for any partition λ ∈ P r we define the Restricted Casimir polynomial for partition λ as
This leads to a natural question:
Problem 1. Given n, r, s with n ≥ 2r ≥ 0, n, r ∈ N, s ∈ C and a partition λ ∈ P r . Can we obtain an explicit formula for writing P λ (µ + ρ; 1; s − n−1 2 ) as a linear combination of the Restricted Casimir polynomials C µ ?
We provide a partial answer to this. But before that we will show that it is enough to consider the even partitions and in that case, the linear combination will be unique. Proof. Consider the polynomials c 2i (x 1 , . . . , x r , 0, . . . , 0, −x r , . . . , −x 1 ). From the proof of previous lemma it follows that for λ = (λ 1 , . . . , λ n ) we have c 2i (λ 1 , . . . , λ n ) = p 2i (λ 1 + ρ 1 , . . . , λ n + ρ n ) + LowerDegreeTerms = F (λ 1 + ρ 1 , . . . , λ 1 + ρ n ) where F is a symmetric polynomial in n variables. We now consider highest weights λ of the formx. We have c 2i (x) = F (x 1 + ρ 1 , . . . , x r + ρ r , ρ r+1 , . . . , ρ n−r , −x r + ρ n−r+1 , . . . , −x n + ρ 1 ) But note that ρ i = −ρ n+1−i and ρ i + 2i−1 2 = n 2 for all 1 ≤ i ≤ n. Thus,
where δ = ( 1 2 , . . . , 2r−1 2 , 0, . . . , 0, − 2r−1 2 , . . . , − 1 2 ). Clearly this is a symmetric polynomial in variables x 1 , . . . , x r .
Thus we can write C 2i x 1 + 1 2 , . . . , x r + 2r − 1 2 = p 2i x 1 + n 2 , . . . , x r + n 2 , ρ r+1 , . . . ,ρ n−r , −(x r + n 2 ), . . . , −(x 1 + n 2 ) + LowerDegreeTerms
So we have
where a i = p i x 1 + n 2 , . . . , x r + n 2 , ρ r+1 , . . . , ρ n−r , −(x r + n 2 ), . . . , −(x r + n 2 )
But for odd i,
. . , x r + n 2 , ρ r+1 , . . . , ρ n−r , −(x r + n 2 ), . . . , −(x r + n 2 ) = 0, and for even i,
Thus C 2i x 1 + 1 2 , . . . , x r + 2r−1 2 is in algebra generated by polynomials p 2k (x 1 + n 2 , . . . , x r + n 2 ) for 0 ≤ k ≤ i. We know that power sum symmetric functions are algebraically independent and since highest degree term of C 2i (x 1 + 1 2 , . . . , x r + 2r−1 2 ) is just 2p 2i x 1 + n 2 , . . . , x r + n 2 it follows that the polynomials C 2i (x 1 + 1 2 , . . . , x r + 2r−1 2 ) are algebraically independent. But these are just our original polynomials C 2i with a shift, and so polynomials C 2i are also algebraically independent.
Lemma 3.4. Given i ∈ N, the polynomials C 2i+1 (x 1 , . . . , x r ) are in algebra generated by polynomials C 2i (x 1 , . . . , x r ) for i ≥ 0.
Proof. We consider polynomials c 2i+1 (x 1 , . . . , x r , 0, . . . , 0, −x r , . . . , −x 1 ). From the proof of previous lemma it follows that polynomials C 2i+1 (x 1 + 1 2 , . . . , x r + 2r−1 2 ) are in algebra generated by p 2k (x 1 + n 2 , . . . , x r + n 2 ) for 0 ≤ k ≤ i. So it is enough to show that each of p 2k (x 1 + n 2 , . . . , x r + n 2 ) is in algebra generated by polynomials C 2k (x 1 + 1 2 , . . . , x r + 2r−1 2 ). We use induction to prove that. Clearly this is true for i = 0, 1. We assume that this is true for i ≤ k then, C 2k+2 = 2p 2k+2 + LowerDegreeTerms But by the hypothesis LowerDegreeTerms ∈ C[C 0 , C 2 , . . . , C 2k ] so by the above equality, p 2k+2 ∈ C[C 0 , C 2 , . . . , C 2k , C 2k+2 ] and we are done.
Thus from above lemma's it follows that, Proposition 3.5. Given n, r, s with n ≥ 2r ≥ 0; n, r ∈ N, s ∈ C and a partition λ ∈ P r . Then there exist unique coefficients b µ such that
Thus our problem can now be reformulated as asking for the explicit expression for coefficients b µ . In the next section we give the explicit formula for b µ when b µ 's are the coefficient of top-order homogeneous terms which also proves the theorem.
Proof
Proposition 4.1. Let r, n be such that n ≥ 2r ≥ 0; n, r ∈ N; s ∈ C. Let HSP λ denote the highest degree homogeneous terms in P λ µ + ρ; 1; s − n−1 2 Then HSP λ is the Schur polynomial s λ for partition λ evaluated at squares. That is if
Proof. We use the combinatorial definition. Note that we have τ = 1 and so Ψ T (τ ) = 1 for all reverse tableau T . Thus the top homogeneous part becomes for polynomials P λ (x; 1; α) becomes
T b∈λ
where T are reverse tableau of shape λ with entries in {1, 2, . . . , r}.But each such T can be treated as a semi-standard tableau with entries r + 1 − b(i, j). And there is one-one map namely b(i, j) → r + 1 − b(i, j) between set of reverse tableau of shape λ with entries in {1, 2, . . . , r} and set of semi-standard tableau of shape λ with entries in {1, 2, . . . , r}. And thus by definition the sum T b∈λ
becomes the Schur polynomial evaluated at squares, that is s λ (x 2 1 , . . . , x 2 r ) and the statement follows.
Proposition 4.2. Given i ∈ N, the top degree homogeneous term of C 2i (x 1 , x 2 , . . . , x r ) is 2p 2i (x 1 , x 2 , . . . , x r ) Proof. We earlier proved in the proof of Lemma 3.3 that C 2i x 1 + 1 2 , . . . , x r + 2r − 1 2 = 2p 2i x 1 + n 2 , . . . , x r + n 2 + LowerDegreeTerms So C 2i (x 1 , . . . , x r ) = 2p 2i x 1 + n − 1 2 , . . . , x r + n − (2r − 1) 2 + LowerDegreeTerms But by binomial theorem
x r i + LowerDegreeTerms
Thus, it follows that C 2i (x 1 , . . . , x r ) = 2p 2i (x 1 , . . . , x r ) + LowerDegreeTerms
Proof. Let µ be any partition of length s(µ). Then using previous proposition since all such C 2u are independent, we see that This shows that coefficient of higher degree terms are independent of n, s and in-fact for r sufficiently large(r ≥ |λ|), the coefficients are independent of r. Since the coefficients of higher degree have connection with the Schur functions, it suggest that general coefficients might have connection with the Schur-q functions [Sch11] .
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