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Nomenclature
Ge´ne´ral
d dimension de l’espace
Ω ouvert borne´, connexe de Rd, de frontie`re re´gulie`re
Γ frontie`re de Ω
m(f) moyenne de f sur le domaine, de´finie par m(f) =
1
|Ω|
∫
Ω
f dx
n vecteur normal
t vecteur ou plan tangentiel
κ courbure [m−1]
Parame`tres physiques
cp chaleur massique [J.kg
−1K−1]
λ conductivite´ thermique [W.m−1.K−1]
% masse volumique [kg.m−3]
η viscosite´ [Pa.s]
σ tension de surface [N.m−1 ]
Si parame`tre d’e´talement de la phase i [N.m
−1]
Mode`le de Cahn-Hilliard
c parame`tre d’ordre
c vecteur compose´ de trois parame`tres d’ordre
Fdiphσ,ε e´nergie libre de Cahn-Hilliard diphasique [J]
F triphΣ,ε e´nergie libre de Cahn-Hilliard triphasique [J]
F potentiel de Cahn-Hilliard
M0 mobilite´
S hyperplan de´fini par S =
{
(c1, c2, c3) ∈ R3, c1 + c2 + c3 = 1
}
Sdiphσij syste`me diphasique
ε e´paisseur d’interface [m]
µ potentiel chimique
µ vecteur compose´ de trois potentiels chimiques
Σi coefficient de capillarite´ Σi = σij + σik − σjk [N.m−1]
Σ vecteur compose´ de trois coefficients Σi [N.m
−1]
ΣT coefficient de´fini par
3
ΣT
=
1
Σ1
+
1
Σ2
+
1
Σ3
[N.m−1]
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Diffe´rents potentiels de Cahn-Hilliard
F˜0 de´fini par F˜0(c) = σ12c
2
1c
2
2 + σ13c
2
1c
2
3 + σ23c
2
2c
2
3
F0 de´fini par F0(c) =
Σ1
2
c21(c2 + c3)
2 +
Σ2
2
c22(c1 + c3)
2 +
Σ3
2
c23(c1 + c2)
2
FΛ,α de´fini par FΛ,α(c) = F0(c) + Λc
2
1c
2
2c
2
3(ϕα(c1) + ϕα(c2) + ϕα(c3))
FΛ,0 de´fini par FΛ,0(c) = F0(c) + 3Λc
2
1c
2
2c
2
3
Fonctions utilise´es
fFi de´fini par f
F
i (c) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c)− ∂jF (c))
)
P de´fini par P (c) = 3Λc21c
2
2c
2
3
ϕα de´fini par ϕα(c) =
1
(1 + c2)α
Formulation variationnelle, discre´tisation e´le´ments finis
VcD espace fonctionnel des parame`tres d’ordre avec des conditions de Dirichlet non ho-
moge`nes au bord
Vc espace fonctionnel des parame`tres d’ordre avec des conditions de Dirichlet homoge`nes
au bord
Vµ espace fonctionnel des potentiels chimiques
Vch espace d’approximation de Vc
Vµh espace d’approximation de Vµ
C vecteur des composantes de c dans la base V ch
M vecteur des composantes de µ dans la base Vµh
Bilans de masse, de quantite´ de mouvement et d’e´nergie
fca force capillaire [N]
g acce´laration de la pesanteur [m.s−2]
p pression [Pa]
T tempe´rature [K]
u vitesse [m.s−1]
φT flux thermique [W]
τ tenseur de contrainte
D tenseur des taux de de´formations
Formulation variationnelle, discre´tisation e´le´ments finis
Q espace fonctionnel de la pression
Qh espace d’approximation de Q
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TD espace fonctionnel de la tempe´rature avec des conditions de Dirichlet non-homoge`nes
au bord
T espace fonctionnel de la tempe´rature avec des conditions de Dirichlet homoge`nes au
bord
Th espace d’approximation de T
U espace fonctionnel de la vitesse avec des conditions de Dirichlet non-homoge`nes au
bord
X espace fonctionnel de la vitesse avec des conditions de Dirichlet homoge`nes au bord
Xh espace d’approximation de X
Re´solution nume´rique
AL me´thode de Lagrangien Augmente´
PP me´thode de pe´nalite´-projection
IP me´thode de projection incre´mentale
r parame`tre d’augmentation dans les me´thodes AL et PP
ρ parame`tre de descente dans la me´thode AL
Re´fe´rence a` la bulle
db diame`tre de la bulle [m]
rb rayon de la bulle [m]
uT vitesse terminale [m.s
−1]
Indices
b re´fe´rence a` la bulle
` re´fe´rence au liquide
Nombres adimensionnels
nombre capillaire Ca =
η`uT
σ
nombre d’Eo¨tvo¨s Eo =
g(%` − %b)d2b
σ
nombre de Laplace La =
σ%`db
η`
nombre de Morton M =
gη4` (%` − %b)
%2`σ
3
nombre de Reynolds Re =
%`dbuT
η`
nombre de Weber We =
u2T%`db
σ
Certaines notations sont volontairement redondantes pour conserver des notations classiques,
le contexte ne preˆtant ge´ne´ralement pas a` confusion. Dans le cas contraire, la notation utilise´e est
pre´cise´e dans le texte.
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Introduction
L’Institut de Radioprotection et de Suˆrete´ Nucle´aire (IRSN) re´alise des recherches, des expertises
et des travaux dans les domaines de la suˆrete´ nucle´aire, de la protection contre les rayonnements
ionisants, du controˆle et de la protection des matie`res nucle´aires et de la protection contre les actes
de malveillance.
Une part essentielle de l’analyse de suˆrete´ est constitue´e par l’e´tude des diffe´rentes situations
auxquelles un re´acteur nucle´aire peut se trouver confronte´ depuis les conditions normales de fonc-
tionnement jusqu’aux accidents graves qui sont le cadre ge´ne´ral de cette the`se.
Nous pre´sentons ici le contexte et les objectifs de la the`se. Ensuite, nous expliquons les choix
de mode´lisation qui ont e´te´ faits. Enfin, une description de l’e´tude est donne´e.
Contexte : corium hors-cuve
Une situation d’accident grave e´ventuel est la perte de re´frige´rant dans un re´acteur a` eau pressurise´e
(REP) entraˆınant un e´chauffement du cœur qui peut conduire a` la rupture de la cuve qui l’entoure
(figure 1). Suite a` cette rupture, le cœur fondu, appele´ corium, se de´verse alors dans le puits
de cuve compose´ de be´ton. Le corium, encore chauffe´ par le de´gagement de puissance re´siduelle
duˆ a` la de´sinte´gration des produits de fission, interagit alors avec les structures en be´ton qui le
contiennent, et le bain ablate peu a` peu les parois du puits de cuve. Cette interaction s’accompagne
de relaˆchements importants de gaz : vaporisation de l’eau contenue dans le be´ton et formation de
dioxyde de carbone par de´composition du calcaire, principalement. Le bain est alors traverse´ par
un flux de bulles. Cette e´tape de l’accident est appele´e interaction corium-be´ton. Le puits de cuve
est une des barrie`res de confinement du corium, il est donc primordial de connaˆıtre la vitesse et la
direction (horizontale ou verticale) de l’ablation du be´ton.
Le corium liquide est un me´lange complexe, qui peut eˆtre constitue´ de plusieurs phases. Il est
commune´ment admis que l’on peut supposer une se´paration en deux phases principales, l’une ma-
joritairement oxyde et l’autre majoritairement me´tallique, de masses volumiques diffe´rentes. Nous
nous inte´ressons plus particulie`rement a` un sce´nario probable de l’accident ou` le bain atteint une
configuration stratifie´e (de`s que l’agitation engendre´e par le flux gazeux tombe en dec¸a` d’un certain
seuil) et la phase me´tallique est plus lourde que la phase oxyde (figure 2). Ce phe´nome`ne a un
impact majeur sur le de´roulement de l’accident : la couche me´tallique, beaucoup plus conductrice,
constitue un pont thermique entre la couche oxyde, dans laquelle est ge´ne´re´e l’essentiel de la puis-
sance, et les parois ; la progression de la cavite´ en est fortement affecte´e ainsi que, en conse´quence,
les modes et temps de perce´e du puits de cuve (perce´e late´rale ou verticale).
De plus, le flux gazeux influence grandement les transferts entre les deux phases (modification
des couches limites thermiques, changements topologiques de l’interface oxyde/me´tal avec entraˆı-
nement e´ventuel du me´tal) pouvant acce´le´rer l’ablation du be´ton dans une direction (horizontale
ou verticale). La quantification de ces e´changes reste un proble`me ouvert pre´judiciable a` la fiabilite´
des simulations d’accident actuelles.
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Fig. 1 – Sche´ma simplifie´ d’un re´acteur en situation accidentelle
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Fig. 2 – Interaction corium-be´ton dans une situation stratifie´e
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Fig. 3 – Repre´sentation par zones en configuration stratifie´e
Le code d’e´valuation re´acteur MEDICIS
Afin de simuler l’ensemble d’un hypothe´tique accident grave dans un re´acteur a` eau pressurise´e,
depuis l’e´ve´nement initiateur jusqu’a` l’e´ventuel relaˆchement de produits radioactifs a` l’exte´rieur
de l’enceinte de confinement, l’IRSN et son homologue allemand GRS (Gesellschaft fu¨r Anlagen-
und Reaktorsicherheit mbH) de´veloppent un syste`me de codes, appele´ ASTEC (Accident Source
Term Evaluation Code) [102].
Le module MEDICIS (Model of Erosion Due to Interaction of CorIum with basemat Substrate)
[29] de´crit au sein de ASTEC le comportement a` long terme du corium hors-cuve durant l’accident.
La mode´lisation qui y est adopte´e repose sur une de´composition du syste`me physique en une
collection de zones aux proprie´te´s homoge`nes, dont l’e´volution est re´gie par des e´changes de matie`re
et d’e´nergie. La nature et l’intensite´ de ces transferts sont de´termine´es a` partir des caracte´ristiques
internes de chaque zone par un ensemble de relations phe´nome´nologiques commune´ment appele´es
”corre´lations”, dont le choix et la pertinence conditionnent largement la validite´ du code et le
caracte`re pre´dictif de ses re´sultats.
De nombreux phe´nome`nes complexes sont pris en compte dans MEDICIS : l’ablation du puits
de cuve (interaction corium/be´ton), l’e´volution thermique et physico-chimique du bain fondu de
corium, la formation de crouˆtes aux frontie`res du bain, les transferts de masse et de chaleur avec les
parois de be´ton, le transfert de chaleur par convection et par rayonnement a` l’interface supe´rieure
et le renoyage du bain de corium par l’injection d’eau a` la surface supe´rieure du bain. De plus,
MEDICIS ge`re le changement de configurations (homoge`nes ou stratifie´es) du bain de corium.
On s’inte´resse ici plus particulie`rement a` la mode´lisation dans le code des e´changes entre les
phases oxyde et me´tallique lors du passage de bulles en configuration stratifie´e. Une tempe´rature
moyenne est associe´e a` chacune des phases et la densite´ de flux thermique Φ (figure 3) est exprime´e
sous la forme
Φ = hox (Tox − Tinterface) = hme (Tinterface − Tme)
ou` Tinterface est la tempe´rature d’interface, Tox et Tme sont respectivement les tempe´ratures moyennes
des phases oxyde et me´tallique, hox et hme sont des coefficients d’e´change associe´s a` chacune des
phases qui prennent en compte le bullage.
Les corre´lations utilise´es pour calculer h` (` = ox ou me) sont celles obtenus expe´rimentalement
par Greene et al. [49, 52] ou` les couples simulants eau/mercure et huile/mercure ont e´te´ choisis
pour qu’il n’y ait pas d’entraˆınement :
Nu = 1.95Re0.72Pr0.72,
avec Nu =
h`rb
λ`
, Re =
%`Jgrb
η`
, Pr =
η`cp`
λ`
ce qui donne
h` = 1.95r
−0.28
b λ
0.28
`
(
%`cp`Jg
)0.72
.
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Fig. 4 – Mode´lisation possible du bain de corium lors du passage de bulles
Ce coefficient h` de´pend
– du rayon moyen des bulles rb (en m),
– de la conductivite´ thermique de la phase liquide λ` (en W.m
−1.K−1),
– de la masse volumique de la phase liquide %` (en kg.m
−3),
– de la chaleur massique de la phase liquide cp` (en J.kg
−1K−1),
– du flux gazeux Jg (en m.s
−1).
Il y a actuellement une forte incertitude sur le choix de ces coefficients puisque d’autres codes
existants pour l’e´tude de l’interaction corium-be´ton utilisent des coefficients diffe´rents de plusieurs
ordres de grandeurs (un facteur 100). De plus, des questions restent ouvertes par rapport a` leur
pertinence, notamment :
– les simulants utilise´s sont-ils repre´sentatifs des phases oxyde et me´tallique ?
– l’absence d’entraˆınement est-elle repre´sentative des e´coulements qui ont lieu dans le bain ?
– les viscosite´s ou les tensions de surface n’influent-elles pas ?
Afin de mieux comprendre l’interaction entre les phases et appuyer un choix de corre´lations, on
propose une description plus fine du bain. Dans chacune des phases, une approche avec changement
d’e´chelle est utilise´e pour mode´liser les e´coulements diphasiques oxyde/gaz, me´tal/gaz (par exemple
les mode`les de´veloppe´s dans [4, 55, 56]). Une des difficulte´s re´side dans la manie`re de relier les
deux syste`mes en prenant en compte les transferts. L’objectif de la the`se est l’e´tude qualitative
et quantitative de ces e´changes au voisinage de l’interface oxyde/me´tal par simulation nume´rique
directe (figure 4).
Cette e´tude permettra d’avoir une meilleure connaissance des parame`tres susceptibles d’agir
sur les transferts comme par exemple
– la taille et la forme des bulles,
– le flux gazeux,
– le rapport des masses volumiques entre les phases en pre´sence,
– la tension de surface entre les phases,
– la structure de l’e´coulement (bain au repos ou sie`ge de phe´nome`nes de convection naturelle),
et d’orienter un choix de corre´lations pour le code MEDICIS.
Choix d’un mode`le mathe´matique
Pour l’e´tude des e´changes de masse et de chaleur entre les phases oxyde et me´tallique lors du
passage de bulles, on est amene´ a` e´tudier des e´coulements avec les caracte´ristiques suivantes :
– pre´sence de trois phases non miscibles, sans changement de phase,
– ge´ome´trie 3D,
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– forts changements topologiques des interfaces : coalescence de bulles, rupture des interfaces,
– e´coulements incompressibles,
– proprie´te´s physiques diffe´rentes entre chaque phase : tensions de surface, masse volumique,
viscosite´.
Pour la simulation d’e´coulements multiphasiques, il existe deux familles principales :
1. les me´thodes de type reconstruction des interfaces, comme par exemple Volume Of Fluid,
note´es VOF [79, 90] ou Front-Tracking [93, 100, 101],
2. les me´thodes de type suivi implicite des interfaces qui mettent en jeu par exemple des tech-
niques a` base de lignes de niveau [85, 92] (Level-Set) ou d’interfaces diffuses [15, 59].
Kim et Lowengrub [71] proposent une description ge´ne´rale de ces diffe´rentes me´thodes qui sont
souvent utilise´es pour des e´coulements diphasiques. Quelques re´sultats ont e´te´ re´cemment obtenus
pour la simulation d’e´coulements triphasiques, avec diffe´rentes approches comme par exemple les
me´thodes VOF [28], les me´thodes Level-Set [94] et les mode`les a` interfaces diffuses [70].
Nous nous sommes inte´resse´s plus particulie`rement a` la me´thode Level-Set et aux mode`les a`
interfaces diffuses qui pre´sentaient un syste`me d’e´quations facile a` appre´hender nume´riquement
avec l’outil PELICANS1 [88], de´veloppe´ a` l’IRSN et qui sont re´pute´s pertinents pour la simulation
des e´coulements tridimensionnels avec de forts changements topologiques des interfaces (au moins
dans le cas diphasiques).
Nous proposons des bre`ves descriptions de la me´thode Level-Set et des mode`les a` interfaces
diffuses dans le cas diphasique. Puis nous discutons des difficulte´s pose´es par chacune d’elles pour
l’e´criture d’un mode`le a` trois phases.
Me´thode Level-Set
La me´thode Level-Set a e´te´ introduite par Osher et Sethian [86] en 1988. Elle est couramment uti-
lise´e notamment pour le traitement d’images et aussi pour la simulation d’e´coulements diphasiques
[84, 85, 91, 92].
Dans cette me´thode, la position de la frontie`re Ii d’une phase i est de´crite par la fonction
scalaire φi, appele´e fonction Level-Set, de´finie sur tout le domaine d’e´tude Ω, telle que φi(x) est la
distance signe´e (positive si x est dans la phase i, ne´gative sinon) de x a` la surface singulie`re Ii. La
position de cette dernie`re est donc donne´e par la ligne de niveau 0 de φi.
Dans le cas diphasique, la re´partition ge´ome´trique des phases peut alors eˆtre de´crite par une
seule fonction Level-Set φ solution d’une e´quation de transport.
Nume´riquement, l’interface est artificiellement e´paissie notamment pour la repre´sentation de
la force de tension de surface qui est approche´e par une force volumique (approche du type “CSF”,
Continuum Surface Force [18]) et pour les proprie´te´s physiques comme la masse volumique ou la
viscosite´ qui sont re´gularise´es [96].
La proprie´te´ que φ est une distance reste l’une des contraintes fortes pose´e par les me´thodes
Level-Set. Or cette proprie´te´ n’est pas conserve´e par l’e´quation de transport ve´rifie´e par φ. Il
convient donc de re´initialiser re´gulie`rement φ, ce qui constitue une difficulte´ majeure. De plus, le
volume des phases n’est pas conserve´.
Re´cemment la me´thode Level-Set a e´te´ couple´e a` la me´thode des e´le´ments finis dite “e´tendue”
(XFEM) pour repre´senter directement les discontinuite´s de valeurs et de gradients via un enrichis-
sement dynamique des espaces d’approximation, ce qui e´vite les pertes de pre´cision inhe´rentes au
lissage des sauts et des termes interfaciaux [11, 63].
1Plateforme Evolutive de LIbrairies de Composants pour l’Analyse Nume´rique et Statistique
15
introduction
La me´thode Level-Set a e´te´ aussi couple´e avec la me´thode VOF [97]. La fraction volumique
utilise´e en VOF permet de conserver le volume des phases et la fonction Level-Set sert a` de´crire
l’interface.
Mode`les a` interfaces diffuses
Nous nous inte´ressons ici a` une classe de mode`les reposant sur une repre´sentation des interfaces
par des zones d’e´paisseur finie, certes faibles mais supe´rieures aux e´paisseurs re´elles [3]. Chaque
phase est repre´sente´e par une fonction re´gulie`re, volumique, appele´e parame`tre d’ordre ou champ
de phase, qui prend ses valeurs entre 0 et 1. Ces approches ont e´te´ utilise´es pour la simulation
d’e´coulements multiphasiques [5, 15, 24, 68, 73] ou des e´coulements avec changements de phases
[23, 61, 80, 81].
On s’est inte´resse´ plus particulie`rement au mode`le de Cahn-Hilliard qui a e´te´ introduit en 1958
[22], notamment pour l’e´tude de de´compositions spinodales [21].
Dans cette approche, l’e´volution du syste`me est dirige´e par le gradient d’une e´nergie libre totale
qui s’e´crit comme la somme de deux termes : un terme non convexe appele´ potentiel de Cahn-
Hilliard (e´nergie libre de volume) et un terme capillaire de´pendant du gradient du parame`tre
d’ordre. Dans [14, 15, 59, 60, 74], les e´quations de Cahn-Hilliard sont couple´es aux e´quations de
Navier-Stokes afin de de´crire des e´coulements compose´s de phases miscibles ou non miscibles. La
force de tension de surface est repre´sente´e par une force capillaire volumique, non nulle seulement
dans la zone interfaciale. Comme pour la me´thode Level-Set, les parame`tres physiques sont appro-
che´s par des fonctions re´gulie`res en utilisant la de´finition du parame`tre d’ordre. Un des avantages
du mode`le de Cahn-Hilliard est que le volume des phases est conserve´.
Plusieurs ge´ne´ralisations de Cahn-Hilliard ont e´te´ propose´es et e´tudie´es, comme par exemple
le mode`le de Cahn-Hilliard-Gurtin qui prend en compte le travail de microforces internes ainsi que
les de´formations du mate´riau [13, 57, 78], ou le mode`le de Cahn-Hilliard visqueux de´veloppe´ a`
l’origine pour de´crire la se´paration de phase dans des syste`mes compose´s de verre et de polyme`res
[82]. Le contexte de ces travaux (me´canique du solide) sort du cadre de cette e´tude.
Difficulte´s pose´es par l’e´criture d’un mode`le a` trois phases
Pour de´crire un e´coulement triphasique avec la me´thode Level-Set, nous pouvons utiliser trois
fonctions φi qui sont alors lie´es par la contrainte
si x appartient a` la phase i alors

φi(x) > 0
∃j 6= i tel que φi(x) = −φj(x)
∀k 6= i, j, φk(x) ≤ φj(x)
(1)
Si ces trois fonctions e´voluent inde´pendamment l’une de l’autre, les erreurs nume´riques entraˆınent
l’apparition de vide (les trois fonctions sont ne´gatives) ou de recouvrements (deux fonctions sont
positives) notamment au voisinage des points triples. Cette difficulte´, qui a fait l’objet de de´velop-
pements parfois complexes [77, 94, 108], reste un sujet de recherche actif.
Etant donne´es les contraintes (1), il est possible de de´crire des e´coulements multiphasiques avec
moins de fonctions Level-Set que de phases. Par exemple, deux fonctions Level-Set permettent de
de´crire jusqu’a` quatre phases [103], mais les proble`mes nume´riques pre´cite´s ne sont e´limine´s que si
le nombre de phases est pair.
La ge´ne´ralisation du mode`le de Cahn-Hilliard pour des syste`mes a` plusieurs composants a e´te´
re´cemment de´veloppe´e et e´tudie´e par exemple dans [38, 40, 46, 47, 69]. Des me´thodes nume´riques
sont aussi propose´es [9, 12, 27] pour la simulation de transitions de phases a` plusieurs constituants.
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Enfin Kim et al. ont e´tudie´ la ge´ne´ralisation du couplage entre les e´quations de Cahn-Hilliard mul-
tiphasiques et les e´quations de Navier-Stokes ainsi que l’imple´mentation de solveurs nume´riques
efficaces [66, 69, 70]. Pour la ge´ne´ralisation du mode`le de Cahn-Hilliard a` trois phases, la contrainte
que doit ve´rifier les parame`tres d’ordre est plus simple que celle pour les fonctions Level-Set puis-
qu’il suffit que la somme des parame`tres d’ordre vaille 1. La difficulte´ re´side, comme on le verra,
dans le choix d’une e´nergie volumique pertinente.
Notre choix a e´te´ de poursuivre avec le mode`le de Cahn-Hilliard.
Description de l’e´tude
Pour construire un mode`le de Cahn-Hilliard triphasique, on introduit trois parame`tres d’ordre.
Comme on s’inte´resse a` des e´coulements sans changement de phase compose´s de trois phases non
miscibles, on fixe des objectifs physiques que le mode`le doit ve´rifier. Tout d’abord, la somme
des parame`tres d’ordre doit valoir 1 a` tout instant et en tout point du domaine. Ensuite, les
e´quations d’e´volution des parame`tres d’ordre doivent eˆtre formellement identiques afin que les
re´sultats obtenus soient inde´pendants du choix du parame`tre d’ordre repre´sentant chaque phase.
Enfin, lorsqu’une des phases est absente, on veut retrouver le mode`le de Cahn-Hilliard diphasique.
On introduit la notion de consistance alge´brique pour de´crire cette dernie`re contrainte.
L’originalite´ de notre approche re´side dans la forme particulie`re de l’e´nergie que nous proposons,
qui permet d’avoir un mode`le alge´briquement consistant, au sens suivant : d’une part, l’e´nergie
libre triphasique co¨ıncide exactement avec celle du mode`le de Cahn-Hilliard diphasique quand
seulement deux des phases sont pre´sentes ; d’autre part, si une phase est initialement absente alors
elle n’apparaˆıtra pas au cours du temps. Cette proprie´te´ n’est pas satisfaite par certains mode`les
propose´s dans la litte´rature et se traduit par l’apparition artificielle d’une des phases dans l’interface
des deux autres comme cela a e´te´ observe´ par Kim et Lowengrub [70]. De plus, on ve´rifie que notre
mode`le est dynamiquement consistant dans le sens que des erreurs nume´riques pouvant introduire
artificiellement une phase dans l’interface des deux autres tendent vers 0 exponentiellement en
temps. Cette proprie´te´ de stabilite´ est importante pour les calculs nume´riques.
D’autre part, le choix pertinent de l’e´nergie libre que nous conside´rons, nous permet de simuler
les configurations d’e´talement total c’est-a`-dire lorsqu’une des tensions de surface est infe´rieure a`
la somme des deux autres.
Pour de´crire le syste`me en e´coulement, nous nous inspirons des travaux re´alise´s pour les mode`les
diphasiques [3, 15] ou` les e´quations de Cahn-Hilliard sont couple´es a` celles de Navier-Stokes. Ainsi,
un terme de transport est ajoute´ aux e´quations d’e´volution des parame`tres d’ordre ; paralle`lement,
la force de tension de surface est approche´e par une force capillaire volumique qui est ajoute´e
aux e´quations de Navier-Stokes. Le couplage est fait de sorte que la cre´ation d’e´nergie libre par
convection se compense avec la cre´ation d’e´nergie cine´tique par capillarite´.
Ces travaux sont de´crits dans le chapitre I.
Dans un contexte plus ge´ne´ral que celui de phases non miscibles et en conside´rant seulement
les e´quations de Cahn-Hilliard, une analyse the´orique du mode`le de Cahn-Hilliard triphasique est
donne´e dans le deuxie`me chapitre. Nous montrons l’existence globale et l’unicite´ d’une solution
faible en dimension 2 et 3. Les hypothe`ses ne´cessaires pour le potentiel de Cahn-Hilliard F sont
originales puisque les fonctions F conside´re´es pour avoir les proprie´te´s de consistance ne s’e´crivent
pas classiquement comme la somme d’une partie convexe et d’une partie quadratique non-convexe.
De plus, on montre l’existence et l’unicite´ d’une solution forte, en supposant plus de re´gularite´
sur la donne´e initiale et sur la fonction F que pour les solutions faibles. En particulier, cette solution
est continue en espace et en temps.
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Enfin, graˆce a` la re´gularite´ des solutions fortes, on e´tablit un re´sultat de stabilite´ asymptotique
des e´tats d’e´quilibre me´tastable c’est-a`-dire des points de convexite´ de F .
Pour la re´solution nume´rique du mode`le de Cahn-Hilliard/Navier-Stokes, une semi-discre´tisation
temporelle est utilise´e afin de de´coupler les proble`mes de Cahn-Hilliard et de Navier-Stokes dans
un pas de temps et une me´thode des e´le´ments finis est employe´e pour la discre´tisation spatiale.
Les discre´tisations sont choisies de sorte que le proble`me discret ve´rifie des proprie´te´s simi-
laires au proble`me continu : la conservation du volume des phases, l’estimation de l’e´nergie et la
conservation de la somme des parame`tres d’ordre qui doit valoir 1. En effet, la fac¸on de discre´tiser
en temps les termes non line´aires dans les e´quations de Cahn-Hilliard est cruciale pour e´tablir
l’estimation d’e´nergie qui permet en particulier de montrer l’existence de la solution discre`te. De
plus, des contraintes apparaissent sur le choix des e´le´ments d’approximation des inconnues pour
que le mode`le ve´rifie la conservation du volume des phases et de la somme des parame`tres d’ordre.
Notamment, nous prenons le meˆme e´le´ment pour approcher les parame`tres d’ordre et la pression.
Classiquement, les conditions au bord pour les parame`tres d’ordre sont des conditions de Neu-
mann homoge`nes. Pour les applications du chapitre IV ou` un train de bulles est simule´, nous
prenons en compte aussi des conditions au bord mixtes, de Dirichlet et de Neumann. La difficulte´
re´side dans l’e´criture de la formulation variationnelle pour avoir la conservation du volume des
phases.
Comme on a construit et discre´tise´ le mode`le de sorte que la somme des parame`tres d’ordre
soit e´gale a` 1, on re´sout seulement deux e´quations de Cahn-Hilliard, la troisie`me est remplace´e par
c3 = 1− c1 − c2.
La description du sche´ma nume´rique utilise´ et de ses proprie´te´s font l’objet du chapitre III.
Afin de valider le mode`le, diffe´rentes applications nume´riques sont propose´es dans le chapitre IV.
La premie`re e´tude porte sur une configuration diphasique : l’ascension d’une bulle dans un
liquide. Les re´sultats obtenus sont compare´s a` la fois aux re´sultats expe´rimentaux re´pertorie´s par
Clift et al. [26] et nume´riques obtenus par diffe´rentes mode´lisations des interfaces comme par
exemple la me´thode VOF [76] ou la me´thode Level-Set [95].
On s’inte´resse ensuite a` des configurations triphasiques. Le premier exemple est le cas classique
d’une lentille pie´ge´e entre deux phases stratifie´es. Le mode`le donne des re´sultats satisfaisants pour
le calcul des angles de contact et des sauts de pression [87, 89].
La deuxie`me application triphasique est l’e´tude du comportement d’une bulle dans un bain
stratifie´. Nous comparons qualitativement nos re´sultats avec ceux observe´s expe´rimentalement par
Greene et al. [50, 51] en s’inte´ressant en particulier au passage de la bulle, a` l’entraˆınement de la
phase lourde dans la phase le´ge`re et a` l’influence des masses volumiques et des viscosite´s sur la
quantite´ de volume entraˆıne´.
Apre`s avoir e´tudie´ les e´changes de masse, on e´tudie les transferts de chaleur entre deux phases
stratifie´es lors du passage d’une bulle puis d’un train de bulles. On s’inte´resse en particulier au
flux thermique entre les phases liquides. Comme les interfaces sont e´paissies, on approche le flux
par une inte´grale volumique en utilisant la de´finition des parame`tres d’ordre.
Ces e´tudes ont permis de mettre en place les outils pour l’e´tude des e´changes de masse et de
chaleur entre les deux phases du corium lors du passage de bulles (calcul du flux thermique, mise
en place d’un train de bulles). Dans le cas du corium, les e´coulements sont plus complexes que dans
les e´tudes pre´ce´dentes car il y a des e´carts de masses volumiques importants, la viscosite´ dans la
phase lourde est faible et les tensions de surface sont grandes. Des premiers re´sultats sont obtenus
pour le passage d’une bulle a` travers l’interface oxyde/me´tal.
Le mode`le a` interfaces diffuses propose´ donne des re´sultats satisfaisants dans un grand nombre
de situations (en particulier les configurations d’e´talement total qui n’e´taient pas atteignables
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jusqu’a` pre´sent). Avant de poursuivre les e´tudes, il faudrait pousser plus avant l’analyse des sche´mas
afin de re´duire les proble`mes nume´riques qui apparaissent dans les situations extreˆmes de grand
contraste de viscosite´, de masse volumique et de tension de surface.
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Chapitre I
Mode`le de Cahn-Hilliard triphasique
Dans ce chapitre, nous allons construire un mode`le pour de´crire des me´langes a` trois phases non
miscibles, base´ sur le mode`le de Cahn-Hilliard.
Pour e´tablir le mode`le, on introduit trois parame`tres d’ordre et on impose que la somme des
parame`tres d’ordre vaille 1 a` chaque instant et en tout point. On retrouve cette condition dans les
diffe´rents mode`les multiphasiques de la litte´rature [46, 47]. Le mode`le pre´sente´ ici se distingue par
la forme de l’e´nergie libre adopte´e. En effet, graˆce a` un choix pertinent de l’e´nergie libre de volume,
notre mode`le co¨ıncide exactement avec le mode`le de Cahn-Hilliard diphasique (de´crit dans §I.1,
[34, 73]) quand seulement deux phases sont pre´sentes dans le syste`me. Dans ce cas, on dira que
le mode`le est alge´briquement consistant avec les syte`mes binaires. Cette proprie´te´ assure qu’il n’y
aura pas d’apparition artificielle d’une des phases au niveau de l’interface entre les deux autres.
De plus, on montre que le proble`me est bien pose´ et qu’il est dynamiquement consistant avec les
syste`mes diphasiques. Cette proprie´te´ de stabilite´ asymptotique est importante pour les calculs
nume´riques. En effet, elle garantit que des erreurs nume´riques pouvant introduire artificiellement
une phase dans l’interface entre les deux autres, tendent vers ze´ro exponentiellement en temps,
en un certain sens qui sera de´fini. Des exemples nume´riques sont donne´s dans le chapitre afin
d’illustrer ces re´sultats. Pour cela on s’inte´resse a` l’e´tat d’e´quilibre d’une lentille pie´ge´e entre deux
phases stratifie´es [94]. Une e´tude plus de´taille´e de ce proble`me, ainsi que les sche´mas nume´riques
utilise´s sont donne´s dans le paragraphe IV.2 et le chapitre III.
Pour de´crire le syste`me en e´coulement, nous nous inspirons des travaux re´alise´s pour les mode`les
diphasiques [3, 15]. Les e´quations de Cahn-Hilliard sont couple´es avec les e´quations de Navier-
Stokes dans le cas d’un e´coulement incompressible (au sens ou` la vitesse est a` divergence nulle).
Ces e´quations sont de´finies sur tout le domaine (il n’y a pas de conditions de sauts) et les forces
de tensions de surface sont prises en compte a` travers des forces volumiques capillaires [67].
Le premier paragraphe du chapitre est consacre´ a` la description du mode`le de Cahn-Hilliard
diphasique. Certains de´veloppements sont pre´cise´s dans l’annexe A. Dans la seconde partie, la
construction du mode`le de Cahn-Hilliard triphasique est de´crite en donnant seulement une forme
ge´ne´rale de l’e´nergie libre. Sous certaines hypothe`ses de re´gularite´ et de croissance pour l’e´nergie
libre volumique, nous pre´sentons un the´ore`me d’existence globale et d’unicite´ des solutions faibles
(the´ore`me I.2.7 page 29). Les hypothe`ses ne´cessaires pour la preuve du the´ore`me sont plus ge´ne´rales
que celles usuelles dans la litte´rature ce qui le rend applicable pour les diffe´rents mode`les que nous
e´tudierons dans la suite, notamment ceux utilise´s pour la description d’e´talements totaux.
La preuve de ce the´ore`me, ainsi que des re´sultats d’existence de solutions plus re´gulie`res et de
stabilite´ font l’objet du chapitre II.
Dans le troisie`me paragraphe, nous montrons que l’e´nergie de volume doit posse´der une forme
particulie`re pour obtenir un mode`le alge´briquement consistant au sens de la de´finition I.3.8. Des
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exemples de telles e´nergies sont donne´s dans les paragraphes I.3.2 et I.3.4. Une analyse est faite
pour chacun d’eux et nous illustrons ce travail par des exemples nume´riques. De plus, nous prou-
vons que sous certaines hypothe`ses, les mode`les conside´re´s sont dynamiquement consistants avec
les syste`mes diphasiques. Dans la dernie`re partie, nous pre´sentons le mode`le couple´ de Cahn-
Hilliard/Navier-Stokes triphasique qui permet la description d’e´coulements ternaires, incompres-
sibles et anisothermes.
L’essentiel de ce chapitre et du suivant a fait l’objet d’un article a` paraˆıtre dans M2AN [17].
I.1 Mode`le de Cahn-Hilliard diphasique
Pour commencer, nous donnons une bre`ve description du mode`le de Cahn-Hilliard pour deux
constituants non miscibles.
On note Ω un ouvert borne´, connexe de Rd ou` d est la dimension de l’espace, avec une frontie`re
Γ suffisamment re´gulie`re.
Le principe de ce mode`le repose sur le postulat que l’interface entre les deux phases pre´sentes
dans le syste`me est d’e´paisseur, non nulle, ε. La composition du me´lange est de´crite en chaque
point par une fonction continue, appele´e parame`tre d’ordre c qui est typiquement la concentration
d’un des constituants du syste`me. Le parame`tre d’ordre prend la valeur 1 dans une des phases et
0 dans l’autre et varie rapidement mais continuˆment dans l’interface (figure I.1).
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Fig. I.1 – Variation du parame`tre d’ordre entre les deux phases et structure en double puits du
potentiel de Cahn-Hilliard F
De plus, l’e´volution du syste`me est de´crite a` travers la minimisation d’une e´nergie libre. L’ex-
pression de l’e´nergie libre du me´lange qui de´pend de deux parame`tres ε (l’e´paisseur d’interface) et
σ (la tension de surface) s’e´crit
Fdiphσ,ε (c) =
∫
Ω
[
12
ε
F (c) +
3
4
σε|∇c|2
]
dx (I.1)
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avec F (c) = σc2(1 − c)2. Le premier terme, dit e´nergie de volume (“bulk energy”), est positif. La
fonction F , appele´e potentiel de Cahn-Hilliard (ou e´nergie libre volumique), posse`de une structure
classique en double puits, avec deux minima pour c = 0 et c = 1 (figure I.1), correspondant aux
deux phases pures. Cette e´nergie de volume tend a` re´duire la taille des zones interfaciales alors que
le second terme en |∇c|2, appele´ terme capillaire, tend a` l’augmenter.
Le profil d’e´quilibre d’une interface plane infinie peut se calculer explicitement en re´solvant le
proble`me (annexe A) pose´ dans la direction normale a` l’interface par
−3
2
σεc′′0 + 24
σ
ε
c0(1− c0)(1− 2c0) = 0,
lim
+∞
c0 = 1,
lim
−∞
c0 = 0,
c0(0) =
1
2
,
qui a pour solution
c0(x) = 0.5
(
1 + tanh
(
2x
ε
))
.
Ainsi, on peut voir que ε peut eˆtre conside´re´e comme une longueur caracte´ristique de transition
entre les deux e´tats stables c = 0 et c = 1, appele´e interface. De plus, le calcul de l’e´nergie libre
totale donne pour ce profil d’interface (annexe A)∫
R
Fdiphσ,ε (c0) dx = σ.
Le parame`tre σ introduit dans le mode`le, est exactement l’e´nergie que couˆte l’interface par unite´
de surface, c’est-a`-dire la tension de surface. Un avantage important du mode`le de Cahn-Hilliard
est que les deux parame`tres physiques σ et ε peuvent eˆtre impose´s inde´pendamment l’un de l’autre
et de fac¸on explicite dans le mode`le.
Une fois que l’e´nergie libre Fdiphσ,ε est de´finie, on peut de´crire l’e´volution en temps du me´lange,
graˆce aux e´quations de Cahn-Hilliard
∂c
∂t
−∇ · (M0∇µ) = 0,
µ =
δFdiphσ,ε
δc
= −3
2
σε∆c+ 24
σ
ε
c(1− c)(1− 2c).
(I.2)
Cette e´quation est une e´quation de flot de gradient de la fonctionnelle F diphσ,ε par rapport a` c, sous
la contrainte de conservation de la masse totale, pour le produit scalaire (·, ·)−1 (annexe A, [75]),
de´fini sur L2m(Ω) =
{
ϕ ∈ L2(Ω) | ∫Ω ϕdx = 0} par
(f, v)−1 =
∫
Ω
∇ϕf · ∇ϕv dx, ∀f, v ∈ L2m(Ω)
ou` ϕf est la solution dans L
2
m(Ω) ∩H2(Ω) de
−∆ϕf = f sur Ω, avec f ∈ L2m(Ω),
∂ϕf
∂n
= 0 sur Γ.
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La de´rive´e fonctionnelle de l’e´nergie par rapport au parame`tre d’ordre, note´e µ, est appele´ potentiel
chimique du me´lange et le coefficient M0 (qui peut de´pendre de c) est un coefficient de diffusion
appele´ mobilite´.
Les conditions au bord sont des conditions de Neumann homoge`nes pour toutes les inconnues
∇c · n = M0∇µ · n = 0. (I.3)
La condition sur le potentiel chimique assure qu’il n’y a pas de diffusion vers l’exte´rieur du domaine,
celle sur le parame`tre d’ordre impose que l’interface soit orthogonale au bord. Il est possible de
conside´rer d’autres angles de contact avec la frontie`re du domaine, en appliquant des conditions
de Neumann non line´aires et non homoge`nes pour c [60].
Remarque I.1.1
Notons que c e´tant la concentration d’une des deux phases du me´lange, elle doit ve´rifier
0 ≤ c ≤ 1. Mais cette proprie´te´ n’est pas vraie en ge´ne´ral pour les solutions de (I.2)-(I.3).
C’est un inconve´nient de ce type d’approche qui sera rencontre´ aussi pour les syste`mes
ternaires dans la suite. Pour assurer que les valeurs du parame`tre d’ordre restent entre 0
et 1, il suffit de prendre une mobilite´ de´ge´ne´re´e (M0(c) = c
2(1 − c)2) ou un potentiel de
Cahn-Hilliard non re´gulier (par exemple sous forme logarithmique avec des singularite´s en
0 et en 1). Dans ces cas, l’analyse est plus complique´e [9, 14] et en particulier, on perd de
la re´gularite´ sur la solution et l’unicite´ de celle-ci. Nous nous inte´resserons dans la suite,
pour mener l’analyse, a` des mobilite´s non-de´ge´ne´re´es et des potentiels de Cahn-Hilliard
re´guliers.
I.2 Mode`le de Cahn-Hilliard pour un me´lange a` trois constituants
Le but de cette partie est de proposer une ge´ne´ralisation du mode`le a` interface diffuse pre´sente´
pre´ce´demment dans le cas d’un syste`me constitue´ de trois phases non miscibles. Comme pour le cas
du mode`le diphasique, les parame`tres physiques sont les tensions de surface σ12, σ13 et σ23 entre
deux des trois constituants, suppose´es constantes et l’e´paisseur d’interface ε > 0, qui est supose´e
la meˆme pour toutes les interfaces. Cette hypothe`se n’est pas restrictive puisque en pratique dans
les calculs nume´riques, le parame`tre ε est choisi pour que l’interface contienne au moins 2 a` 3
mailles. Le point cle´ est qu’une modification de l’e´paisseur d’interface peut eˆtre faite sans changer
les tensions de surface dans le mode`le.
I.2.1 Etablissement du mode`le
Tout d’abord, nous de´crivons un syste`me ternaire en utilisant trois parame`tres d’ordre c1, c2 et
c3, chacun e´tant la concentration d’un des composants du syste`me. Les trois inconnues sont alors
lie´es par la relation
c1 + c2 + c3 = 1. (I.4)
Ainsi, les e´tats admissibles appartiendront a` l’hyperplan
S =
{
(c1, c2, c3) ∈ R3, c1 + c2 + c3 = 1
}
. (I.5)
Pour simplifier les notations, on e´crit c = (c1, c2, c3), µ = (µ1, µ2, µ3) et on de´finit l’espace H
1
S(Ω)
par
H
1
S(Ω) =
{
c ∈ (H1(Ω))3 | c(x) ∈ S pour presque tout x ∈ Ω} .
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Il faut ensuite de´finir l’e´nergie de Cahn-Hilliard pour un tel syste`me. D’apre`s le cas diphasique,
il est naturel de chercher une e´nergie qui s’e´crit comme la somme d’une e´nergie de volume avec
un potentiel de Cahn-Hilliard F (c1, c2, c3) non-convexe posse´dant une structure en ”triple puits”
et des termes capillaires |∇ci|2. Sans perte de ge´ne´ralite´, l’e´nergie libre est de´finie comme suit
F triphΣ,ε (c1, c2, c3) =
∫
Ω
[
12
ε
F (c1, c2, c3) +
3
8
εΣ1|∇c1|2 + 3
8
εΣ2|∇c2|2 + 3
8
εΣ3|∇c3|2
]
dx, (I.6)
ou` Σ = (Σ1,Σ2,Σ3) est un parame`tre du mode`le. Les coefficients (Σi)i, appele´s dans la suite
coefficients de capillarite´, sont constants et peuvent eˆtre ne´gatifs mais non nuls. A noter que les
coefficients 12 et
3
8
sont naturels par rapport a` l’expression de l’e´nergie libre dans le cas diphasique
(I.1). Dans cette de´finition, il reste a` de´terminer la fonction F et le parame`tre Σ. Ce travail sera
fait dans la section I.3 en demandant que le mode`le triphasique soit consistant avec le mode`le (I.2)
lorsque seulement deux constituants sont pre´sents dans le syste`me. Nous pre´sentons, maintenant,
l’e´tablissement des e´quations d’e´volution des parame`tres d’ordre.
L’e´volution en temps de c est donne´e par le flot de gradient de F triphΣ,ε pour le produit scalaire
(·, ·)−1 de´finit sur L2m(Ω) (conservation de la masse totale) sous la contrainte (I.4) qui doit eˆtre
vraie dans tout le domaine et a` chaque instant. Pour respecter cette contrainte, nous introduisons
un multiplicateur de Lagrange β (voir e´galement [46]). Le syste`me des e´quations d’e´volution s’e´crit
alors pour i = 1, 2, 3 
∂ci
∂t
= ∇ · (Mi∇µi) ,
µi =
δF triphΣ,ε
δci
+ β = −3
4
εΣi∆ci +
12
ε
∂iF (c) + β.
(I.7)
Pour e´liminer β, on s’inte´resse a` l’e´quation ve´rifie´e par l’inconnue S = c1 + c2 + c3
∂S
∂t
= ∇ ·
(
3∑
i=1
Mi∇µi
)
. (I.8)
Pour que la contrainte (I.4) soit satisfaite partout, nous voulons que S ≡ 1 soit solution de l’e´qua-
tion (I.8). Ceci n’est possible que sous la condition
M1Σ1 = M2Σ2 = M3Σ3
def
= M0.
La somme S ve´rifie alors
∂S
∂t
= ∇ ·
(
M0∇
(
−3
4
ε∆S + β
(
1
Σ1
+
1
Σ2
+
1
Σ3
)
+
12
εΣ1
∂1F (c) +
12
εΣ2
∂2F (c) +
12
εΣ3
∂3F (c)
))
.
(I.9)
On voit que S ≡ 1 est solution de (I.9) si et seulement si le multiplicateur de Lagrange est de´fini
par
β = −
3∑
i=1
4ΣT
εΣi
∂iF (c),
ou` ΣT est donne´ par
3
ΣT
=
1
Σ1
+
1
Σ2
+
1
Σ3
.
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Remarque I.2.2
ΣT est bien de´fini si et seulement si Σ1Σ2 + Σ1Σ3 + Σ2Σ3 6= 0. On suppose dore´navant
que cette condition est ve´rifie´e (voir e´galement §I.2.2).
En utilisant l’expression de β, le syste`me ternaire (I.7) s’e´crit finalement pour i = 1, 2, 3
∂ci
∂t
= ∇ ·
(
M0
Σi
∇µi
)
,
µi =
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c)− ∂jF (c))
)
− 3
4
εΣi∆ci.
(I.10)
Le syste`me (I.10) ainsi construit, assure que si la donne´e initiale est admissible, c’est-a`-dire
c(0) ∈ S, alors c(t) ∈ S pour tout t > 0. On peut donc e´liminer a posteriori une des trois inconnues
c1, c2 ou c3, qui pourra eˆtre calcule´e par l’e´quation 1 = c1 + c2 + c3. De la meˆme manie`re, les trois
potentiels chimiques (µ1, µ2, µ3) sont lie´s par la relation
3∑
i=1
µi
Σi
= 0. (I.11)
Nume´riquement, seulement deux e´quations de Cahn-Hilliard sont re´solues, la troisie`me inconnue
e´tant donne´e par (I.4). Cependant, pour l’e´tude the´orique du mode`le, il est ne´cessaire de travailler
avec le syste`me complet (I.10). Notons que l’e´limination d’une des inconnues a posteriori n’a aucune
influence sur la solution obtenue. Ce n’est pas le cas, par exemple, pour les mode`les de´veloppe´s
par Kim et Lowengrub [66, 70] ou` l’e´limination d’un des parame`tres d’ordre est faite au de´but
de la mode´lisation (§I.3.2). Nous comparons les deux mode`les sur un exemple nume´rique dans le
paragraphe I.3.3.
Enfin, comme dans le cas diphasique, les inconnues (ci, µi) ve´rifient des conditions de Neumann
homoge`nes sur le bord Γ
∇ci · n = M0∇µi · n = 0 avec i = 1, 2, 3, (I.12)
ce qui assure que le volume de chaque phase est conserve´ au cours du temps
d
dt
∫
Ω
ci dx =
∫
Ω
∂ci
∂t
dx =
∫
Ω
∇ ·
(
M0
Σi
∇µi
)
dx =
∫
Γ
M0
Σi
∇µi · nds = 0.
I.2.2 Coercivite´ des termes capillaires
Pour que le syste`me soit bien pose´, on voit qu’il faut, au minimum, que l’e´nergie libre (I.6) soit
minore´e. On s’inte´resse ici aux termes capillaires
3
4
εΣi|∇ci|2. La contribution de l’e´nergie de volume
sera traite´e dans le paragraphe I.3 ou` la construction de la fonction F est de´crite.
La contribution des termes capillaires dans l’e´nergie doit eˆtre positive. En effet, la cre´ation
d’interface doit couˆter de l’e´nergie au syte`me, sinon il va e´voluer en ajoutant des interfaces. Si
tous les coefficients Σi sont positifs, la somme des termes capillaires est positive. Par contre, si un
des coefficients Σi est ne´gatif, il est ne´cessaire d’avoir une hypothe`se supple´mentaire sur Σ. C’est
l’objet de la proposition suivante.
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Proposition I.2.3
Soit Σ = (Σ1,Σ2,Σ3) ∈ R3. Il existe Σ > 0 tel que pour tout n ≥ 1
∀(ξ1, ξ2, ξ3) ∈ (Rn)3 , ve´rifiant ξ1 + ξ2 + ξ3 = 0
Σ1|ξ1|2 + Σ2|ξ2|2+Σ3|ξ3|2 ≥ Σ
(
|ξ1|2 + |ξ2|2 + |ξ3|2
)
,
(I.13)
si et seulement si les deux conditions suivantes sont satisfaites
Σ1Σ2 + Σ1Σ3 + Σ2Σ3 > 0, (I.14)
Σi + Σj > 0, ∀i 6= j. (I.15)
Preuve.
D’apre`s (I.13), comme les triplets (ξ1, ξ2, ξ3) satisfont
3∑
i=1
ξi = 0, on peut se restreindre au cas
n = 2. Sans perte de ge´ne´ralite´s, on peut aussi supposer que ξ1 =
(
x
0
)
et ξ2 =
(
y
z
)
. Ainsi la
proprie´te´ (I.13) est ve´rifie´e si et seulement si la forme quadratique suivante
Q(x, y, z) = Σ1x
2 + Σ2(y
2 + z2) + Σ3
(
(x+ y)2 + z2
)
,
est de´finie positive. On introduit la matrice Q associe´e a` la forme quadratique Q de´finie par
Q =
Σ1 + Σ3 Σ3 0Σ3 Σ2 + Σ3 0
0 0 Σ2 + Σ3
 .
En utilisant le calcul des de´terminants des mineurs principaux de Q, il vient que la matrice est
de´finie positive si et seulement si
Σ1 + Σ3 > 0,
(Σ1 + Σ3)(Σ2 + Σ3)− Σ23 = Σ1Σ2 + Σ1Σ3 + Σ2Σ3 > 0,
Σ2 + Σ3 > 0.
Pour finir la de´monstration, on note que
Σ1 + Σ2 =
Σ21 + (Σ1Σ2 + Σ1Σ3 + Σ2Σ3)
Σ1 + Σ3
.
En utilisant la proposition I.2.3 et en remarquant que
3∑
i=1
∇ci = 0 pour tout c ∈ H1S(Ω), on
de´duit que la somme des termes capillaires dans l’e´nergie libre est positive∫
Ω
[
3
8
εΣ1|∇c1|2 + 3
8
εΣ2|∇c2|2 + 3
8
εΣ3|∇c3|2
]
dx > 0
si et seulement si les coefficients Σi satisfont les conditions (I.14) et (I.15).
On donne maintenant un corollaire de la proposition pre´ce´dente qui sera utilise´ dans la suite.
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Corollaire I.2.4
Soit Σ = (Σ1,Σ2,Σ3) ∈ R3 tel que (I.14) et (I.15) sont ve´rifie´es. Il existe Σ ≥ 0 tel que
pour tout n ≥ 1 et tout (ξ1, ξ2, ξ3) ∈ (Rn)3, on a
Σ1|ξ1|2 + Σ2|ξ2|2 + Σ3|ξ3|2 ≥ −Σ|ξ1 + ξ2 + ξ3|2.
Preuve.
Introduisons
ξm =
1
3
(ξ1 + ξ2 + ξ3),
et posons ξi = ξi − ξm. Comme la somme des ξi est nulle, on peut appliquer la proposition I.2.3
Σ1
∣∣ξ1∣∣2 + Σ2∣∣ξ2∣∣2 + Σ3∣∣ξ3∣∣2 ≥ Σ(∣∣ξ1∣∣2 + ∣∣ξ2∣∣2 + ∣∣ξ3∣∣2). (I.16)
Il vient
Σ1|ξ1|2 + Σ2|ξ2|2 + Σ3|ξ3|2 = Σ1
∣∣ξ1 + ξm∣∣2 + Σ2∣∣ξ2 + ξm∣∣2 + Σ3∣∣ξ3 + ξm∣∣2
= Σ1
∣∣ξ1∣∣2 + Σ2∣∣ξ2∣∣2 + Σ3∣∣ξ3∣∣2 + 2 (ξm,Σ1ξ1 + Σ2ξ2 + Σ3ξ3)+ (Σ1 + Σ2 + Σ3)|ξm|2.
D’apre`s l’ine´galite´ de Young, il existe K telle que∣∣2 (ξm,Σ1ξ1 + Σ2ξ2 + Σ3ξ3)∣∣ ≤ Σ(∣∣ξ1∣∣2 + ∣∣ξ2∣∣2 + ∣∣ξ3∣∣2) +K|ξm|2,
et en utilisant l’ine´galite´ (I.16), il vient
Σ1|ξ1|2 + Σ2|ξ2|2 + Σ3|ξ3|2 ≥ (Σ1 + Σ2 + Σ2 −K)|ξm|2 ≥ −Σ|ξ1 + ξ2 + ξ3|2.
I.2.3 Existence et unicite´ des solutions faibles
Avant de construire le potentiel de Cahn-Hilliard pour assurer un bon comportement du mode`le,
on cherche a` montrer l’existence des solutions faibles au proble`me (I.10) ce qui nous renseignera
sur les proprie´te´s que doit ve´rifier F . En effet, on a besoin des hypothe`ses suivantes pour avoir un
proble`me bien pose´ :
– minoration de F : on suppose que F est de classe C2 et ve´rifie
F (c) ≥ 0, ∀c ∈ S; (I.17)
– croissance polynoˆmiale : il existe B1, B2 > 0 telles que
|F (c)| ≤ B1|c|p +B2, ∀c ∈ S, (I.18)
|DF (c)| ≤ B1|c|p−1 +B2, ∀c ∈ S, (I.19)∣∣D2F (c)∣∣ ≤ B1|c|p−2 +B2, ∀c ∈ S, (I.20)
ou` p = 6 si d = 3, et 2 ≤ p < +∞ si d = 2 ;
– minoration de la matrice hessienne de F : il existe D1 ≥ 0 telle que(
D2F (c)ξ, ξ
) ≥ −D1 (1 + |c|q) |ξ|2, ∀c ∈ S, ∀ξ ∈ R3, (I.21)
ou` 0 ≤ q < 4 si d = 3 et 0 ≤ q < +∞ si d = 2.
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Remarque I.2.5
On peut remplacer (I.17) par l’hypothe`se que F est minore´e sur S puisque l’ajout d’une
constante a` F ne change pas les e´quations (I.10).
Remarque I.2.6
Les hypothe`ses (I.17)-(I.20) sont classiques dans l’e´tude des e´quations de Cahn-Hilliard
[15, 34, 36]. Par contre, l’hypothe`se (I.21) sur la minoration de la matrice hessienne de
F est plus originale puisque classiquement le potentiel de Cahn-Hilliard F s’e´crit comme
la somme d’une partie convexe et d’une partie quadratique non-convexe [14, 99] pour
lequel l’hypothe`se (I.21) est satisfaite avec q = 0. Dans la section I.3.4, nous montrerons
pourquoi il est important de conside´rer des e´nergies plus ge´ne´rales ce qui ne´cessitera des
valeurs plus grandes de q. Plus pre´cise´ment, l’hypothe`se (I.21) n’est pas ne´cessaire pour
prouver l’existence des solutions au proble`me (I.10) mais nous en avons besoin pour e´tablir
des proprie´te´s de re´gularite´ qui impliquent l’unicite´ des solutions.
Enfin, on suppose que la mobilite´ M0 est de classe C1 et qu’il existe M1,M2,M3 > 0 tel que
M1 ≤M0(c) ≤M2, ∀c ∈ S, (I.22)
|DM0(c)| ≤M3, ∀c ∈ S. (I.23)
Si d = 3, la mobilite´ est suppose´e constante
M0(c) = M, ∀c ∈ S. (I.24)
The´ore`me I.2.7 (Existence et unicite´ des solutions faibles)
Soit Ω un domaine re´gulier borne´ dans Rd, avec d = 2 ou 3. On suppose que les conditions
(I.14), (I.15) et les hypothe`ses (I.17)-(I.21) sur F et (I.22)-(I.24) sur M0 sont ve´rifie´es.
Quel que soit c0 ∈ H1S(Ω), il existe une unique solution faible (c,µ) de (I.10) sur [0,+∞[
ve´rifiant les conditions au bord (I.12) et dont c0 est la donne´e initiale telle que
c ∈ L∞(0,+∞; H1S(Ω)) ∩ L2loc(0,+∞; (H3(Ω))3) ∩ C0([0,+∞[; H1S(Ω)),
µ ∈ L2(0,+∞; (H1(Ω))3).
En dimension 3, les hypothe`ses (I.22)-(I.23) suffisent pour montrer l’existence de la solution
mais on a besoin de (I.24) pour prouver l’unicite´. Dans le chapitre II, nous montrons l’existence
de solutions ayant plus de re´gularite´ ce qui permet de prouver l’unicite´ avec une mobilite´ variable,
non de´ge´ne´re´e.
La de´monstration du the´ore`me, ainsi que d’autres re´sultats de re´gularite´ sur les solutions seront
donne´s dans le chapitre II. Avant cela, continuons d’explorer la construction du mode`le (expression
de F et de Σ).
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I.3 Mode`le triphasique alge´briquement et dynamiquement consis-
tant
Le but ici est de construire un mode`le pour trois composants non-miscibles qui co¨ıncide exactement
avec le mode`le diphasique de´crit dans le paragraphe I.1 dans le cas ou` seulement deux phases sont
pre´sentes. On dira dans ce cas que le mode`le est alge´briquement consistant. Cette proprie´te´ n’est
pas toujours ve´rifie´e dans les mode`les de la litte´rature [69, 47]. Des exemples nume´riques seront
donne´s afin d’illustrer l’importance de cette proprie´te´ de consistance.
I.3.1 Mode`le alge´briquement consistant
Nous listons tout d’abord les proprie´te´s naturelles que l’e´nergie libre F triphΣ,ε de´finie par (I.6) et le
syste`me de Cahn-Hilliard triphasique (I.10) doivent satisfaire pour eˆtre physiquement cohe´rents.
On conside`re un syste`me compose´ de trois phases et σ12, σ13 et σ23 sont les tensions de surface
entre chaque couple de phases. On note Sdiphσij le syste`me diphasique sous-jacent lorsque seulement
deux phases i et j sont pre´sentes.
De´finition I.3.8
On dit que le mode`le de´fini par (I.6) et (I.10) est alge´briquement consistant avec les
syste`mes diphasiques Sdiphσij si les proprie´te´s suivantes sont ve´rifie´es :
(P1) Quand la phase i n’est pas pre´sente, c’est-a`-dire ci = 0, l’e´nergie libre totale
F triphΣ,ε (c1, c2, c3) du syste`me doit eˆtre exactement e´gale a` l’e´nergie libre totale du syste`me
diphasique contenant les deux autres phases, i.e.
F triphΣ,ε (c, 1− c, 0) = Fdiphσ12,ε(c), ∀c ∈ H1(Ω),
F triphΣ,ε (c, 0, 1− c) = Fdiphσ13,ε(c), ∀c ∈ H1(Ω),
F triphΣ,ε (0, c, 1− c) = Fdiphσ23,ε(c), ∀c ∈ H1(Ω).
(P2) Quand la phase i n’est pas pre´sente dans le me´lange a` l’instant initial, la phase i
ne doit pas apparaˆıtre durant l’e´volution en temps du syste`me, pour tout i ∈ {1, 2, 3},
ci(0) = 0 =⇒ ci(t) = 0, ∀t ≥ 0.
Tous les parame`tres ε,M0, σ12, σ13 et σ23 e´tant fixe´s, le mode`le est comple`tement de´termine´ par
l’expression du potentiel F et des coefficients Σ = (Σi)i dans (I.6). En supposant que la fonction F
est re´gulie`re, on peut maintenant donner une caracte´risation comple`te des mode`les alge´briquement
consistants au sens de la de´finition pre´ce´dente.
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The´ore`me I.3.9 (Consistance alge´brique)
Soient σ12, σ13, σ23 trois re´els positifs. Le mode`le de´fini par (I.6) et (I.10) est alge´bri-
quement consistant avec les syste`mes diphasiques Sdiphσij sous-jacents si et seulement si
Σi = σij + σik − σjk, ∀i ∈ {1, 2, 3}, (I.25)
et s’il existe deux fonctions re´gulie`res G et H telles que
F (c) = σ12c
2
1c
2
2 + σ13c
2
1c
2
3 + σ23c
2
2c
2
3 + c1c2c3(Σ1c1 + Σ2c2 + Σ3c3)
+ c21c
2
2c
2
3G(c) + (c1 + c2 + c3 − 1)H(c), ∀c ∈ R3.
(I.26)
Remarque I.3.10
Le coefficient Si = −Σi de´fini par (I.25), est appele´ parame`tre d’e´talement de la phase i
aux interfaces avec les phases j et k [89]. Si Si est positif (i.e. Σi < 0), l’e´talement est
total et si Si est ne´gatif, il est partiel.
Preuve.
1/ La proprie´te´ (P1) utilise´e par exemple quand c1 = 0 implique
F triphΣ,ε (0, c, 1− c) = Fdiphσ23,ε(c), ∀c ∈ H1(Ω),
ce qui entraˆıne, en utilisant (I.1) et (I.6),∫
Ω
[
12
ε
F (0, c, 1− c) + 3
8
ε(Σ2 + Σ3)|∇c|2
]
dx =
∫
Ω
[
12
σ23
ε
c2(1− c)2 + 3
4
σ23ε|∇c|2
]
dx.
Comme cette e´galite´ est vraie pour tout c ∈ H1(Ω), on peut identifier les coefficients des termes
capillaires et des deux termes de l’e´nergie de volume. Ceci entraˆıne que
Σ2 + Σ3
2
= σ23, et F (0, c, 1− c) = σ23c2(1− c)2, ∀c ∈ R.
Ainsi, en e´changeant le roˆle des parame`tres d’ordre, on obtient
Σ1 + Σ2
2
= σ12,
Σ1 + Σ3
2
= σ13,
Σ2 + Σ3
2
= σ23, (I.27)
et 
F (c, 1− c, 0) = σ12c2(1− c)2,
F (c, 0, 1− c) = σ13c2(1− c)2,
F (0, c, 1− c) = σ23c2(1− c)2.
(I.28)
Puis, on ve´rifie que (I.27) est e´quivalent a` (I.25).
Maintenant cherchons F ve´rifiant (I.28) sous la forme
F (c) = σ12c
2
1c
2
2 + σ13c
2
1c
2
3 + σ23c
2
2c
2
3 + J(c), (I.29)
ou` J est une fonction re´gulie`re. De (I.28), on de´duit que la proprie´te´ (P1) est satisfaite si et
seulement si J ve´rifie
J(c, 1− c, 0) = J(c, 0, 1− c) = J(0, c, 1− c) = 0, ∀c ∈ R. (I.30)
31
Chapitre I. Mode`le de Cahn-Hilliard triphasique
On utilise ensuite le lemme suivant dont la preuve est donne´e dans l’annexe B.
Lemme I.3.11
Soit f : R3 7→ R une fonction re´gulie`re. Les deux proprie´te´s suivantes sont e´quivalentes :
1. f(c, 1− c, 0) = f(c, 0, 1− c) = f(0, c, 1− c) = 0, pour tout c ∈ R.
2. Il existe deux fonctions re´gulie`res g et h telles que
f(c1, c2, c3) = c1c2c3 g(c1, c2, c3) + (c1 + c2 + c3 − 1)h(c1, c2, c3).
Du lemme I.3.11 et de l’e´quation (I.30), on de´duit qu’il existe des fonctions re´gulie`res Q et H1
telles que
J(c) = c1c2c3Q(c) + (c1 + c2 + c3 − 1)H1(c), ∀c ∈ R3. (I.31)
2/ La proprie´te´ (P2) dit que des triplets particuliers de la forme (c, 1 − c, 0), (c, 0, 1 − c) et
(0, c, 1− c) doivent eˆtre solutions du syste`me triphasique (I.10) ce qui implique que(
1
Σj
(∂iF − ∂jF ) + 1
Σk
(∂iF − ∂kF )
)∣∣ci=0,ck=1−cj = 0, ∀{i, j, k} = {1, 2, 3}, ∀cj ∈ R. (I.32)
En utilisant (I.29), on trouve que les relations (I.32) sont e´quivalentes aux conditions suivantes sur
la fonction J
(
1
Σ2
(∂1J − ∂2J) + 1
Σ3
(∂1J − ∂3J)
)
(0, c, 1− c) = 2σ23c(1− c)
(
1
Σ2
(1− c) + 1
Σ3
c
)
,(
1
Σ1
(∂2J − ∂1J) + 1
Σ3
(∂2J − ∂3J)
)
(c, 0, 1− c) = 2σ13c(1− c)
(
1
Σ1
(1− c) + 1
Σ3
c
)
,(
1
Σ1
(∂3J − ∂1J) + 1
Σ2
(∂3J − ∂2J)
)
(c, 1− c, 0) = 2σ12c(1− c)
(
1
Σ1
(1− c) + 1
Σ2
c
)
.
(I.33)
De (I.31), il vient
(
1
Σ2
(∂1J − ∂2J) + 1
Σ3
(∂1J − ∂3J)
)
(0, c, 1− c) =
(
1
Σ2
+
1
Σ3
)
c(1− c)Q(0, c, 1− c),(
1
Σ1
(∂2J − ∂1J) + 1
Σ3
(∂2J − ∂3J)
)
(c, 0, 1− c) =
(
1
Σ1
+
1
Σ3
)
c(1− c)Q(c, 0, 1− c),(
1
Σ1
(∂3J − ∂1J) + 1
Σ2
(∂3J − ∂2J)
)
(c, 1− c, 0) =
(
1
Σ1
+
1
Σ2
)
c(1− c)Q(c, 1− c, 0).
(I.34)
En comparant (I.33) et (I.34), il suit que Q doit satisfaire
Q(0, c, 1− c) = Σ2c+ Σ3(1− c), ∀c ∈ R,
Q(c, 1− c, 0) = Σ1c+ Σ2(1− c), ∀c ∈ R,
Q(c, 0, 1− c) = Σ1c+ Σ3(1− c), ∀c ∈ R.
(I.35)
Cherchons maintenant Q sous la forme
Q(c) = Σ1c1 + Σ2c2 + Σ3c3 +R(c), ∀c ∈ R3. (I.36)
Les proprie´te´s (I.35) sont e´quivalentes a`
R(c, 1− c, 0) = R(c, 0, 1− c) = R(0, c, 1− c) = 0, ∀c ∈ R,
et donc le lemme I.3.11 implique que R s’e´crit
R(c) = c1c2c3G(c) + (c1 + c2 + c3 − 1)H2(c), ∀c ∈ R3. (I.37)
En utilisant (I.29), (I.31), (I.36) et (I.37), on conclut que F ve´rifie (I.26).
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Les e´quations (I.10) n’ont de sens que si la condition (I.4) sur la somme des parame`tres d’ordre
est satisfaite, c’est-a`-dire sur l’hyperplan S. Dans ce cas, le terme contenant la fonction H dans
(I.26) ne joue pas de roˆle dans le syste`me d’e´quations final. Nous supposerons donc que H = 0
dans la suite.
Remarque I.3.12 (Commentaires)
1. On remarque qu’il n’y a pas de termes croise´s dans la de´finition de l’e´nergie libre. En
effet, si on ajoute des termes de la forme ∇ci · ∇cj, leurs coefficients dans l’e´nergie
libre doivent eˆtre e´gaux pour assurer la proprie´te´ de consistance alge´brique. L’ajout
des termes croise´s dans l’e´nergie libre revient alors a` ajouter un terme de la forme
|∇(c1 + c2 + c3)|2 qui n’intervient pas puisque la somme des parame`tres d’ordre vaut
1.
2. Nous supposons pour construire le mode`le que les tensions de surface sont
constantes. La ge´ne´ralisation a` un mode`le triphasique avec des tensions de surface
variables (prise en compte des effets de Marangoni par exemple) n’est probablement
pas directe. Cependant, cette hypothe`se n’est pas restrictive pour nos applications.
3. La description donne´e dans le paragraphe I.2.1 se ge´ne´ralise a` des syste`mes de plus
de trois composants [9, 40, 47] et peut eˆtre utilise´ par exemple pour l’e´tude des
syste`mes avec changement de phase. Cependant, pour des phases non miscibles,
l’utilisation de l’approche ge´ne´rale ne suffit pas (proprie´te´s de consistance non ve´ri-
fie´es). En effet, l’analyse propose´e pour avoir un mode`le consistant semble difficile
a` utiliser directement : par exemple pour 4 phases, il y a 6 tensions de surface
diffe´rentes et seulement 4 coefficients Σi.
I.3.2 Premiers exemples pour le potentiel de Cahn-Hilliard
Dans diffe´rents travaux de la litte´rature [47, 69, 70], le potentiel de Cahn-Hilliard F , dans le cadre
triphasique, est de´fini par
F (c) = F˜0(c)
def
= σ12c
2
1c
2
2 + σ13c
2
1c
2
3 + σ23c
2
2c
2
3. (I.38)
Le mode`le de´crit par Kim et al. [69, 70] est base´ sur une approche diffe´rente de la noˆtre. En
effet, l’e´limination d’un des parame`tres d’ordre (par exemple c3 = 1 − c1 − c2) est faite avant
l’e´tablissement des e´quations. En supposant que toutes les tensions de surface valent 1 et que la
mobilite´ est constante e´gale a` 1, le syste`me propose´ dans [69] s’e´crit

∂c1
∂t
= ∆µ1,
µ1 =
∂F
∂c1
(c1, c2)− ε2∆c1 − ε
2
2
∆c2,
∂c2
∂t
= ∆µ2,
µ2 =
∂F
∂c2
(c1, c2)− ε2∆c2 − ε
2
2
∆c1,
(I.39)
ou` F (c1, c2) = F˜0(c)(c1, c2, 1− c1 − c2) = 1
4
(
c21c
2
2 + c
2
2(1− c1 − c2)2 + (1− c1 − c2)2c21
)
.
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On remarque dans ce mode`le que si c3 = 0, le syste`me ne satisfait pas c1 + c2 = 1. En effet,
l’e´quation ve´rifie´e par c1 + c2 est la suivante
∂
∂t
(c1 + c2) = ∆
(
∂F
∂c1
(c1, c2) +
∂F
∂c2
(c1, c2)− 3ε
2
2
∆(c1 + c2)
)
et 1 n’est pas solution puisque la somme des termes non-line´aires
∂F
∂c1
(c1, c2) +
∂F
∂c2
(c1, c2) n’est
pas constante a` l’interface entre les phases 1 et 2.
D’apre`s le the´ore`me I.3.9, le potentiel F˜0 ne permet pas d’avoir un mode`le alge´briquement
consistant avec les syste`mes diphasiques Sdiphσij sous-jacents. Ces mode`les ne sont pas adapte´s pour
la description de me´langes a` trois constituants non-miscibles (des exemples nume´riques sont donne´s
dans le paragraphe suivant).
D’apre`s le the´ore`me I.3.9, la forme la plus simple admissible pour avoir un mode`le consistant
est le polynoˆme suivant
F0(c)
def
= σ12c
2
1c
2
2 + σ13c
2
1c
2
3 + σ23c
2
2c
2
3 + c1c2c3(Σ1c1 + Σ2c2 + Σ3c3)
=
Σ1
2
c21(c2 + c3)
2 +
Σ2
2
c22(c1 + c3)
2 +
Σ3
2
c23(c1 + c2)
2,
(I.40)
les coefficients (Σi)i e´tant de´finis par (I.25). En se limitant aux valeurs de c appartenant a` l’hy-
perplan S, la fonction F0 peut s’e´crire aussi sous la forme
F0(c) =
Σ1
2
c21(1− c1)2 +
Σ2
2
c22(1− c2)2 +
Σ3
2
c23(1− c3)2, ∀c ∈ S. (I.41)
Cette fonction de´pend seulement et explicitement des parame`tres physiques σ12, σ13 et σ23. Ceci est
un avantage pour cette approche, compare´e a` d’autres mode`les de la litte´rature ou` une calibration
est ne´cessaire pour de´terminer les parame`tres du mode`le (e.g. [47]).
I.3.3 Mode`le consistant et non-consistant
Nous comparons ici les mode`les obtenus pour les potentiels F˜0 et F0, de´finis par (I.38) et (I.40),
en s’inte´ressant tout d’abord a` leur graphe puis aux re´sultats obtenus nume´riquement lors de la
simulation de l’e´talement d’une bulle entre deux phases stratifie´es.
On visualise tout d’abord les isovaleurs de la fonction F en coordonne´es barycentriques afin
d’observer les diffe´rences entre les potentiels F0 et F˜0. Plus pre´cise´ment, on repre´sente le triangle de
Gibbs dont les sommets repre´sentent les trois phases pures (1, 0, 0), (0, 1, 0) et (0, 0, 1). Les points
situe´s a` l’inte´rieur du triangle de Gibbs correspondent aux valeurs des concentrations physiquement
admissibles.
Sur la figure I.2, on compare les diffe´rences entre les fonctions F˜0 et F0 pour lesquelles le mode`le
(I.10) est respectivement non consistant et consistant. On se place dans le cas ou` les trois tensions de
surface sont identiques (figures I.2(a) et I.2(b)). Dans le cas non consistant, au centre du triangle de
Gibbs, on observe un point-selle pour F tandis que dans le cas consistant, on observe un maximum
local. De plus, dans le cas ou` F = F0 (mode`le consistant), le chemin d’e´nergie minimale entre deux
sommets du triangle de Gibbs est exactement le coˆte´ du triangle. Comme l’e´volution du syste`me
est mene´e par la minimisation de l’e´nergie libre totale, la structure de F = F˜0 entraˆıne l’apparition
artificielle d’une des phases dans l’interface des deux autres. Sur la figure I.2(c), le profil de F0 a
toujours la meˆme structure (avec un maximum local a` l’inte´rieur de triangle de Gibbs) pour trois
tensions de surface diffe´rentes.
34
I.3. Mode`le triphasique alge´briquement et dynamiquement consistant
(a) Σ1 = Σ2 = Σ3 = 4, F = F˜0, mode`le non consistant
(b) Σ1 = Σ2 = Σ3 = 4, F = F0, mode`le consistant
(c) Σ1 = 6,Σ2 = 8,Σ3 = 4, F = F0, mode`le consistant
Fig. I.2 – Graphe et isovaleurs des fonctions F˜0 et F0 en coordonne´es barycentriques
On s’inte´resse maintenant a` la simulation de l’e´talement d’une lentille entre deux phases liquides
stratifie´es. A l’e´quilibre, la forme de la lentille et les angles de contact entre les phases sont connus
analytiquement (figure I.3). Une e´tude plus de´taille´e de ce proble`me sera donne´e dans le chapitre
IV .
On se place dans le cas ou` les trois tensions de surface sont e´gales a` 1. La figure I.4 montre
le re´sultat obtenu a` l’e´quilibre pour F = F0. La zone blanche correspond a` la zone interfaciale
(points ou` (1− c1)(1− c2)(1− c3) > 3
16
) et la ligne noire correspond a` la position de l’interface de
la solution analytique.
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Relation de Young :
sin θ1
σ23
=
sin θ2
σ13
=
sin θ3
σ12
PSfrag replacements θ1
θ2
θ3
phase 1
phase 2
phase 3
Fig. I.3 – Forme the´orique de la lentille a` l’e´quilibre
Fig. I.4 – Etat d’e´quilibre obtenu en prenant F = F0 avec (σ12;σ13;σ23) = (1; 1; 1)
Nous comparons ici les re´sultats obtenus avec le mode`le (I.10) en utilisant comme potentiel de
Cahn-Hilliard F = F0 et F = F˜0 ainsi qu’avec le mode`le (I.39) de´crit dans [70]. Sur la figure I.5, le
mode`le alge´briquement consistant donne des re´sultats corrects au niveau des interfaces, par rapport
aux deux autres mode`les ou` on observe l’apparition artificielle de la phase i dans l’interface entre
les phases j et k. Ce re´sultat est cohe´rent avec l’analyse du paragraphe I.3.1, puisque la fonction
F˜0 ne permet pas de ve´rifier la proprie´te´ (P2). Ce comportement a de´ja` e´te´ observe´, sans eˆtre
explique´, dans [70, Fig. 4.5] et persiste lorqu’on raffine le maillage (figure I.6) car il ne s’agit pas
d’un artefact nume´rique.
Le mode`le (I.10) avec F = F0 donne des re´sultats satisfaisants. Cependant, le mode`le a des
limites. En effet, dans les situations d’e´talement total, c’est-a`-dire lorsqu’un des coefficients Σi est
ne´gatif, l’hypothe`se (I.17) n’est jamais satisfaite. Prenons par exemple Σ1 ne´gatif, alors
F0(−1, 1, 1) = 2Σ1 < 0.
Le triplet (−1, 1, 1) n’a pas de sens physique mais nous avons vu pre´ce´demment que le syste`me de
Cahn-Hilliard non de´ge´ne´re´ avec un potentiel re´gulier ne permet pas d’assurer que les concentra-
tions restent positives (remarque I.1.1). En fait, meˆme quand la condition (I.14) est ve´rifie´e, F0
peut ne pas eˆtre minore´e sur l’hyperplan S (par exemple, si Σ1 = Σ2 = 1 et Σ3 = −0.2). Dans ce
cas, le the´ore`me I.2.7 ne s’applique pas et le syste`me (I.10) obtenu est mal pose´. Nume´riquement,
on observe que les simulations s’arreˆtent car les valeurs des parame`tres d’ordre ne restent pas
borne´es (§I.3.5).
C’est pourquoi, nous allons conside´rer un choix de F plus ge´ne´ral, i.e. d’ordre plus e´leve´, afin
d’avoir un proble`me bien pose´.
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Mode`le (I.39) propose´ dans [70] : cas non-consistant
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Mode`le (I.10) avec F = F˜0 : cas non-consistant
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Mode`le (I.10) avec F = F0 : cas consistant
Fig. I.5 – Coupe verticale des parame`tres d’ordre en x = 0.05 pour (σ12, σ13,σ23)=(1 ; 1 ; 1) et
isovaleurs de c2 pour les niveaux c2 = 0.1, 0.3, 0.5, 0.7, 0.9 pour trois mode`les diffe´rents
h = 8.3 10−3 h = 5.5 10−4
Fig. I.6 – Isovaleurs de c2 pour les niveaux c2 = 0.1, 0.3, 0.5, 0.7, 0.9 pour le mode`le (I.10) avec
F = F˜0 pour deux maillages diffe´rents
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I.3.4 Potentiel de Cahn-Hilliard F d’ordre plus e´leve´
Comme nous avons vu pre´ce´demment, si un des coefficients Σi est ne´gatif, il est ne´cessaire de consi-
de´rer des e´nergies de volume plus complexes admissibles d’apre`s le the´ore`me I.3.9 (pour pre´server
la consistance alge´brique du syste`me) et qui ve´rifient les hypothe`ses du the´ore`me I.2.7 afin d’avoir
un proble`me bien pose´. Dans la suite, on s’inte´ressera au cas particulier suivant
FΛ,α(c) = F0(c) + Λc
2
1c
2
2c
2
3(ϕα(c1) + ϕα(c2) + ϕα(c3)), (I.42)
ou` Λ est un parame`tre re´el positif et ϕα est la fonction de´finie par
ϕα : x 7→ 1
(1 + x2)α
avec α ≥ 0. Quand Λ = 0, on retrouve la fonction F0 introduite pre´ce´demment. Si on prend α = 0,
la fonction FΛ,0 est le polynoˆme d’ordre 6 suivant
FΛ,0(c) = F0(c) + 3Λc
2
1c
2
2c
2
3. (I.43)
Le mode`le (I.10) avec F = FΛ,0 sera utilise´ pour les tests nume´riques. Malheureusement, notre
analyse ne s’applique pas en 3D pour le cas limite α = 0.
I.3.4.a Proble`me bien pose´
Dans ce paragraphe, nous allons montrer que le proble`me (I.10) avec F = FΛ,α est bien pose´ sous
certaines hypothe`ses sur Λ et α. Pour cela, on a besoin de quelques re´sultats sur les fonctions ϕα
et Φα(x) = x
2ϕα(x).
Lemme I.3.13
1. Pour tout α ≥ 0, il existe Kα > 0 tel que
ϕα(x) ≤ Kα|x|2α , |ϕ
′
α(x)| ≤
Kα
|x|2α+1 , ∀x ∈ R,∣∣∣∣x− 12Φ′α(x)
∣∣∣∣ ≤ Kα |x|31 + x2 ≤ Kα2 |x|2, ∀x ∈ R.
2. On a
Φα est convexe, pour tout α ∈
[
0,
8
17
]
,
xΦ′α(x) ≥ 0, ∀x ∈ R, pour tout α ∈ [0, 1]. (I.44)
La preuve du lemme est donne´e dans l’annexe B.
On suppose dans la suite que 
α ∈ [0, 1], si d = 2,
α ∈
]
0,
8
17
]
, si d = 3.
(I.45)
The´ore`me I.3.14
Si Λ > 0 et α ve´rifie la condition (I.45), alors le syste`me (I.10) avec F = FΛ,α est bien
pose´ pour toutes valeurs de (Σi)i ve´rifiant les conditions (I.14)-(I.15).
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Preuve.
Pour montrer ce re´sultat, il suffit de ve´rifier que les hypothe`ses du the´ore`me I.2.7 sont satisfaites.
1. Croissance polynoˆmiale :
D’apre`s le lemme I.3.13, on ve´rifie que pour tous Λ et α positifs, il existe B1, B2 > 0 telles
que
|FΛ,α(c)| ≤ B1|c|6−2α +B2, ∀c ∈ S, (I.46)
|DFΛ,α(c)| ≤ B1|c|5−2α +B2, ∀c ∈ S, (I.47)∣∣D2FΛ,α(c)∣∣ ≤ B1|c|4 +B2, ∀c ∈ S. (I.48)
Ainsi, les hypothe`ses de croissance polynoˆmiale de F (I.18)-(I.20) sont satisfaites, pour d = 2
et d = 3. A noter que l’exposant 4 dans le membre de droite de (I.48) ne peut pas eˆtre
ame´liore´ (voir le calcul (I.49)).
2. Minoration de la matrice hessienne de F :
En utilisant (I.48), l’hypothe`se (I.21)
(
D2F (c)ξ, ξ
) ≥ −D1 (1 + |c|q) |ξ|2, ∀c ∈ S, ∀ξ ∈ R3,
est satisfaite, avec q = 4, par FΛ,α pour tout Λ ≥ 0 et pour tout α ≥ 0. Malheureusement,
dans le cas 3D, nous avons absolument besoin que q < 4 pour de´montrer l’unicite´ des solutions
faibles dans le the´ore`me I.2.7.
Dans l’expression de FΛ,α, tous les termes de F0 sont d’ordre 4 et contribuent dans D
2FΛ,α
seulement avec des termes d’ordre 2. On s’inte´resse donc aux termes additionnels dans FΛ,α,
c’est-a`-dire par exemple G(c) = Λc21c
2
2c
2
3ϕα(c1) = ΛΦα(c1)c
2
2c
2
3. En utilisant le lemme I.3.13,
il vient
|∂i∂jG(c)| ≤ K|c|4−2α,
de`s que (i, j) 6= (1, 1). Par conse´quent, ces termes contribuent dans l’ine´galite´ (I.21) avec une
puissance q = 4− 2α < 4 graˆce a` l’hypothe`se (I.45) sur α pour d = 3. Il reste a` conside´rer le
terme
∂21G(c) = Φ
′′
α(c1)c
2
2c
2
3, (I.49)
qui est d’ordre 4. Ne´anmoins, comme α satisfait (I.45), d’apre`s le lemme I.3.13, Φα est une
fonction convexe et en particulier, ce terme ∂21G(c) est positif. Finalement, sa contribution
dans (D2FΛ,α.ξ, ξ) est ∂
2
1G |ξ1|2 qui est positif. Ceci prouve que l’hypothe`se (I.21) est satisfaite
par FΛ,α avec q = 4− 2α.
En dimension 3, on a utilise´ la proprie´te´ de convexite´ de Φα pour tout α ∈
[
0,
8
17
]
(annexe
B) et le fait que q = 4− 2α < 4, c’est pourquoi on suppose α ∈
]
0,
8
17
]
.
3. Minoration de F :
Tout d’abord, en utilisant les de´finitions (I.41) de F0 et (I.42) de FΛ,α, il est clair que FΛ,α
est positive sur S pour tout Λ ≥ 0 et pour tout α ≥ 0 de`s que tous les coefficients (Σi)i sont
positifs. Par contre si l’un des coefficients Σi est ne´gatif, nous avons le re´sultat suivant.
39
Chapitre I. Mode`le de Cahn-Hilliard triphasique
Proposition I.3.15
Soient σ12, σ13 et σ23, trois re´els positifs et Σ1,Σ2 et Σ3 de´finis par (I.25). Pour tout α
ve´rifiant (I.45) et tout Λ > 0, le potentiel de Cahn-Hilliard FΛ,α de´fini par (I.40) et (I.42)
est minore´ sur l’hyperplan S et ve´rifie
lim
Λ→+∞
(
inf
S
FΛ,α
)
= 0. (I.50)
En particulier, (I.50) montre que le terme additionnel d’ordre e´leve´ dans FΛ,α agit comme
un terme stabilisant qui tend vers un cas ide´al ou` l’e´nergie de me´lange est positive quand Λ
tend vers l’infini.
Ainsi, en utilisant la proposition I.3.15, on a que la fonction FΛ,α est minore´e de`s que Λ > 0
ce qui termine la preuve du the´ore`me I.3.14
Nous donnons maintenant la preuve de la proposition I.3.15.
Preuve.
On suppose par exemple que Σ1 < 0. Comme tous les coefficients σij sont positifs, on de´duit
des relations (I.27), c’est-a`-dire
Σi + Σj = 2σij > 0
que ne´cessairement Σ2 > 0 et Σ3 > 0.
1/ En utilisant la de´finition de F0 (I.40), on a pour tout c ∈ S
FΛ,α(c) ≥ −|Σ1|
2
c21(c2 + c3)
2 + Λc21c
2
2c
2
3
(
ϕα(c1) + ϕα(c2) + ϕα(c3)
)
≥ −|Σ1|
2
c21(c2 + c3)
2 + Λc21
(
Φα(c2)c
2
3 + Φα(c3)c
2
2
)
.
On pose
MΛ,α = Φ
−1
α
( |Σ1|
Λ
)
. (I.51)
On conside`re tout d’abord c ∈ S tel que |c2| ≥MΛ,α et |c3| ≥MΛ,α. Par conse´quent, il vient
FΛ,α(c) ≥ −|Σ1|
2
c21(c2 + c3)
2 + ΛΦα(MΛ,α)c
2
1(c
2
3 + c
2
2)
≥ −|Σ1|
2
c21(c2 + c3)
2 +
Λ
2
Φα(MΛ,α)c
2
1(c2 + c3)
2 = 0,
d’apre`s la de´finition de MΛ,α. Ainsi, on a montre´ que FΛ,α(c) est positive de`s que c ∈ S avec
|c2| ≥MΛ,α et |c3| ≥MΛ,α.
2/ On conside`re maintenant c ∈ S tel que |c2| ≤MΛ,α, par exemple. La meˆme e´tude peut eˆtre
faite pour |c3| ≤MΛ,α. En utilisant l’expression (I.41) de F0 et comme Λ > 0 et Σ2 > 0, on a
FΛ,α(c) ≥ Σ1
2
c21(1− c1)2 +
Σ3
2
(1− c1 − c2)2(c1 + c2)2.
Si on note G(c1, c2) le second membre de cette ine´galite´, on peut e´crire
G(c1, c2) =
Σ1
2
c21(1− c1)2 +
Σ3
2
c21(1− c1)2 +
Σ3
2
H(c1, c2), (I.52)
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avec
H(c1, c2) = c2
(
(1− c1)2(2c1 + c2)− 2(1− c1)(c1 + c2)2 + c2(c1 + c2)2
)
.
En utilisant que |c2| est borne´e par MΛ,α, il vient∣∣∣∣Σ32 H(c1, c2)
∣∣∣∣ ≤ KMΛ,α(1 +M3Λ,α)(1 + |c1|3)
ou` K de´pend seulement de |Σ3|. En appliquant l’ine´galite´ de Young, on a alors pour tout 0 < δ < 1∣∣∣∣Σ32 H(c1, c2)
∣∣∣∣ ≤ KMΛ,α(1 +M3Λ,α) + δσ132 c41 + Kδ3M4Λ,α(1 +M12Λ,α).
Puis, on utilise le re´sultat suivant dont la preuve est donne´e dans l’annexe B.
Lemme I.3.16
Pour tout 0 < δ < 1, on a
x2(1− x)2 ≥ δ
2
x4 − 1
2
δ
(1− δ)2 , ∀x ∈ R.
Ainsi de la de´finition (I.52) de G, il vient
G(c1, c2) ≥ σ13c21(1− c1)2 −
∣∣∣∣Σ32 H(c1, c2)
∣∣∣∣
≥ −KMΛ,α(1 +M3Λ,α)−
K
δ3
M4Λ,α(1 +M
12
Λ,α)−
1
2
δσ13
(1− δ)2 ,
ce qui prouve que G (et donc aussi FΛ,α) est minore´e pour ces valeurs de c. Ainsi la premie`re partie
de la proposition est de´montre´e.
Finalement, pour Λ assez grand, on peut voir que MΛ,α, de´fini par (I.51), est plus petit que 1,
et donc on peut prendre δ = MΛ,α dans l’ine´galite´ pre´ce´dente ce qui implique
inf
S
FΛ,α(c) ≥ −KMΛ,α(1 +M3Λ,α)−KMΛ,α(1 +M12Λ,α)−
1
2
MΛ,ασ13
(1−MΛ,α)2 . (I.53)
Le membre de droite de (I.53) tend vers 0 quand Λ tend vers l’infini puisque on a lim
Λ→+∞
MΛ,α = 0.
I.3.4.b Positivite´ de FΛ,α
On montre ici une proprie´te´ supple´mentaire sur la fonction FΛ,α. Sous des conditions conve-
nables et pour Λ assez grand, le potentiel de Cahn-Hilliard FΛ,α est positif et les triplets (1, 0, 0),
(0, 1, 0) et (0, 0, 1) sont les seuls points ou` la fonction est minimale de valeur 0 sur S. On a donc
bien un potentiel en ”triple puits”.
Proposition I.3.17
Soit α ve´rifiant (I.45). Il existe Λ0 > 0 tel que
inf
S
FΛ,α = 0
pour tout Λ ≥ Λ0 si et seulement si on a
Σ1Σ2 + Σ1Σ3 + Σ2Σ3 > 0. (I.54)
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A noter que l’on retrouve la condition (I.14) sur les coefficients de capillarite´ Σi.
Preuve.
1/ Tout d’abord, si la condition (I.54) n’est pas satisfaite alors inf
S
FΛ,α < 0 pour tout Λ ≥ 0.
En effet, supposons tout d’abord que
Σ1Σ2 + Σ1Σ3 + Σ2Σ3 < 0.
Ceci implique en reprenant la preuve de la proposition I.2.3, que la matrice Q
Q =
Σ1 + Σ3 Σ3 0Σ3 Σ2 + Σ3 0
0 0 Σ2 + Σ3
 .
a une valeur propre ne´gative. De plus, comme Q est diagonale par bloc, le vecteur propre associe´
a` cette valeur propre est de la forme (a, b, 0). Ainsi, il existe (a, b) 6= (0, 0) tels que
Σ1a
2 + Σ2b
2 + Σ3(a+ b)
2 < 0.
On a alors pour tout α et pour tout Λ
FΛ,α(ax, bx, 1− (ax+ bx)) ∼
x→0
(
Σ1a
2 + Σ2b
2 + Σ3(a+ b)
2
)
x2,
et donc FΛ,α prend des valeurs ne´gatives sur S dans un voisinage de (0, 0, 1).
On suppose maintenant que
Σ1Σ2 + Σ1Σ3 + Σ2Σ3 = 0. (I.55)
Tout d’abord, si par exemple on a Σ1 = 0, alors (I.55) implique Σ2Σ3 = 0 c’est-a`-dire un autre
coefficient Σj est nul ce qui n’est pas possible puisque la somme de deux coefficients Σi doit eˆtre
strictement positive. On peut donc supposer par exemple
Σ1 > 0, Σ2 > 0, et Σ3 < 0.
Comme pre´ce´demment, on de´duit de (I.55) que 0 est valeur propre de la matrice Q et donc il existe
a 6= 0 et b 6= 0 tels que
Σ1a
2 + Σ2b
2 + Σ3(a+ b)
2 = 0. (I.56)
Ainsi, on a
FΛ,α(ax, bx, 1− (ax+ bx)) ∼
x→0
−2x3 (Σ1a3 + Σ2b3 + Σ3(a+ b)3)
(de´veloppement jusqu’au terme d’ordre 3 puisque celui d’ordre 2 est nul au voisinage de 0). Si le
facteur de x3 est non nul alors on conclut que FΛ,α prend des valeurs ne´gatives. Raisonnons par
l’absurde, et supposons que
Σ1a
3 + Σ2b
3 + Σ3(a+ b)
3 = 0. (I.57)
En multipliant (I.56) par (a+ b) et en soustrayant (I.57), il vient
ab(Σ1a+ Σ2b) = 0,
et comme a 6= 0 et b 6= 0, on a
Σ1a+ Σ2b = 0.
Comme on suppose que Σ1 et Σ2 sont strictement positifs, alors a et b sont de signes contraires et
ab < 0. Finalement, dans (I.56), on trouve
(Σ1 + Σ3)a
2 + (Σ2 + Σ3)b
2 + 2Σ3ab = 0
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ce qui n’est pas possible car tous les termes sont strictement positifs.
2/ On suppose maintenant que (I.54) est ve´rifie´e. On veut montrer que la fonction HΛ,α de´finie
par
HΛ,α(c1, c2) = FΛ,α(c1, c2, 1− c1 − c2)
est positive pour Λ assez grand. Pour tout (c1, c2) ∈ R2, on ne peut pas avoir simultane´ment
|c1| < 1
4
, |c2| < 1
4
, |1− c1 − c2| < 1
4
.
On suppose par exemple que |1− c1− c2| ≥ 1
4
, les deux autres cas peuvent eˆtre traite´s de la meˆme
manie`re. En utilisant le corollaire I.2.4 avec
ξ1 = c1(1− c1), ξ2 = c2(1− c2), ξ3 = −(c1 + c2)(1− c1 − c2),
et l’expression de FΛ,α (I.42), on a
HΛ,α(c1, c2) =
1
2
Σ1
[
c1(1− c1)
]2
+
1
2
Σ2
[
c2(1− c2)
]2
+
1
2
Σ3
[
(c1 + c2)(1− c1 − c2)
]2
+ Λc21c
2
2(1− c1 − c2)2(ϕα(c1) + ϕα(c2) + ϕα(1− c1 − c2))
≥− 1
2
Σ
[
c1(1− c1) + c2(1− c2)− (c1 + c2)(1− c1 − c2)
]2
+ Λc21c
2
2Φα(1− c1 − c2).
Un calcul direct montre que le premier terme est e´gal a` −1
2
Σ(2c1c2)
2. Comme |1 − c1 − c2| ≥ 1
4
,
on a alors Φα(1− c1 − c2) ≥ Φα(1
4
) graˆce a` (I.44). D’ou`, on en de´duit
HΛ,α(c1, c2) ≥− 2Σc21c22 + Λc21c22Φα
(
1
4
)
,
et le membre de droite de l’ine´galite´ est positif pour tout (c1, c2) ∈ R2 de`s que
Λ ≥ 2Σ
Φα
(
1
4
) .
La borne infe´rieure obtenue pour Λ dans la preuve peut se calculer explicitement mais n’est
probablement pas optimale.
I.3.4.c Comparaison entre les potentiels de Cahn-Hilliard F0 et FΛ,0
Pour comparer les mode`les obtenus avec F0 et FΛ,0, on s’inte´resse tout d’abord aux isovaleurs de
ces fonctions dans le triangle de Gibbs lorsqu’un des coefficients Σi est ne´gatif. Nous regarderons
ensuite les conse´quences lors de la simulation nume´rique d’un e´talement total d’une bulle entre
deux phases stratifie´es.
Sur la figure I.7, on visualise les graphes des fonctions F0 et FΛ,0. Pour des tre`s petites valeurs
de Λ, les fonctions F0 et FΛ,0 prennent des valeurs ne´gatives (zone gris clair sur le dessin). Le
syste`me n’a donc pas un comportement correct puisqu’il essaie d’atteindre le minimum global
ne´gatif de l’e´nergie. Si on augmente Λ, par exemple Λ = 0.7, on voit que FΛ,0 est positive mais a
plusieurs minima locaux que le syste`me peut essayer d’atteindre pour minimiser l’e´nergie. Enfin,
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Λ = 0
Λ = 0.4
Λ = 0.7
Λ = 10
Fig. I.7 – Isovaleurs des fonctions F0 et FΛ,0 en coordonne´es barycentriques en situation d’e´tale-
ment total Σ1 = Σ2 = 4,Σ3 = −0.8 pour diffe´rentes valeurs de Λ
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pour Λ assez grand (figure I.7, Λ = 10), FΛ,0 est positive et a seulement trois minima au sommet du
triangle de Gibbs. De plus, on retrouve dans ce cas le meˆme comportement que pour F0 (figure I.2),
c’est-a`-dire un maximum local a` l’inte´rieur du triangle.
On s’inte´resse maintenant au cas de l’e´talement total d’une bulle entre deux phases liquides
stratifie´es. Le coefficient Σi associe´ a` la bulle est ne´gatif, et on utilise F = FΛ,0. La bulle s’e´tale
peu a` peu entre les deux autres phases (figure I.8).
Fig. I.8 – Evolution en temps de l’e´talement total d’une lentille ou` (σ12, σ13, σ23)=(3 ; 1 ; 1), en
utilisant F = FΛ,0, avec Λ = 7
L’utilisation de l’e´nergie volumique FΛ,0 est fondamentale. En effet, si on prend F = F0, dans
ce cas l’e´nergie totale prend des valeurs ne´gatives et alors le calcul s’arreˆte rapidement car les
concentrations ne restent pas borne´es. Nous comparons sur la figure I.9 les re´sultats obtenus au
meˆme instant (apre`s quelques pas de temps et avant que le calcul ne s’arreˆte) dans les cas F = F0
et F = FΛ,0.
x = 0.35
0.02 0.03 0.04 0.05 0.06 0.07 0.08
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Fig. I.9 – Coupe verticale des parame`tres d’ordre en x = 0.035 pour (σ12, σ13,σ23)=(3 ; 1 ; 1)
I.3.4.d Conclusions
Nous re´sumons ici les re´sultats obtenus dans l’e´tude pre´ce´dente :
– Si tous les coefficients (Σi)i de´finis par (I.25) sont positifs alors, le proble`me (I.10) avec
F = FΛ,α est bien pose´ pour tout Λ ≥ 0 et pour tout α ve´rifiant la condition (I.45). En
particulier, le choix le plus simple F = F0 est toujours acceptable. De plus, les trois e´tats
correspondant a` des phases pures (1, 0, 0), (0, 1, 0) et (0, 0, 1) sont les uniques points ou`
l’e´nergie de volume est minimale et les chemins d’e´nergie minimale entre deux des phases
sont les coˆte´s du triangle.
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– Si un des coefficients Σi est ne´gatif, alors F0 n’est pas toujours minore´e. Cependant, sous
la condition (I.54), pour tout Λ > 0 et pour tout α ve´rifiant (I.45), le proble`me (I.10) avec
F = FΛ,α est bien pose´.
De plus, toujours sous la condition (I.54), pour tout α ve´rifiant la condition (I.45), et pour
Λ > 0 assez grand, l’e´nergie de me´lange FΛ,α est positive et a seulement trois minima aux
points (1, 0, 0), (0, 1, 0) et (0, 0, 1).
I.3.5 Consistance dynamique du mode`le
Nous avons construit un mode`le qui assure la consistance alge´brique avec les syste`mes diphasiques.
Ainsi pour tout Λ ≥ 0, il existe des solutions exactes particulie`res au proble`me (I.10) de la forme
(c, 1 − c, 0) ou` c satisfait le proble`me de Cahn-Hilliard diphasique (I.2) avec la tension de surface
correspondante. Nous allons montrer maintenant que le mode`le est dynamiquement consistant
dans le sens que ces solutions ”diphasiques” particulie`res sont stables quand on perturbe la donne´e
initiale. Ce point est crucial pour les simulations puisqu’il assure que des erreurs nume´riques
perturbant la donne´e initiale ”diphasique” de´croissent exponentiellement en temps. De plus, dans
les situations ou` les trois composants sont pre´sents, la consistance dynamique entraˆıne plus de
stabilite´ aux interfaces entre deux des composants.
Pour tout f ∈ L1(Ω), on de´finit sa moyenne sur Ω par
m(f) =
1
|Ω|
∫
Ω
f(x) dx.
On rappelle qu’on note L2m(Ω) (resp. H
1
m(Ω)) l’espace compose´ par l’ensemble des fonctions de
L2(Ω) (resp. H1(Ω)) qui ont une moyenne nulle sur Ω. Graˆce a` l’ine´galite´ de Poincare´, c 7→ |∇c|L2
est une norme sur H1m(Ω) que l’on note | · |1. De plus, rappelons que pour tout f ∈ L2m(Ω), il existe
une unique fonction u ∈ H1m(Ω) telle que
−∆u = f, dans Ω,
∂u
∂n
= 0, sur Γ.
On note cet unique e´le´ment u = (−∆)−1f et |f |−1 =
∣∣(−∆)−1f ∣∣
1
=
(
(−∆)−1f, f) 12
L2
qui est une
norme sur L2m(Ω). Enfin, on a la proprie´te´ d’interpolation suivante
|f |L2 ≤ |f |
1
2
−1|f |
1
2
1 , ∀f ∈ H1m(Ω). (I.58)
The´ore`me I.3.18 (Consistance dynamique pour F = FΛ,α)
Soit α ve´rifiant la condition (I.45). Si on suppose que les conditions (I.14)-(I.15) et les
hypothe`ses (I.17)-(I.21) sur F sont ve´rifie´es et que la mobilite´ M0 est constante alors il
existe Λ1 > 0 tel que pour tout Λ ≥ Λ1, les solutions diphasiques du syste`me (I.10) sont
stables au sens suivant :
Pour tout K > 0, il existe δ, γ > 0 tel que pour tout c0 ∈ H1S(Ω) telle que
∣∣c0∣∣
H1
≤ K,
on a
∣∣c0j ∣∣−1 ≤ δ et m(c0j ) = 0 =⇒ |cj(t)|−1 ≤ ∣∣c0j ∣∣−1 e−γt, ∀t > 0. (I.59)
Une conse´quence de ce the´ore`me et de (I.58) est que si c0j est assez petit et de moyenne nulle
alors cj(t) tend vers ze´ro exponentiellement en temps dans tous les espaces H
s(Ω) avec s < 1.
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On a un re´sultat similaire pour F = F0.
The´ore`me I.3.19 (Consistance dynamique pour F = F0)
Si Σ ve´rifie
Σi >
ΣT
2
> 0, ∀i = 1, 2, 3 (I.60)
le re´sultat du the´ore`me I.3.18 reste vrai avec Λ = 0.
Ce dernier re´sultat montre que, sous l’hypothe`se (I.60), le choix F = F0 (le plus ”simple”possible
pour avoir un mode`le alge´briquement consistant) est bien pose´ et dynamiquement consistant. Pour
illustrer ce re´sultat, un exemple nume´rique est donne´ ou` la condition (I.60) n’est pas satisfaite.
On se place toujours dans le cas d’une bulle pie´ge´e entre deux phases stratifie´es. Ici, on prend le
triplet (σ12, σ13,σ23)=(1 ; 0.5 ; 0.55) de sorte que
Σ3 = 0.05 <
ΣT
2
' 6.8 10−2.
Dans ce cas, le the´ore`me I.3.19 ne s’applique pas et on ne sait pas si le mode`le est dynamiquement
consistant. Cependant, on observe sur la figure I.10 qu’il y a apparition artificielle de la phase
repre´sente´e par c3 dans l’interface entre les deux autres phases. Cette apparition est beaucoup moins
importante que dans la figure I.5 illustrant la non-consistance alge´brique. Ceci s’explique par le fait
que le proble`me ici ne vient pas d’un de´faut de construction du mode`le (puisqu’il est alge´briquement
consistant) mais seulement d’une instabilite´ dynamique duˆe aux erreurs nume´riques. Si on prend
F = FΛ,0 pour Λ assez grand, on peut appliquer le the´ore`me I.3.18. On remarque sur la figure I.10
que les instabilite´s nume´riques disparaˆıssent.
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Fig. I.10 – Etat d’e´quilibre obtenu pour (σ12, σ13, σ23)=(1, 0.5, 0.55) et coupe verticale du para-
me`tre d’ordre c3 (correspondant a` la bulle) en x = 0.01 pour F = F0 et F = FΛ,0
Nous donnons maintenant la preuve du the´ore`me I.3.18 qui est valable en dimension 2 et 3. On
utilisera en particulier des proprie´te´s d’interpolation B.2.5 qui sont rappele´es dans l’annexe B.
Preuve.
On suppose par exemple que j = 1. Comme m(c01) = 0, on sait que m(c1(t)) = 0 pour tout
t ≥ 0. L’e´quation ve´rifie´e par c1 est
∂c1
∂t
=
M0
Σ1
∆µ1. (I.61)
En appliquant l’ope´rateur (−∆)−1 de´fini pre´ce´dement a` (I.61), il vient
∂(−∆)−1c1
∂t
= −M0
Σ1
(µ1 −m(µ1)),
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puis, en prenant le produit scalaire dans L2(Ω) de cette e´quation avec c1(t) qui est a` moyenne
nulle, on obtient
1
2
d
dt
(
(−∆)−1c1, c1
)
L2
= −M0
Σ1
∫
Ω
(µ1 −m(µ1))c1 dx = −M0
Σ1
∫
Ω
µ1c1 dx.
En utilisant ensuite les de´finitions de µ1 et de FΛ,α, on a
1
2
d
dt
(
(−∆)−1c1, c1
)
L2
+
3M0ε
4
|∇c1|2L2
+
12M0
ε
∫
Ω
[
c21
(
1− β1c2c3 + 2Λγ1c22c23(ϕα(c2) + ϕα(c3))
)
+ Λγ1c1Φ
′
α(c1)c
2
2c
2
3
]
dx
=
12M0
ε
∫
Ω
c31(3− 2c1) dx
+
24M0Λ
ε
ΣT
3Σ1Σ2Σ3
∫
Ω
c31c2c3(Σ2c2 + Σ3c3)
(
ϕα(c1) + ϕα(c2) + ϕα(c3)
)
dx
+
12M0Λ
ε
ΣT
3Σ1Σ2Σ3
∫
Ω
c31c
2
2c
2
3(Σ3ϕ
′
α(c2) + Σ2ϕ
′
α(c3)) dx
ou`
β1 =
6Σ2Σ3
Σ1Σ2 + Σ1Σ3 + Σ2Σ3
=
2ΣT
Σ1
et γ1 =
ΣT
3Σ1
(
1
Σ2
+
1
Σ3
)
=
(Σ2 + Σ3)
Σ1Σ2 + Σ1Σ3 + Σ2Σ3
. (I.62)
Comme les conditions (I.14) et (I.15) sont ve´rifie´es, on a γ1 > 0. Ainsi le terme∫
Ω
2Λγ1c
2
1c
2
2c
2
3(ϕα(c2) + ϕα(c3)) dx
dans le membre de gauche de l’e´galite´ pre´ce´dente est positif. De plus, on peut e´crire∫
Ω
[
c21(1− β1c2c3) + Λγ1c1Φ′α(c1)c22c23
]
dx =
1
2
∫
Ω
c1Φ
′
α(c1)(1− β1c2c3 + 2Λγ1c22c23) dx
+
∫
Ω
c1
(
c1 − 1
2
Φ′α(c1)
)
(1− β1c2c3) dx. (I.63)
On remarque que si Λ >
β21
8γ1
> 0, alors 1 − β1X + 2Λγ1X2 ≥ 1 − β
2
1
8Λγ1
> 0, pour tout X ∈ R.
Ainsi, il vient
1
2
∫
Ω
c1Φ
′
α(c1)(1− β1c2c3 + 2Λγ1c22c23) dx >
1
2
∫
Ω
c1Φ
′
α(c1)
(
1− β
2
1
8Λγ1
)
dx ≥ 0.
D’apre`s (I.63), on a alors
1
2
d
dt
(
(−∆)−1c1, c1
)
L2
+
3M0ε
4
|∇c1|2L2 +
K0
ε
∫
Ω
c1Φ
′
α(c1) dx
≤ 12M0
ε
∫
Ω
c31(3− 2c1) dx−
12M0
ε
∫
Ω
c1
(
c1 − 1
2
Φ′α(c1)
)
(1− β1c2c3) dx
+
24M0Λ
ε
ΣT
3Σ1Σ2Σ3
∫
Ω
c31c2c3(Σ2c2 + Σ3c3)(ϕα(c1) + ϕα(c2) + ϕα(c3)) dx
+
12M0Λ
ε
ΣT
3Σ1Σ2Σ3
∫
Ω
c31c
2
2c
2
3(Σ3ϕ
′
α(c2) + Σ2ϕ
′
α(c3)) dx.
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Soient I1, I2, I3, I4 les quatre inte´grales du membre de droite de l’ine´galite´ pre´ce´dente.
Pour le terme I1, on a l’estimation
|I1| ≤ K|c1|3L3 +K|c1|4L4 .
Graˆce au lemme I.3.13 et a` l’ine´galite´ de Ho¨lder, on obtient
|I2| ≤ Kα
∫
Ω
|c1|3(1 + |c2||c3|) dx ≤ Kα|c1|3L3 +Kα|c1|3L 92 |c|
2
L6 ,
|I3| ≤ Kα
∫
Ω
[
|c1|3−2α|c|3 + |c1|3|c|3−2α
]
dx
≤ Kα|c1|3−2αL6−4α |c|3L6 +Kα|c1|3L 183+2α |c|
3−2α
L6 ,
et de la meˆme manie`re,
|I4| ≤ Kα
∫
Ω
|c1|3|c|3−2α dx ≤ Kα|c1|3
L
18
3+2α
|c|3−2αL6 .
D’apre`s le the´ore`me I.2.7, la norme de la solution c dans L∞(R+,H1) est domine´e par une
constante qui de´pend seulement de la constante K. Comme on suppose que
0 < α ≤ 8
17
,
en utilisant l’injection de Sobolev H1(Ω) ⊂ L6(Ω) et l’ine´galite´ de Poincare´, on a
1
2
d
dt
(
(−∆)−1c1, c1
)
L2
+
ε
Kp
|c1|2H1 ≤ Kα|c1|3L 92 +K|c1|
3
L3 +K|c1|4L4
+Kα|c1|3
L
18
3+2α
+Kα|c1|3−2αL6−4α . (I.64)
Des injections H
5
6 ⊂ L 92 ⊂ L4 ⊂ L3 et de l’interpolation H 56 = [H1,L2] 1
6
, il vient
Kα|c1|3
L
9
2
+K|c1|3L3 +K|c1|4L4 ≤ Kα|c1|
1
2
L2
|c1|
5
2
H1
+Kα|c1|
2
3
L2
|c1|
10
3
H1
.
De meˆme, graˆce a` H
3−3α
3−2α ⊂ L6−4α, H 3−3α3−2α = [H1,L2] α
3−2α
et a` l’ine´galite´ de Poincare´, on obtient
|c1|3−2αL6−4α ≤ Kα|c1|αL2 |c1|3−3αH1 ≤ Kα|c1|
α
4
L2
|c1|3−
9
4
α
H1
.
Finalement, l’injection H
3−α
3 ⊂ L 183+2α et l’interpolation H 3−α3 = [H1,L2]α
3
entraˆınent que
|c1|3
L
18
3+2α
≤ Kα|c1|αL2 |c1|3−αH1 .
En introduisant y(t) =
(
(−∆)−1c1, c1
)
L2
, z(t) = |c1|2H1 et en utilisant la proprie´te´ d’interpolation
(I.58), nous de´duisons de (I.64) et des estimations pre´ce´dentes
1
2
d
dt
y(t) +
ε
Kp
z(t) ≤ Kα
(
z
11
8 y
1
8 + z
11
6 y
1
6 + z
24−17α
16 y
α
16 + z
6−α
4 y
α
4
)
, ∀t ≥ 0. (I.65)
D’apre`s le the´ore`me I.2.7, z est uniforme´ment borne´ en temps par une constante CK qui de´pend
seulement de K et y ∈ C0(R). Choisissons δ assez petit pour avoir
Kα
(
C
3
8
Kδ
1
4 + C
5
6
Kδ
1
3 + C
8−17α
16
K δ
α
8 + C
2−α
4
K δ
α
2
)
≤ ε
4Kp
. (I.66)
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On remarque que 8 − 17α ≥ 0 graˆce a` la condition (I.45) ve´rifie´e par α. Comme on suppose
y(0) ≤ δ2, la continuite´ de y et z en temps implique qu’il existe un temps maximal T0 ∈]0; +∞]
tel que
Kα
(
z
3
8 y
1
8 + z
5
6 y
1
6 + z
8−17α
16 y
α
16 + z
2−α
4 y
α
4
)
≤ ε
2Kp
, ∀ 0 ≤ t < T0. (I.67)
Les ine´galite´s (I.65) et (I.67) entraˆınent
1
2
d
dt
y(t) +
ε
Kp
z(t) ≤ ε
2Kp
z(t), ∀0 ≤ t ≤ T0,
et donc
d
dt
y(t) +
ε
Kp
z(t) ≤ 0, ∀0 ≤ t ≤ T0.
En notant que λ20y(t) ≤ z(t), ou` λ0 est la premie`re valeur propre non nulle de l’ope´rateur (−∆)
avec des conditions de Neumann au bord, on a
d
dt
y(t) + γy(t) ≤ 0, ∀0 ≤ t ≤ T0,
et γ =
ελ20
Kp
. Ainsi, on obtient
y(t) ≤ y(0)e−γt, ∀ 0 ≤ t < T0.
En particulier y(t) ≤ δ2 et donc en utilisant (I.66), on a pour tout t ≤ T0
Kα
(
z
3
8 y
1
8 + z
5
6 y
1
6 + z
8−17α
16 y
α
16 + z
2−α
4 y
α
4
)
≤ ε
4Kp
, ∀ 0 ≤ t < T0.
Finalement, graˆce a` la continuite´ de y en temps et a` la maximalite´ de T0 ve´rifiant la proprie´te´
(I.67), nous pouvons conclure que T0 = +∞, ce qui termine la de´monstration.
La meˆme de´marche est utilise´e pour la preuve du the´ore`me I.3.19.
Preuve.
Nous conside´rons ici le cas ou` Λ = 0, c’est-a`-dire F = F0. En utilisant la meˆme approche que
pre´ce´demment, nous obtenons le cas particulier
1
2
d
dt
(
(−∆)−1c1, c1
)
L2
+
3M0ε
4
|∇c1|2L2 +
12M0
ε
∫
Ω
c21
(
1− β1
(
c2 +
c1
2
)(
1−
(
c2 +
c1
2
)))
dx
=
12M0
ε
∫
Ω
[
c31
(
3− β1
2
)
+ c41
(
β1
4
− 2
)]
dx, (I.68)
ou` c2 = c2 +
c1
2
− c1
2
, et c3 = 1− c1 − c2 = 1−
(
c2 +
c1
2
)
− c1
2
.
Comme Σi >
ΣT
2
> 0, (I.62) entraˆıne que β1 < 4. Par conse´quent, on a
1− β1X(1−X) > 1− β1
4
> 0,
pour tout X ∈ R. L’inte´grale dans le membre de gauche de (I.68) est donc positive. En utilisant
l’ine´galite´ de Young, il vient
1
2
d
dt
(
(−∆)−1c1, c1
)
L2
+
3M0ε
4
|∇c1|2L2 ≤ K
(
|c1|3L3 + |c1|4L4
)
.
Puis nous utilisons l’injection de Sobolev H
3
4 ⊂ L4 en dimension 2 et 3, ainsi que l’interpolation
H
3
4 = [H1,L2] 1
4
et la proprie´te´ d’interpolation (I.58) pour conclure par le meˆme argument que dans
la preuve pre´ce´dente.
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I.4 Mode`le couple´ de Cahn-Hilliard/Navier-Stokes
Nous avons construit un mode`le de Cahn-Hilliard triphasique ve´rifiant les proprie´te´s de consis-
tance alge´brique et dynamique souhaite´es. Pour prendre en compte l’hydrodynamique du me´lange,
les e´quations de Cahn-Hilliard sont couple´es aux e´quations de Navier-Stokes dans le cas d’un
e´coulement anisotherme, incompressible [70] en s’inspirant des travaux re´alise´s pour des me´langes
diphasiques [15, 59, 67].
Dans chaque phase i, la vitesse ui et la pression pi ve´rifient %i
(
∂ui
∂t
+ ui · ∇ui
)
−∇ · (ηi(∇ui +∇uti)) +∇pi = %ig,
∇ · ui = 0,
ou` %i est la masse volumique, ηi, la viscosite´ dynamique et g, l’acce´le´ration de la pesanteur. L’in-
terface entre la phase i et j est note´e Iij et nij est le vecteur unitaire normal a` l’interface oriente´
de la phase i vers la phase j. En supposant qu’il n’y a pas de transferts de masse a` l’interface et
que la tension de surface σij est constante, les conditions de saut sur Iij sont ([32], annexe C)
ui · nij = uj · nij , (I.69)
(τj − τi)nij + σijκnij = 0, (I.70)
ou` τi est le tenseur de contrainte et κ est la courbure moyenne de l’interface. Dans l’e´quation (I.70),
le saut de la contrainte normale est compense´ par la force de tension de surface σijκnij . De plus,
d’apre`s une observation empirique [32], la vitesse tangentielle est continue sur Iij
ui · t = uj · t,
ce qui entraˆıne la continuite´ des vitesse sur Iij
ui = uj .
On peut donc de´finir une vitesse moyenne u, unique, re´gulie`re sur tout le domaine.
Pour coupler les e´quations de Cahn-Hilliard et de Navier-Stokes, un terme d’advection est
ajoute´ aux e´quations d’e´volution des parame`tres d’ordre
∂ci
∂t
+ (u · ∇)ci = ∇ ·
(
M0
Σi
∇µi
)
,
ou` la de´finition des potentiels chimiques µi reste la meˆme que dans (I.10). De plus, les e´quations
de Navier-Stokes sont ve´rifie´es sur tout le domaine Ω
%(c)
(
∂u
∂t
+ u · ∇u
)
−∇ · (η(c)(∇u+∇ut)) +∇p =
3∑
i=1
µi∇ci + %(c)g,
∇ · u = 0.
Dans ce cadre, les proprie´te´s thermophysiques telles que la masse volumique et la viscosite´ sont
approche´es par des fonctions re´gulie`res qui de´pendent des parame`tres d’ordre et ve´rifient
%(c1, c2, c3) = %i si ci = 1 et η(c1, c2, c3) = ηi si ci = 1. (I.71)
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Pour traiter le saut (I.70), la force de tension de surface est approche´e par une force volumique
[18], appele´e force capillaire
fca =
3∑
i=1
µi∇ci, (I.72)
qui est ajoute´e a` l’e´quation de bilan de quantite´ de mouvement [3, 15, 24]. Cette force est non
nulle seulement dans la zone interfaciale. Enfin, les conditions au bord restent inchange´es pour les
parame`tres d’ordre et les potentiels chimiques
∇ci · n = ∇µi · n = 0 sur Γ.
De plus, la vitesse et la pression ve´rifient sur Γ
u · n = 0 et (−p+ η(c)(∇u+∇ut))n · t = 0.
Ce faisant, la cre´ation d’e´nergie libre par convection est e´gale et oppose´e a` la cre´ation d’e´nergie
cine´tique par capillarite´ [59]. En effet, pour e´crire la loi d’e´volution de l’e´nergie totale du syste`me
(e´nergie cine´tique et e´nergie de Cahn-Hilliard), on multiplie l’e´quation d’e´volution de ci par µi
et celle de la vitesse par u. En sommant les e´quations, la contribution des termes de transports
compense exactement la contribution des forces capillaires.
Dans la litte´rature (e.g. [14, 67]), on trouve diffe´rentes formes de force capillaire qui sont e´qui-
valentes en modifiant la de´finition de la pression [59]. Ainsi par analogie au proble`me diphasique,
on remarque
3∑
i=1
µi∇ci = −
3∑
i=1
ci∇µi +∇
(
3∑
i=1
ciµi
)
.
En ajoutant
3∑
i=1
ciµi dans la de´finition de la pression, on peut prendre f
(2)
ca = −
3∑
i=1
ci∇µi comme
force capillaire. Dans [59, 70], la force capillaire est de´finie par
f (3)ca =
3∑
i=1
∇ ·
(
3
4
εΣi
(
1
2
|∇ci|2I −∇ci ⊗∇ci
))
.
En utilisant les relations
∇ · (∇c⊗∇c) = (∇c · ∇)∇c+ ∆c∇c,
∇
(
1
2
|∇c|2
)
= (∇c · ∇)∇c,
il vient
f (3)ca =
3∑
i=1
−3
4
εΣi∆ci∇ci.
Graˆce a` la de´finition des potentiels chimiques dans (I.10)
µi =
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c)− ∂jF (c))
)
− 3
4
εΣi∆ci
et a` la proprie´te´
3∑
i=1
∇ci = 0, on obtient
f (3)ca =
3∑
i=1
µi∇ci + 12
ε
∇F (c).
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Finalement, on retrouve l’expression (I.72) de la force capillaire en ajoutant
12
ε
F (c) dans la de´fi-
nition de la pression.
Remarque I.4.20
L’e´quation du bilan de masse e´crite sous la forme (car ∇ · u = 0)
∂%(c)
∂t
+ u · ∇%(c) = 0
n’est pas satisfaite sur tout le domaine Ω puisque la masse volumique de´pend des para-
me`tres d’ordre qui ont leur propre e´quation d’e´volution. Par contre, elle est ve´rifie´e loca-
lement dans les zones ou` %(c) est uniforme c’est-a`-dire dans chacune des phases d’apre`s
(I.71).
Pour un e´coulement anisotherme, il faut ajouter l’e´quation du bilan d’e´nergie. Le champ de
tempe´rature satisfait une e´quation d’advection-diffusion
%(c)cp(c)
(
∂T
∂t
+ u · ∇T
)
= ∇ · (λ(c)∇T ),
ou` cp la chaleur massique et λ la conductivite´ de´pendent des parame`tres d’ordre et sont approche´es
comme la masse volumique et la viscosite´.
Remarque I.4.21
Le mode`le de Cahn-Hilliard/Navier-Stokes anisotherme permet un suivi implicite des in-
terfaces sans mise en œuvre de me´thodes nume´riques spe´cifiques aux proble`mes a` frontie`re
mobile.
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Chapitre II
The´ore`mes d’existence et de stabilite´
Dans ce chapitre, nous pre´sentons une e´tude du mode`le de Cahn-Hilliard triphasique (I.10)
expose´ dans le chapitre pre´ce´dent. Nous nous plac¸ons dans un cadre plus ge´ne´ral que celui de
syste`mes compose´s de phases non miscibles. Nous nous inte´ressons en particulier a` l’existence et
l’unicite´ des solutions et a` la stabilite´ asymptotique de certains me´langes uniformes.
La premie`re e´tude mene´e sur le proble`me de Cahn-Hilliard a` n phases a e´te´ faite par Elliott et
Luckaus [38]. Ils montrent l’existence et l’unicite´ d’une solution globale en supposant la mobilite´
constante et en prenant un potentiel de Cahn-Hilliard sous forme logarithmique. L’hypothe`se
de la mobilite´ de´ge´ne´re´e a e´te´ traite´e dans [37] ou` seulement l’existence globale est prouve´e, le
proble`me de l’unicite´ restant ouvert comme en diphasique. Blowey et al. [7, 8] ont montre´ plus
de re´gularite´ sur la solution que dans [38] en prenant le potentiel de Cahn-Hilliard sous forme
logarithmique et en supposant que la mobilite´ de´pend des parame`tres d’ordre. Toutes ces e´tudes
sont faites sur le proble`me de Cahn-Hilliard sans e´coulement (u ≡ 0). Re´cemment, le mode`le de
Cahn-Hilliard/Navier-Stokes a e´te´ e´tudie´ dans le cas diphasique [14, 15].
Pour notre e´tude, la mobilite´ de´pend des parame`tres d’ordre mais elle n’est pas de´ge´ne´re´e. La
vitesse est supose´e nulle et seules les e´quations de Cahn-Hilliard sont e´tudie´es. Le potentiel de Cahn-
Hilliard F ve´rifie des hypothe`ses plus ge´ne´rales que dans [14, 99] (remarque I.2.6). Nous montrons
l’existence globale et l’unicite´ de solutions faibles du proble`me (I.10) en dimension 2 (the´ore`me
I.2.7). On a un re´sultat similaire en dimension 3 si on suppose, en plus, que la mobilite´ est constante.
On montre aussi l’existence et l’unicite´ de solutions fortes, en supposant plus de re´gularite´ sur la
donne´e initiale et sur le potentiel de Cahn-Hilliard (the´ore`me II.2.1) ce qui permet de montrer
l’unicite´ des solutions en dimension 3 quand la mobilite´ est variable, non de´ge´ne´re´e. En particulier,
une telle solution est continue en espace et en temps. En dimension 2, on montre l’existence et
l’unicite´ globale des solutions fortes tandis qu’en dimension 3, on a seulement l’existence et l’unicite´
locale sur [0; tf [ avec tf < +∞. Enfin, la re´gularite´ des solutions fortes est utilise´e pour e´tablir un
re´sultat de stabilite´ asymptotique des e´tats me´tastables (the´ore`me II.3.2) c’est-a`-dire des me´langes
qui sont des points de convexite´ de F . Dans ce cas, on a l’existence globale des solutions en
dimension 2 et 3. Les preuves des re´sultats e´nonce´s reposent sur l’utilisation d’une approximation
de Galerkin [14] et des re´sultats de compacite´. Les the´ore`mes d’analyse fonctionnelle utilise´s sont
rappele´s dans l’annexe B.
Dans le premier paragraphe, nous traitons l’existence et l’unicite´ des solutions faibles. La preuve
du the´ore`me I.2.7 est donne´e en dimension 2 et 3. La deuxie`me partie est de´die´e a` l’e´tude des
solutions fortes. Enfin, le dernier paragraphe porte sur la stabilite´ asymptotique de solutions par-
ticulie`res correspondant aux e´tats d’e´quilibre me´tastable.
Dans ce chapitre, nous ne cherchons pas a` faire tendre ε vers 0, ainsi toutes les estimations
de´pendent de ε.
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II.1 The´ore`me d’existence et d’unicite´ des solutions faibles
Dans ce paragraphe, nous allons donner la preuve du the´ore`me I.2.7 e´nonce´ dans le chapitre
pre´ce´dent sur l’existence et l’unicite´ des solutions faibles. Nous rappelons les hypothe`ses utilise´es
sur les fonctions M0 et F .
Si d = 2, la mobilite´ M0 est de classe C1 et il existe M1,M2,M3 > 0 tel que
hypothe`se (I.22) : M1 ≤M0(c) ≤M2, ∀c ∈ S,
hypothe`se (I.23) : |DM0(c)| ≤M3, ∀c ∈ S.
Si d = 3, la mobilite´ est constante et il existe M > 0 tel que
hypothe`se (I.24) : M0 = M.
En dimension 3, les hypothe`ses (I.22) et (I.23) suffisent pour prouver l’existence des solutions
faibles mais nous supposons (I.24) pour montrer l’unicite´.
De plus, on suppose que :
– minoration de F : F est de classe C2 et ve´rifie
hypothe`se (I.17) : F (c) ≥ 0, ∀c ∈ S,
– croissance polynoˆmiale : il existe B1, B2 > 0 tels que
hypothe`se (I.18) : |F (c)| ≤ B1 |c|p +B2, ∀c ∈ S,
hypothe`se (I.19) : |DF (c)| ≤ B1 |c|p−1 +B2, ∀c ∈ S,
hypothe`se (I.20) : |D2F (c)| ≤ B1 |c|p−2 +B2, ∀c ∈ S,
ou` p = 6 si d = 3, et 2 ≤ p < +∞ si d = 2,
– minoration de la matrice hessienne de F : il existe D1 ≥ 0 tel que
hypothe`se (I.21) :
(
D2F (c)ξ, ξ
) ≥ −D1 (1 + |c|q) |ξ|2, ∀c ∈ S, ∀ξ ∈ R3,
ou` 0 ≤ q < 4 si d = 3 et 0 ≤ q < +∞ si d = 2.
The´ore`me (Existence et unicite´ des solutions faibles)
Soit Ω un domaine re´gulier borne´ dans Rd, avec d = 2 ou 3. On suppose que les conditions
(I.14), (I.15) et les hypothe`ses (I.17)-(I.21) sur F et (I.22)-(I.24) sur M0 sont ve´rifie´es.
Quel que soit c0 ∈ H1S(Ω), il existe une unique solution faible (c,µ) de (I.10) sur [0,+∞[
ve´rifiant les conditions au bord (I.12) et dont c0 est la donne´e initiale telle que
c ∈ L∞(0,+∞; H1S(Ω)) ∩ L2loc(0,+∞; (H3(Ω))3) ∩ C0([0,+∞[; H1S(Ω)), (II.1)
µ ∈ L2(0,+∞; (H1(Ω))3). (II.2)
Pour de´montrer le the´ore`me, nous allons utiliser une approximation de Galerkin et e´tablir
des estimations d’e´nergie. Celles-ci permettront de passer a` la limite dans les e´quations et de
prouver l’existence d’une solution au proble`me (I.10). Nous e´tablissons ensuite des estimations
supple´mentaires (de type re´gularite´) afin de montrer l’unicite´ des solutions.
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Preuve.
Etape 1 : Approximation de Galerkin
On introduit la famille (ϕj)j≥1 de fonctions propres de l’ope´rateur −∆ (avec conditions de
Neumann sur le bord). On choisit ϕ1 = 1 et les (ϕj)j≥1 sont orthogonaux a` la fois dans L
2 et
H1. On de´finit Φn = vect(ϕ1, ..., ϕn) l’espace engendre´ par la famille (ϕj)1≤j≤n. On note PΦn le
projecteur orthogonal sur Φn dans L2.
On cherche un couple (cn,µn) de´fini pour i = 1, 2, 3 par
cni =
n∑
`=1
α`i(t)ϕ
`, µni =
n∑
`=1
β`i (t)ϕ
`
ou` α`i et β
`
i sont des fonctions de classe C1, telles que cn(0) = PΦn(c0) et
∀ϕ ∈ Φn, d
dt
(cni , ϕ) = −
∫
Ω
M0
Σi
∇µni · ∇ϕdx, (II.3)
∀ϕ ∈ Φn,
∫
Ω
µni ϕdx =
∫
Ω
3
4
εΣi∇cni · ∇ϕ+
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c
n)− ∂jF (cn))
)
ϕ
 dx. (II.4)
Le proble`me (II.3) est un syste`me d’e´quations aux de´rive´es ordinaires ou` les inconnues sont les
fonctions α`i puisque β
j
i s’exprime comme une fonction non line´aire de (α
`
i)i,` dans (II.4). Comme
les fonctions M0 et DF sont localement lipschitziennes, d’apre`s le the´ore`me de Cauchy-Lipschitz,
il existe une unique solution au proble`me (II.3)-(II.4) dans un intervalle maximal de temps [0, tn],
avec tn ∈]0,+∞].
Comme c0 ∈ S, on a c01 + c02 + c03 = 1, et
cn1 (0) + c
n
2 (0) + c
n
3 (0) = PΦn1 = 1
car ϕ1 est e´gale a` 1 et appartient a` tous les espaces d’approximation de Galerkin Φn. De plus, le
syste`me (II.3)-(II.4) est construit pour assurer que pour tout t ∈ [0, tn]
3∑
i=1
cni (t) = 1. (II.5)
Par conse´quent, cn(t) ∈ S pour tout n et tout t ∈ [0, tn[.
Etape 2 : Conservation de la masse
En utilisant (II.3) avec ϕ = ϕ1 = 1, nous trouvons
d
dt
m(cni ) =
1
|Ω|
d
dt
∫
Ω
cni (t) dx =
1
|Ω|
d
dt
∫
Ω
cni (t)ϕ
1 dx = − 1|Ω|
∫
Ω
M0
Σi
∇µi · ∇ϕ1 dx = 0.
Ainsi pour tout t ∈ [0, tn[, il vient
m(cni (t)) = m(c
n
i (0)) = m
(
PΦn(c
0
i )
)
= m
(
c0i
)
. (II.6)
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Etape 3 : Estimation d’e´nergie
Prenons ϕ = µni dans l’e´quation (II.3) et ϕ =
dcni
dt
dans l’e´quation (II.4). On obtient pour tout
i ∈ {1, 2, 3}, (
dcni
dt
, µni
)
= −
∫
Ω
M0
Σi
|∇µni |2 dx,
et (
dcni
dt
, µni
)
=
∫
Ω
3
4
εΣi∇cni · ∇
dcni
dt
dx+
∫
Ω
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c
n)− ∂jF (cn))
)
dcni
dt
dx.
Lorsqu’on somme les e´quations sur i de 1 a` 3 et en utilisant la proprie´te´
d
dt
3∑
i=1
cni = 0, il vient
d
dt
[∫
Ω
3∑
i=1
3
8
εΣi |∇cni |2 dx+
12
ε
∫
Ω
F (cn) dx
]
+
3∑
i=1
∫
Ω
M0
Σi
|∇µni |2 dx = 0. (II.7)
On remarque que le terme sous la de´rive´e en temps est l’e´nergie totale du syste`me F triphΣ,ε (cn(t)).
La proposition I.2.3 et la proprie´te´ (I.11) impliquent
3∑
i=1
∫
Ω
M0
Σi
|∇µni |2 dx =
3∑
i=1
∫
Ω
M0Σi
∣∣∣∣∇µniΣi
∣∣∣∣2 dx ≥ ΣM0 3∑
i=1
1
Σ2i
|∇µi|2L2 . (II.8)
En particulier ce terme est positif et nous obtenons donc que l’e´nergie totale du syste`me de´croˆıt
en temps. De plus, nous pouvons controˆler l’e´nergie a` t = 0 comme suit∫
Ω
3∑
i=1
3
8
εΣi|∇cni (0)|2 dx+
12
ε
∫
Ω
F (cn(0)) dx ≤
3∑
i=1
3
8
ε|Σi|
∣∣∇c0i ∣∣2L2 + 12ε (B1|cn(0)|pLp +B2|Ω|)
≤ K1 +K2
3∑
i=1
∣∣PΦnc0i ∣∣pH1 ≤ K1 +K2∣∣c0∣∣pH1 ,
car 1 ≤ p < +∞ pour d = 2 dans (I.18) et p = 6 pour d = 3. On pose
k1 = K1 +K2
∣∣c0∣∣p
H1
. (II.9)
Nous avons donc obtenu une borne pour l’e´nergie totale F triphΣ,ε (cn(t)) qui ne de´pend ni de t
ni de n. Par conse´quent, en utilisant la proposition I.2.3 (et (II.5)) et l’hypothe`se (I.17), nous
trouvons que la semi-norme H1(Ω) de cn(t) est controˆle´e par l’e´nergie totale. Ainsi graˆce a` (II.6),
nous obtenons que le temps d’existence du proble`me approche´ est tn = +∞ et aussi
|cn|L∞(0,∞;H1) ≤ Ck1. (II.10)
On de´duit de l’estimation (II.7), en utilisant (II.8), que
|∇µn|L2(0,∞;L2) ≤ Ck1. (II.11)
Pour pouvoir ensuite appliquer l’ine´galite´ de Poincare´, on a besoin d’une estimation sur m(µi). En
fait, il existe une constante K inde´pendante de t et de n telle que
|m(µni )|≤ K, ∀i ∈ {1, 2, 3}. (II.12)
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En effet, nous avons
m(µni ) =
(
µni , ϕ
1
)
=
3
4
εΣi
(−∆cni , ϕ1)+
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c
n)− ∂jF (cn))
)
, ϕ1

=
∫
Ω
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c
n)− ∂jF (cn))
)
dx,
graˆce a` la condition de Neumann ∇cni · n = 0 sur Γ. En utilisant (I.19), il vient
|m(µni )| ≤
4 |ΣT |
ε
∫
Ω
∑
j 6=i
(
1
|Σj|(|∂iF (c
n)| + |∂jF (cn)|)
)
dx
≤ K
(∫
Ω
B1 |cn|p−1 dx+B2 |Ω|
)
≤ K
(
1 + |cn|p−1
H1
)
,
car 1 ≤ p < +∞ si d = 2 et p = 6 si d = 3. D’apre`s les estimations (II.7) et (II.10), on en de´duit
(II.12). Finalement, en combinant (II.11) et (II.12) et en utilisant l’ine´galite´ de Poincare´, nous
obtenons
|µn|L2(0,tf ;H1) ≤ K(1 + tf ), ∀tf > 0. (II.13)
Pour pouvoir appliquer le the´ore`me de compacite´ d’Aubin-Lions-Simon, nous avons besoin
d’une estimation pour
∂cn
∂t
dans l’espace L2(0, tf ; (H
−1(Ω))3). De l’e´quation (II.3), on de´duit que∣∣∣∣∣
∫ tf
0
〈
∂cni
∂t
, ϕ
〉
H−1,H10
dt
∣∣∣∣∣ =
∣∣∣∣∫ tf
0
∫
Ω
M0
Σi
∇µni · ∇PΦnϕdx dt
∣∣∣∣ = ∣∣∣∣∫ tf
0
∫
Ω
M0
Σi
∇µni · ∇ϕdx dt
∣∣∣∣
≤ K|∇µni |L2(0,tf ;L2)|∇ϕ|L2(0,tf ;L2) ≤ K|∇ϕ|L2(0,tf ;L2), ∀i ∈ {1, 2, 3},
pour tout ϕ ∈ L2(0, tf ; H10(Ω)), graˆce a` l’estimation (II.11). Ainsi on a∣∣∣∣∂cn∂t
∣∣∣∣
L2(0,tf ;H−1)
≤ K. (II.14)
Etape 4 : Passage a` la limite dans les e´quations (II.3) et (II.4)
Graˆce aux estimations (II.10), (II.13) et (II.14), on peut extraire des sous-suites de (cn)n et
(µn)n (note´es encore (c
n)n et (µ
n)n) qui satisfont
cn ⇀ c dans L∞(0,∞, (H1(Ω))3) faible-∗,
∂cn
∂t
⇀
∂c
∂t
dans L2loc(0,∞, (H−1(Ω))3) faible,
µn ⇀ µ dans L2loc(0,∞, (H1(Ω))3) faible.
D’apre`s le the´ore`me de compacite´ d’Aubin-Lions-Simon et les estimations (II.10) et (II.14), on
peut extraire une sous-suite
cn → c dans C0([0, tf ], (Lp(Ω))3) fort, ∀tf > 0,
ou` p < +∞ si d = 2 et p < 6 si d = 3. De plus, cn(0) converge fortement vers c(0) dans (L2(Ω))3
et ainsi c(0) = c0 car PΦn converge vers l’identite´ pour la topologie forte des ope´rateurs. En
particulier, on a la convergence forte dans L2(0, tf ; L
p(Ω)) et d’apre`s la re´ciproque du the´ore`me de
Lebesgue cn converge presque partout vers c (modulo une sous-suite).
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Montrons que les limites c et µ ve´rifient le proble`me (I.10). Pour cela, on conside`re τ ∈ D(R+∗)
et N ≥ 1. Pour tout n ≥ N , cn, et µn ve´rifient (II.3) et (II.4) avec ϕ = ϕN . On multiplie ces
e´quations par τ(t) et on inte`gre par rapport au temps. Les convergences faibles e´tablies permettent
de passer a` la limite dans chacun des termes line´aires. Pour le terme non line´aire de l’e´quation (II.4),
on utilise alors l’hypothe`se (I.18), la convergence presque partout et le the´ore`me de convergence
domine´e. Les e´quations limites e´tant satisfaites pour tout N et pour tout τ ∈ D(R+∗), la densite´
de (Φn)n dans H
1(Ω) nous permet de conclure que (c,µ) ve´rifient le proble`me (I.10).
Etape 5 : Estimations dans L4(0, tf ; H
2(Ω)) et dans L2(0, tf ; H
3(Ω))
Soit (c,µ) la solution faible de (I.10) obtenue pre´ce´demment. Nous avons de´ja` montre´ que c
appartient a` L∞(0,+∞, (H1(Ω))3) et que ∇µ appartient a` L2(0,+∞, (L2(Ω))9). Maintenant, nous
avons besoin de plus de re´gularite´ sur la solution c pour de´montrer l’unicite´ dans l’e´tape suivante.
1/ Tout d’abord, nous cherchons une estimation pour ∆c dans (L2(Ω))3. Pour cela, on choisit
ϕ = −∆cni dans l’e´quation (II.4) pour i ∈ {1, 2, 3},
(∇µi,∇ci) = 3
4
εΣi|∆ci|2L2 −
4ΣT
ε
∫
Ω
∑
j 6=i
(
1
Σj
(
∂iF (c)− ∂jF (c)
))
∆ci dx.
En sommant les e´quations sur i et en remarquant que
3∑
i=1
∆ci = 0 graˆce a` (II.5), on obtient
3∑
i=1
(∇µi,∇ci) =
3∑
i=1
3
4
εΣi|∆ci|2L2 −
12
ε
3∑
i=1
∫
Ω
∂iF (c)∆ci dx
=
3∑
i=1
3
4
εΣi|∆ci|2L2 +
12
ε
3∑
i=1
∫
Ω
∇∂iF (c) · ∇ci dx.
(II.15)
Graˆce a` l’hypothe`se (I.21) et a` la proprie´te´ de conservation de la masse, on peut e´crire
∫
Ω
3∑
i=1
∇∂iF (c) · ∇ci dx =
3∑
i=1
3∑
j=1
d∑
k=1
∫
Ω
∂i∂jF (c)
∂cj
∂xk
∂ci
∂xk
dx
=
d∑
k=1
∫
Ω
(
D2F (c) · ∂c
∂xk
,
∂c
∂xk
)
dx
≥ −D1
d∑
k=1
∫
Ω
(1 + |c|q)
∣∣∣∣ ∂c∂xk
∣∣∣∣2 dx ≥ −K ∫
Ω
(1 + |c−m(c)|q)|∇c|2 dx.
En utilisant la proposition I.2.3 et l’e´quation (II.15), il vient
εΣ|∆c|2L2 ≤
3∑
i=1
εΣi|∆cni |2L2 ≤
K
ε
∫
Ω
(1 + |c−m(c)|q)|∇c|2 dx+K|∇µ|L2 |∇c|L2 . (II.16)
• Si d = 2, on utilise ∫
Ω
|c−m(c)|q|∇c|2 dx ≤ |c−m(c)|q∞|∇c|2L2 .
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D’apre`s l’hypothe`se (I.21), q < +∞ donc il existe δ > 0 tel que qδ < 2 et H1+δ ⊂ L∞.
De plus, l’interpolation H1+δ = [H2,H1]1−δ et les proprie´te´s de re´gularite´ de l’ope´rateur de
Laplace entraˆınent
|c−m(c)|q∞|∇c|2L2 ≤ |c−m(c)|qH1+δ |∇c|
2
L2 ≤ K|∆c|qδL2 |∇c|
q(1−δ)+2
L2
.
Comme la puissance de |∆c|L2 est infe´rieure a` 2 pour tout q < +∞, en appliquant l’ine´galite´
de Young dans (II.16), on obtient
|∆c|2L2 ≤ K
(
1 + |∇c|
2
2−qδ
(q(1−δ)+2)
L2
)
|∇c|2L2 + |∇µ|L2 |∇c|L2 . (II.17)
• Si d = 3, en utilisant la re´gularite´ elliptique du Laplacien et les ine´galite´s d’Agmon et de
Poincare´, on a∫
Ω
|c−m(c)|q|∇c|2 dx ≤ |c−m(c)|qL∞ |∇c|2L2 ≤ K|∆c|
q
2
L2
|∇c|
q
2
+2
L2
.
Comme q < 4 dans l’hypothe`se (I.21) dans le cas tridimensionnel, la puissance de |∆c|L2 dans
l’ine´galite´ pre´ce´dente est strictement infe´rieure a` 2. Ainsi, en utilisant l’ine´galite´ de Young
dans (II.16), il vient
|∆c|2L2 ≤ K
(
1 + |∇c|2
“
4+q
4−q
”
L2
)
|∇c|2L2 + |∇µ|L2 |∇c|L2 . (II.18)
Finalement, puisque c ∈ L∞(0,+∞, (H1(Ω))3) et∇µ ∈ L2(0,+∞, (L2(Ω))9), les membres de droite
des estimations (II.17), (II.18) appartiennent a` L2loc(]0,+∞[). Il s’ensuit
|c|L4(0,tf ;H2) ≤ K(tf ), ∀0 ≤ tf < +∞. (II.19)
En particulier,
|c|L2(0,tf ;H2) ≤ k2(tf ), ∀0 ≤ tf < +∞
ou` k2 est de´fini par
k2 = C(tf )k1. (II.20)
2/ Maintenant, montrons que c appartient a` L2(0, tf ; (H
3(Ω))3), quel que soit tf > 0. En effet,
prenons le gradient de la de´finition du potentiel chimique µi
3
4
εΣi∇∆ci = ∇µi −∇
4ΣT
ε
∑
j 6=i
[
1
Σj
(
∂iF (c)− ∂jF (c)
)] .
Ainsi, on a
ε2
3∑
i=1
Σ2i |∇∆ci|2L2 ≤ K|∇µ|2L2 +K
3∑
i=1
|∇∂iF (c)|2L2 . (II.21)
• Si d = 2, graˆce a` l’hypothe`se (I.20), on a
3∑
i=1
|∇∂iF (c)|2L2 ≤
3∑
i,j=1
|∂i∂jF (c)∇c|2L2 ≤ K
∫
Ω
(1+ |c|p−2)2 |∇c|2 dx
≤ K
(
|∇c|2L2 +
∣∣∣|c|2(p−2)∣∣∣
L
3
2
∣∣∣|∇c|2∣∣∣
L3
)
≤ K
(
|∇c|2L2 + |c|2(p−2)L3(p−2) |∇c|
2
L6
)
.
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Comme 2 ≤ p < +∞ dans l’hypothe`se (I.20), on utilise l’injection de Sobolev de H1 ⊂ L3(p−2).
Par conse´quent, il vient
3∑
i=1
|∇∂iF (c)|2L2 ≤ K
(
|∇c|2L2 + |c|2(p−2)H1 |∇c|2H1
)
≤ K
(
|∇c|2L2 + |∇c|2(p−2)L2 |∆c|2L2
)
.
(II.22)
Ainsi (II.21) et (II.22) entraˆınent
ε2
3∑
i=1
Σ2i |∇∆ci|2L2 ≤ K|∇µ|2L2 +K
(
|∇c|2L2 + |∇c|2(p−2)L2 |∆c|2L2
)
. (II.23)
• Si d = 3, on utilise l’hypothe`se (I.20) avec p = 6 et l’ine´galite´ d’Agmon suivante
|∇c|∞ ≤ K|∆c|
1
2
L2
|∇∆c|
1
2
L2
,
pour obtenir
3∑
i=1
|∇∂iF (c)|2L2 ≤ K
∫
Ω
(1+ |c|p−2)2 |∇c|2 dx ≤ K|∇c|2∞
(
1 + |c|2(p−2)
L2(p−2)
)
≤ K|∆c|L2 |∇∆c|L2
(
1 + |c|2(p−2)
L2(p−2)
)
= K|∆c|L2 |∇∆c|L2
(
1 + |c|8L8
)
.
Graˆce a` l’injection H
9
8 ⊂ L8 et a` la proprie´te´ d’interpolation H 98 = [H2,H1] 7
8
, on obtient
3∑
i=1
|∇∂iF (c)|2L2 ≤ K|∆c|L2 |∇∆c|L2
(
1 + |c|7H1 |c|H2
)
≤ ε
2
2
3∑
i=1
Σ2i |∇∆ci|2L2 +K|c|2H2
(
1 + |c|14H1 |c|2H2
)
.
(II.24)
Par conse´quent, (II.21) et (II.24) impliquent
ε2
2
3∑
i=1
Σ2i |∇∆ci|2L2 ≤ K|∇µ|2L2 +K|∆c|2L2
(
1 + |c|14H1 |∆c|2L2
)
. (II.25)
On remarque que dans (II.23) pour le cas 2D et (II.25) pour le cas 3D, la puissance du terme
|∆c|L2 est infe´rieure ou e´gale a` 4. Ainsi, en utilisant les estimations (II.10), (II.13), (II.19), il vient
|c|L2(0,tf ;H3) ≤ K(tf ), ∀0 ≤ tf < +∞. (II.26)
Etape 6 : Unicite´ des solutions faibles
1/ On suppose qu’il existe deux solutions faibles (ci, µi) et (di, νi) pour i = 1, 2, 3 au proble`me
(I.10) avec la meˆme donne´e initiale. En notant c = (c1, c2, c3) et d = (d1, d2, d3), on a pour tout
ϕ ∈ H1n, (
∂
∂t
(ci − di), ϕ
)
= − 1
Σi
∫
Ω
(
M0(c)∇µi −M0(d)∇νi
) · ∇ϕdx. (II.27)
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Prenons ϕ = εΣi(ci − di) comme fonction test et sommons les e´quations sur i, il vient alors
d
dt
(
3∑
i=1
εΣi
2
|ci − di|2L2
)
= −ε
3∑
i=1
∫
Ω
(
M0(c)∇µi −M0(d)∇νi
) · ∇(ci − di) dx
= −ε
3∑
i=1
∫
Ω
M0(d)∇(µi − νi) · ∇(ci − di) dx− ε
3∑
i=1
∫
Ω
(
M0(c)−M0(d)
)∇µi · ∇(ci − di) dx
= ε
3∑
i=1
∫
Ω
M0(d)(µi − νi)∆(ci − di) dx︸ ︷︷ ︸
U1
+ε
3∑
i=1
∫
Ω
(µi − νi)∇M0(d) · ∇(ci − di) dx︸ ︷︷ ︸
U2
−ε
3∑
i=1
∫
Ω
(
M0(c)−M0(d)
)∇µi · ∇(ci − di) dx.︸ ︷︷ ︸
U3
(II.28)
Dans le cas de la dimension 3, seul le terme U1 sera traite´ puisqu’on suppose que la mobilite´
est constante (les termes U2 et U3 sont donc nuls).
2/ Estimation de U1 :
En utilisant tout d’abord les de´finitions de µi et de νi et en remarquant que
3∑
i=1
∆(ci−di) = 0,
on a
U1 = −3
4
ε2
3∑
i=1
∫
Ω
M0(d)Σi|∆(ci − di)|2 dx+ 12
3∑
i=1
∫
Ω
M0(d)
(
∂iF (c)− ∂iF (d)
)
∆(ci − di) dx.
D’apre`s les hypothe`ses (I.20), (I.22) et (I.24) et en utilisant l’ine´galite´ de Young et la proposition
I.2.3, il vient
U1 +KΣε
2
3∑
i=1
|∆(ci − di)|2L2 ≤ K
3∑
i=1
∫
Ω
|∂iF (c)− ∂iF (d)|2 dx
≤ K
∫
Ω
(
1+ |c|2(p−2) + |d|2(p−2)
)
|c− d|2 dx ≤ K
(
1 + |c|2(p−2)
L2(p−2)
+ |d|2(p−2)
L2(p−2)
)
|c− d|2L∞ .
• Dans le cas de la dimension 2, on utilise une fois de plus l’ine´galite´ de Young et la relation
|c− d|2∞ ≤ K|c− d|L2 |∆(c− d)|L2 ,
pour avoir
U1 +
1
2
KΣε2|∆(c− d)|2L2 ≤ K
(
1 + |c|4(p−2)
L2(p−2)
+ |d|4(p−2)
L2(p−2)
)
|c− d|2L2 .
63
Chapitre II. The´ore`mes d’existence et de stabilite´
Comme 2 < p < +∞ dans l’hypothe`se (I.20), H1 s’injecte dans L2(p−2) et finalement on a
U1 +
1
2
KΣε2|∆(c− d)|2L2 ≤ K1
(
1 + |c|4(p−2)
H1
+ |d|4(p−2)
H1
)
|c− d|2L2 . (II.29)
• Dans le cas de la dimension 3, les ine´galite´s d’Agmon et de Young impliquent
U1 +
1
2
KΣε2|∆(c− d)|2L2 ≤ K1
(
1 + |c|8(p−2)
L2(p−2)
+ |d|8(p−2)
L2(p−2)
)
|c− d|2L2
= K1
(
1 + |c|32L8 + |d|32L8
)
|c− d|2L2 ,
car on suppose p = 6 dans (I.20) quand d = 3. L’injection de H
9
8 ⊂ L8 et la proprie´te´
d’interpolation H
9
8 = [H3,H1] 15
16
entraˆınent
|c|32L8 ≤ K|c|30H1 |c|2H3 .
Finalement, il suit que
U1 +
1
2
KΣε2|∆(c− d)|2L2 ≤ K1
(
1 + |c|30H1 |c|2H3 + |d|30H1 |d|2H3
)
|c− d|2L2 . (II.30)
3/ Estimation de U2 dans le cas ou` d = 2 :
D’apre`s l’hypothe`se (I.23) sur la mobilite´, on peut e´crire
|U2| ≤M3ε
3∑
i=1
∫
Ω
|∇d||µi − νi||∇(ci − di)| dx.
En utilisant les de´finitions de µi et νi et en notant que
3∑
i=1
∇(ci − di) = 0, il vient
|U2| ≤ 3
4
M3ε
2
3∑
i=1
|Σi|
∫
Ω
|∇d||∆(ci − di)||∇(ci − di)| dx︸ ︷︷ ︸
U
′
2
+ 12M3
3∑
i=1
∫
Ω
|∇d||∂iF (c)− ∂iF (d)||∇(ci − di)| dx︸ ︷︷ ︸
U
′′
2
. (II.31)
Pour estimer le terme U ′2, on utilise l’interpolation H
1 = [H2,L2] 1
2
et l’ine´galite´ d’Agmon en
dimension 2. Ainsi on a∣∣U ′2∣∣ ≤ Kε2|∇d|∞|∆(c− d)|L2 |∇(c− d)|L2
≤ Kε2|∇d|
1
2
L2
|∆∇d|
1
2
L2
|∆(c− d)|
3
2
L2
|c− d|
1
2
L2
≤ KΣε
2
8
|∆(c− d)|2L2 +K2|∇d|2L2 |∆∇d|2L2 |c− d|2L2 .
(II.32)
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De la meˆme manie`re, on estime le terme U
′′
2 , en utilisant en plus l’hypothe`se (I.20) sur les de´rive´es
secondes de F∣∣∣U ′′2 ∣∣∣ ≤ K ∫
Ω
|∇d|
(
1 + |c|p−2 + |d|p−2
)
|c− d||∇(ci − di)| dx
≤ K|∇d|L4
(
1 + |c|p−2
L4(p−2)
+ |d|p−2
L4(p−2)
)
|c− d|∞|∇(c− d)|L2
≤ K|∇d|L4
(
1 + |c|p−2
L4(p−2)
+ |d|p−2
L4(p−2)
)
|c− d|
1
2
L2
|∆(c− d)|
1
2
L2
|c− d|
1
2
L2
|∆(c− d)|
1
2
L2
≤ K|∇d|L4
(
1 + |c|p−2
L4(p−2)
+ |d|p−2
L4(p−2)
)
|c− d|L2 |∆(c− d)|L2
≤ KΣε
2
8
|∆(c− d)|2L2 +K|∇d|2L4
(
1 + |c|2(p−2)
L4(p−2)
+ |d|2(p−2)
L4(p−2)
)
|c− d|2L2 .
Comme 2 < p < +∞ dans l’hypothe`se (I.20) alors H1 s’injecte dans L2(p−2) en dimension 2 et
graˆce aux proprie´te´s de re´gularite´ du Laplacien, il vient∣∣∣U ′′2 ∣∣∣ ≤ KΣε28 |∆(c− d)|2L2 +K3|∆d|2L2 (1 + |c|2(p−2)H1 + |d|2(p−2)H1 ) |c− d|2L2 . (II.33)
4/ Estimation de U3 dans le cas ou` d = 2 :
On utilise une fois de plus les ine´galite´s d’Agmon et l’interpolation H1 = [H2,L2] 1
2
pour estimer
U3
|U3| ≤ K|DM0|∞|c− d|∞|∇µ|L2 |∇(c− d)|L2
≤ KM3|c− d|
1
2
L2
|∆(c− d)|
1
2
L2
|c− d|
1
2
L2
|∆(c− d)|
1
2
L2
|∇µ|L2
≤ K|c− d|L2 |∆(c− d)|L2 |∇µ|L2
≤ KΣε
2
4
|∆(c− d)|2L2 +K4|∇µ|2L2 |c− d|2L2 .
(II.34)
5/ Unicite´ des solutions faibles dans le cas ou` d = 2 :
Pour prouver l’unicite´, nous introduisons
y(t) =
3∑
i=1
εΣi
2
|ci − di|2L2 .
L’e´quation (II.28) et les estimations (II.29), (II.32), (II.33), et (II.34) impliquent l’ine´galite´ diffe´-
rentielle
y′(t) ≤ a(t)|c− d|2L2
ou` a est de´finie par
a(t) = K1
(
1 + |c|4(p−2)
H1
+ |d|4(p−2)
H1
)
+K2|∇d|2L2 |∆∇d|2L2
+K3|∆d|2L2
(
1 + |c|2(p−2)
H1
+ |d|2(p−2)
H1
)
+K4|∇µ|2L2 . (II.35)
En utilisant maintenant la proposition I.2.3 (et puisque
3∑
i=1
(ci − di) = 0) on de´duit que y est une
fonction positive et que
y′(t) ≤ 2
Σε
a(t)y(t).
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Graˆce aux proprie´te´s de re´gularite´ (II.1) des solutions c et d, la fonction a appartient a` L1(0, tf )
quel que soit tf > 0. En appliquant le lemme de Gronwall, il vient
y(t) ≤ y(0)e
R t
0 a(s)ds ∀0 ≤ t < tf .
Comme les deux solutions ont les meˆmes donne´es initiales, y(t) = 0 pour tout t > 0. Par conse´quent,
on a montre´ l’unicite´ des solutions faibles en dimension 2.
6/ Unicite´ des solutions faibles pour d = 3 :
D’apre`s l’e´quation (II.28) et l’estimation (II.30), on a
y′(t) ≤ a(t)|c− d|2L2 ,
ou` a est de´finie par
a(t) = K1
[
1 + |c|30H1 |c|2H3 + |d|30H1 |d|2H3
]
.
Graˆce aux proprie´te´s de re´gularite´ (II.1) des solutions c et d, la fonction a appartient a` L1(0, tf )
quel que soit tf > 0. On peut donc conclure sur l’unicite´ des solutions comme dans le cas 2D.
II.2 The´ore`me d’existence et d’unicite´ des solutions fortes
Dans ce paragraphe, on e´tablit l’existence (locale en dimension 3) de solutions plus re´gulie`res.
Ceci nous permettra, en particulier, de prouver l’unicite´ d’une telle solution en dimension 3 dans
le cas d’une mobilite´ variable non de´ge´ne´re´e. Par ailleurs, l’existence de telles solutions re´gulie`res
permettra l’e´tude de la stabilite´ asymptotique des e´tats me´tastables dans le paragraphe suivant.
Pour avoir l’existence de solutions fortes, il faut que la donne´e initiale soit plus re´gulie`re que
dans le the´ore`me I.2.7 ainsi que la non-line´arite´ de F dont on demande dore´navant qu’elle ve´rifie
|D3F (c)|≤ B3(1+ |c|r) (II.36)
ou` r < +∞ si d = 2 et r < 3 si d = 3. En particulier, cette hypothe`se n’est pas ve´rifie´e pour le
potentiel de Cahn-Hilliard F = FΛ,α en 3D.
The´ore`me II.2.1 (Existence et unicite´ des solutions fortes)
On suppose que les conditions (I.14), (I.15) et les hypothe`ses (I.17)-(I.23) et (II.36) sont
ve´rifie´es. Quel que soit c0 ∈ (H2(Ω))3 ∩ H1S(Ω), il existe tf > 0 et une unique solution
forte (c,µ) de (I.10) sur [0, tf [ dont c
0 est la donne´e initiale telle que
c ∈ L∞(0, tf ; (H2(Ω))3) ∩ L2loc(0, tf ; (H4(Ω))3) ∩ C0([0, tf [; (H2(Ω))3), (II.37)
µ ∈ L2(0, tf ; (H2(Ω))3) (II.38)
ou` tf = +∞ si d = 2 et tf < +∞ si d = 3.
En particulier, la solution appartient a` C0([0, tf [; (H2(Ω))3) et d’apre`s les injections de Sobolev,
elle est continue sur Ω× [0, tf [. Cette proprie´te´ sera utilise´e notamment pour la preuve du the´ore`me
de stabilite´ des e´tats me´tastables dans le paragraphe II.3.
Preuve.
Nous allons tout d’abord montrer l’existence des solutions fortes en utilisant la meˆme approxi-
mation de Galerkin que dans le paragraphe II.1. Puis graˆce aux proprie´te´s de re´gularite´ obtenues
pour la solution, nous de´montrons l’unicite´ des solutions fortes en dimension 3.
Pour simplifier les notations, les fonctions cn et µn sont note´es respectivement c et µ.
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Etape 1 : Existence des solutions fortes
Prenons εΣi∆
2ci comme fonction test dans l’e´quation (II.3)
εΣi
2
d
dt
(|∆ci|2L2) = −
∫
Ω
εM0(c)∇µi · ∇(∆2ci) dx
=
∫
Ω
ε∇ · (M0(c)∇µi)∆2ci dx
=
∫
Ω
εM0(c)∆µi∆
2ci dx+
∫
Ω
ε∇M0(c) · ∇µi∆2ci dx.
En sommant les e´quations sur i, on obtient
3∑
i=1
εΣi
2
d
dt
(|∆ci|2L2) =
3∑
i=1
∫
Ω
εM0(c)∆µi∆
2ci dx︸ ︷︷ ︸
E1
+
3∑
i=1
∫
Ω
ε∇M0(c) · ∇µi∆2ci dx︸ ︷︷ ︸
E2
. (II.39)
1/ Commenc¸ons par estimer le terme E1. Pour cela, on utilise la de´finition de µi et en remar-
quant que
3∑
i=1
∆2ci = 0 on a
E1 ≤ −
3∑
i=1
3
4
ε2ΣiM0(c)
∣∣∆2ci∣∣2L2 + 3∑
i=1
12M0(c)
∫
Ω
∆(∂iF (c))∆
2ci dx.
Graˆce a` la proposition I.2.3 et a` l’hypothe`se (I.22) sur la mobilite´, il vient
E1 +Kε
2Σ
∣∣∆2c∣∣2
L2
≤ K
3∑
i=1
∫
Ω
|∆∂iF (c)|2 dx. (II.40)
Pour estimer le terme de droite de l’ine´galite´ pre´ce´dente, on a besoin des hypothe`ses (I.20) et
(II.36) sur la fonction F
3∑
i=1
∫
Ω
|∆∂iF (c)|2 dx ≤
∣∣D3F (c)∣∣2
∞
|∇c|4L4 +
∣∣D2F (c)∣∣2
∞
|∆c|2L2
≤ K
(
1 + |c−m(c)|2r∞
)
|∇c|4L4 +K
(
1 + |c−m(c)|2r+2∞
)
|∆c|2L2 .
(II.41)
• Si d = 2, posons δ > 0 tel que δ < 2
r + 1
. En utilisant l’injection de H1+δ ⊂ L∞ et
l’interpolation H1+δ = [H4,H1]1− δ
3
, il vient
|c−m(c)|∞ ≤ K|∇c|
1− δ
3
L2
∣∣∆2c∣∣ δ3
L2
.
De plus, l’injection de H
1
2 ⊂ L4 et l’interpolation H 12 = [H3,L2] 5
6
donne
|∇c|L4 = |∇(c−m(c))|L4 ≤ K|∇c|
5
6
L2
∣∣∆2c∣∣ 16
L6
.
Enfin pour le terme |∆c|L2 , les proprie´te´s de re´gularite´ du Laplacien et l’interpolation de
H2 = [H4,H1] 2
3
entraˆınent
|∆c|L2 ≤ K|c−m(c)|H2 ≤ K|c−m(c)|
2
3
H1
|c−m(c)|
1
3
H4
≤ K|∇c|
2
3
L2
∣∣∆2c∣∣ 13
L2
. (II.42)
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Finalement, en utilisant les trois estimations pre´ce´dentes dans (II.41), il vient
3∑
i=1
∫
Ω
|∆∂iF (c)|2 dx ≤ K
(
1 + |∇c|2r(1−
δ
3
)
L2
∣∣∆2c∣∣ 2rδ3
L2
)
|∇c|
10
3
L2
∣∣∆2c∣∣ 23
L2
+K
(
1 + |∇c|(2r+2)(1−
δ
3
)
L2
∣∣∆2c∣∣ δ3 (2r+2)
L2
)
|∇c|
4
3
L2
∣∣∆2c∣∣ 23
L2
.
(II.43)
On remarque dans l’estimation (II.43) que toutes les puissances de
∣∣∆2c∣∣
L2
sont infe´rieures
a` 2 car δ <
2
r + 1
. En appliquant l’ine´galite´ de Young, les estimations (II.40) et (II.43)
impliquent
E1 +
Kε2Σ
2
∣∣∆2c∣∣2
L2
≤ K|∇c|5L2
(
1 + |∇c|α1L2
)
+K|∇c|2L2
(
1 + |∇c|α2L2
)
≤ K|∇c|5L2 (1 + |∇c|αL2)
(II.44)
ou` α est un exposant qui de´pend de r et de δ.
• Si d = 3, on utilise l’ine´galite´ d’Agmon, l’interpolation H2 = [H4,H1] 2
3
et les proprie´te´s de
re´gularite´ du Laplacien pour avoir
|c−m(c)|∞ ≤ |c−m(c)|
1
2
H1
|c−m(c)|
1
2
H2
≤ K|∇c|
1
2
L2
|∇c|
1
3
L2
|c|
1
6
H4
≤ |∇c|
5
6
L2
∣∣∆2c∣∣ 16
L2
.
Pour le terme |∇c|L4 , on utilise l’injection de H
3
4 ⊂ L4 et l’interpolation H 34 = [H3,L2] 3
4
|∇c|L4 ≤ K|∇c|
3
4
L2
∣∣∆2c∣∣ 14
L2
.
Finalement, en utilisant les estimations pre´ce´dentes et (II.42) dans l’ine´galite´ (II.40), il vient
3∑
i=1
∫
Ω
|∆∂iF (c)|2 dx ≤ K
(
1 + |∇c|
5r
3
L2
∣∣∆2c∣∣ r3
L2
)
|∇c|3L2
∣∣∆2c∣∣
L2
+K
(
1 + |∇c|
5(r+1)
3
L2
∣∣∆2c∣∣ r+13
L2
)
|∇c|
4
3
L2
∣∣∆2c∣∣ 23
L2
. (II.45)
Dans l’estimation pre´ce´dente, toutes les puissances de
∣∣∆2c∣∣
L2
sont infe´rieures a` 2 puisque
r < 3 d’apre`s l’hypothe`se (II.36) sur D3F . En appliquant l’ine´galite´ de Young et graˆce aux
estimations (II.40) et (II.45), on a
E1 +
Kε2Σ
2
∣∣∆2c∣∣2
L2
≤ K|∇c|6L2
(
1 + |∇c|β1
L2
)
+K|∇c|2L2
(
1 + |∇c|β2
L2
)
≤ K|∇c|6L2
(
1 + |∇c|β
L2
) (II.46)
ou` β est un exposant qui de´pend de r.
2/ Il faut maintenant estimer le terme E2 dans l’ine´galite´ (II.39).
• Si d = 2, la de´finition de µi, l’estimation (II.43) et les proprie´te´s de re´gularite´ (II.1) de la
solution entraˆınent
|∆µi|2L2 ≤ K
∣∣∆2ci∣∣2L2 +K 3∑
i=1
|∆∂iF (c)|2L2 ≤ K
(
1 +
∣∣∆2ci∣∣2L2) . (II.47)
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De plus, l’hypothe`se (I.23) sur la mobilite´, l’injection de H
1
2 ⊂ L4 et la proprie´te´ d’interpo-
lation H
1
2 = [H1,L2] 1
2
permettent d’obtenir
E2 ≤M3ε|∇c|L4 |∇µ|L4
∣∣∆2c∣∣
L2
≤M3ε|∇c|
1
2
L2
|∆c|
1
2
L2
|∇µ|
1
2
L2
|∆µ|
1
2
L2
∣∣∆2c∣∣
L2
.
Ainsi graˆce a` l’estimation (II.47) et en appliquant l’ine´galite´ de Young, il vient
E2 ≤ Kε
2Σ
8
∣∣∆2c∣∣2
L2
+K|∇c|L2 |∆c|L2 |∇µ|L2
(
1 +
∣∣∆2c∣∣
L2
)
.
Finalement, en appliquant l’ine´galite´ de Young sur les derniers termes de l’estimation pre´ce´-
dente, on obtient
E2 ≤ Kε
2Σ
4
∣∣∆2c∣∣2
L2
+K
(
|∇c|2L2 + |∇µ|2L2 |∆c|2L2 + |∇c|2L2 |∇µ|2L2 |∆c|2L2
)
. (II.48)
• Dans le cas tridimensionnel, on utilise l’hypothe`se (I.23), la de´finition de µi en remarquant
que
3∑
i=1
∆2ci = 0 pour avoir
E2 ≤M3ε
3∑
i=1
∫
Ω
∇c∇µi∆2ci dx
≤ 3
4
ε2M3
3∑
i=1
∫
Ω
Σi|∇c|
∣∣∆2ci∣∣|∇∆ci| dx+ 12M3 3∑
i=1
∫
Ω
|∇c|∣∣∆2ci∣∣|∇(∂iF (c))| dx
≤ Kε2|∇c|∞
∣∣∆2c∣∣
L2
|∇∆c|L2 +K
∣∣D2F (c)∣∣
L2
∣∣∆2c∣∣
L2
|∇c|2∞.
Graˆce aux ine´galite´s d’Agmon, aux proprie´te´s de re´gularite´ de l’ope´rateur Laplacien et a`
l’interpolation de H1 = [H2,L2] 1
2
, on obtient les ine´galite´s suivantes
|∇c|∞ ≤ |∇(c−m(c))|
1
2
H1
|∇(c−m(c))|
1
2
H2
≤ |∆c|
1
2
L2
|∇∆c|
1
2
L2
,
|∇∆c|L2 ≤ |∆c|H1 ≤ |∆c|
1
2
L2
|∆c|
1
2
H2
≤ |∆c|
1
2
L2
∣∣∆2c∣∣ 12
L2
qui permettent d’e´crire, en utilisant l’hypothe`se (I.20),
E2 ≤ Kε2|∆c|
1
2
L2
|∇∆c|
3
2
L2
∣∣∆2c∣∣
L2
+K
(
1 + |c|r+1
L2(r+1)
) ∣∣∆2c∣∣
L2
|∆c|L2 |∇∆c|L2
≤ Kε2|∆c|
5
4
L2
∣∣∆2c∣∣ 74
L2
+K
(
1 + |c|r+1
L2(r+1)
) ∣∣∆2c∣∣
L2
|∆c|L2 |∇∆c|L2 .
On utilise une fois de plus l’ine´galite´ de Young afin d’avoir
E2 ≤ Kε
2Σ
2
∣∣∆2c∣∣2
L2
+K
(
|∆c|10L2 +
(
1 + |c|2r+2L2r+2
)
|∇∆c|2L2 |∆c|2L2
)
.
Comme r < 3 dans l’hypothe`se (II.36), l’injection de H2 ⊂ L8 entraˆıne
E2 ≤ Kε
2Σ
2
∣∣∆2c∣∣2
L2
+K
(
|∆c|10L2 +
(
1 + |∆c|8L2
)
|∇∆c|2L2 |∆c|2L2
)
.
Enfin, l’interpolation H3 = [H4,H2] 1
2
et l’ine´galite´ de Young impliquent
E2 ≤ Kε
2Σ
4
∣∣∆2c∣∣2
L2
+K
(
|∆c|10L2 + |∆c|6L2 + |∆c|22L2
)
≤ Kε
2Σ
4
∣∣∆2c∣∣2
L2
+K|∆c|22L2 .
(II.49)
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3/ Graˆce aux estimations des termes E1 et E2 obtenues, nous allons montrer que
ci ∈ L∞(0, tf ; H2) ∩ L2loc(0, tf ; H4) avec tf = +∞ si d = 2 et tf < +∞ si d = 3.
• Si d = 2, nous allons utiliser le lemme de Gronwall uniforme. D’apre`s les estimations (II.44)
et (II.48), nous avons
3∑
i=1
εΣi
2
d
dt
(|∆ci|2L2) +
Kε2Σ
4
∣∣∆2c∣∣2
L2
≤ K1
(
|∇c|5L2 (1 + |∇c|αL2) + |∇c|2L2
)
+K2
(
|∇µ|2L2 + |∇c|2L2 |∇µ|2L2
)
|∆c|2L2 . (II.50)
En posant
y(t) =
3∑
i=1
εΣi
2
|∆ci|2L2 ,
a(t) = K1
(
|∇c|5L2(1 + |∇c|αL2) + |∇c|2L2
)
,
b(t) =
2K2ε
Σ
(
|∇µ|2L2 + |∇c|2L2 |∇µ|2L2
)
,
et en utilisant la proposition I.2.3, la fonction y est positive et ve´rifie pour presque tout t > 0
y′(t) ≤ a(t) + b(t)y(t).
D’apre`s les estimations (II.10), (II.13) et (II.19), les fonctions y, a, b ve´rifient les hypothe`ses
du lemme de Gronwall uniforme∫ t+1
t
y(s)ds ≤ k22,∫ t+1
t
a(s)ds ≤ k51(1 + kα1 ) + k21,∫ t+1
t
b(s)ds ≤ k21 + k41,
ou` on pose
k3 = k
5
1(1 + k
α
1 ) + k
2
1 et k4 = k
2
1 + k
4
1, (II.51)
avec k1 et k2 de´finis respectivement par (II.9) et (II.20). Finalement, en appliquant le lemme
de Gronwall uniforme, il vient
y(t) ≤ (max(y(0), k22) + k3)ek4 . (II.52)
D’autre part, on a
y(0) ≤
3∑
i=1
εΣi
2
|∆cni (0)|2L2 ≤
3∑
i=1
εΣi
2
∣∣∆c0i ∣∣2L2 = k5 < +∞ (II.53)
car c0 ∈ (H2(Ω))3. D’apre`s (II.50), on de´duit que
|∆c|L∞(0,∞;L2) ≤ K (II.54)
et
|c−m(c)|L2(0,tf ;H4) ≤ K ∀0 < tf < +∞. (II.55)
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• Dans le cas 3D, les estimations (II.46) et (II.49) impliquent
3∑
i=1
εΣi
2
d
dt
(|∆ci|2L2) +
Kε2Σ
4
∣∣∆2c∣∣2
L2
≤ K1|∇c|6L2
(
1 + |∇c|β
L2
)
+K2|∆c|22L2 . (II.56)
En posant
y(t) =
3∑
i=1
εΣi
2
|∆ci|2L2 ,
a(t) = K1|∇c|6L2
(
1 + |∇c|β
L2
)
,
et graˆce a` la proposition I.2.3, l’e´quation (II.56) s’e´crit
y′(t) +
3∑
i=1
ε2Σ
4
∣∣∆2ci∣∣2L2 ≤ a(t) + ky11(t) (II.57)
ou` k = K2
(
2ε
Σ
)11
.
Graˆce aux proprie´te´s de re´gularite´ (II.1) sur les solutions faibles, la fonction a appartient a`
L∞(0, tf ). Finalement, graˆce a` un argument de comparaison sur les e´quations diffe´rentielles
ordinaires, on en de´duit qu’il existe un temps tM fini tel que y est borne´e sur l’intervalle
[0, tM [. Par conse´quent, (II.57) implique que pour tout tf < tM
c ∈ L∞(0, tf ; (H2)3) ∩ L2loc(0, tf ; (H4)3).
4/ La fonction c est solution de (I.10), elle ve´rifie donc des estimations similaires a` (II.14). Par
conse´quent, on en de´duit que
dc
dt
∈ L2loc(0, tf ; (L2(Ω))3),
et d’apre`s le the´ore`me d’Aubin-Lions-Simon (annexe B),
c ∈ C0([0, tf [; (H2(Ω))3).
Ceci permet de conclure sur les proprie´te´s de re´gularite´ (II.37)-(II.38) du the´ore`me.
Etape 2 : Unicite´ des solutions fortes
Graˆce a` la re´gularite´ supple´mentaire obtenue pour les solutions fortes, nous allons montrer
l’unicite´ des solutions pour d = 3 avec la mobilite´ ve´rifiant seulement les hypothe`ses (I.22)-(I.23).
1/ Nous reprenons la meˆme de´marche que pour la preuve de l’unicite´ des solutions faibles. On
suppose qu’il existe deux solutions fortes (ci, µi) et (di, νi) pour i = 1, 2, 3 au proble`me (I.10) avec
la meˆme donne´e initiale. Prenons ϕ = εΣi(ci − di) comme fonction test dans (II.27) et sommons
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les e´quations sur i,
d
dt
( 3∑
i=1
εΣi
2
|ci − di|2L2
)
= −ε
3∑
i=1
∫
Ω
(M0(c)∇µi −M0(d)∇νi) · ∇(ci − di) dx
= −ε
3∑
i=1
∫
Ω
M0(d)∇(µi − νi) · ∇(ci − di) dx− ε
3∑
i=1
∫
Ω
(M0(c)−M0(d))∇µi · ∇(ci − di) dx
= ε
3∑
i=1
∫
Ω
M0(d)(µi − νi)∆(ci − di) dx︸ ︷︷ ︸
U1
+ε
3∑
i=1
∫
Ω
(µi − νi)∇M0(d) · ∇(ci − di) dx︸ ︷︷ ︸
U2
−ε
3∑
i=1
∫
Ω
(M0(c)−M0(d))∇µi · ∇(ci − di) dx︸ ︷︷ ︸
U3
.
(II.58)
L’estimation du terme U1 est identique a` (II.30) faite dans la preuve du the´ore`me I.2.7
U1 +
1
2
KΣε2|∆(c− d)|2L2 ≤ K1
(
1 + |c|30H1 |c|2H3 + |d|30H1 |d|2H3
)
|c− d|2L2 .
2/ Estimation de U2 :
Nous utilisons l’estimation (II.31) sur U2 obtenue pour d = 2
|U2| ≤ 3
4
M3ε
2
3∑
i=1
|Σi|
∫
Ω
|∇d||∆(ci − di)||∇(ci − di)| dx︸ ︷︷ ︸
U
′
2
+ 12M3
3∑
i=1
∫
Ω
|∇d||∂iF (c)− ∂iF (d)||∇(ci − di)| dx︸ ︷︷ ︸
U
′′
2
.
Pour estimer le terme U
′
2, on utilise l’interpolation H
1 = [H2,L2] 1
2
et l’ine´galite´ d’Agmon
suivante
|c|∞ ≤ K|c|
1
2
L2
|c|
1
2
H3
.
On obtient alors∣∣U ′2∣∣ ≤ Kε2|∇d|∞|∆(c− d)|L2 |∇(c− d)|L2 ≤ Kε2|∇d| 12L2∣∣∆2d∣∣ 12L2 |c− d| 12L2 |∆(c− d)| 32L2 .
Finalement, en appliquant l’ine´galite´ de Young, il vient∣∣U ′2∣∣ ≤ KΣε28 |∆(c− d)|2L2 +K2|∇d|2L2∣∣∆2d∣∣2L2 |c− d|2L2 . (II.59)
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Pour estimer le terme U
′′
2 , on utilise l’injection de H
2 dans L∞, les ine´galite´s d’Agmon et
l’interpolation H1 = [H2,L2] 1
2∣∣∣U ′′2 ∣∣∣ ≤ K (1 + |c|r+1∞ + |d|r+1∞ ) |∇d|L2 |c− d|∞|∇(c− d)|L2
≤ K
(
1 + |∆c|r+1L2 + |∆d|r+1L2
)
|∇d|L2 |c− d|
1
4
L2
|∆(c− d)|
3
4
L2
|c− d|
1
2
L2
|∆(c− d)|
1
2
L2
≤ K
(
1 + |∆c|r+1L2 + |∆d|r+1L2
)
|∇d|L2 |c− d|
3
4
L2
|∆(c− d)|
5
4
L2
.
Enfin, en appliquant l’ine´galite´ de Young, il vient∣∣∣U ′′2 ∣∣∣ ≤ KΣε28 |∆(c− d)|2L2 +K3|∇d| 83L2
(
1 + |∆c|
8(r+1)
3
L2
+ |∆d|
8(r+1)
3
L2
)
|c− d|2L2 . (II.60)
3/ Estimation de U3 :
Nous utilisons l’hypothe`se (I.23) sur la mobilite´ pour avoir
|U3| ≤ ε
3∑
i=1
∫
Ω
|M0(c)−M0(d)||∇µi||∇(c− d)| dx
≤ ε
3∑
i=1
|DM0|∞
∫
Ω
|c− d||∇µi||∇(c− d)| dx
≤ εM3
3∑
i=1
∫
Ω
|c− d||∇µi||∇(c− d)| dx.
En utilisant la de´finition de µi et en notant que
3∑
i=1
∇(ci − di) = 0, il vient
|U3| ≤ 3
4
Kε2M3
∫
Ω
|c− d||∇(c− d)||∇∆c| dx+
3∑
i=1
12M3
∫
Ω
|∇∂iF (c)||c− d||∇(c− d)| dx.
L’hypothe`se (I.20) implique
|U3| ≤ Kε2
∫
Ω
|c− d||∇(c− d)||∇∆c| dx+K
∫
Ω
∣∣D2F (c)∣∣|∇c||c− d||∇(c− d)| dx
≤ Kε2|c− d|∞|∇(c− d)|L2 |∇∆c|L2︸ ︷︷ ︸
U
′
3
+K
(
1 + |c|r+1∞
)
|∇c|L2 |c− d|∞|∇(c− d)|L2︸ ︷︷ ︸
U
′′
3
. (II.61)
Le terme U
′′
3 s’estime comme le terme U
′′
2 dans (II.60)∣∣∣U ′′3 ∣∣∣ ≤ KΣε28 |∆(c− d)|2L2 +K4|∇c| 83L2
(
1 + |∆c|
8(r+1)
3
L2
)
|c− d|2L2 . (II.62)
Pour estimer U
′
3, on utilise l’ine´galite´ d’Agmon et l’ine´galite´ suivante
|∇∆c|L2 ≤ K|∆c|H1 ≤ K|∆c|
1
2
L2
|∆c|
1
2
H2
≤ K|∆c|
1
2
L2
∣∣∆2c∣∣ 12
L2
,
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pour avoir ∣∣∣U ′3∣∣∣ ≤ Kε2|c− d| 14L2 |∆(c− d)| 34L2 |c− d| 12L2 |∆(c− d)| 12L2 |∆c| 12L2∣∣∆2c∣∣ 12L2
≤ Kε2|c− d|
3
4
L2
|∆(c− d)|
5
4
L2
|∆c|
1
2
L2
∣∣∆2c∣∣ 12
L2
.
Ensuite, on utilise une fois de plus l’ine´galite´ de Young pour obtenir∣∣∣U ′3∣∣∣ ≤ KΣε28 |∆(c− d)|2L2 +K5|∆c| 43L2∣∣∆2c∣∣ 43L2 |c− d|2L2 (II.63)
4/ Unicite´ des solutions fortes pour d = 3 :
Nous introduisons
y(t) =
3∑
i=1
εΣi
2
|ci − di|2L2 .
Graˆce a` l’e´quation (II.58) et aux estimations (II.30), (II.59), (II.60), (II.62) et (II.63), on a
y′(t) ≤ a(t)|c− d|2L2 ,
ou` a est de´finie par
a(t) = K1
(
1 + |c|30H1 |c|2H3 + |d|30H1 |d|2H3
)
+K2
(
|∇d|2L2
∣∣∆2d∣∣2
L2
)
+K3|∇d|
8
3
L2
(
1 + |∆c|
8(r+1)
3
L2
+ |∆d|
8(r+1)
3
L2
)
+K4|∇c|
8
3
L2
(
1 + |∆c|
8(r+1)
3
L2
)
+K5
(
|∆c|
4
3
L2
∣∣∆2c∣∣ 43
L2
)
. (II.64)
Graˆce a` la proposition I.2.3, on de´duit que y est une fonction positive et que
y′(t) ≤ 2
Σε
a(t)y(t).
Graˆce aux proprie´te´s de re´gularite´ (II.1) et (II.37) des solutions c et d, la fonction a appartient
a` L1(0, tf ). On conclut comme dans la preuve de l’unicite´ des solutions faibles en utilisant le lemme
de Gronwall.
II.3 Stabilite´ asymptotique des e´tats me´tastables
En thermodynamique, les e´tats d’e´quilibre me´tastables correspondent a` des minimums locaux de
l’e´nergie [87]. Si une perturbation est applique´e au syste`me en e´quilibre me´tastable, celui-ci va
e´voluer vers un e´tat d’e´quilibre stable correspondant a` un minimum global de l’e´nergie.
Pour le proble`me de Cahn-Hilliard, les e´tats me´tastables correspondent a` des compositions
de me´lange ω = (ω1, ω2, ω3) tels que le potentiel de Cahn-Hilliard F est convexe au voisinage
de ces points. En effet, comme l’ajout d’une fonction affine a` F ne change pas les e´quations de
Cahn-Hilliard, on peut ve´rifier que la fonction constante, e´gale a` ω est un minimum de l’e´nergie
de Cahn-Hilliard F triphΣ,ε si F est convexe au voisinage de ω.
On s’inte´resse ici a` la stabilite´ asymptotique de ces solutions particulie`res du proble`me (I.10).
Pour cela, nous avons besoin des hypothe`ses du the´ore`me II.2.1 sur l’existence et l’unicite´ des
solutions fortes.
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The´ore`me II.3.2 (Stabilite´ asymptotique des e´tats me´tastables)
Soit Ω un ouvert de Rd et ω = (ω1, ω2, ω3) ∈ S donne´. On suppose que les fonctions M0
et F ve´rifient les hypothe`ses du the´ore`me II.2.1. De plus, si pour tout x dans un voisinage
W de ω dans S
(
D2F (x) · ξ, ξ) ≥ 0, pour tout ξ ∈ R3 tel que 3∑
i=1
ξi = 0 (II.65)
alors la solution stationnaire de (I.10) donne´e par c∞ ≡ ω est asymptotiquement stable.
Plus pre´cise´ment, pour tout δ > 0 assez petit, et pour toutes donne´es initiales c0 dans
(H2(Ω))3 ∩H1S(Ω) satisfaisant∣∣c0i −m(c0i )∣∣H2 ≤ δ pour i = 1, 2, 3, (II.66)
m(c0i ) = ωi pour i = 1, 2, 3, (II.67)
il existe une unique solution forte globale sur R+ du proble`me (I.10) qui ve´rifie
|c− c∞|L∞(0,∞;H2) ≤ h(δ) pour i = 1, 2, 3 (II.68)
ou` h est une fonction continue a` valeurs positives telle que h(0) = 0.
De plus, si δ est assez petit,
c(t)− c∞ tend vers ze´ro dans Hs pour tout 0 ≤ s < 2 quand t tend vers +∞.
Dans la preuve, nous allons, tout d’abord, e´tudier un proble`me approche´ telle que la solution
forte obtenue ve´rifie (II.68). Graˆce a` cette proprie´te´, on montre que cette solution est, en fait, la
solution forte du proble`me initial (I.10). De plus, en dimension 3, on prouve que cette solution est
globale contrairement au cas ge´ne´rique. Enfin, nous concluons sur le comportement asymptotique
des e´tats me´tastables.
Preuve.
Etape 1 : Proble`me approche´
Soit α > 0 tel que
Sα = [ω1 − α;ω1 + α]× [ω2 − α;ω2 + α]× [ω3 − α;ω3 + α] ∩ S ⊂ W. (II.69)
On peut construire une fonction F ω de classe C3 telle que
Fω(ω) = 0, DFω(ω) = 0,
D2Fω(x) = D2F (x) si x ∈ Sα(
D2Fω(x) · ξ, ξ) ≥ 0, pour tout ξ ∈ R3 tel que 3∑
i=1
ξi = 0, si x /∈ Sα
D3Fω est borne´e sur R3.
La fonction Fω, ainsi construite, ve´rifie les hypothe`ses (I.18), (I.19), (I.20), (I.21) et (II.36). De la
meˆme manie`re, on de´finit une fonction M0
ω de classe C1 satisfaisant les hypothe`ses (I.22), (I.23)
ve´rifie´es par M0 et telle que
M0
ω(x) = M0(x) ∀x ∈ Sα.
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On peut alors appliquer le the´ore`me II.2.1 avec F = F ω et M0 = M0
ω et obtenir l’existence
d’une solution forte cω au proble`me modifie´.
Etape 2 : cω est solution forte du proble`me initial (I.10) pour d = 2
Comme
3∑
i=1
(ωi − xi) = 0 pour tout x ∈ S alors la convexite´ de F ω selon S entraˆıne
0 = Fω(ω) ≥ Fω(x) +DFω(x) · (ω − x), pour tout x ∈ S. (II.70)
Prenons cωi −m(cωi ) comme fonction test dans les e´quations (II.4) pour i = 1, 2, 3
(µωi , c
ω
i −m(cωi )) =
∫
Ω
3
4
εΣi |∇cωi |2 dx+
∫
Ω
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
ω(cω)− ∂jFω(cω)
))
(cωi −m(cωi )) dx.
D’autre part, en remarquant que m(cωi −m(cωi )) = 0 pour i = 1, 2, 3, il vient
(µωi , c
ω
i −m(cωi )) = (µωi −m(µωi ), cωi −m(cωi ))
≤ |µωi −m(µωi )|L2 |cωi −m(cωi )|L2
≤ K|µωi −m(µωi )|H1 |cωi −m(cωi )|H1
≤ K|∇µωi |L2 |∇cωi |L2 .
(II.71)
En sommant ensuite les e´quations sur i et en remarquant que
3∑
i=1
(
cωi −m(cωi )
)
= 0, on obtient
3∑
i=1
(µωi , c
ω
i −m(cωi )) =
∫
Ω
3∑
i=1
3
4
εΣi |∇cωi |2 dx+
3∑
i=1
12
ε
∫
Ω
∂iF
ω(cω) · (cωi −m(cωi )) dx. (II.72)
Comme m(cωi ) = ωi, les e´quations (II.70), (II.71) et (II.72) entraˆınent∫
Ω
3∑
i=1
3
4
εΣi |∇cωi |2 dx+
12
ε
∫
Ω
Fω(cω) dx ≤ K
3∑
i=1
|∇µωi |L2 |∇cωi |L2 .
On utilise alors l’ine´galite´ de Young et la proposition I.2.3, pour obtenir∫
Ω
3∑
i=1
3εΣi
8
|∇cωi |2 dx+
12
ε
∫
Ω
Fω(cω) dx ≤
3∑
i=1
K
εΣi
|∇µωi |2L2 . (II.73)
D’apre`s les e´quations (II.7) et (II.73), il existe une constante γ qui de´pend de ε, Σ, M0, Σi telle
que
d
dt
(∫
Ω
3∑
i=1
3εΣi
8
|∇cωi |2 dx+
12
ε
∫
Ω
Fω(cω) dx
)
+ γ
(∫
Ω
3∑
i=1
3εΣi
8
|∇cωi |2 dx+
12
ε
∫
Ω
Fω(cω) dx
)
≤ 0.
Graˆce a` l’ine´galite´ pre´ce´dente et la proposition I.2.3, en posant
yω(t) =
∫
Ω
[
3∑
i=1
3εΣi
8
|∇cωi |2 +
12
ε
Fω(cω)
]
dx,
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il vient
y′ω(t) + γyω(t) ≤ 0, ∀t ∈ [0, tf [.
Ainsi, on obtient
yω(t) ≤ e−γtyω(0), ∀t ∈ [0, tf [.
En utilisant l’hypothe`se (II.67) et la proprie´te´ de convexite´ (II.70) de F ω, le terme yω(0) est controˆle´
par
∫
Ω
[
3∑
i=1
3εΣi
8
|∇cωi (0)|2 +
12
ε
Fω(cω(0))
]
dx
≤
∫
Ω
3∑
i=1
3εΣi
8
|∇cωi (0)|2 dx+
12
ε
∫
Ω
DFω(c0) · (c0 −m(c0)) dx. (II.74)
L’hypothe`se (I.19) sur les de´rive´es premie`res de F ω entraˆıne
yω(0) ≤
3∑
i=1
3εΣi
8
|∇c0i |2L2 +
K
ε
∣∣c0 −m(c0)∣∣
L2
(
1 +
∣∣c0∣∣p−1
L2
)
≤
3∑
i=1
3εΣi
8
|∇c0i |2L2 +
K
ε
∣∣c0 −m(c0)∣∣
L2
(
1 +
∣∣c0∣∣p−1
H2
)
.
On rede´finit l’expression de k1 donne´e dans l’e´quation (II.9) par
k1 =
3∑
i=1
εΣi
2
|∇c0i |2L2 +
K
ε
∣∣c0 −m(c0)∣∣
L2
(
1 +
∣∣c0∣∣p−1
H2
)
. (II.75)
On aura besoin, dans la suite, de cette nouvelle de´finition de k1. Graˆce aux proprie´te´s de re´gularite´
(II.1) et (II.37), k1 tend vers ze´ro quand
∣∣c0 − ω∣∣
H1
tend vers ze´ro et on a
yω(t) ≤ e−γtyω(0) ≤ k1e−γt.
On utilise ensuite les estimations obtenues pour les solutions fortes. Ainsi, graˆce a` (II.52) et
(II.53), on a
3∑
i=1
εΣi
2
|∆cωi |2L2 ≤ (max(k5, k22) + k3)ek4 = k6, (II.76)
ou` les coefficients k2, k3, k4, de´finis par (II.20) et (II.51), ne de´pendent que de k1 et le coefficient
k5 de´fini par (II.53) tend vers ze´ro quand
∣∣c0i − ωi∣∣H2 tend vers ze´ro.
Par conse´quent, en utilisant (II.76) et les proprie´te´s de re´gularite´ du Laplacien, il existe une
fonction h : R+ → R+ continue, ve´rifiant h(0) = 0, telle que pour tout δ > 0, si∣∣c0 −m(c0)∣∣
H2
=
∣∣c0 − ω∣∣
H2
≤ δ, (II.77)
on a
|cω(t)− ω|H2 ≤ h(δ), ∀t ≥ 0. (II.78)
D’apre`s la re´gularite´ des solutions fortes (II.37), la fonction cω appartient a` C0([0,+∞[; (H2(Ω))3),
elle est donc continue en temps et en espace. Ainsi, si δ est suffisament petit dans (II.77), on a
|cω(t,x)− ω| ≤ α, ∀(t,x) ∈ [0,+∞[×Ω. (II.79)
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Finalement, d’apre`s la de´finition de la fonction M0
ω et en utilisant (II.79), il vient
Mω0 (c
ω(t,x)) = M0(c
ω(t,x)), ∀(t,x) ∈ [0,+∞[×Ω.
D’apre`s la construction de F ω, on a en particulier
D2Fω(cω) = D2F (cω) si cω ∈ Sα.
Ainsi, graˆce a` (II.79), on obtient
Fω(cω) = F (cω)− F (ω)−DF (ω) · (cω − ω),
puisque
3∑
i=1
(cωi − ωi) = 0. Dans les e´quations (I.10), F n’intervient que dans les termes ∇µi. Par
conse´quent, l’ajout d’une fonction affine a` F ne change pas la solution. On en de´duit que cω est
solution forte du proble`me initial (I.10) avec le potentiel F et la mobilite´ M0.
Etape 3 : cω est solution forte globale du proble`me initial pour d = 3
Dans le cas de la dimension 3, l’estimation d’e´nergie est la meˆme que dans l’e´tape 2. Ainsi, k1
est de´fini par (II.75) et tend vers ze´ro quand
∣∣c0 − ω∣∣
H1
tend vers ze´ro.
Pour prouver l’existence globale de la solution forte, on utilise l’estimation (II.57) obtenue pour
d = 3 qui peut s’e´crire graˆce aux proprie´te´s du Laplacien
y′ω(t) + τyω(t) ≤ aω(t) + ky10ω (t)yω(t)
ou` yω =
3∑
i=1
εΣi
2
|∆cωi |2L2 et τ est une constante qui de´pend que de ε, Σi et Σ.
Choisissons δ > 0 suffisament petit pour que si
∣∣c0 − ω∣∣
H2
≤ δ alors on a
ky10ω (0) ≤
τ
2
.
Comme les solutions fortes sont continues en temps, il existe un temps t1 > 0 tel que pour tout
0 ≤ t < t1, on a
ky10ω (t) ≤ τ. (II.80)
Soit tm le temps maximal pour lequel cette proprie´te´ reste vraie. Sur l’intervalle [0, tm[, il vient
y′ω(t) + τyω(t) ≤ aω(t) + τyω(t)
c’est-a`-dire
y′ω(t) ≤ aω(t).
D’apre`s l’estimation (II.10), la fonction
aω(t) = K1|∇cω|6L2
(
1 + |∇cω|β
L2
)
ve´rifie ∫ t+1
t
aω(s)ds ≤ k7,
ou` k7 de´pend de k1. Ainsi, on obtient en utilisant le lemme de Gronwall uniforme
yω(t) ≤ k7 + y(0) = k7 + k5 = k9, ∀0 ≤ t < tf .
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D’apre`s les proprie´te´s de re´gularite´ des solutions faibles et fortes, k9 tend vers ze´ro lorsque
∣∣c0 − ω∣∣
H2
tend vers ze´ro. Il existe δ assez petit tel que si∣∣c0 − ω∣∣
H2
< δ
alors on a
k9 <
( τ
2k
) 1
10
.
Par conse´quent, on obtient
ky10ω (t) ≤
τ
2
, ∀0 < t ≤ tm.
Finalement, graˆce a` la continuite´ en temps de y et a` la maximalite´ de tm, on conclut que tm = +∞.
Ainsi, il existe une unique solution forte globale cω au proble`me modifie´ ve´rifiant, de plus,
yω(t) ≤ k9, ∀t ≥ 0
ce qui entraˆıne ∣∣cω − c0∣∣
L∞(0,∞;H2)
≤ h(δ). (II.81)
On conclut ensuite comme dans l’e´tape pre´ce´dente.
Etape 4 : Comportement asymptotique
Afin de simplifier les notations, cω est note´e c dans la suite de la preuve.
D’apre`s les e´quations (I.10), on peut e´crire la formulation variationnelle suivante
∀ϕ ∈ H2n,
d
dt
(ci − ωi, ϕ) = −
∫
Ω
M0(c)
Σi
∇µi · ∇ϕdx
= −3
4
ε
∫
Ω
∆ci∇M0(c) · ∇ϕdx− 3
4
ε
∫
Ω
M0(c)∆ci∆ϕdx
− 4ΣT
εΣi
∫
Ω
M0(c)
∑
j 6=i
1
Σj
(
∇(∂iF (c)− ∂jF (c)) · ∇ϕ) dx.
Prenons ϕ = εΣi(ci−ωi) dans les e´quations. En sommant les e´quations sur i et en utilisant le fait
que
3∑
i=1
(ci − ωi) = 0, on obtient
3∑
i=1
εΣi
2
d
dt
|ci − ωi|2L2 +
3∑
i=1
3
4
ε2ΣiM1|∆ci|2L2 +
3∑
i=1
12M1
∫
Ω
D2F (c)∂ic · ∂ic dx
≤
3∑
i=1
3
4
ε2Σi
∫
Ω
|DM0(c)||∆ci||∇c|2 dx. (II.82)
Comme D2F est positive sur Sα, on obtient
3∑
i=1
εΣi
2
d
dt
|ci − ωi|2L2 +
3∑
i=1
3
4
ε2ΣiM1|∆ci|2L2 ≤
3∑
i=1
3
4
ε2Σi|DM0(c)|∞|∆ci|L2 |∇c|2L4 .
On utilise ensuite l’injection de H1 ⊂ L4 en dimension deux et trois et les proprie´te´s de re´gularite´
du Laplacien pour estimer le terme |∇c|L4
|∇c|L4 ≤ K|∇c|H1 ≤ K|c−m(c)|H2 ≤ K|c−m(c)|
1
2
H2
|∆c|
1
2
L2
.
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Finalement, en utilisant l’hypothe`se (II.67) sur m(c) et les e´quations (II.66), (II.78) et (II.81), il
vient
3∑
i=1
εΣi
2
d
dt
|ci − ωi|2L2 +
3∑
i=1
3
4
ε2ΣiM1|∆ci|2L2 ≤
3∑
i=1
3
4
ε2ΣiM3|∆ci|2L2 |c−m(c)|H2
≤
3∑
i=1
3
4
ε2ΣiM3|∆ci|2L2 |c− ω|H2
≤
3∑
i=1
3
4
ε2ΣiM3(h(δ) + δ)|∆ci|2L2 .
Si on choisit δ assez petit pour que M3(h(δ) + δ) ≤ M1
2
, on a
3∑
i=1
εΣi
2
d
dt
|ci − ωi|2L2 +
3∑
i=1
3
4
ε2Σi
M1
2
|∆ci|2L2 ≤ 0.
En utilisant une fois de plus les proprie´te´s de re´gularite´ de l’ope´rateur Laplacien, on en de´duit qu’il
existe une constante β > 0 telle que
|ci(t)− ωi|2L2 ≤ Ke−βt.
Par conse´quent, c(t) − ω tend vers ze´ro dans L2(Ω) quand t tend vers l’infini. De plus, comme
c − ω appartient a` L∞(R+; H2(Ω)), on en de´duit par interpolation que c(t) − ω tend vers ze´ro
exponentiellement dans Hs(Ω), pour tout 0 ≤ s < 2, quand t tend vers l’infini.
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Chapitre III
Sche´mas nume´riques et proprie´te´s du
mode`le discret
Ce chapitre est de´die´ aux sche´mas nume´riques utilise´s dans les applications pre´sente´es dans le
chapitre IV, pour la re´solution du proble`me de Cahn-Hilliard/Navier-Stokes anisotherme. On s’at-
tache en particulier a` ve´rifier que le mode`le discret satisfait des proprie´te´s analogues a` celles du
proble`me continu.
Rappelons les e´quations du mode`le :
e´quations de Cahn-Hilliard
∂ci
∂t
+ u · ∇ci = ∇ ·
(
M0
Σi
∇µi
)
, pour i=1,2,3 (III.1)
µi = f
F
i (c)−
3
4
εΣi∆ci, pour i=1,2,3 (III.2)
e´quations de Navier-Stokes ∇ · u = 0, (III.3)
%
(
∂u
∂t
+ u · ∇u
)
= ∇ · (2ηD(u))−∇p+
3∑
i=1
µi∇ci + %g, (III.4)
e´quation du bilan d’e´nergie %cp
(
∂T
∂t
+ u · ∇T
)
= ∇ · (λ∇T ). (III.5)
ou` on note
fFi (c) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(∂iF (c)− ∂jF (c))
)
, (III.6)
et D(u) =
1
2
(∇u + ∇ut). On rappelle que les parame`tres physiques (%, η, cp, λ) de´pendent des
parame`tres d’ordre, ainsi que la mobilite´. De plus, le mode`le de Cahn-Hilliard a e´te´ construit
afin d’assurer que la somme des parame`tres d’ordre vaut 1 a` tout instant et en tout point. Par
conse´quent, les e´quations (III.1)-(III.2) ve´rifie´es par exemple par (c3, µ3), peuvent eˆtre remplace´es
par
c3 = 1− c1 − c2, µ3 = −
(
Σ3
Σ1
µ1 +
Σ3
Σ2
µ2
)
. (III.7)
Nume´riquement, seules les e´quations de Cahn-Hilliard ve´rifie´es par (c1, µ1, c2, µ2) sont re´solues.
Soient Γ = ΓcD ∪ ΓcN , Γ = ΓuD ∪ Γut ∪ Γuτ et Γ = ΓTD ∪ ΓTN des partitions re´gulie`res de Γ. Les
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conditions aux limites associe´es aux e´quations pre´ce´dentes sont
ci = ciD et M0∇µi · n = 0, sur ΓcD (III.8)
∇ci · n = 0 et M0∇µi · n = 0, sur ΓcN (III.9)
u = uD, sur Γ
u
D (III.10)
u · n = 0 et (2ηD(u)n− pn) · t = 0, sur Γut (III.11)
2ηD(u)n− pn = 0, sur Γuτ (III.12)
T = TD, sur Γ
T
D (III.13)
∇T · n = 0, sur ΓTN (III.14)
ou` les grandeurs (ciD, uD, TD) sont donne´es.
Les conditions de Dirichlet pour les parame`tres d’ordre seront utilise´es pour assurer la cre´ation
d’un train de bulles dans le paragraphe IV.4.2 et n’ont pas e´te´ traite´es dans les e´tudes des chapitres
I et II.
Enfin, a` t = 0, on a
u = u0,
ci = c
0
i tels que
3∑
i=1
c0i = 1,
T = T 0,
(III.15)
ou` (u0, c01, c
0
2, c
0
3, T
0) sont donne´s.
Nous prenons des discre´tisations spatiales et temporelles telles que le proble`me discret ve´rifie
des proprie´te´s similaires a` celles du proble`me continu que nous rappelons dans la proposition
suivante.
Proposition III.0.1
Si (c,µ, u, p) ve´rifient (III.1)-(III.4) ainsi que les conditions au bord (III.8)-(III.12) alors
1. si mes(Γuτ ) = 0 et uD = 0 alors le volume de chaque phase est conserve´ au cours
du temps
d
dt
∫
Ω
ci dx = 0 pour i = 1, 2, 3,
2. si c0 ∈ S = {(c1, c2, c3) ∈ R3, c1 + c2 + c3 = 1} alors c(t) ∈ S pour tout t ≥ 0,
3. si u ≡ 0, l’e´nergie libre F triphΣ,ε ve´rifie
d
dt
F triphΣ,ε = −
3∑
i=1
M0
Σi
∫
Ω
|∇µi|2 dx.
Pour ve´rifier la deuxie`me proprie´te´, nous montrerons que le proble`me discret e´crit sous la forme
d’un syste`me de Cahn-Hilliard ve´rifie´ par (c1, µ1, c2, µ2) et d’une e´quation similaire a` (III.7) est
e´quivalent au proble`me de Cahn-Hilliard ve´rifie´ par (c1, µ1, c2, µ2, c3, µ3). Comme les syste`mes sont
e´quivalents, nous utiliserons l’un ou l’autre pour montrer les proprie´te´s du sche´ma discret.
Nous utilisons une semi-discre´tisation en temps pour de´coupler les proble`mes de Cahn-Hilliard
et de Navier-Stokes dans un pas de temps. Nous nous concentrons plus particulie`rement sur la
fac¸on de discre´tiser en temps les termes non-line´aires dans les e´quations (III.2). Ceci intervient de
fac¸on cruciale dans l’e´tablissement de l’estimation de l’e´nergie discre`te.
Pour la discre´tisation spatiale, nous utilisons une me´thode des e´le´ments finis. Des contraintes
apparaissent sur le choix des e´le´ments d’approximation des inconnues pour que le mode`le discret
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ve´rifie des proprie´te´s analogues aux deux premie`res de la proposition III.0.1. En particulier, nous
prenons le meˆme e´le´ment pour approcher les parame`tres d’ordre et la pression.
La conservation du volume des phases est lie´e aussi a` la contrainte d’incompressibilite´. Nous
proposons diffe´rentes me´thodes de re´solution des e´quations de Navier-Stokes : la me´thode du
Lagrangien augmente´ [45], la me´thode de projection incre´mentale [54] et une me´thode de pe´nalite´-
projection [64]. Nous donnons un exemple pour montrer l’impact des diffe´rentes me´thodes sur la
conservation du volume des phases.
Pour illuster ces re´sultats, nous prenons comme exemple l’e´talement d’une lentille entre deux
phases stratifie´es et la monte´e d’une bulle dans un liquide. Des e´tudes plus de´taille´es sur ces
exemples sont donne´es dans le chapitre IV. De plus, nous regardons l’influence de quelques para-
me`tres comme la mobilite´ ou l’e´paisseur d’interface.
L’imple´mentation nume´rique a e´te´ faite a` l’aide de la plate-forme PELICANS1, de´veloppe´e a`
l’IRSN, base´e sur une conception oriente´e objet [88].
Tous les parame`tres physiques et nume´riques des re´sultats pre´sente´s dans ce chapitre sont
rassemble´s dans l’annexe F.
Dans le premier paragraphe, on s’inte´resse a` la discre´tisation en temps et en espace des e´quations
de Cahn-Hilliard seules. Nous proposons diffe´rentes discre´tisations en temps pour les termes non-
line´aires afin d’avoir l’estimation de l’e´nergie discre`te et d’en de´duire l’existence et l’unicite´ de
la solution approche´e dans certains cas. Le deuxie`me paragraphe est de´die´ a` la discre´tisation du
proble`me couple´ de Cahn-Hilliard/Navier-Stokes anisotherme. Dans le troisie`me paragraphe, nous
de´taillons les me´thodes de re´solution utilise´es dans la suite. Enfin, dans le dernier paragraphe,
nous e´tudions l’influence de quelques parame`tres : la re´gularisation des parame`tres physiques, la
mobilite´, le pas de maillage et l’e´paisseur d’interface.
III.1 Discre´tisation du proble`me de Cahn-Hilliard et estimation
d’e´nergie
Nous pre´sentons tout d’abord les discre´tisations temporelles et spatiales du proble`me de Cahn-
Hilliard. On e´tudie ensuite l’estimation de l’e´nergie pour les potentiels de Cahn-Hilliard F = F0 et
F = FΛ,0. Graˆce a` un the´ore`me reposant sur la the´orie du degre´ topologique en dimension finie,
cette estimation permet de montrer l’existence de la solution discre`te.
La discre´tisation du mode`le de Cahn-Hilliard/Navier-Stokes couple´ sera donne´e dans le para-
graphe III.2.
III.1.1 Discre´tisation en temps
L’intervalle de temps [0; tf ] est discre´tise´ re´gulie`rement avec un pas de temps fixe´ ∆t. On note
cn = c(tn) = c(t+ n∆t).
La de´rive´e temporelle dans l’e´quation (III.1) est approche´e avec un sche´ma d’Euler implicite
d’ordre 1. Dans l’e´quation (III.1), la mobilite´ peut de´pendre des parame`tres d’ordre. Dans ce cas,
elle peut eˆtre discre´tise´e de manie`re explicite M0
n = M0(c
n) ou implicite M0
n+1 = M0(c
n+1). La
premie`re discre´tisation a e´te´ le plus souvent choisie car elle est moins couˆteuse en temps calcul que
la seconde. En effet, nous re´solvons le proble`me de Cahn-Hilliard par un algorithme de Newton
(§III.3.1) : en explicitant la mobilite´, les termes contenant celle-ci ne sont pas assemble´s a` chaque
ite´ration de l’algorithme. Par contre, la discre´tisation implicite de la mobilite´ a l’avantage d’eˆtre
plus pre´cise et sera utilise´e s’il y a de forts changements topologiques des interfaces en un court
instant. Pour les termes non-line´aires dans (III.2), diffe´rentes discre´tisations sont e´tudie´es dans les
1Plateforme Evolutive de LIbrairies de Composants pour l’Analyse Nume´rique et Statistique
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paragraphes III.1.3 et III.1.4 ou` on e´tablit l’estimation de l’e´nergie pour diffe´rents potentiels de
Cahn-Hilliard. Les discre´tisations envisage´es sont soit implicites, soit semi-implicites.
Les e´quations discre´tise´es en temps sont
cn+1i − cni
∆t
+ un · ∇cn+1i = ∇ ·
(
M `0
Σi
∇µn+1i
)
, pour i = {1, 2},
µn+1i = Di(c
n+1, cn)− 3
4
εΣi∆c
n+1
i , pour i = {1, 2}
(III.16)
ou` ` = n ou n+ 1 et Di(c
n+1, cn) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
di(c
n+1, cn)− dj(cn+1, cn)
))
. Les fonctions di
ve´rifient di(x, x) =
∂F
∂ci
(x).
On pose ensuite
cn+13 = 1− cn+11 − cn+12 , µn+13 = −Σ3
(
1
Σ1
µn+11 +
1
Σ2
µn+12
)
. (III.17)
Les conditions au bord associe´es sont
cn+1i = ciD et M0∇µn+1i · n = 0, sur ΓcD (III.18)
∇cn+1i · n = 0 et M0∇µn+1i · n = 0, sur ΓcN (III.19)
Les termes non-line´aires Di dans (III.16) peuvent de´pendre seulement de c
n+1 si on conside`re
par exemple une discre´tisation implicite de´finie par
Di(c
n+1, cn) = fFi (c
n+1) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF (c
n+1)− ∂jF (cn+1)
))
.
Par contre, cette discre´tisation ne permet pas d’e´tablir l’estimation d’e´nergie (§III.1.3) mais sera
utilise´e dans la plupart des exemples nume´riques du chapitre.
Cette discre´tisation en temps permet de ve´rifier, comme pour le proble`me continu (proposition
III.0.1), que le volume de chaque phase est conserve´ a` chaque pas de temps. De plus, on montre
aise´ment que le proble`me (III.16)-(III.17) est e´quivalent au proble`me suivant pour i = 1, 2, 3
cn+1i − cni
∆t
+ un · ∇cn+1i = ∇ ·
(
M `0
Σi
∇µn+1i
)
,
µn+1i = Di(c
n+1, cn)− 3
4
εΣi∆c
n+1
i ,
ou` Di(c
n+1, cn) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
di(c
n+1, cn)− dj(cn+1, cn)
))
.
III.1.2 Discre´tisation en espace
D’apre`s les conditions au bord (III.8)-(III.9), on introduit les espaces suivants
VciD = {νci ∈ H1(Ω) | νci = ciD sur ΓcD}
Vc = {νc ∈ H1(Ω) | νc = 0 sur ΓcD}
Vµ = {νµ ∈ H1(Ω)}.
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La formulation variationnelle du proble`me (III.16) s’e´crit :
Trouver (cn+11 , c
n+1
2 , µ
n+1
1 , µ
n+1
2 ) ∈ Vc1D × Vc2D × (Vµ)2 tel que ∀νµ ∈ Vµ, ∀νc ∈ Vc∫
Ω
cn+11 − cn1
∆t
νµ dx = −
∫
Ω
M `0
Σ1
∇µn+11 · ∇νµ dx,∫
Ω
µn+11 ν
c dx =
∫
Ω
D1(c
n+1, cn)νc dx+
∫
Ω
3
4
Σ1ε∇cn+11 · ∇νc dx,∫
Ω
cn+12 − cn2
∆t
νµ dx = −
∫
Ω
M `0
Σ2
∇µn+12 · ∇νµ dx,∫
Ω
µn+12 ν
c dx =
∫
Ω
D2(c
n+1, cn)νc dx+
∫
Ω
3
4
Σ2ε∇cn+12 · ∇νc dx,
(III.20)
Comme les parame`tres d’ordre ve´rifient des conditions de Dirichlet non homoge`nes sur le bord
ΓcD, on utilise un rele`vement. Les nouvelles inconnues sont de´finies par ci
n+1 = cn+1i − ciD avec
ciD ∈ VciD .
On introduit Vch et Vµh des espaces e´le´ments finis approchant respectivement V c et Vµ, obtenus
a` partir d’une triangulation re´gulie`re de Ω, note´e T h. En utilisant le rele`vement, l’approximation
de Galerkin du proble`me variationnel (III.20) pre´ce´dent s’e´crit alors :
Trouver (c1h
n+1, c2h
n+1, µn+11h , µ
n+1
2h ) ∈ (Vch)2 ×
(Vµh )2 tel que ∀νµh ∈ Vµh , ∀νch ∈ Vch,∫
Ω
c1h
n+1 − c1hn
∆t
νµh dx = −
∫
Ω
M `0h
Σ1
∇µn+11h · ∇νµh dx,∫
Ω
µn+11h ν
c
h dx =
∫
Ω
D1(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σ1ε∇c1hn+1 · ∇νch dx+
∫
Ω
3
4
Σ1ε∇c1Dh · ∇νch dx,∫
Ω
c2h
n+1 − c2hn
∆t
νµh dx = −
∫
Ω
M `0h
Σ2
∇µn+12h · ∇νµh dx,∫
Ω
µn+12h ν
c
h dx =
∫
Ω
D2(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σ2ε∇c2hn+1 · ∇νch dx+
∫
Ω
3
4
Σ1ε∇c2Dh · ∇νch dx.
(III.21)
En faisant intervenir les bases e´le´ments finis
Vch = vect{νcI | 1 ≤ I ≤ N c} et Vµh = vect{νµI | 1 ≤ I ≤ Nµ},
le proble`me (III.21) peut alors eˆtre reformule´ sous la forme du proble`me non line´aire suivant :
Trouver [Cn+11 ,C
n+1
2 ,M
n+1
1 ,M
n+1
2 ] ∈ (RN
c
)2 × (RNµ)2 tel que
Rµ1(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
Rc1(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
Rµ2(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
Rc2(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
ou` les inconnues Cn+1i et M
n+1
i sont les vecteurs respectifs des composantes de c
n+1
ih et µ
n+1
ih dans
les bases de Vch et Vµh . Les fonctions non line´aires Rci et Rµi a` valeurs respectivement dans RN
c
et
R
Nµ sont donne´es comme suit
∀1 ≤ I ≤ Nµ,
RµiI =
∫
Ω
cih
n+1 − cihn
∆t
νµI dx+
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµI dx,
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∀1 ≤ I ≤ N c
RciI =
∫
Ω
µn+1ih ν
c
I dx−
∫
Ω
Di(c
n+1
h , c
n
h)ν
c
I dx
−
∫
Ω
3
4
Σiε∇cihn+1 · ∇νcI dx−
∫
Ω
3
4
Σiε∇ciDh · ∇νcI dx.
Remarque III.1.2
Dans la suite, nous e´crirons les e´quations en utilisant cnih plutoˆt que cih
n en remarquant
en particulier que cn+1ih − cnih ∈ Vch.
On pose
cn+13h = 1− cn+11h − cn+12h µn+13h = −
(
Σ3
Σ1
µn+11h +
Σ3
Σ2
µn+12h
)
. (III.22)
On montre que le proble`me (III.21)-(III.22) est e´quivalent au proble`me suivant pour i = 1, 2, 3
∀νµh ∈ Vµh , ∀νch ∈ Vch,∫
Ω
cn+1ih − cnih
∆t
νµh dx = −
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµh dx,∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
Di(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx.
(III.23)
On utilisera les deux formulations dans la suite pour montrer les proprie´te´s du sche´ma.
Enfin comme 1 ∈ Vµh , il est clair que pour i = 1, 2, 3∫
Ω
cn+1ih − cnih
∆t
dx = 0.
III.1.3 Estimation d’e´nergie pour F = F0
On s’inte´resse maintenant a` l’estimation de l’e´nergie pour le proble`me de Cahn-Hilliard discret
avec F = F0.
Pour le proble`me continu, nous avons vu dans le chapitre I que l’e´nergie libre ve´rifie
d
dt
F triphΣ,ε = −
3∑
i=1
∫
Ω
M0
Σi
|∇µi|2 dx.
La discre´tisation des termes non-line´aires dans les e´quations de Cahn-Hilliard joue un roˆle impor-
tant pour l’e´tablissement de l’estimation d’e´nergie. Une discre´tisation naturelle est celle implicite
de´finie pour i = 1, 2
∀νµh ∈ Vµh ,
∫
Ω
cn+1ih − cnih
∆t
νµh dx = −
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµh dx,
∀νch ∈ Vch,
∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
fFi (c
n+1
h )ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx,
(III.24)
ou`
fFi (c
n+1
h ) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF (c
n+1
h )− ∂jF (cn+1h )
))
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et (cn+13h , µ
n+1
3h ) ve´rifient les e´quations (III.22). On a ici Di(c
n+1
h , c
n
h) = f
F
i (c
n+1
h ). Par contre, cette
discre´tisation ne permet pas d’assurer l’estimation de l’e´nergie, ni meˆme l’existence de la solution
discre`te. D’ailleurs, lorsque l’estimation n’est pas ve´rifie´e, nous avons observe´ nume´riquement que
si un des coefficients Σi est ne´gatif alors l’algorithme de Newton pour re´soudre le syste`me de Cahn-
Hilliard ne converge pas lors de l’apparition des points triples. Ceci est vraissemblablement duˆ au
fait que la solution du proble`me discret n’existe pas.
Pour le proble`me diphasique (I.2), Eyre [41, 42] propose une autre discre´tisation en temps afin
d’avoir une estimation d’e´nergie et d’en de´duire l’existence et l’unicite´ de la solution discre`te. Pour
cela, il de´compose F en partie convexe F+ et concave F− comme suit
x2(1− x)2 =
(
x− 1
2
)4
︸ ︷︷ ︸
F+
+
1
16
(
1− 2(2x− 1)2
)
︸ ︷︷ ︸
F−
.
En implicitant la de´rive´e de F+ et en explicitant celle de F− dans les e´quations (I.2), l’estimation
de l’e´nergie discre`te s’e´crit
Fdiphσ,ε (cn+1h )−Fdiphσ,ε (cnh) + ∆t
∫
Ω
M0
∣∣∇µn+1h ∣∣2 dx ≤ 0.
Nous allons nous inspirer de cette me´thode, pour le proble`me de Cahn-Hilliard triphasique avec
F = F0.
On a vu pre´ce´demment que le syste`me (III.21)-(III.22) est e´quivalent au syste`me de Cahn-
Hilliard (III.23) pour i = 1, 2, 3. Nous utiliserons les deux formulations dans la suite.
III.1.3.a De´composition convexe/concave
Lorsque tous les coefficients Σi sont positifs, nous avons vu dans le chapitre I que le proble`me
(I.10) est bien pose´ en prenant F = F0 de´fini par
F0(c) =
Σ1
2
c21(1− c1)2 +
Σ2
2
c22(1− c2)2 +
Σ3
2
c23(1− c3)2, ∀c ∈ S.
Par analogie avec le proble`me diphasique, si les coefficients Σi sont positifs, F0 se de´compose
en partie convexe et concave de la manie`re suivante
F+0 (c) =
Σ1
2
(
c1 − 1
2
)4
+
Σ2
2
(
c2 − 1
2
)4
+
Σ3
2
(
c3 − 1
2
)4
,
F−0 (c) =
Σ1
32
(
1− 2(2c1 − 1)2
)
+
Σ2
32
(
1− 2(2c2 − 1)2
)
+
Σ3
32
(
1− 2(2c3 − 1)2
)
.
Dans les e´quations (I.10), les de´rive´es partielles de F sont prises au temps tn+1 pour la partie
convexe et au temps tn pour la partie concave. Ainsi, en notant que cn+1ih = cih
n+1 + ciDh les
e´quations discre´tise´es sont pour i = 1, 2, 3
∀(νµh , νch) ∈ Vµh × Vch∫
Ω
cn+1ih − cnih
∆t
νµh dx = −
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµh dx,∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
Di(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx,
(III.25)
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avec
Di(c
n+1
h , c
n
h) = f
F+0
i (c
n+1
h ) + f
F−0
i (c
n
h)
=
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
+
0 (c
n+1
h )− ∂jF+0 (cn+1h )
))
+
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
−
0 (c
n
h)− ∂jF−0 (cnh)
))
.
Ecrivons maintenant l’estimation de l’e´nergie discre`te. On a, d’une part, par de´finition
F triphΣ,ε (cn+1h )−F triphΣ,ε (cnh) =
∫
Ω
12
ε
(
F0(c
n+1
h )− F0(cnh)
)
dx
+
∫
Ω
3∑
i=1
3
8
Σiε
(∣∣∇cn+1ih ∣∣2 − |∇cnih|2) dx. (III.26)
D’autre part, en prenant νµh = µ
n+1
ih et ν
c
h =
cn+1ih − cnih
∆t
dans (III.25), il vient pour i = 1, 2, 3
∫
Ω
cn+1ih − cnih
∆t
µn+1ih dx = −
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx,∫
Ω
µn+1ih
cn+1ih − cnih
∆t
dx =
∫
Ω
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
+
0 (c
n+1
h )− ∂jF+0 (cn+1h )
)) cn+1ih − cnih
∆t
dx
+
∫
Ω
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
−
0 (c
n
h)− ∂jF−0 (cnh)
)) cn+1ih − cnih
∆t
dx
+
∫
Ω
3
4
Σiε∇cn+1ih · ∇
(
cn+1ih − cnih
∆t
)
dx.
(III.27)
On remarque que
∇cn+1ih · ∇(cn+1ih − cnih) =
1
2
(∣∣∇cn+1ih ∣∣2 − |∇cnih|2 + ∣∣∇cn+1ih −∇cnih∣∣2) .
En sommant les e´quations sur i et en notant que
3∑
i=1
(cn+1ih − cnih) = 0, on obtient alors
∆t
3∑
i=1
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx =
− 12
ε
∫
Ω
3∑
i=1
∂iF
+
0 (c
n+1
h )
(
cn+1ih − cnih
)
dx− 12
ε
∫
Ω
3∑
i=1
∂iF
−
0 (c
n
h)
(
cn+1ih − cnih
)
dx
− 3
8
ε
∫
Ω
3∑
i=1
Σi
(∣∣∇cn+1ih ∣∣2 − |∇cnih|2) dx− 38ε
∫
Ω
3∑
i=1
Σi
∣∣∇cn+1ih −∇cnih∣∣2 dx. (III.28)
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En sommant ensuite les e´quations (III.26) et (III.28), il vient
F triphΣ,ε (cn+1h )−F triphΣ,ε (cnh) + ∆t
3∑
i=1
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx =
−
∫
Ω
3
8
ε
3∑
i=1
Σi
∣∣∇cn+1ih −∇cnih∣∣2 dx
+
12
ε
∫
Ω
[
F+0 (c
n+1
h )− F+0 (cnh)−∇F+0 (cn+1h ) ·
(
cn+1h − cnh
)]
dx
+
12
ε
∫
Ω
[
F−0 (c
n+1
h )− F−0 (cnh)−∇F−0 (cnh) ·
(
cn+1h − cnh
)]
dx.
(III.29)
D’apre`s les proprie´te´s ge´ome´triques des fonctions convexes et concaves et la proposition I.2.3, tous
les termes du membre de droite sont ne´gatifs. On a donc l’estimation d’e´nergie discre`te suivante
F triphΣ,ε (cn+1h )−F triphΣ,ε (cnh) + ∆t
3∑
i=1
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx ≤ 0. (III.30)
Nous comparons nume´riquement la discre´tisation en temps de´finie par (III.24) avec F = F0,
note´e IMPL-F0 et celle de´finie par (III.25), note´e SEMI-IMPL-F0. On s’inte´resse au passage d’une
bulle a` travers une interface liquide/liquide. Nous avons choisi cette application ou` on re´sout les
e´quations couple´es Cahn-Hilliard/Navier-Stokes car c’est lors de l’apparition de points triples que
nous avons observe´ des proble`mes de convergence de l’algorithme de Newton (pour la re´solution
du syste`me de Cahn-Hilliard) qui sont a` l’origine de ce travail.
Le domaine de calcul (en m) est [0; 8.4 10−3]× [0; 6.3 10−2] (ge´ome´trie 3D axisyme´trique) et le
rayon de la bulle vaut rb = 4.2 10
−3 m. Nous faisons varier le pas de temps (∆t = 10−3, 10−4) et
nous comparons les re´sultats a` deux instants diffe´rents. Sur la figure III.1, nous remarquons que
pour ∆t = 10−3, la discre´tisation SEMI-IMPL-F0 introduit une forte erreur en temps par rapport
a` celle implicite. Cette erreur diminue lorsque nous prenons ∆t = 10−4.
Finalement, la discre´tisation SEMI-IMPL-F0 assure l’estimation de l’e´nergie discre`te mais ne´-
cessite de prendre des pas de temps beaucoup plus faibles que pour la discre´tisation IMPL-F0
qui sera utilise´e en pratique. De plus, nous n’avons pas observe´ de proble`mes de convergence de
l’algorithme de Newton avec la discre´tisation IMPL-F0 lorsque tous les coefficients Σi sont positifs
ce qui n’est pas le cas si F = FΛ,0 (§III.1.4).
III.1.3.b Existence et unicite´ de la solution discre`te
Nous allons montrer l’existence de la solution du proble`me (III.25) en utilisant l’estimation de
l’e´nergie discre`te (III.30) et le the´ore`me suivant qui est une application de la the´orie du degre´
topologique en dimension finie [33].
The´ore`me III.1.3
Soit W un espace vectoriel de dimension finie sur R et g une fonction continue de W
vers W . On suppose qu’il existe une fonction continue h de W × [0; 1] dans W ve´rifiant
1. h(·, 1) = g et h(·, 0) est une fonction affine,
2. ∃R > 0 tel que ∀(w, δ) ∈W × [0; 1], si h(w, δ) = 0 alors |w|W 6= R,
3. l’e´quation h(w, 0) = 0 a une solution w ∈W telle que |w|W < R,
alors il existe au moins une solution w ∈W telle que g(w) = 0 et |w|W < R.
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∆t = 10−3 ∆t = 10−4
IMPL-F0 SEMI-IMPL-F0 IMPL-F0 SEMI-IMPL-F0
∆t = 10−3 ∆t = 10−4
IMPL-F0 SEMI-IMPL-F0 IMPL-F0 SEMI-IMPL-F0
Fig. III.1 – Comparaison des discre´tisations en temps IMPL-F0 et SEMI-IMPL-F0 avec F = F0
pour diffe´rents pas de temps ∆t = 10−3, 10−4 a` t = 0.08 s et t = 0.2 s
On de´finit sur RN
c
et RN
µ
les normes suivantes [39]
∀C ∈ RNc , |C|Vc = |ch|Vc et ∀M ∈ RN
µ
, |M|Vµ = |µh|Vµ
ou` C et M sont les vecteurs respectifs des composantes de ch et µh dans les bases Vch et Vµh .
On pose W = RN
c×RNc×RNµ×RNµ et on de´finit la norme sur W pour w = (C1,C2,M1,M2)
par
|w|2W = |C1|2Vc + |C2|2Vc + |M1|2Vµ + |M2|2Vµ
= |c1h|2Vc + |c2h|2Vc + |µ1h|2Vµ + |µ2h|2Vµ
(III.31)
avec
Vc = {νc ∈ H1(Ω) | νc = 0 sur ΓcD},
Vµ = {νµ ∈ H1(Ω)},
auxquels on associe la norme H1.
On conside`re le proble`me discre´tise´ en temps (III.25). On introduit alors la fonction h comme
suit
h : W × [0; 1] →W
w = (C1,C2,M1,M2, δ) 7→ (Rµ1δ ,Rc1δ ,Rµ2δ ,Rc2δ )
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ou`
Rµ1δI =
∫
Ω
cn+11h − cn1h
∆t
νµI dx+
∫
Ω
M `0h
Σ1
∇µn+11h · ∇νµI dx, pour 1 ≤ I ≤ Nµ,
Rc1δI =
∫
Ω
µn+11h ν
c
I dx−
∫
Ω
δ
(
f
F+0
1 (c
n+1
h ) + f
F−0
1 (c
n
h)
)
νcI dx
−
∫
Ω
3
4
Σ1ε∇cn+11h · ∇νcI dx, pour 1 ≤ I ≤ N c,
Rµ2δI =
∫
Ω
cn+12h − cn2h
∆t
νµI dx+
∫
Ω
M `0h
Σ2
∇µn+12h · ∇νµI dx, pour 1 ≤ I ≤ Nµ,
Rc2δI =
∫
Ω
µn+12h ν
c
I dx−
∫
Ω
δ
(
f
F+0
2 (c
n+1
h ) + f
F−0
2 (c
n
h)
)
νcI dx
−
∫
Ω
3
4
Σ2ε∇cn+12h · ∇νcI dx, pour 1 ≤ I ≤ N c.
ou` f
F+0
i (c
n+1
h ) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
+
0 (c
n+1
h )− ∂jF+0 (cn+1h )
))
f
F−0
i (c
n
h) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
−
0 (c
n
h)− ∂jF−0 (cnh)
))
.
La fonction g est de´finie par
g : W →W
w 7→ h(w, 1)
Le proble`me g(w) = 0 est e´quivalent au proble`me (III.25).
On ve´rifie maintenant que les fonctions g et h satisfont les hypothe`ses du the´ore`me III.1.3.
1. On a bien h(·, 1) = g et h(·, 0) est une fonction affine.
2. Si on suppose que h(w, δ) = 0 alors en reprenant les calculs du paragraphe pre´ce´dent, on a
l’estimation de l’e´nergie discre`te suivante
F triph
Σ,ε,δ(c
n+1
h )−F triphΣ,ε,δ(cnh) + ∆t
3∑
i=1
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx ≤ 0 (III.32)
avec F triph
Σ,ε,δ(c
k
h) =
∫
Ω
δ
12
ε
F0(c
k
h) +
3∑
i=1
3
8
εΣi
∣∣∣∇ckih∣∣∣2 dx.
On obtient alors
F triph
Σ,ε,δ(c
n+1
h ) +
3∑
i=1
∆t
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx ≤ F triphΣ,ε,δ(cnh).
Comme 0 ≤ δ ≤ 1, F = F0 est positive (on a suppose´ Σi > 0) et en sachant que cnih ∈ H1(Ω) alors
il existe k1 telle que
0 < F triph
Σ,ε,δ(c
n+1
h ) +
3∑
i=1
∆t
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx ≤ k1.
En particulier, on a pour i = 1, 2, 3 ∣∣∇cn+1ih ∣∣L2 < k1,
et il existe k2 telle que ∣∣∇µn+1ih ∣∣L2 < k2.
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En remarquant que m(cn+1ih ) < +∞, on a∣∣cn+1ih ∣∣Vc < +∞.
On de´finit θh, une fonction appartenant a` Vµh telle que m(θh) = 1 et telle que son support est
disjoint de celui des fonctions de base du bord. On a alors
m(µn+1ih θh) =
∫
Ω
δDi(c
n+1
h , c
n
h)θh dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇θh dx.
Pour montrer que m(µn+1ih θh) < +∞, on utilise un argument similaire a` celui employe´ pour le
proble`me continu dans le paragraphe II.1 pour les termes non line´aires et le fait que les normes H1
de cn+1ih et θh sont finies. Enfin, en utilisant (III.31), on obtient
|w|W < K(k1, k2).
Ainsi, il existe R > K(k1, k2) > 0 telle que ∀(w, δ) ∈W × [0; 1], si h(w, δ) = 0 alors |w|W 6= R.
3. Le proble`me h(w, 0) = 0 peut s’e´crire sous la forme pour i = 1, 2, 3 :
Trouver (cih
n+1, µn+1ih ) ∈ Vch × Vµh tel que ∀νµh ∈ Vµh , ∀νch ∈ Vch,
ai
(
(cih
n+1, µn+1ih ), (ν
c
h, ν
µ
h )
)
=
∫
Ω
cih
nνµh dx−
∫
Ω
3
4
Σiε∇ciDh · ∇νch dx (III.33)
ou`
ai((cih
n+1, µn+1ih ), (ν
c
h, ν
µ
h )) =
∫
Ω
[
cih
n+1νµh +
M `0h
Σi
∆t∇µn+1ih · ∇νµh
]
dx
+
∫
Ω
[
3
4
Σiε∇cihn+1 · ∇νch − µn+1ih νch
]
dx.
Pour montrer l’existence d’une solution de (III.33), nous allons travailler sur un proble`me modifie´
afin d’avoir une proprie´te´ de coercivite´. On introduit les espaces suivants
Vch,m = {ϕh ∈ Vch | m(ϕh) = 0} ,
Vµh,θ =
{
ψh ∈ Vµh | m(ψhθh) = 0
}
,
ou` θh est une fonction appartenant a` Vµh telle que m(θh) = 1 et son support est disjoint de celui
des fonctions de base du bord. On cherche maintenant l’existence du proble`me suivant :
Trouver (dih, ξih) ∈ Vch,m × Vµh,θ tel que ∀ϕh ∈ Vch,m, ∀ψh ∈ Vµh,θ
a˜i
(
(dih, ξih), (ϕh, ψh)
)
=
∫
Ω
(cih
n −m(cihn)θh)ψh dx−
∫
Ω
3
4
Σiε∇ciDh · ∇ϕh dx
−
∫
Ω
3
4
Σiεm(cih
n)∇θh · ∇ϕh dx (III.34)
ou`
a˜i
(
(dih, ξih), (ϕh, ψh)
)
=
∫
Ω
[
dihψh +
M `0h
Σi
∆t∇ξih · ∇ψh
]
dx+
∫
Ω
[
3
4
Σiε∇dih · ∇ϕh − ξihϕh
]
dx.
La forme biline´aire a˜ =
3∑
i=1
a˜i est continue sur
(
Vch,m × Vµh,θ
)3
. De plus, graˆce a` l’ine´galite´ de
Poincare´-Wirtinger et a` la proposition I.2.3, elle est coercive et on a donc l’existence d’une solution
(dih, ξih) au proble`me (III.34) pour i = 1, 2, 3.
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Montrons maintenant l’existence d’une solution au proble`me (III.33) a` partir du proble`me
(III.34). Soient νµh ∈ Vµh et νch ∈ Vch. On pose
ϕh = ν
c
h −m(νch)θh,
ψh = ν
µ
h −m(νµhθh).
de sorte que ϕh ∈ Vch,m et ψh ∈ Vµh,θ.
D’apre`s (III.34), on a alors, en prenant ψh = 0,
−
∫
Ω
ξih(ν
c
h −m(νch)θh) dx+
∫
Ω
3
4
Σiε∇dih · ∇(νch −m(νch)θh) dx =
−
∫
Ω
3
4
Σiε∇ciDh · ∇(νch −m(νch)θh) dx−
∫
Ω
3
4
Σiεm(cih
n)∇θh · ∇(νch −m(νch)θh) dx. (III.35)
Comme ξih ∈ Vµh,θ alors m(ξihθh) = 0 et on obtient
−
∫
Ω
ξihν
c
h dx+
∫
Ω
3
4
Σiε∇dih · ∇νch dx+
∫
Ω
3
4
Σiεm(cih
n)∇θh · ∇νch dx =
−
∫
Ω
3
4
Σiε∇ciDh · ∇νch dx+
∫
Ω
3
4
Σiεm(∇ciDh · ∇θh)νch dx
+
∫
Ω
3
4
Σiεm(cih
n)m(|∇θh|2)νch dx+
∫
Ω
3
4
Σiεm(∇dih · ∇θh)νch dx. (III.36)
En posant
cn+1ih = dih +m(cih
n)θh,
µn+1ih = ξih +
3
4
Σiε
(
m(∇ciDh · ∇θh) +m(|∇θh|2) +m(∇dih · ∇θh)
)
,
il vient pour tout νch ∈ Vch
−
∫
Ω
µn+1ih ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx = −
∫
Ω
3
4
Σiε∇ciDh · ∇νch dx
avec cn+1ih ∈ Vch et µn+1ih ∈ Vµh .
De plus, en prenant ϕh = 0 dans (III.34), on a aussi∫
Ω
dih(ν
µ
h −m(νµhθh)) dx+
∫
Ω
M `0h
Σi
∆t∇ξih · ∇(νµh −m(νµhθh)) dx =∫
Ω
(cih
n −m(cihn)θh)(νµh −m(νµhθh)) dx.
Sachant que dih est a` moyenne nulle et que ∇ξih = ∇µn+1ih , on obtient∫
Ω
dihν
µ
h dx+
∫
Ω
M `0h
Σi
∆t∇µn+1ih · ∇νµh dx =
∫
Ω
cih
nνµh dx−
∫
Ω
m(cih
n)θhν
µ
h dx.
Comme cn+1ih = dih +m(cih
n)θh, on a finalement pour tout ν
µ
h ∈ Vµh∫
Ω
cn+1ih ν
µ
h dx+
∫
Ω
M `0h
Σi
∆t∇µn+1ih · ∇νµh dx =
∫
Ω
cih
nνµh dx.
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On a donc montre´ l’existence d’une solution au proble`me h(w, 0) = 0.
On a ve´rifie´ les hypothe`ses 1., 2., 3. du the´ore`me III.1.3, on peut donc conclure sur l’existence
d’une solution au proble`me (III.25).
Nous allons maintenant montrer l’unicite´ de la solution. Pour cela, on suppose qu’il existe deux
solutions (cn+1h ,µ
n+1
h ) et (d
n+1
h , ξ
n+1
h ) au proble`me (III.25). En prenant la diffe´rence des e´quations
ve´rifie´es par chacune des solutions, on a ∀νµh ∈ Vµh , ∀νch ∈ Vch,∫
Ω
cn+1ih − dn+1ih
∆t
νµh dx = −
∫
Ω
M `0h
Σi
∇(µn+1ih − ξn+1ih ) · ∇νµh dx,∫
Ω
(µn+1ih − ξn+1ih )νch dx =
∫
Ω
(f
F+0
i (c
n+1
h )− f
F+0
i (d
n+1
h ))ν
c
h dx+
∫
Ω
3
4
Σiε∇(cn+1ih − dn+1ih ) · ∇νch dx,
ou`
f
F+0
i (c
n+1
h ) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
+
0 (c
n+1
h )− ∂jF+0 (cn+1h )
))
.
Prenons νµh = µ
n+1
ih − ξn+1ih et νch =
cn+1ih − dn+1ih
∆t
dans les e´quations pre´ce´dentes
∫
Ω
cn+1ih − dn+1ih
∆t
(µn+1ih − ξn+1ih ) dx = −
∫
Ω
M `0h
Σi
∣∣∇(µn+1ih − ξn+1ih )∣∣2 dx,∫
Ω
(µn+1ih − ξn+1ih )
cn+1ih − dn+1ih
∆t
dx =
∫
Ω
(f
F+0
i (c
n+1
h )− f
F+0
i (d
n+1
h ))
cn+1ih − dn+1ih
∆t
dx
+
∫
Ω
3
4∆t
Σiε
∣∣∇(cn+1ih − dn+1ih )∣∣2 dx.
Ainsi, en sommant les e´quations sur i et en notant que
3∑
i=1
(cn+1ih − dn+1ih ) = 0, on obtient
3∑
i=1
∫
Ω
∆t
M `0h
Σi
∣∣∇(µn+1ih − ξn+1ih )∣∣2 dx+ 3∑
i=1
∫
Ω
3
4
Σiε
∣∣∇(cn+1ih − dn+1ih )∣∣2 dx
+
12
ε
∫
Ω
(∇F+0 (cn+1h )−∇F+0 (dn+1h )) · (cn+1h − dn+1h ) dx = 0. (III.37)
Les deux premiers termes sont positifs ou nuls d’apre`s la proposition I.2.3 ainsi que le dernier
terme puisque la fonction F+0 est convexe, ce qui permet de conclure sur l’unicite´ des solutions.
III.1.4 Estimation d’e´nergie pour F = FΛ,0
On s’inte´resse maintenant au mode`le de Cahn-Hilliard avec F = FΛ,0 de´fini par
FΛ,0 = F0 + 3Λc
2
1c
2
2c
2
3.
Nous allons chercher une discre´tisation en temps pour le terme d’ordre 6
P (c) = 3Λc21c
2
2c
2
3
permettant d’avoir une estimation de l’e´nergie discre`te similaire a` (III.30). Pour cela, on s’inspire
des travaux de Kim et al. [69] ou` les termes non-line´aires au temps tn+1 sont approche´s par des
fonctions qui de´pendent de cn+1 et cn.
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Afin d’obtenir une estimation d’e´nergie, nous cherchons des fonctions p1, p2 et p3 telles que
pi(x, x) =
∂P
∂ci
(x) et
P (cn+1h )− P (cnh)− p1(cn+1h , cnh)(cn+11h − cn1h)
− p2(cn+1h , cnh)(cn+12h − cn2h)− p3(cn+1h , cnh)(cn+13h − cn3h) ≤ 0.
On pose ci = c
n+1
ih , di = c
n
ih et δi = ci − di.
Calculons c21c
2
2c
2
3 − d21d22d23 sous la forme
c21c
2
2c
2
3 − d21d22d23 =
1
3
(
c21c
2
2c
2
3 − (c1 − δ1)2d22d23
)
+
1
3
(
c21c
2
2c
2
3 − (c2 − δ2)2d21d23
)
+
1
3
(
c21c
2
2c
2
3 − (c3 − δ3)2d21d22
)
.
En remarquant que
c21c
2
2c
2
3 − (c1 − δ1)2d22d23 = (2c1 − δ1)d22d23δ1 +
1
2
(2c2 − δ2)c21d23δ2 +
1
2
(2c2 − δ2)c21c23δ2
+
1
2
(2c3 − δ3)c21d22δ3 +
1
2
(2c3 − δ3)c21c22δ3,
on obtient
c21c
2
2c
2
3 − d21d22d23 =
1
3
[
d22d
2
3 +
1
2
c22d
2
3 +
1
2
d22c
2
3 + c
2
2c
2
3
]
(2c1 − δ1)δ1
+
1
3
[
d21d
2
3 +
1
2
c21d
2
3 +
1
2
d21c
2
3 + c
2
1c
2
3
]
(2c2 − δ2)δ2
+
1
3
[
d21d
2
2 +
1
2
c21d
2
2 +
1
2
d21c
2
2 + c
2
1c
2
2
]
(2c3 − δ3)δ3.
Ainsi en posant
pi(c,d) = 2Λci
[
d2jd
2
k +
1
2
c2jd
2
k +
1
2
d2jc
2
k + c
2
jc
2
k
]
il vient
P (c)− P (d)− p1(c,d)δ1 − p2(c,d)δ2 − p3(c,d)δ3 ≤ 0, (III.38)
et
pi(c, c) =
∂P
∂ci
(c).
Finalement, on conside`re la discre´tisation en temps suivante
∀(νµh , νch) ∈ Vµh × Vch∫
Ω
cn+1ih − cnih
∆t
νµh dx = −
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµh dx,∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
f
F+0
i (c
n+1
h )ν
c
h dx+
∫
Ω
f
F−0
i (c
n
h)ν
c
h dx
+
∫
Ω
fPi (c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx.
(III.39)
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ou` f
F+0
i (c
n+1
h ) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
+
0 (c
n+1
h )− ∂jF+0 (cn+1h )
))
,
f
F−0
i (c
n
h) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF
−
0 (c
n
h)− ∂jF−0 (cnh)
))
,
fPi (c
n+1
h , c
n
h) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
pi(c
n+1
h , c
n
h)− pj(cn+1h , cnh)
))
.
On a ici Di(c
n+1
h , c
n
h) = f
F+0
i (c
n+1
h ) + f
F−0
i (c
n
h) + f
P
i (c
n+1
h , c
n
h).
Si les coefficients Σi sont positifs, en reprenant la de´marche du paragraphe pre´ce´dent et graˆce
a` (III.38), on obtient l’estimation d’e´nergie suivante pour F = FΛ,0
F triphΣ,ε (cn+1h )−F triphΣ,ε (cnh) + ∆t
3∑
i=1
∫
Ω
M `0h
Σi
∣∣∇µn+1ih ∣∣2 dx ≤ 0.
et l’existence de la solution discre`te au proble`me (III.39).
Nous comparons nume´riquement la discre´tisation implicite du terme P et celle semi-implicite
sur l’exemple du paragraphe III.1.3.a. Comme la discre´tisation SEMI-IMPL-F0 pour les termes
d’ordre 4 introduit une forte erreur en temps, nous utilisons la discre´tisation IMPL-F0 meˆme si
dans ce cas l’estimation de l’e´nergie discre`te n’est pas ve´rifie´e.
Ainsi, nous comparons la discre´tisation (III.24) pour F = FΛ,0, note´e IMPL-P avec la discre´-
tisation suivante, note´e SEMI-IMPL-P , ∀(νµh , νch) ∈ Vµh × Vch∫
Ω
cn+1ih − cnih
∆t
νµh dx = −
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµh dx,∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
fF0i (c
n+1
h )ν
c
h dx+
∫
Ω
fPi (c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx,
(III.40)
ou` fF0i (c
n+1
h ) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
∂iF0(c
n+1
h )− ∂jF0(cn+1h )
))
,
fPi (c
n+1
h , c
n
h) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
pi(c
n+1
h , c
n
h)− pj(cn+1h , cnh)
))
.
Lorsque ∆t = 10−3, l’algorithme de Newton n’a pas converge´ pour le sche´ma IMPL-P quand
la bulle a atteint l’interface alors que le calcul s’est poursuivi pour le sche´ma SEMI-IMPL-P . Sur
la figure III.2, nous observons que la discre´tisation SEMI-IMPL-P entraˆıne peu d’erreurs en temps
lorsque le terme P devient non nul (existence des points triples).
Ge´ne´ralement, le potentiel F = FΛ,0 est utilise´ si un des coefficients Σi est ne´gatif. Dans ce
cas, la discre´tisation semi-implicite en temps pour le terme P d’ordre 6 reste valable pour e´tablir
l’estimation de l’e´nergie libre discre`te. Par contre, pour les termes d’ordre 4 du polynoˆme F0,
il faudrait trouver une discre´tisation en temps qui permette l’e´tablissement de l’estimation de
l’e´nergie quelque soit le signe des coefficients Σi et qui ne ne´cessite pas des pas de temps tre`s
faibles. Ce travail reste a` faire. Cependant, la discre´tisation en temps (III.40) a permis de simuler
par exemple le passage d’une bulle d’air a` travers une interface eau/huile ou` l’un des coefficients
Σi est ne´gatif (§III.1.5) contrairement a` la discre´tisation implicite (III.24) avec F = FΛ,0 ou`
l’algorithme de Newton ne converge pas lorsque la bulle atteint l’interface.
III.1.5 Passage d’une bulle d’air a` travers une interface eau/huile
On conside`re une bulle d’air dans un bain stratifie´ eau/huile. Cette simulation est a` l’origine
du travail pre´ce´dent sur l’estimation de l’e´nergie et l’existence de la solution discre`te.
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∆t = 10−3 ∆t = 10−4
IMPL-P SEMI-IMPL-P IMPL-P SEMI-IMPL-P
∆t = 10−3 ∆t = 10−4
IMPL-F0 SEMI-IMPL-P IMPL-P SEMI-IMPL-P
Fig. III.2 – Comparaison des discre´tisations en temps IMPL-P et SEMI-IMPL-P pour le terme P
en prenant la discre´tisation IMPL-F0 pour les termes d’ordre 4 de F , pour diffe´rents pas de temps
∆t = 10−3, 10−4 a` t = 0.08 s et t = 0.2 s
Les tensions de surface sont
σeau/air = 7. 10
−2 N.m−1,
σhuile/air = 2. 10
−2 N.m−1,
σhuile/air = 3. 10
−2 N.m−1.
Le coefficient Σhuile est ne´gatif. Les autres proprie´te´s physiques sont
%air = 1.29 kg.m
−3, ηair = 1.85 10
−5 Pa.s,
%eau = 1000 kg.m
−3, ηeau = 10
−3 Pa.s,
%huile = 970 kg.m
−3, ηhuile = 5 10
−2 Pa.s.
Le proble`me est re´solu en ge´ome´trie 3D axisyme´trique sur un domaine cylindrique. Le domaine
de calcul (en m) est [10−5; 1.25 10−2]× [0; 7. 10−2] et le rayon de la bulle vaut rb = 5 10−3 m.
On re´sout les e´quations de Cahn-Hilliard/Navier-Stokes couple´es. La discre´tisation des termes
non-line´aires pour les e´quations de Cahn-Hilliard est celle propose´e dans (III.40). Nous avons pris
∆t = 5. 10−4.
Sur la figure III.3, on remarque que la taille de la bulle diminue alors que son volume V , calcule´
par V =
∫
Ω
cn1h dx reste constant pour tout n > 0. Cette diminution vient du fait que les valeurs du
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parame`tre d’ordre c1, repre´sentant la bulle, sont le´ge`rement supe´rieures a` 0 en dehors de la bulle
et supe´rieures a` 1 dans celle-ci (figure III.4). Nous avons observe´ que ce comportement est atte´nue´
lorsqu’on raffine le maillage.
instant t = 0.02 s t = 0.04 s t = 0.06 s t = 0.08 s
initial
t = 0.1 s t = 0.12 s t = 0.14 s t = 0.16 s t = 0.18 s
Fig. III.3 – Evolution d’une bulle d’air dans un bain stratifie´ eau/huile
0 0.07
z
0
1
P
S
frag
rep
lacem
en
ts
c 1
Fig. III.4 – Coupe du parame`tre d’ordre c1 (bulle) a` t = 0.15 s en r = 0.001 m
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III.2 Discre´tisation du mode`le couple´ (III.1)-(III.5)
On s’inte´resse maintenant a` la discre´tisation du proble`me couple´ de Cahn-Hilliard/Navier-Stokes
anisotherme. Nous donnons, tout d’abord, la de´marche dans un pas de temps puis les discre´tisations
spatiales des e´quations.
III.2.1 Discre´tisation en temps
La discre´tisation temporelle prise pour le proble`me couple´ (III.1)-(III.5) est semi-implicite afin
de de´coupler les e´quations de Cahn-Hilliard et de Navier-Stokes dans un pas de temps. Ainsi, on
re´sout tout d’abord les e´quations de Cahn-Hilliard en prenant la vitesse d’advection au temps tn.
Les solutions cn+1 et µn+1 obtenues sont ensuite utilise´es pour le calcul de la force capillaire dans
les e´quations de Navier-Stokes.
Les de´rive´es temporelles sont discre´tise´es avec un she´ma d’Euler implicite d’ordre 1. Dans les
e´quations de Navier-Stokes, le terme (u·∇)u est line´arise´ en prenant la vitesse d’advection explicite.
Pour simplifier les notations, on e´crit %n+1 = %(cn+1) dans la suite, ainsi que pour les autres
parame`tres physiques (η, cp, λ).
Finalement, la de´marche dans un pas de temps est la suivante :
1. calcul de cn+1, µn+1 connaissant cn, un
cn+1i − cni
∆t
+ un · ∇cn+1i = ∇ ·
(
M `0
Σi
∇µn+1i
)
, pour i = {1, 2},
µn+1i = Di(c
n+1, cn)− 3
4
εΣi∆c
n+1
i , pour i = {1, 2}
(III.41)
ou` ` = n ou n+ 1 et Di(c
n+1, cn) =
4ΣT
ε
∑
j 6=i
(
1
Σj
(
di(c
n+1, cn)− dj(cn+1, cn)
))
.
On pose ensuite
cn+13 = 1− cn+11 − cn+12 , µn+13 = −Σ3
(
1
Σ1
µn+11 +
1
Σ2
µn+12
)
, (III.42)
2. calcul de un+1, pn+1 connaissant cn+1, µn+1 et un
∇ · un+1 = 0,
%n+1
(
un+1 − un
∆t
+ un · ∇un+1
)
= ∇ · (2ηn+1D(un+1))−∇pn+1 +
3∑
i=1
µn+1i ∇cn+1i + %n+1g
(III.43)
3. calcul de T n+1 connaissant T n, un+1 et cn+1
%n+1cn+1p
(
Tn+1 − Tn
∆t
+ un+1 · ∇Tn+1
)
= ∇ · (λn+1∇Tn+1). (III.44)
III.2.2 Discre´tisation spatiale
Nous pre´sentons ici la discre´tisation des e´quations de Cahn-Hilliard/Navier-Stokes couple´es et du
bilan d’e´nergie. Nous discutons ensuite du choix des e´le´ments pour l’approximation des inconnues
afin que le proble`me discret couple´ ve´rifie des proprie´te´s analogues a` celles du proble`me continu.
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III.2.2.a Equations de Cahn-Hilliard (III.41)
Pour les e´quations de Cahn-Hilliard (III.41), on reprend la discre´tisation spatiale pre´sente´e dans
le paragraphe III.1.2. Les de´finitions des espaces V ch et Vµh sont inchange´es. En ajoutant le terme
d’advection, on obtient le proble`me suivant :
Trouver [Cn+11 ,C
n+1
2 ,M
n+1
1 ,M
n+1
2 ] ∈ (RN
c
)2 × (RNµ)2 tel que
Rµ1(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
Rc1(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
Rµ2(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
Rc2(Cn+11 ,Cn+12 ,Mn+11 ,Mn+12 ) = 0,
(III.45)
ou` les inconnues Cn+1i et M
n+1
i sont les vecteurs respectifs des composantes de c
n+1
ih et µ
n+1
ih dans
les bases de Vch et Vµh . Les fonctions non line´aires Rci et Rµi a` valeurs respectivement dans RN
c
et
R
Nµ sont de´finies ici par
∀1 ≤ I ≤ Nµ,
RµiI =
∫
Ω
cih
n+1 − c1hn
∆t
νµI dx+
∫
Ω
unh · ∇cn+1ih νµI dx+
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµI dx,
∀1 ≤ I ≤ N c,
RciI =
∫
Ω
µn+1ih ν
c
I dx−
∫
Ω
Di(c
n+1
h , c
n)νcI dx−
∫
Ω
3
4
Σiε∇cn+11h · ∇νcI dx.
De plus, on pose comme dans le paragraphe III.1.2
cn+13h = 1− cn+11h − cn+12h µn+13h = −
(
Σ3
Σ1
µn+11h +
Σ3
Σ2
µn+12h
)
. (III.46)
III.2.2.b Equations de Navier-Stokes
Pour e´crire la formulation variationnelle des e´quations (III.43), on introduit les espaces suivants
U =
{
v ∈ H1(Ω)d | v = uD sur ΓuD et v · n = 0 sur Γut
}
,
X =
{
v ∈ H1(Ω)d | v = 0 sur ΓuD et v · n = 0 sur Γut
}
,
Q =
{
q ∈ L2(Ω)} .
Pour simplifier les notations, on e´crit dans la suite En+1 =
3∑
i=1
µn+1i ∇cn+1i + %n+1g.
En utilisant les conditions au bord (III.10)-(III.12), la formulation variationnelle du proble`me
(III.43) s’e´crit :
Trouver un+1 ∈ U et pn+1 ∈ Q tels que
∀v ∈ X,
∫
Ω
%n+1
un+1 − un
∆t
v dx+
∫
Ω
%n+1un · ∇un+1v dx =
−
∫
Ω
2ηn+1D(un+1) : ∇v dx+
∫
Ω
pn+1∇ · v dx+
∫
Ω
En+1v dx,
∀q ∈ Q,
∫
Ω
∇ · un+1q dx = 0.
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On introduit les applications biline´aires et line´aires suivantes
mn+1(·, ·) : H1(Ω)d ×H1(Ω)d → R,
(u, v) 7→
∫
Ω
%n+1uv dx,
an+1(·, ·) : H1(Ω)d ×H1(Ω)d → R,
(u, v) 7→
∫
Ω
2ηn+1D(u) : ∇v dx+
∫
Ω
%n+1un · ∇uv dx,
b(·, ·) : H1(Ω)d × L2(Ω) → R,
(v, q) 7→ −
∫
Ω
q∇ · v dx,
ln+1(·) : H1(Ω)d → R,
v 7→
∫
Ω
En+1v dx.
Pour simplifier les notations, on e´crit mn+1 = m, an+1 = a et ln+1 = l.
Comme la vitesse ve´rifie des conditions de Dirichlet non homoge`nes sur ΓuD, on utilise un
rele`vement. La nouvelle inconnue, de´finie par un+1 = un+1 − uD, ou` uD ∈ U , est nulle sur ΓuD et
le proble`me s’e´crit :
Trouver un+1 ∈ X et pn+1 ∈ Q tels que
∀v ∈ X, m(u
n+1, v)
∆t
+ a(un+1, v) + b(v, pn+1) = l(v)− a(uD, v) + m(u
n, v)
∆t
,
∀q ∈ Q, b(un+1, q) = −b(uD, q).
(III.47)
On introduit Xh et Qh les espaces e´le´ments finis approchant respectivement X et Q, obtenus
a` partir de la triangulation T h. On obtient de nouvelles applications biline´aires et line´aires qui
de´pendent de h et qui sont encore note´es dans la suite a, m, b et l. En e´crivant
e(vh) = l(vh)− a(uDh, vh) et g(qh) = −b(uDh, qh),
le proble`me discret est le suivant :
Trouver uh
n+1 ∈ Xh et pn+1h ∈ Qh tels que
∀vh ∈ Xh, m(uh
n+1, vh)
∆t
+ a(uh
n+1, vh) + b(vh, p
n+1
h ) = e(vh) +
m(uh
n, vh)
∆t
, (III.48)
∀qh ∈ Qh, b(uhn+1, qh) = g(qh). (III.49)
Notons que la vitesse d’advection unh dans les e´quations (III.21) et (III.48) ve´rifie les conditions
de Dirichlet non homoge`nes sur ΓuD et appartient a` l’espace Uh = uDh +Xh. Dans le paragraphe
III.2.2.d, nous utiliserons l’e´quation (III.49) e´crite sous la forme
∀qh ∈ Qh, b(un+1h , qh) = 0, avec un+1h ∈ Uh. (III.50)
Afin d’assurer la convergence de la solution discre`te vers la solution continue, nous prenons des
espaces d’approximation pour la vitesse et la pression qui ve´rifient la condition inf-sup discre`te
[20, 39, 48]. Le choix des e´le´ments fera l’objet du paragraphe III.2.2.d.
Ecrivons maintenant le proble`me (III.48)-(III.49) sous forme matricielle. On de´finit les bases
e´le´ments finis de Xh et Qh par
Xh = vect{ϕI | 0 ≤ I ≤ Nv}, Qh = vect{piI | 0 ≤ I ≤ Np}.
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Soient U
n+1
le vecteur repre´sentant le champ uh
n+1 dans la base de Xh et P
n+1 celui repre´sentant
pn+1h dans la base de Qh. Finalement, le proble`me matriciel s’e´crit(
M
∆t
+ A(Un) BT
B 0
)(
U
n+1
Pn+1
)
=
(
E +
M
∆t
U
n
G
)
(III.51)
ou`
[E]I = e(ϕI) pour I ∈ {1 · · ·N v},
[G]I = g(piI) pour I ∈ {1 · · ·Np},
[M]IJ = m(ϕJ , ϕI) pour I ∈ {1 · · ·N v}, J ∈ {1 · · ·N v},
[A]IJ = a(ϕJ , ϕI) pour I ∈ {1 · · ·N v}, J ∈ {1 · · ·N v},
[B]IJ = b(ϕJ , piI) pour I ∈ {1 · · ·Np}, J ∈ {1 · · ·N v}.
III.2.2.c Equation du bilan d’e´nergie
Soient TD et T des sous-espaces de H
1(Ω) de´finis respectivement par
TD =
{
τ ∈ H1(Ω) | τ = TD sur ΓTD
}
et T =
{
τ ∈ H1(Ω) | τ = 0 sur ΓTD
}
.
En utilisant les conditions au bord (III.13)-(III.14), la formulation variationnelle associe´e au
proble`me (III.44) est :
Trouver T n+1 ∈ TD tel que ∀τ ∈ T∫
Ω
%n+1cn+1p
(
Tn+1 − Tn
∆t
+ un+1 · ∇Tn+1
)
τ dx = −
∫
Ω
λn+1∇Tn+1 · ∇τ dx.
Comme pre´ce´demment, on utilise un rele`vement T
n+1
= Tn+1−TD avec TD ∈ TD. On introduit
ensuite Th l’espace e´le´ments finis approchant T a` partir de la triangulation T h et le proble`me
discret s’e´crit :
Trouver Th
n+1 ∈ Th tel que ∀τh ∈ Th
∫
Ω
%n+1cn+1p
(
Th
n+1 − Thn
∆t
+ un+1h · ∇Th
n+1
)
τh dx = −
∫
Ω
λn+1∇Thn+1 · ∇τh dx
−
∫
Ω
%n+1cn+1p u
n+1
h · ∇TDhτh dx−
∫
Ω
λn+1∇TDh · ∇τh dx. (III.52)
On de´finit la base e´le´ments finis de Th = vect{τI | 0 ≤ I ≤ NT } et Thn+1 =
NT∑
I=1
TI
n+1
τI . On
obtient un syste`me line´aire de´fini par :
Trouver Th
n+1 ∈ Th tel que ∀0 ≤ I ≤ NT
∫
Ω
%n+1cn+1p
(
Th
n+1 − Thn
∆t
+ un+1h · ∇Th
n+1
)
τI dx = −
∫
Ω
λn+1∇Thn+1 · ∇τI dx
−
∫
Ω
%n+1cn+1p u
n+1
h · ∇TDhτI dx+
∫
Ω
λn+1∇TDh · ∇τI dx.
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III.2.2.d Choix des e´le´ments
Dans ce paragraphe, nous allons discuter du choix de la discre´tisation a` prendre pour les diffe´rents
champs inconnus (c1, c2, µ1, µ2, u, p, T ).
Nous avons de´ja` vu dans le paragraphe III.2.2.b que nous voulons que les discre´tisations pour
la vitesse et la pression ve´rifient la condition inf-sup. C’est le cas par exemple, si on prend l’e´le´ment
P2 pour l’approximation de la vitesse et P1 pour celle de la pression [39].
La me´thode des e´le´ments finis pour l’approximation des e´quations de Cahn-Hilliard a e´te´ e´tudie´e
notamment dans [7, 10, 35, 43, 44, 65]. Les parame`tres d’ordre et les potentiels chimiques sont
ge´ne´ralement approche´s par des fonctions affines par morceaux.
De plus, nous voulons que le proble`me discret ve´rifie des proprie´te´s analogues a` celles du
proble`me continu, e´nonce´es dans la proposition III.0.1. Tout d’abord, l’ajout du terme de transport
dans les e´quations de Cahn-Hilliard ne pose pas de difficulte´s pour montrer que les e´quations
(III.45)-(III.46) sont e´quivalentes a`
∀νµh ∈ Vµh , ∀νc ∈ Vch∫
Ω
cn+1ih − cnih
∆t
νµh dx+
∫
Ω
unh · ∇cn+1ih νµh dx = −
∫
Ω
M `0h
Σi
∇µn+1ih · ∇νµh dx, pour i = 1, 2, 3∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
Di(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx, pour i = 1, 2, 3.
On s’inte´resse ensuite a` la conservation du volume des phases en discret. On obtient alors
une contrainte entre les discre´tisations des parame`tres d’ordre et de la pression. En effet, comme
1 ∈ Vµh , on peut e´crire∫
Ω
cn+1ih − cnih
∆t
dx = −
∫
Ω
unh · ∇cn+1ih dx =
∫
Ω
cn+1ih ∇ · unh dx−
∫
Γ
cn+1ih u
n
h · n ds.
Si on suppose que mes(Γuτ ) et uD = 0 (sinon il n’y a pas conservation du volume des phases), on
obtient ∫
Ω
cn+1ih − cnih
∆t
dx =
∫
Ω
cn+1ih ∇ · unh dx.
Si cn+1ih est dans le meˆme espace discret que la pression alors d’apre`s (III.50), l’inte´grale du membre
de droite est nulle et on a bien le volume des phases qui est conserve´.
Nous donnons un exemple ou` nous observons la variation du volume des phases lorsque l’ap-
proximation pour les parame`tres d’ordre et la pression ne sont pas les meˆmes. On s’inte´resse a`
la monte´e d’une bulle dans un liquide. Le domaine d’e´tude (en m) est [−8.5 10−3; 8.5 10−3] ×
[0; 3.4 10−2] (ge´ome´trie 2D carte´sienne) et le rayon de la bulle vaut rb = 0.00425 m. La vitesse et la
pression sont approche´es respectivement par les e´le´ments P2 (40301 degre´s de liberte´) et P1 (10151
degre´s de liberte´). Nous comparons sur la figure III.5, les re´sultats obtenus lorsque les parame`tres
d’ordre et les potentiels chimiques sont approche´s par des P1 (comme la pression), puis par des P2
(comme la vitesse). Dans les deux cas, la bulle est monte´e a` la meˆme vitesse et avec la meˆme forme.
Par contre, dans le deuxie`me cas, le volume de la bulle n’est pas conserve´ comme on pouvait s’y
attendre d’apre`s l’e´tude pre´ce´dente. Dans le cas pre´sent, cette diminution reste faible mais pourrait
avoir une influence plus importante sur des temps de calcul plus longs.
On peut aussi e´crire l’e´quation (III.21) sous forme conservative. Dans ce cas, on a bien le volume
de chaque phase qui est conserve´. En effet, on obtient∫
Ω
cn+1ih − cnih
∆t
νµh dx−
∫
Ω
cn+1ih u
n
h · ∇νµh dx = −
∫
Ω
M `0h
Σ1
∇µn+1ih · ∇νµh dx, ∀νµh ∈ Vµh .
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position t = 0.2 s t = 0.2 s
initiale utilisation de l’e´le´ment utilisation de l’e´le´ment
P1 pour (c, µ) P2 pour (c, µ)
0 0.05 0.1 0.15 0.2
t
0.995
1
1.005
P
S
frag
rep
lacem
en
ts
P1
P2
V
/V
0
Fig. III.5 – Isovaleur c = 0.5 pour les discre´tisations P1 et P2 du parame`tre d’ordre et e´volution
du volume V de la bulle en fonction du temps normalise´ par le volume initial V0
Il suffit de prendre νµh = 1 pour conclure.
Par contre, si le terme
∫
Ω
unh · ∇νµh dx est non nul, le syste`me discret de´finit pour i = 1, 2 par
∫
Ω
cn+1ih − cnih
∆t
νµh dx−
∫
Ω
cn+1ih u
n
h · ∇νµh dx = −
∫
Ω
M `0h
Σ1
∇µn+1ih · ∇νµh dx, ∀νµh ∈ Vµh ,∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
Di(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx, ∀νch ∈ Vch,
et c3h = 1− c1h − c2h, µ3h = −
(
Σ3
Σ1
µ1h +
Σ3
Σ2
µ2h
)
.
(III.53)
n’est pas e´quivalent au syste`me de Cahn-Hilliard suivant avec i = 1, 2, 3
∫
Ω
cn+1ih − cnih
∆t
νµh dx−
∫
Ω
cn+1ih u
n
h · ∇νµh dx = −
∫
Ω
M `0h
Σ1
∇µn+1ih · ∇νµh dx, ∀νµh ∈ Vµh∫
Ω
µn+1ih ν
c
h dx =
∫
Ω
Di(c
n+1
h , c
n
h)ν
c
h dx+
∫
Ω
3
4
Σiε∇cn+1ih · ∇νch dx, ∀νch ∈ Vch.
(III.54)
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En effet, c3h ve´rifie l’e´quation suivante
∫
Ω
cn+13h − cn3h
∆t
νµh dx−
∫
Ω
cn+13h u
n
h · ∇νµh dx+
∫
Ω
unh · ∇νµh dx = −
∫
Ω
M `0h
Σ1
∇µn+13h · ∇νµh dx, ∀νµh ∈ Vh.
Si les potentiels chimiques sont dans le meˆme espace d’approximation que la pression et si mes(Γuτ )
et uD = 0 alors ∫
Ω
unh · ∇νµh dx = 0
et on a bien l’e´quivalence des syste`mes.
Pour illustrer ce comportement, on s’inte´resse au passage d’une bulle a` travers une interface.
Le domaine d’e´tude (en m) est [−8.5 10−3; 8.5 10−3] × [0; 3.4 10−2] (ge´ome´trie 2D carte´sienne)
et le rayon de la bulle vaut rb = 0.00425 m. La bulle est repre´sente´e par c1 et la phase lourde
par c2. On re´sout les e´quations de Cahn-Hilliard sous forme conservative. La vitesse et la pression
sont approche´es respectivement par les e´le´ments P2 (14581 degre´s de liberte´) et P1 (3691 degre´s
de liberte´). Nous comparons les re´sultats obtenus lorsque les parame`tres d’ordre et les potentiels
chimiques sont approche´s par des P1 (comme la pression), puis par des P2 (comme la vitesse). On
visualise sur la figure III.6 une coupe des parame`tres d’ordre. On remarque que lorsque les potentiels
chimiques ne sont pas dans le meˆme espace d’approximation que la pression, le parame`tre c3 prend
des valeurs ne´gatives dans la bulle alors qu’il reste bien a` 0 lorsqu’on utilise le meˆme e´le´ment.
0 0.01 0.02 0.03
0
0.5
1
P
S
frag
rep
lacem
en
ts
c1
c2
c3
0 0.01 0.02 0.03
0
0.5
1
P
S
frag
rep
lacem
en
ts
c1
c2
c3
P1 P2
Fig. III.6 – Vue en coupe des parame`tres d’ordre pour les discre´tisations P1 et P2 du potentiel
chimique a` t = 0.1 s, en x = 0
Finalement, on veut choisir des espaces d’approximation qui ve´rifient la condition inf-sup dis-
cre`te et utiliser le meˆme e´le´ment pour approcher la pression et les parame`tres d’ordre. Il n’est
donc pas ne´cessaire d’avoir de l’ordre 2 pour la discre´tisation en espace pour le champ de vitesse
puisqu’on ne peut pas augmenter l’ordre d’approximation pour les inconnues ci. Ainsi nous avons
pris, dans nos applications nume´riques, l’e´le´ment P1-bulle
2 pour la vitesse et P1 pour la pression
ainsi que pour les parame`tres d’ordre. Ce couple d’e´le´ments ve´rifie la condition inf-sup discre`te [39].
Enfin, il est moins couˆteux de choisir l’e´le´ment P1 pour l’approximation des potentiels chimiques
et de la tempe´rature.
2appele´ aussi P1+. Un degre´ de liberte´ est ajoute´ dans chaque maille.
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III.3 Re´solution nume´rique du proble`me discret
Nous de´crivons dans cette section les re´solutions nume´riques des proble`mes de Cahn-Hilliard et de
Navier-Stokes a` chaque pas de temps. Pour simplifier les notations, l’exposant n+ 1 est omis.
La re´solution de l’e´quation du bilan d’e´nergie n’est pas de´taille´e car elle ne pre´sente pas de
difficulte´s importantes.
III.3.1 Equations de Cahn-Hilliard
Le proble`me (III.45) peut eˆtre re´solu par une me´thode de Newton-Raphson. L’algorithme est le
suivant
e´tape 0 : initialisation avec (C
(0)
1 ,M
(0)
1 ,C
(0)
2 ,M
(0)
2 ) = (C
n
1 ,M
n
1 ,C
n
2 ,M
n
2 )
e´tape k + 1 : (C
(k)
1 ,M
(k)
1 ,C
(k)
2 ,M
(k)
2 ) donne´s par l’e´tape k.
Calculer (C
(k+1)
1 ,M
(k+1)
1 ,C
(k+1)
2 ,M
(k+1)
2 ) solution de

Jc1c1 Jc1µ1 Jc1c2 0
Jµ1c1 Jµ1µ1 0 0
Jc2c1 0 Jc2c2 Jc2µ2
0 0 Jµ2c2 Jµ2µ2


C
(k+1)
1 −C(k)1
M
(k+1)
1 −M(k)1
C
(k+1)
2 −C(k)2
M
(k+1)
2 −M(k)2
 =

−Rc1(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )
−Rµ1(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )
−Rc2(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )
−Rµ2(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )

(III.55)
La solution recherche´e est pose´e e´gale a` (C
(κ)
1 ,M
(κ)
1 ,C
(κ)
2 ,M
(κ)
2 ) ou` κ est la premie`re valeur de
k telle que le crite`re de convergence suivant est ve´rifie´
∣∣∣R(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )∣∣∣
2
< ,
ou` R est de´fini par
R(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 ) =

−Rc1(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )
−Rµ1(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )
−Rc2(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )
−Rµ2(C(k)1 ,C(k)2 ,M(k)1 ,M(k)2 )

Les blocs de la matrice J sont de´finis, pour i, j ∈ {1, 2} j 6= i, par
[Jcici ]IJ =
[
∂Rci
∂Ci
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 )
]
IJ
1 ≤ I ≤ N c et 1 ≤ J ≤ N c
=
∂RciI
∂(Ci)J
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 ) =
∫
Ω
−3
4
Σiε∇νcJ · ∇νcI dx−
∫
Ω
∂Di
∂ci
(c
(k)
h , c
n
h)ν
c
Jν
c
I dx,
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[Jcicj ]IJ =
[
∂Rci
∂Cj
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 )
]
IJ
1 ≤ I ≤ N c et 1 ≤ J ≤ N c
=
∂RciI
∂(Cj)J
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 ) =
∫
Ω
−∂Di
∂cj
(c
(k)
h , c
n
h)ν
c
Jν
c
I dx,
[Jciµi ]IJ =
[
∂Rci
∂Mi
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 )
]
IJ
1 ≤ I ≤ N c et 1 ≤ J ≤ Nµ
=
∂RciI
∂(Mi)J
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 ) =
∫
Ω
νµJ ν
c
I dx,
[Jµici ]IJ =
[
∂Rµi
∂Ci
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 )
]
IJ
1 ≤ I ≤ Nµ et 1 ≤ J ≤ N c
=
∂RµiI
∂(Ci)J
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 ) =
∫
Ω
1
∆t
νcJν
µ
I dx+
∫
Ω
unh · ∇νcJνµI dx,
[Jµiµi ]IJ =
[
∂Rµi
∂Mi
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 )
]
IJ
1 ≤ I ≤ Nµ et 1 ≤ J ≤ Nµ
=
∂RµiI
∂(Mi)J
(C
(k)
1 ,C
(k)
2 ,M
(k)
1 ,M
(k)
2 ) =
∫
Ω
M `0h
Σi
∇νµJ · ∇νµI dx,
avec M `0h = M0(c
n
h) ou M0(c
(k)
h ).
Si la mobilite´ est constante ou si elle est prise au temps tn alors le calcul de la matrice jacobienne
ci-dessus est exact. Par contre, si la mobilite´ est discre´tise´e de manie`re implicite, on calcule une
matrice jacobienne partielle puisqu’on ne de´rive pas les termes contenant la mobilite´ par rapport
aux parame`tres d’ordre (termes qui interviendraient dans Jµici et Jµicj ) et la valeur de la mobilite´
dans Jµiµi est re´actualise´e a` chaque ite´ration de l’algorithme de Newton.
Certains termes de la matrice jacobienne ne changent d’une ite´ration a` l’autre dans l’algorithme
de Newton. Afin de diminuer le temps calcul, seuls les termes Jcici et Jcicj sont re´assemble´s a` chaque
ite´ration de l’algorithme ainsi que Jµiµi si la mobilite´ est implicite (M `0h = M0(c
(k)
h )).
Pour la re´solution du syste`me (III.55), nous utilisons le solveur direct propose´ par la librairie
UMFPACK [30], base´ sur une factorisation LU.
On ve´rifie maintenant que le volume des phases est conserve´ a` chaque ite´ration de ce solveur.
En effet, en notant que ckih = cih
k + ciDh on, a pour i = 1, 2
∫
Ω
ck+1ih − cnih
∆t
νµI dx+
∫
Ω
unh · ∇ck+1ih νµI dx+
∫
Ω
M `0h
Σi
∇µk+1ih · ∇νµI dx = 0, ∀I = 1, ..., Nµ
Comme 1 ∈ Vµh , il est clair que si mes(Γuτ ), uD = 0 et si les parame`tres d’ordre sont dans le meˆme
espace d’approximation que la pression, on a
∫
Ω
ck+1ih − ckih
∆t
dx = 0.
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III.3.2 Equations de Navier-Stokes
Dans cette partie, nous pre´sentons diffe´rentes me´thodes pour re´soudre le proble`me (III.51) e´crit
sous la forme M
(
U−Un
∆t
)
+ A(Un)U + BtP = E,
BU = G.
(III.56)
Tout d’abord, nous de´crivons des me´thodes connues comme la me´thode du Lagrangien aug-
mente´ [45] et la me´thode de projection incre´mentale [54]. La premie`re, qui est une me´thode ite´rative,
est plus pre´cise mais plus couˆteuse en temps calcul que la seconde ou` seulement trois e´quations sont
re´solues. Enfin, nous proposons une me´thode de pe´nalite´-projection qui est plus pre´cise que la me´-
thode de projection incre´mentale et moins couˆteuse en temps calcul que la me´thode du Lagrangien
augmente´ (voir [64] pour plus de de´tails sur cette me´thode, ainsi que pour des comparaisons entre
les diffe´rents algorithmes). Nous comparerons nume´riquement l’impact des diffe´rentes me´thodes
sur la conservation du volume des phases et sur les vitesses de monte´e d’une bulle dans un liquide
dans le paragraphe III.3.2.d.
III.3.2.a Me´thode du Lagrangien augmente´
Dans l’algoritme d’Uzawa avec Lagrangien augmente´, on effectue une boucle interne dans chaque
pas de temps, jusqu’a` avoir la contrainte
BU = G (III.57)
ve´rifie´e. L’algorithme est le suivant
e´tape 0 : initialisation avec (U
(0)
,P(0)) = (U
n
,Pn)
e´tape k + 1 : (U
(k)
,P(k)) donne´s par l’e´tape k.
Calculer (U
(k+1)
,P(k+1)) solution de
M
(
U
(k+1) −Un
∆t
)
+ A(Un)U
(k+1)
+ BTP(k) + rBTM−1p (BU
(k+1) −G) = E,
P(k+1) = P(k) + ρ(BU
(k+1) −G).
On pose alors
U = U
(κ+1)
P = P(κ+1)
ou` κ est la premie`re valeur de k satisfaisant le crite`re de convergence suivant∣∣∣BU(k+1) −G∣∣∣ < .
La matrice Mp apparaissant dans cet algorithme est la matrice masse de pression de´finie par
[Mp]IJ =
∫
Ω
piIpiJ dx pour I, J ∈ {1, ..., Np}.
Pour simplifier le calcul de M−1p , on approche la matrice Mp par la matrice ”lumpe´e”, Mp` de´finie
par
[Mp`]IJ =
 ∑
0≤K≤Np
[Mp]IK
 δIJ pour 0 ≤ I, J ≤ Np.
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Nous utilisons comme pre´ce´demment le solveur direct propose´ par UMFPACK [30] pour re´-
soudre le syste`me. La factorisation de la matrice est faite seulement a` la premie`re ite´ration de
l’algorithme d’Uzawa.
Un crite`re suffisant de convergence est 0 < ρ < 2r [45]. Nous prendrons r = ρ et l’algorithme
est note´ AL dans la suite.
III.3.2.b Me´thode de projection incre´mentale
La me´thode de projection incre´mentale se de´compose en trois e´tapes [54].
On calcule tout d’abord une pre´diction de vitesse, note´e U˜, qui ne ve´rifie pas la contrainte
(III.57) d’incompressibilite´. Ensuite, en utilisant U˜, on re´sout l’e´quation ve´rifie´e par l’incre´ment
de pression Φ = P − Pn. Puis, on corrige la vitesse pour avoir la contrainte (III.57) satisfaite.
Pre´cise´ment, l’algorithme s’e´crit
e´tape 1 : pre´diction de vitesse, calcul de U˜
M
(
U˜−Un
∆t
)
+ A(Un)U˜ + BTPn = E, (III.58)
e´tape 2 : calcul de Φ = P−Pn via l’e´quation
∆tBM−1BTΦ = BU˜−G, (III.59)
e´tape 3 : calcul de la vitesse U
M
(
U− U˜
∆t
)
+ BTΦ = 0. (III.60)
On remarque qu’aucune ite´ration interne n’est effectue´e et que l’approximation (U,P) obtenue
n’est pas la solution du proble`me couple´ (III.56). Cette me´thode est donc moins pre´cise que la
me´thode du Lagrangien augmente´, car elle introduit une erreur supple´mentaire dite de fractionne-
ment.
La difficulte´ de la re´solution de l’e´quation (III.59) est l’inversion des matrices M et BM−1BT .
Afin d’e´viter le calcul de M−1, deux strate´gies ont e´te´ envisage´es. La premie`re est d’approcher la
matrice masse de la vitesse par la matrice lumpe´e, note´e Ml. On remplace alors dans les e´quations
(III.58)-(III.60) M par Ml. Le nouvel algorithme sera note´ IPMl dans la suite.
Par contre, cette approche ne peut pas eˆtre utilise´e dans tous les cas car pour certaines aproxi-
mations de la vitesse, par exemple pour l’e´le´ment P2, la somme des termes des lignes dans la
matrice masse est nulle. Dans ces cas, on approche la matrice BM−1BT par L l’ope´rateur discret
associe´ a` un proble`me de Poisson avec des conditions de Dirichlet homoge`nes sur Γuτ et des condi-
tions de Neumann homoge`nes sur ΓuD ∪ Γut . Pour e´viter des difficulte´s pratiques dans la mise en
œuvre du processus d’assemblage (par exemple l’e´limination dans le syste`me line´aire des degre´s de
liberte´ de φh = ph− pnh associe´s a` des nœuds de pression situe´s sur Γuτ conduirait a` des vecteurs de
tailles diffe´rentes pour Φ et P), les conditions de Dirichlet au bord sont impose´es par pe´nalisation
[53, 64]. La matrice L est alors de´finie par
[L]IJ =
∫
Ω
1
%
∇piI · ∇piJ dx+
∫
Γuτ
αpiIpiJ ds, 0 ≤ I, J ≤ Np,
ou` α est un coefficient de pe´nalisation (en pratique nous prenons α = 108).
Finalement l’algorithme, note´ IPL, est le suivant
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e´tape 1 : pre´diction de vitesse
M
(
U˜−Un
∆t
)
+ A(Un)U˜ + BTPn = E,
e´tape 2 : calcul de Φ = P−Pn via l’e´quation
∆tLΦ = BU˜−G,
e´tape 3 : calcul de la vitesse U
M
(
U− U˜
∆t
)
+ BTΦ = 0.
Comme on approche la matrice BM−1BT par L, la contrainte (III.57) n’est plus ve´rifie´e. Nous
montrerons sur un exemple nume´rique dans le paragraphe III.3.2.d, que dans ce cas le volume des
phases n’est pas conserve´.
Dans la premie`re et la troisie`me e´tape de l’algorithme, les syste`mes sont re´solus par le solveur
direct d’UMFPACK [30]. Pour le calcul de Φ, nous utilisons une me´thode de Gradient Conjugue´
avec un pre´conditionnement de Jacobi. L’utilisation pour cette e´tape d’un solveur direct n’est pas
possible lorsque la vitesse ve´rifie des conditions de Dirichlet sur tous les bords car la pression n’est
de´finie qu’a` une constante pre`s.
III.3.2.c Me´thode de pe´nalite´-projection
L’ide´e pour cette variante de me´thode de projection [64], est d’introduire le terme d’augmentation
rBTM−1
p` (BU˜−G) de l’algorithme d’Uzawa AL dans l’e´tape de pre´diction de la vitesse. La premie`re
e´tape devient alors
M
(
U˜−Un
∆t
)
+ A(Un)U˜ + BTPn + rBTM−1
p` (BU˜−G) = E (III.61)
Le calcul de la pression est alors modifie´. Le syste`me (III.59)-(III.60) est e´quivalent a`M
(
U− U˜
∆t
)
+ BTΦ = 0,
BU = G.
(III.62)
Si on somme (III.61) et la premie`re e´quation du syste`me (III.62) on obtient
M
(
U−Un
∆t
)
+ A(Un)U˜ + BT
(
Pn + rM−1
p` (BU˜−G) + Φ
)
= E.
Pour retrouver le syste`me (III.56) a` l’approximation pre`s de A(Un)U par A(Un)U˜, on doit poser
P = Pn + rM−1
p` (BU˜−G) + Φ.
Ainsi, la me´thode de pe´nalite´-projection s’e´crit
e´tape 1 : pre´diction de vitesse
M
(
U˜−Un
∆t
)
+ A(Un)U˜ + BTPn + rBTM−1
p` (BU˜−G) = E,
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e´tape 2 : calcul de Φ = P−Pn − rM−1
p` (BU˜−G) via l’e´quation
∆tBM−1BTΦ = BU˜−G,
e´tape 3 : calcul de la vitesse U
M
(
U− U˜
∆t
)
+ BTΦ = 0.
Comme pour la me´thode de projection incre´mentale, pour l’e´tape 2, on peut soit approcher la
matrice M par une matrice diagonale, on notera alors l’algorithme PPMl , soit approcher la matrice
BM−1BT par la matrice L et on appellera cet algorithme PPL.
Cette me´thode introduit une erreur de fractionnement par rapport a` la me´thode du Lagrangien
augmente´. Le terme d’augmentation de l’e´tape de pre´diction permet d’assurer une prise en compte
partielle de la contrainte d’incompressibilite´ de`s l’e´tape de pre´diction de vitesse.
Les solveurs que nous utilisons pour cet algorithme sont les meˆmes que ceux du paragraphe
pre´ce´dent.
III.3.2.d Comparaison des me´thodes de re´solution
On s’inte´resse a` la monte´e d’une bulle sphe´rique. Le domaine d’e´tude est [0; 4. 10−3]× [0; 8. 10−3]
(ge´ome´trie 2D carte´sienne) et le rayon de la bulle vaut rb = 7.9 10
−4 m. Sur les figures III.7 et
III.8, on compare les re´sultats obtenus pour les diffe´rentes me´thodes pre´sente´es pre´ce´demment. La
me´thode AL e´tant la plus pre´cise, le calcul obtenu avec cette me´thode sert de re´fe´rence.
Sur la figure III.7, on remarque que la bulle a la meˆme forme pour les diffe´rentes me´thodes. Par
contre, pour les me´thodes de projection incre´mentale IPL et IPMl , la vitesse de monte´e de bulle
est beaucoup plus faible que pour les autres me´thodes. Le terme d’augmentation dans l’e´tape de
pre´diction pour les me´thodes de pe´nalite´-projection re´duit sensiblement l’erreur de fractionnement.
On s’inte´resse maintenant a` la conservation du volume de la bulle. Nous avons vu dans le
paragraphe III.2.2.d que pour conserver le volume des phases, on a besoin entre autre que BU = G.
Ceci n’est pas ve´rifie´ lorsque la matrice BM−1BT est approche´e par L. Sur la figure III.8, on
observe que les me´thodes PPL et IPL ne conservent pas le volume de la bulle. Lorsqu’on augmente
le parame`tre r, on remarque sur la figure III.8 (b) que la diminution du volume est re´duite.
En conclusion, nous utiliserons dans la suite les me´thodes de pe´nalite´-projection avec r assez
grand qui sont moins couˆteuses en temps calcul que la me´thode du Lagrangien augmente´ et plus
pre´cises que les me´thodes de projection incre´mentale. Elles repre´sentent donc un bon compromis.
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t = 0
AL IPMl IPL
PPL r = 1 PPMl r = 100 PPL r = 100
Fig. III.7 – Isovaleur c = 0.5 pour les diffe´rentes me´thodes de re´solution a` t = 0.1 s
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Fig. III.8 – Evolution en temps du volume V de la bulle normalise´ par le volume initial V0 pour
les diffe´rentes me´thodes de re´solution donne´ a` deux e´chelles diffe´rentes
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III.4 Influence de quelques parame`tres
Dans ce paragraphe, nous donnons des exemples de simulations nume´riques (monte´e d’une bulle
dans un liquide, bulle pie´ge´e dans une interface liquide/liquide) afin de comprendre l’influence
de quelques parame`tres. On s’inte´resse plus particulie`rement a` la re´gularisation des parame`tres
physiques, au coefficient de mobilite´ M0, a` l’e´paisseur de l’interface ε et au pas de maillage h.
III.4.1 Re´gularisation des parame`tres physiques
Nous donnons quelques exemples de re´gularisation des parame`tres physiques (%, η, cp, λ). Par
exemple, la re´gularisation de la masse volumique %(c) doit ve´rifier
%(c) =
{
%1 si c = 1,
%2 si c = 0,
dans le cas diphasique ou` c de´crit la phase 1.
Sur la figure III.9, on propose trois types de re´gularisation avec 0 ≤ c ≤ 1
– la moyenne arithme´tique
%(c) = %1c+ %2(1− c),
– la moyenne harmonique
1
%(c)
=
c
%1
+
1− c
%2
,
– la fonction Heavyside re´gularise´e
%(c) = (%1 − %2)He(c− 0.5) + %2,
ou`
He(x) =

0 si x < −e
1
2
(
1 +
x
e
+
1
pi
sin
(pix
e
))
si |x|< e,
1 si x > e.
On compare ces diffe´rentes formulations sur le proble`me d’une monte´e de bulle. On prend
e = 0.4 dans l’exemple. Le domaine d’e´tude (en m) est [0; 7.65 10−2] × [0; 1.275 10−2] (ge´ome´trie
2D carte´sienne) et le rayon de la bulle vaut 4.25 10−3 m. Les masses volumiques sont %1 = 1 kg.m
−3
pour la bulle et %2 = 1000 kg.m
−3 pour le liquide. On utilise la fonction Heavyside re´gularise´e pour
la viscosite´ dans les trois cas.
On observe sur la figure III.9 que la moyenne harmonique favorise dans la zone interfaciale
la quantite´ %1 pour cet exemple. D’ailleurs sur la figure III.10, la bulle monte plus vite que pour
les deux autres re´gularisations puisque dans presque toute l’interface, la masse volumique vaut
%1 = 1 kg.m
−3.
La moyenne arithme´tique et la fonction Heayside re´gularise´e donnent des re´sultats semblables.
Cependant, il peut arriver que l’interface s’e´paississe, par exemple dans la partie infe´rieure de
la bulle a` cause des mouvements convectifs (figure III.13 du §III.4.2). Dans ce cas, le parame`tre
d’ordre peut valoir 0.1 sur une zone ou` la masse volumique doit eˆtre e´gale a` %2. On voit sur la
figure III.9 que dans ce cas, la moyenne arithme´tique introduira une erreur par a` rapport a` celle
de la fonction Heayside re´gularise´e.
Par conse´quent, nous avons utilise´ la fonction Heayside re´gularise´e dans nos e´tudes, de´finie
dans le cas triphasique par
%(c) = (%1 − %3)He(c1 − 0.5) + (%2 − %3)He(c2 − 0.5) + %3,
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avec e = 0.4. Cette re´gularisation est utilise´e aussi pour la viscosite´ η, la chaleur massique cp et la
conductivite´ thermique λ.
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Fig. III.9 – Re´gularisation de la masse volumique en fonction du parame`tre d’ordre c
arithme´tique harmonique Heavyside re´gularise´
Fig. III.10 – Isovaleur 0.5 a` t = 0.1 s et t = 0.25 s pour diffe´rentes re´gularisations de % et le trait
plein correspond a` la distance qu’aurait parcourue la bulle entre ces deux instants si sa vitesse
avait e´te´ celle donne´e dans [26]
III.4.2 Influence de la mobilite´
Dans ce paragraphe, nous e´tudions l’influence de la mobilite´ pour le mode`le de Cahn-Hilliard et
celui de Cahn-Hilliard/Navier-Stokes. On se place dans des configurations diphasiques.
La premie`re illustration est l’e´volution d’une bulle, initialement de forme ellipso¨ıdale, vers sa
position d’e´quilibre ou` elle prend une forme sphe´rique (figure III.11). Seules les e´quations de Cahn-
Hilliard sont re´solues (u ≡ 0) et nous prenons une mobilite´ de´ge´ne´re´e, discre´tise´e explicitement
Mn0 = Mc
n2(1− cn)2.
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Sur la figure III.12, nous pre´sentons l’interface a` diffe´rents instants pour diffe´rentes valeurs de M .
Le trait plein repre´sente la solution analytique a` l’e´quilibre. On observe une e´volution tre`s diffe´rente
selon les valeurs de M . Le parame`tre M0 e´tant le coefficient de diffusion dans l’e´quation ve´rifie´e
par c, lorsque M augmente, l’interface atteint sa position d’e´quilibre plus rapidement.
instant initial e´tat d’e´quilibre
Fig. III.11 – Bulle a` l’instant initial et a` l’e´quilibre
M = 4.7 10−3
M = 4.7 10−4
M = 4.7 10−5
t = 200 t = 600 t = 1000
Fig. III.12 – Evolution de l’interface en fonction du temps avec M0 = Mc
2(1− c)2 pour diffe´rentes
valeurs de M et visualisation de la solution analytique (trait plein) a` l’e´quilibre
Il est inte´ressant d’e´tudier maintenant l’influence de la mobilite´ lorsque la bulle est en e´cou-
lement. Nous prenons la bulle initialement sphe´rique. D’apre`s les proprie´te´s physiques et la taille
de la bulle, il est possible de pre´dire sa forme et sa vitesse de monte´e (§IV.1). Nous avons pris un
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e´coulement ou` la bulle se de´forme sensiblement. Elle prend la forme d’une calotte sphe´rique avec
des traˆıne´es sur le contour formant comme une ”jupe” (bulle de type ”skirted” dans la litte´rature
[26]). Sur la figure III.13, nous observons que la mobilite´ influence peu la vitesse de la monte´e de la
bulle mais intervient sur sa forme. Lorsque la mobilite´ est faible, le terme de transport est pre´pon-
de´rant dans l’e´quation d’e´volution de c, entraˆınant une de´formation de l’interface et augmentant
la taille de l’e´paisseur. En effet, dans les e´quations de Cahn-Hilliard, le terme ∇· (M0∇µ) contient
des parties diffusives et anti-diffusives qui contribuent au maintien de l’e´paisseur de l’interface ε
au cours du temps.
M = 3.4 10−4 M = 3.4 10−5 M = 3.4 10−6 M = 3.4 10−7
Fig. III.13 – Isovaleurs 0.1, 0.5 et 0.9 de c a` t = 0.85 s avec M0 = Mc
2(1 − c)2 pour diffe´rentes
valeurs de M
Finalement, il apparaˆıt qu’il faut prendre la mobilite´ la plus faible conservant l’e´paisseur de
l’interface constante. Le choix du parame`tre de mobilite´ est une des difficulte´s nume´riques du
mode`le de Cahn-Hilliard/Navier-Stokes.
III.4.3 Epaisseur d’interface et pas de maillage
Dans ce paragraphe, nous donnons un exemple d’une bulle pie´ge´e entre deux phases stratifie´es ou`
nous faisons varier le pas de maillage et l’e´paisseur de l’interface.
On compare a` l’e´quilibre, l’e´nergie libre discre`te
F triph
Σ,ε,h(t
n+1) = F triphΣ,ε (cn+1h ) =
∫
Ω
12
ε
F (cn+1h ) dx+
∫
Ω
3∑
i=1
3
8
εΣi
∣∣∇cn+1ih ∣∣2 dx,
avec l’e´nergie du proble`me a` interface infiniment fine de´finie par
Fs = σ12A12 + σ13A13 + σ23A23
ou` Aij est l’aire de l’interface entre la phase i et j.
117
Chapitre III. Sche´mas nume´riques et proprie´te´s du mode`le discret
Les phases ne sont pas soumises a` la gravite´ et les proprie´te´s physiques sont les meˆmes dans
les trois phases
%i = 1 kg.m
−3 et ηi = 1 Pa.s.
Le domaine d’e´tude (en m) est [0; 0.1] × [0.02; 0.08] (ge´ome´trie 2D carte´sienne) et l’aire de la
lentille est 1.14 10−4m2. Nous prenons les trois tensions de surface e´gales a` 1 N.m−1. Connaissant
les positions des interfaces a` l’e´quilibre (§IV.2, annexe D), l’e´nergie Fs vaut
Fs ' 1.47 10−1 J.
Sur la figure III.14, nous observons l’e´volution de F triph
Σ,ε,h au cours du temps pour diffe´rents
maillages a` ε = 0.0028 m fixe´. Lorsqu’on raffine le maillage, on remarque que F triph
Σ,ε,h tend vers
la valeur 0.146 a` l’e´quilibre. L’e´cart entre cette valeur et celle de Fs vient de l’e´paississement de
l’interface dans le mode`le de Cahn-Hilliard.
En effet, lorsqu’on fait tendre ε vers 0 avec le maillage en prenant ε = 3h, on observe que la
valeur de F triph
Σ,ε,h, a` l’e´quilibre, tend vers la valeur du proble`me a` interface infiniment fine (figure
III.15). Dans nos applications, nous prenons environ 2 a` 3 mailles dans l’interface ce qui s’ave`re
eˆtre un bon compromis entre pre´cision et couˆt de calcul.
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Fig. III.14 – Evolution de F triph
Σ,ε,h en fonction du temps pour diffe´rents maillages avec ε = 0.0028 m
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Fig. III.15 – Evolution de F triph
Σ,ε,h en fonction du temps pour diffe´rents maillages avec ε = 3h et
position des interfaces a` l’e´quilibre pour h = 10−3 et h = 7.1 10−4
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Applications nume´riques
Apre`s avoir e´tabli le mode`le et de´crit les sche´mas nume´riques utilise´s, nous pre´sentons dans ce
chapitre les applications nume´riques suivantes : monte´e d’une bulle dans un liquide (situation
diphasique), e´talement d’une lentille entre deux phases stratifie´es, ascension d’une bulle dans un
bain stratifie´ et passage d’un train de bulles entre deux phases. A terme, le but est d’e´tudier le
flux thermique entre deux phases stratifie´es traverse´es par un train de bulles avec les proprie´te´s
physiques du corium pour l’e´tude de l’interaction corium-be´ton.
On s’inte´resse tout d’abord a` une configuration diphasique : l’ascension d’une bulle de gaz
dans un milieu liquide semi-infini. Diffe´rents re´gimes de monte´e d’une bulle ont e´te´ cartographie´s
expe´rimentalement dans [26] en fonction de trois nombres sans dimension (nombres de Morton,
d’Eo¨tvo¨s et de Reynolds). Chaque re´gime est caracte´rise´ en particulier par la forme que prend la
bulle lors de son ascension et par sa vitesse terminale. Nous e´tudierons certains de ces re´gimes.
Cette e´tude a permis de valider les re´sultats obtenus pour la simulation d’une bulle dans un liquide
avant d’e´tudier des e´coulements triphasiques plus complexes.
La deuxie`me application est le cas classique de l’e´talement d’une lentille entre deux phases
stratifie´es. Deux comportements sont e´tudie´s : celui d’un e´talement partiel (tous les coefficients Σi
sont positifs) et celui d’un e´talement total (il existe un coefficient Σi ne´gatif). Lors d’un e´talement
partiel, on s’inte´ressera en particulier au calcul des angles de contact et des sauts de pression a`
l’e´quilibre. Cette e´tude a de´ja` servi d’illustration dans le chapitre I pour montrer l’importance des
proprie´te´s de consistance alge´brique (§I.3.3) et dynamique (§I.3.5). De plus, l’e´tude sur l’existence
des solutions faibles a montre´ qu’il faut conside´rer un potentiel de Cahn-Hilliard F d’ordre 6
lorsqu’un des coefficients de capillarite´ Σi est ne´gatif, on a pu ainsi simuler les situations d’e´talement
total.
Nous e´tudions ensuite le comportement d’une bulle dans un bain stratifie´ compose´ de deux
phases liquides. La bulle peut soit rester pie´ge´e dans l’interface liquide/liquide, soit pe´ne´trer dans
la phase le´ge`re. Lorsqu’il y a passage de la bulle a` travers l’interface, celle-ci peut entraˆıner de
la phase lourde dans la phase le´ge`re. Ces comportements ont e´te´ e´tudie´s expe´rimentalement par
Greene et al. [50] qui proposent des crite`res simples sur le volume de la bulle pour pre´dire le passage
de celle-ci et l’entraˆınement du fluide lourd.
On s’inte´resse ensuite a` des e´coulements anisothermes. L’objectif est d’e´tudier la variation du
flux thermique entre deux phases stratifie´es lors du passage d’une bulle et d’un train de bulles.
Cette application a permis la mise en place d’outils : calcul approche´ du flux thermique a` tra-
vers une interface (calcul d’une inte´grale volumique), cre´ation d’un train de bulles (utilisation de
conditions au bord de Dirichlet pour les parame`tres d’ordre) qui serviront a` l’e´tude des transferts
de chaleur entre deux phases stratifie´es dans un e´coulement a` bulles dans le cadre de l’interaction
corium/be´ton.
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Enfin, nous pre´sentons les premiers re´sultats obtenus dans le cas re´acteur lors du passage d’une
bulle a` travers une interface entre la phase oxyde et le me´tal du corium. Cependant, des difficulte´s
nume´riques sont observe´es pour ces e´coulements (caracte´rise´s par des tensions de surface grandes,
des e´carts de masses volumiques importants et une faible viscosite´ dans la phase me´tallique). Il
faudra donc ame´liorer les sche´mas nume´riques afin de pouvoir poursuivre cette e´tude.
Tous les parame`tres physiques et nume´riques des re´sultats pre´sente´s dans la suite sont rassem-
ble´s dans l’annexe F. Les e´quations de Cahn-Hilliard sont re´solues en conservant les inconnues c1
et c2 (c3 = 1− c1 − c2).
IV.1 Monte´e d’une bulle dans un liquide
On conside`re ici le proble`me de l’ascension d’une bulle dans un milieu infini sous l’effet des forces
de flottabilite´. Bien que ce syste`me soit instationnaire, il est possible de classifier les structures
d’e´coulement en plusieurs cate´gories, chacune d’elles e´tant caracte´rise´e par une forme particulie`re
que la bulle adopte. Ces re´gimes ont e´te´ cartographie´s expe´rimentalement en fonction de trois
nombres adimensionnels ([26], tableau IV.1) :
– le nombre de Morton
M =
gη4` (%` − %b)
%2`σ
3
,
– le nombre d’Eo¨tvo¨s (e´galement appele´ nombre de Bond)
Eo =
g(%` − %b)d2b
σ
,
– le nombre de Reynolds
Re =
%`dbuT
η`
,
ou` l’indice b re´ferre a` la bulle, l’indice ` au liquide et db de´signe le diame`tre d’une sphe`re de volume
e´quivalent a` celui de la bulle. Le nombre de Morton de´pend seulement des proprie´te´s des fluides
en pre´sence. Le nombre d’Eo¨tvo¨s qui caracte´rise le rapport entre les forces de gravite´ et les forces
de tension de surface de´pend en particulier du diame`tre de la bulle. Enfin, le nombre de Reynolds
repre´sentant le rapport entre les forces d’inertie et les forces visqueuses est lie´ a` la vitesse terminale
uT de la bulle.
Dans le tableau IV.1, trois re´gimes sont re´pertorie´s selon la forme que prend la bulle.
1. ”Spherical” : la bulle prend la forme d’une sphe`re. C’est le cas lorsque les forces de tension
de surface et/ou les forces visqueuses pre´dominent sur les forces d’inertie (faible nombre de
Reynolds et/ou faible nombre d’Eo¨tvo¨s).
2. ”Ellipsoidal” : la bulle s’e´tire dans la direction horizontale et prend la forme d’une ellipse.
Ce comportement est observe´ pour des valeurs du nombre de Reynolds supe´rieures a` 1 et
pour des valeurs du nombre d’Eo¨tvo¨s interme´diaires (1 < Eo < 100). Lorsque le nombre de
Reynolds est grand, la bulle peut osciller. Ce re´gime est appele´ ”Wobbling”.
3. ”Spherical cap” : la bulle prend la forme d’une calotte sphe´rique. Cette forme est caracte´-
ristique des bulles de grande taille (Eo > 40) pour des nombres de Reynolds supe´rieurs a`
1. Pour des faibles nombres de Reynolds (Re < 10) la bulle prend une forme de calotte
sphe´rique creuse´e dans sa partie infe´rieure, note´e ”Dimpled”. Pour des grandes valeurs du
nombre d’Eo¨tvo¨s (Eo > 600) et des nombres de Reynolds infe´rieurs a` 100, des traine´es tout
autour de la calotte sont observe´es comme si celle-ci avait une ”jupe”, d’ou` la de´nomination
”Skirted”.
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Tab. IV.1 – Diagramme de diffe´rents re´gimes de monte´e de bulle sous l’effet de la gravite´, Clift et
al. ([26], 1978)
Nous reprenons la de´marche propose´e par Meier et al. [76] qui utilisent la me´thode ”Volume
of Fluid”. On fixe les masses volumiques, le rapport des viscosite´s et la tension de surface. Nous
prenons pour ces parame`tres les proprie´te´s de l’eau et l’air
σ = 0.07 N.m−1,
%b = 1 kg.m
−3, %` = 1000 kg.m
−3,
η` = 10
2ηb Pa.s.
On fait ensuite varier les nombres adimensionnels M, Eo, Re, pour simuler diffe´rents re´gimes de
monte´es de bulle. On s’inte´resse en particulier aux re´gimes ”Dimpled”, ”Skirted”, ”Ellipsoidal” et
”Spherical cap”. Le choix du nombre de Morton nous impose les valeurs des viscosite´s
η` =
(
M%2`σ
3
g(%` − %b)
) 1
4
et ηb = 10
−2η`
et celui du nombre d’Eo¨tvo¨s fixe la valeur du diame`tre de la bulle
db =
(
Eoσ
g(%` − %b)
) 1
2
.
Connaissant les nombres d’Eo¨tvo¨s et de Morton, le tableau IV.1 nous permet de connaˆıtre le
nombre de Reynolds et sachant le diame`tre de la bulle, on en de´duit la vitesse terminale de monte´e
observe´e par Clift et al. [26]
uT =
Reη`
%`db
.
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On note rb =
db
2 le rayon e´quivalent.
Le proble`me est re´solu en ge´ome´trie 3D axisyme´trique sur un domaine cylindrique de hauteur
18rb et dont le rayon de la base vaut 3rb (figure IV.1).
Les conditions au bord sont
∇ci · n = 0 et M0(c)∇µi · n = 0, sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4,
u · n = 0 et (2ηD(u)n− pn) · t = 0, sur Γ1 ∪ Γ3,
u = 0, sur Γ2,
2ηD(u)n− pn = 0, sur Γ4.
(0,0) (3rb,0)
(0,18rb) (3rb,18rb)
Γ2
Γ4
Γ1 Γ3
3rb
rb
Fig. IV.1 – Domaine de calcul pour l’e´tude de l’ascension d’une bulle
IV.1.1 Re´gimes ”Dimpled”, ”Ellipsoidal” et ”Skirted”
Pour la simulation des re´gimes ”Dimpled”, ”Ellipsoidal” et ”Skirted”, la bulle est initialement sphe´-
rique. Nous prenons les meˆmes valeurs pour les nombres adimensionnels que dans [76]. Nous re´su-
mons les diffe´rents parame`tres pour les trois re´gimes dans le tableau IV.2.
Sur la figure IV.2, nous observons l’e´volution de la monte´e de la bulle pour les diffe´rents re´gimes.
Les tailles des domaines et des bulles sont diffe´rentes pour chacune des simulations ainsi que les
instants ou` on visualise les isovaleurs. Pour les trois re´gimes simule´s, nous obtenons des re´sultats
satisfaisants par rapport aux formes donne´es par le diagramme IV.1 de Clift et al. Pour le re´gime
”Dimpled”, la bulle est moins creuse´e que dans [76] ou` elle finit par prendre une forme toroı¨dale.
Pour le re´gime ”Skirted”, nous observons des petites traˆıne´es autour de la calotte sphe´rique qui
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Tab. IV.2 – Nombres adimensionnels et parame`tres physiques pour diffe´rents re´gimes de monte´e
de bulle : ”Dimpled”, ”Ellipsoidal”, ”Skirted”
M Eo Re η` (Pa.s) db (m) uT (m.s
−1)
”Dimpled” 103.5 160 2 3.24 0.033 0.19
”Ellipsoidal” 10−2.1 10 12 0.129 8.5 10−3 0.18
”Skirted” 102.2 600 23 1.53 6.5 10−2 0.54
”Dimpled” ”Ellipsoidal” ”Skirted”
M = 103.5 M = 10−2.1 M = 102.2
Eo = 160 Eo = 10 Eo = 600
Re = 2 Re = 12 Re = 23
Fig. IV.2 – Evolution des isovaleurs 0.3, 0.5 et 0.7 du parame`tre d’ordre pour diffe´rents re´gimes
de monte´e de bulle : ”Dimpled”, ”Ellipsoidal”, ”Skirted”
sont carate´ristiques de cet e´coulement. Sur la figure IV.3, nous faisons varier la mobilite´ et nous
remarquons que la taille de ces traˆıne´es augmente quand la mobilite´ diminue. Par contre, il y a un
e´paississement de l’interface dans la partie infe´rieure de la bulle (voir §III.4.2 sur l’influence de la
mobilite´).
On s’inte´resse maintenant a` la vitesse terminale de la bulle pour les diffe´rents re´gimes. Sur la
figure IV.4, nous visualisons la position de la bulle, obtenue par simulation, a` deux instants donne´s.
Le trait vertical correspond a` la distance qu’aurait parcourue la bulle entre ces deux instants si sa
vitesse avait e´te´ constante, e´gale a` celle donne´e par le diagramme IV.1 de Clift et al. Pour les trois
re´gimes, la vitesse obtenue est plus faible que celle donne´e par le diagramme, en particulier pour le
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M = 3.4 10−4 M = 3.4 10−5 M = 3.4 10−6 M = 3.4 10−7
Fig. IV.3 – Isovaleurs 0.3, 0.5 et 0.7 de c a` t = 0.6 s avec M0 = Mc
2(1−c)2 pour diffe´rentes valeurs
de M pour le re´gime ”Skirted” de monte´e de bulle
re´gime ”Skirted”. Ce comportement est duˆ probablement a` la de´formation de l’interface, provoque´e
par les mouvements convectifs, qui entraˆıne une diminution de la taille de la bulle (figure IV.2).
En effet, sur la figure IV.5, nous visualisons une coupe du parame`tre d’ordre c en fonction de r
pour le re´gime ”Skirted” et nous remarquons que dans le sillage de la bulle, c est non nul. Comme
la moyenne du parame`tre d’ordre est conserve´e, on observe une diminution de la taille de la bulle.
Sur les figures IV.6 et IV.7, nous visualisons les fonctions de courant et les vitesses. Celles-ci
sont proches de celles observe´es dans [95] ou` la me´thode ”Level-Set” est utilise´e. Pour les trois
re´gimes, les vitesses sont plus importantes dans la bulle et on observe une recirculation de chaque
coˆte´ de celle-ci.
Finalement, les re´sultats obtenus sont satisfaisants. La vitesse terminale calcule´e est plus faible
que les donne´es expe´rimentales re´pertorie´es dans le diagramme IV.1 de Clift et al. Il faudrait e´tudier
l’influence d’une stabilisation pour le terme d’advection dans les e´quations de Cahn-Hilliard sur
les distorsions de l’interface qui ont e´te´ observe´es pour le re´gime ”Skirted”.
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”Dimpled” ”Ellipsoidal” ”Skirted”
M = 103.5 M = 10−2.1 M = 102.2
Eo = 160 Eo = 10 Eo = 600
Re = 2 Re = 12 Re = 23
Fig. IV.4 – Isovaleur 0.5 du parame`tre d’ordre a` deux instants pour diffe´rents re´gime de monte´e
de bulle : a` t = 0.8 s et t = 1.4 s pour le re´gime ”Dimpled”; a` t = 0.1 s et t = 0.35 s pour le re´gime
”Ellipsoidal”; a` t = 0.45 s et t = 0.95 s pour le re´gime ”Skirted”. Le trait vertical correspond a` la
distance qu’aurait parcourue la bulle entre ces deux instants si sa vitesse avait e´te´ celle calcule´e a`
partir du diagramme IV.1 de [26]
0 0.1 0.2 0.3 0.4 0.5 0.6
0
1
0.2
0.4
0.6
0.8
Fig. IV.5 – Vue en coupe du parame`tre d’ordre en r = 0.01 m pour le re´gime ”Skirted” a` t = 0.8 s
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”Dimpled” ”Ellipsoidal” ”Skirted”
M = 103.5 M = 10−2.1 M = 102.2
Eo = 160 Eo = 10 Eo = 600
Re = 2 Re = 12 Re = 23
t = 0.8 s t = 0.3 s t = 0.6 s
Fig. IV.6 – Fonctions de courant pour diffe´rents re´gimes de monte´e de bulle : ”Dimpled”, ”Ellip-
soidal”, ”Skirted”
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”Dimpled”
M = 103.5
Eo = 160
Re = 2
t = 0.8 s
”Ellipsoidal”
M = 10−2.1
Eo = 10
Re = 12
t = 0.3 s
”Skirted”
M = 102.2
Eo = 600
Re = 23
t = 0.6 s
Fig. IV.7 – Quelques vecteurs vitesses pour trois re´gimes de monte´e de bulle : ”Dimpled”, ”Ellip-
soidal”, ”Skirted”
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IV.1.2 Re´gime ”Spherical cap”
Dans les situations ou` le nombre d’Eo¨tvo¨s est grand et le nombre de Morton est faible (ge´ne´ralement
lorsque les bulles sont de grande taille), la bulle prend la forme d’une calotte sphe´rique d’apre`s
le diagramme IV.1. Nume´riquement, il a e´te´ observe´ que pour le re´gime ”Spherical cap”, elle
prenait la forme d’un tore lorsqu’elle est initialement sphe´rique. Ces observations ont e´te´ faites pour
diffe´rentes techniques de simulations, comme par exemple, pour la me´thode ”Level-set” (LS) [98], la
me´thode ”Volume of fluid”(VOF) [25] et une me´thode couple´e ”CLSVOF”[83]. Expe´rimentalement,
Walters et Davidson [104] e´tudient la formation de bulles d’air de grande taille dans de l’eau. Selon
la technique utilise´e pour ge´ne´rer la bulle, ils observent que parfois celle-ci prend la forme d’un
tore.
Dans [83], les auteurs s’inte´ressent a` l’influence de l’initialisation de la bulle pour la simulation
de diffe´rents re´gimes. Ils constatent que pour le re´gime ”Spherical cap”, la bulle prend une forme
diffe´rente selon la condition initiale. Ainsi, si elle est initialement sphe´rique alors elle prend la forme
d’un tore, par contre si sa forme initiale est proche de celle d’une calotte, elle se de´forme peu.
Nous retrouvons nume´riquement ces comportements. On utilise un maillage plus fin que dans
le paragraphe pre´ce´dent car sinon la taille de la bulle diminue de manie`re trop importante (com-
portement de´ja` observe´ dans §III.1.5 et §IV.1.1). On prend M = 10−7.6, Eo = 320 et Re = 4200
et on a 
η` = 5.4 10
−3 Pa.s,
db = 0.048 m,
uT = 0.48 m.s
−1.
Sur la figure IV.8, on constate que lorsque la bulle est initialement sphe´rique, celle-ci prend
rapidement la forme d’un tore. Comme on ne repre´sente qu’une section du domaine cylindrique,
lorsque le tore se rapproche du bord exte´rieur Γ3, la partie de la bulle visualise´e devient plus petite
mais son volume dans le domaine 3D reste constant (figure IV.9).
Nous prenons ensuite comme condition initiale une bulle ayant la forme d’une calotte (obtenue
en prenant une viscosite´ plus importante, voir l’annexe F). Sur la figure IV.10, nous observons
que celle-ci se de´forme peu et prend ensuite une forme plus creuse´e dans sa partie infe´rieure. La
vitesse obtenue est un peu plus faible que celle donne´e par le diagramme IV.1 de Clift et al. Sur
la figure IV.11, on obtient des vitesses similaires a` celles pre´sente´es par Ohta et al. [83] (figure 8,
condition 2). On remarque qu’elles sont plus importantes dans le sillage de la bulle ou` on observe
des recirculations.
En conclusion, comme dans [83] nous obtenons des e´coulements diffe´rents pour le re´gime ”Sphe-
rical cap” selon la donne´e initiale utilise´e. De plus, les re´sultats obtenus sont satisfaisants lorsque
la bulle prend la forme d’une calotte.
128
IV.1. Monte´e d’une bulle dans un liquide
instant t = 0.034 s t = 0.067 s t = 0.1 s t = 0.134 s
initial
Fig. IV.8 – Evolution des isovaleurs 0.3, 0.5 et 0.7 du parame`tre d’ordre pour M = 10−7.6,
Eo = 320 et Re = 4200 a` diffe´rents instants lorsque la bulle est initialement sphe´rique : formation
d’un tore
0 0.1 0.2 0.3
t
0.5
1
1.5
P
S
frag
rep
lacem
en
ts
V
/V
0
Fig. IV.9 – Evolution du volume V de la bulle normalise´ par le volume initial V0 lorsque la bulle
prend la forme d’un tore
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(a) (b)
Fig. IV.10 – Configuration ou` M = 10−7.6, Eo = 320 et Re = 4200 et la bulle est initialise´e
sous la forme d’une calotte (a) Evolution des isovaleurs 0.3, 0.5 et 0.7 du parame`tre d’ordre (b)
Isovaleur 0.5 de c a` deux instants t = 0.43 s et t = 0.7 s , le trait vertical correspond a` la distance
qu’aurait parcourue la bulle entre ces deux instants si sa vitesse avait e´te´ celle donne´e dans [26]
Fig. IV.11 – Visualisation des fonctions de courant et de quelques vecteurs vitesses a` t = 0.46 s
lorsque la bulle est initialise´e sous la forme d’une calotte pour M = 10−7.6, Eo = 320 et Re = 4200
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IV.2 Lentille pie´ge´e entre deux phases stratifie´es
On s’inte´resse maintenant au cas classique d’une lentille, initialement sphe´rique, pie´ge´e entre deux
phases stratifie´es [70, 94]. On suppose que les phases ne sont pas soumises a` la gravite´.
Les positions des interfaces a` l’e´quilibre de´pendent, entre autre, des parame`tres (Si)i de´finis
par
Si = σjk − σij − σik, pour i = 1, 2, 3 et (i, j, k) deux a` deux distincts .
Le coefficient Si est appele´ parame`tre d’e´talement de la phase i entre les phases j et k [87, 89].
Remarque IV.2.1
Les coefficients Si sont les oppose´s des coefficients de capillarite´ Σi introduits dans le
chapitre I (e´quation (I.25))
Si = −Σi.
Si ces coefficients sont tous strictement ne´gatifs (i.e. Σi > 0), la lentille s’e´tale partiellement.
C’est une condition pour qu’il y ait existence des points triples a` l’e´quilibre. Si un des coefficients
Si est positif ou nul, la phase i associe´e va s’e´taler totalement entre les deux autres phases. A
l’e´quilibre, il n’y a alors pas de points triples ([87, 89], annexe D, figure IV.12).
11
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1
2
1
2 2
3 3
3
3
étalement partiel étalement total étalement totalétalement total
PSfrag replacements
S1 > 0
S2 < 0;S3 < 0
S1 < 0;S2 < 0;S3 < 0
S3 > 0
S1 < 0;S2 < 0
S2 > 0
S1 < 0;S3 < 0
Fig. IV.12 – Etalement partiel ou total d’une phase entre deux autres
Nous allons pre´senter la simulation de ces diffe´rents comportements. Le domaine d’e´tude (en
m) est [0; 0.1]× [0.02; 0.08] (ge´ome´trie 2D carte´sienne) et les conditions au bord sont
∇ci · n = M0(c)∇µi · n = 0,
u = 0.
La lentille est initialement sphe´rique de rayon rb = 0.012 m.
IV.2.1 Etalement partiel
Dans le cas d’un e´talement partiel, l’e´tat d’e´quilibre lorsqu’on conside`re les interfaces infiniment
fines (ε→ 0), peut eˆtre calcule´ analytiquement (annexe D) : la forme de la lentille est donne´e par
l’intersection de deux disques tels que les trois angles de contact θ1, θ2, θ3, de´finis sur la figure
IV.13 ve´rifient la relation de Young
sin θ1
σ23
=
sin θ2
σ13
=
sin θ3
σ12
.
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Relation de Young :
sin θ1
σ23
=
sin θ2
σ13
=
sin θ3
σ12
PSfrag replacements θ1
θ2
θ3
phase 1
phase 2
phase 3
Fig. IV.13 – Forme de la lentille a` l’e´quilibre et angles de contact aux points triples
Nous re´solvons ici le syte`me de Cahn-Hilliard/Navier-Stokes (III.1)-(III.4) en l’absence de gra-
vite´. Les masses volumiques et les viscosite´s sont uniformes et valent respectivement 1 kg.m−3 et
1 Pa.s. Comme on s’inte´resse a` un e´talement partiel, les parame`tres Si sont ne´gatifs (i.e. tous les
coefficients Σi sont positifs), nous pouvons donc prendre F = F0 comme potentiel de Cahn-Hilliard.
Nous faisons varier les valeurs du triplet de tensions de surface (σ12, σ13, σ23), les diffe´rents
re´sultats sont donne´s dans la figure IV.14. La zone blanche, correspondant aux points ou`
(1− c1)(1− c2)(1− c3) > 3
16
,
de´crit la zone interfaciale obtenue par le mode`le de Cahn-Hilliard et le trait plein correspond a`
la localisation des interfaces infiniment fines, calcule´es analytiquement. On remarque sur la figure
IV.14 que la position des interfaces et les angles de contact sont correctement calcule´s.
(1 ; 0.8 ; 1.4) (1 ; 1 ; 1) (1 ; 0.6 ; 0.6)
Fig. IV.14 – Etats d’e´quilibre obtenus avec F = F0 pour diffe´rents triplets de tensions de surface
(σ12;σ13;σ23) (en N.m
−1) pour des situations d’e´talement partiel
A l’e´quilibre, en l’absence de forces exte´rieures, la vitesse the´orique est nulle et les pressions
sont uniformes dans chacune des phases. L’e´cart de pression entre les phases est donne´ par la loi
de Laplace qui s’e´crit en 2D
pi − pj = σij
r
,
ou` r est le rayon de courbure de l’interface entre les phases i et j au point conside´re´. Dans notre
cas, on a les relations suivantes  p1 = p2,σ13
r1
= p3 − p1 = p3 − p2 = σ23
r2
(IV.1)
ou` ri est le rayon du cercle composant l’interface entre la phase i et la lentille. Pour diffe´rents
triplets de tensions de surface, on e´tudie le saut de pression en faisant varier le pas de maillage h.
On remarque sur la figure IV.15 et dans le tableau IV.3 que le mode`le de Cahn-Hilliard/Navier-
Stokes donne des re´sultats satisfaisants.
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Par contre, la vitesse calcule´e nume´riquement n’est pas nulle mais tre`s faible. On observe la
pre´sence de courants parasites qui est un proble`me commun aux me´thodes ou` la force de tension
de surface est approche´e par une force volumique [62, 90, 95]. Ces courants diminuent lorsque le
syste`me tend vers sa position d’e´quilibre. En effet, sur la figure IV.16, on remarque que l’e´nergie
cine´tique de´finie par
ke =
1
2
∫
Ω
%u2 dx
diminue au cours du temps pour les diffe´rents triplets de tensions de surface e´tudie´s.
Tab. IV.3 – Erreur relative pour le saut de pression pour diffe´rents triplets de tensions de surface
(σ12;σ13;σ23) a` t = 7.5 pour des situations d’e´talement partiel
(σ12 ; σ13 ; σ23) p3 − p2 = p3 − p1 erreur relativeh = 1.4 10−3 h = 10−3 h = 8.3 10−4 h = 7. 10−4
(1 ; 0.8 ; 1.4) 57.87 3.1% 2.3% 2% 1.9%
(1 ; 1 ; 1) 52.11 3.05% 2.1% 1.8% 1.7%
(1 ; 0.6 ; 0.6) 14.11 3.9% 2.7% 2.6% 2.5%
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Fig. IV.15 – Vue en coupe de la pression en x = 0.05 pour diffe´rents triplets de tensions de surface
(σ12;σ13;σ23) a` t = 7.5 s pour des situations d’e´talement partiel
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Fig. IV.16 – Evolution de l’e´nergie cine´tique pour diffe´rents triplets de tensions de surface
(σ12;σ13;σ23) dans des situations d’e´talement partiel (seuls les instants t > 0.5 sont repre´sente´s, la
vitesse initiale e´tant uniforme´ment nulle)
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IV.2.2 Etalement total
Dans le cas ou` un des parame`tres Si est positif, l’e´talement est total. Afin d’e´valuer la pertinence du
mode`le (I.10) dans lequel on prend F = FΛ,0, on conside`re le syste`me de Cahn-Hilliard non couple´
avec les e´quations de Navier-Stokes. On prend Λ = 7 afin d’assurer les proprie´te´s de consistance.
Deux configurations d’e´talement total sont simule´es : celle de la lentille entre les deux fluides
stratifie´s et celle de la phase supe´rieure entre la lentille et la phase infe´rieure. Les tensions de
surface (en N.m−1) sont
– pour l’e´talement de la lentille : (σ12 ; σ13 ; σ23)=(3 ; 1 ; 1), Σ3 < 0,
– pour l’e´talement de la phase supe´rieure : (σ12, σ13, σ23)=(1 ; 1 ; 3), Σ1 < 0.
On remarque sur la figure IV.17 que dans les deux cas, la phase s’e´tale de manie`re a` faire
disparaˆıtre les points triples. Ensuite le syste`me tend vers sa position d’e´quilibre : les interfaces
sont planes ou sphe´riques.
(σ12, σ13, σ23)=(3 ; 1 ; 1), Σ3 < 0
(σ12, σ13, σ23)=(1 ; 1 ; 3), Σ1 < 0
Fig. IV.17 – Evolution de la bulle en situation d’e´talement total en utilisant F = FΛ,0 avec Λ = 7
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IV.3 Comportement d’une bulle dans un bain stratifie´
On e´tudie ici la monte´e d’une bulle dans un bain compose´ de deux phases liquides stratifie´es.
Lorsque la bulle atteint l’interface, elle peut :
– soit rester pie´ge´e dans l’interface liquide/liquide ;
– soit pe´ne´trer dans la phase le´ge`re.
Lors de son passage, elle peut entraˆıner dans son sillage de la phase lourde dans la phase le´ge`re
(figure IV.18).
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Fig. IV.18 – Diffe´rents comportements d’une bulle dans un bain stratifie´
Greene et al. [50, 51] e´tudient expe´rimentalement ces diffe´rents comportements et proposent
des crite`res sur le volume de la bulle pour pre´dire le passage de celle-ci ainsi que le phe´nome`ne
d’entraˆınement. De plus, ils s’inte´ressent a` la quantite´ de volume entraˆıne´ en fonction de diffe´rents
parame`tres (viscosite´s, masses volumiques).
Nous proposons ici d’e´tudier ces diffe´rentes situations. On se place dans un cas ou` il y a peu
de de´formation de la bulle afin de limiter les proble`mes constate´s pre´ce´demment comme l’e´pais-
sissement de l’interface ou la diminution de la taille de la bulle (§III.1.5, §IV.1.1 et §IV.1.2). Les
parame`tres physiques sont de´taille´s dans le tableau IV.4 ou` l’indice 1 re´fe`re a` la bulle, l’indice 2 au
fluide lourd et l’indice 3 au fluide le´ger. Tous les coefficients Σi sont positifs, nous prenons F = F0
dans les e´quations de Cahn-Hilliard triphasiques.
Tab. IV.4 – Proprie´te´s physiques
% (kg.m−3) η (Pa.s)
bulle (c1) 1 10
−4
liquide lourd (c2) 1200 0.15
liquide le´ger (c3) 1000 0.1
tensions de surface (N.m−1)
bulle/liquide σ12, σ13 0.07
liquide/liquide σ23 0.05
Le proble`me est re´solu en ge´ome´trie 3D axisyme´trique sur un domaine cylindrique de hauteur
20rb et dont la base a un rayon de 2rb ou` rb est le rayon initial de la bulle (figure IV.19). Les
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conditions au bord sont
∇ci · n = 0 et M0(c)∇µi · n = 0, sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4,
u · n = 0 et (2ηD(u)n− pn) · t = 0, sur Γ1 ∪ Γ2 ∪ Γ3,
2ηD(u)n− pn = 0, sur Γ4.
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Fig. IV.19 – Domaine de calcul pour l’e´tude du comportement d’une bulle dans un bain stratifie´
IV.3.1 Pe´ne´tration de la bulle dans la phase le´ge`re
Greene al. proposent un crite`re sur le volume de la bulle pour pre´dire son passage dans la phase
le´ge`re ou` ils supposent qu’elle est soumise seulement a` la force de flottabilite´ qui tend a` la faire
monter et a` la force de tension de surface qui tend a` la retenir dans l’interface ([50], annexe E). Les
forces d’inertie et de viscosite´ sont ne´glige´es. Le crite`re pre´dit le passage de la bulle si son volume
V est supe´rieur a`
Vp =
2pi ( 34pi) 13 σ23
(%3 − %1)g
 32 .
Pour l’exemple choisi, le volume Vp vaut 8.87 10
−8 m3 ce qui donne un rayon rp e´gal a`
2.76 10−3 m. Nous obtenons que pour un rayon infe´rieur a` rp, la bulle reste pie´ge´e dans l’in-
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terface liquide/liquide alors que pour un rayon supe´rieur a` rp la bulle pe´ne`tre dans la phase le´ge`re
(figure IV.20).
r = 0.002 m < rp
r = 0.0029 m > rp
instant t = 0.084 s t = 0.168 s t = 0.252 s t = 0.336 s t = 0.42 s
initial
Fig. IV.20 – Ascension d’une bulle dans un bain stratifie´ pour r = 0.002 m et r = 0.0029 m
En faisant varier le rayon (tableau IV.5), nous trouvons qu’il existe un rayon critique nume´rique
rnump ' 0.0025 a` partir duquel la bulle traverse l’interface. On remarque qu’il est cohe´rent que ce
rayon critique soit infe´rieur a` rp puisque le crite`re donne´ dans [50] sous-estime la force de flottabilite´,
surestime la force de tension de surface et ne´glige les effets hydrodynamiques.
Tab. IV.5 – Re´sultats obtenus pour le passage d’une bulle a` travers une interface liquide/liquide
pour diffe´rents rayons
rayon rb (m) 0.002 0.0025 0.0026 0.0027 0.0028 0.0029
passage de la bulle non non oui oui oui oui
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IV.3.2 Entraˆınement de la phase lourde dans la phase le´ge`re
Greene et al. [50] conside`rent qu’il y a entraˆınement lorsque une quantite´ de phase lourde se de´tache
lors du passage de la bulle et proposent un crite`re pour pre´dire ce phe´nome`ne. Comme pre´ce´dem-
ment, seules les forces de tension de surface et de flottabilite´ sont conside´re´es et l’entraˆınement se
produit (annexe E) si le volume V de la bulle est supe´rieur a`
Ve,S =
 2piσ23( 34pi ) 13S
g[%3 − %1 − S
1
3
2 (%2 − %3)]
 32
ou` S est une fonction qui repre´sente le rapport entre le diame`tre de la projection de la bulle sur la
surface au repos et celui de la sphe`re de volume e´quivalent :
S = 1 pour une bulle sphe´rique,
S > 1 pour une bulle ayant la forme d’une calotte sphe´rique.
Pour notre application, en prenant S = 1, on obtient
Ve,1 =
(
4piσ23(
3
4pi )
1
3
g[3%3 − 2%1 − %2]
) 3
2
= 1.04 10−7 m3
et re,1 = 2.91 10
−3 m. Dans le tableau IV.6, nous re´pertorions les re´sultats obtenus pour diffe´rents
rayons. Nous trouvons qu’il y a entraˆınement pour des rayons supe´rieurs a` rnume,1 = 0.006 m ce qui
est nettement supe´rieur a` la valeur pre´dite. Cet e´cart est probablement duˆ en partie au fait que
le crite`re ne´glige certaines forces notamment les forces visqueuses qui sont importantes dans cette
e´tude. Expe´rimentalement, Greene et al. observent pour certains couples de liquides un volume
critique infe´rieur a` celui du crite`re mais les e´carts restent moins importants que celui obtenu ici
nume´riquement.
Nous remarquons aussi que la mobilite´ influe sur l’entraˆınement. En effet, en diminuant le
coefficient M0, on trouve r
num
e,1 = 0.005 m (tableau IV.7). Il y a entraˆınement pour des plus petits
rayons mais on constate un e´paississement irre´gulier de l’interface entre la bulle et les liquides.
Lorsque la mobilite´ est importante, il y a moins de de´formations des interfaces ce qui est pe´nalisant
pour le phe´nome`ne d’entraˆınement.
Tab. IV.6 – Re´sultats obtenus pour l’entraˆınement de la phase lourde lors du passage de la bulle
pour diffe´rents rayons avec M0(c) = 1.1 10
−5(1− c1)2(1− c2)2(1− c3)2
rayon rb (m) 0.003 0.004 0.005 0.006
entraˆınement non non non oui
Tab. IV.7 – Re´sultats obtenus pour l’entraˆınement de la phase lourde lors du passage de la bulle
pour diffe´rents rayons avec M0(c) = 1.1 10
−7(1− c1)2(1− c2)2(1− c3)2
rayon rb (m) 0.003 0.004 0.005 0.006
entraˆınement non non oui oui
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IV.3.3 Quantite´ de fluide lourd entraˆıne´
Greene et al. [51] e´tudient expe´rimentalement la quantite´ de fluide lourd entraˆıne´ en fonction des
parame`tres physiques comme les masses volumiques et les viscosite´s. Ils comparent pour diffe´rents
liquides la quantite´ de volume entraˆıne´ pour des bulles de tailles diffe´rentes.
On propose de retrouver qualitativement les comportements observe´s dans [51]. Pour cela, on
de´finit le volume entraˆıne´ par la quantite´ de fluide lourd (repre´sente´ par c2) passant au dessus de
la hauteur de l’interface liquide/liquide initiale, calcule´ par
Ve =
∫
{z>zh}
c2 dx
ou` zh de´signe la hauteur de l’interface initiale (dans notre cas zh = 8rb). On s’inte´ressera a` l’e´vo-
lution de Ve au cours du temps pour diffe´rents parame`tres physiques.
Nous nous plac¸ons, tout d’abord, dans des conditions d’entraˆınement en prenant rb = 0.008 m et
les meˆmes proprie´te´s que pre´ce´demment (tableau IV.4). Ce calcul servira de point de comparaison
pour la suite.
Nous visualisons sur la figure IV.21, le passage de la bulle a` travers l’interface liquide/liquide
et l’e´volution du volume entraˆıne´. A t = 0, le volume entraˆıne´ n’est pas nul car nous calculons le
volume a` partir du milieu de l’interface diffuse. On remarque une premie`re augmentation de Ve
correspondant a` l’arrive´e de la bulle a` l’interface, suivie d’une diminution traduisant le passage
de celle-ci. Lorsque la bulle monte dans le fluide le´ger, elle ame`ne dans son sillage une colonne
de fluide lourd, on observe alors une forte augmentation de Ve. Une partie du fluide entraˆıne´
retombe (Ve diminue) et la colonne devient moins large. Lorsqu’il y a de´tachement de la colonne
du fluide lourd, on obtient alors un plateau dans l’e´volution de Ve et des goutelettes de fluide lourd
se forment dans le fluide le´ger. On constate que les petites gouttes ”disparaissent” dans le sens
ou` elles sont absorbe´es par le fluide lourd. Ce phe´nome`ne a de´ja` e´te´ observe´, notamment dans
[73], figure 5.6. ou` une grande bulle ”absorbe” une petite. Ce comportement est lie´ aux e´quations
de Cahn-Hilliard pures ou` les parame`tres d’ordre e´voluent de manie`re a` minimiser l’e´nergie. Si
un syste`me est compose´ d’une grande et d’une petite bulle alors il va e´voluer vers un syste`me
compose´ d’une seule bulle plus grosse, d’e´nergie plus faible. La grande bulle a ”absorbe´” la petite
par diffusion. Enfin, on note une diminution de Ve duˆe a` la sortie de la bulle en dehors du domaine
et a` la retombe´e des gouttes de fluide lourd.
A t = 1 s, le volume Ve devrait eˆtre infe´rieur au volume initial puisque l’interface liquide/liquide
est plus basse (volume de la bulle en moins), or il est nettement supe´rieur a` celui-ci. Sur la figure
IV.22, on remarque que le parame`tre d’ordre c2 (fluide lourd) n’est pas nul dans la phase le´ge`re.
Cette quantite´ de fluide lourd vient de l’absorption des goutelettes qui n’est pas total et de l’in-
fluence des mouvements convectifs sur la partie de fluide lourd transporte´ par la bulle comme
observe´ lors de l’e´tude des monte´es de bulle (§III.1.5 et §IV.1.1).
On s’inte´resse maintenant a` l’influence des masses volumiques et des viscosite´s sur la quantite´
de volume entraˆıne´.
Nous faisons varier la masse volumique du fluide lourd %2 = 1100, 1200, 1300 kg.m
−3. Sur la
figure IV.23, nous observons que plus la masse volumique du fluide lourd est importante, moins il
y a de volume entraˆıne´ par la bulle. Lorsque %2 est grand, il n’y a pas d’entraˆınement.
Lorsque nous faisons varier la masse volumique du fluide le´ger %3 = 900, 1000, 1100 kg.m
−3,
nous observons le phe´nome`ne contraire, plus %3 augmente, plus il y a de volume entraˆıne´ (figure
IV.24). Si %3 est faible, il n’y a pas d’entraˆınement.
Les viscosite´s du fluide lourd et le´ger influent de la meˆme manie`re sur la quantite´ de volume
entraˆıne´. Plus les viscosite´s augmentent, moins il y a de volume entraˆıne´. Lorsqu’on fait varier la
viscosite´ du fluide lourd η2 = 0.1, 0.15, 0.2 Pa.s, on retouve ce comportement. On note qu’il y a
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Fig. IV.21 – Entraˆınement de la phase lourde dans la phase le´ge`re par le passage de la bulle et
e´volution en temps de la quantite´ de volume entraˆıne´
peu d’e´cart sur la quantite´ de volume entraˆıne´ entre les trois cas (figure IV.25). Enfin, lorsqu’on
prend des viscosite´s diffe´rentes pour le fluide le´ger η3 = 0.01, 0.1, 0.2 Pa.s, on obtient bien une
augmentation du volume entraˆıne´ avec la diminution de η3. Pour η3 = 0.2 Pa.s il y a tre`s peu
d’entraˆınement.
Tous ces re´sultats sont en accord avec les re´sultats expe´rimentaux pre´sente´s dans [51].
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Fig. IV.22 – Vue en coupe de c2 (fluide lourd) en r = 0 a` t = 1 s
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Fig. IV.23 – Evolution du volume entraˆıne´ de la phase lourde dans la phase le´ge`re pour diffe´rentes
masses volumiques du fluide lourd : %2 = 1100, 1200, 1300 kg.m
−3
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Fig. IV.24 – Evolution du volume entraˆıne´ de la phase lourde dans la phase le´ge`re pour diffe´rentes
masses volumiques du fluide le´ger : %3 = 900, 1000, 1100 kg.m
−3
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Fig. IV.25 – Evolution du volume entraˆıne´ de la phase lourde dans la phase le´ge`re pour diffe´rentes
viscosite´s du fluide lourd : η2 = 0.1, 0.15, 0.2 Pa.s
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Fig. IV.26 – Evolution du volume entraˆıne´ de la phase lourde dans la phase le´ge`re pour diffe´rentes
viscosite´s du fluide leger : η3 = 0.01, 0.1, 0.2 Pa.s
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IV.4 Transferts de chaleur
On e´tudie dans ce paragraphe des e´coulements anisothermes. On s’inte´resse aux transferts de cha-
leur entre deux phases stratifie´es traverse´es par une bulle et par un train de bulles. Les parame`tres
physiques sont donne´s dans le tableau IV.8, ce sont les meˆmes que dans le paragraphe pre´ce´dent.
Tab. IV.8 – Proprie´te´s physiques conside´re´es
% (kg.m−3) η (Pa.s) λ (W.K−1.m−1) cp (J.kg
−1.K−1)
bulle (c1) 1 10
−4 0.29 2800
liquide lourd (c2) 1200 0.15 30 600
liquide le´ger (c3) 1000 0.1 3 600
tensions de surface (N.m−1)
bulle/liquide σ12, σ13 0.07
liquide/liquide σ23 0.05
Nous prenons une conductivite´ thermique e´leve´e dans le fluide lourd et les chaleurs massiques
sont identiques dans les deux liquides. Les proprie´te´s thermiques de la bulle sont celles de la vapeur
d’eau a` 2000K. Ces conductivite´s et ces chaleurs massiques correspondent a` celles des phases oxydes
et me´talliques du corium dans le cas re´acteur.
Le proble`me est re´solu en ge´ome´trie 3D axisyme´trique sur un domaine cylindrique de hauteur
20rb et dont la base a un rayon de 2rb ou` rb de´signe le rayon de la bulle a` l’instant initial. On
impose la tempe´rature a` 1800K sur Γ2 et a` 2000K sur Γ4 (figure IV.27). Nous choisissons d’imposer
la direction du flux en affectant la tempe´rature chaude (resp. froide) a` la frontie`re supe´rieure (resp.
infe´rieure) du domaine de calcul ce qui est cohe´rent avec le cas re´acteur ou` la puissance est ge´ne´re´e
principalement dans la phase le´ge`re. Pour le passage d’une bulle, les conditions au bord sont
∇ci · n = 0 et M0(c)∇µi · n = 0, sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4,
u · n = 0 et (2ηD(u)n− pn) · t = 0, sur Γ1 ∪ Γ2 ∪ Γ3,
2ηD(u)n− pn = 0, sur Γ4,
∇T · n = 0 sur Γ1 ∪ Γ3,
T = 1800K sur Γ2,
T = 2000K sur Γ4.
Pour le passage du train de bulles, les conditions changent sur Γ2 pour la vitesse et les parame`tres
d’ordre ou` on impose des conditions de Dirichlet (§IV.4.2).
Pour initialiser le champ de tempe´rature, on prend la solution d’e´quilibre d’un proble`me de
conduction pure, ou` les interfaces sont fixes (re´solution seulement d’une e´quation de diffusion
ve´rifie´e par T , ∇ · (λ∇T ) = 0).
Dans cette e´tude, on s’inte´resse en particulier au flux thermique a` travers les interfaces de´fini
pour une interface Iij , par
φT = −
∫
Iij
λi∇T · nij ds = −
∫
Iij
λj∇T · nji ds.
Comme dans notre mode`le, l’interface est e´paissie, nous allons aprocher le flux par une inte´grale
volumique en utilisant la de´finition des parame`tres d’ordre. On de´finit le flux thermique approche´,
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Fig. IV.27 – Domaine de calcul pour l’e´tude des transferts de chaleur
a` travers les interfaces entre une phase i et les deux autres phases par
φT (ci) = −
∫
Ω
λ(c)∇T · ∇ci dx.
On propose de justifier cette de´finition par un calcul formel. Introduisons f : Rd → R telle que
Ii = {X ∈ Rd | f(X) = 0}
et |∇f | 6= 0 ne s’annule pas sur I. Pour une fonction re´gulie`re H, on a∫
Ii
H ds = lim
ε→0
∫
Ω
δε(d(X, I))H(X) dx = lim
ε→0
∫
Ω
|∇f(X)|δε(f(X))H(X) dx
ou` δε est une aproximation de l’unite´ et d est la fonction distance. Ainsi en utilisant que n =
∇f
|∇f |
il vient ∫
I
∇T · nds = lim
ε→0
∫
Ω
|∇f |δε(f(X))∇T · ∇f|∇f | dx
= lim
ε→0
∫
Ω
∇T · ∇f δε(f(X)) dx.
Formellement, on peut choisir δε de sorte que
∇ci = ∇f δε(f).
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En effet, intuitivement ci se comporte comme
1
2
+
1
2
tanh
(
2f(X)
ε
)
, et on a
∇ci = 1
ε
(
1− tanh2
(
2f(X)
ε
))
∇f.
La fonction δε(x) =
1
ε
(
1− tanh2 (2x
ε
))
joue alors le roˆle d’approximation de l’unite´ meˆme si elle
n’est pas a` support compact.
Pour cette e´tude, on s’inte´resse en particulier au flux thermique a` travers les interfaces de la
phase lourde, calcule´ par
φT (c2) = −
∫
Ω
λ(c)∇T · ∇c2 dx.
IV.4.1 Passage d’une bulle a` travers une interface liquide/liquide
On conside`re ici le passage d’une bulle a` travers l’interface liquide/liquide. Nous comparons le flux
thermique φT (c2) pour les situations avec ou sans entraˆınement de la phase lourde dans la phase
le´ge`re. On s’inte´resse plus particulie`rement au rapport R(c2) du flux φT (c2) sur le flux initial φ
0
T (c2)
R(c2) =
φT (c2)
φ0T (c2)
.
Par rapport aux re´sultats obtenus dans le paragraphe pre´ce´dent, nous prenons rb = 0.004 m pour
le cas sans entraˆınement et rb = 0.008 m pour celui avec entraˆınement.
Sur la figure IV.28, nous remarquons que dans la situation avec entraˆınement, le flux augmente
tre`s nettement (un facteur 10) alors que pour rb = 0.004 m, il y a seulement un facteur 1.5. En
effet, dans le premier cas, la taille de l’interface entre les deux liquides augmentent (figure IV.29),
il y a donc plus de zones d’e´change entre les deux fluides.
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Fig. IV.28 – Evolution du rapport R(c2) pour deux tailles de bulles diffe´rentes
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t = 0.3 s t = 0.5 s t = 0.634 s t = 0.734 s t = 0.9 s
Fig. IV.29 – Passage d’une bulle a` travers une interface liquide/liquide et e´volution du champ de
tempe´rature pour rb = 0.008 m
Dans les deux cas, lorsque la bulle monte dans le fluide lourd avant la de´formation de l’interface
liquide/liquide, le rapport des flux R(c2) diminue. Le fluide lourd perd de l’e´nergie en chauffant la
bulle qui se de´place dans une zone plus chaude que sa tempe´rature initiale.
Pour rb = 0.008 m, on note ensuite une forte augmentation de R(c2) lorsque la bulle entraˆıne
de la phase lourde dans la phase le´ge`re (la tempe´rature du fluide le´ger est plus e´le´ve´e que celle du
fluide lourd). Une deuxie`me augmentation de flux est observe´e lorsque la bulle sort du domaine. Les
e´changes entre le gaz et la phase lourde deviennent alors plus importants du fait que la tempe´rature
en haut du domaine est impose´e. Pour rb = 0.004 m, l’interface entre les deux liquides se de´forment
tre`s peu, il y a alors peu de variation de R(c2).
On compare ensuite sur la figure IV.30 le champ de tempe´rature lorsque la bulle est en haut
du domaine pour rb = 0.004 m et rb = 0.008 m. On remarque que la tempe´rature dans la par-
tie supe´rieure (au dessus de l’interface liquide/liquide initiale) est plus faible lorsqu’il y a eu un
entraˆınement que pour rb = 0.004 m.
En conclusion, les re´sultats obtenus sont tre`s diffe´rents entre les situations avec ou sans entraˆıne-
ment de la phase lourde. Les transferts thermiques entre les phases sont beaucoup plus importants
dans le premier cas.
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rb = 0.004 m rb = 0.008 m
t = 0.5 s t = 0.667 s
Fig. IV.30 – Champ de tempe´rature et position des interfaces pour rb = 0.004 m a` t = 0.5 s (sans
entraˆınement) et pour rb = 0.008 m a` t = 0.667 s (avec entraˆınement)
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IV.4.2 Passage d’un train de bulles a` travers une interface liquide/liquide
On s’inte´resse maintenant a` la variation du flux thermique a` travers l’interface entre les deux phases
stratifie´es lors du passage d’un train de bulles.
Pour la mise en place de ce train de bulles, on impose une condition de Dirichlet sur le bord
Γ2 qui ne de´pend pas du temps
c1 = c1D, c2 = 1− c1, c3 = 0.
De plus, on impose u = ue, une vitesse entrante, sur ΓD ou` c1 vaut 1 (figure IV.31). Le rayon de
la bulle initiale vaut rb = 0.004 m et celui de la section d’injection, rj = 0.0018 m.
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Fig. IV.31 – Domaine de calcul et configuration initiale pour le passage d’un train de bulles a`
travers une interface liquide/liquide
On prend les conditions au bord suivantes
– sur Γ1 ∪ Γ3
M0(c)∇µi · n = ∇ci · n = 0, u · n = 0 et (−pn+ 2ηD(u)n) · t = 0, (IV.2)
– sur Γ4
M0(c)∇µi · n = ∇ci · n = 0 et − pn+ 2ηD(u)n = 0, (IV.3)
– sur Γ2
M0(c)∇µi · n = 0, c1 = c1D, c2 = c2D = 1− c1D, c3 = 0 et u =
{
ue si r < rα,
0 sinon.
(IV.4)
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avec c1D =
1
2 +
1
2 tanh
(
−2
ε
(
√
(r + 0.0082)2 + z2 − 0.01)
)
, rα = 1.2 10
−3 et ue = (0, 0.4).
Sous ces conditions, nous observons le de´tachement des bulles (figure IV.32). On s’est place´
dans un cas sans entraˆınement de la phase lourde dans la phase le´ge`re.
instant t = 0.1 s t = 0.2 s t = 0.3 s t = 0.4 s t = 0.5 s
initial
Fig. IV.32 – Evolution d’un train de bulles
Comme dans le paragraphe pre´ce´dent, on s’inte´resse au rapport du flux a` travers les interfaces
associe´es a` la phase lourde sur le flux initial. On observe sur la figure IV.33 queR(c2) oscille avec une
allure ge´ne´rale croissante. Les oscillations correspondent aux passages des bulles a` travers l’interface
liquide/liquide. En effet, lors de l’arrive´e de la bulle, l’interface se de´forme ce qui augmente R(c2)
puis lorsque la bulle traverse l’interface, celle-ci devient plane et plus petite puisque une partie de
l’interface liquide/liquide est remplace´e par des interfaces gaz/liquide, il y a alors diminution de
R(c2).
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Fig. IV.33 – Evolution du rapport R(c2) lors du passage du train de bulles
Afin d’e´tudier l’influence du train de bulles, on propose de calculer des moyennes en temps et
en espace sur des sections du domaine, note´es Az, en fonction de la hauteur (figure IV.34). On
s’inte´resse a` la quantite´
Tm(t, z) =
∫ t
0
∫
Az
%(c)cp(c)T dxdτ∫ t
0
∫
Az
%(c)cp(c) dxdτ
qui repre´sente la ”tempe´rature moyenne” par section.
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Fig. IV.34 – De´coupage par tranche du domaine en fonction de la hauteur
On divise le domaine en 100 sections et a` diffe´rents instants, on visualise sur la figure IV.36
la quantite´ Tm en fonction de la hauteur (on associe la valeur Tm d’une section a` la hauteur du
milieu de celle-ci). A t = 0, on a le profil de tempe´rature d’un proble`me de conduction pure. On
remarque ensuite que Tm augmente par le passage des bulles dans une zone ou` z est compris entre
0.04 et 0.06, qui se situe au dessus de la position initiale de l’interface liquide/liquide. Cette zone
semble s’e´tendre avec le temps.
instant t = 0.5 s t = 1 s t = 1.5 s t = 2 s
initial
Fig. IV.35 – Evolution des interfaces et du champ de tempe´rature lors du passage d’un train de
bulles a` travers une interface liquide/liquide
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Fig. IV.36 – Visualisation de Tm en fonction de z a` diffe´rents instants
Afin de de´terminer par la suite des coefficients d’e´change pour des mode`les simplifie´s, il faudrait
faire des e´tudes sur des temps plus longs et faire varier les conditions au bord pour la tempe´rature
(par exemple imposer le flux thermique en haut du domaine).
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IV.5 Limites : interaction corium/be´ton
Le mode`le a donne´ des re´sultats satisfaisants sur les e´tudes pre´ce´dentes : monte´e de bulle, lentille
pie´ge´e, ascension d’une bulle dans un bain stratifie´. Le paragraphe pre´ce´dent a permis de mettre en
place des outils pour l’e´tude des transferts de chaleur lors du passage d’un train de bulles. Le but,
maintenant, est de reprendre ces e´tudes pour des proprie´te´s physiques du corium afin d’e´valuer
ensuite des coefficients d’e´change et appuyer un choix de corre´lation pour les codes d’interaction
corium/be´ton a` une e´chelle plus grande.
On rappelle que l’e´tude porte sur une configuration ou` le corium est compose´ de deux phases
stratifie´es, une phase oxyde et une phase me´tallique, traverse´es par un e´coulement a` bulles. On
conside`re que le gaz induit par la de´gradation du be´ton est essentiellement de la vapeur d’eau.
Les proprie´te´s physiques de la phase oxyde e´voluent durant l’accident a` cause de la de´gradation
du be´ton [29]. Les proprie´te´s thermophysiques des phases sont donne´es dans [6]. On se place dans
la situation ou` la phase oxyde est plus le´ge`re que la phase me´tallique et sa viscosite´ est plus
importante. Nous prenons les proprie´te´s physiques re´pertorie´es dans le tableau IV.9 pour les trois
phases. L’indice 1 re´fe`re au gaz, l’indice 2 a` la phase me´tallique et l’indice 3 a` celle oxyde.
Tab. IV.9 – Proprie´te´s physiques du corium et de la vapeur d’eau
% (kg.m−3) η (Pa.s) λ (W.K−1.m−1) cp (J.kg
−1.K−1)
gaz (c1) 0.1 7.3 10
−5 0.29 2800
me´tal (c2) 7800 0.001 30 600
oxyde (c3) 4000 0.1 3 600
tensions de surface (N.m−1)
gaz/me´tal σ12 1.3
gaz/oxyde σ13 0.8
oxyde/me´tal σ23 1
Les e´coulements e´tudie´s sont tre`s diffe´rents des pre´ce´dents. Il y a des e´carts de masses volu-
miques e´leve´s, les tensions de surface sont importantes et la viscosite´ dans la phase me´tallique est
faible. On remarque dans le tableau IV.10 que pour le couple gaz/me´tal, le nombre de Morton est
tre`s faible M = 5.7 10−16. A notre connaissance, il n’y a ni expe´riences, ni simulations de monte´e
de bulle pour un tel re´gime.
Nume´riquement, nous observons des instabilite´s pour le champ de vitesse (vitesse tre`s im-
portante dans certaines parties de la bulle) qui finissent par de´truire les interfaces. Des proble`mes
nume´riques pour la vitesse ont e´te´ mentionne´s lorsque les tensions de surface sont importantes pour
d’autres mode`les multiphasiques. Scardovelli et Zaleski [90] remarquent que pour des nombres de
Laplace supe´rieurs a` 106, celui-ci e´tant de´fini par La =
σ%`db
η2`
, les simulations nume´riques de-
viennent difficiles a` cause de courants parasites. Dans le cas gaz/me´tal, le nombre de Laplace varie
entre 6.1 107 et 2.2 108 pour un diame`tre de bulle compris entre 0.006 m et 0.022 m (tailles de bulle
e´tudie´es dans la suite). Dans le cas gaz/oxyde, la phase oxyde e´tant beaucoup plus visqueuse que
le me´tal, la bulle est dans le re´gime ”Ellipsoidal” du diagramme IV.1 de Clift et al. et le nombre de
Laplace est compris entre 1.9 104 et 7. 104 pour les diame`tres conside´re´s pre´ce´demment (tableau
IV.10). La simulation d’une bulle dans la phase oxyde pose moins de difficulte´s que dans la phase
me´tallique.
Afin de s’affranchir de ces proble`mes nume´riques, nous avons augmente´ de fac¸on artificielle
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Tab. IV.10 – Nombres adimensionnels dans le cas d’une bulle de vapeur d’eau dans du corium
pour les proprie´te´s du tableau IV.9
db (m) M Eo La
gaz/me´tal
0.006
5.7 10−16
2.1 6.1 107
0.008 3.8 8.1 107
0.012 8.5 1.2 108
0.022 28.5 2.2 108
gaz/oxyde
0.006
4.8 10−7
1.8 1.9 104
0.008 3.1 2.6 104
0.012 7.1 3.8 104
0.022 23.7 7. 104
la viscosite´ du fluide lourd. On choisit de prendre η2 = 0.1 Pa.s afin que le re´gime de la bulle
soit ”Ellipsoidal” dans chacune des phases. Le nombre de Morton vaut alors M = 5.7 10−8 et
celui de Laplace est compris entre 6.1 104 et 2.2 105 pour un diame`tre de bulle entre 0.006 m
et 0.022 m (tableau IV.12). Dans le tableau IV.12, nous donnons une valeur approche´e pour le
nombre de Reynolds puisque nous utilisons le diagramme IV.1 de Clift et al. pour le de´terminer.
Par conse´quent la vitesse terminale de la bulle uT est calcule´e approximativement ainsi que le
nombre capillaire et celui de Weber de´finis respectivement par
Ca =
η`uT
σ
, We =
u2T%`db
σ
.
Avec ces proprie´te´s physiques, nous avons obtenu des premiers re´sultats mais beaucoup de
difficulte´s que l’on de´taillera dans la suite, sont encore observe´es. Ces re´sultats peuvent eˆtre inte´-
ressants pour l’e´tude de l’interaction corium/be´ton puisque si la tempe´rature n’est pas trop e´leve´e
(≈ 1800K), le me´tal contient des e´le´ments solides qui n’ont pas fondu et la viscosite´ est alors plus
e´leve´e (≈ 0.05Pa.s [6]), on est alors dans un cadre proche de celui conside´re´ ici.
Tab. IV.11 – Proprie´te´s physiques du ”corium visqueux” et de la vapeur d’eau
% (kg.m−3) η (Pa.s) λ (W.K−1.m−1) cp (J.kg
−1.K−1)
gaz (c1) 0.1 7.3 10
−5 0.29 2800
me´tal (c2) 7800 0.1 30 600
oxyde (c3) 4000 0.1 3 600
tensions de surface (N.m−1)
gaz/me´tal σ12 1.3
gaz/oxyde σ13 0.8
oxyde/me´tal σ23 1
Avec ces nouvelles proprie´te´s (tableau IV.11), on s’est inte´resse´ pour commencer au passage
d’une bulle a` travers une interface oxyde/me´tal. D’apre`s les crite`res propose´s par Greene et al.
[50], la bulle traverse l’interface si son volume V est supe´rieur a`
Vp = 9.9 10
−7 m3 (rp = 6.2 10
−3 m)
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Tab. IV.12 – Nombres adimensionnels dans le cas d’une bulle de vapeur d’eau dans du ”corium
visqueux” pour les proprie´te´s du tableau IV.11
db(m) M Eo La Re uT (m.s
−1) Ca We
gaz/me´tal
0.006
5.7 10−8
2.1 6.1 104 200 0.43 0.033 6.7
0.008 3.8 8.1 104 250 0.4 0.031 8.1
visqueux
0.012 8.5 1.2 105 300 0.32 0.024 7.4
0.022 28.5 2.2 105 600 0.35 0.027 16.2
gaz/oxyde
0.006
4.8 10−7
1.8 1.9 104 70 0.29 0.036 2.5
0.008 3.1 2.6 104 100 0.31 0.039 3.8
0.012 7.1 3.8 104 200 0.41 0.051 10.1
0.022 23.7 7. 104 350 0.4 0.05 17.6
et il y a entraˆınement de la phase me´tallique dans la phase oxyde si
V > Ve,1 = 2.6 10
−6 m3 (re,1 = 8.5 10
−3 m).
Nume´riquement, on observe que la bulle traverse l’interface si son rayon rb est supe´rieur a`
rnump = 0.004 m (figure IV.37). Comme dans l’e´tude du paragraphe IV.3, le rayon r
num
p est plus
petit que celui donne´ par le crite`re. La diffe´rence entre rp et r
num
p (diffe´rence plus grande que celle
observe´e dans le paragraphe IV.3.1) est probablement duˆe au fait que les forces d’inertie qui sont
importantes ici, ne sont pas prises en compte par le crite`re. En effet, le nombre de Weber qui
caracte´rise le rapport des forces d’inertie et de tension de surface est important (supe´rieur a` 6.6,
tableau IV.12) pour l’ascension d’une bulle dans le me´tal.
Sur la figure IV.38, on observe que pour rb = 0.011 m > re,1 = 0.0085 m, il n’y a pas de
de´tachement de la phase lourde dans la phase le´ge`re par le passage de la bulle comme pre´dit par
le crite`re. Ce comportement est cohe´rent puisque pour e´tablir le crite`re on suppose que la bulle
a une forme sphe´rique ce qui n’est pas le cas ici. Si la bulle n’est pas sphe´rique, le rayon critique
est plus grand ([50], annexe E). De plus, la bulle se de´forme beaucoup avant d’atteindre l’interface
liquide/liquide. Les mouvements convectifs ont e´paissi l’interface (comportements observe´s dans
§III.1.5 et §IV.1.1). Ainsi la bulle a une taille plus petite lorsqu’elle atteint l’interface ce qui explique
en partie qu’il n’y ait pas de de´tachement de la phase lourde.
Nous avons donc obtenu des premiers re´sultats satisfaisants dans le cadre de l’interaction co-
rium/be´ton. Cependant, nous observons encore des difficulte´s nume´riques :
– instabilite´s de la vitesse dans la bulle (vitesses tre`s importantes dans certaines parties de la
bulle),
– utilisation d’un pas de temps tre`s faible (∆t = 5. 10−5),
– diminution de la taille de la bulle.
De plus, a` terme il serait souhaitable d’obtenir des re´sultats lorsque la viscosite´ du me´tal est plus
faible (η2 = 0.001 Pa.s).
Afin de poursuivre cette e´tude, il faudrait envisager d’utiliser un autre sche´ma en temps ou` dans
un pas de temps on re´soudrait alternativement le syste`me de Cahn-Hilliard puis Navier-Stokes.
Ainsi, les forces de tensions de surface, qui sont importantes ici, ne seraient pas explicite´es dans
les e´quations de Navier-Stokes ce qui permettrait probablement d’utiliser des pas de temps plus
grands et re´duirait peut-eˆtre l’apparition de vitesses importantes dans la bulle.
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rb = 0.003 < r
num
p
rb = 0.004 > r
num
p
instant t = 0.02 s t = 0.05 s t = 0.08 s t = 0.11 s t = 0.14 s
initial
Fig. IV.37 – Ascension d’une bulle de vapeur d’eau dans un bain stratifie´ de ”corium visqueux”
pour rb = 0.003 m et rb = 0.004 m
instant t = 0.1 s t = 0.15 s t = 0.18 s t = 0.28 s t = 0.36 s
initial
Fig. IV.38 – Ascension d’une bulle de vapeur d’eau dans un bain stratifie´ de ”corium visqueux”
pour rb = 0.011 m
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Il serait inte´ressant d’e´tudier l’influence d’une stabilisation pour l’advection des parame`tres
d’ordre (type stabilisation SUPG) sur les distorsions des interfaces duˆes aux mouvements convectifs.
Ces de´formations des interfaces de´pendent aussi du coefficient de mobilite´. La de´pendance de la
mobilite´ avec la vitesse (e.g. [58]) permettrait de maintenir le rapport entre les termes convectifs et
les termes de diffusion constant au cours du calcul ce qui re´duirait probablement les de´formations
de l’e´paisseur d’interface. Pour de´terminer la de´pendance de la mobilite´ avec la vitesse, on peut
par exemple utiliser la de´finition du nombre de Peclet. De plus, on a note´ que lorsqu’on prend
des maillages plus fins, la diminution de la taille de la bulle e´tait plus faible, il serait inte´ressant
d’utiliser une me´thode de raffinement local adaptatif afin d’avoir une meilleure pre´cision dans les
zones interfaciales.
Enfin, une stabilisation du terme d’advection dans les e´quations de Navier-Stokes pourrait peut
eˆtre re´duire les instabilite´s de la vitesse.
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Conclusion
Dans ce travail, nous avons e´tabli un mode`le de Cahn-Hilliard/Navier-Stokes pour la simulation
d’e´coulements incompressibles, anisothermes, compose´s de trois phases non-miscibles, sans change-
ment de phase. Le mode`le permet de prendre en compte des proprie´te´s physiques diffe´rentes pour
chacune des phases ainsi que trois tensions de surface distinctes.
L’originalite´ de notre approche repose sur la forme particulie`re de l’e´nergie libre que l’on consi-
de`re afin d’avoir un mode`le alge´briquement et dynamiquement consistant avec les syste`mes dipha-
siques sous-jacents. Nous avons montre´ dans le chapitre I que ces proprie´te´s sont fondamentales
pour la description d’e´coulements de trois phases non-miscibles puisqu’elles assurent qu’il n’y ait
pas d’apparitions artificielles d’une des phases dans l’interface entre les deux autres.
L’e´tude mene´e pour avoir un proble`me bien pose´ et un mode`le consistant a mis en e´vidence
qu’il fallait conside´rer un potentiel de Cahn-Hilliard d’ordre 6 pour les situations d’e´talement total,
c’est-a`-dire lorsqu’une des tensions de surface est infe´rieure a` la somme des deux autres (Σi < 0).
Pour la description du syste`me en e´coulement, les e´quations de Cahn-Hilliard ont e´te´ cou-
ple´es aux e´quations de Navier-Stokes en s’inspirant des travaux de´ja` re´alise´s pour les syste`mes
diphasiques.
Dans le chapitre II, l’analyse the´orique du mode`le de Cahn-Hilliard a permis de montrer l’exis-
tence et l’unicite´ globale de solutions faibles. En dimension 3, nous avons suppose´ la mobilite´
constante pour prouver l’unicite´. Nous avons de´montre´ aussi l’existence et l’unicite´ locale de solu-
tions fortes qui sont continues en espace et en temps. La re´gularite´ de telles solutions a permis de
montrer l’unicite´ en dimension 3 en conside´rant une mobilite´ variable et non de´ge´ne´re´e, ainsi que
la stabilite´ asymptotique des e´tats me´tastables.
Dans le chapitre III, nous avons propose´ un sche´ma nume´rique pour la re´solution du proble`me
de Cahn-Hilliard/Navier-Stokes. Le choix des espaces d’approximation a e´te´ fait afin de conserver le
volume des phases : utilisation du meˆme espace d’approximation pour la pression et les parame`tres
d’ordre. De plus, la conservation du volume est lie´e a` la contrainte d’incompressibilite´. Nous avons
choisi d’utiliser la me´thode de pe´nalite´-projection qui nous a semble´ eˆtre un bon compromis entre
pre´cision et couˆt de calcul.
L’e´tude sur l’estimation de l’e´nergie discre`te a montre´ qu’il faut conside´rer une discre´tisation
semi-implicite en temps pour les termes non line´aires dans les e´quations de Cahn-Hilliard. En
particulier ce choix a permis de simuler des e´coulements triphasiques lorsqu’un des coefficients Σi
est ne´gatif comme par exemple le passage d’une bulle d’air a` travers une interface eau/huile.
Les exemples nume´riques donne´s dans le chapitre IV ont permis de valider le mode`le.
L’e´tude sur les transferts thermiques dans un bain stratifie´ lors du passage d’une bulle a mis
en e´vidence l’augmentation importante du flux thermique lorsqu’il y a entraˆınement (un facteur
10 dans l’exemple donne´). Lorsqu’on conside`re le passage d’un train de bulles, les transferts de
chaleur ont nettement augmente´ dans la zone ou` l’interface liquide/liquide se situe.
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Enfin, dans le cas du corium, les e´coulements sont plus complexes que ceux conside´re´s dans les
e´tudes pre´ce´dentes : e´carts de masse volumique importants, grandes tensions de surface et faible
viscosite´ dans la phase lourde ce qui entraˆıne de nombreuses difficulte´s, notamment des instabilite´s
du champ de vitesse. Nous avons obtenu des re´sultats pre´liminaires sur le passage d’une bulle de
vapeur d’eau a` travers une interface oxyde/me´tal en augmentant artificiellement la viscosite´ de
la phase me´tallique. Ces premiers re´sultats ont mis en avant les points nume´riques qu’il faudra
travailler afin de pouvoir poursuivre cette e´tude.
Dans la suite, plusieurs de´veloppements sont envisageables afin d’ame´liorer le sche´ma nume´-
rique :
– utiliser un couplage en temps entre les e´quations de Cahn-Hilliard et Navier-Stokes ou` la
force capillaire ne serait pas explicite ce qui permettrait de prendre des pas de temps plus
grands en particulier lorsque les tensions de surface sont grandes ;
– s’affranchir de la condition sur les espaces d’approximation de la pression et des parame`tres
d’ordre. Ceci permettrait d’augmenter en ordre l’approximation des parame`tres d’ordre et
des potentiels chimiques ainsi que celle de la vitesse ;
– utiliser une me´thode de raffinement local adaptatif. Pour cela, il faut envisager d’autres
espaces d’approximation pour la vitesse car l’e´le´ment P1-bulle est peu approprie´ a` cause du
degre´ de liberte´ qui se trouve dans la maille ;
– e´tudier l’influence d’une stabilisation (type SUPG) pour les termes d’advection des e´quations
de Cahn-Hilliard et Navier-Stokes sur les distorsions de l’interface et sur les instabilite´s du
champ de vitesse
– e´tendre l’e´tude au cas d’une ge´ome´trie tridimensionnelle sans syme´trie en utilisant du calcul
paralle`le par exemple.
Ces ame´liorations sont ne´cessaires afin de poursuivre l’e´tude sur les transferts entre la phase
oxyde et me´tallique du corium. Dans la suite, il faudra e´tudier l’influence des parame`tres tels que
la taille des bulles, le flux gazeux ou les proprie´te´s physiques des phases. Il reste a` de´terminer
comment introduire ces re´sultats dans une description a` l’e´chelle macroscopique (i.e. une e´chelle
interme´diaire entre celle traite´e ici par simulation nume´rique directe et celle utilise´e par le code
MEDICIS). Pour cela, on pourrait s’inspirer des travaux mene´s par Achdou et al. [1] ou Wood
et al. [106] sur la description de surfaces he´te´roge`nes effectives. Ces e´tudes permettraient a` terme
d’appuyer un choix de corre´lations dans le code a` zones MEDICIS.
Enfin, des questions restent ouvertes pour e´tendre le mode`le a` des situations plus complexes.
Par exemple, comment s’affranchir de la condition Σ1Σ2 + Σ1Σ3 + Σ2Σ3 > 0 sur les coefficients
capillaires dont l’interpre´tation physique n’est pas claire ou ge´ne´raliser le mode`le pour des tensions
de surface variables. D’autre part, la ge´ne´ralisation du mode`le a` n phases non-miscibles avec n > 3
tout en conservant les proprie´te´s de consistance ne semble pas direct : par exemple pour 4 phases,
il y a 6 tensions de surface diffe´rentes et seulement 4 coefficients Σi.
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Annexe A
Mode`le de Cahn-Hilliard diphasique
Le mode`le de Cahn-Hilliard, dans la classe des interfaces diffuses, repose sur une repre´sentation des
interfaces par des zones d’e´paisseur finie. La composition du me´lange est de´crite par une fonction
re´gulie`re c, appele´e parame`tre d’ordre valant 1 dans une des phases et 0 dans l’autre, et variant
continuˆment entre 0 et 1 dans l’interface [15, 59, 107]. L’e´volution du syste`me est de´crit a` travers
la minimisation d’une e´nergie libre note´e F , de´finie par
F =
∫
Ω
[
AF (c) +
λ
2
|∇c|2
]
dx avec F (c) = c2(1− c)2.
L’e´quation de Cahn-Hilliard, ve´rifie´e par c sur le domaine Ω, s’e´crit
∂c
∂t
= ∇ · (M0∇(AF ′(c)− λ∆c)), (A.1)
ou` M0 est un parame`tre du mode`le, appele´ mobilite´. De plus, les conditions au bord de Ω, note´ Γ,
sont
∇(AF ′(c)− λ∆c) · n = ∇c · n = 0. (A.2)
Les coefficients A et λ de´pendent de la tension de surface σ et de l’e´paisseur d’interface ε, qui sont
deux grandeurs intrinse`ques du mode`le.
Le premier paragraphe porte sur l’e´tablissement des e´quations de Cahn-Hilliard de manie`re
formelle. Dans le second paragraphe, on de´termine le profil a` l’e´quilibre du parame`tre d’ordre
pour une interface plane en 1D ainsi que les relations entre les coefficients A et λ et les grandeurs
intrinse`ques du mode`le.
A.1 Equation d’e´volution du parame`tre d’ordre
On propose de retrouver formellement les e´quations de Cahn-Hilliard a` partir de la de´finition de
l’e´nergie libre.
Soit L2m(Ω) sous espace de L
2(Ω) de´fini par L2m(Ω) =
{
ϕ ∈ L2m(Ω) |
∫
Ω ϕdx = 0
}
. On note
(·, ·)−1 le produit scalaire de´finit sur L2m(Ω) par
(f, v)−1 =
∫
Ω
∇ϕf · ∇ϕv dx, ∀f, v ∈ L2m(Ω)
ou` ϕg est la solution dans L
2
m(Ω) ∩H2(Ω) de
−∆ϕg = g sur Ω, avec g ∈ L2m(Ω),
∂ϕg
∂n
= 0 sur Γ.
(A.3)
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Afin de minimiser l’e´nergie, l’e´quation de Cahn-Hilliard est une e´quation de flot de gradient de
F pour le produit scalaire (·, ·)−1 [75]
∂c
∂t
= −∇F(c). (A.4)
Calculons tout d’abord
d
dh
F(c+ hv)|h=0
d
dh
F(c+ hv)|h=0 = lim
h→0
F(c+ hv)−F(c)
h
= lim
h→0
∫
Ω
[
A
F (c+ hv)− F (c)
h
+
λ
2h
(|∇(c+ hv)|2 − |∇(c)|2)
]
dx
=
∫
Ω
[
AF ′(c) · v + lim
h→0
λ
2h
(|∇(c)|2 +2h∇c · ∇v + h2 |∇(v)|2 − |∇(c)|2)] dx
=
∫
Ω
[
AF ′(c) · v − λ∆c · v] dx+ ∫
Γ
v∇c · nds.
Or, d’apre`s (A.2), ∇c · n = 0 sur Γ et donc on a
d
dh
F(c+ hv)|h=0 =
∫
Ω
(AF ′(c)− λ∆c) · v dx. (A.5)
Calculons maintenant le terme (∇F , v)−1
(∇F , v)−1 =
∫
Ω
∇ϕ∇F∇ϕv dx
= −
∫
Ω
ϕ∇F∆ϕv dx+
∫
Γ
ϕ∇F∇ϕv · n.
D’apre`s les de´finitions (A.3) de ϕv et ϕ∇F , il vient
(∇F , v)−1 = −
∫
Ω
ϕ∇F · v dx. (A.6)
Les e´quations (A.5) et (A.6) entraˆınent
ϕ∇F = −(F ′(c)− λ∆c).
Ainsi, la de´finition de ϕ∇F implique
∇F = −∆(F ′(c)− λ∆c).
Il reste a` introduire le parame`tre M0 en modifiant la de´finition du produit scalaire (·, ·)−1. Le
produit scalaire (·, ·)−1,M0 est de´fini sur L2m(Ω) par
(f, v)−1,M0 =
∫
Ω
M0∇ϕf · ∇ϕv dx ∀f, v ∈ L2m(Ω),
ou` on note ϕg la solution de
−∇ · (M0∇ϕg) = g sur Ω, avec g ∈ L2m(Ω),
∂ϕg
∂n
= 0 sur Γ.
(A.7)
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En conclusion, l’e´quation (A.4) s’e´crit :
∂c
∂t
= −∇F(c) = ∇ · (M0∇(AF ′(c)− λ∆c)).
De plus, on note µ =
δF
δc
= AF ′(c)− λ∆c, la de´rive´e fonctionnelle de F par rapport a` c, appele´e
potentiel chimique ge´ne´ralise´.
Le mode`le de Cahn-Hilliard ve´rifie deux proprie´te´s importantes. Tout d’abord, graˆce aux condi-
tions au bord ve´rifie´es par µ, le mode`le conserve le volume de chaque phase au cours du temps
d
dt
∫
Ω
c dx =
∫
Ω
∂c
∂t
dx =
∫
Ω
∇ · (M0∇µ) dx =
∫
Γ
M0∇µ · nds = 0.
Ensuite, l’estimation d’e´nergie pour le mode`le de Cahn-Hilliard s’e´crit
d
dt
F(c) = −
∫
Ω
M0 |∇µ|2 dx.
En effet, le calcul formel de
d
dt
F(c) donne, en utilisant les conditions au bord sur µ,
d
dt
F(c) =
∫
Ω
[
d
dt
(AF (c)) +
d
dt
(
λ
2
|∇c|2
)]
dx
=
∫
Ω
[
AF ′(c)
∂c
∂t
+ λ∇c∂∇c
∂t
]
dx
=
∫
Ω
[
∂c
∂t
(AF ′(c)− λ∆c)
]
dx
=
∫
Ω
µ
∂c
∂t
dx =
∫
Ω
µ∇ · (M0∇µ) dx = −
∫
Ω
M0 |∇µ|2 dx.
A.2 Solution a` l’e´quilibre d’une interface plane en dimension 1
On s’inte´resse maintenant, a` l’e´quilibre d’une interface plane en dimension 1. Cette e´tude permet
de de´terminer le profil du parame`tre d’ordre ainsi que les proprie´te´s intrinse`ques du mode`le qui
sont l’e´paisseur d’interface et la tension de surface.
PSfrag replacements
1
0
ε
−∞ +∞
Fig. A.1 – Profil du parame`tre d’ordre pour une interface plane en 1D
On va chercher la solution d’e´quilibre de ce proble`me 1D, c’est-a`-dire un minimum de l’e´nergie
libre F . Pour cela, on utilise l’e´quation (A.5) et on cherche c ve´rifiant
A
d
dc
F (c)− λ d
2c
dx2
= 0.
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Cette e´quation peut s’e´crire aussi sous la forme
λ
d2c
dx2
dc
dx
= A
d
dc
F (c)
dc
dx
.
En inte´grant l’e´quation entre −∞ et x, on obtient∫ x
−∞
λ
d2c
ds2
dc
ds
ds =
∫ x
−∞
A
dF (c)
ds
ds.
Le calcul de l’inte´grale du membre de gauche est∫ x
−∞
λ
d2c
ds2
dc
ds
ds =
λ
2
(
dc
dx
)2
car
dc
dx
= 0 en x = −∞ puisqu’on suppose que c ne subit pas de variation dans les phases. Comme
F (0) = 0, on a alors
λ
2
(
dc
dx
)2
= AF (c). (A.8)
Graˆce a` (A.8), le parame`tre d’ordre c ve´rifie
dc
dx
=
√
2A
λ
√
F (c),
ce qui entraˆıne
dc
c(1− c) =
√
2A
λ
dx,
avec c(x = −∞) = 0 et c(x = +∞) = 1. Le changement de variable v = 2c− 1 implique
dv
1− v2 =
1
2
√
2A
λ
dx,
et donc v ve´rifie
argtanh(v) =
1
2
√
2A
λ
x+K.
On impose c(0) =
1
2
(position de l’interface) i.e. v(0) = 0 ce qui implique K = 0. Finalement, il
vient
v(x) = tanh
(
1
2
√
2A
λ
x
)
c’est-a`-dire
c(x) =
1
2
+
1
2
tanh
(
1
2
√
2A
λ
x
)
.
On peut aussi de´terminer les relations entre A et λ et les grandeurs intrinse`ques : σ la tension
de surface et ε l’e´paisseur d’interface. Commenc¸ons par la tension de surface qui est de´finie en 1D
par
σ = F(c) =
∫
R
[
AF (c) +
λ
2
(
dc
dx
)2]
dx.
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En utilisant (A.8), l’e´quation pre´ce´dente s’e´crit
σ =
∫
R
λ
(
dc
dx
)2
dx =
∫ 1
0
λ
dc
dx
dc =
∫ 1
0
λ
√
2A
λ
√
F (c)dc =
1
6
√
2λA. (A.9)
D’autre part, l’e´paisseur d’interface est de´finie par
ε =
1
max
(
dc
dx
)
ou`
max
(
dc
dx
)
=
√
2A
λ
max
0≤c≤1
√
F (c) =
1
4
√
2A
λ
.
Finalement, l’expression de ε en fonction de A et λ est
ε = 4
√
λ
2A
. (A.10)
Des relations (A.9) et (A.10), il vient
λ =
3
2
σε et A = 12
σ
ε
.
Ainsi, l’e´nergie libre s’e´crit
F =
∫
Ω
[
12
σ
ε
c2(1− c)2 + 3
4
σε |∇c|2
]
dx,
et l’expression de c a` l’e´quilibre est donne´e par
c(x) =
1
2
+
1
2
tanh
(
2
ε
x
)
,
solution de 
−3
2
σεc′′ + 24
σ
ε
c(1− c)(1− 2c) = 0,
lim
+∞
c = 1,
lim
−∞
c = 0,
c(0) =
1
2
.
165
Annexe A. Mode`le de Cahn-Hilliard diphasique
166
Annexe B
Quelques re´sultats mathe´matiques
Cette annexe pre´sente des re´sultats mathe´matiques techniques, utilise´s dans les chapitres I et II.
Les preuves des lemmes I.3.11, I.3.13 et I.3.16 sont, tout d’abord, de´taille´es. Puis nous rappelons
des re´sultats d’analyse fonctionnelle, utilise´s classiquement pour l’e´tude d’existence et d’unicite´ de
solutions pour des e´quations aux de´rive´es partielles (pour plus de de´tails voir le chapitre 2 de [16],
[19], [72]) .
B.1 Preuves des lemmes I.3.11, I.3.13 et I.3.16
Nous donnons tout d’abord la preuve du lemme I.3.11.
Lemme
Soit f : R3 7→ R une fonction re´gulie`re. Les deux proprie´te´s suivantes sont e´quivalentes :
1. f(c, 1− c, 0) = f(c, 0, 1− c) = f(0, c, 1− c) = 0, pour tout c ∈ R.
2. Il existe deux fonctions re´gulie`res g et h telles que
f(c1, c2, c3) = c1c2c3 g(c1, c2, c3) + (c1 + c2 + c3 − 1)h(c1, c2, c3).
Preuve.
On pose le changement de variable suivant (X,Y, Z) = (x+ y + z − 1, y, z) et on de´finit f˜ par
f(x, y, z) = f˜(X,Y, Z).
Comme f(x, 1− x, 0) = 0 pour tout x ∈ R, on a
f˜(0, Y, 0) = 0 pour tout Y ∈ R. (B.1)
Graˆce a` (B.1), en utilisant un de´veloppement de Taylor avec reste inte´gral, il vient
f˜(X,Y, Z) = Xh˜1(X,Y, Z) + Zg˜1(X,Y, Z),
ce qui entraˆıne
f(x, y, z) = (x+ y + z − 1)h1(x, y, z) + zg1(x, y, z).
En utilisant f(x, 0, 1 − x) = 0, on obtient g1(x, 0, 1 − x) = 0 pour tout x ∈ R. Il suffit alors
d’appliquer la de´marche pre´ce´dente pour g1. Finalement, en utilisant de la meˆme manie`re f(0, x, 1−
x) = 0, il vient
f(x, y, z) = (x+ y + z − 1)h(x, y, z) + xyzg(x, y, z).
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Le lemme I.3.13 porte sur des proprie´te´s ve´rifie´es par les fonctions
ϕα : x 7→ 1
(1 + x2)α
et Φα : x 7→ x2ϕα.
Rappelons-en l’e´nonce´.
Lemme
1. Pour tout α ≥ 0, il existe Kα > 0 tel que
ϕα(x) ≤ Kα|x|2α , |ϕ
′
α(x)| ≤
Kα
|x|2α+1 , ∀x ∈ R,∣∣∣∣x− 12Φ′α(x)
∣∣∣∣ ≤ Kα |x|31 + x2 ≤ Kα2 |x|2, ∀x ∈ R.
2. On a
Φα est convexe, pour tout α ∈
[
0,
8
17
]
,
xΦ′α(x) ≥ 0, ∀x ∈ R, pour tout α ∈ [0, 1].
Preuve.
1. Les deux premie`res ine´galite´s se de´duisent directement de la forme de ϕα. Pour la troisie`me
proprie´te´, calculons
∣∣∣∣x− 12Φ′α(x)
∣∣∣∣∣∣∣∣x− 12Φ′α(x)
∣∣∣∣ = ∣∣∣∣x− x(1 + (1− α)x2)(1 + x2)α+1
∣∣∣∣ ≤ |x| (1 + x2)α+1+ |x| + |1− α||x|3(1 + x2)α+1
≤ Kα |x| (1 + x
2)((1 + x2)α + 1)
(1 + x2)α+1
≤ K ′α
|x|3
1 + x2
Enfin, on utilise l’ine´galite´ de Young
|x|3
1 + x2
≤ |x|
2
2
.
2. Pour montrer que Φα est convexe pour α ∈
[
0, 817
]
, il faut que
Φ′′α(x) =
2
(
1 + (2− 5α)x2 + (1− 3α+ 2α2)x4)
(1 + x2)α+2
soit positive ou nulle pour tout x ∈ R. On e´tudie alors le polynoˆme
P (X) = 1 + (2− 5α)X + (1− 3α+ 2α2)X2,
qui a comme discriminant
∆ = α(17α− 8).
Comme α ∈ [0, 817], alors 1 − 3α + 2α2 > 0 et ∆ ≤ 0. Donc P (X) ≥ 0 pour tout X ∈ R ce
qui entraˆıne que Φ′′α est une fonction positive.
Enfin, le calcul de xΦ′α(x) donne
xΦ′α(x) =
2x2(1 + (1− α)x2)
(1 + x2)α+1
qui est bien positif pour tout α ∈ [0, 1].
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On rappelle maintenant le lemme I.3.16
Lemme
Pour tout 0 < δ < 1, on a
x2(1− x)2 ≥ δ
2
x4 − 1
2
δ
(1− δ)2 , ∀x ∈ R.
Preuve.
Soit 0 < δ < 1. Posons fδ = (1−x)2− δx2 qui admet un minimum en xδ = 11−δ valant − δ1−δ . Ainsi
on a
(1− x)2 ≥ δx2 − δ
1− δ , ∀ ∈ R.
En multipliant par x2 l’ine´galite´, il vient
x2(1− x)2 ≥ δx4 − δ
1− δx
2, ∀ ∈ R.
Enfin l’ine´galite´ de Young applique´e sur le dernier terme entraˆıne
δ
1− δx
2 ≤ δ
2
x4 +
δ
2(1− δ)2 ,
ce qui permet de conclure.
B.2 Rappels d’analyse fonctionnelle
Dans ce paragraphe, nous rappelons les e´nonce´s de the´ore`mes d’analyse fonctionnelle qui sont
utilise´s dans les chapitres I et II, notamment pour de´montrer l’existence et l’unicite´ des solutions
du proble`me (I.10).
Nous rappelons, tout d’abord, le lemme de Gronwall uniforme B.2.2 [16, 99]. Ensuite, quelques
ine´galite´s sont donne´es, en particulier les ine´galite´s de Poincare´ B.2.3 [16, 19], d’Agmon B.2.4 [2], et
celles issues des proprie´te´s de re´gularite´ de l’ope´rateur Laplacien B.2.4 [99]. Enfin, nous rappelons
la notion d’espaces interpole´s B.2.5 [72] avant de pre´senter un the´ore`me de compacite´ B.2.6 dont
la preuve est donne´e dans [16].
Ine´galite´ diffe´rentielle et lemmes de Gronwall
The´ore`me B.2.1
Soient α et β deux constantes positives. Soit y une fonction de C1(R+,R+) ve´rifiant
l’ine´galite´ diffe´rentielle
y′(t) + αy(t) ≤ β
alors on a
∀t ≥ 0, y(t) ≤ e−αty(0) + β
α
.
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The´ore`me B.2.2 (Lemme de Gronwall uniforme)
Soient a, b, y trois fonctions continues, positives de´finies sur [0,+∞[. On suppose que y
est de´rivable et ve´rifie pour tout t ≥ 0
y′(t) ≤ a(t) + b(t)y(t).
On suppose de plus qu’il existe trois constantes C1, C2, C3 telles que pour tout t ≥ 0 on
ait ∫ t+1
t
a(s)ds ≤ C1,
∫ t+1
t
b(s)ds ≤ C2,
∫ t+1
t
y(s)ds ≤ C3,
alors pour tout t ≥ 0, on a l’estimation
y(t) ≤ (max(y(0), C3) + C1)eC2 .
Ine´galite´s fondamentales
Proposition B.2.3 (Ine´galite´ de Poincare´-Wirtinger)
Soit Ω un ouvert connexe borne´ lipschitzien de Rd, alors il existe une constante C telle
que pour toute fonction f de H1(Ω), on a∣∣∣∣f − 1|Ω|
∫
Ω
f dx
∣∣∣∣
H1
≤ C|∇f |L2 .
Proposition B.2.4
Soit Ω un ouvert de Rd, borne´, connexe, de classe C1,1.
– Il existe une constante C telle que pour toute fonction f ∈ H2(Ω) ve´rifiant ∂f
∂n
= 0 sur
Γ, on a ∣∣∣∣f − 1|Ω|
∫
Ω
f dx
∣∣∣∣
H2
≤ C|∆f |L2 (re´gularite´ du laplacien).
– Il existe une constante C telle que pour toute fonction f ∈ H2, on a les ine´galite´s
d’Agmon  en dimension 2, |f |L∞ ≤ C|f |
1
2
L2
|f |
1
2
H2
,
en dimension 3, |f |L∞ ≤ C|f |
1
4
L2
|f |
3
4
H2
.
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Interpolations et compacite´
The´ore`me B.2.5
Soient X et Y deux espaces de Hilbert se´parables. On suppose que X s’injecte de fac¸on
continue et dense dans Y .
1. Pour tout X, Y , θ ∈ [0, 1], on a
|u|[X,Y ]θ ≤ |u|
1−θ
X |u|θY
ou` [X,Y ]θ est l’espace interpole´ d’ordre θ de X et Y .
2. Soit Ω un ouvert re´gulier de Rd, s1 ≤ s2 deux re´els positifs et θ ∈ [0, 1], on a
[Hs2(Ω),Hs1(Ω)]θ = H
(1−θ)s2+θs1(Ω).
The´ore`me B.2.6 (The´ore`me d’Aubin-Lions-Simon)
Soient B0 ⊂ B1 ⊂ B2 trois espaces de Banach. On suppose que l’injection de B1 dans
B2 est continue et que l’injection de B0 dans B1 est compacte. Soient p, r tels que
1 ≤ p, r ≤ +∞. Pour T > 0, on note
Ep,r =
{
v ∈ Lp(0, T,B0), dv
dt
∈ Lr(0, T,B2)
}
.
– Si p < +∞, l’injection de Ep,r dans Lp(0, T,B1) est compacte.
– Si p = +∞ et si r > 1, l’injection de Ep,r dans C0([0, T ], B1) est compacte.
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Annexe C
Relations de sauts aux interfaces
On conside`re un syste`me diphasique en e´coulement incompressible, isotherme, sans changement de
phase au sein d’un domaine re´gulier Ω, de frontie`re Γ. Si les zones de transitions entre les phases
sont conside´re´es infiniment fines (repre´sentation de Gibbs), l’e´volution de ce syste`me est gouverne´e
par les e´quations de bilan de masse et de quantite´ de mouvement a` l’inte´rieur de chaque phase et
par leur relation de saut aux interfaces. Nous allons dans cette annexe de´terminer ces relations de
sauts.
Tout d’abord, e´crivons les e´quations de Navier-Stokes pour un e´coulement incompressible com-
pose´ d’une seule phase, ve´rifie´es par la vitesse u, la pression p et la masse volumique %, sur le
domaine Ω
∂%
∂t
+∇(%u) = 0, (C.1)
∂%u
∂t
+∇(%uu) = ∇ · (τ) + %g (C.2)
ou` τ = −pId + η(∇u+∇ut) est le tenseur de contrainte, η la viscosite´ dynamique, g l’acce´le´ration
de la pesanteur. On associe au syste`me d’e´quations (C.1)-(C.2) des conditions initiales et des
conditions aux limites sur Γ satisfaites par la vitesse et la pression.
Conside´rons maintenant un syste`me compose´ de deux phases i et j et notons Iij l’interface
entre les deux phases (figure C.1). On introduit une parame´trisation de l’interface Iij
X = G1(v, w, t), Y = G2(v, w, t), Z = G3(v, w, t)
ainsi que la vitesse de l’interface ω
ω =
(
∂G1(v, w, t)
∂t
,
∂G2(v, w, t)
∂t
,
∂G3(v, w, t)
∂t
)t
.
Pour de´crire le syte`me diphasique, e´crivons les e´quations (C.1) et (C.2) au sens des distributions.
Nous rappelons les formules de de´rivation au sens des distributions pour une fonction infiniment
de´rivable sauf en Iij . On note {} la distribution de la fonction de´rive´e usuelle et []ji le saut de la
fonction a` l’interface Iij .
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Fig. C.1 – Syste`me diphasique
Proposition C.0.1
Soient f une fonction scalaire et A une fonction vectorielle, qui sont inde´finiment de´ri-
vables dans R3 ×R sauf sur une hypersurface It de vitesse ω. Les formules de de´rivation
au sens des distributions sont :
∂f
∂xk
=
{
∂f
∂xk
}
+
[
fnk
]j
i
δ(It),
∂f
∂t
=
{
∂f
∂t
}
− [fω · n]j
i
δ(It),
∇f = {∇f}+ [fn]j
i
δ(It),
∇ ·A = {∇ ·A}+ [A · n]j
i
δ(It).
En prenant l’e´quation (C.1) au sens des distributions, il vient{
∂%
∂t
+∇(%u)
}
− [%]j
i
ω · nijδ(Iij) +
[
%u · nij
]j
i
δ(Iij) = 0. (C.3)
De meˆme, on obtient pour l’e´quation (C.2){
∂%u
∂t
+∇(%uu)−∇ · (τ) + %g
}
+
[
%u(u− ω) · nij
]j
i
δ(Iiji) =
[
τnij
]j
i
δ(Iij) + F
σ
surfacique (C.4)
ou` F σsurfacique est la force de tension de surface mode´lise´e par
F σsurfacique = σκnij +∇s · σ,
avec σ la tension de surface et κ la courbure de l’interface [31, 105].
Ainsi on obtient des e´quations ve´rifie´es dans chacune des phases
∂%k
∂t
+∇(%kuk) = 0,
∂%kuk
∂t
+∇(%kukuk)−∇ · (τk) + %kg = 0,
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ou` k = i ou j. De plus, comme on suppose que l’e´coulement est incompressible, il vient finalement
pour k = i ou j
∇ · uk = 0,
%k
(
∂uk
∂t
+ uk · ∇uk
)
−∇ · (τk) + %kg = 0.
Des e´quations (C.3) et (C.4), on obtient les relations de sauts suivantes a` l’interface Iij[
%(u− ω) · nij
]
= 0,[
%u(u− ω) · nij
]
=
[
τnij
]
+ F σsurfacique.
(C.5)
Si on suppose qu’il n’y a pas de transfert de masse a` l’interface, la premie`re relation de saut entraˆıne
%i(ui − ω) · nij = %j(uj − ω) · nij = 0. (C.6)
Comme les masses volumiques sont non nulles, il vient
uj · nij = ω · nij = ui · nij .
De plus, si on suppose que la tension de surface est constante alors la divergence surfacique de σ
est nulle. En utilisant les e´quations (C.5) et (C.6), on a
(τj − τi)nij + σκnij = 0.
Finalement, les vitesses normales sont continues a` l’interface Iij et le saut du tenseur de contrainte
normal de´pend de la force de tension de surface.
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Annexe D
Angles de contact et triangle de
Neumann
On conside`re une bulle pie´ge´e entre deux phases liquides stratifie´es (figure D.1). On note θ1, θ2, θ3
les angles de contact entre les trois phases qui sont lie´s par la relation
θ1 + θ2 + θ3 = 2pi. (D.1)
On propose ici d’e´tablir les relations entre les tensions de surface et les angles de contact ainsi
que les positions des interfaces, conside´re´es infiniment fines, a` l’e´quilibre lorsqu’il y a existence des
points triples [87, 89].
PSfrag replacements θ1
θ2
θ3
phase 1
phase 2
phase 3
Fig. D.1 – Lentille pie´ge´e entre deux phases liquides stratifie´es
A l’e´quilibre, la re´sultante des forces applique´es au point triple est nulle. Par conse´quent, la
somme des composantes des forces suivant la direction de chaque interface est nulle. En conside´rant
que les interfaces sont rectilignes au voisinage du point triple, on obtient
σ12 + σ13 cos θ1 + σ23 cos θ2 = 0, (D.2)
σ12 cos θ1 + σ13 + σ23 cos θ3 = 0, (D.3)
σ12 cos θ2 + σ13 cos θ3 + σ23 = 0. (D.4)
Comme les angles sont lie´s par la relation (D.1), le de´terminant des coefficients s’annule∣∣∣∣∣∣
1 cos θ1 cos θ2
cos θ1 1 cos θ3
cos θ2 cos θ3 1
∣∣∣∣∣∣ = 0.
Ainsi une e´quation du syste`me (D.2)-(D.4) se de´duit des deux autres.
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En multipliant (D.2) par cos θ3 et (D.3) par cos θ2, puis en soustrayant les deux e´quations
obtenues, il vient
σ12(cos θ3 − cos θ1 cos θ2) = σ13(cos θ2 − cos θ1 cos θ3).
Graˆce a` la relation (D.1), on remarque
cos θ2 = cos(2pi − θ1 − θ3) = cos θ1 cos θ3 − sin θ1 sin θ3,
cos θ3 = cos(2pi − θ1 − θ2) = cos θ1 cos θ2 − sin θ1 sin θ2.
Ainsi, on obtient
σ12
sin θ3
=
σ13
sin θ2
.
Par permutation, on a finalement la relation suivante
σ12
sin θ3
=
σ13
sin θ2
=
σ23
sin θ1
,
appele´e relation de Young.
De plus, en multipliant (D.2) par σ12 et (D.3) par σ13, puis en additionnant les deux e´quations
obtenues, il vient
2σ13σ12 cos θ1 = −σ212 − σ213 − σ23(σ12 cos θ2 + σ13 cos θ3).
On utilise alors (D.4) pour avoir
cos θ1 =
σ223 − σ212 − σ213
2σ12σ13
. (D.5)
De meˆme, les angles θ2 et θ3 ve´rifient
cos θ2 =
σ213 − σ212 − σ223
2σ12σ23
, (D.6)
cos θ3 =
σ212 − σ213 − σ223
2σ13σ23
. (D.7)
Des e´quations (D.5)-(D.7) on constate que les tensions de surface et les angles pi − θ1, pi − θ2 et
pi−θ3 sont relie´s entre eux comme les coˆte´s et les angles d’un triangle, appele´ triangle de Neumann
(figure D.2).
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Fig. D.2 – Triangle de Neumann
Comme les tensions de surface forment les coˆte´s d’un triangle, elles doivent satisfaire les ine´ga-
lite´s suivantes
σ12 < σ13 + σ23,
σ13 < σ12 + σ23,
σ23 < σ12 + σ13.
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Pour qu’il existe des points triples a` l’e´quilibre, il faut que ces ine´galite´s soient satisfaites.
Si on conside`re le cas limite σ12 = σ13 + σ23 alors les angles sont θ1 = θ2 = pi et θ3 = 0. Dans
ce cas, la phase 3 s’e´tale totalement entre les phases 1 et 2.
On de´finit le coefficient Si par
Si = σjk − σij − σik, avec (i, j, k) deux a` deux distincts
appele´ parame`tre d’e´talement. Si Si est ne´gatif alors l’e´talement est partiel et il y a existence des
points triples a` l’e´quilibre. Si Si est positif ou nul l’e´talement est total. La phase i s’e´tale entre les
deux autres phases, il n’y a pas de points triples a` l’e´quilibre (figure D.3).
11
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1
2
1
2 2
3 3
3
3
étalement partiel étalement total étalement totalétalement total
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Fig. D.3 – Etalement partiel ou total d’une phase entre deux autres
Dans le cas d’un e´talement partiel, nous avons vu comment les angles de contact sont lie´s avec
les tensions de surface. Nous allons maintenant de´terminer les positions des interfaces. A l’e´quilibre
la lentille adopte une forme donne´e par l’intersection de deux disques, note´s C1, C2 (figure D.4).
Nous allons chercher les rayons des disques C1 et C2 ainsi que la position de leur centre.
1
2
3
(0;0)
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Fig. D.4 – Intersection des deux disques formant la lentille dans le cas d’un e´talement partiel
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On de´finit les angles γ1 et γ2 par γ1 = pi − θ1 et γ2 = pi − θ2 (figures D.1 et D.4). On introduit
l la hauteur de la partie plane de l’interface entre la phase 1 et 2 et L la largeur du domaine. En
supposant que la lentille est initialement sphe´rique, son aire est de´finie par
A = pir2.
On note A1 l’aire de la partie de la lentille qui est au-dessus de l’ordonne´e l et A2 celle en dessous
de l’ordonne´e l. On calcule l’aire Ai de la manie`re suivante (figure D.5)
Ai =
pir2i γi
pi
− 2(ri cos γi · ri sin γi
2
) = r2i (γi − sin γi cos γi). (D.8)
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Fig. D.5 – Disque Ci formant une des deux parties de la lentille
On utilise alors la loi de Laplace (§IV.2 syste`me (IV.1)) pour obtenir une relation entre les
rayons r1 et r2. Dans le cas de l’e´talement partiel, les sauts de pression sont
p1 − p2 = 0,
p3 − p1 = σ13
r1
,
p3 − p2 = σ23
r2
,
ce qui entraˆıne
r2 =
σ23
σ13
r1. (D.9)
En utilisant (D.8) et (D.9) et en notant que A = A1 +A2, on obtient
r1 =
(
A
γ1 − sin γ1 cos γ1 + σ23σ13 (γ2 − sin γ2 cos γ2)
) 1
2
,
r2 =
σ23
σ13
r1.
Enfin, les coordonne´es des centres des disques C1 et C2 sont respectivement (L
2
;h − r1 cos γ1) et
(
L
2
;h+ r2 cos γ2).
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Annexe E
Crite`res pour l’ascension d’une bulle
dans un bain stratifie´
On s’inte´resse a` l’ascension d’une bulle dans un bain stratifie´. Lors de sa monte´e la bulle peut soit
rester pie´ge´e dans l’interface liquide/liquide, soit pe´ne´trer dans la phase le´ge`re. Lorsque la bulle
a traverse´ l’interface, elle peut entraˆıner dans son sillage de la phase lourde dans la phase le´ge`re
(figure E.1).
L’indice 1 re´fe`re a` la bulle, l’indice 2 a` la phase lourde et l’indice 3 a` la phase le´ge`re.
31
2
2
3
1
2
3
1
2
bulle pie´ge´e passage de la bulle
sans entraˆınement
passage de la bulle
avec entraˆınement
Fig. E.1 – Diffe´rents comportements d’une bulle dans un bain stratifie´
Greene et al.[50] proposent des crite`res sur le volume minimal que doit avoir la bulle pour
pe´ne´trer dans la phase le´ge`re et pour entraˆıner de la phase lourde dans la phase le´ge`re. Pour
e´tablir ces crite`res, les auteurs supposent que
– l’e´coulement est monodimensionnel dans la direction verticale ;
– les forces d’inertie et visqueuses sont ne´glige´es par rapport aux forces de flottabilite´, et de
tension de surface ;
– la syme´trie est cylindrique autour de l’axe vertical.
Pour e´tablir le crite`re sur le passage de la bulle, on suppose que celle-ci est soumise seulement
a` la force de flottabilite´ qui tend a` la faire monter et a` la force de tension de surface qui tend a` la
retenir dans l’interface.
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La force de flottabilite´ de´croˆıt lorsque la bulle passe du liquide lourd au liquide le´ger tandis que
la force de tension de surface augmente lorsque la bulle monte c’est-a`-dire lorsque l’angle θ passe
de 0 a`
pi
2
sur la figure E.2.
3
2 1
2
3
1
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Fig. E.2 – Passage d’une bulle a` travers une interface liquide/liquide
La bulle pe´ne`tre dans la phase le´ge`re si la force de flottabilite´ est plus importante que la force
de tension de surface. Ainsi pour e´tablir le crite`re, on conside`re la configuration ou` la force de
flottabilite´ est minimale et la force de tension de surface est maximale c’est-a`-dire θ =
pi
2
.
En notant V1 le volume de la bulle, la force de flottabilite´ est e´gale a` (%3 − %1)V1g~y. Calculons
maintenant la contribution de la force de tension de surface , note´e fσ, ou` seulement la composante
verticale intervient (figure E.3). En effet, la force de tension de surface se compense au niveau du
cylindre entre deux points diame´tralement oppose´s ainsi que sa composante horizontale au niveau
de la demi-sphe`re. En notant A la surface ou` s’applique la force fσ et r le rayon de la bulle, il vient
fσ =
∫
A
σ23κ(~n · ~y)~y ds = −σ23 · 2
r
· 2pi
∫ pi
2
0
r2 sin θ cos θ~y dθ = −2piσ23r~y.
Finalement, la bulle pe´ne`tre dans la phase le´ge`re si
(%3 − %1)V1g − 2piσ23r > 0.
Comme on conside`re une bulle sphe´rique, on a
V1 =
4
3
pir3,
ce qui entraˆıne
(%3 − %1)V1g − 2piσ23
(
3
4pi
V1
) 1
3
> 0
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Fig. E.3 – Application de la force de tension de surface
c’est-a`-dire
V1 >
2pi ( 34pi ) 13 σ23
(%3 − %1)g
 32 .
Par conse´quent, la bulle pe´ne`tre dans la phase le´ge`re si son volume V1 est supe´rieur a`
Vp =
2pi ( 34pi) 13 σ23
(%3 − %1)g
 32 .
Dans [50], un deuxie`me crite`re portant encore sur le volume de la bulle est donne´ afin de pre´dire
l’entrainement de la phase lourde dans la phase le´ge`re. Pour cela, on conside`re le syste`me repre´sente´
sur la figure E.4. On note V2 le volume du fluide lourd entraˆıne´ et r2 le rayon de la colonne forme´e
par le liquide lourd.
On suppose que la bulle et le liquide lourd entraˆıne´ sont soumis seulement a` la force de flotta-
bilite´ et a` la force de tension de surface. Pour cette configuration, la force de flottabilite´ est e´gale
a` (V1(%3 − %1)− V2(%2 − %3)) g~y. La force de tension de surface s’applique seulement sur le liquide
lourd puisque la bulle a traverse´ l’interface.
Il y a entraˆınement lorsque le force de flottabilite´ est plus importante que la force de tension de
surface qui est maximale lorsque l’angle β e´gale
pi
2
(figure E.4). En reprenant la meˆme de´marche
que pour le crite`re pre´ce´dent, la force de tension de surface est e´gale a` −2piσ23r2~y.
On suppose que V2 ≥ 2
3
pir32 lorsque β =
pi
2
. D’apre`s des observations expe´rimentales, le diame`tre
de la colonne est a` peu pre`s celui du diame`tre de la projection de la bulle sur la surface au repos.
On fait l’approximation suivante entre r2 et V1
r2 =
(
3
4pi
V1
) 1
3
S,
ou` S est une fonction qui repre´sente le rapport entre le diame`tre de la projection de la bulle sur la
surface au repos et celui de la sphe`re de volume e´quivalent
S = 1 pour une bulle sphe´rique,
S > 1 pour une bulle ayant la forme d’une calotte sphe´rique.
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Fig. E.4 – Entraˆınement de la phase lourde par la bulle
Finalement, il y a entraˆınement si
(V1(%3 − %1)− V2(%2 − %3)) g > 2piσ23r2.
En utilisant les relations entre r2, V2 et V1 pre´ce´dentes, on a
V1 >
 2piσ23( 34pi ) 13S
g[%3 − %1 − S
1
3
2 (%2 − %3)]
 32 .
Finalement, il y a entraˆınement de la phase lourde dans la phase lege`re si le volume de la bulle est
supe´rieur a`
Ve,1 =
(
4piσ23(
3
4pi )
1
3
g[3%3 − 2%1 − %2]
) 3
2
pour S = 1,
Ve,S =
 2piσ23( 34pi ) 13S
g[%3 − %1 − S
1
3
2 (%2 − %3)]
 32 > Ve,1 pour S > 1.
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Annexe F
Parame`tres physiques et nume´riques
des simulations pre´sente´es
Dans cette annexe, nous listons les parame`tres physiques et nume´riques pour les simulations pre´-
sente´es dans ce document.
Pour chaque figure, nous pre´cisons tout d’abord le domaine de calcul, la ge´ome´trie qui peut
eˆtre carte´sienne ou axisyme´trique, l’initialisation des parame`tres d’ordre et les conditions au bord
(figure F.1). Les autres inconnues sont initialise´es a` 0 sauf dans certain cas ou` ce sera mentionne´.
Nous donnons ensuite les parame`tres physiques utilise´s dans la simulation qui sont selon les e´tudes :
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Fig. F.1 – Domaine d’e´tude
– les tensions de surface [σ12, σ13, σ23] en N.m
−1,
– les masses volumiques [%1, %2, %3] en kg.m
−3,
– les viscosite´s [η1, η2, η3] en Pa.s,
– les chaleurs massiques [cp1, cp2, cp3] en J.kg
−1.K−1,
– les conductivite´ thermiques [λ1, λ2, λ3] en W.m
−1.K−1.
Enfin, nous de´taillons les parame`tres nume´riques :
– le pas de maillage [h] en m,
– le pas de temps [∆t] en s,
– l’e´paisseur d’interface [ε] en m,
– la de´finition de la mobilite´ [mobilite´] (constante ou de´ge´ne´re´e) note´e
CTE si M0 = M,
DEG-EXPL si M0
n = M0(c
n) = M(1− cn1 )2(1− cn2 )2(1− cn3 )2,
DEG-IMPL si M0
n+1 = M0(c
n+1) = M(1− cn+11 )2(1− cn+12 )2(1− cn+13 )2,
– le coefficient M [M ],
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– le potentiel de Cahn-Hilliard F [F ] note´
F0 si F = F0 =
Σ1
2
c21(1− c1)2 +
Σ2
2
c22(1− c2)2 +
Σ3
2
c23(1− c3)2,
F˜0 si F = F˜0 = σ12c
2
1c
2
2 + σ13c
2
1c
2
3 + σ23c
2
2c
2
3,
F˜0 ternaire si F = F˜0 et re´solution du mode`le (I.39) propose´ dans [70],
FΛ si F = FΛ,0 = F0 + P = F0 + 3Λc
2
1c
2
2c
2
3,
– la discre´tisation en temps des de´rive´es partielles de F0 dans les e´quations de Cahn-Hilliard
[discr. F0] note´e
IMPL lorsqu’on re´sout les e´quations (III.24) avec F = F0 ou F = F˜0,
SEMI-IMPL lorsqu’on re´sout les e´quations (III.25) et F = F0,
– la discre´tisation en temps des de´rive´es partielles de FΛ,0 dans les e´quations de Cahn-Hilliard
[discr. FΛ] note´e
IMPL lorsqu’on re´sout les e´quations (III.24) avec F = FΛ,0,
SEMI-IMPL lorsqu’on re´sout les e´quations (III.40) et F = FΛ,0,
– la me´thode de re´solution des e´quations de Navier-Stokes [me´thode NS] note´e
AL lorsqu’on utilise la me´thode de Lagrangien augmente´ de´crite dans le paragraphe III.3.2.a,
IPL lorsqu’on utilise la me´thode de projection incre´mentale de´crite dans le paragraphe
III.3.2.b, en approchant BM−1BT par L
IPMl lorsqu’on utilise la me´thode de projection incre´mentale de´crite dans le paragraphe
III.3.2.b, en approchant BM−1BT par BM−1l B
T
PPL lorsqu’on utilise la me´thode de pe´nalite´-projection de´crite dans le paragraphe III.3.2.c,
en approchant BM−1BT par L
PPMl lorsqu’on utilise la me´thode de pe´nalite´-projection de´crite dans le paragraphe III.3.2.c,
en approchant BM−1BT par BM−1l B
T
– le parame`tre d’augmentation r [r].
Les termes entre crochets correspondent aux de´signations utilise´es dans la suite.
Nous re´solvons le syste`me de Cahn-Hilliard avec les inconnues (c1, c2, µ1, µ2), le couple (c3, µ3)
est calcule´ par
c3 = 1− c1 − c2, µ3 = −
(
Σ3
Σ1
µ1 +
Σ3
Σ2
µ2
)
.
F.1 Parame`tres des re´sultats du Chapitre 1
• page 36, Figure I.4
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
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Parame`tres physiques :
σ12 σ13 σ23
1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0
8.3 10−3 1 2.5 10−3 CTE 10−9 F0 IMPL
• page 37, Figure I.5
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0
8.3 10−3 1 4. 10−4 CTE 1.3 10−2 F˜0 ternaire IMPL
8.3 10−3 1 2.5 10−3 CTE 10−9
F˜0 IMPL
F0
• page 37, Figure I.6
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0
8.3 10−3
1 2.5 10−3 CTE 10−9 F˜0 IMPL5.5 10−3
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• page 45, Figure I.8
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
3 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. FΛ
8.3 10−3 0.02 2.5 10−3 CTE 5.3 10−9 FΛ=7 IMPL
• page 45, Figure I.9
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
3 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 discr. FΛ
8.3 10−3 5. 10−4 2.5 10−3 CTE 2.7 10−10
F0 IMPL
FΛ=7 IMPL
• page 47, Figure I.10
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
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Parame`tres physiques :
σ12 σ13 σ23
1 0.5 0.55
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 discr. FΛ
8.3 10−3 1 2.5 10−3 CTE 10−9
F0 IMPL
FΛ=7 IMPL
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F.2 Parame`tres des re´sultats du Chapitre 3
• page 90, Figure III.1
Initialisation :
domaine [0; 8.4 10−3]× [0; 6.3 10−2]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 1.05 10−2)2 − 4.2 10−3)
)
phase le´ge`re c2 =
1
2 +
1
2 tanh
(
2
ε
(z − 2.94 10−2))
phase lourde c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.1 1 1000 1500 10−4 0.1 0.15
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
3. 10−4
10−3
6.3 10−4 DEG-IMPL 2.1 10−5 F0
IMPL
PPL 1
SEMI-IMPL
10−4
IMPL
SEMI-IMPL
• page 97, Figure III.2
Initialisation :
domaine [0; 8.4 10−3]× [0; 6.3 10−2]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 1.05 10−2)2 − 4.2 10−3)
)
phase le´ge`re c2 =
1
2 +
1
2 tanh
(
2
ε
(z − 2.94 10−2))
phase lourde c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.1 1 1000 1500 10−4 0.1 0.15
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. FΛ me´thode NS r
3. 10−4
10−3
6.3 10−4 DEG-IMPL 2.1 10−5 FΛ= 1
3
IMPL
PPL 1
SEMI-IMPL
10−4
IMPL
SEMI-IMPL
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• page 98, Figure III.3 et Figure III.4
Initialisation :
domaine [10−5; 1.25 10−2]× [0; 7. 10−2]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 1.75 10−2)2 − 5. 10−3)
)
huile c2 =
1
2 +
1
2 tanh
(
2
ε
(z − 3. 10−2))
eau c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.02 0.07 0.03 1.29 970 1000 1.85 10−5 0.05 0.001
Parame`tres nume´riques :
h ∆t ε mobilite´ M
2. 10−4 ≤ h ≤ 6. 10−4 5. 10−4 10−3 DEG-IMPL 6.7 10−5
F discr. FΛ me´thode NS r
FΛ= 10
3
SEMI-IMPL PPL 100
Le maillage est plus fin autour de l’interface liquide/liquide (0.04 ≤ z ≤ 0.055) et dans la colonne
0 ≤ r ≤ 0.008.
• page 104, Figure III.5
Initialisation :
domaine [−8.5 10−3; 8.5 10−3]× [0; 0.034]
ge´ome´trie 2D carte´sienne
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
x2 + (y − 8.5 10−3)2 − 4.25 10−3)
)
c2 = 0
phase liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3 et u = 0 sur Γ2 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 1.29 10−3 0.129 0.129
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
3.4 10−3 10−3 6.8 10−3 DEG-EXPL 2. 10−5 F0 IMPL AL 500
191
Annexe F. Parame`tres physiques et nume´riques des simulations pre´sente´es
• page 105, Figure III.6
Initialisation :
domaine [−8.5 10−3; 8.5 10−3]× [0; 0.034]
ge´ome´trie 2D carte´sienne
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
x2 + (y − 8.5 10−3)2 − 4.25 10−3)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(
2
ε
(y − 2.55 10−2))
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3 et u = 0 sur Γ2 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 900 1000 1.29 10−3 0.129 0.129
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
5.6 10−3 10−3 6.8 10−3 DEG-EXPL 2. 10−5 F0 IMPL AL 500
• page 112, Figure III.7 ; page 113, Figure III.8
Initialisation :
domaine [0; 4. 10−3]× [0; 8. 10−3]
ge´ome´trie 2D carte´sienne
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
(x− 2. 10−3)2 + (y − 2. 10−3)2 − 7.9 10−4)
)
c2 = 0
phase liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3 et u = 0 sur Γ2 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 4.58 10−4 0.0458 0.0458
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
10−4 10−3 2. 10−4 DEG-EXPL 1.3 10−6 F0 IMPL
AL 100
IPMl
IPL
PPL 1
PPMl 100
PPL 100
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F.2. Parame`tres des re´sultats du Chapitre 3
• page 115, Figure III.10
Initialisation :
domaine [0; 7.65 10−2]× [0; 1.275 10−2]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 1.275 10−2)2 − 4.25 10−3)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 1.29 10−3 1.29 10−1 1.29 10−1
Parame`tres nume´riques :
h ∆t ε mobilite´ M
2.6 10−4 ≤ h ≤ 6.8 10−4 10−3 5. 10−4 DEG-EXPL 2.7 10−5
F discr. F0 me´thode NS r
F0 IMPL PPMl 10
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 0.0068.
• page 116, Figure III.11
Initialisation :
domaine [0; 1]× [0; 1]
ge´ome´trie 2D carte´sienne
ellipse c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
1
0.12(x− 0.5)2 + 10.4(y − 0.5)2 − 0.4)
)
c2 = 0
c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0
1.4 10−2 1 0.028 DEG-EXPL 4.7 10−3 F0 IMPL
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• page 116, Figure III.12
Initialisation :
domaine [0; 1]× [0; 1]
ge´ome´trie 2D carte´sienne
ellipse c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
1
0.12(x− 0.5)2 + 10.4(y − 0.5)2 − 0.4)
)
c2 = 0
c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0
1.4 10−2 1 0.028 DEG-EXPL
4.7 10−3
F0 IMPL4.7 10
−4
4.7 10−5
• page 117, Figure III.13
Initialisation :
domaine [0; 9.75 10−2]× [0; 5.85 10−1]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 9.75 10−2)2 − 3.25 10−2)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 1.53 10−2 1.53 1.53
Parame`tres nume´riques :
h ∆t ε mobilite´ M
2. 10−3 ≤ h ≤ 5.2 10−3 10−3 3.9 10−3 DEG-EXPL
3.4 10−4
3.4 10−5
3.4 10−6
3.4 10−7
F discr. F0 me´thode NS r
F0 IMPL PPMl 10
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 0.052.
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F.2. Parame`tres des re´sultats du Chapitre 3
• page 118, Figure III.14
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
1 1 1 1 1 1 1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
1.4 10−3
10−3 2.8 10−3 DEG-EXPL 4.7 10−7 F0 IMPL AL 100
10−3
8.3 10−4
7.1 10−4
• page 118, Figure III.15
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
1 1 1 1 1 1 1 1 1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
10−3
10−3
3. 10−3
DEG-EXPL 6. 10−7 F0 IMPL AL 1008.3 10
−4 2.5 10−3
7.1 10−4 2.1 10−3
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F.3 Parame`tres des re´sultats du Chapitre 4
• page 123, Figure IV.2 ; page 125, Figure IV.4 ; page 125, Figure IV.5 ; page 126,
Figure IV.6 ; page 127, Figure IV.7
- ”Dimpled”
Initialisation :
domaine [0; 4.95 10−2]× [0; 2.97 10−1]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 4.95 10−2)2 − 1.65 10−2)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 3.24 10−2 3.24 3.24
Parame`tres nume´riques :
h ∆t ε mobilite´ M
10−3 ≤ h ≤ 2.6 10−3 10−3 3.9 10−3 DEG-EXPL 6.7 10−4
F discr. F0 me´thode NS r
F0 IMPL PPMl 10
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 0.0264.
- ”Ellipsoidal”
Initialisation :
domaine [0; 1.275 10−2]× [0; 7.65 10−2]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 1.275 10−2)2 − 4.25 10−3)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 1.29 10−3 0.129 0.129
Parame`tres nume´riques :
h ∆t ε mobilite´ M
2.6 10−4 ≤ h ≤ 6.8 10−4 10−3 5.1 10−4 DEG-EXPL 2.6 10−5
F discr. F0 me´thode NS r
F0 IMPL PPMl 10
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Le maillage est plus fin dans la colonne 0 ≤ r ≤ 6.8 10−3.
- ”Skirted”
Initialisation :
domaine [0; 9.75 10−2]× [0; 5.85 10−1]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 9.75 10−2)2 − 3.25 10−2)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 1.53 10−2 1.53 1.53
Parame`tres nume´riques :
h ∆t ε mobilite´ M
2. 10−3 ≤ h ≤ 5.2 10−3 10−3 3.9 10−3 DEG-EXPL 3.4 10−5
F discr. F0 me´thode NS r
F0 IMPL PPMl 10
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 0.052.
• page 124, Figure IV.3
Initialisation :
domaine [0; 9.75 10−2]× [0; 5.85 10−1]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 9.75 10−2)2 − 3.25 10−2)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 1.53 10−2 1.53 1.53
Parame`tres nume´riques :
h ∆t ε mobilite´ M
2. 10−3 ≤ h ≤ 5.2 10−3 10−3 3.9 10−3 DEG-EXPL
3.4 10−4
3.4 10−5
3.4 10−6
3.4 10−7
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F discr. F0 me´thode NS r
F0 IMPL PPMl 10
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 0.052.
• page 129, Figure IV.8 ; page 129, Figure IV.9
Initialisation :
domaine [0; 0.072]× [0; 0.432]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 0.072− 0.024)
)
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 5.4 10−5 5.4 10−3 5.4 10−3
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
9. 10−4 10−3 3.2 10−3 DEG-EXPL 4. 10−4 F0 IMPL PPMl 10
• page 130, Figure IV.10 ; page 130, Figure IV.11
Initialisation :
domaine [0; 0.072]× [0; 0.432]
ge´ome´trie 3D axisyme´trique
bulle calotte∗
c2 = 0
liquide c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ3, u = 0 sur Γ2 et 2ηD(u)n− pn = 0 sur Γ4
∗ Pour initialiser la bulle sous la forme d’une calotte, on prend le re´sultat obtenu a` t = 0.25 d’un
calcul ou` la bulle est initialement sphe´rique. On fait varier la viscosite´ de manie`re line´raire suivant
z. On prend η3 = 0.5 a` z = 0 et η3 = 5.4 10
−3 a` z = 0.24. Pour z > 0.24 on a η3 = 5.4 10
−3.
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.07 1 1 1000 5.4 10−5 5.4 10−3 5.4 10−3
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
9. 10−4 10−3 3.2 10−3 DEG-EXPL 4. 10−4 F0 IMPL PPMl 10
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• page 132, Figure IV.14 ; page 133, Figure IV.15 ; page 133, Figure IV.16
Initialisation :
domaine [0; 0.08]× [0; 0.1]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
1 0.08 1.4
1 1 1 1 1 11 1 1
1 0.6 0.6
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
8.3 10−4 10−3 2.8 10−3 DEG-EXPL 4.8 10−7 F0 IMPL AL 100
• page 133, Tableau IV.3
Initialisation :
domaine [0; 0.08]× [0; 0.1]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
1 0.08 1.4
1 1 1 1 1 11 1 1
1 0.6 0.6
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
1.4 10−3
10−3 2.8 10−3 DEG-EXPL 4.8 10−7 F0 IMPL AL 100
10−3
8.3 10−4
7. 10−3
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• page 134, Figure IV.17
Initialisation :
domaine [0; 0.1]× [0.02; 0.08]
ge´ome´trie 2D carte´sienne
phase supe´rieure c1 =
1
2 +
1
2 tanh
(
2
ε
min(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
phase infe´rieure c2 =
1
2 +
1
2 tanh
(
2
ε
max(
√
(x− 0.05)2 + (y − 0.05)2 − 0.012, y − 0.05)
)
lentille c3 = 1− c1 − c2
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
Parame`tres physiques :
σ12 σ13 σ23
3 1 1
1 1 3
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. FΛ
8.3 10−3 0.02 2.5 10−3 CTE 5.3 10−9 FΛ=7 IMPL
• page 137, Figure IV.20 ; page 137, Tableau IV.5
Initialisation :
rayon
rb = 0.002
rb = 0.0025
rb = 0.0026
rb = 0.0027
rb = 0.0028
rb = 0.0029
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15 0.1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
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• page 138, Tableau IV.6
Initialisation :
rayon
rb = 0.003
rb = 0.004
rb = 0.005
rb = 0.006
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15 0.1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
• page 138, Tableau IV.7
Initialisation :
rayon
rb = 0.003
rb = 0.004
rb = 0.005
rb = 0.006
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15 0.1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−7 F0 IMPL PPL 1000
201
Annexe F. Parame`tres physiques et nume´riques des simulations pre´sente´es
• page 140, Figure IV.21 ; page 141, Figure IV.22
Initialisation :
rayon rb = 0.008
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15 0.1
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
• page 141, Figure IV.23
Initialisation :
rayon rb = 0.008
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1
1100
1000 10−4 0.15 0.11200
1300
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
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• page 141, Figure IV.24
Initialisation :
rayon rb = 0.008
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200
900
10−4 0.15 0.11000
1100
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
• page 142, Figure IV.25
Initialisation :
rayon rb = 0.008
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4
0.1
0.10.15
0.2
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
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• page 142, Figure IV.26
Initialisation :
rayon rb = 0.008
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 8rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15
0.01
0.1
0.2
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
• page 145, Figure IV.28 ; page 146, Figure IV.29 ; page 147, Figure IV.30
Initialisation :
rayon
rb = 0.004
rb = 0.008
domaine [0; 2rb]× [0; 20rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 10rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15 0.1
λ1 λ2 λ3 cp1 cp2 cp3
0.29 30 3 2800 600 600
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
DEG-EXPL 1.1 10−5 F0 IMPL PPL 1000
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• page 149, Figure IV.32 ; page 149, Figure IV.33 ; page 151, Figure IV.36 ; page 150,
Figure IV.35
Initialisation :
domaine [0; 0.008]× [0; 0.08]
ge´ome´trie 3D axisyme´trique
phase gazeuse
c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 1.08 10−2 − 0.004)
)
+12 +
1
2 tanh
(
−2
ε
(
√
(r + 0.0082)2 + z2 − 0.01)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 0.04))
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ3 ∪ Γ4
M0(c)∇µi · n = 0, c1 = c1D, c2 = 1− c1D, c3 = 0 sur Γ2
(−pn+ 2ηD(u)n) · t = 0 sur Γ1 ∪ Γ3, −pn+ 2ηD(u)n = 0 sur Γ4
u =
{
ue si r < rα,
0 sinon.
sur Γ2
avec c1D =
1
2 +
1
2 tanh
(
−2
ε
(
√
(r + 0.0082)2 + z2 − 0.01)
)
, rα = 1.2 10
−3 et ue = (0, 0.4).
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
0.07 0.07 0.05 1 1200 1000 10−4 0.15 0.1
λ1 λ2 λ3 cp1 cp2 cp3
0.29 30 3 2800 600 600
Parame`tres nume´riques :
h ∆t ε mobilite´ M F discr. F0 me´thode NS r
rb
14
10−3
rb
7
EXPL∗ 2.2 10−5 F0 IMPL PPL 1000
∗ La mobilite´ de´pend des parame`tres d’ordre mais elle est strictement positive. On prend une
mobilite´ de´ge´ne´re´e a` laquelle on ajoute 0.001M .
• page 155, Figure IV.37
Initialisation :
rayon
rb = 0.003
rb = 0.004
domaine [10−5; 3rb]× [0; 12rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 3rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 6rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
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σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
1.3 0.8 1 0.1 7800 4000 7.3 10−5 0.1 0.1
Parame`tres nume´riques :
h ∆t ε mobilite´ M
0.1rb ≤ h ≤ 0.07rb 5. 10−5 0.15rb DEG-IMPL 2. 10−5
F discr. F0 me´thode NS r
F0 IMPL PPL 5000
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 2rb.
• page 155, Figure IV.38
Initialisation :
rayon rb = 0.011
domaine [10−5; 3rb]× [0; 15rb]
ge´ome´trie 3D axisyme´trique
bulle c1 =
1
2 +
1
2 tanh
(
−2
ε
(
√
r2 + (z − 2.5rb)− rb)
)
phase lourde c2 = 1− c1 − c3
phase le´ge`re c3 =
1
2 +
1
2 tanh
(−2
ε
(z − 7rb)
)
conditions au bord ∇ci · n = M0(c)∇µi · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 ∪ Γ4
u · n = 0 sur Γ1 ∪ Γ2 ∪ Γ3 et 2ηD(u)n− pn = 0 sur Γ4
Parame`tres physiques :
σ12 σ13 σ23 %1 %2 %3 η1 η2 η3
1.3 0.8 1 0.1 7800 4000 7.3 10−5 0.1 0.1
Parame`tres nume´riques :
h ∆t ε mobilite´ M
0.1rb ≤ h ≤ 0.07rb 5. 10−5 0.15rb DEG-IMPL 2. 10−5
F discr. F0 me´thode NS r
F0 IMPL PPL 5000
Le maillage est plus fin dans la colonne 0 ≤ r ≤ 2rb.
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Echanges de masse et de chaleur entre deux phases liquides stratifie´es dans un
e´coulement a` bulles
Re´sume´ : Lors d’un hypothe´tique accident majeur dans un re´acteur a` eau sous pression, la de´-
gradation du cœur peut produire un bain stratifie´, traverse´ par un flux de bulles. Ce dernier in-
fluence grandement les transferts thermiques, dont l’intensite´ est de´terminante dans le de´roulement
de l’accident. Dans ce contexte, ce travail porte sur une mode´lisation de type interface diffuse pour
l’e´tude d’e´coulements incompressibles, anisothermes, compose´s de trois constituants non miscibles,
sans changement de phase. Dans les me´thodes a` interface diffuse, l’e´volution du syste`me est de´crite
a` travers la minimisation d’une e´nergie libre. L’originalite´ de notre approche, inspire´e du mode`le de
Cahn-Hilliard, re´side dans la forme particulie`re de l’e´nergie que nous proposons, qui permet d’avoir
un mode`le alge´briquement et dynamiquement consistant, au sens suivant : d’une part, l’e´nergie libre
triphasique co¨ıncide exactement avec celle du mode`le de Cahn-Hilliard diphasique quand seulement
deux des phases sont pre´sentes ; d’autre part, si une phase est initialement absente alors elle n’appa-
raˆıtra pas au cours du temps, cette dernie`re proprie´te´ e´tant stable vis a` vis des erreurs nume´riques.
L’existence et l’unicite´ des solutions faibles et fortes sont de´montre´es en dimension 2 et 3 ainsi qu’un
re´sultat de stabilite´ pour les e´tats me´tastables.
La mode´lisation d’un syste`me ternaire en e´coulement anisotherme est ensuite poursuivie par couplage
des e´quations de Cahn-Hilliard avec celles du bilan d’e´nergie et de Navier-Stokes ou` les contraintes
surfaciques sont prises en compte a` travers des forces volumiques capillaires. L’ensemble est discre´tise´
en temps et en espace de fac¸on a` pre´server les proprie´te´s du proble`me continu (conservation du volume,
estimation d’e´nergie). Diffe´rents re´sultats nume´riques sont pre´sente´s, depuis le cas de validation de
l’e´talement d’une lentille entre deux phases jusqu’a` l’e´tude des transferts de masse et de chaleur a`
travers une interface liquide/liquide traverse´e par une bulle ou un train de bulles.
Heat and mass transfers between two stratified liquid phases in a bubbly flow
Abstract : During an hypothetical major accident in a pressurized water reactor, the deterioration
of the core can produce a stratified pool crossed by a bubbly flow. This latter strongly impacts the
heat transfers, whose intensities are crucial in the progression of the accident. In this context, this
work is devoted to the diffuse interface modelling for the study of anisotherm incompressible flows,
composed of three immiscible components, with no phase change. In the diffuse interface methods,
the system evolution is driven by the minimisation of a free energy. The originality of our approach,
derived from the Cahn-Hilliard model, is based on the particular form of the energy we proposed,
which enables to have an algebraically and dynamically consistent model, in the following sense : on
the one hand, the triphasic free energy is equal to the diphasic one when only two phases are present ;
on the other, if a phase is not initially present then it will not appear during system evolution, this
last property being stable with respect to numerical errors. The existence and the uniqueness of
weak and strong solutions are proved in two and three dimensions as well as a stability result for
metastable states.
The modelling of an anisotherm three phase flow is further accomplished by coupling the Cahn-
Hilliard equations with the energy balance and Navier-Stokes equations where surface tensions are
taken into account through volumic capillary forces. These equations are discretized in time and space
in order to preserve properties of continuous model (volume conservation, energy estimate). Different
numerical results are given, from the validation case of the lens spreading between two phases, to the
study of the heat and mass transfers through a liquid/liquid interface crossed by a single bubble or
a series of bubbles.
Mots-clefs : Simulation nume´rique directe, mode`le de Cahn-Hilliard/Navier-Stokes, e´coulement tri-
phasique, interface liquide/liquide, bulles, entraˆınement, interaction corium-be´ton.
Discipline - Spe´cialite´ doctorale : Mathe´matiques Applique´es.
Adresse des laboratoires : IRSN/DPAM/SEMIC/LIMSI, BP 3, 13115 St-Paul-Lez-Durance,
LATP, 39 rue F. Joliot Curie, 13453 Marseille cedex 13.
