The paper considers convergence, accuracy and efficiency of a block J-Jacobi method. The method is a proper BLAS 3 generalization of the known method of Veselić for computing the hyperbolic singular value decomposition of rectangular matrices. At each step, the proposed algorithm diagonalizes the block-pivot submatrix. The convergence is proved for cyclic strategies which are weakly equivalent to the row-cyclic strategy. The relative accuracy is proved under the standard conditions. Numerical tests show improved performance with respect to the block-oriented generalization of the original method of Veselić. Combined with the Hermitian indefinite factorization, the proposed method becomes accurate and efficient eigensolver for Hermitian indefinite matrices.
Introduction
In this paper we consider a block J-Jacobi method for solving the eigenvalue problem for the pair (A, J), where A is Hermitian positive definite and J is the diagonal matrix of signs. The method is a proper block generalization of the known method of Veselić [39] , which has been proposed for definite matrix pairs (H, J), H Hermitian. The convergence and accuracy properties of that simple method have been studied in [39, 12, 26] and [34, 35] , respectively.
The most natural application of the Veselić method lies in its use in the compound method for accurate computation of the eigenvalues and eigenvectors of an indefinite Hermitian (or symmetric) matrix of order n. The first part of the method computes the indefinite factorization of the Hermitian matrix H, by a variant of the Bunch-Parlett factorization (see [7, 3, 4, 6, 5, 1] ), while the second part computes the eigenvalues and eigenvectors of the positive definite pair (A, J), A = G * G. Here G is the full column rank m × n matrix obtained from the indefinite factorization H = GJG * . In [21] we have explained with more details how G is obtained from H. We believe that the best way how to solve the obtained generalized eigenproblem is to compute the hyperbolic singular value decomposition (HSVD) of G (see [2] ), by using one-sided version of the Jacobi-type algorithm of Veselić [39] . We shall refer to it as J-Jacobi algorithm. This method has been proved to be relatively accurate [35] .
If G is any m × n matrix with m ≥ n, the HSVD of G with respect to J, has the form
where U is m × m unitary, Σ is the matrix of hyperbolic singular values, and V is n × n J-unitary matrix, which satisfies V * JV = J. If G is the factor of the Hermitian indefinite matrix H, H = GJG * , then using the HSVD, we have
Hence, the squares of the hyperbolic singular values of G are, up to the signs in J, the nonzero eigenvalues of H, and U is the corresponding eigenvector matrix. The method becomes more efficient if J has the form diag(I ν , −I n−ν ) where 1 ≤ ν ≤ n − 1. This can be achieved by the congruence transformation (G * G, J) → (P * 1 G * GP 1 , P * 1 JP 1 ) with a suitable permutation matrix P 1 .
If G is "well-behaved", i.e., if small relative changes in the elements of G can cause only small relative changes in the hyperbolic singular values and vectors, then the onesided algorithm of Veselić will compute them with an appropriate relative accuracy. In particular, if the condition number of G∆ is small for some nonsingular diagonal ∆, then the eigensystem of H can be accurately computed by the compound method. As has been explained in [21] , G can be replaced by RP 2 where R is the triangular factor from the QR factorization with column pivoting of G and P 2 is permutation. In that case RP 2 (= Q * G) can be equally well scaled from the right-hand side, but additionally, it can be well (usually much better) scaled from the left-hand side. Thus, the condition of ∆ 2 RP 2 will be small for some diagonal matrix ∆ 2 . As we shall see in Section 4, this property will ensure the relative accuracy of the method. We note that instead of using QR with column pivoting, one can use a version of the Bunch-Parlett algorithm with complete pivoting. Now, let us concentrate on the iterative part of the compound method for H. We know that one-sided Jacobi algorithms can be made more efficient by blocking (see [17, 20, 21] ). In the presence of two or more layers of memory with different speeds, many 2 blocked algorithms show significant speedups. Even simple matrix multiplication performed as block multiplication is several times faster than the element-wise multiplication. A similar reasoning leads us to the construction of the block Jacobi-type algorithms (see [16, 17, 20] ). Each block Jacobi-type method is based on some block matrix partition. The one-sided methods require block-column (or block-row) partitions, while their two-sided counterparts require the full block matrix partitions with square diagonal blocks.
With each one-sided J-Jacobi method is associated its two-sided counterpart. The one-sided method acts on G from the right-hand side while the two-sided method acts on G * G from the both sides. They both solve the same eigenvalue problem for (G * G, J). Usually, the one sided method is faster and more accurate than its two-sided counterpart. However, the convergence of the both versions is defined as convergence of the twosided method. Typically, for convergence issues one considers the two-sided method and for accuracy and efficiency issues one considers the one-sided method. These facts hold for block and non-block methods.
There are two ways how to design a block J-Jacobi algorithm. One way, which leads to the block-oriented algorithm, is described in [21] . The block-oriented two-sided algorithms only make the block-pivot submatrix more diagonal. The other way leads to the proper or full block J-Jacobi algorithm. Its two-sided counterpart (fully) diagonalizes the block-pivot submatrix at each step. Each approach has its advantages and shortcomings. The advantage of the full block algorithms over their block-oriented counterparts is their efficiency. They are faster on large matrices because they better exploit the fast cache memory. Their shortcoming has been so far the lack of the convergence and accuracy results. The aim of this paper is to provide the global convergence and accuracy results for the full block methods as well as to present the results of some preliminary numerical tests.
The paper is organized as follows. In Section 2, we derive the two-sided full J-Jacobi method and prove some of its basic properties. We describe one block step and show some important properties of the unitary and J-unitary block transformations. We also introduce block-pivot strategies. Section 3 is devoted to the global convergence of the method. We first show the non-increasing property of the trace of the iteration matrix. Then we prove convergence to diagonal form, under any strategy that is weakly equivalent to the row-cyclic one. This class encompasses almost all known pivot strategies that are used for sequential and parallel computations. We also give some comments on the asymptotic convergence of the method. In Section 4 we show that under standard conditions (i.e., those that are used for the non-blocked method), one step of the one-sided block J-Jacobi algorithm can cause only tiny changes in the computed hyperbolic singular values. The proof is made for the one-sided block method because our numerical tests show that it is more accurate than its two-sided counterpart.
Section 5 describes fine implementation details and presents the results of numerical tests. The tests include comparison with the block-oriented algorithms. In the final 3 section, we give conclusion and describe some remaining open problems.
The two-sided block J-Jacobi method
Here, we describe how to make the iterative part of the compound method, a proper BLAS 3 algorithm. Since the global and the asymptotic convergence, as well as the stopping criterion of the one-sided J-Jacobi algorithm are defined by help of their twosided counterpart, we restrict our attention to the two-sided method.
We start our consideration with the pair (A, J), where A is positive definite and J = diag(I ν , −I n−ν ), 1 ≤ ν ≤ n − 1. Here, A = G * G and typically A = (RP) * (RP) where G = QRP and P = P 2 P 1 is permutation. The permutation P 2 and the upper-triangular R come from the QR factorization with column pivoting of G. The second permutation P 1 transforms J into J = P T 1 JP 1 = diag(I ν , −I n−ν ) and in addition it makes the diagonal elements of JA nonincreasingly ordered. If we partition the matrix A = (a rt ) in accordance with the initial partition of J, we can write
where A 11 is ν × ν. Thus, the diagonal elements of A 11 are ordered non-increasingly and those of A 22 non-decreasingly. This assumption is attractive for two reasons: it makes the theoretical analysis simpler and, as numerical tests indicate, J-Jacobi algorithms converge faster if this property is present during the iteration. Let us explain the first claim. Let C be a J-unitary matrix which diagonalizes A. That is, C * JC = J, C * AC = Λ, where Λ is diagonal. Then
If the eigenvalues of JA are ordered nonincreasingly, then the perturbation analysis will be simpler if the same ordering is assumed for the diagonal elements of JA. And this accounts for the assumption in (2.1). Let Λ = diag(λ 1 , . . . , λ n ). Then the eigenvalues of JA (which are exactly those of the pair (A, J)) are as follows, λ 1 ≥ · · · ≥ λ ν > −λ ν+1 ≥ · · · ≥ −λ n . In [39] , Veselić has shown that the gap between the positive and the negative part of the spectrum, δ 0 = λ ν +λ ν+1 , satisfies the inequality a rr +a ss ≥ δ 0 (with strict inequality when a rs 0), whenever 1 ≤ r ≤ ν < s ≤ n. The Hermitian matrix A−µJ is positive definite if and only if µ ∈ −λ ν+1 , λ ν . The classical perturbation theorem for Hermitian matrices implies that A − µJ will be positive definite for any µ ∈ −σ min (A), σ min (A) . Hence, we must have 2σ min (A) ≤ δ 0 . Here, σ min (A) is the smallest singular value of A.
Each block J-Jacobi method is defined by some "block pivot strategy" which selects the off-diagonal blocks, one at a time. Therefore, a block matrix partition must be given.
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We call it the basic (block) partition and denote it in the following way (cf. [21] )
Here each diagonal block A ii is of order n i , 1 ≤ i ≤ p + q. The same partition applies to J, so that J = diag(J 11 , . . . , J pp , . . . , J p+q,p+q ). Obviously,
At each (block-)step, a block J-Jacobi method either annihilates one off-diagonal block A i j or reduces its Frobenius norm. So, the block J-Jacobi method for solving the eigenproblem of the pair (A, J) can be described as an iterative process of the form
and has the form
Here, i = i(k), j = j(k), i < j, are the pivot indices and (i, j) is the pivot pair. Sometimes we shall use the notation V
The matrices of the form (2.4) are called (see [19] ) elementary block matrices. Pivot strategy is the way how the pivot pairs are selected. Since i and j are subscripts of the blocks, we can use phrases like: block pivot indices, block pivot pair and block pivot strategy or shorter block strategy.
This matrix is J i j -unitary, where
. Since J-unitary matrices make a multiplicative group, V [k] is J-unitary. Let C be as above, the J-unitary matrix which diagonalizes the pair (A, J). Then, regardless of the pivot strategy, for each k, the J-unitary matrix
This shows that under any pivot strategy, at every step k, the diagonal elements of A (k) satisfy a
One block step
Next, we consider one step of the block method. For simplicity, we denote the current matrix A (k) by A, the transformed matrix A (k+1) by A and the J-unitary transformation matrix by V. By A we denote the pivot submatrix of A which is transformed by both, the left-hand and the right-hand transformation. This is in accordance with the notation of V from (2.5). Note that where generally, tr(X) denotes the trace of X and X = √ tr(X * X) is the Frobenius norm of X. At the level of pivot submatrices level, we havê
In (2.9), we call A i j and A ji pivot blocks of A. Note thatÂ is not the pivot submatrix of A , but the transformed pivot submatrix A. Generally, the purpose of one step is to make A more diagonal than A.
In [21] we have considered the block-oriented methods which makeÂ more diagonal than A. Here we consider the proper or full block methods which make the pivot blocks A i j and A ji zero. Thus, we have to compute the transformation which annihilates A i j and A ji .
During the iteration, the matrix A will most of the time be almost diagonal. Therefore a natural choice of the method which solves the diagonalization task for the (n i + n j ) × (n i + n j ) pivot submatrix is some Jacobi-type method, e.g., the J-Jacobi method of Veselić. It uses the hyperbolic rotations if 1 ≤ i ≤ p < j ≤ p + q and the standard 6
Jacobi rotations otherwise. Note however, if this method is to annihilate just A i j and A ji it will be (linearly) slow. Therefore, we shall make a better job if we diagonalize A instead of just trying to annihilate A i j and A ji . Our numerical tests show that annihilating A i j and A ji alone is not less expensive in CPU time than diagonalizing the whole pivot submatrix. Instead of writing proper or full block step we shall use the term block step or simply the step of the method. Thus, we assume that at each step the current pivot submatrix is diagonalized.
Note, if we always diagonalize the pivot submatrices, then after certain number of steps all starting submatrices A will have A ii and A j j already diagonal. Therefore, it makes sense to assure that this property holds from the beginning (cf. [17, 19] ). This initial transformation also makes the block method simpler. So, we assume the following preprocessing. We apply p + q block steps to diagonalize all diagonal blocks. This corresponds to replacing the assumption
i diagonal. The unitary matrices Z i can be obtained by any of the known methods. However, since our aim is to construct an accurate method, these diagonalizations have to be computed accurately. Typically, one can use the Cholesky factorization followed by the one-sided SVD Jacobi algorithm, or followed by the Kogbetliantz method, or one can just apply the two-sided Hermitian Jacobi method.
Let us return to the kth step. Because of the preprocessing, the relation (2.9) takes the form
Hence, we can keep the diagonal of A in a separate vector d and use a trick of Rutishauser [42] . It amounts to accumulating all contributions to the diagonal (coming from a certain number of steps) in a separate vector z, and then to update d by z. This contributes to the accuracy of the computed eigenvalues. So, to compute V, only access to the block A i j and to the vectors d and z will be needed. Next, we derive some useful relations, quite similar to those in [39] . We consider two cases:
In the case (i) we consider first the choice: 1 ≤ i < j ≤ p. The transformation is unitary and since the Frobenius norm is unitarily invariant, we obtain from the relation (2.10)
Since we also have A 11 2 = A 11 2 , A 12 2 = A 12 2 , and A 22 = A 22 , we can conclude from (2.11), that 12) holds. Here for any square X,
is the off-norm (or departure from the diagonal form) of X. A similar analysis for the case p + 1 ≤ i < j ≤ p + q implies the relations (2.11) and (2.12), provided that A 11 and A 11 in (2.12) are replaced by A 22 and A 22 , respectively. Now, let us consider the case (ii). Then V is J-unitary and V is J unitary. At the level of pivot submatrices, the relations (2.7) and (2.8) have the following analogues
(2.13)
If we add diag(Λ 1 , Λ 2 , . . . , Λ p+q ) 2 to the both sides of (2.8) and use (2.14), we obtain
Thus, the measure
is increased (decreased) during unitary (J-unitary) steps by the quantity 2 A i j 2 . Hence, neither Θ(A), nor Off(A) are monotone functions during the whole process.
For the non-block J-Jacobi method, the J-unitary steps (and transformations) are for obvious reasons called hyperbolic steps (transformations). We shall adopt this convention for the block J-Jacobi method. The non-block method (algorithm) will be called simple method (algorithm).
Block pivot strategies
Let N 0 = {0, 1, 2, . . . , }. For any integer r ≥ 2, let P r = {(s, t) : 1 ≤ s < t ≤ r} and let N(r) = r(r − 1)/2 be the cardinality of P r .
Once n, ν, p and q are given together with the partitions n 1 , . . . , n p and n p+1 , . . . , n p+q of ν and n − ν, respectively, we can define the block (pivot) strategies as functions from N 0 to P p+q . For a block strategy I holds I(k) = (i(k), j(k)), k ≥ 0. If I is a periodic function, then I is called periodic block strategy. Let I be a periodic block strategy with period M. If M > N(p + q) (M = N(p + q)) and {I(k) : k = 0, 1, . . . , M − 1} = P p+q , then I is called quasi-cyclic (cyclic) block strategy. All block strategies considered in this paper will be periodic, so the term block strategy actually denotes the periodic block pivot strategy.
By O(P p+q ) we denote the collection of all finite sequences made of the elements of P p+q . If O ∈ O(P p+q ), we assume that each element of P p+q appears at least once in O. A cyclic or a quasi-cyclic block strategy can be specified in the following way. For any sequence O = (i 0 , j 0 ), . . . , (i M−1 , j M−1 ) ∈ O(P p+q ) the cyclic or quasi-cyclic block strategy I O generated by O is given by
. In other words, we have
By O R is denoted the row-wise ordering of P p+q , that is the sequence
In an obvious way is defined the column-wise ordering of P p+q , denoted by O C . The rowand column-cyclic block strategies I O R and I O C are also called serial block strategies. Since in this paper we deal only with block pivot strategies, we shall simply call them pivot strategies.
Let O = {(i r , j r )} s r=0 ∈ O(P p+q ). An admissible transposition on O is any transposition of two adjacent terms in O,
provided that the sets {i r , j r } and {i r+1 , j r+1 } are disjoint. The sequences O, O ∈ O(P p+q ) are equivalent if one can be obtained from the other by a finite number of admissible transpositions. In this case we write O ∼ O .
Let I be a strategy with period M. By O I we mean the sequence {I(k)} M−1 k=0 . Now, let I and I be two strategies with the same period M. The strategies I and I are:
In such a case we write
, so we can confine ourselves to nonnegative c − weakly equivalent, if there exist strategies I ( j) , 1 ≤ j ≤ l, for some l ≥ 1, such that in the sequence I, I (1) , . . . , I (l) , I each two adjacent terms are either equivalent or shift-equivalent strategies.
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The cyclic strategies that are equivalent to the row-cyclic one, are sometimes called wavefront strategies [30] . They encompass the column-cyclic strategy, the Sameh "parallel strategy" [29] and most of the cyclic strategies that are used on parallel machines [23, 24] . In this paper we consider even larger class of cyclic strategies, the class which includes those strategies that are weakly equivalent to the row-cyclic strategy. In [30] the strategies from that class are called weakly wavefront strategies. More on pivot strategies can be found in [19] .
The convergence to diagonal form
Here we consider the convergence properties of the method. In the first subsection, we show, by considering one hyperbolic step, that the trace of A (k) is non-increasing with respect to k. In the second subsection we prove that under the weakly wavefront strategies, we have Off(A (k) ) → 0 as k increases. We do not consider here the asymptotic convergence problem, because any proper proof of the quadratic convergence would require a detailed research on its own. However, in the third subsection, we give our comments on that problem.
The monotonicity of the trace
In [39] it has been shown for the simple J-Jacobi method, that tr(A) is a nonincreasing function of the matrix iterate. In this subsection we show that the same is true for the block method. Some relations derived here will be used in the second subsection for proving the convergence of the method to diagonal form.
Since unitary congruence transformations do not change the trace, we consider the case when 1 ≤ i ≤ p < j ≤ p + q.
The equation (2.10) can be written in the formÂ = V * A V. By pre-multiplying it with J, we obtain
Using the blocks, we have
This leads to the four relations,
The relation V( J V * J) = I yields another four relations,
3)
We see that V ii and V j j are nonsingular. From the relations (3.1), we have
The relations (3.5) and (2.13) imply that
In addition (3.5) shows that x i j has to be real. We shall show that x i j < 0 whenever A i j 0. Using the relations (3.3) and (3.2), we obtain
Similarly, from the relations (3.4) and (3.2), one obtains
be the CS decomposition [37] of the J-unitary matrix V. Here, U i , W i and U j , W j are unitary matrices of order n i and n j , respectively, and
holds. In (3.9), Γ and Σ are non-negative diagonal matrices of order min{n i , n j }, satisfying Γ 2 − Σ 2 = I. Note that Σ = 0 if and only if V is unitary. From the relation (3.8), we obtain
Now, the relation (3.6) implies
Hence,
where
are positive semidefinite Hermitian matrices. Using the CS decomposition, it is easy to show that
In a similar way, using the CS decomposition of V and the relation (3.7), one obtains
are positive semidefinite Hermitian matrices. Using the notation from (3.9), one obtains
Now, we are ready to prove the monotonicity property of the trace.
Proposition 3.1. At any step k of the full block J-Jacobi method
The inequality is strict if and only if the pivot block A (k) i j is not the null matrix and
Proof. Let A, A, A andÂ denote the matrices A (k) , A (k) , A (k+1) andÂ (k+1) , respectively. Note thatÂ is the matrix on the left-hand side in the relation (2.10). Since unitary congruence transformations do not change the trace, in the further analysis, we assume that 1 ≤ i ≤ p < j ≤ p + q.
We can use either the relation (3.10) or (3. Note that V i j = 0 shows that V is block-diagonal and unitary. Since the diagonal parts of A andÂ are diagonal, V acts on diag(Λ i , Λ j ) as permutation, although in the case of repeated diagonal entries of diag(Λ i , Λ j ), it may differ from permutation.
Since the sequence (tr(A (k) ), k ≥ 0), obtained by the full block method (2.3), is nonincreasing and bounded below by zero, it is convergent. Note that all A (k) = [G (k) ] * G (k) are positive definite, and thus |λ i (A (k) )| = λ i (A (k) ). Therefore, for all k we have (cf. [21] )
This implies that the sequence (A (k) , k ≥ 0) is contained in the ball of radius tr(A) and that the sequence ( G (k) , k ≥ 0) is nonincreasing and convergent. The relations (3.16) and (3.17) imply that hyperbolic two-sided and one-sided transformations cannot essentially blow up the elements of A (k) and G (k) . 
The convergence to diagonal form
Here, we prove that each full block J-Jacobi method, defined by a cyclic strategy which is weakly equivalent to the row-cyclic one, converges to diagonal form.
From the relations (2.13), (3.5) and Proposition 3.1, we conclude that for each hyperbolic step holds tr
In order that (3.18) holds for all k ≥ 0, for unitary steps we set x
From the relations (3.10) and (3.13) we have
where the positive semidefinite matrices M
i j are defined as in the relations (3.11), (3.12) and (3.14), (3.15), respectively. Similarly, Λ as k → ∞ over the set H,
of hyperbolic steps. In the relation (3.22) it is presumed that i = i(k), j = j(k). Let us show that the relation (3.22) implies
as k increases over the set H.
14 Let us first consider the case (a). Let a
j . Then by the relation (2.6), we have 2σ 0 ≤ δ 0 ≤ a
ss , σ 0 = σ min (A), (3.24) for all a i j is positive semidefinite, and using (3.12), we obtain
(3.25)
Let us consider the case (b). Let a
i . Then the relation (3.24) certainly holds for fixed a i j is positive semidefinite, and using (3.15), we obtain
Thus, from the relations (3.25) and (3.26) we conclude that relation (3.22) implies
as k increases over the set of hyperbolic steps. Hence Σ (k) i j → 0. This together with the relations (3.8) and (3.9) implies the assertion (3.23).
Thus, the sequence of J-unitary block transformation matrices V (k) approaches the set of unitary matrices as k increases. We recall that in the cases 1
In particular, the relation (3.23) together with (3.2) implies 27) regardless of the pivot strategy. Now, we can invoke [19, Corollary 6.7] , which in our situation takes the following form. 
where M = N(p + q). If the sequence (A (k) , k ≥ 0) is bounded, then the following two conditions are equivalent
Indeed, it is easy to check the conditions A1-A3. The first one we shall assume. The second one is obvious for the unitary transformations, while for the hyperbolic ones it follows from the relation (3.23). The third condition trivially holds if the unitary transformations V (k) are appropriately modified. Let us explain that.
Consider first the hyperbolic transformations. For k ∈ H we have
is obtained by setting Σ = 0 and Γ = I in the relations (3.8) and (3.9). Because of the relation (3.23), σ min (V (k) i(k)i(k) ) → 1 as k increases over the set of hyperbolic steps. This shows that µ from the relation (3.28) would be one if only the hyperbolic transformations were present.
However, the unitary transformations can make µ zero or arbitrary close to zero. Therefore, the unitary transformations have to be modified. A way how to do it is by using the UBC (Uniformly Bounded Cosines) class of unitary matrices introduced in [11] . They are obtained straightforwardly: once V (k) is computed, replace it by V (k) P (k) , where P (k) is the permutation matrix obtained from the QR factorization with column pivoting of the matrix [V
so µ from the relation (3.28) will be positive. In addition each modified transformation V (k) P (k) at step k will diagonalize the pivot submatrix A (k) .
Since for the full block method the condition (iii) of Proposition 3.2 trivially holds, it remains to check whether the sequence (A (k) , k ≥ 0) is bounded. But, this is seen from the relation (3.16).
Thus, we have proved the following theorem.
Theorem 3.3. The full block J-Jacobi method defined by any cyclic pivot strategy which is weakly equivalent to the row-cyclic strategy and which uses UBC unitary transformation matrices, converges to diagonal form, i.e.,
holds.
The convergence of the diagonal elements requires a further research with clear assumptions on the transformation matrices. For the block-oriented J-Jacobi methods an appropriate proof can be found in [21, Theorem 3.7] .
Actually, the convergence of the diagonal elements is of less importance, because once the algorithm has fulfilled the stopping criterion, the computed eigenpairs should be close to their exact counterparts. This is warranted by the known perturbation results [36] together with an appropriate stopping criterion.
Asymptotic convergence
Here we address the behavior of Off(A (rM) ) when Off(A ((r−1)M) ) becomes small enough (say, smaller than δ, the minimum gap in the spectrum of JA). If Off(A (rM) ) becomes quadratically (cubically) small with respect to Off(A ((r−1)M) ) we speak of the quadratic (cubic) asymptotic convergence. The scope of this paper allows us just to say what is known and what can be expected to hold. The existing asymptotic convergence results for the simple serial J-Jacobi methods include the quadratic convergence of ordinary iterates [12] and also of scaled iterates [26] per sweep.
For any cyclic strategy, we expect quadratic convergence of the block J-Jacobi method provided that the initial matrix has simple eigenvalues. The proof can follow the ideas from [41] and [12] . Here, better bounds can be expected for the serial strategies than for a general cyclic strategy.
The case of multiple eigenvalues is more complicated. Obviously, we have to ensure that both, the basic partition (n 1 , . . . , n p+q ) and the natural partition (n 1 , . . . , n ω ) are sub-partitions of the initial partition (cf. [18] ). Here n 1 , . . . , n ω are the multiplicities of the eigenvalues of JA. The general proof seems to be difficult to make, because of the interplay between the basic and the natural partition. In other words, for each special relation between these two partitions, a separate proof might be needed.
If we allow quasi-cyclic strategies, we expect that cubic convergence per quasisweep could be proved (in a similar way as in [28] ) for the block J-Jacobi method under the Mascarenhas strategy [25] .
Accuracy
Using the argument from [17] (see also [22, Sect. 4 .1], [8, 13] ), we show that for well-behaved G, the one-sided full block J-Jacobi method for computing the hyperbolicSVD is relatively accurate. We consider one step of the method and show that it causes only tiny relative changes in the hyperbolic singular values. A complete proof with all details, which covers the general case of a rectangular matrix G and includes the estimates for the errors in the left and right singular vectors, requires its own research. To keep the exposition simple, we omit indices.
As has been pointed earlier, we assume that the starting matrix has been preprocessed by the QR factorization with column pivoting, G = QRP. We assume that so obtained R is regular with small κ 2 (R c ) and more importantly, small κ 2 (R r ). Here, R = R c ∆ c (R = ∆ r R r ), where the regular diagonal matrix ∆ c (∆ r ) is so chosen that R c (R r ) has unit columns (rows), while κ 2 (X) = X 2 X −1 2 stands for the spectral condition number of X. By the known result of van der Sluis [38] the measures κ 2 (R r ) and κ 2 (R c ) are appropriate since they are not larger than √ n min D κ 2 (DR) and √ n min D κ 2 (RD), respectively, where the minimum is taken over the set of nonsingular diagonal matrices D of order n. Note that GP T ∆ −1 c P = QR c P, hence κ 2 (G(P T ∆ c P) −1 ) = κ 2 (R c ). So, well-behaved G yields well-behaved R and vice versa. In addition, one can show that κ 2 (|R r |) ≤ n κ 2 (|R c |), so κ 2 (R r ) is never much larger than κ 2 (R c ). Usually, κ 2 (R r ) is much smaller than κ 2 (R c ).
Since the iterative part of the method starts with RP, where P is permutation, we note that R and RP can be equally well scaled from any side. In conclusion, we assume that all iterates are square and additionally that they all can be well scaled from the left.
One step of the method applies a J-unitary transformation V to the current iterate G. In floating point arithmetic, the computed V will be close to some J-unitary matrix. So, letV = V(I + E V ) denote the computed matrix which post-multiplies the floating point iteration matrix G. In the following analysis we shall assume that
where n V is the dimension of V, κ 2 ( V) is the spectral condition of V, f is a slowly growing function and ε is the unit round-off. Obviously, κ 2 ( V) = κ 2 (V). The relation (4.1) is proved in [33] for unitary V (i.e., with κ 2 (V) = 1). For a J-unitary transformation V a similar proof yields a bound with
, where V k are J-unitary (trigonometric or hyperbolic) rotations generated by the method which computes V. As numerical tests indicate, usually χ 2 ( V) κ 2 ( V) and it is an open problem to see under what pivot strategies and/or restrictions on angles (see [39, 34] ) one can prove χ 2 ( V) ≤ cκ 2 ( V) with a modest constant c.
The outcome in floating point will be the matrix
As earlier, we denote the hyperbolic singular values of G and G by
respectively. We want to show that each quotient |σ i − σ i |/σ i is bounded by a small quantity. To this end we shall use a result which follows from [40] and [36, Theorem 5] .
Proposition 4.1. Let G = ∆ B be nonsingular, ∆ diagonal, δG = ∆ δB, G = G + δG and let β = B −1 δB 2 . If 2β + β 2 < 1, then for the hyperbolic singular values of G and G holds
provided that β(2 + β) κ 2 (V) ≤ 1, where V is J-unitary, from the hyperbolic SVD of G.
For the current iterate G, let G = GV. Then G and G have the same hyperbolic singular values and we can apply Proposition 4.1 to G and G . To this end, let ∆ be the row scaling matrix of G, G = ∆C, which yields the smallest κ 2 (C), and let F = ∆E. Now β = C −1 E 2 and Proposition 4.1 implies
Note, if β κ 2 (V) is small, than α is close to κ 2 (V). By the rounding error analysis, we know a bound for the ith row of F. If we put the backward errors in the columns ofV, we have
where Θ i = O(ε 2 ), Θ i = O(ε 2 ) and • stands for the Hadamard product. Each Ξ i has the form (2.4), that is like V except for the pivot submatrix Ξ i which can be singular. The standard error analysis of the scalar product of two vectors implies that Ξ i has in the first two rows the elements that are bounded by n V ε + O(ε 2 ), in the third row the elements that are bounded by (n V − 1)ε + O(ε 2 ) etc. Therefore, using 1-and ∞-norm, and the fact thatn > 2, we can obtain
Since G = ∆C with diagonal ∆, we have (up to the quantities of order ε 2 )
Let υ = max l,m |(V) lm |. Then υ ≤ V 2 and similarly as above, we obtain
Therefore we have
Using the relation (4.3), we have 5) where the auxiliary matrix X is defined by rows in the following way:
By using the relation (4.4), we have
Thus, combining the relations (4.5), (4.6), (4.1) and (4.4), we obtain
Using the relation (4.7) in (4.2) yields the error bound for the singular values of G = GV + F,
whereκ(C) = C −1 2 C can be replaced by κ(C) or √ n κ 2 (C). From the estimates above, we see that for largern, (typically, 16 ≤n ≤ 128) the termκ(C)n 2 can be replaced by a constant close toκ(C)n 2 / √ 2. We see that the bound does not depend on κ 2 (G), but on κ(C) which is by assumption small. 20 (V2) A closer look at (5.2) reveals that we do not have to accumulate V (k) . If we have at disposal R (k) and the product U (k) Σ (k) , we can solve the linear system (5.2) for V (k) . (V3) We can obtain V (k) by matrix multiplication. Since V (k) is J i j -unitary, we obtain from (5.2)
i.e., V (k) can be obtained by two "scalings" with J i j and one matrix multiplication with triangular matrix. Somewhat surprising, the tests show that (V1), i.e., accumulating the rotations is the best option, regarding the speed and the accuracy. A careful analysis shows that during the first few sweeps of the block method, the accumulation of trigonometric and hyperbolic rotations in each V (k) is slower. But in the last few sweeps, we have much less rotations to apply, so the accumulation becomes faster and faster. Quite opposite to that, time for reassembling V (k) in the other two approaches does not depend on the number of rotations. It is almost constant for every sweep. Approach (V3) delivers well J i j -orthogonal V (k) , but this V (k) does not sufficiently diagonalize A (k) . As a consequence, the final U, from the HSVD of G is not sufficiently orthogonal. The remedy lies in applying one final sweep of simple one-sided J-Jacobi method to the current matrix.
The next phase is postmultiplying of the pivot block-columns [G
. This is done by four calls of the BLAS 3 routine xGEMM.
Finally, note that before the iteration has started, we have made the columns of each G i orthogonal to each other. This preprocessing step with the matrix Z makes the diagonal blocks of A diagonal. The computation of Z uses algorithm quite similar to the already described one for the matrix A (k) . The only difference comes from the fact that the current block is smaller (of order n i instead n i +n j ) and instead of the Cholesky factorization which respects the structure of A (k) one uses the standard Cholesky factorization for full matrices.
have tested matrices of order from 500 to 4000 in steps of 500. We have tested algorithms with equally-sized block-columns G i (except for the last block-column) each consisting of 8-128 columns.
For 'small' matrices, of order less than 1000, the non-blocked version of the algorithm is faster than the both, block-oriented and the full block algorithm, since a big portion of the matrix resides in the cache memory. For slightly bigger matrices, of order up to 2500, the block-oriented algorithm is the fastest one. For even bigger matrices, the full block algorithm is the fastest (see Figure 5 .1). Note that the cache size, which is the same for all algorithms, is not really relevant issue for the full block algorithm, since the best results are achieved for relatively small block sizes. The main reason is the diagonalization time for each pivot submatrix, which increases as O((n (k) ) 3 ), wherê n (k) is the order of the pivot submatrix A (k) , while the fetch of data from the memory is relatively fast. The full block algorithm performs best for small block-column widths and it uses relatively low in/out memory transfer (compared to the block-oriented algorithm). We believe that these properties make it the first choice algorithm for parallel implementation on clusters of processors (including the graphic cards) with slower communication (see [27, 33, 32] ).
The shape of the graph in Figure 5 .1 has motivated us to make tests for even bigger matrices, of order 4500 and 5000, with column block widths between 16 and 40. We have obtained the speedup of approximately 50% (see Table 5 .1).
On more advanced computer architectures with more cache memory, the similar speedup can be seen for much larger matrices.
Finally, we have briefly compared our algorithms with the blocked versions of the standard one-sided Jacobi algorithm for symmetric indefinite matrices, recently analyzed in [9] . For computing the complete eigensystem, the J-Jacobi algorithms are significantly faster than the corresponding orthogonal counterparts because they do not use explicit accumulation of the eingenvector matrix U.
Conclusion and future work
In this paper we have considered how to accelerate the accurate eigensolver of Veselić [39] for indefinite Hermitian matrices, by modifying it to become the full BLAS 3 algorithm. We have considered the most important classes of cyclic pivot strategies, the wavefront and weakly wavefront strategies. We have proved that the full block J-Jacobi method converges to diagonal form under any weakly wavefront strategy. In addition, we have shown that under usual assumptions, the full block methods have to be relatively accurate. Numerical tests show that for larger matrices, the block algorithms can be even 50% faster than the non-blocked algorithms. The tests also show that the full block algorithms with optimal block sizes are faster than their block-oriented counterparts.
All these results should encourage further research in several directions. There are several possibilities how to further accelerate the full block algorithms. In the preprocessing part one can try to devise a BLAS 3 modification of the Bunch-Parlett algorithm [7] or of the indefinite QR factorization [31] . The modification should try to detect a possible small gap δ 0 between the positive and negative part of the spectrum. In the iterative part, one can use ideas from [17, 16] to apply a variant of the fast scaled block transformations. The quest for the best pivot strategy is always open. Say, the Mascarenhas class of cubically convergent quasi-cyclic strategies fits nicely into the initial and basic partitions of A, but should be preceded by faster, probably cyclic strategies at the beginning of the iteration. Finally, one can try to adapt some of the many tricks advocated in [14, 15] . The asymptotic quadratic convergence for the block methods still has to be proved.
If accuracy is a predominant issue, it is important to devise a criterion, perhaps after computing G (or R), whether to apply the block J-Jacobi method to G or to return to H and proceed with an orthogonal method, [10] or [9] .
