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Abstract
This paper describes a novel approach of packing sparse
convolutional neural networks for their efficient systolic ar-
ray implementations. By combining subsets of columns in the
original filter matrix associated with a convolutional layer,
we increase the utilization efficiency of the systolic array sub-
stantially (e.g., 4x) due to the increased density of nonzeros in
the resulting packed filter matrix. In combining columns, for
each row, all filter weights but one with the largest magnitude
are pruned. We retrain the remaining weights to preserve
high accuracy. We demonstrate that in mitigating data pri-
vacy concerns the retraining can be accomplished with only
fractions of the original dataset (e.g., 10% for CIFAR-10).
We study the effectiveness of this joint optimization for both
high utilization and classification accuracy with ASIC and
FPGA designs based on efficient bit-serial implementations of
multiplier-accumulators. We present analysis and empirical
evidence on the superior performance of our column combin-
ing approach against prior arts under metrics such as energy
efficiency (3x) and inference latency (12x).
1. Introduction
Many recent hardware-based state-of-the-art deep learning
accelerators use systolic arrays for efficient implementations
of convolutional neural networks (CNNs). They leverage prop-
erties of systolic arrays such as parallel processing under the
dataflow architecture, regular layout of processing elements,
efficient inter-processor communication, and minimized I/O
by being able to reuse the same data fetched from the mem-
ory many times [32, 31, 49]. These systems, such as the
Google TPU [27], the ShiDianNao accelerators [17], and nu-
merous other efforts, including [40], [10], [61], [68], [63],
have achieved low power consumption and high throughput.
In recent years, there have also been significant algorithmic
advances for CNNs which have enabled orders of magnitude
reduction in both the number of network parameters and the
amount of computation for inference compared to prior well
studied networks such as VGG-16 [55]. One of the more
important model reduction techniques is weight pruning [22],
which has shown that the majority of weights in a trained CNN
can be pruned (set to 0) without significantly impacting the
accuracy of the network.
However, it can be challenging to efficiently utilize the
regular structure of systolic arrays given that these nonzero
CNN weights are distributed in an irregular manner. In tradi-
tional approaches, zero weights still occupy systolic cells in
the systolic array.
In this paper we propose a novel approach, called column
combining, which can pack sparse convolutional networks for
their efficient systolic array implementations. In combining
columns to increase the percentage of nonzeros in a packed
CNN, within a group of combined columns, we prune all
weights on conflicting rows but the one with the largest mag-
nitude. We then bring up the classification accuracy of the
pruned network via retraining. We iteratively perform these
column-combining and network-retraining steps to improve
both utilization efficiency of the systolic array and the classi-
fication accuracy of the network until a target model size is
reached.
Thus our proposed column combining approach leverages a
joint optimization opportunity present in CNNs. That is, for a
CNN, we can optimize its topologies to fit the structure of the
underlying computing hardware such as systolic arrays, while
preserving most of its classification accuracy via network
retraining.
The main contributions of the paper are summarized as
follows:
• Column combining algorithm (Section 3) for packing
sparse CNNs with unstructured sparsity for their efficient
systolic array implementations. The method can retrain re-
maining filter weights after column-combine pruning using
only fractions of the original training dataset in mitigating
data privacy concerns (Section 6). To ease data routing,
a row permuting scheme is described (Section 3.5) for a
systolic array to output contiguous data items for those
columns to be combined together in the systolic array of the
next layer.
• Joint optimization methodology (Algorithm 1 in Sec-
tion 3) aiming at achieving two objectives simultaneously—
high utilization efficiency of the systolic array and high
classification accuracy of the CNN. The methodology lever-
ages opportunities presented in CNNs in training for both
efficiency and accuracy simultaneously.
• Bit-serial systolic arrays (Section 4.2) to allow efficient
multiplexing of multiple data streams into a single column
in the array in support of column combining. In addition,
bit-serial implementations provide flexibility in support-
ing accumulations at various precisions for the multiplier-
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accumulators (MACs) of systolic cells. In this work, we
assume bit-serial implementations of 32-bit accumulations,
except in Section 7.1.2 where we use 16-bit accumulations,
and 8-bit weights and input data. Our approach extends
naturally to other precisions.
• Cross-layer pipelining (Section 3.6) for CNN inference
over a series of systolic arrays, one for each layer. This
dramatically reduces the inference latency per input sample
(e.g., an input image) and is especially important for real-
time applications where it is common to process samples
one at a time.
• ASIC and FPGA designs to validate performance gains
of our approaches (section 7) in energy efficiency, area
efficiency and latency.
2. Background and Related Work
In this section, we first provide a brief review of the basic
principle of using systolic arrays for the implementations of
CNNs and introduce terminologies that we will use throughout.
Then, we review related ASIC and FPGA accelerators for
CNN inference, advances in CNN design, weight pruning,
and input and weight quantization, all of which have led to
large reductions in both model size and computation cost for
training and inference.
2.1. Systolic arrays for Convolutional Layers
It is well known that the bulk of the computation of a convo-
lutional layer for a CNN can be viewed as a matrix-matrix
multiplication. Suppose that a convolutional layer has N fil-
ters operating on a data volume of depth M, as depicted in
Figure 1a. Then, the result of the convolution computation is
the matrix product of the filter matrix and the data matrix, as
depicted in Figure 1b.
Figure 1c depicts a systolic array design for this matrix
multiplication. It is a weight-stationary systolic array in the
sense that filter weights stored in the array will not move
during computation, whereas input data continuously move
bottom-to-top and result data accumulate left-to-right. For
systolic array synchronization, items in the data and result
matrices are properly skewed, as shown in the figure. We
assume throughout the paper this weight-stationary systolic
array design.
2.2. ASIC and FPGA Accelerators for CNNs
Over the past several years, there has been extensive work
on constructing efficient ASIC and FPGA designs for CNNs
which generally consider well studied networks such as LeNet-
5 [34], AlexNet [30], and VGG-16 [55] including [52, 45, 67,
66, 70, 69, 43, 44, 46, 53, 54, 56, 7, 42]. One of the main
considerations for such systems is minimizing the number
of off-chip DRAM accesses for fetching the CNN weights,
input samples and intermediate layer results, as these incur
significant energy consumption [22]. Therefore, a main focus
of accelerator design is mapping CNN computations in such a
way that input and weights are fetched only once for all usages
within a layer [9, 11, 17, 39]. Another orthogonal direction
is designing memory systems that are more suitable to the
regular structure of CNN inference computation [48, 13, 62,
60]. In Section 7.1, we show our design achieves state-of-the-
art performance in terms of energy efficiency.
FPGAs allow for faster development time and therefore are
often used to explore various new research areas for CNNs,
such as low-precision and binary networks [14, 59], novel
training regimes [15], and model compression through weight
pruning or novel CNN structures [21, 16]. In Section 7, we
validate the performance of our filter matrix packing algorithm
with an FPGA implementation. Additionally, we compare our
implementation to previous state-of-the-art FPGA results [57,
43, 16, 70].
2.3. CNNs with Simplified Filter Structures
Figure 2 compares standard CNNs to two recent CNN variants,
separable convolution [12, 25] and shift convolution [65], as
shown in Figure 2. Separable convolution decouples a stan-
dard convolution layer into two smaller convolution layers
(depthwise convolution and pointwise convolution) in order
to reduce both model size and amount of computation. Each
pointwise filter has only a single weight for each channel, and
therefore does not utilize neighboring pixels in the spatial di-
mensions (width and height). Shift convolution replaces the
depthwise convolution layer with a shift operation that does
not require any learned weights. In Section 4, we leverage
shift convolution to construct a network that consists only
of pointwise layers, as it greatly simplifies the structure of
computation in each layer.
2.4. Weight Pruning During Training
Weight pruning methods aim to reduce the number of weights
in a trained CNN by removing (pruning) unimportant weights.
These pruning techniques have shown that many well studied
networks such as AlexNet and VGG-16 have a large number
of weights (up to 90%) that can be pruned without any impact
on classification accuracy [64, 41, 19, 26, 24, 38].
In Section 3, we propose an iterative pruning procedure,
similar to CondenseNet [26], but at the finest granularity of
individual weights. This iterative pruning method gradually
removes the smallest magnitude weights during training. This
leads to sparse models (as low as 10% nonzero in each con-
volution layer) which still achieve similar performance to the
baseline dense models. Additionally, as outlined in Section 3,
we prune weights in such a way as to improve the utilization
efficiency of the CNN when deployed in the systolic array
design for sparse CNNs described in Section 4.
2.5. Input and Weight Quantization
Quantization is another direction in accelerating inference
computations. In this work, we take a simple linear fixed-
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Figure 1: (a) Computation of a convolutional layer, (b) viewed as a matrix multiplication, and (c) deployed in a weight-stationary
systolic array, with skewed input data and output results.
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Figure 2: Standard, separable, and shift convolution.
point quantization scheme [35]. We quantize both the inputs
and weights to an 8-bit fixed-point representation from the
32-bit float-point representation [36, 20] used during training.
This quantization has been shown to lead to minimal perfor-
mance degradation even on challenging datasets [35]. Within
a layer, the accumulation is done with 32-bit integers, which
adds complexity to the bit-serial systolic array design and is
discussed in Section 4.2.
3. Column Combining
As discussed in Section 2.4, training a CNN with weight prun-
ing leads to small but highly sparse models with unstructured
nonzero weights, which is not directly amenable to efficient
implementation in systolic arrays traditionally designed for
dense matrix-matrix multiplication. In this section, we propose
a column combining algorithm, which is an iterative training
procedure that jointly optimizes the CNN for both classifica-
tion accuracy and utilization efficiency when deployed in the
proposed systolic array described in Section 4.
3.1. Terminologies and definitions
Suppose that we are given the filter matrix of weights associ-
ated with a convolutional layer of the CNN (see Figure 1a).
The columns of this filter matrix which have nonzero weights
on a row are said to be conflicting on the row, and the row
is said to be a conflicting row for these columns. By column
combining, we mean combining a given group of columns into
a single combined column. In a combined column, for the
columns which conflict on a row, all nonzero weights on the
row are pruned except for the one with the largest magnitude.
We refer this pruning process as column-combine pruning.
We say a group of columns has x conflicts if a total of
x weights will be pruned when combining columns in the
group. We say that a group of columns meets the limited-
conflict condition for certain γ value, if the group has at most
γ conflicts per row on average. The γ value can less than 1.
For example, if γ = 0.5, then for every two rows at most one
weight is pruned on average.
3.2. Column Combining Overview
Given a sparse filter matrix, we first partition it into column
groups, and then for each group we combine its columns to
form a single combined column by applying column-combine
pruning. We aim at achieving two objectives simultaneously.
First, we pack the given sparse filter matrix into a dense matrix,
called a packed filter matrix, with as a few combined columns
as possible to allow efficient systolic array implementations.
Second, we minimize the impact of column-combine pruning
on classification accuracy.
For high-density packing, we adopt a dense-column-first
combining policy that favors selections of combining columns
which result in high-density combined columns, where the
density of a column is the percentage of nonzeros in the col-
umn. For high classification accuracy, we then retrain the
remaining weights after column-combine pruning. The algo-
rithm involves some parameters: α (the maximum number of
combined columns), β (the initial pruning percentage num-
ber) and γ (the average number of conflicts per row allowed
for each group). Their typical values are α = 8, β = 20 and
γ = 0.5.
Figure 3 depicts a column combining example. In (a), a
filter matrix F, associated with a sparse convolutional layer, is
divided along columns into three groups (blue, green, and red).
The zero-valued weights in F due to previous pruning steps
are omitted for illustration clarity. The objective of column
grouping is to select columns that, when combined, achieve
high packing efficiency (i.e. are mostly nonzeros). As we
show in Section 5, a high packing efficiency translates to a
3
α (combining columns) = 3, γ (conflicts) = 2
(b) Packed filter matrix
(after Group Pruning) 
(a) Filter matrix  in grouped columns 
(after Column Grouping) 
Figure 3: Example of combining columns.
high utilization efficiency, as more MACs will perform useful
computation by storing nonzero weights. A small number
of conflicting elements γ are allowed between the columns
in a group. For instance, in the blue group, (-3) in column
1 conflicts with (7) in column 3 and -8 in columns 5. The
conflicting (-3) and (-7) weights are pruned and -8 is kept as
it has the largest magnitude. In (b), each group is combined
into a single column in order to be loaded into a column in the
proposed systolic array (as discussed in Section 4).
3.3. Column Combining Algorithm
The column combining scheme, outlined in Section 3.2, joins
columns in a sparse filter matrix that do not have significant
conflicts. Algorithm 1, which calls Algorithm 2 and Algo-
rithm 3, is the top level algorithm used to train sparse CNNs
that can be implemented with systolic arrays of high utilization
efficiency. The training process works in an iterative fashion,
where at each iteration the model is pruned and packed so
that it fits more efficiently in the systolic array. In Section 5,
we provide analysis on the effect that each parameter of Al-
gorithm 1 has on both classification accuracy and utilization
efficiency.
3.4. Explanations for Column Combining Algorithm
The limited-conflict condition assures that in column combin-
ing for each group (Algorithm 2) at most γ weights are pruned
per row on average (Algorithm 3). This helps minimize the
impact of column-combine pruning on classification accuracy.
The fact that each group can have at most α columns (e.g.,
α = 8) limits the degree of multiplexing that systolic cells
(described in Section 4.2) need to support, while allowing as
many as α columns to be combined in order to achieve high
packing density.
The initial pruning in the beginning of each iteration can
decrease the number of iterations required to reach a target
number of nonzero weights for the sparse CNN. This is useful,
when column-combine pruning is set to be less aggressive by
using a relatively small γ (e.g., γ = 0.5) in order to minimize
its impact on classification accuracy. Each iteration retrains
the network resulting from the initial pruning and column-
combine pruning. This mitigates the impact of these pruning
operations on classification accuracy. Finally, we note that the
dense-column-first combining policy is analogous to that of
Algorithm 1: Iterative Training with Column Combining
Input: C is a CNN with L convolution layers
α is the maximum number of combined columns per group
β is the initial pruning factor (e.g., 10% of weights)
γ is the number of conflicts (i.e. pruned weights) allowed on
average per row for each group
ρ is the target number of nonzero weights after column
combining in C and is used as the stopping criteria
Output: Cˆ is a pruned version of C with combined columns for each of
the L sparse convolution layers
G are the column groups for each of the L layers in Cˆ
1 Cˆ← C;
2 . Prune and retrain until ρ target is reached
3 while ||Cˆ||0 > ρ do
4 for l← 1 to L do
5 . Step 1 Perform initial pruning by removing the smallest
magnitude weights up to an β percentage
6 Cˆl ← prune(Cˆl , β );
7 . Step 2 Form groups by combining columns
8 Gl ← group-columns(Cˆl , α , γ);
9 . Step 3 Prune conflicts in groups
10 Cˆl ← group-prune(Cˆl , Gl );
11 end
12 . Step 4 Network retraining
13 Cˆ← train(Cˆ);
14 β ← 0.9 ·β ; . Decay β by constant factor
15 end
Algorithm 2: Column Grouping (group-columns)
Input: F ∈ RN×MWH a filter matrix with N rows and MWH columns
α is the maximum number of combined columns per group
γ is the number of conflicts (i.e. nonzero weights) allowed on
average per row in each group
Output: g are the H groups of columns in F
1 g← [{}];
2 u←{1,2, . . . ,M};
3 Loop
4 . exit if all columns are in a group
5 if u = /0 then break;
6 c← pop(u); . select ungrouped column c
7 . compute densities d between g and c
8 d← pairwise-density(F, g, c);
9 . compute number of conflicting weights between g and c
10 o← pairwise-overlap(F, g, c);
11 . select the group with the highest density while satisfying both the
group size α and the overlap γ constraints
12 gh← densest-group(g, d, o, α, γ);
13 gh← gh ∪ c; . add c to the group gh
14 EndLoop
some popular bin-packing algorithms which pack large items
first.
3.5. Row Permutation for Contiguous Column Groups
We can permute rows of a filter matrix of the current layer
to ensure that the columns from the same group for the next
layer are output next to each other. In Figure 4, systolic arrays
for various layers are denoted as rectangles with a thick black
boundary. In (a), a systolic array of eight columns for layer i+1
is for an original sparse filter matrix of this layer consisting
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Algorithm 3: Column-Combine Pruning (group-prune)
Input: F ∈ RN×MWH a filter matrix with N rows and MWH columns
g are the H groups of columns in F
Output: Fˆ is F with conflicting entries within each group pruned
1 Fˆ← F;
2 . Iterate over H groups and prune all but one entry per row in each
group
3 for h← 1 to H do
4 Fˆh← Fˆ[:,gh]; . Submatrix of Fˆ containing columns in gh
5 for n← 1 to N do
6 w← max(|Fˆh[n]|); . Find largest magnitude weight w in row
7 found← false;
8 for m← 1 to size(gh) do
9 if found or |Fˆh[n][m]|< w then
10 Fˆh[n][m]← 0; . Prune (set to 0)
11 else
12 found← true;
13 end
14 end
15 end
16 end
(a) Before
Column Combining
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OutputLayer i
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Layer i 
Output
switchbox
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(b) Column Combining (c) Column Combining 
and Row Permutation
Figure 4: Applying Column Combining and Row Permutation.
of three column groups, indicated in three colors, for column
combining. In (b), column combining is performed on the
three column groups, which results in a reduced systolic array
of three columns for layer i+1. This reduced systolic array
is for a packed filter matrix consisting of three combined
columns. A relatively expensive switchbox function is needed
for routing output of layer i to input of the reduced systolic
array for layer i+1. In (c), by permuting the rows of the layer i
filter matrix according to the column groups in layer i+1, we
avoid the expensive switchbox. A simple counter that counts
the data items in each group can be used instead.
Note that such row permutations are valid, as the column
combining operation on a filter matrix are not affected by
row permutations on the previous filter matrix. Thus, row
permutations for layer i can be determined by the column
groups of a row permuted filter matrix for layer i+1. This
makes the columns within each group contiguous and removes
the need to reorder the output using a switchbox at inference
runtime.
3.6. Cross-layer Pipelining of CNN Inference under Col-
umn Combining and Row Permutation
In many realtime scenarios, single sample latency is a more
important metric than throughput, as an input sample (e.g., an
image) must be processed as soon as it is received by the
system, and therefore cannot be processed in large batches.
Layer i 
OutputLayer i
Layer i+1 
OutputLayer i+1
Layer i+2 
Output
Layer i+2
Pipeline as 
Input to 
Layer i+1
Pipeline as 
Input to 
Layer i+2
Cross Layer Pipelining of CNN 
Inference with Column Combining 
Figure 5: Pipelining CNN inference across three layers with
column combining and row permutation applied to each layer.
To address this concern, we propose cross-layer pipelining
in the sense that we will pipe the output data elements from the
previous layer immediately as input to the next layer as soon as
it exits from the systolic array. Figure 5 shows this pipelining
approach for three sparse CNN layers (Layer i, Layer i+1, and
Layer i+2), each deployed in a separate systolic array after
column combining and row permutation have been applied to
each layer. The dashed lines emitted from each layer output
denote that each data element is immediately pipelined into
the next layer. In Section 7.4, we show that this approach
reduces the inference latency for our ASIC implementation
of LeNet-5 by 3.5×. Having the effect of narrowing systolic
arrays for convolutional layers of a CNN, column combining
can reduce data skew, which further reduces the latency.
4. Systolic Array System Description for Col-
umn Combining
In this section, we describe the systolic array system and its
components in support of the proposed column combining
approach presented in Section 3.
4.1. Systolic Array System Components
The systolic array system for column combined CNNs is
shown in Figure 6. The filter weights corresponding to layers
of a CNN are stored in the weight buffer. The weights for a
CNN layer can then be loaded into the MX cells of the systolic
array (discussed in Section 4.2) before matrix multiplication is
performed with the input data. The input data is loaded from
the input buffer and passed through the shift block (discussed
in Section 4.3). The shift block performs shift operations,
as depicted in Figure 2, and passes the output to the systolic
array in a bit-serial fashion, which then performs matrix mul-
tiplication with the weights stored in the systolic cells. The
output of each row in the systolic array is passed to the ReLU
block (discussed in Section 4.4), which performs the ReLU
activation function. Finally, the result from the ReLU block
is passed to the quantization block and stored in the output
buffer.
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4.2. Bit-serial Systolic Arrays
In this section, we describe our bit-serial implementation of
systolic arrays for matrix multiplication. Figure 7 show our
proposed bit-serial MAC design which is used across all sys-
tolic array implementation for 8-bit input Xi and 8-bit filter
weight W. The white logic elements implement the bit-serial
multiplication between the input Xi and the absolute value of
the filter weight. The blue logic elements negate the product
based on the sign of the filter weight. The pink full adder
performs bit-serial addition between the product and the input
accumulation Yi.
We illustrate the scheme with a 3×3 bit-serial systolic array
for multiplying a 3×3 filter matrix and a 3×M data matrix,
as depicted in Figure 9a. We pre-store in the systolic cell (or
simply cell) at position (i, j) the corresponding filter weight
Wi, j in the filter matrix. Data arrive from the bottom of the
array. Matrix multiplication results come out from the right
side of the array.
First, consider a simple scenario where each systolic cell
has balanced I/O and computation time. This is the case when
input data, filter weights and accumulation values use words
of the same length. Suppose that they are all 8-bit. In this case,
under the bit-serial MAC implementation of Figure 7, we will
have a systolic cell as depicted in Figure 8a or a BL cell in
Figure 10. In the corresponding systolic array, as depicted
in Figure 9a, for data synchronization purposes, neighbor-
ing input and accumulation data streams are skewed by one
clock to accommodate the communication delay between the
cells. However, this simple scenario is not applicable to high-
precision accumulation that is necessary for holding the partial
result of matrix multiplication [35].
y
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y
x8 clocks
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Figure 8: Systolic cells under different computation settings.
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Figure 9: Systolic arrays under mixed precision settings.
To accommodate high-precision accumulation, bit-serial
systolic cells will have longer computation time than I/O.
Suppose that input data and filter weights are 8-bit and ac-
cumulation values are 32-bit. In this case, under a bit-serial
MAC implementation of Figure 7 with k = 32, we have the
systolic cell as depicted in Figure 8b. In the corresponding
systolic array, as depicted in Figure 9b, there is a 24-clock gap
between words in each input data stream. The gap allows for
the additional computation time required beyond the I/O time.
We can fill in these gaps for each cell by processing four in-
dependent input data streams simultaneously in an interleaved
manner, while expanding the processing power and accumula-
tion data path by 4×, as depicted in Figure 8c and the IL cell
in Figure 10. The corresponding systolic array is depicted in
Figure 9c with more details in Figure 11b.
Given the input channel groups determined by the column
combining algorithm, we now describe an efficient systolic
array implementation which can utilize the combined input
channel groups. In Figure 10, the multiplexed input (MX)
cell, takes in two x inputs, from two input channels, utilizes
one of them inside each MAC, and forwards both x to the cell
above. Note that while for illustration simplicity this figure
shows only two instances of input xi, in our ASIC and FPGA
designs we pack up to 8 channels (requiring 8 instances of
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MAC
MAC
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Figure 10: Systolic cell types used for the corresponding sys-
tolic array in Figure 11.
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input xi) into a single cell. This highlights the importance of
the bit-serial design, as in the case of 8 inputs, each cell takes
in only 8 bits per cycle, as opposed to a bit-parallel design
where each cell would require 64 inputs per cycle in the case
of 8-bit input.
Figure 11c shows how a systolic array connects the MX
cells. In this example, for the first column, the first and third
rows (filters) use input channel 1, denoted by the W1,1 and
W3,1 weights stored within the cells, and the second row uses
input channel 2, denoted by theW2,2 weight stored in the cell.
As shown, these channels indexes are after row permutation
(Section 3.5), and are therefore guaranteed to be contiguous.
4.3. Shift Block
Figure 12 shows the design for shift operation. Based on the
direction of the spatial translation specified by the shift control
signal, the memory controller fetches the corresponding 8 bits
input maps from the input buffer to the register array, which
generates the input to the systolic arrays in a bit-serial fashion.
We use double buffering to prefetch the next data tile so that
the output time can overlap with the data transfer overhead
from the input buffer to register arrays.
4.4. ReLU and Quantization
Figure 12 shows the design for ReLU operation. The 32-bit
input stream comes in a bit-serial fashion and is stalled in a
register array until the last bit arrives. The sign of the integer
number represented by the 32-bit input stream is determined
by the most significant bit (32nd bit). If the 32nd bit is 1, then
the multiplexer outputs a 32-bit stream of 0, otherwise the
multiplexer simply outputs the input stream. The output from
the ReLU block is then re-quantized and saved in the output
buffer. This output can then be transferred to the input buffer
to be used as input for the following layer.
5. Performance Analysis for the Column Com-
bining Algorithm
We analyze our column combining approach described in Sec-
tion 3 on two datasets MNIST [33] (28×28 greyscale images
of handwritten digits) and CIFAR-10 [29] (32×32 RGB im-
ages of objects). We evaluate the approach on three well
studied datasets: Lenet-5 [33] on MNIST and VGG-16 [55]
and ResNet-20 [23] on CIFAR-10. Each convolution layer
in all networks is replaced by shift followed by pointwise
convolution (Shift Convolution in Figure 2) to fit our systolic
array system design covered in Section 4. All networks are
trained using Stochastic Gradient Descent (SGD) with an ini-
tial learning rate η of 0.05 for Lenet-5 and 0.2 for VGG-16
and ResNet-20. A Nesterov momentum of 0.9 [51] is used
for all networks. A cosine shape learning rate schedule [37]
is used to decay the learning rate over each iteration of Al-
gorithm 1, ending at 20% of the initial initial learning rate
η . After the target number of weights has been reached, 100
additional epochs of training is performed, while decaying the
learning rate to 0. Unless stated otherwise, β is set to 20% for
all networks.
5.1. Iterative Training with Column Combining
Training a network with column combining occurs over a
series of iterations (Algorithm 1), where, at each iteration,
weights are pruned to decrease the model size and increase
the utilization efficiency when deployed in the systolic array.
After each pruning stage, retraining is performed to recover
the loss in classification accuracy due to the pruned weights.
Figure 13a shows the classification accuracy and number of
nonzeros weights for the ResNet-20 model over each training
epoch. The dashed vertical lines denote the beginning of an
iteration of Algorithm 1, where initial pruning (using β ) and
column-combine pruning (using α and γ) are performed. At
each epoch, the number of weights in the model is shown by
the red line. The first iteration of pruning decreases the model
size most substantially (from 740K to 440K nonzero weights),
and subsequent pruning stages decreases the model size by
smaller amounts due to the reduced β value. When the target
number of nonzeros weights is reached, 125K in this instance,
a final 100 epochs of training is performed, which improves
the classification accuracy by an additional 5%.
5.2. Impact of Number of Columns per Group
The number of columns allowed to be added to a group dur-
ing column grouping (Algorithm 2) is determined by the α
parameter. Figure 13b shows the classification accuracy and
utilization efficiency for 5 ResNet-20 models for the CIFAR-
10 dataset trained using Algorithm 1 with β = 20 and γ = 0.5
while varying α from 1 to 16. At α = 1, no column combin-
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Figure 13: (a) Classification accuracy and number of nonzero weights over training epochs (grey vertical lines denote pruning).
(b) Increasing α allows for more columns to be added to a single combined column. (c) Increasing γ greatly improves utilization
efficiency while minimally impacting classification accuracy.
ing or column-combine pruning is performed, as only a single
column is allowed per group. This network is equivalent to a
standard systolic array operating on sparse filter matrices and
achieves a utilization efficiency of under 20%. Note that, for
this analysis, utilization efficiency and packing efficiency are
interchangeable. As α is increased, the utilization efficiency
improves up to 90% at α = 8, with the classification accu-
racy dropping by approximately 1% due to column-combine
pruning. For α = 16, there is no improvement in utilization
efficiency, as columns cannot be further combined due to the
higher degree of conflicts between the remaining nonzero
weights.
5.3. Impact of the Limited-Conflict Condition
The limited-conflict condition, as described in Section 3.1,
allows for γ conflicting entries per row on average between
columns within a group. All but the largest magnitude weight
among conflicting weights are pruned during column-combine
pruning (Algorithm 3). Figure 13c shows how classification
accuracy and utilization efficiency vary as a function of γ for 5
ResNet-20 networks trained on the CIFAR-10 dataset. Larger
values of γ allow for more conflicts between the columns in a
group and therefore prune more weights, possibly with rela-
tively large magnitudes, in order to achieve higher utilization
efficiency across all layers in the CNN. This dramatically in-
creases the utilization efficiency from 52% (γ = 0.1) to 93%
(γ = 0.5). As discussed in the previous subsection, column-
combine pruning has a small impact on classification accuracy
(around 1%) since retraining is performed after each round of
pruning in order to allow the remaining weights to adjust to
the loss of the pruned weights.
5.4. Dramatic Tiling Reduction in Partitioned Matrix
Multiplication with Column Combining
When a systolic array is smaller than the weights of a con-
volutional layer, matrix multiplication can be performed in
multiple passes, where each pass executes matrix multiplica-
tion between a submatrix of the layer weights and the corre-
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load weights
32
32
(a) Simultaneous Matrix Multiplication 
Computation and Weight Loading 
Systolic
Array
matrix multiplication
load weights
ReLU
1
3
9
1
Quantizer
32
32
96
1
2
3
4
5
6
7
8
9
32
94
1 2 3
94
B*W*H
Sparse Filter Matrix
Input Data
 Sparse Filter Matrix PackedFilter Matrix
(b) Reducing the Number of Tiles
through Column Combining
94 columns 17 columns
column 
combining
3x reduction
in tiles
Figure 14: (a) Partitioned matrix multiplication with systolic ar-
ray alternating between weight loads and matrix multiplication.
(b) Column Combining reduces the number of tiles.
sponding input data. Figure 14a shows how this partitioning
process is performed on a sparse filter matrix of (96 rows by
94 columns), which is larger than the systolic array (32 rows
by 32 columns). The filter matrix is partitioned into 9 tiles,
each with a maximum size of 32 by 32, and the input data is
tiled in a similar manner along the columns, but not along the
rows (batch size × image width × image height).
The full matrix multiplication is performed by alternating
between weight loads and matrix multiplications for each of
the submatrices (tiles). The filter matrix and input data enter
the systolic array as depicted in a skewed fashion in order to
maintain synchronization within the systolic array. Note that
every systolic cell is busy all the time, either doing the matrix
multiplication computation or loading the weights for the next
tile. ReLU and quantization are performed on the output of the
systolic array after the final tile for a set of rows in the filter
matrix. (Note that in Section 7, we evaluate settings where
the CNN must be partitioned in tiles, as shown in Figure 14a
and also settings where the each layer can fit entirely into a
systolic array which does not require partitioning.)
We have used a ResNet-20 model in the performance study
for our proposed column combining scheme. For illustration
purposes, consider here the third layer of model. Figure 14b
shows a sparse filter matrix and a corresponding packed filter
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matrix after column combining, which is stored in the systolic
array with MX cells (described in Section 4). As in Figure 14a,
the sparse filter matrix has 96 rows and 95 columns, with only
16% of the weights being nonzeros. For a 32×32 systolic array,
this sparse filter matrix is partitioned into 9 tiles (denoted by
the red lines) in order to perform the full matrix multiplication.
The packed filter matrix is the output after column combining,
which has arranged the 94 columns of the sparse filter matrix
into 17 groups. Each group is a single column in the packed
filter matrix format, which can then be loaded into the systolic
array. This packed format has 89% nonzeros and requires only
3 tiles to perform matrix multiplication (a 3× reduction).
Figure 15a shows the number of tiles required to perform
matrix multiplication with a 32×32 systolic array for each
layer in ResNet-20 models trained using Algorithm 1 under
three different parameter settings. All three settings set β = 20.
The baseline setting trains the CNN with standard pruning
but without column combining or column-combine pruning
(α = 1,γ = 0). The column-combine setting uses the same
CNN trained in the baseline setting, but allows for column
combining without column-combine pruning (α = 8,γ = 0).
Finally, the column-combine pruning setting trains the CNN
with column combining and performs column-combine prun-
ing to remove conflicting entries (α = 8,γ = 0.5). The column-
combine setting only reduces the number of tiles over the
baseline setting by 10% at most. By comparison, the column-
combine pruning setting reduces the number of tiles by a
substantial margin across all layers and achieves at 5× re-
duction in the largest layer (layer 19). Generally, this shows
that it is difficult to effectively combine sparse columns, as a
single conflict in any row for a potential group will make the
combination invalid. By adding a modest amount of column-
combine pruning (e.g., γ = 0.5) the combining algorithm is
able to substantially improve the utilization efficiency and
decrease the number of tiles.
6. Column Combining with Limited Datasets
In many real world scenarios, customers may provide pre-
trained models to vendors to be deployed on their de-
vice (e.g., a mobile device). In these settings, a customer
may not wish to divulge datasets used to train the model to the
vendor for a number of reasons, such as the dataset containing
sensitive private information or being a competitive advan-
tage. In this scenario, model pruning is difficult, as pruning
weights without retraining leads to a significant degradation
in classification accuracy.
We propose that these data privacy concerns can be mostly
mitigated by providing only a subset of the original dataset
to perform the proposed column combining iterative training
process. Figure 15b compares the effects of column com-
bining on a pretrained dense ResNet-20 model, trained on
the full CIFAR-10 train dataset, to a new network, such as
depicted in Figure 13a, over different fractions of training
data. The largest difference in performance between the two
approaches is when only 1% of the full training data is used
(a 15% difference in classification accuracy), as the weights
in the pretrained model are already initialized to reasonable
values. At 15% of the full training data, the pretrained model
can achieve over 90% classification accuracy. This shows
that a small amount of training data can be sufficient to per-
form column combining while still maintaining a relatively
high classification accuracy. By comparison, training a new
model requires 35% of the training dataset to achieve an over
90% classification accuracy. Our model pruning and retrain-
ing method can be view as part of a larger area of research
shared by teacher-student networks [50, 58] and curriculum
learning [8].
7. Hardware Implementation Experiments and
Performance Evaluation
In this section, we evaluate performance of our column com-
bining system described in Section 4 based on design exper-
iments in both ASIC and FPGA. Throughout, we compare
designs in terms of performance metrics concerning accuracy,
throughput, area efficiency and energy efficiency. Addition-
ally, we pay attention to performance for single or a small
number of input samples, e.g., the end-to-end latency, or en-
ergy requirement, in processing a single input sample such as
a 28x28 grey-scale image over LeNet 5. As stated earlier in
Section 3.6, in realtime scenarios, single sample latency is a
more important metric than throughput, as an input sample
must be processed immediately for early prediction.
Section 7.1 describes our ASIC implementation and com-
pares it against a baseline systolic array without column
combining on three different CNNs (Lenet-5, VGG-16, and
ResNet-20). In addition, we compare our ASIC design with
other state-of-the-art ASIC accelerators for LeNet-5. In Sec-
tion 7.2, we provide a mathematical analysis on optimality in
energy efficiency. We argue that for CNNs such as LeNet-5
which incurs a relatively small I/O energy compared to MAC
operations, packing these CNNs with column combining leads
to systolic array designs which are near optimal in energy
efficiency. Section 7.3 compares our FPGA implementation
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with other FPGA CNN accelerators on CIFAR-10. Section 7.4
compares single-sample latency of our ASIC implementations
with and without cross-layer pipelining.
7.1. ASIC Implementation and Evaluation
We synthesize our ASIC design using the Synopsys Design
Compiler [2] with 45nm NanGate Open Cell Library [3] and
CACTI 7.0 [1]. We estimate the hardware performance of
static random-access-memory (SRAM) with CACTI 7.0 and
synthesize the remaining components of the design includ-
ing Systolic Arrays with MX cells (Section 4.2), Shift (Sec-
tion 4.3), ReLU and Quantization (Section 4.4) using the
Synopsys Design Compiler.
We analyze our ASIC implementation across two scenarios.
First, in Section 7.1.1, we compare the bit-serial systolic ar-
ray without column combining (Figure 11b) to our bit-serial
design with column combining (Figure 11c), where a single
systolic array is used to process all CNN layers with tiling as
presented in Section 5.4. Then, in Section 7.1.2, we compare
our column combining ASIC implementation against prior
ASIC implementations of LeNet-5. In the second scenario, we
can fit each layer entirely into a systolic array and therefore
do not require tiling.
7.1.1. Systolic Array Comparison using Tiling To analyze
our ASIC implementation of column combining, we imple-
ment the three networks discussed in Section 5 (LeNet-5,
VGG-16 and ResNet-20) using a single systolic array of size
32×32 and perform partitioned matrix multiplication as shown
in Figure 14a. For this scenario, 32-bit accumulation is used
for all networks. We report energy consumption for processing
one input sample for each CNN across the three column com-
bining algorithm parameter settings presented in Section 5.4.
The baseline setting uses standard pruning without column
combining (α = 1,γ = 0), the column-combine setting al-
lows for column combining without column-combine prun-
ing (α = 8,γ = 0), and the column-combine pruning setting
performs column-combine pruning to improve utilization effi-
ciency by removing conflicting entries (α = 8,γ = 0.5).
Figure 16 depicts the throughput, number of tiles required
to perform matrix multiplication across all layers, energy con-
sumption per input sample, and classification accuracy for
each CNN across the three parameter settings. For all the three
CNN structures, the column-combine pruning setting greatly
reduces the energy consumption and number of tiles by 4×
to 6× over the other two settings. Furthermore, the column-
combine pruning setting has 3× to 4× greater throughput
compared to the other settings across all networks.
7.1.2. Comparison Against Prior Designs on LeNet-5 We
compares our ASIC implementation of LeNet-5, trained on
MNIST, to prior state-of-the-art CNN accelerator designs. For
this scenario, we use 16-bit accumulations for the systolic ar-
ray, as all layers are small in terms of filter sizes and therefore
do not require 32-bit accumulations. With 16-bit accumula-
tions, a single MAC operation will take half amount of cycles
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Figure 16: Performance of baseline and column combining
ASIC implementations using tiling as in Section 5.4.
Platform Network Platform Accuracy Area Eff. Energy Eff.
Ours (design 1) CNN ASIC 98.32% 46603 658053
Ours (design 2) CNN ASIC 97.61% 64716 869402
SC-DCNN (type a) CNN ASIC 98.26% 21439 221287
SC-DCNN (type b) CNN ASIC 96.64% 45946 510734
2x Xeon W5580 CNN CPU 98.46% 2.5 4.2
Tesla C2075 CNN GPU 98.46% 4.5 3.2
SpiNNaker DBN ARM 95.00% N/A 166.7
TrueNorth SNN ASIC 99.42% 2.3 9259
Table 1: Comparison of our ASIC implementations of LeNet-5
to other CNN accelerators on MNIST.
compared with 32-bit accumulations. All other designs use
LeNet-5 (except for SpiNNaker [28] which uses a Deep Be-
lief Network and TrueNorth [6] which uses a Spiking Neural
Network). Two SC-DCNN [47] designs were chosen for com-
parison: SC-DCNN (type a) has higher classification accuracy
while SC-DCNN (type b) has higher energy efficiency. To
compare with these designs, we implement two configurations
of LeNet-5, Ours (design 1) and Ours (design 2), by running
the column-combining algorithm with two different target
numbers of nonzero weights ρ (8k for design 1 and 5K for
design 2). Both designs use (α = 8,β = 20,γ = 0.5).
Table 1 compares all designs in terms of accuracy, area
efficiency, and energy efficiency. Generally, our design has
both the highest area efficiency and energy efficiency across
all the designs. Compared to SC-DCNN (type a), our design
1 achieves a 2.2× improvement in area efficiency and a 3×
improvement in energy efficiency, while also attaining a higher
classification accuracy. Similarly, our design 2 realizes a
higher classification accuracy than SC-DCNN (type b), while
achieving a 1.4× improvement in area efficiency and a 1.7×
improvement in energy efficiency.
7.2. Optimality in Energy Efficiency
We provide an analysis showing that our systolic array design
can achieve near-optimal energy efficiency. The total energy
consumption of processing an input sample is:
Etotal =Ecomp+Emem =Emac×Nmac+Emem =Emac×cNoptmac+Emem
where Ecomp and Emem are the energy consumption for all
MAC computations and SRAM, respectively, Emac is the en-
ergy consumption for a single MAC operation, Nmac is the
number of MAC operations in the pruned network, and Noptmac is
the optimal number of MAC operations. Let c(c≥ 1) denotes
the ratio between Nmac and N
opt
mac. Suppose that all designs
have the same Emac and Emem. Then the energy efficiency of a
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[57] [70] [16] Ours
Frequency (MHz) N/A 143 100 150
Precision (data/weight) N/A 1 16 8
Classification Accuracy N/A 87.73% 88.3% 93.1%
Energy Efficiency (frames/joule) 6109 1320 36 18830
Table 2: Comparison of our ResNet-20 model to state-of-the-
art FPGA implementations for CIFAR-10.
design is:
Energy Eff. =
1
Etotal
=
1
Ecomp +Emem
=
1
Emac× cNoptmac +Emem
and the optimal energy efficiency is:
Optimal Energy Eff. =
1
Emac×Noptmac +Emem
We have observed from synthesized results that when the
input size is relatively small, r = EmemEcomp tends to be small. For
example, r = 0.06 and r = 0.1 for LeNet-5 and ResNet-20,
respectively. In this case, we have
Energy Eff.
Optimal Energy Eff.
=
Emac×Noptmac +Emem
Emac× cNoptmac +Emem
=
1
c + r
1+ r
≈ 1
c
Note that 1/c is the packing efficiency achievable by column
combining. Thus when r is small, the ratio between Energy
Eff. and Optimal Energy Eff. is mostly denominated by the
packaging efficiency.
Consider, for example, the scenario depicted in Figure 13c
(c), for γ = 0.5. Column combining can achieve a packing
efficiency of about 94.5% with a modest degradation of classi-
fication accuracy of about 0.7% in absolute percentage. Thus
in this case the energy efficiency of our design is about 94.5%
of the optimal energy efficiency, for small r.
7.3. FGPA Implementation and Evaluation
For our FPGA implementation, we use the Xilinx XCKU035-
1FBVA676C chip [5]. We synthesize our design using the
Xilinx Vivado Design Suite (2017.4) [4]. We use 32-bit accu-
mulation for the systolic array implementation.
Table 2 compares our ResNet-20 implementation to other
FPGA implementations for CIFAR-10 in terms of classifi-
cation accuracy and energy efficiency. We notice that our
design achieves an accuracy of 93.1%, which is around 5-6%
higher than other models. Moreover, our design achieves a
3× improvement on energy efficiency over the next best de-
sign. While it is possible for the other designs to increase the
accuracy by using more hardware, it is hard for them to attain
a low energy efficiency as our design.
7.4. Dramatic Reduction in End-to-end Inference Latency
with Cross-layer Pipelining
In this section, we evaluate the FPGA performance of cross-
layer pipelining, described in Section 3.6, in terms of reduced
end-to-end inference latency for a single sample on LeNet-5
and ResNet-20. We found that cross-layer pipelining reduces
CPU[70] GPU[70] [70] [18] Ours
Classification Accuracy 88.42% 88.42% 88.42% 85.88% 93.1%
Latency (microseconds/frame) 14800 730 5940 >652 55.68
Table 3: Comparison of our ResNet-20 model with cross-layer
pipelining to state-of-the-art CNN accelerators for CIFAR-10.
the latency significantly by 3.5× and 9.3× compared to with-
out pipelining for LeNet-5 and ResNet-20, respectively.
Furthermore, we compare our column combined ResNet-20
model with cross-layer pipelining on FPGA to other hardware
implementations including GPU, CPU and FPGA accelera-
tors trained on CIFAR-10. Table 3 shows the classification
accuracy and end-to-end latency for a single input sample of
each design. The latency 652µs of [18] shown in Table 3 only
includes the latency for all convolutional layers (thus >652).
Our design achieves an end-to-end latency over 12× smaller
than next best implementation, while also obtaining a higher
classification accuracy.
8. Conclusion
In this paper, for CNN inference, we have presented a solution
to a long-standing parallel processing challenge about how one
can make efficient use of regular parallel processing arrays,
such as systolic arrays, for sparse computations. Specifically,
for a given sparse CNN, we have proposed a novel approach
of using column combining to pack the filter matrix associated
with each convolutional layer for its efficient systolic array
implementation. In combining columns, we prune all weights
on conflicting rows but the one with the largest magnitude.
We then bring up the classification accuracy of the pruned
network via retraining. We iterate on this column-combining
and network-retraining step to improve both utilization effi-
ciency of the systolic array and the classification accuracy of
the network. This joint optimization has become feasible for
sparse CNN inference. That is, for a CNN, we can optimize
its topologies to fit the structure of the underlying computing
hardware such as a given systolic array, while preserving most
of its classification accuracy via network training.
Being able to transform sparse computations to fit highly ef-
ficient regular processor arrays is powerful. As demonstrated
in the paper, our proposed column combining approach can
increase the utilization efficiency of a systolic array by approx-
imately 4×, with a slight increase in the complexity of systolic
cells for providing multiplexing (MX) support. This has led
to superior performance of our proposed method against prior
arts under metrics such as energy efficiency (3×) and inference
latency (12×).
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