We discuss a possibility of establishing a nonextensive incomplete statistics based on Tsallis entropy for equilibrium systems with different q values.
Introduction
Nonextensive statistical mechanics (NSM) [1] is a possible alternative to Boltzmann-Gibbs-Shannon one (BGS) for nonextensive or nonadditive systems having complex dynamics and being at equilibrium or meta-equilibrium states 1 . Although there are still many fundamental problems and open questions about the validity domains, the signification of the parameter q, and other important fundamental topics, to be clarified, this nonextensive theory has been already applied to some complex systems and proved to be useful and promising. The reader may find updated references about that in [2] .
The nonextensive entropy of NSM, called Tsallis entropy in the literature, was proposed for the first time by Havrda and Daroczy [5, 3, 4] et al from mathematical considerations, as an alternative to Shannon entropy [6] S 1 = − w i=1 p i ln p i and to Rényi one [7] . This nonadditive entropy can be written as follows :
where p i is the probability that the system of interest is at the state labelled by i = 1, 2, ..., w (let Boltzmann constant be unity). q is a parameter characterizing the nonextensivity of the theory. For complete probability
which is the usual form of Tsallis entropy one finds in the literature.
Recently, another formalism of NSM [8, 9, 10] has been proposed on the basis of an incomplete information theory intended for the study of complex systems whose dynamics is not well known so that, in practice, there may be physical states accessible to the system but inaccessible to theoretical treatments. In this case, the number of states w in our calculation may be different from the total number of all the possible physical states occupied by the system. For these systems, we have proposed an incomplete normalization
here w is only the number of states which are countable and accessible to our treatments. For a class of systems whose phase space volumes are multifractals of dimension d f , q = d f /d where d is the dimension of the phase space in which the fractal volumes are embedded [11] . This formalism seems useful in some applications to correlated quantum systems [10, 12, 13] . Using the normalization in Eq.(2), Tsallis entropy can be recast into
. For a composite system having joint or compound probability given by the product of the probabilities of its interacting subsystems at equilibrium [14, 15] , we have [9] 
As a matter of fact, these nonextensive relationship is a necessary condition for the existence of thermodynamic equilibrium [16] . Then if we apply this condition to the postulated Tsallis entropy, the product joint probability p(A + B) = p(A)p(B) follows, as discussed in [10, 15] . This consideration is helpful because it allows to detach the product joint probability from the independence of the subsystems and NSM from additive energy E ij (A+B) = E i (A) + E j (B) which should be considered as an approximation for the case where the nonextensive term of energy may be neglected [17] and should not be used for the discussion of fundamental problems such as the validity of NSM [15, 18] , if not, there would be fundamental difficulties within the nonextensive theory [19, 20, 21, 22, 23, 24] . This paper is intended to an important question about the applicability of NSM to systems having different q's. Up to now, the nonextensive incomplete thermostatistics for equilibrium (or meta-equilibrium) interacting systems has been established for the composite systems containing only subsystems having the same q. For systems having different q's, although it is plausible to believe the existence of thermal equilibrium between such systems, an exact and consistent mathematical formulation describing the equilibrium is still missing [18, 24, 25] . This has led to the belief [24] that q was a universal constant for NSM and equal to unity, which reduces NSM to BGS [24] . In what follows, it will be shown that, by using some nonextensive relationships of entropy and energy required by the existence of thermal equilibrium or meta-equilibrium, an incomplete thermal statistics can be formulated for systems having different q's.
A pseudo-additivity of entropy prescribed by thermal equilibrium
It has been proved [16] that the most general pseudo-additivity (or composability) of entropy prescribed by thermal equilibrium is the following :
where H[·] is certain differentiable function satisfying H[0] = 0 and λ S is a constant. Now we define H(S) as a kind of difference between the nonadditive S and the additive one of BGS, say, H(S) = w i=1 p i − 1. It is straightforward to see that H(S) = 0 if q = 1. This definition of H(S) implies :
where q, q A and q B are the parameters of the composite system A + B, the subsystems A and B, respectively. This relationship is more general than Eq.(3) and recovers the latter only when q = q A = q B . Let λ S = 1, the above definition of H(S) also implies :
Note that here the probabilities are not normalized, which is different from the usual normalized product joint probability. Eq.(6) allows to determine uniquely the parameter q for the composite system if q A , q B , p i (A) and p j (B) are well known. By the incomplete normalization of the joint probability, we obtain the following relationship :
which means q A < q < q B if q A < q B and q = q A = q B if q A = q B . From Eq. (5), if (A + B) is at equilibrium, i.e., dS(A + B) = 0, we get :
In what follows, we will show that Eq. (9) allows to describe the thermal equilibrium between two systems having different q's.
Energy nonadditivity
For exact treatments of equilibrium within NSM, we have to deal with nonadditive energy that allows the existence of thermal equilibrium [14] and satisfies the product probability. As a matter of fact, the nonextensivity of energy is determined uniquely by the product probability law Eq.(5). To show this, we have to find first the relevant probability distribution.
The product probability in Eq. (5) implies that the expectation of energy should be defined by U = i p i E i where E i is the energy of the state i. It is easy to show that, using U , the maximization of S gives :
where the partition function is given by
Then from the product probability, one gets
which characterizes the nonadditive energy.
Here we can define a deformed energy e = 1 (q−1)β ln[1 − (q − 1)βE] as in reference [10] . In this way, the distribution Eq.(10) can be put in the exponential form
which means e ij (A + B) = e i (A) + e j (B). (13) Note that e varies monotonically with E, so that dE = 0 leads to de = 0 and q A de i (A) + q B de j (B) = 0 in accordance with energy conservation. In what follows, the thermal equilibrium will be discussed within two formalisms of NSM using unnormalized expectation and escort probability, respectively.
Equilibrium with unnormalized q-expectation
From the product probability and the additivity Eq. (13) of the deformed energy, we obtain
or
Combine this with Eq.(9), one gets
which can surely be used to describe the equilibrium but does not give the physical interpretation of the Lagrange multiplier β in the distribution of Eq. (10) or Eq. (12) . To determine β, we define a deformed entropy s :
but here p i is given by Eq. (10) or Eq.(12) [10] . This deformed entropy has the following nonadditivity :
which leads to, at equilibrium,
= 0. Combining this with Eq. (15) and considering s = w i=1 p i ln Z + βu, we get
where the inverse temperature is given by β = ∂s ∂u . Considering that i p i = Z q−1 +(q −1)βU , we also have beta = ∂S ∂U which is the Lagrange multiplier in the distribution Eq. (10) or Eq. (12) . It is worth noticing that the equilibrium temperature is independent of q A and q B .
It should be noted that the expectation U = i p i E i suggested by the product probability is not unnormalized. So there may be peculiarities such as [26] . In our opinion, this problem can be avoided if we take into account the fact that, rigorously speaking, additive energy leads to additive statistics [15, 23] . In this case, it may be that q = 1. So we again have U (A + B) = U (A) + U (B)
Equilibrium with escort probability
Now it will be shown that the above description of thermal equilibrium can also be made with escort probability [27] . Let us define a deformed average energy with escort probability u(A + B) = ij P ij (A + B)e ij (A + B) = u(A) + u(B), where P i = p i / i p i and p i is the incomplete probability distribution given by Eq.(10). One gets
Let us take the entropy s a defined by Aczel and Daroczy [5, 28] as a deformation of the nonextensive entropy S :
which naturally arises from the escort probability and can be used to measure the information content on multi-fractal supports [29] . s a can be maximized with appropriate constraints associated with the deformed average energy u to give the distribution of Eq.(10) or Eq.(12).
The above deformed entropy has the following nonadditivity :
so that at equilibrium associated with the distribution Eq. (10) 
On the other hand, from Eqs. (12) and (21), it is easy to get
which means β = ∂sa ∂u . We finally have
which is also independent of q A and q B .
In this formalism, a deformed free energy can be defined by f = u − sT = − ln Z (T = 1/β). From this, other aspects of the thermodynamic equilibrium can be discussed [10] .
Conclusion
We have discussed some possibilities of establishing thermal equilibrium between nonextensive systems with different q's within incomplete q-statistics. This can be done with a group of nonadditive entropy and energy required by the existence of thermal equilibrium and by the product joint probability.
Some point to be noted : 1) The q of a composite system is uniquely determined by the q's of the subsystems. 2) The equilibrium temperature does not depend on the q's of the subsystems.
3) The work is carried out within two possible formalisms of NSM : using the unnormalized q-expectation or the escort probability q-expectation. We have noted that the usual expectation U = i p q i E i for incomplete distribution could not be used in this work due to the factorization of joint probability p ij (A + B) = p i (A)p i (B) instead of p i (B) for complete distribution [30] .
