Introduction.
Like the goal of combinatorial algorithms is to construct certain combinatorial objects by means of some elementary operations, the goal of numerical algorithms is to construct some real numbers by means of the four elementary arithmetic operations: addition, subtraction, multiplication and division. The di erence is that the set of real numbers is uncountable and as a consequence there is no nite coding of real numbers. Thus the phrase "to construct a real number" actually means to construct a rational approximation of that number. The di erence between the exact number and the constructed number is the error of the algorithm. This error is present even in the ideal case when the four arithmetic operations are performed exactly. Exact computations on rational numbers are possible but impractical because of the fast growth of the size of representations of rational numbers in course of computations. As a consequence, most implementations of numerical algorithms additionally su er from another source of errors, called rounding or truncation errors in contrast with the intrinsic error of the numerical algorithm.
The presence of errors in numerical algorithms gives them a di erent avor when compared to combinatorial algorithms, because every numerical algorithm additionally requires a suitable error analysis, which usually is not a straightforward task, especially when rigorous error bounds are needed. A common approach is to perform only some approximate error analysis and this is satisfactory for many applications. The situation is di erent in case of computer assisted proofs based on numerical algorithms. Here exact error bounds are absolutely necessary. Since computer assisted proofs in analysis are more and more common (see 3, 4, 5, 6, 7, 8, 9] ), a natural consequence is growing demand for rigorous error analysis of numerical algorithms. Such an analysis must take into account both kinds of errors: the rounding error and the intrinsic error. A method of handling the rounding error, known as the interval arithmetic (see 1]), was introduced already in sixties. The method is easily Research supported by KBN, Grant 0449/P3/94/06. implementable and automatically takes care of all rounding errors in course of computations. The method has one disadvantage: its implementations are rather slow. This is partly due to the nature of the method (numbers replaced by intervals) and partly because the optimization routines of the available compilers are not prepared to work with intervals.
The main problem with the intrinsic error is that even if explicit formulas for that error are available, they are di cult to evaluate in concrete problems. A good example is the Runge-Kutta method used to construct soultions of initial value problems in ODE's (see 2]). It is well known that the error bound of the p-th order RungeKutta method is a constant times the p-th power of the step of the method. What is di cult is the estimation of the constant.
The aim of this paper is to propose rigorous error analysis of both the intrinsic and rounding errors based on symbolic computations. Although our main object of interest are algorithms for ODE's, the presented method is widely applicable in analysis. The method was successfuly used in 6, 7] in a computer assisted proof of chaos in the Lorenz equaitons.
Unlike the interval analysis, the presented method is disjoint form the algorithm itself. This means that there is no need to rewrite the existing software and in particular the algorithms do not slow down. What is even more important, error estimates for a prescribed set of inputs may be obtained even before the algorithm itself is run. This is espacially convenient if the numerical algorithm is to be run several times for many similar inputs and the requested error bound must be in an a priori prescribed limit. In such a situation one can experiment with error bounds of various settings of the algorithm and the algorithm is run only after a setting with satisfactory error bounds is found.
One should mention that the rounding error bounds obtained this way are in general not as good as those produced by the interval arithmetic. However, this is irrelevant if rounding errors are small when compared to the intrinsic error, which is usually the case.
The organisation of the paper is as follows. In Section 2 we introduce representable numbers and in Section 3 we discuss binary orders of magnitude. The following section is devoted to representable arithmetic. An auxiliary function ? is introduced in Section 5. Arithmetic expressions are dealt with in Section 6 and rounding error bounds for arithmetic expressions are discussed in Section 7. Section 8 presents error bounds for Runge-Kutta methods. A program in MATHEMATICA evaluating the error bound is introduced in Section 9. The last section contains a sample error evaluation for the Lorenz system. Throughout the paper R and Zdenote respectively the set of real numbers and the set of integers. These sets supplemented by positive and negative in nity are denoted by R and Z. In the sequel it will be convenient to treat the minimum and maximum of two numbers x; y 2 R as a binary operation on R denoted by x^y := min(x; y) and x _ y := max(x; y) respectively. The following proposition is an easy excercise. Proposition 1.1. Assume a; b; a 0 ; b 0 2 R. Then ab 0 ) ja ? bj jaj _ jbj (1) j(a^b) ? (a 0^b0 )j ja ? a 0 j _ jb ? b 0 j (2) j(a _ b) ? (a 0 _ b 0 )j ja ? a 0 j _ jb ? b 0 j (3) 2. Representable numbers. As we mentioned in the introduction, most implementations of numerical algorithms work on a certain nite subset of real numbers and all other real numbers are approximated (represented) by some numbers in this set. For the purposes of this paper it is convenient to formalize these ideas as follows.
De nition 2.1. (R; h i) is a representation of R ifR R is a nite subset and h i : R !R is a function such that for any x; y 2 R the following conditions are satis ed 0; ?1; +1 2R (4) x 2R ) ?x 2R (5) x 2R ) x = hxi (6) x y ) hxi hyi (7) The number hxi is called the representaton of x. We de ne the lower and upper representations of x by #(x) := maxf y 2R j y x g "(x) := minf y 2R j y x g
The following two properties follow immediately from the above de nitions and property (7) . #(x) x "(x) (8) hxi 2 f #(x); "(x) g (9) A common way of implementing a representation of R in hardware is as follows. In the sequel (R; h i) is taken to be a xed representation of R and the elements of R are referred to as representable numbers. Proposition 2.2. Assume a 2 R and r 1 ; r 2 2R. Then r 1 jaj r 2 ) r 1 jhaij r 2 : Proof: If a 0 then r 1 a r 2 , hai 0, and by (7) and (6) , where k 2 Z. The set of binary orders of magnitude will be denoted by R bom .
The (upper) binary order of magnitude of x is given by dxe := minf y 2 R bom j y jxj g
The following proposition summarizes the properties of the upper binary order of magnitude.
Proposition 3.1. Assume a; b 2 R. Then jaj dae (14) 0 jaj jbj ) dae dbe (15) dae 2R ) dhaie dae (16) da be 2(dae _ dbe) (17) da be dae dbe (18) da _ be dae _ dbe (19) da^be dae _ dbe (20) Proof: Properties (14) and (15) are obvious. To see (16) consider rst the case a 0. Then 0 a = jaj dae and by (7) and (6) By a standard arithmetic operation we mean any of the operations +; ?; ; =, the minimum and maximum operations^; _ and the ve relations =; <; >; ; treated as functions R R ! f 0; 1 g R. Assume : R R ! R is an arithmetic operation. h i :R R !R is a proper implementation of 2 f +; ?; ; =;^; _ g if for all x; y 2R xh iy = hx yi: We will say that (R; h i; u ? ; u + ; ) is a strong representation of R if (R; h i) is a representation of R and ; u ? ; u + 2R are positive numbers such that x; z 2R \ R bom ; x y z; y 2 R bom ) y 2R 
Function Gamma
Typically, a nal error bound is given as a relative error with respect to the absolute value of the nal result. However, since the machine accuracy drops rapidly close to zero and in nity, it is convenient to modify the absolute value close to zero and in nity by means of the following function. Proof: To prove (26) rst observe that the property is obvious when jbj > u + or jaj < u ? = . When u ? = jaj jbj u + then the property follows from (15).
Property (27) is obvious when jaj > u + . If jaj < u ? = then we get from (7) that also jhaij < u ? = , hence ?(hai) = u ? = = ?(a). If u ? = jaj u + then by Proposition 2.2 u ? = jhaij u + , i.e. ?(hai) = dhaie dae = ?(a).
Property (28) 
The proof of the remaining properties is similar. QED 6. Arithmetic expressions We want to study the evaluation of arithmetic expressions via considering a certain language. For this purpose we x a countably in nite set of symbols V = f X 1 ; X 2 ; : : :g, called variables, and de ne a word to be an arbitrary nite sequence of symbols in V R f ( ; ) ; +; ?; ;^; _ g. If w is a word then jwj will stand for the length of w, i.e. the number of elements in w. The set of (arithmetic) expressions We will say that a function (x 1 ; : : : x n ) is monotone if jx i j y i for i = 1; 2; : : : n implies (x 1 ; : : : x n ) (y 1 ; : : : y n ). The following theorem shows, how functions H w and w may be used to estimate the rounding error on machine evaluation of w. 
jw(x 1 ; : : : x n )j ?(w(x 1 ; : : :x n )) H w (N 1 ; : : : ; N n );
jhwi(x 1 ; : : : x n )j ?(hwi(x 1 ; : : :x n )) H w (N 1 ; : : : ; N n );
jw(x 1 ; : : :x n ) ? hwi(x 1 ; : : :x n )j w ( 1 ; : : : ; n ) H w (N 1 ; : : : ; N n );
Proof: The monotonicity of H w and H w is straightforward by an induction argument on the length of w. The rst inequality both in (39) and in (40) follows immediately from (28). We will prove the second inequality in (39) and in (40) Assume in turn that w = (w 1 w 2 ) for some expressions w 1 ; w 2 . Again we have by (21), (27), (31), (26) It remains to consider the case w = (w 1 w 2 ) with 2 f^; _ g. We have then by (27), (32), (33), (26) This completes the proof of (39) and (40). The proof of (38) goes along the same lines as the proof of (39), hence we leave it as an excercise.
The proof of (41) is again by induction on the length of w. Assume that jwj = 1. If w = X i for some X i 2 V then jw(x 1 ; : : :x n ) ? hwi(x 1 ; : : :x n )j = jx i ? hx i ij i N i = w ( 1 ; : : : n )H w (N 1 ; : : :N n ); whereas if w = s for some s 2R then jw(x 1 ; : : :x n ) ? hwi(x 1 ; : : : x n )j = js ? hsij = 0 = w ( 1 ; : : : n )H w (N 1 ; : : : N n ); which proves (41) in case jwj = 1. Assume jwj > 1. We again consider various forms of w. Consider rst the case w = (w 1 w 2 ). It follows from (28), (29), (30), (26) and the induction assumption that jw(x 1 ; : : : x n ) ? hwi(x 1 ; : : : x n )j j(w 1 (x 1 ; : : :x n ) w 2 (x 1 ; : : : x n )) ? (hw 1 i(x 1 ; : : : x n ) hw 2 i(x 1 ; : : : x n )) + (hw 1 i(x 1 ; : : : x n ) hw 2 i(x 1 ; : : :x n )) ? hw 1 i(x 1 ; : : :x n )h ihw 2 i(x 1 ; : : :x n )j jw 1 (x 1 ; : : : x n ) ? hw 1 i(x 1 ; : : :x n )j + jw 2 (x 1 ; : : :x n ) ? hw 2 i(x 1 ; : : :x n )j + j(hw 1 i(x 1 ; : : : x n ) hw 2 i(x 1 ; : : : x n )) ? hhw 1 i(x 1 ; : : :x n ) hw 2 i(x 1 ; : : : x n )ij w 1 ( 1 ; : : : n )H w 1 (N 1 ; : : :N n ) + w 2 ( 1 ; : : : n )H w 2 (N 1 ; : : :N n ) + ?(hw 1 i(x 1 ; : : :x n ) hw 2 i(x 1 ; : : :x n )) ( w 1 ( 1 ; : : : n ) + w 2 ( 1 ; : : : n )) (H w 1 (N 1 ; : : :N n ) _ H w 2 (N 1 ; : : :N n )) + ?(2(?(hw 1 i(x 1 ; : : :x n )) _ ?(hw 2 i(x 1 ; : : :x n )))) (28), (29), (31), (26), properties (39), (40) and the induction assumption we get jw(x 1 ; : : : x n ) ? hwi(x 1 ; : : : x n )j jw 1 (x 1 ; : : : x n ) w 2 (x 1 ; : : :x n ) ? hw 1 i(x 1 ; : : :x n ) w 2 (x 1 ; : : : x n )j + jhw 1 i(x 1 ; : : : x n ) w 2 (x 1 ; : : :x n ) ? hw 1 i(x 1 ; : : :x n ) hw 2 i(x 1 ; : : :x n )j + jhw 1 i(x 1 ; : : :x n ) w 2 j(x 1 ; : : :x n ) + hhw 1 i(x 1 ; : : :x n )h ihw 2 i(x 1 ; : : :x n )i jw 1 (x 1 ; : : :x n ) ? hw 1 i(x 1 ; : : : x n )j jw 2 (x 1 ; : : : x n )j + jhw 1 i(x 1 ; : : : x n )j jw 2 (x 1 ; : : :x n ) ? hw 2 i(x 1 ; : : :x n )j + ?(hw 1 i(x 1 ; : : : x n ) hw 2 i(x 1 ; : : : x n )) From know on we assume that the vector eld V is a polynomial. Note that then also is a polynomial.
It is well known that the one step error of this method is bounded by Ch 5 . In In the following sections we show how the error bound E Z may be found by means of symbolic computations.
9. Symbolic computation of E Z The contents of this section set with the typewriter font in the display style constitutes a program in MATHEMATICA which nds the formula for the error bound E Z introduced in the previous section. Of course the program may be easily implemented in any other package for symbolic computations. We begin with the de nition of the machine representation of x as given by formula (12), a function testing if a given number is a representable number and the de nition of the upper binary order of magnitude. Since the function ? involves maximum and minimum operations, we would like to have them evaluated whenever possible. For this reason we assume the following de nitions of the maximum and minimum functions, denoted respectively by Mx and Mn. Note that if a lower bound for an expression a is known to be greater or equal and its upper estimate as follows 10. An example As an example of application we consider again the Lorenz equations (48). Here is the implementation of the Lorenz vector eld in MATHEMATICA.
f {x_,y_,z_}]:={s(y-x),r x -y -x z, x y -q z} may be used to nd that it is a polynomial of degree 23. Fixing the coe cients and assuming upper bounds for x; y; z to be 50 by means of a substitution Error=TotalErrorEstimate /. {x->50,y->50,z->50,r->54,s->45,q->10} we obtain the following formula for E Z (h) Using the following directive we obtain a list of sample error bounds for steps h = 0:0001i, where i = 1; 2; 3; 4; 5.
-9 -8 -7 -6 -6 {1.0721 10 , 3.35302 10 , 2.56985 10 , 1.09481 10 , 3.37894 10 } Finally let us mention that although we do not present the whole formula for the error estimate depending on all three parameters of the Lorenz system and with arbitrary upper bounds for variables x; y; z, because of its length, there is no problem in using it in computations and the whole formula actually was used in the computer assisted proof of chaos in the Lorenz system presented in 6, 7] . This may raise one question: is the error estimate still rigorous when its numerical value for concrete parameters is obtained via evaluating the formula in machine arithmetic? The answer is yes, under the assumption that the machine arithmetic with roundig up is used, i.e. every representation equals the upper representation. Most present day hardware o ers such machine arithmetic as one of many possibilities.
