Abstract. The cyclicity of period annuli of some classes of reversible and non-Hamiltonian quadratic systems under quadratic perturbations are studied. The argument principle method and the centroid curve method are combined to prove that the related Abelian integral has at most two zeros.
1. Introduction. As a part of the study of Hilbert's 16th problem, many authors considered the quadratic perturbations of quadratic centers. If the quadratic centers belong to the Hamiltonian class, then the study of the number of limit cycles bifurcating from a period annulus or annuli (i.e. the weak Hilbert's 16th problem for n = 2) is finished, and the study of the number of limit cycles bifurcating from singular loop, or from infinity is partially finished, see [7, 10, 27, 6, 17, 2, 11, 12, 8, 28, 29, 3, 15, 9, 16] . If the quadratic centers belong to the reversible class (and do not belong to the Hamiltonian class), then the study seems very difficult, and known results are very limited (see a list after Remark 1.1, and see [24] for more information about the weak Hilbert's 16th problem).
In the present paper we shall study perturbations of some classes of generic quadratic reversible and non-Hamiltonian systems. In [22, 30] a classification is given for integrable quadratic systems with at least one center. Following [13] , such systems can be classified into five classes in the complex form: An integrable quadratic system is called generic, if it belongs to one of the first four classes and does not belong to other classes of the classification given above.
We will only consider the reversible case (ii). Taking z = x + iy, and change t → −t, we obtain from (ii) thaṫ x = −y − (ā +b + 2)x 2 + (ā +b − 2)y 2 , y = x − 2(ā −b)xy.
Ifc =ā −b = 0, then we make the scaling (x, y) → (x/c, y/c), and obtain the following formẋ = −y + ax 2 + by 2 , y = x(1 − 2y),
where
For convenience, we consider the following coordinates and time scaling for system (1)
Then, writing (x, y, t) instead of (x,ȳ,t), we obtaiṅ
System ( (3) is given by
Note that if a = 1, then system (3) is not Hamiltonian, and the integrating factor is µ = |y| a−1 .
In the period annulus surrounding a center of system (3), we denote the ovals by
where h c is the critical value of H at a center, and h s is the value of H for which the period annulus terminates at a separatrix polycycle or at infinity. We can suppose that h c < h s , otherwise we can change the sign of H to ensure it. In this paper we consider any quadratic perturbation of (3):
where is a small parameter, f and g are quadratic polynomials in x and y with coefficients depending analytically on .
We call the cyclicity of the above system an upper bound for the number of limit cycles of the system which bifurcate from any compact subset of the open period annulus ∪ h∈∆ Γ h . 
where α, β and γ are real constants, and the orientation of the integral is given by the vector field.
Proof. Comparing (ii) with (i) and (iii), any generic reversible system has the form (ii) with the condition
For any (ā,b), we find from (2) that a + b = 0. If a + b = 0, one can verify that system (1) belongs to the class (iv). It is called reversible Lotka-Volterra system in [13] . The above condition onā,b is equivalent to
This completes the proof of the first part of the lemma.
To prove the second part, we note that by (2) the conditionsā = 3b+2,ā+b+2 = 0 andb = −1 (which appear in the appendix (ii) of [13] ) are equivalent to a = −2, a = 0 and a = −1 respectively, then by Theorem 2 (ii) of [13] (replacing (x, y) by (y, −x), see the explanation in the appendix of [13] ) the maximal number of zeros of the following Melnikov integral
gives the cyclicity of the period annulus. This integral is obviously equivalent to the integral (6). Remark 1.1. We denote the vector field (1) or (3) by X a,b , then it is easy to check that
if a + b = 0 and a = 1; X a,b is in the Hamiltonian triangle case if a = 1 and b = −1; and
To our knowledge, known results concerning the quadratic perturbations from the reversible system (1) are: [1] for the isochronous centers; [23] for the bifurcation curve of the unbounded heteroclinic loop; [5, 20, 26, 14] for a = −3 with different b. In these previous works no result about the global distribution of limit cycles in the whole phase plane is known for small perturbations of the reversible system (1), when the parameters a and b belong to an open set in R 2 . We shall use the result of Lemma 1.1 to study the cyclicity of quadratic perturbations of some classes of generic reversible systems. The main results in this paper are the following.
(A) For a = −4, by applying results from [4] we obtain a result for the number of limit cycles under quadratic perturbations of system (1). This is done in Section 2.
(B) For rational a, we deduce in Section 3 the Picard-Fuchs equations of system (1) . We prove that they are of finite order for all rational a. In particular if a = 2, the corresponding Picard-Fuchs equation is of order 4.
(C) By combining the techniques of [10, 15] (using the geometry of the centroid curves) with the method of [21, 6, 19] (using the argument principle), we obtain the following theorem for system (1), restricted to a = 2, 0 < b < 2. Note that in this case, system (1) has two centers, and it belongs to the generic reversible class. 
2. The study of the case a = −4. When a = −4, the first integral of the system is
The integral we consider is
It is easy to check that h 0 < +∞. After the transformationỹ = x/y 2 ,x = 1/y, the integral is changed tõ
. Note that the above transformation is singular along the straight line {y = 0}, and is one to one elsewhere, and the period annulus or annuli of system (3) with a = −4 have no intersection with the line {y = 0}.
For b = 0, 2, the corresponding Hamiltonian vector field
always has three singularities at (0, 0), (0, 1) and (0,
. Hence, the phase portrait of XH exhibits a saddle loop, a two saddle cycle, or a figure-eight loop. On the other hand, the Abelian integralM (h) is exactly the same as in [4] . According to results of [4] , in these cases, the number of zeros ofM (h) (or M (h)) is at most two if we restrict h inside one or two period annuli bounded by one of the above mentioned loops. Therefore, we have the following result. (1) is two, that is the maximum number of limit cycles which emerge from the center (resp. centers) and the period annulus (resp. annuli) of system (1) altogether is equal to two.
Picard-Fuchs equation. We now study the Picard-Fuchs equation verified by the Abelian integrals. When a is an integer we consider
For other a one needs to consider I ξ (h) = Γ h |y| ξ x dy, ξ ∈ R. If we consider the cyclicity of the period annulus surrounding the center (0, 1), then all orbits Γ h are located in the half plane {y > 0}. Hence, we let
Then, the integral (6) becomes
Along Γ h we denote x = x j (y, h) with x 2 = −x 1 ≥ 0, since Γ h is symmetric with respect to the y-axis (see (4)). Thus, along Γ h we have
Hence,
From equations (7) and (4) we obtain
Then, by equation (8), we have
On the other hand, if ξ + 1 = 0 then by using the integration by parts we have
By equation (3) we have, along Γ h
Then, using (8) again, the above integral gives
Removing I ξ+a+2 (h) from (9) and the above equation, we obtain
Taking ξ equal to a − 2, a − 1, a and a + 1 respectively, and using (5) we have
Multiplying (4) by xy ξ dy, then integrating it along Γ h , we have
If ξ + a + 1 = 0, then using integration by parts and (10) we obtain
Removing J(h) from (13) and (14), we obtain
, the Picard-Fuchs system is the following
with
9b ,
Proof. Notice that under the transformation x → x/y, y → 1/y, the first integral of system (3) with the parameter (a, b) is mapped to the first integral of system (3) with the parameter (−2 − a, 2 − b). So its Picard-Fuchs equation has the same order. In the following, we need only to consider rational a with a > −1.
We first consider the case that a is a positive integer: 1 < a ∈ N.
Taking ξ equal to a − 2 in (15), we have
Then I 2a can be expressed by I 2a−1 , I 2a−2 , hI a−2 . By induction we can prove that,
In (11), taking ξ = a − 2, a − 1, . . . , 2a − 2, 2a − 1 respectively, we obtain a system of linear equations. Using the expressions of I k with k > 2a − 1 as obtained above, we get a Picard-Fuchs equation of order a + 2.
For the particular case a = 2, the Picard-Fuchs equations are given by system (16) which is of order 4.
We now consider the case of rational a. We write a = [a] + m n where 0 < m < n and (m, n) = 1. Denote a i = [a] + i n for 0 < i < n. We distinguish three cases according to the value of a.
First case: −1 < a < 0.
Taking ξ = −1, −2 in (9) we obtain
respectively. Then in (11), taking ξ = a i − 1, a i , a j − 2, a j − 1 for 0 < i < n − m and n − m ≤ j < n, we obtain the following equations:
Notice that for i with 0 < i < n − m, there exists j with m < j < n so that a i + a = a j − 1, and for j satisfying n − m ≤ j < n, there exists i with 0 ≤ i < m so that a j + a = a i . So we need to check that I a+1 , I ai−2 for 0 ≤ i < n − m and I aj for n − m ≤ j < n can be expressed by the I's in the left-hand side of the above equations and those in equation (18) .
We only consider the case m < n − m because the proof of the case n − m ≤ m is similar.
In (15), let ξ = −1,
So I a+1 can be expressed by I a , I a−1 and hI −1 . For I ai−2 where 0 ≤ i < m, there exists j so that n − m ≤ j < n and a j + a = a i . In (15) , let ξ = a j − 2 and use a i = a + a j , we obtain For I aj where n − m ≤ j < n, there exists i so that n − 2m ≤ i < n − m and a i + a = a j − 1. In (15), taking ξ = a i − 1 and using a j = a + a i + 1, one proves similarly that I aj for n − m ≤ j < n can be expressed by I aj −1 , I aj −2 and hI ai−1 .
So the equation we obtained is the Picard-Fuchs equation. And its order is 2n.
Second case: If 0 < a < 1, we take in (12) , ξ = 0, a i − 1, a i , a j − 2, a j − 1 for 0 < i < n − m and n − m ≤ j < n. Then, together with equation (18) and using the same kind of arguments as in the previous case, we obtain the Picard-Fuchs equation of order 2n. a > 1, in equation (12), taking ξ = a i − 1, a i , . . . , a i + [a], a j −  2, a j −1, a j , . . . , a j +[a]−1 for 0 ≤ i < n−m and n−m ≤ j < n, we obtain a system of equations. Using the above method, we will find the Picard-Fuchs equation of order ([a] + 2)n.
Third case: If
4. The study of the case a = 2 and 0 < b < 2: a first estimation. If we take a = 2, 0 < b < 2, then system (3) takes the forṁ
with the first integral
and the integrating factor µ = y. That is, equation (19) is equivalent tȯ
Recall that system ( Proof. If 1 < b < 2, we make the rescaling
Let b = 2−b, then this equation has the same form as (19) , replacing b byb ∈ (0, 1).
Thus, in what follows we will assume b ∈ (0, 1] in system (19). Let
Note that h 2 < h 1 for b ∈ (0, 1), and h 2 = h 1 = − 1 4 for b = 1.
By Lemma 1.1, system (19) is a generic quadratic reversible system, and the cyclicity of the period annulus surrounding the center (0, 1) or (0, −(2 − b)/b) under quadratic perturbations is determined by the maximal number of zeros of the Abelian integral
where Γ h = {(x, y) | H(x, y) = h, h j < h < 0}, j = 1 or 2. In the rest of this section we shall prove a first estimation of the number of zeros of M (h) in (h j , 0). We first give the following lemma. 
has at most three zeros in (h i , 0) .
Proof. First, we make the change of variablesỹ = xy,x = y. We obtain a new system whose first integral is Figure 1 shows the change of the phase portraits of system (19) with a = 2 and 0 < b ≤ 1. In this case, the Hamiltonian functionH becomes elliptic of degree four, but the corresponding Abelian integral is not in the same form as studied in [4] , so we can not use the result of that paper directly. When 0 < b < 1, the system with the Hamiltonian functionH has the figure eight-loop with the three critical values h 2 < h 1 < 0, and for b = 1 it has two critical values h 1 = h 2 and 0. We denote
Now we considerx,ỹ, h as complex variables. Denote by γ 3 (h) the vanishing cycles associated to 0 and γ i (h) the vanishing cycles associated to h
The following results can be obtained by the method in [21] (see also [19] ). 1) For any k ∈ N, J k (h) can be continued analytically in the complex domain D = C\[0, +∞) and is real when h < 0.J k (h) can be continued analytically in the complex domain C\(−∞, h 1 ] and is pure imaginary when h is real positive. 2) In a small neighborhood of 0, it holds that
where u(h) is analytic at h = 0; and hence
where v(h) is analytic at h = 0 andJ 0 (0) = 0. Notice thatJ
Along the boundary {|h| < r 1}, the main part of (h i , 0) .
Lemma 4.3. M (h) has at most three zeros in
Proof. The Picard-Fuchs equation of (1) is system (16): I = A(h)I , where A(h) is the matrix in (17) . DenoteM (h) = (−h) −1/2 M (h). We havẽ
Therefore by Lemma 4.2,M (h) has at most three zeros in each of the intervals (h 1 , 0) and (h 2 , 0). Since M (h i ) = 0, one deduces thatM (h) and M (h) have at most three zeros in (h i , 0).
In the next section we shall give a refinement of the above estimation to finally prove Theorem 1.1.
Properties of the centroid curves. Let k ∈ Z.
Along and inside all Γ h surrounding the center (0, 1) we have y > 0 and the orientation of Γ h is clockwise for h ∈ (h 1 , 0) (see system (3) and the integral (6)). Hence
Along and inside all Γ h surrounding the center (0, − 2−b b ), we have y < 0, and the orientation of Γ h is counter-clockwise for h ∈ (h 2 , 0). Hence
Therefore, to study the number of zeros of M (h), we may rewrite it into the form
It is easy to find the following limits by using the definitions of I k (h) and the mean-value theorem of integrals
Thus, we can define the curves in the (P, Q)-plane
It is clear that the number of zeros of M (h) equals to the number of intersection points of these two curves with the straight line L αβγ : β + αP + γQ = 0 in the (P, Q)-plane. Here we neglect the trivial zeros h = h 1 and h = h 2 of M (h), because they correspond to the two centers of system (19) . The definitions Σ ) is monotonically decreasing, and strictly convex (resp. concave) without zero curvature. We first study the monotonicity of P (h) and Q(h), and then determine the convexity of Σ b near its endpoints.
Proof. We will use Theorem 2 of [18] , exchanging x and y in the formulas of that paper. Hence, we rewrite the first integral (20) in the form
. Since Φ (y) = y(y − 1)(by + (2 − b) ), the hypothesis (H1)(i) of [18] is satisfied.
We first consider the case h ∈ (h 1 , 0), corresponding to the period annulus surrounding the center (0, 1). We defineỹ =ỹ(y) by Φ(y) = Φ(ỹ), where
On the other hand if we rewrite P (h) as
then f 2 (y) = 1 and f 1 (y) = y. Hence the hypothesis (H2) of [18] is also satisfied. By using the formula (19) of [18] , we define the function
whereỹ =ỹ(y) is defined above. According to Theorem 2 of [18] , to prove P (h) > 0, it suffices to prove ζ (h) < 0. Now we have
and
one concludes that ζ (y) < 0. Thus, the proof of P (h) > 0 is finished. The proof of Q (h) < 0 for h ∈ (h 1 , 0) is completely similar. We will only list the main differences here: In this case f 2 (y) = y 2 and f 1 (y) = y, hence instead of ζ(y), the corresponding function is
One can prove as above thatζ (y) > 0. For the case of h ∈ (h 2 , 0), the period annulus surrounds the center (0, (b − 2)/b). The proof is basically the same.
Lemma 5.2 shows that both curves Σ j b for j = 1, 2 are regular, and along them we have dQ/dP < 0. The next lemma gives more precise information near one of the two endpoints of the curves. Note that the function P (h) (resp. Q(h)) is different for h ∈ (h 1 , 0) and h ∈ (h 2 , 0). To avoid confusion we use "along Σ (
and
Proof. (17) is invertible, and we can get the standard Picard-Fuchs equation from (16) as follows 
Similar to the definitions of P (h) and Q(h) in (22), we also define
Then, from (23) we obtain a system of differential equations for h, P, Q, R as followṡ By using the same method of Lemma 2 in [4] , from the above differential system, we can prove statements (1) and (2) of the lemma. We omit the detailed calculations. We note that, for b = 1, all nonzero c ij has h + 1 4 as a factor. By the definition of P (h) and Q(h) we have that
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Note that 0 < |I k (0)| < ∞ for k = 0, 1, 2, hence statement (3) of the lemma follows from the above equation and the following results:
which we prove now.
We first consider the case h ∈ (h 1 , 0). Taking a = 2 in (8) and using equation (21) we have
where T (h) is the period of Γ h and T (h) → ∞ as h → 0 because Γ 0 is a heteroclinic loop. Also, (25) implies that both
are convergent for any fixed h ∈ (h 1 , 0). We let
then the locus of J(x, y) = 0 is an ellipse along whichẋ = 0. For any h ∈ (h 1 , 0) this ellipse divides Γ h ∩ {x ≥ 0} into two parts Γ 1 h and Γ 2 h (see Figure 2 ) with equations y = y 1 (x, h) and y = y 2 (x, h) respectively, and the following properties for b ∈ (0, 1]: 
Then by using (25) , (26) and (21) we have for j = 0, 1, 2 that y 1 ) .
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where θ(h) ∈ (0, η h ) and
From the properties (a) and (b) we see that
for h ∈ (h 1 , 0) and x ∈ (0, η h ). If 0 < b < 1, then we will prove that there are positive constants C 1 , C 2 , c 0 and
The first two inequalities are easily checked by property (a). To verify the last one, we use the fact that
.
By using the above equality we have
By the property (a), this function obviously has an upper bound C 0 > 0 and a lower bound c 0 = 2(1 − b)/3 > 0. Therefore, (24) follows from (27) , (28) Thus, the proof of the lemma for the case h ∈ (h 1 , 0) is finished. For the case h ∈ (h 2 , 0), there is a constant Y * < 0 such that Y * < y 2 (x, h) < y 1 (x, h) < 0. So we need to take the absolute values in both sides of (27) The others are the same.
We remark here that hypothesis (H1)(i) of [18] is satisfied. Hypothesis (H2) in this case is to guarantee that the denominator of p j (h) is different from zero for h = h j (j = 1, 2), and this is certainly satisfied by Lemma 5.2 and the fact that P (h 1 ) = 1 and P (h 2 ) = −b/(b − 2). Proof. We only deal with the curve Σ We can now finish the proof of Theorem 1.1.
