Using variational methods, we construct approximate solutions for the Gross-Pitaevski equation which concentrate on circles in R 3 . These solutions will help to show that the L 2 flow is unstable for the usual topology and for the projective distance.
Introduction
In this paper we deal with the equations
where h > 0 is a small parameter and a a constant that can be either positive (defocusing case) or negative (focusing case). This equation appears in the study of Bose-Einstein condensates; for more details see [5] . In the following we will refer to the definitions: Definition 1.1 (Geometric instability) We say that the Cauchy problem (1.1) is geometrically unstable if there exist u 1 h , u 2 h ∈ L 2 (R 3 ) solutions of (1.1) with initial data u 1 h (0), u 2 h (0) ∈ L 2 (R 3 ) and t h > 0 such that
Definition 1.2 (Projective instability) We say that the Cauchy problem (1.1) is projectively unstable if there exist u 1 h , u 2 h ∈ L 2 (R 3 ) solutions of (1.1) with initial data u 1 h (0), u 2 h (0) ∈ L 2 (R 3 ) and t h > 0 such that
Here d pr denotes the complex projective distance defined by
The main results of the paper are Theorem 1.3 Let h −1 ∈ N. There exist a 0 > 0 such that if |a| ≤ a 0 , the Cauchy problem (1.1) is geometrically unstable. More precisely, in each of the following cases there exist u 1 h , u 2 h ∈ L 2 (R 3 ) solutions of (1.1) with initial data
There exist a 0 > 0 such that if |a| ≤ a 0 , the Cauchy problem (1.1) is projectively unstable.There exist
shows that there is no Lipschitz dependence between the solutions of equation (1.1) and the initial data in the regime κat ≫ 1, whereas the part (ii) and Theorem 1.4 assert that the dependence is not continuous, but for larger times. In [1] , N. Burq, P. Gérard and N. Tzvetkov have pointed out geometric instability for the cubic Schrödinger equation i∂ t u + ∆ S 2 u = a|u| 2 u on S 2 . This phenomenon doesn't occur on L 2 (R 3 ) for the equation i∂ t u + ∆u = a|u| 2 u in L 2 (R 3 ), it is therefore strongly related to the geometry of the operator and of the manifold we work on. Both types of instabilities are nonlinear behaviour, but the first one is weaker than the second. In [2] , N. Burq and M. Zworski prove Theorem 1.3 in the case a > 0. To obtain geometric instability, they expand the solution on the Hilbertian basis given by the eigenfunctions of −h 2 ∆ + |x| 2 . The nonlinear term in (1.1) induces a phase shift in time for the groundstate and this yields the result. We will give a more precise description of the solution by solving a pertubated eigenvalue problem for the harmonic oscillator and this will also treat the focusing case. They also obtain projective instability for the equation
where V is a cylindrically symetric potential with respect to the variable y = x 3 , but they have to add the following assumption: Denote by r = x 2 1 + x 2 2 then the function (r, y) −→ V (r, y) + r −2 has two distinct absolute non-degenerate minima (r j , y j ), j = 1, 2, and its Hessian at (r j , y j ) are equal. We use a variational method to construct quasimodes which are localized on circles in R 3 , which allows to remove such an hypothesis. This idea comes from an unpublished work from N. Burq, P. Gérard and N. Tzvetkov . 
Let κ be a positive constant and k a positive integer, we want to find a solution of (1.1) of the formũ
where λ is a constant to be determined, andṽ a real function which therefore has to satisfy
Notice that we have to choose h −1 ∈ N so that (1.2) makes sense for all k ∈ N.
We try to constructṽ which concentrates exponentially at the minimum of the potential V = k 4 r 2 + r 2 + y 2 , i.e. at (r, y) = (k, 0). Thus we make the change of variables r = k + √ hρ, y = √ hσ and setṽ(r,
. We write the Taylor expansion of V in h:
Then v has to be solution of
By identifiating the powers of h we obtain the following equations:
In the sequel we only mention the dependence in k, κ and a of the v j and E j when necessary.
2 Construction of the quasimodes
We use a variational method based on Rellich's criterion:
Proof of Proposition 2.1 :
We minimize the functional
on the space
Now, on H we have the inequality
Thus, there exists a 0 > 0 such that
for all 0 < κ < 2 and |a| ≤ a 0 , which we suppose from now. Let (u n ) n≥1 be a minimizing sequence. First, we can choose u n ≥ 0, because |u n | is also minimizing. We have
with C independent of a and n. We are able to apply Rellich's criterion: there exists v 0 ∈ H with v 0 ≥ 0 such that, up to a subsequence, u n −→ v 0 , and the inferior semi-continuity of J ensures
Then there exists a Lagrange multiplier E 0 such that
and E 0 is given by
Proof: We denote by ξ = (ρ, σ), and we define ϕ ε (ξ) = e |ξ| 1+ε|ξ| . The function ϕ ε is bounded and |∇ϕ ε | ≤ ϕ ε a.e. We multiply (1.4) by ϕ ε v 0 and integrate over R 2 :
We set w 0 = ϕ 1 4 ε v 0 , then
From the Gagliardo-Nirenberg inequality in dimension 2
As v 2 0 = 1 and |∇v 0 | 2 ≤ C, Jensen's inequality gives
We also have
and deduce that for R big enough, independent of ε, there exists a constant C independent of ε satisfying
Letting ε tend to 0 yields e |ξ| 2 ∇v 0 ∈ L 2 and e |ξ| 2 |ξ|v 0 ∈ L 2 .
(2.5)
With the help of equation (1.4), compute
According to (2.5), each term of the right hand side is in L 2 , excepted maybe the first one. But denote w 0 = v 0 e 1 12 (ρ+σ) , then (2.5) shows that w 0 ∈ H 1 and consequently w 0 ∈ L 6 . Hence, with the inequality w 2
. The same can be done with σ replaced with −σ or ρ by −ρ. Therefore v 0 ≤ Ce − 1 4 (|ρ|+|σ|) . Equation (1.4) and the previous estimate give
To obtain the last estimation of Proposition 2.3, use the interpolation inequality
We are now able to describe the behaviour of E 0 (a) and v 0 (a) when a −→ 0: e −(ρ 2 + 1 2 σ 2 ) is the unique positive element in H that realises the infimum of J(u, 0), and is the first eigenfunction of P 0 = −∆ + (4ρ 2 + σ 2 ) associated with the eigenvalue E 0 (0) = 3. For |a| ≤ a 0 we have v 0 (a) L 2 = 1, ∇v 0 (a) L 2 ≤ C, and ξv 0 (a) L 2 ≤ C (2.7)
By Rellich's criterion, (v(a)) |a|≤a0 is compact in H; let A be its adherence set. If u ∈ A, there exists a sequence a n −→ 0 satisfying v 0 (a n ) −→ u in L 2 . As v 0 (a n ) realises the infimum of J(v, a n ):
J(v 0 (a n ), a n ) ≤ J(u 0 , a n ) = 3 + 1 2 a n κ 2 |u 0 | 4 ,
Moreover |v(a)|, |u 0 | ≤ C, then the convergence in also in L 4 . Now, the self-adjointness of P 0 gives
, v 2 L 2 (R 2 ) ∼ 1, which solve (1.5) and (1.6). Moreover there exists c > 0 such that for l = 1, 2 and 0 ≤ j ≤ 2
where we denote by P (a) = P 0 + 3aκ 2 v 0 2 and V = 4ρ 2 + σ 2 + 3aκ 2 v 0 2 − E 0 . The potential V is so that V −→ ∞ as |(ρ, σ)| −→ ∞, then the spectrum σ(P (a)) of P (a) is purely discrete and the eigenvalues are given by the min-max principle (see [6] p. 120). The first eigenvalue of P (a) is therefore given by π aκ 2 when a −→ 0. If a > 0 is small enough we can conclude that 0 ∈ σ(P (a)). Let's look at the case a < 0: According to the min-max principle, the second eigenvalue of P (a) is
and let w 1 realise the infimum. We also have 5 = inf u∈H,u⊥u0
realised for u 1 , the second normalised Hermite function. Now, defineũ = αw 1 + βw 0 with α, β such that ũ L 2 = α 2 + β 2 = 1 and α w 1 u 0 + β w 1 u 0 = 0, thenũ ∈ H andũ ⊥ u 0 . Notice that |α| −→ 1 and β −→ 0 as a −→ 0. One has 5 = J(u 1 , 0) ≤ J(ũ, 0), then we obtain 5 ≤ µ 1 (a) + ε(a) with ε(a) −→ 0 as a −→ 0, therefore µ 1 (a) ≥ 4 for a small enough, and 0 ∈ σ(P (a)). As a conclusion, for each choise of E 1 , equation (1.5) admits a solution v 1 ∈ L 2 as the second right hand side f is in L 2 . However, if we choose E 1 so that f ⊥ v 0 , we also have v 1 L 2 ≤ C uniformly in |a| ≤ a 0 , as the eigenvalue E 0 (a) is simple. 
Therefore, coming back in variables (r, y, θ), R(h) L 2 h 5 2 . Because of the fast decay of w we also have (r 2 +y 2 )R(h) L 2 h Proposition 2.7 Let 0 < κ < 2 and |a| ≤ a 0 fixed, let u app be given by (2.9) and let u be solution of
, when h −→ 0. Proof: Denote by w = u − u app and by f = ah 2 g + R(h) with g = |u app + w| 2 (u app + w) − |u app | 2 u app , then 
18)
and by definition of E
19)
and the Gagliardo-Nirenberg inequalities in dimension 3 yield
(2.20)
• First, the estimates (2.11) on R(h) give
(2.21)
• Then, as g = |u app + w| 2 (u app + w) − |u app | 2 u app , and according to (2.18) and (2.20)
• Compute |∇g| |u app | 2 |∇w| + |u app ||∇u app ||w| +|u app ||w||∇w| + |∇u app ||w| 2 + |w| 2 |∇w|.
Notice that xu app L ∞ h − 1 2 and x∇u app L ∞ h − 3 2 . Therefore, using moreover (2.19) and (2.20) 
Geometric instability
Let 0 < κ < 2, ε h −→ 0. Consider the function u app defined by (2.9) associated with κ and with k = 1 (k will be equal to 1 in all this section). Now define
Notice that by construction, f L 2 , f ′ L 2 ∼ 1. We now need the following 
Proof: To construct f ′ , we have to solve the system (1.4)-(1.6) with κ ′ = κ+h 1 2 . We reorganize this system by identifying the powers of h, and as equation (1.4) remains the same, we deduce (3.3).
Proof of Theorem 1.3 (i) :
Denote by u (resp. u ′ ) the solution of (2.14) with initial condition u app (0) (resp. u ′ app (0)). We have
by Lemma 3.1. The triangle inequality gives
which was the claim.
Proof of Theorem 1.3 (ii) :
First notice that every parameter or function involved in this part depend on h even though we do not write the subscripts. We define
with ε h −→ 0 when h −→ 0, and denote by u ′′ the solution of (2.14) with initial condition u ′′ app (0). Then
The right hand side of (3.7) tends to 0 with h because
Now, according to Proposition 2.7, which can be used as we assume t ≪ log 1 h , we have for h small enough
This last inequality together with (3.4) proves the second part of Theorem 1.3.
Projective instability
We conserve the notations of the previous section, but here f j and f ′ j are constructed with k = j in (1.2). Define U app = κe −iλ1t f 1 + κe −iλ2t f 2 and U ′ app = (κ + ε h )e −iλ ′ 1 t f ′ 1 + κe −iλ2t f 2 . Proof: Write V app = v 1 app +v 2 app with v 1 app = κe −iλ1t f 1 or v 1 app = (κ+ε h )e −iλ ′ 1 t f ′ 1 and v 2 app = κe −iλ2t f 2 . As the supports of v 1 app and v 2 app are disjoint we have
where for j = 1, 2, R j (h) is the error term given by Proposition 2.6 and therefore satisfies (|x| 2 + 1)R j (h) L 2 h 5 2 and ∆R j (h) L 2 h 1 2 . We conclude with the help of Proposition 2.7.
Proof of Theorem 1.4 : Consider the function u (resp. u ′ ) the solution of equation (4.1) with Cauchy data U app (0) (resp. U ′ app (0) ). First notice that, for t ≥ 0, V app (t) 2
Then for t = 0 we have U app U ′ app (0) ∼ 2κ 2 , hence d pr (u(0), u ′ (0)) = d pr U app (0), U ′ app (0) −→ 0. As (λ ′ 1 − λ 1 )t ∼ C 0 aκε h t, we proceed like in the geometric case by choosing ε = (C 0 aκat h ) −1/2 . Then Finally, from Lemma 4.1 we deduce d pr (u(t h ), U app (t h )), d pr (u ′ (t h ), U ′ app (t h )) −→ 0, and therefore d pr (u(t h ), u ′ (t h )) ≥ d pr (U app (t h ), U ′ app (t h )) − d pr (u(t h ), U app (t h )) −d pr (u ′ (t h ), U ′ app (t h )) ≥ π 4 for h ≪ 1; hence the result.
