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MULTIRESOLUTION GALERKIN METHOD FOR SOLVING THE FUNCTIONAL
DISTRIBUTION OF ANOMALOUS DIFFUSION DESCRIBED BY TIME-SPACE
FRACTIONAL DIFFUSION EQUATION ∗
Zhijiang Zhang1 and Weihua Deng1
Abstract. The functional distributions of particle trajectories have wide applications, including the
occupation time in half-space, the first passage time, and the maximal displacement, etc. The models
discussed in this paper are for characterizing the distribution of the functionals of the paths of anoma-
lous diffusion described by time-space fractional diffusion equation. This paper focuses on providing
effective computation methods for the models. Two kinds of time stepping schemes are proposed for
the fractional substantial derivative. The multiresolution Galerkin method with wavelet B-spline is
used for space approximation. Compared with the finite element or spectral polynomial bases, the
wavelet B-spline bases have the advantage of keeping the Toeplitz structure of the stiffness matrix,
and being easy to generate the matrix elements and to perform preconditioning. The unconditional
stability and convergence of the provided schemes are theoretically proved and numerically verified.
Finally, we also discuss the efficient implementations and some extensions of the schemes, such as the
wavelet preconditioning and the non-uniform time discretization.
1991 Mathematics Subject Classification. 26A33, 65T60, 65M12, 65F08.
.
1. Introduction
A large number of small events, e.g., the motion of pollen grains in water, induce the Brownian dynamics.
However, sometimes the rare but large fluctuations result in non-Brownian motion. The small or large fluctu-
ations are reflected by the thin or heavy tails of the probability density functions (PDF) of the waiting times
and jump lengths in the continuous time random walk (CTRW) model. For the CTRW models, if both the
first moment of the waiting times and the second moment of the jump lengths are finite, then they describe
the Brownian motion. The dynamics considered in this paper can be characterized by CTRW models with the
power law waiting times and jump lengths distributions; and both the first moment of the waiting times and
the second moment of the jump lengths are divergent. Generally it is called anomalous dynamics. And the
corresponding Fokker-Planck equation is the time-space fractional diffusion equation [34].
The distributions of the functionals of the particle trajectories have wide applications, e.g., the occupation
time in half-space, the first passage time, and the maximal displacement, etc. In 1949, inspired by Feynmans
path integrals, Kac derived a Schro¨dinger-like equation for the distribution of the functionals of Brownian
Keywords and phrases: Functional distribution, fractional substantial derivative, multiresolution Galerkin method (MGM).
∗ This work was supported by the National Natural Science Foundation of China under Grant No. 11271173.
1 School of Mathematics and Statistics, Gansu Key Laboratory of Applied Mathematics and Complex Systems, Lanzhou
University, Lanzhou 730000, P.R. China. zhangzj2011@lzu.edu.cn; dengwh@lzu.edu.cn
2 Z.J. ZHANG AND W.H. DENG
motion [22]. For deep understanding and digging out the potential applications of anomalous diffusion, Carmi,
Turgeman, and Barkai derive the models of characterizing the distribution of the functionals of the paths of
anomalous diffusion described by time-space fractional diffusion equation [4, 5, 43], which involve the fractional
substantial derivative [4,19]. This paper focuses on providing the effective computation methods for the models.
Denoting x(t) as a trajectory of a particle and U(x) a prescribed function, the functional can be defined as
A =
∫ t
0 U(x(τ))dτ . There are many useful and interesting functionals A. For example, we can take U(x) = 1
in a given domain and to be zero at other place, which characterizes the occupation time of a particle in the
domain; this functional can be used in kinetic studies of chemical reactions that take place exclusively in the
domain. For studying the ergodicity or ergodicity breaking of the non-Brownian motion in inhomogeneous
disorder dispersive systems, the U(x) can also be taken as x or x2.
In the CTRW framework, the motion of the particle discussed in this paper is with the PDF of waiting times
ψ(t) ≃ t−(1+γ) (γ ∈ (0, 1)) and the PDF of jump lengths η(x) ≃ x−(1+α) (α ∈ (1, 2)). Letting G(x,A, t) be the
joint PDF of finding the particle on (x,A) at time t and G(x, p, t) be the Laplace transform (U(x) ≥ 0) A→ p
of G(x,A, t), it satisfies
∂
∂t
G(x, p, t) = Kγ,α∇αx SD1−γt G(x, p, t) − pU(x)G(x, p, t), (1.1)
being called the forward fractional Feynman-Kac equation [4], where Kγ,α > 0 and the symbol
SD1−γt is the
Friedrich’s fractional substantial derivative and is equal in Laplace space t → s to [s+ pU(x)]1−γ , and ∇αx is
the Riesz spatial fractional derivative operator defined in Fourier x→ k space as ∇αx → −|k|α. By solving Eq.
(1.1) and then performing the inverse Laplace transform, we can get G(x,A, t). If you are only interested in
the distribution of the functional A, regardless of the current position of the particle x, then the integration of
G(x,A, t) w.r.t x from −∞ to +∞ is needed. In fact, more convenient way to obtain the distribution of the
functional A is to solve the backward fractional Feynman-Kac equation, from which Gx0(A, t) is got. Here x0
is the starting position of the particle; specifying the value of x0 leads to the distribution of the functional A.
The Gx0(p, t) satifies
∂
∂t
Gx0(p, t) = Kγ,α
SD1−γt ∇αx0Gx0(p, t)− pU(x0)Gx0(p, t). (1.2)
The main efforts of this paper are put into numerically solving Eq. (1.2) with appropriate initial and boundary
conditions. Efficient numerical implementations and numerical results are also presented for Eq. (1.1). Most
of the time, the analytical solutions of fractional PDEs are not available; occasionally obtained analytical
solutions are usually appeared in the form of transcendental functions or infinite series. Therefore, the numerical
techniques become essential.
Denoting 0D
−γ,ρ
t v(t) as the tempered Riemann-Liouville fractional integral [2, 6, 38, 41]:
0D
−γ,ρ
t v(t) =
1
Γ(γ)
∫ t
0
e−ρ(t−s)v(s)
ds
(t− s)1−γ , (1.3)
it is easy to check that the fractional substantial derivative can be written as
SD1−γt Gx0(p, t) =
(
d
dt
+ pU(x0)
)[
e−pU(x0)t 0D
−γ,0
t
(
epU(x0)tGx0(p, t)
)]
. (1.4)
Supposing that Gx0(p, t) has compact support w.r.t. x0 in Ω = (a, b), one can rewrite the Riesz space fractional
derivative as [16, 18, 51, 52, 55]
∇αx0Gx0(p, t) =
−1
2 cos(αpi/2)Γ(2− α)
d2
dx20
∫ b
a
|x0 − ξ|1−αGξ(p, t)dξ. (1.5)
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Using the properties of Laplace transform, Eq. (1.2) is mathematically equivalent to
SDγ∗,tGx0(p, t) = Kγ,α∇αx0Gx0(p, t), (1.6)
where SDγ∗,tGx0(p, t) is given as
SDγ∗,tGx0(p, t) = e
−pU(x0)t
0D
−(1−γ),0
t
[
epU(x0)t
(
d
dt
+ pU(x0)
)
Gx0(p, t)
]
. (1.7)
The theory analyses for (1.6) apply directly to the more general non-symmetric space fractional derivatives
[13, 17, 24, 26]. And it also displays distinctive computation features that affect the efficiency of the solving
process. With a few calculations, one can show that
SD1−γt Gx0(p, t) = 0D
1−γ,pU
t Gx0(p, t) :=
e−pU(x0)t
Γ(γ)
d
dt
∫ t
0
epU(x0)sGx0(p, s)
ds
(t− s)1−γ ; (1.8)
SDγ∗,tGx0(p, t) = 0D
γ,pU
∗,t Gx0(p, t) :=
e−pU(x0)t
Γ(1 − γ)
∫ t
0
∂(epU(x0)sGx0(p, s))
∂s
ds
(t− s)γ , (1.9)
when pU is a positive constant, they become the tempered Riemann-Liouville and Caputo fractional derivative
[2,6,38,41], respectively. The derivatives given in (1.4) and (1.7) are, respectively, called the Riemann-Liouville
and Caputo fractional substantial derivative. One should keep in mind that p denotes the parameter in Laplace
space, which in practice can be a positive real number or a complex number with nonnegative real component.
If one relaxes the Laplace transform to Fourier transform (when A ∈ R), at this moment p should take complex
value with zero real component [5]. And in the special case p = 0, Eq. (1.2) and (1.6) reduce to the usual
time-space fractional diffusion equations, which have been well studied by many authors [13, 24, 25, 56, 60].
For the differential equations with time and/or space fractional derivatives, instead of fractional substantial
derivatives, their numerical schemes have been well developed. The fractional discrete convolution based on the
fractional version of the backward differential formula (FBDF) [27,28] and the directly numerical integral based
on product integration rules (PI) [15, 20] are frequently used to discretize the time fractional derivative; the
former generally uses uniform meshes but the latter can easily adapt to non-uniform grids [60] to overcome the
initial singularity or to reduce the computation cost. More recently, E. Cuesta at al [9] also developed convolution
quadrature for the fractional diffusion-wave equations, with the highlight to render the time integration of second
order accuracy under realistic and weak regularity assumptions. K. Mustapha et al. [35] proposed non-uniform
time partition discontinuous finite element method for the fractional sub-diffusion and wave equations. Y. Lin
et al. [25] presented the L1 approximation and its variable time step version are also checked by [53, 60]. The
time discrete schemes via Laplace transforms are proposed by W. Mclean et al. [31]. In this paper, we provide
the time-stepping schemes to approximate the time-space coupled fractional substantial derivative. Taking
into account the regularity of the solution, the balance between accuracy, numerical stability, and computation
complexity, the following analysis will be restricted to the schemes with convergence order no more than two.
To deal with the Riemann-Liouville space fractional derivative, the finite difference methods [33,40,42,54,61],
the continuous/discontinuous finite element methods [13, 18, 35, 51] and the spectral/spectral element methods
[23,24,57,58] are also well developed nowadays. Recently, Wang et al. [47,50] proposed a Petrov-Galerkin finite
element method to deal with the fractional boundary value problem with variable-coefficient. H. Hejazi et al. [21]
studied the finite volume method for solving the fractional advection-dispersion equation. Fast algorithms was
also considered [36,48] to solve the corresponding algebraic equations. To the best of our knowledge, until so far
lack the references of using wavelet method to solve fractional PDEs, although the wavelet numerical methods
for classical PDEs have been well developed; see, e.g., [3, 8, 10, 11, 29, 44, 45, 49]. Comparing to the traditional
finite element or polynomial approximation, the stiffness matrix with wavelet scaling bases is Toeplitz; the reason
is that the bases are obtained by dilating and translating of a single function, which allows one to generate
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the stiffness matrix with the storage and computation cost only O(N). Meanwhile, unlike the finite difference
method [62], the special boundary correction weights introduced for keeping the high order approximation lead to
difficulty in numerical analysis. Moreover, combining with the FFT and FWT, one can solve the corresponding
matrix equation with the computation complexity O(N logN); one can also design effective adaptive algorithms
using the multiscale bases without the difficulty to have local a posteriori error estimate; see the details in [59].
In this paper, we develop the multiresolution Galerkin method (MGM) for space discretization.
The contents are organized as follows. In Section 2, some preliminary lemmas and related background knowl-
edge are introduced. The numerical discrerization schemes and the corresponding stability and convergence
analyses are provided and detailedly proved in Section 3. In Section 4, we discuss the effective implementations
and three numerical examples are computed, which well verify the theoretical results given in Section 3. And
we conclude the paper with some remarks in the last section.
2. Preliminaries
In this section, we collect/derive some essential properties or schemes for the fractional substantial derivatives
and wavelets. In the following, (·, ·) and ‖ · ‖ denote the L2 inner product and norm, respectively. For µ being
an integer, Hµ(Ω) denotes the usual Sobolev space, otherwise Hµ(Ω) denotes the fractional Sobolev spaces with
the norms given in [17,47]. Hµ0 (Ω) is the completion of C
∞
0 (Ω) w.r.t. the norm ‖ · ‖Hµ(Ω), and H−µ(Ω) denotes
its dual space.
Lemma 2.1. Suppose that 0 < γ < 1 and v(t) ∈ H1(0, T ). Then
SDγ∗,tv(t) =
SDγt
[
v(t)− e−pUtv(0)
]
= SDγt v(t) −
v(0)e−pUt
tγΓ(1− γ) . (2.1)
Moreover, if there exists m ∈ N+, such that v(t) is m+1-times differentiable, and denotes Dmt =
(
d
dt + pU
)m
,
then
v(t) =
m∑
k=0
e−pU(t−a)(t− a)k
Γ(k + 1)
(Dkt v(t))
∣∣∣
t=a
+ e−pUtaD
−(m+1), 0
t
dm+1
(
epUtv(t)
)
dt
. (2.2)
Proof. Noting that
0D
γ,0
∗,t (e
pUtv(t)) = 0D
γ,0
∗,t (e
pUtv(t)− v(0)) = 0Dγ,0t (epUtv(t) − v(0)),
then (2.1) is obtained. Using the Taylor expansion of epUtv(t) at t = a and applying
d
dt
(
epUtv(t)
)
= epUt
(
d
dt
+ pU
)
v(t), (2.3)
arrives at (2.2). 
From Lemma 2.1, it can be noted that it is e−pUtv(0) rather than v(0) that lies in the kernel space of the
Caputo fractional substantial operator. And a more general conclusion can be stated as [7]: if r ≥ 0, n = ⌈γ⌉,
and v possesses (n− 1)-th derivative at 0, then there exists
SDγ∗,tv(t) =
SDγt
[
v(t) − Tn−1[v; 0]
]
, Tn−1[v; 0] =
n−1∑
k=0
e−pUttk
Γ(k + 1)
(Dkt v(t))
∣∣∣
t=0+
. (2.4)
Lemma 2.2 (see [24]). If 0 < γ < 1/2, v ∈ L2(0, T ), or if 1/2 ≤ γ < 1, v ∈ Hs(0, T ), γ − 1/2 < s < 1/2, then
it holds that
0D
−(1−γ),0
t v(t)
∣∣∣
t=0+
= 0. (2.5)
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By Lemma 2.2, for 0 < γ < 1, it is easy to find that
L
{
SDγt v(t); s
}
= (s+ pU)γ L {v(t); s} , (2.6)
L
{
SDγ∗,tv(t); s
}
= (s+ pU)
γ
L {v(t); s} − (s+ pU)γ−1 v(0), (2.7)
where L{k(t), s} denotes the Laplace transform of k(t), i.e.,
L {k(t), s} := kˆ(s) =
∫ ∞
0
e−stk(t) dt for ℜ (s) > 0. (2.8)
With a first look at the Caputo fractional substantial derivative (1.9), it is an integro-differential operator.
And an intuitive idea is to use the product integral rule (PI) to get a numerical approximation. Let 0 = t0 <
· · · < tn−1 < · · · < tN = T and rewrite the Caputo fractional substantial derivative as
SDγ∗,tv(tn) =
e−pUtn
Γ(1− γ)
n−1∑
j=0
∫ tj+1
tj
(tn − s)−γ d(e
pUsv(s))
ds
ds. (2.9)
Replacing epUsv(s) in each time subinterval [tj , tj+1] by its first-degree polynomial interpolation
Tj(s) = e
pUtj+1v(tj+1) +
s− tj+1
τj
(
epUtj+1v(tj+1)− epUtjv(tj)
)
with τj = tj+1 − tj , (2.10)
to produce the discrete form
SDγ∗,tv(tn) = Γ(1− γ)−1
n∑
j=0
epU(tj−tn)kγn−jv(tj) +R
n, (2.11)
where
kγ0 =
∫ tn
tn−1
(tn − s)−γτ−1n−1ds, kγn = −
∫ t1
t0
(tn − s)−γτ−10 ds, (2.12)
kγj =
∫ tn−j
tn−j−1
(tn − s)−γτ−1n−j−1ds−
∫ tn−j+1
tn−j
(tn − s)−γτ−1n−jds, for j = 1, · · · , n− 1,
and it holds that
|Rn| ≤ e
−pUtn
Γ(1− γ)
n−1∑
j=0
∣∣∣∣∣
∫ tj+1
tj
d(epUsv(s)− Tj(s))
ds
ds
(tn − s)γ
∣∣∣∣∣ (2.13)
≤ C
Γ(1− γ)
γ
n−2∑
j=0
∫ tj+1
tj
(s− tj)(tj+1 − s)ds
(tn − s)γ+1 +
∫ tn
tn−1
2s− tn−1 − tn
(tn − s)γ ds

≤ Cγ
Γ(1− γ)
n−2∑
j=0
τ2j
∫ tj+1
tj
ds
(tn − s)γ+1 +
2C
Γ(2− γ)
∫ tn
tn−1
ds
(tn − s)γ−1
≤ Cγ
Γ(1− γ)
n−2∑
j=0
τ2j
∫ tj+1
tj
ds
(tn − s)γ+1 +
2C
Γ(3− γ)τ
2−γ
n−1 ,
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with C = max
0≤t≤tn
∣∣epU(t−tn)D2t v(t)∣∣. Obviously, |Rn| = O(τ2−γ) for τj = τ .
With a further look at the Caputo fractional substantial derivative (1.9), it can also be seen as a convolution
integral given as the following form
e−pUt (k ∗ g) = e−pUt
∫ t
0
k(t− z)g(z)dz, (2.14)
with k(t) = t
−γ
Γ(1−γ) and g(t) =
d(epUtv(t))
dt . So the discrete convolution developed in [27,28] may be used to get a
type of approximation. Recalling the derivation process of the PI scheme and the structure of kγj , we can just
replace the integral weights of the intervals [tj , tj+1], j = 0, 1, · · · , n − 1 by the discrete convolution weights,
such as the first order FBDF weights pij determined by the generating function
∑∞
j=0 pi
γ−1
j ξ
j = kˆ
(
1−ξ
τ
)
to
produce an approximation also with form (2.11), but now
Γ(1− γ)−1kγ0 = τ−1piγ−10 , Γ(1− γ)−1kγn = −τ−1piγ−1n−1, (2.15)
Γ(1− γ)−1kγj = τ−1(piγ−1j − piγ−1j−1 ), j = 1, 2, · · · , n− 1.
Of course the uniform stepsize τ must be used. Now let us determine the local truncation error. In fact, from
(
1− ξ
τ
)γ
= (1− ξ)τ−1
(
1− ξ
τ
)γ−1
, (2.16)
one has
+∞∑
j=0
wγj ξ
j = (1 − ξ)τ−1
+∞∑
j=0
piγ−1j ξ
j = τ−1piγ−10 +
+∞∑
j=1
τ−1(piγ−1j − piγ−1j−1 )ξj , (2.17)
which actually means that τ−1piγ−1j =
∑j
l=0 w
γ
l for j = 0, 1, · · · . Hence
SDγ∗,tv(tn) = Γ(1− γ)−1
n∑
j=0
kγn−jv(tj) +R
n (2.18)
=
n∑
j=1
wγn−je
−pU(n−j)τv(tj)− e−pUnτ
n−1∑
l=0
wγl v(0) +R
n
=
n∑
j=0
wγn−je
−pU(n−j)τ
(
v(tj)− e−pUjτv(0)
)
+Rn
= e−pUtn
n∑
j=0
wγn−j
(
epUtjv(tj)− v(0)
)
+Rn.
Noting that epUtv(t) − v(0)∣∣
t=0
= 0, by the well known Gru¨nwald-Letnikov discrete approximation to the
Riemann-Liouville operators [33] and Lemma 2.1, one has
Rn = SDγ∗,tv(tn)− e−pUtn
n∑
j=0
wγn−j
(
epUtjv(tj)− v(0)
)
= O(τ). (2.19)
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For space discretization, let [x0, . . . , xd]f denote the d-th order divided difference of f at the points x0, . . . , xd,
tl+ := (max{0, t})l, and choose the Schoenberg sequence of knots tj as
t
j := {0, . . . , 0︸ ︷︷ ︸
d
, 2−j, . . . , 1− 2−j, 1, . . . , 1︸ ︷︷ ︸
d
}, (2.20)
to define the scaling function sets Φj =
{
φj,k, k ∈ △j =
{
1, . . . , 2j + d− 3}}, where
φj,k(x) := 2
j
2 (tjk+d+1 − tjk+1)[tjk+1, . . . , tjk+d+1](t− x)d−1+ . (2.21)
Then Sj = span{Φj} form a multiresolution analysis (MRA) of L2(I), I = (0, 1). The system Φj is uniformly
local and locally finite, i.e., diam(suppφj,k)
<∼ 2−j and #{φj,k : suppφj,k ∩ suppφj,i} <∼ 1; it forms a stable Riesz
basis of Sj , i.e.,
cΦ‖cj‖l2(△j) ≤
∥∥∥ ∑
λ∈∆j
cj,kφj,k
∥∥∥
L2(Ω)
≤ CΦ‖cj‖l2(△j); (2.22)
and Sj satisfies the Jackson and Bernstein estimates, i.e.,
inf
vj∈Sj
‖v − vj‖L2(Ω)
<∼ 2−jd ‖v‖Hd(I) ∀v ∈ Hd0(I), (2.23)
‖vj‖Hs(Ω)
<∼ 2js ‖vj‖L2(I) , ∀vj ∈ Sj , 0 ≤ s ≤ γ, (2.24)
where γ := sup{ν ∈ R : vj ∈ Hν(I), ∀vj ∈ Sj} and by A <∼ B we mean that A can be bounded by a multiple
of B, independent of the parameters they may depend on.
By the properties of the Riesz basis, there exists a dual MRA sequence {S˜j} with S˜j = span{Φ˜j} and the
corresponding biorthogonal wavelets Ψj = {ψj,k, k ∈ ∇j}. The wavelet can well characterize the space (norm
equivalence) [8, 11, 37]: there exists σ˜, σ > 0 s.t. for Hs0(I), s ∈ (−σ˜, σ):∥∥∥ ∑
j≥J0−1
∑
k∈∇j
dj,kψj,k
∥∥∥2
Hs(I)
∼
∑
j≥J0−1
∑
k∈∇j
22js
∣∣dj,k∣∣2, (2.25)
where ψJ0−1,k := φJ0,k,∇J0−1 := ∆J0 , dJ0−1,k := cJ0,k, J0 denotes the lowest level. The range of s is determined
by the basic properties (2.23). It means that
⋃∞
j=J0−1
2−jsΨj is a Riesz basis of Hs0(I). In addition, there exist
refinement matrixes Mj,0 and Mj,1 satisfying
ΦTj = Φ
T
j+1Mj,0, Ψ
T
j = Φ
T
j+1Mj,1; (2.26)
and for any uJ ∈ SJ ,
uJ =
∑
k∈△J
cJ,kφJ,k =
∑
k∈△J0
cJ0,kφJ0,k +
J−1∑
j=J0
∑
k∈∇j
dj,kψj,k. (2.27)
Using the FWT, the overall computation complexity is O(2J ) for the transition of coefficients, viz, if denote
cj = (cj,k)k∈△j , dj = (dj,k)k∈∇j and dJ = (cJ0 , dJ0 , . . . , dJ−1), then
cJ =MdJ , (2.28)
where
M =
(
MJ−1 0
0 IJ−1
)(
MJ−2 0
0 IJ−2
)
· · ·
(
MJ0 0
0 IJ0
)
, (2.29)
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with Ij , j = J0, · · · , J − 1, being the identity matrix, and Mj = (Mj,0,Mj,1). For more details, refer to
[8, 37, 44, 59].
Finally, we point out that there exists a biorthogonal projector:
Πj : L2(Ω)→ Sj , Πju :=
∑
k∈△j
(
u, φ˜j,k
)
φj,k, (2.30)
which satisfies Πj+1Πj = ΠjΠj+1 = Πj . For every u ∈ Hs0 (I) ∩Hγ(I), it holds that
‖u−Πju‖Hs(I)
<∼ 2j(s−r) ‖u‖Hγ(I) , 0 ≤ s < r ≤ d. (2.31)
The scaling and wavelet functions in Ω can be obtained through an affine map, and they can also be extended
to high dimensional cases by tensor product, keeping the same properties as the one dimensional version.
Define the bilinear form B(·, ·) : H α20 (Ω)×H
α
2
0 (Ω)→ R as
B(u, v) :=
(
aD
α
2 ,0
x u, xD
α
2 ,0
b v
)
+
(
xD
α
2 ,0
b u, aD
α
2 ,0
x v
)
2 cos(αpi/2)
, (2.32)
where xD
α
2 ,ρ
1 v is the right tempered Riemann-Liouville fractional derivative given by
xD
α
2 ,ρ
b v(x) =
−eρx
Γ(1− α/2)
d
dx
∫ b
x
eρξv(ξ)
dξ
(ξ − x)α/2 . (2.33)
And B(·, ·) is continuous and coercive [18], i.e., there exist constants C1 and C2 such that
|B(u, v)| ≤ C1‖u‖H α2 (Ω)‖v‖H α2 (Ω), C2‖u‖2H α2 (Ω) ≤ B(u, u). (2.34)
If for every v ∈ SJ ⊂ H
α
2
0 (Ω), Λu ∈ SJ satifies B(u− Λu, v) = 0, then it follows that [17, 59]
‖u− Λu‖
H
α
2 (Ω)
<∼ ‖u−Πju‖H α2 (Ω)
<∼ 2J(α/2−r) ‖u‖Hr(Ω) . (2.35)
3. Numerical schemes and related analyses
Based on the model (1.2) itself and its equivalent form, we derive two numerical schemes and perform the
theoretical analysis for their semi and full discrete forms. We rewrite (1.2) as{
∂
∂tGx(p, t) = Kγ,α
SD1−γt ∇αxGx(p, t)− pU(x)Gx(p, t), x ∈ Ω, 0 < t ≤ T,
Gx(p, 0) = g(x, p), x ∈ Ω,
(3.1)
subjecting to homogeneous boundary conditions.
3.1. Numerical schemes I
For making a more general discussion, we add a force term f(x, p, t) at the right hand side of (3.1); of course,
f can be zero. The weak form of the model is
(
D1t (Gx(p, t)), v
)
=
〈
Kγ,α
SD1−γt ∇αxGx(p, t), v
〉
+ (f, v) , (3.2)
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where v belongs to appropriate space. Denote GJ and G
n
J as the approximation of Gx(p, t) and Gx(p, tn), respec-
tively, in the space SJ . Let L1GnJ and L2GnJ be the discretization of D1t (GJ )
∣∣
t=tn
and SD1−γt GJ , respectively,
viz, for the FBDF time discretization,
L1GnJ = (GnJ − e−pUτGn−1J )/τ, L2GnJ = e−pUnτ
n∑
j=0
w1−γn−j
(
epUjτGjJ −G0J
)
+
e−pUnτG0J
t1−γn Γ(γ)
; (3.3)
and for the PI time discretization,
L1GnJ =
{
(GnJ − e−pUτGn−1J )/τ, n = 1,
(32G
n
J − 2e−pUτGn−1J + 12e−2pUτGn−2J )/τ, n ≥ 2,
(3.4)
L2GnJ =
1
Γ(γ)
n∑
j=0
epU(j−n)τk1−γn−jG
j
J +
e−pUnτG0J
t1−γn Γ(γ)
, (3.5)
where L2GnJ comes from (2.18) or (2.11), and Lemma 2.1. And from Lemma 2.1, it is easy to check that
D1t (GJ )
∣∣∣
t=tn
=
{
(GnJ − e−pUτGn−1J )/τ +O(τ),
(32G
n
J − 2e−pUτGn−1J + 12e−2pUτGn−2J )/τ +O(τ2).
(3.6)
Now the FBDF and PI MGM fully discrete schemes can be, respectively, given as: find GnJ ∈ SJ , such that for
any v ∈ SJ there is, respectively,
(L1GnJ , v) +Kγ,α
n∑
j=0
w1−γn−j
[
B
(
GjJ , e
pU(j−n)τv
)
−B (G0J , e−pUnτv)]+ B (G0J , e−pUnτv)(tn)1−γΓ(γ) = (fn, v) , (3.7)
and
(L1GnJ , v) + Γ(γ)−1
n∑
j=0
B
(
k1−γn−jG
j
J , e
pU(j−n)τ v
)
+
B
(
G0J , e
−pUnτv
)
(tn)1−γΓ(γ)
= (fn, v) , (3.8)
where fn = f(x, p, tn).
If replace D1t (Gx),
SD1−γt Gx and f in (3.2) by L1Gnx , L2Gnx and fn respectively, then finding Gnx ∈ H
α
2
0 (Ω)
s.t. (3.2) holds for any v ∈ H α20 (Ω) yields the time semi discrete scheme. Similarly one can get the space semi
discrete scheme by replacing G in (3.2) with GJ (∈ SJ ) s.t. (3.2) holds for any v ∈ SJ .
In the following analysis of this subsection, we make the assumption that pU is a nonnegative real number
and unify the forms of (3.7) and (3.8) as: find GnJ ∈ SJ such that
(L1GnJ , v) +Kγ,αB(L2GnJ , v) = (fn, v) ∀v ∈ SJ . (3.9)
For 0 < γ < 1, similar to the methods used in [17, 32], after extending the real valued k(t) by zero outside the
interval [0, T ], then from Eq. (2.6) and the Plancherel theorem, it is easy to check that∫ T
0
(
SD1−γt k(t)
)
k(t) dt =
1
2pi
∫ ∞
−∞
(pU + is)1−γ kˆ(is)kˆ(−is)ds (3.10)
=

1
pi
∫∞
0
cos
(
(1− γ) arctan ( spU )) ∣∣pU + is∣∣1−γ∣∣kˆ(is)∣∣2 ds ≥ 0, pU > 0,
sin piγ2
pi
∫∞
0 s
1−γ
∣∣kˆ(is)∣∣2 ds ≥ 0, pU = 0.
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Lemma 3.1. Let {Lγn}∞n=0 and {Qγn}∞n=0 be two sequences of nonnegative real numbers with Lγn ≤ Qγn−1, n ≥ 1,
and {Qγn}∞n=0 monotone decreasing, Lγ0 := Qγ0 , Qγ−1 := 0. Then for any positive integer M and real vector
(V0, V1, · · · , VM−1) with M real entries,
M−1∑
n=0
(
n−1∑
l=0
e−pUlτ
(
Qγl −Qγl−1
)
Vn−l + e
−pUnτ
(
Lγn −Qγn−1
)
V0
)
Vn ≥ 0. (3.11)
For n ≥ 1, if we further require Qγn ≤ Lγn, then(
n−1∑
l=0
e−pUlτ
(
Qγl −Qγl−1
)
V γn−l + e
−pUnτ
(
Lγn −Qγn−1
)
V0
)
Vn (3.12)
≥ 1
2
n∑
l=0
e−pUlτQγl V
2
n−l −
1
2
n−1∑
l=0
e−pUlτQγl V
2
n−1−l +
Lγn
2
V 2n .
Proof. Note that
Qγ0 +
n−1∑
l=1
e−pUlτ
(
Qγl −Qγl−1
)
+ e−pUnτ
(
Lγn −Qγn−1
) ≥ Lγn ≥ 0, e−pUnτ (Lγn −Qγn−1) < 0,
Qγ0 > 0, e
−pUlτ
(
Qγl −Qγl−1
)
< 0, 0 < e−pUlτ ≤ 1, Lγn −Qγn−1 > Qγn −Qγn−1.
Further combining with the average value inequality leads to the desired results. 
Eq. (3.11) can be seen as the discrete analogue of (3.10). Lemma 3.1 plays important role in the following
proof. When using this lemma, we take
Qγn :=
{
τ−1piγ−1n , forFBDF,
1
Γ(1−γ)τ
∫ τ
0
ds
(tn+1−s)γ
, forPI,
n ≥ 0, Lγ0 := Qγ0 , Lγn :=
t−γn
Γ(1− γ) , n ≥ 1, (3.13)
where
∑∞
k=0 pi
γ−1
k ξ
k =
(
1−ξ
τ
)γ−1
. Since (tn+1− s)−γ < (tn− s)−γ with s ∈ (0, τ) and (tn− s)−γ with s ∈ (0, τ)
is a convex function, then both (3.11) and (3.12) hold for the PI scheme. For the FBFD scheme, since wγj ≤ 0,
|wγj+1| < |wγj | < wγ0 = 1/τγ , j = 1, 2, · · · ,
∑∞
j=0 w
γ
j = 0, and τ
−1piγ−1n =
∑n
j=0 w
γ
j , the sequence Q
γ
n is postive
and decreasing with n. Noting that [20]
Qγn−1
Qγn
=
n
n− γ > 1 +
γ
n
≥
(
1 +
1
n
)γ
=
Lγn
Lγn+1
(3.14)
and
τγQγn−1 =
n−γ
Γ(1− γ) −
(γ + 1)n−1−γ
2Γ(−γ) +O(n
−2−γ), (3.15)
one has Lγn ≤ Qγn−1. Moreover, using the log-convexity of Gamma function on the positive reals (Bohr-Mollerup
theorem), it holds that
Γ(n+ 1− γ) = Γ (γn+ (1 − γ)(n+ 1)) ≤ Γ(n)γΓ(n+ 1)1−γ = Γ(n)n1−γ , (3.16)
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which actually means Qγn ≤ Lγn. With the definitions of Qγn and Lγn given in (3.13), the L2GnJ defined in (3.3)
and (3.5) can be uniformly rewritten as
L2GnJ =
n−1∑
l=0
e−pUlτ
(
Q1−γl −Q1−γl−1
)
Gn−lJ − e−pUnτ
(
Q1−γn−1 − L1−γn
)
G0J . (3.17)
Theorem 3.1. For the space semi discrete schemes corresponding to (3.9), there exists
‖GJ(t)‖ ≤ ‖GJ(0)‖+ 2
∫ t
0
‖f‖ dt; (3.18)
and for the two time semi discrete schemes corresponding to (3.9), one has
‖Gn‖ ≤ ‖g‖+ 2K 12γ,ατγ/2|||g|||+ 2τ
n∑
j=1
‖fn‖ forFBDF, (3.19)
‖Gn‖ ≤ 4‖g‖+ 5K
1
2
γ,ατγ/2√
Γ(γ + 1)
|||g|||+ 18τ
n∑
j=1
‖fn‖ forPI, (3.20)
where GJ (0) can be chosen as Πg, g is the initial value, |||u|||2 := B(u, u).
Proof. Let BJ : SJ → SJ be the discrete analogue of ∇αx defined by
(BJΘ, χ) = B (Θ, χ) ∀Θ, χ ∈ SJ . (3.21)
Then operator BJ is selfadjoint and positive define in SJ w.r.t. (·, ·). Using (3.10), from the space semi discrete
scheme, one can easily derive
‖GJ(tn)‖2 ≤ ‖GJ (0)‖2 + 2
∫ tn
0
‖f‖ ‖GJ‖ dt. (3.22)
Supposing that ‖GJ(t∗)‖ = sup
0≤t≤tn
‖GJ (t)‖, one can get (3.18) through
‖GJ (tn)‖ ≤ ‖GJ (t∗)‖ ≤ ‖GJ (0)‖+ 2
∫ tn
0
‖f‖ dt. (3.23)
Next, we do the estimations for the time semi discrete schemes. Let B : H α20 (Ω) → H−
α
2 (Ω) denote the usual
differential operator given as
〈BΘ, χ〉 = B(Θ, χ) ∀Θ, χ ∈ H α20 (Ω). (3.24)
It is easy to check that B is a boundedly invertible operator, i.e.,
C1‖Θ‖H α2 (Ω)
<∼ ‖BΘ‖
H−
α
2
<∼ C2‖Θ‖H α2 (Ω) ∀Θ ∈ H
α
2
0 (Ω). (3.25)
Choosing Ψ =
{
2−
jα
2 ψj,k, k ∈ ∇j , j ≥ J0 − 1
}
as a Riesz basis of H
α
2
0 (Ω), one can define a well-conditioned
operator Bl : l2(J )→ l2(J ), Bl = B(Ψ,Ψ) [44]; for any function Θ = c(Θ)Ψ ∈ H
α
2
0 (Ω), χ = c(χ)Ψ ∈ H
α
2
0 (Ω),
it follows that
(Blc(Θ), c(χ))l2 = 〈BΘ, χ〉 ,
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where J = {k ∈ ∇j , j ≥ J0 − 1}, and (·, ·)l2 denotes the inner product in the sequence space l2(J ). Since
Bl is self-adjoint positive define and boundedly invertible, there exists an unique positive square root B
1
2
l [39]
satisfying (Blc(Θ), c(χ))l2 =
(
B
1
2
l c(Θ),B
1
2
l c(χ)
)
l2
.
Choosing v = Gn in the time semi discrete schemes, for n ≥ 1, one gets
(L1Gn, Gn) = Kγ,α
n−1∑
l=0
e−pUlτ
(
Q1−γl−1 −Q1−γl
)
B(Gn−l, Gn) (3.26)
+Kγ,αe
−pUnτ
(
Q1−γn−1 − L1−γn
)
B(G0, Gn) + (fn, Gn) .
Replacing n by j and then adding j from 1 to n, one has
n∑
j=1
(L1Gj , Gj) = Kγ,α n∑
j=0
j−1∑
l=0
e−pUlτ
(
Q1−γl−1 −Q1−γl
)
B
(
Gj−l, Gj
)
(3.27)
+Kγ,α
n∑
j=0
e−pUjτ
(
Q1−γj−1 − L1−γj
)
B
(
G0, Gj
)
+Kγ,αQ
1−γ
0 B
(
G0, G0
)
+
n∑
j=1
(
f j, Gj
)
.
Using B
(
Gj−l, Gj
)
=
(
B
1
2
l c(G
j−l),B
1
2
l c(G
j)
)
l2
and Lemma 3.1, one obtains
n∑
j=1
(L1Gj , Gj) ≤ Kγ,αQ1−γ0 B(G0, G0) + n∑
j=1
(
f j, Gj
)
. (3.28)
Supposing ‖Gm‖ = max
0≤j≤n
∥∥Gj∥∥, the FBDF scheme yields
‖Gm‖2 ≤
2τ n∑
j=1
∥∥f j∥∥
 ‖Gm‖+ ∥∥G0∥∥2 + 2Kγ,ατQ1−γ0 ∣∣∣∣∣∣G0∣∣∣∣∣∣2. (3.29)
For the PI scheme, when n ≥ 2, it is easy to check that
τ (L1GnJ , GnJ) ≥
1
4
‖GnJ‖2 −
1
4
∥∥Gn−1J ∥∥2 + e−2pUτ4 ∥∥2epUτGnJ −Gn−1J ∥∥2 − e−2pUτ4 ∥∥2epUτGn−1J −Gn−2J ∥∥2 ,
whence
τ
n∑
j=2
(L1Gj , Gj) ≥ 1
4
‖GnJ‖2 −
9
4
∥∥G1J∥∥2 − 12 ∥∥G0J∥∥2 . (3.30)
So it follows that
‖Gm‖2 ≤
18τ n∑
j=1
‖fn‖
 ‖Gm‖+ 18Kγ,ατQ1−γ0 ∣∣∣∣∣∣G0∣∣∣∣∣∣2 + 11 ∥∥G0∥∥2 , n ≥ 1. (3.31)
Combining with that a, b, c > 0 and a2 ≤ a · b+ c lead to a ≤ b+√c, the desired results are obtained. 
The obtained stable space semi discrete schemes can also be solved by the numerical inverse Laplace transform
or matrix function technique. And the stable time semi discrete schemes can also be solved by spectral or finite
element methods.
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Theorem 3.2. The MGM fully discrete schemes (3.9) are unconditionally stable. Let en = Gx(p, tn) − GnJ .
Then for the sufficiently regular solution Gx(p, t), the error estimate of the PI (or FBDF) scheme (3.9) is
‖en‖2 + 2Kγ,ατγ/Γ(1 + γ)|||en|||2 ≤ C
(
2J(α−2d) + τγ2J(α−2d) + τ2+2γ
(
or τ2
))
. (3.32)
In addition, if ‖ΛG−G‖ <∼ 2−Jd ‖G‖Hd(Ω) holds (it is obvious when α = 2), then the convergence order related
to space can be improved to O (2−2Jd + τγ2J(α−2d)). Here d is the order of B-spline.
Proof. Taking v = GnJ in (3.9) leads to
(L1GnJ , GnJ ) = Kγ,α
n−1∑
l=0
e−pUlτ
(
Q1−γl−1 −Q1−γl
)
B(Gn−lJ , G
n
J ) (3.33)
+Kγ,αe
−pUnτ
(
Q1−γn−1 − L1−γn
)
B(G0J , G
n
J ) + (f
n, GnJ) .
Noting that B
(
Gn−lJ , G
n
J
) ≤ ∣∣∣∣∣∣Gn−lJ ∣∣∣∣∣∣|||GnJ ||| and using Lemma 3.1, one obtains
2 (L1GnJ , GnJ) ≤ Kγ,α
n−1∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣Gn−1−kJ ∣∣∣∣∣∣2 (3.34)
−Kγ,α
n∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣Gn−kJ ∣∣∣∣∣∣2 − Kγ,αL1−γn |||GnJ |||2 + 2 (fn, GnJ ) .
Let us first consider the FBDF scheme. Replacing n by j and then summing from 1 to n, it yields that
‖GnJ‖2 + Kγ,ατ
n∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣Gn−kJ ∣∣∣∣∣∣2 (3.35)
≤ ∥∥G0J∥∥2 +Kγ,ατQ1−γ0 ∣∣∣∣∣∣G0J ∣∣∣∣∣∣2 −Kγ,ατ n∑
j=1
L1−γj
∣∣∣∣∣∣∣∣∣GjJ ∣∣∣∣∣∣∣∣∣2 + 2τ n∑
j=1
(
f j, GjJ
)
.
Using the fractional Poincare´-Friedrich’s [17] and Yong’s inequalities, one has
−Kγ,ατ
n∑
j=1
L1−γj
∣∣∣∣∣∣∣∣∣GjJ ∣∣∣∣∣∣∣∣∣2 + 2τ n∑
j=1
(
f j, GjJ
)
(3.36)
≤ −
n∑
j=1
Kγ,ατt
γ−1
j / (CfΓ(γ))
∥∥∥GjJ∥∥∥2 + 2τ n∑
j=1
(
f j, GjJ
)
≤ τ4Γ(γ)Cf/
(
Kγ,αt
γ−1
n
) n∑
j=1
∥∥f j∥∥2 ,
where Cf comes from
∥∥∥GjJ∥∥∥ ≤ Cf ∣∣∣∣∣∣∣∣∣GjJ ∣∣∣∣∣∣∣∣∣. Then the full discrete FBDF scheme (3.9) is stable, and
‖GnJ‖2 + Kγ,ατ
n∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣Gn−kJ ∣∣∣∣∣∣2 (3.37)
≤ ∥∥G0J∥∥2 +Kγ,ατQ1−γ0 ∣∣∣∣∣∣G0J ∣∣∣∣∣∣2 + τ4Γ(γ)Cf/ (Kγ,αtγ−1n ) n∑
j=1
∥∥f j∥∥2 .
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Next, we consider the PI scheme. For n ≥ 2, starting from (3.34) and (3.30), one obtains
‖GnJ‖2 + 2Kγ,ατ
n∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣Gn−kJ ∣∣∣∣∣∣2 (3.38)
≤ 2 ∥∥G0J∥∥2 + 9‖G1J‖2 + 2Kγ,ατ 1∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣G1−kJ ∣∣∣∣∣∣2 + τ8Γ(γ)Cf/ (Kγ,αtγ−1n ) n∑
j=2
∥∥f j∥∥2 .
And when n = 1, applying Young’s inequality to the last term of (3.34) results in
∥∥G1J∥∥2 + 2Kγ,ατ 1∑
k=0
e−pUkτQ1−γk
∣∣∣∣∣∣G1−kJ ∣∣∣∣∣∣2 ≤ 2 ∥∥G0J∥∥2 + 2Kγ,ατQ1−γ0 ∣∣∣∣∣∣G0J ∣∣∣∣∣∣2 + 4τ2 ∥∥f1∥∥2 . (3.39)
Now, we derive the convergence results. Let
en = G(tn)−GnJ =
(
G(tn)− ΛG(tn)
)
+
(
ΛG(tn)−GnJ
)
= θn + ηn,
Rn =
(
L1Gn − ∂G(tn)
∂t
− pUG(tn)
)
+Kγ,α
(
L2(∇αxGn)− SD1−γt ∇αxGn
)
− L1θn,
where G(tn) = Gx (p, tn). Combining (2.18) and (3.37) results in
‖ηn‖2 +KγτQ1−γ0 |||ηn|||2 <∼
∥∥η0∥∥2 + τQ1−γ0 ∣∣∣∣∣∣η0∣∣∣∣∣∣2 + τ n∑
j=1
∥∥Rj∥∥2 , (3.40)
where
∣∣∣∣∣∣η0∣∣∣∣∣∣ ≤ ∣∣∣∣∣∣G(0)−G0J ∣∣∣∣∣∣+ ∣∣∣∣∣∣θ0∣∣∣∣∣∣ and
τ
n∑
j=1
∥∥Rj∥∥2 <∼ n∑
j=1
∫ tj
tj−1
∥∥(Λ− I)D1tG∥∥2 ds+ τ2 ∫ tn
0
∥∥D2tG∥∥2 ds+ Cτ2. (3.41)
Combining (2.13), (3.38), and (3.39) leads to
‖ηn‖2 + 2KγτQ1−γ0 |||ηn|||2 <∼
∥∥η0∥∥2 + τQ1−γ0 ∣∣∣∣∣∣η0∣∣∣∣∣∣2 + τ2 ∥∥R1∥∥2 + τ n∑
j=2
∥∥Rj∥∥2 , n ≥ 1, (3.42)
where
τ2‖R1‖2 <∼ τ
∫ τ
0
∥∥(Λ− I)D1tG∥∥2 ds+ τ3 ∫ τ
0
∥∥D2tG∥∥2 ds+ Cτ3+2γ ,
τ
n∑
j=2
‖Rj‖2 <∼
∫ tn
0
∥∥(Λ− I)D1tG∥∥2 ds+ τ4 n∑
j=2
∫ tj
tj−2
∥∥D3tG∥∥2 dt+ Cτ2+2γ .
Noting that
‖ΛG−G‖ <∼ |||ΛG−G||| ∼ ‖ΛG−G‖
H
α
2 (Ω)
, (3.43)
and taking G0J as one of Λg and Πg, the desired results are obtained. 
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3.2. Numerical schemes II
Taking the Laplace transform on both sides of (3.1) leads to
(s+ pU) Gˆ−Kγ,α (s+ pU)1−γ ∇αx Gˆ = g. (3.44)
Then
(s+ pU)γ Gˆ− (s+ pU)γ−1 g −Kγ,α∇αxGˆ = 0. (3.45)
Taking the inverse Laplace transform to the above equation results in
SDγ∗,tGx (p, t)−Kγ,α∇αxGx (p, t) = 0, (3.46)
with the initial condition Gx(p, 0) = g(x, p). For making a more general discussion, we add a force term f(x, p, t)
on the right hand of (3.46). And the corresponding space semi discrete scheme reads: find GJ ∈ SJ such that(
SDγ∗,tGJ , v
)
+Kγ,αB(GJ , v) = (f, v) ∀v ∈ SJ . (3.47)
Lemma 3.2 (see [46]). Let k(t) = t−γ/Γ(1 − γ), T > 0, and H(Ω) a real Hilbert space. Suppose that v(·, t) ∈
H1 ([0, T ],H) and v(·, 0) ∈ H. Then〈
v(t),
∂
∂t
(k ∗ v)(t)
〉
H
≥ 1
2
d
dt
(
k ∗ ‖v‖2H
)
(t) +
1
2
k(t) ‖v(t)‖2H , a.e. t ∈ (0, T ). (3.48)
Theorem 3.3. For the space semi discrete scheme (3.47) with 0 < γ < 1, it holds that∫ t
0
(
‖GJ‖2 +Kγ,αB (GJ , GJ )
)
ds ≤ C
(
‖g‖2 +
∫ t
0
‖f‖2 ds
)
. (3.49)
Proof. Choosing v = GJ in (3.47), we obtain(
SDγt
[
GJ − e−pUtg
]
, GJ
)
+Kγ,αB (GJ , GJ) = (f, GJ ) , (3.50)
which can be rewritten as(
epUtGJ ,
∂
∂t
[
k ∗ (epUtGJ )
]
(t)
)
+Kγ,αe
2pUtB (GJ , GJ ) =
epUtt−γ
Γ (1− γ) (g, GJ ) + e
2pUt (f, GJ) . (3.51)
Using Lemma 3.2, one finds
1
2
e−2pUt
d
dt
(
k ∗
(
e2pUt ‖GJ‖2
))
(t) +
1
2
k(t) ‖GJ‖2 +Kγ,αB (GJ , GJ ) ≤ e−pUtk(t) (g, GJ ) + (f, GJ ) .
By Young’s inequality and (2.34), it yields that
0D
γ,2pU
t ‖GJ‖2 +Kγ,αB (GJ , GJ) ≤ k(t)e−2pUt ‖g‖2 + 1/ (Kγ,αC2) ‖f‖2 . (3.52)
Performing the operator 0D
−γ,2pU
t on both sides of (3.52) and using Lemma 2.2, one obtains
‖GJ‖2 +Kγ,α 0D−γ,2pUt B (GJ , GJ ) ≤ e−2pUt ‖g‖2 + 1/ (Kγ,αC2) 0D−γ,2pUt ‖f‖2 . (3.53)
Adding (3.52) to (3.53) and integrating from 0 to t, one reaches the conclusion. 
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Now, thanks to (2.18) and (2.11), we denote
LGnJ =
{
e−pUnτ
∑n
j=0 w
γ
n−j
(
epUjτGjJ −G0J
)
, forFBDF,
Γ(1− γ)−1∑nj=0 epU(j−n)τkγn−jGjJ , forPI. (3.54)
Then the fully discrete scheme of (3.47) is: find GnJ ∈ SJ such that
(LGnJ , v) +Kγ,αB(GnJ , v) = (f, v) ∀v ∈ SJ . (3.55)
In the following analysis of this subsection, we suppose that pU(x) ≥ 0 (for the more general case, see Example
4.3). With the definition of Qγn, n = −1, 0, 1, · · · given in (3.13), Eq. (3.54) can also be uniformly rewritten as
LGnJ =
n−1∑
l=0
e−pUlτ
(
Qγl −Qγl−1
)
Gn−lJ − e−pUnτQγn−1G0J . (3.56)
Lemma 3.3. For any positive integer n and real vector {V0, V1, · · · , Vn} with n+ 1 real entries, one has
Vn · LVn ≥
(
Qγ0
2
+
Qγn−1
4
)
V 2n +
1
2
n−1∑
l=1
e−2pUlτ
(
Qγl −Qγl−1
)
V 2n−l − e−2pUnτQγn−1V 20 . (3.57)
Proof. Using Young’s inequality, one has
Vn · LVn = e−2pUnτ
(
n−1∑
l=0
epU(n−l)τ
(
Qγl −Qγl−1
)
Vn−l −Qγn−1V0
)(
epUnτVn
)
(3.58)
≥ Qγ0V 2n + e−2pUnτ
n−1∑
l=1
(
Qγl −Qγl−1
) e2pU(n−l)τV 2n−l + e2pUnτV 2n
2
− e−2pUnτQγn−1
(
V 20 +
e2pUnτV 2n
4
)
,
which arrives at the conclusion. 
In fact, when pU is constant, from Lemma 3.2 one has
(
SDγ∗,tG, G
)
= e−2pUt
(
epUtGJ ,
∂
∂t
[
k ∗ (epUtG)](t))− e−pUtk(t)(g, G) (3.59)
≥ 1
2
0D
γ,2pU
t ‖G‖2 +
1
2
k(t) ‖G(t)‖2 − k(t)
(
e−2pUt ‖g‖2 + ‖G(t)‖
2
4
)
=
1
2
0D
γ,2pU
t ‖G‖2 +
k(t)
4
‖G(t)‖2 − e−2pUtk(t) ‖g‖2 ,
and there exists lim
n→∞
Qγn−1 → k(tn) because of (3.15). Then (3.57) can be regarded as a discrete analogue of
(3.59).
Theorem 3.4. The MGM fully discrete schemes (3.55) are unconditionally stable. Let en = Gx(p, tn) − GnJ .
Then for the sufficiently regular solution Gx(p, t), the error estimate of the PI (or FBDF) scheme (3.55) is
‖en‖2 + 2Kγ,ατγΓ(2 − γ)B (en, en) ≤ C
(
2J(α−2d) + τγ2J(α−2d) + τ4−2γ
(
or τ2
))
. (3.60)
In addition, if ‖ΛG−G‖ <∼ 2−Jd ‖G‖Hd(Ω) holds (it is obvious when α = 2), then the convergence order related
to space can be improved to O (2−2Jd + τγ2J(α−2d)). Here d is the order of B-spline.
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Proof. Choosing v = GnJ in (3.55), using Lemma 3.3 and Young’s inequality one obtains(
Qγ0
2
+
Qγn−1
4
)
‖GnJ‖2 +KγB(GnJ , GnJ ) (3.61)
≤ 1
2
n−1∑
l=1
(
Qγl−1 −Qγl
) ∥∥e−pUlτGn−lJ ∥∥2 +Qγn−1 ∥∥e−pUnτG0J∥∥2 + Qγn−14 ‖GnJ‖2 + Γ(1− γ)tγn‖fn‖2,
where Qγn−1 ≥ Lγn = t
−γ
n
Γ(1−γ) is used. Then
Qγ0 ‖GnJ‖2 + 2KγB(GnJ , GnJ ) (3.62)
≤
n−1∑
l=1
(
Qγl−1 −Qγl
) ∥∥e−pUlτGn−lJ ∥∥2 +Qγn−1 (2 ∥∥e−pUnτG0J∥∥2 + 2Γ2(1− γ)t2γn ‖fn‖2) .
Using mathematical induction and
∑j−1
l=1
(
Qγl−1 −Qγl
)
+Qγj−1 = Q
γ
0 , one obtains
‖GnJ‖2 + 2Kγ,α/Qγ0B (GnJ , GnJ) ≤ 2
∥∥G0J∥∥2 + 2Γ2(1− γ)T 2γ maxn ‖fn‖2 , (3.63)
for n = 1, 2, · · · , N .
Now, we consider the convergence results. Let
en = G(tn)−GnJ =
(
G(tn)− ΛG(tn)
)
+
(
ΛG(tn)−GnJ
)
= θn + ηn,
Rn = (LGn − SDγ∗,tnG)− L (I − Λ)Gn = Rn1 −Rn2 ,
where G(tn) = Gx (p, tn). Using the property B(θ
n, v) = 0 ∀v ∈ SJ at once results in
‖ηn‖2 + 2Kγ,α/Qγ0B (ηn, ηn) ≤ 2
∥∥η0∥∥2 + C (max
n
‖Rn1‖2 +maxn ‖R
n
2 ‖2
)
. (3.64)
And it holds that
‖Rn2‖ =
∥∥∥∥∥e−pUtn
n−1∑
l=0
Qγn−1−l
(
epUtl+1θl+1 − epUtlθl)∥∥∥∥∥ (3.65)
≤
n−1∑
l=0
Qγn−1−l
∫ tl+1
tl
∥∥D1t θ∥∥ dt ≤ C n−1∑
l=0
τQγn−1−l max0≤t≤T
∥∥D1t θ∥∥ .
Note that
n−1∑
l=0
(−1)l
(
γ − 1
l
)
= (−1)n−1
(
γ − 2
n− 1
)
=
n1−γ
Γ(2 − γ) +O(n
−γ), (3.66)
where the Stirling formula is used. Hence
n−1∑
l=0
τQγn−1−l =

t1−γn
Γ(2−γ) + τO(t−γn ), for FBDF,
0D
−(1−γ),0
tn 1 =
t1−γn
Γ(2−γ) , forPI.
(3.67)
Together with (3.43) and the triangle inequality, the desired estimate is obtained. 
18 Z.J. ZHANG AND W.H. DENG
4. Algorithm Implementations and Numerical Results
Now, we focus on the implementations of the algorithms presented in the above sections. Four numerical
examples are simulated. The first one is to confirm the theoretical results and the effectiveness of the proposed
schemes. The second one is to describe the implementation of the wavelet precondition and show its acceleration
effects. And the third and fourth ones are used to show how to solve the more general Feynman-Kac equations.
In the following Tables, ‘Err-2’ denotes the L2 error; ‘Err-1’ is the square root of the left hand side of (3.32) or
(3.60); and ‘N’ denotes the number of points used in time direction.
To implement the algorithms above, the key is to firstly dig out the structure of the stiffness matrix, then find
the efficient way of generating and storing the matrix, and solving the resulting algebra system. The following
observation can be used to reduce the computation and storage cost of generating the differential matrix of the
MGM schemes. Let
φ2(x) := x+ − 2(x− 1)+ + (x− 2)+; (4.1){
φ3(x) := 12x
2
+ − 32 (x − 1)2+ + 32 (x− 2)2+ − 12 (x− 3)2+,
φ3,0(x) := − 32x2+ + 2x+ + 2(x− 1)2+ − 12 (x − 2)2+,
(4.2)
which have the well property of symmetry φd(x) = φd(d− x) for d = 2, 3. Defining
Φ2j(x) :=
{
φ2j,k(x) := 2
j/2φ2(2jx− k)∣∣2j−2
k=0
}
, (4.3)
Φ3j (x) :=
{
2j/2φ3,0
(
2jx
)
, φ3j,k(x) := 2
j
2φ3
(
2jx− k) ∣∣∣2j−3k=0 , 2j/2φ3,0 (2j(1− x))} ,
then S2j = span
{
Φ2j(x)
}
and S3j = span
{
Φ3j (x)
}
, j = J0, J0 + 1, · · · , constitute the MRA of L2(0, 1) for d = 2
and d = 3, respectively, with the regularity Sdj ⊂ Hs(0, 1), s < d − 12 . Now, we consider the calculation of the
left Riemann-Liouville differential matrix
Adl :=
(
0D
α
2 ,0
x Φ
d
J , xD
α
2 ,0
1 Φ
d
J
)
= −
(
0D
α−1,0
x Φ
d
J ,
d
dx
ΦdJ
)
, d = 2, 3. (4.4)
Obviously, its transpose is the right Riemann-Liouville differential matrix Adr :=
(
xD
α
2 ,0
1 Φ
d
J , 0D
α
2 ,0
x ΦdJ
)
. One
can see that the bases of S2J are obtained by dilating and translating of a single function φ
2(x), being the same
for S3J except the one at the boundaries, these features allow us to use the following fact:(
0D
α−1,0
x φ
d
J,k1(x),
d
dx
φdJ,k2(x)
)
=
2J
Γ(2− α)
∫ 2−J (d+k2)
2−Jk2
∫ x
0
(x− s)1−α dφd (2Js− k1) dφd (2Jx− k2)
=
2J
Γ(2− α)
∫ d
0
∫ 2−J (x+k2)
0
(
2−J (k2 + x)− s
)1−α
dφd
(
2Js− k1
)
dφd
=
22Jα
Γ(2− α)
∫ d
0
∫ x+k2−k1
−k1
(k2 + x− s− k1)1−αdφddφd
=
22Jα
Γ(2− α)
∫ d
0
∫ x+k2−k1
0
(x − s+ k2 − k1)1−αdφddφd,
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whose result just depends on the value k2 − k1. Hence the matrix Adl has a quasi-Toeplitz structure, viz., for
d = 2, it is a Toeplitz matrix; and for d = 3, using the symmetry of φ3(x) yields a structure of the form: a1 r(a2)T 0a1 M(2J−2)×(2J−2) a2
a2 r(a1)
T a1

2J×2J
, (4.5)
where ai are real numbers; ai are vectors, r(ai) the reverse order of ai; and MN×N is a Toeplitz matrix.
Therefore, together with the property of compact support of the bases, one only needs to compute 2J and
2(2J+1) elements for d = 2 and d = 3, respectively, rather than the full matrix obtained by the other variational
methods. And the special structure of the bases allows us to achieve even more. Letting H(x) be the Heaviside
function, it formally holds that
0D
α−1
x (H(x− x0)v(x)) = H(x− x0)x0Dα−1x v(x), x0 ≥ 0. (4.6)
Combining with the well-known formulae
aD
α−1
x (x− a)ν =
Γ(ν + 1)(x− a)ν−α+1
Γ(ν − α+ 2) , ν ∈ N ,
(b− ax)k+ = (b − ax)k + (−1)k−1(ax− b)k+, k ∈ N+,
for b/a ≥ 0, k ∈ N+, it yields that
0D
α−1
x (ax− b)k+ = aα−1
Γ(k + 1)
Γ(k − α+ 2)(ax− b)
k−α+1
+ ,
0D
α−1
x (b− ax)k+ = (−1)k−10Dα−1x (ax− b)k+ + 0Dα−1x (b− ax)k.
Hence, there exist
M2(x) := 0D
α−1
x φ
2(x) =
1
Γ(3− α)
(
x2−α+ − 2(x− 1)2−α+ + (x − 2)2−α+
)
, (4.7)
M3(x) := 0D
α−1
x φ
3(x) =
1
Γ(4− α)
(
x3−α+ − 3(x− 1)3−α+ + 3(x− 2)3−α+ − (x− 3)3−α+
)
,
M3,0(x) := 0D
α−1
x φ
3,0(x) =
1
Γ(4− α)
(−3x3−α+ + 4(x− 1)3−α+ − (x− 2)3−α+ )+ 2Γ(3− α)x2−α+ ,
M3,1(x, l) := 0D
α−1
x φ
3,0(l − x) = 2
Γ(3− α) (x− l)
2−α
+
+
1
Γ(4− α)
(
3(x− l)3−α+ − 4(x− l + 1)3−α+ + (x− l + 2)3−α+
)
,
and
0D
α−1
x
(
2J/2φd
(
2Jx− k)) = 2J(α−1/2)Md (2Jx− k) , d = 2, 3. (4.8)
0D
α−1
x
(
2J/2φ3,0(2Jx)
)
= 2J(α−1/2)M3,0
(
2Jx
)
, 0D
α−1
x
(
2J/2φ3,0
(
2J (1− x))) = 2J(α−1/2)M3,1 (2Jx, 2J) .
Thus for both of the matrixes Adl and M , the main task is to generate their first columns which can be got by
exactly calculating the inner products of the piecewise functions. The presented techniques actually apply to
all the values of d.
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For the general left and right Riemann-Liouville different matrixes, one has
Adl :=
(
0D
α
2 ,0
x Φ
d
J , xD
α
2 ,0
1
(
e−pUjτΦdJ
))
= −
(
0D
α−1,0
x Φ
d
J ,
d
dx
(
e−pUjτΦdJ
))
, (4.9)
Adr :=
(
xD
α
2 ,0
1 Φ
d
J , 0D
α
2 ,0
x
(
e−pUjτΦdJ
))
=
(
xD
α−1,0
1 Φ
d
J ,
d
dx
(
e−pUjτΦdJ
))
, d = 2, 3. (4.10)
Combining the symmetry of φd(x) with the technique given in Example 4.3 below, we obtain
xD
α−1
1
(
2J/2φd(2Jx− k)
)
= 2J(α−1/2)Md
(
2J (1− x)− (2J − d− k)) , d = 2, 3, (4.11)
xD
α−1
1
(
2J/2φ3,0
(
2Jx
))
= 2J(α−1/2)M3,1
(
2J (1− x) , 2J) , (4.12)
xD
α−1
1
(
2J/2φ3,0
(
2J (1− x))) = 2J(α−1/2)M3,0 (2J (1− x)) . (4.13)
Therefore after an exact calculation of the fractional derivatives of the bases, the right hand terms in (4.9) and
(4.10) can be obtained by Gauss quadrature.
The nonlocal characteristics of fractional operator essentially lead to dense discrete system, which results in
the heavy computation cost, especially for the high dimensional problem. By carefully choosing the bases, the
potential quasi-Toeplitz structure can be dug out, which makes the cost of matrix vector product asO(N log(N))
(N is the number of degrees of freedom) [48]. At the same time, based on the wavelet bases it is easy to construct
the preconditioner only with the cost O(N) [59]. For example, for d = 2, we define
ψ2,0(x) =
9
10
φ2(2x− 1)− 3
5
φ2(2x− 2) + 1
10
φ2(2x− 3), (4.14)
ψ2(x) = φ2(2x− 1)− 3
5
(
φ2(2x) + φ2(2x− 2))+ 1
10
(
φ2(2x+ 1) + φ2(2x− 3)) .
Ψ2j :=
{
2j/2ψ2,0j (2
jx), 2j/2ψd(2jx− k)∣∣2j−2
k=0
, 2j/2ψ2,0
(
2j(1− x))} .
Then W 2j = span{Ψ2j} is the complement space of S2j into S2j+1. And it is easy to obtain the corresponding
refinement matrixes M2j,0 and M
2
j,1 appeared in (2.26), which can be implemented by FWT. Therefore the
iteration method can be efficiently used to solve the corresponding matrix equation; a specific realizing process
for a two-dimension model will be given in Example 4.2.
Example 4.1. Consider (3.1) on (0, 1) with Kγ,α = −2 cos(αpi/2), U(x) = 1, Gx(p, 0) = sin(pix), and
f(x, p, t) = σe−pU(x)ttσ−1 sin(pix)−
(
Γ(σ + 1)
Γ(σ + γ)
tσ+γ−1 +
tγ−1
Γ(γ)
)
e−pU(x)tP (x), (4.15)
which is equivalent to (3.46) with
f(x, p, t) =
Γ(σ + 1)
Γ(σ + 1− γ)e
−pU(x)ttσ−γ sin(pix)− e−pU(x)t(tσ + 1)P (x), (4.16)
and P (x) = 0D
α,0
x sin(pix) + xD
α,0
1 sin(pix). Then the exact solution is Gx(p, t) = e
−pU(x)t (tσ + 1) sin(pix).
The results listed in Tables 1, 2, and 3, where (I, FBDF) denotes the FBDF scheme in Subsection 3.1
(Numerical schemes I), etc, confirm the theoretical convergence order w.r.t. time and space, respectively;
especially the convergence rates in Table 3 also reflect the impact of the error term O (τγ2J(α−2d)). Note that
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the following techniques have been used to calculate the right vector term
∫ 1
0 f(x, t)ΦJ (x)dx:
P (x) = −0D−(2−α),0x
(
pi2 sin(pix) +
n∑
k=1
(−1)kpi2k+1x2k−1
(2k − 1)!
)
(4.17)
−xD−(2−α),01
(
pi2 sin(pi(1 − x)) +
n∑
k=1
(−1)kpi2k+1(1− x)2k−1
(2k − 1)!
)
+
n∑
k=0
(−1)kpi2k+1
Γ(2k + 2− α) (1− x)
2k+1−α +
n∑
k=0
(−1)kpi2k+1
Γ(2k + 2− α)x
2k+1−α, n ≥ 1;
∫ b
0
(
0D
−(2−α),0
x h1(x)
)
h2(x)dx (4.18)
=
2α−5b3−α
Γ(2− α)
∫ 1
−1
(ξ + 1)2−α︸ ︷︷ ︸
weight
h2
(
ξ + 1
2
b
)∫ 1
−1
(1 − η)1−α︸ ︷︷ ︸
weight
h1
(
(η + 1)(ξ + 1)
4
b
)
dηdξ;
∫ 1
a
(
xD
−(2−α),0
1 h1(x)
)
h2(x)dx =
∫ 1
−1
(1− ξ)2−α︸ ︷︷ ︸
weight
h2
(
1 + a
2
+
1− a
2
ξ
)
(4.19)
×
∫ 1
−1
(1 + η)1−α︸ ︷︷ ︸
weight
h1
(
1 + η
2
+
1− η
2
(
1 + a
2
+
1− a
2
ξ
))
dηdξ × 2
α−5(1− a)3−α
Γ(2− α) ;
∫ b
a
h(x)dx =
(∫ b
0
−
∫ a
0
)
h(x)dx =
(∫ 1
a
−
∫ 1
b
)
h(x)dx.
Thus the integrals of the first two and the last two terms in (4.17) can be calculated by the Gauss-Lobatto-Jacobi
quadrature and the analytical formula, respectively.
Table 1. Convergence rate in time for Example 4.1 with p = 3, σ = 2, α = 1.6, d = 2, J = 9,
and T = 0.5.
γ N (I, FBDF) (I, PI) (II, FBDF) (II, PI)
Err-2 Rate Err-2 rate Err-2 Rate Err-2 Rate
40 6.5141e-04 — 1.2072e-04 — 5.9163e-05 — 5.4194e-06 —
0.4 60 4.3413e-04 1.0008 6.8519e-05 1.3968 3.9451e-05 0.9994 2.8337e-06 1.5992
80 3.2553e-04 1.0007 4.5816e-05 1.3990 2.9582e-05 1.0008 1.7823e-06 1.6118
40 3.5561e-04 — 1.1469e-05 — 1.5873e-04 — 6.8923e-05 —
0.8 60 2.3722e-04 0.9985 5.5719e-06 1.7804 1.0591e-04 0.99796 4.2399e-05 1.1983
80 1.7796e-04 0.9991 3.3288e-06 1.7906 7.9456e-05 0.99893 3.0023e-05 1.1998
In [12], the author has developed the non-uniform discretization to the time fractional derivative. Here we
point out that this discretization can also be used in the schemes of this paper to improve the convergence or
reduce the impact of initial singularity. Given any mesh 0 = t0 < t1 < · · · , < tn < · · · < tN = T , based on
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Table 2. Convergence rate in space for Example 4.1 with p = 3, σ = 2, α = 1.2, γ = 0.6, and
T = 0.5.
(N, d) J (I, FBDF) (I, PI) (II, FBDF) (II, PI)
Err-1 Rate Err-1 rate Err-1 Rate Err-1 Rate
4 8.1510e-04 — 8.4143e-04 — 7.4549e-04 — 7.6267e-04 —
(22J , 2) 5 2.0346e-04 2.0022 2.0926e-04 2.0075 1.8564e-04 2.0057 1.8992e-04 2.0057
6 5.0855e-05 2.0003 5.2191e-05 2.0035 4.6337e-05 2.0023 4.6337e-05 2.0024
3 1.6566e-04 — 1.1864e-04 — 1.2261e-04 — 1.1092e-04 —
(23J , 3) 4 1.9311e-05 3.1007 1.2894e-05 3.2018 1.3849e-05 3.1463 1.2171e-05 3.1879
5 2.2987e-06 3.0705 1.4502e-06 3.1524 1.6078e-06 3.1066 1.3834e-06 3.1372
Table 3. Convergence rate in space for Example 4.1 with p = 3, σ = 2, α = 1.2, and T = 0.5.
J (d = 2, γ = 0.4, N = 22J ) (2, 0.7, 22J ) (3, 0.2, 23J ) (3, 0.4, 23J )
Err-1 Rate Err-1 rate Err-1 Rate Err-1 Rate
3 4.8153e-03 — 2.8744e-03 — 3.3202e-04 — 1.9048e-04 —
(I, PI) 4 1.3645e-03 1.8193 6.7345e-04 2.0936 5.0044e-05 2.7300 2.3496e-05 3.0192
5 3.8919e-04 1.8098 1.5912e-04 2.0814 7.6693e-06 2.7060 2.9378e-06 2.9996
3 4.3742e-03 — 2.5524e-03 — 3.1818e-04 — 1.8400e-04 —
(II, FBDF) 4 1.2314e-03 1.8287 5.9800e-04 2.0937 4.8008e-05 2.7285 2.2717e-05 3.0179
5 3.4975e-04 1.8159 1.4137e-04 2.0807 7.3572e-06 2.7060 2.8386e-06 3.0005
(2.11) it yields a discrete approximation of SDγ∗,tv(t), provided as
L˜γVn =
n−1∑
l=0
e2pU(tn−l−tn)
(
Q˜γl − Q˜γl−1
)
Vn−l − e−pUtnQ˜γn−1V0, (4.20)
where
Q˜γj = Γ(1− γ)−1
∫ tn−j
tn−1−j
(tn − s)−γτ−1n−1−jds, j = 0, · · · , n− 1, Q˜γ−1 = 0. (4.21)
Then it holds that
Q˜γ0 > Q˜
γ
1 > · · · > Q˜γn−1 > 0 and L˜γn :=
t−γn
Γ(1− γ) ≤ Q˜
γ
n−1. (4.22)
So one has the inequalities similar to (3.57) and (3.11), respectively, given as
Vn · L˜γVn ≥
(
Q˜γ0
2
+
Q˜γn−1
4
)
V 2n +
1
2
n−1∑
l=1
e2pU(tn−l−tn)
(
Q˜γl − Q˜γl−1
)
V 2n−l − e−2pUtnQ˜γn−1V 20 , (4.23)
M−1∑
n=0
(
L˜1−γ Vn + e−pUtn L˜1−γn V0
)
Vn ≥ 0, M = 1, 2, · · · , N, (4.24)
where the diagonal dominance of the quadratic form matrix and the Gershgorin circle theorem ensure the last
inequality holds. The primal PI scheme I needs to be made some changes, denoted as I′, i.e., replace (3.4) and
(3.5) with L1GnJ = G
n
J−e
pU(tn−1−tn)Gn−1
J
τ and L2GnJ = L˜1−γGnJ + e
−pUtnG0J
t1−γn Γ(γ)
, respectively. The primal PI scheme
II keeps the original form but with variable time sizes. Both the full discrete schemes (3.9) and (3.55) with
non-uniform time stepping are still stable; and their proofs are similar to the ones of Theorems 3.1 and 3.4. The
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numerical results with uniform mesh and grad mesh tj = (j/N)
υT, υ > 1, j = 0, 1, · · · , N are listed in Table 4,
which show the advantages of non-uniform discretizaion.
Table 4. The L2 numerical errors for Example 4.1 with the uniform and grad time mesh,
where α = 1.7, σ = 0.3, ν = 2, γ = 0.8, d = 2, J = 9, and T = 0.5.
N (I′, PI), p = 0 (I′, PI), p = 5 (II, PI), p = 0 (II, PI), p = 5
60 4.9355e-04 4.0513e-05 7.0536e-03 5.7899e-04
Uniform 80 4.0772e-04 3.3468e-05 6.2912e-03 5.1642e-04
100 3.5354e-04 2.9020e-05 5.7783e-03 4.7431e-04
60 2.5797e-04 2.1176e-05 3.6148e-03 2.9672e-04
Grad 80 1.8862e-04 1.5483e-05 3.0007e-03 2.4632e-04
100 1.4824e-04 1.2168e-05 2.6035e-03 2.1371e-04
Example 4.2. We consider the two-dimensional problem
SDγ∗,tGx,y(p, t) = 0D
α,0
x Gx,y(p, t) + 0D
α,0
y Gx,y(p, t) + f(x, y, p, t),
on (0, 1)× (0, 1) with the initial condition Gx,y(p, 0) = xy2(1−x)2(1− y) and homogeneous boundary condition,
and
f(x, y, p, t) =
e−pUtt2
Γ(3− α)
[(
(2− α)x1−α − 4x2−α + 6
3− αx
3−α
)
y2(1 − y) (4.25)
+
(
2y2−α − 6
3− αy
3−α
)
x(1− x)2
]
+
Γ(3 + γ)
2
t2e−pUtx(1 − x)2y2(1− y).
It is easy to see that the exact solution is G(x, y, t) = e−pUtt2+γx(1 − x)2y2(1− y).
In space approximation, we define S2,dj := span
{
Φ2,dj (x, y)
}
, Φ2,dj (x, y) := Φ
d
j (x) ⊗ Φdj (y). Then {S2,dj }
constitutes a MRA of L2(Ω) with the refinement relation:
Φ2,dj (x, y)
T = Φ2,dj+1(x, y)
TM2,dj,0 , M
2,d
j,0 =M
d
j,0 ⊗Mdj,0.
Letting Ψ2,dj (x, y) :=
{
Ψdj (x) ⊗ Φdj (y),Φdj (x) ⊗Ψdj (y),Ψdj (x)⊗Ψdj (y)
}
, one can define the corresponding wavelet
spaces by W 2,dj := S
d
j+1 ∩ (Sdj )T = span
{
Ψ2,dj (x, y)
}
, and it holds that
Ψ2,dj (x, y)
T = Φ2,dj+1(x, y)
TM2,dj,1 , where M
2,d
j,1 =
(
Mdj,1 ⊗Mdj,0, Mdj,0 ⊗Mdj,1, Mdj,1 ⊗Mdj,1
)
. (4.26)
Then
{
Φ2,dJ0 (x, y),Ψ
2,d
J0
(x, y), · · · ,Ψ2,dJ−1(x, y)
}
forms a multiscale base of S2,dJ ; and the relations (2.26) still hold
with Mj :=
(
M2,dj,0 ,M
2,d
j,1
)
, which satisfy the same properties as their one-dimension version. The full discrete
MGM of (4.25) being similar to (3.55) reads as: find GnJ = P
n,d
J Φ
2,d
J ∈ S2,dJ ⊂ H
α
2
0 (Ω) such that
(LGnJ , v) +
(
0D
α
2 ,0
x G
n
J , xD
α
2 ,0
1 v
)
+
(
0D
α
2 ,0
y G
n
J , yD
α
2 ,0
1 v
)
= (f, v) ∀v ∈ S2,dJ , (4.27)
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where LGnJ is given in (3.54), including the PI and FBDF cases. It results in the similar theoretical results as
given in Theorem 3.4. Denoting
B2,dJ = Q
γ
0M
d
J ⊗MdJ +MdJ ⊗Adl +Adl ⊗MdJ , (4.28)
F 2,dJ =
(
f,Φ2,dJ
)
+
n−1∑
l=1
e−pUlτ
(
Qγl−1 −Qγl
) (
MdJ ⊗MdJ
)
Pn−l,dJ +Q
γ
n−1
(
MdJ ⊗MdJ
)
P 0,dJ ,
where MdJ denotes the mass matrix, (4.27) can be rewritten as
B2,dJ P
n,d
J = F
2,d
J . (4.29)
Note that (MdJ ⊗MdJ )pl,dJ can be calculated with the cost O(22J), and(
MdJ ⊗Adl
)
P l,dJ = AlR(P l,dJ )(MdJ )T ,
(
Adl ⊗MdJ
)
P l,dJ =M
d
JR(P l,dJ )(Adl )T , (4.30)
where R(P l,d) denotes the reshaped matrix of vector P l,dJ . Thanks to the quasi-Toeplitz structure of Adl and the
sparse structure of MdJ , both of the matrix vector products in (4.30) can be calculated with the cost O(J22J).
Thus the iteration method can be effectively used to solve (4.29). The norm equivalence similar to (2.25) ensures
Table 5. Numerical results of the PI scheme of (4.27) for Example 4.2, solved by the GMRES
(restarted) and Bi-CGSTAB, with pU = 0, N = 22J , d = 3, J0 = 2, and T = 0.5.
(α, γ) J GMRES (30) Bi-CGSTAB Gauss
Iter CPU(s) Err-2 Iter CPU(s) Err-2 CPU(s) Err-2
4 46 4.9419 7.5237e-06 30.3 3.0249 7.5237e-06 0.7319 7.5237e-06
(1.5, 0.5) 5 45 31.0692 5.2053e-07 28.4 22.3599 5.2053e-07 41.7140 5.2053e-07
6 49 691.7970 3.4986e-08 36.3 528.3210 3.4983e-08 9.3463e+03 3.4982e-08
4 21 2.0627 4.0444e-06 12.5 1.7651 4.0444e-06 0.8240 4.0444e-06
(1.8, 0.6) 5 28 20.0747 2.5297e-07 18.0 17.7395 2.5297e-07 43.1349 2.5297e-07
6 41 486.7180 1.5677e-08 28.0 493.3244 1.5677e-08 4.5034e+03 1.5677e-08
that the following system is well conditioned:(
DMTB2,dJ MD
)
D−1M−1Pn,dJ = DM
TF 2,dJ , (4.31)
where MP l,d,MTP l,dJ can be calculated by 2-dimension FWT with the cost O(22J ) [8, 44], and D donotes the
diagonal matrix obtained by the inverse square root of the diagonal ofMTB2,dJ M , using the translation property
of the same level wavelet bases and tensor-like structure of the multiscale base of S2,dJ , which can be calculated
with the cost O(J). For d = 3 and d = 2, the numerical results are listed in Table 5 and Table 6, respectively,
where ‘Iter’ denotes the average iterations, and ‘Gauss’ denotes the Gaussian elimination method. For fixed tn,
the initial iteration vector is chosen as the approximation solution at tn−1, and the stopping criterion is
‖r(k)‖l2
‖r(0)‖l2
≤ 1e− 8,
with r(k) being the residual vector of linear systems after k iterations.
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Table 6. Numerical results of the FBDF scheme of (4.27) for Example 4.2, solved by the
GMRES (restarted) and Bi-CGSTAB (before/after preconditioned), with pU = 2, α = 1.5, N =
2J , d = 2, J0 = 1, and T = 0.5.
γ J GMRES (30) Pre-GMRES (30) Bi-CGSTAB Pre-Bi-CGSTAB Gauss
Iter CPU(s) Iter CPU(s) Iter CPU(s) Iter CPU(s) CPU(s) Err-2
5 88 3.0068 35 1.3752 44.4 2.0079 21 1.3134 1.6351 5.8984e-06
0.3 6 166.3 27.5488 38 9.6810 95.7 20.1165 23 8.1409 58.3051 2.8107e-06
7 334.9 372.4754 40 70.9539 203.8 311.6926 24 68.1188 4.1827e+03 1.4183e-06
5 58.1 1.6590 32 1.2645 35.0 1.5070 18.5 1.1204 1.3775 2.4580e-05
0.8 6 94.2 18.5311 35 8.9110 65.5 12.9719 20.9 7.5250 57.4800 1.2492e-05
7 155.7 176.7667 35 63.1512 136.4 180.8864 20.9 59.2873 3.7824e+03 6.3009e-06
Example 4.3. We further consider the equation
∂
∂t
Gx(p, t) = Kγ,α
SD1−γt ∇αxGx(p, t)− pU(x)Gx(p, t) + f(x, p, t), 0 < t ≤ T, (4.32)
on (0, 1) with T = 0.5, Kγ,α = −2 cos(αpi2 ), and U(x) = x. The forcing term and initial condition can be derived
from the exact solution Gx(p, t) = (t
σ + 5) e−pxt
(
x3 − x).
The equivalent form of (4.32) is
SDγ∗,tGx(p, t) = Kγ,α∇αxGx(p, t) + 0D−(1−γ),pUt f(x, p, t), 0 < t ≤ T. (4.33)
Let L2(Ω) and H
α
2
0 (Ω) be the complex value Sobolev spaces equipped with the corresponding complex inner
product and norms. The fully discrete scheme can be given as: find GnJ ∈
(
SdJ + iS
d
J
) ⊂ H α20 (Ω) such that
(LGnJ , v) +Kγ,αB (GnJ , v) = (f, v) ∀v ∈ SdJ , (4.34)
where LGnJ is given in (3.54), including the PI and FBDF cases. Using BJ given in (3.21) and defining M as
the orthogonal projection operator: Mu ∈ SdJ and (Mu− u, v) = 0 ∀v ∈ SdJ , then one can rewrite (4.34) as an
operator form
GnJ = (Q
r
0 + BJ)−1
(
n−1∑
l=1
(
Qγl−1 −Qγl
)M (e−pUlGn−lJ )+Qγn−1M (e−pUnτG0J)+Mf
)
. (4.35)
Thus, if ℜ (pU) ≥ 0 it holds that
‖GnJ‖ ≤
∥∥∥(Qr0 + BJ)−1∥∥∥
(
n−1∑
l=1
(
Qγl−1 −Qγl
) ∥∥Gn−lJ ∥∥+Qγn−1 ∥∥G0J∥∥+ ‖Mf‖
)
. (4.36)
Since BJ is a selfadjoint positive define elliptic operator,∥∥∥(Qr0 + BJ)−1∥∥∥ = sup
λ>0
∣∣∣(Qr0 + λ)−1∣∣∣ < 1/Qr0. (4.37)
Using the mathematical induction similar to the proof of Theorem 3.4, it is easy to show that the presented
scheme (4.34) is unconditionally stable. The convergence rates for time and space are given in Table 7 and
Figure 1, respectively, which accord with the theoretical results given in Theorem 3.4.
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Table 7. Convergence rate in time of (4.34) for Example 4.3 with Kγ,α = −2 cos(αpi/2), p =
1 + i, i =
√−1, U(x) = x, σ = 2, d = 3, and T = 0.5.
(α, J) N γ = 0.5, FBFD γ = 0.5, PI γ = 0.8, FBFD γ = 0.8, PI
Err-2 Rate Err-2 Rate Err-2 Rate Err-2 Rate
20 9.9484e-05 — 1.8120e-05 — 1.9401e-04 — 9.4674e-05 —
(2, 8) 40 4.9881e-05 0.9960 6.4990e-06 1.4793 9.7205e-05 0.9970 4.1306e-05 1.1966
60 3.3285e-05 0.9978 3.5599e-06 1.4845 6.4847e-05 0.9983 2.5415e-05 1.1979
20 2.9375e-04 — 5.4765e-05 — 5.8284e-04 — 2.9075e-04 —
(1.6, 6) 40 1.4734e-04 0.9955 1.9697e-05 1.4753 2.9237e-04 0.9953 1.2705e-04 1.1944
60 9.8339e-05 0.9971 1.0819e-05 1.4777 1.9514e-04 0.9972 7.8226e-05 1.1962
1 2 3 4 5 6 7 8 9
10−5
10−4
10−3
10−2
10−1
100
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r
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1
1
α=2, L2 error
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α=2, H1 error
Figure 1. Convergence rate in space of the FBDF scheme of (4.34) for Example 4.3, where
σ = 2, p = 1 + i, i =
√−1, γ = 0.5, N = 22J , and d = 2.
Here, we further solve (4.32) by B-spline collocation method, which is convenient to treat the case with
variable coefficients. For d = 4, denote
φ4(x) =
1
6
4∑
i=0
(
4
i
)
(−1)i(x− i)3+, (4.38)
φ4,0(x) = 3x+ − 9
2
x2+ +
7
4
x3+ − 2(x− 1)3+ +
1
4
(x− 2)3+, (4.39)
φ4,1(x) =
3
2
x2+ −
11
12
x3+ +
3
2
(x− 1)3+ −
3
4
(x− 2)3+ +
(x− 3)3+
6
. (4.40)
Then ΦJ = 2
J/2
{
φ4,0(2Jx), φ4,1(2Jx), φ4(2Jx− k)
∣∣∣2J−4k=0 , φ4,1 (2J(1 − x)) , φ4,0 (2J(1− x))} is a Riesz base
of SJ , and the collocation method reads: find G
n
J ∈ SJ such that(L1GnJ −Kγ,αL2 (∇αxGnJ )− f)∣∣∣
xi
= 0 ∀xi ∈
{
1/2J+1, k/2J
∣∣∣2J−1k=1 , 1− 1/2J+1} , (4.41)
where L1GnJ and L2GnJ are given in (3.4) and (3.5), i.e., the PI case. In the implementation, one needs to
calculate the left and right fractional differential matrix AL := 0D
α
xΦJ
∣∣
xi
and AR := xD
α
1ΦJ
∣∣
xi
. The former
can be got by first getting the formula of 0D
α
xΦJ similar to (4.7) and (4.11), then use the fact that the matrix
produced by 2J/20D
α
xφ(2
Jx − k)∣∣
i/2J
, k, i = 2, 3, · · · , 2J − 2 has a Toeplitz structure; and the latter can be
easily obtained by using the relationship AR = AL(end : −1 : 1, end : −1 : 1). In fact, for v(x) satisfying
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v(0) = v(1) = 0, there exists
0D
α
xv(x) = 0D
−(2−α)
x v
′′(x) +
v′(0)
Γ(2− α)x
1−α, (4.42)
xD
α
1 v(x) = xD
−(2−α)
1 v
′′(x)− v
′(1)
Γ(2− α) (1− x)
1−α.
For k = 0, 1, · · · , 2J − 4,
0D
α
xφ
4(2Jx− k) = 2
2J
Γ(2− α)
∫ x
0
(x− ξ)1−α (φ4)′′ (2Jξ − k)d ξ (4.43)
=
2Jα
Γ(2− α)
∫ 2Jx−k
0
(2Jx− ξ − k)1−α (φ4)′′ (ξ)d ξ,
xD
α
1 φ
4
(
2Jx− (2J − 4− k)) = 22J
Γ(2 − α)
∫ 1
x
(ξ − x)1−α (φ4)′′ (2J − 2Jξ − k)d ξ (4.44)
=
2Jα
Γ(2 − α)
∫ 2J−2Jx−k
0
(2J − k − ξ − 2Jx)1−α (φ4)′′ (ξ)d ξ,
then
0D
α
y φ
4(2Jy − k)
∣∣∣
y=x
= yD
α
1 φ
4(2Jy − (2J − 4− k))
∣∣∣
y=1−x
, x, y ∈ (0, 1), (4.45)
where the properties φ4(x) = φ4(4 − x) and suppφ4(x) = (0, 4) are used. Noticing that suppφ4,1(x) =
(0, 3), φ4,1(0) =
(
φ4,1
)′
(0) = 0 and suppφ4,0(x) = (0, 2), φ4,0(0) = 0, it is also easy to obtain
0D
α
y φ
4,1(2Jy)
∣∣∣
y=x
= yD
α
1 φ
4,1
(
2J(1− y)) ∣∣∣
y=1−x
, x, y ∈ (0, 1) , (4.46)
0D
α
y φ
4,0(2Jy)
∣∣∣
y=x
= yD
α
1 φ
4,0
(
2J(1− y)) ∣∣∣
y=1−x
, x, y ∈ (0, 1) .
When performing the numerical computation, the exact solution of Example 4.3 is replaced by Gx(p, t) =
(tσ + 5)(x3 − x4). The numerical results are presented in Table 8, which show a (4 − α)-th order convergence
in space.
Table 8. Convergence rate (maximum norm) in space of the PI scheme of (4.41) for Example
4.3, where Kγ,α = −2 cos(αpi/2), U(x) = x, σ = 2, N = 215, d = 4, and T = 0.5.
J p = 1 + i, α = 2 p = 10i, α = 2 p = 0, α = 1.3 p = 1 + i, α = 1.6
maxErr Rate maxErr Rate maxErr Rate maxErr Rate
3 1.8039e-02 — 1.7092e-02 — 2.0181e-03 — 5.1635e-03 —
4 4.7323e-03 1.9305 4.4882e-03 1.9291 3.2128e-04 2.6511 1.0086e-03 2.3560
5 1.1970e-03 1.9831 1.1354e-03 1.9829 4.9939e-05 2.6856 1.8940e-04 2.4128
Example 4.4. We solve the forward model{
∂
∂tG(x, p, t) = Kγ,α∇αx SD1−γt G(x, p, t)− pU(x)G(x, p, t) + f(x, p, t), 0 < t ≤ T,
G(x, p, 0) = g(x, p), x ∈ (0, 1),
(4.47)
where the values of the parameters are the same as Example 4.3.
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The MGM of the model reads: find GnJ ∈ SJ such that
(L1GnJ , v) +Kγ,αB (L2GnJ , v) = (f, v) ∀v ∈ SJ , (4.48)
The two cases for (4.48) are simulated, i.e., the FBDF case with L1GnJ and L2GnJ defined in (3.3), and the
PI case with L1GnJ and L2GnJ defined in (3.4) and (3.5). The mass matrix
(
e−pUjτΦJ , φJ
)
can be directly
calculated by Gauss quadrature. To handle the terms B
(
e−pUjτΦJ , ΦJ
)
, it can be noticed that
(
0D
α
2 ,0
x
(
e−pUjτΦJ
)
, xD
α
2 ,0
1 ΦJ
)
=
(
d
dx
(
e−pUjτΦJ
)
, xD
α−1,0
1 ΦJ
)
, (4.49)(
xD
α
2 ,0
1
(
e−pUjτΦJ
)
, 0D
α
2 ,0
x ΦJ
)
= −
(
d
dx
(
e−pUjτΦJ
)
, 0D
α−1,0
x ΦJ
)
. (4.50)
Letting ΦrJ = fliplr(ΦJ) be the reverse rearrangement of ΦJ , from (4.11), one has
xD
α−1,0
1 ΦJ (x) = 0D
α−1,0
x Φ
r
J(1− x). (4.51)
After an exact calculation of 0D
α−1,0
x Φ
r
J and xD
α−1,0
1 Φ
r
J , one can obtain the matrixes corresponding to (4.49)
and (4.50) by Gauss quadrature. The convergence rates in time and space are listed in Tables 9 and 10,
respectively, which are good consistent with the theoretical results presented in Theorem 3.2.
Table 9. Convergence rate in time of (4.48) for Example 4.4 with σ = 2, α = 2,Kγ,α =
−2 cos(αpi/2), p = 1 + i, i = √−1, U(x) = x, d = 3, J = 9, and T = 0.5.
N γ = 0.2, FBFD γ = 0.2, PI γ = 0.6, FBFD γ = 0.6, PI
Err-2 Rate Err-2 Rate Err-2 Rate Err-2 Rate
120 3.5841e-04 — 1.3009e-04 — 1.9803e-04 — 9.9421e-06 —
150 2.8670e-04 1.0005 9.9597e-05 1.1971 1.5842e-04 1.0000 6.9837e-06 1.5829
180 2.3890e-04 1.0004 8.0061e-05 1.1975 1.3202e-04 1.0000 5.2316e-06 1.5844
Table 10. Convergence rate in space of the FBDF scheme of (4.48) for Example 4.4 with
Kγ,α = −2 cos(αpi/2), U(x) = x, σ = 2, γ = 0.5, N = 22J , T = 0.5, and d = 2.
J α = 1.2, p = 1 + i α = 1.6, p = 10 + 5i α = 1.8, p = 5 α = 2, p = i
Err-2 Rate Err-2 Rate Err-2 Rate Err-2 Rate
3 1.1063e-02 — 1.8155e-02 — 1.2438e-02 — 2.6211e-02 —
4 2.5275e-03 2.1300 4.3328e-03 2.0670 2.9620e-03 2.0701 6.5621e-03 1.9979
5 5.9327e-04 2.0910 1.0042e-03 2.1093 6.9960e-04 2.0820 1.6411e-03 1.9995
5. Conclusion
A great number of small events usually lead to the Brownian motion, however the rare but large fluctuations
may result in non-Brownian behavior. With the deep studying the non-Brownian motion, the functional dis-
tribution of the paths of particles performing anomalous diffusion attracts the interests of the researchers; and
it has wide applications. This paper discusses the model, characterizing the distribution of the functional of
the paths of anomalous motion (described by the time-space fractional diffusion equation). The main efforts of
this paper are to provide the efficient computation methods for the model. Two types of time discretizations
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are introduced for the fractional substantial derivative. And the multiresolution Galerkin methods are used
for the space approximation with B-spline functions as the bases, which has the striking benefits of keeping
the Toeplitz structure of the stiffness matrix. The unconditional stability and convergence are theoretically
proved and numerically verified. In fact, in the section of numerical experiments, more detailed numerical
techniques and implementations are introduced, including the preconditioning, spline collocation, nonuniform
time discretizations, etc.
References
[1] J. Abate, The Fourier-series method for inverting transforms of probability distributions. Queueing Systems 10 (1995) 5-88.
[2] B. Baeumera and M. M. Meerschaert, Tempered stable le´vy motion and transient super-diffusion. J. Comput. Appl. Math. 233
(2010) 2438-2448.
[3] W. Cai and J. Wang, An adaptive multiresolution collocation methods for initial boundary value problems of nonlinear PDEs.
SIAM J. Numer. Anal. 33 (1996) 92-126.
[4] S. Carmi and E. Barkai, Fractional Feynman-Kac equation for weak ergodicity breaking. Phys. Rev. E. 84 (2011) 061104.
[5] S. Carmi, L. Turgeman and E. Barkai, On distributions of functionals of anomalous diffusion paths. J. Stat. Phys. 141 (2010)
1071-1092.
[6] A. Cartea and D. Del-Castillo-Negrete, Fluid limit of the continuous-time random walk with general Le´vy jump distribution
functions. Phys. Rev. E. 76 (2007) 041105.
[7] M.H. Chen and W.H. Deng, Discretized fractional substantial calculus, ESAIM Math. Model. Numer. Anal. 49 (2015) 373-394.
[8] A. Cohen, Wavelet methods in numerical analysis, in Handbook of Numerical Analysis, P. Ciarlet and J. Lions, eds., Elsevier
North-Holland (2000) 417-711.
[9] E. Cuesta, C. Lubich and C. palencia, Convolution quadrature time discretization of fractional diffusion-wave equation. Math.
Comp. 75 (2006) 673-696.
[10] W. Dahmen, H. Harbrecht and R. Schneider, Adaptive methods for boundary integral equations: Complexity and convergence
estimates. Math. Comp. 76 (2007) 1243-1274.
[11] W. Dahmen, Wavelet and multiscale methods for operator equations. Acta Numer. 6 (1997) 55-228.
[12] W.H. Deng, Short memory principle and a predictor-corrector approach for fractional differential equations. J. Comput. Appl.
Math. 206 (2007) 174-188.
[13] W.H. Deng, Finite element method for the space and time fractional Fokker-Plancke equation. SIAM J. Numer. Anal. 47
(2008) 204-226.
[14] W.H. Deng, M.H. Chen and E. Barkai, Numerical algorithms for the forward and backward fractional Feynman-Kac equations.
J. Sci. Comput. 62 (2015) 718-746.
[15] K. Diethelm, An algorithm for the numerical solution of differential equations of fractional order. Electron. Trans. Numer.
Anal. 5 (1997) 1-5.
[16] H. F. Ding and Y. X. Zhang, New numerical methods for the Riesz space fractional partial differential equations. Comput.
Math. Appl. 63 (2012) 1135-1146.
[17] V. J. Ervin and J.P. Roop, Variational formulation for the stationary fractional advection dispersion equation. Numer. Methods
Partial Differential Equations 22 (2006) 558-576.
[18] V. J. Ervin and J. P. Roop, Numerical approximation of a time dependent, nonlinear, space-fractional diffusion equation.
SIAM J. Numer. Anal. 45 (2007) 572-591.
[19] R. Friedrich, F. Jenko, A. Baule and S. Eule, Anomalous diffusion of inertial weakly damped particles. Phys. Rev. Lett. 96
(2006) 230601.
[20] L. Galeone and R. Garrappa, On multistep methods for differential equatons of fractional order. Mediterr. J. Math. 3 (2006)
565-580.
[21] H. Hejazi, T. Moroney and F. Liu, Stability and convergence of a finite volume method for the space fractional advection-
dispersion eqution, J. Comput. Appl. Math. 255 (2014) 684-697.
[22] M. Kac, On distributions of certain Wiener functionals. Trans. Am. Math. Soc. 65 (1949) 1-13.
[23] X. Li and C. Xu, A space-time spectral method for the time fractional diffusion equation. SIAM J. Numer. Anal. 47 (2009)
2108-2131.
[24] X. Li and C. Xu, Existence and uniqueness of the weak solution of the space-time fractional diffusion equation and a spectral
method approximation. Commun. Comput. Phys. 8 (2010) 1016-1051.
[25] Y. Lin, X. J. Li and C. J. Xu, Finite difference/spectral approximations for the fractional cable equation. Math. Comp. 80
(2011) 1369-1396.
[26] F. Liu, V. Anh and I. Turner, Numerical solution of the space fractional Fokker-Planck equation. J. Comput. Appl. Math. 166
(2004) 209-219.
[27] C. Lubich, Convolution quadrature and discretized operational calculus, IMA, Numer. Math. 52 (1988) 129-145.
[28] C. Lubich, Convolution quadrature revisted, BIT 44 (2004) 503-414.
30 Z.J. ZHANG AND W.H. DENG
[29] R.Q. Jia and W. Zhao, Riesz bases of wavelets and application to numerical solutions of elliptic equations. Math. Comp. 80
(2011) 1525-1556.
[30] B.T. Jin, and R. Lazarov and Z. Zhou, Error estimates for a semidiscrete finite element method for fractional order parabolic
equations. SIAM J. Numer. Anal. 51 (2013) 445-466.
[31] W. Mclean, I.H. Sloan and V. Thome`e, Time discretization via Laplace transformation of an integrodifferential equation of
parabolic type. Numer. Math. 102 (2006) 497-522.
[32] W. Mclean, Fast summation by interval clustering for an evolution equation with momory. SIAM J. Sci. Comput. 34 (2012)
A3039-A3056.
[33] M.M. Meerschaert and C. Tadjeran, Finite difference approximations for fractional advection-dispersion flow equations. J.
Comput. Appl. Math. 172 (2004) 65-77.
[34] R. Metzler and J. Klafter, The random walk’s guide to anomalous diffusion: a fractional dynamics approach. Phys. Rep. 339
(2000) 1-77.
[35] K. Mustapha and W. Mclean, Superconvergence of a discontinuous Galerkin method for fractional diffusion and wave equations.
SIAM J. Numer. Anal. 51 (2013) 491-515.
[36] H. Pang and H. Sun, Multigrid method for fractional diffusion equations. J. Comput. Phys. 231 (2012) 693-703.
[37] M. Primbs, Stabile biorthogonale Spline-Waveletbasen auf dem intervall. Dissertation, Fachbereich Mathematik der universita¨t
Duisburg-Essen, http://www.ub.uni-duisburg.de/ETD-db/theses/available/duett-04052006-111857 (2006).
[38] F. Sabzikar, M.M. Meerschaert and J.H. Chen, Tempered fractional calculus. J. Comput. Phys. 293 (2015) 14-28.
[39] R. Sen, A First Course in Functional Analysis: Theory and Applications. Anthem Press (2013).
[40] E. Sousa, A second order explicit finite difference method for the fractional advection diffusion equation. Comput. Math. Appl.
62 (2011) 1075-1083.
[41] N. Tatar, The decay rate for a fractional differential equation. J. Math. Anal. Appl. 295 (2004) 303-314.
[42] W.Y. Tian, H. Zhou and W.H. Deng, A class of second order difference approximations for solving space fractional diffusion
equations. Math. Comp. 84 (2015) 1703-1727.
[43] L. Turgeman, S. Carmi and E. Barkai, Fractional FeynmanCKac Equation for Non-Brownian functionals. Phys. Rev. Lett.
103 (2009) 19020.
[44] K. Urban, Wavelet Methods for Elliptic Partial Differential Equations. Oxford University Press, Oxford, New York (2009).
[45] O.V. Vasilyev and N. K.R. Kevlahan, An adaptive multilevel wavelet collocation method for elliptic problems. J. Comput.
Phys. 206 (2005) 412-431.
[46] V. Veragara and R. Zacher, Lyapunov functions and convergence to steady state for differential equations of fractional order.
Math. Z. 259 (2008) 287-309.
[47] H. Wang, D. Yang and S.F. Zhu, Inhomogeneous Dirichlet boundary-value problems of space fractional diffusion equations
and their finite element approximations. SIAM J. Numer. Anal. 52 (2014) 1292-1310.
[48] H. Wang and T.S. Basu, A fast finite difference method for two-dimensional space-fractional diffusion equations. SIAM J. Sci.
Comput. 34 (2012) A2444-A2458.
[49] J. Wang, Cubic spline wavelet bases of Sobolev spaces and multilevel interpolation. Appl. Comput. Harmon. Anal. 3 (1996)
154-163.
[50] H. Wang, D. Yang and F. Zhu, A Petrov-Galerkin finite element method for variable-coefficient fractional diffusion equations.
Comput. Mathods Appl. Mech. Engrg. 290 (2015) 45-56.
[51] Q.W. Xu and J.S. Hesthaven, Discontinuous Galerkin method for fractional convection diffusion equation. SIAM J. Numer.
Anal. 52 (2014) 405-423.
[52] Q. Yang, F. Liu and I. Turner, Numerical methods for fractional partial differential equations with Riesz space fractional
derivatives. Appl. Math. Model. 34 (2010) 200-218.
[53] S.B. Yuste and J.Q. Murillo, A finite difference method with non-uniform timesteps for fractional diffusion equation. Comput.
Phys. Commun. 183 (2012) 2594-2600.
[54] S.B. Yuste and L. Acedo, An explicit finite difference method and a new von Neumann-type stability analysis for fractional
diffusion equation. SIAM J. Numer. Anal. 42 (2005) 1862-1874.
[55] H. Zhang, F. Liu and V. Anh, Galerkin finite element approximation of symmetric space-fractional partial differential equation.
Appl. Math. Comput. 217 (2010) 2534-2545.
[56] Y.N. Zhang, Z.Z. Sun and H.W. Wu, Error estimates of Crank-Nicolson-type difference schemes for the subdiffusion equation.
SIAM J. Numer. Anal. 49 (2011) 2301-2322.
[57] M. Zayernouri and G.E. Karniadakis, Fractional Sturm-Liouville eigen-problems: theory and numerical approximation. J.
Comput. Phys. 252 (2013) 495-517.
[58] M. Zayernouri and G.E. Karniadakis, Discontinous spectral element methods for time and space fractional advection equations.
SIAM J. Sci. Comput. 36 (2014) B684-B707
[59] Z.J. Zhang and W.H. Deng, Applications of wavelet bases to the numerical solutions of fractional PDEs. (2015)
arXiv:1505.01012.
[60] Y.N. Zhang, Z.Z. Sun and Z.P. Hao, Finite difference method for the time fractional diffusion equation on non-uniform meshes.
J. Comput. Phys. 265 (2014) 195-210.
MULTIRESOLUTION GALERKIN METHOD FOR SOLVING THE FUNCTIONAL DISTRIBUTION 31
[61] X. Zhao, Z.Z. Sun and Z.P. Hao, A fourth-order compact ADI scheme for two-dimensional nonlinear space fractional schro¨dinger
equation. SIAM J. Sci. Comput. 36 (2014) A2865-A2886.
[62] L.J. Zhao and W.H. Deng, A series of high order quasi-compact schemes for space fractional diffusion equations based on the
superconvergent approximations for fractional derivatives. Numer. Methods Partial Differential Equations 31 (2015) 1345-1381.
