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I. INTRODUCTION 
Two of the desirable ingredients is developing scattering theory for a 
symmetric hyperbolic system whose spatial part .A IS a constant-deficit 
operator (the symbol of A has constant rank) are the self-adjoint extension of A 
and the coerciveness of A on the complement of its null space. It 1s the purpose 
of the present note to illustrate by means of the Maxwell operator in the half 
space R+3 how these ingredients can be supplied. This example IS of mterest 
in its own right, because, as will be shown below, there are two classes of 
conservative, homogeneous boundary conditions: both give rise to a self- 
adjomt operator in L,(R+3), but only one class generates an operator which is 
also coercive on the complement of its null space. 
The boundary conditions considered here are of the type studied in [I, 5, 
10, 121: on the boundary the real and imaginary parts of the function belong 
to a prescribed subspace of R'". It should be mentioned that even quite simple 
elliptic equations may have no conservative boundary condttions of this type 
which are also coercive (see [6, p. 206]), but there may be coercive boundary 
conditions of another type which are also conservative (see [8]). This sounds 
somewhat like a riddle. The point is that for a particular type of boundary 
conditions the requirements that they be conservative and also coercive may 
not be compatible (see, e.g., [6, p. 2051). The example of the Maxwell 
operator shows that even among boundary conditions of a particular type 
there is a class which is conservative and coercive and a class which is con- 
servative but not coercive. This is probably the situation m general. However, 
for the operator of acoustics all conservative boundary condmons of the above 
type are coercive, as is shown in Section 4 below. 
The interest in examples such as these arises in the following manner. It 
was recogmzed in [15, 17] that for many wave propagation problems of 
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classical physics in which energy is conserved the generator A of the unitary 
group U(t) describing the time evolution of the system is not elliptic, but 
rather has constant deficit in the sense that the rank of its symbol A&p) 
is constant for all nonzero p. It was then shown in [l 1, 151 for a certain class 
of such systems in the whole space that the generators are coercive on the com- 
plement of their null spaces, that is, an inequality of the following form holds: 
1 u 1: < const(l Au I2 + 1 II I”) for u E 9(A) IT M(A)l 
(here A is a first-order operator). This result was then applied to the study 
of wave propagation in inhomogeneous, anisotropic media [ 13, 14, 161. It is 
for the purpose of obtaining such an inequality in domains with boundary 
that the examples mentioned above are of interest. 
The paper is organized as follows. In Section 2, conservative boundary 
conditions for the Maxwell operator A in R,S are defined and classified. 
In Section 3 a definition of the domain of A in I~,(R+~) is given which reckons 
effectively with the nonellipticity of A in the sense that with this definition it 
is easy to prove that A plus a conservative boundary condition generate a 
self-adjoint operator inL2(R+3). In Section 4 it is proved that roughly half of 
the conservative boundary conditions for A are coercive and half are not 
coercive. Coerciveness is proved by augmenting A with another operator A’ 
to form an overdetermined elliptic operator A” and then applying a coercive- 
ness criterion for such operators; this criterion is derived here by a reflection 
technique. In Section 5 some further problems and directions of investigation 
are discussed. 
2. CONSERVATIVE BOUNDARY SPACES FOR THE MAXWELL OPERATOR 
In this section and throughout the remainder of the paper A will denote the 
Maxwell operator 
A = 2 A,D, = [ -zurl 
34 
““6’1 (2.1) 
where the matrices A3 are symmetric and 
[ 
0 D, -D, 
curl = -D, 0 4 3 D, = -ia, E -ia/&, . (2.2) 
D, -D, 0 1 
We first recall the definition of a (real) maximal, conservative boundary space 
for A in a domain G C R3 (see [6]); n denotes the unit inward normal to aG. 
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DEFINITION 2.1. A subspace a(n) C R6 is a maximal, conservative 
boundary space for A in G if and only if 5 . A(n) 5 = 0 for all 5 E a(n) and 
a(n) is maximal with respect to this property. 
Remark 2.1. The boundary condition for A is roughly that the real and 
imaginary parts of candidates for functions in the domam of A belong to 
a(n(~)) at each point x E SG. B(n) is a self-adjoint boundary space m the 
sense that B(n) = [A(n) S?(n)]l, and A with this boundary condition is 
formally self-adjoint. 
A lemma of Lax and Phillips [6, p. 1991 adapted to the Maxwell operator 
gives a simple characterization of the boundary spaces of Definition 2.1. 
We recall that the distinct roots of det[A(n) - hl] are h(n) E 0, h,(n) = 1, 
A-i(n) = -1, each of multiplicity two. The lemma is stated as follows. 
THEOREM 2.1. Let N(A(n)), X(n), Y(n) denote respectiwely, the null space 
of A(n), the subspace spanned by the positive e-igenvectors of -4(n), and the 
subspace spanned by the negative eagenvectors of A(n). Let & , I& be any ortho- 
normal base of M(A(n)), 5, , f2 any base of X(n) which is orthonormal with 
respect to A(n) (i.e., & . A(n) en- = &), and Q, qz any base of Y(n) which is 
orthonormal with respect to -A(n). Let 93(n) be the subspace of R6 spanned by 
{5, , 52 > 51 + ~1, 5, + r/d. Then a’( n is a maxsmal, conservative boundary > 
space for A, and any such boundary space can be constructed in this way. 
Remark 2.2. It is clear that a(n) does not depend on the particular choice 
of orthonormal base in &(-d(n)). Note also that B(n) = [-4(n) ATI(n) 
Throughout the remamder of the paper the words boundary space shall 
always mean a maximal conservative boundary space m the sense of Defini- 
tion 2.1. Theorem 2.1 shows that each boundary space is obtamed by a choice 
of basis in X(n) l@ Y(n). Therefore, the class of all boundary spaces for -4 
is naturally partitioned into two equivalence classes bv a choice of orientation 
of S(n) ~3 E’(n). This will now be made explicit. 
Let e,l(n), elz(n) and e!,(n), e’r(n) be some fixed orthonormal eigenvectors 
corresponding to the eigenvalues x,(n) = 1 and x-,(n) = - 1, respectively. If 
{Ei , [&, {vi , vL} are bases of X(n), I’(n) as in Theorem 2.1, then 
and 
E, = w?(n) + w12(n) 
77% = d&n) + 4&n), i= 1,2. 
The condition [, * A(n) 5, = S,, holds if and only if c,ic3i + c,~c~~ = S,, , 
i.e., if and only if C = [cJ is an orthogonal matrix. Similarly, 
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if and only if D = [d,,] is an orthogonal matrix. It is convenient to record 
these facts as follows. 
COROLLARY 2.1. Let the sets of orthonormal vectors {e:(n), e03(n)), 
{ell(n), e12(n)}, {e?,(n), eTl(n)} spun, respectively, the null space J-(-A(n)), the c 
positive ezgenspace X(n), and the negative e&en-space Y(n) of A(n). Let 
“(gl , 5,) = C ‘(e,l, e12) and ‘(rll , ye) = D t(ell , e”,), where C, D ~0(2), the 
orthogonal group in two dimensions. Then the subspace g(n) of R6 spanned by 
{eel, eo2, f1 + ql , 5, + y2} is a boundary space for the Maxwell operator (2.1), 
and every such space is obtained by letting C, D run through O(2). 
Now let do denote the boundary space corresponding to the fixed ortho- 
normal bases (ell(n), e12(n)}, {e!,(n), etl(n)} in X(n), Y(n) above, and let 
9(n) be the boundary space corresponding to the choice of bases (5, , t2}, 
{Q , q2) in X(n), l-(n), where V1 , t2) = C Yell, e12), Yql , r12) = D ‘(& , e?,), 
C, D ~fJ(2). Then 9(n) has the same orientation as SF’ if and only if 
det C . det D = + 1; this 1s abbreviated 9(n) N 9. It is clear that N is an 
equtvalence relation on the class of boundary spaces for A and that there are 
just two equivalence classes. 
The projection Q(n) onto g(n) is 
Q(n) = PO(n) + Wtl + 71) 0 (51 + 71) +2-V, + 112) 0 ((2 + 712) 
= PO(n) + 2-lp,(n) + 2-l&(n) + 2-l(f, 0 q1 + t2 0 7,) 
+ Wrll 0 51 + 712 0 52) 
and 
93(n) = I - Q(n) = 2-If’,(n) + 2-l&(n) - 27L7(n) + “n(n)], (2.3) 
where PI(n), P-,(n) are the orthogonal projections onto X(n), Y(n), 
1 = PO(n) + pi(n) + p&), 
\ 
and 
n(n) = 51 0 71 + 52 0 772 
= (cl, d’) e;(n) @ eTl(n) + (c2, d2) et(n) 0 eFl(n) 
+ (c2, d’) e:(n) 0 etl(n) + (cl, d2) et(n) @ e?,(n); 
(2.4) 
“n(n) is the transpose of (2.4). Here cl, dz, i = 1,2, denote the columns of the 
matrices C = [cJ and D = [dJ. Introducing parameters 0, 4 E R (mod 237), 
cos 8 
’ = [sin 0 
(-l),+l sin 0 
(-l)p cos 0 1 ’ D = [ cos +!J (- l)nL+l sin 4 sin * (- 1)” cos * 1 ’ (2.5) 
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where p and m are positive integers; thus, C and D belong to the same compo- 
nent of O(2) if p + m is even and to different components if p + nz is odd. 
The elementary trigonometric identities and (2.4) now give the following 
expression for n(n): 
n(n, 4) = cos f$e,l(n) Q e?,(n) + (- l)y+m cos de:(n) @ e?,(n) 
(2.6) 
+ (- l)D+l sin +e,*(n) @ eYr(n) + (- 1)“’ sin +e,l(n) @ e2,(72), 
where q5 = 0 - 4. 
We henceforth restrict our attention to the case in which 
G = R+3 = {x E R3 1 N = (x’, x3), x3 >, 0} and n = (O,O, 1) 
is the inward unit normal to the boundary xg = 0. In this case it is easy to 
write down the projection (2.3) in matrix form. First, the projections P+l 
of (2.3) are needed. They are easily found (e.g., by the procedure described 
in [18]): 
00 Oil0 
1OFl 00 
(2.8) 
*1 00 0 10 
00 0 00 
The columns of Phi(n) give the normalized eigenvectors of the positive and 
negative eigenspaces of rz(n). Choose 
e:,(n) = 2-‘l’*)’ [l 0 0 0 *1 01, 
(2.9) 
e:,(fz) = 2--(l’*)‘[O 1 0 Fl 0 01. 
Then n(n, +) of (3.5) becomes 
cos I$ (-l)m sin4 0 (-1)“” sin+ -coscj 0’ 
(- l)p+r sin+ (-l)P+mcos+ 0 (-l)P+~cos+ (-l)Psin~ 0 
2-1 
I 
0 0 
(-l):sinq5 (-l)p+m+l cos+ X (-l)p+m+1c~~q5 (-1)pyl sin+ E 
cos I$ (-l)m sin+ 0 (-1)” siri4 -cosg 0 
0 0 0 0 0 0 
(2.10) 
and tn is the transpose of (2.10). Using (2.8) and (2.10) to form the projection 
B(n) of (2.3), we obtain the following. 
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THEOREM 2.2. Let @ be the boundary space for the Maxwell operator (2.1) 
in R+3 corresponding to the choice of base (2.9) in X(x) @ Y(n). Then any 
boundary space S?+ = a+(+) which has the same orientation as L~‘J is the Kernel 
of one of the projections 
[ 
l-cost 0 0 f sin+ 0 0 
0 l-cos$O 0 & sin+ 0 
g*+(4) = 2-l O 0 0 0 0 0 
f sin 0 0 ol+cos~ 0 0’ 
0 *sin+ 0 0 1 +cos+ 0 
0 0 0 0 0 0 I 
(2.11) 
while any boundary space a-(4) which does not have the same orientation as @ 
is the kernel of one of the projections 
La*-($) = 2-i 
-1 -cos+ *sin+ 0 0 0 0 
&sin+ 1 +cos$ 0 0 0 0 
0 0 0 0 0 0 
0 0 0 l-cos$ -&sinf$ 0 
0 0 0 *sin+ 1 +cos+ 0 
0 0 0 0 0 0 
2.12) 
Remark 2.3. It is seen from (2.11), (2.12) that any boundary space B+ 
with the same orientation as 9 has the form 
BA+ = (5 E R= I 51 - X, = o, & - hc5 = 01, XER, 
(2.13) 
~‘~~~+={5~RgI5~=5~=0}, h = co, 
while any boundary space &?- has the form 
a~- = (5 E R6 I 5, - X3 = 0, & - XI& =01, hER, 
(2.14) 
If the Maxwell operator A of (2.1) operates on vectors u = t(E, H), where E 
and H are, respectively, the electric and magnetic field vectors, then the 
boundary space go+ of (2.13) is just the classical boundary condition 
nxE=O. 
It will be shown below that while both classes of boundary spaces (2.13), 
(2.14) for the Maxwell operator A in R+3 generate self-adjoint operators Aa 
inL,(R+3), only a space of the class (2.13) gives rise to an operator Aa which 
is coercive on the complement of its null space. 
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The boundary spaces (2.13), (2.14) are the analogs in R+3 of the two classes 
found by Schmidt for a bounded obstacle [12]. Using results of Friedrichs [2], 
Schmidt shows that the analog of (2.13) gives rise to a self-adjoint operator 
in an exterior domain which is coercive on the complement of its null space. 
3. THE SELF-ADJOINT MAXWELL OPERATOR IN R+3 
In this section, 6@ denotes any constant boundary space for the Maxwell 
operator A of (2.1) in the half space R, 3. that is, g may belong to either of the , 
classes described in Theorem 2.2, but the angle 4 in (2.1 l), (2.12) (or, equiv- 
alently, the parameter h in (2.13), (2.14)) does not depend on x’ E R2. This 
restriction to constant boundary spaces is probably not necessary in this 
section, but we impose it for simplicity already here, since it is essential in the 
following section. An operator Aa in Lz(R+3) generated by A and L% is 
defined, and it is shown that AB is self-adjoint. The particular definition of 
Ad below has been adopted in order to reckon simply and effectively with the 
nonellipticity of A; this is discussed briefly at the end of the section. Much 
of the discussion in this section applies with minor modifications to general 
constant-deficit operators with constant coefficients in the half space R,“. 
The following notation is used below: R+3 = (x E R3 / x = (x’, x,), x3 > 0} 
(frequently x3 = t); R, = {x E R 1 x > O}; L,(R+ , Xs) denotes the space of 
functions square-integrable on R, with values in X” = X8(R2), the usual 
Sobolev space (s E R); 9(R+“) @(R”)) is the Schwartz space of Ccc functions 
on R+“(Rn) with compact support; .@(R+3) is the set of C” functions on R,3 
with bounded support in &.3; B(i?+ , &‘*) is the set of C” functions on i?, 
with values in X8 having bounded support in i7,; C,(R+ , ss) denotes the 
space of bounded, continuous functions from ii, to X8 with norm 
WR,) = {f I f~b(R+ 9 x0), hf~b(R+ , *-‘)I 
is the Hilbert space with norm 
If I w = (If 12L,(R+..@) + I 4.f 1~,(R+.se-‘Y2 
(see [7, p. 131). Finally, (., 0) and I . I d enote, respectively, the inner product 
and norm in Lz(R+3). For simplicity of notation, when the discussion involves 
a vector-valued function u we shall often write, say, u E L2(R+3) rather than 
IA EL,(R+~)~ or u, EL,(R+~), i = l,..., 12. Confusion is always possible, but 
this is the case however unwieldy the notation. 
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The first lemma records some facts which are special cases of results in 
[7, Chapt. 11. Recall that H1(R+3) is isomorphic to 
if I f EL,@+ 3 W> &f EL,@+ 3 *‘)I 
with the obvious norm. 
LEMMA 3.1. The set 9( E+ , 37’) is dense in W(R+) and 9(R+ , fl) in 
H1(R+3). Furthermore, u E W(R+) (u E Hl(R+3)) implies u E C,(i?+ , X--1/3) 
(u E C,(R+ , Xl/*)), and the mapping sending u E W(R+) (u E Hl(R+3)) into 
u E Cb(R+ , #-1/2) (into u E C,(R+ , S1/2)) is continuous. 
COROLLARY 3.1. If u E W(R+) and f E JIP(R+~), then 
WO), f @)I = 1 m [Qu(t)9 f (t)l dt - (u, &f 1, 
0 
where the bracket on the left is the [~?-l/~, *l/21 duality bracket, while that in 
the integrand on the right is the duality bracket for [X-l, fl]. (Recall that 
D, = -2, .) 
Proof. Let {fk} C 9(a+ , S), (u,} C9(8+ , .%a) be sequences con- 
verging to f and u in H1(R+3) and W(R+), respectively. Since 
W~(t),f&)l 
= lg$iW @At + S> - M>,fdt)l + Mt + s>,f& + 6) - f&)11 
= Pt4t),fdt)l - W), Qfdt)l, 
(3.1) clearly holds with u, , fk in place of u, f. Passing successively to the limits 
k + cc, j + to gives the result, since the mappings W(R+) -+ C,(R+ , X’-l12), 
H1(R+3) + Cb(R+ , X112) are continuous by Lemma 3.1. 
Now let g = &?(zz), n = (0, 0, l), be a constant boundary space for the 
Maxwell operator A in R+3. Note that if u, Au EL~(R+~), then 
A,D,u = Au - (A,D,u + A,D,u) EL,(R+ , X-l), 
so that by Lemma 3.1 A,u E Cb(R+ , &‘-lj2). It therefore makes sense to 
write A,u(., 0) E X-1/2 on the boundary t E x3 = 0 in R+3. 
DEFINITION 3.1. The operator Aa inL2(R+3)6 for the Maxwell operator A 
and the boundary space 9J is defined as follows. u E @Aa) iff u, Au EL~(R+~)~ 
and Re A,u( ., 0), Im A,u( ., 0) E +. 
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Remark 3.1. Here and below let (5, 1 tJ E R6, j = l,..., 4) denote some 
fixed orthonormal base for 9. The condition Re iz,~(., 0), Im U( , 0) E W 
then means 0 = [Re A.+(., 0), &$,I = [Im A,u(., 0), +[,I for all C$ E X1/s, 
j-1 I..., 4. Now 22 = *(ul , u2 , 0, u4, u5 , 0) is the component of u in %!(-4a), 
the range of A, (see (2.1)), so Asu = t(~5, --u4, 0, -u2, ul, 0) is in W(R+), 
N1(R+3), etc., iff 6 is as well. In particular, Re A,u(., 0), Im A,u(., 0) E & m 
X-lie iff Re C( , 0), Im zi(., 0) E 8; this may be seen as follows: since -4, is 
symmetric, 0 := [Re A,u(., 0), +J,] = [Im d,u(., 0), +&] for all 4 E X0”“, 
j = l,..., 4, iff 0 = [Re 9( , 0), A35,~] = [Im C( , 0), A43[1$] for all 4 E JPT~, 
j = l,..., 4, iff Re C(., 0), Im C(., 0) E [A3.%YlL = g (cf. Remark 2.2). We shall 
henceforth write A,u( ., 0) E 8l, C(., 0) E g to simplify the notation. Of 
course, if u itself belongs to ?V(R+) so that u( , 0) IS m P-l/2, then 
-4,u( , 0) E ;/A’ in *piI2 iff u(., 0) E B in YP1j2. Note that if 
4.7 0) E&(R+~) n C(R+‘), 
say, then A,u(., 0) E A+ in Z-liz iff A3u(L, 0) E W pointwise iff U(X), 0) E 3 
pointwue. Further, if A,u(., 0) E A?‘~/~, say, and A43u(., 0) E AP m X-l:*, 
then A,u( , 0) E W, zi(., 0) E d in *1/Z, etc. Note finally that ?i is the pro- 
jection of u onto B(A,), and with this interpretation our remarks extend to 
general symmetric operators of constant deficit in L,(R+“). 
The technique of tangential mollification is used below to estabhsh various 
properties of functions in 9(/l,). This will now be briefly recalled; for 
details and proofs see, e.g. [5]. If j(x’) denotes an (even) mollifier on R2 
(j E B(R’),l 3 O,j(x’) == I(-x’), supp j C {x’ / I s’ I < 11, J‘,z j = 1) , 
then for E > 0 define jJx’) = E-sj(E-lx’). For u EL*(R+~), JEu is defined to 
mean jC * u, the convolution of jC with u. Thus, 
Jp(x', t) = J' jr(x - 2') u(z', t) dz' 
when this is meaningful pointwise; otherwise, J<u is that element of L2(R+3) 
defined by 
(JA 4) = b4.h * 95) for all 4 E H1(R+3) 
( jG * 4(x’, t) = jjJx’ - z’) $(z’, t) d z’ makes sense pointwise). The function 
Jp has tangential derivatives of all orders in L2(R+3), 1 Jp I < / u / , and 
Jp -+ u in L2(R+3) as E J. 0. Several facts concerning tangential mollification 
needed below are noted in the next lemma. 
232 JOHN R. SCHULENBERGER 
LEMMA 3.2. For h EL,(R+~) write h, = J,,jh. Then 
(1) u E W(R+) impZies u, E W(R+) and u, -+ u in W(R+) us j -+ co ; 
(2) (01, Au) = (w, u) for all u such that u, Au EL~(R+~) implies 
vj ,4 EL~(R+~), (q , Au) = (w, , 4 
and 
Av, = J,,,Av -+ Av = w in -W+3) ; 
(3) u Ed implies u, EQ(A~). 
Proof. It follows directly from the definition of the derivative +J in 
L,(R+ , X-l) that &u, = J1&. Explicitly, atuj is defined as an element of 
9(R+ , (&‘“)“), i.e., as a linear map from 9(R+) into (.G%?)~, by 
a,uw = 4494 for all I/ E 9(R+) 
(see [7, Chap. I]). Thus, if IJJ EB(R+), + E (.W1)6, then for a.e. t 
[wt) wh 54 = -h(t) w(th 41 = -b(t) ww, hi = b(t) wh +ji 
= ull,atw w), 41 
by the definitions of Jilt and a, . Furthermore, 
t Jl,,at4t)l~-l G I a,wz,-l , 
and so 
and 
a,u, = Jl,,&U EL,@+ , S-l) 
since f E z?* implies Jll,f -+ f in Z’s for any s E R. This completes the 
verification of (1). To check (2), note first that if + E B(R+3), then 
(w, 9 4) = (w, 493) = (~44) = (a, J,,,A+) = (~3 , A+) 
so that Aq = wj in La(R+3) and Av, = J,,,Av (As = w in L,(R+3)). Repeat- 
ing the computation with u in place of 4 gives (q , Au) = (wj , u). On the 
basis of (2), to complete the verification of (3) it need only be shown that 
Au,(., 0) E W in X-1/z. Let 4 E Z112 and {&}“,=, be the fixed base for 8. 
Then 
[A,u,(., 0),64d = L434.9 O), v%J = 0, h = l,..., 4, 
since A,u(., 0) E W (& = Jl& E ~9”). Hence A,u,(*, 0) E .W and so 
*, E W,). 
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It is clear that Aa is densely defined in L,(R+3), since 9(R+3) C 9(&a). 
THEOREM 3.1. Aa is self-adjoint. 
Proof. It will first be shown that Aa C Aa*. Let U, f Ed and define 
ulc = ]iILu, f, = Ji,, f. Then ulc , f, E B(Aa) by Lemma 3.2, and A,u, , 
A3fj E H1(R+3), since A,D,u, = Au, - (AID+, + A,D,u,) E&(R+~) and 
similarly for f, . Therefore, zi, , j9 , the components of ulc , f, in W(A,), are in 
H1(R+3) (cf. Remark 3.1). Furthermore, for i = 1, 2 
U4D,u, h> = j-* [AJh ,hl dt = Irn I+, A,Qf,l dt = (Q, AAfJ; 
0 0 
this follows immediately from the definition of &-derivatives. Thus by 
Corollary 3.1, 
(Au, , f,) = (A,D,u, , f,) + (A,D,u, 3 f,) + (A,D,+ , f,) 
= (&A3u, ,.fJ + bc > AIDIf?) + (uk 3 AeDzfi) (3.2) 
= iCA3W0,.h(0)l + (G , Af,) = (uk , Af,), 
because A,+(*, 0) E W andJ(., 0) E 9? (cf. R emark 3.1). Passing successively 
to the limits j--f co, K + cc gives (Au, f) = (u, Af) by (2) of Lemma 3.2. 
Thus, given u E .9(Aa) (Au, f) = (u, Af) for all f E B(Aa), and so A9 C Aa*. 
It remains to show that A9* C Aa . Now ZI dB(Ag*) iff there exists 
w EL,(R+~) such that (q Au) = (w, U) for all u E.Q(A~); since9(R+3) CLS(Aa) 
it follows that Ae, = w in L,(R+3) and hence that A,v E W(R+). By (2) of 
Lemma 3.2 vJ = JI,)v Ed and Av, = w, = Ji!]w in J&(R+~), so that 
A,v, E H1(R+3). Setting uk = jlIh.u Ed and repeating the computation 
(3.2) gives 
(w, , u,) = (a, , Au,) = i[A3q(0), G(O)] + (Av, , UL) 
= i[A3v1(0), WW + (w, , d, 
so [A3v9(0), I&.(O)] = 0. Since A,v E TV@+) and A3v3 -+ A,v in W(R+) by (1) 
of Lemma 3.2, it follows that A3v3(0) -+ A,v(O) in X-1/2 by Lemma 3.1. 
Therefore, [A3v(0), z&(O)] = 0 for all u E .Q(Aa). Take u(x’, t) = #(t) 4(x’) 5, , 
where 4 E .9(R), #(O) = 1, 4 E A?, and {&}~=r is the base for g’; it is clear 
that u Ed. Thus, 
0 = [A37~(0), h(O)] = [A340), hfzl = [A34% hX 2 = l,..., 4, 
& = Jllk+, for any 4 E X1. The set {+lc I+ E 9} is dense in X1 which is 
dense in %1/2. Therefore, A&O) E .W in X-1/2. Thus, v E B(A,), and for all 
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u Ed (&*v, U) = (w, U) = (v, A,u) = (Aav, u). This completes the 
proof of the theorem. 
It has thus far been seen that Definition 3.1 gives an operator A9 which is 
self-adjoint. In order to be a good definition, it should also supply a set of 
functions dense in 9(Aa) n Jlr(&)l which are smooth enough to work with 
pointwise (.X(/l,) denotes the null space of A,). It will now be shown that 
this is in fact the case. The properties noted below will be used in the next 
section. If 21 ELz(R+3)6 we write 
and 
u = (241, u’2), u1 = Y% , % 3 U3), u2 = “(% , u5 , 4, 
div II = (div ul, div ua), div uh = D,ulh + D,u,” + D3u3k, k = 1, 2. 
By definition, div uh E&(R+~) means the function in L,(R+s) such that 
(div Us, 4) = (uh, V$) for all+ E~(R+~), k = 1,2. Here ‘$5 = “(DA, D,+, DA). 
LEMMA 3.3. If u, Au EL~(R+~)~ and div u E&(R+~)~, then zl E W(R+) 
and for any 4 E H1(R+3) 
(div u’, 4) - (uh, W) = ~[u~~(O), W)]  k = 1,2. (3.3) 
where [e, *] is the [ST-I/~, YE’~/~] duality bracket. 
Proof. Au EL~(R+~) implies A,u = “(u5 , -u4, 0, -us , ur , 0) E W(R+), 
as before, and div uh E La(R+3) implies 
D,u,” = div uh - (D,ulh + D,u,~) EL,(R+ , X-l), k = 1,2. 
Thus, u is in W(R+) and so in C,(a+ , X-1/2). Set uJh = J1,ph; then 
div uJL = Jln div u’: E L2(Rt3), and D3(~,h)3 EL,(R+~), k = 1, 2. 
By Corollary 3.1 
(div ujt, $1 - (ujhT W = ibk)3 (Oh 5Wl 
for any 4 E H1(R+3), k = 1, 2. Now u,” --+ uk in W(R+) by Lemma 3.2, so 
(~,~)a (0) + (u~)~ (0) in %-1/2 by Lemma 3.1, and (3.3) follows. 
THEOREM 3.2. If u Ed n M(A9)l, then u E W(R+), u(., 0) E .%Y in 
Z-lJ3, and there exists a sequence 
(uk} C H1(R+3) n C(R+3) n S&4& n Jfr(Aa)L 
such that ug(x’, 0) E 9, u,(., 0) + u( ., 0) in SF-~/~, and 
[U-Uk~+~AU-&-*O. 
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Proof. All vectors of the form (‘+5, ‘74), 4 E~(R+~), are in N(r2,) 
(because “curl grad” = 0), so u E N(&)l implies that div u = 0 in L,(R+3). 
Therefore, u E W(R+) by Lemma 3.3. Further, u l .9(il~) n ,V(A,)L 
implies that uI, = Jlln.u g9(ilg) n &(A,) by Lemma 3.2 and the fact 
that if # E~,Y(A~), then also z+GJ. = JISlr$ E JV(A~), again by Lemma 3.2, 
so that (Us , #) = (u, /Jo) = 0. As above, du, , div Us E L1(R+3) implies 
(u,) C H1(Rb3), so that (Us} C C,(R+ , X1/2). In an obvious notation 
U~(X’, t) = [j, ‘&d - .), u( I t)] 
(the Z1le, Y-liz duality), and it follows easily that u~(x’, t) is continuous in 
t uniformly with respect to x’ and in x’ uniformly with respect to t (cf. [5]). 
Thus {Us> C H1(R+3) n C(R+3) n 9(&) n ~V(rl,)~; u,(x’, 0) E 8 pomtwise 
by Remark 3.1; u,(., 0) + u(., 0) in X-l/a by Lemmas 3.1 and 3.2; 
1 u - uL / + 1 Au - Au, / + 0, since rlu, = J,,,.h. 
To conclude this section, the definition of d, given here will be briefly 
compared to a definition which is common for elliptic operators (cf. [5, 61). 
For an elhptrc operator E it is common to define a minimal operator ES , the 
graph closure of E on smooth functions satisfying the boundary conditions, 
a maximal operator E, , the formal adjoint of E, and then to show that 
ES = E, (see [5]), the so-called “weak-equals-strong” lemma. It IS possible 
by an appropriate defimtion of A, to prove an analogous lemma for a non- 
elliptic operator A. However, all that is really required, at least for purposes 
of scattering theory, is that the definition accomplish two things: (1) it gives 
an operator which is self-adjomt m the appropriate space; (2) it provides a 
set of functions dense in the complement of the null space of d which are 
smooth enough to work with effectively. Theorems 3.1, 3.2 show that Defim- 
tion 2.1 accomphshes this. 
4. THE QUESTION OF COERCIVENESS 
In this section it will be shown that the operator A, of Section 3 is coercive 
on the complement of its null space if 9 is a constant boundary space of 
type (2.13) while “2, does not have this property if B is a constant boundar! 
space of type (2.14). Thus, A9 is or is not coercive on $(A,) n JV(A,)~ 
according to the equivalence class of boundary spaces to which g belongs. 
This result IS then compared with the case of the operator of acoustics for 
which both classes of conservative boundary spaces generate operators which 
are coercive on the complement of their null spaces. Finally, after these 
examples have been presented, the question of coerciveness is discussed in a 
somewhat more general way. 
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To fix notation, A will denote the Maxwell operator of (2.1) in R+s, 
a(n), n = (0, 0, 11, is a boundary space for A in the sense of Definition 2.1 
which is assumed constant along the boundary R’ x {0} of i?+3, i.e., the 
angle 4 in (2.11), (2.12), or, equivalently, h in (2.13), (2.14), does not depend 
on x’ E Ra. A, is the self-adjoint operator in J&(R+~) generated by A and B 
as in Section 3. 
DEFINITION 4.1. A boundary space B for A is coercive iff there exists a 
constant C > 0 such that for all u E@&) n N(&)l 
u E Hl(R+3) and ] u 1: = i I Dju I2 < C(l A~u I2 4 I u I”). (4.1) 
1 
THEOREM 4.1. A constant conservative boundary space 93 for the Maxwell 
operator is coercive if and only if 99 has the same orientation as the reference 
boundary space L~V of Theorem 2.2 (i.e., if and only if 9? belongs to the class 
(2.13)). 
Remark 4.1. Ralston [9] has given an example which shows that if g 
is not constant, but rather depends in a smooth way on x’ E R2, then even the 
boundary spaces of the class (2.13) fail to be coercive. This example is dis- 
cussed in Remark 4.5 following the proof of Theorem 4.1. 
In proving Theorem 4.1 it is convenient to use the notation 
BA+, A,+(3YA-, Ah-) for g, A, if B belongs to the class (2.13) ((2.14)). It will 
first be shown that g,+- is not coercive. The reason for this is essentially that 
.N(An-) is too small. 
LEMMA 4.1. The set of functions S = {t(V$, V#) 14, # E~(R+~)} is dense 
in Jtr(A,-). 
Proof. If “(f l, f a) E M(AA-) and f is orthogonal to S, then 
divfl = divfa = 0 and curlfl = curlf2 = 0 
in L,(R+3), so the components f, off satisfy Af% = 0 in B’(R+3) and therefore 
Aft = 0 in L2(R+3). With reference to (2.14), if h E R set v = (f 1)1 - A( f l)z , 
w = (f 8)1 - X( f 2)2 . Then 0 = Av = Am inL2(R+S) and v(., 0) = w(., 0) = 0 
in .~?‘-l/~, because f is in W(R+) by Lemma 3.3, therefore in C,(R+ , .z?-~/*) 
by Lemma 3.1, and hence belongs to BA- in the sense of X-1/2 by Remark 
3.1. Therefore, v, w E H1(R+S) [7, p. 1511 and so v(., 0), w(., 0) E #Ia, but 
then v, w E H2(R+3) [7, p. 161-j. This implies (e.g., by a Green’s formula) 
that v = w = 0. The case h = co is similar. Thus, f1 = t(hf, fi , f3), 
f 2 = “(Af4 , f4 , fa) if h E R and f1 = “(fi , 0, fJ, f2 = “(f4 , 0, f,J if h = co. 
In the latter case, curlfi = 0 implies that 0 = D2f3 = D2fi and so 
f3=f( a x1 , x3), f, = fi(xl , xs), but since fi ,fa EL~(R+~) this is possible 
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only if fr = fs = 0. Thus, fr = 0, and similarly f 2 = 0. The case A = 0 is 
equally simple. If now 0 # h E R curlfl = 0 implies that 0 = Drf. - M&f,; 
introducing coordinates ,$I = hx, + x2 , t2 = .vr - A-lx, , this implies that 
Q,h(S) = O,f&) =f2M5))9 d j t an so, us as above,f, = 0. Now curlfl = 0 
also implies that 0 = AD,f2 - Dlf3 = -Dlf3 , and so also fs = 0. Thus, 
f’ = 0 and, in the same way,f2 = 0. This completes the proof of the lemma. 
Remark 4.2. Lemma 4.2 can also be proved in a more algebraic way as 
follows: Af2 = 0, i = I,..., 6, andf, EL,(R+~) imply that 
3&t’, 4 = C,(f) ev- I t’ I t), 
where 3t denotes the Fourier transform of fz in the tangential variables. The 
conditions A([‘, D,)f = 0 and divfl = divf2 = 0 give a set of algebraic 
equations for the C, , i = I,..., 6. On solving these equations, it is seen that 
3Ct’, t) = &?) Y5, , 6, , i I f I , 0, 0, 01 =p(- I Y I t) 
+ 43 W, 0, 0, t, , t2, i I 5 II exp(- I E’ I t), 
where p and v are arbitrary scalar functions of 4’. The requirement that 
f([‘, 0) E gA- now implies that 3 = 0. 
Remark 4.3. The set S 1s not dense in A’(A,+): for example, if h # 0 
the vector 
3(S, 4 = &?) “[& , 5, , i I 5 I , Htl , h-Y2 , k’i I 6’ II exp(- I 5’ I t) 
satisfies 
45’, Q,.f = 0, f1f1 + &fz + &t’i = 0 (Dt = -;a,). 
If p(t)) = (1 + 1 I’ la)-2, say, then alsof E 9(/l,+). 
COROLLARY 4.1. f = “(f l, f “) E .I+‘-(&)~ if and om’y ;f 
divfl = divf2 = 0. 
Proof. f E Jr/-(A,-)l if and only if f is orthogonal to S, i.e., if and only if 
f I, f 2 are divergence free. 
Families of divergence free vectors in 9(k) for which (4.1) cannot hold 
will now be constructed. 
DEFINITION 4.2. Let & Ed, 0 < o E R, x E R+3, 
&0(x; 00) = t[l, 0, i, 1, 0, i] exp(--ox, + iuq) (x3 E t > 0), 
&(x; A) = t[h, 1, i(1 + A2)l12, A, 1, i(1 + A2)li2] 
X exp[--o( 1 + X2)1/2 x3 + ihux, + im,], AER. 
(4.2) 
(4.3) 
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Define 
+1(x2) (xl + ix, + i)-“$,Jx; co) if X = cc, 
*,(x; A) = 
C1(xl) (x2 + ix3 + i)-” $&; 0) if h = 0, 
M%/2~ - x2/2) [d2X +x,/2 + y h2)-1'2) x3 +q-'&(x; 4 
O#XER. 
(4.4) 
LEMMA 4.2. Let A,- be the operator in L,(R+3) generated by JS?~- of (2.14). 
For each h E R U {CO} the one-parameter family of vectors of (4.4) has the 
following properties. 
~o(.Y 4 E g(e); (4.5) 
div *01 = div #02 = 0; (4.6) 
(4.7) 
1 Az)~ I2 + 1 4, I2 < C(h)-l for u---f co. (4-g) 
Here and below C = C(h) is a positive generic constant. 
Note that 4.2 and Corollary (4.1) imply that (4.1) cannot hold for large (T. 
This proves half of Theorem 4.1: boundary spaces 8,- of the class (2.14) 
are not coercive. 
Proof of Lemma 4.2. The proof is simply routine computation. For 
completeness, the verification for the case h = co will be sketched. It is clear 
that &, E Cm(R+3) and that &(x’, 0; co) E a’,-, so to verify (4.5) it need only 
be shown that & , A&, EL,(R+~). First, 
I $J* I2 = 4 s”s,, e-2or3 I ~dx2)12 [xt + (x3 + 1)2]-2 dx, dx, dx3 
0 
< C m e-20e3 dx3 = Co-‘, 
s 
(4.9) 
0 
and, setting+(x) = +r(xz) (x1 + ix, + i)-“, 
I 4% I = I A&o I G I 4 I . I & I + I 4 I . I A& I d ccl’2 
by (4.9), since A& = 0. This completes the verification of (4.5) and (4.8). 
Retaining the notation 4(x) = +i(x2) (xi + ix, + i)-“, we have 
div #,,” = div +$OL = (V+) . qOk + 4 div $Sk, h = 1,2. 
Nowdiv&,“=a-o=O, and 
(V+) . $/ = (Dl+ + iDA> e-az3+roq = 0, 
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so (4.6) holds. Finally, 
2 I %k If 2 I Wl& I2 - 2 IW)& I29 
and 
= co2 jam e-2”“3(1 + ~:)-a dtt3 
> co 
I 
m e-g( 1 + y2)d3 dy for u > 6, 
0 
while \(Dl+)& I2 < Ca-l as in (4.9), so 1 D& j2 3 Co for 0 large. The 
estimate for D3qGo is similar, while ( D2#o 1 3 0, and so (4.7) holds. 
Remark 4.4. The following vector satisfies (4.5)-(4.8) with A,+ in place 
of A,- (/\ # 0, co). 
I&+(x; A) = +1(x2) (x1 + ix3 + q-2 * t[l, 0, i, h-l, 0, ix-‘] e-0s3+L0zl . (4.10) 
However, #0+ is not in JV(A~+)~, as will be seen below. 
To complete the proof of Theorem 4.1, it remains to show that the bound- 
ary spaces (2.13) are coercive. This will be done by the method of augmenta- 
tion: the Maxwell operator A is augmented by an operator A’ to form a 
composite operator 
which is elliptic, that is, the symbol A”(p) has rank 6 for all p E R3\{O). The 
augmenting operator in this case is 
A’ = [od;!o odzo] , 
where div = [Dl , D, , D3], and it remains to find appropriate boundary 
conditions for A’. These are found from the requirement that any vector 
u EB(A~+) r\ J+‘(A~+)’ n H1(R+3) should belong to LS(A’), for if this is the 
case and if the augmented operator A” is coercive on 
.@(A”) s 9(A’) n 9(Ah+) n EP(R+3), 
then A,+ is coercive onS@(A,+) n JI/‘(A,+)l n H1(R+3): If u IS in this set, then 
1 u 1; < C(l A”u I2 + 1 u I’) = C(l Au I2 + I A’u I2 + I u I’) 
= C(l Au I2 + I u 12), 
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because A’u = 0 (any vector in JY(A,+)~ is divergence free; cf. Theorem 
3.2). For a detailed discussion of augmentation see [15]. 
LEMMA 4.3. If u E~(A~+) n JV(A,+)~, then 
hu,(., 0) + U6(., 0) = 0 in &‘-‘/2 if h E R; (4.10) 
ZfJ., 0) = 0 in sell2 if h = 03. (4.11) 
Proof. As in the proof of Theorem 3.2, any u = t(~l, G) E Jtr(A)l is 
divergence free and u( *, 0) E &‘-lla. Further, if h # 00 any vector of the 
form t(hV$, V+) with 4 E~(R+~) is in M(AA+); applying (3.3) gives (4.10). 
If X = co any vector of the form (V+, 0), 4 E.~(R+~) is in M(A,+), and (3.3) 
in this case gives (4.11). 
Remark 4.5. The analogs of (4.10), (4.11) for an exterior domain were 
previously found by Schmidt [12]. Note that there is no additional boundary 
condition of the type (4.10), (4.11) for functions u EB(A~-) n &(A,-)l (cf. 
Lemma 4.1). 
DEFINITION 4.3. Define .9(/l,‘) CL2(R+3)6 by 
9(A,‘) = C(R+3)6 n H1(R+3)6 n {f 1 hf3(-, 0) + f6(., 0) = 0} if X E R, 
.9(A,‘) = C(R+3)6 n H1(R+3)6 n (f 1 f3(., 0) = O> if h=co. 
(4.12) 
If u E.~(A’), then 
A,u = [ 0 0 0 div div o] 0 0 24 EL2(R+3)2- 
DEFINITION 4.4. Define 9(A’J C J~,(R+~)~ by 
CB(A,“) = .9(A,‘) n 9(A,+), h~Ru{a}. 
If u E.~(A;), then 
(4.13) 
Ah”u = 4’ 
[ I AA+ 
u E L2(R+3)8 and 1 A;u I2 = 1 Ah% I2 + 1 A,+u j2. 
To prove A; is coercive on Q(A’J, a coerciveness criterion for overdeter- 
mined elliptic operators is applied. This criterion will now be described for 
the particular case of interest here. Thus, let E(D) = &, EiDi be an 8 x 6 
elliptic operator with constant coefficients (the E, are real constant 8 x 6 
matrices, and rank E(p) = 6 for allp E R3\(O}), and let u E H1(R+3)6 n C(R+3)6 
satisfy 3 linear, homogeneous boundary conditions for x3 E t = 0 of the 
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type Re u(*, 0), Im u(., 0) E Y, where 9’ is a 3-dimensional subspace of lia 
which does not depend on x’ E Ra. Following the procedure described in [5], 
we transform Eu to the form 
Lv = G,G,EGsv = [ 1 Iexs D,v + M,D,v + M,D,v, o (4.14) 2X6 
where v satisfies the boundary conditions o,(., 0) = 0, i = 1, 2, 3; Al, and 
n/l, are real constant 8 x 6 matrices of rank 6; Gr , Gs are constant, non- 
singular 8 x 8 matrices and G, is a constant, nonsingular 6 x 6 matrix 
which are determined as follows. First choose Gr such that 
G,E, = 
B 
6x’ [ 1 0 2X6 
with I? nonsingular; next choose G, so that the 3 boundary conditions for u 
go over into the conditions o,(., 0) = 0, i = 1, 2, 3, for v = G;‘u; finally, 
choose Gs such that 
For convenience we henceforth refer to this procedure as the LP reduction. 
Note that the G, are not uniquely determined. 
LEMMA 4.4. Let E(D) = 1; EzDi be an 8 x 6 elliptic operator with 
constant coeficients, and let u E H1(R+3)s n C(i?+3)6 satisfy 3 linear, homo- 
geneous boundary conditions of the type described above on xg = t = 0, the 
boundary of R+3. Then there exists a constant C > 0 such that 
j u 1; =; 1 D,u I2 < C 1 Eu I2 (4.15) 
1 
sf the LP reduction described above can be perfumed such that the symbol 
M(r), 5 E R2, of the operator M(D’) = MID, + M2D2 of (4.14) has the form 
(4.16) 
Here the elements of iI?, m and the m, , i = I,..., 6, are real linear functions of 
e. The constant C in (4.15) is independent of u in the sense that it is the same for 
an-y function in H1(R+3)s n C(R+3)‘J satisfykg the same three boundary condi- 
tions. 
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Proof. The procedure is to extend Lv of (4.14) (recall v = G&) to LV, 
where V is a function defined on R3 obtained from v by reflection. For 
x = (x1 , x2 , t) E Re3, let Z(X) = (x1 , xa , -t), and let $ be the diagonal 
matrix f = diag[-1, -1, -1, 1, 1, 11. Define V(x) on R3 by 
if xER,~; 
if x E Rd3. 
(4.17) 
We now apply LV to + E B(R3) and integrate by parts; more precisely, we 
split the first integral below into two integrals, one over A = {(x’, t)l 1 t 1 < S}, 
the other over R3\A, integrate by parts in R,3 n AC and Re3 r\ AC, and then 
pass to the limit S J 0. The integration by parts in Rk3 n AC can be justified 
as in the proof of Corollary 3.1. Let 4 Ed: forj = l,..., 8 
(LV),($) = 2 Vk(4k4) = i f Vk(X)L,k4(4 dx
k=l k=l R3 
= 1 w, wm dx + 1 W), (4 P)(X) dxR+3 R-3 
+ i(1 - S>,) (1 - S,,) s,. [v>(x’, 0+) - 3,(x’, 0-)] 4(x’, 0) dx’ 
= j- P% (4 &) dx + j- (4 (4 v,(x) dx 
RA3 R-8 
since &(x’, O-) = -q(x’, Of) = 0 for j = 1, 2, 3 and c;(x’, O-) = q(x’, Of) 
for j = 4, 5,6. Note now that I(LG), (x)1 = /(Lo), (Z)l , i = l,..., 8, by (4.14), 
(4.16), and the definition of $. Therefore, 
<2 IWi 12) [J 
h3 
I d I2 + f 
R-3 
= 2 IWZ I2 - II d II2 
for any # E 9(R3), where here and below II . II denotes the norm in L,(R3) (or 
L2(R3)n, etc.). Thus, 
11 Lvp < 2 I Lv 12. (4.18) 
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Now L is elliptic so (see Lemma 3.2 of [15]) 
II LV II2 > C, II VII: = C, 5 II D,V /I2 = C, ; (I D,v I2 + I D,C I~~(~-~,) 
1 j=l 
= 2C, i 1 D,v 1’ = 2C, f 1 G,‘D,u I* 
1=1 ,=l 
> C, i 1 D,u 1’ = C, I u I”, . 
3=1 
Thus, from (4.18) 
since Lv = G,G,EG,v = G,G,Eu. This completes the verification (4.15). 
Returnmg now to the operator A”, of (4.13), we have 
COROLLARY 4.2. For any u E 9(A’J theye exists a constant C = C(X), 
independent of u, such that 
I u 1; < C(4 I A$ I*, hERLJ{CC). (4.20) 
Proof. The verification will be carried out for h E R; the proof for h = a3 
follows from that for h = 0 by interchanging the roles of ul, u2 in u = ‘(ul, u”). 
On the basis of Lemma 4.4, it suffices to show that the LP reduction for Ai 
can be carried out to give (4.14) with M(e’) of the form (4.16). It is simply 
a matter of matrix multiplication to verify that the following matrices do the 
job. 
00x0 0 
100x 0 
0x00 1 
0--x001 0 
0 1 0 0 -A 
00 0 h 0 0 I 0 
00-A 0 0 -1 0 0 
lh 0 0 0 0 0 0 
O-l 0 0 x 0 
0 -A 0 0 
0 0 0 0 0 0 
00 0 0 x 0 0 1 
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The next corollary completes the proof of Theorem 4.1. 
COROLLARY 4.3. If u E.@(A,+) n N(A,+)‘-, then u E H1(R+3) and there 
exists a constant C(A) > 0, independent of u, such that 
(4.21) 
Proof. Let u E~(A~+) n M(A*+)l. By Theorem 3.2 there exists a 
sequence {uk} C Hr(R+s) n C(Z+3) n .9(Ah+) n J(AA+)’ such that 
Iu-~~~+~Au-Au~I--+Ofork + co. By Lemma 4.3 and Definition 
4.4, {z+} CSQA,“). Therefore, by Corollary 4.2 
I uk If < CO) I A& I2 = C(h) (I Ah+uk I2 + I A& I”) = C(h) I A,+u, 12. 
Passing to the limit k + CO now gives the result. 
Remark 4.5. It is possible to prove Corollary 4.3 for h = 0 by reflecting 
A,“u directly as in [3] and then reducing the case /\ # 0 to this case. 
Remark 4.6. If a,,+ varies smoothly over the boundary x3 = 0 of R+3, 
that is, h = X(X) in (2.13), then .G?Gxj remains in the class (2.13), but g:(Z) 
may still fail to be coercive, as shown by the example given by J. Ralston [q]. 
In Ralston’s example g&, E 9?.. is defined by the boundary conditions 
fJx’, 0) - xzfr+3(x’, 0) = 0, i = 1,2. It is quite easy to see that azs is 
noncoercive. First of all, the set S of Lemma 4.1 is dense in M(Agee), for if 
f E J’“(As,,) is orthogonal to S, then 3(e, t) has the form (cf. Remark 4.2) 
3(f, 4 = exp(- I 6’ I 4 {CL(~) “I& , & , i I 5’ I , 0, 0, 01 
+ 4L-‘) t[O, 0, O,& , ~5 , i I 5’ I]>; 
the boundary condition requires that 
MP) = -W&‘) and 5d5’) = -W&7 
which imply that Y = p = 0 a.e. The vector 
where 
Jo(x) = “[x2 , 0, ix, , 1, 0, i] e-0-oD8+i0z1, 
4 E .9(R), belongs to .9(Aa.,) and satisfies (4.6)-(4.8); therefore, &I+$* cannot 
be coercive. Actually, Ralston shows even more, namely, that (A,= - iI)-l 
is not even compact from N(ABJ- to Lp(R+3). 
9 
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On the basis of Theorem 4.1, it might be conjectured from the manner in 
which the B,,- and aA+ were obtained in Section 2 that the orientation of the 
boundary space has something to do with coerciveness. To show that this is 
not so, in general, the case of the acoustic operator will be discussed briefly. 
We consider the acoustics operator in R+2, since the operator in R+3 offers 
no new features: 
(4.22) 
(see, e.g., [15, 171 for a discussion of the physics involved, etc.). Now 
det[C(p) + Ml = W2 - I p 12), sofor]pI=ltherootsareA,,=O,h,=l, 
A-, = - 1. Thus, there are only two boundary spaces, one for each orienta- 
tion of X(n) @ Y(n), and proceeding as in Section 2, it is seen that these 
are 99+ = (5 E R3 / t3 = 0} and g- = (5 E R3 1 c2 = O}. The augmenting 
operator for C(D) is C’(D) = [D, , -D, , 0] (see [15]), and 
C”(D) = (E;‘,“:) 
is a 4 x 3 elliptic operator (rank C”(p) = 3 for all p E R2\{O)). To find the 
boundary conditions for C’ augmenting Cf = C,+ and C- E C,- , we 
proceed as for the Maxwell operator (C+ and C- are defined in L2(R+2) as 
in Section 3): “(D2$, -DB, 0) E A’(C*) with 4 E~(R+~) in the case of C+ 
and 4 ESB(R+~) in the case of C-; therefore, u Ed n M(C*)l implies 
(cf. Lemma 4.3) that C’(D) II = 0 and u,(., 0) = 0 in the case of C+, while 
there is no additional boundary condition for u in the case of C-. Thus, the two 
augmented operators are C! with boundary condition u,(., 0) = u3(., 0) = 0 
and Cy with boundary condition u,(., 0) = 0. It is easy to show that the C: 
are both coercive. This follows at once from the analog of Lemma 4.4. 
LEMMA 4.5. Let E(D) = E,D, + E2D2 be a 4 x 3 elliptic operator with 
constant coeficients, and let u E H1(R+2)3 n C(R+2)3 satisfy s linear, homo- 
geneous boundary conditions on x2 = t = 0, the boundary of a+2, s = 1, 2. 
Then there exists a constant C, > 0 such that 
I u I; = I D,u I2 + I D2u I2 < Cs I Eu I2 (4.23) 
;f the LP reduction of E to the form 
L(D) = G,G,E(D) G, = [2:;1 D, + MD, 
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can be performed such that M has the form 0 ml m2 
M= 
ma 0 0 [ 1 m, 0 0 if s = 1, (4.24) 0 m5 m6 
if s = 2. (4.25) 
The constant C, in (4.23) is independent of u in the sense that it is the same for 
any function in H1(R+2)3 f7 C(R+2)3 satisfying the same boundary conditions. 
Proof. The proof is the same as that of Lemma 4.4; take 
$ = diag[-1, 1, 1] 
in the case s = 1 and fl = diag[- 1, - 1, 1] in the case s = 2. 
To prove that CI , CI are coercive, it is only necessary to show that the LP 
reduction can be carried out to obtain (4.24), (4.25), respectively. It is easily 
verified that for Cz the matrices 
and for Cl the matrices 
do the job. Thus, C* are both coercive on the complements of their null 
spaces. 
It is evident from Lemmas 4.4 and 4.5 that a “reflection-type” coerciveness 
criterion can be written down for any first-order elliptic operator with constant 
coefficients. This seems to warrant further study. The usual Lopatinskii- 
Shapiro condition for an elliptic problem (cf. [4, Chap. 10; 6, p. 2021) is a 
necessary condition for coerciveness in the case of problems with an over- 
determined operator, but the author has not yet seen how to prove that it is 
sufficient except when reflection is possible. It is rather interesting that it is 
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equivalent to the reflection-type criterion used above for the case of the 
Maxwell operator A and boundary conditions of the type 9Y,,-, B,,+ of (2.13), 
(2.14). Lemma 4.1 implies that there is no boundary condition for A’ in 
A” = (,“,‘); 
from the inability to carry out the reflection via LP reduction for Al_ it is 
possible to find the vectors I,$ of (4.2), (4.3) and hence deduce the violation 
of the Lopatinskii-Shapiro condition and the fact that AT is not coercive. 
Note, however, that the demonstration that A” is not coercive does not, in 
itself, prove that a,,- is a noncoercive boundary space in the sense of Defini- 
tion 4.1. 
Finally, for the Maxwell operator in R +2 all conservative boundary spaces 
are coercive; this can be proved by reflection as above. This parallels the 
acoustic case, but it is caused by the degeneracy introduced in assuming the 
field vectors independent of one tangential variable; all conservative boundary 
spaces for the acoustics operator are coercive both m R+3 and R+2. For the 
Maxwell operator in R+2 it is rather interesting that on the boundary vectors 
in the complement of the null space of the operator belong to a 2-, 3-, or 
4-dimensional subspace of 9? according to whether &9 = sA,-, 9? = aA+, 
or .% q = 9,,-, 0 =# X E R u {a>, respectively. 
5. CONCLUDING REMARKS 
Both of the examples of constant-deficit nonelliptic operators discussed in 
Section 4 have only one nonzero propagation speed, that is, 
P(P) = det[-Wd + HII 
has only one distinct positive root, and the augmenting operator A’ is a first- 
order differential operator in both cases. If P(p) has several distinct propaga- 
tion speeds, then a first-order augmenting operator is, in general, a pseudo- 
differential operator (see [15]). In this case it is less obvious how to prove 
coerciveness via augmentation. The simplest example of an operator A of 
constant deficit with two propagation speeds must be 5 x 5 and A(p) must 
have rank 4. The equations of elasticity in R2 give such an operator. This 
example is worth studying both for its physical importance and the insight it 
might provide into the coerciveness problem for more general operators of 
constant deficit. 
There is also the matter of coerciveness for constant-deficit operators in 
exterior domains. For the acoustics operator and the Maxwell operator with 
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boundary condition n x (E - hH) = 0 this can be proved by augmenting 
and then localizing in the usal manner. If the augmented operator is a 
pseudodifferential operator, however, localization will probably present 
certain difficulties. 
Finally, the fact that the Maxwell operator has two quite different types of 
conservative boundary spaces poses some interesting questions already in the 
half space R+3. For example, the operators A,- and A,+ of Section 4 both 
generate unitary groups U-(t), U+(t) in L,(R+3). What is the relation of U-(t) 
to U+(t) ? Do the wave operators exist, etc. ? 
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