We introduce the sequence-set betting game, a generalization of An. A. Muchnik's non-monotonic betting game [2] . Instead of successively partitioning the infinite binary strings by their value of a bit at a chosen position, as in the non-monotonic game, the player is allowed to partition the strings into any two clopen sets with equal measure. We show that, while there is no single computable sequence-set betting strategy that predicts all non-MartinLöf random strings, we can construct two strategies such that every non-Martin-Löf random string is predicted by at least one of them.
Introduction
There is a long history of studying the nature of randomness, even the formal study goes back to at least von Mises [4] . One way of defining randomness is via a kind of a betting game, a martingale, first used by J. Ville [5] . Winning in a game against infinite string can be viewed as predictability of a string. The predictability of a string is formally defined in terms of betting games and computable strategies. A string is said to be predictable iff there is a computable strategy that, starting with unit capital, by successive betting, wins an unbounded amount of capital when betting against the string. In [2] , An. A. Muchnik et al., introduce the non-monotonic-betting game. In this game, the player bets on the bits of the string, each bet consisting of the index (position) of the bit, wagered amount of capital and the value of the bit she is betting on. If the value of the bit at the chosen position was guessed correctly the wagered amount is doubled, otherwise it is lost. The strings for which there is no computable non-monotonic betting strategy that can predict them are called Kolmogorov-Loveland random, since they both independently proposed non-monotonic inspection of bits in a string [6, 7] . P. Martin-Löf gives his definition of randomness in terms of computably enumerable statistical tests in [8] . His seminal paper marks a point of departure from the unpredictability paradigm towards the incompressibility paradigm in defining the random strings. To define incompressibility, we use the prefix-free variant of Kolmogorov complexity, K, see [1] . An incompressible infinite string is such that for some constant c and all of its prefixes p, K(p) ≥ ℓ(p) − c, with ℓ(p) denoting the length of the prefix. It can be shown that Martin-Löf random strings are precisely the incompressible ones. Whether Kolmogorov-Loveland random sequences are a proper subset of Martin-Löf random strings is unknown, and is considered a major open problem in the field of algorithmic information theory [1, 9, 10, 11, 12, 13] . A characterization of Martin-Löf randomness can be given in terms of a certain betting game, we'll call it prefix-betting. In this game in each iteration the player bets on a segment s of a string extending the known prefix of a string, p, and if the string she's playing against starts with the prefix ps, she wins some money, if not, the wagered amount is lost. Since prefix-betting is a fair game, if the segment she bets on has length l, if she is right she wins 2 l times the wagered amount. It is known that a single computable prefix-betting strategy can be constructed that predicts all compressible strings [3] . Note however, that in the case of a correct guess, we learn something about the string we are playing against, namely the next segment of its prefix. But in case we were wrong, we learn very little, only that it doesn't begin with the prefix we had bet on. This asymmetry is twofold. Firstly, if the guess was correct, the measure of the set that we know contains the sequence reduces by a factor of 2 −l , and if the guess was incorrect it is reduced by a factor of only (1 − 2 −l ). Secondly, if we make an infinite number of correct guesses, we learn all of the bits of the string. On the other hand, if we make an infinite sequence of wrong guesses, we still might not learn a single bit of the string. To address the first kind of asymmetry we introduce a generalization of the non-monotonic betting game called the sequence-set betting game. This is a game where the player, initially starting with the set of all strings and unit capital, partitions the set of strings into two clopen sets of equal measure, and bets on one of them. To see that there is no single computable sequence-set-betting strategy that predicts all compressible strings, at each bet choose the set on which the strategy looses and obtain a computable sequence of nested sets, each having a measure of 1 2 the previous set. The strings in the intersection of these sets are compressible since we obtained them by a computable procedure, have measure 0, and, by construction, the strategy doesn't predict them. On the other hand, we show that it is possible to construct two such strategies such that every compressible string is predicted by at least one of them.
Definitions and main theorem
Our base space is always the space Ω of infinite binary sequences, with the Lebesgue measure λ defined on it. For a set U ⊆ Ω with λ(U) > 0 we will define the conditional measure λ U on U as usual by
Definition 2.1 (Mass placement). A mass placement is a triple P = (U, A, µ) where A is a finite partition of the clopen ground set U ⊆ Ω into clopen sets, with a mass function µ : A → R + defined on them. We will call A the partition of P . The above mass placement is called atomic if its partition consists of a single element. The mass function is extended to all unions of elements of A:
.
The grain bound of P is max A∈A λ(A).
We will say that a mass placement Q = (U, B, ν) is a refinement of a mass placement P = (U, A, µ), writing Q P , if each B ∈ B is subset of some A ∈ A, further µ(A) = ν(A) for all A ∈ A.
Definition 2.2 (Grid). Consider a pair of mass placements
, j = 0, 1 with the same ground set U = U P . We will call such an object a grid. In general, for any grid P we will denote its ground set by U P , its partitions by A j P , and its mass functions by µ j P for j = 0, 1. So
Let capi(P) = min(capi(P 0 ), capi(P 1 )). The grain bound of P is the maximum of the grain bounds of P 0 and P 1 . A grid is atomic if both of its elements are. We will say that grid P is a refinement of grid Q and write P Q if P j Q j for j = 0, 1. A set S is compatible with the grid P if it is the union of sets of the form
Definition 2.3 (Sum). Let P, Q be grids with disjoint ground sets. Consider the mass placement R with
We will denote R = P + Q. Of course, capi(R) = min(capi(P), capi(Q)). A sum of three or more elements is defined similarly. A grid P is called diagonal if A 0 P = A 1 P , or equivalently, if it is a sum of atomic grids.
Definition 2.4 (Orthogonality)
. Somewhat dual to diagonality is the concept of orthogonality. The grid P is called orthogonal if for all A ∈ A 0 P and B ∈ A 1 P we have
(This means that the two algebras, defined by A 0 and A 1 are conditionally independent on U P .) Let P be a grid. Let j ∈ {0, 1}. We can replace an arbitrary element A ∈ A j P with 2 disjoint subsets
The new grid will be said to be obtained by an even split from P. Of course it has the same ground set and min and max capital and as the original one. Also, splitting conserves orthogonality. For brevity, we drop and write just µ T (B).
The
For α ∈ Ω, denote with T α , a set of elements of A T that contain α. We say that α fails the test T iff
We call a mass placement test a granular test iff the grain bound of T i goes to zero in the limit.
Definition 2.6 (Sequence-set betting strategy). A mass placement test S is a sequence-set betting strategy if for all
Clearly, a sequence set betting strategy is a granular test.
Definition 2.7 (Martin-Löf test). A nested sequence of open sets
It is well-known that there is an universal Martin-Löf test [8, 1] . 3 Proof Lemma 3.1. Consider a diagonal grid P with c = capi(P), and a sequence of disjoint clopen sets
for a certain p < 1. Let K > 1 be a constant with Kp < 1. We can compute a sequence of disjoint diagonal grids Q 1 , Q 2 , . . . with U Q i = E i , and for each n > 0 a mass placement R n disjoint from Q 1 , Q 2 , . . . , Q n , an even splitting P n of P and even splittings Q i,n of Q i such that the following holds:
and for each i, for each atomic part T of Q i we have
where c ′ = c(1 − pK). Also the grain bound of P n is ≤ 2 −n .
The 2 −n grain bound is arbitrary, it only matters that it converges to 0 constructively.
Proof. We construct the grids Q i and R n explicitly and recursively. Suppose that Q i , R i and P i have been defined already for all i < n. Let R = R n−1 , S = R n (this is still to be defined). Denote
Of course, U S = U P \ V n . It is possible to replace P n−1 with a P n obtained by repeated even splittings in such a way that it becomes compatible with the clopen set E n (and also satisfies the grain bound). We obtain each Q i,n from Q i andR from R similarly. Note that since P n−1 was orthogonal, so is P n . With these splittings we can achieve the following: for each j = 0, 1, for each B ∈ A j Pn , and i < n we have
Now, as E n is compatible with P n , it can be written as a disjoint union
The (diagonal) grid Q n will be a sum of atomic grids T 1 + · · · + T m , with U T k = F k . Of course, U S = U R \ E n , and
The interesting part is the definition of the new mass functions µ j T k and µ j S . Note that there is a common refinementP n of P n and Q 1,n , . . . , Q n,n , R n . (We useP n only for the calculations in this proof, not the actual construction.) Wherever µ Therefore from now on, we omit the subscript of µ j when it signifies µ jP n (which is essentially in all cases). For j = 0, 1, for each B ∈ A jR , we need to redistribute the mass µ j (B) into B ∩ V n and B \ V n . The mass assigned to B ∩ V n will be distributed among all the F k with F k ⊆ B, and the mass remaining is given to B \ V n . Let
First we determine the values of
In other words, for each F k ⊆ A, if A / ∈ M then we satisfy the requirement (1) by by capi(T 0 k ) = cK, otherwise we satisfy (2). Now we determine the values of
Pn . We set
These definitions satisfy conditions (2), (1) by design; what remains to prove is that they provide
Pn . We will actually prove the stronger inequality
Consider the case j = 0, and first the case A / ∈ M. We will prove, inductively, the stronger statement
Therefore by inductive assumption, for i = n − 1,
This linear inequality is conserved by the splittings, therefore also
Now by definition (3)
which together with (6) proves (5). Now consider the case A ∈ M. Let l be the last i < n where for
If there is no such i then set l = 0, this case is trivial. Then by the above proof, for such A ′ we have
From now on the process for all i > l will either split evenly or assign
. Both kinds of step conserve the lower bound c ′ > 0 on capital. Now consider the case j = 1; we want to prove
For this, we will use the orthogonality of P n and the assumption λ(V n ) ≤ p 2 λ(U P ) of the lemma. For every A ∈ M we have by definition of M,
implying λ(M) < pu. By orthogonality,
implying (7). By definition (4), and using (7),
finishing the proof.
Lemma 3.2. For any Martin-Löf test N we can computably construct two granular tests P 0 , P 1 such that every infinite binary sequence α that fails N, α fails P 0 or α fails P 1 .
Proof. We construct the granular tests explicitly and recursively. For some i, suppose that Q is a diagonal grid with U Q = H for some H ∈ N i . Recall that a diagonal grid is a sum of atomic grids and let T 1 , . . . , T n be atomic grids such that
and let c = capi(Q), K = 2m(Q)/c and r such that 2 −r ≤ 1/(cK) 2 . Let E 1 , E 2 , . . . be an enumeration of elements of N r ∩ H. By Lemma 3.1, there is a sequence of disjoint diagonal grids Q T,Q = Q 1 , Q 2 , . . . and a sequence of mass placements
Denote by P 0 a grid consisting of a pair of unit mass placements. Let Q = P 0 , denote with Q i 1 ,...,in,k the k-th element of Q T,Q i 1 ,...,in and with R i 1 ,...,in,k the k-th element of R T,Q i 1 ,...,in . Denote by
a sum of disjoint grids. We have that P k P k+1 since R i 1 ,...,in Q i 1 ,...,in+1 + R i 1 ,...,in+1 and Q i 1 ,...,in Q i 1 ,...,in,1 + R i 1 ,...,in,1 . We have obtained a sequence of grid refinements P 0 P 1 . . .. Note that since T is a test, N 0 = {Ω} and U P 0 = N 0 . Then for every sequence of clopen sets
. ., chosen in the following way: let E ′ 0 = E 0 and if for some i 1 , . . . , i n ,
there is a refinement P i ′ that contains a diagonal grid Q with U Q = E ′ i and m(Q) = 2 i . Then for α ∈ i∈N E i for at least one j ∈ {0, 1} we'll have sup
. . .
. . . . We have that P 0 , P 1 satisfy the lemma.
Lemma 3.3. For any granular test P we can computably construct a sequence-set betting strategy S such that for every infinite binary sequence α that fails P , α fails S.
Proof. In this proof ⊂ means strict inclusion. Let h > 1, A ∈ A S for some sequence-set betting strategy S and B a finite, disjoint subset of A P . We'll say A corresponds to B, and write A ∼ B iff A ⊆ B and two conditions are satisfied:
∀B ∈ B max
We'll explicitly and recursively construct S with the property
We claim that any sequence-set betting strategy with the property (10) satisfies the theorem. We prove the claim by contradiction. Suppose there is some infinite binary sequence α that fails P and passes S. For any α the following statement is either true or false:
Suppose (11) is false. Then there is some B ∈ P α such that for infinitely many A ∈ S α there is some B ⊆ A P that contains B and A ∼ B. We cannot have that µ P (B) = 0 as this is contrary to the assumption that α fails P . If µ P (B) > 0 then since lim A∈Sα λ(A) = 0, by (8) we have that sup A∈Sα c(A) = ∞ contrary to the assumption that α passes S.
Suppose (11) is true. Note that for any two elements of A P they are either disjoint or one contains the other. Then for every B ∈ P α and A ∈ S α let A ∼ B A for some B A ⊆ A P . For almost all A, then B ∈ B A . But α ∈ B ′ for some B ′ ∈ B A , and then either B ⊂ B ′ or B ′ ⊂ B. Since there are finitely many B ′ ⊃ B in A P , and they can be only in B A for finitely many A's, for all but finitely many A we have B ′ ⊂ B. From (9) there is some A ′ ⊇ A with c(B) < 2hc(A ′ ) and by the assumption that α fails P we have that sup A∈Sα c(A) = ∞, contrary to the assumption that α passes S. This proves the claim. Now to the construction of S. Since both P and S are tests, we have that S 0 corresponds to {P 0 }. Let A be the part of A S already constructed, and assume it satisfies (10) . Then for all A ∈ A there is some B ⊆ A P with A ∼ B. Denote C B = {B ∈ B : c(B) < 2h max
is implied by (8) .
Let k be such that B ∈ C B , B ∈ A P k−1 and B ∈ A P k . Replacing B with it's partitions in A P k we obtain B ′ . We have A ∼ B ′ since B = B ′ , satisfying (8) , and (9) is satisfied for elements B ′ = B of B ′ due to (9) for B, and for B itself is due to B ∈ C B . Applying iteratively, since P is granular, for any ǫ we can obtain B ′ such that for any B ∈ C B ′ , λ(B) < ǫ. We have µ P (B 0 ) + µ P (B 1 ) = µ P (B ′ ) + µ P (M) < (1 + ǫ)µ P (B ′ ). Let h ′ = µ P (B ′ )/µ S (A). Then µ P (B j ) < h ′ (1 + ǫ)µ S (A j ), from (8) h ′ < h, and by choosing small enough ǫ, (8) is satisfied for A j , B j . We have that (9) is satisfied for A j , B j since it is satisfied for A, B ′ . We have shown from the inductive assumption that A ∼ B for some B ⊆ A P , we obtain two subsets of A P , B 0 , B 1 , a partition of A into two sets of equal measure, A 0 , A 1 , and their mass assignments such that A 0 ∼ B 0 and A 1 ∼ B 1 , proving that S has property (10).
Proof of Theorem 1. By Lemmas 3.2 and 3.3 for any Martin-Löf test, and in particular the universal one, M, we can computably construct two sequenceset betting strategies S 0 , S 1 such that every infinite binary sequence that fails M also fails at least one of S 0 , S 1 .
