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Abstract
We show, assuming the (randomized) Gap Exponential Time Hypothesis (Gap-ETH), that
the following tasks cannot be done in T (k) ·No(k)-time for any function T where N denote the
input size:
• (1− 1
e
+ ε
)
-approximation for Max k-Coverage for any constant ε > 0,
• (1 + 2
e
− ε)-approximation for k-Median (in general metrics) for any constant ε > 0.
• (1 + 8
e
− ε)-approximation for k-Mean (in general metrics) for any constant ε > 0.
• Any constant factor approximation for k-Unique Set Cover, k-Nearest Codeword
Problem and k-Closest Vector Problem.
• (1 + δ)-approximation for k-Minimum Distance Problem and k-Shortest Vector
Problem for some δ > 0.
Since all problems considered here can be trivially solved in NO(k) time, our running time lower
bounds are tight up to a constant factor in the exponent. In terms of approximation ratios,Max
k-Coverage is well-known to admit polynomial-time
(
1− 1
e
)
-approximation algorithms, and,
recently, it was shown that k-Median and k-Mean are approximable to within factors of
(
1 + 2
e
)
and
(
1 + 8
e
)
respectively in FPT time [CGK+19]; hence, our inapproximability ratios are also
tight for these three problems. For the remaining problems, no non-trivial FPT approximation
algorithms are known.
The starting point of all our hardness results mentioned above is the Label Cover problem
(with projection constraints). We show that Label Cover cannot be approximated to within
any constant factor in T (k) · No(k) time, where N and k denote the size of the input and the
number of nodes on the side with the larger alphabet respectively. With this hardness, the
above results follow immediately from known reductions.
The hardness of Label Cover is in turn shown via a t-wise agreement testing theorem
of the following form: given local boolean functions f1, . . . , fk on domains S1, . . . , Sk ⊆ [n], if
random t functions “weakly agree” with sufficiently large probability, then we can find a global
boolean function g : [n] → {0, 1} that “mostly agrees” with “many” of the local functions. We
prove such a statement in the regime where S1, . . . , Sk are “random-looking” sets of size Θ(n/k).
∗Email: pasin@berkeley.edu. Now at Google Research.
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1 Introduction
Since the paper of Feige et al. [FGL+91] that connects inapproximability of clique to multi-prover
interactive proofs and the subsequent proof of the PCP theorem [ALM+98, AS98], the area of
hardness of approximation has flourished into a fruitful avenue for research that provides (partial)
answers to many classic approximation algorithm-related questions for a wide range of combinatorial
optimization problems, such as constraint satisfaction problems, covering problems, and scheduling
problems. An arguably surprising aspect of the field is that, despite dealing with problems of vastly
different natures, most of the known reductions start from (variants of) a single problem known as
the Label Cover problem (aka projection games), which can be defined as follows:
Definition 1. An instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) of Label Cover (aka projec-
tion games) consists of
• A bipartite graph (U, V,E), referred to as the constraint graph of L,
• For each vertex w ∈ U ∪ V , an alphabet1 Σw for w,
• For each edge e = (u, v) ∈ E, a constraint (aka projection) πe : Σu → Σv.
A labeling of L is a tuple σ = (σw)w∈U∪V where σw ∈ Σw. A constraint π(u,v) is said to be
satisfied by σ iff π(u,v)(σu) = σv. The value of a labeling σ, denoted by valL(σ), is the fraction
of constraints it satisfies, i.e., |{(u, v) ∈ E | π(u,v)(σu) = σv}|/|E|. The value of an instance L,
denoted by val(L), is the maximum value among all labelings, i.e., val(L) = maxσ valL(σ).
In the ν-Gap-Label-Cover problem where ν ∈ (0, 1), we are given an instance L and we
would like to distinguish between the following two cases: val(L) = 1 and val(L) < ν.
The PCP theorem implies that ν-Gap-Label-Cover is NP-hard for some constant ν < 1. By
applying Raz’s parallel repetition theorem to this, one arrives at NP-hardness of ν-Gap-Label-
Cover for any constant ν > 0 [Raz98]. This has been used to prove tight NP-hardness of ap-
proximation for many problems, such as Set Cover [Fei98, DS14a, Mos15], 3-SAT [H˚as01] and
other CSPs [Cha16], and Maximum Clique [H˚as96]. In the ensuing years, variants of the Label
Cover problem have been proposed in order to overcome certain barriers in proving inapprox-
imability results; these include Unique Games and d-to-1 Games [Kho02b], Smooth Label
Cover [Kho02a] and Multi-layered Label Cover [DGKR05], among others.
The past few years have seen many developments in the intersection between the areas of hard-
ness of approximation and parameterized complexity ; the latter attempts to study computational
problems on a more fine-grained level beyond the question of whether they belong to P or are
NP-hard, by considering certain “parameters” of the problems. Specifically, in a parameterized
problem, part of its input is designated as the parameter k, and the problem is said to be fixed
parameter tractable (FPT) if it runs in time T (k) · NO(1) where N denotes the size of the input
and T can be any function. This FPT notion serves as the notion of efficient algorithms, instead
of polynomial-time algorithms in the classic theory of NP-completeness.
Given the importance of Label Cover in the theory of NP-hardness of approximation, it
should come as no surprise that these “parameterized inapproximability” results are often proved
1It should be noted that the standard definition of Label Cover often has a single alphabet set Σ for all vertices
in each side. It is not hard to see that our definition is equivalent by simply renaming the labels, but our definition
is more convenient to work with in reductions.
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via some variants of the Label Cover problem. Indeed, for the case of two fundamental problems
in parameterized complexity, k-Clique [CCK+17] and k-Set Cover [KLM18], proving hardness
of approximation for the appropriate variants of Label Cover is the main challenge of these
works; once these are proved, the inapproximability for k-Clique and k-Set Cover follow via
known reductions from classic literatures on (NP-)hardness of approximation [FGL+91, Fei98].
Unfortunately, these variants of Label Cover are weaker (i.e. easier to prove inapproxima-
bility) than the original version (in Definition 1). In fact, the fine-grained approximability of the
(original) Label Cover problem is not yet fully understood. For the purpose of this work, we will
focus on the parameter k = |U |, the number of left vertices. (We discuss another parameterization
in Section 10.) For this parameterization, Cohen-Addad et al. [CGK+19] observed that the gap
exponential time hypothesis (Gap-ETH)2 implies that there is no T (k) ·No(k)-time algorithm for
ν-Gap-Label-Cover for some constant ν < 1. Notice that the running time lower bound is
once again tight, as there is a straightforward NO(k)-time algorithm that works by enumerating all
possible labelings to U . They further observe that, by using the parallel repeition theorem [Raz98],
the gap can be amplify to any constant ν > 0. However, since the parallel repetition increases the
number of left vertices from k to k2 in each application, the running time lower bound is now not
of the form T (k) ·NΩ(k) anymore, but rather T (k) ·Nkpoly(ν) . It is hence a natural question whether
this running time lower bound can be improved to T (k) ·NΩ(k).
1.1 Our Contribution
Our main contribution is an answer to this question: we show that, for any constant ν > 0,
ν-Gap-Label-Cover cannot be solved in T (k) ·No(k) time assuming Gap-ETH, as stated below.
Theorem 1. For any constant ν > 0 and for any function T , assuming Gap-ETH, there is no
T (k) ·No(k)-time algorithm that can solve ν-Gap-Label-Cover, where N denotes the size of the
input Label Cover instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) and k denotes |U |.
As Label Cover is a starting point for many hardness of approximation reductions, our result
immediately yields many corollaries. Below we point out several such consequences. We stress
that all results mentioned below follow from applying known reductions to Theorem 1, and that
we by no means attempt to provide a comprehensive list of problems whose hardness follow from
Theorem 1. Indeed, given the importance of Label Cover, we hope that our result can serve as
a starting point of many more tight running time lower bounds for inapproximability results.
Due to the fact that each of the following problems is a classic problem with many variants and
long history, we will only explicitly mention works that are closely related to our results.
Max k-Coverage. In the Max k-Coverage problem, we are given a universe U , a collection S
of subsets of U , and a positive integer k. The goal is to find subsets S1, . . . , Sk ∈ S that maximizes
|S1 ∪ · · · ∪ Sk|; an element that belongs to S1 ∪ · · · ∪ Sk is said to be covered by the k subsets.
A simple greedy algorithm has long been known to provide a (1 − 1/e)-approximation for the
problem (see e.g. [Hoc97]). The problem is known to be Max-SNP-hard [PY91], and, hence, the
PCP Theorem implies that it is NP-hard to approximate to within (1 + ε) factor for some (small)
ε > 0 [ALM+98]. Later, Feige [Fei98] proved a tight NP-hardness of approximation with factor
2Gap-ETH states that, for some ε > 0, there is no 2o(n)-time algorithm that distinguish between a satisfiable
formula and one which is not even (1− ε)-satisfiable. Please refer to Conjecture 2 for a formal statement.
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(1− 1/e+ ε) for the problem for any ε > 0. This is shown via a reduction from a variant of Label
Cover (see Theorem 25). Cohen-Addad et al. [CGK+19] recently extends this hardness to the
parameterized regime, by showing (under Gap-ETH) that there is no (1− 1/e+ ε)-approximation
algorithm for the problem that runs in time T (k) ·Nkpoly(1/ε) for any ε > 0. This is indeed shown
via a reduction from Label Cover, but without a tight running time lower bound. By using our
Theorem 1 instead, we get the following tight running time lower bound for Max k-Coverage:
Corollary 2. For any constant ε > 0 and any function T , assuming Gap-ETH, there is no T (k) ·
No(k)-time algorithm that can approximate Max k-Coverage to within a factor of (1− 1/e+ ε),
even with a promise that there exist k sets that fully cover the whole universe.
The last part regarding a promise that there exists k sets that fully cover the universe is only
included because this property is needed for the reduction from Max k-Coverage to the following
problems we consider: k-Median and k-Mean.
k-Median and k-Mean. In the k-Median problem (in general metric space), we are given a
set V of clients, a set F of facilities, and a metric d on V ∪ F . The goal is to select a subset
S ⊆ F of k facilities so that the sum of the distance of each client to his/her closest facility, i.e.∑
v∈V minf∈S d(v, f), is minimized. The k-Mean problem is defined similarly, except that the
objective is to minimize the sum of the square of the distance of each client to his/her closest
facility, i.e.
∑
v∈V minf∈S d(v, f)
2.
There have been numerous polynomial-time approximation algorithms invented for k-Median
over the years [CGTS02, JV01, JMS02, AGK+04, LS16, BPR+17]; the current best approximation
ratio, due to Byrka et al. [BPR+17] is 2.61. For k-Mean, the problem has been more studied
in the Euclidean metric, instead of the general metric as defined above. For our version of the
problem, many of the aforementioned approximation algorithms for k-Median can be adapted
for k-Mean, albeit with losses in the approximation ratios; these losses are often not explicitly
stated in literature. There are several works that explicitly give polynomial-time algorithms for the
problem and compute their approximation ratios [KMN+04, GT08, ANSW17], with the best one
being 6.357 due to Ahmadian et al. [ANSW17].
On the hardness front, k-Median and k-Mean are both NP-hard to approximate to within
factors (1+2/e−ε) and (1+8/e−ε) respectively3 for any constant ε > 0 [GK99]. This result is shown
via a reduction from Max k-Coverage. As mentioned earlier, Cohen-Addad et al. [CGK+19]
prove a parameterized hardness of approximating Max k-Coverage; hence, they get as a corollary
parameterized hardness of approximation of factors (1 + 2/e − ε) and (1 + 8/e− ε) for k-Median
and k-Mean respectively, but with a non-tight running time lower bound of T (k) ·Nkpoly(1/ε) . An
arguably more remarkable contribution of their work is that they give algorithms for k-Median and
k-Mean that achieves approximation ratio of (1+2/e+ ε) and (1+8/e+ ε) and runs in FPT time
(parameterized by k). Thus, their hardness of approximation is tight in terms of inapproximability
ratios. Using Corollary 2, we manage to also tighten the lower bound in terms of running time:
Corollary 3. For any constant ε > 0 and any function T , assuming Gap-ETH, there is no T (k) ·
No(k)-time algorithm that can approximate k-Median or k-Mean to within factors of (1+2/e−ε)
or (1 + 8/e − ε) respectively.
3Note that 1 + 2/e ≈ 1.74 and 1 + 8/e ≈ 3.94.
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k-Unique Set Cover. In the (exact version of) k-Set Cover problem, we are given a universe
U and a collection S of subsets of U , and we would like to determine whether there exists k subsets
from S that covers all elements in the universe U . In the optimization version of the k-Set Cover
problem, we are given a promise that such k subsets exist and we would like to find as few number
of subsets from S as possible that fully covers U .
It is well known that the greedy algorithm achieves an (lnn + 1)-approximation for the k-Set
Cover problem [Joh74, Lov75]. On the inapproximability front, a long line of work [LY94, Fei98,
AMS06, DS14a, Mos15] eventually results in an NP-hardness of approximating the problem to
within (1 − ε) ln n factor for any constant ε > 0. We remark here that this hardness is shown via
(variants of) Feige’s reduction [Fei98] from the Label Cover problem.
The parameterized approximability of k-Set Cover has long been an open question. There
have been multiple recent progresses on the problem [CL16, CCK+17, KLM18, Lin19]. In partic-
ular, it was shown by Karthik, Laekhanukit and the author [KLM18] that there is no FPT (in
k) time algorithm that achieves f(k)-approximation for any function f , assuming W[1] 6= FPT.
Furthermore, under stronger assumptions, stronger running time lower bounds can be achieved.
For instance, under the exponential time hypothesis (ETH)4, there is no T (k) · No(k)-time f(k)-
approximation algorithm for any functions f and T . These hardness results also employ Feige’s
reduction; however, the starting point is not the standard Label Cover problem but a variant
called MinLabel. We remark here that Lin [Lin19] recently gives an alternative proof of these
results that does not seem to directly deal with any Label Cover-type problems.
The k-Unique Set Cover (aka k-Exact Cover) problem is a variant of the k-Set Cover
problem, where we are further promised that the k subsets that cover the universe only covers each
element once (or equivalently that these subsets are disjoint). This variant of the problem is often
considered in hardness of approximation literature, since the uniqueness of the subset covering each
element can help facilitate subsequent reductions; we will see two examples of this below.
Observe that k-Unique Set Cover is easier (i.e. harder to prove hardness) than the original
k-Set Cover problem. Nevertheless, Feige’s reduction interestingly yields the same inapproxima-
bility for k-Unique Set Cover as well. However, the situation is quite different in the parame-
terized world: none of the aforementioned proof of parameterized inapproximability of the k-Set
Cover problem [CL16, CCK+17, KLM18, Lin19] gives any parameterized inapproximability for
k-Unique Set Cover5. A short (and slightly inaccurate) explanation of this is that the variants
of Label Cover used in these works do not possess the projection property, i.e., instead of having
a constraint of the form π(u,v) : Σu → Σv as in our definition, they have a constraint that can
accept more than one σv ∈ Σv for a single σu ∈ Σu. Since we now have the projection property,
we overcome this and achieve hardness of approximation for k-Unique Set Cover, with a tight
running time lower bound:
Corollary 4. For any function T , assuming Gap-ETH, there is no T (k) ·No(k)-time algorithm that
can approximate k-Unique Set Cover to within any constant factor.
To the best of our knowledge, the only known parameterized hardness of approximation for
the k-Unique Set Cover is from the author’s (recent) dissertation [Man19], which states that,
assuming Gap-ETH, there is no k1/2−o(1)-approximation algorithm for the k-Unique Set Cover
4ETH states that there is no 2o(n)-time algorithm for 3SAT; see Conjecture 1.
5There was a preprint [GL19] claiming to prove parameterized inapproximability for k-Unique Set Cover, but
it contained a serious error and had since been withdrawn.
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problem that runs in FPT time. While the inapproximability ratio is larger than the one above,
the running time lower bound there is quite poor and is only of the form T (k) ·Nko(1) .
k-Nearest Codeword Problem. In the k-Nearest Codeword problem (k-NCP), we are
given a linear error-correcting code represented by its generator matrix6 A ∈ Fn×m2 and a target
vector y ∈ Fn2 . The goal is to find a codeword of A that is closest to y in the Hamming distance.
The parameter k for this problem is the optimal distance. (This can also be thought of as a promise
problem similar to k-Set Cover.)
Arora et al. [ABSS97] give a reduction from Unique Set Cover and Label Cover which
shows that the problem NCP is as hard to approximate as those two problems. In particular, with
the inapproximability of Label Cover from parallel repetition [Raz98], their reduction implies
that this problem is quasi-NP-hard to approximate to within 2log
1−ε n factor.
On the parameterized inapproximability front, it was shown by Bhattacharyya et al. [BGKM18]
that there is no FPT algorithm that approximates the problem to within any constant factor,
assuming Gap-ETH. Later, the Gap-ETH assumption was bypassed by Bonnet et al. [BELM18] who
showed inapproximability of the problem under W[1]-hardness. (See also the manuscript [BBE+19]
which is a merge of [BGKM18] and [BELM18].) Nonetheless, the running time lower bounds in
both cases are not yet tight: for inapproximability factor of C, [BGKM18] yields a Gap-ETH-based
lower bound of T (k) ·Nkpoly(1/C) whereas [BELM18] yields an ETH-based lower bound of the form
T (k)·NΩC(poly log k). By plugging in Arora et al.’s reduction to Corollary 4, we immediately improve
the lower bound to the tight T (k) ·NΩ(k) for any constant factor:
Corollary 5. For any function T , assuming Gap-ETH, there is no T (k) ·No(k)-time algorithm that
can approximate k-Nearest Codeword to within any constant factor.
k-Closest Vector Problem. The k-Closest Vector problem in ℓp metric (k-CVPp) is similar
to the k-Nearest Codeword problem, except that k-CVPp is about lattices instead of linear
error-correcting codes and the distance in k-CVPp is measured in ℓp metric instead of Hamming
metric. In particular, we are given a generator matrix A ∈ Zn×m of a lattice and a target vector
y ∈ Zn. The goal is to find a vector in the lattice that is closest in the ℓp metric to y. For a
technical purpose explained next, we define the objective function to be the p-th power of the ℓp
distance, i.e., the objective is minx∈Zm ‖Ax − y‖pp. This objective also serves as the parameter k.
The reason the objective is defined this way is so that the problem is solvable in NO(k) time, by
trying all possible NO(k) vectors y′ with ‖y′ − y‖pp 6 k and checking whether y′ belongs to the
lattice.
The approximability status of k-CVP very much mirrors that of k-NCP. In particular, Arora
et al.’s reduction [ABSS97] also works for k-CVP, and gives the same inapproximability ratios.
The parameterized complexity of k-CVP is also similar to that of k-NCP: [BGKM18] yields a
Gap-ETH-based lower bound of T (k) · Nkpoly(1/C) whereas [BELM18] yields an ETH-based lower
bound of the form T (k) ·NΩC(poly log k) for approximating the problem to within a constant factor
C > 1. Once again, by applying Arora et al.’s reduction to Corollary 4, we immediately get the
tight running time lower bound for any constant approximation algorithms for the problem:
Corollary 6. For any function T and any constant p > 1, assuming Gap-ETH, there is no T (k) ·
No(k)-time algorithm that can approximate k-CVPp to within any constant factor.
6The set of codewords is {Ax | x ∈ Fm2 }.
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k-Minimum Distance Problem (aka k-Even Set). The k-Minimum Distance problem
(k-MDP) is the homogeneous variant of k-NCP. In k-MDP, we are given a generator matrix
A ∈ Fn×m2 of a linear error-correcting code and we would like to determine its distance, i.e.,
min06=x∈Fm2 ‖Ax‖0 where ‖ · ‖0 denote the Hamming weight.
Dumer et al. [DMS03] were the first to prove hardness of approximation for (the non-parameterized
version of) the problem. In particular, they show that, assuming NP 6= RP, the problem is hard
to approximate to within any constant factor; this is shown by first giving a randomized reduction
from NCP to MDP, which shows some constant factor inapproximability for the latter, and then
using self-tensoring to boost the gap. Since then, the reduction has been derandomized and simpli-
fied several times [CW12, AK14, Mic14]; these give NP-hardness of approximation to within any
constant factor, and quasi-NP-hardness of approximation to within 2log
1−ε n factor for the problem.
In the parameterized complexity and algorithms community, k-MDP is often referred to as the
k-Even Set problem. It had been a long-standing open question whether the (exact version of)
problem is FPT [DFVW99]. This was recently resolved by Bhattacharyya et al. [BGKM18] who
show, assuming Gap-ETH, that the problem is not only not FPT but cannot even be approximated
to within any constant factor in FPT time. Similar to Dumer et al.’s [DMS03], their reduction
is from k-NCP. As we discussed above, since they do not get a tight running time lower bound
for the latter, they also only get a running time lower bound of the form T (k) · Nkζ for some
small ζ > 0 for k-MDP. As we mentioned above, Bonnet et al. [BELM18] later gave a W[1]-
hardness of approximation for k-NCP, which implies also W[1]-hardness of approximating k-MDP
to within any constant factor. Once again, since their running time lower bound for k-NCP is only
T (k) ·NΩ(poly log k), the same holds for k-MDP.
Since we manage to give a tight running time lower bound for inapproximability of k-NCP
(Corollary 5), we can simply plug this into the reduction of [BGKM18] and obtain a tight running
time lower bound for inapproximability of k-MDP for a small constant factor as well:
Corollary 7. For any function T and any constant ε > 0, assuming Gap-ETH, no T (k)·No(k)-time
algorithm can approximate k-Minimum Distance to within a factor of (2− ε).
We remark here that the reason that we do not get tight running time lower bounds for larger
factor is that the self-tensoring gap amplification, similar to parallel repetition, blows up the pa-
rameter k (see the discussion in Section 10). We also note that, unlike previous problems where
asymptotically tight running time lower bounds for the their exact versions are known (or can be
shown elementarily), we are not aware of any such result even for the exact version of k-MDP
because the only hardness proof of the problem so far is from [BGKM18].
k-Shortest Vector Problem. The k-Shortest Vector problem in ℓp norm (k-SVPp) is the
homogeneous variant of k-CVPp. In particular, we are given a matrix A ∈ Zn×m and we want to
determine min06=x∈Zm ‖Ax‖pp. Once again, the parameter k is simply the objective.
On the (non-parameterized) hardness of approximation front, Micciancio [Mic00] showed NP-
hardness of approximating the problem to within p
√
2 factor, via a randomized reduction from CVP.
Unlike MDP, gap amplification by self-tensoring for SVP is considerably more complicated, but it
was eventually achieved by Khot [Kho05] who showed that the problem is NP-hard to approximate
to within any constant factor (under randomized reductions). The gap amplification step is later
simplified and extended by Haviv and Regev [HR12].
The progresses on parameterized approximability of k-SVP is similar to that of k-MDP. Bhat-
tacharyya et al. [BGKM18] observes that Khot’s reduction [Kho05] from k-SVP to k-CVP also
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works in the parameterized setting, which implies that the latter is Gap-ETH-hard to approximate
to within some constant factor in FPT time. The subsequent result of Bonnet et al. [BELM18]
relaxes the assumption from Gap-ETH-hardness to W[1]-hardness. Similar to above, the running
time lower bounds from these two proofs are only T (k) · Nkc for some small constant c > 0 (de-
pending on p) and T (k) · NΩ(poly log k) respectively. Since we now have an asymptotically tight
running time lower bound for inapproximability of k-CVP (Corollary 6), we may apply Khot’s
reduction [Kho05] to it, which yields:
Corollary 8. For any function T and any constant p > 1, assuming Gap-ETH, no T (k)·No(k)-time
algorithm can approximate k-SVPp to within a factor of (1 + δp) for some δp > 0.
1.2 Other Related Works
Agreement Testing Theorems
As we will discuss in more details in Section 2.3, our result is proved via an agreement testing
theorem. This is a theorem of the following form: suppose that we have a collection of local
functions {fS}S∈S where each fS has a domain S which is a subset of a universe U , such that
it passes certain “local agreement tests” with sufficiently large probability. Then, one can find a
global function g (with domain U) such that g “mostly agrees” with many of the local functions.
Theorems of this form have long been studied. For instance, many of the low degree tests
(e.g., [RS97, AS03]) can be stated in this form, although they often require fS to be from a certain
family of functions (e.g. low degree). On the other hand, our agreement testing theorem (see
Theorems 10 and 11) is more combinatorial in nature and does not impose any requirements on
the functions fS’s. Hence, our agreement testing theorem is more closely related to the question
of direct product test [GS00, DR06, IKW12, DS14b, DN17, GK18], for which the collection7 S
contains all subsets of sizes ℓ of the universe U and the local functions can be arbitrarily. There are
also combinatorial agreement theorems beyond direct product tests; for instance, [DK17, DD19]
consider collections S that corresponds to layered-set systems, such as high-dimensional expanders,
and [DFH19] proves a “higher-dimensional” version of the direct product test.
Nonetheless, all the tests mentioned in the previous paragraph consider the case where the
subsets in S are of small size compared to the universe U (i.e. ℓ ≪ U), but there are a lot of
sets (i.e. |S| > |U |). Here, we study the opposite regime of parameters: the number of our sets
|S| is small and will be the parameter k of our Label Cover instance, whereas the size of the
sets S1, . . . , Sk are very large, i.e., of the order of Θ(n/k). This is the same regime as studied in a
previous work of Dinur and the author [DM18a]. In fact, as we will discuss at the end of Section 2,
our agreement testing theorem can be seen as a generalization of that in [DM18a].
1.3 Organization
The rest of this work is organized as follows. In Section 2, we give an overview of our proof. Next,
in Section 3, we define additional notations that will be subsequently used. We then prove our
main agreement theorem in Section 4. In Section 5, we use the main agreement theorem to provide
a soundness guarantee of our reduction; this guarantee is in a generic form, in the sense that the
parameters are not yet specified. These parameters are calculated in Section 6, and the soundness
7Sometimes the domains are viewed as tuples instead of sets, but, to the best of our knowledge, this does not
significantly change the nature of the tests.
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with specific parameters are then given in Section 7. Section 8 contains the (simple) proof of
our hardness for Label Cover. We then explain how it implies hardness for other problems in
Section 9. Finally, we end by posting several open questions in Section 10.
2 Proof Overview
In this section, we will describe our main reduction and the proof overview for its main properties.
To do so, let us first state a few conventions, starting with additional notations for 3-SAT. A 3-
CNF formula Φ consists of a set X of variables and a set C of clauses; each clause is an OR of
at most 3 literals from X. For every clause C ∈ C, we use var(C) to denote the set of variables
appearing in C. Similarly, for each subset T ⊆ C of clauses, var(T ) denote the set of variables
appearing in at least one clause in T , i.e. var(T ) =
⋃
C∈T var(C). An assignment φ of Φ is simply
a function φ : X → {0, 1}. For a subset of variables S ⊆ X, an assignment to S is a function
φS : S → {0, 1}. The value of an assignment φ, denoted by valΦ(φ), is the fraction of clauses
satisfied by the assignment φ. When Φ is clear from the context, we may drop the subscript Φ and
write val(φ) instead of valΦ(φ). The value of the 3-CNF formula Φ is the maximum value among
all assignments, i.e. val(Φ) := maxφ:X→{0,1} valΦ(φ). Throughout this work, we assume that each
variable appears in at most ∆ clauses and at least one clause; this can be assumed without loss of
generality for Gap-ETH (see the discussion after Conjecture 2).
Another convention we will make is that we will use the notion of weak agreement value instead
of value for Label Cover in the soundness (i.e. NO case). This new notion of weak agreement
value, which we will define below, is stronger (i.e. harder to prove soundness for) than the original
definition of value, and hence proving soundness against weak agreement value will imply Theorem 1
as well. Historically, the notion of weak agreement value first appears in the work of Feige [Fei98]
who needs to modify the parallel repeated Label Cover instance to achieve soundness in terms of
weak agreement value. It seemed initially that achieving soundness for weak agreement value might
be harder than that of the standard value; however, it was later pointed out by Moshkovitz [Mos15]
that the two notions can be translated back and forth with little loss in parameters. Nonetheless, we
choose to work with weak agreement value soundness since it is both more intuitive in our context
and it is already compatible with Feige’s reduction for Max k-Coverage (see Theorem 25).
We now move on to define weak agreement value. To do so, we first formalize the notion of left
labeling. For a label cover instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E), its left labeling is a
tuple σ = (σu)u∈U where σu ∈ Σu. We say that a left labeling σ = (σu)u∈U weakly agrees on a right
vertex v ∈ V iff there are two distinct neighbors u1, u2 of v such that π(u1,v)(σu1) = π(u2,v)(σu2).
The weak agreement value of a left labeling σ = (σu)u∈U , denoted by weak-valL(σ) (or simply
weak-val(σ)), is defined as the fraction of right vertices on which σ weakly agrees, i.e.,
weak-val(σ) =
|{v ∈ V | ∃u1 6= u2 ∈ N(v), π(u1,v)(σu1) = π(u2,v)(σu2)}|
|V | .
The weak agreement value of an instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) is defined as
weak-val(L) := maxσ weak-valL(σ).
The main theorem we will prove is the following, which is similar to Theorem 1 except that in
the soundness (i.e. NO case) val is replaced by weak-val:
Theorem 9. Assuming Gap-ETH, the following holds. For every constant t ∈ N \ {1} and δ > 0,
and any function T , there is no T (k)·No(k)-time algorithm that can, given a Label Cover instance
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L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) of size N with k = |U | such that the constraint graph
(U, V,E) is bi-regular with right degree t, distinguish between the following two cases:
• (Completeness) val(L) = 1.
• (Soundness) weak-val(L) < δ.
In Appendix A, we give a simple proof of how the above theorem implies Theorem 1. We remark
here that it is needed that we can get weak agreement value soundness for any sufficiently large
integer t; this is because translating weak-val(L) to val(L) results in an additive loss of roughly 1/t.
2.1 The Reduction
Having defined the required notations, we are now ready to describe our reduction from the gap
version of 3-SAT to Label Cover. Suppose that we start with a 3-CNF formula Φ = (X, C) with
m clauses. Our resulting Label Cover instance L will have the following properties w.h.p.:
• (Completeness) If val(Φ) = 1, then val(L) = 1.
• (Soundness) If val(Φ) < 1− ε, then weak-val(L) < δ.
• (Right Degree) L is bi-regular with right degree t.
• (Size Bound) The size of L is at most 2Oε,δ,t(m/k) where k denotes the number of right vertices
in L.
Here ε, δ > 0 and t ∈ N\{1} can be any constants, which are taken as parameters of the reduction;
notice that they effect the size of L but, as long as ε, δ, t are constants, the size remains 2O(m/k).
Before we state the reduction itself, observe that, if we can give a reduction that satisfies the
above properties, then we have proved Theorem 9. The reason is that, if we have an T (k)·No(k)-time
algorithm that can distinguish between the two cases in Theorem 9, then, given a 3-SAT instance
Φ, we can run it through the above reduction and then run the algorithm on the resulting Label
Cover instance. Since the size of the Label Cover instance is only N = 2O(m/k), the running
time is 2o(n). In other words, this algorithm can distinguish between val(Φ) = 1 and val(Φ) < 1− ε
in 2o(n) time, which would violate Gap-ETH.
We now move on to describe the reduction, which is quite simple and intuitive. The main
idea is that, we first pick a random collection of clauses T = {T1, . . . , Tk} where each clause C is
included in each subset Ti independently with probability p =
C
k for a sufficiently large constant
C (depending on t, ε, δ,∆) which will be chosen later. Each left vertex in U corresponds to a
subset Ti; its alphabet contains all assignments to var(Ti) that satisfy all the clauses in Ti. Each
right vertex performs an “agreement test” that t of the assignments to the subsets agree on their
intersection. More specifically, we have one right vertex for each {Ti1 , . . . , Tit} with alphabet set
being all assignments to
⋂
j∈[t] var(Tij ). This right vertex has an edge to each of Ti1 , . . . , Tit with
the natural constraint: πTij ,{Ti1 ,...,Tit} simply projects an assignment φTij : Tij → {0, 1} to its
restriction φTij |var({Ti1 ,...,Tit}). A more formal description of the reduction is given below.
Definition 2. Given a 3-CNF formula Φ = (X, C), a collection T of subsets of C and an integer
t > 2, let the Label Cover instance LΦ,T ,t = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) be as follows:
• The left vertex set U is simply T .
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• The right vertex set V is (Tt ), which contains all t-size subcollection of T .
• There is an edge in E between T ∈ A and {Ti1 , . . . , Tit} ∈ B iff T ∈ {Ti1 , . . . , Tit}.
• The alphabet ΣT of T ∈ A is the set of assignments to var(T ) that satisfies all clauses in T .
• The alphabet Σ{Ti1 ,...,Tit} of {Ti1 , . . . , Tit} ∈ B is the set of all assignments to
⋂
j∈[t] var(Tij ).
• The constraint π(T,{Ti1 ,...,Tit}) : ΣT → Σ{Ti1 ,...,Tit} sends φT ∈ ΣT to its restriction φT |⋂j∈[t] var(Tij ).
Let us now check that the constructed instance satisfies the desired properties. First, it is
obvious that the instance is bi-regular and that the right degree of each vertex is exactly t. Secondly,
since each Ti includes each clause independently at random with probability p =
C
k , its size is
O(m/k) with high probability. This means that the size of the instance, which is dominated by
the size of the left alphabet sets, is only 2O(m/k) as claimed. Moreover, if Φ is satisfiable, then we
may pick a left labeling of LΦ,T ,t to be restrictions of a satisfiying assignment of Φ. Since these are
restrictions of a single global assignment, all of them are consistent and val(LΦ,T ,t) = 1 as desired.
Hence, we are only left to prove the soundness of the reduction and this is indeed the ma-
jority of our contribution. It is more convenient to prove this contrapositively: suppose that
weak-val(LΦ,T ,t) > δ, i.e. there exists a left labeling σ = (σT )T∈T such that weak-val(σT ) = 1. We
would like to “decode” back an assignment φ for Φ such that valΦ(φ) > 1− ε.
2.2 Rephrasing the Soundness Proof as an Agreement Testing Theorem
As alluded to earlier, this “decoding” will be done via an agreement testing theorem. To prove
this, let us first formulate the notions for “agreements” of functions, starting with that of a pair of
functions:
Definition 3 (Disagreement of Two Functions). For two functions f1 : S1 → {0, 1} and f2 : S2 →
{0, 1}, we write disagr(f1, f2) to denote |{u ∈ S1 ∩ S2 | f1(u) 6= f2(u)}|.
We can then define t-wise weak agreement probability of a collection of functions as follows:
Definition 4 (t-Wise Weak Agreement Probability). Let S be a collection of subsets of [n]. Con-
sider a collection of functions F = {fS}S∈S where fS is a function from S to {0, 1}. The t-wise
weak agreement probability of F is defined as
t-weak-agr(F) := Pr
{S1,...,St}⊆S
[∃i 6= j ∈ [t], fSi |S1∩···∩St = fSj |S1∩···∩St ].
In other words, t-weak-agr(F) is the probability that the following agreement test accepts on
collection F : pick random t distinct sets S1, . . . , St from S and accepts iff at least two of the
functions fS1 , . . . , fSt agree on S1 ∩ · · · ∩ St.
We will next (informally) state our main agreement testing theorem. Recall that an agreement
testing theorem is of the form: if a collection of local functions F = {fS}S∈S passes a “local
agreement test” with sufficiently large probability, then we can find a global function g : [n]→ {0, 1}
that “mostly agrees” with many of the local functions.
Our agreement testing theorem works for the test described above (whose acceptance probability
corresponds to t-weak-agr(F)) and for the case that S is a collection of k random subsets of [n]
where each element is included in each subset independently with probability Ck for a sufficiently
large C. The theorem is stated more precisely, but still informally, below; for the formal statement,
please refer to Theorem 11.
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Theorem 10 (Informal Main Agreement Testing Theorem). For any constants δ, t, ξ > 0 and any
sufficiently large C, k > 0 (depending on δ, t, ξ), let S be a collection of k random subsets of [n]
where each element is included with probability p = Ck . Then, the following holds with probability
1−oδ,t,ξ(1): for any collection F = {fS}S∈S of functions fS : S → {0, 1} such that t-weak-val(F) >
δ, there exists a subcollection S˜ ⊆ S of size Ωt,ξ (δk) and a global function g : [n]→ {0, 1} such that
ES∼S˜ [disagr(g, fS)] < ξ · (pn).
We quickly remark here that each set S is (w.h.p.) of size O(pn). Hence, for small ξ > 0, the
conclusion E
S∼S˜ [disagr(g, fS)] < ξ · (pn) states that g disagrees with most of fS on a very small
fraction of the domain of fS.
The proof of the above theorem is indeed our main contribution, and it easily implies the
soundness of our reduction, which is outlined next. As their names suggest, t-weak-agr(F) is
closely related to the weak agreement value of a left labeling σ of our Label Cover instance LΦ,T ,t.
Specifically, we may view the left labeling σ = (σT )T∈T as a collection of functions F = {fS}S∈S
where S = {var(T ) | T ∈ T } and fvar(T ) = σT . From this perspective, weak-val(σ) is exactly
equal to t-weak-agr(F). Hence, if weak-val(σ) > δ, then Theorem 10 gives us a global assignment
φ : X → {0, 1} and an Ω(k)-size subcollection T˜ ⊆ T such that E
T∼T˜ [disagr(φ, σT )] < ξ · (pn),
i.e. φ “mostly agrees” with many local functions. Intuitively, this assignment should satisfy most
of the clauses because each local function σT satisfies all clauses in T . This is indeed true: for
sufficiently large C and sufficiently small ξ, the condition E
T∼T˜ [disagr(φ, σT )] < ξ · (pn) implies
that valΦ(φ) > 1− ε, as desired. (See Lemma 15 for the formalization of this.)
The readers might have noticed an inaccuracy in the above argument: while T = {T1, . . . , Tk}
consist of random subsets of clauses, S = {var(T1), . . . , var(Tk)} is clearly not distributed as re-
quired in our agreement testing theorem. In particular, two variables in a clause are more likely
to appear together in var(Tj) than those that do not share a clause. While this does make our
proof somewhat more technical, it turns out that this does not pose a significant issue, because
our argument for the agreement testing theorem actually works for any S provided that they are
“sufficiently random-looking”. The exact requirements for S can be found in the formal statement
of the theorem (Theorem 11).
2.3 Proving the Agreement Testing Theorem
We have now reduced our task to simply proving the agreement testing theorem (Theorem 10).
The general structure of the proof of Theorem 10 is similar to previous works, especially that of
Dinur and the author [DM18a].
A general starting step of known proofs of agreement testing theorems is to define an appropri-
ate notion of multi-level consistencies between functions. The point here is that, while the (small)
acceptance probability only implies that a small fraction of pairs of functions are “strongly consis-
tent”, there will be structural properties between different level of consistencies that we can exploit
so that we can “zoom in” to a smaller collection of functions such that most pairs are “weakly
consistent”. Once this is established, one typically lets the desired global function g be simply the
majority of these functions. To apply such a framework to our context, we mainly have to specify
three things:
• The notions of “strong consistency” and “weak consistency”.
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• The structural properties relating “strong consistency” and “weak consistency”, and how it
allows us to “zoom in” to a smaller collection of functions that are mostly “weakly consistent”.
• Prove that taking the majority of functions in the collection from the previous step yields a
desired global function g.
Strong and Weak Consistencies. As stated earlier, we would like to define the “strong consis-
tency” between pairs of functions so that it can be easily related to the acceptance probability of
the test, which in our case is t-weak-val(F) > δ. In this case, we define it as follows: two functions
fS1 , fS2 ∈ F are “strongly consistent” if, for a random subsets {Si1 , . . . , Sit−2} ⊆ S \ {S1, S2}, we
have fS1 |S1∩S2∩Si1∩···∩Sit−2 = fS2 |S1∩S2∩Si1∩···∩Sit−2 with probability at least β. It is not hard to see
that, when we set β to be a sufficiently small constant (depending on δ, t), at least Ωt(δ) fraction
of pairs of functions in F must be strongly consistent.
The notion of “weak consistency” of a pair of functions is a bit less intuitive to define, but
will make more sense when we describe the structural property we want in the next paragraph.
In particular, for a sufficiently small constant α > 0, two functions fS1 , fS2 ∈ F are “weakly
consistent” if, for a random subsets {Si1 , . . . , Si2t−3} ⊆ S\{S1, S2}, we have fS1 |S1∩S2∩Si1∩···∩Si2t−3 =
fS2 |S1∩S2∩Si1∩···∩Si2t−3 with probability at least α. Similar to β, we will pick α to be a very small
constant (much smaller than β); note that for a sufficiently small choice of α, it will also be the
case that “strong consistency” implies “weak consistency”.
The Structural Property: Red-Blue Transitivity. The structural property we will use is
the notion of red-blue transitivity, as defined in [DM18a]. A red-blue graph is a graph where each
edge is colored either red or blue:
Definition 5 (Red-Blue Graphs). A red-blue graph is an undirected graph G = (V,E = Er ∪ Eb)
where the edge set E is partition into two sets Er, the set of red edges, and Eb, the set of blue edges.
We use prefix “red-” and “blue-” to refer to the corresponding notion in the red graph (V,Er) and
the blue graph (V,Eb) respectively. For instance, u is said to be a red-neighbor of v if {u, v} ∈ Er.
We let the two-level consistency graph be a red-blue graph where the vertex set is the set
of functions in F , the blue edges represent strong consistency, and non-edges represents weak
consistency. (That is, a red edge means that the endpoints are not even weakly consistent.) The
key property this graph has is the so-called red-blue transitivity, defined below:
Definition 6 (Red-Blue Transitivity). For any positive integer h ∈ N, a red-blue graph G = (V,E =
Er ∪Eb) is said to be h-red-blue-transitive if, for every red edge {u, v} ∈ Er, u and v have less than
h common blue-neighbors.
With an appropriate parameter h (i.e. h = Θ(α/β2)·k), it is not hard to show that the two-level
consistency graph is h-red-blue-transitive. Specifically, consider any pair {fS1 , fS2} that contains h
common blue-neighbors fSj1 , . . . , fSjh . For each common neighbor S, since {S1, S} and {S2, S} are
both blue edges, there must be many collections {Si1 , . . . , Sit−2} on which fS1 and fS are consistent
and many collections {S′i1 , . . . , S′it−2} on which fS and fS2 are consistent. This means that fS1 and
fS2 are consistent on {S}∪{Si1 , . . . , Sit−2}∪{S′i1 , . . . , S′it−2}, which is of size at most (2t−3). Since
there are many choices for each of the three parts of the union, it must be that fS1 and fS2 agree
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on many (2t − 3)-size subcollections; for an appropriately chosen h, this implies that fS1 and fS2
are weakly consistent. (The formal argument is given in Section 4.1.1.)
Red-blue-transitivity is useful because, as shown in [DM18a] (see Lemma 12), when the graph
is h-red-blue-transitive for a sufficiently small h and the number of blue edges is sufficiently large,
it is always possible to find a large subgraph that contains almost no red edges. In our context,
this is a subcollection S˜ ⊆ S such that most pairs of functions in {fS}S∈S˜ are weakly consistent.
Majority Decoding a Global Function. Now that we have found a large collection of functions
such that most pairs are weakly consistent. We now take the global function g to be the majority
of the functions in the collection, and we need to argue that g “mostly agrees” with most of the
functions in the collection.
It turns out that, for this step to go through, one only needs that the collection S˜ is “sufficiently
uniform” and that, for every pair fS1 and fS2 of weakly consistent functions, disagr(fS1 , fS2) is small.
(See Lemma 13.) For random collections, the former holds straightforwardly. Hence, we are only left
to show the latter. To get an intuition behind why this should hold, recall that, for weakly consistent
fS1 and fS2 , they must be consistent on many (2t − 3)-size subcollections S1, . . . ,SΘt(βk2t−3) ⊆ S.
For each such subcollection Si, we have fS1 and fS2 agree on S1 ∩ S2 ∩
(⋂
S∈Si S
)
. Hence, by
taking the union over all i, the two functions must agree on S1 ∩ S2 ∩
(⋃
i
⋂
S∈Si S
)
. The key
point here is that, for random subsets, if β is sufficiently large, then this already covers almost all
the universe, and hence fS1 , fS2 can disagree on only few coordinates. This part of the proof is
formalized through the notion of strong intersection disperser (Definition 8) and the parameters
are calculated in Section 6.4.
This concludes our proof overview. We note here that, in our actual proof in Section 4, we do
not define “strong consistency” and “weak consistency” but define the two-level consistency graph
directly. Nonetheless, the outline above remains the same as in the actual proof.
Remark on Similarities and Differences from Previous Works. As stated above, the
general outline of our proof is similar to that of [DM18a]; indeed, even some structural lemmas
(such as a lemma for finding a large almost non-red subgraph) from [DM18a] are used in black-box
manners in our proof. Nevertheless, the details of the two proofs are still quite different and we
would like to stress a couple of points here:
• 2-Wise vs t-Wise Tests. The main result of [DM18a] is an agreement testing theorem,
which is almost the same as ours but only works when t = 2. That is, the test there is simply
just: pick two random functions fS1 and fS2 , and accept if they agree on the intersection of
their domains. In this sense, our work can be viewed as a generalization of [DM18a].
For t = 2 (in [DM18a]), the notion of strong consistency is simply that the two functions agree
on their intersection. This simplifies many steps. For instance, to see that the weakly consis-
tent pairs disagree on few coordinates, one only needs to show that union of sufficiently many
random subsets cover almost the whole universe (i.e. it is a disperser), which can be shown
via a single Chernoff bound. On the other hand, we have to formulate the aforementioned
notation of strong intersection disperser, whose proof is non-trivial (Section 6.4.1).
• Tightness of Parameters. Even for the case t = 2, the parameters achieved in [DM18a]
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is far from tight. In fact, the main agreement theorem in [DM18a] does not8 give anything
non-trivial for the case where the sets S1, . . . , Sk are of size at most O(
n√
k
); equivalently, the
quantitative parameters there do not give a lower bound beyond T (k) · NΩ(
√
k) for Label
Cover. To get the asymtotically tight lower bounds, we have to be more careful in our
analysis; for instance, our agreement analysis needs to use the fact that the restriction of
the collection onto Si ∩ Sj are “random-like” with sufficiently good parameters, which is not
needed in [DM18a]. (See the requirements in Theorem 11.) Such subtleties are required to
make sure that the parameters are asymtotically tight.
On the other hand, [DM18a] does face some challenges that are not present in this paper, because
they would like their test to work even for a very small agreement δ ≈ 1
k1−o(1)
. To achieve this
goal, [DM18a] has to consider a generalized notion of red-blue transitivity. In contrast, we do not
have to do so here since we only focus on the case where δ is an arbitrarily small positive constant.
3 Preliminaries
3.1 “Random-Like” Properties of Set Systems
A set system is a pair (U,S) where U is the universe (i.e. ground set) and S is a collection of subsets
of U . When it is clear from the context what U is, we might refer to S itself as a set system. For
a set A ⊆ U , we use S|A to denote {S ∩A | S ∈ S}; we call S|A (resp. (A,S|A)) the restriction of
S (resp. (U,S)) onto A.
As stated earlier, we have to prove an agreement testing theorem that works not only with
just actually random subsets but also “random-like” subsets, because we will apply it on the sets
of variables appearing in random subsets of clauses. Towards this goal, we define two properties
of “random-like” subsets that are required for the agreement testing theorem; we will show in
Section 6 that even the subsets of variables appearing in random subsets of clauses satisfy these
properties with strong parameters.
3.1.1 Uniformity
The first property is uniformity, which was also used in [DM18a]. Informally, uniformity says that
most of the elements appear in “many subsets” in the collection S˜.
Definition 7 (Uniformity). A set system (U, S˜) is (γ, µ)-uniform if, for at least (1 − µ) fraction
of elements u ∈ U , u appears in at least γ fraction of the subsets in S˜. In other words, S˜ is
(γ, µ)-uniform if and only if |{u ∈ U | PrS∼S˜ [u ∈ S] > γ}| > (1− µ)|U |.
3.1.2 Strong Intersection Dispersers
The second property is what we call strong intersection dispersers. To motivate the definition, recall
the notion of disperser ; roughly speaking, a set system (U,S) is a disperser if, for any sufficiently
large number of subsets from S, their union covers almost the whole universe. The difference in
8Specifically, the main agreement theorem (Theorem 21) in [DM18b] is only non-trivial when βn < |S|, but β is
always at least 1/
√
k. Note here that the conference version [DM18a] has an even poorer quantitative parameters
and can only give a running time lower bound of the form T (k) ·NΩ(log k).
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strong intersection disperser is that we replace their union with their union of intersections. This
is stated more formally below.
Definition 8 (Strong Intersection Disperser). A set system (U,S) is an (r, ℓ, η)-strong intersection
disperser if, for any r distinct subcollections S1, . . . ,Sr ⊆ S each of size at most ℓ, we have∣∣∣∣∣∣U \
⋃
j∈[r]
 ⋂
S∈Sj
S
∣∣∣∣∣∣ 6 η · |U |. (1)
We note that the “strong” in the name of strong intersection disperser is added because,
in [DM18a], “intersection disperser” was used for a similar definition but with a condition that
S1, . . . ,Sr are disjoint. Indeed, it was pretty easy to see that random subsets form a (not strong)
intersection disperser with certain parameters, because the indicator variable for whether an ele-
ment is in
⋂
S∈Sj S is independent for each j ∈ [r]. On the other hand, this is more challenging for
strong intersection dispersers that we are using here. Indeed, a whole subsection (Section 6.4.1) is
devoted to proving such a statement.
3.2 Exponential Time Hypotheses
Recall that the exponential time hypothesis (ETH) states that there is no 2o(m)-time algorithm
that can solve 3-SAT where m denote the number of clauses. Note that the conjecture remains
equivalent even when we replace m with n, the number of variables. Specifically, the sparsification
lemma [IPZ01] implies that we may assume without loss of generality that each variable appears
in a bounded number of clauses. Hence, ETH may be stated as follows.
Conjecture 1 ((Randomized) Exponential Time Hypothesis (ETH) [IP01, IPZ01]). There exist
constants κ,∆ > 0 such that no randomized algorithm can, given a 3-CNF formula Φ in which each
variable appears in at most ∆ clauses, decides whether Φ is satisfiable (correctly with probability
2/3) in time O(2κm) where m denote the number of clauses.
The gap exponential time hypothesis (Gap-ETH) is a more recent conjecture, which is a
strengthening of ETH. It states that even the gap version of 3-SAT, where we have to distin-
guish between val(Φ) = 1 and val(Φ) < 1 − ε for some constant ε > 0, cannot be solved in 2o(m)
time. Similar to above, we may assume without loss of generality that each variable appears in a
bounded number of clauses. The statement of Gap-ETH is stated more formally below.
Conjecture 2 ((Randomized) Gap Exponential Time Hypothesis (Gap-ETH) [Din16, MR17]).
There exist constants ε, κ,∆ > 0 such that no randomized algorithm can, given a 3-CNF formula
Φ in which each variable appears in at most ∆ clauses, distinguish between the following two cases
(correctly with probability 2/3) in time O(2κm) where m denote the number of clauses:
• (Completeness) val(Φ) = 1.
• (Soundness) val(Φ) < 1− ε.
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4 Main Agreement Theorem
In this section, we will prove our main agreement theorem, for any set system that satisfies “random-
like” properties with certain parameters. The theorem can be stated as follows.
Theorem 11. For any 0 < η, ρ, α < 1 and t, k, n, d ∈ N such that t > 2 and k > 10t/α, let S be
any collection of k subsets of [n] such that, for every i, j ∈ [k], |Si∩Sj| 6 ρn and (S \{Si, Sj})|Si∩Sj
is an ( α(10t)2t · k2t−3, 2t− 3, η)-strong intersection disperser.
Let F = {fS}S∈S be any collection of functions, and let δ := t-weak-agr(F). Then, there exists
a subcollection S ′ ⊆ S of size at least δk
8t2
and a function g : [n]→ {0, 1} such that
E
S∈S′
[disagr(g, fS)] 6 n · √ρ ·
√
2048t8α
δ4
+ η.
Since there are many parameters in Theorem 11, let us point out what they are, when each subset
in S is a random subset that contains each element independently with probability p = Ck . In this
case, we have ρ ≈ p2. Moreover, α = α(C) and η = η(C) decreases and approaches zero as C →∞.
Thus, by picking C sufficiently large, we can get a guarantee of the form ES∼S′[disagr(g, fS)] <
ξ · (pn) for any ξ > 0. In other words, g disagrees with fS only on ξ fraction of the domain of fS
on average. A guarantee of this form will be suffice for our application to the soundness analysis
of our reduction.
We now proceed to the proof of the theorem; its structure is as outlined in Section 2.3.
4.1 Two-Level Consistency Graph
We start by defining our two-level consistency graph, which will be the same as described in
Section 2.3. For notational convenient, let us define a few more notations. We say that two
functions fS1 , fS2 ∈ F are consistent on S ′ ⊆ S iff fS1 |S1∩S2∩(⋂S∈S′ S) = fS2 |S1∩S2∩(⋂S∈S′ S). For a
parameter ℓ ∈ N and χ ∈ [0, 1], we say that two functions fS1 , fS2 ∈ F are (ℓ, χ)-consistent iff, when
we pick an ℓ-size subcollection S ′ of S \{S1, S2} uniformly at random, the probability that fS1 and
fS2 are consistent on S ′ is at least χ. For ℓ = 0, we say that fS1 and fS2 are (0, χ)-consistent for
all χ ∈ [0, 1].
With these notations, the two-level consistency graph can be defined as follows.
Definition 9 (Two-Level Agreement Graph). Given a collection of functions F = {fS}S∈S , two
real numbers 0 6 α 6 β 6 1 and a positive integer t > 2, we define the two-level consistency graph
GF ,α,β,t = (V F ,α,β,t, EF ,α,β,tr , EF ,α,β,tb ) as follows:
• The vertex set V F ,α,β,t is the collection S.
• The blue edges are the pairs {S1, S2} that are (t− 2, β)-consistent.
• The red edges are the pairs {S1, S2} that are not (2t− 3, α)-consistent.
4.1.1 Red/Blue-Transitivity of Two-Level Consistency Graph
As stated in the proof overview, the main structural property needed for the two-level consistency
graph is that it is h-red-blue-transitive for an appropriate value of h. The quantitative value of h
is stated and proved below.
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Observation 1. For any 0 < α 6 β 6 1 and any t, k ∈ N such that t > 2 and k > 10t/α, the
graph GF ,α,β,t is
(
2α
β2
· k
)
-red-blue-transitive.
Proof. Consider any pair of distinct subsets S1, S2 ∈ S, and suppose that they have q > (2α/β2)k
common blue-neighbors Si1 , . . . , Siq . For each such common neighbor Sij , the definition of blue
edges implies that there exist (r − 2)-size subcollections S1, . . . ,Sβ·( kt−2) on which fS1 and fSij are
consistent and S ′1, . . . ,S ′β·( kt−2) on which fS2 and fSij are consistent. This means that, for any
u, v ∈ [β · ( kt−2)], we have fS1 and fS2 are consistent on Su ∪ S ′v ∪ {Sij}.
Now, for every collection S∗ ⊆ S of size at most (2t− 3), the number of collections Su,S ′v, {Sij}
such that Su ∪ S ′v ∪ {Sij} = S∗ is at most (2t− 3) ·
(
2t−4
t−2
)
. As a result, fS1 and fS2 are consistent
at least (
β · ( kt−2))2 · q
(2t− 3) · (2t−4t−2 ) > 2α ·
(
k
2t− 3
)
.
subcollections of S \ {S1, S2} of size at most (2t − 3). Since there are only
(
k
2t−4
)
+ · · · + (k0)
subcollections of S \ {S1, S2} of size at most (2t− 4), the number of (2t− 3)-size subcollections of
S \ {S1, S2} on which fS1 and fS2 are consistent on is at least
2α ·
(
k
2t− 3
)
−
((
k
2t− 4
)
+ · · · +
(
k
0
))
> α ·
(
k
2t− 3
)
,
where the inequality follows from k > 10t/α. In other words, fS1 and fS2 are (2t− 3, α)-consistent,
which means that {S1, S2} is not a red edge, as desired.
We will use the following lemma from [DM18a] which will allow us to find a large almost non-red
subgraph from the two-level consistency graph.
Lemma 12 ([DM18b, Lemma26]). For every k, q, d ∈ N and every k-vertex q-red-blue-transitive
graph G = (V,Er ∪ Eb) such that |Eb| > 2kd, there exists a subset B ⊆ V of size at least d such
that |{(u, v) ∈ B ×B | {u, v} /∈ Er}| > |U |2(1− qkd2 ).
4.1.2 Bounding Disagreements on Non-Red Edges
The last component we need is a bound on disagreements between the endpoints of non-red edges,
which follows immediately from the fact that S is an ( α
(10t)2t
· k2t−3, 2t − 3, η)-strong intersection
disperser, as stated more formally below.
Observation 2. For any {S1, S2} /∈ EF ,α,β,tr , we have disagr(fS1 , fS2) 6 ρηn.
Proof. Since {S1, S2} /∈ EF ,α,β,tr , there exist (2t − 3)-size subcollections S1, . . . ,Sα·( k2t−3) ⊆ S \
{S1, S2} on which fS1 and fS2 are consistent.
For each j ∈ [α · ( k2t−3)], suppose that Sj = {Si1 , . . . , Si2r−3}; we may define S ′j ⊆ (S \
{S1, S2})|S1∩S2 as {Si1 ∩ (S1 ∩ S2), . . . , Si2r−3 ∩ (S1 ∩ S2)}. Notice that fS1 and fS2 agree on
S ′1, . . . ,S ′α·( k2t−3) with respect to the set system (S \ {S1, S2})|S1∩S2 . From our assumption, this set
system is an ( α
(10t)2t
· k2t−3, 2r− 3, η)-strong intersection disperser. From this and from α · ( k2t−3) >
α
(10t)2t
· k2t−3, we have disagr(fS1 , fS2) 6 η · |S1 ∩ S2| 6 ρηn as desired.
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The above lemma means that the non-red pairs disagree on only a small fraction of coordinate.
This in turn is sufficient for majority decoding to give a global function that mostly agrees with
most of the local functions from the almost non-red subgraph. The formalization of this is stated
below; we note here that the lemma is essentially the same as Lemma 27 in [DM18b], except that we
have a slightly sharpened bound that takes into account the bound on |Si ∩Sj |. For completeness,
we give the proof of this lemma is Appendix B.
Lemma 13 ([DM18b]). For any ζ, κ, ρ > 0, if F = {fS}S∈S′ is a collection of functions such that
PrS1,S2∈S′ [disagr(fS1 , fS2) 6 ζ · n] > 1− κ and that |S1 ∩ S2| 6 ρn for all distinct S1, S2 ∈ S ′, then
the function g : [n]→ {0, 1} defined by g(x) := Majority S∈S′
S∋x
fS(x) satisfies
ES∈S′[disagr(g, fS)] 6 n
√
ρκ+ ζ.
4.2 Putting Things Together
Now that we have all the pieces ready, we can plug them together and prove Theorem 11.
Proof of Theorem 11. Since r-weak-agr(F) = δ, there exists at least δ(kt) t-size subcollections
{S1, . . . , St} such that, for some i 6= j ∈ [t], fSi and fSj are consistent on {S1, . . . , Sr}; this latter
condition is equivalent to fSi and fSj are consistent on S ′ = {S1, . . . , Si−1, Si+1, . . . , Sj−1, Sj+1, . . . , Sr}.
Consider the map {fS1 , . . . , fSr} 7→ ({Si, Sj},S ′). Observe that this is an injection; as a result,
there are at least δ
(k
t
)
distinct ({Si, Sj},S ′)’s such that fSi and fSj are consistent on (r − 2)-size
subcollection S ′. Since δ(kt) > (k2) · ( δ4t2 ) ( kt−2) + ( δ4t2 ) k2 · ( kt−2), there are at least ( δ4t2 ) k2 pairs
{Si, Sj} such that Si and Sj agree on at least
(
δ
4t2
) ( k
t−2
)
(t− 2)-size subcollections (i.e. Si and Sj
are (t− 2, δ
4t2
)-consistent).
Now, let β = δ4t2 and consider the two-level agreement graph G
F ,α,β,t. Observation 1 implies
that GF ,α,β,t is q-red-blue-transitive for q =
(
2α
β2
· k
)
. Furthermore, the bound from previous
paragraph is equivalent to |EF ,α,β,tb | >
(
δ
4t2
)
k2. Applying Lemma 12 to GF ,α,β,t with d =
(
δ
8t2
)
k
implies that there exists S ′ ⊆ S of size at least d such that
|{(S1, S2) ∈ S ′ × S ′ | {S1, S2} /∈ EF ,α,β,tr |
|S ′|2 > 1−
qk
d2
= 1− 2048t
8α
δ4
. (2)
From Observation 2, the left hand side of (2) is a lower bound for PrS1,S2∈S′ [disagr(fS1 , fS2) 6
(ρη) · n]. Hence, we may invoke Lemma 13 on F ′, which gives a function g : [n]→ {0, 1} such that
E
S∈S′
[disagr(g, fS)] 6 n
√
ρ
(
2048t8α
δ4
)
+ ρη = n · √ρ ·
√
2048t8α
δ4
+ η
This concludes our proof.
5 Soundness Analysis I: Generic Guarantee
In this section, we will use the main agreement testing theorem from the previous section to analyze
the soundness of our reduction (Definition 2). The analysis of this section will be of “generic form”,
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in the sense that we will not plug in the parameters yet. These parameters for random subsets of
clauses will be calculated and incorporated in to the soundness analysis in the next two sections.
For a 3-CNF formula Φ and a collection T of subsets of its clauses, we write SΦ,T to denote the
collection {var(T )}T∈T . The generic soundness of our reduction can be stated as follows:
Theorem 14. For any 0 < η, ρ, α, γ, µ, δ < 1 and t, k, n, d ∈ N such that t > 2 and k > 10t/α, let
T = {T1, . . . , Tk} be any collection of clauses of Φ satisfying the following properties:
• For every i 6= j ∈ [k], | var(Ti) ∩ var(Tj)| 6 ρn.
• For every i 6= j ∈ [k], (SΦ,T \ {var(Ti), var(Tj)})|var(Ti)∩var(Tj) is an ( α(10t)2t · k2t−3, 2t− 3, η)-
strong intersection disperser.
• Any subcollection T˜ ⊆ T of size at least δk
8t2
is (γ, µ)-uniform.
If val(Φ) < 1− µ− (3∆/γ) · √ρ ·
√
2048t8α
δ4
+ η, then weak-val(LΦ,T ,t) < δ.
The above theorem follows almost immediately from the agreement testing theorem, as outlined
in Section 2.2. The only additional ingredient needed here is the following lemma from [DM18a],
which states that a global assignment that mostly agree with many local assignments must violate
few clauses, provided that the collection of clauses considered are sufficiently uniform:
Lemma 15 ([DM18a, Lemma 33]). Let T ∗ be any (γ, µ)-uniform collection of subsets of clauses
and σ be any labeling of T ∗. If there exists ψ : X → {0, 1} such that ET∈T ∗ [disagr(φ, σT )] 6 νn,
then val(ψ) > 1− µ− 3ν∆/γ.
Proof of Theorem 14. Suppose contrapositively that weak-val(LΦ,T ,t) > δ. In other words, there
exists a left labeling σ = (σT )T∈T with weak-val(σ) > δ. By viewing σ as collection F = {fS}S∈SΦ,T
where fvar(T ) = σT , we have t-weak-agr(F) > δ.
From Theorem 11, we can find a subcollection T˜ ⊆ T of size at least δk
8t2
and a function
ψ : X→ {0, 1} such that
ES∈S
Φ,T˜
[disagr(ψ, fS)] 6 n · √ρ ·
√
2048t8α
δ4
+ η.
From the third assumption, T˜ is (γ, µ)-uniform. Hence, we may apply Lemma 15, which implies
that val(ψ) > 1− µ− (3∆/γ) · √ρ ·
√
2048t8α
δ4 + η. This concludes our proof.
6 Parameters of Random Subsets of Clauses
In this section, we will calculate the parameters for the bounds needed in Theorem 14 (and more)
if we pick each subset in T by independently including each clause in it with probability p.
Throughout this section and the next section, we let Φ be any 3-CNF formula with n variables
and m clauses such that each variable appears in at most ∆ clauses and at least one clause. We
use C and X to denote the set of clauses and the set of variables of Φ respectively. Moreover, we
let T = {T1, . . . , Tk} be a collection of subsets of clauses selected by including each clause to each
subset independently with probability p.
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We say that an event occurs with high probability (w.h.p.) if the probability that it occurs
approaches one as n→∞ (or equivalently m→∞).
For a subset of variables X0 ⊆ X, we use CX0 to denote the collection of clauses with at least
one variable from X0, i.e., CX0 := {C ∈ C | var(C) ∩X0 6= ∅}.
6.1 Subset Size Bound
We start with the easiest property to prove: the bound on the size of each T ∈ T . While this is not
needed in Theorem 14, it will be needed to bound the size of our resulting Label Cover instance.
Proposition 16. W.h.p., |T | 6 2pm for all T ∈ T . Consequently, |S| 6 6p∆n for all S ∈ SΦ,T .
Proof of Proposition 16. Let us fix a subset Ti ∈ T . For every clause C, let XC denote the indicator
variable whether C belongs to Ti. XC ’s are i.i.d. Bernoulli random variable with mean p. Hence,
by Chernoff bound, we have
Pr[|Ti| > 2pm] = Pr[
∑
C∈C
XC > 2pm] = exp(−pm).
By taking union bound over all Ti ∈ T , we get the desired result.
6.2 Pairwise Intersection
Another property that is also simple to prove using Chernoff bound is that the intersection size
| var(Ti) ∩ var(Tj)| is O∆(p2n), as stated below.
Proposition 17. With high probability, for every i 6= j ∈ [k], | var(Ti) ∩ var(Tj)| 6 18p2∆2n.
Proof of Proposition 17. We will prove the statement for a fixed pair i, j; union bound over O(k2)
such pairs yields the desired result.
Let Xi = var(Ti). From Proposition 16, we have |Xi| 6 6p∆n. This implies that |CXi | 6 6p∆2n.
We will now bound Ti ∩ CXi . For every C ∈ CXi , let XC denote the indicator variable whether C
is included in Tj . XC ’s are simply i.i.d. Bernoulli random variables with mean p. As a result, by
Chernoff bound, we have
Pr[|Tj ∩ CXi | > 6p2∆2n] = Pr[
∑
C∈CXi
XC > 6p
2∆2n] 6 exp(−p2n).
In other words, w.h.p., we have |Tj ∩ CXi | 6 6p2∆2n. Finally, observe that | var(Ti) ∩ var(Tj)| 6
3|Tj ∩ CXi |. This yields the desired bound.
6.3 Uniformity
Next, we state the parameters for uniformity property. Since this exact same lemma was proved
before (as Lemma 36) in [DM18b], we will not repeat the proof here; note that the proof is once
again a simple Chernoff bound argument.
Proposition 18 ([DM18b, Lemma 36]). For any µ > 0, any subcollection T˜ ⊆ T of size at least
⌈8 ln(2/µ)/p⌉ is w.h.p. (p/2, µ)-uniform (with respect to the universe C).
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6.4 Strong Intersection Disperser
The last, and most challenging to prove, property is the parameters for strong intersection dis-
persers. A formal and quantitative version of the statement can be found below.
Lemma 19. For any constant ℓ ∈ N ∪ {0} and κ > 0, for every i 6= j ∈ [k], we have (SΦ,T \
{var(Ti), var(Tj)})|var(Ti)∩var(Tj) is a (κ(k − 2)ℓ, ℓ, 6∆ℓ · e−pκ(k−2)/ℓ)-strong intersection disperser
w.h.p.
The proof is divided into two parts. First, in Section 6.4.1, we argue that random subsets of a
universe form strong intersection dispersers with good parameters; note that this section does not
deal with 3-CNF formulae at all. Then, in Section 6.4.2, we show how to adapt this bound to give
the desired result on the collection SΦ,T .
6.4.1 Random Subsets are Strong Intersection Dispersers
We will show that, a collection of random subsets are w.h.p. strong intersection dispersers with
good parameters. The qualitative and formal statement is presented below.
Lemma 20. Let U be any universe of size m0, and let 0 < p, κ < 1 and ℓ ∈ N be any constants. Let
H = {H1, . . . ,Hk0} be a set system generated by including each element u ∈ U in each set Hj with
probability p. Then, H is a (κkℓ0, ℓ, 2ℓ · e−pκk0/ℓ)-strong intersection disperser with high probability
(as m0 →∞).
It turns out that proving that random subsets form a strong intersection disperser is almost
equivalent to the following natural question about monotone DNF formulae: for any monotone
DNF formula with width (at most) ℓ and size s on k variables, what is the maximum probability
that it evaluates to false under the p-biased distribution?
Recall that a monotone DNF formula of maximum width w and size s on k variables is an AND
of s distinct terms, each of which is an OR of at most w variables. We use Monotone-DNFs,w,k to
denote the set of all monotone DNF formula of size at least s and maximum width w on k variables.
Moreover, recall that, the p-biased distribution on {0, 1}k , denoted by π⊗kp , is the distribution
where each xi is i.i.d. True (= 1) w.p. p and False (= 0) w.p. 1− p.
We can prove the following lemma, which partially answers the question of above form (and
suffices for proving Lemma 20).
Lemma 21. For any ε, p ∈ (0, 1), k, ℓ ∈ N and f ∈ Monotone-DNFεkℓ,ℓ,k, we have
Pr
x∼π⊗kp
[f(x) = 0] 6 ℓ · (1− p)εk/ℓ.
Note here that, up to the dependency on ℓ, the above lemma is essentially optimal in the regime
where k ≫ ℓ, 1/ε. Namely, we can select Cεk variables and consider a DNF formula that consists
of every possible OR (of width ℓ) terms that contain at least one such variables. If we pick a
sufficiently large constant C = C(ℓ), then the size of the formula will be at least εkℓ. Moreover, the
formula always evaluate to false if all these variables are set to false, which happens with probability
(1− p)Cℓεk. This matches the bound we give in Lemma 21 up to the dependency on ℓ.
Before we prove Lemma 21, let us (briefly) argue why it immediately implies Lemma 20.
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Proof of Lemma 20. Let h = κkℓ0. We will bound the probability that a particular set of subcol-
lections H1, . . . ,Hh violates (1) and use union bound over all such tuples at the end.
Let us fix h distinct subcollections H1, · · · ,Hh ⊆ H each of size at most ℓ. To calculate the
probability that it violates (1), let us construct a monotone DNF f on variables X1, . . . ,Xk by
f(X1, . . . ,Xk) =
∨
j∈[h]
 ∧
Ti∈Tj
Xi
 .
Clearly, f has width (at most) ℓ. Moreover, the size of f is at least h, since each term is distinct.
Now, consider each element u ∈ U . For each j ∈ [h], let Xj(u) denotes the indicator variable
whether u belongs to Tj . Observe that u belongs to
⋃
j∈[h]
(⋂
H∈Hi H
)
iff f(X1(u), · · · ,Xk0(u)) = 1.
Since u is included in each Hj independently with probability p, (X1(u), · · · ,Xk0(u)) is distributed
as π⊗k0p . As a result, the probability that u is not included in
⋃
j∈[h]
(⋂
H∈Hi H
)
is exactly equal
to Pr
x∼π⊗k0p [f(x) = 0], which from Lemma 21 is at most ℓ · (1− p)
κk0/ℓ 6 ℓ · e−pκk0/ℓ.
Let Yu denote the event that u does not belong to
⋃
j∈[h]
(⋂
H∈Hi H
)
. Since Yu’s are independent
boolean random variables with mean at most ℓ · e−pκk0/ℓ, we may apply Chernoff bound, which
implies that
Pr

∣∣∣∣∣∣U \
⋃
j∈[h]
 ⋂
H∈Hi
H

∣∣∣∣∣∣ > 2ℓ · e−pκk0/ℓ ·m0
 = Pr[∑
u∈U
Y1 + · · ·+ Yu > (2ℓ · e−pκk0/ℓ) ·m0
]
< exp(−(2ℓ · e−pκk0/ℓ) ·m0)
= o(1).
In other words, a single (H1, · · · ,Hh) violates (1) with probability o(1). There are at most 2kh
such (H1, · · · ,Hh)’s. As a result, by union bound, we have that (1) holds for all (H1, . . . ,Hh) with
probability 1− o(1).
We now proceed to prove Lemma 21 by induction on ℓ.
Proof of Lemma 21. Base Case. Let us consider the case ℓ = 1. If f contains an empty term,
then obviously Pr
x∼π⊗kp [f(x) = 0] = 0. On the other hand, if f is an OR of at least εk variables.
Then, the probability that f is false (w.r.t distribution π⊗kp ) is at most (1− p)εk as desired.
Inductive Step. Suppose that the statement is true for ℓ = ℓ0. We will show that this is also
true for ℓ = ℓ0 + 1. Consider any f ∈ Monotone-DNFεkℓ0+1,ℓ0+1,k. Once again, if f contains an
empty term, then the statement is trivially true.
Otherwise, let us consider the following process, for m = ⌈εk/(ℓ0 + 1)⌉.
• Let S denote the set of all terms in f .
• For j = 1, . . . ,m:
– Let xij denote a variable that appears in the maximum number of terms in S. (Ties can
be broken arbitrarily.)
– Let Sj denote the set of terms that contain xij .
– Update S to be S \ Sj .
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For notational convenience, let us rearrange the coordinates so that ij = j for all j = 1, . . . ,m.
Notice that, in each step, we remove at most kℓ0 terms from S. Hence, at least
(
ℓ0
ℓ0+1
)
εkℓ0+1
terms remain at the beginning of each iteration. This means that, for all j ∈ [m], Sj is of size at
least
(
ℓ0
ℓ0+1
)
εkℓ0 .
For every j ∈ [m], we create a set Tj of OR terms by removing xj from each term in Sj . We
can now lower bound Pr
x∼π⊗kp [f(x) = 1] as follows:
Pr
x∼π⊗kp
[f(x) = 1] > Pr
x∼π⊗kp
 ∨
j∈[m]
 ∧
C∈Sj
C
 = 1

>
∑
i∈[m]
Pr
x∼π⊗kp
 ∨
j∈[m]
 ∧
C∈Sj
C
 = 1 ∧ xi = 1 ∧ xi−1 = · · · = x1 = −1

>
∑
i∈[m]
Pr
x∼π⊗kp
 ∧
C∈Si
C
 = 1 ∧ xi = 1 ∧ xi−1 = · · · = x1 = −1

=
∑
i∈[m]
Pr
x∼π⊗kp
 ∧
C∈Ti
C
 = 1 ∧ xi = 1 ∧ xi−1 = · · · = x1 = −1

=
∑
i∈[m]
Pr
x∼π⊗kp
 ∧
C∈Ti
C
 = 1
 · p(1− p)i−1, (3)
where the last inequality uses the fact that each coordinate of x is independent under π⊗kp , and
that x1, . . . , xi do not appear in any term in Ti.
Now, recall that each
(∧
C∈Ti C
)
is simply a monotone DNF formula with maximum width
ℓ0 − 1 and of size at least
((
ℓ0
ℓ0+1
)
ε
)
kℓ0 . Hence, by our inductive hypothesis, we have
Pr
x∼π⊗kp
 ∧
C∈Ti
C
 = 0
 6 ℓ0 · (1− p) εkℓ0+1 .
Plugging this back into (3), we get
Pr
x∼π⊗kp
[f(x) = 1] >
∑
i∈[m]
(
1− ℓ0 · (1− p)
εk
ℓ0+1
)
· p(1− p)i−1
=
(
1− ℓ0 · (1− p)
εk
ℓ0+1
)
·
∑
i∈[m]
p(1− p)i−1

=
(
1− ℓ0 · (1− p)
εk
ℓ0+1
)
· (1− (1− p)m)
> 1− ℓ0 · (1− p)
εk
ℓ0+1 − (1− p)m
> 1− (ℓ0 + 1) · (1− p)
εk
ℓ0+1 ,
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where the last inequality uses the fact that m > εk/(ℓ0 + 1).
Hence, the statement also holds for ℓ = ℓ0 + 1, which concludes our proof.
6.4.2 From Random Subsets to SΦ,T
We will now use the bound obtained for random subsets in the previous subsection to argue about
the collection SΦ,T . To do so, we also need the following lemma which allows us to translate strong
intersection dispersers from the collection T of subsets of clauses to the collection SΦ,T of subsets
of variables; its proof is exactly the same as that of Lemma 32 in [DM18b] except we replace
“intersection disperser” with “strong intersection disperser”, and is hence omitted.
Observation 3 ([DM18b]). If T is (r, ℓ, η)-strong intersection disperser, SΦ,T is (r, ℓ, 3∆η)-strong
intersection disperser.
We are now ready to prove Lemma 19.
Proof of Lemma 19. Let us fix i, j ∈ [k]. We will show that (SΦ,T \{var(T1), var(T2)})|var(Ti)∩var(Tj)
is a (κ(k − 2)ℓ, ℓ, 6∆ℓ · e−pκ(k−2)/ℓ)-strong intersection disperser with high probability. By taking
union bound over all k2 choices of i, j, we get the desired statement. For notational convenience,
we will only consider i = k − 1 and j = k; this is without loss of generality due to symmetry.
Let X∗ denote var(Tk−1) ∩ var(Tk). Furthermore, for i ∈ [k − 2], let T ∗i = Ti ∩ CX∗ . Notice here
that each T ∗i is distributed as follows: each clause C ∈ CX∗ is included in T ∗i independently with
probability p. Hence, by Lemma 20, we have T ∗ := {T ∗1 , . . . , T ∗k−2} is w.h.p. a (κ(k − 2)ℓ, ℓ, 2ℓ ·
e−pκ(k−2)/ℓ)-strong intersection disperser (with respect to the universe CX∗).
We may now translate from the universe CX∗ to X∗ by applying Observation 3. This implies that
{var(T ∗1 )∩X∗, . . . , var(T ∗k )∩X∗} is a (κ(k−2)ℓ, ℓ, 6∆ℓ·e−pκ(k−2)/ℓ)-strong intersection disperser with
respect to the universe X∗. We conclude the proof by observing that {var(T ∗1 )∩X∗, . . . , var(T ∗k−2)∩
X∗} = (SΦ,T \ {var(Tk−1), var(Tk)})|X∗ .
7 Soundness Analysis II: Guarantee for Random Subsets
We will now plug in the parameters from the previous section into Theorem 14 to give a soundness
guarantee when T consists of random subsets of clauses. The ready-to-use version of the theorem
is stated and proved below.
Theorem 22. For any constants ε, δ > 0 and ∆, t ∈ N such that t > 2, there exists a constant
C = C(ε,∆, δ, t) such that, if let T be a collection of k random subsets of clauses where each clause
is included in each subset with probability p = C/k, then, for any sufficiently large k, the following
holds with high probability: if val(Φ) < 1− ε, then weak-val(ΦΦ,T ,t) < δ.
Proof. We pick C to be
(
100∆t
εδ
)100t
ln(∆tεδ ). We will prove the statement for k > C
100. Let us define
the parameters as follows:
• µ = ε/2.
• γ = p/2.
• κ = (100∆tεδ )−50t.
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• α = (10t)2t · κ·(k−2)2t−3
k2t−3
< ε
2δ4
1010·∆5·t8 .
• ρ = 18p2∆2.
For the selected parameters, we have the following:
• From Lemma 19 with ℓ = 2t−3, we have: for every i 6= j ∈ [k], w.h.p. (SΦ,T \{Ti, Tj})|var(Ti)∩var(Tj)
is a ( α
(10t)2t
· k2t−3, 2t− 3, η) where
η = 6∆(2t− 3) · e− pκ(k−2)2t−3
(From our choice of p, κ) < 6∆ · e−100 ln(∆rεδ )
<
ε2
10 ·∆4 .
• From Proposition 17, we have | var(Ti) ∩ var(Tj)| < ρn for all i 6= j ∈ [k] w.h.p.
• From Proposition 18, we have that w.h.p. any subcollection T˜ ⊆ T of size at least ⌈8 ln(2/µ)/p⌉ 6
δk
8t2
is (µ, p/2)-uniform.
When all the high probability events above hold and weak-val(ΓΦ,T ,t) > δ, we may apply Theo-
rem 14 which implies
val(Φ) > 1− µ− 3∆
γ
· √ρ ·
√
2048t8α
δ4
+ η
> 1− ε
2
− 3∆
p/2
·
√
18p2∆2 ·
√
2048t8α
δ4
+ η
> 1− ε
2
−
√
648∆4 ·
(
2048t8
δ4
· ε
2δ4
1010 ·∆4 · t8 +
ε2
1010 ·∆4
)
> 1− ε,
which concludes our proof.
8 Inapproximability for Label Cover
Our main hardness of Label Cover (Theorem 9) now follows almost trivially from Theorem 22.
Proof of Theorem 9. Assume that Gap-ETH holds, and let ε be the gap in Gap-ETH. Moreover,
let δ > 0 and t ∈ N be any constants.
Let Φ be any 3-CNF formula such that each variable appears in at most ∆ clauses. Consider
LΦ,T ,t where T denote the collection of k subsets of clauses where each clause is included in each
subset independently with probability p = Ck where C is the constant from Theorem 22. If Φ
is satisfiable, then LΦ,T ,t is clearly also satisfiable. On the other hand, if val(Φ) < 1 − ε, then
Theorem 22 implies that weak-val(LΦ,T ,t) < δ w.h.p. Finally, Proposition 16 implies that the size
of LΦ,T ,t is only 2O∆,r,δ,ε(m/k) w.h.p.
Hence, if there is an T (k)·No(k)-time algorithm for distinguishing val(L) = 1 and weak-val(L) <
δ, the we can run this algorithm on LΦ,T ,t; this distinguishes val(Φ) = 1 and val(Φ) < 1− ε in time
2o(m), which would violate Gap-ETH.
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9 From Label Cover to Other Problems
In this section, we will describe how our hardness of approximation for Label Cover proved in
the previous section can be used to prove inapproximability of other problems mentioned in the
introduction. For brevity, we use the following convention throughout this section: for any instance
I of an optimization problem P , OPTP (I) denote the optimum of I with respect to P .
9.1 Right Alphabet Reduction for Label Cover
Our hardness of Label Cover is not yet in a ready-to-use form, because the reductions we will
apply below (see Theorem 25 and Theorem 27) blow the instance size up exponentially in terms of
the right alphabet size maxv∈V |Σv|. However, our result from the previous section does not have
a bound on this value; in fact, our reduction produces a Label Cover instance with large right
alphabet size (≈ NO(1/k)). Nevertheless, this turns out not to be an issue, since the right alphabet
size can be easily reduced while the left hand side (both the vertex set and alphabet sets) remains
the same, as stated below.
Lemma 23. For any parameter δ > 0, there is a polynomial time algorithm that, given a bi-regular
label cover instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) of size N and right degree t, produces
another bi-regular label cover instance L′ = (U, V ′, E′, {Σu}u∈U , {Σv′}v′∈V ′ , {π′e}e∈E′) with the same
left vertices and alphabets such that
• (Completeness) If L is satisfiable, then L′ is also satisfiable.
• (Soundness) If weak-val(L′) 6 weak-val(L) + δ.
• (Right Alphabet Size) For all v′ ∈ V ′, Σv′ = O(t2/δ).
• (Right Degree) The right degree of (U, V ′, E′) remains t.
The proof proceeds by replacing each right alphabet with an error correcting code with distance
1 − δ/t2; the point here is that, if a left labeling σ = (σu)u∈U does not weakly agree on v ∈ V ,
then every pair u1, u2 of v’s neighbors “disagree”, i.e., π(u1,v)(σu1) 6= π(u2,v)(σu2). Since we are
replacing Σv with an error correcting code with distance 1− δ/t2, they will still disagree on all but
δ/t2 fraction of the coordinates. This indeed ensures the soundness of the reduction. Below we use
the Hadamard codes only because the relationship between their alphabet sizes and distances are
simple. In general, one could use any code such that the relative distance is 1− Ω(1/q) where q is
the alphabet size.
Proof. We may assume w.l.o.g. that δ > 1/n, as otherwise the alphabet size already satisfies
|Σv| = O(t2/δ) for all v ∈ V and there is no need to modify the instance L at all.
Let R be maxv∈V |Σv|, q be the smallest prime such that q > t2/δ and ℓ = ⌈logq R⌉. Consider
the Hadamard code C : Fℓq → Fq
ℓ
q with alphabet size q, message length ℓ, block length qℓ and
relative distance 1− 1/q. We may associate each label in Σv for each v ∈ V with an element of Fq
ℓ
q .
With this in mind, we can define our new label cover instance L′ as follows:
• Let V ′ = V × [qt] and ΣV ′ = Fq.
• We add edges in E′ between each (v, j) ∈ V × [qt] to all neighbors u ∈ U of v.
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• We define the constraint π(u,(v,j)) by
π(u,(v,j))(β) := C(π(u,v)(β))j .
(In other words, we take the j coordinate of the codeword for π(u,v)(β).)
It is obvious that the completeness and alphabet size properties are satisfied. We now argue the
soundness property. Let us consider any left labeling σ = (σu)u∈U . From definition of weak-val(L),
at most weak-val(L) fraction of right vertices are weakly agreed on by σ. Let us now consider any
vertex v not agreed on by σV (with respect to L); this implies that any two distinct neighbors
u1, u2 of v have π(u,v)(σu1) 6= π(u,v)(σu2). For a fixed v and a pair of such (u1, u2), since the error
correcting code C has distance 1 − 1/q, C(π(u1,v)(σu1))j = C(π(u2,v)(σu2))j only for at most 1/q
fraction of j ∈ [qt]. Since there are only t2 such pairs (u1, u2) for such fixed v, (v, j) will be weakly
agree on by σ with respect to L′ on at most t2q 6 δ fraction of j ∈ [qt].
As a result, the fraction of vertices in V ′ that can be weakly agreed on by σ in L′ is at most
weak-val(L) + δ as desired. This indeed implies that weak-val(L′) 6 weak-val(L) + δ.
By applying the above lemma to Theorem 9, we can get a refinement of the hardness of ap-
proximation for Label Cover, where the right alphabet size is O(t2/δ), as stated below.
Lemma 24. Assuming Gap-ETH, the following holds. For every constant integer t > 2 and δ > 0,
and any function T , there is no T (k) ·No(k)-time algorithm that can, given a label cover instance
L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E) of size N with k = |U | such that the constraint graph
(U, V,E) is bi-regular with right-degree t, distinguish between the following two cases:
• (Completeness) val(L) = 1.
• (Soundness) weak-val(L) < δ.
• (Bounded Right Alphabet) For every v ∈ V , |Σv| < O(t2/δ).
9.2 Max k-Coverage
We now move on to specify how our hardness of approximating Label Cover from the previous
section can be used to improve running time lower bounds for inapproximability results of other
problems; as stated earlier, these are merely consequences of known reductions, which are not a
contribution of this work.
We start with the Max k-Coverage problem; Feige’s reduction that provide NP-hardness of
approximating the problem can be reformulated as follows.
Theorem 25 ([Fei98]). For any constant ε > 0, there exist constants δ > 0, t ∈ N and a polynomial-
time reduction that takes in a Label Cover bi-regular instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E)
with right degree t, and output an instance I ′ = (U ′,S, k) of Max k-Coverage such that
• (Completeness) If L is satisfiable, then OPTMax k-Coverage(I ′) = |U ′|.
• (Soundness) If weak-val(L) < δ, then OPTMax k-Coverage(I ′) < (1− 1/e+ ε) · |U ′|.
• (Size Bound) |S| 6 NL and |U ′| 6
∑
v∈V t
|Σv|.
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• (Parameter) The parameter k is preserved in the reduction.
We may apply the above reduction to our hardness of Label Cover in Lemma 24. Notice that,
while the universe size |U ′| of the resulting instance S can blow up exponentially in |Σv|, the bound
on the right alphabet size in Lemma 24 ensures that |Σv| = O(t2/δ) and hence |U ′| 6 Ot,δ(NL).
Thus, we arrive at the desired hardness of Max k-Coverage (Corollary 2).
9.3 k-Median and k-Mean
Guha and Khuller [GK99] gives a reduction from Max k-Coverage to the Uncapacitated
Facility Location problem, which is also applicable to the k-Median and k-Mean problems.
In particular, their reduction lets the elements in the universe be the clients and the subsets be
the the facility; the metric is then defined so that, for an element u and a subset S, d(u, S) = 1 iff
u ∈ S and d(u, S) = 3 otherwise. Selecting k facilities is exactly the same as selecting k subsets in
the Max k-Coverage problem. In the completeness case where there are k subsets that cover the
whole universe, these subsets give a solution to k-Median/k-Mean such that each client pays the
cost of 1. On other hand, in the soundness case, each client not covered by the subsets will have
to pay 3 for k-Median and 9 for k-Mean. To summarize, Guha and Khuller’s reduction has the
following properties:
Lemma 26 ([GK99]). There is a polynomial-time reduction that takes in an instance (U,S, k) of
Max k-Coverage and produces an instance (V, F, k) of k-Median and k-Mean such that
• If OPTMax k-Coverage(U,S,k)|U | = 1− τ , then OPTk-Median(V,F,k)|V | = 1+3τ and OPTk-Mean(V,F,k)|V | = 1+9τ .
• The parameter k is preserved in the reduction.
By applying the above reduction to Corollary 2, we immediately arrive at the hardness of
approximation for k-Median and k-Mean (Corollary 3).
9.4 k-Unique Set Cover
For the k-Unique Set Cover problem, we once again resort to the reduction of Feige [Fei98],
which is the same as the one in Theorem 25 above. In terms of Set Cover, the reduction yields
the following9:
Theorem 27 ([Fei98]). For any constants C > 1 and any integer t > 2, there exist constants δ > 0
and a polynomial-time reduction that takes in a Label Cover instance L = (U, V,E, {Σu}u∈U , {Σv}v∈V , {πe}e∈E)
with right degree t, and output an instance I ′ = (U ′,S, k) of k-Unique Set Cover such that
• (Completeness) If L is satisfiable, then there exist k subsets from S that covers each element
of U ′ exactly once.
• (Soundness) If weak-val(L) < δ, then OPTSet Cover(I) > C · k.
• (Size Bound) |S| 6 NL and |U ′| 6
∑
v∈V t
|Σv|.
• (Parameter) The parameter k is preserved in the reduction.
9Note that, in Feige’s original work [Fei98], the reduction is not stated in this term, but one can find such a
statement in, e.g., [KLM18].
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By applying the reduction to Lemma 24 with some fixed constant t (say t = 2), we arrive
at the claimed hardness of approximation for k-Unique Set Cover (Corollary 4). We remark
here that, for k-Unique Set Cover (and subsequent problems), we only need the hardness of
Label Cover for a particular t (e.g. t = 2) instead of for all constant t, as required for Max k-
Coverage. Indeed, this is the reason why, in the author’s thesis [Man19], the result from [DM18a]
can still be used to prove parameterized inapproximability for k-Unique Set Cover, despite the
fact that the hardness of approximation for Label Cover in [DM18a] is achieved only for t = 2.
However, as we mentioned earlier, the hardness in [DM18a] does not yield an T (k) ·NΩ(k) running
time lower bound even for t = 2, and hence the additional proof modifications in this paper are
still needed to achieve the tight running time lower bounds.
9.5 k-Nearest Codeword Problem and k-Nearest Vector Problem
Arora et al. [ABSS97] gives a reduction from Unique Set Cover to Nearest Codeword and
Nearest Vector. The properties of the reduction are stated below.
Theorem 28 ([ABSS97]). For any constant p > 1, there is a polynomial-time reduction that takes
in an instance (U,S, k) of k-Unique Set Cover and produces instances (A,x, k) of k-NCP and
(A′,x′, k) of k-CVPp such that
• (Completeness) If there exists k subsets in S that uniquely covers U , then OPTNCP(A,x) =
OPTCVPp(A
′,x′) = k
• (Soundness) If no t subsets in S that covers U , then OPTNCP(A,x) = OPTNVPp(A′,x′) > t.
• The parameter k is preserved.
By applying the above reduction to our hardness of approximating k-Unique Set Cover,
we immediately arrive at the desired inapproximability results for k-Nearest Codeword or k-
Nearest Vector (Corollaries 5 and 6).
9.6 k-Minimum Distance Problem
The reduction of Bhattacharyya et al. [BGKM18] from k-NCP to k-MDP can be summarized as
follows. (Note that, in the conference version of the paper, k′ is not chosen to be Oε(k). However,
it is easy to see that such a parameter setting is possible. For the formulation more similar to the
one below, please see Lemma 10.6 in [Man19].)
Theorem 29 ([BGKM18]). For every ε > 0, there exists a constant Cε > 1 and a (random-
ized) polynomial-time reduction that takes in an instance (A,x, k) of k-Nearest Codeword and
produces an instance (B, k′) of k′-Minimum Distance such that
• (Completeness) If OPTNCP(A,x) 6 k, then OPTMDP(B) 6 k′ with probability at least 1kO(k) .
• (Soundness) If OPTNCP(A,x) > Cε · k, then OPTMDP(B) > (2− ε) · k′.
• The new parameter k′ is Oε(k)
By applying the above reduction to our parameterized inapproximability of k-NCP (Corol-
lary 5), we immediately arrive at our hardness for k-MDP (Corollary 7).
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9.7 k-Shortest Vector Problem
Although Khot [Kho05] originally gives a reduction from CVP to SVP in the non-parameterized
setting, it was observed in [BGKM18] that the reduction also works in the parameterized setting
as well, as stated below:
Theorem 30 ([Kho05]). For every p > 1, there exist constants Cp > 1, δp > 0 and a (randomized)
polynomial-time reduction that takes in an instance (A,x, k) of k-CVPp and produces an instance
(B, k′) of k′-SVPp such that
• (Completeness) If OPTCVPp(A,x) 6 k, then OPTSVPp(B) 6 k′ with probability at least 0.9.
• (Soundness) If OPTCVPp(A,x) > Cp · k, then OPTSVPp(B) > (1 + δp) · k′ with probability at
least 0.9.
• The new parameter k′ is Op(k)
Theorem 30 and Corollary 6 immediately imply Corollary 8.
10 Conclusion and Open Questions
In this work, we have shown a strong running time lower bound for inapproximability of the Label
Cover problem, where we view the number of left vertices |U | as the parameter. As immediate
consequences, we have obtained strong running time lower bounds for inapproximability of Max
k-Coverage, k-Unique Set Cover and other related problems.
Despite the progress made in this paper, many aspects of parameterized inapproximability of
Label Cover remains open. Firstly, we have only managed to show hardness of approximation of
the problem under the Gap-ETH assumption. On the other hand, there has been many parameter-
ized hardness of approximation results shown under more standard (non-gap) assumptions. Hence,
a main question here is whether the inapproximability of Label Cover can be shown using a
non-gap assumption such as W[1] 6= FPT or ETH:
Open Problem 1. Is it W[1]-hard or ETH-hard to approximate Label Cover to within some
constant factor?
We remark here that this question is equivalent to the question of whether it is W[1]- or
ETH-hard to approximate 2-CSP (parameterized by the number of variables) to within some
constant factor10; Lokshtanov [LRSZ17] conjectured that the answer is positive and name the it
the Parameterized Inapproximability Hypothesis (PIH). It is also worthwhile to point out that, if
this conjecture is true, then it is also hard to approximate k-Clique to within any constant factor
(under the same assumption); currently k-Clique is only known to be hard to approximate under
Gap-ETH [CCK+17].
The second question is regarding the running time lower bound if we change the parameter.
An interesting parameter here is to consider the total number of vertices |U |+ |V |, instead of the
number of left vertices. Notice that, in our reduction, |V | is Θ(|U |t); hence, the running time lower
bound we can get is only of the form T (k) ·NΩ((|U |+|V |)1/t). Hence, we may ask the following:
10Since Label Cover is a special case of 2-CSP, this direction of the reduction is obvious. The other reduction
is from the so-called clause-variable game (see, e.g. [AIM14]).
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Open Problem 2. Is there an T (|U |+ |V |) ·No(|U |+|V |)-time constant factor approximation algo-
rithm for Label Cover?
Interestingly, the lower bound of the form T (|U | + |V |) ·NΩ(|U |+|V |) is not known even for the
exact version of the problem. This question is closely related to the following problem considered
by Marx in [Mar10]: is there a T (k) ·No(k)-time algorithm for the exact version of 2-CSP where
k denote the number of constraints (i.e. edges)? Marx provided a nearly matching lower bound
of T (k) · NΩ(k/ log k) for the problem; it remains open to close the gap of log k in the exponent.
Note that, if the tight lower bound of T (k) · NΩ(k) can be achieved for the exact (resp. (1 + ε)-
approximate) version of 2-CSP, then T (|U | + |V |) · NΩ(|U |+|V |) running time lower bound also
follows for the exact (resp. (1 + ε′)-approximate) version of Label Cover. This follows from the
well-known clause-variable reduction (see, e.g. [AIM14]). However, to the best of our knowledge,
the other direction of the implication (from Label Cover to 2-CSP) is unknown.
Regarding the individual problems we consider, there are many questions that are yet unan-
swered. Let us highlight a couple directions which we find interesting and touch upon more central
issues that might be more useful in a wider context. First is the question of whether/how to prove
a running time of the form T (k) · No(k) for any constant factor inapproximability of k-Minimum
Distance and k-Shortest Vector:
Open Problem 3. Is there an T (k) · No(k)-time constant factor approximation algorithm for k-
Minimum Distance and k-Shortest Vector?
All known inapproximability results (even NP-hardness) for k-Minimum Distance and k-
Shortest Vector with large factors proceed by first proving a hardness for small factors and
then amplify the gap via self-tensoring the instance repeatedly [DMS03, Kho05, HR12]. Similar to
parallel repetition, self-tensoring blow up the parameter from k to k2; the running time lower bound
will be only T (k) ·No(
√
k) even after one such operation. Hence, to prove lower bounds of the form
T (k) ·No(k), one likely has to come up with a different proof for a large factor inapproximability of
both problems, such as a “one-shot proof” that gives large factors without tensoring.
We remark that such an issue is also present beyond the parameterized regime. Specifically,
while it is possible to show (assuming Gap-ETH) that both problems are hard to approximate to
within some constant factor in 2o(N)-time [AS18, SV19], it is unknown how to extend this to any
constant factor. The barrier here is exactly the same as in the parameterized regime described
above, since self-tensoring also blows up the instance size from N to N2. Thus, it is possible that
resolving the above (parameterized) question might help make progress on this problem as well.
Our final question is the question about FPT approximability of k-Unique Set Cover. Recall
that a parameterized problem is said to be totally FPT inapproximable if there is no FPT time
algorithm that achieves f(k)-approximation for any function f . The question is whether this is the
case for k-Unique Set Cover:
Open Problem 4. Is k-Unique Set Cover totally FPT inapproximable?
The problem is particularly interesting because the reduction from Label Cover cannot give
totally FPT inapproximability for the k-Unique Set Cover problem. A detailed explanation can
be found in Section 9.8 of the author’s PhD dissertation [Man19]. A short version of this is that, we
can always assume without loss of generality that the number of right vertices in a Label Cover
instance is at most 2k, because we can merge two vertices together if they have the same set of
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neighbors. This implies that the soundness of k-Unique Set Cover in Feige’s reduction is at
most 2k. As a result, to prove total FPT inapproximability of k-Unique Set Cover, one has to
start from a different problem than Label Cover; this might help us identify new primitives for
parameterized hardness of approximation. On the other hand, if one hopes to answer the question
negatively, one has to come up with a new approximation algorithm for Unique Set Cover,
which could also be a potentially interesting direction for research.
Note that, due to the reduction of Arora et al. [ABSS97] (Theorem 28), if the answer turns
out to be “yes” for k-Unique Set Cover, then the same holds for k-Nearest Codeword and
k-Closest Vector. However, it might be possible to prove that these two are totally FPT
inapproximable without going through the Unique Set Cover. (Indeed, the inapproximability
results shown in [BELM18] for these two problems are not via Unique Set Cover.)
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A weak-val vs val for Label Cover: Proof of Theorem 1
In this section, we provide a simple proof that Theorem 9 implies Theorem 1. The main observation
here is that, if L is biregular with left degree t, then weak-val(L) < δ implies val(L) < δ + 1t .
Proof of Theorem 1 from Theorem 9. Suppose contrapositively that there exists a T (k)·No(k)-time
algorithm that can solve ν-Gap-Label-Cover for some ν > 0. We claim that this algorithm
can also distinguish the following two cases in Theorem 9, with parameters t = 2ν and δ =
ν
2 .
The completeness of the two theorems are exactly the same; hence, it suffices to argue that, if
weak-val(L) < δ, then val(L) < ν. To see that this is the case, consider any labeling σ = (σw)w∈U∪V
of L. Let σL = (σu)u∈U be the left labeling induced by σ. Observe that if σL does not weakly
agree on a right vertex u ∈ U , then at most one of the edges adjacent to it can be satisfied by σ.
Since weak-val(σL) < δ, we must have val(σ) < δ + (1− δ)(1/t) < ν.
Hence, val(L) < δ as desired, and, from Theorem 9, we violate Gap-ETH.
B Proof of Lemma 13
Here, we prove Lemma 13. The proof is almost quoted from [DM18a], except that, in (4), we
can bound disagr(fS1 , fS2) by ρn because we assume that |S1 ∩ S2| 6 ρn. In [DM18a], no such
assumption is made and hence the upper bound there is only the (trivial) bound of n.
Proof of Lemma 13. We have
ES1,S2∈S′ [disagr(fS1 , fS2)] 6 Pr
S1,S2∈S′
[disagr(fS1 , fS2) > ζn] · (ρn) + Pr
S1,S2∈S′
[disagr(fS1 , fS2) 6 ζn] · (ζn)
(4)
6 (κρ+ ζ)n. (5)
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We can then lower bound the expression on the left hand side as follows.
E
S1,S2∈S′
[disagr(fS1 , fS2)] =
∑
x∈[n]
Pr
S1,S2∈S′
[x ∈ S1 ∧ x ∈ S2 ∧ fS1(x) 6= fS2(x)]
>
∑
x∈[n]
Pr
S1,S2∈S′
[x ∈ S1 ∧ x ∈ S2 ∧ fS1(x) 6= g(x) ∧ fS2(x) = g(x)]
=
∑
x∈[n]
Pr
S1∈S′
[x ∈ S1 ∧ fS1(x) 6= g(x)] Pr
S2∈S′
[x ∈ S2 ∧ fS2(x) = g(x)]
(Since g(x) = Majority
S∈S′
x∈S
(fS(x))) >
∑
x∈[n]
Pr
S1∈S′
[x ∈ S1 ∧ fS1(x) 6= g(x)] Pr
S2∈S′
[x ∈ S2 ∧ fS2(x) 6= g(x)]
=
∑
x∈[n]
(
Pr
S∈S′
[x ∈ S ∧ fS(x) 6= g(x)]
)2
(Power Mean Inequality) >
1
n
∑
x∈[n]
Pr
S∈S′
[x ∈ S ∧ fS(x) 6= g(x)]
2
=
1
n
(
E
S∈S′
[disagr(g, fS)]
)2
. (6)
Combining (4) and (6) gives the desired bound.
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