This paper studies the structure of downlink sum-rate maximizing selective decentralized feedback policies for opportunistic beamforming under finite feedback constraints on the average number of mobile users feeding back. First, it is shown that any sum-rate maximizing selective decentralized feedback policy must be a threshold feedback policy. This result holds for all fading channel models with continuous distribution functions. Second, the resulting optimum threshold selection problem is analyzed in detail. This is a nonconvex optimization problem over finite-dimensional Euclidean spaces. By utilizing the theory of majorization, an underlying Schur-concave structure in the sum-rate function is identified, and the sufficient conditions for the optimality of homogenous threshold feedback policies are obtained. Applications of these results are illustrated for well-known fading channel models such as Rayleigh, Nakagami, and Rician fading channels. Rather surprisingly, it is shown that using the same threshold value at all mobile users is not always a rate-wise optimal feedback strategy, even for a network in which mobile users experience statistically the same channel conditions. For the Rayleigh fading channel model, on the other hand, homogenous threshold feedback policies are proven to be rate-wise optimal if multiple orthonormal data carrying beams are used to communicate with multiple mobile users simultaneously.
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Digital Object Identifier 10.1109/TIT. 2013.2239355 gain available in vector broadcast channels and to deliver improved power gains to mobile users (MU). Since its inception in [1] , it has attracted a great deal of attention from the wireless communications research community [2] - [18] . Its advantages are threefold. To start with, it attains the sum-rate capacity with full channel state information (CSI) to a first order for large numbers of MUs in the network [2] . Second, its operation only requires partial CSI in the form of signal-to-interference-plus-noise ratios . When compared with capacity achieving dirty paper precoding [19] , which requires phase and amplitude information from the transmit antenna array to all MUs, this leads to a significant reduction in the feedback load. The decrease in feedback load, in turn, reduces the latency of feedback acquisition and, therefore, facilitates tracking of the channel variations within the channel coherence time. Finally, OBF is easy to implement, which makes it a practical communication scheme for use in existing and next-generation wireless networks.
In this paper, we consider the classical opportunistic communication along multiple orthonormal beams. The focus is on the total downlink communication rate, and the base-station (BS) is provided only with partial CSI (i.e., downlink values) for scheduling such as in the IS-856 standard. Hence, dirty paper precoding, or any other transmit beamforming strategy requiring phase and amplitude information [20] , [21] to this end, is automatically disallowed in this setup. The wireless channels, and therefore the attained by different users on different beams, change over time. The BS selects the best user (with the highest ) per beam to maximize the sum-rate at the downlink opportunistically.
Although OBF reduces the amount of feedback load considerably, it still requires large amounts of data to be fed back for large numbers of MUs. This is an onerous requirement on the uplink feedback channel. What is needed is a selective decentralized feedback policy that will only choose a small subset of MUs to be multiplexed for feedback. In this case, the downlink sum-rate is certainly a function of the feedback policy selecting the MUs. Under this framework, we investigate the rate-wise optimal selective feedback policies for OBF and establish the structure of such policies under finite feedback constraints. We also compare the sum-rates achieved with and without user selection.
B. Contributions
We first show that any sum-rate maximizing selective decentralized feedback policy must be a threshold feedback policy (TFP) in which each MU decides to feed back or not by comparing its values with a predetermined threshold value.
Different MUs are allowed to have different thresholds if such heterogeneity in thresholds maximizes the total downlink rate. This result does not depend on the particular statistical model for the wireless channel as long as the resulting distribution is continuous.
Having established the optimality of threshold feedback policies, we now face the optimum threshold selection problem to further maximize the downlink sum-rate. This optimization problem is over the finite-dimensional Euclidean spaces with a nonconvex objective function. We solve the optimum threshold selection problem by identifying an underlying Schur-concave structure in the sum-rate function. In particular, we obtain sufficient conditions for the Schur-concavity of the sum-rate and, therefore, for the rate optimality of homogenous threshold feedback policies.
Rather surprisingly, our results reveal that a homogenous TFP is not always optimal even if the MUs experience statistically the same channel conditions. We provide a simple counterexample where the sum-rate is not Schur-concave, and one MU is preferred over the other by assigning a smaller threshold for this MU to minimize the feedback outage event probability. Suboptimality regions for the homogenous threshold feedback policies are further illustrated in cases of Rayleigh, Rician, and Nakagami fading models numerically.
On the more positive side, we show that the sum-rate is a Schur-concave function when two or more orthonormal beams are used to communicate with multiple MUs located in a Rayleigh fading environment. Therefore, the homogenous TFP satisfying the feedback constraint with equality is optimal. For this fading scenario, the difference between communication rates achieved with and without user selection is also illustrated. It is observed that there is almost no rate loss if the average number of MUs feeding back per beam is around five. From a practical point of view, this signifies a significant reduction in the feedback load without noticeable performance loss and provides an important cross-layer design parameter for the higher MAC layer for multiplexing MUs on the uplink to feed back.
II. RELATED WORK
This section briefly reviews the papers which are most relevant to ours. In this paper, we are motivated by opportunistic communication and random beamforming techniques and focus on the downlink sum-rate maximization under finite feedback constraints. For multibeam OBF, the capacity scaling laws were first obtained by Sharif and Hassibi in [2] . They, in particular, showed that if an opportunistic scheduling algorithm is used to harvest multiuser diversity gains, the downlink throughput scales optimally like , where is the number of transmit antennas at the BS, and is the number of MUs in the system. In [3] , tighter expressions for the downlink sum-rate scaling for OBF were derived.
However, without any user selection, the number of MUs feeding back grows linearly with the total number of MUs in the system to achieve the above double logarithmic growth in the downlink sum-rate. Threshold feedback policies are frequently used to alleviate such an excessive feedback requirement [4]- [7] , [22] , [23] . In [4] , the authors used a constant threshold level, the same for all MUs and independent of the number of MUs, to reduce the total feedback load for vector broadcast channels within the OBF framework. Such a constant thresholding scheme cannot eliminate the linear growth in the average number of MUs feeding back. In [5] , it was shown that it is enough to have only MUs feeding back to achieve the same downlink sum-rate scaling in [2] by varying the common threshold level with the total number of MUs in the system. The threshold was set such that any user having an above the threshold will achieve scaling, leading to the notion of one bit of feedback per MU.
Recently, this one bit feedback result was extended in [6] by showing that , , MUs are enough to achieve the same downlink sum-rate scaling in [2] . It is almost as if constant feedback load is enough to maintain optimum sum-rate scaling but not exactly. Furthermore, if the asymptotical optimality is relaxed to -optimality in the fixed regime, selecting only MUs through thresholds is enough to achieve -portion of the full CSI sum-rate capacity [7] . It was also shown in [7] that OBF is asymptotically feedback optimal in the sense that it achieves -portion of the full CSI sum-rate capacity with minimum feedback requirement in the fixed regime. The fixed regime is the regime of interest in our setup, and there is no such a feedback optimality result for any other transmit beamforming strategy in this regime. Since one of our main goals in this paper is to understand the achievable fundamental capacity limits in vector broadcast channels subject to finite feedback constraints, a transmit beamforming strategy other than OBF would possibly be suboptimal to start with and would lead to inaccurate sum-rate estimates in our setup when there are large numbers of MUs in the network. In [22] and [23] , the amount of feedback reduction by the use of threshold feedback policies was studied for single antenna systems. This work differs from the above existing work on several important fronts. To start with, the results derived for the structure and optimization of the downlink sum-rate in this paper are correct for any number (small and large) of MUs in the network. We provide an analytical justification for why threshold feedback policies are the right choice for user selection in finite networks, e.g., see Section IV for details. Second, we pose and solve an optimum threshold selection problem in which we search for the optimum assignment of thresholds to MUs under finite feedback constraints (i.e., contrast this with the growing feedback requirement in above papers). We show that using the same threshold value for all MUs is not always optimum even if all MUs experience statistically the same channel conditions. Finally, most of our results are provided for general statistical models of vector broadcast channels, not only for the Rayleigh fading case.
An important issue associated with OBF is its applicability to finite networks. The previous works [8] - [10] proposed various methods for optimizing OBF for smaller sets of MUs. In [8] , Kountouris et al. put forward algorithms to select a target group of MUs and then to request perfect CSI only from the selected set of MUs to facilitate more efficient beamforming schemes. In [9] and [10] , it was shown how feedback aggregation and multiple beamforming vectors can be utilized to fine-tune OBF, respectively. In [11] , CSI parameters were quantized to reduce the feedback load for OBF, which cannot eliminate the linear feedback load growth alone but leads to further feedback reductions when combined with a user selection protocol. In this paper, we solve the optimum threshold selection problem offline under statistical channel information. Once the thresholds are optimally assigned, quantizing the parameters is an added design choice, and the resulting performance analysis requires further investigation, which we do not address in this paper.
Thresholding techniques are also commonly employed in other works that do not focus on OBF such as [20] and [21] . In [20] , the authors studied zero-forcing beamforming and used an orthogonality threshold for selecting MUs. Optimum sum-rate is achieved asymptotically. In [21] , again by using zero-forcing beamforming, only a subset of MUs having channel vectors nearly orthogonal to each other and singular values above a given threshold value were selected for communication. Necessary and sufficient conditions to achieve optimum sum-rate capacity with MU selection were provided.
Fairness is also among the important topics for OBF. Proportionally fair algorithm proposed in [1] ensures long-term fairness among MUs in terms of average data rates achieved. Although indirectly, this paper reveals an interesting and somewhat counterintuitive observation in regards to fairness in the OBF framework. Even for a network with statistically identical MUs, we show that it may become more favorable to treat MUs unequally, i.e., to prefer one group of MUs over others by allocating the wireless channel to them more frequently, to maximize the downlink sum-rate. We obtain various sufficient conditions on wireless channel statistics under which fairness is automatically achieved, i.e., all MUs are given equal chances to feed back and to access the channel, while maximizing the downlink sum-rate.
III. SYSTEM MODEL AND PROBLEM FORMULATION
We consider a multiantenna single-cell vector broadcast channel. There are MUs in the cell. The BS has transmit antennas, and each MU is equipped with a single receive antenna. The channel gains between the receive antenna of the th MU and the transmit antennas of the BS are given by , where is the channel gain between the th transmit antenna at the BS and the receive antenna at the th MU. We assume that , and
, are independent and identically distributed (i.i.d.) random variables. In addition, we assume a quasi-static block fading model over time [24] . For the sake of notational simplicity, we drop the time index here in the channel model, and also later in the representation of transmitted and received signals.
Our signal model is similar to the one in [2] . The BS transmits , , different data streams intended for different MUs. The symbols of the th stream are represented by . They are chosen from the capacity achieving unit power (complex) Gaussian codebooks and are sent along the directions of orthonormal beamforming vectors . The overall transmitted signal from the BS is given by (1) where is the transmit power per beam. 1 The signal received by the th MU is equal to (2) where is the unit power (complex) Gaussian background noise. With these normalized parameter selections, also signifies the per beam as in [2] . Let be the value corresponding to the th beam at the th MU. Then, it is given by
represent the vector at MU . Beams are statistically identical, and the elements of are identically distributed for all with a common marginal distribution , where . However, values at a particular MU are dependent random variables, i.e., see (3) . We will assume that is continuous and has the density with support , which are true for many fading models including Rayleigh, Rician, and Nakagami fading. For ease of notation, if , we will use to denote the of MU on this single beam.
is the system-wide -by-matrix that contains the vectors of all MUs in the system. Definition 1: A feedback policy is an -valued function , where is the feedback rule of MU , is the set of all feedback packets and represents the no-feedback state. We call a decentralized feedback policy if is only a function of for all . We call it a homogenous decentralized feedback policy if it is decentralized and all MUs use the same feedback rule.
Intuitively, a feedback policy determines whether an MU will feed back or not. Upon a positive feedback decision, it generates a feedback packet containing values at selected beams (along with other information to be contained in the packet header) and sends it to the BS for central processing. We will index system-wide feedback policies by superscripts such as , and individual feedback rules by subscripts such as . We use the term "policy" to refer to system-wide feedback rules, whereas the term "rule" is used to refer to individual feedback rules.
We will focus our attention on beam symmetric feedback policies since beams are assumed to be statistically identical.
Let
. We formally define beam symmetric policies as follows.
Definition 2: Let be a permutation mapping, i.e., for some one-to-one . For , let . If is the set of beam indexes selected by , and is the set of beam indexes selected by for all and , we say is a beam symmetric feedback policy. This symmetry assumption is just for the sake of notational simplicity, and the same techniques can be generalized to beam asymmetric policies by allowing different feedback policies for different beams at MUs. We let denote the set of all beam symmetric decentralized feedback policies. When it is clear from the context, we will also omit the term "beam symmetric."
Given a feedback policy , we have a random set of MUs requesting beam . When is a nonempty set at a given fading state, the BS selects the MU with the highest in this set to maximize the instantaneous communication rate in the direction of beam . If is an empty set, we say a feedback outage event occurs at beam , and zero rate is achieved at this beam. 2 Then, the downlink ergodic sum-rate achieved under the feedback policy is given by (4) where is the instantaneous sum-rate achieved under the feedback policy , expectation is taken over the random matrices, and the result of the maximum operation is zero when is an empty set. Let and denote the instantaneous sum-rate and the ergodic sum-rate on beam , respectively. Note that , and . Also, the sum-rate achieved on an event under is written as , and conditioned on an event (or, a random variable), we define the conditional sum-rate as . We will use as the performance measure of a given feedback policy along the rate dimension.
Given a feedback policy , we will use the average number of MUs feeding back per beam to measure the performance of along the feedback dimension. can be written as , where since is beam symmetric. We are interested in maximizing the ergodic sum-rate under finite feedback constraints, and the resulting rate maximization problem can be written as (5) 2 Note that the BS does not have access to any CSI on the feedback outage event. Without any CSI, reliable communication is still possible if we can average over very large time-scales for all MUs. The extra rate term to be added to (4) in this case is omitted for simplicity. This optimization problem is over function spaces [25] , and the objective function is not necessarily convex. First, we will prove the rate-wise optimality of threshold feedback policies to reduce the dimension of the search space. Then, we will make use of an underlying Schur-concave structure in the objective function to solve the resulting optimal threshold selection problem. The next section establishes the optimality of threshold feedback policies.
IV. OPTIMALITY OF THRESHOLD FEEDBACK POLICIES
In this section, we show that the solution of the optimization problem posed in (5) must be a TFP. We start our analysis by formally defining threshold feedback policies.
Definition 3: We say is a TFP if, for all , there is a threshold such that generates a feedback packet containing values . We call it a homogenous TFP if there exists a common threshold level such that for all . We note that an MU can be allocated to multiple beams according to Definition 3, unlike the feedback policies limiting each MU to request only the beam with the highest , e.g., see [2] , [4] , and [5] . Both types of feedback policies achieve the same performance when the threshold values of all MUs are greater than one, which is a realistic assumption to make for most practical communication scenarios. We will prove that TFPs form a rate-wise optimal subset of decentralized feedback policies. To this end, it is enough to focus only on the first beam since can be written as (6) under our assumptions in Section III. For a given feedback policy , we let (7) for all . Hence, we must have (8) in order not to violate the feedback constraint in (5) . Given , we construct a TFP by choosing as (9) for all . This construction is feasible since is assumed to have a continuous distribution function. Such a selection of leads to a fair comparison between and since . We want to prove that . To this end, we will prove a more general result indicating that the best strategy for an MU is to always use a TFP whatever the feedback policies of other MUs are. We let (10) for a given . That is, is the random set of users containing all MUs requesting beam 1 under , except for the first MU. The superscript is used to indicate that all MUs but MU 1 requesting beam 1 are included in . The maximum beam 1 value achieved by an MU in this random set is denoted by , i.e., . Consider now the decentralized feedback policy . That is, we only allow MU 1 to switch to the threshold feedback rule with the threshold value determined as above. Then, for almost all realizations of , we have . Therefore, the difference between and depends only on the rate achieved by MU 1 under these two feedback policies.
When we switch from to , we can identify three main types of events: neutral, loss, and gain events. On the neutral event, we will continue to achieve the same downlink throughput under both feedback policies. On the loss event, we will lose some data rate upon switching to from . Finally, on the gain event, we will gain some data rate upon switching to from . The difference depends on the average sum-rates lost and gained on the loss and gain events, respectively. To show that , we need to characterize these loss and gain events precisely. These characterizations suitable for our analysis are given in Lemmas 1 and 2 below.
Definition 4: The loss, gain, and neutral events upon switching to from on beam 1 are defined as
and (13) respectively. Lemma 1: is equal to (14) where is equal to (15) Proof: See Appendix A. Lemma 2:
is equal to (16) where is equal to (17) Proof: See Appendix A. We note that , , and are three disjoint events with total probability mass of one. Therefore, for a feedback policy , we can write where is the matrix containing values of all MUs except those of the first MU. We can write a similar expression for . Comparing these two expressions term-by-term will reveal that . Since this inequality holds for almost all , we will also have . Since the total rate is times the rate achieved on beam 1, we will finally have . We make these steps formal in the proof of the next theorem.
Theorem 1: Let and be defined as above. Then, , and for any .
This theorem shows that if an MU starts using a threshold feedback rule, the sum-rate improves regardless of the feedback rules of all other users. This leads to the following key finding.
Theorem 2: For any beam symmetric decentralized feedback policy , there exists a TFP such that and .
Proof: For a given , let be the TFP with threshold values chosen as above, i.e., see (9) . Let for . When , we have . By Theorem 1, we have .
Since , the proof is complete.
Thanks to Theorem 2, we can now search for the optimal feedback policies within the class of TFPs without sacrificing optimality, and with a slight abuse of notation, we can equivalently write (5) as (18) Some further game theoretic insights are as follows. Given the same utility function for all MUs, the selfish optimization problem faced by MU is to choose a beam symmetric decentralized feedback rule maximizing its utility given other MUs' feedback rules without increasing the feedback level. Theorem 1 shows that the dominant strategy is to switch from to the corresponding threshold rule . As a result, the set of TFPs constitute the set of Nash equilibria for this feedback rule selection game, and therefore, TFPs are also stable operating points from a game theoretic point of view.
V. OPTIMAL THRESHOLD SELECTION PROBLEM
The optimization problem in (18) , which we call the optimal threshold selection problem, is still not easy to solve, even for a simple two-user system, due to nonconvex objective function and the constraint set depending on the distribution. The problem complexity further increases with increasing numbers of users due to the dimensionality growth. Therefore, it is not possible to solve the optimal threshold selection problem in its full generality for a general -user system. However, we can still search for a structure in the sum-rate function to solve the optimal threshold selection problem, which is what we do in the remainder of this section.
More specifically, we will utilize the theory of majorization [26] to search for sufficient conditions to be satisfied by distributions so that the sum-rate becomes a Schur-concave function of feedback probabilities. Roughly speaking, a Schur-concave function increases when the dispersion among the components of its argument decreases, which implies a solution for the optimization problem in (18) is a homogenous TFP in which thresholds are set according to (19) if the sum-rate is a Schur-concave function.
Our main results in this section are stated in Theorems 3, 4 and 5. We relegate the proofs of these theorems to Appendices E-G. In these theorems, we view the sum-rate as a function of feedback probabilities. This approach does not limit the generality of our results since the probability density function is already assumed to have as its support, and therefore, there is a one-to-one correspondence between feedback threshold values and the feedback probabilities , i.e.,
. This assumption is satisfied by many commonly used practical fading models such as Rayleigh, Rician, and Nakagami fading. It may still be possible to extend similar proof techniques to more general fading distributions; a future research direction of interest which we do not pursue in this paper. Also, with this interpretation, the optimization problem in (18) can be considered as the problem of finding the optimum feedback probability vector in subject to the feedback constraint . Indeed, it is easy to see that any feedback policy solving (18) must achieve the feedback constraint with equality, i.e.,
. Theorems 3 and 4 are given below, and , , and in Theorem 3 are auxiliary variables. if is bounded at zero, and has the derivative satisfying (21) for all . Proof: See Appendix F. We first note that the sufficient condition for the Schur-concavity of the sum-rate given in (20) is stronger than the one given in (21) in the sense that (20) always holds whenever (21) holds, but not vice versa. Furthermore, since the first term in (20) is always positive, an easier condition to check for the Schur-concavity of the sum-rate function is (22) for all and . Further, we can bound (22) from below to obtain another sufficient condition as (23) for all and . For a two-user system, (22) is also necessary, i.e., see Lemma 6 in Appendix C and discussions therein.
Although the conditions (22) and (23) are easy to verify numerically, they may not be tractable analytically. The integral expression in (22) is hard to evaluate in closed-form. Analytical verification of (23) is also difficult due to the presence of conflicting forces working in opposite directions to increase/decrease the value of the bound.
On the other hand, the sufficient condition for the Schur-concavity of the sum-rate function given in Theorem 4 turns out to be much easier to deal with analytically although it looks more complex than (22) and (23) . In particular, it provides an almost complete characterization for the solution of optimal threshold selection problem for richly scattered Rayleigh fading environments, i.e., all channel gains are random with distribution . More precisely, (21) is always satisfied for all values of for Rayleigh fading channels whenever . Hence, the sum-rate is always a Schur-concave function of feedback probabilities in this case and is maximized if thresholds are chosen according to (19) . These ideas are formally stated in the following theorem.
Theorem 5: For Rayleigh fading environments with or with and , is a Schur-concave function of feedback probabilities . Therefore, the homogenous TFP satisfying feedback constraints with equality solves (5) in these cases.
Proof: See Appendix G. Theorem 5 is more promising for multiuser multiple-input single-output (MISO) downlink in a Rayleigh fading environment because it shows that homogenous threshold feedback policies are always optimal if multiple beams are used to communicate with multiple MUs simultaneously. More intuition is provided on this point later.
From a theoretical viewpoint, it is surprising to see that a property holding in the MISO setting does not always hold for single-input systems. From a practical viewpoint, MIMO/MISO technology is becoming an integral part and a key feature of the next-generation wireless communication systems. Thus, these results provide analytically justified design guidelines to maximize data rates subject to feedback constraints in densely populated urban areas with 4G or beyond 4G communication systems.
VI. APPLICATIONS AND DISCUSSION
In this section, we will apply our results derived in Sections IV and V to well-known fading channel models. We will also discuss the intuition behind the resulting performance figures. We start our discussion with the Rayleigh fading channel model, which closely approximates measured data rates in densely populated urban areas [27] .
A. Rayleigh Fading Channels
To motivate the discussion in this section, we start by providing two simple numerical examples; first of which illustrates a network configuration in which homogenous threshold feedback policies are optimal, whereas the second example provides another network configuration in which homogenous threshold feedback policies are strictly suboptimal.
Consider two MUs located in a Rayleigh fading environment, i.e., all channel (amplitude) gains are random with distribution . and are chosen to be and in both examples below. We set to 0 dB in the first example, while it is set to 10 dB in the second one. Since all MUs are identical with identical fading characteristics in this setup, it is intuitively expected that a homogenous TFP must be optimal. This is indeed correct for the first network configuration as shown in Fig. 1(a) . The sum-rate is clearly maximized at , and therefore the homogenous TFP with thresholds set as solves (5) . However, this intuition does not always work as illustrated by the second example. In this case, the homogenous TFP equalizing the feedback probabilities of MUs becomes strictly suboptimal, i.e., see Fig. 1(b) . This shows is not a Schur-concave function of feedback probabilities for these selections of model parameters, and hence, it is not necessarily maximized at . We note that the selection of parameters in both examples is just for elucidatory purposes, and the same arguments continue to hold for other values of .
This discussion motivates the following question: When are homogenous threshold feedback policies optimal for Rayleigh fading channels? The answer is supplied in Theorem 5 in Section V. Theorem 5 shows that it is enough to have smaller than or equal to 1 to ensure the optimality of homogenous threshold feedback policies for Rayleigh fading environments when only a single beam is used for the downlink communication. Since the distribution given in (37) in Appendix G does not depend on , the same result continues to hold for as long as multiple transmit antennas are used to form a single beam as in [1] .
In the second example above, the rate loss due to use of the homogenous feedback policy seems to be very minor around 0.01 [nats per channel use], and therefore, it can be thought to be negligible for all practical purposes. This motivates us to examine the rate difference between homogenous and optimal threshold feedback policies for a broad spectrum of the parameter to verify or falsify the validity of this conception. To this end, we investigate the optimality gap arising from the use of homogenous threshold feedback policies as opposed to choosing thresholds optimally for Rayleigh fading environments in Fig. 2 . We set to 2, to 0.5 and to 1 in this numerical example. Note that homogenous threshold feedback policies are always optimal when . Hence, there is no optimality gap to investigate in this case. For other values of and , qualitatively similar observations continue to hold. For small values of up to 0 dB, the homogenous TFP with threshold levels set as is optimum as predicted by Theorem 5. It continues to be optimum for a little while up to around 5.7 dB, and after which it becomes strictly suboptimal to use the homogenous TFP. Furthermore, as channel conditions become better, i.e., large values of , the optimality gap becomes larger. Practically, this observation indicates that the use of homogenous threshold feedback policies may lead to excessive rate loss in the high-regime for single beam systems.
Another important issue to investigate is the amount of feedback reduction that can be achieved by setting thresholds optimally. In Fig. 3 , we plot the ratio between the rates achieved with and without thresholding as a function of for different numbers of MUs. In this figure, we set to 1, and to 1. Again, similar observations continue to hold for other values of and . Since , the homogenous TFP with thresholds set as is optimum. After inspecting the figure, we see that there is almost no percentage-wise rate loss if the average number of MUs feeding back per beam is around five. We call this critical feedback level , which is an important design parameter to be inputted to the higher MAC layer. It is interesting to see that the same design parameter applies to all curves that shift to the right only slightly and converge pointwise to a limiting curve as the number of MUs in the system increases. 3 The reason behind this phenomenon can be explained as follows. The feedback outage event probability is strictly positive when thresholds are optimally set to meet the feedback constraint . However, we are almost always guaranteed to have at least one MU demanding each beam whenever is above the critical feedback level . As a result, the feedback outage event probability becomes negligible, and the beams are assigned to the best MUs with very high probability whenever
. Moreover, the distribution of the random number of MUs feeding back converges to a limiting distribution with increasing values of the total number of MUs in the system, which results 3 It is also important to note that converges to zero as well with increasing values of .
in the observed pointwise convergence behavior in Fig. 3 . Further details about the limiting curve (as ) can be found in [6] , where its exact characterization was obtained and interpreted as the feedback-capacity tradeoff curve.
Two possible interpretations of are as follows. Since the BS communicates only with the best MU on each beam, an ideal feedback policy in terms of the optimal usage of uplink communication resources is the one that allows only the best MU to feed back at each channel fading state. However, such a policy requires centralized operation, or coordination among MUs. Thus, when compared with the ideal feedback policy, can be interpreted as the price that we have to pay to achieve almost the same performance due to decentralized operation. Second, when compared with the all-feedback policy, it represents the amount of feedback reduction achievable without any noticeable performance degradation.
B. Rician and Nakagami Fading Channels
In this part, we will briefly study optimality and suboptimality regions for homogenous threshold feedback policies for Nakagami and Rician fading channel models. We set to 1 for simplicity. Calculations for the case easily get very complicated for these channel models, which hinders the intuitive understanding of the results below.
We start our discussion with Nakagami fading channels. In this case, , and , are i.i.d. with the common distribution , where and are shape and spread parameters, respectively. Hence, channel power gains are Gamma distributed with distribution , where and are shape and scale parameters of the associated Gamma distribution, respectively. is equal to the average channel power gain, and therefore, it is set to 1 to be consistent with the Rayleigh fading channel model above.
In Fig. 4(a) , we illustrate the regions in which homogenous threshold feedback policies are optimal and suboptimal for the Nakagami fading channel model. We set to 2 and to 0.5 in this figure. The blue region is computed numerically by using the sufficient condition for the Schur-concavity of the sum-rate in Theorem 3, whereas the red region is obtained by evaluating the sufficient condition in Theorem 4 numerically. As mentioned earlier, the sufficient condition in Theorem 3 is stronger than the one in Theorem 4, which is why the red region is contained within the blue region in Fig. 4(a) . Note that the Nakagami fading model reduces to the Rayleigh fading model, and the red region only covers values less than one when , which is in accordance with Theorem 5. Our numerical investigation also shows that homogenous threshold feedback policies are suboptimal outside the blue region in Fig. 4(a) .
Second, we consider the Rician fading channel model in which the channel amplitude gains are Rician distributed with distribution , where is the total power gain and is the ratio between the power in the direct path and the power in the scattered paths. We set to 1 to be consistent with the Rayleigh and Nakagami fading channel models studied above. Fig. 4(b) illustrates the regions in which homogenous threshold feedback policies are optimal and suboptimal for the Rician fading channel model. Since similar explanations above continue to hold for the Rician fading channel model as well, we do not repeat them here again.
C. Why Does Suboptimality Arise?
In this part, we provide an intuitive explanation for why homogenous threshold feedback policies sometimes become suboptimal to use even when MUs experience statistically the same channel conditions. Our discussion will focus on the single beam case first. Let be the feedback outage event probability, be the sum-rate achieved by the homogenous TFP satisfying feedback constraints with equality, and be the sum-rate achieved by setting thresholds optimally. For simplicity, we let , but similar explanations continue to hold for any . The sum-rate in this case can be written as
Two key underlying factors affect this rate expression. The first one is the power gain that can be achieved by means of multiuser diversity. This is represented by the maximization operation inside the logarithm function above. The more MUs feed back, the more likely the output of this maximization operation to be higher. Indeed, the exact asymptotic statistics of the resulting power gain (under various channel models) can be obtained by resorting to an order statistics analysis [1] , [2] . The second factor is the multiplexing gain represented by the term. The smaller the feedback outage event probability, the higher the multiplexing gain that we achieve. The choice of thresholds affects both gains, and the interplay between them determines how we set thresholds to maximize the downlink sum-rate.
In Fig. 5 , we focus on the Rayleigh fading channel model to provide further details about the interplay between power and multiplexing gains. In this figure, we set to 0.5, and plot the optimal feedback probability of the second MU as a function of . In the low-regime, is equal to 0.25, which implies the optimality of the homogenous TFP equalizing the feedback probabilities of both MUs. However, as increases, we start to prefer one MU over the other to maximize the sum-rate by increasing the feedback probability of the preferred MU.
The main reason behind this behavior is as follows. When the is low, the sum-rate increases almost linearly with the power gain. As a result, we tend to choose thresholds equally to maximize the power gain in the low-regime although such a threshold assignment reduces the multiplexing gain. In the high-regime, on the other hand, the power gain can only provide a logarithmic increase in the sum-rate. Hence, the power gain earned by setting thresholds equally becomes negligible when compared to the loss in the multiplexing gain, and we tend to choose thresholds heterogenously to maximize the multiplexing gain, and thereby to maximize the sum-rate, in the highregime. A similar behavior continues to hold for other channel models, which is what we investigate next.
In Fig. 6(a) and (b) , we plot the ratio as a function of and , respectively, for the Rician fading channel model. We set to 1 in both figures. The has the same effect on how we set thresholds optimally in the Rician case as well. When small, we prefer the power gain over the multiplexing gain, and set thresholds equally to maximize the sum-rate, which is why ratio is around one for small values of , and for and 2. When high, we prefer the multiplexing gain over the power gain, and set thresholds unequally to maximize the sumrate, which is why ratio converges to 0.75 for high values of .
The exact behavior of strongly depends on , too. Roughly speaking, determines the dynamic range of the distribution, and the power gain due to multiuser diversity becomes more prominent when the dynamic range of the distribution is large [24] . However, as increases, the power in the direct path increases, which, in turn, nullifies the scattering effects and reduces the dynamic range of the distribution. Therefore, regardless of how small the is, it may still become suboptimal to use homogenous threshold feedback policies when is large, as illustrated by the curves corresponding to and 50 in Fig. 6(a) . Furthermore, as increases, the channel becomes more deterministic, and we experience almost no power gain due to multiuser diversity in the limit. As a result, still converges to 0.75 as grows large, which is illustrated by Fig. 6(b) .
Finally, we note that the limiting value of (in the high , or high regime) depends on the feedback constraint . If , the optimum feedback probability selection converges to and (or, vice versa) when or grows large. Hence, converges to for , which is inline with the 0.75 limit to which the curves in both Fig. 6(a) and (b) converge. If , the optimum feedback probability selection converges to and (or, vice versa) when or grows large. Hence, converges to for . Let , , be the limiting value that converges as or grows large. It is not hard to see that the minimum value of is 0.75, which is achieved when . Therefore, the maximum optimality loss arising from the use of homogenous thresholds for a two-user single beam system is 25% in the Rician case.
Up to now, we have only focused on the single beam case to explain why homogenous threshold feedback policies may sometimes become suboptimal to use. Based on the arguments above, we provide further insights as to why homogenous threshold feedback policies are always optimal to use when for the Rayleigh fading channel model. We first note that, in contrast to the single beam case, Theorem 5 indicates a potential phase transition phenomenon in the behavior of the sum-rate in which homogenous threshold feedback policies suddenly become always optimal to use when we go from the single beam case to the multiple beams case. The main reason behind this phenomenon is the interbeam interference when multiple beams are used to communicate with multiple MUs simultaneously. Such a multiuser operation makes the network interference limited, rather than being noise limited, when compared to the single beam case. More specifically, an increase in implies a corresponding increase in the interbeam interference experienced by other beams, and the system ends up operating always in the low-regime effectively when . Therefore, the low-Rayleigh fading behavior kicks in, and homogenous threshold feedback policies become optimal to use.
Although this intuition works for the Rayleigh fading channel model, it is too optimistic to ask for the optimality of homogenous threshold feedback policies for other channel models as well when . The power gain due to multiuser diversity strongly depends on the parameters of the fading process determining the dynamic range of the resulting distribution. There is no power gain to benefit from multiuser diversity by giving all MUs equal chances of channel access if the distribution becomes increasingly more deterministic. In these instances, it is expected that a heterogenous threshold assignment will maximize the sum-rate even if the network is interference limited due to multibeam operation. It is a potential future research interest to investigate the conditions on the parameters of the fading process to guarantee the optimality of homogenous threshold feedback policies for channel models other than the Rayleigh fading model such as Rician and Nakagami fading channels.
VII. CONCLUSION
In this paper, we have focused on the structure of optimal selective decentralized feedback policies for OBF under finite feedback constraints on the average number of MUs feeding back. First, we have shown that threshold feedback policies in which MUs compare their beam with a threshold for their feedback decisions are always optimal to maximize the downlink sum-rate. This result provides a formal justification for the use of homogenous threshold feedback policies in previous works, and holds for all fading channel models with continuous distribution functions.
Having established the optimality of threshold feedback policies, we now face an optimal threshold selection problem to maximize the sum-rate. This is a nonconvex optimization problem over finite dimensional Euclidean spaces. We have solved this problem by identifying an underlying Schur-concave structure in the sum-rate. Specifically, we have obtained sufficient conditions ensuring the Schur-concavity of the sum-rate, and therefore the rate optimality of homogenous threshold feedback policies. These sufficient conditions have been provided for general fading channel models as well.
Finally, we have performed an extensive numerical and simulation study to illustrate the applications of our results to familiar fading channel models. With some surprise, we have shown that homogenous threshold feedback policies are not always optimal to use, even when all MUs experience statistically the same channel conditions. In the particular case of Rayleigh fading channels, on the other hand, homogenous threshold feedback policies have been proven to be rate-wise optimal if multiple beams are used for the downlink communication. We have also studied the optimality and suboptimality regions for the homogenous threshold feedback policies in the Rician and Nakagami case. The detailed insights regarding when and why homogenous threshold feedback policies are rate-wise optimal or suboptimal have been provided, in conjunction with various other design and engineering perspectives. , both feedback policies will achieve the same throughput by scheduling the MU having . Therefore, we must have on the loss event. Now, if , MU 1 will not feed back under , which implies no potential loss on beam 1. Therefore, for all , we must have and . If and , MU 1 requests beam 1 under both feedback policies, resulting in a neutral event. This implies that and for all . Therefore, we also have , which concludes the proof.
APPENDIX A LOSS EVENT AND GAIN EVENT
2) Proof of Lemma 2: The proof is similar to the one given for Lemma 1. Set
We first show that . For all with and , a system using schedules MU 1 for communication on beam 1, but a system using schedules the MU with . Therefore, if and , implying . Next, observe that the neutral event occurs for all with . Therefore, we must have on the gain event. If , MU 1 will not feed back under , and therefore no rate gain is achieved by switching to . Therefore, we must have on the gain event. If , MU 1 still feeds back under both feedback policies, which again leads to a neutral event. Therefore, for all , we must have and , which shows that and completes the proof.
APPENDIX B PROOF OF THEOREM 1
We let be the matrix containing values of all MUs except those of the first MU. We also let be the conditional average sum-rate achieved by for a given . Since beams are statistically identical, it is enough to prove for almost all . By definition, we have , and therefore, we are only interested in the average sum-rates on the loss and gain events.
The following identity follows from the definition of conditional expectation: is Schur-convex. A Schur-concave function tends to increase when the components of its argument become more similar. We will establish conditions under which the sum-rate becomes a Schur-concave function, which will, in turn, imply the optimality of homogenous threshold feedback policies. The following lemma is helpful in establishing these conditions. It can be seen that the coordinates and are systematically altered by using the parameter , and the constraints on eliminate any violation in the order. Interested readers are referred to [26] for more insights on the theory of majorization. Now, we will see how we can use this theory to identify the Schur-concave structure in the objective rate function.
2) Applicability to the Optimal Threshold Selection Problem: Consider thresholds in increasing order, i.e.,
. Based on Lemma 3, it is enough to consider to identify the underlying Schur-concave structure in the sumrate function. 5 With a slight abuse of notation, we define the truncated on beam at MU as . Let . Also, let , which is the maximum truncated on beam 1 among the MUs in . The instantaneous rate on beam 1 as a function of , and is (28)
We fix the thresholds and the values of all MUs in . Randomness is now associated only with MUs and . Therefore (29) As shown later, this approach helps us to use the results derived for a two-user system to simplify our analysis. Therefore, we first obtain an expression for the rate on beam 1 considering a two-user system through the following lemma.
Lemma 4: The rate on beam 1 of a two-user system is equal to Proof: Assume (i.e., and ) for notational simplicity. Then, for a two-user system, the rate on beam 1 as a function of the thresholds is given as 5 We suppress the dependence of on , , here and later in the paper when we focus only on thresholds and . for . For , we just switch the places of and in (32). Hence, the proof is complete.
Given the initial threshold values , the first step to discover the Schur-concave structure in the -user sum-rate function is to analyze the behavior of the function for by making use of Lemma 3. This is now a scalar problem. At this point, it is more useful to interpret the sum-rate as a function of feedback probabilities since the feedback constraint in (18) is in terms of these probabilities. This interpretation helps us to incorporate the feedback constraints into our optimization problem more easily, as will be shown next.
Since there is a one-to-one correspondence between feedback thresholds and feedback probabilities , we can represent as without any ambiguity. Also, since is monotone increasing, we have . Focusing on and , we have the feedback level , and other probabilities give us natural boundaries on and as such . Without violating these boundaries, we will vary and by keeping constant. We will next write the sum-rate as a function of feedback probabilities for a two-user system. Lemma 5: The rate on beam 1 of a two-user system on the plane as a function of is equal to for and . Proof: Follows from a direct substitution of in Lemma 4. in the expression above represents the functional inverse of . We give the first derivative of the two-user rate in the following lemma.
Lemma 6: The first derivative of on is equal to (33) for and . Proof: Follows directly after differentiating the rate expression in Lemma 5.
We note that Lemma 3 implies the necessity of for all and for the Schur-concavity of the two-user sum-rate.
Consider now the -user scenario. Given the initial feedback probabilities , we need to analyze the behavior of the function (34) for to discover Schur-concavity of the rate function by Lemma 3. Analysis of the general -user scenario is not fundamentally different from the two-user scenario, and a similar technique used for the analysis of the two-user rate function can still be applied for the general -user case without violating the boundary conditions on feedback probabilities. That is, we introduce an auxiliary variable , replace with and with , and write as a function of , where Fig. 7 provides a graphical representation for the selection of . Showing that is a nondecreasing function of for all and proves the Schur-concavity of the sum-rate. This will be the main idea behind the proof of Theorem 3. To this end, we will first evaluate in closed form in Appendix D. Fig. 7 . Ordered feedback probabilities, and the range of and .
APPENDIX D EVALUATION OF
We will start by evaluating given in (29). We can explicitly write down an expression for by using the two-user rate expression given in Lemma 4 as a building block. is parameterized by , and its shape depends on the value of . Three cases of interest are , , and
. We will now establish three important lemmas for these three cases, starting with the case . 
Let and . Since is larger than , it follows that . Thus, we can write for the first term on the righthand side of (35). For the second term, we have since , which concludes the proof.
Note that depends only on but not on and when . The next lemma provides an analogous expression for when . Lemma 8: If , is given by The first three terms on the righthand side are identical to the rate expression for the two-user system in Lemma 4. Substituting the result for the two-user case completes the proof.
Finally, we look at the case where . Lemma 9: If , is given by Proof: For , (35) simplifies to
The last three terms on the righthand side can be further simplified as in Lemma 4 for the two-user system, which completes the proof.
For the final two cases, we note that depends both on threshold values and , and on . The results of these three lemmas have been graphically summarized in Fig. 8 . If , and in Lemmas 8 and 9 evaluate to the same expression. Similarly, if , and in Lemmas 7 and 9 evaluate to the same expression. This shows that the rate as a function of is continuous at and . Now, by writing in terms of feedback probabilities and by introducing as we have done in Appendix C, and by using Lemmas 7-9, we have (36) for .
APPENDIX E PROOF OF THEOREM 3
We will utilize the theory of majorization to prove Theorem 3. Refer to Appendix C for some key concepts from the theory of majorization, and the applicability of these concepts to our problem setup and the proof of this theorem. We also formally define , and in Appendix C, and we show that it is enough to prove that is a nondecreasing function of for all and to complete the proof of Theorem 3. We obtain a closed form expression for in (36) in Appendix D, which we have copied below again for the sake of completeness. From (36), we have for , where , and are as given in Lemmas 7, 8 and 9, respectively. is independent of . Therefore, it is enough to only consider and for the proof. To this end, we can write explicitly as
Using Lemma 6, we get Similarly, we can write explicitly as Differentiation and integration-by-parts give us Thus, by interpreting and as and in (20) , respectively, is a nondecreasing function of for all if (20) is correct.
APPENDIX F PROOF OF THEOREM 4
Let Then, it is enough to show that for all and by Theorem 3. To this end, it is enough to show for all and since . The following lemma simplifies the proof considerably.
Lemma 10: Let for . If is bounded at zero and satisfies for all , then on . Proof: By taking the first derivative of with respect to , we obtain Hence, is decreasing for , and achieves its maximum at . We have since is bounded at 0, which completes the proof. Now, consider the partial derivative of with respect to , which is equal to Taking the common denominators, we have where Note that and are always positive. Thus, it is enough to show that and are nonpositive on for any fixed . To this end, and on can be upper bounded as and Now, using Lemma 10, we can show that both and are nonpositive functions on . This means , which implies for all and .
APPENDIX G PROOF OF THEOREM 5
For this channel model, the distribution function and the associated probability density function can be given as (37) and (38) respectively [2] . An important quantity of interest to apply our results in Theorems 3 and 4 is the functional inverse, , of . The next lemma provides an analytical expression for for Rayleigh fading channels. Proof: For , it is easy to get . For , we need to find the function satisfying
The following chain of implications hold: which completes the proof.
Since the proofs are similar for both cases, we skip the proof for the case and to avoid repetitions. By Theorem 4, it is enough to show that for all . To this end, let (39)
After some simplifications, we get Using Lemma 11, we can write as , where .
Hence, can be given as which is always strictly negative for . This implies for all when , which completes the proof.
