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a b s t r a c t
In this paper, we investigate the empirical likelihood for constructing a confidence
region of the parameter of interest in a multi-link semiparametric model when an
infinite-dimensional nuisance parameter exists. The new model covers the commonly
used varying coefficient, generalized linear, single-index, multi-index, hazard regression
models and their generalizations, as its special cases. Because of the existence of the
infinite-dimensional nuisance parameter, the classical empirical likelihood with plug-in
estimation cannot be asymptotically distribution-free, and the existing bias correction is
not extendable to handle such a general model. We then propose a link-based correction
approach to solve this problem. This approach gives a general rule of bias correction via an
inner link, and consists of two parts. For themodel whose estimating equation contains the
score functions that are easy to estimate, we use a centering for the scores to correct the
bias; for the model of which the score functions are of complex structure, a bias-correction
procedure using simpler functions instead of the scores is given without loss of asymptotic
efficiency. The resulting empirical likelihood shares the desired features: it has a chi-square
limit and, under-smoothing technique, high order kernel and parameter estimation are not
needed. Simulation studies are carried out to examine the performance of the newmethod.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
It is well known that empirical likelihood is a widely used statistical method. This method does not require full specifi-
cation of the distribution of data rather than an unbiased estimating function. Many advantages of the empirical likelihood
over the normal approximation-based method have been shown in the literature, where ‘‘the normal approximation-based
method’’ means that the corresponding statistical inferences, such as the constructing of confidence region and test statistic,
are constructed via asymptotic normal distribution. For example, it makes an automatic determination of the shape of con-
fidence regions and has very favorable asymptotic power properties for hypothesis testing. The fundamental notion stems
from the seminal work of Owen [1]. Since then, it has been further developed by many statisticians such as Owen [2,3], Qin
and Lawless [4], Kitamura [5], Chen and Qin [6], Chen and Hall [7], DiCiccio et al. [8], Hall1 [9], Shen et al. [10] and Li et al.
[11], among others. Some comprehensive treatments may be found in [12].
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For the model with nuisance parameter, if plug-in estimation is used, the resulting estimating function becomes biased.
In finite-dimensional parameter cases, since the plug-in estimator is of the convergence rate of order n−1/2 in probability,
the plug-inempirical likelihood is still of a standard chi-square limit and then it can be employedwithout any adjustment to
construct the confidence region and test statistic for the parameter of interest; see for example [4]. However, when there is
an infinite-dimensional nuisance parameter, such a plug-in likelihood is no longer asymptotically distribution-free, but is a
weighted sumof chi-square variables, where theweights are unknown. Thus,Monte Carlo simulation or bootstrap is needed
for simulating its distribution. The relevant references are, among others, [13,14]. A recent investigation of Hjort et al. [15]
provided an extended scope of a plug-in empirical likelihoodwhen infinite-dimensional nuisance parameter exists. In some
cases, undersmoothing or higher kernel are used to avoid this problem — see [14].
Zhu and Xue [16] introduced a bias-corrected empirical likelihood, and the resulting likelihood ratio then achieves a
chi-square limit. This work provides us with the insight on how to handle the cases with infinite-dimensional nuisance
parameters. However, that method is specially suitable for a partially linear single-index model, and the bias-correction
is not readily extendable to handle other models under study. Furthermore, when the semiparametric model cannot be
expressed as a regression framework, with Zhu and Xue’s method, one has to estimate a conditional expectation, and then
the bias-correction procedure becomes complex and the bias-correction is not efficient. This motivates us to propose new
and unified bias corrections that can be used for all the commonly used models.
In this paper we introduce an adaptive bias correction approach for a very general model. The following desired features
and points are worth mentioning.
(a) The multi-link semiparametric model under study depends on a class of well-defined link functions, in which the inner
and outer link functions are known, while the middle link function may be unknown. This model is very general and
covers many important statistical models as its special cases, including varying coefficient, generalized linear, single-
index, multi-index, hazard regression models and their generalizations.
(b) For different cases, two adaptive nonparametric bias corrections are proposed. The approaches depend only on the inner
link functions, and thus the bias correction procedures can then be easily implemented. The inner link functions can be
of linear, nonlinear or other complex structure, and thus our approaches provide a general rule of bias corrections via
inner links. This is the major difference from the one of [16], which is only for linear structure. Furthermore, when
the semiparametric model is of a complex structure, the score functions are often of complex structure, and then the
cumulative error caused by estimation may not be negligible. We then suggest a reduced bias-correction procedure
without loss of asymptotic efficiency, in which we do not directly use estimated scores, using some simpler functions
instead. With both approaches, the new bias-corrected empirical likelihood is asymptotically distribution-free. Then,
the estimating unknown weights or bootstrap are unnecessary.
(c) The newly defined likelihood ratio involves kernel estimation and bandwidth selection. To achieve the standard chi-
square limit, the under-smoothing or high order kernel is not required although it is often needed if the bias correction
is not used. In other words, because of our bias correction, the existing data-driven algorithm is valid for selecting an
optimal bandwidth to use in kernel estimation for the infinite-dimensional nuisance parameter.
The paper is organized as follows. In Section 2, a multi-link semiparametric regression and its extension are considered.
In Section 3 we introduce a bias-corrected empirical likelihood for multi-link regression and prove that the new likelihood
ratio has a standard chi-square limit. In Section 4, without estimating the complex score functions that are conditional
expectations, with a replacement of simpler functions, a bias-correction empirical likelihood is recommended and the
asymptotic chi-square limit is still obtained. In Section 5 some simulation studies are carried out to compare the proposed
empirical likelihood with the least squares method in terms of coverage accuracy and average areas of confidence regions.
The proofs are presented in Section 6.
2. Models
We first consider the following semiparametric regression model:
Y = l[W , η(f (X, β)), g(Z, θ)] + ε, (2.1)
where (W , X, Z) ∈ W ×X× Z ⊂ Rd × Rp × Rq, l(·, ·, ·) is a given real-valued function, f (·, ·) and g(·, ·) are given vector-
valued functions, η(·) is an unknown real-valued function, (β, θ) is an unknown parameter vector inB ×Θ ⊂ Rr × Rs and
ε is a random error with conditional mean E(ε|W , X, Z) = 0 and conditional variance Var(ε|W , Z, X) = σ 2.
The newly defined model (2.1) seems to be complex, but it covers some common and simple models as its special cases.
When f (x, β) and g(x, θ) are chosen as linear functions f (x, β) = xτβ and g(z, θ) = zτ θ , the newmodel covers the classical
linear model, generalized linear model, single-index model, multi-index model and their generalizations. Also it contains
generalized varying coefficient model defined in (2.3). This is already the essential extension of partially linear single-index
model thatwas investigated by Zhu andXue [16].When f (x, β) and g(z, θ) are not linear, themodel cannot be dealtwith the
bias correction proposed by them. For example, their method cannot even deal with the model with the nonlinear function
as
f (x, β) = eβ1x1 + β2x22, (2.2)
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where βi and xi are the components respectively of β and x. Also, their method cannot be used to deal with an important
model: varying coefficient regression defined as
Y = Wη(X)+ Zτ θ + ε. (2.3)
As shown above, η(·) is supposed to be a real-valued function and thus in (2.3) W is a real-valued variable. Note that our
method is also applicable for the case when η(·) is a vector-valued function, without adding any essential difficulty. Thus,
in model (2.3), the varying coefficient can be a vector-valued function. However, for the convenience of representation, in
this paper we mainly consider the case of η(·) being a real-valued function.
Furthermore, an extension of (2.1) is as
E{u[Y ,W , η(f (X, β)), g(Z, θ)]|W , X, Z} = 0, (2.4)
where u = u(y, w, η, g) is a given function, and (β, θ), functions f , g and η are defined as inmodel (2.1). Thismodel contains
model (2.1) as a special case. More general examples, such as hazard regression, may be found in the existing literature; for
example see [17,12,4,18].
Because η(·) in both (2.1) and (2.4) is an unknown function, in some situations a restriction on β is required for
identifiability. Then we suppose that the restriction can be expressed as
β = ϕ0(β) (2.5)
for some r-dimensional vector-valued functions ϕ0(β). For example, for the single-index and multiple-index models, the
restriction is ‖β‖ = 1, where ‖ · ‖ is L2-norm. Let β = (β1, . . . , βr)τ and β(k) = (β1, . . . , βk−1, βk+1, . . . , βr)τ . In this case
the restriction ‖β‖ = 1 can be expressed as the form in (2.4); more precisely,
βj = βj (j 6= k, j = 1, . . . , r), βk = ±
√
1− ‖β(k)‖2
for any given k satisfying 1 ≤ k ≤ r . If there is no restriction on β (e.g., the function in (2.2)), we still use a restriction defined
by β = β . In general, the restriction (2.5) depends on known function f . It can be verified that if function f (·, ·) satisfies
f (x, Aβ + b) 6= F(f (x, β)) (2.6)
for any function F , constant matrix A and constant vector b, then there is no restriction on β . In Section 5 some examples
will be given to show the restriction on β .
On the other hand, although we can rewrite η(f (X, β)) as η˜(X, β) for an unknown composite function η˜ = η(f ), we still
remain the form η(f (X, β)) for the link-based correction given in the following subsection. Furthermore, the examples in
Section 5 will give some suggestions about how to choose model functions f and g .
It is worth pointing out that the model depends on (X, β) and (Z, θ) only through functions f (·, ·) and g(·, ·). We will
see that this special relationship is a key for nonparametric estimation and nonparametric correction. Then, we call f (·, ·)
and g(·, ·) inner link functions. In contrast, we call l(·, ·) outer link function, and η(·) the middle link functions.
For the case with vector-valued inner links f (·, ·) and g(·, ·), the proposed method below involves matrix operation and
multi-kernel estimation. Then, for simplicity, in this paper we mainly focus on the case where f (·, ·) and g(·, ·) are real-
valued functions. When the inner link functions are vector-valued functions, we will give additional explanations.
We are interested in inferring (β, θ) and regard η(·) as an infinite-dimensional nuisance parameter. Because of the
restriction (2.5), sometimes f (x, β) does not have a derivative at the point β . For example, for the single-index models,
the restriction ‖β‖ = 1 means the true value of β is the boundary point on the unit sphere. Consequently, f (x, β) does not
have a derivative at the point β . In this case we use the popularly used delete-one-component method as follows. Without
loss of generality,we assume that the true valueβ has a positive componentβk; otherwise, consider−β or−(1−‖β(k)‖2)1/2.
Then, we rewrite β as
β = (β1, . . . , βk−1, (1− ‖β(k)‖2)1/2, βk+1, . . . , βr)τ , (2.7)
where β(k) = (β1, . . . , βk−1, βk+1, . . . , βr)τ is the true parameter satisfying the constraint ‖β(k)‖ < 1.With these notations
and constraint, β is infinitely differentiable in a neighborhood of the true parameter β(k) and the Jacobian matrix is
Jβ(k) = (γ1, . . . , γr)τ , (2.8)
where γj (1 ≤ j ≤ r, j 6= k) is a r-dimensional vector with the j-th component 1 and the other components zero, and
γk = −
(
1− ‖β(k)‖2)−1/2 (β1, . . . , βk−1,−(1− ‖β(k)‖2)1/2, βk+1, . . . , βr)τ .
Note that in (2.7) β still has dimension r because the k-th component has two choices±(1− ‖β(k)‖2)1/2.
Then, in general, we assume that restriction (2.5) can induce the following transformation
β = ϕ1(βk1 , . . . , βkt ), t ≤ r (2.9)
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for some r-dimensional vector-valued function ϕ1(·), where βk1 , . . . , βkt are the components of β . We further suppose that,
under transformation (2.9), the parameter β is still has dimension r and f (x, β) is infinitely differentiable in a neighborhood
of the true parameter (βk1 , . . . , βkt )
τ . We denote the Jacobian matrix of transformation (2.9) by
Jt = (γ1, . . . , γr)τ , (2.10)
a r × r matrix.
Although model (2.1) is a special case of model (2.4), the bias-correction approach will be different. This is only because,
if we directly consider a unified approach for both (2.1) and (2.4), we need to estimate very complicated score functions. The
cumulative error caused by the estimation will not be negligible. Hence, we specially propose a bias correction for model
(2.1). For model (2.4), we will recommend another method specified in Section 4.
3. Bias-corrected EL for model (2.1)
To define an empirical likelihood for parameter vector (β, θ) in semiparametric regressionmodel (2.1), we first introduce
an auxiliary random vector:
s(β, θ, η;W , Y , X, Z) = (Gτ1,Gτ2)τ {Y − l[W , η(f (X, β)), g(Z, θ)]} , (3.1)
where
G1 = ∂ l
∂β
= ∂ l(W , η, g)
∂η
∂η(f )
∂ f
Jτt
∂ f (X, β)
∂β
,
G2 = ∂ l
∂θ
= ∂ l(W , η, g)
∂g
∂g(Z, θ)
∂θ
.
In fact the function vector s(β, θ, η;W , Y , X, Z) is the quasi-score function for regression model (2.1); see for example
[19,20]. Since f (·, ·) and g(·, ·) are for the moment supposed to be real-valued functions, G1 and G2 are then r- and
s-dimensional column vectors, respectively. As the result, the dimension of s(β, θ, η;W , Y , X, Z) is equal to r + s, the
dimension of unknown parameter vector (β, θ). Moreover, E(s(β, θ, η;W , Y , X, Z)) = 0 if (β, θ, η) is the true parameter
vector. Then this auxiliary vector s(β, θ, η;W , Y , X, Z) can be employed to construct an empirical likelihood for (β, θ) as
follows.
Let (Wi, Xi, Zi), i = 1, . . . , n, be independent and identically distributed observations of (W , X, Z), Yi be observed
at (Wi, Xi, Zi) through model (2.1) and si(β, θ, η) = s(β, θ, η;Wi, Yi, Xi, Zi). Then, given the nuisance component η, an
empirical log-likelihood ratio function of (β, θ) is defined as
LE(β, θ, η) = −2 sup
{
n∑
i=1
log(npi) : pi ≥ 0,
n∑
i=1
pi = 1,
n∑
i=1
pisi(β, θ, η) = 0
}
.
Since LE(β, θ, η) in fact contains unknown nonparametric component η and its derivative η′ = ∂η/∂ f , a natural way is
to replace them by consistent estimators. Note that, as mentioned before, function η depends on (X, β) only through the
inner link f (X, β). Then, such consistent estimators can be constructed via some nonparametric smoothing methods. For
instance, based on the locally linear procedure (see [21]), the estimators of η and η′ can be obtained by minimizing
n∑
i=1
{Yi − l[Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]}2 Kh(f (Xi, β)− t)
with respect to a and b, whereKh(·) = h−1K(·/h),K(·) is a kernel function and h is a bandwidth depending on n. Let aˆ(t, β, θ)
and bˆ(t, β, θ) be the solutions to the above optimality problem. Then ηˆ(t) = aˆ(t, β, θ) and ηˆ′(t) = bˆ(t, β, θ). Denote
l′1(W , η, g) =
∂
∂η
l(W , η, g), l′2(W , η, g) =
∂
∂g
l(W , η, g).
The above optimality problem can be expressed as the following local estimating equation:
n∑
i=1
{Yi − l[Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]} l′1[Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]Kh(f (Xi, β)− t) = 0,
n∑
i=1
{Yi − l[Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]}
× l′1[Wi, a+ b(f (Xi, β)− t), g(Zi, θ)](f (Xi, β)− t)Kh(f (Xi, β)− t) = 0,
(3.2)
for a and b.
The solution of the above problem usually has no explicit form. But the resulting estimators have the standard
convergence rate. For example, according to the result of [22], we have the following lemma:
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Lemma 3.1. Under conditions (C1)–(C5) listed in Sections 3.1 and 6, the biases and variances of the estimators ηˆ(t) and ηˆ′(t)
satisfy the following conditions:
E(ηˆ(t))− η(t) = O(h2), Var(ηˆ(t)) = O((nh)−1),
E(ηˆ′(t))− η′(t) = O(h2), Var(ηˆ′(t)) = O(n−1h−3).
The convergence rates given in Lemma 3.1 are standard in the scope of nonparametric estimation. In some cases, there
are explicit solutions to the above problem. For example, if l has an additive form (i.e., model (2.1) can be written as
Y = W + η(f (X, β))+ g(Z, θ)+ ε) then
ηˆ(t) =
n∑
i=1
Wni(t, β)(Yi −Wi − g(Zi, θ)),
ηˆ′(t) =
n∑
i=1
W˜ni(t, β)(Yi −Wi − g(Zi, θ)),
(3.3)
where
Wni(t, β) = Uni(t, β)
/ n∑
j=1
Unj(t, β),
W˜ni(t, β) = U˜ni(t, β)
/ n∑
j=1
Unj(t, β),
Uni(t, β) = Kh(f (Xi, β)− t)[Sn,2(t, β)− (f (Xi, β)− t)Sn,1(t, β)],
U˜ni(t, β) = Kh(f (Xi, β)− t)[(f (Xi, β)− t)Sn,0(t, β)− Sn,1(t, β)],
Sn,l(t, β) = 1n
n∑
i=1
(f (Xi, β)− t)lKh(f (Xi, β)− t), l = 0, 1, 2.
Fan and Gijbels [21] also shows that the biases and variances of ηˆ and ηˆ′ have the same representation as in Lemma 3.1.
Then, we get an approximation to s(β, θ, η;W , Y , X, Z) as
sˆ(β, θ;W , Y , X, Z) = s(β, θ, ηˆ;W , Y , X, Z). (3.4)
However, this natural replacement will result in the empirical likelihood ratio LE(β, θ, ηˆ) converging in distribution to a
weighted sum of some chi-squared variables with unknown weights, rather than a standard chi-square variable, because
the convergence rate of the plug-in estimators ηˆ and ηˆ′ is nonparametric; for details see [15]. To determine the distribution
of the likelihood ratio, one has to estimate weights and then to use Monte Carlo simulation, or use bootstrap to get an
approximation.
3.1. Bias-corrected EL
We now propose a bias-correction approach. Adjust sˆ by a centering technique as follows. Write
µ1(t) = E[∂ f (X, β)/∂β|f (X, β) = t], µ2(t) = E[∂g(Z, θ)/∂θ |g(Z, θ) = t].
Define the nonparametric estimators of µ1(t) and µ2(t) respectively as
µˆ1(t) =
n∑
i=1
∂ f (Xi, β)
∂β
Kh(f (Xi, β)− t)
n∑
j=1
Kh(f (Xj, β)− t)
, (3.5)
µˆ2(t) =
n∑
i=1
∂g(Zi, θ)
∂θ
Kh(g(Zi, θ)− t)
n∑
j=1
Kh(g(Zj, θ)− t)
. (3.6)
Also, here, weight functions
Kh(f (Xi, β)− t)
n∑
j=1
Kh(f (Xj, β)− t)
and
Kh(g(Zi, θ)− t)
n∑
j=1
Kh(g(Zj, θ)− t)
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can be chosen as the similar form asweight functionWni(t, β) defined in (3.3).We now center ∂ f (X, β)/∂β and ∂g(Z, θ)/∂θ
respectively as
∂ f (X, β)
∂β
− µˆ1(f (X, β)), ∂g(Z, θ)
∂θ
− µˆ2(g(Z, θ)),
and thus get the centered versions of G1 and G2 as
G˜1(W , X, Z, β, θ) = ∂ l(W , ηˆ, g)
∂η
∂ηˆ(f )
∂ f
Jτt
(
∂ f (X, β)
∂β
− µˆ1(f (X, β))
)
,
G˜2(W , X, Z, β, θ) = ∂ l(W , ηˆ, g)
∂g
(
∂g(Z, θ)
∂θ
− µˆ2(g(Z, θ))
)
.
Consequently, we obtain a replacer of s(β, θ, η;W , Y , X, Z) as
s˜(β, θ;W , Y , X, Z) = (˜Gτ1, G˜τ2)τ {Y − l[W , ηˆ(f (X, β)), g(Z, θ)]} . (3.7)
Since G˜1 and G˜2 are centered and tend to zero vector for example in probability, we call s˜ the bias-corrected score.
Finally, we employ the bias-corrected function vector (3.7) to construct a bias-corrected empirical log-likelihood ratio as
LE(β, θ) = −2 sup
{
n∑
i=1
log(npi) :
n∑
i=1
pi = 1, pi ≥ 0,
n∑
i=1
pis˜i(β, θ) = 0
}
,
where s˜i(β, θ) = s˜(β, θ;Wi, Yi, Xi, Zi). By Lagrange multipliers, the empirical likelihood ratio can be rewritten as
LE(β, θ) = 2
n∑
i=1
log{1+ λτ (β, θ)s˜i(β, θ)}, (3.8)
where Lagrange multiplier λ(β, θ) is determined by
1
n
n∑
i=1
s˜i(β, θ)
1+ λτ (β, θ)s˜i(β, θ) = 0. (3.9)
Remark 3.1. Note that, as mentioned before, the inner link function f and g are supposed to be real-valued functions. With
such an assumption, the derivatives G1 and G2 are vectorial and the kernel function used above are 1-dimensional. However,
when the inner links are vector-valued functions, the frameworks have to be changed as follows. The first is that, sinceG1 and
G2 arematrices, we have to use vectoring operation on themand, thus,G1 andG2 in (3.1) should be replaced by their vectorial
forms vec(G1) and vec(G2), respectively. The second is that the kernel functions used above should be multidimensional.
3.2. Asymptotic behavior
Wenow investigate the asymptotic distribution of LE(β, θ). To this end,we choose the kernel function and the bandwidth
satisfying the following conditions:
(C1) K(u) is a bounded and symmetric density function, with a bounded derivative and support [−1, 1], and satisfies∫ 1
−1 u
2K(u)du 6= 0.
(C2) h→ 0, nh3 →∞ and nh8 → 0.
Obviously, conditions (C1) and (C2) are common and designed for desired asymptotic properties of the nonparametric
estimators; for details see Lemmas 3.1 and 6.1. We also need condition (C2)to guarantee that the remainder terms in a
decomposition of the factor 1√n
∑n
i=1 s˜i(β, θ) are negligible (see Lemma 6.1 and its proof). Furthermore, some additional
conditions onmodel (2.1) are required, which are presented in Section 6 and numbered by (C3)–(C5). It can be easily verified
that those additional conditions are common and similar to those presented by existing literature; see for example [16].
Let
ξ = [Gτ1(β, θ),Gτ2(β, θ)]τ ,
and
V (β, θ) = E{[ξ − E(ξ |f (X, β), g(Z, θ))][ξ − E(ξ |f (X, β), g(Z, θ))]τ }.
Then we have the following main result.
Theorem 3.1. In addition conditions (C1)–(C5), the following condition holds:
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(A) V (β, θ) is a positive definite matrix.
If (β, θ) is the true value of the vector-valued parameter in model (2.1), then
LE(β, θ)
D−→ χ2r+s,
whereD denotes convergence in distribution.
Note that condition (A) in Theorem 3.1 is also needed for other methods. For example, it is known that the least squares
estimator (βˆ, θˆ ) of (β, θ) satisfies
√
n
(
βˆ − β
θˆ − θ
)
D−→ N(0, σ 2V−(β, θ)),
where V−(β, θ) denotes a generalized inverse of V (β, θ); see for example [23,24]. Therefore, the confidence region based
on the least squares estimator and normal distribution requires condition (A). When the condition (A) is not satisfied, we
will give a modification to guarantee the invertibility of V (β, θ).
The detailed proof of the theoremwill be presented in Section 6, but it is basedmainly on an approximate representation
of the empirical likelihood ratio (3.8) as
LE(β, θ) ≈ Uτn V−1Un, (3.10)
where V = E(ζ ζ τ ), ζ = ξ − E(ξ |f (X, β), g(Z, θ)), ξ = (Gτ1(X, Z),Gτ2(X, Z))τ , Un = 1√n
∑n
i=1 ζi and ζi is the value of ζ at
(Xi, Zi).
This theorem shows that the bias-corrected empirical likelihood ratio is asymptotically distribution free. The optimal
bandwidth of order O(n−1/5) is within the range between O(n−1/4) and O(n−1/7). This makes it possible to use the existing
data-driven algorithm for selecting an optimal bandwidth.
Based on Theorem 3.1, one can use LE(β, θ) to construct confidence region for (β, θ) and test statistic for hypothesis
H0 : (β, θ) = (β0, θ0)↔ H1 : (β, θ) 6= (β0, θ0) as follows. If cα satisfies P(χ2r+s ≤ cα) = 1−α, then the confidence region
for (β, θ)with asymptotically correct coverage probability 1− α is
{(β, θ) : LE(β, θ) ≤ cα},
and the critical region for hypothesis H0 ↔ H1
{(Y ,W , X, Z) : LE(β0, θ0) ≥ cα}
has an asymptotic significance α.
The results above can be applied to the single-index models if the Jacobian matrix Jt is replaced by Jβ(k) defined in (2.8).
However, in some cases, for instance, where the components of X are independent and the inner links are chosen as f = βτ x
and g = θ τ z, condition (A) is unsatisfied. Thus we need auxiliary information to reduce the dimension of β and then to
ensure the invertibility of covariance matrix V (β, θ). Without loss of generality, we now suppose that the k-th component
of β is positive (or negative). With such an assumption and the restriction ‖β‖ = 1, the actual dimension of the surface of
the unit sphere is (r − 1) rather than r . The Jacobian matrix is given by
J∗
β(k)
= (γ ∗1 , . . . , γ ∗r )τ ,
where γ ∗j (j 6= k) is a (r − 1)-dimensional unit vector with j-th component 1 and the other components zero, and
γ ∗k = −(1−‖β(k)‖2)−1/2β(k). If the original Jacobian matrix Jt is replaced by J∗β(k) , then the dimension of V (β, θ) is reduced
from (r + s)× (r + s) to (r + s− 1)× (r + s− 1) and, consequently, the V (β, θ) is invertible.
With the same argument as used in Theorem 3.1, we can get the following result.
Corollary 3.2. Suppose that, for generalized single-index model
Y = l[W , η(βτX), g(Z, θ)] + ε,
the conditions (C1)–(C5) hold and the k-th component of β is positive (or negative). In addition, assume the original Jacobian
matrix Jt is replaced by J∗β(k) . Then, when (β
(k), θ) is the true value of the vector-valued parameter,
LE(β(k), θ)
D−→ χ2r+s−1.
By Corollary 3.2, we can use χ2r+s−1, rather than χ2r+s, to determine the confidence region for (β(k), θ) in the above generalized
single-index model. Moreover, once we have obtained the confidence region for (β(k), θ), the confidence region for (β, θ) can be
immediately obtained through the relationship βk = (1− ‖β(k)‖2)1/2.
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We now consider the case where model (2.1) is free of θ , i.e.,
Y = l[W , η(f (X, β)), g(Z)] + ε.
The bias-corrected function is then
s˜i(β) = G˜1
{
Yi − l[W , ηˆ(f (Xi, β)), g(Zi)]
}
,
where the bias-corrected empirical likelihood ratio has the same form as (3.8) when s˜i(β, θ) is replaced by s˜i(β). The result
in Theorem 3.1 can be expressed as
LE(β)
D−→ χ2r .
Further, for generalized single-index model
Y = l[W , η(βτX), g(Z)] + ε,
if the k-th component of β is supposed to be positive (or negative), the Jacobian matrix Jt is replaced by J∗β(k) , then, we have
LE(β(k))
D−→ χ2r−1.
When model (2.1) does not contain β , then the model is reduced to
Y = l[W , η(f (X)), θ τZ] + ε.
Then,
s˜i(θ) = G˜2
{
Yi − l[W , ζˆ (Xi), g(Zi, θ)]
}
,
where ζ (x) = η(f (x)), and the bias-corrected empirical likelihood ratio has the same form as (3.8) when s˜i(β, θ) is replaced
by s˜i(θ). The result in Theorem 3.1 is expressed as
LE(θ)
D−→ χ2s .
In this case, if V (θ) is degenerate, we also need the auxiliary information of θ to reduce the dimension of θ .
4. Bias-corrected EL for model (2.4)
We now construct a bias-corrected EL for model (2.4). Similar to the procedure given in Section 3, we first construct the
quasi-score function for model (2.4) as
s(u)(β, θ, η; Y ,W , X, Z) = (Dτ1,Dτ2)τu(Y ,W , η(f (X, β)), g(Z, θ)),
where
(Dτ1,D
τ
2)
τ = E
{[(
∂u
∂β
)τ
,
(
∂u
∂θ
)τ]τ ∣∣∣∣W , X, Z} ,
∂u
∂β
= ∂u(Y ,W , η, g)
∂η
∂η(f )
∂ f
Jτt
∂ f (X, β)
∂β
,
∂u
∂θ
= ∂u(Y ,W , η, g)
∂g
∂g(Z, θ)
∂θ
.
Let (Wi, Xi, Zi), i = 1, . . . , n, be the independent and identically distributed observations of (W , X, Z), Yi be observed at
(Wi, Xi, Zi) through model (2.4) and s
(u)
i (β, θ, η) = s(u)(β, θ, η;Wi, Yi, Xi, Zi). Note that E(s(u)i (β, θ, η)) = 0 if (β, θ, η) is
the true parameter vector. Then, given the nuisance component η, an empirical log-likelihood ratio of (β, θ) is defined as
L(u)E (β, θ, η) = −2 sup
{
n∑
i=1
log(npi) : pi ≥ 0,
n∑
i=1
pi = 1,
n∑
i=1
pis
(u)
i (β, θ, η) = 0
}
.
Similar to the score (G1,G2) of (3.1), we also need to estimate the conditional expectation of the score (Dτ1,D
τ
2)
τ to get
a centered score if we want to use the method introduced in Section 3. However, the nonparametric estimation of the
conditional expectation (Dτ1,D
τ
2)
τ with the plug-in estimators of ( ∂u
∂θ
, ∂u
∂β
), η and η′ introduces much cumulative error, the
resulting bias of s(u)i (β, θ, η)may be large. As a result, the previousmethodmay not be efficient. In this section, we introduce
an approach that is free of this conditional expectation at the cost that we lose this optimal score. As [25] commented in a
relevant work, such a use does not destroy the asymptotic efficiency.
858 L. Zhu et al. / Journal of Multivariate Analysis 101 (2010) 850–868
We now use a replacer of (Dτ1,D
τ
2)
τ as
(Dˆτ1, Dˆ
τ
2)
τ =
((
∂
∂β
f (X, β)
)τ
Jt ,
(
∂
∂θ
g(Z, θ)
)τ)τ
.
With this replacer, the new score function (Dˆτ1, Dˆ
τ
2)
τu(Y , η(f (X, β)),m(g(Z, θ))) is not the best one but the resulting EL is
again asymptotically distribution-free. It is similar to (G1,G2) in Section 3, but we do not need to estimate the derivative η′
of η. Also we center it as
(D˜τ1, D˜
τ
2)
τ =
((
∂
∂β
f (X, β)− µˆ1(f (X, β))
)τ
Jt ,
(
∂
∂θ
g(Z, θ)− µˆ2(g(Z, θ))
)τ)τ
,
where µˆ1(f (X, β)) and µˆ2(g(Z, θ)) are defined as those in (3.5) and (3.6), respectively. Then a centered s(u)(β, θ;W , Y , X, Z)
is
s˜(u)(β, θ;W , Y , X, Z) = (D˜τ1, D˜τ2)τu(Y ,W , ηˆ(f (X, β)),m(g(Z, θ))), (4.1)
where ηˆ is an estimator of η, which is obtained by the following locally linear estimating equations
n∑
i=1
u[Yi,Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]u′1[Yi,Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]Kh(f (Xi, β)− t) = 0;
n∑
i=1
u[Yi,Wi, a+ b(f (Xi, β)− t), g(Zi, θ)]
× u′1[Yi,Wi, a+ b(f (Xi, β)− t), g(Zi, θ)](f (Xi, β)− t)Kh(f (Xi, β)− t) = 0
for a. ηˆ(t) = aˆ(t, β, θ) is the solution to the above equation. Carroll, Ruppert and Welsh [22] showed that the bias and
variance of ηˆ(t) have the same representation as that of Lemma 3.1.
Finally, we get the bias-corrected empirical log-likelihood ratio as
L(u)E (β, θ) = −2 sup
{
n∑
i=1
log(npi) :
n∑
i=1
pi = 1, pi ≥ 0,
n∑
i=1
pis˜
(u)
i (β, θ) = 0
}
,
where s˜(u)i (β, θ) = s˜(u)(β, θ;Wi, Yi, Xi, Zi). By the Lagrange multipliers, the empirical likelihood ratio can be rewritten as
L(u)E (β, θ) = 2
n∑
i=1
log{1+ λτ (β, θ)s˜(u)i (β, θ)}, (4.2)
where λ(β, θ) is the Lagrange multiplier satisfying
1
n
n∑
i=1
s˜(u)i (β, θ)
1+ λτ (β, θ)s˜(u)i (β, θ)
= 0. (4.3)
We can prove, by the same arguments for proving Theorem 3.1, that the bias-corrected empirical likelihood ratio has a
standard chi-square limit as defined in Theorem 3.1; namely,
L(u)E (β, θ)
D−→ χ2r+s.
Moreover, if the restriction on β is ‖β‖ = 1 and βk is supposed to be positive (or negative), Jt should be replaced by J∗β(k) .
Consequently, we have
L(u)E (β
(k), θ)
D−→ χ2r+s−1.
Therefore, we can employ L(u)E (β, θ) or L
(u)
E (β
(k), θ) to construct confidence region and test statistic for (β, θ). The details
are omitted here.
5. Simulation study and real data analysis
5.1. Simulation studies
For comparison, we need to consider whichmethods should be used. In the literature, there are twomain nonparametric
approaches available: normal approximation by the least squares estimator (LSE) and the classical empirical likelihood
without bias correction. As was commented before, the classical empirical likelihood needs to estimate weight functions
and bootstrap the limit distribution. Compared with normal approximation that needs to estimate limit variance, these
may cause more cumulative errors and then deteriorate the performance of the method. Therefore, in this section, we only
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Table 1a
The coverage probability comparisons for (β1, θ) in model (5.3).
n EL LS n EL LS
α = 0.10 60 0.8880 0.6820 α = 0.05 60 0.9100 0.7520
120 0.8860 0.7180 120 0.9500 0.8240
200 0.8880 0.7800 200 0.9460 0.8460
Table 1b
The coverage probability comparisons for (β2, θ) in model (5.3).
n EL LS n EL LS
α = 0.10 60 0.8760 0.6420 α = 0.05 60 0.9340 0.7460
120 0.9000 0.7060 120 0.9360 0.7720
200 0.9120 0.7300 200 0.9460 0.8220
consider a comparison with the normal approximation. In the least squares, the nonparametric function η(·) is estimated
by the local linear smoother, as given in (2.10) and the parameter (β, θ) is estimated by minimizer (βˆ, θˆ ) of
L(β, θ) = 1
n
n∑
i=1
{Yi − l[W , ηˆ(f (Xi, β)), g(Zi, θ)]}2 (5.1)
over all β and θ subject to the constraint (2.8). Carroll et al. [24] showed that the asymptotic distribution of LSE βˆ and θˆ is
normal and the asymptotic covariance can be estimated by Qˆ−1, where
Qˆ = 1
n
n∑
i=1
εˆ2i
(̂˜G1iτ , ̂˜G2iτ)τ (̂˜G1iτ , ̂˜G2iτ) , (5.2)
εˆi = Yi − l[Wi, ηˆ(f (Xi, βˆ)), g(Zi, θˆ )], ̂˜Gji = G˜j(Wi, Xi, Zi, βˆ, θˆ ) for j = 1, 2 and G˜j are defined in Section 3.
The comparison is made through coverage accuracy and average area of the confidence regions. For either case, the sizes
of the samples are n = 60, 120, 200, the nominal level is chosen to be 1− α = 0.95/0.90, the kernel function is chosen to
be the second-order kernel defined by
K(u) = 15
16
(1− u2)2I(|u| ≤ 1)
and the bandwidth is chosen always by cross-validation (CV). All the simulation procedures are repeated 500 times.
Example 1. Carroll et al. and Zhu andXue [24,16] considered ‘‘sine-bump’’model, inwhich the part of ‘‘bump’’ was designed
as a linear function. In practice, a useful choice for the part of ‘‘bump’’ is of the logistic form, and we used it as a ‘‘sine and
logistic-bump’’ model:
Yi = η(f (Xi, β))+ e
g(Zi,θ)
1+ eg(Zi,θ) + εi, i = 1, . . . , n, (5.3)
where
η = sin
{
pi(f (x, β)− a)
(b− a)
}
, f (x, β) = βτ x, g(z, θ) = θz.
In this example the restriction on β is ‖β‖ = 1, Xi are bivariate with independent uniform (0, 1) component, Zi = 0 for i odd
and Zi = 1 for i even, and εi are normally distributed with mean 0 and variance 0.2. The parameters are β = (1,
√
2)τ/
√
3
and θ = 0.35. We take a = √3/2− 1.645/√12 and b = √3/2+ 1.645/√12.
Tables 1a and 1b report the empirical coverage levels. We can find that the new method consistently achieves a much
higher coverage level, which is close to the nominal level, than the least squares does. Figs. 1a and 1b report the confidence
regions. From these figures, we can see that the sizes of confidence regions from both of the methods are about the same.
Taking the coverage level and the size of the confidence regions into account, we can say that the new method greatly
outperforms the least squares.
We also do some simulations with the inner link function f1(x, β) = pi(βτ x−a)(b−a) and g1(z, θ) = e
θz
1+eθz . The conclusion is
similar. We do not report the simulation results in this paper.
Example 2. Consider the partially logistic model
Yi = eXi + e
θτ Zi
1+ eθτ Zi + εi, i = 1, . . . , n, (5.4)
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Fig. 1a. The confidence regions for (β1, θ) in model (5.3).
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Fig. 1b. The confidence regions for (β2, θ) in model (5.3).
Table 2
The coverage probability comparisons for (θ1, θ2) in model (5.4).
n EL LS n EL LS
α = 0.10 60 0.8660 0.8580 α = 0.05 60 0.8740 0.8740
120 0.8600 0.8540 120 0.9240 0.9180
200 0.8660 0.8600 200 0.9360 0.9340
where θ = (0.93, 1.53)τ , εi ∼ N(0, 0.12), X ∼ N(0, 0.32) and Zi follows a bivariate normal distribution each component
having mean zero and variance 1, with correlation coefficient ρ = 0.8 between the two components. We choose the
unknown nonparametric function as η = ex and the inner link function as g(z, θ) = θz.
Table 2 reports the simulation results of coverage levels. It shows that the newmethod achieves slightly higher coverage
levels than the least squares does. Furthermore, Fig. 2 indicates that the new method gets a smaller confidence region than
the least squares does. As shown in Example 1, a reversible transformation of the inner link results in similar results. Thus,
with this example, the new method works better than the least squares.
Example 3. Consider the quadratic model as a nonlinear single-index model:
Yi = η(f (Xi, β))+ εi i = 1, . . . , n, (5.5)
where
η =
(
f (x, β)+√2
)2
, f (x, β) = sin(βτ x).
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Fig. 2. The confidence regions for (θ1, θ2) in model (5.4).
Table 3
The coverage probability comparisons for β1 in model (5.5).
n EL LS n EL LS
α = 0.10 60 0.8880 0.7760 α = 0.05 60 0.9260 0.8000
120 0.9000 0.7760 120 0.9420 0.8400
200 0.8920 0.7440 200 0.9460 0.8140
Table 4
The coverage probability comparisons for θ in model (5.6).
n EL LS n EL LS
α = 0.10 60 0.8250 0.7560 α = 0.05 60 0.9020 0.8720
120 0.8620 0.7880 120 0.9220 0.9100
200 0.8680 0.8140 200 0.9420 0.9210
In this example β = √2(1/2, 1/2)τ , εi ∼ N(0, 0.22) and Xi are bivariate with independent uniform (0, 1) components.
Note that ‖β‖ = 1. Table 3 reports the simulation results about the coverage levels for model (5.5). As expected, the new
method consistently achieves much higher coverage levels than the least squares does.
Unlike the results in Examples 1 and 2, however, the sizes of the confidence regions based on the new method are
sometimes larger than the sizes of the confidence regions based on the least squares. Denote by LEL(β1, n, α) and LLS(β1, n, α)
the lengths of the confidence regions of β1 based respectively on the new method and the least squares. The simulations
of Example 3 are: LEL(β1, 200, 0.10) = 0.0675 and LEL(β1, 200, 0.05) = 0.0178; LLS(β1, 200, 0.10) = 0.0214 and
LLS(β1, 200, 0.05) = 0.0536. It is worth pointing out that, in Example 1, the inner link function f and g are linear functions
of βτX and θ τZ , and in Example 3, however, the inner link function f is a periodic function of βτX .
Example 4. Consider the following varying coefficient model
Yi = W τi η(Xi)+ Zτi θ + εi, i = 1, . . . , n, (5.6)
where θ = (0.5, 0.7)τ ,Wi = (Wi1,Wi2)τ withWi1 = 1 andWi2 ∼ N(0, 1), the covariate Xi is uniformly distributed on [0,1],
the nonparametric coefficient vector η(x) = (η1(x), η2(x))τ with η1(x) = 5.5 + 0.1 exp(2x − 1) and η2(x) = 0.8x(1 − x),
and Zi follows a bivariate normal distribution, two components having mean zero and variance 1 and correlation coefficient
ρ = 0.5. In this example, we choose the inner links respectively as f = η(x) and g = zτ θ . As expected, the Table 4 shows
that our method consistently achieves a much higher coverage level than the least squares; also the Fig. 3 indicates that the
new method obtains a smaller confidence region than the least squares.
In summary, the bias-corrected empirical likelihood performs much better than the least squares overall, although, in
a few cases, it has larger sizes of confidence regions. Also the revertible transformation of the inner link functions results
in the equivalent results. The least squares is sensitive to estimates of parameter and variance, and its coverage levels are
evidently smaller than the given nominal level.
5.2. Application to Boston housing data
To further illustrate the performance of the proposed empirical likelihood, here we consider the Boston housing data,
whichwas available at thewebsite http://lib.stat.cmu.edu. Harrison and Rubinfeld [26] investigated variousmethodological
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Fig. 3. The confidence regions for (θ1, θ2) in model (5.6).
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Fig. 4. 95% confidence regions for the coefficients (θ1, θ2) of variables PTRATIO and AGE.
issues related to the use of Boston housing data to estimate the demand for clean air. They reported a study of housing prices
using data for census tracts in the Boston StandardMetropolitan Statistical Area (SMSA) in 1970. The Boston sample contains
506 observations (one observation per census tract) and 14-non-constant independent variables. Fan andHuang [27] applied
the varying-coefficient partially linearmodel to analyze the association between themedian value of owner-occupied homes
and the seven covariates. Following Fan and Huang [27], we take the median value of owner-occupied homes in $ 1000’s
(MEDV) as the response Y , and seven variables include crime rate (CRIM), average number of rooms (RM), property tax rate
(TAX), levels of nitrogen oxides in pphm (NOX), pupil–teacher ratio (PTRATIO), proportion of structures built before 1940
(AGE), and lower status population proportion (LSTAT) as the predictor variables. For simplicity of notation, the predictors
CRIM, RM, TAX, NOX, PTRATIO, and AGE are denoted, respectively, by W2, . . . ,W5, and Z1 and Z2, and X =
√
LSTAT,
respectively. Then the following model is considered
Y = η1(X)+ η2(X)W2 + η3(X)W3 + η4(X)W4 + η5(X)W5 + θ1Z1 + θ2Z2 + ε,
which can be regarded as a special case of model (2.1) or an extended version of (2.3). The second-order kernel is employed
to estimate the coefficient functions, and the cross-validation (CV) method is used to select the bandwidth hCV = 0.825.
Fig. 4 provides the 95% confidence regions for the coefficients (θ1, θ2) of variables PTRATIO and AGE. In addition, we also
obtain the least squares estimators (−0.374464,−0.003987) of (θ1, θ2). From Fig. 4, we find that the ELR-based confidence
region is smaller than the one based on that of the LSE. Fig. 4 further indicates the confidence region of θ2 covers the zero
point, the coefficient θ1 for variable PTRATIO is significantly negative. Those results again confirm the findings in [27].
5.3. Application to smoking and respiratory function data
Tager et al. [28,29] reported a study aimed at assessing children’s pulmonary function in the absence or presence of
smoking cigarettes, as well as exposure to passive smoke from at least one parent. This data contains determinations of FEV
L. Zhu et al. / Journal of Multivariate Analysis 101 (2010) 850–868 863
Fig. 5. 95% confidence regions for (β1, β2, β3).
on 654 children ages 3–19whowere seen in the Childhood Respiratory Disease Study in themiddle to late 1970s. In this data
analysis, the measured outcome of interest is respiratory function, which is measured by forced expiratory volume (FEV).
FEV is an index of pulmonary function that measures the volume of air expelled after one second of constant effort. The
dataset include the following variables: FEV (liters), AGE (years), HEIGHT (inches), GENDER (M/F), SMOKE (Y/N). To assess
the relationship between smoking and FEV, we consider a semiparametric regression model. We take FEV as the response
Y . For ease of notation, the predictors AGE, GENDER and SMOKE are denoted, respectively, by X1, X2 and X3, and HEIGHT is
denoted by Z . Kahn [30] suggested that a quadratic regression of FEV on HEIGHT can fit very well. Therefore, we consider
the following semiparametric model:
Y = η(f (X, β))+ g(Z, θ)+ ε,
where η(·) is an unknown function. In this example, we choose f (X, β) = X1β1+X2β2+X3β3 and g(z, θ) = θ0+θ1z+θ2z2.
For this dataset, the second-order kernel is employed to estimate the unknown function η(·), and the cross-validation (CV)
method is used to select the bandwidth hCV = 12.36. We also obtain the least squares βˆ = (0.3911, 0.5324,−0.7507)
and θˆ = (2.0626,−0.2590, 0.0031). Figs. 5 and 6 provide the 95% confidence regions for the coefficients (β1, β2, β3) and
(θ0, θ1, θ2), respectively. Like the results of analysis for housing data given in Section 5.2, here the ELR-based confidence
regions are smaller than the ones obtained by the LSE.
6. Proofs
Other than conditions (C1) and (C2) in Section 3, we assume 3 more conditions as follows.
(C3) The density functions of f (X, β) and g(Z, θ) are bounded away from zero and satisfy the Lipschitz continuous of order
1 respectively on TX = {f (x, β) : x ∈ X} and TZ = {g(z, θ) : z ∈ Z}, whereX and Z are compact support sets of X
and Y , respectively.
(C4) Functions l(·, ·, ·), f (·, ·), g(·, ·), η(·),µ1(·) andµ2(·) all have two bounded and continuous derivatives respectively on
their domains.
(C5)
sup
x,z
E(ε2|X = x, Z = z) <∞, sup
x
E(ε4|X = x) <∞,
sup
tx∈TX ,tz∈TZ
E((l′j)
8|f (X, β) = tx, g(Z, θ) = tz) <∞, for j = 1, 2,
sup
tx∈TX ,tz∈TZ
E((l′′j )
8|f (X, β) = tx, g(Z, θ) = tz) <∞, for j = 1, 2,
sup
tx∈TX
E((η′)4|f (X, β) = tx) <∞, sup
tz∈TZ
E((m′)4|g(Z, θ) = tz) <∞,
sup
tx∈TX
E(‖f ′‖4|f (X, β) = tx) <∞, sup
tz∈TZ
E(‖g ′‖4|g(Z, θ) = tz) <∞.
For the sake of convenience, we introduce the following notations:
li = l[Wi, η(f (Xi, β)), g(Zi, θ)], Gji = Gj(f (Xi, β), g(Zi, θ)), j = 1, 2,
lˆi = l[Wi, ηˆ(f (Xi, β)), g(Zi, θ)], G˜ji = G˜j(f (Xi, β), g(Zi, θ)), j = 1, 2,
864 L. Zhu et al. / Journal of Multivariate Analysis 101 (2010) 850–868
0 0
Fig. 6. 95% confidence regions for (θ0, θ1, θ2).
l′1i =
∂
∂η
l[Wi, η(f (Xi, β)), g(Zi, θ)], lˆ′1i =
∂
∂η
l[Wi, ηˆ(f (Xi, β)), g(Zi, θ)],
l′2i =
∂
∂g
l[Wi, η(f (Xi, β)), g(Zi, θ)], lˆ′2i =
∂
∂g
l[Wi, ηˆ(f (Xi, β)), g(Zi, θ)],
η′i =
∂
∂ f
η(f (Xi, β)), ηˆ′i =
∂
∂ f
ηˆ(f (Xi, β)), f ′i =
∂
∂β
f (Xi, β),
g ′i (θ) =
∂
∂θ
g(Zi, θ), ξi = [Gτ1i(β, θ),Gτ2i(β, θ)]τ .
Furthermore, we denote µjs and µˆjs the s-th component of µj and µˆj, respectively, for j = 1, 2 and s = 1, . . . , p or q.
Proof of Lemma 3.1. Carroll et al. [22] provided the asymptotic representations of bias and variance of the estimators
obtained by local estimating equation. When their result is employed to local estimating equation (2.10) with domain
TX = {f (x, β) : x ∈ X}, the biases and variances of ηˆ(t) and ηˆ′(t) for t ∈ TX can have, asymptotically, the same
representation as that given in Section A.1 of [22]. Then the results of the lemma follow. 
For proving Theorem 3.1, we need the following lemmas.
Lemma 6.1. Under the conditions (C1)–(C5), we have
E(‖s˜‖r) = E(‖ζ‖r)+ O(h2r)+ O(n−r/2h1/2−r), r = 2, 3, 4,
Sn = Un + op(1),
where ζ = [ξ − E(ξ |f (X, β), g(Z, θ))]ε, ξ = [Gτ1(β, θ),Gτ2(β, θ)]τ , ζi is the value of ζ at (Xi, Zi), Sn = n−1/2
∑n
i=1 s˜i and
Un = n−1/2∑ni=1 ζi.
Proof. By the notations listed above, we have
s˜ = ζ +
4∑
j=1
Ij, (6.1)
where Ij = (Iτj1Jt , Iτj2)τ with
I11 = (µ1 − µˆ1)l′1ηˆ′ε, I12 = (µ2 − µˆ2)l′2ε,
I21 = (lˆ′1 − l′1)(f ′ − µˆ1)ηˆ′(β)ε, I22 = (lˆ′2 − l′2)(g ′ − µˆ2)ε,
I31 = (l− lˆ)(f ′ − µˆ1)l′1ηˆ′, I32 = (l− lˆ)(g ′ − µˆ2)l′2,
I41 = (l− lˆ)(lˆ′1 − l′1)(f ′ − µˆ1)ηˆ′,
I42 = (l− lˆ)(lˆ′2 − l′2)(g ′ − µˆ2).
We first focus our attention on E(‖I2‖r). It is known by Lemma 3 of [16] that
E|µˆ(t)− µ(t) |r = O(h2r)+ O(n−r/2h1−r),
E|µˆ′(t)− µ′(t) |r = O(hr)+ O(n−r/2h1−2r), r ≥ 2. (6.2)
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Similarly, by the asymptotic representations of ηˆ(t)− η(t) and ηˆ′(t)− η′(t) in [22], we have
E|ηˆ(t)− η(t)|r = O(h2r)+ O(n−r/2h1−r),
E|ηˆ′(t)− η′(t)|r = O(hr)+ O(n−r/2h1−2r), r ≥ 2.
Then
E‖I21‖r = O(h2r)+ O(n−r/2h1/2−r), r ≥ 2,
by the first result in (6.2), the differential mean value theorem, the Cauchy–Schwarz inequality and the conditions of the
lemma. Similarly,
E‖I22‖r = O(h2r)+ O(n−r/2h1/2−r), r ≥ 2.
From the above two results it follows that
E‖I2‖r = O(h2r)+ O(n−r/2h1/2−r), r ≥ 2.
By the same argument used above, we can prove
E‖Ij‖r = O(h2r)+ O(n−r/2h1/2−r), j = 1, 3, r ≥ 2,
and
E‖I4‖r = o(h2r)+ o(n−r/2h1/2−r), r ≥ 2.
Combination all results above leads to the first result of the lemma.
On the other hand, by (6.1) and the same method used to prove Lemma 4 of [16], we can prove the second result of the
lemma. 
Lemma 6.2. Denote by Ij(i) the value of Ij at (Xi, Yi, Zi,Wi), where Ij, j = 1, 2, 3, 4, are defined in the proof of Lemma 6.1. Then,
under the conditions (C1)–(C5), we have
max
1≤i≤n
∥∥∥∥∥ 4∑
j=1
Ij(i)
∥∥∥∥∥ = Op(n1/2h2)+ Op(h−7/8),
1√
n
4∑
j=1
∥∥∥∥∥ n∑
i=1
Ij(i)
∥∥∥∥∥ = Op(h4)+ Op(n−1h−15/8).
Proof. By the first result in (6.2) and the differential mean value theorem, we get
E |ˆl′1 − l′1|r = O(h2r)+ O(n−r/2h1/2−r), r ≥ 2. (6.3)
Let I21(i) be the value of I21 at (Xi, Yi, Zi,Wi), where I21 is defined in the proof of Lemma6.1, and set τn = O(h4)+O(n−1h−7/4).
Then the above result and the Markov inequality show that, for any  > 0,
P((nτn)−1/2 max
1≤i≤n
‖I21(i)‖ > ) ≤
n∑
i=1
P{‖(lˆ′1(i)− l′1(i))(f ′(i)− µˆ1(i))ηˆ′(i)ε(i)‖ > (nτn)1/2}
≤ 1
nτn2
n∑
i=1
E{(lˆ′1(i)− l′1(i))2(f ′(i)− µˆ1(i))2(ηˆ′(i))2ε2(i)}
≤ 1
nτn2
n∑
i=1
(
E{(lˆ′1(i)− l′1(i))4}E{(f ′(i)− µˆ1(i))4(ηˆ′(i))4ε4(i)}
)1/2
= O(1).
Then max1≤i≤n ‖I21(i)‖ = Op(nτn)1/2 = Op(n1/2h2) + Op(h−7/8). By same argument we can prove max1≤i≤n ‖I22(i)‖ =
Op(n1/2h2)+ Op(h−7/8). These show that
max
1≤i≤n
‖I2(i)‖ = Op(n1/2h2)+ Op(h−7/8).
Similarly, max1≤i≤n ‖Ij(i)‖ = Op(n1/2h2)+ Op(h−7/8) for j = 1, 3, and max1≤i≤n ‖I4(i)‖ = op(n1/2h2)+ op(h−7/8). Therefore
the first result of the lemma follows.
On the other hand, (6.3) and the Markov inequality yield
E
(
1√
n
n∑
i=1
(lˆ′1(i)− l′1(i))2(f ′(i)− µˆ1(i))2(ηˆ′(i))2ε2(i)
)2
= O(h8)+ O(n−2h−15/4).
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This leads to
E
(
1√
n
n∑
i=1
I21(i)
)2
= O(h8)+ O(n−2h−15/4),
implying
∥∥∥ 1√n∑ni=1 I21(i)∥∥∥ = Op(h4) + Op(n−1h−15/8). Similarly, ∥∥∥ 1√n∑ni=1 I22(i)∥∥∥ = Op(h4) + Op(n−1h−15/8) and then∥∥∥ 1√n∑ni=1 I2(i)∥∥∥ = Op(h4)+Op(n−1h−15/8). By the same argument we can prove ∥∥∥ 1√n∑ni=1 Ij(i)∥∥∥ = Op(h4)+Op(n−1h−15/8)
for j = 1, 3, and
∥∥∥ 1√n∑ni=1 I4(i)∥∥∥ = op(h4)+ op(n−1h−15/8). Therefore the second result of the lemma follows. 
Lemma 6.3. In addition the conditions (C1)–(C5), V is a positive definite matrix, then we have
max
1≤i≤p+q
|γi(Σn)− γi(V )| = Op(h4)+ Op(n−1h−7/4),
max
1≤i≤p+q
|γi(Σ−1n )− γi(V−1)| = Op(h4)+ Op(n−1h−7/4),
where V = E(ζ ζ τ ) with ζ being defined as in Lemma 6.1, Σn = n−1∑ni=1 s˜is˜τi and γ1(A) ≤ · · · ≤ γp+q(A) are eigenvalues of
matrix A.
Proof. To prove the first result, we only need to show
E{ max
1≤i≤p+q
|γi(Σn)− γi(V )|} = O(h8)+ O(n−2h−7/2).
We can see that
|γi(Σn)− γi(V )|2 = |γ 1/2i (Σ2n )− γ 1/2i (V 2)|2
≤
p+q∑
i=1
|γ 1/2i (Σ2n )− γ 1/2i (V 2)|2
=
p+q∑
i=1
γi(Σ
2
n )+
p+q∑
i=1
γi(V 2)− 2
p+q∑
i=1
γ
1/2
i (Σ
2
n )γ
1/2
i (V
2)
= tr(Σ2n )+ tr(V 2)− 2
p+q∑
i=1
γi(Σn)γi(V ).
By Von Neumann’s inequality [31],
∑p+q
i=1 γi(Σn)γi(V ) ≥ tr(ΣnV ). Then
max
1≤i≤p+q
|γi(Σn)− γi(V )|2 ≤ tr(Σ2n )+ tr(V 2)− 2tr(ΣnV ).
Further, from the first result of Lemma 6.1 it follows that
E(Σn) = E(V )+ O(h4)+ O(n−1h−3/2)
and
E(Σ2n ) =
1
n2
n∑
i=1
E(s˜is˜τi )
2 + 2
n2
∑∑
i<j
E(s˜is˜τi s˜js˜
τ
j )
= 1
n2
n∑
i=1
E(ζiζ τi )
2 + 2
n2
∑∑
i<j
E(ζiζ τi )E(ζjζ
τ
j )+ O(h8)+ O(n−2h−7/2)
= E
{
1
n2
n∑
i=1
(ζiζ
τ
i )
2 + 2
n2
∑∑
i<j
ζiζ
τ
i ζjζ
τ
j
}
+ v2
= E(V 2)+ O(h8)+ O(n−2h−7/2).
Then
E{tr(Σ2n )+ tr(V 2)− 2tr(ΣnV )} = O(h8)+ O(n−2h−7/2)
and, consequently,
E{ max
1≤i≤p+q
|γi(Vn)− γi(V )|} = Op(h4)+ Op(n−1h−7/4),
as required. The proof for the second result is similar and thus omitted here. .
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Lemma 6.4. Under the conditions (C1)–(C5), we have ‖λ‖ = Op(n−/2).
Proof. Write λ = ‖λ‖v in terms of a random unit vector v. As in [12, p. 220], we have
‖λ‖(vτΣnv − Dnvτ Sn/
√
n) ≤ vτ Sn/
√
n, (6.4)
where Dn = max1≤i≤p+q ‖s˜i‖, Sn = n−1/2∑ni=1 s˜i and Σn is defined as in Lemma 6.3. Lemma 6.2 and Lemma 11.2 of [12]
lead to
Dn ≤ max
1≤i≤p+q
‖ζi‖ + max
1≤i≤n
∥∥∥∥∥ 4∑
j=1
Ij(i)
∥∥∥∥∥
= op(n1/2)+ Op(n1/2h4)+ Op(n−1/2h−15/8). (6.5)
Further, let Un = n−1/2∑ni=1 ζi. Note that ‖Un‖ = Op(1). This with Lemma 6.2 together results in
vτ Sn ≤ ‖Sn‖ ≤ ‖Un‖ + 1√n
n∑
i=1
∥∥∥∥∥ 4∑
j=1
Ij(i)
∥∥∥∥∥ = Op(1).
The condition C2 shows that nh15/8 →∞. Then
Dnvτ Sn/
√
n = [op(n1/2)+ Op(n1/2h4)+ Op(n−1/2h−15/8)]/
√
n = op(1).
On the other hand, Lemma 6.3 implies that P(vτΣnv ≥ C/2)→ 1 as n→∞ for a constant C > 0. Therefore, by comparing
the asymptotic orders of every terms in (6.4), we can see ‖λ‖ = Op(vτ Sn/√n) = Op(n−1/2). 
Proof of Theorem 3.1. Write g(λ) = 1n
∑n
i=1
s˜i
1+λτ s˜i , W˜i = λτ s˜i andWi = λτ ζi. Note that
0 = g(λ) = 1√
n
Sn −Σnλ+ φn,
where
φn = 1n
n∑
i=1
s˜i
W˜ 2i
(1+ i)3
and |i| ≤ |W˜i|. Lemmas 6.4 and 11.2 of [12] show that
max
1≤i≤n
|Wi| ≤ ‖λ‖ max
1≤i≤n
‖ζi‖ = op(1).
Thus max1≤i≤n |i| = op(1). Note that max1≤i≤n ‖ζi‖ = op(n1/2) by Lemma 11.2 of [12]. Then, by Lemmas 6.1, 6.2 and 6.4
and the method of proving (6.5), we get
‖φn‖ ≤ Cn
n∑
i=1
‖s˜i‖W˜ 2i
≤ C max
1≤i≤n
‖s˜i‖1n
n∑
i=1
W˜ 2i
≤ C
{
max
1≤i≤n
‖ζi‖ + max
1≤i≤n
∥∥∥∥∥ 4∑
j=1
Ij(i)
∥∥∥∥∥
}
1
n
n∑
i=1
λτ s˜is˜τi λ
≤ C
{
max
1≤i≤n
‖ζi‖ + Op(n1/2h2)+ Op(h−7/8)
}
‖λ‖2Op(γp+q(Σn))
= op(n−1/2)+ Op(n−1/2h2)+ Op(n−1h−7/8), (6.6)
where C is a constant larger than 1. Then
λ = Σ−1n
1√
n
Sn +Σ−1n φn
and
log(1+ W˜i) = W˜i − W˜ 2i /2+ W˜ 3i /(1+ i)4
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for some i such that |i| ≤ |W˜i|. Therefore, from Lemmas 6.1 and 6.2 and the above results, it follows that
LE(β, θ) = SτnΣ−1n Sn − nφnΣ−1n φn +
2
3
n∑
i=1
{λτ s˜i}3
(1+ i)4
= Uτn V−1Un(1+ op(1))− nφnV−1φn(1+ op(1))+
2
3
n∑
i=1
{λτui}3
(1+ i)4 (1+ op(1))
= Uτn V−1Un(1+ op(1))− nφnV−1φn(1+ op(1))+
2
3
Rn(1+ op(1)),
where Rn =∑ni=1{λτui}3. Furthermore, from (6.6), Lemmas 6.4 and 11.3 of [12] it follows that
nφnV−1φn ≤ n‖φn‖2/γp+q(V ) = op(1)
and
|Rn| ≤
n∑
i=1
|Wi|3 ≤ ‖λ‖3
n∑
i=1
‖ζi‖3 = Op(n−3/2)op(n3/2) = op(1).
Therefore,
LE(β, θ) = Uτn V−1Un + op(1) D−→ χ2r+s. 
Proof of Corollary 3.2. The proof of this corollary is similar to that of Theorem 3.1 and thus omitted here. 
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