Abstrmt-A single server is assigned to M parallel queues with independent Poisson arrivals. Service times are constant, but the server has the opportunity to initiate service at a given queue only at times forming a Poisson process. Four related scheduling policies are investigated. a) A simple first-come, first-serve policy for which the stability region is determined, b) A policy with maximum throughpuf hut requiring the server to have advance knowledge of service opportunities, c) A policy of threshold type, which is shown to he optimal among nonlookahead policies with preemption, and d) An adaptive policy, which when M = 2 is shown to provide stability for all arrival rate vectors for which stability is possible under any nonlookahead policy with preemption. The work is motivated by the problem of transmission scheduling for a packet-switched, low-altitude, multiple satellite system.
I. INTRODUCTION
HE scheduling problem addressed in this paper arose T in satellite communications, but the problem and the solutions proposed here may be of interest for other problems. In this section the particular application is described, the mathematical formulation is presented, and an overview of the rest of the paper is given.
Packet-switched, low-altitude, multiple satellite systems (MSS) have been proposed as a cost effective, robust means of providing continuous world-wide connectivity for integrated voice/data communications [2], [41. Up to 240 low-altitude satellites with intelligent switching capabilities and steerable antennae would be used. Due to power limitations, it is desirable to schedule transmissions, rather than to allow collisions as in the classical ALOHA system. In the general MSS model, satellites travel in random but predictable orbits relative to each other, and crosslinks between neighboring satellites last for five to six minutes on average. The propagation delay between neighboring satellites would be on the order of hundreds of packet durations, and would be continuously changing. The distances of a satellite to its neighbors would change at different rates, and each satellite would know the locations of all satellites. An approach to scheduling transmissions in this scenario, called Pseudo-Random Scheduling (PRS), was introduced by Binder et al. [2] . A related protocol called the Adaptive Receive Node Scheduling (ARNS) Protocol was introduced by Kosowsky et al. [4] . The basic idea of these protocols is the following. Each satellite uses a pseudorandom sequence which dictates when it listens for packet transmissions from each of its neighboring satellites. Moreover, the times when a satellite is in listen mode are composed of nonoverlapping periods, the length of each being the time needed to receive (or transmit) a packet. During each period the satellite is assigned exactly one neighbor to listen to, according to its pseudo-random sequence. This provides a capture effect to guard against potential collision interference.
Each satellite knows the pseudo-random sequences of all neighboring satellites. Some provision is made for a small amount of high order control information over specially dedicated slots. Such information is used to allow a given satellite to partially change its pseudo-random sequence in response to traffic demands, and the relevant nearby satellites are notified.
When a satellite is not listening for transmissions from neighboring satellites, it can schedule transmissions to these neighbors. Its transmissions cannot overlap in time, and they must occur at proper times so that the transmitted packets are being listened for. When a satellite is neither transmitting, nor listening to other satellites, it can communicate with terminals on the ground or seek new neighbors. The purpose of this paper is to consider methods for a satellite to schedule packet transmissions to neighboring satellites, that maximize either the total or weighted throughput to those neighbors.
Consider the time periods during which a particular satellite is not in the listening mode. It may have packets queued for sending to each of several neighboring satellites. Since the satellite knows the times that each of its neighbors will be listening to it, and can calculate the propagation delay to each of its neighbors, it can easily determine when it has opportunities to send to each of its 8.00 0 1993IEEE neighbors. The opportunities to transmit to a particular neighbor may appear on a slotted time scale. However, the opportunities for different neighbors are superimposed, and no attempt to synchronize the transmission opportunities from different neighbors is made because the propagation delays to different neighbors change at different rates. Thus, the transmission opportunities occur at the satellite in a largely asynchronous fashion.
We refer to the control unit in the satellite responsible for transmission scheduling as the sewer. In view of the above discussion, we adopt the following mathematical formulation of the problem faced by the server in a particular satellite in transmit mode (see Fig. 1 ). The satellite has M neighbors. Opportunities to transmit to neighbor i are assumed to arrive according to a Poisson process of rate pt. Packets destined for neighbor i are assumed to arrive to the satellite's transmission queues according to a Poisson process with rate A,. The packet arrival processes and the streams of transmit opportunities are assumed to be mutually independent. Finally, the time it takes to transmit a packet is denoted by T. Fig. 2 shows the transmit opportunities that might be offered to a particular satellite with three neighbors. A triangular "pulse" with label i represents an opportunity to transmit a packet to neighbor i . The initial height of a pulse is T so the value at time t is equal to the residual transmission time of the packet, should the opportunity be used. Since some of the opportunities overlap, they cannot all be accepted.
The scheduling policy we discuss first is essentially that used in earlier work [2] , [4] . We call it the simple nonpreemptive scheduling policy, and denote it by r'. Consider a given satellite during a period of time in which it is not listening for packet transmissions from other satellites. Under policy rxs the server assigns the queued packets to transmission opportunities by never passing up the opportunity to send a packet, as long as the transmission of a packet does not overlap the transmission of another packet already assigned to transmit. The throughput achievable by this simple scheduling policy is evaluated in Section 11. In Section I11 we describe two different scheduling policies, n-' and rT, which are optimal in maximizing the weighted saturated-system throughput to all neighbors, over certain classes of scheduling policies.
The policy n-' maximizes a reward pathwise. It is based on dynamic programming, and requires that the server look ahead at all transmit opportunities before deciding whether to use a given one. To obtain a simpler policy, we consider the class of nonlookahead with preemption policies, in which the server considers the transmit opportunities in sequential fashion. Upon considering each opportunity, the server can decide to tentatively use the opportunity or not. If a transmit opportunity is tentatively used, and if it would interfere with an opportunity previously tentatively accepted, then the previous one is dropped from consideration and is said to be preempted. If a transmit opportunity is tentatively used and not later preempted, then it will actually be used. The optimal nonlookahead with preemption policy, denoted as rT, is found to be of threshold type-a previously accepted opportunity will be preempted if and only if the time needed for it to be completed is above a threshold. The optimal threshold policy is also shown to be optimal within a larger class: the class of dookahead policies. A dynamic scheduling policy, denoted by rD', is introduced in Section IV. It dynamically adjusts the thresholds so that the packet arrival rates can vary with time and needn't be known in advance. The throughputs achievable by these policies are compared in Section V.
The fact that transmit opportunities arrive in an asynchronous fashion is a key feature of our model. If our model is mapped into a discrete time formulation, this key feature should still be preserved. In contrast, interesting recent work of Tassiulas and Ephremides [61, [71 investigates a system with time slots in which service opportunities either completely overlap or do not overlap at all. The difference between the models, and hence the results obtained, is substantial. For example, the threshold policies considered here make no sense for the model of [61, [7] , while a policy of [6], [7] , to accept the opportunity with the highest backlog, makes no sense for our model. The theorem is proved in Appendix A, but a heuristic explanation for the theorem is the following. Work arrives at average rate AT, so if the system is stable then the transmitter is idle a fraction (1 -AT) of the time. A type i transmit opportunity can only be used when the transmitter is idle, so the right-hand side of (2.1) is the arrival rate of usable type i transmit opportunities. The conditions thus state that the rate of arrivals should be less than the rate of usable transmission opportunities. This heuristic explanation of Theorem 2.1 readily translates into a proof of part a), but it only suggests a flawed circular argument for part b). The tact taken in Appendix A is to first show that (2.2) implies a stronger inequality if the indexes (l;..,M) are suitably permuted, and then the new concept of E-sequences is used to analyze the system averaged over appropriate time intervals.
PERFORMANCE OF THE SIMPLE NONPREEMPTIVE POLICY
In view of Theorem 2.1, given p = ( pI,"., pM), we call 9' the stability region for T', Fhere 9' = (A: 0 I Ai < pi(l -AT)). Another performance characteristic of the policy T' is the saturated-system throughput vector for given p. It is defined as the vector of throughputs, q s = (vf;..;q;), under the assumption that the queues 8 the stations arc initially, and hence always, infinite. Thus, the saturated-system throughput vector vs depends on p, but not on the packet arrival rates. Theconcept of saturatedsystem throughput vector is mainly of interest as an aid in determining stability regions, a role illustrated in Section IV. Saturated-system throughput vectors are also used in Appendix A to give another representation of the stability region 9'. The vector q ' is calculated as follows. Each time the saturated system becomes idle, the transmitter must wait on average 1 / p time units to begin transmitting the next packet, where p = E;"=1 pi. Furthermore, each transmission takes T time units. Thus, a cycle consisting of one packet transmission and one idle period has mean length 
WEIGHTED THROUGHPUT SCHEDULING
The goal in searching for a better scheduling policy should not be to find one that achieves a saturated-system total throughput greater than q&-no such policy exists under our system model. Rather, policies are sought with saturated-system throughput vectors other than the single vector q' corresponding to T'. By reducing the throughput to%ne neighbor, the throughput to another can be increased. This leads to transmission policies with larger stability regions.
We focus in this section on a saturated system in spite of the cautionary note to the reader three paragraphs above, for the following reasons. First, if we consider a rich enough class of transmission policies (rather than just the simple nonpreemptive policy), it is a priori true that any vector of average throughputs achievable by a nonsaturated system can also be achieved by a saturated system -in effect, the occasional lack of packets in a nonsaturated system can be simply viewed as a control mechanism for a saturated system. On the other hand, if a vector of arrival rates is dominated by a saturated-system throughput vector and if dummy packets are sent when no real packets of a specified type are available, then the unsaturated system, under some additional mild conditions, is stable. We thus expect the region of stable arrival rate vectors (union over all policies) to coincide with the region of saturated system throughput vectors (union over all policies), except possibly for points on the boundaries of the regions.
Denote by conflict resolution period (CRP) a maximal interval of time completely covered by transmit opportunities. Consider the first CRP in Fig. 2 . Under the simple nonpreemptive policy, the first opportunity is taken, so the type 2 packet is transmitted. Under a different policy, the server might wait and opt for the second opportunity, so the first type 1 packet is transmitted. For this particular example, the total throughput is not diminished under the other policy, but the packets transmitted have different types.
More generally, the server can break ties of any equal number of type 2 packets and type 1 packets in favor of the latter. As long as the simple nonpreemptive policy is followed for all cases not resulting in a tie, the total sum of throughputs is still q : , . The type 1 throughput is higher than that corresponding to the simple nonpreemptive policy, and the type 2 throughput is reduced by the amount of type 1 gain. If the server employs this tiebreaking scheme at every opportunity to do so, a new achievable throughput vector (which we denote by q z -I, where the superscript represents the reduction of type 2 throughput in favor of type 1 throughput) is obtained which still has a combined throughput equal to qLt, but has a larger throughput of type 1 packets at the expense of a smaller throughput for type 2 packets. If at each occurrence of a tie, the server applies this tie-breaking scheme with some probability, and otherwise breaks ties using the simple nonpreemptive policy, any point on the line segment between q s and q2" can be achieved.
Pathwise-Max Search Policy
To bias the throughput even more towards one or more neighbors at the expense of throughput to other neighbors, a loss in total throughput must be suffered. This is a fundamental difference between the scheduling problem we address here and the problem of priority scheduling for a work-conserving queue. Associate a reward r, with each packet transmitted by the host satellite to neighbor i . We refer to an admissible service path through a CRP as any sequence of nonoverlapping transmission opportunities. Denote by r p a policy which, for each CRP, selects an admissible service path that maximizes the total reward of the path. For example, one admissible service path through the second CRP of Fig. 2 includes the two opportunities for neighbor 3, while another path includes only the opportunity for neighbor 1. Policy r p transmits two packets to neighbor 3 if 2r3 > r l , or transmits one packet to neighbor 1 if 2r3 < rl. When two or more paths have the same reward, the tie must be broken. There are different versions of w corresponding to different tiebreaking schemes, though the case of ties becomes insignificant when the rewards have no common multiples.
By definition, when the policy r p is employed over any number of CRP's, it maximizes the weighted throughput.
Therefore, if r, > 0 for each i , then no other policy can yield a vector of throughputs which strictly dominates the throughput vector achieved by r ' .
We will briefly describe how a version of the policy r p can be based on an algorithm fashioned using dynamic programming in a way similar to that of a Viterbi decoder. The server is given the following information about a CRP at some time before the CRP begins:
-N = number of transmit opportunities t, = arrival time of the kth opportunity, k = 1,2;.., N Tk = type of the kth opportunity, k = 1,2;.., N .
For convenience, we also define tN+ = + m. The server considers the transmit opportunities sequentially, computing an optimal path leading up to each opportunity.
Define:
S(k) = the set of transmit opportunities ending during P ( k ) = an optimal path using transmit opportunities F ( k ) = the path obtained by appending k to the end
The sequence P(l);.., P ( N ) can be computed recursively as follows. The initial value is the null path: P(1) = ( ). For 2 I k I N , the path P ( k ) is taken to be a path in the set (P'(i): i E S ( k ) ] U ( P ( k -1)) with the greatest reward. The output of the algorithm can be taken to be a path in the set (P'(i>: i E S ( N ) } with the greatest reward.
As an example of this procedure, consider the CRP shown in Fig. 3 and suppose ( r , , rz, r3) = (5,4,3). Table I indicates the outcome after each step of the algorithm. The resultant path contains a single type 1 opportunity, and two type 2 opportunities, whereas a server under the simple nonpreemptive policy elects to transmit two type 3 packets, and one type 2 packet. Similarly, a server giving total priority to type 1 packets elects to transmit both such packets in the CRP, at the expense of a reduction in total throughput.
The usual induction proof of dynamic programming implies that the algorithm described here maximizes the total reward. A pathwise-max policy r p is thus obtained by using the above algorithm during each CRP. Given p, let Y p denote the region bounded by saturated-system throughput vectors for pathwise-max policies generated by varying the reward values and tie-breaking rules. The region 9 " contains the saturated-system throughput vector of any policy.
In practice, we envision that the system will typically not be saturated, and the arrival rates of new packets may not be known. That suggests that the reward parameters be changed as a function of packet backlogs, or as a function of some estimate of arrival rates. Since r p requires extensive lookahead, it is not clear how the reward values should be updated, even in an adaptive fashion. The policy r p may also be somewhat more complex than desirable. For these reasons, we next consider certain scheduling policies which do not look more than T time units into the future. These policies achieve near optimal weighted throughput scheduling with negligible control processing.
Time-Threshold Preemption Policy
Consider a policy r T under which type i packets are uulnerable to preemption by type j packets up to a threshold TI,, for all ordered pairs of packet types ( i , j ) . By this 
IV. DYNAMIC SCHEDULING
If the packet arrival rate vector _h is known then we can search for a threshold matrix T, such that _h < TJ'. If such a T can be found, then the system with arrival rate vector _h is stable when the scheduling policy is T' modified by inserting dummy packets when queues are empty in order to simulate saturated-system traffic. However, this method is not satisfactory since the parameter matrix T must be adjusted according to the input traffic vector _h. To remedy the situation, we present a dynamic policy r D in which T is a function only of the backlog vector &.
Specifically, the basic idea of the policy is that for any backlog vector 8, the server adjusts T in an attempt to make -7 ' proportional to n. Step #k fk Tk P ( k )
5
we mean that if the server has previously scheduled a type i packet, if a type j transmission opportunity arrives and a type j packet is in the queue, then the arrival will preempt the type i packet if the arrival occurs within T,, seconds after the start of the type i transmission. Though we say a packet is "preempted" here, it is only preempted in a logical sense-in the satellite system described in Section I such a preempted packet never even begins transmission. T , , , < T , + , , , r~f o r i > j a n d T , , , = O f o r i~j .
Also given in Appendix B is an expression for the saturated-system throughput vector 7 ' for T~ in terms of the arrival rates of transmission opportunities and the threshold values. If the satellite has two neighbors ( M = 2) and if the packet types are ordered so that r2 2 r l , then we take = 0 without loss of optimality and (7.15) reduces to p1 + p2(1 -e -P l T 2 1 ) 1 + ( p1 + y2)7 + -(I -eCPiT2 1(1 + y, T2,1)) We can hard-limit these thresholds between zero and 7 with no change in operation, so that (4.1) and (4.2) can both be used for any value of ( N l , N2). When a transmit opportunity arrives for which a packet exists, the server computes these thresholds based on the current backlog. The server compares the time invested in the current transmission (if any) with the appropriate threshold to decide whether to preempt.
Define the region PD for given p by -{A: 4 < -7 7~ for some T } . our dynamic policy yields a stable sys-tem whenever any nonlookahead with preemption scheduling policy (in particular, one depending on A) yields a stable system. Theorem 4.1 is proved in Appendix C. The rough idea of the proof is as follows. We first consider the backlog ( N l , N,) of the system sampled periodically, where the spacing between samples is large enough to provide sufficient averaging so we can speak of the drift of the backlog. We then use the idea, used by Mikhailov [5] for a similar problem, of expressing the backlog vector ( N I , N 2 ) in polar coordinates and using a Lyapunov function that is linear along rays through the origin in R: .
Under d ' , the drift when the backlog is _N is roughly proportional to the vector difference -qT, where T is given by (4.1) and (4.2). The thresholds dEpend only on the ratio of the two backlogs, so if we let 4 = tan-' N , / N , then we can express the thresholds in terms of 4. The tendency of the dynamic policy is to push the angular component of the backlog 4 to an angle at which the angular drift is zero (or to one of the coordinate axes), and at that angle we verify that the radial component of the drift is negative. The angular drift is zero when 4 is also the angle of the arrival rate vector. Thus, roughly speaking, when the backlogs are large the ratio of the backlogs tends towards the ratio of the arrival rate vectors. Fortuitously, by Little's law, this means that m D tends to equalize the delays experienced by type 1 and type 2 packets. 
Three or More Receivers (M 2 3)
A heuristic policy for M 2 3, motivated in part by the policy for M = 2, operates as follows. If the server scheduled the transmission of a type i packet, and then a type j transmit opportunity arrives which overlaps the type i transmission, the server computes the threshold:
If the type i transmission opportunity precedes the type j transmission opportunity by less than T,, units of time, then the server will preempt the transmission of the type i packet in favor of the type j packet; otherwise, the server will disregard the type j transmission opportunity and keep the type i packet scheduled for transmission. Monte Carlo simulations suggest (and we conjecture) that this policy enjoys for all M the stability property of the case M = 2: it appears to yield a stable system whenever any nonlookahead with preemption policy does. length of 1000 bits or T = 100 ps, and opportunity arrival rates p 1 = 6000, p, = 4000 opportunities/s. The inner region bounded by two straight lines is the stability region 9 ' of the simple nonpreemptive scheduling policy ws.
The point where the lines intersect is vs = (3000,2000).
At this point, the maximum total throuihput 72, = 5000 packets/s is obtained.
The outermost curve in Fig. 5 bounds the region Pp, which is the region bounded by the saturated-system throughput vectors for versions of the pathwise-max policy, T'. We see that for some values of the ratio h 2 / h , , policy T' offers roughly a 10% increase in throughput over that of T'.
No policy can achieve throughput points above the line with slope -1, passing through 7'. As mentioned in The stability region Y D for the dynamic policy r D is seen to be just slightly smaller than 9 ' . (Recall that the region P D coincides with the region of saturated-system throughput vectors for threshold policies, and it is also the region of all saturated-system throughput vectors achievable by arbitrary 7-lookahead policies.) Thus the dynamic threshold policy r D , which is nearly as easy to implement as the simple policy T', yields almost as large a throughput region as policies that use extensive lookahead. The example shown is typical of other comparisons we have made, indicating that the dynamic policy r D offers a good design point on the tradeoff between complexity and throughput.
APPENDIX A STABILITY REGION FOR SIMPLE POLICY Theorem 2.1 is proved in this appendix, and an altemative characterization of the stability region 9' is also given. First the concept of E-sequence is introduced, which is a useful complement to the methods for proving stability given in [3] . 
E-Sequences
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1=0 (6.6) This establishes the first conclusion of the lemma, which
U
In applications of the lemma it will be important that D' does not depend on t . The lemma still holds when t is replaced by a random time of the form T(0) + L, where L is a positive constant (simply condition on the value of
T(0) for a proof). Given a ( D , a , 6 ) E-sequence ( T ( k ) , f l k ) ) k 2 0 , we define a new sequence ( T * ( k ) , P ( k ) ) ,
>, by "thinning" the given E-sequence so that successive variables exceed the previous ones by at least L each. To be precise, first inductively define (S,),,, by So = 0 and Sk+, =
min(j: T(j) t T(S,) + L), and then set T * ( k ) = T ( S k )
and P ( k ) = f l S , ) . By induction on k and use of the previous lemma, we obtain the following lemma.
Lemma 6.2: The thinned sequence is a (D', a , L ) E-sequence, where D' = D/(1 -exp ( -as)).
In applications of the lemma it will be important that the constant D does not depend on L.
Proof of Theorem 2.1: Begin the proof by proving part a), so assume that the system is weakly stable. Given Using elementary properties of Poisson processes, it is not difficult to show that the cumulative number of type i transmission opportunities which find the server idle, as a function of the cumulative server idle time, is a Poisson point process with rate pi. The strong law of large numbers and the independent increment property of Poisson processes thus implies that there exits a constant C, depending only on pi and e, such that with probability at least 1 -E the following is true at all times: the cumulative number of type i transmission opportunities to arrive when the server is idle is less than C , plus We will next show that the following statement, Si, is Statement Si: There exist constants a,; ..,a, and an k ) ) I aj for 1 I j I i and k 2 0, (6.15) and f l k ) = %(T(k)), where 9 J f ) is the cr-algebra generated by the system up to time t.
T ( T (
Suppose i 2 1 is fixed. For the sake of argument by induction, if i 2 2 suppose that Si-1 is true. We shall establish that Si is true. If i = 1 let T ( k ) = k , whereas if 
. + P M ) T + o(1). (6.17)
Since by (6.14) this exceeds AiL + 0 0 ) for large enough L , Condition C.l indeed holds.
[3, condition C.21 is the requirement that the increments of the urocess (NXT*(k)).P(kN be uniformlv > R ( k -1) and N , ( T * ( l ) ) < a , ] . for any t . By Lemma 6.1 it follows that the system is exponentially stable. Theorem 2.1 is proved.
Structure of Stability Region for Simple Policy
A different representation of the stability region 9 ' ' for the simple algorithm T' will be given in this section.
Let -9' denote the closure of the region 9". Thus, We will prove that 9' is the convex hull of the 2M €9'. Then,
where we define 5 = Let Q = { i : hi > 01, a n a a! = minj,,(A,/pjX1 + 7EiE Q p i ) . Note that 0 < a! I 1 by our definition of Q and p', and that
in the region defined by 9' can be expressed as a convex combination of one of the 2, subsystem saturated-system throughput vectors and some other point in 9' with fewer nonzero entries, which
Therefore, any implies that is a convex combination of a set of at most The main step in the following proof of Theorem 3.1 is to show that threshold policies are optimal within the class of nonlookahead with preemption policies for maximizing a discounted infinite horizon average reward. We then outline how the result can be strengthened to show optimality within the larger class of dookahead policies, and how to extend the result to the long run average reward criteria (weighted saturated-system throughput). The last part of this appendix gives expressions for computing the saturated-system throughput vector yT for a threshold policy.
Define the state space E = {l;.., M ] X (0, TI U {Al. We take the topology of C to be the product topology of (1,2;.., M) x (0,7], with A added as an isolated point. We will represent the state of the server at any time t by X , , where X , E E. The state ( i , 6) denotes that a type i packet is being transmitted, and that the residual transmission time for the packet is S. The state A denotes that no packet is being transmitted. For notational convenience, we will identify all pairs of the form ( i , 6) for 6 2 0 with the isolated point A, although such pairs do not exist in the state space E. Hence, at any time t , X I has the form X I = ( i , 6) where 6 < 0 means that no packet is being transmitted.
A Let a > 0 be a discount rate, and recall that r, is the reward for completion of a type i transmission. The total discounted reward (over an infinite-horizon) is then defined by
M
Define the maximum expected discounted reward for ini-tial state xo by E"* (reward for n steps + no stopping reward) 2 E"* (reward for n steps + stopping reward V )
The dynamic programming operator H is defined as The operator H maps an expected reward function at the time of the next state transition into a present expected reward function by considering all possible state transitions, along with the probability of occurrence of each possible transition. The integral term corresponds to the discounted reward at the time of the next transmit opportunity, provided the opportunity arrives before the current transmission is complete. The server will switch over if the reward for doing so is higher than that for staying the course. We then average over all possible state transitions and opportunity arrival instances, discounting all future values appropriately. The terms in square brackets account for the reward for the current packet if no service opportunities arrive until after the current packet is transmitted, plus the expected reward for beginning another transmission.
It is not difficult to verify that Hf E C+(C), and that H has the contraction property: 
n -r a
Let T* be the policy defined in terms of V :
and let T' be an arbitrary policy. In the following, the term "step" refers to an interarrival period of the marked
Poisson process (Tk, ekIk ~ , , . Suppose our server starts in some initial state x,, and proceeds for n steps under policy T * . At the end of the nth step, the server may be given a stopping reward, equal to v" evaluated at the server's final state. Then, z E"'(reward for n steps + no stopping reward)
The first inequality follows from the fact that the expected stopping reward for an arbitrary final state X cannot be greater than the discounted maximum stopping reward. The second inequality is based on induction on the number of steps. From the dynamic programming equations, we know that if the server can only proceed for one step, any arbitrary policy will achieve an expected reward less than or equal to that of T*. Also, for general n, the server maximizes the one-step expected reward by adhering to T * . Thus, an arbitrary policy T' cannot do any better than n-* in maximizing the expected n-step reward.
Since the rewards are nonnegative, and the total discounted reward is bounded, we can let n + 30 to obtain:
Hence, T* is optimal. V is the maximum expected reward the server can receive after proceeding for an infinite number of steps, for a given initial state. Therefore, v" 2 E"'(reward for n steps + no stopping reward) z E"* (reward for n steps + stopping reward v")
Note that by definition, E"* (reward after n steps + stopping reward v") is simply V". As we let n + the above expression reduces to
Hence, V* E C+(C), V* = HV*, and the optimal stationary policy is given by E* = ( T * , n*, ... ), where
To better characterize the optimal policy, we will prove that the reward V * ( i , 6) decreases with the amount of residual work 6 of the initial state and increases with the reward offered for the initial packet type. Let A denote the subset of C+(E) such that f ( A ) + r, ~f ( i , Note that T , j is decreasing in i and increasing in j , i.e., 0 I T,.j+l I q,j I T + l , j I T , which also follows from the monotonicity properties of V*.
We have thus shown that there exists a threshold policy leading to maximum discounted reward, among all nonlookahead with preemption policies, and that the associated value function V* has the monotonicity properties (7.1), (7.2), which lead to the ordering properties of the thresholds.
The next step in our proof of Theorem 3.1 is to show that the threshold policy is optimal (for the discounted reward problem) within the larger class of dookahead policies. A .r-lookahead policy determines whether to accept a given transmission opportunity after observing the opportunity arrival process through the end of the given opportunity. There are dynamic programming equations which characterize optimal cost-to-go functions. A natural state for a dookahead policy at a given time t has the form U = (GI, 6,);..,(i,, 6,) ) where k 2 0 is a variable integer. The entry ( i j , 6, ) for 1 I j I k indicates that there is a service opportunity of type i that will end at time t + 6,. If k = 0 or k = 1 then such a state is also in the statespace C considered for nonlookahead preemptive policies ( k = 0 corresponds to state A). By verifying the new dynamic programming equations it can be shown that the value of U is given in terms of the values of V* already found for states in C as follows:
A key fact needed to verify the new dynamic equations is the following property of V* on C (which can be proved by a sample path method): for any 6, 6' > 0, i and j , the difference V * ( i , 6 + x) -V*(j, 6' + x) has the same sign (i.e., it is positive, zero, or negative) for all x 2 0. That is, whether a type i opportunity is preferred to a type j opportunity at a given time is a function only of i, j and the difference of their arrival times, so that the decision can be made as soon as both arrival times are known. Roughly speaking, there is no loss in sequentially eliminating transmission opportunities as soon as better opportunities arrive-showing that the threshold policy is indeed optimal within the class of dookahead policies.
The final step in the proof of Theorem 3.1 is to show that the optimality of threshold policies for the infinite horizon discounted reward implies there is an optimal threshold policy for the long-run average reward criteria. As shown above, there are optimal threshold values for each given discount factor a. As a tends to zero there exists a convergent subsequence of the vector of thresholds, since the thresholds all take values in the compact set [O, T I . A useful technical point is that each time there is a gap of length at least T between successive arrivals of transmission opportunities, the state A is reached. Moreover, the times between such gaps are exponentially bounded, and the maximum rate of reward per unit time is bounded. Consequently, for any bounded memory policy and uniformly over initial states, lima+o a X (discounted expected reward) is equal to the long run average reward. These facts make it easy to show that the policy with the limiting threshold values is optimal for the long run average reward problem. Theorem 3.1 is proved.
Saturated-System Throughput Vector for Threshold Policies
For a given vector of transmission opportunity arrival rates p and matrix of thresholds T, we will determine the saturzion throughput vector q T by examining a Markov chain embedded in the saturated-system model. The state space of the chain is IO;.., M } , where state 0 denotes that no packet is being transmitted and i represents that a packet of type i is being transmitted. The embedded chain is obtained by sampling the original system when a packet is preempted or when the transmission of a packet is completed without preemption.
Define 6,(t) as the instantaneous rate that a type i packet is preempted t seconds after the start of its transmission. This rate is simply the sum of the opportunity arrival rates of all packet types that can preempt a type i packet at t seconds, which is expressed as
The probability that a type i packet transmission lasts at least t seconds for t E [0, T ] is given by For the embedded Markov chain to jump from state i to state j , a type j transmit opportunity must arrive within T j seconds of the start of the type i packet transmission, with no other preempting transmit opportunities arriving before the type j opportunity. Thus, we can express the one-step transition probabilities for the jump chain as follows:
Jumps into the idle state occur only when a packet is transmitted without preemption, and jumps out of the idle state occur at the first transmit opportunity. Hence, we can complete the state transition matrix with the following: where we recall that is the sum of the transmission opportunity arrival rates.
Using the formula E[*] = /,"P[X > t ] dt, which is valid for any nonnegative random variable X , we see that the mean holding time of state i is given by: hi = /'ri(t) dt.
(7.12) 0 We next find the equilibrium distribution of the embedded chain, E', in order to compute the saturation throughput of this policy. To do so, we will solve the equation F' = Z'P. Let P and z' be partitioned as follows, where g , -p, C, and f are implicitly defined. is then where y is the normalizing constant such that E' is a valid probability distribution. The throughput of type i packets is simply the fraction of transitions in the embedded Markov chain that are of the form i + 0, divided by the mean time between jumps in the chain. The saturation throughput can thus be represented by where = ( h , ; . . , hMY, and diag[h] is the M X M diagonal matrix whose elements along the diagonal are the elements of the vector h. Equation (7.15) is our final expression for qT. Next we impose the assumption that 0 < T.,j+l < T.,j 2 T + l , j < T for i > j and T., = 0 for i < j , which allows us to simplify the expressions for C and b. We introduce a vector 41 and matrix A , whose elements are given by
The function 6,(t) is a right-continuous, piecewise constant, decreasing function of t. Hence, the integral of Si(t) is a piecewise linear, continuous function of t . The first downward jump of 6,(t) occurs at T,,,-,, the second at T,,-*, and so on. In between these jumps, r,(t) is a continuous exponential function of t , with constant rate. Therefore, we have i -1 and The jump chain transition probability for jumps from state i to state j for i > j 2 1 is then determined as follows:
.
Ci,j = Pij = pj/ "ri(t) dt Let _h E@', and let (In[, 4) denote the polar coordinates of n, so n = (In1 cos (41, In1 sin (4) ). Similarly, let (IN(t)l, 4,) denote the polar coordinates of N(t). The dynamic threshold matrix T depends only on N,(t)/N,(t), and therefore only on 4,. We thus write T ( 4 0 to denote the threshold matrix. Note that if Nl(t) and N&t) are large, then over a time interval beginning at time t that is long compared to T but short compared to N,(t) and N2(t), the average drift vector for N over the interval is roughly approximately given by 1 -qT(#,).
Given a constant L , if IN(t)l is sGfficiently large then
with high probability, +s = 4r for s E [ t , t + L]. If the thresholds were not variable the state of the server would be regenerative, where regeneration occurs whenever the server is idle. Furthermore, the time until the server reaches the idle state given it is serving a packet is at most 27 time units. We can thus obtain the following. There is a constant c1 such that given any L and 6, there exists a constant c 2 , such that 
