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0.1. Resumen
El objetivo en este trabajo es considerar te´cnicas provenientes de diversas a´reas de
la matema´tica, tales como el ana´lisis, el a´lgebra y la geometr´ıa, para dar una prueba
de una versio´n semisimple de la llamada representacio´n integral de Gromov.
La llamada representacio´n de Gromov prueba la existencia de una representacio´n
del grupo fundamental de una variedad M en un grupo de matrices. Lo grandioso de
tal representacio´n es que la clausura de Zariski de la imagen de tal representacio´n es
localmente isomorfa al grupo original.
0.2. Introduccio´n
En este apartado desarrollaremos algunos de los conceptos ba´sicos que sera´n usados
en la parte principal del proyecto. La mayor´ıa de resultados, sobre acciones de tipo
tame, se pueden encontrar en el muy interesante libro [3].
Los resultados ba´sicos que se necesitan tienen que ver con acciones de grupos sobre
variedades. De hecho toda mi labor en los u´ltimos an˜os ha girado en torno a las acciones
de grupos sobre variedades pseudo-Riemannianas.
En este estudio nos hemos visto en la necesidad de amalgamar una gran cantidad
de teor´ıas matema´ticas las cuales por s´ı mismas son importantes, y algunas de ellas
algo complicadas. En este sentido nuestro proyecto integra a´reas como el ana´lisis, el
a´lgebra y la geometr´ıa, para citar los ma´s relevantes.
Nos interesa, del ana´lisis, que nuestras medidas sean ergo´dicas, y es por eso que la
primera seccio´n se basa en generalidades sobre acciones ergo´dicas y acciones de tipo
tame. Este u´ltimo tipo de accio´n ha sido popularizada por Zimmer.
Otro tipo de acciones que usaremos son las llamadas acciones algebraicas. Este tipo
de acciones pertenecen al a´rea de la geometr´ıa algebraica. Por eso en la segunda seccio´n
damos los elementos ba´sicos sobre conjuntos algebraicos y la llamda topolog´ıa Zariski.
En las dos secciones anteriores todo lo expuesto es conocido, es decir aparece en
algu´n libro o en algu´n art´ıculo. Sin embargo, en la seccio´n tercera hablamos del famoso
teorema de Densidad de Borel, y por primera vez enunciamos y probamos un nuevo
teorema. Este nuevo teorema viene siendo la versio´n semisimple del teorema de Den-
sidad de Borel. Al mismo tiempo usamos esta nueva versio´n para calcular la envoltura
algebraica, un concepto el cual fue inventado por Zimmer, y calculamos tal envoltura
algebraica en un caso muy particular y del cual haremos uso posteriormente.
En la u´ltima seccio´n, antes de probar el resultado principal del proyecto, enuncia-
mos, sin prueba, el teorema del centralizador de Gromov. Se hace la advertencia que




Definicio´n 1 Una medida sobre un conjunto X sera´ una medida no negativa, es decir,
una funcio´n µ que es contablemente aditiva sobre una σ-a´lgebra A de subconjuntos de
X y con valores en [0,∞]. Cuando µ(X) = 1 diremos que la medida es de probabilidad.
Definicio´n 2 Una funcio´n T : X → Y , donde X es un espacio de medida con σ-a´lge-
bra A, y Y es otro espacio de medida con σ-a´lgebra Bse llamara´ medible si T−1(B) ∈ A
siempre que B ∈ B.
Definicio´n 3 Si T : X → Y es una funcio´n medible y µ es una medida sobre (X,A),
definimos T∗µ como la medida en (Y,B) tal que
T∗µ(B) = µ(T−1B),
para cada B ∈ B.
Definicio´n 4 Una funcio´n medible T : (X,A, µ) → (X,A, µ) se dice que preserva
medida si T∗µ = µ. Tambie´n diremos que µ es una medida invariante para T . Si T∗µ
y µ poseen los mismos conjuntos de medida cero diremos que µ es una medida cuasi
invariante para T .
Definicio´n 5 Se dice que T es una transformacio´n de (X,A, µ) que preserva medida
si T es biyectiva, si T y T−1 son medibles, y ambas preservan medida.
Definicio´n 6 Un mapeo medible T : X → Y , entre G-espacios, se llama un G-map si
T (g · x) = g · T (x), para todo g ∈ G y todo x ∈ X. Si la accio´n de G sobre T (X) es
trivial diremos que T es G-invariante.
Definicio´n 7 Un G-espacio X medible, con una medida cuasi invariante µ, se dice
ser ergo´dico si cada conjunto medible G-invariante es ya sea nulo o conulo.
El primer teorema relevante que obtenemos es el siguiente.
Teorema 1 Sea M variedad suave, y que la que G es un grupo que actu´a de forma
suave sobre M . Si M posee una medida µ la cual es cuasi invariante y positiva sobre
abiertos, entonces si la accio´n es propiamente ergo´dica se sigue que G ·x es densa para
casi todo x.
La prueba es sencilla. Sea W ⊂M un abierto,y consideremos al siguiente conjunto
A = ∪g∈GWg. No es dif´ıcil probar que A es abierto, ya que cada Wg lo es, y adema´s
que A es G-invariante. Por ergodicidad, ya que A es medible y G-invariante, se sigue
que A debe ser conulo, es decir, µ(M \ A) = 0
































Por otra parte, si x ∈ B, entonces x ∈ ⋃g∈GWng para todo n, y de esto sigue que
xg−1 ∈ Wn, para alguu´n g ∈ G. Por lo tanto, se tiene que la o´rbita xG cumple que
xG ∩Wn 6= ∅ para cada n ∈ N. De esto se sigue que para cada x ∈ B, la o´rbita xG es
densa.
Definicio´n 8 Un espacio Borel se llama contablemente separado si existe una suce-
sio´n de conjuntos Borel, {Ai} que separan puntos. Si la sucesio´n anterior genera la
estructura Borel, diremos que el espacio es contablemente generado.
Definicio´n 9 Sea X un espacio Borel, contablemente generado, sobre el cual actu´a G.
La accio´n se llama tame si la estructura Borel cociente X/G es contablemente separado.
Al unir los conceptos de ergodicidad propia y el de tame obtenemos el siguiente
resultado.
Teorema 2 Suponga que la accio´n de G sobre X es tame. Entonces cada medida cuasi
invariante ergo´dica µ sobre X esta´ soportado sobre una o´rbita.
Se puede suponer que µ(X) = 1. Sea J = {Ai} la sucesio´n de conjuntos Borel que
separan puntos en X/G. Se puede suponer que J es cerrada bajo complementos. De
no serlo se adjuntan los complementos faltantes y la nueva familia sigue satisfaciendo
lo mismo de antes.
Consideremos pi : X → X/G el mapeo natural. Sea ν = pi∗µ la medida en X/G.
Para cada A ∈ J tenemos que ν(A) = µ(pi−1(A)), y la ergodicidad nos dice que esto
u´ltimo es 0 o´ 1.
Consideremos el siguiente conjunto
B =
⋂
{A ∈ J : ν(A) = 1}.
Se afirma que ν(B) = 1 y de esto que B consta de un u´nico punto Si B consta de dos
puntos, digamos x, y ∈ B, entonces existen A en J que separa los puntos x, y. Luego
A o su complemento debe tener medida igual a 1. Esto contradice la definicio´n del
conjunto B.
Por lo tanto, la medida ν esta´ soportada en un conjunto de un punto en X/G, lo
cual se traduce a que µ esta´ soportada en una o´rbita de la G-accio´n.
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Teorema 3 Suponga que X es un G-espacio ergo´dico y que Y es un espacio conta-
blemente separado. Si f : X → Y es una funcio´n Borel G-invariante, entonces f es
esencialmente constante, es decir que f es constante sobre un conjunto conulo.
La prueba es casi la misma del teorema anterior. Definimos la medida ν sobre
Y en base a la medida µ y la funcio´n f , es decir, ν = f∗µ. Se puede probar que
ν esta´ soportada en un conjunto de un punto. Luego µ(xG) = 1 para algu´n x ∈ X.
Ahora bien, sobre tal o´rbita se tiene que f(xG) = f(x), lo cual indica que f es constante
sobre tal conjunto el cual es conulo.
En la mayor´ıa de los casos tenemos que la accio´n de un grupo sobre cierto conjunto
es por lo general continua ma´s que tame. Si una accio´n continua tiene la particularidad
que todas sus o´rbitas son localmente cerradas entonces la accio´n es tame.
Definicio´n 10 La o´rbita xG de un G-espacio X es localmente cerrada si es abierta
en su clausura xG
El siguiente resultado implica que acciones continuas cuyas o´rbitas son localmente
cerradas son tame.
Teorema 4 Supongamos que G actu´a de forma continua sobre una variedad M . Si
cada G-o´rbita es localmente cerrada, entonces la accio´n es tame.
Consideremos el mapeo natural pi : M → M/G. Como pi es una funcio´n abierta y
M posee una base numerable, se sigue que M/G tambie´n es segundo numerable. Para
ver que M/G es un espacio Borel contablemente separado mostraremos que M/G posee
la propiedad T0, es decir que dados dos puntos al menos uno de ellos posee un abierto
que no contiene al otro punto.
Sean x, y ∈ M y consideremos pi(x) y pi(y). Asumamos que no son separados por
un abierto, luego yG ⊂ xG. De la misma forma, xG ⊂ yG. Luego yG es denso en xG.
Por hipo´tesis yG es abierta en xG, y por lo tanto yG ∩ xG 6= ∅. Esto u´ltimo, significa
que pi(x) = pi(y).
Como una consecuencia inmediata del resultado anterior tenemos al siguiente co-
rolario.
Corolario 1 Sea G un grupo compacto que actu´a de forma continua sobre una variedad
M . Entonces la G-accio´n es tame.
Basta notar que por compacidad cada G-o´rbita es localmente cerrada.
0.2.2. Acciones Algebraicas
Las acciones algebraicas son acciones definidas por ecuaciones polinomiales, y co-
mo tales jugara´n un papel important´ısimo en lo que respecta a la representacio´n de
Gromov.
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Definicio´n 11 Un conjunto algebraico af´ın, real o complejo, es un subconjunto de
Rn el cual consiste de los ceros comunes de un conjunto de polinomios. Si para ~x =
(x1, . . . , xn) ∈ Fn denotamos con F[x] al conjunto de polinomios en n-indeterminadas
y coeficientes en F, entonces para J ⊂ F[x], definimos
V(J) = {~p ∈ Fn : f(~p) = 0, para todo f ∈ F[x]}
.
Luego V = V(J) se llamara´ un conjunto F-algebraico.
Definicio´n 12 La topolog´ıa Zariski de Fn es aquella donde se definen los cerrados
como todos los conjuntos afines algebraicos VJ(F).
Lema 1 Los conjuntos algebraicos afines satisfacen lo siguiente:
V(J1) ∪ V(J2) = V(J1J2).
∩V(Jα) = V(J), donde J es el ideal generado por la unio´n de los Jα
V(F[x]) = ∅ y V(∅) = Fn.
El lema anterior demuestra que en efecto los conjuntos algebraicos definen una
topolog´ıa sobre Fn.
Es claro que para cada punto ~p ∈ Fn, el conjunto V = {~p} es cerrado. En efecto,
podemos tomar el polinomio f ∈ F[x] dado por f(~x) = (x1− p1) + · · ·+ (xn− pn). Por
lo tanto, se tiene que V(f) = V . Adema´s, se puede probar que Z es Zariski denso en
C, es decir que cualquier polinomio que se anula sobre Z debe tambie´n anularse sobre
C.
Definicio´n 13 Sea V conjunto algebraico af´ın y sea f ∈ F[x]. El conjunto abierto
Vf = {p ∈ V : f(p) 6= 0},
en V se llama un conjunto abierto principal.
Es un buen ejercicio probar que los conjuntos abiertos principales forman una base
para la topolog´ıa Zariski de V .
Recordemos que F[x] es anillo Noetheriano, es decir que dada una cadena de ideales
crecientes J1 ⊂ J2 ⊂ · · · eventualmente estabiliza: existe k ∈ N con Jk = Jk+1 =
. . .. Esto implica que cualquier ideal de F[x] es generado por un nu´mero finito de
polinomios.Por lo tanto, cualquier V (J) es la interseccio´n de un nu´mero finito de V (f),
f ∈ F[x].
Teorema 5 Sea A una familia de conjuntos algebraicos afines en Fn. Entonces A posee
un miembro minimal.
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Definicio´n 14 Un conjunto algebraico V se llama irreducible si no existe una descom-
posicio´n V = V1 ∪ V2 con V1, V2 ⊂ V subconjuntos algebraicos propios.
Como consecuencia del teorema anterior se deduce que cada V descompone, en una
u´nica forma, como una unio´n finita de subconjuntos algebraicos irreducibles:
V = V1 ∪ V2 ∪ · · · ∪ Vl,
donde cada Vi no esta´ contenido en Vj para i 6= j. A los Vj se les llama las componentes
irreducibles de V .
0.2.3. El Teorema de Densidad de Borel
El siguiente teorema sera´ de suma utilidad en nuestro trabajo y es conocido en la
literatura como el teorema de Densidad de Borel. No expondremos su prueba, pero el
lector interesado puede consultar en [?] para un esquema de la demostracio´n
Teorema 6 Supongamos que G es un R-grupo algebraico semisimple y conexo. Sea
G = G◦R, y asuma que G no posee factores compactos. Sea Γ un subgrupo cerrado tal
que G/Γ posee una medida G-invariante. Entonces Γ es Zariski denso en G.
En la pra´ctica vamos a utilizar una versio´n un poco diferente del teorema anterior,
la cual expondremos a continuacio´n.
Teorema 7 Suponga que G = G◦R actu´a algebraicamente sobre V , una variedad al-
gebraica real. Entonces cada medida finita G-invariante esta´ soportada en los puntos
fijos de G en V .
Es conocido que las acciones algebraicas son tame, luego por un resultado anterior
se sigue que las componentes ergo´dicas de la medida esta´n soportadas en G-o´rbitas.
Luego V/G es contablemente separado y el map pi : V → V/G es una funcio´n Borel
G-invariante. Usando el teorema 3 tenemos que pi es esencialmente constante, y luego
soportada en una o´rbita.
Cada tal o´rbita es un punto. En efecto, sea x un punto en la G-o´rbita en la cual
la medida esta´ soportada. Como la accio´n es algebraica se sigue que Gx es variedad
algebraica real. Por otro lado, G/Gx posee una medida finita G-invariante. Aplicando
el teorema de densidad de Borel con Γ = Gx se tiene que G = G
Z
x , donde esto u´ltimo
denota la clausura Zariski deGx. ComoGx es algebraico real se tiene queG = Gx. Por lo
tanto, la G-o´rbita que soporta la medida es un punto. Al tomar todas las componentes
ergo´dicas conclu´ımos el resultado.
El concepto de la envoltura algebraica fue introducido por Zimmer(ver [9]). El
ca´lculo de tal envoltura algebraica en un caso particular es conocido en el caso del
grupo de Lie simple, en el caso semisimple presentamos una nueva prueba la cual
damos a continuacio´n.
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Teorema 8 Sea G un grupo de Lie semisimple, conexo, sin factores compactos, ac-
tuando ergo´dicamente sobre M y preservando una medida finita µ. Sea P el haz fibrado
principal trivial M ×GL(g) donde G actu´a por g(x,A) = (gx,AdG(g)A). Entonces la
envoltura algebraica de esta accio´n es la clausura Zariski de AdG(G) en GL(g).
Si L es cualquier subgrupo de GL(g), una seccio´n del haz P/L es una mapeo
M → GL(g)/L, debido a que P es un haz fibrado trivial. Por lo tanto, el mapeo
constante n 7→ [e] es una seccio´n G-invariante de GL(g)/H, donde H es la clausura
Zariski de AdG(G) en GL(g), luego la envoltura algebraica esta´ contenida en H. Sea
L ⊂ H la envoltura algebraica de la accio´n. Por definicio´n, existe una reduccio´n G-
invariante de L, luego existe un mapeo G-invariante f : M → H/L. La medida f∗µ es
ergo´dica y G-invariante sobre H/L, y una nueva aplicacio´n del teorema de densidad de
Borel para el caso semisimple indica que H = L.
0.2.4. El Teorema del Centralizador de Gromov
El siguiente resultado, muy importante por cierto, es conocido como el teorema del
centralizador de Gromov. En base a este teorema podremos construir la representacio´n
lineal de Gromov, es decir el principal objetivo de este proyecto.
La demostracio´n de este teorema es sumamente pesada y no se presentar en este
trabajo. El lector que desee ver su ge´nesis puede consultar [?]. Para una versio´n ma´s
reciente puede consultar [1].
Teorema 9 Sea M una variedad anal´ıtica conexa a la cual se le anexa una estructura
r´ıgida anal´ıtica σ. Sea G un grupo de Lie, conexo, semisimple, sin factores compactos,
y con centro finito el cual actu´a anal´ıticamente sobre M . Suponga que G preserva a
σ y a una medida G-invariante µ, la cual es positiva sobre conjuntos abiertos. Sea G
el a´lgebra de Lie de campos vectoriales Killing sobre la cubierta universal M˜ inducida
por la accio´n de la cubierta universal G˜ de G.
Si V denota el espacio de campos vectoriales Killing anal´ıticos sobre M˜ que centra-
lizan G entonces
1. V es pi1(M)-invariante
2. V es de dimensio´n finita.
3. existe un abierto conulo U˜ ⊂ M˜ , invariante bajo pi1(M) y G˜, sobre el cual G˜
actu´a localmente libre y tal que Tx(G˜x) ⊂ evx(V) para cada x ∈ U˜ .
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0.3. La Representacio´n Lineal de Gromov
Del teorema del Centralizador de Gromov para acciones de grupos de Lie semisim-
ples se tiene que H, el espacio de campos vectoriales Killing sobre M˜ que centralizan
al a´lgebra de Lie de campos vectoriales Killing sobre M˜ , da origen a una representa-
cio´n ρ : pi1(M) → GL(H) definida por ρ(α)(X) := dα(X), donde hemos usado que
cada α ∈ pi1(M) se puede ver como una transformacio´n de escritorio sobre la cubierta
univeral de M . El siguiente resultado justifica lo dicho anteriormente:
Lema 2 Si X ∈ H y α ∈ pi1(M), entonces dα(X) ∈ H.
Tomemos cualquier Y ∗ ∈ G, como en el teorema del centralizador de Gromov, y note






|t=0f(α(m · exp tY ))
= d
dt
|t=0f(α(m) · exp tY )
= Y ∗α(m)(f).
Por otra parte, se tiene que
[dαX, Y ∗] = [dαX, dαY ∗]
= dα([X, Y ∗])
= 0.
El siguiente teorema sera´ una herramienta importante en el teorema de representa-
cio´n de Gromov.
Teorema 10 Sea P (M,Γ) un haz fibrado principal, donde Γ no es necesariamente
algebraico. Asuma que H actu´a por automorfismos de haces principales sobre P . Sea σ :
Γ→ G un homomorfismo en un grupo algebraico, y sea L la clausura Zariski de σ(Γ).
Sea Q(M,G) el haz fibrado pricipal asociado , sobre el cual H actu´a naturalmente por
automorfismos. Entonces la envoltura algebraica de la H-accio´n sobre Q esta´ contenida
en L para casi todo m ∈M .
Como un corolario u´til tenemos al siguiente.
Corolario 2 Considere el GL(V) fibrado principal (M˜×GL(V))/pi1(M). La envoltura
algebraica de la G-accio´n sobre este haz principal esta´ contenida en la clausura Zariski
de ρ(pi1(M)).
Sabemos que M˜(M,pi1(M)) es un haz fibrado principal Consideremos el homomor-
fismo ρ : pi1(M) → GL(V). y buscamos el haz principal asociado, el cual en este caso
es dado por (M˜ ×GL(V))/pi1(M). Usando el teorema anterior obtenemos el resultado
buscado.
El siguiente teorema es el llamado teorema de representacio´n lineal de Gromov.
Este teorema constituye la parte principal del proyecto, cabe sen˜alar que el proyecto
lleva tal nombre.
9
Teorema 11 Usando las mismas hipo´tesis del teorema del Centralizador de Gromov
existe una representacio´n σ : pi1(M)→ Gl(q,R) para algu´n q tal que la clausura Zariski
de σ(pi1(M)) contiene un grupo el cual es localmente isomorfo a G.
La parte tres del teorema del centralizador de Gromov prueba que ev(EV) contiene
el subhaz de espacios tangentes a las G-o´rbitas. Llamemos a tal subhaz como es usual
TO.
El haz de marcos asociado a TO es L(TO), el cual es trivial. Luego la envoltura
algebraica para la G-accio´n sobre tal haz de marcos es exactamente la clausura Zariski
de Ad(G).
Por el corolario anterior la envoltura algebraica, o clausura Zariski, para la G-accio´n
sobre el GL(V) fibrado principal (M˜ × GL(V))/pi1(M) esta´ contenida en la clausura
Zariski de σ(pi1(M)).
Existe un homomorfismo de L(T,K)|U a L(TO), y luego existe una sobreyeccio´n
de la envoltura algebraica de L(T,K)|U sobre la envoltura algebraica de L(TO). Como
las envolturas algebraicas de L(T,K)|U y (M˜ × GL(V))/pi1(M) son las mismas, se
sigue que la clausura Zariski de σ(pi1(M)) tiene un subgrupo que es sobreyectivo sobre
Ad(G). Al ser G semisimple se sigue que la clausura Zariski de σ(pi1(M)) contiene un
subgrupo localmente isomorfo a G.
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0.4. Revisio´n de Literatura
En esta parte hare´ mencio´n de la literatura que ma´s se uso´ en la realizacio´n del
proyecto, pero para efectos de claridad incluiremos toda la literatura usada. Esto es
sumamente importante por que demuestra que mucho de lo que esta´ en este proyecto
es nuevo en cuanto a las demostraciones que ofrecemos y en cuanto a los enunciados
que brindamos. Lo que no es nuevo en cuanto al enunciado es en su mayor´ıa nuevo en
cuanto a la prueba que ofrecemos.
Para los conceptos de la dina´mica de acciones, el referente es [9] . Este libro es muy
dida´ctico y la biblia en lo que respecta a acciones de tipo tame.
Para los conceptos relativos a grupos algebraicos el referente es [3], y como segunda
opcio´n utilizamos de vez en cuando al tambie´n excelente libro [9].
Sin lugar a dudas el referente a los temas sobre fibrados principales y a los conceptos
que se definen sobre ellos, tales como fibrados asociados, se sigue consultando del
excelente libro [4].
Uno de los art´ıculos que ma´s se utilizo´ en el presente trabajo lo constituye [6].
Ba´sicamente para revisar ciertas te´cnicas sobre grupos fundamentales.
Muchos otros libros, que sin la ayuda econo´mica de la vicerectorr´ıa de Investigacio´n
no hubieran sido posible incorporar, no se citan en esta parte pero que sirvieron para
aclarar muchas dudas que se presentaron durante el desarrollo del proyecto, y que por
falta de interaccio´n con otros matema´ticos del a´rea no se pod´ıan evacuar.
Cabe sen˜alar que al revisar la literatura actual no se encontro´ un resultado similar
al nuestro en cuanto a la hipo´tesis de semisimplicidad de nuestro grupo G y en cuanto
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0.5. Conclusiones y recomendaciones
El proyecto en cuestio´n sirvio´ de plataforma para lograr una aplicacio´n inmediata
del celebrado teorema del centralizador de Gromov. Cabe sen˜alar que se logro´ poner
tal resultado en un contexto ma´s general que lo encontrado en la literatura, a saber el
contexto de grupos de Lie semisimples y acciones algebraicas.
Se cumplieron los objetivos , tanto generales como espec´ıficos que se apuntaron en
el inicio del proyecto.
Dos aspectos importantes a sen˜alar en esta parte tienen que ver con la bibliograf´ıa
y el tiempo en ejecutar el proyecto.
En primer lugar, quiero defender la compra de libros y art´ıculos en el a´rea de
matema´ticas y f´ısica teo´rica, ya que no tenemos en nuestra biblioteca del ITCR los
libros para iniciarce en los orfrm[o]–genes de casi cualquier a´rea de la matema´tica, y
mucho menos revistas. Tampoco contamos con grupos amplios o al menos reducidos
de investigadores con los cuales interactuar. .
0.6. Aportes y alcances
En esta parte mencionaremos los beneficios inmediatos y futuros de los resultados
que obtuvimos en la realizacio´n del proyecto.
El beneficio inmediato de este tipo de proyectos es el hacer ciencia ba´sica cuyos
resultados pueden ser usados por colegas del a´rea para sus investigaciones. En este
sentido, hemos desarrollado una versio´n lo ma´s general posible sobre la representacio´n
de Gromov. Esto se basa en el hecho primero que nuestro grupo fue semisimple, y
segundo que nuestro teorema del Centralizador de Gromov esta´ extendido a estructuras
geome´trica algebraicas.
Se logro´ generar ma´s conocimiento en esta a´rea y los resultados obtenidos se en-
viara´n a una revista extranjera indexada.
No se dieron charlas al respecto, ya que la tema´tica es sumamente te´cnica y demanda
del expectador una gran cantidad de bagaje al respecto.
0.7. Anexo
0.7.1. Cumplimiento de objetivos.
Los siguientes objetivos se alcanzaron, en un 100 %, durante el desarollo del pro-
yecto.
1. Establecer algunos resultados relativos al espacio cubriente de la variedad M y del
grupo fundamental, pi1(M). Esto se constata al revisar el corolario 2
2. Establecer una equivalencia entre el haz lineal asociado al espacio tangente a las
o´rbitas y cierto espacio producto. Esto se verifica en parte de la prueba del
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resultado principal.
Dentro de las limitaciones que encontre´ puedo citar las siguientes:
El precio de las cotizaciones que se dan en lugares como Amazon.com sobre los
libros que se ocupan en el proyecto y el precio en que adquieren tales libros difiere
notablemente. Debo indicar que debido a este desbalance no pude comprar un
par de libros que necesitaba y que por ser tan recientes, salieron en mayo del
2011.
Falta ma´s acompan˜amiento por parte del oficial de proyecto asingado. En este
sentido puedo indicar que uno queda pra´cticamente desamparado cuando el oficial
se ausenta del pa´ıs por per´ıodos largos. Deber´ıa quedar un sustituto en tales casos,
cosa que no sucedio´ esta vez.
El desconocimiento que tienen las autoridades sobre lo que significa ciencia ba´sica
y los me´todos de investigacio´n y de presentacio´n de trabajos en tales a´reas. Esto
trae serios problemas porque los trabajos en ciencia ba´sica difieren notablemente
en su metodolog´ıa a los de ingenier´ıa o a los que toman grandes muestras y
analizan datos.
0.7.2. Observaciones generales.
Es mi sentir que el informe de un proyecto de investigacio´n debe ser algo ma´s
sucinto, y que la parte innovadora u original debe venir consignada ya sea por una
patente, un art´ıculo sometido a consideracio´n de alguna revista o un libro, para citar
unos pocos ejemplos. En este sentido quiero expresar que le solicito a la vicerrector´ıa
de investigacio´n la ayuda para la traduccio´n al idioma ingle´s del art´ıculo que da origen
a este proyecto de investigacio´n.
.
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