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Abstract—Quantification of cardiac deformation and strain
with 3D ultrasound takes considerable research efforts. Never-
theless, a widespread use of these techniques in clinical practice
is still held back due to the lack of a solid verification process
to quantify and compare performance. In this context, the use
of fully synthetic sequences has become an established tool for
initial in silico evaluation. Nevertheless, the realism of existing
simulation techniques is still too limited to represent reliable
benchmarking data. Moreover, the fact that different centers
typically make use of in-house developed simulation pipelines
makes a fair comparison difficult.
In this context, this paper introduces a novel pipeline for the
generation of synthetic 3D cardiac ultrasound image sequences.
State-of-the art solutions in the fields of electromechanical mod-
eling and ultrasound simulation are combined within an original
framework that exploits a real ultrasound recording to learn
and simulate realistic speckle textures. The simulated images
show typical artifacts that make motion tracking in ultrasound
challenging. The ground-truth displacement field is available vox-
elwise and is fully controlled by the electromechanical model. By
progressively modifying mechanical and ultrasound parameters,
the sensitivity of 3D strain algorithms to pathology and image
properties can be evaluated.
The proposed pipeline is used to generate an initial library of
8 sequences including healthy and pathological cases, which is
made freely accessible to the research community via our project
web-page..
Index Terms—3D echocardiography, cardiac strain, motion
estimation, evaluation, synthetic sequences, electromechanical
model, ultrasound simulation.
I. INTRODUCTION
Optimal treatment of cardiac disease requires early detection
of abnormalities and accurate monitoring tools. Echocardiog-
raphy remains the modality of choice for this purpose given it
is safe (i.e. it does not make use of ionizing radiation), cheap
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compared to other imaging modalities and portable (i.e. can
easily be used bed-side). Most importantly, echocardiography
operates at high temporal resolution and is thus naturally
suited to study heart dynamics. During the last decade, the
introduction of 2D matrix array transducer technology has
made volumetric (3D) ultrasound imaging (RT3DUS) in clin-
ical routine feasible [1], [2].
Despite these important advances in ultrasound technology,
assessment of cardiac function is generally limited to global
measures (e.g. ejection fraction, stroke volume, cardiac out-
put). Nevertheless, the analysis of cardiac motion and deforma-
tion/strain at a regional level also contains important clinical
information: e.g. regional function impairment in the case of
ischemia or cardiomyopathy [3]. Moreover, the comparison
of the timing of segmental strain curves can help detect
dyssynchrony [4]. Currently, this information relies on the
visual interpretation of regional wall motion and deformation
and is therefore subjective and not strongly reproducible be-
tween observers. For this reason, different approaches towards
the quantification of regional heart function with RT3DUS
have been proposed, some of which have recently become
commercially available [5].
Obviously, the introduction of a new technology in clinical
diagnosis requires a solid verification process of the proposed
methodology. For ultrasound quantification of heart motion the
following approaches are usually adopted:
• in vivo in human subjects by using a different imaging
modality (e.g. tagged magnetic resonance imaging) as
reference method [6], [7]. Unfortunately these refer-
ence techniques have their own limitations and inaccu-
racies. Additionally, a direct comparison requires spatio-
temporal co-registration of the two datasets which is
challenging and introduces inaccuracies itself.
• in vivo in open-thorax animal preparations by using so-
nomicrometry as gold standard reference technique [8]–
[10]. Unfortunately, the employment of sonomicrometry
implies that reference values are only available in 1 or 2
segments of the left ventricle, i.e. where the piezoelec-
tric crystals are located, and image quality is typically
superior (i.e. not representative) to what is encountered
in clinical routine. Moreover, piezoelectric crystals return
stronger echoes than cardiac tissue and appear as brighter
spots in the ultrasound images. This, in principle, can
ease (and thus bias) the tracking problem. Finally, this
set-up should be used with moderation given the ethical
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Fig. 1. Synthetic echocardiographic images used in [19](a), [20](b) and
[21](c). All techniques present intrinsic limitations which limit their usability
as benchmarking tools. (a) employs a simplistic speckle model (i.e. high
speckle intensity inside the muscle and low intensity outside) leading to
unrealistic binary-like images. In (b) the simulated cine-loop is obtained
by warping the B-mode pixel images of a real recording, thus producing
texture warping artifacts. In (c) the presence of warping artifacts is avoided
by using an ultrasound simulator. Yet, the reference motion field is computed
by applying an elastic registration technique to the real recording working
as template and therefore i) no control on the simulated motion is possible,
ii) errors of the registration algorithm are directly reflected on the simulated
motion and, moreover, iii) the benchmark displacement is biased towards the
elastic registration technique employed. The pipeline described in this paper
overcomes such limitations.
implications and is in addition expensive;
• in vitro by using a physical cardiac phantom in which
motion and deformation can be mechanically controlled
[11], [12]. As above, sonomicrometry is used as reference
and image quality is not representative for data taken in
clinical routine. In addition, mimicking cardiac motion
in a mock model can be challenging. In this context it
is worth mentioning that, in order to attain more realistic
simulators, in recent years mock systems able to host ex-
vivo part of or entire explanted hearts, mainly of swines,
were successfully developed [13]–[15];
• in silico by using computer generated sequences of
echocardiographic images [16]–[19]. In this case no inter-
modal registration is needed (unlike tagged MRI) and
the exact motion/deformation is known at each point
(voxel) inside the myocardium (unlike sonomicrometry).
Additionally digital data can be easily accessed by the re-
search community thus eliminating the need for complex
experimental setups. Unfortunately, the level of realism
of existing simulated sequences is still too limited to
represent reliable reference data.
A. State-of-the-art in cardiac ultrasound simulation
Existing simulation techniques mostly combine two ele-
ments: one model for anatomy and motion of the myocardium
and one ultrasound simulator to mimic the image formation
process. In this context considerable efforts have been spent
in order to have the most realistic models for anatomy and
motion and the most physically sound and computationally
effective ultrasound simulations.
Preliminary work making use of synthetic cardiac US
sequences include the ones in [24] and [25], where an an-
nular shape was adopted to represent a LV short-axis cross
section in combination with a radial motion model to account
for contraction and expansion. Since the introduction of 3D
scanners, modeling the whole muscle in 3D has received con-
siderable attention. For example, a truncated prolate spheroid
was employed in [16] to model the LV shape in 3D with a
complex kinematic model to rule the motion pattern. In [17]
a truncated ellipsoid was adopted for both ventricles to which
an electromechanical model of cardiac motion was applied
[26]. Finally, in [19], the geometry was obtained through
segmentation of cine MR images, while the Bestel-Clement-
Sorine (BCS) electromechanical model [22] was used for com-
puting deformation through the cardiac cycle. As compared
to kinematic models, electromechanical ones have the benefit
of directly relating the contraction law with its biophysical
causes which allows for a more realistic incorporation of
physiological and pathological conditions.
Regarding ultrasound simulators, FieldII [27], [28] is com-
monly considered as the state-of-the-art for linear acoustics:
it provides a library for the calculation of pressure fields
from arbitrarily shaped and apodized transducers. Neverthe-
less the computational burden associated to FieldII makes
it unfeasible for simulating large data-sets especially in 3D.
In this context COLE [23] was recently introduced as a
fast alternative for generating 3D ultrasound sequences: it
accelerates the convolution of a 3D point spread function by
multiple 1D convolutions while allowing the integration of
various simulated or measured beam profiles as a lookup table.
Ultrasound simulators typically model the tissue response
as a collection of point scattering centers. To account for
the different acoustic impedance between the myocardium
and the blood pool all aforementioned frameworks proceed
in the following binary fashion: high amplitude is assigned to
scatterers inside the muscle and a low amplitude to the ones
outside. As a consequence, the level of realism of the resulting
ultrasound images remains highly unsatisfactory: surrounding
structures such as papillary muscles and heart valves are
neglected as well as typical artifacts such as reverberations,
clutter noise, signal dropout and local intensity variations due
to changing cardiac fiber orientation (see Fig. 1(a)). All these
elements are critical as they have a major impact on the
performance of algorithms for motion/deformation estimation.
Two recent solutions represented a considerable leap for-
ward in this scenario [20], [21]. In those works, instead
of a simple binary mask, a real ultrasound recording was
used as a template to obtain realistic speckle textures. By
doing so, surrounding structures and ultrasound artifacts were
directly transferred from the template to the simulation (cf.
Fig. 1(b) and (c)). However, both techniques suffer from
intrinsic limitations. In [20] the synthetic sequence was ob-
tained by warping the B-mode pixel data of the template
acquisition according to the benchmark motion field obtained
from a BCS model [22]. Such an approach unavoidably in-
troduced unrealistic warping artifacts in the simulated speckle
texture (cf. Fig. 1(b)). In particular, the framework enforced
an unrealistically high temporal speckle correlation which
could mislead the performance assessment of speckle tracking
algorithms. To avoid this, in [21] an ultrasound simulator
(FieldII) was used to handle the generation of the synthetic
images independently. Hereto, the template sequence was used
to compute the amplitude distribution of the scatter map fed to
the ultrasound simulator. As compared to [20], the approach
allowed generating considerably more realistic speckle images
3Fig. 2. Proposed pipeline for the simulation of ultra realistic cardiac ultrasound sequences: (A) a clinical recording works as a template for speckle texture and
anatomy definition; (B) an electromechanical model controls the synthetic heart motion [22]; (C) an ultrasound simulation environment merging information
from the template image sequence and the electromechanical model accounts for the image formation process [23]. In the simulated sequence the cardiac
motion is fully controlled by the electromechanical model while the visual appearance is very similar to the one of a real acquisition. Each block specifies
the number of the section where its description is detailed.
(cf. Fig. 1(c)). The synthetic motion was then obtained by ap-
plying the motion field estimated from the template sequence
using the spatio-temporal elastic registration technique in [29].
This represented a main limitation since i) no control on the
simulated motion was possible, ii) motion estimation errors in
the template sequence were directly reflected on the simulated
motion and iii) the benchmark displacement/deformation was
naturally biased towards the registration technique employed
in [29] and hence unsuited to benchmark generic motion
estimation algorithms. Moreover, the approach in [21] was
proposed only for 2D ultrasound.
B. Contribution of the paper
This paper builds on our previous recent contributions [19]–
[21] and introduces a novel framework for the generation
of 3D realistic synthetic echocardiographic sequences over-
coming the limitations of existing approaches. The proposed
simulation pipeline consists of three elements as illustrated
in Fig. 2:
A) A real clinical recording provided both realistic texture and
geometries for the ventricles. As in [20], [21], embedding
of a real image sequence improves the realism of the gen-
erated images, yielding synthetic data that fairly reproduce
the challenges inherent to 3D ultrasound image and signal
processing.
B) As in [19], [20], the synthetic motion field was obtained
by the BCS electromechanical (E/M) model [22]. The E/M
model provides the reference for heart motion and derived
quantities and generates a continuous range of pathological
patterns by progressively altering the parameter settings
related e.g. to contraction or conduction of myocardial
tissue.
C) As in [19], the fast US simulation environment COLE
[23] was used to model the image formation, allowing
full control over the transducer’s parameters and ensuring
realistic speckle patterns.
Thanks to B) the reference displacement, unlike [21], is unbi-
ased to any motion estimation algorithm. Moreover, thanks
to C) and unlike [20], motion and ultrasound simulations
are decoupled and hence artifacts due to texture warping are
avoided.
The proposed pipeline was used to generate a library of
8 benchmark sequences including physiological and patho-
logical geometries and contraction patterns, i.e. ischemia and
dyssynchrony. The generated sequences along with the refer-
ence displacements are made freely available to the research
community via an open-access database2. With this common
database, we aim to i) enable a more thorough and reliable
comparison of existing techniques for motion/deformation
assessment from 3D US ii) make the evaluation of new
techniques less dependent on the specific data-set used and
iii) foster more coordinated research efforts on the topic and
avoid multiplication of efforts.
This paper extends the conference paper in [30]. With
respect to that work the simulation framework is more detailed;
simulations were extended to more cases and parameters were
tuned to match physiological ranges; both image properties
and mechanical properties of the generated sequences are
better evaluated and commented upon.
The paper proceeds as follows. Sect. II describes the sim-
ulation pipeline. In Sect. III the visual realism of the created
sequences is assessed qualitatively and quantitatively and the
mechanical properties of the synthetic dataset are analyzed.
Concluding remarks are left to Sect. IV.
II. PROPOSED SIMULATION FRAMEWORK
A schematic of the pipeline is summarized in Fig. 2.
Each block specifies the number of the section where it is
described in detail. Briefly, a real 3D recording is used as
a template for speckle texture. The first step is to segment
the right (RV) and left ventricles (LV) on the first frame of
the 3D template sequence (Sect. II-A). The E/M model is
then applied to the segmented 3D geometry to simulate one
cardiac cycle (Sect. II-B2). The E/M model is used to displace
a 3D cloud of point scatterers mimicking tissue echogenicity.
To achieve realistic speckle texture, scattering amplitude is
sampled from the template recording Sect. II-C1. This requires
aligning the simulation and template recordings in space and
time (Sect. II-B4). Hereto, 3D LV tracking of the template
is used for spatial matching. Namely, this generates a set of
spatial landmarks that are used for canceling the motion of the
template image sequence (Sect. II-B3). The scatter map is then
2https://team.inria.fr/asclepios/data/straus/
4fed to the ultrasound simulator to generate the synthetic images
(Sect. II-C2). As such, the pipeline will generate synthetic
sequences with fully controlled cardiac motion and ultrasound
speckle texture visually similar to the one of the template
recording.
A. Template image sequences
A 3D ultrasound sequence is used as a template sequence
for defining the geometry and providing the texture of the ul-
trasound simulator. In this paper, two 3D ultrasound sequences
(one full cycle from end of diastole, ED) were acquired from
an apical view using a Philips iE33 ultrasound machine with
a matrix array transducer (X5). The first sequence (image
size 224×176×208 voxel3, voxel size 0.7×0.9×0.6 mm3,
frame rate 23 Hz) was acquired from a healthy volunteer.
The second sequence (image size 224×176×208 voxel3, voxel
size 0.7×0.9×0.6 mm3, frame rate 21 Hz) corresponded to a
dilated left ventricle (DLV) and was acquired from a dyssyn-
chronous patient candidate to a cardiac resynchronization
therapy.
The ultrasound machine settings were optimized to obtain
the best image quality and the optimal visualization of the
full LV myocardium from the apex to the base. To optimize
frame rate we used a four subvolumes acquisition mode and
the field of view was limited to the LV cavity. To have similar
temporal resolution in the two sequences, healthy and dilated
cases were acquired with the same field of view.
B. Cardiac Motion
1) Geometry: The first frame of each template sequence
was segmented automatically. Hereto, the model-based tech-
nique for full heart segmentation in [31], initially developed
for CT and recently extended to ultrasound [32], [33], was
used (cf. Fig. 2).
2) Electromechanical simulation: From the segmentation
result the left and right ventricular geometries were extracted.
The right ventricle was first extruded along the mesh normals
to produce a RV epicardial surface, not returned by the
segmentation software [31]. Extrusion was controlled in order
to have a physiologic thickness of ∼ 4.5mm of the RV free
wall [34]. From this surface mesh a volumetric tetrahedral
mesh was then obtained [35] and passed as input to the motion
simulator. The latter applies the Bestel-Clement-Sorine E/M
model [22] and was implemented in the SOFA framework3.
This model was chosen for its realistic properties. It is based
on energy-preserving equations, includes the Frank-Starling
effect and complies with the four cardiac phases (isovolumic
contraction, ejection, passive and active filling). This model
showed good predictive power [36] in the context of cardiac
resynchronization therapy. Moreover, tests on preload, after-
load and inotropy as well as a preliminary specificity study
performed in [22] proved its good physiological behavior and
its ability to simulate healthy and pathological cases.
By varying the values of the parameters of the E/M sim-
ulator a library of cases was created including healthy and
pathological conditions. In particular:
3http://www.sofa-framework.org/
Fig. 4. Depolarization times for the LBBB simulations. (a) For the normal
simulation, both LV and RV endocardium are activated simultaneously,
resulting in a synchronous activation. (b) For LBBBsmall, only the RV
endocardium is early activated. The septum still gets activated through the
RV. (c) For the LBBB simulation, only the endocardial RV free wall is first
activated. This delays activation in the septum (particularly in the base) and
the lateral wall.
• From the normal geometry one mechanical simulation
of a healthy heart was generated by assigning normal
contractility and stiffness values to all heart segments,
as defined by the standard American Heart Association
(AHA) 17 segments model [37]. In particular, mechanical
parameters were tuned in order to match ejection fraction
(EF) measured on the corresponding template acquisition
(cf. Fig. 5(a));
• From the healthy geometry, four ischemic simulations
were generated by altering contractility and stiffness
in diseased segments. Hereto, two types of segments
were considered: segments corresponding to the area
at risk (Isch+) were considered as fully ischemic and
had contraction parameters altered more significantly,
while adjacent segments (Isch) were considered as mildly
ischemic. Remote segments were assigned normal values.
The four ischemic simulations corresponded to: a distal
and proximal occlusion of the Left Anterior Descending
artery (LADdist and LADprox respectively); occlusions
of Right Coronary Artery (RCA) and Left Circumflex
(LCX). Diseased segments for each case are illustrated
in Fig. 3.
• From the dilated geometry 3 simulations were gener-
ated: one synchronous (sync) and two dyssynchronous.
Dyssynchrony, as induced by Left Bundle Branch Block
(LBBB), was modeled by progressively delaying LV
activation with respect to RV. First, for generating the
sync simulation on the dilated geometry, both LV and RV
endocardial surfaces were early activated simultaneously.
This induces a fast activation of both the LV and RV
and results in a globally synchronous contraction pattern.
Mechanical parameters were tuned for the sync sequence
in order to match EF of the template DLV acquisition
(cf. Fig. 5(b)). They were then left unchanged for the
dyssynchronous simulations. For generating the first case
of dyssynchrony (LBBBsmall) we activated RV early.
We also generated a more severe case of dyssynchrony
(LBBB) by activating only a patch of the RV free wall.
Colormaps of the depolarization times for the three cases
are plotted in Fig. 4. These different activation patterns
cause a progressive delay of LV contraction with respect
to the RV, especially in the LV lateral wall.
The values of the relevant mechanical parameters for
healthy, ischemic and DLV simulations are provided in Ap-
5Fig. 3. (a,b,c,d): Segments involved in the simulations of ischemia. Red and orange denote severe and mild ischemic segments respectively. (e) Color notation
used in the results section.
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Fig. 5. Comparison between LV volumes of the E/M simulation and measured
on the template recording for healthy subject (a) and DLV (b). EFmeasured =
EFsimulated = 60% in (a) and EFmeasured = 43%, EFsimulated = 47% in (b).
pendix A. The resulting 8 simulated sequences constitute
the benchmarking dataset made available open-access. Their
features are summarized in Table I.
TABLE I
OPEN-ACCESS DATABASE.
Simulation Geometry Contractility Activation
normal/dilated normal/ischemia sync/async
1. Healthy
Ischemic:
2. LADdist
3. LADprox
4. LCX
5. RCA
DLV:
6. Sync
7. LBBB
8. LBBBsmall
3) Motion Tracking: In parallel to the E/M simulation, from
the same segmentation result of [31] endo- and epicardial
borders of the left ventricle (LV) were extracted and con-
verted to the QLab software (3DQ Advanced plugin) [38]
format. They were slightly edited to fit image borders by
an experienced cardiologist (E. S.). The contours were then
propagated to the entire sequence by a sparse implementation
of the Demons algorithm [39] and then further edited in 4D to
ensure a smooth propagation of manual updates. The sparse
Demons algorithm [39] was selected given the good tracking
accuracy, competitive with the best performing algorithms
considered in the recent comparison study in [19], and the
low computational cost (∼0.5 s/frame). The result was a set
of landmarks over time sampling the LV endo- and epicardial
surfaces regularly in the circumferential radial and longitudinal
directions. These landmarks will be used for canceling the
motion of the template image sequence when generating the
texture of the ultrasound simulation (cf. Sect. II-B4).
4) Spatiotemporal Alignment: The simulated heart motion
is completely independent of the one of the template recording.
Since, in the proposed framework, speckle intensity is sampled
from the real acquisition, alignment of the two datasets is
therefore needed to establish from which frame to sample
(temporal alignment) and in which position (spatial align-
ment).
Temporal alignment is performed by linearly stretch-
ing/shrinking the time axis of the template recording in order
to match relevant cardiac events used as temporal landmarks.
In this paper, opening and closure of the mitral and the aortic
valves, together with the beginning and the end of the sequence
(ED) were chosen as landmarks. Namely, given a generic
simulation time ksim, temporal synchronization identifies the
matched time instant ttempl(ksim) on the template recording
computed as:
ttempl(ksim) =
ksim − k
n
sim
kn+1sim − k
n
sim
(
kn+1templ − k
n
templ
)
+ kntempl.
(1)
being knsim and k
n
templ the n-th temporal landmark on the E/M
simulation and the template recording respectively and knsim ≤
ksim ≤ k
n+1
sim . As ttempl(ksim) is in general non-integer
valued, it is used to identify the two closest image frames
ktempl = ⌊ttempl(ksim)⌋ and ktempl + 1 = ⌈ttempl(ksim)⌉.
The two frames will serve as template for speckle intensity as
explained in Sect. II-C1.
After synchronization, spatial alignment is needed to align
the E/M geometry with the previously selected (i.e. matched
in time) image frame. Namely, given an arbitrary point x
in the simulation space at time ksim, we seek for a dense
transformation Tksim→ktempl(x) returning its matched position
(i.e. in the same anatomical location) in the template frame
Iktempl . The process is identical for Iktempl+1 and is omitted
for clarity.
The transformation is computed by matching the position of
6Fig. 6. Spatio-temporal mapping used to estimate the echogenicity of a background scatterer. The top row reports the template sequence along with the
associated set of segmentation meshes obtained with QLab. The bottom row reports the sequence of simulation meshes obtained with the BCS E/M model.
The two time axis of the template acquisition and of the simulation are illustrated in blue and red respectively. Temporal matching (cf. (1)) assigns to the
simulation mesh at time ksim a frame ktempl in the template acquisition. Spatial matching then aligns the myocardial geometries in the two selected frames.
The two used transformations are illustrated using bent arrows.
the myocardium in the simulation at time ksim (defined by the
E/M simulation mesh), with the position of the myocardium
in the template frame ktempl (given by the semiautomatic
segmentation of the template frame ktempl, Sect. II-A). The
global transformation Tksim→ktempl(x) was split in two terms:
one backward transformation Sksim→0(x) in the simulation
space and one forward transformation in the template space
I0→ktempl(x). Namely, Sksim→0(x) brings a point x in the
simulation space back to its position at time 0; then, the
transformation I0→ktempl (x) brings it forward in time to its
matched position in the image domain. Both mappings are
illustrated on Fig. 6. The composition of these mappings give
the desired transformation:
Tksim→ktempl = I0→ktempl ◦ Sksim→0. (2)
Such a splitting of T is correct since, in the proposed frame-
work, simulation space and image space are aligned at the
first frame. In order to avoid warping artifacts in the simulated
speckle texture, spatial mapping must be smooth outside the
LV myocardium (cf. Sect. II-C). For this reason, combined
with the ease of implementation, thin plate splines (TPS) [40]
were used to compute both mappings. The TPS transform
was parametrized by the mesh nodes’ positions (i.e. the E/M
meshes in the case of S and the tracking meshes in the case
of I). Note that alternative regression techniques could be
used instead of TPS [41]. Note also that TPS could not be
applied to compute the global transformation T directly given
that image and simulation meshes have in general different
properties (nodes and faces) since they are obtained in different
ways.
C. Ultrasound simulation
The first step in the ultrasound simulation is the definition,
at each simulation time ksim, of a 3D cloud of point scatterers
mimicking the local tissue echogenicity. Each point scatterer
is assigned a scattering amplitude related to the amount of
energy reflected back to the probe (i.e. the intensity of the
echo signal). Our approach consists in moving the scatterers
according to the E/M simulation while sampling their am-
plitude from the real template recording. This will generate
synthetic sequences with fully controlled cardiac motion and
realistic ultrasound speckle texture. This procedure exploits
all steps previously described and is the core of the proposed
framework. Its description is addressed in Sect. II-C1. The
scatter map is then fed to the US simulator to generate the
synthetic images (Sect. II-C2).
1) Scatter map: We call xksimi = [x
ksim
i , y
ksim
i , z
ksim
i ]
T
and aksimi the position and the amplitude of the i
th scatterer
at time ksim. We call Ij(x) ∈ [0, 255] the intensity of the
j-th template frame at position x. Note that when non-integer
spatial positions need to be accessed, the intensity value is
obtained by using bi-cubic interpolation.
The first step is to generate a scatter map for the first frame
ksim = 0. The coordinates of the scatterers are obtained by
uniformly sampling Nscatt points x
0
i through the image do-
main. Their echogenicity is obtained by sampling the intensity
of the template frame, namely a0i = F (I0(x
0
i )), where F is the
non linear transformation applied to the intensity value in order
to compensate for the log-compression traditionally performed
in the ultrasound device prior to display. In particular, F is
defined in such a way that:
20 log10 [F (I(x))] + dB = dB ·
I(x)
255
, (3)
where dB is the desired contrast in decibel in the simulated
image.
Given x0i , the first simulation mesh is used to distinguish
myocardial scatterers (i.e. contained inside the mesh) from
background ones (i.e. outside the mesh). We denote the
number of myocardial and background scatterers as Nmyo and
7Fig. 7. Template recording (top row) and LCX simulation (bottom row) at matched time instants for an apical four chamber (a) and a short axis (b) slice.
The E/M meshes (i.e. the ground truth segmentation of the LCX simulation) are superimposed to both sequences as white contours. Template, simulation and,
therefore, E/M geometry are aligned by construction at time zero (i.e. at ED1). From then on, the simulation runs independently of the template recording
and, therefore, the E/M geometry no longer provides a valid segmentation of the latter. In the figure, this is particularly evident at ES at the valve level in the
longitudinal view and in the lateral wall on both views (cf. white arrows). This is a consequence of the fact that, as due to the simulated ischemia, contraction
in the E/M simulation is reduced as compared to the template. Videos showing the entire simulated sequences are provided at the address http://bit.ly/1vsIIhB.
Nback respectively. The barycentric coordinates of each my-
ocardial scatterer relative to the associated mesh tetrahedron
are computed and stored [42].
The scatter map generation at times ksim > 0 proceeds
differently for myocardial scatterers and background ones.
Myocardial scatterers move anchored to the simulation meshes
to mimic the motion of cardiac tissue. This is implemented
by keeping their barycentric coordinates constant over time.
From the barycentric coordinates and the nodes position of the
simulation mesh at the considered time ksim > 0, the absolute
coordinates of myocardial scatterers xksimi are then computed
[42]. As e.g. in [17], [19], [21], the amplitude of myocardial
scatterers is kept constant over time, i.e. aksimi = a
0
i . Such
a choice of assigning scattering amplitude ensures having
temporal coherency of the speckle texture patterns inside the
myocardium. However, the underlying intensity can still vary
with relative position changes over the cardiac cycle between
the probe and the scatterers (see Sect. III-B). As common in
clinical scans, the apical portion of the LV epicardium was not
fully visualized in the template recording (cf. Fig. 7(a)). As
such, no amplitude information was available for myocardial
scatterers in that region. To avoid the appearance of holes
in the simulated sequences during cardiac contraction, such
scatterers were assigned an artificial amplitude equal to the
average of the 50 closest scatterers inside the field of view
(i.e. for which amplitude information was available from the
image content). This solution was found sufficient to avoid
artifacts.
At each simulation time Nback = Nscatt − Nmyo back-
ground scatterers are re-drawn outside the myocardium fol-
lowing a uniform random distribution. Their random motion
accounts for the lack of speckle coherency which is nor-
mally observed in the blood pool. Background scatterers also
mimic the appearance and motion of surrounding structures
as valves and papillary muscles which are not described
by the electromechanical model. Background scatterers are
visualized by updating their amplitude at each simulation
time by using the intensity from the matched position in the
template recording, as defined by the spatiotemporal mapping
in Sect. II-B4. Namely, given a background scatterer xksimi
and Iiktempl and I
i
ktempl+1
the intensities of the two consecutive
template frames identified by the temporal synchronization in
(1) at the matched spatial positions, i.e.
Iiktempl = Iktempl
(
Tksim→ktempl(x
ksim
i )
)
, (4)
scattering amplitude aksimi is computed by linearly weighting
the two contributions:
aksimi = (1− w) · I
i
ktempl
+ w · Iiktempl+1 (5)
with 0 < w = ttempl(ksim)−ktempl < 1. The same amplitude
correction in (3) is then applied. Note that the perceived
motion of background structures comes from the intensity
variations (5) and does not correspond to the TPS displacement
field T , which only serves to relate the two geometries. As
such, while the rendered motion of surrounding structures is
visually realistic, their reference displacement is not available.
2) Point Spread Function: From the 3D scatter map an
ultrasound volume was simulated by convolution with the
spatially variant point spread function (PSF) of the simulated
imaging system. In particular COLE [23] was adopted as
ultrasound simulation environment due to its good compromise
between computational efficiency and accuracy [45]. The
properties of the synthetic probe were set so to match as close
as possible the ones of the transducer used in the acquisition of
the template. Namely, the synthetic US system was sampling
at 50 MHz and equipped with a phased array transducer, which
was centered at 3.3 MHz and transmitting a Gaussian pulse
with a -6 dB relative bandwidth of 65%. A symmetric trans-
verse two-way beam profile was assumed, focusing at 80 mm
when transmitting and dynamically focusing on receive. The
simulated images consisted of 107×80 lines in azimuth and
elevation direction over an angle of 76×76 degrees, resulting
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Fig. 8. Statistical distribution for two rectangular speckle patches belonging to the blood pool and the myocardium (red and green blocks in (a)). Each ROI is
rectangular with side equal to three times the size of the system PSF in the corresponding direction and comprises ∼ 6800 samples. Note that, although voxel
data is reported in (a) for a more intuitive visualization, histograms were computed on raw data, i.e. before down-sampling and scan conversion. In (b) and
(c) the histograms of the RF signal. In (d) and (e) the histograms for the non-compressed envelope signal. In the fitting of the RF and envelope histograms
Gaussian and Rayleigh distributions show good fit respectively for fully developed speckle regions (i.e. the blood pool) while generalized Gaussian distribution
(GGD) [43] and K-distribution [44] were adopted for sub-Rayleigh regions (i.e. the tissue). Consistently with what is expected on real recordings, Gaussian
and Rayleigh models correctly fit the amplitude data inside the blood pool while speckle inside the muscle follows instead more heavily tailed distributions.
Note that histograms have been normalized to have unitary area in order to be comparable with the associated probability density functions.
in a frame rate of 30 Hz assuming parallel beam forming and
ECG gating. After envelope extraction, log compression and
scan conversion B-mode voxel data were available.
III. RESULTS
A. Image properties: qualitative assessment
The proposed pipeline allows simulating ultrasound vol-
umes visually similar to real ultrasound recordings, cf. Fig. 7.
When considering the simulated cine loop, a realistic motion
for myocardium (thanks to the E/M model) and surrounding
structures is observed (cf. Fig. 7). For a better dynamical per-
ception, movies of the full simulated sequences are provided
at the url http://bit.ly/1vsIIhB.
The level of realism was also evaluated through a blind-
test involving four expert observers: two cardiologists and two
researchers (PhDs) having a technical background with exper-
tise in analyzing and processing cardiac ultrasound datasets.
The quality of single synthetic frames (i.e. of the ultrasound
simulation) and of the full synthetic video sequence (i.e. of the
merging between the E/M simulation and the real recording)
were assessed separately. Hereto, the observers were first
given a set of 14 (7+7) images randomly extracted and
shuffled from the simulated dataset and from a set of four real
ultrasound recordings including the two template acquisitions
(healthy and DLV) and two recordings from the recent online
available database of the Challenge on Endocardial Three-
dimensional Ultrasound Segmentation (CETUS) [46]4. Each
image displayed the 3 orthogonal slices (apical 4 chamber,
apical 2 chamber and short axis) extracted from the 3D
volume. Observers independently rated each image as real,
synthetic or impossible to assess. The same test was repeated
by distributing 4+4 full cine loops. Observers were not aware
of the ratio between simulations and real recordings. The
detailed results of the blind test are reported in Appendix B.
The results per class of observers are displayed in Fig. 9.
4http://www.creatis.insa-lyon.fr/EvaluationPlatform/CETUS/index.html
Fig. 9. Pie chart summarizing the results of the blind test. Specificity (SP)
and sensitivity (SE) measured per class of observers are reported in the sub-
captions. When still frames were displayed even expert clinicians could not
tell simulations from real acquisitions (cf. charts (a) and (c)). When the cine-
loop was played the difference became apparent (yet, with 2 misclassified
cases, cf. Table IV) only for clinicians (cf. charts (b) and (d)).
Even for cardiologists, answering required attentive obser-
vation of the samples. For single frames, cardiologists admitted
that it was hard to tell simulations from real acquisitions
as proven by the obtained 50% error rate. Detection was
instead considerably easier when videos were played. Reasons
for identification of a simulated dataset were the high image
quality and the sharp delineation of the endocardium. These
points are further commented upon in the conclusions. For
both non-clinical observers, although ratings were consider-
ably unbalanced (cf. Fig. 9), it was difficult to detect synthetic
datasets even when the cine-loop was played.
9Clearly, a statistically relevant analysis would involve a
larger number of cases and experts from different centers
which falls outside the scope of this paper. The goal was
simply to demonstrate how the new sequences are perceived
by trained eyes. To our knowledge, this is the first time where
a similar test can be performed without expecting the obvious
identification of the simulated data (cf. with Fig. 1).
B. Image properties: quantitative assessment
Fig. 10. (a) Eight 3D patches used to evaluate speckle decorrelation. (b) Time
evolution of the correlation coefficient: in black the measurements within each
block, in blue the confidence interval µ±σ. The dashed vertical line denotes
end of systole.
1) Speckle statistics: The level of realism was assessed
quantitatively by measuring the values of image features com-
monly exploited for the analysis of cardiac ultrasound datasets.
Apart from pixel intensity, first order speckle statistics rep-
resent a reliable feature in common tasks as segmentation
[47], [48] and motion estimation [49]–[52]. In particular,
while blood returns fully developed speckle, leading to the
popular Rayleigh model [53], [54], myocardial tissue generates
instead partially developed speckle, leading to sub-Rayleigh
distributions [43], [47], where the main factor influencing the
type of statistical distribution is the number of scattering sites
per resolution cell of the ultrasound system [53], [54]. Hereto
the local concentration of scatterers was optimized in order to
obtain a realistic statistical description of the simulated speckle
patterns.
Experimentally we verified that a spatially uniform and
sufficiently high concentration of scatterers (i.e. > 4 scat-
terers per resolution cell5) was sufficient to generate realistic
speckle statistics. Indeed, since scattering amplitude is directly
sampled from a speckle image (i.e. the template frame),
the desired statistical properties are directly inherited from
the latter provided the sampling is dense enough. The local
histograms for two image patches extracted from the blood
pool and the myocardium are reported in Fig. 8. Each analyzed
ROI was taken equal to three times the size of the resolution
cell in each direction and comprised ∼ 6800 samples. Note
that histograms were computed on data before subsampling
and scan conversion (hence the high number of samples).
5Resolution cell was taken equal to the extent of the system PSF, whose
size in axial (A), azimuth (W ) and elevation (H) were computed as: A = λ,
W = 1.02λF/L and H = W , being λ the wavelength of the transmitted
pulse, F the focal distance and L the aperture size [55]. In the performed
simulations: A =0.46mm, W,H =1.9mm.
The analysis showed that computed histograms are in good
agreement with the best-fitting distributions known from the
literature.
2) Speckle decorrelation: Speckle patterns decorrelate over
time due to tissue motion and deformation. This is mainly due
to the changes in the relative distance between the scattering
centers (i.e. the strain) and, in particular in the case of sectorial
probes of use in echocardiography, to the spatial variations of
the system PSF [56]. Motion decorrelation weakens the fun-
damental assumption of many speckle tracking solutions and
might negatively impact their performance. Hereto, the level
of motion decorrelation present in the proposed sequences was
measured.
Note that motion decorrelation is naturally ensured by the
proposed framework thanks to the decoupling of the me-
chanical simulation, establishing the motion of the individual
scatterers, from the ultrasound simulation. This is a further
advantage from the work in [20] where, by applying the de-
formation directly to the intensity images, speckle correlation
was unrealistically enforced.
We evaluated motion decorrelation by considering eight
3D blocks distributed uniformly along the LV. Blocks were
centered on an apical four chamber slice of the simulated 3D
volume and their size was 8×4×4 mm3 (14×6×8 voxels). The
pixels inside each block were then propagated independently
over time by using the reference displacement field (i.e. the
real tissue motion from the simulated E/M model). The corre-
lation coefficient ρ between the deformed block and the initial
one was then measured. The experiment was repeated for the
healthy and the ischemic sequences. The obtained correlation
curves are reported along with the confidence interval in
Fig. 10. As expected in a real setting, correlation decreases
until end of systole, when both the change in the distance
between the scatterers (as due to strain) and the displacement
w.r.t. the original position (hence, the PSF variation) are
the largest. These results are qualitatively in agreement with
previous simulation studies [56]. Consider that [20] would
give by construction correlation values constantly equal to one
(absent interpolation artifacts).
C. Mechanical properties
The sequence of volumetric meshes, as obtained from the
mechanical simulation, defines the ground truth. The reference
displacement/strain was computed from a set of seed points
sampling the LV myocardium regularly in the radial (R)
longitudinal (L) circumferential (C) directions (cf. Fig. 11).
The points were displaced according to the ground truth E/M
meshes by using baricentric coordinates. Pointwise R, L and
C strains (ǫR, ǫL and ǫC respectively) were then measured by
the relative change in distance between neighboring points.
Namely, ǫn(k) = d
k
n/d
0
n − 1 with d
k
n the distance between
two consecutive points along direction n ∈ {R,L,C} at time
k. No drift correction was applied. Global longitudinal strain
(GLS) was computed by measuring length changes of full
curves going from base to apex at the endocardium; global
circumferential strain (GCS) was measured by the length
change of circular curves and global radial strain (GRS) by
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Fig. 11. Re-meshing of the tetrahedral mesh used for strain computation.
Global longitudinal (GLS), circumferential (GCS) and radial (GRS) strains
are computed from red, green and cyan lines in (b) respectively.
the length change of segments going from endo- to epicardium
(cf. Fig. 11(b)). Segmental values were obtained by cropping
these strings by AHA segments [37]. Point strain values at ES
were used to create bullseye diagrams.
1) Healthy and ischemic simulations: Regional and global
strain curves for the healthy and LADprox ischemic simula-
tions are reported in Fig. 12 and Fig. 13 respectively. The
segment color notation in 3(e) is used. The crosses in Fig. 13
denote segments which were set as ischemic in the E/M sim-
ulation. As expected in a healthy heart, regional strain curves
are homogeneous throughout the muscle, with longitudinal
deformations increasing from base to apex [57], [58]. Obtained
peak systolic L-strain (Fig. 12, last column) is slightly below
the lower limit of normality of ∼ −15% commonly reported in
literature [58]. Comparing against normality range for C- and
R-strain becomes instead extremely difficult given the large
variability of the published values. These points are discussed
further in the conclusions. Strain curves on the synthetic
ischemic case show that the alteration of the electromechanical
parameters effectively reduces regional function in the desired
territories. This is also evident from the bullseye plots of
Fig. 14.
2) Dyssynchronous dataset: Segmental L-strain curves for
the synchronous and dyssynchronous DLV sequences are
reported in Fig. 15. The delayed electrical activation of the
lateral wall is well reflected by a timing difference in the strain
curves.
IV. DISCUSSIONS AND CONCLUSION
We introduced a novel platform for the in silico evaluation
and comparison of 3D speckle tracking solutions based on
ultra-realistic echocardiographic simulations. The proposed
pipeline combines state-of-the art solutions in the fields of
electromechanical modeling and ultrasound simulation. The
electromechanical model determines the reference values of
displacement and strain. The ultrasound simulator in conjunc-
tion with a novel technique to compute scattering amplitude
ensures realistic speckle patterns and the presence of typical
ultrasound artifacts that make motion tracking challenging.
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Fig. 15. Segmental L-strain curves at mid-wall for the dilated synchronous
(a), LBBBsmall (b) and LBBB sequences (c). The delayed activation of the
LV lateral (orange and red segments) wall w.r.t. septum (green segments)
produces a time shift in the associated strain curves. Segment color notation
follows Fig. 3(e)
The pipeline was used to generate an open access database of
8 synthetic sequences, which is available through our project
web site: https://team.inria.fr/asclepios/data/straus/.
The presented library of sequences contains emblematic
cases for two common heart diseases for which 3D speckle
tracking has been shown to be a feasible diagnostic tool,
namely ischemia and dyssynchrony. Starting from this initial
library, our goal is to progressively populate the database with
new simulations in order to cover a more exhaustive and
diverse range of physiologic and pathological conditions. Also,
by progressively modifying the parameters of the electrome-
chanical model and the ultrasound simulator, the sensitivity of
3D strain algorithms to pathology and image properties will be
evaluated. Finally, the suitability of the proposed framework to
benchmark additional mechanical indexes as transmural strain,
LV-twist and torsion as well as less conventional parameters
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Fig. 12. Regional strain curves for the healthy simulation. Rows denote longitudinal, circumferential and radial directions. Columns refer to basal, mid, top
segments and global strain curves respectively. Color notation refers to Fig. 3(e). As expected in a healthy heart, regional strain curves are homogeneous
throughout the muscle, with longitudinal deformations increasing from base to apex. Peak systolic L-strain is slightly below the reported ranges of normality
while C- and R-strain are slightly above and below the reported ranges (cf. text).
Fig. 13. Regional strain curves for the LADprox simulation. Rows denote longitudinal, circumferential and radial directions. Columns refer to basal, mid, top
segments and global strain curves respectively. Color notation refers to Fig. 3(e). Dashed lines denote ischemic segments as established by the E/M simulation
(cf. Fig. 3(d)). Strain curves show that the alteration of the electromechanical parameters effectively reduces regional function in the desired territories. Note
that simulated ischemia also reduces peak strain values of remote (i.e. non-ischemic) segments and global strain (cf. Fig. 12).
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Fig. 14. Bullseye plots of end systolic strain values for healthy and severely ischemic cases. The bullseyes show that the alteration of the electromechanical
parameters effectively reduces regional function in the desired territories, cf. Fig. 3.
[2] will be investigated.
Unlike existing databases [19], [21], [30], for each synthetic
dataset we will provide B-mode voxel data, raw RF signals and
the scatter map used by the ultrasound simulator. RF-tracking
has been proven potentially more accurate than B-mode track-
ing, in particular for the estimation of small displacements
[59]–[62]. Nevertheless a thorough and fully reproducible
comparison of these techniques is to date still missing. By
providing synthetic RF data such a comparison becomes
possible. Moreover, COLE [23] was chosen to be a good com-
promise between accuracy and computational complexity [45].
Nevertheless, COLE exploits several simplifications to the
wave propagation equations (linear propagation is assumed,
as in FieldII) and in the design of the acquisition scheme. In
particular, only traditional single transmit beam-forming can
be implemented. As new 3D beam-forming techniques become
available, as to increase temporal resolution [63], [64] or to
improve speckle trackability [65], [66], testing their impact
in the assessment of cardiac function becomes of primary
clinical interest. In this perspective more elaborated simula-
tion environment are required [67]–[71]. By making scatter
maps available, such alternative simulators can be employed
instead of COLE so that most recent advances in terms of
ultrasound technology can be readily taken into account. Of
note, the increased computational burden associated to these
simulators can be mitigated by exploiting existing dedicated
online platforms as [72].
The proposed pipeline is completely independent of the
ultrasound simulation environment and E/M model used. As
such, it can be readily upgraded with the most recent solutions
in the two fields. Moreover, although specialized for LV and
3D ultrasound simulations, the proposed pipeline is extremely
generic. As such, with only minor modifications, it could be
extended to other organs and imaging techniques, provided
that adequate motion models, tracking tools and simulation
environment exists.
The developed pipeline constitutes a relevant step forward
over the state-of-the-art in the field of cardiac ultrasound sim-
ulation. Nevertheless its current implementation still presents
certain limitations that will be addressed in future studies.
Concerning the electro-mechanical simulation, while global
LV function is in good agreement with what was measured
experimentally on real datasets (cf. Fig. 5), deformation/strain
values remain sub-optimal. In particular, although improve-
ments were made as compared to our previous work [19], peak
systolic L-strain still remains low as compared to reported
normality ranges [57], [58]. Peak L-strain is to date the most
relevant deformation index in clinical diagnostics [73] and
hence the optimization of its value will receive privileged
attention. Preliminary tests, not reported here, suggest the
amount of L-deformation of the E/M model to be strictly cor-
related with the transmural fiber distribution. Hereto, further
effort in personalizing the fiber distribution will be made to
improve the realism of the mechanical simulations [74], [75].
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Circumferential and radial deformations appear to be re-
spectively slightly above and below the normality ranges
published in recent studies [57], [58]. Nonetheless, such ranges
must be taken with extreme caution given the large variability
of the reported values (e.g. an average normal R-strain of 18%
is reported in [76] and of 88% in [57]). This is mainly due
to the absence of well defined guidelines for the assessment
of radial and circumferential deformations, especially in 3D.
Reaching consensus on definitions and methods for the com-
putation of cardiac deformation is part of the goal this project
is aiming to achieve.
A blind test involving four expert readers proved the
synthetic sequences to be often indistinguishable from real
recordings (cf. Fig. 9). When still screenshots were shown the
identification was hard even for trained cardiologists. When
the cine-loop was played, the difference became more apparent
(yet, with 2 misclassified cases) only for trained cardiologists.
Principal sources of identifications were the unrealistically
high image quality and the sharp delineation of the endocardial
contour. The first point requires further efforts towards the
incorporation of typical ultrasound artifacts as clutter noise,
dropouts and reverberations. The second point is a conse-
quence of the abrupt change in speckle properties between
myocardium (perfectly coherent speckle) and surroundings
(completely uncoherent speckle). Hereto, a modified pipeline
is under testing where, instead of having a binary transition, a
smooth mask setting the ratio between coherent and incoherent
speckle components is used.
Tackling these points is also important in the context of
benchmarking 3D speckle tracking solutions. Indeed, robust-
ness to artifacts is a key requirement for effective techniques.
Moreover, the abrupt transition in speckle properties, on one
side, may make the tracking problem harder close to endo- and
epicardium while, on the other, it may hinder the automatic
detection of the myocardial contours, and hence the overall
tracking accuracy, for those tracking techniques making use
of a segmentation step [77]. Assuming fully coherent speckle
inside the myocardium also neglects the temporal intensity
variation due to the changing angle between the cardiac fibers
and the acoustic beam. In this sense, a solution would be to
express the scattering amplitude as a function of such angle,
which is readily computed from the fiber orientation given by
the biophysical model.
Ischemic simulations were launched on the healthy geome-
try. This is correct in the case of early stage ischemia, i.e. be-
fore the initiation of remodeling processes that typically follow
ischemia and affect heart size and shape [78]. If simulations of
acute infarction or recurrent ischemia are carried out instead,
the adopted template geometry should be better chosen from
a representative class of patients.
A consequence of using a real recording as a template
is the biasing of the image quality towards the one of the
particular equipment used in the acquisition (a Philips iE33
ultrasound machine with a X5 matrix array transducer in our
case). Instead of being a limitation, this feature could open
the way to new synthetic inter-vendor studies. Inter-vendor
variability is indeed one of the main factors still holding back
adoption of 3D speckle tracking in the clinical practice [1].
Besides serving as a benchmarking tool for motion estima-
tors, the same pipeline presented here would be relevant in
different kinds of studies. At first, it provides an easy way
to generate an arbitrarily large training databases for model
based segmentation and tracking algorithms [79]. Moreover,
since the E/M simulations embed a known electrical activation
sequence, the proposed framework can be used to benchmark
algorithms for ultrasound-based cardiac activation mapping
[80], [81]. Finally, integrated with adequate navigation func-
tions, our pipeline could be exploited to build software tools
for training physicians in the use of 3D cardiac ultrasound
[82].
Immediate future work include the direct comparison of
state-of-the-art strain estimation techniques with the new
pipeline, on the line of [19]. In particular, of interest is
assessing a clear understanding of benefits and limitations
of techniques based on block matching, which represents
the standard implementation on commercial systems, versus
techniques based on elastic registration. Elastic registration
has shown potential advantages over block matching but its
employment is still confined to the research scenario. A fully
reliable and reproducible comparison of these two families of
techniques is to date still missing in literature. Initial results
of this comparison study have been reported in [83].
An extension of the proposed framework to the simulation
of 2D ultrasound recordings is also being developed. Besides
providing a reliable benchmark to 2D speckle tracking algo-
rithms, the 2D sequences could be used to better evaluate
the pitfalls of the 2D modality with respect to 3D for the
assessment of cardiac function. Comparing B-mode and RF
tracking solutions will be also object of future studies.
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APPENDIX A
ELECTROMECHANICAL MODEL PARAMETERS AND OPEN
ACCESS DATABASE
The values of the mechanical parameters used in the E/M
simulations are summarized in Table II. More details on their
physiological meaning can be found in [22].
APPENDIX B
DETAILED RESULTS OF THE BLIND TEST
The detailed results of the bind test for still screenshots and
cine-loops are reported in Table III and Table IV respectively.
True positives (TP, i.e. correctly identified simulations), true
negatives (TN), false positives (FP) and false negatives (FN)
are reported for each observer along with the corresponding
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TABLE II
MECHANICAL PARAMETERS EMPLOYED FOR HEALTHY (NORM.) MILDLY
ISCHEMIC (ISCH) AND SEVERELY ISCHEMIC (ISCH+) SEGMENTS IN THE
NORMAL GEOMETRY AND FOR THE DILATED GEOMETRY (DLV). SEE [22]
FOR MORE DETAILS.
Symbol Description Units Norm. Isch Isch+ DLV
σ0 maximum
contraction
Pa 3.7e6 1e5 5e4 2.5e6
κ0 maximum
stiffness
Pa 6e6 1e6 1e5 6e6
κatp contraction
rate
s−1 30 20 20 30
κrs relaxation
rate
s−1 70 80 80 70
values of sensitivity (SE), specificity (SP) and accuracy (ACC).
Expert observers are differentiated by clinical (C) and techni-
cal (T) background.
TABLE III
BLIND TEST RESULTS FOR STILL FRAMES.
Observer TP TN FP FN SP SE ACC
C1 3 6 1 4 86% 43% 64%
C2 3 2 5 4 29% 43% 36%
T1 3 0 7 4 0% 43% 21%
T2 3 5 2 4 71% 43% 57%
TABLE IV
BLIND TEST RESULTS FOR CINE LOOPS. THE ONLY ANSWER OF TYPE
“UNKNOWN” WAS RECEIVED FROM T2 AND WAS NOT INCLUDED IN THE
ANALYSIS.
Observer TP TN FP FN SP SE ACC
C1 4 4 0 0 100% 100% 100%
C2 4 2 2 0 50% 100% 75%
T1 0 2 2 4 50% 0% 25%
T2 2 2 1 2 66% 50% 57%
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