Physical layer performance analysis of satellite-high speed downlink packet access (S-HSDPA). by Azizan, A.
Œ)
8522953
UNIVERSITY OF SURREY LIBRARY
ProQuest Number: 10130555
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uesL
ProQuest 10130555
Published by ProQuest LLO (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346
Physical Layer Performance Analysis of 
Satellite-High Speed Downlink Packet 
Access (S-HSDPA)
A. Azizan
Submitted for the Degree of 
Doctor of Philosophy 
from the 
University of Surrey
#  UNIVERSITY OFSURREY
Centre for Communication Systems Research 
School of Electronics and Physical Sciences 
University of Surrey 
Guildford, Surrey GU2 7XH, UK
September 2008
A. Azizan 2008
Summary
Summary
This thesis considers the physical layer performance of the Satellite High Speed Downlink Packet 
Access (S-HSDPA) system via ground based relays or hitermediate Module Repeaters (IMRs).
The work evaluates the modifications needed for the terrestrial HSDPA system to a satellite 
architecture by change of certain significant parameters within a high dispersive IMR 
environment to deliver high data throughput to satellite mobile terminals. Initial results for S- 
HSDPA with different terminal capabilities and modulation formats have been obtained. Two 
diversity techniques, namely receive antenna diversity and space time transmit diversity (STTD) 
were also investigated. The impact of increasing the number of multicodes transmission for the S- 
HSDPA system has also been considered. In all of these results, we have shown the capacity to be j
insufficient to support an economic operational system. In order to investigate improved capacity ;
we have analyzed two advance receiver techniques using channel equalizers and multipath !
interference cancellers. The performances of two low complexity chip-level adaptive equalizers •
(CPICH NLMS equalizer and Griffiths’ equalizer) and the multipath interference canceller 
(MPIC) have been compared with the conventional RAKE receiver for the S-HSDPA system in 
an IMR environment. It has been shown that the equalizers can increase the throughput in 
comparison to the conventional Rake receiver while incurring minimum additional complexity.
Thus it is concluded that advanced terminal receivers will be necessary in any practical satellite 
system. Finally, a study of the orthogonality factor (which parameterizes the intracell 
interference), as a crucial parameter in the calculation of downlink satellite power has been 
performed in the IMR environment. Results of the orthogonality factor are presented for 
multicode S-HSDPA transmission for simple receivers and the use of receive antenna diversity.
Using the equalizer based receivers it is shown that the orthogonality factor statistics can be 
significantly lowered as compared to the conventional matched filter receiver.
Key words; S-HSDPA, Physical Layer, IMR Channel etc.
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Chapter 1. Introduction
Chapter 1
1 Introduction
1,1 Introduction
The Direct Sequence-Code Division Multiple Access (DS-CDMA) based UMTS is continuously 
evolving as new features are added. A major enhancement that has been introduced in the Release 
5 of the Wide band Code Division Multiple Access (WCDMA) based universal mobile 
telecommunication system (UMTS) is the provision of HSDPA with the objective of achieving 
high capacity, high data rates and reduced delay. The introduction of High Speed Downlink 
Packet Access (HSDPA) has raised a great deal of interest to further enhance the current standai'd 
particularly for packet services. HSDPA enables efficient, fast and flexible assignment of radio 
resources to packet users for point to point transmission.
The HSDPA technology comprises of fast physical layer retransmission and combining via hybrid 
automatic repeat request (HARQ), higher assignment of physical channels to increase the 
instantaneous throughput by multicodes transmission and fast link adaptation by the Node B using 
Adaptive Modulation and Coding (AMC). hi order to achieve higher user packet data throughput, 
both the Node B and user equipment (UE) have been improved and some performance enhancing 
techniques such as Space Time Transmit Diversity (STTD) (which is mandatory in terminals), 
receive antenna diversity and chip-level equalization (both recommended in the standard as 
optional features) [HOLM02] are introduced.
The global mobile personal communication via satellite (GMPCS) has shown weaknesses in 
capturing the market of mobile users. The success of satellite communications is confined to niche 
geographical areas and in the thriving broadcasting services. Meanwhile, the adaptation of the 
Global System for Mobile (GSM) standard for GMPCS has been achieved through the Geo 
Mobile Radio-1 (GMR-1) standard [MATO02]. Furthermore, a convergence of the satellite 
standai'dization towards the terrestrial standard was also realized when the Geo Mobile Packet 
Radio Services (GMPRS) was developed for Thuraya [THUR08] satellites, based on the 
terrestrial General Packet Radio Service (GPRS).
1
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Several European Union (EU) projects have been exploring the possibility of the convergence of 
GMPCS with terrestrial mobile communication networks. The SATIN project [EVAN02] and the 
MODIS project [MODI03] have shown its significant practicality through the Satellite-UMTS 
(SUMTS) system. In order to penetrate the urban areas, intermediate module repeaters (IMRs) are 
employed. The IMRs function as signal regenerators to provide reliable signal reception in areas 
where satellite signals ai’e highly shadowed. The satellite component of the IMT-2000 
standardization framework [ETSI] is also developing SUMTS standards with an emphasis on the 
provision of services which are best delivered via satellites while keeping close commonality with 
their terrestrial counterparts. Thus, it is natural to investigate the delivery of HSDPA via satellites, 
as the aforementioned objectives of HSDPA are equally important in communication satellites. 
The results of this investigation have also contributed to the E.U. MAESTRO project [MAES05].
1.2 Motivation and Objectives of Research
The principal task of this thesis is to study the physical layer performance of the S-HSDPA 
system. The main factor that motivates us to embark in this study is the notion that the SUMTS 
system should be developed with a close commonality to their terrestrial counterparts. The current 
research literature in the area of SUMTS has not given much attention on the implementation of 
HSDPA for satellite systems. The HSDPA system needs to be adopted for a continuous evolution 
of the SUMTS research. The S-HSDPA system would therefore improve the packet data 
transmission services via satellites as it can achieve a higher data rate as shown for terrestrial 
systems.
In order to evaluate a practical link level performance of the S-HSDPA system a modified 
HSDPA simulator that follows closely the 3GPP standardization is utilized to generate the results. 
Moreover, the S-HSDPA system needs to consider the limitations and the practical scenario of a 
satellite mobile communication system. There are two impeding factors for satellite signal 
transmission. Firstly, a mobile satellite communication system is power limited. Hence, the 
transmit power utilization needs to be managed carefully in order to satisfy the QoS of multiple 
users. Secondly, the round trip delay for the satellite signal is significantly larger than for 
terrestrial. Both factors are included in this study in order to obtain results with practical 
significance. Therefore, the main input parameter in this study concentrates on the (in
dBs) which is the ratio of the required power allocated to HSDPA physical channels from the total 
available transmit power of the Node-B (the satellite in S-HSDPA). The Ec/Ior  is also adopted
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by the 3GPP as one of the main input parameters in WCDMA link level studies. The performance 
metrics evaluated against the Eojlor  the average throughput and the average air interface 
excess delay. These metrics are distinctive for HSDPA due to the nature of the HARQ protocol 
inherent in HSDPA data transmissions.
In this thesis, we investigate the physical layer performance of HSDPA via GEO satellites in a 
rich multipath urban IMR environment. In our performance analysis, we limit our multipath 
channel environment to the Case 4 IMR power delay profile [LATT04] representing an urban 
street canyon environment with a vehicle speed of 30 km/h, where the UE receives the signal 
from the direct LoS signal from the satellite and regenerated satellite signals from three IMRs. 
The link-level performance of the HARQ for a variable number of retransmissions and different 
categories of UE are investigated and discussed. Two types of diversity i.e. the receive antenna 
diversity with varying degrees of antenna correlation and the space time transmit diversity are 
considered as possible performance enhancing methods to obtain, transmission power gain of the 
^c l^or  • The results presented here, help in specifying the fundamental physical layer 
performance of satellite HSDPA.
The nature of the IMR channel that is highly dispersive leads to the loss of orthogonality of the 
orthogonally spreaded CDMA signals. In the downlink transmission, the intracell interference is 
present because of the multipath propagation phenomena. The conventional RAKE sub-optimal 
receiver operates based on path diversity and disregards the intracell interference in the signal 
processing. This causes the receiver to perform poorly in highly multipath channels. Hence in 
order to minimize the S-HSDPA transmission power Ecjlor  use, low complexity advanced 
receivers are explored. We limit our study by implementing low complexity chip level equalizers 
and multipath interference cancellation. The performance gain and complexity tradeoffs of the 
advanced receivers are inspected in order to obtain the best low complexity receiver.
Finally we attempt to investigate the orthogonality factor for S-HSDPA systems as input to 
system level studies. The orthogonality factor is an important parameter for downlink CDMA 
transmissions where it characterizes the severity of the intracell interference at the receiver side. 
The orthogonality factor parameter is a determinant factor for the estimation of capacity and 
required downlink transmit power. Due to the nature of the power scarcity in satellite systems, the 
link level orthogonality factor is an important input for system level radio resource management. 
The characterization of the orthogonality factor for different types of receivers and multicode
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transmission has not been so far reported in the CDMA literature. Thus, the orthogonality factor 
statistics for S-HSDPA systems for multicodes transmission, receive antenna diversity and 
equalizers are examined in order to understand the intracell interference factor for different 
receiver scenarios.
1.3 Original Achievements
The original achievements detailed in this thesis can be summarized as follow:
1. The performance of the 16-QAM modulation has shown that higher order modulation 
may not be beneficial for S-HSDPA systems in a highly dispersive IMR Case 4 channel 
environment. The results show that QPSK performance is superior to the 16-QAM within 
the targeted region of -6 dB to -3 dB (25% to 50% of total available
transmission power). The 16-QAM modulation only achieves higher throughput with 
respect to QPSK at high region with receive antenna diversity.
2. The receive antenna diversity with antenna correlation of 0.0 has shown significant 
improvement as it achieves more than 2.5 dB gain in the targeted E d  I  or region of -6 
dB to -3 dB for both QPSK and 16-QAM modulation. However the receive antenna 
diversity performmice depends significantly on the receive antenna conelation values, 
where the higher the coixelation is between them, the gain decreases. In contrast, the 
STTD performance does not give any gain because the space time diversity method only 
increases the intracell interference in the IMR Case 4 channel environment.
3. The use of increased multicodes for S-HSDPA increases the throughput of the S-HSDPA 
system because of the higher bit protection offered by repetition operation of the Turbo 
codes. However, the increase of the multicodes depletes the number of available 
channelization codes for other physical channels.
4. The low average air interface excess delay (yielding a single transmission without the 
need for the HARQ protocol) achieved in several scenarios with reasonable
value can be an enabler for S-HSDPA to be employed for satellite digital 
multicast broadcast (SDMB) transmissions. This allows a higher average throughput to 
be delivered compared to the currently proposed SDMB physical channel bearer.
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5. The chip level equalizers perform better than the multipath interference canceller in the 
targeted region of -6 dB to -3 dB. The multipath interference canceller provides 
benefit as an advanced receiver only at high E d  I or values in a practical scenario where 
synchronous multiuser signals me transmitted in parallel in the IMR environment.
6. The Griffiths’ equalizer performs considerably better than the CPICH NLMS equalizer. 
It achieves significant gain of around 2.5 dB in the tmgeted E d  I  or region of -6 dB to -3 
dB. This peiformance is maintained even with CPICH channel estimation. The CPICH 
NLMS equalizer performance can be increased further with an increase of CPICH 
E c d o r  power.
7. The orthogonality factor for the Case 4 IMR channel is considerably higher than the 
Pedestrain B terrestrial channel. This results in lower performance for S-HSDPA 
compared to the terrestrial HSDPA. From the orthogonality factor statistics we cmi 
conclude that the usage of more multicodes will reduce the intracell interference of the S- 
HSDPA system.
8. Receive antenna diversity can effectively decrease the intracell interference of the S- 
HSDPA system. The orthogonality factor statistics is also more stable because of the 
diversity achieved. In the case of equalizers, the orthogonality factor statistics are less 
stable because of the constant weight adaptation by the equalizer algorithm. This causes a 
large difference in the value of the orthogonality factor mean and median. This result 
shows that for an equalizer based receiver, the mean orthogonality factor value is not an 
accurate indicator to characterize the intracell interference.
1.4 Structure of the Thesis
The organization of the thesis is explained as follows:
Chapter 2 gives an introduction to mobile communication systems with an emphasis on mobile 
satellite communication systems and 30  WCDMA systems focusing on HSDPA. A thorough 
explanation of the 3GPP HSDPA link level simulation is given as the foundation for the following 
physical layer performance studies and simulations.
In chapter 3, the modified S-HSDPA physical layer peiformance in the dispersive IMR 
environment is evaluated. It begins by studying the impact of the modulation format, inter-TTI
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parameters and the number of retransmissions on the S-HSDPA link level performance. Next, two 
diversity methods i.e. receive antenna diversity and STTD are examined for the S-HSDPA 
system. Finally the results for multicodes transmission are presented.
Low complexity advanced receivers performances are the focus in chapter 4. In this chapter the 
magnitude of improvements gained by advanced receivers is the main focus. Equalization and 
multipath interference cancellation methods are employed for S-HSDPA to combat the dispersive 
IMR environment. The complexity and the achievable transmission power gain of the
advanced receivers are compared with the conventional RAKE receiver.
In chapter 5, the characterization of the orthogonality factor for S-HSDPA system in IMR 
environment is established. Different receiver architecture cause different result for the 
orthogonality factor statistics. Herein, the orthogonality factor analysis is extended to the 
multicodes S-HSDPA system, receive antenna diversity and use of equalizers.
Finally the conclusions and discussions regarding the main findings of the thesis are presented. 
Further studies on the S-HSDPA subject aiea are proposed.
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2 Background and Fundamental of Mobile 
Systems
2.1 Introduction to Mobile Communication Systems
In March 1897, Marconi demonstrated the transmission of Morse coded signals over a distance of 
4 miles across the Salisbury Plain, United Kingdom. Four years later, he established the first 
transatlantic radio transmission. Radio communications later flourished with the advent of analog 
systems such as amplitude modulation (AM) and frequency modulation (FM) systems for voice 
and picture transmission in radio and television broadcasting that reached the general masses. The 
analogue system also supported in the past point to point communications in different forms such 
as mobile telephony, paging, amateur radio, and terrestrial microwave radio system [RAPP96J.
2.1.1 1st Generation to 2nd Generation Mobile Communication Systems
In the 1960s and 1970s, Bell Laboratories developed the cellular concept that opened new 
possibilities for personal wireless mobile communications and radio systems [RAPP96]. The 
cellular concept was a breakthrough in solving the spectrum inefficiency and low capacity issue 
arising due to the scarce frequency spectrum necessaiy to cater for the growing market of users. 
However, in order to achieve spectrum sharing and frequency reuse between users, complex 
hardware and software system infrastructures were (and still are) needed to enable radio resource 
management of the mobile users. Mobile radio standards and spectrum regulations were also 
developed in order to harmonize the deployment of mobile telephony services for commercial 
purposes.
In 1979, the world’s first commercial cellular system was implemented by the Nippon Telephone 
and Telegraph Company in Japan [RAPP96]. Subsequently several first generation cellular 
networks were developed namely the U.S. Advanced Mobile Phone System (AMPS) in 1983, the 
Scandinavian Nordic Mobile Telephone system (NMT) in 1981 and the European Total Access
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Cellulai- System (ETACS) in 1985 [RAPP96], Most of the first generation systems were based on 
frequency division multiple access (FDMA) and FM transmission. The systems also were 
generally incompatible with each other due to different frequency assignments and access 
protocols.
In the early 1990s, second generation (2G) wireless generation cellular networks began to emerge. 
The 2G wireless systems gain higher spectrum efficiency (achieving higher user capacity) and can 
deliver higher end user quality in comparison to the first generation systems. The digital 
communication system was possible mainly due to the enabling technology in digital electronic 
circuit fabrication, coding techniques and information compression methods that have made high 
complexity algorithms possible in hardware and software form. The Global System for Mobile 
(GSM) was introduced in 1990 as the unified European Standard for second generation systems. 
In Japan the Pacific Digital Cellular (PDC) standard similar* to the U.S. system of U.S Digital 
Cellular (USDC), (introduced in 1991), was deployed in 1993.
The growth and acceptance of the GSM system world wide has exceeded all expectations. The 
GSM Association [GSMW] reported that the current GSM user's are more than 2 billion which is 
over 82% of the world’s mobile phone users by 13 June 2006. The success of this standard has 
allowed widespread roaming between operators worldwide and accelerates the take-up of mobile 
communications. The GSM system supports data transfer speeds of up to 9.6 kbps, allowing the 
transmission of basic data services such as Short Message Service (SMS) above the original 
objective of speech transmission. The General Packet Radio Service (GPRS), an evolution of the 
GSM standardization has shown to support higher data rates up to 64 kbps in the downlink. GPRS 
was introduced mainly to support data applications transmissions over the internet such as e-mail 
messaging and web browsing. The GSM system continues to evolve GPRS by introducing 
Enhanced Data rates for GSM Evolution (EDGE) or Enhanced GPRS (EGPRS). In order to 
support higher data rates, EDGE utilizes higher modulation i.e. 8-PSK and adaptive modulation 
and coding (AMC) schemes. The incremental redundancy algorithm and multiple timeslots 
allocation are also introduced into the standard in order to deliver a maximum theoretical data rate 
of 473.6 kbps [LUND04].
2.1.2 Satellite Communications
The first communication satellite concept was described by Arthur C. Clarke, where he 
conceptualized the use of geostationary satellites for television distribution in 1945 [EVAN99].
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In July 1962, the first real-time active communication satellite named Telestar was deployed to 
transmit television signals and data communications by AT&T [EVAN99] [WHAL07]. By 1964, 
the first communications satellite in geosynchronous earth orbit (GEO), Syncom was launched. In 
1965 Intelsat 1, the first commercial satellite was deployed for telephone, facsimile and television 
broadcast puiposes for North America and Europe [EVAN99]. Since then, the period of mid- 
1970s to 1990s witnessed the success of the satellite communication technology in delivering 
television broadcasting services and intercontinental telephony. Even though television 
broadcasting still dominates most satellite services, the introduction of very small aperture 
terminals (VSATs) has made high data rate transmission possible by early 1980s for data terminal 
users.
The prospect of a personal mobile satellite communication system began to commercialize when 
the maritime and aeronautical community realized the potential benefits of a personal mobile 
communication system delivered by satellites in areas that terrestrial infrastructure cannot be 
deployed. Until then, most of the satellite communication services were fixed satellite services. 
Hence in 1976 MARIS AT was launched to provide the first mobile satellite communication 
system to the United States Navy and other maritime customers [WHAL07]. The European 
mobile satellite communication system was established when Maritime European Communication 
Satellite (MARECS) was deployed in the early 1980s by INMARSAT [EVAN99] [WHAL07] 
who continued to deploy satellites to cater for this niche sector and has been successful in 
expanding their global communication system from aeronautical, maritime to land applications.
In the 1990s, terrestrial mobile systems experienced large scale commercialization and 
deployment around the world. At that time, the limited coverage of the terrestrial cellular network 
caused call dismptions. Mobile telephone users traveling in countries with different 
communication standards could not access the mobile services without changing their mobile 
terminal. The ratio of mobile service users to fixed service users was still low. Thus, global 
mobile personal communication via satellite (GMPCS) was seen as the viable alternative to solve 
the deficiencies in the terrestrial cellular system [EVAN02]. Major research in non-GEO 
constellation such as low earth orbit (LEO) and medium earth orbit (MEG) brought the GMPCS 
system closer to reality. LEO and MEO satellites have smaller signal delays and lower signal 
power requirements in contrast to the GEO satellites, while the prime drawback is that more 
satellites are needed in order to cover the surface of the earth.
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Two global LEO satellite systems have been launched namely Mdium and Globalstar. The ;
Iridium system network is based on 66 LEO satellite constellation that has the capability of inter- j
satellite links. The Iridium satellites are equipped with on-board processing and switching i
capability for digital signals to enable efficient satellite routing from mobile to mobile around the
constellation. The system supports voice, data and fax service at a maximum bit rate of 2.4kbps
and a one-way fixed to mobile paging services. It uses Frequency division-time division multiple i
access (FD-TDMA) access technique with QPSK modulation [MURAOl]. The Globalstar system
uses a 48 LEO satellites constellation [LAGA97]. The system uses the CDMA air interface for
user terminal links and FDMA for gateway connectivity. Globalstar does not use inter-satellite j
links to simplify the switching process, which is done at the terrestrial gateway. Thus, connection I
between two mobile customers cannot be established directly unlike in the Iridium system. I
Globalstar supports mobile telephony, messaging, fax and data services up to 9.6kbps. There are
also some MEO systems that have been proposed namely ICO and ELIPSO [EVAN98], but they !
have not been launched, except for one ICO satellite. ;
In the 1990s, Internet users began to grow rapidly, resulting in several satellite system proposals
to support data and multimedia services. Celestri and Teledesic were LEO systems proposed by ;
Motorola and Teledesic [EVAN98]. Several GEO systems namely Astrolink, Cyberstar,
Spaceway, and Morningstar have also been considered [EVAN04] [EVAN98]. Despite the
ambitious proposals, rigorous research, infrastructure installation, and satellite launches the
GMPCS operated technically but was not a success. This is mainly due to the lack of critical mass
and the vast expansion of teiTestrial mobile systems caused by the reduction of terrestrial
infrastructure deployment costs. Iridium and Globalstar continue to operate with a relatively
small number of subscribers in comparison with the total worldwide mobile users while most of '
the other proposed systems were never deployed.
By the mid 1990s, it was possible to build high power GEO satellites with multiple spot beams 
(5kW with 100-200 spot beams) called super-GEOs. The first super-GEO system providing 
GMPCS was Thuraya in 2000. Thuraya was developed for the Middle East, Southern Europe, 
South Asia and Africa region enabling fixed and mobile voice, fax and data services. It is based 
on the Geo Mobile Radio-1 (GMR-1) standard derived from the successful GSM standardization 
[MATO02]. Thuraya [THUR08] also offers high speed data applications up to 144 kbps by using 
Geo Mobile Packet Radio Service (GMPRS) which is a modification of the teiTestrial GPRS 
protocol. The Asia Cellular system (ACeS) which provides regional satellite communication in
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the Asian region on the other hand uses the Geo Mobile Radio-2 (GMR-2), a similar system 
developed based on the GSM standaid [MATO02].
In order to provide broadband satellite services, INMARSAT also continues to develop its 
Broadband Global Access Network (BGAN) satellite system. The BGAN network utilizes the 
super-GEO INMARSAT IV that enables broadband digital services from 64 kbps to 432 kbps 
depending on the terminal capabilities [FRANOO]. This now includes a hand held phone. The 
system uses the INMARSAT proprietary TDMA system. This system was considered a 
broadband transmission as it offers data rate equivalent to the terrestrial 3G system data rate 
requirements [EVAN04]. In 2002 Boeing entered the market to provide mobile broadband 
connectivity for aeronautical sectors with a system called Connexion. The system used phased 
array antenna mounted on aircraft that delivered 20-40 Mbps shared capacity in the forward link 
and up to 1.5 Mbps on the return link [JONEOl], The air interface for both forward and return link 
was direct sequence spread spectmm to minimize the interference from the antennas and satellite 
transponder. Unfortunately due to wealc market take up the service was halted in 2007 [BOEI07].
2,2 3^  ^Generation Mobile Communication Systems
The continuous improvements of the wireless cellular systems in order to support the increase in 
data traffic due to explosive growth of the Internet and the provision of mobile Internet 
connectivity has resulted in the third generation (3G) wireless system. The main objective of the 
3G system is to support higher data rates and new multimedia services. It is expected to handle 
more multimedia oriented services with different quality of service (QoS) requirements.
2.2,1 Wideband Code Division Multiple Access (WCDMA)
The wideband code division multiple access (WCDMA) was adopted in Europe as the new 3G air 
interface technology for the Universal Mobile Telecommunication System (UMTS) standard 
[HOLM02], The 3“^^ Generation Partnership Project (3GPP) UMTS specification Release 99 
provides higher data rates of 384kbps up to a theoretical 2 Mbps. It can also multiplex various 
services with different traffic classes (quality and delay requirements) thus offering variable data 
rates within the allocated transmission bandwidth. The WCDMA system can offer higher quality 
services in terms of a lower error rates from 10‘‘ block error rate (BLER) to 10  ^ bit error rate 
(BER) [HOLM02], The specification also supports advance transceiver technology such as
11
Chapter 2. Background and Fundamental
multipath, transmit and receive diversity, in order to increase spectrum efficiency and system 
capacity. The UMTS network architecture is shown in Figure 2,1, where it comprises of core 
network (CN), UMTS terrestrial radio access network (UTRAN) and UE.
Even though the standard described in 3GPP Release 99 can support a data rate up to 2 Mbps, 
there seems to be a need to increase the user peak data rates, QoS and improve the overall spectral 
efficiency for data traffic applications. Thus, UMTS 3GPP standard Release 5 specifies a new 
evolution of the WCDMA system known as High Speed Downlink Packet Access (HSDPA). The 
main purpose of HSDPA is to support the anticipated increase of asymmetric data traffic in the 
downlink part of WCDMA system by an efficient downlink radio bearer (physical channel). The 
techniques employed for the HSDPA can be traced from the EDGE standards where fast link 
adaptation and fast physical layer retransmission combining are utilized to provide high end user 
throughput.
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Figure 2,1: UMTS Radio Access Network Architecture [HOLM02] [3GPP08a]
The HSDPA technology comprises fast link adaptation by the Node B using AMC, fast physical 
layer retransmission and combining via hybrid automatic repeat request (HARQ), higher 
assignment of physical channels to increase the instantaneous throughput by multicode 
transmission and a shorter and fixed time transmission interval (TTI). A TTI is the periodic time
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frame for a transport blocks (TrBk) to be multiplexed to the coiTesponding physical channels by 
Layer 1 and transmitted over the mobile radio channel. In addition, fast scheduling at the Node B 
is incorporated in order to achieve higher throughput efficiency. In order to achieve higher user 
packet data throughput, both the Node B and user equipment (UE) have been improved and some 
performance enhancing techniques such as receive antenna diversity, space time transmit diversity 
(STTD), multipath interference canceller (MPIC) and chip-level equalization, have been 
recommended in the standard as optional features [HOLM02].
2.2.2 Satellite UMTS (SUMTS)
It is vital for the satellite mobile communications sector to develop satellite solutions and services 
that are sustainable and realistic. Satellite communication systems have proven successful in 
broadcasting services and in niche markets that provide geographical complementarily to the 
terrestrial system. It has also been able to provide broadband services. However past failures of 
the IRIDIUM and GLOBALSTAR systems shows that the satellite mobile system cannot compete 
with the teiTestrial system cost-effectively. The satellite mobile communications systems 
developed in recent years have been mostly proprietary with the exception of the GMR which is a 
satellite adaptation of the GSM standaid. This is one of the factors that have been slowing its 
development, in contrast to the terrestrial 2G system GSM, where researchers and indusbies 
devised a common system and architecture. This prompted the EU FP5 Satellite-UMTS IP based 
Network (SATIN) project (shown in Figure 2.2) to define several proposals for the way forward 
for satellite mobile communications systems.
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Figure 2.2: The SATIN Architecture Concept [EVAN04]
The SATIN project [EVAN02] concluded that the satellite 3G mobile networks could create new 
mass market opportunities if the selected radio transmission technology (RTT) demonstrated a 
high convergence with the terrestrial counterpart [EVAN02]. The satellite 3G mobile network 
specifications therefore must maximize commonality with the UMTS Terrestrial Radio Access 
(UTRA) standard. Furthermore, the future of satellite mobile communications is foreseen to adopt 
a service complementary role of delivering more efficiently broadcast and multicast services 
because a satellite system has larger cell size, hence larger coverage of mobile users. The vision 
for the service complementary role ensures the objective of the satellite communication systems 
to capture a more mass market. These multimedia broadcast and multicast services (MBMS) are 
usually in the form of content delivery and the push type service is a natural market for satellite 
systems that can efficiently reduce terrestrial traffic congestion, cost infrastructure and 
maximizing radio resources. Traditionally, satellite systems have played the geographical 
complementary role catering for niche consumers in maritime, aviation, disaster inflicted areas 
and regions without terrestrial communication infrastructures. However an integrated satellite and 
terrestrial UMTS can efficiently provide both unicast, multicast and broadcast services even in 
urban areas. Figure 2.3 shows the integrated network structure between the terrestrial UMTS and 
SUMTS systems.
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Satellite systems have been very successful as fixed broadcast systems where there is no mobility. 
However, the outlook for a mobile broadcast satellite system will be challenging due to the nature 
of the mobile channel especially in urban built up areas where line of sight reception does not 
exist. The SATIN project envisaged the usage of intermediate module repeater (IMR) or gap 
fillers (in Figure 2.2) in order to amplify the received signal from the satellite giving better signal 
reception to urban satellite mobile users [SEVE02]. The IMR configuration is also now being 
used by the Mobile Broadcasting Satellite (MBSAT) in Japan to deliver multimedia content to 
mobile terminals in urban areas [FUJI03]. The Xm Radio and SIRIUS satellite radio system sthat 
provide Satellite Digital Audio Radio Services (SDARS) in US also use the terrestrial gap fillers 
[DAVA02]. The demonstration and validation of satellite digital multicast broadcast (SDMB) 
concept was realized in the follow on EU project MODIS. The demonstration was implemented 
on a terrestrial Monaco 3G network with an artificial platform to show the performance in the 
IMR scenario (in Figure 2.4). In order to continue the research, the MAESTRO project was 
launch in 2004 for specifying and validating the most critical services, features and functions of 
SDMB.
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The International Telecommunications Union (ITU) the international organization for 
standardizing and regulating international radio and telecommunications has standardized the 
global requirement for 3G wireless communication. The standard known as the International 
Mobile Telecommunications-2000 (IMT-2000) [HOLMA02] has attracted several regional 
standardization bodies to propose RTT that can fulfill the IMT-2000 requirements. The UMTS, a 
WCDMA based RTT was proposed by the European Telecommunications Standards Institute 
(ETSI) as the 3G wireless communication standard, which was eventually approved. From 1999, 
the 3GPP took over the specification work of the UMTS proposal.
The ITU has set several service objectives for IMT-2000 and in particular emphasized integration 
with the satellite component. A Satellite-UMTS (SUMTS) component can provide seamless 
global outdoor coverage while maintaining terminal compatibility and service portability 
[TAAG99]. The SUMTS can accomplish several major objectives. Among them are global 
roaming, providing QoS at affordable cost and rapid cost-effective deployment of UMTS 
networks over large regions especially in developing countries. The SUMTS systems that have 
significant commonality with the terrestrial UMTS will enable a low-cost dual-mode single­
terminal for user convenience. Taaghol [TAAG99] also concluded that minor adaptations of the 
terrestrial WCDMA air interface for a satellite scenario can be an efficient solution for the 
SUMTS.
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2.2.3 IMR Configuration
In order for the satellite signals to be received with a high power, the IMR configuration (Figure 
2.5) has been introduced [SEVE02]. The IMRs are terrestrial repeaters that boost the received line 
of sight satellite signals. The IMR channel is more complex than a terrestrial cellular channel and 
combating this channel is crucial to provide services with acceptable QoS. The advantages of the 
IMR architecture are:
1. Reduction of cost and time as existing user terminals can be used.
2. Small cost of service will be achieved by the customer subscribing to the satellite services 
in conjunction with terrestrial.
3. Improvement of capacity and bandwidth of satellite users, as more users in urban and 
suburban areas (highly shadowed areas) can receive stronger signals [EVAN02].
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Figure 2.5: IMR Concept for Urban Coverage [SEVE02]
The main concern in the satellite mobile communication system is the capacity in the forward link 
or downlink due to the power bottleneck [TAAG99], when the satellite is communicating with 
multiple numbers of users. This is due to the power limitation in the satellite but the introduction 
of the IMR architecture can ameliorate this problem pending the development of much higher 
power satellites. The IMR channel demonstrates greater multipath than terrestrial cellular but this 
can be used to advantage in the RAKE receiver to improve the BER and BLER and to increase 
capacity. Another method to increase capacity is to use satellite diversity and multi-beam 
diversity but it has a significant penalty in cost in comparison to the IMR proposal.
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2.3 HSDPA
2.3.1 Introduction
The introduction of HSDPA in Release 5 [HOLM07] of the WCDMA based UMTS specification 
has raised a great deal of interest to further enhance the current standard particularly for packet 
services, HSDPA is an evolution of Release 99 UMTS that can support downlink data 
transmission higher than 2 Mbps for a point-to-point communication. HSDPA was introduced into 
the 3GPP standard due to the anticipation that data services will be the dominating traffic load of 
3G mobile networks. In addition the 3GPP Release 99 practical peak data rate achievable is 
limited to 384 kbps even though the standard can in theory support up to 2 Mbps. The HSDPA 
system also reduces the latency and improves network capacity due to an efficient packet delivery 
mechanism.
HSDPA will have significant impact as data related applications are developed for the mobile UE. 
The 3G mobile networks are designed to be very flexible in terms of supporting different service 
types. The QoS of different services namely speech, interactive, streaming and background 
services that are being carried by the 3G system commands different adaptations and bearer 
requirements. Each class has different delay and ti'affic requirements that malce the mobile 
network more complex. Furthermore, the 3G core network is being standardized to be all-IP 
network.
The HSDPA system was introduced to support asymmetrical high data traffic in the downlink 
path. The HSDPA will mainly cater for interactive, streaming, and background services, for 
example real-time applications, internet browsing and large size high speed file transfer, which 
have asymmetric, bursty and laige byte size chaiacteristics. The protocol will provisionally 
support data rates higher than 2 Mbps and is expected to deliver data rates beyond 10 Mbps. The 
highest data rate possible over the air interface in the 3GPP specification is 14.4 Mbps within the 
TTI which is only possible in favorable conditions for a single user.
The 3GPP Release 99 of the WCDMA specification has already three transparent channels 
(shown in Figure 2.6) to support data services namely the dedicated channel (DCH), downlink 
shared channel (DSCH) (withdrawn in latest 3GPP specification) and forward access channel 
(FACH). The transport channels have their own distinct capabilities tailored to support different 
types of services and applications. The main radio bearer for UMTS, the DCH which has a high
18
Chapter 2. Background and Fundamental
flexibility for support of all types of services, has shown poor performance in bursty and high data 
rate services due to the slow transport channel reconfiguration. This is mainly due to the circuit 
switching procedure for scheduling the DCH. The second channel, the DSCH was introduced in 
order to increase the trunking efficiency in the downlink direction by means of channel sharing 
utilizing time-multiplexing between users. The DSCH has a higher efficiency for bursty date rate 
transmission in contrast to the DCH. The FACH on the other hand offers low data rate and low 
latency. Thus the high speed-downlink shared channel (HS-DSCH) was introduced in Release 5 
of the 3GPP specification for UMTS system. The HSDPA can be regarded as an evolution of the 
DSCH bearer, in order to support higher data rate transfer in the downlink. HSDPA exhibits 
similar concepts to EDGE, where link adaptation and packet retransmission are being 
implemented into the HSDPA standaid.
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Figure 2,6; Traiisport-clianiiel to physical-channei mapping [3GPP07b]
There are four main components of the HSDPA architecture that enable the 3G network to cater 
for higher data transmission; AMC, HARQ, fast scheduling and fast cell site selection. The first 
two are implemented in the physical layer, and the latter two at higher layers. The AMC and 
HARQ are added at the physical layer in order to counteract the channel variations
H S-D SC H -
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2.3.2 Adaptive Modulation and Coding
The AMC is a link adaptation method introduced by optimally swapping the modulation type and 
code rate of a particular block transmission by considering the channel conditions and 
transmission resources. The current standardization of HSDPA supports QPSK and 16QAM 
modulation and a dynamic Turbo coding rate [3GPP07c], The dynamic coding rate is achieved by 
repeating or puncturing the standard 1/3 Turbo code rate. The AMC selects the modulation and 
coding scheme depending on the instantaneous terrestrial channel variations on a 2 ms TTI. In 
HSDPA, power control is disabled and a fixed spreading factor of 16 is chosen. A constant power 
transmission helps in the demodulation of 16QAM due to the sensitivity of QAM towards 
amplitude variations.
The normal convention of determining the AMC format is to monitor the estimated signal to 
interference plus noise ratio (SINK) from the common pilot channel (CPICH). The UE maps the 
estimated SINR to the corresponding channel quality indicator (CQI) and then sends the CQI 
value to the Node-B. The transport block size and modulation format corresponding to the CQI 
are determined by using a predefined lookup table. The selection of transport block size and 
modulation format also known as transport format resource combination (TFRC), ensure the 
target BLER is met and it is robust enough to maintain low probability of retransmission. User 
throughput is enhanced further by using multi-codes, where the orthogonal variable spreading 
factor (OVSF) codes are allocated for the transmission within one TTI subframe of 2 ms. This 
enables the supporting of data rates up to 14.4 Mbps [HOLM07].
The link adaptation incorporated in the HSDPA is different from the DCH liiilc adaptation. In 
order to achieve the desired QoS, fast power control is employed in DCH transmissions. The 
HSDPA power allocation on the other hand depends mostly on the residual power remaining after 
other power allocation channels aie already assigned. Thus this approach optimizes the whole 
system throughput in which the remaining power at the Node-B is utilized for HS-DSCH 
transmission. The variable spreading factor in DSCH channels that varies the data rate is also 
disabled in HSDPA transmission in order to increase the data rate.
2.3.3 Hybrid Automatic Repeat Request
The HARQ implemented in the physical layer is a method that is well known to cater for 
eiToneous packet data transfer, commonly deployed in wired networks. The HARQ in HSDPA is
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implemented in the physical layer in order to reduce the retransmission delay. In Release 99’ the 
retransmission is performed in the radio network controller (RNC), which is not suitable for 
HSDPA. For HSDPA implementation, the H-ARQ controlled by the MAC-hs is located at the 
Node-B to compensate the error and delays of the link adaptation and can also fine tune the 
effective encoding rate [3GPP03]. Any unacknowledged packet data will be stored temporarily in 
the Node-B. This will enable fast retransmissions with lower delay even for delay sensitive 
services such as streaming.
The fast H-ARQ adopted in HSDPA uses the N  channels stop and wait (N-SAW) protocol (Figure 
2.7). Statistically, 10-30% of the first block transmission is erroneous [HOLM02] and the H-ARQ 
is a fine tuning of the effective coding rate. The N-SAW HARQ is selected because of its protocol 
simplicity. The N-SAW means that there is N number of blocks (also known as HARQ instances 
or HARQ processes) transmitted serially i.e. while the transmitter is waiting for the 
acknowledgement, N-\ blocks are being transmitted. This increases throughput as the gap time 
between acknowledgements can be utilized efficiently. The receiving terminal memory 
capabilities and the transmission delay between the radio network and the terminal determine how 
many HARQ processes the terminal can support.
D ow nlink C ontrol | Ist c o n t r o l  | 2nd C0NTR01.| 3rd c o n t r o l  |<»lh c o n t r o l  |ls t  c o n t r o l  |2„d CONTKOL | 3rd c o n t r o l !
I ^
D ow nlink D ata  | ^ 1 ^ D A T A  [ ^ ^ ik ID A T A  | 3rd DATA |^^...>^D A TA  [ ^ ^ M D A T A  j^ ^ n d P A T A  I 3nl DATA 
Uplink Acknow ledgem ent
Figure 2.7: Example of 4 channels SAW HARQ [3GPP03]
The H-ARQ can also support soft combining to increase bit decision reliability. Soft combining 
allows the retransmitted soft bit data to be recombined with the eiToneous previous transmissions 
at the receiver where the benefit of diversity is exploited. This technique effectively increases 
coding gain where higher reliability for the soft bit Turbo decoding is achieved. The soft 
combining methods can be performed either by chase combining (CC), where the coding rate 
remains the same for all retransmission or incremental redundancy (IR) where more robust coding 
rates are assigned in the retransmissions [3GPP01]. The chase combining method uses identical 
transmitted packet data for retransmission where this method is analogous to the maximal ratio 
combining (MRC) technique. It is simpler and does not require large storage for the soft bit 
values. Incremental redundancy on the other hand varies the length of the retransmitted bits where 
bits can be increased when the channel deteriorates. This results in variable effective coding rates
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with higher efficiency, fine tuning to the channel but at the expense of higher complexity. For 
16QAM retransmissions, constellation re-arrangement is implemented because the least 
significant bits for 16QAM are less protected bits in cases of high distortion. The bits swapping 
effectively decreases the average error probability after soft combining.
2.3.4 HSDPA Physical Layer and UE
The format of the HS-DSCH channel transmitted to allocate only data bits without any control 
information bits is very different from the format of the DCH channel. This format is structured in 
HS-DSCH to increase the effective data rate and to avoid multiplexing operations of the control 
information data in the HS-DSCH channel. This unique format of the HS-DSCH requires two 
control channels for the smooth signaling operation of HSDPA operation between the radio 
network and user equipment. Firstly, the high speed shared control channel (HS-SCCH) is 
introduced to carry necessary information for HS-DSCH demodulation for the intended user 
terminal. The HS-SCCH contains the demodulation information, cyclic redundancy check (CRC) 
information, and HARQ process information. Due to the link adaptation and HARQ procedure the 
uplink high speed dedicated physical control channel (HS-DPCCH) is introduced to cater for the 
acknowledgement information either positive or negative, and the CQI for the purpose of AMC. 
The acknowledgement information is sent by the user terminal after the CRC check whereas the 
CQI determines the next TRFC for the respective terminal in operation [HOLM02].
Due to different possibilities of TRFC in the HSDPA link adaptation, the user terminal capability 
for supporting HSDPA operations needs to be defined. Several parameters are used to define the 
user terminal capability classes (Table 2.1) where this actually defines the minimum and 
maximum data rates for HSDPA transmissions. The influencing parameters are the maximum 
number of HS-DSCH multicodes supported, the minimum inter-TTI interval, the maximum 
number of HS-DSCH transport channel bits within a single TTI, the maximum number of soft bits 
at the HARQ process and the highest modulation format supported. The user terminal capabilities 
also define the CQI table for the HSDPA operation. Moreover, the information of the HSDPA 
terminal capabilities is important for the Node-B transmission so the suitable TRFC will be 
delivered to the user terminals in operation [3GPP08].
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HS-DSCH
category
Maximum 
number o f  
HS-DSCH  
codes 
received
Minimum
inter-TTI
interval
Maximum number o f bits o f an 
HS-DSCH transport block 
received within 
an HS-DSCH TTI 
NOTE 1
Total 
number of 
soft channel 
bits
Supported 
modulations 
without MIMO 
operation
Supported 
modulations 
simultaneou 
s with 
MIMO 
operation
Category I 5 3 7298 19200
QPSK. 16QAM Not 
applicable 
(MIMO not 
supported)
Category 2 5 3 7298 28800
Category 3 5 2 7298 28800
Category 4 5 2 7298 38400
Category 5 5 1 7298 57600
Category 6 5 1 7298 67200
Category 7 10 1 14411 115200
Category 8 10 1 14411 134400
Category 9 15 1 20251 172800
Category 10 15 1 27952 172800
Category 11 5 2 3630 14400 QPSKCategory 12 5 1 3630 28800
Category 13 15 1 35280 259200 QPSK, 16QAM, 
64QAMCategory 14 15 1 42192 259200
Category 15 15 1 23370 345600 QPSK, 16QAMCategory 16 15 1 27952 345600
Category 17 
NOTE 2 15 1
35280 259200 QPSK, 16QAM, 64QAM -
23370 345600 - QPSK,16QAM
Category 18 
NOTE 3 15 1
42192 259200 QPSK. 16QAM, 64QAM -
27952 345600 - QPSK,16QAM
Category 19 15 1 35280 518400 QPSK, 16QAM, 64QAMCategory 20 15 1 42192 518400
Table 2.1: FDD HS-DSCH physical layer categories [3GPP08]
The general operation of the HSDPA physical layer transmission starts from the determination of 
which user terminal to be served by the Node-B. The Node-B first determines the corresponding 
control information for the HS-DSCH that should be sent to the user terminal in the HS-SCCH. 
This depends on the user terminal capabilities and also the radio resources available at the Node- 
B; for example the remaining power and spreading codes at the Node-B. The HS-SCCH which is 
specifically masked for the specific user terminal is sent two slots before the HS-DSCH TTI to 
inform necessaiy information for demodulation and decoding. Once the HS-SCCH is received and 
decoded by the user terminal, the demodulation, demultiplexing and decoding process of the HS- 
DSCH commences (Figure 2.8). The HS-SCCH also determines whether the received and 
buffered data belongs to which HARQ process and whether it needs to be combined with the 
previous data in the soft memory location. The CRC check is done after the Turbo decoding 
process of the soft bits. This determines the acknowledgement information to notify the Node-B 
whether the transmitted HS-DSCH has been received correctly or not. The UE then sends the 
uplink HS-DPCCH containing the acloiowledgement information and CQI value for the next 
transmission.
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Figure 2.8: Timing relations of the HS-SCCH, HS-DPCCH and HS-PDSCH [NOKI06]
2.4 Link Level Simulation
In order to understand the performance of the WCDMA air interface it is important to consider 
the point to point link level performance of the UMTS system. The link level performance 
indicators are crucial inputs to the radio network dimensioning and planning [LAIH05]. Link 
level performance studies can be obtained using a link level simulator or laboratory measurements 
where a real Node B, UE and a channel emulator are used. However, an optimal real time link 
level measurement can only be achieved in a live network. Generally, link level results are given 
in terms of the required / A,, for a particular error rate (BLER and BER). The link level quality
requirements are dependent on the QoS of the application and service classes. The measured 
parameters such as error rate, end user throughput and delay are normally input to the system 
level for radio resource management to determine and optimize the wireless cellular network in 
respect of scheduling, handover, power allocation, etc. The link level performance indicators are 
also important for standardization of the minimum performance of the Node B and UE. The 
specifications are the benchmark from which wireless equipment manufacturers design their 
equipment.
2.4.1 Introduction to 3GPP Standardization
The standardization process of the WCDMA as the major RTT for the 3G global mobile 
communication systems started in December 1999 with the fonnation of the 3GPP. The task of 
the 3GPP was to develop and standardize global technical standards for 3G mobile systems that
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are generally designated for multimedia communications. Within the 3GPP, WCDMA is known 
as UTRA Frequency Division Duplex (FDD) and Time Division Duplex (TDD). The WCDMA 
was the selected choice by the European standardization body ETSI and other regional 
standardization bodies with the exception of the US [HOLM02], Within 3GPP there are several 
technical specification groups (TSG) and the Radio Access Network (RAN) group is the one 
responsible for WCDMA air interface standardization.
The standardization of the HSDPA air interface then performed by the RAN group is obtainable 
in the technical specifications [3GPP]. The 3GPP air interface technical specifications are referred 
to because the HSDPA link level simulator (used in this work) was developed by closely 
following the 3GPP specifications. In 1999, the first set of 3GPP standardization documents were 
released (commonly known as the Release’ 99). In March 2001, a new release called Release 4 
included an extensive feasibility study on HSDPA features for gains and complexity investigation 
purposes. The TR 25.848 [3GPP01] concluded a 100% increase in cell throughput compared to 
the Release’ 99. Release 5 completed in March 2002 includes the HSDPA specification by 
incorporating the HSDPA enhancement of WCDMA that increases the peak data throughput up to 
14 Mbps. The specification of HSDPA includes the usage of AMC, HARQ, fixed spreading 
factor, extensive multi-code transmission and fast link level packet scheduling.
The main physical layer specifications that are referred to in this thesis are TS 25.101 [3GPP07a], 
TS 25.211 [3GPP07b], TS 25.212 [3GPP07c], TS 25.213 [3GPP07d] and TR 25.890 [3GPP03]. 
TS 25.101 are referred for reference measurement channels, and multipath radio channel power 
delay profiles. TS 25.211 describes the slot and frame formats of the physical channels and also 
the STTD operation. The bit framing of the HSDPA physical channels are described in detail in 
TS 25.212 whereas TS 25.213 explains the spreading and scrambling details of the physical 
channels. TR 25.890 details the UE radio transmission and reception simulation settings for 
HSDPA link level simulation references.
2.4.2 Physical Layer Simulation
The link level simulator (shown in Figure 2.9) is used in order to analyze the characteristics of a 
particular air interface system adopted in a particular mobile communication system. The 
simulator was implemented by using the C++ programming language. Li the early part of this 
research, various functional blocks were implemented by the author, namely the Channel Coding, 
Physical Layer HARQ, HS-DSCH Interleaving, Physical Channel Mapping, Modulation,
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Spreading, Scrambling, Channel, RAKE receiver and the respective inverse blocks at the receiver. 
Later on, an industry verified version of the HSDPA simulator available from previous research 
work was used in this research. The HSDPA modifications for satellite systems were done by the 
author to obtain results for Chapter 3. Finally, the advanced receivers and the orthogonality factor 
blocks were added for Chapter 4 and Chapter 5 studies.
The main outputs are usually the BER, BLER and throughput curves with respect to the relative 
power ratio , i.e. the ratio between the power allocated per chip to a physical channel and
the total spectral power density ( 7^ ,. = 1 ) available at the transmitter. In HSDPA simulations the 
throughput value and the average air interface excess delay (i.e. the delay caused by 
retransmissions of HARQ protocol) are the parameters of concern because in high speed data 
transmission, average effective data throughput and average air interface excess delay are more 
meaningful variables when the ARQ protocol is in operation.
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Figure 2.9: HSDPA Simulation Model.
From a link level simulation perspective, it is important to comprehend the corresponding data 
flow in the physical layer where higher layer data is multiplexed and later transmitted. The data 
from Layer 2 arrives to Layer 1 in the form of TrBk accompanied by the Transport Format 
Indicator (TFI) for every fixed TTI. It also defines the effective data rate at the physical layer and 
sets the periodicity of TrBk arrivals from higher layers.
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2.4.2.1 General Simulator Description
A complex baseband signal model for FDD mode of S-HSDPA is used according to a modified 
fixed reference channel (FRC) set from the 3GPP technical specifications TS 25.101 [3GPP07a], 
TS 25.211 [3GPP07b], TS 25.212 [3GPP07c], TS 25.213 [3GPP07d] and TR 25.890 [3GPP03]. 
The simulator contains a transmitter (satellite gateway), a multipath downlink radio channel and a 
receiver, i.e. a UE. The transmitter multiplexing chain includes CRC attachment. Turbo coding, 
rate matching for HARQ functionality and channel interleaving. The physical channels are 
modulated, spread using OVSF codes and then scrambled with a Gold sequence that is spot beam 
specific. The S-HSDPA enabled transmitter generates the high physical speed-downlink shared 
channel (HS-PDSCH) subframes, other active users as Orthogonal Channel Noise Simulator 
(OCNS) and the control channels. The multiplexed chip stream is transmitted through the IMR 
channel and thermal noise added. At the receiver, the received signal in complex baseband form is 
given by [DELR98]
J, M ^  - I ^
KO = Z  Z  (2.1)
A' Ml - 0 / = 1
where K is the number of total physical channels transmitted, Mk is the total number of bits within 
a paiticulai" observation length for the kth physical channel, Aj-. is the allocated to the /cth
physical channel, corresponds to the mth symbol (after the data bits are turbo coded, rate 
matched, interleaved and modulated) for the /dh physical channel, L is the number of resolvable 
paths of the IMR channel, (X^  (?) is the time variant complex channel value for /th path, is 
the spreading waveform for /cth physical channel (concatenation of the channelization and 
scrambling codes), ^  is the symbol interval for the particular /cth physical channel, is the 
delay of the /th path and n{t) is the complex additive white Gausssian noise. At the receiver, after
signal detection and demodulation the inverse process of the multiplexing chain that was 
performed in the transmitter is cai'ried out.
2.4.2.2 High Speed Downlink Shared Channel (HS-DSCH)
The High Speed Downlink Shared Channel is a downlink transport channel specified for HSDPA 
transmission purposes. It is a common channel and shared by several UEs that have HSDPA
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reception capabilities. The HS-DSCH is associated with one downlink DPCH, and one or several 
HS-SCCH [3GPP07b].
The standard setting for S-HSDPA link level simulation closely follows to the FRC available in 
[3GPP07a]. The main purpose of the FRC is to permit straightforward comparison of initial 
performance results [3GPP03]. In the FRC, the per-TTI information bit payload is constant and 
independent of the UE CQI measurement report (UE CQI values are fed back to the Node B). 
This is in contrast to the Variable Reference Channel (VRC) where the information payload and 
HARQ rate matching are dynamically determined according to the UE CQI values. The VRC 
setting is implemented to study the impact of the AMC function embedded in the Node-B where 
the information payload is varied to obtain different effective coding rates [3GPP03].
The FRC settings that are referred to are illustrated below for both QPSK and 16QAM 
modulation. The first block shows the number of information bit payload received from Layer 2. 
It can be observed that code block segmentation is transparent because the input to the Turbo 
coding block does not exceed the maximum Turbo code block size. The first rate matching 
punctures the data bits to a block size of 9600 that corresponds to the size of the IR buffer in the 
HARQ block. This data block is further punctured in the second rate matching in the HARQ block 
to map to the corresponding number of physical channel bits. The FRC in Figure 2.10 uses 5 
multicodes that result in five physical channels for QPSK and in Figure 2.11, four multicodes for 
16QAM. The physical channel bits are later mapped into the 2 ms TTI’s where modulation, 
spreading and scrambling aie performed.
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Code Block 
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Turbo-Encoding
(R=1/3)
1st Rate Matching 
RV Selection
Physical Channel 
Segmentation
3 2 0 2
2 4 C R C
3 2 2 6
12 T al l  Bi t s
4800
Figure 2.10: Coding rate for FRC (QPSK) [3GPP07a].
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Figure 2.11: Coding rate for FRC (16 QAM) [3GPP07a]
The block diagram of the HS-DSCH bit framing is shown in Figure 2.12. The details of the linlc 
level simulation model consisting of the transmitter, receiver and the channel based on the 3GPP 
specifications are described in the following.
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Figure 2.12: HS-DSCH bit framing [3GPP07c]
2.4.3 The Transmitter
The HS-DSCH multiplexing chain based on the 3GPP standard consists of CRC attachment, bit 
scrambling, code block segmentation channel coding, rate matching or HARQ, physical channel 
mapping, channel interleaving, constellation re-arrangement for 16-QAM, physical channel 
mapping, spreading and scrambling. A short description of these is given below. Further details of 
the HS-DSCH multiplexing chain can be obtained in [3GPP07c] and HS-DSCH spreading and 
scrambling [3GPP07d]. The functional blocks at the satellite gateway aie similar to their 
terrestrial HSDPA specification in order to achieve high convergence of RTT. A maximum of one 
TrBk arrives at the physical layer every TTI of 2 ms. The size of the TrBk and the inter-TTI 
distance determines the nominal average information bit rate or maximum throughput at the link 
level.
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2.4,3.1 CRC Attachment
The physical layer receives information blocks from the upper layer. The CRC is used in the 
BLER calculation for forward error detection at the receiver. The positive acknowledgement 
(ACK) and negative acknowledgement (NACK) for HARQ operation is determined by the CRC 
attachment calculation at the receiver side. The CRC attachment of size 24 bits is chosen by 3GPP 
for HS-DSCH, and is preferred before the TrBk are input to the Turbo encoder.
2.4.3.2 Bit Scrambling
This functional block scrambles the data bits prior to channel coding. The bit scrambling is 
implemented to randomize the original data sequence using a deterministic algorithm.
2.4.3.3 Code Block Segmentation
For HS-DSCH there is only a maximum of one TrBk unlike other downlink transport channels 
where there can be multiple TrBk’s multiplexed in the same transport channel. The Turbo coding 
used for HS-DSCH is the same as in other transport channels. As the Turbo coding function can 
only input a maximum of 5114 data bits, block segmentation is performed if the data bits exceed 
the maximum limit.
2.4.3,4 Turbo Coding
In the Turbo encoder a parallel concatenated convolutional code (PCCC) with two 8-state 
constituent encoders and one Turbo code internal interleaver are used. The code rate at the output 
of the encoder is The transfer function of the 8-state constituent code for both generators
is shown below [3GPP07b]
G(D) = C2 2)
The coded bits have 12 tail bits attached in order to reset the encoder memory to zero. The coded 
bits consist of systematic bits (original bits) and two corresponding parity bits that are serially 
concatenated.
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2.4.3.S Physical Layer Hybrid-ARQ
After channel coding, the coded bits are rate matched by the HARQ block. The HARQ 
functionality matches the number of bits at the output of the channel encoder to the total number 
of bits of the physical channel. Hence the effective code rate of the Turbo coding is actually 
determined by the HARQ functionality. The HARQ functionality is controlled by the redundancy 
version (RV) parameters. The RV parameters determine whether IR or CC or the combination of 
both modes of soft combining is active in a certain period of time. The RV sets the priority of bits 
that are transmitted (systematic bits, first and second parity bits), rate matching parameters and 
also the constellation re-arrangement [YUSE03]. The exact set of bits at the output of the HARQ 
functionality depends on the number of input bits, the number of output bits, and the RV 
parameters. The HARQ functionality consists of two rate-matching stages and a virtual buffer as 
shown in Figure 2.13.
Virtual IR Buffer S e c o n d  R a t e  l^atcf iingFirst  R a te  Matching
Sy s te m a t ic
bi ts
Pari ty 1 
bits
Parity2
bits
RM _S
R M _ P 2 _ 2RM _P2_1
RM_P1_2RM _P1_1 coiiect ionse pa ra t i on
Figure 2.13: HS-DSCH hybrid ARQ functionality [3GPP07c]
The HARQ protocol can perform both types of soft combining i.e. Chase Combining and 
Incremental Redundancy. The soft combining methods impact the soft memory size. The UTRAN 
also needs to consider different UE soft memory capabilities when configuring different transport 
formats when HSDPA signals are transmitted. These considerations include soft combining 
capabilities, and inter-TTI transmissions. The first rate matching stage punctures only the parity 
bits. The first rate matching output determines the number of soft memory locations (SMLs) per 
HARQ process that is the virtual IR buffer capacity. The second rate matching stage matches the 
number of bits after the first rate matching stage to the number of physical channel bits available 
in the physical channel set within a TTI.
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2.4.3.6 Physical Channel Segmentation
HSDPA uses multicode operations to achieve high data rates. Thus the usage of more than one 
spreading factor for a transport channel means use of multiple physical channels. The bits 
collected after the HARQ block is segmented into the corresponding physical channels.
2.4.3.7 HS-DSCH Interleaving
The physical channel bits are then channel interleaved in order to randomize the errors and also 
achieve some diversity gain. The channel interleaver is crucial to decrease bursty errors in a 
Rayleigh correlated fading channel environment.
2.4.3.8 Constellation re-arrangement for 16-QAM
For 16QAM, a constellation rearrangement is performed to re-arrange the order of the least and 
most significant bits. The re-arrangement is performed differently in different retransmissions to 
randomise the error because the least significant bit has a higher error, probability in the soft 
demodulation process.
2.4.3.9 Physical Channel Mapping
The HS-PDSCH subframe and slot structure is shown in Figure 2.11. It is used to carry the HS- 
DSCH transport channel. A subframe (defined specially for HSDPA transmission) is the basic 
time interval for HS-DSCH transmission and FIS-DSCH-related signaling at the physical layer. 
The length of a subframe is 2 ms and this is also known as the TTI for HSDPA. The length of a 
sub-frame corresponds to 3 slots (7680 chips). The normal radio frame size for WCDMA 
transmission is 10 ms, consisting of 15 slots. Within the length of a radio frame there are 38400 
chips and every slot contains 2560 chips. The radio frame size is important because the number of 
chips that are transmitted determines the WCDMA chip bandwidth of the system.
The HS-PDSCH consists only of data bits where all the control information for Layer 1 
multiplexing is transmitted in the associated HS-SCCH i.e. the HS-PDSCH does not carry any 
Layer 1 information. This structure simplifies the HSDPA transmission and at the same time a 
high data rate transmission can be achieved. The HS-PDSCH subframe format (shown in Figure
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2,14) corresponds to one channelization code of fixed spreading factor SF=16 and the same 
subframe format applies for other multi-codes where multiple channelisation codes are assigned. 
The slot formats for HS-PDSCH may use QPSK or 16QAM modulation symbols are shown in 
Table 2.2,
Data 
^d at al  bits
T„o, = 2560 chips, M*10*2 " bits (k=4)
Slot #0 Slot#l Slot #2
1 subframe: Tf = 2 ms
Figure 2.14: Subframe structure for the HS-PDSCH [3GPP07b]
Slot format 
#i
Channel 
Bit Rate 
(kbps)
Channel 
Symbol Rate (ksps)
SF Bits/
HS-
DSCH
siibfram
e
Bits/
Slot
Ndata
O(QPSK) 480 240 16 960 320 320
1(16QAM) 960 240 16 1920 640 640
Table 2.2; HS-DSCH fields [3GPP07b]
The transport channel HS-DSCH is mapped to the HS-PDSCH physical channel which is then 
modulated, spread and scrambled. The transport channel bits are mapped to the physical channel 
in one radio sub-frame that corresponds to a 2 ms TTI.
2.4.3,10 Modulation
The modulation (shown in Figure 2.15) is performed by arranging the serial bits from the 
downlink physical channels to % -parallel bits, w h e r e l o g ;  m , where % is the spectral 
efficiency of the selected modulation and m is the total symbol ensemble of the selected 
modulation. The modulation of interest in our simulation is the QPSK and 16-QAM. The QPSK 
and 16QAM modulation formats are considered in our work because a higher level modulation
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such as 64QAM requires a higher channel quality that is foreseen not available in the dispersive 
IMR channel. The demodulation will result in more symbol errors when the constellation spacing 
decreases in cases of higher modulations. The usage of higher modulation formats also increases 
the complexity at demodulation due to the increase of points in the modulation constellation. The 
mapping process is performed after serial to parallel conversion where the real and complex 
branch is mapped to the I and Q branches.
2.4.3.11 Spreading
The symbols are next spread (shown in Figure 2.15) by using the OVSF codes of SF=16 for the 
HSDPA downlink specification. The OVSF codes, Qh,i6 are multiplied to the real and imaginary 
component of the modulation alphabet to distinguish between the physical channels at the 
receiver. The OVSF spreads the bandwidth from symbol to chip bandwidth.
d o w n lin k
p h y sica l
ch a n n el
S e r ia l b its  
arranged to  
7] -p a ira lle l  
b its
— Mg)-
/« -ary  
M o d u la t io n  
M a p p er
I
'C h .S F ©
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j  (Im aginary co m p o n en t)
Figure 2.15: The mapping, spreading and scrambling process [3GPP07d]
2.4.3.12 Scrambling
The resultant complex chip values are then multiplied with the complex downlink scrambling 
codes of 38400 length, Sdi.384oooo (shown in Figure 2.15). The scrambling codes are long Gold code 
sequence. The multiplication process does not increase the bandwidth of the signal but rather 
permits the reuse of the OVSF codes (that are particularly limited) for other cells in the case of 
downlink transmission. The output of the scrambled chips, S is then transmitted over the channel 
after radio frequency (RF) front end processing.
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2.4.3,13 Generation of Other Physical Channels
In the HSDPA enabled transmitter, the High Speed Physical Data Shared Channel HS-PDSCHs 
subframes are generated. The transmitter also generates other physical channels for example the 
CPICH, and the Dedicated Physical Channels (DPCHs). In order to sum up the physical channels 
power transmitted and normalized a group of OCNS channels are generated as described in 
[3GPP07a]. The OCNS represents other active user or control channels that aie also transmitted I
via the transmitter and will cause interference. The OCNS uses a spreading factor value of 128. ;
2.4.4 The Receiver (RAKE)
At the UE side, the transmitted signal from the base station is received. The normal conventional 
receiver for WCDMA systems is the RAKE receiver even though there are a lot of other advanced 
receivers that can achieve better performance. This is mainly due to the low complexity and the 
sub-optimal nature of the RAKE matched filter. The inverse process of the functional block at the 
transmitter is performed at the receiver end until the received TrBk is checked for correctness. 
Several assumptions are taken into consideration to simplify the receiver implementation in the 
simulator. These are described below.
At the receiver side perfect frame synchronization is assumed. Hence chip or symbol timing 
recovery is also assumed to be perfect. The receiver structure takes the form of a conventional 
RAKE receiver to benefit from the path diversity inherent in the signal traveling through the 
multipath fading channel. The RAKE receiver can discriminate the chip delays in the received 
signals by despreading the signals using a delayed version of the concatenated complex and 
OVSF codes. This is done by tracking the channel power delay profile currently experienced by 
the UE. However in our simulations (as in the cases specified by the [3GPP07a]), static power 
delay profiles are set as the test channels for link level simulation purposes.
The channel is assumed to be a frequency selective and slowly fading channel within one symbol 
period. In the simulation, an MRC approach is adopted as this can yield the most gain in 
comparison to equal gain combining (EGG) and selective combining (SC) [RAPP96]. The RAKE 
receiver collects the highest energy paths according to the predetermined number of RAKE 
fingers, to minimize the BER and BLER. The weighting factor for each RAKE finger is the 
complex conjugate of the channel coefficient values. In most of the link level simulations 
performed in this performance analysis, perfect path delay and perfect channel estimation is the
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default setting. Realistic channel estimation can also be obtained by using CPICH broadcast from 
the base station. Further details about the RAKE receiver can be found in Chapter 4 where 
advanced receivers for S-HSDPA are discussed.
2.4.4.1 Descrambling, Despreading and Demodulation
The chips are despread by using the same concetanated scrambling codes, used at the transmitter 
Sell,3840000 and OVSF signature, Cch.ie and then integrated within a symbol period, T ,. All the
symbols gained from each correlator are then summed from L taps of the RAKE fingers, to 
produce the resultant complex received symbols. This is called path diversity gain from the 
RAKE reception [SKLAOl]. The symbols upon arriving at the demodulator block are soft 
demodulated. The maximum a posteriori probability (MAP) criterion is used to maximize the 
probability of a correct decision and, hence, minimize the probability of error. The usage of soft 
bit values the Turbo decoder yields higher decoding gain in comparison with decoding using hard 
bit values [SKLA97].
2.4.4.2 Inverse Multiplexing Chain
The soft value bits are rearranged (for 16QAM constellation) deinterleaved, and the multiple 
physical channel soft bits are concatenated to form a serial stream of data bits. The soft bit values 
are de-rate-matched by the inverse of the HARQ block depending on the initial rate matching 
being done at the transmitter and depending on the RV selection parameter in [3GPP03]. In case 
of negative acknowledgement, the HARQ block retransmits the data bits according to the selected 
soft combining protocol. Turbo decoding is implemented using the max-log-MAP algorithm 
[SKLA97] with 8 iterations. For the de-punctured soft bits the value of 0 is assigned. Bit de­
scrambling and CRC check is performed to verify that the received bits are correct.
In the case of conect CRC check, positive ACK is sent to the base station transmitter for the next 
data transmission. However if the CRC check is not correct, negative ACK is sent to signal for 
retransmission of the erroneous TrBk. In the case of retransmission, soft combining is done upon 
receiving the second retransmission in order to increase decoding reliability. In the simulation, a 
maximum of 4 retransmissions are implemented and if the maximum number of retransmission is 
exceeded, the information payload is assumed lost. In the simulator, the receiver can also use two 
receive antenna in order to provide receive antenna diversity.
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2.4.5 The Channel
In this section, the intercell interference, addictive white Gaussian noise (AWGN) and multipath 
fading channel are explained.
2.4.5.1 Intercell interference and AWGN
The intercell interference is the interference caused from other neighboring cell downlink 
channels. is assumed to be temporally Gaussian distributed and uncorrelated [3GPP03] 
because the long scrambling sequences (uniquely assigned for every cell in downlink 
transmission) are uncorrelated. Thus, both the and N„ can be generated by a Gaussian
random variable generator. In the simulation, the term N is assumed to be included in the/„,. as 
shown in Figure 2.16.
Interference from Ottiei 
Cel ls  + Thermal Noise
(Transmitter) (Receiver)Cliannelh(t) r(t)
Figure 2.16; The simplified simulation block diagram with the emphasis of the channel and inter-cell
interference factors.
lor is the total transmitted power spectral density by a transmitter, 7^ ,. is the received power
spectral density. We assume no path loss between the transmitter and the receiver thus 7„,. = .
lor is normalized to unity in the simulation. Note that the ratio between the intra-cell power
spectral density and inter-cell power spectral density (from other cell) received, is fixed in
he
this simulation model. Thus, we can obtain the value for the variance of the Gaussian noise as
(2.3)
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Given the orthogonality factor, , the ratio between the power allocated per chip to a physical 
channel and the total spectral power density, , the chip rate, W, the information payload bit
hr
I  E Erate, R, and , we can relate —— to —-  as given in [LAIH05] h>c
R (2.4)
2.4.S.2 Mobile Fading Channel
The physical layer performance and characteristics always depend on the channel behavior. It is 
noted here that in physical layer simulations, only short-term fading is considered in the 
simulation due to the scope of the physical layer. The long-term fading or shadowing is not 
considered.
In short-term fading, frequency spreading results from the UE speed, V  or Doppler shift, . For 
frequency spreading, the autocorrelation, r{t)  of a channel gives an indication of the Doppler 
spread of the spectrum. The frequency spreading causes bursty errors to occur for digital data 
communication due to deep fades. The second concern is time spreading that results in a distorted 
channel frequency response or frequency selective channel. Time spreading is caused by the 
multipath propagation of a wireless signal arriving at different time delays. The time dispersion 
characteristics can be illustrated by the power delay profile (PDF) that is usually simulated in a 
static manner. The frequency selective channels cause intersymbol interference (ISI). This 
characteristic malces the mobile channel a linear time-variant system.
2.4.5.3 Rayleigli/Ricean Fading
The Rayleigh/Ricean channels can be statistically modeled. The stochastic properties of the 
channel gives rise to first order statistics i.e. the probability density function (PDF), and second 
order statistics, i.e. the average fade duration (AFD) and the level crossing rate (LCR). The PDF 
of the amplitude and phase is useful because it determines whether the channel fading generator is 
accurate enough with the fading statistics. The PDF of the amplitudes gives us the probability
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that the signal is above or below a certain level. The second order statistics give us a statistical 
understanding of the length of fading interval. It is particularly concerned with the distribution of 
the signal’s rate of change. The average duration of fade defines the average length of the duration 
when the channel amplitude is below a certain amplitude level. The number of positive-going 
crossings of a reference level in unit time is given by the LCR [SAUN99]. The examination of 
these statistics is important for physical layer dimensioning, for example channel interleaving, 
channel coding and modulation techniques adopted.
There are two types of Rayleigh fading that are usually implemented in physical layer simulation
i.e. uncorrelated Rayleigh fading and correlated Rayleigh fading. The uncorrelated Rayleigh 
fading also laiown as the independent identically distributed (iid) channel, is usually implemented 
with the assumption of perfect channel interleaving. This results in a Rayleigh channel whose 
values are uncorrelated and the result of the BER or BLER curves are usually better than the 
latter. The simulation being performed with this type of channel does not consider the channel 
interleaver imperfections and the Doppler spread, or velocity, V  of the UE. The conelated 
Rayleigh fading can be generated either via the sum of sinusoid technique or the filter method 
[PATZ02]. The simulation of the correlated Rayleigh fading in the simulator follows the 
methodology in [PATZ02]. As for the Ricean fading for line of sight satellite cases, the channel 
can be generate just by adding a direct component to the specular components of the sum of 
sinusoid technique as shown in Figure 2.17. The parameters , c,-„ and ai’e discrete Doppler 
frequencies, Doppler coefficients and Doppler phases respectively [PATZ02].
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Figure 2.17; Sum of sinusoids method of generating correlated Rayleigh fading values [PATZ02]
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2.4 5.4 Multipath Fading
The multipath fading (also known as wideband channel) is a characteristic of the mobile wireless 
channel where multiple delayed signals are received at the receiver due to the geometry of the 
propagation environment. For the IMR multipath scenario, the MAESTRO IMR case 4 i.e. 
satellite with 3 IMRs (without processing delay) representing a street canyon of speed 30km/hr is 
the preferred channel in most of our simulation cases (shown in Figure 2.18).
The IMR channel is obtainable from the MAESTRO 1ST project [MAES05], where intermediate 
module repeaters or gap fillers function to boost the power of a satellite signal in densely 
populated areas. The IMR cell configuration results in a large amount of multipath signals that 
can be collected by RAKE receiver fingers. The higher intracell interference caused by the time 
shifted synchronous downlink signal may also cause the degradation of the orthogonality factor, 
for a CDMA based system such as HSDPA. The usage of the RAKE receivers in such an
environment is suboptimal as it simply ignores the presence of the other time shifted synchronous 
interfering signals in the downlink as Gaussian noise.
^ M R  Rrf
IMR 5 /
IM R 4
T42
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Figure 2.18: Tap delay line model for the IMR channel
The wideband channel can be modelled by generating multiple independent Rayleigh fading taps 
that correspond to the multipath channel taps. By simulating a linear time-variant block to 
represent the wideband channel the frequency selective channel can be convolved with the 
transmitted downlink signals. The L multipath taps, corresponding to the delay, /, are
normalized to unit gain [FREU05]
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SKIf=i
2
' = 1 (2.5)
where the L multipath taps are separable within the chip resolution. These are the static predefined 
values for the link level simulation analysis and can be found in [LATT04] for the case of the 
IMR channel.
2.5 Conclusions
In this chapter we have explained the underpinning research literature to support the physical 
layer performance study for S-HSDPA in an IMR environment. We draw several conclusions as 
follows.
1. The mobile satellite communication system should adopt the paradigm of close 
commonality of standards with their terrestrial counterparts in order to efficiently co­
exist. The convergence of standards in mobile satellite communication systems such as 
the GMR-1 has shown the practicality and success of this approach.
2. In order to obtain the performance indicators for S-HSDPA, a simulator that follows 
closely with the terrestrial 3GPP standards is developed. The modified HSDPA tailored to 
consider satellite conditions focuses on the > i.e. the ratio between the power
allocated per chip to a physical channel and the total spectral power density {1^^ = 1 ) 
available at the transmitter. The is taken into account due to the scarcity of power
in satellite systems. The delay is also a key metric due to the latency of the satellite 
channel. The channel itself has been described and due to the use of terrestrial relays 
(IMRs), its statistics are different from that of the terrestrial multipath channel.
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Chapter 3
3 Link Level Performance of Satellite 
HSDPA
3.1 Introduction
The Geostationary Mobile Satellite Standard (GMSS) based on the GMR specification operational 
in the Thuraya and ACeS systems, has proven that the satellite based extension of the terrestrial 
GSM specification can be adopted to deliver mobile satellite communication services successfully 
[MATO02]. Furthermore, the GMR standard has evolved to support packet based applications in 
line with the evolution of the GSM system i.e. GPRS by the introduction of GMPRS. The 
GMPRS that is realized in the Thuraya system supports packet data transfer up. to 144kbps and is 
based on the GPRS specification [THUR08]. The performance of the GPRS random access 
channel has also been analyzed by Voce [VOCEOl] where the analytical expression of throughput 
and mean access delay were derived.
The 3G teiTestrial UMTS system standardization has already progressed by specifying HSPA 
solutions for packet data applications for its long term evolution [HOLMOV] [PARK07]. The 
working group for SUMTS standardization on the other hand, is still progressing towards a 
converged air interface with its terrestrial counterpart. There are various research works that have 
been produced to illustrate the performance of the SUMTS system. The development of SUMTS 
based on the WCDMA standard has been performed in [BOUD02]. The work addresses the 
WCDMA air interface solution in the satellite environment, focusing on the physical channels 
based on 3GPP standard Release 99, where the BER performance for the Dedicated Physical Data 
Channel (DPDCH) for the forward link and return link in a Ricean fading environment was 
demonstrated. Similaiiy, [SUMA02] has shown the DPDCH performance in a Ricean channel 
environment with vaiying Rice factors. The paper also reports the improvement of throughput by 
implementing AMC for a slow varying Rice factor.
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The SUMTS research work has continued with the study of satellite Multimedia Broadcast 
Multicast Services (MBMS) via GEO satellites. This is the envisaged way forward for the GMSS 
summarized from the SATIN project [BVAN02]. In the link level aspect, the common channels 
are the bearer considered for MBMS transmissions. The results for MBMS via Secondary 
Common Control Physical Channels (S-CCPCH) in the IMR environment have been produced in 
[MUDU2004] and for the Mobile Digital Broadcast Satellite (MoDiS) project [MODI03]. Here, 
the Forward Access Channels (FACH) is utilized as the transport channel for MBMS. 
Andrikopoulos [ANDROS a] describes the field trial performance in which a real time 
experimental setup was implemented for the MoDis project in Monaco. The link level 
performance of the S-CCPCH for packet MBMS transmission has also been reported in 
[KARA04]. The BER performance indicator was obtained for both the Ricean and IMR channel 
environments. [GIAM06] reported the packet scheduling performance of S-HSDPA and MBMS 
transmissions via SUMTS.
S-HSDPA is suitable for point to point reception whereas MBMS is dedicated for point to 
multipoint transmissions. Thus, it is natural for us to consider adapting the terrestrial HSDPA 
system to the satellite environment to progress further the research for SUMTS standardization. 
This has also been studied as part of the European Commission’s FP6 project MAESTRO 
[MAES05]. We highlight the results that have been obtained as an outcome of this study. The 
terrestrial HSDPA system has been modified to cater for the satellite environment. In our link 
level performance study, we are interested in average throughput and average access delay of the 
S-HSDPA system as performance indicators. Both of these factors play a crucial role in 
determining QoS of packet transmission schemes because different types of service require 
different throughput and delay requirements. Both of the performance indicators are also 
important parameter inputs for system level simulations. In the following section, we demonstrate 
the impact of different parameters influencing the proposed S-HSDPA system for different 
scenarios applicable to satellite mobile communications.
We investigate the physical layer performance of HSDPA via GEO satellites for use in SUMTS 
and SDMB. In section 3.2, the physical layer aspects of S-HSDPA are highlighted. The impact of 
large round trip delay on link adaptation is discussed. Section 3.3 presents the detailed link-level 
results. The link level S-HSDPA performance studies are in line with several link level terrestrial 
HSDPA performance studies reported in [ISHI04], [IIZU05] and [KALT06], We analyze and 
discuss the numerical results obtained through simulations on the performance of HARQ for a 
variable number of retransmissions and different categories of UE in a rich multipath urban
44
Chapter 3. Link Level Peiformance o f Satellite-HSDPA
environment with three IMRs. The modified S-HSDPA system has been studied with and without 
space time transmit diversity (STTD) transmission and receive antenna diversity. We also show 
some interesting results for transport block size (TBS) selection and multi-code transmission.
3.2 Physical Layer Aspects of S-HSDPA
Due to the differences between terrestrial and satellite systems, minor modifications to the 
HSDPA specifications need to be introduced. One of the most important differentiating factors 
between terrestrial and satellite communications is the long round trip delay associated with 
satellites, particularly for GEO satellites, where it is circa 500 ms. The accounted delay comprises 
the bent pipe transmission delay from the satellite gateway to the satellite and to the UE, the 
processing time of the received block in the UE and the acknowledgement trip time from the UE 
to the satellite gateway. Terrestrial HSDPA has round trip delays of around 10 ms [3GPP01] and 
hence it can track the small-scale multipath fading. S-HSDPA on the other hand cannot track the 
small-scale multipath fading and hence can adapt only to the large-scale fading such as 
shadowing. If AMC is to be implemented for S-HSDPA, it can only be done to resolve the large- 
scale fading.
Another result of the large round trip delay for S-HSDPA is the number of parallel HARQ 
processes needed for terrestrial HSDPA are around six but for S-HSDPA, could be as high as 250. 
(This assumes a round trip time of 500 ms, a TTI of 2 ms and Inter-TTI distance 1 where 
consecutive TTIs can be used for packet transmission). This would significantly increase the 
memory requirements especially in the UE. One simple way to reduce the number of parallel 
HARQ processes and consequently the memory requirements is to make use of an Inter-TTI 
distance of 2 or 3 (leaving a gap of one or two TTIs between packet transmissions). This reduces 
the number of parallel HARQ processes to 125 or 84, respectively, but has the downside that the 
peak throughput is decreased accordingly. Different Inter-TTI distance values have been 
incorporated into teiTestrial HSDPA to take into account different capabilities of UE. The 
peiformance of HARQ for S-HSDPA is thoroughly investigated in the next section.
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Figure 3.1: Inter-TTI effect on the block transmission
The terminal capabilities do not impact the timing of the individual TTI. However the terminal 
capabilities do determine how often the information blocks can be transmitted. The inter-TTI 
information is important, as it determines whether the consecutive TTI can or cannot be used. A 
TTI value of 1 indicates that the next TTI can be used to transmit the next information block, 
whilst values 2 and 3 indicates transmitting the next information block only after one and two TTI 
being left empty respectively.
Observing the modified FRC table, we have lumped the FRC Set 1, FRC Set 2 and FRC Set 3 
from [3GPP07a], into Table 3.1. The number of information bits and blocks, coding rate, number 
of soft memory location SML’s per HARQ process and number of physical channels remain the 
same. However, the main modification is the increase in the number of HARQ processes in order 
to optimize the throughput due to the satellite delay. This will also maintain the nominal average 
information bit rate for S-HSDPA. For example, for an inter-TTI of 2, the number of HARQ 
process is now 125. This increase is inevitable if we want to maintain the high throughput of S- 
HSDPA transmission. The increase also means an increase in storage requirement for the total 
number of SML’s in UE. For example, for HARQ number of 250, the required SML in the UE is 
2400000 as compared to 57600 for terrestrial HSDPA terminal.
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Parameter Value Unit
Modulation QPSK 16-QAM
Nominal Avg. Inf. Bit Rate 1601/801/534 2332/1166/777 kbps
Inter-TTI Distance 1/2/3 1/2/3 TTI’s
Number of HARQ Processes 250/125/84 250/125/84 Processes
Information Bit Payload 3202 4664 bits
Binary Channel Bits Per TTI 4800 7680 bits
Total Available SML’s in UE 2400e3/1200e3/806.4e3
2400e3/1200e3
/806.4e3 SML’s
Number of SML’s per HARQ Proc. 9600 9600 SML’s
Instantaneous Coding Rate 0.67 0.61
Number of Physical Channel Codes 5 4 Codes
Geometiy Factor (/„,. / ) 10 10 dB
Table 3.1: Modified Fixed Reference Channel Set for S-HSDPA
Diversity is an important method to combat the multipath channel that causes impairments to the 
transmitted signals. Diversity techniques have shown significant improvements in restoration of 
the receive signal quality [SAUN99]. Diversity adopts the method of processing more than one 
version of the transmitted signal with the prerequisite that the received signals are distinctively 
uncoiTelated. There are various methods of diversity for example receive antenna diversity 
[SAUN99] [HOLM02], transmit diversity [ALAM98], and path diversity [RAPP96]. In this 
chapter we focus on receive antenna diversity and transmit diversity techniques, meanwhile the 
path diversity will be discussed in Chapter 4.
Receive antenna diversity is among the most feasible technique to be implemented for an S- 
HSDPA systems. Holma et al [HOLM02] described the coverage enhancements obtained by 
utilizing receive antenna diversity at the Node-B. The receive antenna diversity can also be 
implemented at the UE. The receive antenna diversity performance depends on the correlation 
values between the fading signals at the receive antennas. The fading branch should have low 
coiTelation values in order to achieve significant improvements. The phase difference between the 
received signals determines the correlation value. The phase difference between the total signals 
received at each antenna depends on distance between the receive antennas, d, the difference 
between the path lengths from the scatterers to each antenna, (r,- r?) and (r2- />), and the distance 
between the scatterers, as shown in Figure 3.2 [SAUN99]. The likelihood of uncorrelated
47
Chapter 3. Link Level Peiformance o f Satellite-HSDPA
signals depends on the scatterers location where in environments with significant scatterers 
widely spread around the receive antenna with modest antenna spacing, the correlation decreases. 
Moreover, the larger the distance between the receive antennas, d, the correlation between the 
fading paths will be lower. The impact of the fading signals correlation for receive antenna 
diversity can be studied in the link level simulation by implementing correlated Rayleigh fading 
envelopes [ERTE98]. It is also noted here that the receive antenna diversity assumes 0 dB branch 
power ratio.
Receiver TransmitterScatterer 1
ÙAntenna 14 X
d r.
oAntenna 2
Y
Scatterer 2
Figure 3.2: Receive Antenna Diversity [SAUN99]
A simple two-branch transmit diversity scheme which is also known as Space Time Transmit 
Diversity (STTD) was proposed in [ALAM98]. STTD has been proposed in the 3GPP 
specification to increase the performance and capacity of WCDMA systems and is a mandatory 
enhancement for the UE [HOLM02]. Figure 3.3 illustrates the STTD transmission where two 
transmit antennas are used to send the coded information in order to exploit the space time 
diversity. This could be implemented in S-HSDPA system if there aie two GEO satellites, each 
emulating one antenna of the terrestrial STTD implementation. However this would be expensive 
of space segment capacity.
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Figure 3.3; STTD operation [HOLM02]
The multicodes operation inherent in HSDPA systems is used mainly to increase the number of 
transport bock size (TBS) of the information bits transmitted within the 2ms TTI. However, an 
increase of channelization codes for HS-PDSCH subframes will decrease the available 
channelization codes for other physical channels at the Node-B. An increase in multicodes for the 
HS-DSCH physical channel can also be performed by maintaining the TBS size, which 
effectively decreases the coding rate at the transmitter. This operation would therefore increase 
the coding gain for S-HSDPA systems in the highly dispersive IMR environment at the expense 
of OVSF codes depletion. The FRC set illustration for the multicodes operation is shown in 
Figure 3.4.
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Figure 3.4: Multicodes operation
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The terrestrial HSDPA system has been modified to cater for the satellite environment. In our link 
level performance study, we are interested in average throughput and average air interface excess 
delay of the S-HSDPA system as performance indicators. Both of these factors play a crucial role 
in determining Quality of Service (QoS) of packet transmission schemes because different types 
of services require different throughput and delay requirements. Both of the performance 
indicators are also important parameter inputs for system level simulations. These are calculated 
as follows [BERT05].
Throughput = Ri,-EL—--------  (3,1)
z r ,
/=!
where 7) is the total number of transmitted transport blocks, E, is the total number of erroneous 
transport blocks, is the peak data rate and N  is the number of retransmissions. The average air 
interface delay on the other hand depends on the number of//-Stop and Wait (SAW) HARQ and 
TTI length time, and is given by [BERT05]
1  ^ N
^AIF ~
1=2
(3.2)
whereas â  = .
The metrics are used to assess the best operating strategy for delivering different types of service 
that require different QoS requirements. Both parameters i.e. the average throughput and the 
average air interface excess delay are plotted by evaluating them against / I qj- which is the 
required power allocated to HS-DSCH from the total available transmit power of Node-B (with 
respect to 0 dB i.e. unity). This is due to the nature of the satellite transmission that is power 
limited. The practical values of HS-DSCH power allocation should not be more than 50% of the 
total Node-B power i.e. at -3dB. This ensures other physical channels from other users and 
common physical channels such as CPICH (typically transmitted with 10% of the total available 
power) can be transmitted simultaneously in the SUMTS system.
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3.3 Simulation Results
Link level simulation results are presented for an IMR configuration, where the IMR power delay 
profile used is defined in [LATT04] (refer to Appendix A.2) as Case 4 and represents an outdoor 
urban street canyon environment (with a vehicle speed of 30 km/li) where apart from the direct 
LoS signal from the satellite, the UE receives the signal relayed from three IMRs. The power 
delay profiles are obtained from the MAESTRO project by using a SDMB radio network planning 
tool [LATT04]. The distance of the user equipment (UE) is respectively 37912 km from the 
satellite and the corresponding distances for the three IMR are 916 m, 1077.5 m and 1039.5 m. 
Other simulation assumptions for the situation shown in this section are illustrated in Table 3.1.
3.3.1 Inter-TTI
Figure 3.5 illustrates the impact of inter-TTI interval on the throughput and as expected, the 
throughput reduces for inter-TTI values of 2 and 3, but the storage requirement of SMLs is also 
reduced (see Table 3.1). The results in Figure 3.5 show that the nominal average information bit 
rate of around 1600kbps is achievable with QPSK modulation, 5 parallel HS-PDSCH codes and 
250 HARQ processes at E d  lor -  -I dB (corresponds to a power allocation of 80% for HS- 
DSCH from the total available transmit power of Node-B). The throughput can be increased 
further by allocating more physical channels to the HS-PDSCH up to 10 or 15 depending on the 
UE capability, but this also implies an increase in number of SMLs per HARQ process. The 
results show that S-HSDPA can deliver higher data rates than the BGAN maximum data rate of 
432 kbps if an inter-TTI of 1 is used. The inter-TTI results illustrate that inter-TTI of 1 can double 
the effective throughput compared to the inter-TTI of 2 (where a TTI gap is allocated due to UE 
constrains of memory size and processing capabilities). Hence in later simulation trials, the inter- 
TTI of 1 is selected as the generic inter-TTI value as it achieves the highest average nominal 
throughput.
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Figure 3.5: Average Throughput of QPSK as a function of Inter-TTI distance
3.3.2 Number of Retransmissions
The impact of the number of retransmissions on the throughput performance is shown in Figure 
3.6 for QPSK and 16-QAM, It can be seen that for QPSK, more than two retransmissions do not 
provide much improvement in throughput at high values of E^JIgy but the performance of 16- 
QAM improves considerably for up to three retransmissions. The 16-QAM modulation also 
shows poor peiformance in comparison with QPSK modulation and obtains a throughput of only 
1040 kbps at = -1 dB (80% of total Node-B power), whereas at the smm E^ / 1 or > QPSK
achieves a throughput of about 1600kbps, The figures illustrate that even at high bit/chip energy 
(pertaining to the abscissa offî^/^or )> 16-QAM modulation (being more prone to interference) 
performs worse than QPSK modulation. Thus for a single transmit and receive antenna in an IMR 
channel without any adaptive modulation scheme, QPSK modulation and 2 retransmissions is 
optimum for the S-HSDPA system.
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Figure 3.6: Average Throughput of QPSK and 16QAM as a function of no. of retransmissions with
Inter-TTI interval = 1
The results also demonstrate that the use of the 16-QAM modulation format does not increase the 
throughput (even at high£'c//or ) for the case of IMR Case 4 channel at I  or h o c  = 10 dB. The 
use of higher modulation decreases the average throughput rather than increasing the throughput 
for any allocated E d  I  or power. The IMR Case 4 channel has delay profile that extends beyond 
16 chip period where the multipath interference can effectively distort the consecutive S-HSDPA 
symbols. Figure 3.6 shows that as the spacing between the symbol mapping constellation 
decreases (for higher order modulation 16-QAM as compared to lower order modulation 
schemes) even an increase in transmit power E^ flor  cannot ensure demodulation accuracy due 
to the severity of the multipath interference. The resilience of the 16-QAM symbols is also low 
due to the low processing gain because S-HSDPA uses low spreading factor of 16 to increase the 
nominal average throughput. The results also show that the usage of higher QAM modulation 
formats such as 64QAM may not give satisfactory throughput within the practical operating 
power. The higher QAM modulation formats have more constellation points in the symbol 
constellation that causes higher symbol errors. In conclusion, this observation shows that the use 
of higher modulation fonnat utilized for AMC purposes will not benefit the S-HSDPA system.
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3.3.3 Receive Antenna Diversity
The performance with receive antenna diversity with varying degrees of antenna correlation and 
assuming a maximum of four retransmissions is shown in Figure 3.7. The curves illustrate that 16- 
QAM outperforms QPSK only at very high values of E d  I  or with receive antenna diversity.
Furthermore, 16-QAM outperforms QPSK only for antenna conelation values of 0.0 (at E d  lor 
of -1.8 dB (66% of total Node-B power)) and of 0.2 (at E d i o r  of -1.4 dB (72% of total Node-B 
power)). The antenna conelation value 0.0 conesponds to a perfectly uncorrelated signals 
received at both of the two receive diversity branch meanwhile the value of 0.2 shows that there is 
some correlation between the signals received at the antenna diversity branches. Hence, we 
conclude that, 16-QAM modulation can give better performance than QPSK for a receive antenna 
diversity system only at low antenna correlation and at high E d  I or values. This show that for 
the S-HSDPA system, higher order modulation used for AMC is not beneficial to increase the 
data rate even with receive antenna diversity in the challenging IMR channel environments. From 
the FRC simulation implemented, the 16-QAM modulation requires high power allocation and 
distinctively low receive antenna conelation to achieve an advantage. These conditions are 
unlikely to occur in practice on the RNC and UE side.
Figure 3.7 also illustrates that receive antenna diversity can increase the convergence of the S- 
HSDPA system to the nominal average information bit rate (maximum achievable average 
information bit rate as referred in Table 3.1). This is shown in Figure 3.7 where at around 
E d  I  or -  -3 dB (50% of total Node-B power) the maximum nominal average information bit 
rate of 1600kbps is obtained for two receive antennas with zero conelation. This observation is 
useful at a system level, where a maximum power allocation of 50% for S-HSDPA can be 
reserved. However, for 16-QAM the maximum nominal average information rate of 2332 kbps 
cannot be reached even at high E d  I  or power allocation. A maximum data rate of circa 1950 
kbps is reached for 16-QAM at E d  I  or = -1 dB (80% of total Node-B power) with receive 
antenna of 0.0.
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Figure 3.7: Average Throughput of QPSK and 16QAM with receive antenna diversity as a function of antenna correlation with Inter-TTI interval = 1
From Figure 3.7 it can also be concluded that with two receive antennas and antenna correlation 
values of 0.0; 2.0 to 2.5 dB gain diversity is achievable with respect to a single receive antenna 
UE. An interesting observation can be gained made is when we compare the throughput of one 
and two receive antennas of correlation 0.0. The two receive antennas of correlation 0.0 case 
shows increases in the throughput of more or less twice compared to the single receive antenna 
case. This occurs at regions of Ec/ I qi- of -6 dB to -4 dB (25%-40% of total Node-B power) for 
QPSK and regions of Ecflor  of -6 dB to -1 dB (25%-80% of total Node-B power) for 16-QAM
The average air interface excess delay for QPSK and 16-QAM with receive antenna diversity with 
varying degrees of antenna correlation and assuming a maximum of four retransmissions is shown 
in Figure 3.8. The results indicate that a lower air interface excess delay is achieved by QPSK at 
all values of relative to 16-QAM. The average air interface excess delay plots show the
average time needed for a block to be received correctly by a UE due to the operation of the 
HARQ protocol. The smaller value of the average air interface excess delay for QPSK is a result 
of lower average number of retransmissions for a particular simulation run at a particular .
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16-QAM modulation results in a higher average air interface excess delay even though it can 
achieve a higher throughput at high E d  I  or values for two receive antenna diversity and at low 
antenna correlation values with respect to QPSK modulation. From Figure 3.8, the average air 
interface delay for QPSK modulation reaches TTI value of 2ms outperforming 16-QAM that still 
needs retransmissions even at high values of E d  I  or order to correctly receive radio frames.
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Figure 3.8: Average Air Interface Excess Delay of QPSK and 16QAM with receive antenna diversity 
as a function of antenna correlation with Inter-TTI interval = 1
From both the throughput and average air interface delay excess curves, suitable packet data 
service applications for S-HSDPA can be determined. It can be concluded that for S-HSDPA 
transmissions, it can fully support background services and to some extent streaming (maximum 
delay tolerance of 250ms [3GPP07e]). In order to fulfill the QoS requirement of streaming, the S- 
HDSPA requires terminals with receive antenna diversity and high power E d  I  or transmissions. 
From Figure 3.7 and Figure 3.8, the QPSK S-HSDPA transmission at -  -3dB (50% of
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total Node B power) can achieve a considerably lower excess delay, less than 10 ms, and a link 
level average throughput of 1600 kbps. This is obtainable with receive antenna diversity. From 
Figure 3.8, it is seen that 16-QAM S-HSDPA can be deployed only for delay tolerant services as 
the average air interface excess delay is considerably higher (more than a quarter of a second) 
even though it can reach higher average throughput than 1600 kbps at regions of high E^IIor  . 
The throughput curves also illustrate the limitation of the S-HSDPA system link level throughput 
because the 16-QAM higher order modulation cannot achieve higher throughput with respect to 
QPSK at medium E d  I  or allocation due to the highly dispersive nature of the IMR channel.
The average air interface excess delay curve also shows that in certain region of //^,. the S- 
HSDPA can be utilized for MB MS purposes in order to obtain higher data rate transmissions. 
Giambene [GIAM06] reported the usage of H-SDPA solely for point to point communication 
purposes whereas the FACH transport channel that can support low data rate transmission is the 
recommended transport channel for MBMS services. Herein the S-HSDPA without HARQ can be 
utilized for MBMS purposes at regions where the average air interface excess delay is near to the 
minimum value i.e. 2 ms. This ensures a S-HSDPA transmission that only requires one 
transmission. For the case of point to multipoint communication the HARQ protocol is not 
practical because it exhausts the system capacity of the MBMS system. It also results in spectrum 
and scheduling inefficiency when packet retransmission for some of the UEs has to be adapted. S- 
HSDPA without HARQ achieves a higher nominal average throughput of around 1600 kbps 
which is far superior to the highest FACH data rate of 384 kbps reported in [ANDR05a].
3.3.4 Transmit Antenna Diversity -  Space Time Transm it Diversity
The STTD performance is shown in Figure 3.9 with the same simulation parameters as illustrated 
in Table 3.1. It is observed that STTD provides gain only in the Ricean channel having a K-factor 
equal to 6dB. For the scenario of the IMR Case 4 channel, no gain is achieved and the STTD 
performs worse than without STTD. Similar results are also reported for terrestrial HSDPA in 
[IIZU05]. The performance of STTD is known to suffer in multipath channels because additional 
multiple access interference is introduced due to imperfect scrambling and channelization code 
properties. This problem of STTD has also been reported in [MAYR05]. Hence, it appears that for 
very dispersive multipath fading channels, STTD is not beneficial.
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Figure 3.9: The Average Throughput of S-HSDPA, QPSK, 5 parallel codes, lor/Iuc =OdB with and
without STTD.
Another issue that complicates the implementation of STTD in SUMTS systems is that it needs 
two GEO satellites (that emulate two antennas of terrestrial STTD scheme implemented in 
terrestrial systems) in order to provide uncorrelated paths for exploiting diversity. Thus STTD is 
not a useful option for S-HSDPA as it does not give performance gain in an IMR environment.
3.3.5 Multicodes Transmission
Next we investigate multicode transmission where a maximum of 10 codes are used and the TBS 
is either kept at 3202 (implying nominal/target information bit rate of 1601 kbps) or changed to a 
higher value of 6438 (implying nominal/target information bit rate of 3219 kbps) as shown in 
Table 3.2. The FRC parameters for multicode transmission are shown in Figure 3.4. It is observed 
from Figure 3.10 that 10 codes with a higher TBS of 6438 bits outperforms smaller TBS of 3202 
bits with the same number of parallel codes only at very high values of transmit power (more than 
70% of the total available power). This is because, with a higher TBS the coding rate is high 
(0.67) as compared to the case of smaller TBS that have a coding rate of 0.33.
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Parameter Value Unit
Modulation QPSK
Nominal Avg. Inf, Bit Rate 1601/1601/3219 kbps
Inter-TTI Distance 1 TTI’s
Number of HARQ Processes 250 Processes
Information Bit Payload 3202/3202/6438 bits
Binary Channel Bits Per TTI 4800/ 9600/ 9600 bits
Total Available Soft Metric Location’s in UE 2400e3/4800e3/4800e3 SML’s
Number of SML’s per HARQ Proc. 9600/19200/19200 SML’s
Instantaneous Coding Rate 0.67/0.33/0.67
Number of Physical Channel Codes 5/10/10 Codes
Geometry Factor ( ) 10 dB
Table 3.2: Simulation Parameters for Multicodes Transmission
With more channel protection and increased temporal diversity, due to the repetition of 
information bits, smaller TBS performs better in the dispersive multipath channel and achieves a 
higher throughput than the higher TBS at relatively low to medium power levels and also achieves 
its target throughput of 1601kbps at Eç/ 1q,. of -2dB (63% of the total Node-B available power). 
Higher TBS of 6438 bits with a very high coding rate of 0.67 outperforms smaller TBS of 3202 
bits at around E ^jl^y  of -1 dB (80% of the total Node-B available power). Thus keeping the TBS 
fixed and increasing the number of multiple parallel codes appeal's to be a more useful method for 
increasing the throughput than increasing both the TBS and the number of parallel codes at low to 
moderate power levels in highly dispersive multipath channels. This is because the former 
decreases the coding rate and also benefits from temporal diversity introduced by repetition. 
However the use of more parallel codes for S-HSDPA will actually exhaust the number of 
available spreading codes for other physical channels.
59
Chapter 3. Link Level Performance o f Satellite-HSDPA
2000
1800
1600
1400
K 1200
1000
H  800
600
400
200 - e -  Q PS K  5 MC TB S=3202 
-4K- Q PS K  10 MC T B S=6438 
- A -  Q PS K  10M C T B S = 3202
- 5-6 - 4 -2
E c/lor (dB)
Figure 3.10: The Average Throughput of S-HSDPA, QPSK, lor/Ioc =10dB with multicodes
transmission
The average air interface excess delay for the multicodes operation with QPSK modulation is 
shown in Figure 3.11. The figure indicates that a significantly low average air interface excess 
delay is achieved by TBS of 3202 bits with 10 multicodes for all E cflor  values. The average air 
interface excess delay plots show the average time needed for a block to be received correctly by 
a UE due to the operation of the HARQ protocol. The lower value of the average air interface 
excess delay for TBS of 3202 bits with 10 multicodes is a result of lower average number of 
retransmissions for a particular simulation run at a particular //q;- . From Figure 3.11, the 
average air interface excess delay for TBS of 3202 bits with 10 multicodes reaches a TTI value of 
2ms at Ec 11 or ~ dB (50% of the total transmitted power from Node-B) that corresponds to an 
average throughput of 1500 kbps (in Figure 3.10).
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Figure 3.11: The Average Air Interface Excess Delay of S-HSDPA, QPSK, Io,/Ioc =10dB with
multicodes transmission
As with the receive antenna diversity results, similar conclusions can also be made for the 
multicodes transmission. To achieve the nominal average throughput, the S-HDSPA requires 
terminals operating with QPSK modulation, TBS of 3202 bits with 10 multicodes and at 
Ec/lor  between -3dB to -2dB (50%-63% of total Node B power). From Figure 3.10 and Figure 
3.11, the QPSK S-HSDPA transmission at E c/lor  = -3dB (50% of total Node B power at GEO 
satellite) can achieve a considerable low delay, nearing 2 ms, and a link level average throughput 
of 1500 kbps. This is obtainable by increasing the multicodes and decreasing the coding rate. The 
increase in multicodes also allows the S-HSDPA to be utilized for MBMS purposes in order to 
obtain higher data rate transmissions. This is shown in Figure 3.11 where the average air interface 
excess delay is near* to the minimum value i.e. 2 ms (corresponding to a single transmission 
without the need for retransmission).
3.4 Conclusions
The link level performance of S-HSDPA was presented in this chapter. Several parameters were 
investigated and some enhancements were simulated to investigate their effect on the performance
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of the S-HSDPA in an IMR configuration. All the simulation results are our own contribution. 
The performance metrics are valuable in determining the design of the best radio link resource 
utilization in the physical layer. Some important conclusions from the link level performance 
studies are noted below.
1. Results indicate that QPSK outperforms 16-QAM in nearly all cases of interest and for 
QPSK two retransmissions are sufficient to obtain maximum throughput.
2. The 16-QAM modulation can only achieve higher throughput at high power allocation 
o fE c jlor  by using receive antenna diversity at low antenna correlation values. The FRC 
simulations show that higher order modulation may not be beneficial for S-HSDPA 
systems deployed in the highly dispersive IMR Case 4 channel environment.
3. S-HSDPA can support background services and to some extent streaming by inference 
from the average air interface delay results.
4. The use of receive antenna diversity increases the convergence towards the nominal 
average throughput (by gaining 2.0 to 2.5 dB for receive antennas with correlation values 
of 0.0) for QPSK and 16-QAM S-HSDPA systems and is beneficial in decreasing the 
operating power for S-HSDPA. In contrast, use of STTD does not increase the throughput 
in multipath channel environments.
5. The increase in number of multicodes increases the throughput of the S-HSDPA system 
due to the repetition of the symbols, but the drawback is that it requires the use of more 
channelization codes at the expense of other physical channels.
6. The low average air interface delay (converging to the minimal value of 2 ms) especially 
at E c/lor  ~ (50% of the total Node-B power) for receive antenna diversity, results
in an average throughput near to the nominal average throughput value. This opens up the 
possibilities for SDMB transmission. Hence, S-HSDPA would enable higher average 
throughput to be achieved compared to the currently proposed SDMB physical channel 
bearer i.e. the FACH physical channel.
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Chapter 4
4 Advanced Receivers for S-HSDPA
4.1 Introduction
In this chapter, we study the performance of S-HSDPA with advanced receivers. We concentrate 
on equalization and multipath interference cancellation methods as an alternative to the 
conventional path diversity-matched filter RAKE receiver. The purpose of the aforementioned 
techniques is mainly to restore the orthogonality factor of the received S-HSDPA signal that 
deteriorates as the downlink signal travels through multipath fading channels.
The normal conventional digital baseband signal processing unit for a UMTS UE is a RAKE 
receiver with typically 4-6 fingers. The RAKE receiver performance degrades significantly with 
the highly dispersive IMR channel, because the RAKE receiver is optimized only for signal to 
background noise ratio. The intracell interference between multi-user signals (transmitted 
synchronously at the Node B) caused by the multipath channel however, cannot be discriminated 
and suppressed by the RAKE receiver. This causes low orthogonality between the physical 
channels and causes different physical channels to interfere with each other. For this reason the 
parameter orthogonality factor was introduced in DS-CDMA systems to characterize the 
imperfection of the spreading codes due to the frequency selective channel.
In order to overcome this problem and improve capacity and QoS, advanced signal processing 
techniques have been proposed. There are several equalization and multipath interference 
cancellation techniques that have been studied for terrestrial WCDMA and HSDPA downlink 
systems in order to increase downlink capacity performance. The significance of performance 
increase in the utilization of advanced receivers is noted in [HOLM02] and [HOLM07].
In this chapter we investigate the equalizers and interference cancellers in the satellite and 
terrestrial IMR environment. By introducing equalizers and interference cancellers in the S- 
HSDPA receiver terminal, we focus mainly on the comparison of performance of the advanced
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receivers with respect to a conventional RAKE receiver. In Section 4.2, we consider the core 
signal processing principles of conventional and advanced receivers. We consider implementation 
of several low complexity advanced receivers, whilst avoiding computationally expensive 
receivers, and demonstrate their performances in Section 4.3. In this section the computational 
complexities of these receivers aie weighed against their performance gains to aid the system 
choices. We highlight the best performing receivers in Section 4.4 before giving some concluding 
remarks in Section 4.5.
4.2 Conventional and Advanced Receivers for S-HDSPA
As with any mobile communications system, the front end receivers for a DS-CDMA system 
utilizes signal processing techniques to improve the link level performance. The nature of the 
mobile communication channels that condition the received signal quality inherently requires 
robust receivers to combat the dynamic channel distortions. The channel distortions caused by 
multipath fading and Doppler spread phenomena increase the link level block error rates and this 
becomes increasingly important for higher data rate communications.
In synchronous forward linlc DS-CDMA systems, the multipath fading destroys the orthogonality 
of the spreading codes. The 3GPP WCDMA specification uses concatenated codes consisting of 
long scrambling codes and short sequence Walsh-Hadamard spreading codes to spread and 
scramble the physical channels. In the 3GPP specification, the scrambling code for the downlink 
transmission is the same for all physical channels, corresponding to the same cell or base station 
from which the user terminal is being served. Whereas in the uplink, the scrambling codes is 
unique for every terminal [HOLM02], The downlink signals that travel through the multipath 
fading channel result in a lower orthogonality due to the time shifts of the orthogonal signals at 
the descrambler and despreader. Hence, this phenomenon produces intracell interference.
In this section we highlight the signal processing principles embedded in the receiver to provide 
the performance improvements and the complexity encountered when these receivers are 
implemented for the S-HSDPA system. We elaborate on path diversity, equalization and 
interference cancellation receiver principles before giving the link level simulation results for S- 
HSPDA systems with such advanced receivers.
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4.2.1 RAKE Receiver: Path Diversity Receiver
The 3GPP has selected the RAKE receiver as the default receiver. The RAKE receiver principle is 
akin to the matched filter receiver [TURI1960]. The matched filter operates by manipulating the 
complex conjugate of the channel estimation values in order to maximize the received symbols 
signal to noise ratio (SNR). A matched filter can only maximize the SNR but does not suppress 
the intracell interference when it processes the received signal plus interference and background 
noise. Thus we can conclude that the conventional receiver used in the WCDMA specification is a 
suboptimal receiver.
The RAKE receiver is a receiver designed specifically for DS-CDMA systems due to the 
considerations accounted for in a DS-CDMA air interface [RAPP99]. In a DS-CDMA system the 
chip rate is typically greater than the coherence bandwidth of the channel. The RAKE receiver 
operating in a DS-CDMA transmission perceives multiple versions of the transmitted signal at the 
receiver as useful uncoiTelated information. In a classical DS-CDMA system, the orthogonality of 
codes is assumed perfect or nearly perfect (low correlation between successive chips, and between 
different transport channels transmitted within the same bandwidth). Thus in a multipath channel 
environment, signals that are delayed in time by more than a chip duration contain useful 
information and appear like uncorrelated noise due to the pseudo-noise characteristic of the 
spreading codes. However this is a false assumption in the case of multipath channel 
transmissions because there is always some conelation between the delayed chip streams 
contributing to the intracell interference. The intracell interference is also higher (lower 
orthogonality) when the channel is more dispersive [METH03] effectively decreasing the 
performance of path diversity receivers.
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Figure 4.1: RAKE receiver diagram [HOLM02]
The RAKE receiver operates by collecting the multiple time-shifted signals undergoing 
independent multipath fading of the wireless channel. The RAKE receiver exploits the path 
diversity in order to improve the SNR at the receiver. Figure 4.1 depicts the RAKE receiver 
composition with multiple correlators for each multipath signal that corresponds to multiple 
RAKE fingers. The multiple fingers of the receiver detect the strongest multipath components 
with the aid of a delay estimator where the delay timing of each strongest multipath is extracted. 
The channel estimator tracks the channel variations and channel complex coefficients. Within 
each fingers, there is a delay equalizer that compensates the difference in the arrival times of the 
symbols in each finger by delaying the correlator and the spreading codes. The maximal ratio 
combining (MRC) is performed after despreading, in which the channel coefficients retrieved 
from the estimation on the CPICH, are used to weight the despreaded signal of each tap in the 
following manner before combining [DELR98]
w{mTi^+Ti) = ai  {jnTf.+T^) (4.1)
Thus, the received signal is delayed according to the estimated multipath tap delays, descrambled, 
despreaded and weighted according to the channel coefficient and then combined.
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4.2.2 Channel Equalization and Interference Cancellation Techniques
Equalizers are used in general to combat the problem of intersymbol interference (ISI) in both 
wireline and communication networks and dispersive radio channels to enable bandwidth efficient 
data transmission [QURE85]. Generally the signal waveform is corrupted by the channel 
additively and multiplicatively. The channel distortion, in particular time dispersion, causes the 
deviation of the channel frequency response from the ideal constant amplitude and linear phase. In 
the time domain, the time dispersion results in the symbol transmitted over the transmission 
channel being extended beyond the time interval of the intended symbol. This overlapping 
symbols phenomenon is termed as ISI, and is shown in Figure 4.2. The reason why data signals 
(characterized as impulses at the transmitter) undergo time dispersion is due to the different 
frequency tone composition of the impulses. Different frequency tones cause different group 
velocity values resulting different frequency tones to arrive at different times. This causes the 
impulse to be dispersive.
The nature of time dispersion occurring in the communication transmission channels spawned the 
development and research of equalizers to mitigate the distorted signal. Equalizers are 
implemented by a filter. In low data rate transmissions, it is usually sufficient to design a static 
equalizer that compensates the average range of the amplitude and delay of the channel. However, 
if the channel variation becomes faster as in the case of high data rate transmission, adaptive 
equalizers are required. The term adaptive here means that the equalizer changes its parameters or 
coefficients dynamically. The adaptive equalizer uses a predetermined algorithm to track the 
channel variations, in order to dynamically compensate the channel distortion.
M ►
Figure 4.2: Inter-symbol interference
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In the downlink transmission, equalizers are used to compensate the channel induced distortion in 
order to recover the orthogonality of the transmitted signals. Chip level equalizers have been 
proposed for WCDMA downlink to suppress the multiple access interference (MAI) and restore 
the orthogonality of the spreading sequence by equalizing the received signals prior to 
despreading. [HOOL02] described a thorough study of adaptive chip level equalization for 
WCDMA systems transmission as an alternative to the RAKE receiver.
Symbol level equalizers have been proposed in DS-CDMA systems using short spreading 
sequences [MADH94]. However these equalizers are not feasible for the WCDMA systems that 
use long spreading sequences because the equalizer requires the stationarity of the symbols. The 
transition from symbol level to chip level linear minimum mean squared error (LMMSE) can be 
implemented by considering simplifications and assumptions. The chip level LMMSE equalizers 
as shown in [HOOL02] require the spreading codes of all physical channels. In order to eliminate 
the difficulties of obtaining all spreading signatures the approximate version of the chip level 
LMMSE equalizer has been proposed [FRAN02] [KRAUOO]. The approximate LMMSE 
equalizer assumes the concatenated codes to be pseudo-random and white random process. This 
eliminates the need of all the spreading codes for all physical channels [HOOL02].
Another equalizer variant that has been established and widely used are blind equalizers 
[RAPP96] [SAYE03] and decision feedback equalizers [QURE85] [RAPP96] [SAYE03]. Blind 
equalizers are implemented using various blind techniques, such as the constant modulus 
algorithm (CMA) [SAYE03], Due to the multiple physical channels in the WCDMA system that 
result in varying constellation power, it is impossible to obtain the a-priori information at the 
receiver. The chip and symbol constellation varies with dynamic power control, discontinuous 
transmissions and variable number of users. Hence, such an equalizer is not suitable for WCDMA 
systems. However, a CMA blind equalizer for HSDPA systems was implemented in [GEIR05] by 
using the a-priori information of the constellation of the transmitted CPICH symbols available at 
the receiver. Decision feedback equalizers which are non-linear equalizers also rely on a-priori 
knowledge of the constellation of the desired reference signal. This type of equalization is also not 
suitable for the WCDMA systems because the hard decision values of the symbols and chips are 
needed for the feedback filter. However the implementation of a decision directed equalizer was 
presented in [BAST06] for HSDPA systems by using the estimates of the HS-DSCH physical 
channel chip values.
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The linear chip MMSE equalizer introduced in [KRAUOO] requires the inverse matrix of the 
channel response covariance matrix. The inverse matrix calculation time will increase as the 
maximum delay time of the path increases. Long multipath delays that are common in the IMR 
systems will cause higher complexity in the inverse matrix calculation. Hence for an S-HSDPA 
system in an IMR environment, low complexity adaptive chip-level equalizers based on steepest 
decent algorithms and other non-LMMSE techniques [SAYE03] could be the used to decrease the 
UE complexity.
The adaptive chip-level CPICH NLMS based equalizer was introduced by Petre et al [PETROO] 
and another similai' variant to the LMS equalizer named the Griffith’s equalizer was studied in 
[HEIK99]. The chip-level adaptation using the constrained minimum-output-energy (CR-MOE) 
equalizer was introduced by Li et al in [LI99]. The pre-filter RAKE equalizers and its variants for 
WCDMA systems were studied in [HOOL02]. The results of chip-level CPICH NLMS 
equalizers, Griffith’s equalizer and CR-MOE equalizer were also included in this paper. The 
fractionally spaced spatial adaptive equalizer for SUMTS mobile terminals using NLMS and 
CMA algorithm was studied in [NORD02]. However this study was simplified and did not 
consider the multiple physical channels inherent in the downlink transmission.
An alternative to the equalizer approach is the concept of the multipath interference canceller that 
has arisen out of research on multiuser interference cancellation/detection (MUD) [VERD98] 
[MOSH96] [WANG03] techniques for multiple access interference (MAI) mitigation in a multi­
user DS-CDMA communication system. MUD utilizes joint code, timing and channel information 
to improve the performance of the receiver. MUD talces the form of canceling interference coming 
from other multi-user signatures as opposed to equalizing the whole received signals. Most of the 
MUD techniques are suboptimal solutions because the optimal MUD receiver proposed by Verdu 
[VERD86] is extremely complex to be implemented practically [ANDROSb]. The concept of 
interference cancellation is similar in terms of its structure with a decision feedback equalizer 
(DEE) which is a nonlinear filter [HOOL02].
The Parallel Interference Canceller (PIC) and Successive Interference Canceller (SIC) are two 
sub-optimal variants of the interference canceller [MOSH96]. However MUD techniques are 
more suitable to be implemented at the base station for uplink where knowledge of all active users 
is available. In the forward link, MUD is not practical due to scarce processing power and the 
need for multi-user apriori information (i.e. the knowledge of spreading codes of all the active 
users at the UE that requires high signaling information).
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Higuchi et al [HIGU02] proposed the multipath interference canceller (MPIC) for downlink 
terrestrial HSDPA systems. The MPIC proposed algorithm is structurally similar to the PIC and 
uses a weighting method to improve the inaccuracy of the channel estimation and data decision. 
The weighting factor is important to improve the accuracy of the interference replicas that are 
being reproduced in the multistage structure. A parallel structure is preferred to the serial 
configuration because of the shorter processing delay. In a parallel structure, the despreading, 
channel estimation, RAKE combining and interference replica generating for all users aie 
performed in parallel. Hence the MPIC attempts to restore the orthogonality by cancelling the 
multipath signals.
There have been several forms of interference cancellation methods implemented for WCDMA 
systems. The hybrid PIC utilizing both SIC and PIC methods to cancel the interfering physical 
channel concept was proposed in [SAAD05]. The removal of the synchronization and pilot 
channels from the total received signal in the context of HSDPA was studied in [FREU05]. The 
results have shown improved performance by cancellation of known common channels. A similar 
work as shown in [HIGU02] was also studied in [HORN02] with the inclusion of an intercell 
interference cancellation as well. However most of the studies to date have not considered 
simulating other physical channels in the downlink transmission. Furthermore, most of the 
available results are also in terms of either BER or BLER and not in terms of throughput which is 
the more important parameter when HARQ is in operation.
4.3 Simulation Results and Analysis
We have concentrated our simulation (the same simulator is used as shown in Chapter 2, Figure 
2.9) and performance analysis on low complexity equalizers and MPIC for the S-HSDPA system. 
Chip level linear adaptive equalization and MPIC methods are among the most feasible and 
suitable receiver enhancement that can be implemented for a WCDMA system due to the low 
computational complexity that allows power saving at the UE. In [HOOL02] the performance 
curves for the equalization studies are implemented for the Release 99 WCDMA system. We have 
concluded that chip level equalizers are the most suitable for S-HSDPA systems, and that for such 
a packet data system, throughput and air interface excess delay are the most important matrices to 
investigate.
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4.3.1 Common Pilot Channel Equalization
The chip level CPICH adaptive equalizer was first proposed by [PETROO]. The common pilot 
channel equalization was utilized to restore the orthogonality of the received signal due to the 
high power CPICH channel transmitted by the base station. In a typical WCDMA system, the 
CPICH channel usually accounts 10-20% of the base station transmitted power. The CPICH 
signal is mainly used for channel estimation, handover and CQI estimation and is a-priori known 
at the receiver side. Thus having the knowledge of the predetermined CPICH chips at the receiver, 
the CPICH equalizer is the easiest adaptive equalizer to be implemented, and thus worthy of study 
in the context of S-HSDPA.
[PETROO] implemented the equalizer by updating the filter coefficients at symbol rate, meanwhile 
[HOOLOl] and [HOOL02] have implemented the updating at chip rate. The CPICH adaptive 
equalizer is implemented by using the normalized least mean square (NLMS) algorithm. For a 
chip level CPICH equalizer that updates the filter coefficients at chip rate, the CPICH chips are 
used as the reference signal. The other signals from different channels are treated as pseudo­
random (noise-like) due to the spreading code characteristics. This is clearly a drawback because 
the CPICH equalizer training can be said to operate with a low SNR, resulting in large error 
values and high minimum square error.
We continued to implement the CPICH equalizer as shown in Figure 4.3 even though the BER 
results in [HOOLOl] and [HOOL02] show distinctive weakness in the achievable gain in contrast 
to other higher complexity equalizers. Most of the results illustrated in both papers are BER 
results with respect to / Wq for a simple WCDMA system without the full WCDMA
multiplexing chain that includes channel interleaving and channel coding i.e. Turbo codes. The 
BER plots which are actually symbol error rates after QPSK demodulation does not indicate the 
BLER or throughput performance that are more noteworthy for the packet HSDPA transmissions. 
The average air interface delay also plays an important role in order to characterize the average 
packet delay attainable. By considering these points, we continue to investigate the significance of 
the low complexity NLMS CPICH chip level equalizer for the S-HSDPA system.
Figure 4.3 illustrates the block diagram of the NLMS CPICH equalizer. The NLMS adaptation is 
chosen because of the faster convergence in comparison to the standard LMS algorithm. 
Furthermore, the step size range is simpler to determine than LMS [SAYE03]. The output of the 
equalizer at time n is given in matrix form as z = tv(iz)^G’(rt) where /*(«) is the vector of
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received chips at time n corresponding to the equalizer length and >i^ (;^ )^ Ms the Hermitian 
transpose of the weight vector of the equalizer. The updated weight vector of the NLMS equalizer 
after every chip equalization process is given by [HOOL02]
n^(/z+l) =  >v(«) +
r (n )^  r(n)
(4.2)
where the step size for NLMS is given as 0<jU<2,  and e*(/7.) = (s(«.)-w(/7.)^r(7i))* is the 
complex conjugate of the error signal. It was mentioned earlier that the CPICH reference signal 
s(n) used to train the equalizer assumes that other multi-user chip signals are pseudo-random 
noise like signals (due to the long scrambling code). In order to ensure convergence of the 
equalizer coefficients, we use small values for the step size. The small step size that results in 
slow convergence is compensated by high equalization rate (at the chip rate).
r ( 7 7 .) Equalizer
Output
>t^ (/7)
s ( n ) Y  Signal
Equalizer Correlator
NLMS
Spreading Sequence
Figure 4.3; NLMS CPICH chip level equalizer
Link level simulation results are presented for an IMR configuration, that consist of tenestnal 
repeaters that relay the received LoS satellite signal in their surroundings to provide urban aiea 
coverage. The IMR power delay profile used in herein is defined in [HERT04] as Case 4 (also 
reproduced in Appendix A) and represents an urban street canyon environment (with a vehicle 
speed of 30 km/h) where apart from the direct LoS signal from the satellite, the UE receives the 
signal relayed from three IMRs. Other simulation parameters for the situation shown in this 
section are illustrated in Table 4.1 and are of a practical system.
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Parameter Value Unit
Modulation QPSK
Nominal Avg. Inf. Bit Rate 1601 kbps
Inter-TTI Distance 1 TTI’s
Number of HARQ Processes 250 Processes
Information Bit Payload 3202 bits
Binary Channel Bits Per TTI 4800 bits
Total Available SML’s in UE 2400e3 SML’s
Number of SML’s per HARQ Proc. 9600 SML’s
Instantaneous Coding Rate 0.67
Number of Physical Channel Codes 5 Codes
Geometry Factor Oor  ^^ oc) 10 dB
CPICH NLMS Step Size 0.02
CPICH Physical Channel 1 ^ or -7,-10,-13 dB
CPICH NLMS Filter Length 53 Taps
Table 4.1; Simulation parameters.
The average user throughput performance is shown in Figure 4.4 for the RAKE matched filter and 
NLMS CPICH equalizer. The parameter us the ratio of the allocated power in the
HSDPA channel to the total power transmitted. In practice the would be in the range of -
6 to -3 dB (which corresponds to 25% to 50% of power allocation). The result illustrates the 
superiority of the chip-level adaptive equalizer which can achieve a maximum gain of around 1 
dB at low values of over the conventional RAKE receiver. Only at high value
(-l.SdB corresponding to an unrealistic 66.1% power allocated to HS-DSCH), the RAKE receiver 
throughput exceeds the NLMS CPICH equalizer but with insignificant difference. The 
observation shows that multi-path diversity in the IMR environment using the RAKE matched 
filter can only supersede chip level channel equalization or spreading code re-orhogonalizational 
methods at high allocation of transmit power.
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Figure 4.4: Average throughput comparing CPICH NLMS Equalizer with RAKE receiver
Figure 4.5 shows the average air-interface excess delay for both receivers. Again the NLMS 
CPICH equalizer gives a performance improvement by reducing the average air-interface excess 
delay (the delay that is due to the HARQ protocol and does not take into account the ever present 
500 milliseconds round trip delay of the original transmission). At of -6 dB, the RAKE
suffers from an average delay of about 620 milliseconds whereas the equalizer receiver suffers 
from only 510 milliseconds delay which is 18% better than the RAKE receiver. Moreover as the 
^c l ^o r  the average air-interface excess delay between both receivers converges to the
minimal value of 2 ms.
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Figure 4.5: Average air interface excess delay comparing CPICH NLMS equalizer with RAKE
receiver
The performance of the NLMS algorithm used in the CPICH NLMS equalizer depends 
significantly on the quality of the CPICH signal received. The impact of CPICH power allocation 
on the throughput and average air interface excess delay is shown in Figure 4.6 and Figure 4.7. 
An increase of CPICH power can further increase the throughput performance of the CPICH 
NLMS equalizer. An allocation of 20% power gives much better performance than 10% power 
allocation, whereas 5% is giving worst performance than RAKE. From both Figure 4.6 and Figure 
4.7, the increase to 20% power allocation from 10% power CPICH power has shown smaller 
increase in gain in comparison with the increase to 10% power allocation from 5% power CPICH 
power. This observation illustrates the decreasing gain achieved as more power is allocated to the 
CPICH. However, the 20% power allocation can give a maximum gain of nearly 2 dB than 
compared to a RAKE receiver through out the whole abscissa. The results shows that
the performance of the CPICH NLMS equalizer can be further improved by an increase in the 
CPICH power at the transmitter at the expense of decreasing the total available power for other 
physical channels.
To summarize, the chip level CPICH NLMS has been shown to outperform the RAKE receiver by 
giving higher throughput and lower average air-interface excess delay. The CPICPI signal that is
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transmitted along with the data signals in the WCDMA SUMTS system can be easily used to train 
the NLMS equalizer without any need for additional pilot signals. The chip level CPICH NLMS 
adaptive equalizer which shown better performace may eliminate the need for a RAKE matched 
filter without incurring significant additional complexity.
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Figure 4.6; Average throughput comparing different CPICH power allocation
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Figure 4.7; Average air interface excess delay comparing different CPICH power allocation
4.3.2 Griffths’ Algorithm Based Equalization
Another variant of the chip level equalization that is attractive for application to the S-HSDPA 
system is the Griffiths’ equalization. The equalizer was first implemented by Heiklcila et al 
[HEIK99], where its performance for a general DS-CDMA was compared with the conventional 
RAKE receiver. The equalizer is also compared with the adaptive chip separation equalizer in 
[KOMUOO], and it is shown to perform better. The equalizer has been implemented for a three 
taps multipath channel in [HOOL02] and compared with several other chip level equalizers.
The Griffiths’ equalizer exhibits a low complexity calculation similai* to the LMS algorithm. The 
equalizer is also noted as a blind equalizer as it does not require any training sequence. However, 
the algorithm requires the channel estimation values and hence the channel estimation accuracy 
plays an important role in the adaptation algorithm as shown in [BAST06]. The channel 
estimation values can be obtained from the CPICH channel that is continuously available. 
Considering the fact that the Griffiths’ equalizer has the advantages of a low complexity receiver 
without requiring any training sequence and has shown significant performance gain in
77
Chapter 4. Advanced Receivers fo r  S-HSDPA
[BAST06], [KOMUOO] and [HOOL02], we decided to study the Griffiths’ equalizer as an 
alternative to the conventional RAKE receiver in the S-HSDPA scenario.
The Figure 4.8 illustrates the Griffiths’ chip level equalizer. The updated weight vector of the 
Griffiths’ equalizer after every chip equalization process is given by [HOOL02]
w{n +1) = -  ju{z * -  p) (4.3)
where z * ( / 7 . )  is the conjugate of the output of the equalizer at time n is given as 
Z = w ( n y ^ / ' ( / 7 . )  where r (/7 .)  is the vector of received chips at time n conesponding to the 
equalizer length and t»>(77)^ i^s the Hermitian transpose of the weight vector of the equalizer. 
Whereas p is the channel impulse response obtained from the channel estimation. In order to 
ensure convergence of the equalizer coefficients we use again small values for the step size. From 
Figure 4.8 the vector of received chips /*(/7) are equalized by the equalizer block, where the 
weights of the equalizer are obtained from the adaptation process (referring to equation 4.3). The 
Griffiths equalizer requires a channel estimator in order to obtain the channel impulse response 
for the Griffiths’ adaptation algorithm. The equalizer output is obtained after the dispreading 
process at the conelator.
r(n)-
w(n)
Adaptation
Process
Channel
Estimator
Equalizer Correlator Equalizer
Output
Figure 4.8; Griffiths’ chip level equalizer
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Link level simulation results are presented for an IMR configuration, with a similar IMR power 
delay profile as used for the CPICH NLMS equalizer. Other simulation parameters are tabulated 
in Table 4.2.
Parameter Value Unit
Modulation QPSK
Nominal Avg. Eif. Bit Rate 1601 kbps
Inter-TTI Distance 1 TTI’s
Number of HARQ Processes 250 Processes
Information Bit Payload 3202 bits
Binary Channel Bits Per TTI 4800 bits
Total Available SML’s in UE 2400e3 SML’s
Number of SML’s per HARQ Proc. 9600 SML’s
Instantaneous Coding Rate 0.67
Number of Physical Channel Codes 5 Codes
Geometry Factor Oor  ^^ oc) 10 dB
Griffiths’ Step Size 0.002
Griffiths’ Filter Length 53 Taps
Table 4.2: Simulation parameters for Griffiths’ chip level equalizer.
The average user throughput and average air interface excess delay performance for the Griffiths’ 
equalizer against the RAKE matched filter is shown in Figure 4.9 and Figure 4.10. The 
throughput result illustrates the superiority of the Griffiths’ adaptive equalizer as it performs about 
2 dB better than the RAKE receiver, in regions of low and medium E ^ j l values. It is also
observed that the equalizer achieves an increase of throughput ai'ound 400 kbps compared to the 
RAKE receiver at low and medium values of (for example a 90% increase in average
throughput at E l l  of -6 dB). However, the throughput gain decreases after E II  .o f  -4dB.C f Cj I C  /  0 }
Figure 4.10 shows the significant reduction on the average air interface excess delay corresponds 
to a decrease in the requirement for more retransmissions of enoneous transport blocks.
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Figure 4.9: Average throughput comparing Griffiths’ equalizer with RAKE receiver
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Figure 4.10: Average air interface excess delay comparing Griffiths’ equalizer with RAKE receiver
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The Griffiths’ equalizer algorithm depends on the channel estimation values in order to obtain the 
filter coefficients values. In the preceding simulation we assumed perfect channel estimation. The 
impact of channel estimates shown in [BAST06] has been done by varying the quality of the 
channel estimation. In a WCDMA system the CPICH channel estimation is utilized as the 
standard channel estimation method. Thus it is more relevant to consider the impact of the 
Griffiths’ algorithm with CPICH channel estimation. Figure 4.11 shows the average throughput 
for the chip level Griffiths’ equalizer with ideal knowledge of channel and with CPICH channel 
estimation. It is shown that the Griffiths’ equalizer maintains its superior performance with 
CPICH channel estimation where the degradation in performance can be considered to be 
negligible. Thus, we conclude that the Griffiths’ equalizer yields a robust performance even with 
a low complexity which is similar to the NLMS CPICH equalizer.
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Figure 4.11: Average throughput illustrating impact of channel estimation for Griffiths’ equalizer
4.3.3 Multipath Interference Canceller
Figure 4.12 shows the structure of the MPIC consisting of 2 channel estimator interference 
generator units (CEIGUs), whose number corresponds to the number of stages in the MPIC. The 
MPIC is scaled down to 2 stages and the branches of the received signal are also confined to two 
multipaths in order to simplify the explanation of the basic operation of the MPIC. The received
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signal at their respective branches is despread by a matched filter in each CEIGU. Then, the phase 
variation of each path is compensated and coherently Rake-combined. Hard-decision symbols of 
the Rake combiner output are used to estimate the symbols for interference generation purposes. It 
should be noted that the hard decision symbols can also be obtained after channel decoding and 
the performance of such an MPIC is much better than the one in which hard decisions are made at 
the output of RAKE receiver [HIGU02]. However the complexity of the former (due to multistage 
decoding and the fact that there are several blocks in between RAKE output and channel decoding 
such as rate matching) is much higher than the latter. Since keeping the complexity of the UE as 
low as possible is quite important, we consider such an MPIC where the RAKE receiver output is 
used for interference generation. By doing so, the performance of the MPIC will be suboptimal, 
but since the purpose is to have a fair comparison between chip-level equalizers and MPIC, the 
choice of suboptimal MPIC is justified as, even for equalizers, we choose adaptive equalizers 
(again for the sake of keeping the complexity low) instead of computational intensive MMSE 
equalizer [HOOL02] that has better performance. During and after the second stage, the MPI 
replica estimated in the previous stage is removed from the received signal before feeding the 
signal to the next stage of CEIGU, Figure 4.12 shows that the interference of the first multipath is 
multiplied by the weighting factor of the first stage and then it is used to cancel the multipath 
interference to enable better RAKE receiver hard decision demodulation.
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Figure 4.12; Multipath interference canceller
The MPIC replica is generated using the tentative data decision, channel estimate, and received 
power of each path. The interference replica for interference subtraction at every path for the pth 
stage is given by [HIGU02]
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L  Q  ^
/=! y
where the q is the index of the imilticode HS-DSCH channels belonging to the desired users and 
(t) is the complex channel coefficient for the /th path ( l<  I ^  L)  and 6^ '^^  (t) is the estimated 
data symbol for the desired user at the pth stage (1 < p < 4) and s^(t) and 5cp,c/i(0 are the 
spreading codes for the qth code of the HS-DSCH channel and CPICH channel, respectively. 
c^pich (^ ) is the known pilot channel symbol and is the estimated delay time of the /th path. By
using (0  and received signal r (/), the input signal, (/), of MF in the CEIGU for the 
/th path at the (p+l)th stage is represented as [HIGU02]
(0  = r (0  -  ^  /J"’ (f - 1  ) (4.5)
The pai'ameter is the real-valued interference rejection weight ( 0 < < 1 ) and was
introduced in [DIVS96] in order to improve the performance of the PIC. The usage of an 
increasingly monotonie weighting factor as the data estimates becomes more reliable as the stages 
increases results in rejecting only a part of interference as in the initial stages the data estimates 
are not reliable [HIGU02]. Its value can be increased as interference estimates become more 
reliable. It is noted that in (4.5), CPICH is also being cancelled since it is transmitted with 
relatively high power and contributes to MPI. Thus, the cancellation of CPICH and other common 
channels will also result in an improved performance.
Link level simulation results are presented for an ÎMR configuration, with a similar simulation 
setting as the previous advanced receivers are shown in Figure 4.13 and Figure 4.14. Other 
parameters are summarized in Table 4.3. The MPIC partial cancellation factors and the number of 
MPIC total stages were optimized after a few simulation experiments.
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Parameter Value Unit
Modulation QPSK
Nominal Avg. Inf. Bit Rate 1601 kbps
Inter-TTI Distance 1 TTTs
Number of HARQ Processes 250 Processes
Information Bit Payload 3202 bits
Binary Channel Bits Per TTI 4800 bits
Total Available SML’s in UE 2400e3 SML’s
Number of SML’s per HARQ Proc. 9600 SML’s
Instantaneous Coding Rate 0.67
Number of Physical Channel Codes 5 Codes
Geometry Factor Oor  ^^oc) 10 dB
MPIC Starting Weights 0.3
MPIC Stage Weight Increment 0.1
MPIC total stages 2
CPICH Physical Channel H  or 4 0 dB
Table 4.3: Simulation parameters for MPIC.
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Figure 4.13: Average throughput comparing MPIC with RAKE receiver
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The MPIC performs marginally better only after -  -6dB with respect to the conventional
RAKE receiver. We can conclude that in the downlink scenario where there are multiple physical 
channels transmitted synchronously with the HS-DSCH, the interference canceller exhibits a 
wealcness in that it can suppress the multipath interference only from the intended physical 
channel which it can detect and not from other interfering data channels. Furthermore, at 
lowE^y/^^, , the interference estimates are not reliable and thus the MPIC performs worse than
the RAKE receiver. It can be considered, that the lower the j l assigned to the HS-DSCH,
the hard symbols decisions in the MPIC are more prone to errors. If, however, data symbol 
estimates are decided after the channel decoding, the performance of MPIC can be improved at 
the cost of increase in complexity.
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Figure 4.14: Average air interface excess delay comparing MPIC with RAKE receiver
The average air interface excess delay results illustrated in Figure 4.14 show that the gain 
achieved by the MPIC is not substantial enough for the MPIC to be implemented for a S-HSDPA 
system in a dispersive IMR multipath channel. The MPIC average air interface delay performs 
better throughout the whole E^ j l abscissa in contrast to the average throughput. From both
figures, we can justify that it is not beneficial implement the MPIC in an S-HSDPA system
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because the increase of complexity in the implementation of the MPIC (comparing with a RAKE 
receiver) outweigh the gain obtained.
4.4 Comparison of Advanced Receivers
The results in Figure 4.15 and 4.16 illustrate the superiority of the chip-level adaptive equalizers 
in comparison to the MPIC s. The results show a distinctive trend for the front end receiver of an 
S-HSDPA system operating in a highly dispersive IMR channel, where we conclude equalization, 
which is naturally a contrast to diversity is a better solution. However as the power allocation for 
the HS-DSCH channels, E ^ j l increases, diversity receivers perform better than equalization
and can reach the maximum nominal average throughput of 1601 kbps and the minimum average 
air interface delay of 2 ms. The equalization principle shows better performance in low and 
medium regions of E ^ j l due to the effectiveness of suppressing the multipath interference of
other physical channels that are significant due to the high power allocated to the other physical 
channels and the highly dispersive IMR Case 4 channel.
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Figure 4.15: Average throughput comparing MPIC, CPICH NLMS equalizer, Griffiths’ equalizer,
and RAKE matched filter
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The Griffiths’ equalizer performs the best and is far superior to the CPICH NLMS equalizer that 
can only achieve a maximum gain around 1 dB at low and medium values of j 7^ .^ for average
throughput. This is achieved with the similar complexity because the Griffiths’ algorithm is 
similar to the LMS. The performance of an adaptive equalizer using steepest gradient methods 
[SAYE03] such as NLMS depends on the filter weights updating equation. The CPICH NLMS 
equalizer performs less well than the Griffith’s equalizer due to use of the whole equalized
received signal tv(rt)^/*(rt.), in the eiTor updating term i.e. e^{n)=^{s{ri)-w{n)^ r { n ) Ÿ . The 
whole equalized received signals which consists of all the transmitted physical channels is trained 
using only the CPICH chips, as mentioned earlier that other transmitted signals are considered as 
pseudo-noise. The Griffiths’ equalizer on the other hand multiplies the equalized received signal
with the vector of the received signal, i.e. (w(n)^  r(n))*r(n) whereby it results in an equivalent
of the channel coefficient vector. Thus the error updating term Ov(n)^/*(?7.)) -  yO in the
Griffiths’ equalizer results in a better filter coefficient adaptation compared to the CPICH NLMS 
equalizer.
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Figure 4.16: Average air interface excess delay comparing CPICH NLMS equalizer, Griffiths’ 
equalizer, MPIC, and RAKE matched filter
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The Griffiths’ equalizer performance increases gradually to match the single tap channel 
performance. At around E ^ j l value of -4dB the average throughput difference is only around
125 kbps and around 40 ms for the average air interface excess delay. The Griffiths’ equalizer 
also shows that at E^ of -8 dB it requires an average of only one retransmission (average air
interface excess delay is less than 500 ms) to obtain an average throughput of nearly 600 kbps. 
Whilst other receivers require at least two retransmission but achieve a throughput lower than the 
Griffiths’ equalizer.
Clearly, the interference canceller performs the best at high . It needs high
^ c l ^ o r  (^ 1 around -2.2 dB and -3 dB) to exceed the performance of the Griffiths’ equalizer
and CPICH NLMS equalizer. As the increases, more multipath interference from the
known HS-DSCH physical channels can be cancelled out. At low values the hard
symbol decision are more prone to errors resulting to incorrect symbol decisions and interference 
regeneration values that cause the MPIC to perform worse than the RAKE receiver.
Table 4.4 illustrates the computational requirements for each receiver that has been simulated in 
this chapter. The general computational costs of the receivers in Table 4.5 based on the method 
detailed in [SAYE03]. The computational complexity of a receiver depends on the complex 
calculations implemented by the signal processing algorithm. The computational costs can be 
explained by finding the number of real multiplication (x in the table), real addition (+ in the 
table) and real division (/ in the table). The table also includes the increase in computational costs 
compared to the de facto receiver i.e. the RAKE receiver. From the table we conclude that among 
the advanced receivers the CPICH NLMS equalizer is the most computationally expensive and 
the Griffiths’ equalizer is the least computationally complex. Meanwhile we can also deduce that 
the computational complexities of the advanced receivers selected in our study are nearly 
comparable to each other. The computational complexity analysis highlights the superiority of the 
Griffiths’ equalizer that can achieve a high throughput and low average interface delay with low 
computational complexity compared to other advanced receivers.
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Total per iteration Increase (compared to RAKE)
Receiver X + / X + /
RAKE receiver 24 22
CPICH NLMS equalizer 954 1052 1 40 times 48 times 1
Griffiths’ equalizer 742 842 31 times 38 times
MPIC 840 870 35 times 40 times
Note:
1=6  (total number of RAKE fingers)
N = 53 (total filter length)
L = 8 (total channel tap length)
P = 2 (total MPIC stages)
(2 = 5 (total HS-DSCH physical channel)
Table 4.4: Comparison of computational cost (based on the simulation parameters)
The increase of complexity of the CPICH NLMS equalizer compared to the RAKE is 38 times for 
multiplication, 48 times for addition and is equal for division operations. For MPIC, the 
multiplication operation is increased to 35 times and the addition operation increases to 40 times 
compared to the RAKE receiver. Hov^ever these increments do not lead to any significant 
performance improvements in the average throughput and average air interface excess delay for 
both CPICH NLMS equalizer and MPIC. Thus in our study of advanced receivers we concluded 
that the Griffiths’ equalizer gives the best tradeoff of performance and complexity among the low 
complexity advanced receivers in consideration.
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Term X + /
RAKE receiver
w{mTi^  + )r, OiiTf^  + T, ) 4/ 41-2
Total per iteration 4/ 47-2
CPICH NLMS equalizer
e*{n) = (j'(»)-a;(n)^r(a))* 4N 6N-2
+ = +
r(n)^ r(n)
ION lQN-4 1
{n + l)r(n + 1) 4N 4N-2
Total per iteration 18N 20N-8
Griffiths’ equalizer
z = w{n)’^ r(n) 4N 4N-2
w (n +1) = w (rt.) -  /z(z * (n)r(n) -  p) 6N 8N-2
{n + \)r{n + \) 4N 4N-2
Total per iteration U N 16A-6
MPIC
/7-stages of CEGUI generating {t -  f j  ) for L-paths
L f  Q \  
/=! I <7-1 y
PL(8K
+4)
PL{4K
+4L)
Interference cleaned signal for L-paths
(t) = r it) -  a '" ' X  t ' f  it -  f j  ) L(2L-2) 2(L)
RAKE receiver after MPIC 
w(mTj^  +r,)/)(mr^ +r,) 41 47-2
Total per iteration
8PLQ
+4PL+
2Û-
2L+4I
4PLQ+
4 P L \
2L+47-
2
Note:
X real number multiplication
+ real number addition
/ real number division
I is the total number of RAKE fingers
N  is the total filter length
L is the total channel tap length
P is the total MPIC stages
Q is the total HS-DSCH physical channel
Table 4.5: Comparison of computational cost (general) for receivers
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4.5 Conclusions
The link level performance of S-HSDPA with advanced receivers was presented in this chapter. 
Several low complexity advanced receivers were investigated in terms of their performance i.e. 
average throughout and average air interface excess delay and computational complexity, for the 
S-HSDPA system in an IMR configuration. The investigation provides an insight into the 
determination of the least complex receivers applicable to the S-HSDPA scenario. Some 
important conclusions from the advanced receiver investigation are noted below.
1. Equalization based receivers perform better in comparison to the interference cancellation 
and path diversity receivers. Only at high power allocation of E ^ j l interference
cancellation and path diversity receivers exceed the equalization based receiver 
performance.
2. CPICH NLMS performance has shown significant improvement when the CPICH power 
allocation is increased to 20% of the total transmitted power. However it has the largest 
computational complexity among the receivers studied in this chapter.
3. The Griffiths’ equalizer is the best in low and medium regions of E ^ j l (applicable to
practical cases) due to the effectiveness of suppressing the multipath interference of other 
physical channels. It maintains the performance even with the standard CPICH channel 
estimation. It is the best sub-optimal receiver investigated that can achieve significant 
gain improvement with least increment in computational complexity.
4. The low complexity MPIC has the weakness that it can only suppress the interference by 
HS-DSCH codes that aie assigned to it and it can also cancel CPICH and other common 
physical channel resulting in relatively low suppression of multipath interference. It 
cannot cancel interference caused by other users. However at regions of very high 
^ c l ^ o r  performs the best amongst the advance receivers. The MPIC should be
beneficial in cases when most of the transmit power is allocated to the S-HSDPA 
channels. However if the transmit power for S-HSDPA channels are lower or 
significantly comparable to other physical channels the MPIC performance suffers from 
intracell interference.
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5, Computational complexity highlights the simplicity of adopting a conventional receiver 
for a S-HSDPA system. However with a slight increase in computational complexity, the 
link level performance of the S-HSDPA in a highly multipath environment can be further 
improved.
6. The advanced receivers aie required to increase the throughput capacity and decrease the 
average air interface delay for the S-HSDPA systems in the highly multipath IMR 
environment. Effectively this decreases the operating power E ^ j l for S-HSDPA
transmissions. Although, the advanced receivers increases the complexity by requiring 
more multiplications / additions, but this is still manageable given the enhancements in 
digital signal processing architectures for emerging UEs.
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Chapter 5
5 Orthogonality Factor for S-HSDPA
5.1 Introduction
In the downlink of WCDMA, multiple user signals are transmitted simultaneously by spreading 
the data symbols using concatenated codes. The concatenated codes are the resultant of the 
multiplication of the Walsh-Hadamard or orthogonal variable spreading factor (OVSF) codes and 
the long Gold scrambling sequence. As mentioned in the previous chapter, time shifted versions 
of the spreading codes are not totally orthogonal. Hence, the presence of multipath propagation 
results in intracell interference among synchronously transmitted signals in the downlink on the 
receiver side.
The loss of spreading codes orthogonality due the intracell interference power is parameterized by 
the orthogonality factor (OF) value. A value of OF equal to 0 means a totally orthogonal 
spreading code at the receiver side where there is no downlink intracell interference (in a single 
path channel transmission case). However, a value of OF greater than 0 means a presence of 
downlink intracell interference due to multipath propagation.
The OF is a crucial factor in a DS-CDMA system where it is accounted for in link budget 
calculations [SIPIOO] and downlink capacity estimation [HILTOO]. The highly dispersive nature of 
the IMR channel due to multiple retransmissions of the received satellite signal from the IMRs 
effectively distorts the orthogonality of the multiuser WCDMA signals. In addition, the power 
limitation of GEO satellites [EVANS04] requires an efficient power allocation resource 
management to achieve optimal downlink capacity. Different receiver architectures such as 
channel equalizers that seek to restore the orthogonality of the received signal have a considerable 
impact on the OF statistics. Hence the study of the OF statistics in the link level analysis for S- 
HSDPA for different transmission and receiver scenarios is crucial in order to obtain an accurate 
input parameter for resource management analysis.
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There are several approaches to obtain the OF values and statistics for downlink WCDMA 
transmissions [PEDE02] [PASSOl] [METH03]. In this study, we will be concerned with the 
analysis of the OF from the link level simulation perspective. In order to obtain the local statistics 
and time-variant OF values, the simulation methods for obtaining the OF considering the time- 
variant behavior of the channel impulse response in [METH03] is used. The OF statistics obtained 
for a multi-code S-HSDPA system in the IMR channel propagation environment are an important 
input for the system level resource optimization.
In Section 5.2 a review of the available literature on OF is presented. A mathematical review of 
the OF for a DS-CDMA system is presented in the Section 5.3. The simulation results for OF 
characterization for advance receivers in the S-HSDPA system in an IMR environment are shown 
in Section 5.4. The conclusions are given in Section 5.5.
5.2 Literature Review
The advantages of using orthogonal codes in CDMA systems were highlighted by DaSilva and 
Sousa in [DASI94]. They showed that orthogonal codes give significant average SNR gain in 
contrast to non-orthogonal codes in a multipath propagation environment. The tree structure of the 
OVSF codes was proposed by Adachi et al for WCDMA systems [ADAC97]. The WCDMA 
specification for 3G mobile systems has adopted the usage of OVSF orthogonal codes in both 
downlink and uplink transmissions [HOLM02] [3GPP07d]. The variable spreading sequence 
enables WCDMA communication systems to deliver variable data rates for different services thus 
enabling better system resource allocation. This also enables the WCDMA system to achieve soft 
capacity. The usage of OVSF codes also facilitates a simple and systematic method of code 
assignment for the different physical channels carrying data symbols at variable data rates. 
Considering these advantages, the OVSF was adopted in the 3GPP standard as a necessary 
requirement for the spreading procedure.
Fong et al [FONG96] describes that the autocorrelation of Walsh-Hadamard codes at non-zero 
time delays is unsatisfactory. They showed that the cross-correlation of OVSF codes are 
inhomogeneous and later highlighted the advantages of utilizing the concatenated Walsh- 
Hadamard codes and long codes in contrast to a non-concatenated sequence. In WCDMA 
downlink transmission the physical channels transmitted from the Node-B share the same 
scrambling code. This assignment enables simple cell recognition and the serving Node-B 
identification at the UE. The downlink physical channels are differentiated by different OVSF
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codes (known also as channelization codes) at the UE. In the uplink each UE utilizes a unique 
scrambling code. This results in an absence of intracell interference at the Node-B for uplink 
transmissions.
There are various methods of obtaining the statistics of the OF. From the system level point of 
view, the OF can be derived by utilizing the simplified power delay profile of a particular cell as 
shown in [PEDE02]. This method generates the large scale statistics of the OF of all users in the 
cell and uses the generic delay spread model as outlined by Greenstein [GREE97]. Greenstein’s 
model assumes that the delay spread is log-normally distributed in terms of its local mean. It also 
assumes the delay spread increases with the distance between the Node-B and the UE. The IMR 
channel delay spread however does not fulfill these conditions. Due to the nature of the 
regenerative signals that are not log-normally distributed and not dependent on the IMRs distance 
to the UE (due to multiple IMRs), a generic delay spread model is difficult to obtain.
The OF has been derived analytically by using only the amplitude power delay profile of the 
multipath channel [PASSOl]. The OF obtained by this method assumes that the temporal behavior 
of channel impulse response does not have any impact on the OF for a RAKE receiver with 
perfect channel estimates. The small scale statistics of the OF (the time variant behavior) is also 
obtainable by using an analytical expression and link level simulation methods as shown in 
[METH03]. These methods take into account the time varying factor of the small scale fading of 
the multipath amplitude and phase. The OF expression derived here only takes into account a high 
spreading factor of 64 with all the multiple downlink users using the same spreading factor and is 
only derived for a single physical channel without multi-codes operation. The analytical 
expression for the OF assumes that the expectation of other downlink interfering channel symbols 
has a zero mean i.e. E[bj  ^] = 0 when bipolar- QPSK signaling is used. This assumption is not
valid in the case of a WCDMA system where the CPICH channel symbols (which typically
account for 10% of the total transmit power from the Node-B) has a mean of, E[bj  ^] = V2 due to
the fixed allocation of pilot symbols to 1 ■+- y .
The link level OF is used as an important input to the system level simulations and calculations as 
shown in Figure 5.1 [MUDU04]. Due to the limitations of the OVSF codes that are not totally 
orthogonal in multipath channel propagation, the WCDMA system undergoes intracell 
interference that limits its capacity. The OF input to the system level is used to evaluate the 
intracell interference that appears at the front end receiver side for system level performance
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analysis. These statistics can be taken from link level simulations. Furthermore, the average OF 
across the cell is used for WCDMA downlink capacity estimation calculations [HILTOO]. It is also 
used to determine the required downlink transmission power for the Node-B [SIPIOO]. In 
[HOLM02] the downlink load factor uses a simplified average OF for all UEs across the cell. This 
average OF used herein is the large scale statistical average of all UEs in a cell [PEDE02]. 
However, the OF for different UEs experiencing distinctive multipath propagation leads to 
distinct OF values for each UE [HOLM02] that actually decreases the accuracy of the capacity 
calculations.
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Figure 5.1: Interface between the link/ system level [MUDU04]
The total required downlink transmission power which depends on the value of the OF is given by 
[SIPIOO]
/ p.R.V. 
p  — « = _I______________ (5.1)
where is the noise power, I is the total number of user served by the Node-B, p. is the 
E. / requirement for user /, P. is the bit rate for user /, P. is the effective physical channel
/  0 ' '
activity for user /', W is the chip rate, L. is the path loss from the serving Node-B to the UE for
user /, and the downlink load factor, is given by IHOLM02]
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Vdl = i:/=l
yiP,R,
w (5.2)
where i is the average ratio of other cell to own cell base station power received by the user, and 
is the OF value for user i.
The time-variant OF (small-scale OF) has been used as an interface between the link level and 
system level simulation analysis [SEEG03]. The usage of the time-variant OF has facilitated a 
simpler approach of obtaining system level simulation results. The results shown in [SBEG03] 
also illustrates the inaccuracy of using an averaged OF for system level analysis. Datta et al 
[DATT07] has shown the impact of using clutter dependent OF against average OF values in 
capacity simulation for system level analysis. The latter paper concluded that the use of average 
OF leads to inaccurate capacity estimations by a significant percentage. Hence we can conclude 
that to achieve a higher accuracy of system level analysis for the intracell interference, the 
generation of time-variant OF is an important task within the link level simulations.
5.3 Derivation of the OF
Having described different methods employed to study the OF as available in the literature, we 
now show the OF mathematical expression for the S-HSDPA system. The work done in 
[MEHT03] illustrates the OF statistics for various terrestrial channels for a RAKE receiver only. 
Furthermore some of the assumptions made when deriving the OF expression do not consider a 
real operational WCDMA system (i.e. the multiple spreading factor and the CPICH channel 
symbols). We consider OF statistics for HS-DSCH multicode physical channels, and receive 
antenna diversity that has been studied in Chapter 3. Furthermore, we evaluate the performance of 
some low complexity advanced receivers in terms of restoring the spreading code orthogonality 
by examining the OF statistics.
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5.3.1 Generic OF Expression
The general instantaneous orthogonality factor, in [MEHT03] is derived based on the
instantaneous SINR equation. The SINR at a particular instant of the output of the RAKE receiver 
can be calculated as [MEHT03]
2
MP.G.I I
*
n = 1
n =  1
(5.3)
where M  is the spreading factor, P. is the allocated power to physical channel or user j, which is 
also equivalent to the E d  I  or value assigned, is the total power transmitted from the Node
B, G. is the mean path gain form the Node B to the UE (includes shadowing), N the total
%RAKE receiver finger, is the conjugate weight of the RAKE receiver finger, are
the instantaneous channel impulse response values of the of the Nj, multipath channel,
hi = Z P ;  is the total instantaneous multipath gain, I  is the intercell interference power and 
N q is the AWGN noise. The instantaneous SINR can also be written as [MEHT03]
.(0
SINR ( / ) _ (5.4)
where is the /th physical channel signal power, 7^ .^ is the intracell interference after 
despreading and 7/ is the intercell interference and AWGN noise after the dispreading process. 
From both (5.3) and (5.4), by separating the 7^ .^ and T] component from (5.4) the instantaneous 
orthogonality factor is given as [MEHT03]
2
P 11= I (5.5)
w
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From equation 5.5, the OF values can be calculated by obtaining several parameters at the output
of the RAKE receiver, i.e. the i physical channel signal power, and the intracell
~ * interference, . The conjugate weight of the RAKE receiver finger, , the instantaneous
channel impulse response values, the spreading factor, M, the allocated power to
physical channel i, P. , and the total power transmitted from the Node B, values
are also needed to determine the OF.
The output of the RAKE receiver (shown in Figure 5.2), is given by [MEHT03]
(5.6)
k = 1
where K is the total interfering physical channels, is the signal energy at the output of the 
RAKE receiver and is the intracell interference energy due to /<th physical channel. The
^ (k) ~term ' ^U  at the output of the RAKE receiver corresponds to the value at the output of
ft =  1
the RAKE receiver as shown in Figure 5.2.
Finger 1
w*(t)r(0
Finger
Figure 5.2: Output of RAKE receiver
The output of the RAKE receiver is the result of the MRC after despreading, integration and 
channel compensation. The output of the RAKE receiver to estimate the Pth symbol is given as 
[MEHT03]
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(5.7)
H = 1 PT.+r.,
where is the total received signal from the Node-B for user /, is the delay for the RAKE
finger n, is the symbol period (t-T^^) is the conjugate concatenated spreading and
scrambling codes for the intended physical channel of user i delayed by .
Hence for the physical channel signal power for user i, can be given as [MEHT03]
2
^PiGiMb.it) Ef , *
/ I  = 1
(5.8)
where b.(t) is the physical channel transmitted symbol for user i. The intracell
interference, 7^ .^ =
[MEHT03]
ik) can be found by summing all values and is given by
(p c T  k!
n = I / = 1
/ H
(5.9)
where [MEHT03]
\ k  Î-) =  ( Ï + ;c7; -  * ( ( + xT^  )dt
\ k  k  ( '  +  -  7„)  *  ^ * (t +  )dt
(5.10)
(5.11)
are the cross conelation values of the concatenated codes used and the interfering symbols from 
other unintended channels is given as [MEHT03]
K ( t ) = b\ - Z ,< T < 00 < t <Ts (5.12)
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5.3.2 OF Expression for Multi-codes HS-DSCH
We continue to derive the OF expression for scenarios that cannot be accommodated by the 
generic OF expression shown by Metha et al [METH03] as shown in the previous section. We 
follow the convention of using equations (5.3), (5.4) and (5.5) in order to obtain the final 
expression for the OF. In an S-HSDPA system multicodes or multiple physical channels aie 
utilized to transmit the transport channel information bits. The generic OF expression derived by 
[MEHT03a] accounts only for a single physical channel. Herein, we derive the S-HSDPA system 
OF expression by using the same technique of calculating the total instantaneous SINR in HSDPA 
systems for the AMC operation [TSG02]. The instantaneous SINR (from equation 5.4) at a 
particular instant of the output of the RAKE receiver for all the HS-DSCH physical channels can 
be written as,
N  ,HS-DSCH
SINR^^=  E  ^ ------—  (5.13)U)
where is the total HS-DSCH physical channels, S is the ith physical channel signal
power, 7^ .^(7) ig the intracell interference after despreading and 7/^ -^ i^s the intercell interference
and AWGN noise after the despreading process for HS-DSCH physical channel j. Thus, the OF 
expression for the HS-DSCH physical channels (from (5.3) and (5.13)) is given by
N /  i*\p  H S - D S C H  J  KJ)
*
H = 1
2
II = 1
(5.14)
*
5.3.3 OF Expression for Receive Antenna Diversity
Figure 5.3 depicts the receive antenna diversity with the RAKE receiver. In an earlier chapter, the 
receive antenna diversity was shown to increase the average throughput and lower the average air 
interface delay. The receive antenna diversity increases the SINR at the output of the RAKE 
receiver and this effectively should improve the OF values. The instantaneous SINR (from 
equation 5.13) at a particular instant of the output of the RAKE receiver with receive antenna 
diversity for all the HS-DSCH physical channels can be written as
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N N  . . .
. . .  ^  H S ^ S C H  cl/,7)
SINR^‘  ^ = Z  Z (5.15), 7 U . ' - ) + ^ u .nor '
w h e r e i s  the total receive antenna, 6'^'^''^is the ith physical channel signal power,
is the intracell interference after despreading and is the intercell interference and AWGN 
noise after the diepreading process for HS-DSCH physical channel j  and receive antenna diversity 
r.
k ‘)dt
Finger 1
»
Finger 1
Figure 5.3; Output of RAKE receiver with receive antenna diversity
The instantaneous SINR (from equation 5,3) is then,
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MP.fi.
= ■ (5.16)
/■ =  1 n  =  1
W = (r)
where is the conjugate weight of the RABCE receiver finger for receive antenna diversity r,
are the instantaneous channel impulse response values for receive antenna
A'.Rx Tdiversity r, and in the case of receive antenna diversity the value, ç y ^  = Z  Z
;• = 1 / = 1
is the
total instantaneous multipath gain for the total number of receive antenna. The OF expression for 
the HS-DSCH physical channels from (5.15) and (5.16) is given by
N N  ~  .p  Rx Hs-Dsai r {j , r) Z  ]r  =  177 =  1f  £
(y. r)
z ' z
7 =  I 71 =  I
*(,.)w
(5.17)
5.3.4 OF Expression for Equalizers
The RAKE receiver (also known as matched filter) as well as equalizers operate using filters. 
However, the filtering operation of a chip level adaptive equalizer is different from a RAKE 
receiver. The RAKE receiver utilizes diversity where only a certain chip stream is selected as the 
input to the filter. The selected chip streams are determined by the delay estimator for MRC in
order to obtain the 0 ^ ^ .  The equalizer however uses all the consequential chips stream within the
filter length and processes it by suppressing the multipath component thus improving the OF 
values. The output of the equalizer, z{t) is the equalized chip value that is used to determine the 
symbol values at the receiver side. Hence from the equalization principle itself we conclude that it 
should yield a lower value of OF i.e. due to the improvement in the orthogonality.
Figure 5.4 shows that the weights of the equalizer effectively contribute to the effective 
instantaneous SINR. Hence, the instantaneous SINR equation (from equation 5.3) for an equalizer
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at a particular instant of the output of the equalizer for all the HS-DSCH physical channels can be 
written as
SINR^^ = ■
M P p . Y
in =  1
N
N Eq
III = 1
* 2"wm
(5.18)
where w is the conjugate weight of the equalizer for tap/n, is the instantaneous/• t  t / l  ifL
channel impulse response values for channel tap / and equalizer tap m, and in the case of an
equalizer the value ç.
/  =  1
a Um is the total instantaneous multipath gain for the equalizer
corresponding to channel tap / and equalizer tap m.
Equalizer
Tapi
z(t)
Equalizer
TapTVg^
(0
0(f)
Figure 5.4: Output of Equalizer
In equation 5.18, the SINR^^) is normalized to the number of equalizer taps due to the N times
multiplication operations (that increases theSINR^') times). The OF expression for the HS- 
DSCH physical channels with an equalizer obtainable from (5.13) and (5.18) is
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TV , 2E(j T f  ^ \y y  \w a,^  [ m  l , m  1
(5,19)
Z  k ,
m  =  1
w
The output of the equalizer after equalization, despreading, integration takes the chip values at 
time instance f = 0. The output of the equalizer to estimate the fth  symbol is given as
pr (5.20)
where the Lth chip is given as
(5.21)
Hence the i physical channel signal power for the intended user, can be given as
(5.22)
and the intracell interference, =
given by
z u
k = 1
i k ) can be found by summing all values which is
(P +  1)7'
PT
(5,23)
5.4 Simulation Results
The OF analysis in terms of instantaneous SINR [MEHT03] can be used to explain the BLER and 
average throughput performance for the WCDMA link level performance. Metha et al [MEHT03] 
gives the cumulative distribution function (CDF) of the OF to compare the loss of orthogonality 
for various channels and the receiver parameters that affect the OF. In this section we present our 
own simulation results for the OF statistics for the S-HSDPA system in the IMR propagation 
environment. The generic simulation parameters are shown in Table 5.1.
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Parameter Value Unit
Modulation QPSK
Nominal Avg. Inf. Bit Rate 1601 kbps
Inter-TTI Distance 1 TTFs
Number of HARQ Processes 250 Processes
Information Bit Payload 3202 bits
Binary Channel Bits Per TTI 4800 bits
Total Available SML’s in UE 2400e3 SML’s
Number of SML’s per HARQ Proc. 9600 SML’s
Instantaneous Coding Rate 0.67
Number of Physical Channel Codes 5/10 Codes
Geometry Factor (7q,. f Ioc) 10 dB
CPICH NLMS Step Size 0.02
Griffiths’ Step Size 0.002
HS-DSCH Physical Channel  ^^or -3 dB
CPICH Physical Channel -10 dB
Equalizer Filter Length 53 taps
Table 5.1; Simulation parameters for OF Simulations.
5.4.1 OF Statistics for HS-DSCH Physical Channel
The OF results for the HS-DSCH physical channels are shown in Figure 5.5 and the statistics of 
the OF in Table 5.2. The Figure 5.5 shows the results for 5 HS-DSCH physical channels with 
IMR Case 4 channel and Pedestrian B terrestrial channel (refer Appendix A) and 10 HS-DSCH 
physical channels with IMR Case 4. The terrestrial Pedestrian B channel is used for comparison 
because it has the largest delay spread among the 3GPP terrestrial propagation channels. The 
Pedestrian B gives lower OF mean and median values in contrast to the IMR Case 4 channel. Also 
from the OF CDF results we conclude that the OF statistics of the HSDPA (terrestrial) is always 
better than the satellite based S-HSDPA in an IMR environment.
Figure 5.5 also illustrates the improvement of OF when an increase of multicodes transmission is 
used. The usage of 10 multicodes decreases the OF value. The reduction of the effective single 
HS-DSCH physical channel power allocation (by means of increasing the multicodes at the same 
time keeping the total allocated power the same) causes a decrease of interference to other 
physical channel. In a CDMA system, the reduction of power allocated to a single physical
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channel effectively reduces the interfering power to other physical channels. The increase of 
multicodes also reduces the standard deviation of the OF statistics.
The lower standard deviation value also illustrates the OF values are more distributed close to the 
median value that have resulted a smaller difference between the mean and the median value of 
the OF. With a lower standard deviation, the mean values are more meaningful for the usage at 
system level studies because the instantaneous OF values have a lower time-variance. However, 
the mean values obtained from the link level simulation studies can be used as inputs for intracell 
interference calculation for HS-DSCH physical channels.
RAKE receiver Mean Median StandardDeviation
IMR Case 4 0.5737 0.3463 0.7166
Pedestrian B 0.5117 0.2455 0.8319
10 HS-DSCH, IMR Case 4 0.4808 0.3060 0.6278
Table 5.2;OF statistics for RAKE receiver.
Figure 5.5;CDF of OF for S-HSDPA system with RAKE receiver
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5.4.2 OF Statistics for Receive Antenna Diversity
In Chapter 3, the receive antenna diversity was shown to yield a significant performance 
improvement by increasing the average throughput and lowering the average air interface access 
delay for S-HDSDPA systems. Therefore it is relevant to investigate the OF statistics for receive 
antenna diversity to account for the changing OF statistics and values when receive diversity is 
operational in an S-HSDPA system. The OF results for the HS-DSCH physical channels with 
receive antenna diversity is shown in Figure 5.6 and the statistics of the OF in Table 5,3. From 
Table 5.3, it can be seen that the OF mean decreases 66% for two receive antennas diversity 
compared to single receive antenna. Meanwhile, the median decreased 57% for two receive 
antenna diversity compared to single receive antenna. The mean and the median of the OF 
decrease significantly because of the increase in the total SIR values for two receive antenna 
diversity.
Figure 5.6 also shows a significant reduction of the OF when two receive antennas are used. The 
values of the mean and median for the OF are closer due to the lower standard deviation value. 
Furthermore, as the CDF value approach 1, (implying less than 100% of the OF values) most of 
the values of OF are lower than 1. It is also noted that 90% of the OF values from the simulated 
values are below 0.4, whereas for the case of single antenna diversity 90% of the OF values are 
below 1.2. The receive antennas diversity also give a smaller value of standard deviation. This 
shows that the utilization of receive antenna diversity provides a more stable time variation 
impact on the OF. Hence for the case of the S-HSDPA system with receive antenna diversity in a 
dispersive IMR channel environment, the receive antenna diversity can significantly improve the 
OF statistics which leads to lower SIR values.
RAKE receiver Mean Median StandardDeviation
Single receive antenna 0.5737 0.3463 0.7166
Two receive antenna 0.1905 0.1465 0.1609
Table 5.3: OF statistics for receive antenna diversity.
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 Single Receive Antenna
Figure 5.6: CDF of OF for RAKE receiver with and without diversity
5.4.3 OF Statistics for Equalizers
The OF results for the HS-DSCH physical channels for RAKE receiver and equalizers is shown in 
Figure 5.7 and the statistics of the OF in Table 5.4. The results show the effectiveness of the 
equalizer to restore the multipath faded signal orthogonality. The median of the OF values for the 
equalizers show that at least 50% of the OF values are lower than for the RAKE receiver i.e. 0.24 
for the CPICH NLMS equalizer and 0.19 for the Griffiths’ equalizer. This explains the 
improvement of the average throughput values and average access delay for equalizers where the 
distribution of the low OF values are significantly larger than for the path diversity receiver.
It is also noted that the mean for the Griffiths’ equalizers is similar to that of the RAKE receiver 
and for the CPICH NLMS equalizer the OF mean is inferior to the RAKE receiver. The mean of 
the equalizers is quite high compared the median values due to the high variance of the OF values. 
The standard deviation values for both equalizers are around 1. The high standard deviation for 
equalizers randers the use of the mean OF for system level inputs inaccurate. A high value of OF 
mean does not imply a lower performance in average throughput or receiver inability to suppress 
the interference. This is shown in the case of the CPICH NLMS equalizer that performs better
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than the RAKE receiver (Chapter 4). The equalizer algorithm works to optimize the weights. The 
continuous tracking of the channel variation causes the equalizers to vai-y the filter weight values 
dynamically in contrast to a RAKE receiver. Hence the nature of equalizer adaptation is the cause 
of the high standard deviation for the equalizers.
The OF values for the Griffiths’ equalizer is better than for the CPICH NLMS equalizer. The 
Griffiths’ equalizer has a lower mean and median value compared to the CPICH NLMS equalizer. 
Therefore we can say that the Griffiths’ equalizer is better in terms of restoring the orthogonality 
of the multipath faded signals and suppressing the intracell interference.
Mean Median StandardDeviation
RAKE receiver 0.5737 0.3463 0.7166
CPICH NLMS Equalizer 0.6235 0.2376 1.1092
Griffiths’ Equalizer 0.5651 0.1910 1.0870
Table 5,4; OF statistics for RAKE receiver and equalizers.
Figure 5.7: CDF of OF for RAKE receiver and equalizer
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5.5 Conclusions
In this chapter, we have studied the time-variant OF analysis for the S-HSDPA systems. We 
extended the generic OF analysis of [MEHT03] by extending it to S-HSDPA to different 
scenarios of multicode transmissions, receive antenna diversity and chip level equalizers. The OF 
characterization is an important parameter for interference and downlink power management in 
the system level analysis. The significance of the OF statistics is more pronounced in the case of 
the S-HSDPA system due to the power limited satellite downlink transmissions. Moreover, the 
OF CDF plots and OF statistics can be used to explain the BLER and average throughput 
performance for the WCDMA link level performance from the perspective of the parameterization 
of intracell interference inherent in WCDMA systems. Some conclusions are noted below.
1. The OF statistics for the S-HSDPA system is more pronounced than for terrestrial 
HSDPA due to the more dispersive channel encountered in the IMR propagation 
environment. This leads to higher intracell interference for HS-DSCH physical channels.
2. The increase in the number of HS-DSCH physical channels effectively improves the OF 
statistics. The effective intracell interference reduction can be performed at the cost of 
OVSF code depletion.
3. The use of receive antenna diversity significantly decreases the intracell interference. The 
OF statistics and time-variant distribution improves significantly. The low standard 
deviation achieved also illustrates the stability of the OF value fluctuations in contrast to 
single receive antenna receivers.
4. The equalizer based receivers have shown better intracell interference capabilities in 
contrast to the RAKE receiver. However, the OF standard deviation for the equalizers is 
high due to the nature of the adaptation algorithm. This causes the mean values of OF for 
the equalizers to be unreliable in parameterization of the intracell interference for input to 
system level studies.
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6 Conclusions
6.1 Conclusions
The investigation of the physical layer performance for S-HSDPA system in an IMR propagation 
environment has been implemented in this thesis. The main objective of this research was to study 
the factors influencing the link level performance of a satellite modified terrestrial HSDPA 
system. This was done with the aim to realize an S-HSDPA system that has a close commonality 
with terrestrial counterparts. HSDPA simulation following closely the 3GPP standards was used 
as the main source to obtain the performance results. This ensures the reliability of the results for 
physical layer parameter selection and determination. The transmit power limitation and high 
round trip delay nature of satellite communication systems were also talcen into account in the 
investigation. A major difference between the S-HSDPA system and the terrestrial HSDPA is the 
AMC (link adaptation for small scale fading) which cannot be applied in the case of S-HSDPA 
due to the large round trip delay.
Chapter 3 introduced the preliminary results for the S-HSDPA system based on the FRC 
simulation from the 3GPP standard. Herein the impact of the Case 4 IMR channel propagation 
environment (a highly time-dispersive channel) results in low average throughput and high 
average air interface excess delay for the 16-QAM modulation. The results show that higher 
modulation formats such as 16-QAM modulation are not suitable to increase the effective 
throughput for S-HSDPA systems in such an IMR propagation environment. Two practical 
diversity schemes which are receive antenna diversity and STTD have been explored in order to 
investigate increased throughput. The results show that receive antenna diversity achieves 
significant gain (dependent on the antenna correlation) whilst STTD performs poorly. 
Furthermore the increase in number of multicode transmissions has increased the throughput (by 
300 kbps) within the practical E d  I  or range of -6 dB to -3 dB which is equivalent to 25% to 50% 
of total available transmission power.
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The implementation of advanced receivers for S-HSDPA systems were investigated in order to 
decrease the magnitude of the HS-DSCH transmit power E d  I  or so as to achieve an economical 
solution. The advanced receivers studied here are focused on low complexity for cheapness of 
terminals. Two signal processing methods were investigated with respect to the RAKE matched 
filter (path diversity). These techniques were channel equalization and multipath interference 
cancellation. The results presented in Chapter 4 show that the usage of low complexity adaptive 
chip-level equalizer (with an increase of considerable complexity compared to the RAKE 
receiver) can achieve significant performance gain. The Griffiths’ equalizer has shown an 
E d  I  or gain of around 2 dB for the average throughput and decreased the average air interface 
excess delay significantly. Moreover, the CPICH NLMS equalizer has shown considerable gain 
only when the CPICH transmit power E d  I  or is increased by 20%. In contrast, the MPIC has 
shown very little gain only at high E^ / 1 or values and thus is deemed not suitable as an S- 
HSDPA receiver. In conclusion, the low complexity equalization receivers were shown to be 
better substitutes for the path diversity RAKE receiver where they can decrease the operating 
power of the S-HSDPA with manageable increase in computational complexity.
Finally, the work on the characterization of the orthogonality factor was performed in order to 
extend the available research in the current literature for cases unique to the S-HSDPA system in 
our study. The orthogonality factor which characterizes the intracell interference is an important 
input parameter for radio resources management where it is used to determine the required 
downlink transmission power. Hence for a satellite system that is power limited, the study of this 
parameter was considered important. The orthogonality factor statistics show that the receive 
antenna diversity receivers can effectively decrease the intracell interference. The receive antenna 
diversity also yields orthogonality factor values that have lower standard deviation. For the case 
of equalizers, even though it has improved the orthogonality of the received signals, its’ standard 
deviation is larger than that of the RAKE receiver. This is mainly due to the equalizer adaptation 
algorithm that tracks the varying channel conditions. This, in effect means that the mean value of 
the orthogonality factor is a less accurate representation of the intracell interference.
This thesis has explored the practicality of the S-HSDPA system in order to increase the data rate 
of the current SUMTS system from the link level perspective. The results obtained in this 
investigation are useful link level performance indicators for the design and deployment of S- 
HSDPA systems. We therefore conclude that the S-HSDPA system, that was developed with 
close commonality to the tenestrial HSDPA standard, can be utilized for the mobile satellite 
communication system deployment, to permit a higher capacity needed for economic operation
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provided that receiver enhancements such as receive antenna diversity and chip-level equalizers 
are incorporated.
6.2 Implications of Thesis
The major implications of the work conducted in this thesis on future mobile satellite 
communication systems employing S-HSDPA are as below:
1. The link level simulations conducted for S-HSDPA have shown that the use of 
conventional RAKE receiver would not allow sufficient capacity for an economical 
system. Moreover the performance of higher order modulation 16-QAM with RAKE 
receivers are beneficial only at high transmit power with receive antenna diversity. For S- 
HSDPA system with the RAKE receiver (single receive antenna), QPSK modulation is 
considered to be the best modulation format applicable to realistic practical transmit 
power E d  I  Of. values, and thus modulation alone is not sufficient to achieve practical 
throughputs.
2. The low average air interface access delay at high operating power values illustrates to us 
that the possibility that the S-HSDPA can be utilized for broadcast and multicast services. 
The S-HSDPA would enable higher data throughput with higher efficiency of network 
resources compared to the current SDMB findings using WCDMA.
3. The Griffiths’ equalizer receiver has shown robust performance even with CPICH 
channel estimation. The 2 dB gain is considered significant for a low complexity receiver 
making it a fitting candidate for a practical S-HSDPA terminal receiver.
4. The statistical variation of the orthogonality factor values for the equalizer receivers is 
large compared to a RAKE receiver (resulting in a large standard deviation value). Thus 
the mean value obtained via the link level simulation may not be an accurate value to 
represent the average intracell interference statistic as we have seen for the case of the 
CPICH NLMS equalizer. This could lead to an inaccurate estimation for the required 
downlink power transmission.
114
Chapter 6. Conclusions
6.3 Further Work
Although we have made some significant conclusions for the use of S-HSDPA, the work 
conducted is by no means a complete and conclusive study. The S-HSDPA link level performance 
study has produced several insights for further research work which could enrich the SUMTS 
research literature. Some possible extensions to our work are presented as follows:
1. The study of AMC could be incorporated for S-HSDPA systems by implementing the 
moving average filter proposed by [TAUH08]. The moving average filter averages the 
CQI value (for AMC format selection) within a determined delay period. For the S- 
HSDPA system this would be within the 250 TTI period which corresponds to the 500 ms 
of round trip satellite delay.
2. An extension of investigation of the S-HSDPA system without the HARQ protocol could 
be beneficial for multicast and broadcast services. An S-HSDPA system without HARQ 
protocol can increase the current data rate for SDMB systems. The link level performance 
study can highlight the realistic and practical operating power values to achieve efficient 
radio resource management.
3. The higher modulation format, 16-QAM could be further investigated for S-HSDPA 
systems. The 16-QAM would possibly perform better with receivers that are enhanced 
with receive antenna diversity and Griffiths’ equalization. The concatenation of these 
techniques could yield a higher throughput and decrease the required transmit power 
values.
4. In order to achieve reduced transmit power values, E d io r  for S-HSDPA, a receiver with 
receive antenna diversity and Griffiths’ equalization operating with higher number of 
multicodes could be employed. It could be expected that the nominal average bit 
information rate could be achieved with only allocating 25% of the total transmit power. 
Thus, the remaining power could be allocated for other users.
5. Further research in S-HSDPA could be done to compare the performance gain of the 
Griffiths’ equalizer to the LMMSE equalizer that is considered the optimum realizable 
equalizer. The performance gain could be traded-off with calculation complexity 
requirement in order to justify the gain achieved.
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6. A closed form solution for the orthogonality factors for equalizers can be further studied. 
The closed form solution should assist quick estimation of the orthogonality factor for 
equalizer based receivers, that yield a lower statistical orthogonality factor values 
compared to the RAKE receiver.
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Propagation Conditions for HSDPA
A .l Propagation Conditions for HSDPA
ITU vehicular A 
Speed 30km/h 
(VA30)
Speed for Band 1, II, III and IV
30 km/h
Relative Delay Relative
[ns] Mean Power
[dB]
0 0
310 -1.0
710 -9.0
1090 -10.0
1730 -15.0
2510 -20.0
Appendix A .l: Propagation Conditions for Multi-Path Fading Environments for HSDPA 
Performance Requirements [3GPP07a]
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A.2 Propagation Conditions for IMR Channel
Case 4 (SDMB PhA)
Outdoor urban environment
Satellite + 3 IMRs - canyon street environment
IMR: without processing delay
Channel delay profiles for all transmitters
User location (X,Y) = (1578,1800)
Distance satellite - user = 37912 Km
Distance IMR 2 - user = 916 m
Distance IMR 3 - user = 1077,5 m
Distance IMR 4 - user = 1039,5 m
Resolution : T/4
Delay (ns) CRx power (dBm)
0.0 -90.9
1367.2 -62.3
1627.6 -65.7
1692.7 -66.9
1822.9 -67.0
2148.4 -80.6
2213.5 -80.4
2669.2 -84.7
2734.3 -85.1
3515.6 -81.1
5078.0 -66.5
6835.8 -81.5
7096.2 -82.4
Appendix A.2; Power delay profile data for IMR MAESTRO Case 4, Outdoor urban environment - 
Satellite and 3 IMRs - canyon street environment 30km/hr [LATT04]
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Appendix B
General Simulation Parameters
Parameter Assumption
Chip rate 3.84 Mcps
OCNS Used to sum total radiated Ec/Ior to unity
Channel estimation The location of each ray on the channel is known a-priori to the receiver, and the channel tap values are perfectly estimated.
Propagation channel types Ricean 6dB 30km/hr, ITU VA30, IMR MAESTRO Case 4 Canyon Street 30km/lir
Channel ray mapping Nearest 7; / P -spaced delay (1/7; is chip rate) -  P specified above.
Max number of transmissions per H-ARQ process 4
Number HS-DSCH transport channels 1
Turbo decoding MaxLogMap - 8 iterations
lOdB
Allocated P-CPICH power -lOdB
ACK/NACK feedback error rate 0%
UE measurement report error rate 0%
RAKE receiver finger 6
Appendix B: General Simulation Parameters
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