A convergence theory is presented for a substructuring preconditioner based on constrained energy minimization concepts. The substructure spaces consist of local functions with zero values of the constraints, while the coarse space consists of minimal energy functions with the constraint values continuous across substructure interfaces. In applications, the constraints include values at corners and optionally averages on edges and faces. The preconditioner is reformulated as an Additive Schwarz method and analyzed by building on existing results for Balancing Domain Decomposition. The main result is a bound on the condition number based on inequalities involving the matrices of the preconditioner. Estimates of the form C(1+log 2 (H/h)) are obtained under the standard assumptions of substructuring theory. Computational results demonstrating the performance of method are included.
for positive definite systems of equations, but we hope it will provide a solid foundation for multilevel extensions and variants for other problem types.
The Balancing Domain Decomposition (BDD) method was created by Mandel [16] by adding a coarse problem to an earlier method of Neumann-Neumann type by DeRoeck and Le Tallec [20] . The original BDD method used a multiplicative coarse correction to make sure that the residuals, which become right-hand sides of the local problems, are in the range of the substructure matrices, that is, "balanced". The method was extended to problems with jumps in coefficients between substructures by Dryja and Widlund [8] and Mandel and Brezina [18] . Le Tallec, Mandel, and Vidrascu [13] improved the convergence of the BDD method for plate problems by augmenting the coarse space by corner modes. Le Tallec, Mandel, and Vidrascu [14] then extended the abstract framework of BDD to allow for local substructure matrices that are no longer singular and used a coarse space consisting of corner modes only. However, the method still suffered from the loss of sparsity of the coarse matrix, which contained nonzero entries between second neighbor substructures, and the variant with nonsingular local matrices was limited to 2D.
The method of Dohrmann [6] improves on the method of [14] in many respects, yielding a coarse matrix with a favorable sparsity pattern, and extending the method to 3D in a way similar to how the FETI-DP method of Farhat et al. [9] was extended to 3D by Farhat, Lesoinne, and Pierson [10] and by Klawonn, Widlund, and Dryja [12] . Another attractive feature of the method is its potential for recursive application in a multilevel framework.
In the case of corner constraints only, the substructure spaces and the coarse space, as well as the substructure bilinear forms, are the same as in [14] . The difference is that the present method applies the coarse problem in an additive rather than multiplicative manner, which makes it possible to use a different bilinear form on the coarse space. This results in a sparser coarse matrix. The method in [14] is applicable to 2D problems only, while the present method is much more general because of the flexibility of constraints allowed. For an explicit construction of the coarse basis functions from [14] , see Brenner and Sung [4] . They deal exclusively with nonconforming elements, but the algebra of the construction of the coarse basis functions is the same. The idea to add coarse degrees of freedom involving averages over edges and faces was motivated by the extension of FETI-DP to 3D in [10] and [12] . This method is also related to additive Schwarz methods of Neumann-Neumann type by Dryja and Widlund [8] , some of which use coarse face functions and inexact coarse bilinear forms; however, the coarse spaces and the coarse bilinear form here are different and constructed from problem matrix data in an algebraic fashion, in the flavor of the BDD and FETI class methods.
The paper is organized as follows. The essentials of Additive Schwarz methods are recalled in Section 2. We then formulate the method of [6] as an Abstract Additive Schwarz method in Section 3, identifying the assumptions needed for the construction and analysis, to allow for future applications and extensions. The focus of this paper is an algebraic analysis of the method in Section 3. The main result is a bound on the condition number based on inequalities involving matrices that make up the components of the method. In Section 5, we verify that the assumptions of our construction and analysis are satisfied for the method described in [6] . Section 6 contains a choice of the method components for finite elements and verification of the inequalities assumed by our algebraic convergence theory, yielding estimates of the usual form C(1 + log 2 (H/h)), under assumptions usual in substructuring theory. Finally, computational results illustrating the performance of the method are presented in Section 7.
ABSTRACT ADDITIVE SCHWARZ PRECONDITIONER
The Additive Schwarz preconditioner was introduced by Widlund [23] as an additive variant of the classical alternating (multiplicative) method by Schwarz [21] . The general form of the preconditioner and the condition number bound we use is due to Dryja and Widlund [8] , and it is a refinement of a lemma by P.L. Lions [15] . For other related abstract bounds, see Bjørstad and Mandel [1] , Mandel [17] , and Matsokin and Nepomnyaschikh [19] .
Definition of Additive Schwarz preconditioner
Let V be a finite-dimensional Hilbert space and V its dual. Consider the abstract linear problem
where b is a symmetric positive definite bilinear form on V , and g ∈ V is the right hand side. The operator form of the problem is Su = g, where the linear mapping S : V → V is defined by
An abstract Additive Schwarz preconditioner is specified by a decomposition of the space V into subspaces,
and by symmetric positive definite bilinear forms b i on V i . The preconditioner is a linear operator
defined by solving the problems on the subspaces and adding the results,
Condition number bound for an Additive Schwarz preconditioner
Theorem 1 (Dryja and Widlund [8] ) If there exist constants C 0 , ω, and a symmetric matrix E = (e ij ) N i,j=1 such that
where ρ denotes the spectral radius.
Because ρ(E) ≤ E ∞ and we can choose e ij = 1 if V i ∩ V j = {0}, e ij = 0 otherwise, we have the easy estimate
i.e., ρ(E) is bounded by one plus the maximal number of neighbors of a substructure.
FORMULATION OF THE METHOD
We now present the method of Dohrmann [6] in an abstract form as an additive Schwarz method, with a suitable choice of the spaces V i and the bilinear forms b i .
Matrix components of the method and assumptions
We use the notation from [6] , with only minor changes. The components of the method are:
• Ku = f is the system to be solved
is the global stiffness matrix of size n × n, assumed to be positive definite • K i is the local stiffness matrix of size n i × n i of substructure i = 1, . . . , N , assumed to be positive semidefinite • R i is the matrix of size n i × n of the global to local degree of freedom (dof) mapping for substructure i, assumed to satisfy
• W i is a weight matrix of size n i × n i for substructure i. The weight matrices are assumed to form a decomposition of unity,
• R Ii is the matrix of size n Ii × n i of the restriction of vectors of dofs from substructure i to its interior, i.e., to all dofs that are not on substructure boundaries; it is assumed that
and that no interior dofs are shared by distinct substructures,
• C i is the constraint matrix of size n ci × n i for substructure i. The functionals defined by the rows of C i are coarse dofs; we assume that the constraints do not involve interior dofs, that is,
and that they are consistent with the weight matrices in the sense that
• R ci is the zero-one matrix of size n ci × n c of the global to local coarse dof mapping for substructure i. The global coarse dofs are assumed to be consistent between substructures to define an interpolation in the sense that ∀v ∈ R n ∃u c ∀i :
The constraint matrices will be defined so that C i u i are vectors of values at substructure corners, or averages on substructure edges or faces. The constraints (14) then mean that u is continuous across the substructure corners or averages are continuous across the edges or faces. For specific constructions of the matrices C i , see Sections 5 and 6.3 below.
The preconditioner defined as an Additive Schwarz method
Denote the restriction from global dofs to interior dofs of the substructures by
From (8), (10), and (11), it follows that R I R T I = I. Define the space V I as the space of all dof vectors which may be nonzero only in the interiors of the substructures,
and let P denote the K-orthogonal projection in R n onto V I ,
The method studied in this paper is the Additive Schwarz Method (2)- (3), with the spaces V , V 0 , . . . , V N , and the bilinear forms b, b 0 , . . . , b N , defined as follows. The space V is defined as the K-orthogonal complement of V I , and the bilinear form b is given by the stiffness matrix K,
Functions corresponding to dof vectors in V are known as discrete harmonic functions. The coarse space V 0 and the coarse bilinear form b 0 are now defined by
For each substructure, there is a local space V i and a local bilinear form b i , defined by
Matrix form of the preconditioner
We first need to establish some useful identities. Define H i as the space of dof vectors on substructure i that are discrete harmonic, that is, K i -orthogonal to all interior dofs of substructure i,
The K i -orthogonal projection onto H i is
From (8) and (11), the projection P can be computed in each substructure independently,
Note that another way to express the fact that the projection acts in each substructure independently is that
which follows from (22), (8), and (11). Define coarse basis functions Φ j i , j = 1, . . . , n ci , on substructure i as the solutions of the problems w
where e j is column j of the identity matrix, and let
. Then vectors in V 0 can be written as
Because the constraints do not involve interior dofs, the vectors w i from (25) are discrete harmonic: we have
Finally, note that a vector r ∈ R n defines a linear functional on V by r, v = r T v, ∀v ∈ V , and from the definition of V , cf., (16), we have
We are now ready to recover the preconditioner in a matrix form as in [6] .
Theorem 2. Let r ∈ R n be identified with a linear functional on V according to (27) . Then the Additive Schwarz preconditioner (2)- (3), with the spaces and bilinear forms as in (18)- (21), becomes
where the linear mapping T 0 is defined by
with
and the linear mappings T i , i = 1, . . . , N , are defined by
with z i being the solutions of
for some λ.
Remark 1. The application of I − P is the static condensation correction, the map T 0 is the coarse grid correction, and T i constitute the substructure correction, from [6] . The multiplication of the residual by (I − P ) T is also a static condensation correction; if P T r = 0, which will be the case, it can be omitted, and we have r =r.
Proof of Theorem 2 Let r ∈ R n andr = (I − P ) T r. Then r, v = r, v for all v ∈ V by (27). We find the solutions of (2). Substituting into (2) for i = 0 from (25) and using (18) and (19), we obtain
which yields u 0 = (I − P )v 0 , where v 0 is given by (29). For i = 1, . . . , N , using (20) and (21) in (2), we have
We apply the preconditioner to the solution by conjugate gradients of the system Kx = f in R n , where K is symmetric and positive definite. Let x * be the exact solution, Kx * = f and e (k) = x * − x (k) denote the error in iteration k. The starting iterate x (0) is obtained by applying the static condensation correction to an arbitrary initial approximation x (−1) ,
.
Then e (0) ∈ V , because, using the fact that P is a projection, we have P e (0) = P (I −P )e (−1) = 0. Because all search directions in conjugate gradients are also in V, we have all errors e (k) ∈ V for all k ≥ 0. Hence, the residuals r
, and the first static correction in the preconditioner can be omitted. So, the preconditioned conjugate gradients run in the subspace V , and the well-known bound on the reduction of the error applies, cf., e.g., [11] ,
where the condition number κ is bounded from Theorem 1. Here and below, u A = √ u T Au is the norm associated with a positive definite matrix A. If A is only positive semidefinite, we write |u| A instead.
ALGEBRAIC CONDITION NUMBER BOUNDS
We now bound the constants in the assumptions of Theorem 1. Define the operators D ji by
cf., (23) . Note that
D ji w i is the result of averaging the values of the vectors w i on the interfaces of the substructure j with all of its neighbors, and extending the result into a discrete harmonic function on substructure j. Theorem 3. Let the preconditioner be as in Section 3. Then the condition number satisfies
where N E is the maximal number of neighbors of any substructure plus one, cf., (7), and
Remark 2. Note that the bounds ω 0 and ω 1 do not increase if more constraints are added to C i .
Remark 3. The bound ω 1 is the same as in [14, Theorem 3.4] , where b 0 = b, and only corner constraints were used. It is well-known that ω 1 is bounded independently of jumps of coefficients between subdomains when the weight matrices W i are selected in a suitable way [8, 18] . Numerical examples in Section 7 indicate that convergence of the present algorithm does not deteriorate in the presence of coefficient jumps between subdomains; a proof would require also a bound on ω 0 , independent of the jumps. This issue will be studied elsewhere.
Proof of Theorem 3 Let v ∈ V. Define the components in the decomposition (4) by where w i is defined by w
Because v is discrete harmonic, so is R i v. From (26), w i is discrete harmonic, so z i is also discrete harmonic, z i ∈ H i . From (14) , it follows that C i R i v = R ci u c for some u c , so v 0 ∈ V 0 , cf., (18) . Let
Then from the definitions of
Using the definition of z i and the inequality x + y 2 ≤ 2 x 2 + y 2 , we get
and from w
Hence, (4) holds with C 0 = 5. We now verify (5). For the substructure spaces, we have
so, for i = 1, . . . , N, (5) holds with ω = ω 1 . For the coarse space, we have
From the decomposition of unity (9), it follows that
From (34), we have C j R j v = C j w j . From the assumption (13),
Consequently, from (36), it follows that
Further, using the assumption that the constraints do not involve interior dofs, (8) and (12) . Using (38), equation (37) becomes
Now (35) with the fact that w i ∈ W I , cf., (26), and the definition of b 0 , cf., (19) , gives (5) for i = 0 with ω = 2 + 2ω 0 . Finally, (6) follows from (7). 2
VERIFICATION OF ASSUMPTIONS FOR A SPECIFIC IMPLEMENTATION
We now present details for a specific implementation of the method and verify the assumptions of Section 3.1. Much of this section closely follows [6] , but some changes were needed in order to satisfy the assumption in (13) for general unstructured meshes.
Each element of a finite element mesh is assigned to exactly one substructure. Consequently, the global stiffness matrix can be expressed in the assembled form
In addition, the assumption in (11) follows directly from the fact that no finite element contains nodes from the interiors of two different substructures. The assumptions in (8) and (10) are satisfied because each row of R i and R Ii has exactly one nonzero of unity and no column of either matrix has more than one nonzero entry.
A node is on the boundary of a substructure if it is contained in two or more substructures. Let S i denote the set of all nodes on the boundary of substructure i and define N as the union of all S i . The set N is expressed as the union of disjoint node subsets N k satisfying the property
where s(p) is the set of all substructures containing node p. In words, each node of N is contained in exactly one node subset and all nodes in a given node subset are contained in exactly the same set of substructures. Obtaining node subsets with these properties is straightforward. Node subsets containing just a single node are called corners. Node subsets involving exactly two substructures are called faces. The remaining node subsets are called edges. For example, a cube substructure embedded in 26 adjacent cube substructures has eight corners, six faces, and twelve edges. Each row of the constraint matrix C i is associated with a certain node subset N k ⊂ S i . Thus, the assumption in (12) is satisfied because the constraints only involve dofs on substructure boundaries. Whether or not a node subset is used in the constraints is a matter of choice. For example, results are presented in Section 7 where only faces are used in C i . In order to simplify the notation, we assume that the number of dofs per node is unity and the number constraints associated with each node subset is at most unity. Extensions for the more general case are straightforward. Let r ki denote the 1 × n ci zero-one matrix which maps rows of C i to the constraint associated with N k . A specific column of r ki C i is nonzero only if it is associated with a node in N k in which case it equals the corresponding diagonal entry of K. If the column is associated with a node having more than one dof, then its value equals the trace of the corresponding submatrix of K for the node. Each row of C i is then normalized to have unity row sum.
Given N k ⊂ S i and N k ⊂ S j , it follows from the construction of C i and (39) that
In words, the constraints are consistent from substructure to substructure. Consequently,
Although (40) is very similar to the consistency assumption (13), the two are not equivalent for all choices of the weight matrix W i .
The matrix W i in [6] is given by
This choice of W i satisfies (9), but there is no reason to expect that (13) follows in general. The key to satisfying the consistency assumption is to require equality of all the diagonal entries in W i associated with a given constraint. If this is done, then one can show that (40) implies (13) . To this end, define the entries ofC i to be unity in the nonzero rows and columns of C i and zero elsewhere. The modified weight matrix is then given bỹ
Notice if a dof is not involved in any constraints, then the corresponding diagonal entry ofW i is zero. If this is the case, then this entry is replaced by its corresponding value in (41). The modified weight matrix thus obtained satisfies the assumption in (9) . Having satisfied all the assumptions of Section 3.1, it follows that Theorem 3 gives an estimate of convergence for the method of [6] . As a final note, additional corners may be needed to avoid potential singularity of the coarse problem stiffness matrix K cc or the coefficient matrix in (32). For example, consider an elasticity problem with two substructures connected along a shared surface. In this case there are no corners, one face, and no edges. Let d = 2, 3 denote the spatial dimension. Note that at least 3(d − 1) constraints must be applied to each substructure to remove the possibility of rigid body motion. If one of the two substructures does not have any essential boundary conditions, then the coefficient matrix in (32) would be singular because the number of constraints associated with the face is only d. One method for choosing additional corners is described in [6] . Ensuring a minimal number of corners for each substructure also permits the use of software for sparse positive definite systems in the solution of (32).
CONDITION NUMBER BOUNDS FOR FINITE ELEMENTS

Boundary value problem and its discretization
Consider a self-adjoint elliptic boundary value problem Au = g in Ω + boundary conditions on ∂Ω,
where A is a self-adjoint linear elliptic operator and Ω is a bounded domain in R d . We assume that the model problem (42) is discretized by finite elements. Denote by V h (Ω) the corresponding finite element space that satisfies the usual regularity and inverse properties [5] , and denote by h the characteristic element size. The functions in V h (Ω) are assumed to satisfy the essential boundary conditions on ∂Ω. As usual in substructuring theory, we assume that the domain Ω is decomposed into nonoverlapping subdomains Ω i , i = 1, . . . , N , which form a quasi-regular triangulation of the domain Ω. Consistent with the terminology in the rest of the paper, the subdomains will be henceforth called substructures. Assume that each substructure is the union of some of the elements. The characteristic size of the substructures is denoted by H. Denote the space of restrictions of functions from V h (Ω) to the substructures by V h (Ω i ), and the spaces of traces by V h (∂Ω i ), i = 1, . . . , N . For every vector of degrees of freedom u i , denote by u i = I h u i ∈ V h the corresponding finite element function. The trace of this function on the substructure boundary is determined by the values of the degrees of freedom on the boundary only. Functions in V h (∂Ω i ) are understood to be extended to V h (Ω i ) as discrete harmonic, and functions in V h (Ω i ) are understood to be extended to V h (Ω) by setting all degrees of freedom not associated with Ω i to zero. Denote the edges (in 2D) or faces (in 3D) of the substructures by
Define operators corresponding to D ji , cf., (33), which act on finite element functions instead of vectors of dofs, by
Note that because of the convention that all functions are extended by zero, the operator D ji is the selection of values of its argument on Γ ij , multiplication by the averaging weight, and extending by zero degrees of freedom. Let C denote a generic constant independent of h and H. The symbol ≈ denotes the equivalence of norms or seminorms, with constants independent of h and H.
An abstract estimate using a trace seminorm
We make the assumption that there exists a trace seminorm |u i | τ (Γ) , for Γ ⊂ ∂Ω i , such that |u i | τ (Γ) depends only on the values of u i on Γ, and it holds that
This will allow us to get a bound on the condition number from the growth of the trace seminorm when a function satisfying the constraints of the method on a substructure edge (or face in 3D) is multiplied by the averaging weight and extended by zero to the whole substructure boundary.
Theorem 4. Assume the problem setting from Section 6.1, that (44) holds, and that
Then κ ≤ C .
Proof With (44), the inequalities assumed in Theorem 3 become
and
Consider (46). From (45), (47), (43), and the fact that the number of neighbors of a substructure is bounded, it follows that
Now consider (48). Similarly as above, we have
Estimates for finite elements
Using inequalities well-known from the study of substructuring methods, we are now able to obtain the usual quasi-optimal bounds on the condition number, i.e., bounds depending only weakly on H/h. Suppose the weight matrices are defined by averaging between substructures using counts: W i = diag(w i,jj ), where w i,jj = 1/n i,jj , n i,jj is the number of substructures that share the degree of freedom j of substructure Ω i .
When d = 2 or 3 and A is the second order scalar operator
where 0 < α 0 ≤ α(x) ≤ α 1 a.e. in Ω for some constants α 0 and α 1 , a suitable trace seminorm is the Sobolev H 1/2 seminorm, defined by 
COMPUTATIONAL RESULTS
We now present computational results for some example problems. Problems types considered in this section include the scalar Laplace equation, plate bending, and elasticity. A more comprehensive set of examples for both structured and unstructured meshes can be found in [6] .
As an illustration, Figure 1 shows a coarse basis function for a second-order scalar equation discretized on a square domain, obtained by fixing its values at the corners and minimizing its energy according to (24) . Summing all four basis functions leads to a constant value of unity throughout the entire domain. The ability of the coarse basis functions to reproduce the nullspace of K i is essential to obtaining good coarse grid corrections.
The first set of examples deals with structured meshes and ideal mesh decompositions. The purpose here is to provide numerical examples which parallel the theoretical results of Section 6. Consider a unit square (cube) domain with essential boundary conditions applied to the left and right sides. The domain is decomposed into (1/H) d square (cube) substructures each containing (H/h) d quadrilateral (hexahedral) elements. Thus, the length of each substructure and element equals H and h, respectively. For Laplace's equation, unit loads are applied to all the nodes and the diffusivity constant is set to a constant value of 1. For plate bending, the square domain is discretized with DKT elements and unit loads are applied to all nodes in the out of plane direction. Young's modulus, Poisson's ratio, and plate thickness are set to constant values of 1, 0.3, and 0.01, respectively. The same values of Young's modulus and Poisson's ratio are used for the elasticity problems where a unit load is applied to all nodes in a coordinate direction parallel to the constrained sides. Results corresponding to the use of different node subsets in C i are designated by C for corners only, F for faces only, and A for all node subsets.
The number of preconditioned conjugate gradient (PCG) iterations needed to achieve a Tables I and II for increasing numbers of substructures. No re-orthogonalization of the PCG search directions was done for any of the results shown. Also shown in the tables are condition number estimates obtained using the connection between conjugates gradients and the Lanczos method [11] . These estimates are lower bounds of the actual condition numbers and were obtained from the extremal eigenvalues of a tridiagonal matrix of dimension equal to the number of iterations. Notice in Table I that condition numbers for plane stress elasticity grow quickly for case F as the number of substructures increases. The problem can be attributed to a coarse stiffness matrix K cc with nonphysical low energy modes. The problem is even worse in 3D where K cc can be singular. Thus, the use of faces only for constraints is not recommended for second-order elasticity problems.
Results for a fixed number of substructures and increasing values of H/h are shown in Tables III and IV . Notice in Table IV that condition numbers are much higher if only corners are used in the constraints. Similar behavior has been observed for FETI-DP [9] applied to second-order problems in 3D. A related condition number bound for FETI-DP in this case can be found in [12] .
Results for material property jumps aligned with substructure boundaries are shown in Tables V and VI. The diffusivity constant (Young's modulus) equals unity throughout the domain except in a centered square (cube) region of dimension 1/2 where it equals σ. Notice that the number of iterations and condition numbers remain bounded independently of σ. The final example deals with a sequence of meshes for a square domain with three circular cutouts. A particular mesh and mesh decomposition for this example is shown in Figure 2 . The effects of increasing the number of elements per substructure are shown in Table VII . Although these results are not as impressive as the ones in Table III , they do show that very good results can be obtained for unstructured meshes. More complicated examples for three-dimensional elasticity problems on unstructured meshes can be found in [6] . 
