This paper introduces optimally-blended quadrature rules for isogeometric analysis and analyzes the numerical dispersion of the resulting discretizations. To quantify the approximation errors when we modify the inner products, we generalize the Pythagorean eigenvalue theorem of Strang and Fix. The proposed blended quadrature rules have advantages over alternative integration rules for isogeometric analysis on uniform and nonuniform meshes as well as for different polynomial orders and continuity of the basis. The optimally-blended schemes improve the convergence rate of the method by two orders with respect to the fully-integrated Galerkin method. The proposed technique increases the accuracy and robustness of isogeometric analysis for wave propagation problems.
Introduction
Dispersion analysis is a powerful tool to understand the approximation errors of a numerical method. Amongst the most popular numerical methods used for wave propagation problems are the finite element and the spectral element methods [28, 44, 45] , whose implementations exhibit excellent parallel scalability [17] . The dispersive properties of these methods have been studied in detail to suggest that the most cost-effective scheme can be obtained by an appropriate weighted average of both methods [3, 50, 58] . This idea was employed in [4] where the optimal blending of the finite element and the spectral element methods was obtained and shown to provide two orders of extra accuracy (superconvergence) in the dispersion error. The blended scheme is equivalent to the use of nonstandard quadrature rules and therefore it can be efficiently implemented by replacing the standard Gaussian quadrature by a nonstandard rule [3, 4] . This idea can be extended beyond the finite and spectral elements. The interest and development of isogeometric analysis (IGA) methods for partial differential equations has been continuously increasing in the last decade (see [12-16, 20, 24, 25, 30, 31, 36, 37, 39-43, 47, 48, 51, 62-64, 67] and references therein). Isogeometric analysis uses as the basis functions those employed in computer aided design (CAD) systems that are capable of representing various complex geometries exactly. The initial motivation behind isogeometric analysis was to bridge the gap existing between CAD and the finite element analysis (FEA) framework, in particular to simplify the mesh generation process and the refinement of this mesh, as well as the transfer of the simulation information back to the design process. Additionally, isogeometric analysis has other attractive features. Its basis functions can have higher continuity across element interfaces. These functions may have up to p − 1 continuous derivatives across element boundaries, where p is the order of the underlying polynomial. Consequently, the approximated solutions have global continuity of order up to p − 1. This local control of the continuity of the basis is a powerful tool in isogeometric analysis [35] . The publications [24, 25, [40] [41] [42] 56] show that highly continuous isogeometric analysis delivers more robustness and better accuracy per degree of freedom than standard finite elements, though at the cost of increased computational complexity [21] [22] [23] 53] . To address the increased solution cost, several design strategies have been proposed for direct solvers [46, 49, 65, 66] .
We analyze the errors in the discrete approximation to linear boundary-and initialvalue problems by expressing them in terms of the eigenvalue and eigenfunction errors of the corresponding eigenproblem. This analysis requires a global error description, i.e. a characterization of the errors in the eigenvalues and the eigenfunctions for all the modes. Following Hughes et al. [40] , the total "error budget" determines the errors of the numerical method which consist of the eigenvalue and eigenfunction approximation errors. At each degree of freedom, the sum of the eigenvalue error and the square of the L 2 -error in the eigenfunction scaled by the exact eigenvalue equals the square of the error in the energy norm. To quantify the approximation errors in the case when the integrals in the Galerkin formulation are not fully integrated, we generalize Strang's Pythagorean theorem to include the effect of inexact integration. We generalize the Pythagorean eigenvalue theorem for modified inner products.
Our study on blended quadratures seeks to increase the accuracy and robustness of the isogeometric framework. Smoother, such as C p−1 continuous, basis functions produce better approximations of derivatives than C 0 finite elements in second-order problems [41] . We focus on dispersion analysis and show that a modified inner product can be obtained by adapting the blending ideas introduced by Ainsworth and Wajid [4] to this highly-continuous discretizations. Thus, the new blending schemes can be used in conjunction with smoother numerical methods to reduce the errors in the approximation of the eigenvalues (and, in some cases, the eigenfunctions). We find that using optimal blendings improves the convergence rate from the optimal for the polynomial order by two orders while not increasing the solution cost.
We consider an elliptic eigenvalue problem which describes the normal modes and frequencies of free structural vibrations, a classical application in engineering, which has been thoroughly studied in the isogeometric analysis literature. A similar dispersion analysis has been applied to the Helmholtz equation for time-harmonic wave propagation that arises in acoustics and electromagnetics.
The outline of this work is as follows. We first describe the model problem under study 2 in Section 2. In Section 3, we present a generalization of the Pythagorean eigenvalue theorem that accounts for modified inner products. This generalization describes the terms contributing to the total error of a compatible numerical method. In Section 4, we describe the optimal blending of finite and spectral elements and present an optimal blending scheme for isogeometric analysis. Alternative blending strategies are discussed in Section 5. Numerical examples for one-dimensional and two-dimensional problems are given in Section 6. We perform numerical analysis of the discrete frequency spectra for the one-and two-dimensional cases and show the eigenvalue and eigenfunction errors in the L 2 and energy norms. Finally, Section 7 summarizes our findings and describes future research directions.
Problem statement
We start our analysis with the Laplace eigenvalue problem
where ∆ = ∇ 2 is the Laplace operator. In particular, we analyze the one-dimensional (1D)
and the two-dimensional (2D)
eigenvalue problems with homogeneous Dirichlet boundary conditions. The following derivations are specialized for the one-dimensional case to simplify the discussion. Such a problem has a countable infinite set of eigenvalues λ j ∈ R and an associated set of orthonormal eigenfunctions u j
where δ jk is the Kronecker delta which is equal to 1 when i = j and 0 otherwise. The eigenvalues are real, positive, and countable, for each eigenvalue λ j there exists an eigenfunction u j . The normalized eigenfunctions form an L 2 -orthonormal basis and they are orthogonal also in the energy inner product (17)
The inequality (18) does not hold for methods that do not approximate all eigenvalues from above, for example, the spectral element method [2] . If the discrete method does not fully reproduce the inner product, as the theorem assumes, the theorem needs to be adapted to account for the error in the inner product representation at the discrete level.
The original eigenvalue problem (1) can be written in matrix form as
and the global mass and stiffness matrices M and K are assembled from the elemental matrices that are given by
where φ i (x) are the piecewise polynomial basis functions. M and K are symmetric positive definite matrices and in the 1D case they are banded with the maximum bandwidth equal to p. We give a brief description to introduce notation and to analyze the effects of quadrature for finite elements, spectral elements, and isogeometric analysis. The integrals in the elemental matrices (20) and (21) are evaluated with the help of numerical integration rules. An m-point quadrature rule requires m evaluations of a function f (x) to approximate its weighted integral over an interval [a 
Here w i and x i are the weights and the nodes of the rule, respectively. The quadrature rule is exact for a given function f (x) when the remainder R m is exactly zero. For example, the standard m-point Gauss-Legendre (GL or Gauss) quadrature is exact for the linear space of polynomials of degree at most 2m − 1 (see, for example, [11, 59] ). The classical Galerkin finite element analysis typically employs the Gauss quadrature with p + 1 quadrature points per parametric direction that fully integrates every term in the bilinear forms defined by the weak form. A quadrature rule is optimal if the function is evaluated with the minimal number of nodes (for example, Gauss quadrature with m evaluations is optimal for polynomials of order 2m − 1 in one dimension).
Element-level integrals may be approximated using other quadrature rules, for example the Gauss-Lobatto-Legendre (GLL or Lobatto) quadrature rule that is used in 5 the spectral element method (SEM). The Lobatto quadrature evaluated at m nodes is accurate for polynomials up to degree 2m − 3. However, selecting a rule with p + 1 evaluations for a polynomial of order p and collocating the Lagrange nodes with the quadrature positions renders the mass matrix diagonal in 1D, 2D and 3D for arbitrary geometrical mappings. This resulting diagonal mass matrix is a more relevant result than the reduction in the accuracy of the calculation. Particularly, given that this property preserves the optimal convergence order for these higher-order schemes. Lastly, the spectral elements possess a superior phase accuracy when compared with the standard finite elements of the same polynomial order [2] . Isogeometric analysis based on NURBS (Non-Uniform Rational B-Splines) has been described in a number of papers (e.g. [12, 24, 25, 41] ) and the efficient implementation of the method in open source software has been discussed in [26, 29, 54, 57] . Isogeometric analysis employs piecewise polynomial curves composed of linear combinations of Bspline basis functions. B-spline curves of polynomial order p may have up to p − 1 continuous derivatives across element boundaries. Three different refinement mechanisms are commonly used in isogeometric analysis, namely the h-, p-and k -refinement, as detailed in [24] . We refer the reader to Piegl and Tiller [55] for the definition of common concepts of isogeometric analysis such as knot vectors, B-spline functions, and NURBS.
The derivation of optimal quadrature rules for NURBS-based isogeometric analysis with spaces of high polynomial degree and high continuity has attracted significant attention in recent years [1, 5-7, 9-11, 18, 38, 42] . The efficiency of Galerkin-type numerical methods for partial differential equations depends on the formation and assembly procedures, which, in turn, largely depend on the efficiency of the quadrature rule employed. Integral evaluations based on full Gauss quadrature are known to be efficient for standard C 0 finite element methods, but inefficient for isogeometric analysis that uses higher-order continuous spline basis functions [52] .
Hughes et al. [42] studied the effect of reduced Gauss integration on the finite element and isogeometric analysis eigenvalue problems. By using p Gauss points (i.e., underintegrating using one point less), one modifies the mass matrix only (in 1D). By using less than p Gauss points (i.e., underintegrating using several points less), both mass and stiffness matrices are underintegrated. Large underintegration errors may lead to the loss of stability since the stiffness matrix becomes singular. As shown in [42] , this kind of underintegration led to the results that were worse than the fully integrated ones and the highest frequency errors diverged as the mesh was refined. However, as we show in the next sections, using properly designed alternative quadratures may lead to more accurate results.
The assembly of the elemental matrices into the global stiffness and mass matrices is done in a similar way for all Galerkin methods we analyze in this paper. Similarly, the convergence rate for all Galerkin schemes we analyze is the same. However, the heterogeneity of the high-order finite element (C 0 elements, i.e., SEM and FEA) basis functions leads to a branching of the discrete spectrum and a fast degradation of the accuracy for higher frequencies. In fact, the degraded frequencies in 1D are about half of all frequencies, while in 3D this proportion reduces to about seven eighths. On uniform meshes, B-spline basis functions of the highest p − 1 continuity, on the contrary, are homogeneous and do not exhibit such branching patterns other than the outliers that correspond to the basis functions with support on the boundaries of the domain. Remark 1. The above analysis also applies to the Helmholtz equation (e.g. [41] ). The classical wave propagation equation is
Assuming time-harmonic solutions of the form u(x, t) = e iwt u(x) for a given temporal frequency ω, the wave equation reduces to the Helmholtz equation
where the wavenumber k = ω/c represents the ratio of the angular frequency ω to the wave propagation speed c. The wavelength is equal to 2π/k. The discretization of (24) leads to the following linear equation system
and the relation between the eigenvalues and wavenumbers is λ j = k 2 j . The solution of (25) is a linear combination of plane waves with numerical wavenumbers k h , where k h = k and hence the discrete and exact waves have different wavelengths. The goal of the dispersion analysis is to quantify this difference and define this difference as the dispersion of the numerical method, i.e. how well the discrete wavenumber k h approximates the continuous k [8, 41, 60] .
Remark 2. For multidimensional problems on tensor product grids, the stiffness and mass matrices can be expressed as Kronecker products of 1D matrices [33, 34] . For example, in the 2D case, the components of K and M can be represented as fourth-order tensors using the definitions of the matrices and the basis functions for the 1D case [27, 33] M
where M 1D ij and K
1D
ij are the mass and stiffness matrices of the 1D problem as given by (20) , (21) . We refer the reader to [27] for the description of the summation rules.
where a h (·, ·) and (·, ·) h are the discrete inner products represented by the chosen quadratures. For each j, the set v h j and µ h j are the discrete eigenpair resulting from these discrete inner product representations.
In all these three cases, the corresponding eigenfunctions are orthonormal with respect to the appropriate inner product
The Pythagorean eigenvalue theorem for the fully integrated case where the discrete inner product is equivalent to the continuous one for all functions in the finite dimensional spaces used, is derived as follows [61] 
where the first equality is valid due to the definition of a(·, ·) as the energy norm, the second one is due to bilinearity of a(·, ·), the third one is due to the definition of the continuous eigenproblem, the fourth one is a simple regrouping of terms, the fifth is due to the L 2 norms scaling of the continuous and discrete eigenfunctions, while the sixth equality is another regrouping of terms to yield the final result.
In the modified inner product case we can write the generalized Pythagorean theorem as follows
where the first four steps of (32) apply unchanged. Since µ
, we can add this to (33) which results in
Then, using the orthonormality of the eigenfunctions in their respective inner products (u j , u j ) = 1 and (v That is, it is not necessarily normalized to one in the continuous inner product, we finally obtain the modified theorem
The last equation in (35) shows that the energy norm error for weak forms with modified inner products consists of four terms. The first two are similar to the Pythagorean eigenvalue theorem of Strang and Fix [61] and they represent the eigenvalue error and L 2 -norm of the eigenfunction error. The third term of (35) is
While the last term is
The third term represents the error in the discrete energy norm, while the last one is the error in the L 2 inner product. In the numerical examples section, we illustrate the contribution of the two new terms to the total error of the numerical methods. In the cases when these terms are equal to zero, (35) reduces to the standard Pythagorean eigenvalue error theorem which when the results of (36) and (37) are substituted in (35) yield:
which can be simplified to
Optimal blending for finite elements and isogeometic analysis
Several authors (e.g. [4, 32, 58] ) studied the blended spectral-finite element method that uses nonstandard quadrature rules to achieve an improvement of two orders of accuracy compared with the fully integrated schemes. This method is based on blending the full Gauss quadrature, which exactly integrates the bilinear forms to produce the mass and stiffness matrices, with the Lobatto quadrature, which underintegrates them. This methodology exploits the fact that the fully integrated finite elements exhibit phase lead when compared with the exact solutions, while the underintegrated with Lobatto quadrature methods, such as, spectral elements have phase lag.
Ainsworth and Wajid [4] chose the blending parameter to maximize the order of accuracy in the phase error. They showed that the optimal choice for the blending parameter is given by weighting the spectral element and the finite element methods in the ratio p to one scaled by (p + 1). As mentioned above, this optimally blended scheme improves by two orders the convergence rate of the blended method when compared against the finite or spectral element methods that were the ingredients used in the blending. The blended scheme can be realized in practice without assembly of the mass matrices for both schemes, but instead by replacing the standard Gaussian quadrature rule by an alternative rule, as Ainsworth and Wajid clearly explained in [4] . Thus, no additional computational cost is required by the blended scheme although the ability to generate a diagonal mass matrix by the underintegrated spectral method is lost.
To show how an improvement in the convergence rate is achieved, consider, for example, the approximate eigenfrequencies written as a series in Ω = ωh for the linear finite and spectral elements, respectively [4] 
When these two schemes are blended using a blending parameter τ , the approximate eigenfrequencies become
For τ = 0 and τ = 1, the above expression reduces to the ones obtained by the finite element and spectral element schemes, respectively. The choice of τ = 1/2 allows the last term of (42) to vanish and increases by two additional orders of accuracy the phase approximation when compared with the standard schemes. Similarly, by making the optimal choice of blending parameter τ = p (p+1) in high-order schemes, they removed the leading order term from the error expansion.
The numerical examples in Section 6 show that a similar blending can be applied to the isogeometric mass and stiffness matrices to reduce the eigenvalue error. For C 1 quadratic elements, the approximate eigenfrequencies are
and thus the optimal ratio of the Lobatto and Gauss quadratures is 2 : 1 (τ = 2/3) similar to the optimally blended spectral-finite element scheme. For C 2 cubic elements, we determine that a non-convex blending with τ = 5/2 allows us to remove the leading error term and thus achieve two additional orders of accuracy. For more details, we refer the reader to [19] . (40) (41) (42) (43) (44) show that the absolute errors in the eigenfrequencies converge with the rates of O Ω 2p+1 and O Ω 2p+3 for the standard and optimal schemes, respectively. If we consider the relative eigenfrequency errors, from equations (43) and (44), these take the form
that is, the convergence rate for frequencies computed using IGA approximations is O Ω 2p as shown in [25, 56] . The optimal blending in IGA leads to a O Ω 2p+2 convergence rate for the relative eigenfrequencies. This superconvergence gain is similar to the one achieved by the optimally-blended spectral element method of Ainsworth and Wajid [4] .
Alternative blending schemes
The optimal blending of [4] provides the best eigenvalue approximation when Ω → 0. However, in practical applications one might need to minimize the errors for different values of the wavenumber (frequency) for a set grid size rather than for very small ones (e.g., for a fixed value of grid points per wavelength in wave propagation problems) where the accuracy is already sufficiently high. Seriani and Oliveira [58] studied the possibility of blending the consistent and mass-lumped operators in spectral element schemes using a criteria that the phase error vanishes at a particular, user-specified, value of the normalized wavenumber. Certainly, in such a case the blending parameter is wavenumber and mesh dependent.
In the following numerical examples, we show that the alternative blendings in IGA lead to much smaller errors in the middle part of spectra. Our scheme blends the Gauss and Lobatto quadratures and we determine the blending parameter τ from numerical simulations to minimize an averaged error for a range of frequencies. In this context, we can also choose τ to minimize an expansion similar to (42) for a given value of Ω if all relevant higher-order terms are available.
These nonstandard blendings lead to better approximations in the middle part of the spectrum for all orders of optimally blended IGA schemes. Finding explicit expressions of the equivalent quadrature rules is an important open problem which when solved will allow for efficient computation of the integration without resorting to computing with two different quadratures.
Numerical examples
In our numerical tests, we consider the one-and two-dimensional problems described in Section 2. The mesh is uniform unless otherwise specified and is chosen in such a way that N , the total number of degrees of freedom (or discrete modes), is 1000 and 10000 (= 100
2 ) in the 1D and 2D plots, respectively.
Optimally-blended methods in 1D
The exact eigenvalues and corresponding eigenfunctions of the 1D problem are
for j = 1, 2, .... The approximate eigenvalues λ h j are sorted in ascending order and are compared to the corresponding eigenvalues of the exact operator λ j . Figure 1 shows the approximation errors for quadratic finite elements (C 0 ) and isogeometric elements (C 1 ) using the standard Gaussian quadratures. Similar plots have been previously shown by Cottrell et al. [25] and Hughes et al. [40, 41] among others to illustrate that the approximate eigenvalues and eigenfunctions are significantly more accurate for IGA than for FEA for similar spatial resolutions. This improvement in the spectral accuracy of isogeometric analysis grows even larger for higher-order approximations. The large spikes in the eigenfunction errors that appear at the transition points between the acoustic and optical branches of the C 0 spectra, are absent in the maximum continuity discretizations. The figure shows that the standard Pythagorean eigenvalue error theorem is valid in this case. The last two terms of the modified Theorem (39) are zero for all modes and not shown in this figure.
In the following figures, we present the relative eigenvalue (EV) errors
In the following figures, we show how the use of optimal blending (Section 4) reduces the eigenvalue errors for C 0 finite element discretizations. Figures 2 and 3 show the eigenvalue, L 2 -norm, and energy-norm eigenfunction errors for linear and quadratic C 0 elements with the blending parameters τ equal to 1/2 and 2/3, respectively. The fourth term of the modified theorem (39) that represents the error in the L 2 inner product subtracts from the eigenvalue error thus making this error smaller. The L 2 -and energynorm eigenfunction errors are also slightly reduced by the use of optimal quadratures.
The optimal blending improves the spectral properties of higher-order FEA as well. Figure 4 shows the errors for sextic (p = 6, τ = 6/7) blended finite elements. The y-scale is significantly different in this figure from the previous ones to accommodate the large errors in the optical branch.
To study the behavior of discrete eigenfunctions from different branches of the spectrum, in Figure 5 we compare the discrete and analytical eigenfunctions for quadratic C 0 finite elements. We chose three eigenfunctions: #200 from the acoustic branch of the spectrum where both the standard and blended finite element schemes have very low error, #480 and #520 located near the spike of the stopping band at the center of the spectrum where the errors in the eigenfunctions slightly differ for these methods. As expected, for the lowest mode, both methods provide the results that are qualitatively and 13 quantitatively accurate. On the other hand, the standard finite element method provides slightly better approximation than the optimally-blended scheme for the eigenfunctions located near the stopping-band spike. Let us now show how a blended quadrature rule (a mix of Gauss and Lobatto quadratures in this case) can greatly reduce the eigenvalue errors of isogeometric approximations. Figure 6 shows the eigenvalue, L 2 -norm, and energy-norm eigenfunction errors for C 1 quadratic elements. As can be seen from this figure, the generalized Pythagorean eigenvalue theorem is valid for isogeometric discretizations. The optimal ratio of the Lobatto and Gauss blending is 2 : 1 (τ = 2/3) which is the same ratio proposed by Ainsworth and Wajid [4] for the FEA case. Figure 7 shows the errors for C 1 quadratic elements in both linear and logarithmic scales. With this blending, the scheme has two additional orders of accuracy compared with the standard isogeometric elements. This can be seen in the logarithmic representation of the absolute value of the errors: for the lowest modes (left part of the spectrum), the error in the L 2 inner product constitutes the largest part of the total error thus making the eigenvalue error much smaller. The spike in the logarithmic plot is induced by the change in sign of the error. For conciseness, we omit the energy-norm eigenfunction errors from this and the following figures. Figure 8 shows the errors in the optimally-blended C 2 cubic IGA scheme. The optimal in this case is a non-convex blending of −3/2 Gauss and 5/2 Lobatto rules [19] . We observe much smaller eigenvalue errors compared to the standard C 2 isogeometric elements. The convergence rate of the optimally-blended IGA scheme is O(Ω 8 ). The figure shows the numerical evidence and [19] shows the analysis of this blending.
These results demonstrate that the blended smooth isogeometric inner products significantly improve the accuracy of the discrete approximations when compared to the fully-integrated Gaussian counterparts. The fourth term of the modified Pythagorean eigenvalue theorem (39) represents the "correction" to the approximate eigenvalues. The L 2 -and energy-norm eigenfunction errors are almost not affected by the blending. The logarithmic format confirms the theoretical convergence is achieved for blended C 2 elements and the generalized Pythagorean theorem is valid to high precision in the numerical experiments.
The eigenfunction error, contrary to the finite element case, is either slightly improved (for low-order IGA) or almost not affected at all (for high-order elements). Three discrete and analytical eigenfunctions for C 1 quadratic elements are shown in Figure 9 . Again, for the 200th mode, both blended and non-blended schemes are very accurate. The approximation of the higher 500th eigenfunction is also good, while the 800th is less accurate. Both the standard and blended schemes provide similar results and no loss of accuracy in eigenfunction approximation is observed due to the use of the non-standard blended quadratures. Now, we consider the spectral error analysis for blended isogeometric methods with less continuous spaces (less than p − 1 continuity). Figure 10 compares the blending with τ = 3/4 for C 1 cubic elements versus the standard fully integrated scheme. This blending would be optimal for C 0 elements of the same order, however, in this case it does not improve the convergence rate of the method. Nevertheless, a positive impact on the eigenvalue errors can be observed in the whole spectrum, especially in its middle part.
Errors for C 1 quartic elements are shown in Figure 11 . The C 0 optimal blending scheme (τ = 4/5) used in this case has a convergence order of 10, i.e. this blending is able to deliver two additional orders of convergence compared to 8 of the standard quartic elements. Thus, this scheme is optimal in the Ainsworth's sense [4] . The eigenvalue errors are significantly reduced in the whole spectrum. 
Alternative blending schemes
In the following examples, we show the errors for quadratic and cubic isogeometric elements using alternative blendings and compare them with the optimal ones. As stated in Section 5, for practical applications, we may seek acceptable errors for desired intervals of wavenumber (frequency) for a fixed mesh size. Figure 12 shows the effect on the spectral distribution of the error for the blending parameter τ = 5/6 applied on a C 1 quadratic discretization. While this blending is not optimal, in the sense that it does not deliver superconvergence, it results in eigenvalue errors that are much smaller than the "optimal" ones in the range [0.34 0.96]. Figure 13 compares the blending with τ = 5 for cubic C 2 elements versus the optimal blending. Again, the optimal blending has much smaller errors for the lowest modes, but the alternative blending has better approximation properties at the higher ones that are of practical interest in wave propagation problems.
The blending parameter can be chosen to deliver a better approximation for a particular, user-specified value of the wavenumber. Assume that we wish the error to vanish at k h h π = 0.4 (five points per wavelength). By using the blending parameter τ = 0.20895, we obtain a numerical scheme based of C 1 quadratic elements whose approximation properties are shown in Figure 14 .
Alternative blendings can be also successfully used for isogeometric elements with reduced continuity. Figure 15 shows the blending scheme with τ = 7/12 for C 1 cubic elements. This blending greatly reduces the eigenvalue errors in the middle range; for example, the errors in the first 80% of the spectrum are within 2% range.
Summarizing the results above, the optimally-blended C 0 and C p−1 elements exhibit much smaller eigenvalue errors and have two additional orders of superconvergence when compared with the standard schemes based on a Gauss quadrature rule that fully integrates all the inner products. Moreover, a properly chosen non-optimal blending rule can reduce the eigenvalue errors even further for a range of normalized eigenvalues (or set the error to zero for a particular mode) while preserving the convergence rate of the standard discretizations.
Optimally-blended methods in 2D
Now we continue our study with the dispersion properties of the two-dimensional eigenvalue problem / wave equation on tensor product meshes. An optimal blending parameter for a multidimensional problem coincides with the optimal parameter for the one dimensional case [4] . The exact eigenvalues and eigenfunctions of the 2D eigenvalue problem are given by
for j, k = 1, ∞. Again, the approximate eigenvalues λ h jk are sorted in ascending order. The resulting 1D plots of eigenvalue errors show oscillations which are common in this kind of analysis [41, 56] . Figure 16 compares the eigenvalue errors in the standard 1D format for the C 1 quadratic elements using the standard Gauss and the optimally-blended scheme. Now both the third and the fourth terms of the modified Pythagorean eigenvalue theorem are not zero and modify the eigenvalue approximation. The error in the discrete energy norm is detrimental to the approximation when it has a negative sign. Some of its detrimental contribution is offset by the error in the L 2 norm. Nevertheless, the optimally-blended scheme has significantly smaller approximation errors in the whole spectrum. Figure 17 compares the eigenvalue errors of the fully integrated by Gauss inner products for C 1 quadratic elements with the optimally-blended scheme (τ = 2/3) and two alternative blendings (τ = 5/6 and τ = 15/16) in a 2D format. We can observe that for 2D problems the main features of the optimal and alternative non-optimal blendings are 21 Figure 16 : Eigenvalue errors for C 1 quadratic elements using the standard and optimally-blended schemes. The inset compares the accuracy in the first 30% of the spectrum. EV and EF stand for eigenvalue and eigenfunction, respectively. Now the eigenvalue errors for the Gauss and blended scheme are shown in red and blue colors, respectively.
preserved: the optimal one has smaller errors for the lowest modes, but the alternative ones have better approximation properties in the middle part of spectra. Figure 18 shows the impact on the simulation results for a C 2 cubic basis when a p + 1 Gauss quadrature is compared against several blending schemes (FEA optimal value of τ = 3/4, IGA optimal value of τ = 5/2, and an alternative blending with τ = 3). As can be seen from these results, using a value of the blending parameter τ = 3/4, which is optimal for C 0 cubic elements, does not change the approximation properties compared to the standard scheme. On the contrary, the non-convex blendings lead to smaller eigenvalue errors.
Non-uniform grids
Until now, we have considered only uniform grids that are commonly used in dispersion analysis. However, real-life applications involve modeling problems that include elements of very different shapes and sizes. In this section, we study the efficiency of the blended quadratures on non-uniform grids.
Using non-uniform knot spacing leads to different types of basis function to be present in the system. Figure 19 shows the C 1 quadratic basis for three different grid refinements (boundary knots are shown as one). In the first case, the uniform grid refinement (the size of all elements is h) leads to a homogeneous basis everywhere, except at the boundaries of the domain. In the second case, a mesh that combines elements of two sizes, classical stretched grid that is refined such that
and the mesh is refined towards the center of the domain. The basis on this grid has a large variety of different functions. Figure 20 compares the Gauss quadrature with the optimal blending for C 1 quadratic basis on a uniform grid on the grid that combines elements of two sizes, The inner basis functions of the problem belong to two different groups and this, similar to the finite element case, leads to branching of the spectrum (despite the fact that the functions have the same continuity). The use of the blended quadrature leads to smaller eigenvalue errors thus confirming the efficiency of the method. The convergence is optimal as can be seen from the logarithmic representation of the errors, but no superconvergence is observed when the mesh is non-uniform. Nevertheless, we can determine numerically another quadrature that leads to two additional orders of superconvergence for this mesh. Figure 21 shows the errors for a non-convex blending of three-point Gauss and Lobatto quadratures with τ ≈ 1.27. 23 Finally, Figure 22 shows the results for a stretched grid with the stretching parameter α equal to 1.02. Again, the use of the optimal τ = p p+1 quadrature leads to much more accurate results. Surprisingly, not only the eigenvalues, but also the eigenfunctions of the problem are better approximated in this case.
Conclusions and future outlook
We show that using blended quadrature rules reduces the phase error of the numerical method, without affecting the overall efficacy of the method. To explain the observed behavior, we generalize the Pythagorean eigenvalue theorem to account for the effects of the modified inner products on the resulting weak forms. The proposed technique improves the superior spectral accuracy of isogeometric analysis. We can extend the method to arbitrary high-order C p−1 isogeometric elements by identifying suitable quadrature rules. So far, equivalent quadrature rules, which are not the result of blending a Gauss and a Lobatto quadrature, for arbitrary isogeometric elements are not available in the existing literature and will be the subject of our future work. Another future direction of research will focus on isogeometric discretizations with variable continuity. We will study how the breaks in continuity and inhomogeneity of the basis they produce affect the dispersion properties of the method and how these effects can be minimized by the use of blended quadratures. h elements, where EV and EF stand for eigenvalue and eigenfunction, respectively.
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