Abstract. The top-k retrieval problem aims to find the optimal set of k documents from a number of relevant documents given the user's query. The key issue is to balance the relevance and diversity of the top-k search results. In this paper, we address this problem using Facility Location Analysis taken from Operations Research, where the locations of facilities are optimally chosen according to some criteria. We show how this analysis technique is a generalization of state-of-the-art retrieval models for diversification (such as the Modern Portfolio Theory for Information Retrieval), which treat the top-k search results like "obnoxious facilities" that should be dispersed as far as possible from each other. However, Facility Location Analysis suggests that the top-k search results could be treated like "desirable facilities" to be placed as close as possible to their customers. This leads to a new top-k retrieval model where the best representatives of the relevant documents are selected. In a series of experiments conducted on two TREC diversity collections, we show that significant improvements can be made over the current state-of-the-art through this alternative treatment of the top-k retrieval problem.
Introduction
Information Retrieval (IR) is concerned with finding relevant documents that satisfy user information needs [12] . In many application domains, such as web search, the number of (potentially) relevant documents for a query is often quite large, while users are only interested in a few of the most important (top-k) relevant documents. In [5] , Chen and Karger argued that returning more relevant documents is not always optimal. Instead, retrieving a diverse subset of the most representative relevant documents is more likely to ensure that all possible information needs of a given query are satisfied. Typically, the top-k retrieval problem is solved by using a standard retrieval model [12] , which computes the relevance score of each document individually and then returns the k documents with the highest relevance scores. However, as the inter-relationships among the relevant documents are ignored, the top-k search results are often quite alike (and potentially duplicates or near duplicates). As pointed out in [5] , this can be undesirable, particularly when different users are interested in different meanings or aspects of the query. In order to resolve the query ambiguity and avoid the information redundancy, it is necessary to optimize the top-k search results collectively. Consequently, a number of search result diversification methods have been developed [1, 17, 15, 18, 3, 14] . Here, we considered only general methods for diversifying rankings, that can be applied regardless of document collections and information used to diversify documents. We thus do not consider the approaches presented in [3, 14] , because [3] can only be applied to the diversification of search results for Web search, as it uses the web-graph to diversify rankings, and because [14] uses (among others) query log and taxonomy-based features.
In this paper, we formalize the top-k retrieval problem within the unified framework of Facility Location Analysis (FLA) taken from Operations Research [8] , as a way to account and optimize for novelty and diversity [6, 17] . We then show that the state-of-the-art techniques for search result diversification, such as Maximal Marginal Relevance [1] , the Quantum Probability Ranking Principle [18] , and the Modern Portfolio Theory [15] , can be modelled as one type of FLA. That is, they treat the top-k search results as obnoxious facilities to be dispersed as far as possible from each other. On the other hand, we consider the top-k search results as desirable facilities to be placed as close as possible to their customers such that the top-k search results constitute the best representatives of the relevant documents. Our experiments demonstrate that this novel method outperforms current state-of-the-art methods.
Approaches to Top-K Retrieval
Suppose that for a given query q, the set of relevant 1 documents found by the retrieval system is D = {d 1 , d 2 , . . . , d n }. The relevance score of a document with respect to q is calculated by a function r : D → R. Without loss of generality, we assume that r(d 1 ) ≥ r(d 2 ) ≥ . . . ≥ r(d n ). Furthermore, the distance 2 or dissimilarity between any two documents in D is calculated by a function w :
The task of top-k retrieval is to pick a subset S ⊂ D of k documents that is both relevant and diverse simultaneously. To find the optimal subset, we formulate it as a facility location problem [8] in Operations Research -given a set of customer "locations" D, we would like to find a subset 3 S ⊂ D to open k "facilities" there so as to optimize a graph-theoretic objective that is dependent on the cost of opening a facility at each location and also the distance between each pair of locations. The facility opening cost at location d i is set to −r(d i ) which reflects our preference for high relevance. Making use of different optimization objectives, Facility Location Analysis would lead to different retrieval techniques for search result diversification.
Obnoxious Facility Dispersion
One way to diversify search results, and perhaps the most intuitive, is to select dissimilar documents. In this case, the top-k search results are essentially treated as obnoxious facilities, such as nuclear-power plants, oil-storage tanks, and ammunition dumps. Such facilities should be dispersed as far as possible from each other so that in the case of an accident or incident at one of the facilities damage can be minimized or contained. The optimization objective of obnoxious k-facility dispersion is two-fold: (i) to minimize the total cost of opening those facilities and (ii) to maximize the spread of those facilities.
Since the facility dispersion problem is in general NP-hard even if the facility opening costs are ignored [8] , it can only be solved efficiently by approximate optimization algorithms. This issue is also present when diversifying document rankings, as Carterette noted [2] . A widely used algorithm that provides an approximate solution to the facility dispersion problem is Greedy Best-First Search [13] . This algorithm is shown in Algorithm 1. For the top-k retrieval problem, the algorithm first initializes S with the single most relevant document d 1 , and then sequentially adds the remaining documents in D \ S to S one by one, until the size of S has reached k. The crucial step in the algorithm is line 3 that selects the next document according to a heuristic function:
where the function g : D × 2 D → R estimates the effect of a document d on the overall dispersion of S, and λ ∈ [0, 1] is a trade-off parameter. Finally the top-k search results in S are returned to the users in the order they have been added to S.
Algorithm 1: Greedy Best-First Search for Obnoxious Facility Dispersion.
It is of interest to note that Gollapudi and Sharma proposed a set of axioms for search result diversification [7] , which suggested that algorithms for obnoxious facility dispersion could be used to select the top-k search results.
Here, we follow up on their intuition and show how obnoxious facility dispersion can be connected to Maximal Marginal Relevance [1] , the Quantum Probability Ranking Principle [18] , and the Modern Portfolio Theory [15] .
Maximal Marginal Relevance
Consider the scenario where the distance function is set such that
where s is some measure of document similarity [12] . If the dispersion function is set that:
then the heuristic function of eq. (1) becomes:
This is exactly the ranking formula of Maximal Marginal Relevance (MMR) [1] .
Modern Portfolio Theory Consider the scenario where the relevance function is:
where Pr(d) is the probability of d being relevant to the query, and ω d is the importance weight of d's rank position in S measured by the corresponding discounting factors of nDCG [10] . The distance function can be set as the negative of the Pearson's correlation coefficient between the probability distributions of d and d weighted by the importance of their rank positions, i.e.:
By setting the dispersion function as
) and the tradeoff parameter as λ = 1/(1 + 2bσ
, where b is a parameter encoding the user's risk propensity and σ 2 d is the variance of probability distribution of d, then the heuristic function of eq. (1) can be rewritten as:
This is exactly the ranking formula of the Modern Portfolio Theory (MPT) [15] .
Quantum Probability Ranking Principle
Consider the scenario where the relevance function equivalent to the probability of d being relevant to the query, i.e.:
In order to obtain the QPRP in the framework of facility location analysis the distance function w(d, d ) has to be set equivalent to the quantum interference term of QPRP, i.e.:
where the interference
being the phase difference between the complex probability amplitudes associated to d and d . Similarly to the case of PT, we set
, the heuristic function of eq. (1) becomes:
And this equates to the Quantum Probability Ranking Principle (QPRP) ranking formula [18] .
Desirable Facility Placement
In contrast to the above techniques, which subscribe to the obnoxious facility dispersion approach under FLA, for search results diversification, desirable facility placement from FLA may be more appropriate. In this setting, desirable facilities, such as warehouses, hospitals, and fire stations, are to be placed as close as possible to their customers. Since a customer would just go to the closest facility, there is a competitive relationship among those k-facilities. This is the underlying driving force behind diversification, i.e. it is better for each of the k-facilities to be the centers of different areas such that every customer is close to one facility. The optimization objective of desirable k-facility placement is two-fold:
1. to minimize the total cost of opening those facilities, and, 2. to minimize the distances from the customer locations to their closest facilities.
In the context of top-k retrieval, by treating search results like desirable facilities, we are in fact selecting the best representatives of the relevant documents so that the top-k search results constitute a concise summary of all the relevant information, and as such novelty and diversity naturally arise. More formally, the optimal set of top-k search results, considered as desirable facilities, is given by:
that optimizes the objective function:
where λ ∈ [0, 1] is a trade-off parameter. This problem is an extension of the uncapacitated facility location problem in which the number of facilities is not bounded [8] . This formulation of the top-k retrieval problem encompasses traditional relevance-based retrieval [12] (when λ = 1) and k-medoids clustering [9] (when λ = 0). The above facility location problem is also in general NP-hard, which can be proved by reduction, for example, from the set cover problem. Since we have an explicit objective function here, we choose to optimize it approximately using Greedy Local Search (GLS), a.k.a. Hill Climbing, as shown in Algorithm 2. The algorithm first initializes S with the k most relevant documents d 1 , . . . , d k , and then iteratively refines S by swapping a facility location in S and a customer location in D \ S, until the process converges. Finally, the top-k search results in S are returned to users in the order of their respective contributions to f (S).
Algorithm 2: Greedy Local Search for Desirable Facility Placement. In section 2.1, we noted that MMR, MPT and QPRP can all be framed as solutions based on obnoxious facility dispersion (OBN) where they all employ a Best First Search (BFS) heuristic (i.e. OBN + BFS). However, for the desirable facilities placement (DES), we arrived at a solution which employs a Greedy Local Search (GLS) heuristic (i.e. DES + GLS). The focus of our empirical evaluation will be on comparing the different methods MMR, MPT and QPRP within these two solutions. To do this we can construct desirable facilities placement variants of MMR, MPT and QPRP by using the follow settings in Equation 6 : For convenience, we distinguish between the two different solutions as MMR-BFS, MPT-BFS, and QPRP-BFS for obnoxious facility dispersion (OBN) versus MMR-GLS, MPT-GLS, and QPRP-GLS for desirable facilities placement (DES), and compare these approaches in the next section.
Experimental Methodology
To empirically evaluate the above top-k retrieval techniques, we employed two TREC collections designed for testing diversity using three topic sets. The first is the TREC 6-7-8 subtopic retrieval collection 4 [17] , consisting of the documents from the Financial Times of London (TREC Disk 4), together with the 20 retrieval topics and associated subtopic relevance assessments used in TREC 6, 7, and 8 interactive tracks. The second is the recent TREC ClueWeb collection 5 , together with the two topic sets from TREC 2009 and 2010 Web tracks 6 . In our experiments on ClueWeb, all systems were restricted to retrieve documents from only part B of the ClueWeb dataset (i.e. the first 50 millions documents). Document collections have been indexed using Lemur/Indri 7 , where standard stop-word removal and Porter stemming was applied. For each retrieval topic, the title of the topic was used to generate queries.
As a naïve baseline we used the standard Language Modeling (LM) approach to retrieval [16] , i.e. a method without diversification. The ranking provided by LM was then used by all the diversity based top-k retrieval techniques to ensure that the methods were compared fairly. We computed the relevance score as
was the unigram language model estimated from document d i with Dirichlet smoothing 8 [16] , and |q| was the number of terms in the query. The scaling factor 1/|q| was introduced to remove the influence of query length and facilitated setting the parameter λ across queries. We then calculated the distance between d and d using Kullback-Leibler divergence
whereM (d) is the unigram language model estimated from document d using the maximum likelihood estimation, andM (d ) is the unigram language model estimated from document d with Dirichlet smoothing. To better compare the ranking approaches independently from the distance function used, we employed the same approach used to compute s(d, d ) for replacing the Pearson's correlation in MPT and for approximating the quantum interference term in QPRP 10 . For each query q in the test set Q, we retrieved n = 100 documents with the highest relevance scores to form the set D. Then the retrieval techniques -MMR, MPT, QPRP (as OBN+BFS variants), and their DES+GLS variantswere employed to select the top k = 20 documents as the set S to be returned to users. Retrieval performances were measured at rank positions 5, 10 and 20 by ERR-IA [4] , α-nDCG [6] and subtopic-recall (s-rec) [17] , where both ERR-IA and α-nDCG were used following the standard settings employed in the TREC 2011 Web Track (i.e. in ERR-IA all intents were given the same probability, and in α-nDCG, α was set to 0.5).
Where parameters were present (e.g. b and σ 2 for MPT and λ for MMR), these were tuned so as to maximise α-nDCG@10. In particular, for λ, we explored results obtained varying the parameter in the range [0, 1] with decimal steps in MMR. Additionally, for MPT we treated variance as a parameter (similarly to [18] We tested the results for statistical significant differences over LM using a Wilcoxon signed-rank test with p < 0.01: in the tables, * indicates that statistical significant differences were found. Note that we did not perform significance tests on the TREC 6-7-8 dataset because the sample size is too small (there are only 20 topics). Table 1 reports the results obtained for LM, OBN+BFS methods (MMR, MPT, QPRP) and their corresponding DES+GLS variants on the ClueWeb topic sets, while Table 2 contains the results from TREC 6-7-8 collections. Included in each table is the percentage increase of the LM Baseline. An overview of the results from ClueWeb is shown in Figure 1 which shows a bar plot for the alpha-nDCG results for ranks 5, 10 and 20. As expected the OBN+BFS methods outperform the LM baseline quite considerably across all the measures shown for all of the collection/topic sets. Also, for the DES+GLS methods, substantial improvements are witness over the baseline, and in most cases the DES+GLS heuristic outperforms the OBN+BFS heuristics. Of particular note, is that the DES+GLS variant of MPT clearly and consistently outperforms all other methods. For example, on TREC 2009, MPT-BFS obtains alpha-DCG of 0.181 while MPT-GLS scores 0.282. This is quite a substantial increase in performance. Further significance testing reveals that these increases of the DES+GLS variants were significantly better than the OBN+BFS variants (denoted by †). 
Results and Discussion
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In terms of the different methods, we would expect the OBN+BFS and DES+GLS variants of MPT to perform the best as the method encodes two parameters for tuning. We also observe that this is generally the case. However, the QPRP methods (OBN+BFS and DES+GLS) do not require any within method parameterization, making the solution much more robust. With respect to performance we can also see that the QPRP-GLS variant not only significantly outperforms the QPRP-BFS variant, but it also out performs the MPT-BFS variant. That is, despite MPT having two additional parameters to tune, the QPRP-GLS method is comparable, if not better across all the measures (and across collections/topic sets). This means that the QPRP-GLS is a practical and viable solution to undertaken, while the MPT-GLS method results in even further improvements, such improvements are only possible if the parameters of MPT can be reliably estimated.
These findings suggest that the heuristic employed by the desirable facilities placement solution creates a better ranking due to the optimization being performed on the set of documents rather than just on the next document to Table 1 . The top-k retrieval performances measured by ERR-IA, α-nDCG and srecall on the TREC 2009 and TREC 2010 topic sets. For each measure, the best result is reported in bold. We used the Wilcoxon signed-rank test with p < 0.01 for testing statistical significance: * indicates that statistical significant differences against the LM baseline were found, while † indicates that statistical significant differences between OBN + BFS and DES + GLS were found. be ranked as it is the case for the OBN+BFS solution. While, the results show that substantial improvements can be made in terms of retrieval performance, it should be noted that this does come at a small computational cost. However, given that only the top-k results need to be optimized then increase in computational cost is marginal, making this approach practical in an online setting. 
TREC
Conclusions and Future Work
In this paper, we approached the top-k retrieval problem as if it was analogous to Facility Location Analysis in Operations Research where there are two main approaches depending on the type of facilities to be placed:
-Obnoxious Facility Dispersion -which we noted characterized existing search result diversification techniques such as MMR, MPT and QPPR; and uses a Best First Search heuristic (i.e. OBN+BFS); and, -Desirable Facility Placement -which resulted in the development of an alternative and novel approach to the top-k problem, that used a Greedy Local Search heuristic and produced DES+GLS variants of MMR, MPT and QPRP.
The findings from our experiments demonstrate that this novel alternative treatment of the top-k based on desirable facility placement results in substantially and significantly better performance over the obnoxious facility dispersion based methods (i.e. DES+GLS over OBN+BFS essentially). These results back up the intuition that relevant items are desirable in nature, and that the most representative set of relevant items should be found. While we have witness significant and substantial increases of performance it would be of further interest to examine different heuristics to either decrease the computational complexity and improving the solutions efficiency by switching from GLS to BFS for the DES solution, or to try to further improve performance by exploring more complex facility location models (such as the capacitated facility location problem [8] ) and to investigate more advanced optimization methods (such as simulated annealing and genetic algorithm [13] ). Indeed, it would also be interesting to examine
