Abstract We investigated two 'gap-filler' methods based on GPS-derived low-degree surface loading variations (GPS-I and GPS-C) and a more simple method (REF-S) which extends a seasonal harmonic variation into the expected Gravity Recovery and Climate Experiment (GRACE) mission gap. We simulated two mission gaps in a reference solution (REF), which is derived from a joint inversion of GRACE (RL05) data, GPS-derived surface loading and simulated ocean bottom pressure. The GPS-I and GPS-C methods both have a new type of constraint applied to mitigate the lack of GPS station network coverage over the ocean. To obtain the GPS-C solution, the GPS-I method is adjusted such that it fits the reference solution better in a 1.5 year overlapping period outside of the gap. As can be expected, the GPS-I and GPS-C solutions contain larger errors compared to the reference solution, which is heavily constrained by GRACE. Within the simulated gaps, the GPS-C solution generally fits the reference solution better compared to the GPS-I method, both in terms of spherical harmonic loading coefficients and in terms of selected basin-averaged hydrological mass variations. Depending on the basin, the RMS-error of the water storage variations (scaled for leakage effects) ranges between 1.6 cm (Yukon) and 15.3 cm (Orinoco). In terms of noise level, the seasonal gap-filler method (REF-S) even outperforms the GPS-I and GPS-C methods, which are still affected by spatial aliasing problems.
Introduction
The twin-satellite, NASA/DLR Gravity Recovery and Climate Experiment (GRACE), mission has changed the way we perceive the ongoing redistribution of mass within the Earth system. GRACE measures tiny changes in distance between two spacecraft resulting from static and time-variable irregularities of the Earth's gravity field. Its data products, usually provided in form of monthly spherical harmonic models of the gravity field, have enabled scientists to quantify cryospheric ice mass loss (Rignot et al. 2011) , ocean mass change (Chambers and Schröter 2011) , or variability in terrestrial water storage (Tapley et al. 2004; Schmidt et al. 2008) . More recently, GRACE data are increasingly used in assimilation schemes of ocean and hydrological models (Köhl et al. 2012; Zaitchik et al. 2008; Eicker et al. 2014) .
A follow-on mission for GRACE (GRACE-FO) is well on its way, with a launch date anticipated for August 2017 ). GRACE-FO will be equipped with a GRACE-heritage K-band ranging system but will carry, in addition, a Laser Ranging Interferometer (LRI, Sheard et al. 2012) . It is thus expected that GRACE-FO-derived gravity field models will be at least as precise as GRACE-derived models, while, when the LRI is enabled, models with improved spatial and temporal resolution may be obtained ). However, the GRACE spacecraft are currently operating beyond their design lifetime of five years, and signs of the aging power system become apparent. Already since the beginning of 2011, once in 161 days (when the orbital plane is directed toward the Sun), three to four weeks of power saving mode must be scheduled which results in a loss of accelerometer and/or K-band ranging data. Although careful planning of the mission operation team minimizes the amount and length of the data gaps, a loss of data cannot be avoided without imposing unacceptable risk. Thus, depending on the GRACE lifetime and the actual GRACE-FO launch, there may be a gap of a year or longer between both missions.
The question whether we can find some way to 'bridge' either short gaps (of about several months) in GRACE mass change time series or a longer, possibly multi-year gap occurring between GRACE and GRACE-FO, using measured geodetic data, is thus of immediate concern. Obviously, there is no silver bullet when one aims at substituting the micrometer-precise GRACE ranging measurements by any other space-geodetic technique. Any alternative approach will inevitably result in a serious loss in spatial and/or temporal resolution, when compared to GRACE. Its use in science applications may be limited, and it needs to be investigated on a case-by-case basis. Notwithstanding this caveat, several approaches have been suggested in order to substitute GRACE results for continuing ice loss, ocean mass and sea level separation, and large-scale hydrological storage time series. These approaches include:
• combining satellite laser ranging (SLR) results, which provide the time variability of the very low-degree gravity harmonics for some 30 years now, with predefined mass change pattern whose derivation most probably involves analyzing GRACE time series (e.g., GRACE-derived empirical orthogonal functions, Pilinski and Nerem 2011).
• using absolute and relative GNSS tracking to and between low-flying orbiters equipped with accelerometers, like the SWARM satellite constellation, in order to derive the low-degree time-variable field up to degree 6 or so (Wang et al. 2012 ); using GNSS tracking on GRACE A and/or B once the K-band ranging system would no longer being operational is along the same line of reasoning.
• using the technique known as loading inversion, where GNSS-measured, global network deformations are inverted into low-degree load distribution, possibly together with complementary information (Blewitt et al. 2001) .
In this contribution, we will focus on the last option. In this sense, our study extends previous work (Kusche and Schrama 2005; Wu et al. 2006; Rietbroek et al. 2009 Rietbroek et al. , 2012b on combining GRACE and the loading inversion approach.
The surface loading inversion approach has been pioneered by Blewitt et al. (2001) and Wu et al. (2006) . It is based on the observation that redistributing mass near the Earth's surface does not only cause time variability in the gravity field, but also deforms the crust to an extent visible in large-scale permanent GNSS networks. When non-loading effects can be carefully reduced, this deformation may be inverted into spherical harmonics of surface mass. While early studies had focused on the retrieval of degree-1 loading, which remains unobserved by GRACE, more recent work has been devoted to reconciling differences between GRACE-derived mass redistribution at higher resolution and networkderived deformations. Results by Collilieux et al. (2011) and Rietbroek et al. (2012b) demonstrate the impact of using reprocessed GPS observations, owing to improvements in GPS radiation pressure modeling, phase center modeling, and the consideration of higherorder ionospheric terms.
Here, we adapt the inversion scheme of Rietbroek et al. (2009 Rietbroek et al. ( , 2012b . Surface loading variations are parameterized through a spherical harmonic expansion up to maximum degree and order 30 and are estimated in a weighted least squares approach involving GPS solutions from a recent reprocessing project provided by the TU Dresden, GRACE normal equations from GFZ, and simulated ocean bottom pressure derived from AWI's Finite Element Sea-Ice Ocean Model (FESOM). The data characteristic are elaborated upon in Sect. 2. The resulting normal equation systems are processed in weekly batches, which are aligned to the GPS weeks. The results in this paper are additionally smoothed by rigorously stacking 5 weekly systems, in a running mean sense.
In order to investigate the potential impact of a mission gap, we proceed as follows. The results from the joint inversion are used as a reference dataset, against which the gap-filler solutions can be tested. We then simulate two data gaps within the reference solution and additionally construct three types of gap-filler solutions.
The first gap-filler solution (GPS-I) is constructed by inverting the GPS data, which is additionally constrained over the ocean by a new type of regularization (described in Sect. 3.2). Alternatively, we compute a constrained GPS solution (GPS-C) which is additionally adjusted by applying correction parameters to the GPS data. These correction parameters (biases, trend, and a seasonal harmonic) are estimated by adjusting the GPS network solution to the reference solution in an overlapping period outside the gap. For comparison, we also construct a third gap-filler solution by simply using a seasonal fit obtained from the reference solution (REF-S). For consistency, the data flowing in this fit originate from the same overlapping intervals as used above. Due to the limited coverage of the GPS stations, we limit the maximum truncation degree of the spherical harmonic coefficients of the gapfiller solutions to 10.
Data

GPS Network Deformations
Data from a global network of 316 GPS stations are assembled into weekly unconstrained normal equation systems. A long-term secular station position model (coordinates and velocities) has been estimated and is consequently removed a priori. In the same procedure, station discontinuities have been estimated and removed as well. In addition to our previous work, a priori surface loading has been accounted for by removing the same high frequency ocean and atmospheric dealiasing product, which is used in the GRACE processing. Although the effect is small, the station deformations associated with the ocean pole tide (Desai 2002) have been removed, such that the GPS systems are consistent with the GRACE processing. For consistency, and to mitigate the orientation rank defect of the unsolved GPS systems, the Earth orientation parameters are fixed to values as used in the GRACE processing. Furthermore, the precise orbit determination of the GPS satellites depends on arcs which are made as long as possible (reaching up to 7 days). The orbit parameters are reduced from the normal equation systems, which means that the parameters are implicitly solved but not part of the explicit parameter space anymore (e.g., Kusche 2003) . Additional GPS processing standards, such as tidal corrections, higher-order ionospheric effects, and solar radiation pressure corrections, conform the description of Steigenberger et al. (2006) and Fritsche et al. (2005) .
In a screening process, data from 12 stations, having less than a year's worth of data, have been excluded from all inversions.
The GPS satellites orbit the center of mass of the Earth system (CM), whereas the origin of the GPS station network (CN) approximates the center of surface figure (CF). This makes the GPS observation system sensitive to variations in the offset of the CM from the CN (see, for example, Wu et al. 2012 ). In the normal equation systems, the station coordinates are expressed relative to the center of mass of the Earth system. We use the CM as the reference origin as it is a natural choice for space-borne observation systems. Furthermore, the CM itself is independent of the network geometry of the GPS stations, which may fluctuate over time.
GRACE Gravimetry
In this study, we use the GFZ GRACE data processed according to the release 05 processing standards (Dahle et al. 2013 ). Similar to the GPS deformations, these data are provided in the form of weekly normal equation systems. This allows us to fully exploit the error covariance information, and the solving step can be postponed until all data have been combined. In contrast to our earlier work, the errors have not been calibrated by a degree-wise factor, but a global weight is computed using Variance Component Estimation (VCE, see Sect. 3.1).
Simulated Ocean Bottom Pressure
Simulated ocean bottom pressure is computed by the Finite Element Sea-Ice Model (FESOM, Timmermann et al. 2009 ). The model is based on the primitive equations and is forced by ECWMF fields (e.g., wind stress and pressure). Compared to the results of Rietbroek et al. (2012b) , a new heterogeneous horizontal discretization is implemented on a finite element mesh which varies significantly in size from 20 km (coastal regions/ equator) to 150 km (open ocean).
When combining the ocean model data with geodetic observations, an estimate of the model's error covariance is required. We obtain the error from the difference between two model runs, forced with different atmospheric datasets (ECMWF versus NCEP). From the time varying difference, we first compute the median per finite element node. The absolute value of this median value is then taken as its representative error and is plotted in Fig. 1 (left). Off-diagonal error covariances are not considered in this study. It is tempting to use these errors directly in the inversion. However, the sheer amount of nodes in regions with a finely resolved mesh would result in a grossly overweighted model in the joint inversion. For that reason, we also reweight the model error by its cluster area (this amounts to onethird of the surrounding triangle areas). In summary, the adopted error for each node, r P i , is computed from the difference of the model runs, DP i ; as follows:
As can be seen, the cluster area, A i is normalized by the median cluster area of the model A med , which amounts to 1,990 km 2 . The area-weighted error is plotted in Fig. 1 (right).
Surface Loading Retrieval
The three observables, ocean bottom pressure, potential changes and station deformations, can all be linearly linked to the unknown surface load. The observation equations have been extensively described in Rietbroek et al. (2012b) , but we repeat them here for completeness.
Firstly, the quantity of interest, T(h, k), expressed in an equivalent water height loading the Earth's surface, is written as a truncated expansion of spherical harmonic coefficients, T nm :
where a denotes the mean Earth radius, and " Y nm are the 4p-normalized (real) spherical harmonic base functions. The relation between the (residual) Stokes coefficients, dU nm ; from GRACE and the surface load are can be written as (see, for example, Wahr et al. 1998) :
Here, the density of water and the mean density of the Earth are denoted by q w and q e , respectively. The load Love numbers, indicated by the symbol k 0 n are derived from the PREM model (Dziewonski 1981) . The error of the Stokes coefficients is denoted by, U : The potential field of GRACE is described relative to the center of mass of the Earth system (CM). This implies that the terms with the degree 1 load Love number obey ð1 þ k 0CM 1 Þ ¼ 0 (Blewitt 2003) . Consequently, the inverse problem exhibits a rank defect for the degree 1 coefficients.
The degree 1 loading coefficients can be estimated when GPS station deformations are augmented in the joint inversion. Surface loading-induced deformation at the ith station can be written as (e.g., Kusche and Schrama 2005): 
Here, the local deformation is provided in the height, east and northward directions. The h 0 n and l 0 n load Love numbers convolve the surface load to the upward and lateral directions, respectively. Since the GPS deformation is provided in the CM frame of the Earth we must use degree 1 load Love numbers which are transformed in this frame h
Here, 'CX' may indicate any of the isomorphic frames as described by Blewitt (2003) . In contrast to the GRACE observation equation, there is no rank defect for the degree 1 surface loading coefficients since h 0CM 1 % À1:3 and l 0CM 1 % À0:9 are nonzero. Furthermore, since these load Love numbers are not unity, there exists a degree 1 deformation which differs significantly from a pure translation. We exploit this fact by simultaneously fitting a 7 parameter Helmert transformation in the joint inversion every week. In that way, the degree 1 surface loading is estimated from the GPS network deformation, while the translation parameters are allowed to absorb residual nuisance signal related to the GPS processing (see also Rietbroek et al. 2012b; Collilieux et al. 2011 ). We do not simultaneously estimate the Helmert parameters in the GPS-only inversions as in those cases too much signal is absorbed by the Helmert parameters.
The ocean bottom pressure changes derived from virtually all ocean models reflect the mass-induced differences from an ocean at rest. However, time variations of the geoid also induce changes in the ocean bottom pressure (OBP), which are not captured by most of the models. The simulated OBP changes, expressed in equivalent water height, can therefore be represented as the sea surface height (ignoring steric effects) relative to the timevariable geoid height as caused by the same surface load:
The mass correction parameter, DM 0 ; is constant over the ocean and is estimated every week in order to make the ocean model mass consistent with the estimated surface load.
Joint Inversion Scheme
We use the combination of GRACE, GPS, and FESOM data as a reference solution. The proposed scheme differs in the following aspects from those used in Rietbroek et al. (2009) and Rietbroek et al. (2012b) . Firstly, we use updated data, GRACE release 05 data, FESOM ocean bottom pressure from a more refined model setup, and GPS data with an improved processing and including a larger number of stations. Secondly, Rietbroek et al. (2012b) loosely constrained station coordinate before transforming the normal equation systems in terms of surface loading coefficients and Helmert parameters. In this study, we fix the Earth orientation parameters for GPS to those used in the GRACE solution, and no additional coordinate constraints are applied before the transformation step. This actually increases the noise somewhat, but we obtain a more consistent solution in terms of its reference frame. Thirdly, the weighting of the three different data types is now obtained from a variance component estimation (e.g., Koch and Kusche 2002) . The square root of the estimated variance components varying over time is shown in Fig. 2 . It is interesting to note that the variance component of FESOM shows an annual behavior, which suggest that the seasonal behavior may be somewhat over-or underestimated. Although we use a diagonal error covariance for the FESOM data, we expect that significant error covariances may be present. Such covariances would decrease the relative weight of the model in the inversion. To partially compensate for this effect and to increase the relative weight of the true observations, we additionally rescale the FESOM error by a factor 5 after the optimal VCE factors have been obtained. A comparison of bottom pressure changes from the inversion with data from independent ocean bottom pressure recorders confirms that indeed a better correlation is obtained when rescaling the FESOM errors.
Regularization of the GPS Solution
In this paper, a special focus lies on the ability of GPS network inversions to fill up a possible mission gap. An inversion for surface loading using Eq. 4 is possible for relatively low degrees. Here, we choose a maximum truncation degree of 10, for the GPS network solutions. An unconstrained solution poses no problem numerically, but the solution exhibits spurious oscillations in regions where there are few or no GPS stations (see Fig. 4 ). Blewitt and Clarke (2003) tackled this problem by forcing the solution in the ocean domain to a self-consistent sea level. This is an equipotential surface which is mass consistent with the terrestrial load. Alternatively, Kusche and Schrama (2005) applied a constraint which regularized the solution over the ocean toward zero. Here, we propose a regularization technique which makes a compromise between the two methods. Instead of strictly enforcing an equipotential surface, we regularize the solution in the ocean domain toward it. The strength of the regularization can be tuned and therefore allows more flexibility when solving the systems. Physically, the regularization procedure may be interpreted as allowing the solution over the ocean to contain some dynamic topography.
When ignoring steric effects, the dynamic ocean topography, DT oce can be seen as the difference of the dynamic ocean surface (i.e., T(h, k) and a time-variable equipotential sea surfaceS:
DT oce ðh; kÞ ¼ Oðh; kÞ Tðh; kÞ ÀSðh; kÞ À Á ð6Þ
The difference on the right hand side is evaluated only in the ocean domain by multiplying it by the ocean function O(h, k).
In the following discussion, it is convenient to stack the spherical harmonic coefficients in row vectors (i.e., t ¼ ½T 00 . . .T NN T ). In the spectral domain, Eq. 6 can be written in matrix form (Rietbroek et al. 2012a ):
The matrix O operator and its complement I -O map a spherical harmonic set of coefficients to the ocean or land domain, respectively. The eigenvectors of the matrix are typically used in spatio-spectral concentration problems (Simons et al. 2006 ). The self-consistent sea level, contained ins; is by itself induced by changes in the land surface load, t land . It is computed by solving the sea level equation (going back as early as Woodward 1888), which can be written as a linear operator as well (Dahlen 1976; Rietbroek et al. 2012a ):
The matrix G SLE can be obtained by solving:
where P ¼ diag ½0 1. . .1 is a unit diagonal matrix with the degree zero entry set to 0. The diagonal matrix G N-U is dependent on the load Love numbers and maps a surface load to the difference between the geoid (N) and the bottom deformation (U):
The degree 0 values of the matrices are explicitly set to P(1,1) = 0 and G N-U (1,1) = 1, which ensures that mass is conserved globally. The choice of the frame origin of the degree 1 load Love numbers is irrelevant as the combination ð1 þ k 0 n À h 0 n Þ is independent of the reference system (Blewitt 2003) . Substituting Eq. 8 in Eq. 7 yields:
Equation 11, can be viewed as a pseudo observation equation; adding a priori knowledge. Setting the expected value, EfDtg ¼ 0; and choosing a covariance matrix, C Dt ; we can construct a regularization term expressed in terms of the unknown surface loading coefficients:
Here, a, is an optional regularization parameter, with which one can tune the strength of the regularization. We approximate C Dt by first constructing an expected residual signal, consisting of output from the WaterGAP Global Hydrology Model (Döll et al. 2003) which is augmented by the difference between the release 04 and release 05 dealiasing product. This residual is consequently mapped to the ocean domain using the O operator. As depicted by the signal degree variances in Fig. 3 , this mapping operation removes a significant part of the simulated signal (i.e., the land component). A constant diagonal covariance matrix is then constructed by taking the RMS over the time domain 2002-2007, for each spherical harmonic coefficient. A regularization parameter, a = 100, is additionally applied in order to obtain realistic surface loading results from a GPS inversion. This is shown exemplary for GPS week 1400 (5-11 November 2006), for which the GPS-I solution is shown in Fig. 4 , and the associated degree variances are also plotted in Fig. 3 .
Filling GRACE Mission Gaps
We propose three methods to fill GRACE mission gaps. For the first method (GPS-I), no data outside the gap are needed. We perform a GPS inversion with the constraint from Sect. 3.2. This way, surface loading coefficients up to degree 10 are obtained. A temporal smoothing is applied by stacking 5 subsequent weekly normal equation systems in a running mean sense.
Unfortunately, the heterogeneous coverage of the GPS network is very sensitive to spatial aliasing. The necessity to constrain the solution over the ocean is obvious from Fig. 4 . However, even over land regions with a sparse station coverage, the signal may be either damped (when no stations exist in the region of maximum signal) or falsely amplified (when isolated stations are affected by strong local signals). The interplay often also results in a spatial shift of the maxima. Most of the loading signal shows a strong seasonal behavior, such that changes in the magnitude and phase are expected in regions with few GPS stations. The second gap-filler method (GPS-C) tries to correct for these effect by applying correction parameters to the GPS-I solutions based on an overlapping period before (and optionally after) the mission gap. For this means, each surface loading coefficient in the GPS normal equation, with the regularization already applied, is expanded with a set of correction parameters consisting of a polynomial and an annual sinusoid:
Obviously, this introduces additional rank defects in the weekly normal equation system. However, the correction parameters are not intended to be solved on the weekly level but are constrained by data from a longer overlapping period at the side(s) of the mission gap where both GRACE and GPS data exists. In the overlapping period, the coefficients T nm *GPS (t) are fixed to the values as obtained from the reference solution and the correction parameters may be consequently estimated. Within the mission gap, the estimated correction parameters, which are independent on data in the gap itself, are now fixed to those as obtained above but the coefficients, T nm *GPS (t) are now estimated every week. In this study, we simulate two GRACE mission gaps. The first gap is the calendar year 2006. The overlapping period is chosen to be 0.75 year long at both sides of the gap. For this overlapping period, a polynomial up to degree 1 (bias and trend) is estimated as well as the annual cosine and sine amplitudes.
The second gap is about 1.5 year wide (centered at March 2010), but the correction parameters are estimated only from data before the mission gap (1.5 year overlapping period). For this gap, a bias and an annual sinusoid are estimated as nuisance parameters.
Due to the applied corrections, the seasonal behavior of the GPS-C gap-filler method is essentially determined by the reference solution itself. For comparison, we also construct a third gap-filler method (REF-S) which simply consists of a seasonal fit (and the same polynomial as in the nuisance parameters) to the coefficients of the joint inversion.
The chosen overlapping periods are kept relatively short to test whether a minimal amount of data suffice to make a gap-filler solution. Longer overlapping periods are also possible but are left out of the discussion. 
Surface Loading Coefficients
To assess the performance of the gap-filler methods, we compute approximate signal-tonoise ratios in the simulated mission gaps:
where the signal is taken as that as obtained from the joint inversion, and the error is approximated as the difference between the reference and the gap-filler solution. If the gapfiller method performs well, SNR nm is larger than 1. We plotted in Fig. 5 the signal-tonoise ratios for each of the two simulated gaps and for all three gap-filler methods.
The uncorrected GPS-I inversion (left column of Fig. 5 ) shows a limited capability to reproduce the combination solution. Most of the surface loading coefficients have a noise level which is comparable or larger than that of the signal itself. The situation is improved for the GPS-C solution when correction parameters are applied (center column). The highest signal-to-noise ratios are in fact obtained by just filling the gap with a seasonal curve from the reference solution (REF-S). This suggests that, in terms of surface loading coefficients, the noise level of the (sub-annual) signal in the GPS-C solutions is larger than the difference between the signal and the seasonal gap-filler method.
The time variation of a selection of surface loading coefficients are plotted in Fig. 6 . It is clear that for some coefficients, the uncorrected GPS-I solution (orange curve) wanders off from the combination solution. This is mostly the result of the spatial aliasing of the signal into the GPS solution. This effect has been the motivation to estimate and remove a correction curve from the data in an overlapping interval (shaded in lightgray). The corrected curves (in green) follow the coefficients from the combination solution more closely, although the significant differences can still be seen.
Selected Hydrological Basin Averages
Spherical harmonic coefficients of surface loading represent global averaged values. Since the GPS station network is very heterogeneous, it can be expected that the performance of In the spectral domain, the average surface load in a basin can be computed using Wahr et al. (1998) 
Here, the spherical harmonic coefficients of the basin are denoted by # nm . Optionally, a set of filter coefficients, w n , can be applied to reduce high frequency noise. We use here a 200-km Gaussian filter (Jekeli 1981) , but this has only a minor effect for the truncation N = 10 we use. Since the truncation degree is very low, the basin estimates are strongly influenced by leakage effects. These attenuate (leakage-out) or contaminate (leakage-in) the estimated signal of interest. To compensate for these effects, a scale factor, f 0 , is commonly applied (Velicogna and Wahr 2006; Fenoglio-Marc et al. 2012; Baur et al. 2009 ). Unfortunately, there is no unique way to compute this factor and several methods exist. Here, we introduce a new method to compute f 0 which accounts for the damping of the annual signal in hydrology. For this means, we took the WaterGAP model (Döll et al. 2003) and computed the annual sine and cosine amplitudes, T nm c/s,WG , in terms of surface loading coefficients. This annual signal is then filtered/truncated and, because of the linearity of the averaging operation, a basin average can be obtained in terms of separate cosine and sine components: 
The attenuation factor f 0 and phase shift Dt a of the annual signal are derived from comparing the unfiltered annual amplitude (N = 100 and no filter) with the filtered basin average (N = 10 and a 200-km Gaussian filter): For a variety of basins, the damping factor and the associated phase shift are tabulated in Table 1 . With the exception of the Orinoco basin, which is strongly influenced by the neighboring Amazon, most of the basins have a damping factor that remains to within 20 % of 1 and a phase shift of \10 days. The limited maximum truncation degree of 10 will cause a lot of the signal to leak out of the basin. At the same time, however, we find that the leakage of signal into the basin is of the same order of magnitude or even larger.
The RMS of the residuals, DRMS, in Table 1 provides rough estimates of weekly accuracies which are obtainable with the gap-filler methods. Since most of the hydrological signal follows a relatively smooth annual variation, the filling of the gap with a seasonal curve may already provide a good approach, although in some cases the GPS-C gap-filler solution works better (Amazon, second gap). On the level of spherical harmonic coefficients, we have seen that the GPS-C solutions improved virtually all of the coefficients compared to the GPS-I solution. In terms of basin averages, this can also be concluded for most basins. However, some in basins (first and second gap of the Parana, second gap of the Danube, Mississippi and Ob), the GPS-I solution outperforms the corrected series. Among all factors, a favorable GPS coverage in those regions may contribute to this.
The rescaled time variation of the basin averages is shown in Fig. 7 . The plots confirms most of our findings from the previous paragraph, but additionally visualize that, during the second gap, the gap-filler solutions tend to diverge more strongly.
Conclusion and Discussion
We have assessed the ability of GPS-derived surface loading to fill the expected GRACE mission gap. As can be expected, the accuracy of the surface loading as obtained from GPS inversions is significantly less than that obtained by the GRACE mission. In terms of surface loading coefficients, we found that reducing a set of correction parameters from the GPS solutions increased the signal-to-noise ratios within the simulated gaps significantly. However, the more simple seasonal gap-filler method (REF-S), where a seasonal curve is extended into the mission gap, outperforms the GPS gap-filler methods GPS-I and GPS-C in terms of residual RMS. This can be concluded from the time series of spherical harmonic surface loading coefficients and from time variations of almost all hydrological basin averages considered. Although the REF-S gap-filler method fits the data very well, it should be noted that its use is restricted to the study of a simple harmonic seasonal variation and a trend. Although not shown here, we believe that the GPS-I and GPS-C may still offer useful information in the study of episodic or highly time-variable signal in dedicated regions, provided the signal is large enough and a good GPS station coverage exists.
The estimates in many basins benefit from the removal of the correction parameters from the GPS solution. However, in some basins (e.g., Mississippi, Danube, Parana), the uncorrected GPS solutions outperform the corrected ones, in particular in the second (onesided) mission gap. The GPS-I and GPS-C solutions perform best in the Yukon and Danube basin, which may be due to a favorable GPS measurement geometry (i.e., densely distributed, or well placed GPS stations). However, as mentioned before, the seasonal gapfiller method appears to be less noisy.
We suspect that one of the largest pitfalls of using GPS-derived surface loading solutions as a gap-filler lies in the spatial aliasing problem. The most obvious implication is the demonstrated necessity to apply a constraint over the ocean. But even over land there remain large areas where the solution is unconstrained by GPS stations. Unfortunately, this spatial aliasing problem is not expected to vanish when the time resolution is lowered, since the GPS network is not changing much over such periods. A further complication will be the retrieval of surface loading trends from GPS network changes. In the GPS-C solution, the secular changes are removed a priori from the stations and are then determined from the data in the overlap interval. However, when using only GPS network data, GPS orbit errors and non-surface loading effects such as glacial isostatic adjustment and plate motion complicate the retrieval of surface loading trends (see, for example, Wu et al. 2010) . Although limited in its use by itself, we do not doubt that the GPS network deformations contain valuable information on surface loading phenomena. In this line of reasoning, we see this study as a strong incentive to investigate future methods to reduce spatial aliasing. From our point of view, one of the most promising techniques is the combination of GPS with complementary datasets such as High-Low satellite-to-satellite tracking from, for example, SWARM or with low-degree variations of the gravity field from Satellite Laser Ranging.
