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En el presente informe solucionaremos dos escenarios propuestos como parte del 
proceso de formación y obtención del título de ingeniería de telecomunicaciones. 
El primer escenario desarrollaremos las temáticas que tienen que ver con 
protocolos de enrutamiento dinámico avanzado como lo son: OSPF, EIGRP; cuyos 
protocolos interactúan juntos en una misma red, presentándose como cinco 
routers, dos de ellos con el protocolo OSPF y dos más con el protocolo EIGRP, 
con el router tres interactuara con ambos protocolos, donde él se encargaría de 
distinguir las diferentes áreas, donde se aplican distintos protocolos de 
enrutamiento. 
comenzamos haciendo las configuraciones básicas dentro de cada router, luego 
desarrollamos las tablas de enrutamiento de acuerdo a la topología, para después 
definir las áreas en donde se implementará los dos protocolos de enrutamiento, no 
sin antes no olvidar la creación de las direcciones loopback. Lo importante de este 
primer escenario es lograr que el router tres redistribuya las rutas OSPF y EIGRP 
de acuerdo a los parámetros como los son: ancho de banda, demora, fiabilidad, 
carga y MTU. 
En el segundo escenario tenemos un ejercicio un poco más complejo ya que 
debemos crear rutas troncales, dentro de una red que se compone de cuatro 
routers, dos de la capa de enlace de datos y dos de la capa de red, según el 
modelo OSI. También cuenta con cuatro host uno para cada switch. En este 
escenario implementaremos diversos comandos y protocolos que sin lugar a 
dudas probara nuestra destreza y conocimientos adquiridos dentro del diplomado 
CCNP. 
Para este punto se establecerán cuáles son los puertos troncales y los port-
channels, según la topología requerida, definimos cuales son los switches de capa 
tres mediante el comando LACP, justo después también se definen cuáles son los 
switches de capa dos, implementándoles el comando PagP. 
Se configuran las respectivas VLAN en cada switch y se le asignan la versión 3 
VTP. El comando Spanning tree, es importante en los switch de capa 2, para 
poder que se activen o desactiven automáticamente los enlaces de conexión, de 
forma que se garantice la eliminación de bucles. Finalizamos definiendo cuales 
son los puertos de acceso y se probara su conectividad.  
Palabras claves: OSPF, EIGRP, CCNP, ANCHO DE BANDA, DEMORA, CARGA, 






In this report we will solve two scenarios proposed as part of the process of training 
and obtaining the degree in telecommunications engineering. 
The first scenario will develop the topics that have to do with advanced dynamic 
routing protocols such as: OSPF, EIGRP; whose protocols interact together in the 
same network, presenting themselves as five routers, two of them with the OSPF 
protocol and two more with the EIGRP protocol, with router three interacting with 
both protocols, where he would be in charge of distinguishing the different areas, 
where different routing protocols apply. 
We begin by making the basic configurations within each router, then we develop 
the routing tables according to the topology, and then define the areas where the 
two routing protocols will be implemented, but not before forgetting the creation of 
the loopback addresses. The important thing about this first scenario is to get 
router three to redistribute the OSPF and EIGRP routes according to parameters 
such as: bandwidth, delay, reliability, load and MTU. 
In the second scenario we have a slightly more complex exercise since we must 
create trunk routes, within a network that is made up of four routers, two from the 
data link layer and two from the network layer, according to the OSI model. It also 
has four hosts, one for each switch. In this scenario, we will implement various 
commands and protocols that will undoubtedly prove our skills and knowledge 
acquired within the CCNP diploma. 
At this point we will establish which are the trunk ports and port-channels, 
according to the required topology, we define which are the layer three switches 
through the LACP command, just afterwards also define which are the layer two 
switches, implementing the command PAgP. 
The respective VLANs are configured on each switch and assigned VTP version 3. 
The Spanning tree command is important in layer 2 switches, to be able to 
automatically activate or deactivate the connection links, in order to guarantee the 
elimination of loops. We finish by defining which are the access ports and their 
connectivity will be tested. 
 
Keywords: OSPF, EIGRP, CCNP, BANDWIDTH, DELAY, LOAD, RELIABILITY, 







Los protocolos de enrutamiento se utilizan para poder permitir que los enrutadores 
aprendan las direcciones IP de manera dinámica con los otros enrutadores, 
mediante el intercambio de información, estos son capaces de aprender nuevas 
rutas para enviar paquetes y también actualizar sus tablas de enrutamiento 
atreves de mensajes de saludo. 
A medida que avanza el tiempo y con ello la tecnología nos encontramos con que 
las redes van evolucionando a lo que se asume también su complejidad, por ello 
han surgido nuevos protocolos que actualizan las versiones iniciales o se 
actualizan las versiones alguna vez funcionales. 
Dependiendo del tipo de enrutamiento en que la red trabaje tenemos dos 
versiones, el enrutamiento estático y el enrutamiento dinámico, para este proyecto 
se ha definido trabajar en dos escenarios cuyo caso de estudio tendremos 
protocolos de enrutamiento avanzado como lo son el OSPF y el EIGRP. 
En este trabajo efectivamente evidenciaremos como estos dispositivos dentro de 
una red son capaces de implementar dichos protocolos además de ello uno de los 
objetivos del desarrollo de estos dos escenarios es precisamente entender cómo 
se configuran estos protocolos a través de comandos establecidos dentro de la 
consola de cada switch o router. 
Con el OSPF (Open Shortest Path First) es un protocolo de enrutamiento de 
estado de enlace, en este cada enrutador tiene información de sobre la topología 
de red completa, estos protocolos funcionan a través de saltos, cada enrutador 
calcula la mejor ruta e indica cual es el siguiente salto en cada enrutador, de 
acuerdo con la información local de la topología. Estos protocolos comparten la 
información que se utiliza para construir los mapas de conectividad, siendo la 
única información que se comparte entre nodos. 
Los protocolos avanzados de enrutamiento por vector de distancia reúnen las 
características de los protocolos de enrutamiento de estado de enlace y de 
enrutamiento por vector de distancia. Un ejemplo de ello es el EIGRP, es una 
versión mejorada de IGRP.  
EIGRP tiene cuatro componentes básicos que lo distinguen de su antecesor y del 
protocolo OSPF; Recuperación/Detección de vecino, Protocolo de transporte 
confiable, Máquina de estados finitos DUAL, Módulos dependientes del protocolo. 
Este protocolo trabaja con un algoritmo difusor llamado DUAL,” es el algoritmo 
usado para obtener la loop-libertad en cada instante en un cómputo de la ruta. 
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Esto les permite a todos los routers involucrados en una topología cambiar para 
sincronizarse al mismo tiempo”. (Cisco) 
Como veremos en el primer escenario trabajaremos con ambos protocolos 
utilizando una serie de comandos que nos permitirán evidenciar su 
implementación y también si se está obteniendo los objetivos planteados, en esta 
actividad. 
Cuando aprendemos a realizar la redistribución de carga en los dispositivos de 
red, logramos entender por qué se utilizan diversos parámetros como el ancho de 
banda, el retardo, la carga, etc. Con ello hemos alcanzado otro de los tantos 
objetivos del diplomado porque con el escenario dos precisamente se evidencia la 
implementación de puertos troncales y port-channels donde logramos 
implementarles las respectivas configuraciones para definir cuáles son los 
dispositivos que implementaran el enrutamiento de capa tres y capa dos. 
La asignación de vlan y loopback ayudara a definir las tablas de direccionamiento 
adecuadas para así poder configurar específicamente la red que se desee 
modificar e implementar los protocolos de enrutamiento adecuados a cada 




















Dirección IP: Dirección de protocolo de Internet, la forma estándar de identificar 
un equipo que está conectado a Internet, de forma similar a como un número de  
teléfono identifica un aparato de teléfono en una red telefónica.  
 
EIGRP: Protocolo de enrutamiento de puerta de enlace interior mejorado, el cual  
usa como parámetro la distancia y calidad del canal. 
EtherChannel: Arreglo Lógico para la agrupación de varios enlaces físicos de 
forma que se suman sus velocidades obteniendo un enlace troncal de alta 
velocidad. 
 
INTERFAZ: Es la conexión entre dos ordenadores o máquinas de cualquier tipo  
dando una comunicación entre distintos niveles. 
 
OSPF: Camino más cortó abierto; protocolo de enrutamiento que proporciona la 
ruta más corta. 
 
VLAN: Red Virtual de Área Local; arreglo lógico que distingue un conjunto de  
paquetes de otros independizándolos. 
 
Ancho de Banda – Bandwidth: Cantidad de datos que puede ser enviada o  
recibida durante un cierto tiempo a través de un determinado circuito de  
comunicación. Técnicamente, es la diferencia en hertzios (Hz) entre la frecuencia  
más alta y más baja de un canal de transmisión 
 
CCNP: Certificación en Routing y Switching, expedida por la compañía CISCO. 
 
DHCP: Siglas del inglés "Dynamic Host Configuration Protocol." Protocolo 
Dinámico de configuración del Host. Un servidor de red usa este protocolo para 
asignar de forma dinámica las direcciones IP a las diferentes computadoras de la 
red. 
 
VTP: son las siglas de VLAN Trunking Protocol, un protocolo de mensajes de nivel 
2 usado para configurar y administrar VLANs en equipos Cisco. 
 
SPANNING-TREE: En comunicaciones, STP es un protocolo de red de capa 2 del 
modelo OSI. Su función es la de gestionar la presencia de bucles en topologías de 





1. ESCENARIO NUMERO 1 
 
 
Primer Escenario Teniendo en la cuenta la siguiente imagen: 
 
 




1.1 Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los 
routers. Configurar las interfaces con las direcciones que se muestran en la 




figura 2.topología de red packet tracer y GNS3 
 
Fuente: autoría propia 
  
TABLA DE ENRUTAMIENTO DE LOS ROUTERS 
IP 150.20.15.0/24 - OSPF 1 
ROUTER 1 S0/0 150.20.15.1 255.255.255.0 150.20.15.0 0.0.0.255 AREA 
150 
S0/1   
ROUTER 2 S0/0 150.20.15.2 255.255.255.0 150.20.15.0 0.0.0.255 AREA 
150 
S0/1 150.20.20.1 255.255.255.0 150.20.20.0 0.0.0.255 AREA 
150 
ROUTER 3 S0/0 150.20.20.2 255.255.255.0 150.20.15.0 0.0.0.255 AREA 
150 
 
S0/1 80.50.42.1 255.255.255.0 80.50.30.0 0.0.0.255 EIGRP 51 
IP 80.50.30.0/24- EIGRP 51 
ROUTER 4 S0/0 80.50.42.2 255.255.255.0 80.50.42.0 0.0.0.255 EIGRP 51 
S0/1 80.50.30.1 255.255.255.0 80.50.30.0 0.0.0.255 EIGRP 51 
ROUTER 5 S0/0 80.50.30.2 255.255.255.0 80.50.30.0 0.0.0.255 EIGRP 51 






fuente: Configuración inicial router 4 
 
R1 
R1(config)#interface s0/0 con este comando invocamos la config de la interfaz 
R1(config-if)#bandwidth 128000 activamos el ancho de banda del router 
R1(config-if)#ip address 150.20.15.1 255.255.255.0 agregamos la direccion IP 
R1(config-if)#no shutdown con este comando activamos la interfaz 
R1(config-if)#exit salida de la configuración anterior 
R1(config)#router ospf 1 con este comando damos salida a la config anterior para 
trabajar en la nueva configuración. 
R1(config-router)#network 150.20.15.0 0.0.0.255 area 150 ahora agregamos la direccion 
IP en el área 150 dentro de las configuraciones del protocolo OSPF 
En esta parte de la actividad configuramos las interfaces para así poder comenzar 
a dar conectividad en los cinco router; las interfaces seriales 0/0 y 0/1 se rutea 
según los requerimientos de la tabla de enrutamiento y la topología. Los dos 
primeros router se les agrega el enrutamiento dinámico OSPF área 150. 
 
figura 3.Configuración inicial router 1 
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figura 4.Configuración inicial router 2 
 
Fuente: autoría propia 
R2 
R2(config)#interface s0/0        con este comando invocamos la config de la interfaz 
R2(config-if)#ip address 150.20.15.2 255.255.255.0   agregamos la dirección IP  
R2(config-if)#no shutdown     con este comando activamos la interfaz 
R2(config-if) #interface s0/1 
R2(config-if)#ip address 150.20.20.1 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#exit          con este comando damos salida a la config anterior para 
trabajar en la nueva configuración. 
R2(config)#router ospf 1 
este comando nos permite activar la config para agregar el protocolo OSPF  
 R2(config-router) #network 150.20.15.0 0.0.0.255 area 150 
R2(config-router) # 





figura 5.Configuración inicial router 3 
 
Fuente: autoría propia 
R3 
R3(config)#interface s0/1 
R3(config-if) #bandwidth 128000 ancho de banda del router 
R3(config-if) #ip address 80.50.42.1 255.255.255.0 direccion ip 
R3(config-if)#no shutdown activación de la interfaz configurada 
R3(config-if) #int s0/0 
R3(config-if) #ip address 150.20.20.2 255.255.255.0 
R3(config-if) #no shutdown 
R3(config-if) #exit 
R3(config)#router ospf 1 
R3(config-router)#network 150.20.15.0 0.0.0.255 área 150 dirección IP de la 





R3(config)#router eigrp 51 con este comando configuramos para el protocolo 
EIGRP 
R3(config-router)#network 80.50.30 0.0.0.255 dirección IP de la interfaz serial 
donde se aplica EIGRP 
R3(config-router)#exit salida de la configuración eigrp 
 
Con el router R3 funciona como un enrutador de borde ya que en él se aplican los 
dos protocolos de enrutamiento avanzado OSPF 1 y EIGRP donde él se 
encargaría de distinguir las diferentes áreas, donde se aplican distintos protocolos 
de enrutamiento. 
 
figura 6.Configuración inicial router 4 
 











R4(config)#interface s0/0 con este comando invocamos la config de la interfaz 
R4(config-if)#ip address 80.50.42.2 255.255.255.0 agregamos la direccion IP 
R4(config-if)#no shutdown activación de la interfaz configurada 
R4(config-if) #interface s0/1 
R4(config-if) #ip address 80.50.30.1 255.255.255.0 
R4(config-if) #no shutdown 
R4(config-if) #exit 
R4(config)#router eigrp 51 con este comando configuramos para el protocolo 
EIGRP 
R4(config-router)#network 80.50.30.0 0.0.0.255 direccion IP de la interfaz serial 
donde se aplica EIGRP 
R4(config-router)#network 80.50.42.0 0.0.0.255 
 
figura 7. Configuración inicial router 5. 
 







R5(config-if)#ip address 80.50.30.2 255.255.255.0 
R5(config-if)#no shutdown  
R5(config-if)#exit  
R5(config)#router eigrp 51 
R5(config-router)#network 80.50.30.0 0.0.0.255 
 
 
figura 8. Topologia final 
 









1.2 Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 
direcciones 20.1.0.0/22 y configure esas interfaces para participar en el área 150 
de OSPF.  
  
TABLA DE ENRUTAMIENTO INTERFACES LOOPBACK R1 
IP 20.1.0.0/22 
LOOPBACK 0 20.1.0.10 20.1.0.0 0.0.0.255 
LOOPBACK 1 20.1.1.10 20.1.1.0 0.0.0.255 
LOOPBACK 2 20.1.2.10 20.1.2.0 0.0.0.255 
LOOPBACK 3 20.1.3.10 20.1.3.0 0.0.0.255 
Tabla 2. Interfaces loopbcack R1 
 
 
figura 9.interfaces loopback en R1 
 






R1(config)#interface loopback 0 comando para configurar las loopback 
R1(config-if)#ip address 20.1.0.10 255.255.255.0 direccionamiento IP de la 
loopback 
R1(config-if) #interface loopback 1 
R1(config-if) #ip address 20.1.1.10 255.255.255.0 
R1(config-if) #interface loopback 2 
R1(config-if) #ip address 20.1.2.10 255.255.255.0 
R1(config-if) #interface loopback 3 
R1(config-if) #ip address 20.1.3.10 255.255.255.0 
R1(config-if)#exit 
R1(config)#router ospf 1 con este comando activamos la configuración de la IP 
dentro del área OSPF 150 
R1(config-router) #network 20.1.0.0 0.0.0.255 area 150 direccion IP del area 150 
R1(config-router) #network 20.1.1.0 0.0.0.255 area 150 
R1(config-router) #network 20.1.2.0 0.0.0.255 area 150 
R1(config-router) #network 20.1.3.0 0.0.0.255 area 150 
 
figura 10. comando show ip ospf interface R1 
 
Fuente: autoria propia 
 








figura 11. comando show ip router en R1 
 
Fuente: autoria propia 
 




figura 12. comando show ip protocols en R1 
 
Fuente: autoria propia 
 
 
R1# show ip protocols comando que nos sirve para ver que protocolos interviene 
dentro del router 
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1.3 Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 180.5.0.0/22 y configure esas interfaces para participar en el Sistema 
Autónomo EIGRP 51. 
  
TABLA DE ENRUTAMIENTO INTERFACES LOOPBACK R5 
IP 80.50.0.0/24 
LOOPBACK 0 80.50.0.10 80.50.0.0 0.0.0.255 
LOOPBACK 1 80.50.1.10 80.50.1.0 0.0.0.255 
LOOPBACK 2 80.50.2.10 80.50.2.0 0.0.0.255 
LOOPBACK 3 80.50.3.10 80.50.3.0 0.0.0.255 
Tabla 3. Interfaces loopbcack R5 
 
figura 13. configuración interfaces loopback en R5 
 










R5(config)#interface loopback 0 comando para configurar las loopback 
R5(config-if) #ip address 80.50.0.10 255.255.255.0 direccionamiento IP de la loopback 
R5(config-if) #interface loopback 1 
R5(config-if) #ip address 80.50.1.10 255.255.255.0 
R5(config-if) #interface loopback 2 
R5(config-if) #ip address 80.50.2.10 255.255.255.0 
R5(config-if) #interface loopback 3 
R5(config-if) #ip address 80.50.3.10 255.255.255.0 
R5(config-if)#exit 
R5(config)#router eigrp 51 con este comando activamos la configuración de la IP dentro 
del área EIGRP 51 distancia administrativa 
R5(config-router) #network 80.50.0.0 0.0.0.255 direccion IP de EIGRP  
R5(config-router) #network 80.50.1.0 0.0.0.255 
R5(config-router) #network 80.50.2.0 0.0.0.255 
R5(config-router) #network 80.50.3.0 0.0.0.255 
R5(config)#exit 
 
figura 14. comando show ip protocols R5 
 






figura 15. comando show ip router en R5 
 
Fuente: autoria propia 
 
 
1.4 Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
figura 16. comando show ip route en R3 
 
 





figura 17.comando show ip protocols 
 
Fuente: autoria propia 
 
RTA: no R3, no aprendió las nuevas interfaces de loopback de R1 y R5 
 
1.5 Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
80000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de 




En unidades de kilobits por segundo; 10000 
para Ethernet 
demora 
En unidades de decenas de 
microsegundos; para Ethernet es 100 x 10 
microsegundos = 1 ms 
fiabilidad 255 para una fiabilidad del 100% 
carga 
Carga efectiva en el enlace expresada como un 
número de 0 a 255 (255 es 100 por ciento de 
carga) 
MTU 
MTU mínima de la ruta; generalmente es igual 












R3(config)#router ospf 1 
R3(config-router)#redistribute eigrp 51 metric 80000 subnets redistribuye 
EIGRP con métrica de 80000 subredes 
R3(config)#exit 
R3(config)#router eigrp 51 
R3(config-router)#redistribute ospf 1 metric 1544 20000 255 1 1500 




1.6 Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en 












Fuente: autoria propia 
figura 20. verificación de rutas del sistema autónomo R5 
 
Fuente: autoria propia 
RTA: no aparecen las tablas de enrutamiento en R1 ni en R5 respectivamente en 
cada router. 
figura 19.Verificación de rutas del sistema autónomo R1 
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ESCENARIO NUMERO 2 
 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, EtherChannel, VLANs y demás aspectos que forman parte 
del escenario propuesto.  
 
 













figura 22.Topologia escenario 2 en GNS3 y packet tracer 
 
Fuente: autoria propia 
 2: Configurar la red de acuerdo con las especificaciones. 
2.2 Apagar todas las interfaces en cada switch. 
En esta parte nos disponemos a pagar la interface para su debida configuración 
en cada uno de los dispositivos. 
DSL1 
#Config t          comando para ingresar a configurar en la consola del dispositivo 
#Interface range f0/6-12   utilizamos este comando para tomar el rango que 
tomara la configuración en el dispositivo. 
#Shutdown   este comando significa que estará abajo o apagado. 
 
figura 23. Apagado interfaz DSL1 
  





#Interface range f0/6-12 
#Shutdown 
 
figura 24. Apagado interfaz DSL2 
  
Fuente: autoria propia 
ASL1 
#Config t 
#Interface range f0/6-12 
#Shutdown 
 
figura 25.Apagado interfaz ASL1 
  





#Interface range f0/6-12 
#Shutdown 
 
figura 26. Apagado interfaz ASL2 
  
Fuente: autoria propia 
 
 
figura 27. switch apagados 
 




 2.2 Asignar un nombre a cada switch acorde con el escenario establecido. 
 
Ahora utilizamos el siguiente script para hacer las configuraciones básicas de los 
switch como por ejemplo darle un nombre al dispositivo, hacer que la contraseña 
sea secreta, dar una contraseña y encriptarla. 
#Hostname DLS1     da un nombre al dispositivo 
#Enable secret class    con este comando se habilita la contraseña secreta 
#Line console 0     configuración en la línea cero 
#Password cisco     asigna una contraseña  
#Login                    comando para dar acceso 
#Exit                      Salida 
#Line vty 0 4    Las líneas vty permiten el acceso a un dispositivo Cisco a través de 
Telnet 
#Password cisco   comando para dar una contraseña en este caso cisco 
#Login 
#Exit 
#Service password-encryption   comando para habilitar el servicio de encriptación 
de contraseña. 
#End          comando que finaliza el script 
 
 
figura 28. Configuración básica del switch DS1 
  
Fuente: autoria propia 
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figura 29. Configuración básica del switch DS2 
  
Fuente: autoria propia 
 
figura 30. Configuración básica del switch ALS1 
  
Fuente: autoria propia 
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figura 31. Configuración básica del switch ALS2 
  
Fuente: autoria propia 
 
2.3 Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama.  
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando LACP. 
Para DLS1 se utilizará la dirección IP 10.20.20.1/30 y para DLS2 utilizará 
10.20.20.2/30. 
 
En esta parte vamos a trabajar la configuración de la tecnología EtherChannel en 
los dispositivos que nos piden configurar, para ello creamos los canales de puertos 
y también utilizamos el comando LACP que sirve para agrupar puertos. 
 
DLS1#config t      comando para ingresar a configurar en la consola del dispositivo 
DLS1(config)#interface port-channel 12    comando para la creación del puerto 
canal 12 
DLS1(config-if) #no switchport     comando que aporta a la interfaz capacidad de 
Capa 3. 
DLS1(config-if) #ip address 10.20.20.1 255.255.255.252   da direccion IP 
DLS1(config-if) #exit        salida 
DLS1(config)#interface range fa0/11-12   rango de interfaces que se configuraran 
DLS1(config-if-range) #no switchport 





figura 32. Configuración puertos troncales y Port-channels DSL1 
 
Fuente: autoria propia 
DLS2#config t 
DLS2(config)#interface port-channel 12 
DLS2(config-if) #no switchport 
DLS2(config-if) #ip address 10.20.20.2 255.255.255.252 
DLS2(config-if) #exit 
DLS2(config)#interface range fa0/11-12 
DLS2(config-if-range) #no switchport 
DLS2(config-if-range) #exit 
figura 33. Configuración puertos troncales y Port-channels DSL2 
 
Fuente: autoria propia 
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2.4 Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
 
En esta parte del ejercicio vamos a crear los puertos canales en las interfaces de 
los dispositivos DSL1 y ALS1 DSL2 y ALS2 utilizaremos el comando LACP que es 
un Protocolo de control de agregación de enlaces. 
DLS1#config t 
DLS1(config)#interface range fa0/7-8    asigna rango dentro de la interfaz 
DLS1(config-if-range) #switchport trunk encapsulation dot1q   este comando lo que 
nos hace hacer es que modifica el paquete de información que estamos enviando, 
o la trama, de forma que se añaden cuatro bytes concretos para modificar el 
formato, mediante la invocación de encapsulación a través del puerto troncal del 
switch. 
DLS1(config-if-range) #switchport mode trunk   permite realizar un enlace troncal 
de todas y cada una de las VLANs. 
DLS1(config-if-range) #channel-group 1 mode active   este comando crea los 
canales de cada grupo y los pone en modo activo 
DLS1(config-if-range) # 
 
figura 34. Port-channels en las interfaces Fa0/7 y Fa0/8 DSL1 
 
Fuente: autoria propia 
 
ALS1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#int range fa0/7-8 
ALS1(config-if-range) #switchport mode trunk trunk   permite realizar un enlace 
troncal de todas y cada una de las VLANs. 
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ALS1(config-if-range)#channel-group 1 mode active   este comando crea los 
canales de cada grupo y los pone en modo activo 
ALS1(config-if-range) # 
ALS1(config-if-range) #no shutdown   da la orden que no se apague 
 
 
figura 35. Port-channels en las interfaces Fa0/7 y Fa0/8 ALS1 
 




Replicamos los mismos pasos para DSL2 y ALS2 
DLS2#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#interface range fa0/7-8 
DLS2(config-if-range) #switchport trunk encapsulation dot1q 
DLS2(config-if-range) #switchport mode trunk 




figura 36. Port-channels en las interfaces Fa0/7 y Fa0/8 DSL2 
 





Enter configuration commands, one per line.  End with CNTL/Z. 
ALS2(config)#int range fa0/7-8 
ALS2(config-if-range) #switchport mode trunk 
ALS2(config-if-range) #channel-group 2 mode active 
ALS2(config-if-range) # 
ALS2(config-if-range) #no shutdown 
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figura 37. Port-channels en las interfaces Fa0/7 y Fa0/8 ALS2 
 
Fuente: autoria propia 
 
 
2.5 Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP. 
 
Ahora nos disponemos a crear los otros puertos canales que van desde DSL2 a 
ALS1. DSL1 a ALS2 y les asignamos el protocolo PAgP que sirve para facilite la 
creación automática de EtherChannel mediante el intercambio de paquetes PAGP 
entre puertos Ethernet; los switches intercambian paquetes PAGP a través de 





DLS1(config)#interface range fa0/9-10    asigna rango dentro de la interfaz 
DLS1(config-if-range) #switchport trunk encapsulation dot1q   este comando lo que 
nos hace hacer es que modifica el paquete de información que estamos enviando, 
o la trama, de forma que se añaden cuatro bytes concretos para modificar el 
formato, mediante la invocación de encapsulación a través del puerto troncal del 
switch. 
DLS1(config-if-range) #switchport mode trunk   permite realizar un enlace troncal 




DLS1(config-if-range) #channel-group 4 mode desirable     La opción mode 
desirable permite que el switch negocie activamente para formar un enlace de 
PAgP. 
DLS1(config-if-range) # 
DLS1(config-if-range) #no shutdown   da la orden que no se apague 
 
figura 38. Port-channels con PagP en DSL1 
 




ALS2(config)#interface range fa0/9-10 
ALS2(config-if-range) #switchport mode trunk 
ALS2(config-if-range) #channel-group 4 mode desirable 
ALS2(config-if-range) # 
ALS2(config-if-range) #no shutdown 
45 
 
figura 39. Port-channels con PagP en ALS2 
 







Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#interface range fa0/9-10 
DLS2(config-if-range) #switchport trunk encapsulation dot1q 
DLS2(config-if-range) #switchport mode trunk 
DLS2(config-if-range) #channel-group 3 mode desirable 
DLS2(config-if-range) # 
DLS2(config-if-range) #no shutdown 
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figura 40. Port-channels con PagP en DSL2 
 





Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#interface range fa0/9-10 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-group 3 mode desirable 
ALS1(config-if-range)# 






figura 41. Port-channels con PagP en ALS1 
 
Fuente: autoria propia 
 
2.6 Todos los puertos troncales serán asignados a la VLAN  (600) como la VLAN 
nativa. 
Hacemos que todos los puertos troncales estén en la VLAN 600 que se llamara 
nativa 
DSL1 
DLS1#enable habilita la configuración 
DLS1#config t   comando para poder entrar a configurar el terminal. 
DLS1(config)#interface po1   ingresamos a la interfaz del puerto 1 
DLS1(config-if) #switchport trunk native vlan 600   se utiliza para añadir o borrar 
VLANs de un enlace troncal en este caso la VLAN 600 
DLS1(config-if) #exit   salir 
DLS1(config)#interface po4    ingresamos a la interfaz del puerto 4 




figura 42. Asignación VLAN 600 en DSL1 
  




Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#interface po2 
DLS2(config-if) #switchport trunk native vlan 600 
DLS2(config-if) #exit 
DLS2(config)#interface po3 
DLS2(config-if) #switchport trunk native vlan 600 
DLS2(config-if)#exit 
 
figura 43. Asignación VLAN 600 en DSL2 
  






ALS1(config-if) #switchport trunk native vlan 600 
ALS1(config-if) #exit 
ALS1(config-if) #interface po3 




figura 44. Asignación VLAN 600 en ALS1 
  





ALS2(config-if) #switchport trunk native vlan 600 
ALS2(config-if) #interface po4 
ALS2(config-if) #switchport trunk native vlan 600 
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figura 45. Asignación VLAN 600 en ALS2 
  





2.7 Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
Utilizar el nombre de dominio CISCO con la contraseña ccnp321 
 
Nota: en PT no funciona la versión 3 pero en GNS3 si por ello lo configuramos en 
GNS3. VTP versión 3 es Vlan Trunk Protocol o mejor conocido como VTP es un 
protocolo propietario de Cisco y es un protocolo de mensajería que trabaja en la 




DLS1(config)#vtp domain CISCO 
DLS1(config)#vtp pass ccnp321 












Configuración en GNS3 
DSL1#config t 
DSL1(config)#vtp domain CISCO   sirve para centralizar en un solo switch la 
administración de todas las VLANs. 
Changing VTP domain name from SWPOD to CISCO 
DSL1(config)#vtp password ccnp321   le asigna una contraseña al switch de 
dominio 
Setting device VTP password to ccnp321 
DSL1(config)#vtp version 3  este comando indica que vamos a trabajar con la 
versión 3 de VTP  
VTP version is already in V3. 
DSL1(config)#exit 
 
figura 46. Asignación VTP domain cisco en DSL1 
  




ALS1(config)#vtp domain CISCO 
ALS1(config)#vtp pass ccnp321 
ALS1(config)#vtp version 2 
ALS1(config)#exit 
 
Configuración en GNS3 
 
ALS1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#vtp domain CISCO 
Domain name already set to CISCO. 
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ALS1(config)#vtp password ccnp321 
Password already set to ccnp321 
ALS1(config)#vtp version 3 




figura 47. Asignación VTP doman cisco en ALS1 
  






ALS2(config)#vtp domain CISCO 
ALS2(config)#vtp pass ccnp321 
ALS2(config)#vtp version 2 
ALS2(config)#exit 
 
Configuración en GNS3 
ALS2(config)#vtp domain CISCO 
Changing VTP domain name from SWPOD to CISCO 
ALS2(config)#vtp password ccnp321 
Setting device VTP password to ccnp321 
ALS2(config)#vtp version 3 





figura 48. Asignación VTP doman cisco en ALS2 
  
Fuente: autoria propia 
 
 
2.8 Configurar DLS1 como servidor principal para las VLAN. 
 
 









figura 49. Servidor principal DSL1 
  
Fuente: autoria propia 
 
2.9 Configurar ALS1 y ALS2 como clientes VTP. 
ALS1>enable 
ALS1#conf t 
ALS1(config)#vtp mode client   server   comando para definir el modo cliente en el 
switch de capa 2 
ALS1(config)#exit 
 
figura 50. Modo cliente VTP ALS1 
  






ALS2(config)#vtp mode client 
ALS2(config)#exit 
 
figura 51. Modo cliente VTP ALS2 
  
Fuente: autoria propia 
 













DLS1#enable         comando para habilitar la consola 
DLS1#config t        comando para configurar el dispositivo 
DLS1(config)#vlan 600       aquí le damos un numero de ID a la VLAN 
DLS1(config-vlan) #name NATIVA        asignamos un nombre a la VLAN 
DLS1(config-vlan) #vlan 15 
DLS1(config-vlan) #name ADMON 
DLS1(config-vlan) #vlan 240 
DLS1(config-vlan) #name CLIENTES 
DLS1(config-vlan) #vlan 1112 
DLS1(config)#vlan 112 
DLS1(config-vlan) #name MULTIMEDIA 
DLS1(config-vlan) #vlan 420 
DLS1(config-vlan) #name PROVEEDORES 
DLS1(config-vlan) #vlan 100 
DLS1(config-vlan) #name SEGUROS 
DLS1(config-vlan) #vlan 1050 
DLS1(config)#vlan 105 
DLS1(config-vlan) #name VENTAS 
DLS1(config-vlan) #vlan 3550 
DLS1(config)#vlan 355 







figura 52. Direcciones VLAN DSL1 
  
Fuente: autoria propia 
 
f. En DLS1, suspender la VLAN 420. 
 
figura 53. vlan 420 suspendida 
  
Fuente: autoria propia 






2.11 Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1.  
DLS2#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#vtp mode transparent   Es el modo en el cual el switch está aislado 
de cualquier dominio VTP aunque propaga los anuncios. 





figura 54. VTP modo transparente DSL2 
  
Fuente: autoria propia 
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figura 55. Direcciones VLAN DSL2 
  
Fuente: autoria propia 
 
h. Suspender VLAN 420 en DLS2. 
 
figura 56.Vlan 420 suspendida 
  
Fuente: autoria propia 
 




2.12 En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 
PRODUCCION no podrá estar disponible en cualquier otro Switch de la red. 
En este punto creamos una nueva VLAN llamada producción pero hacemos que 
no este disponible con el comando except. 
DLS2#enable 
DLS2#config t 
DLS2(config)#interface port-channel 2 ingresamos a la interfaz del puerto canal 2 
 
DLS2(config-if) #switchport trunk allowed vlan except 567    se utiliza para añadir o 
borrar VLANs de un enlace troncal, aunque la opción except lo que hará será 
permitir todas excepto las que le indiquemos. 
DLS2(config-if) #exit 
DLS2(config)#interface port-channel 3 
DLS2(config-if) #switchport trunk allowed vlan except 567 
DLS2(config-if) #exit 
DLS2(config)#vlan 567 aquí creamos la nueva VLAN de numero 567 





figura 57. VLAN 567 en DSL2 
  




2.13 - Configurar DLS1 como Spanning tree root para las VLANs 1,15, 420, 600, 
105, 112 y 355 y como raíz secundaria para las VLAN 100 y 240. 
Para esta parte del trabajo vamos a crear las raíces primarias y segundarias 
dentro de los dispositivos DSL1 Y DSL2 con ayuda del comando spanning-tree 
vlan root primary- root secondary 
 
DLS1#config t 
DLS1(config)#spanning-tree vlan 1,15,420,600,105,112,355 root primary 
El protocolo STP permite a los dispositivos de interconexión activar o desactivar 
automáticamente los enlaces de conexión, de forma que se garantice la 
eliminación de bucles. Para este caso hacemos que las VLAN indicadas se 
conviertan en raíces primarias. 
DLS1(config)#spanning-tree vlan 112,355 root secondary con el comando raíz 
segundarias hacemos que las VLAN indicadas se conviertan en segundarias. 
DLS1(config)#exit 
 
figura 58. Spanning-tree root en DLS1 
  








2.14 - Configurar DLS2 como Spanning tree root para las VLAN 100 y 240 y como 
una raíz secundaria para las VLAN 15, 420, 600, 1050, 1112 y 3550. 
 
DLS2#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#spanning-tree vlan 100,240 root primary 
DLS2(config)#spanning-tree vlan 15,420,600,105,112,355 root secondary 
DLS2(config)#exit 
 
figura 59. Spanning-tree root segundarias en DLS2 
  





2.15 - Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de estos puertos. 










Enter configuration commands, one per line.  End with CNTL/Z. 
DSL1(config)#interface port-channel 1 
DSL1(config-if)#switchport trunk native vlan 600 
DSL1(config-if)#switchport trunk encapsulation dot1q 
DSL1(config-if)#switchport mode trunk 
DSL1(config-if)#exit 
DSL1(config)#interface port-channel 12 
DSL1(config-if)#switchport trunk native vlan 600 
DSL1(config-if)#switchport trunk encapsulation dot1q 
DSL1(config-if)#switchport mode trunk 
DSL1(config-if)#exit 
DSL1(config)#interface port-channel 4 
DSL1(config-if)#switchport trunk native vlan 600 
DSL1(config-if)#switchport trunk encapsulation dot1q 





figura 60. Config de troncales en DLS1 
  
Fuente: autoria propia 
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figura 61.Config de troncales en DLS1 
 
Fuente: autoria propia 
 
figura 62. Config de troncales en DLS2 
 
Fuente: autoria propia 
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figura 63. Config de troncales en ALS1 
 
Fuente: autoria propia 
 
 
figura 64. Config de troncales en ALS2 
 








2.16 - Configurar las siguientes interfaces como puertos de acceso, asignados a 




Ahora lo que vamos hacer es darle el acceso solo a las VLAN que deseemos, de 
acuerdo a la tabla anteriormente vista. 
Los puertos de acceso son los elementos del switch que permiten la conexión de 
otros dispositivos al mismo. Como por ejemplo un PC, portátil, un router, otro 
switch, una impresora y en general cualquier dispositivo que incluya una interfaz 
de red Ethernet. 
  
DSL1#config t      ingresamos a la configuración del switch 
Enter configuration commands, one per line.  End with CNTL/Z. 
DSL1(config)#interface e1/3    ingreso a la interfaz e1/3 
DSL1(config-if)#switchport mode access   Con este comando, la interfaz cambia al 
modo de acceso permanente. 
DSL1(config-if)#switchport access vlan 355 con este comando le damos acceso a 
la VLAN 355 desde el puerto del switch. 
DSL1(config-if)#spanning-tree portfast 
DSL1(config)#interface e1/2 
DSL1(config-if)#switchport mode access 





figura 65.Config puerto de acceso DLS1 
 





Enter configuration commands, one per line.  End with CNTL/Z. 
DSL2(config)#interface e1/2 
DSL2(config-if)#switchport mode acces 
DSL2(config-if)#switchport mode acces 
DSL2(config)#interface range e2/1-2 
DSL2(config-if)#interface e1/3 
DSL2(config-if)#switchport access vlan 105 
DSL2(config-if)#switchport mode access 
DSL2(config-if)#switchport access vlan 105 
DSL2(config-if)#spanning-tree portfast 
DSL2(config-if)#exit 
DSL2(config-if-range)#switchport mode access 




figura 66.Config puerto de acceso DLS2 
 




ALS1(config-if)#switchport mode access 
ALS1(config-if)#spanning-tree portfast 





ALS1(config-if)#switchport mode access 




ALS1(config-if)#switchport mode access 




ALS1(config-if)#switchport mode access 
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figura 67.Config puerto de acceso ALS1 
 
Fuente: autoria propia. 
 
ALS2(config)#interface e1/3 
ALS2(config-if)#switchport mode access 




ALS2(config-if)#switchport mode access 




figura 68. Config puerto de acceso ALS2 
 
Fuente: autoria propia 
 
 
2.17 - conectividad de red de prueba y las opciones configuradas.  
 
 
a -Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso  
 
Con el comando SHOW ETHERCHANNEL nos muestra los grupos EtherChannel 
que se han creado, muestra una única línea de información por canal de puertos. 
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figura 69. Comando EtherChannel DLS1 
 
Fuente: autoria propia 
Ahora utilizamos el comando SHOW VLAN que muestra el conteo de todas 
las VLAN configuradas.  
figura 70.Comando show VLAN  DLS1 
 
Fuente: autoria propia 
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figura 71.Comando show VLAN  DLS2 
 
Fuente: autoria propia 
 
 
figura 72.Comando show interface trunk ALS1 
 
Fuente: autoria propia 
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figura 73 Comando show VLAN ALS2 
 
Fuente: autoria propia 
 
 





figura 74. Comando show EtherChannel ALS1 
 
Fuente: autoria propia 
 
figura 75. Comando show EtherChannel DLS1 
 





c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada VLAN 
 
para este ejercicio utilizamos el comando show Spanning tree que sirve para 
mostrarnos que dispositivos tienen el protocolo para permitir que los dispositivos 
de interconecten estando activados o desactivados automáticamente los enlaces 
de conexión. 
 
figura 76. Comando show spanning-tree DLS1 
 












Cada protocolo utiliza unas métricas diferentes. Por ejemplo, (RIP) métrico 
se basa en el conteo saltos, pero el Interior Gateway Routing Protocol 
(IGRP) y el Enhanced Interior Gateway Routing Protocol (EIGRP) utilizan 
una medición compuesta basada en el ancho de banda, el retardo, la 
confiabilidad, la carga, y la Unidad máxima de transmisión (MTU) (MTU), 
donde ancho de banda y el retardo es los únicos parámetros usados por 
abandono. 
 
Cuando las rutas son redistribuidas, debe definir una métrica comprensible 
para el protocolo receptor. 
 
EIGRP almacena los datos en tres tablas llamadas tabla de vecinos, tabla 
de topología y tabla de enrutamiento, todo esto lo hace para poder 
implementar el sistema autónomo EIGRP, que en este caso es un conjunto 
de enrutadores que manejan un protocolo de enrutamiento común. 
 
EIGRP necesitan cinco métricas al redistribuir otros protocolos: ancho de 
banda, retraso, confiabilidad, carga y MTU, respectivamente 
 
Con el protocolo OSPF una vez les asignamos un área lo que hace este 
protocolo de red es que mantienen una base de datos de enlace-estado 
idéntica que describe la topología del área, utilizando anuncios de estado 
de enlace, por esta razón OSPF puede recalcular las rutas en muy poco 
tiempo cuando cambia la topología de la red. 
 
OSPF se utiliza para determinar la ruta más rápida, mientras que BGP pone 
énfasis en determinar la mejor ruta. 
 
La tecnología EtherChannel sirve cuando tenemos varios enlaces físicos y 
queremos agruparlos en enlaces lógicos, esta agrupación es tratada como 
un único enlace y permite sumar la velocidad nominal de cada puerto físico 
Ethernet usado y así obtener un enlace troncal de alta velocidad. 
 
El protocolo Spanning-tree nos permite activar o desactivar 
automáticamente los enlaces de conexión, funciona en la capa 2 del 









Link para la descarga de los ejercicios simulados en packet tracer y GNS3 donde 
se comprueba el funcionamiento de cada uno de los comandos de los dos 
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