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Abstract
The Vlasov-Nordstro¨m-Fokker-Planck system describes the evolution of self-gravitating matter ex-
periencing collisions with a fixed background of particles in the framework of a relativistic scalar
theory of gravitation. We study the spatially-homogeneous system and prove global existence and
uniqueness of solutions for the corresponding initial value problem in three momentum dimensions.
Additionally, we study the long time asymptotic behavior of the system and prove that even in
the absence of friction, solutions possess a non-trivial asymptotic profile. An exact formula for the
long time limit of the particle density is derived in the ultra-relativistic case.
Keywords: Vlasov-Nordstro¨m, Fokker-Planck equation, spatially homogeneous, global existence,
ultra-relativistic, long time behavior
1. Introduction
The Vlasov-Nordstro¨m-Fokker-Planck (VNFP) system has been introduced in [2] as a simplified
model for the relativistic diffusion dynamics of self-gravitating particle systems. In the absence of
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friction, the VNFP system is given by
∂tf +
p√
e2φ + |p|2 · ∇xf −
e2φ∇xφ√
e2φ + |p|2 · ∇pf = σ e
2φ∂pi
(
e2φδij + pipj√
e2φ + |p|2 ∂pjf
)
, (1)
∂2t φ−∆xφ = −e2φ
∫
R3
f√
e2φ + |p|2 dp, t > 0, x ∈ R
3, p ∈ R3, (2)
where f = f(t, x, p) is the particle density in phase space, φ = φ(t, x) is the Nordstro¨m gravitational
potential generated by the particles, and σ > 0 is the diffusion constant. The remaining physical
constants, i.e., the speed of light c, the mass m of the particles, and the gravitational constant
G, have been set equal to one. The physical interpretation of a solution of (1)-(2) is as follows.
Spacetime is curved by the action of the gravitational forces and is given by the manifold (R4, g),
where g is the conformally Minkowskian metric g = exp(2φ)η. In the collisionless case (i.e., for
σ = 0), the VNFP system reduces to the Nordstro¨m-Vlasov system [7, 8], a toy model for the
full general relativistic Einstein-Vlasov system [3]. In contrast to the collisionless case, particles
undergoing diffusion no longer move along the geodesics of spacetime. Their trajectories are defined
through the system of stochastic differential equations naturally associated to the Fokker-Planck
equation (1) via Ito’s formula.
A consistent theory for the diffusion dynamics of particle systems in General Relativity has been
proposed in [9], but due to the well-known complexity of the Einstein field equations, it seems wise
to deal first with the analysis of the system (1)-(2). The VNFP system already captures some of the
essential features of relativistic gravitational systems undergoing diffusion: the hyperbolic character
of the field equation, the invariance under Lorentz transformations, and the space-time dependence
of the diffusion matrix. These features distinguish the model under study from the Vlasov-Poisson-
Fokker-Planck system, which is the non-relativistic analogue of the VNFP system [5, 6, 10, 11, 12,
16, 21]. While the non-relativistic problem has been investigated for a long time, the interest on
relativistic diffusion models has only recently started to increase [2, 9, 13, 14, 15, 17, 18, 22, 23].
In this paper we make a further simplification by restricting the discussion to spatially homo-
geneous solutions (f = f(t, p), φ = φ(t)), for which the VNFP system becomes (setting σ = 1)
∂tf = e
2φ∂pi
(
e2φδij + pipj√
e2φ + |p|2 ∂pjf
)
, (3)
φ¨ = −e2φ
∫
R3
f√
e2φ + |p|2 dp, t > 0, p ∈ R
3. (4)
Our results concern the global existence and uniqueness of solutions of the system (3)-(4) and their
asymptotic behavior as t → ∞. Remarkably, and in contrast to the non-relativistic case [10], we
find that the particle density f does not vanish in the limit t→∞, as one would expect from the
absence of a friction term in the diffusion equation. Moreover we show the gravitational potential
φ blows-up to −∞ as t → ∞. Of course, the asymptotic behavior of the potential is the key to
understanding the non-trivial large time limit of the particle density, as it implies that the action of
the diffusion operator in the right side of (3) becomes weaker and weaker as t→∞. To understand
this mechanism in a simpler context, consider the non-autonomous heat equation
∂tu = λ(t)∆xu, t > 0, x ∈ R3, (5)
2
where λ(t) is a smooth positive function integrable on (0,∞). Upon introducing the change of
variables τ(t) =
∫ t
0 λ(s) ds, equation (5) transforms into the standard, autonomous heat equation.
It follows that the solution of (5) with initial datum u(0, x) = uin(x) is given by
u(t, x) =
1
(4piτ(t))3/2
∫
R3
u0(y) e
− |x−y|2
4τ(t) dy.
Hence, as t→∞,
u(t, x) ∼ 1
(4piτ∞)3/2
∫
R3
u0(y) e
− |x−y|2
4τ∞ dy, where τ∞ = lim
t→∞ τ(t) =
∫ ∞
0
λ(s) ds <∞,
i.e., the solution has a non-trivial asymptotic profile.
The paper proceeds as follows. In Section 2 we state and prove our main result. Namely, we
establish the global existence and uniqueness of weak solutions to (3)-(4), derive the asymptotic
behavior of the scalar field (in particular φ→ −∞, as t→∞, linearly in time) and show that the
particle density does not vanish as t → ∞. Since the differential operator in the right side of (3)
is not uniformly elliptic and has time dependent coefficients, the standard theory for parabolic
equations does not apply in our case, and we shall need to rely on stochastic methods to prove
existence of solutions. Section 3 is then devoted to a detailed study of the asymptotic profile of the
particle density in the ultra-relativistic regime, i.e., when the particle density solves the equation
∂tf = e
2φ∂pi
(
pipj
|p| ∂pjf
)
, (6)
instead of (3). Our main result is Theorem 3.1, where we show that solutions of (6) satisfy
f → f∞ in L∞ as t → ∞, where f∞(p) > 0 is given by the solution of the linear ultra-relativistic
Fokker-Planck equation evaluated at the finite time τ∞ = ‖e2φ‖L1(R3). In particular, we are able
to compute this limit f∞ explicitly. It remains an interesting open problem to prove the analogous
long time behavior of solutions in the purely relativistic case (3). Finally, details of more technical
computations are included within an appendix.
2. Main result
We begin by fixing some notation. Given T > 0 we denote by CT any positive constant that
depends on the time interval [0, T ]. If supT>0CT < ∞, we denote CT ≡ C. The diffusion matrix
in the Fokker-Planck equation (3) will be denoted by D[φ] with entries
Dij [φ] =
e2φδij + pipj√
e2φ + |p|2 . (7)
In the appendix we collect some identities and estimates satisfied by D[φ] that are used throughout
the paper. We use the index summation rule, which means that an index appearing twice in an
expression, once in the lower and once in the upper position, is summed over {1, 2, 3}, e.g.,
AijBjk =
3∑
j,k=1
AijBjk.
3
Moreover, indices are raised and lowered with the Kronecker symbol, e.g., Dij = D
ikδkj , pi = δijp
j .
The Banach space X is defined throughout as
X = {g : R3 → R : g ∈ L1 ∩ L2, ∇g ∈ L2, and p→ |p|g(p) ∈ L1},
with the usual notation for Lebesgue and Sobolev spaces. The ultimate purpose of this section is
to prove the following theorem.
Theorem 2.1. Given φin, ψin ∈ R and fin ∈ X such that fin ≥ 0 a.e., there exists a solution
f ∈ L∞((0,∞);X), φ ∈ C1((0,∞)) ∩ W 2,∞loc ([0,∞)) of (1)-(2) such that f(0, p) = fin(p) and
(φ(0), φ˙(0)) = (φin, ψin). Moreover f ≥ 0 a.e., the total mass is conserved, i.e.,
‖f(t)‖L1(R3) = ‖fin‖L1(R3),
and there exist constants α, β, ε, C > 0 such that
− C − α t ≤ φ(t) ≤ C − β t, |φ˙(t)| < C, −Ce−α t ≤ φ¨(t) ≤ 0, (8)
µ({p : |f(t, p)| > ε)}) > C, (9)
where µ denotes the Lebesgue measure. Finally, if the initial datum fin satisfies∫
R3
[
(1 + |p|2)δ|∇pfin|2 +
(
1 + |p|2)δ+1 |∇2pfin|2] dp <∞, (10)
for some δ > 1/2, then the estimate∫
R3
(1 + |p|2)δ|∇pf |2 dp+ (1 + t)−1
∫
R3
(1 + |p|2)δ+1|∇2pf |2 dp < C, (11)
holds for all t > 0, and the solution is unique.
Notice that the estimate (9) shows that f is not vanishing, not even asymptotically so. We
remark that the crucial ingredient to prove (9) is the uniform estimate
∫
R3 |p|f dp ≤ C, which in
turn is a consequence of the field decay, see (19). As the proof of Theorem 2.1 is rather long, we
split it into several subsections.
2.1. The Nordstro¨m equation
Assume first that 0 ≤ f ∈ C((0,∞);L1(R3)) is given and consider the Cauchy problem for the
Nordstro¨m field equation
φ¨(t) = −Hf (t, φ), t > 0, (12a)
φ(0) = φin, φ˙(0) = ψin, (12b)
with
Hf (t, φ) = e
2φ
∫
R3
f(t, p)√
e2φ + |p|2 dp. (12c)
Since the function x→ e2x/√e2x + |p|2 is convex and monotonically increasing, we have
|Hf (t, φ1)−Hf (t, φ2)| ≤ ∂φHf (t, φ∗)|φ2 − φ1| = e2φ∗ |φ2 − φ1|
∫
R3
f(t, p)
e2φ∗ + 2|p|2
(e2φ∗ + |p|2)3/2 dp
≤ 2‖f(t)‖L1(R3)eφ∗ |φ2 − φ1|, (13)
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where φ∗ = max{φ1, φ2}. Letting ψ = φ˙, y = (φ, ψ) and F (t, y) = (y2,−Hf (t, y1)), equation (12a)
becomes y˙ = F (t, y). From the regularity of f and the estimate (13), the function F is continuous
in t > 0 and locally Lipschitz in y, uniformly in the time variable. It follows by Picard’s theorem
that the Cauchy problem (12) has a unique local classical solution. Moreover by straightforward
estimates we obtain
−Kf (t)eφ(t) ≤ −Hf (t, φ) = φ¨(t) ≤ 0, (14a)
ψin −Kf (t)
∫ t
0
eφ(s) ds ≤ φ˙(t) ≤ ψin, (14b)
ψint+ φin −Kf (t)
∫ t
0
∫ s
0
eφ(τ) dτ ds ≤ φ(t) ≤ ψint+ φin, (14c)
where
Kf (t) = sup
s∈(0,t)
‖f(s)‖L1(R3). (15)
These estimates imply that φ ∈W 2,∞((0, T )) and
‖φ‖W 2,∞((0,T )) ≤ CTKf (T ), (16)
for all T > 0. Hence we have proved
Proposition 2.1. The Cauchy problem (12) has a unique global solution φ ∈ C2((0,∞)). Moreover
the solution satisfies the estimates (14)-(16), for all t ∈ [0, T ] and T > 0.
2.2. The linear Fokker-Planck equation
In this section we assume that φ ∈ C2((0,∞))∩W 1,∞loc ([0,∞)) is given and consider the Cauchy
problem for the linear Fokker-Planck equation
∂tf = e
2φ∂pi(D
ij [φ]∂pjf), t > 0, p ∈ R3, (17a)
f(0, p) = fin(p), p ∈ R3, (17b)
where we recall that the diffusion matrix Dij [φ] is defined by (7). The purpose of this subsection
is to prove the following result.
Proposition 2.2. Given 0 ≤ fin ∈ C2c (R3), there exists a unique, positive, classical solution of the
Cauchy problem (17). Moreover f satisfies
‖f(t)‖L1(R3) = ‖fin‖L1(R3), ‖f(t)‖Lq(R3) ≤ ‖fin‖Lq(R3), for all q > 1. (18)
Finally, for all γ ≥ 0 there exists a constant C > 0, which depends only on γ, such that∫
R3
(e2φ + |p|2)γ (f + |∇pf |2) dp ≤ C exp
(
C
∫ t
0
Qφ(s) ds
)∫
R3
(e2φ + |p|2)γ (fin + |∇pfin|2) dp (19)
∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp ≤ C
(∫
R3
(e2φ + |p|2)γ |∇2pfin|2 +
∫ t
0
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp ds
)
× exp
(
C
∫ t
0
Qφ(s) ds
)
(20)
where, denoting (z)+ = max(0, z),
Qφ(t) = eφ(t) + (φ˙)+(t). (21)
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Proof. For the proof of existence we employ methods from the theory of stochastic differential
equations and diffusion processes described in [4]. To adhere with the formulation used in [4], we
define the functions
f¯(t, p) = f(−t, p), φ¯(t) = φ(−t), t < 0, p ∈ R3,
in terms of which the Cauchy problem (17) becomes
∂tf¯ +Df¯ = 0, t < 0, p ∈ R3, (22a)
f¯(0, p) = fin(p) p ∈ R3, (22b)
where D is the differential operator
D = di∂pi +
1
2
bij∂pi∂pj ,
and
di(t, p) = e2φ¯∂pj (D
ij [φ¯]) =
3e2φ¯pi√
e2φ¯ + |p|2
, bij(t, p) = 2e2φ¯Dij [φ¯]. (23)
Let G denote the square root of b, i.e., the unique positive definite matrix such that b = G ·GT . It
can be verified that
Gij =
√
2eφ¯
(e2φ¯ + |p|2)1/4
eφ¯δij + pipj
eφ¯ +
√
e2φ¯ + |p|2
 . (24)
Now let T > 0 be fixed. Note that |d(t, p)|+ |G(t, p)| ≤ CT (1+ |p|), for t ∈ [−T, 0]. Additionally, we
show in the appendix that the first and second derivatives of d and G with respect to p are bounded.
These estimates are exactly those required to apply [4, Th. 9.4.4]. Hence for any t ∈ [−T, 0], the
system of stochastic differential equations
dP = b(s, P ) ds+G(s, P ) · dW, (25)
with dW denoting the standard Wiener process, admits a unique solution P (s;x, t), t ≤ s ≤ 0
satisfying P (t;x, t) = p. Moreover, the Feynman-Kac formula
f¯(t, p) = E[fin(P (0, p; t))]
is a classical positive solution of the Cauchy problem (22) in the interval [−T, 0]. We recall that in
the theory of stochastic differential equations, equation (22a) is the backward Kolmogorov equation
associated to the system (25). In conclusion, transforming back to the original variables (f, φ), we
have found a classical solution f(t, p) of (17) defined for all t > 0. Next, we show that classical
solutions satisfy the estimates (18). Let ξ ∈ C∞c ([0,∞)) be a non-increasing function such that
ξ(r) =
{
1 if 0 ≤ r ≤ 1,
0 if r ≥ 2,
6
and define ξn(p) = ξ
( |p|
n
)
, for p ∈ R3 and n ∈ N, n ≥ 1. Then ξn ∈ C∞c (R3) is a cut-off function
satisfying 0 ≤ ξn ≤ 1, ξn(p) = 1 if |p| ≤ n, and ξn(p) = 0 if |p| ≥ 2n. We clearly have |∇pξn| ≤ C/n
and |∆pξn| ≤ C/n2. By direct computation we obtain
d
dt
∫
R3
ξnf
q dp =− q(q − 1)e2φ
∫
R3
ξnf
q−2Dij [φ]∂pif∂pjf dp
+ e2φ
∫
R3
f q
[
(∂pjD
ij [φ])∂piξn +D
ij [φ]∂pi∂pjξn
]
dp, (26)
for all q ≥ 1. By the positivity of D, the first term in the right side of (26) is non-positive. From
the properties of the cutoff function, the term in square brackets in the last integral satisfies
[. . . ] ≤ CT
n
, for all t ∈ [0, T ] and all T > 0.
Hence using Gro¨nwall’s inequality, the identity (26) gives
‖f(t)‖Lq(R3) ≤ CT .
Substituting again in (26) we get the inequalities
‖fin‖L1(R3) −
CT
n
≤ ‖f(t)‖L1(R3) ≤ ‖fin‖L1(R3) +
CT
n
, ‖f(t)‖Lq(R3) ≤ ‖fin‖Lq(R2) +
CT
n
.
Taking the limit as n→∞ proves (18). The uniqueness statement of the proposition follows by ap-
plying the estimate on ‖f(t)‖L2(R3) to the difference of two solutions. As to the estimates (19)-(20),
we present for brevity only a formal proof; the computations can be made rigorous by introducing
the cut-off function ξ as above. We then compute
d
dt
∫
R3
(e2φ + |p|2)γ f dp = 2γe2φφ˙
∫
R3
(e2φ + |p|2)γ−1 f dp+ e2φ
∫
R3
(e2φ + |p|2)γ ∂pi(Dij [φ]∂pjf) dp
≤ C(φ˙)+
∫
R3
(e2φ + |p|2)γ f dp+ e2φ
∫
R3
∂pj
{
Dij [φ]∂pi [(e
2φ + |p|2)γ ]} f dp,
where (·)+ denotes the positive part. Bounding the bracketed portion {...} of the second term, we
find
∇p · {. . . } = 4γ(γ − 1/2)(e2φ + |p|2)γ−3/2|p|2 + 6γ(e2φ + |p|2)γ−1/2 ≤ Ce−φ(e2φ + |p|2)γ ,
and thus obtain
d
dt
∫
R3
(e2φ + |p|2)γ f dp ≤ C(eφ + (φ˙)+)
∫
R3
(e2φ + |p|2)γ f dp,
which by Gro¨nwall’s inequality implies∫
R3
(e2φ + |p|2)γ f dp ≤ exp
(
C
∫ t
0
Qφ(s) ds
)∫
R3
(e2φ + |p|2)γ fin dp.
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As to the estimate on ∇pf , we compute
d
dt
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp = 2γe2φφ˙
∫
R3
(e2φ + |p|2)γ−1|∇pf |2 dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ∇pf · ∇p(∂pi(Dij [φ]∂pjf)) dp︸ ︷︷ ︸
(∗)
. (27)
In the integral in (∗) we first integrate by parts in the variable pi and then, after straightforward
calculations, we obtain
(∗) = I1 + I2 + I3 + I4,
where
I1 = −2e2φ
∫
R3
(e2φ + |p|2)γDij [φ]∂pi∇pf · ∂pj∇pf dp
I2 = −4γe2φ
∫
R3
(e2φ + |p|2)γAjk[φ]∂pjf ∂pkf dp
I3 = 2γe
2φ
∫
R3
∇p · (p (e2φ + |p|2)γ−1/2)|∇pf |2 dp
I4 = −2e2φ
∫
R3
(e2φ + |p|2)γ∂pi∂pkf(∂pkDij [φ])∂pjf dp
and
Ajk[φ] =
pi∂pkD
ij [φ]
e2φ + |p|2 =
δjk|p|2
(e2φ + |p|2)3/2 . (28)
By the positivity of D and A we have I1 + I2 ≤ 0. In the integral I3 we compute
∇p · (p (e2φ + |p|2)γ−1/2) = 3(e2φ + |p|2)γ−1/2 + (2γ − 1)(e2φ + |p|2)γ−3/2|p|2 ≤ Ce−φ(e2φ + |p|2)γ
and thus the integral I3 is bounded by
I3 ≤ Ceφ
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp.
The integral I4 requires some further work. Integrating by parts the p
k derivative in ∂pkf , we
obtain
I4 = 2e
2φ
∫
R3
(e2φ + |p|2)γ(∆pDij [φ])∂pif∂pjf dp
+ 4γe2φ
∫
R3
(e2φ + |p|2)γBij [φ]∂pif ∂pjf dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ∂pif(∂pkDij [φ])∂pj∂pkf dp,
where
Bij [φ] =
p · ∇pDij [φ]
(e2φ + |p|2) =
2pipj
(e2φ + |p|2)3/2 −
|p|2
(e2φ + |p|2)2D
ij [φ], (29)
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∆pD
ij [φ] =
1√
e2φ + |p|2
(
2δij − 4p
ipj
e2φ + |p|2
)
− 3e
2φ
(e2φ + |p|2)2D
ij [φ].
By the symmetry of D, the last integral equals −I4 and thus we have obtained
I4 = I4A + I4B,
where
I4A = e
2φ
∫
R3
(e2φ + |p|2)γ(∆pDij [φ])∂pif∂pjf dp
I4B = 2γe
2φ
∫
R3
(e2φ + |p|2)γBij [φ]∂pif ∂pjf dp.
Using the straightforward bounds
Bij [φ]xixj ≤ Ce−φ|x|2, ∆pDij [φ]xixj ≤ Ce−φ|x|2, for all x ∈ R3, (30)
we have
I4 ≤ Ceφ
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp.
Collecting the estimates we find that the term (∗) in (27) satisfies
(∗) ≤ Ceφ
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp, (31)
which yields
d
dt
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp ≤ C(eφ + (φ˙)+)
∫
R3
(e2φ + |p|2)γ |∇pf |2 dp.
An application of Gro¨nwall’s inequality completes the proof of (19).
To prove (20) we use that gk = ∂pkf satisfies, for all k = 1, 2, 3,
∂tgk = e
2φ∂pi(D
ij∂pjgk) + e
2φ∂pi [(∂pkD
ij)gj ]
and thus
d
dt
∫
R3
(e2φ + |p|2)γ∇pgk · ∇pgk = 2γ
∫
R3
(e2φ + |p|2)γ−1e2φφ˙∇pgk · ∇pgk dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ ∇pgk · ∇p[∂pi(Dij∂pjgk)] dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ ∇pgk · ∇p{∂pi [(∂pkDij)gj ]} dp
= II + III + IV. (32)
(In the rest of the proof we denote Dij [φ] = Dij for notational simplicity.) The term III is the
same as (∗) in (27) with f replaced by gk and thus by (31) it satisfies the bound
III ≤ Ceφ
∫
R3
(e2φ + |p|2)γ ∇pgk · ∇pgk dp ≤ Ceφ
∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp. (33)
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The term II is bounded as
II ≤ C(φ˙)+
∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp. (34)
Expanding the term IV in (32) we obtain
IV = 2e2φ
∫
R3
(e2φ + |p|2)γ ∇pgk · ∇p(∂pi∂pkDij)gj dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ(∂pi∂pkDij)∇pgk · ∇pgj dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ ∇pgk · ∇p(∂pkDij)∂pigj dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ(∂pkDij)∇pgk · ∇p∂pigj dp
= IV1 + IV2 + IV3 + IV4. (35)
In IV4 we integrate by parts in the p
i derivative acting on gj and obtain
IV4 = −4γe2φ
∫
R3
(e2φ + |p|2)γ−1(pi∂pkDij)∇pgk · ∇pgj dp
− 2e2φ
∫
R3
(e2φ + |p|2)γ(∂pi∂pkDij)∇pgk · ∇pgj dp (36)
− 2e2φ
∫
R3
(e2φ + |p|2)γ(∂pkDij)∇p∂pigk · ∇pgj dp
= IV4A + IV4B + IV4C . (37)
Note that IV2 + IV4B = 0. In IV4C we integrate by parts in the p
k derivative within gk = ∂pkf , so
that
IV4C = 4γe
2φ
∫
R3
(e2φ + |p|2)γ−1(pk∂pkDij)∇pgi · ∇pgj dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ(∆pDij)∇pgi · ∇pgj dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ(∂pkDij)∇pgi · ∇p∂pjgk dp.
By the symmetry of D, the third term in the right hand side of the latter equation equals −IV4C ,
hence
IV4C = e
2φ
∫
R3
(e2φ + |p|2)γ(∆pDij)∇pgi · ∇pgj
+ 2γe2φ
∫
R3
(e2φ + |p|2)γ−1(pk∂pkDij)∇pgi · ∇pgj dp. (38)
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Substituting (38) into (37) and then returning to (35) we obtain
IV = 2e2φ
∫
R3
(e2φ + |p|2)γ∇p(∂pi∂pkDij) · (∇pgk)gj dp
+ 2e2φ
∫
R3
(e2φ + |p|2)γ∇p(∂pkDij) · ∇pgk∂pigj dp
+ e2φ
∫
R3
(e2φ + |p|2)γ(∆pDij)∇pgi · ∇pgj dp
− 4γe2φ
∫
R3
(e2φ + |p|2)γAjk∇pgk · ∇pgj dp
+ 2γe2φ
∫
R3
(e2φ + |p|2)γBij∇pgi · ∇pgj dp, (39)
where Ajk and B
ij are given by (28), (29). Recall that A is positive definite and that the esti-
mates (30) hold. Furthermore, we show in the appendix that
|∇p∂pkDij | ≤ Ce−φ, |∇p(∂pi∂pkDij)| ≤ Ce−2φ. (40)
With these bounds, equation (39) entails
IV ≤ C
∫
R3
(e2φ + |p|2)γ |∇pgk| |gj | dp+ Ceφ
∫
R3
(e2φ + |p|2)γ(|∇pgk|+ |∇pgi|)|∇pgj | dp
≤ C
(∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp
)1/2(∫
R3
(e2φ + |p|2)γ |∇pf |2 dp
)1/2
+ eφ
∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp, (41)
where we used Ho¨lder’s inequality in the last step. Substituting the bounds (33), (34) and (41)
into (32) we obtain
d
dt
∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp ≤ C(eφ + (φ˙)+)
∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp
+ C
(∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp
)1/2(∫
R3
(e2φ + |p|2)γ |∇pf |2 dp
)1/2
and therefore
d
dt
(∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp
)1/2
≤ C(eφ + (φ˙)+)
(∫
R3
(e2φ + |p|2)γ |∇2pf |2 dp
)1/2
+ C
(∫
R3
(e2φ + |p|2)γ |∇pf |2 dp
)1/2
,
which by Gro¨nwall’s inequality gives (20).
11
2.3. Existence
By a simple density argument we can assume that fin ∈ C2c (R3). We fix T > 0 and consider the
sequence (fn, φn) defined iteratively as follows. For n = 0 we set (f0, φ0) = (fin, φin). Assuming
that the pair (fn, φn) is given, we define (fn+1, φn+1) as the unique solution of the equations
∂tfn+1 = e
2φn∂pi(D
ij [φn]∂pjfn+1), φ¨n+1 = −e2φn+1
∫
R3
fn+1√
e2φn+1 + |p|2 dp,
with initial data fn+1(0, p) = fin(p), (φn+1(0), φ˙n+1(0)) = (φin, ψin). It follows by induction and
Propositions 2.1 and 2.2 that the sequence (fn, φn) consists of smooth functions. Moreover, by (18),
‖fn(t)‖L1(R3) = ‖fin‖L1(R3), ‖fn(t)‖L2(R3) ≤ ‖fin‖L2(R3)
and the function Kfn(t) given by (15) is equibounded along the sequence fn. Thus, by (16),
‖φn‖W 2,∞((0,T )) ≤ CT .
We infer that the function Qφn(t) given by (21) is equibounded along the sequence φn. Hence,
by (19),
‖∇pfn(t)‖L2(R3) +
∫
R3
|p|fn dp ≤ CT , for all t ∈ [0, T ].
It follows that there exist
f ∈ L∞((0, T );H1(R3)), φ ∈W 2,∞((0, T ))
and a subsequence, still denoted (fn, φn), such that
fn ⇀ f, in L
2((0, T )× R3), φn ∗⇀ φ, in W 2,∞(0, T ), as n→∞.
By a standard diagonal sequence argument, we can choose (fn, φn) to be independent of T > 0.
Moreover
fn(t, ·) ⇀ f(t, ·) in H1(R3) for all t ∈ [0, T ].
By compactness, we may extract a subsequence such that fn(t, ·) converges strongly in L2(R3) and
(φn, φ˙n) converges uniformly on [0, T ] (which implies in particular that φ ∈ C1). It is clear that
this convergence is strong enough to pass to the limit in the equations and conclude that (f, φ) is
a solution of the spatially homogeneous VNFP system (3)-(4). Moreover f ∈ L∞((0,∞);L1(R3) ∩
L2(R3)) and it is easy to show that fn(t, ·) ⇀ f(t, ·) in L1(R3) (up to subsequences) so that, in
particular, the mass of f is preserved. In fact, the sequence fn is bounded in L
2(R3) and it is tight,
because |p| fn is bounded in L1(R3). Hence weak convergence in L1(R3) of fn(t, ·) follows by the
Dunford-Pettis theorem.
2.4. Uniform estimates and asymptotic behavior of the field
Next we show that |p|f ∈ L∞((0,∞);L1(R3)) and ∇pf ∈ L∞((0,∞);L2(R2)). Moreover, we
establish the estimate (8). We also prove that (11) holds when the initial data satisfy (10). To this
purpose we first notice that since φ˙ is decreasing, the limit
φ˙∞ = lim
t→∞ φ˙(t)
exists.
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Lemma 2.1. φ˙∞ < 0.
Proof. Let
M = ‖f(t)‖L1(R3) = ‖fin‖L1(R3), E(t) =
∫
R3
f
√
e2φ + |p|2 dp+ 1
2
φ˙2 (42)
be the mass and the energy of the solution constructed in Section 2.3. By Ho¨lder’s inequality,
M2 ≤
(∫
R3
f√
e2φ + |p|2 dp
)(∫
R3
f
√
e2φ + |p|2 dp
)
≤
(∫
R3
f√
e2φ + |p|2 dp
)
E(t). (43)
Now, by a direct formal computation we have
E˙(t) = 3e2φ
∫
R3
f dp,
whence
E(t) = E(0) + 3M
∫ t
0
e2φ(s) ds. (44)
The previous identity holds for the solution constructed in the previous section, as it follows by
applying the above formal calculation to the sequence (fn, φn) and then passing to the (strong)
limit resulting as n→∞. Using (44) in (43), we arrive at∫
R3
f√
e2φ + |p|2 dp ≥
M2
E(0) + 3M ∫ t0 e2φ(s)ds.
Utilizing this inequality yields
φ¨ = −e2φ
∫
R3
f√
e2φ + |p|2 dp ≤ −
M2e2φ
E(0) + 3M ∫ t0 e2φ(s)ds
= −M
3
d
dt
log
[
E(0) + 3M
∫ t
0
e2φ(s)ds
]
.
Whence
φ˙(t) ≤ φ˙(0)− M
3
log
[
E(0) + 3M
∫ t
0
e2φ(s)ds
]
+
M
3
log E(0). (45)
If φ˙∞ ≥ 0, then φ˙ is positive for all t ∈ [0,∞). Hence the right side of (45) tends to −∞ as t→∞,
a contradiction. Thus φ˙∞ < 0 must hold.
The previous lemma easily yields the desired estimates. In fact, since φ˙∞ < 0 and φ˙ is decreas-
ing, there exists t0 ≥ 0 such that φ˙(t) < φ˙(t0) < 0, for all t ≥ t0. Hence
φ(t) = φ(t0) +
∫ t
t0
φ˙(s) ds ≤
(
φ(t0) + |φ˙(t0)|t0
)
− |φ˙(t0)|t,
and therefore φ(t) ≤ C − β t holds for some β,C > 0. Using this within (14) yields (8). Finally,
since Qφ(t) = eφ(t), for t ≥ t0, we have∫ ∞
0
Qφ(t) dt ≤ C
(
1 +
∫ ∞
t0
e−β t dt
)
< C,
and thus the estimates |p|f ∈ L∞((0,∞);L1(R3)), ∇pf ∈ L∞((0,∞);L2(R3)) and (11) follow
from (19)-(20).
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2.5. Non-vanishing property
Since f is uniformly bounded in L1(R3) ∩ L2(R3), the estimate (9) follows if we prove that
‖f(t)‖Lq(R3) ≥ C, for some q ∈ (1, 2). (46)
This is the so called p, q, r-Theorem (see [20]). To establish (46) we first note that for all R > 0
0 < M =
∫
R3
f dp ≤
∫
|p|≤R
f dp+
1
R
∫
|p|≥R
|p|f dp
≤ (4pi)1− 1q ‖f(t)‖Lq(R3)R3−
3
q +
1
R
∫
R3
|p|f dp.
Optimize the previous inequality, we choose
R =
[
(4pi)
1
q
−1 ∫
R3 |p|f dp
(3− 3q )‖f(t)‖Lq(R3)
] q
4q−3
and by doing so we obtain the estimate
M ≤ C‖f(t)‖
q
4q−3
Lq(R3)
(∫
R3
|p|f dp
) 3(q−1)
4q−3
.
Because
∫
R3 |p|f dp ≤ C, (46) follows.
2.6. Uniqueness
Finally, we prove the uniqueness statement of Theorem 2.1. We do so by deriving a homoge-
nous Gro¨nwall’s type inequality on the difference of two solutions with the same initial data. For
brevity we limit ourself to a formal derivation assuming all the regularity of solutions necessary
for the computations which follow. However, after regularizing with a mollifying test function
ξ ∈ C∞c ((0, T ) × R3) of the form ξ(t, p) = θ(t)µ(p) for an appropriate choice of θ and µ, one may
work with only the proven regularity of solutions and make the proof completely rigorous (an ex-
ample of an application of this argument can be found for instance in [6]). Let (fi, φi), i = 1, 2, be
two regular solutions with the same initial data. We let δ > 1/2 be given as in the statement of
the theorem and compute
d
dt
∫
R3
(1 + |p|2)δ(f1 − f2)2 dp = 2
∫
R3
(1 + |p|2)δ(f1 − f2)
× [e2φ1∂pi(Dij [φ1]∂pjf1)− e2φ2∂pi(Dij [φ2]∂pjf2)] dp
= 2e2φ1
∫
R3
(1 + |p|2)δ(f1 − f2)∂pi(Dij [φ1]∂pj (f1 − f2)) dp
+ 2
∫
R3
(1 + |p|2)δ(f1 − f2)∂pi
[
(e2φ1Dij [φ1]− e2φ2Dij [φ2])∂pjf2
]
dp
= I1 + I2.
14
Integrating by parts and using the positivity of D, the first integral satisfies
I1 = −2e2φ1
∫
R3
(1 + |p|2)δDij [φ1]∂pi(f1 − f2)∂pj (f1 − f2) dp
− 2δe2φ1
∫
R3
(1 + |p|2)δ−1pi(f1 − f2)Dij [φ1]∂pj (f1 − f2) dp
≤ −δe2φ1
∫
R3
(1 + |p|2)δ−1piDij [φ1]∂pj
[
(f1 − f2)2
]
dp.
Finally, integrating by parts again and using the properties of Dij (see the appendix), we find
I1 ≤ CT ‖(1 + |p|2) δ2 (f1 − f2)(t)‖2L2(R3).
In the second integral we apply the bounds
|e2φ1Dij [φ1]− e2φ2Dij [φ2]| ≤ CT
√
1 + |p|2 |φ1 − φ2|, (47)
and ∣∣∣∂pi (e2φ1Dij [φ1]− e2φ2Dij [φ2])∣∣∣ ≤ CT |φ1 − φ2|, (48)
which follow by straightforward estimates (see the appendix). With this, we find
I2 ≤ CT |φ1 − φ2|
∫
R3
(1 + |p|2)δ|f1 − f2|
(
|∇pf2|+
√
1 + |p|2|∇2pf2|
)
dp
≤ CT |φ1 − φ2|
(∫
R3
(1 + |p|2)δ|f1 − f2|2 dp
)1/2
×
[(∫
R3
(1 + |p|2)δ|∇pf2|2 dp
)1/2
+
(∫
R3
(1 + |p|2)δ+1|∇2pf2|2 dp
)1/2]
≤ CT |φ1 − φ2| · ‖(1 + |p|2) δ2 (f1 − f2)(t)‖L2(R3)
≤ CT
(
|φ1 − φ2|2 + ‖(1 + |p|2) δ2 (f1 − f2)(t)‖2L2(R3)
)
where we used the fact that (1 + |p|2)δ/2∇pf2 ∈ L∞((0, T );L2(R3)) and (1 + |p|2)(δ+1)/2∇2pf2 ∈
L∞((0, T );L2(R3)), as well as Ho¨lder’s and Young’s inequality. Combining I1 and I2, we have the
estimate
‖(1 + |p|2) δ2 (f1 − f2)(t)‖2L2(R3) ≤ CT
(∫ t
0
‖(1 + |p|2) δ2 (f1 − f2)(s)‖2L2(R3) ds+ ‖φ1 − φ2‖2L∞((0,t))
)
.
Invoking Gro¨nwall’s inequality and taking the square root, we find
‖(1 + |p|2) δ2 (f1 − f2)(t)‖L2(R3) ≤ CT ‖φ1 − φ2‖L∞((0,t)). (49)
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Next, we compute
φ1 − φ2 = −
∫ t
0
∫ s
0
∫
R3
(
f1e
2φ1√
e2φ1 + |p|2 −
f2e
2φ2√
e2φ2 + |p|2
)
dp dτ ds
=
∫ t
0
∫ s
0
∫
R3
f1
(
e2φ1√
e2φ1 + |p|2 −
e2φ2√
e2φ2 + |p|2
)
dp dτ ds
+
∫ t
0
∫ s
0
∫
R3
e2φ2√
e2φ2 + |p|2 (f1 − f2) dp dτ ds
= I3 + I4.
In the first integral we simply use the Mean Value Theorem so that∣∣∣∣∣ e2φ1√e2φ1 + |p|2 − e
2φ2√
e2φ2 + |p|2
∣∣∣∣∣ ≤ CT |φ1 − φ2|.
Therefore, as f1 ∈ L∞((0, T );L1(R3)),
I3 ≤ CT
∫ t
0
‖φ1 − φ2‖L∞((0,s)) ds.
For I4 we use Ho¨lder’s inequality, so that∫
R3
(f1 − f2)√
e2φ2 + |p|2 dp =
∫
R3
(e2φ2 + |p|2)− 1+δ2
(
(f1 − f2)(e2φ2 + |p|2) δ2
)
dp
≤
(∫
R3
(e2φ2 + |p|2)−(1+δ) dp
)1/2(∫
R3
|f1 − f2|2(e2φ2 + |p|2)δ dp
)1/2
≤ C‖(e2φ2 + |p|2) δ2 (f1 − f2)(t)‖L2(R3)
≤ CT ‖(1 + |p|2) δ2 (f1 − f2)(t)‖L2(R3).
Hence, collecting the estimates on I3 and I4 we obtain
|(φ1 − φ2)(t)| ≤ CT
∫ t
0
(
‖φ1 − φ2‖L∞((0,s)) + sup
τ∈(0,s)
‖(1 + |p|2) δ2 (f1 − f2)(τ)‖L2(R3)
)
ds. (50)
Using (49) within (50) we have, for all t ∈ [0, T ),
‖φ1 − φ2‖L∞((0,t)) ≤ CT
∫ t
0
‖φ1 − φ2‖L∞((0,s)) ds
and conclude that φ1 = φ2 and f1 = f2 a.e. on [0, T ]× R3, for all T > 0.
3. Long time limit of the particle density in the ultra-relativistic case
Our final purpose is to derive an explicit formula for the long time limit of solutions to (6). The
results in this section require φ to satisfy φ→ −∞, as t→ −∞, and∫ ∞
0
e2φ(t) dt <∞,
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which holds of course for the solutions of the VNFP system considered in the previous section.
To begin with we consider the ultra-relativistic Fokker-Planck equation which arises by setting
φ ≡ −∞, or e2φ ≡ 0, within the diffusion matrix D[φ], namely
∂tg = ∂pi
(
Dij [−∞]∂pjg
)
, t > 0, p ∈ R3, (51)
where
Dij [−∞] = p
ipj
|p| .
This is motivated by the fact that e2φ(t) → 0 as t → ∞, and hence one expects the asymptotic
behavior of the density f to mimic that of a solution to the reduced equation.
Proposition 3.1. Let gin ∈ L1(R3) be given with gin(p) ≥ 0 and let gin(p) = gin(q, ω) be the
representation of gin in spherical coordinates, where q = |p| > 0, ω = p/q ∈ S2. There exists a
unique global solution g ∈ L∞((0,∞);L1(R3)) of (51) such that g(0, p) = gin(p), which is given by
g(t, p) = g(t, q, ω) ≥ 0, where
g(t, q, ω) =
e−
q
t
tq
∫ ∞
0
gin(z, ω)ze
− z
t I2
[
2
√
q
t
√
z
]
dz, (52)
and Iα[x] denotes the αth modified Bessel function of the first kind [1]. Moreover, if gin ∈ Lγ(R3),
then g(t, ·) ∈ Lγ(R3) and we have the estimate
‖g(t)‖Lγ(R3) ≤ ‖gin‖Lγ(R3), (53)
for any γ ∈ [1,∞], where the equality holds for γ = 1.
Proof. First we observe that the function g(t, p) = g(t, q, ω) given by (52) belongs to L∞((0,∞);L1(R3)).
In fact we have∫
R3
g(t, p) dp =
∫
S2
∫ ∞
0
q2g(t, q, ω) dq dω
=
1
t
∫
S2
∫ ∞
0
e−
z
t z gin(z, ω)
(∫ ∞
0
e−
q
t q I2
[
2
√
z
t
√
q
]
dq
)
dz dω.
The integral within round brackets equals ez/ttz, and thus∫
R3
g(t, p) dp =
∫
S2
∫ ∞
0
z2gin(z, ω) dz dω, i.e., ‖g(t)‖L1(R3) = ‖gin‖L1(R3). (54)
Similarly one can prove that g(t, p) given by (52) satisfies the estimate (53). By a simple approx-
imation argument, it suffices to show that (52) is the unique solution of (51) with smooth initial
data. To this purpose we note that the operator
Lu = ∂pi
(
pipj
|p| ∂pju
)
is purely radial. In fact, the expression of L in spherical coordinates is given by
L = q∂2q + 3∂q.
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We may therefore treat the angular variables as constant parameters, i.e., we may fix ω ∈ S2, define
vωin(q) = gin(q, ω) and look for the solution v
ω(t, q) of
∂tv = q∂
2
qv + 3∂qv, v
ω(0, q) = vωin(q). (55)
The solution g(t, p) = g(t, q, ω) of our original problem is then given by g(t, q, ω) = vω(t, q). Our
next observation is that the function u(t, r) defined by
u(t, r) = vω(t,
r2
4
)
solves the spherically symmetric heat equation in six dimensions, namely
∂tu = ∂
2
ru +
5
r
∂ru. (56)
Hence, we have reduced the problem to finding the solution of (56). Let u(t, x) be the solution of
the Cauchy problem
∂tu = ∆u, t > 0, x ∈ R6, (57a)
u(0, x) = uin(x), x ∈ R6, (57b)
that is
u(t, x) =
1
(4pit)3
∫
R6
e−
|x−y|2
4t uin(y) dy. (58)
Assuming spherical symmetry, i.e., u(t, x) = u(t, r), u(0, x) = uin(r), with r = |x|, and passing to
hyperspherical coordinates in the integral on the right side of (58) we obtain
u(t, r) =
e−
r2
4t
(4pit)3
∫
R6
e−
(|y|2−2y·x)
4t uin(|y|) dy
=
8pi2
3
e−
r2
4t
(4pit)3
∫ ∞
0
uin(s) e
− s2
4t s5
∫ pi
0
exp
(
rs cos θ
2t
)
sin4 θ dθ ds. (59)
Evaluating the angular integral gives∫ pi
0
exp
(
rs cos θ
2t
)
sin4 θ dθ = 12pi
(
t
rs
)2
I2
[rs
2t
]
,
where Iα[x] denotes the αth modified Bessel function of the first kind [1]. Substituting this expres-
sion into (59) we obtain
u(t, r) =
1
2
e−
r2
4t
r2t
∫ ∞
0
uin(s)e
− s2
4t s3 I2
[rs
2t
]
ds. (60)
Hence the solution of (55) is given by
vω(t, q) =
e−
q
t
tq
∫ ∞
0
vωin(z)ze
− z
t I2
[
2
√
q
t
√
z
]
dz, (61)
which is (52).
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Figure 1: Numerical depiction of a spherically symmetric solution g(t, q) of the ultra-relativistic Fokker-Planck
equation (51). The picture shows the sections t = const. of g from t = 0.1 (top curve) until t = 0.5 (bottom curve).
The initial datum is taken to be gin(q) = e
−q.
We remark, in particular, that when the initial datum is spherically symmetric, i.e., gin(p) =
gin(q), the solution of (51) is also spherically symmetric, i.e., g(t, p) = g(t, q), where
g(t, q) =
e−
q
t
tq
∫ ∞
0
gin(z)ze
− z
t I2
[
2
√
q
t
√
z
]
dz. (62)
Figure 1 contains a numerical depiction of (62) for a few specific times and with the initial datum
gin(q) = e
−q.
With the preceding result, we can answer the analogous question for the ultra-relativistic equa-
tion with a scalar field using a simple change of variables.
Corollary 3.1. The solution of
∂th = e
2φ∂pi
(
pipj
|p| ∂pjh
)
, (63)
with initial datum h(0, p) = hin(p) ≥ 0 and hin ∈ L1(R3) is given by
h(t, p) = g(τ(t), p), (64)
where
τ(t) =
∫ t
0
e2φ(s) ds,
and where g(t, p) is the solution of (51) with the same initial datum.
Proof. The result follows by rescaling time to account for the gravitational potential. Let
τ(t) =
∫ t
0
e2φ(s) ds
19
and make the change of variables h(t, p) = g(τ(t), p). Then, ∂th = e
2φ∂τg, and the unknown
function g(τ, p) satisfies the parabolic equation
∂τg = ∂pi
(
pipj
|p| ∂pjg
)
.
Hence any solution must be of the form (64).
Before proving our final result it is convenient to introduce some notation. Given φ = φ(t) such
that e2φ ∈ L1((0,∞)), and a function u = u(p) with the representation u(p) = u(q, ω) in spherical
coordinates, we define
Tφ[u] = e
− q
τ∞
τ∞q
∫ ∞
0
u(z, ω)ze−
z
τ∞ I2
[
2
√
q
τ∞
√
z
]
dz, (65a)
where
τ∞ = ‖e2φ‖L1(R3). (65b)
We are now in the position to derive the long time limit of solutions h to (63). To avoid the need
for technical estimates on Bessel functions in Lebesgue spaces, we choose to study the limit in the
L∞ norm.
Theorem 3.1. Let φ = φ(t) be such that e2φ ∈ L1((0,∞)) and h(t, p) ≥ 0 be the solution of
∂th = e
2φ∂pi
(
pipj
|p| ∂pjh
)
with initial datum h(0, p) = hin(p) = hin(q, ω) ≥ 0, cf. Corollary 3.1. We assume that the spheri-
cally symmetric function h¯in(q) = supω∈S2 hin(q, ω) satisfies∫ ∞
0
h¯in(q)q (1 + q)
2 dq <∞. (66)
Then, for all t > 1,
‖h(t)− Tφ[hin]‖L∞(R3) ≤ C
∫ ∞
t
e2φ(s) ds, (67)
where C depends on τ(1) and τ∞.
Proof. We have
h− Tφ[hin] = e
− q
τ(t)
τ(t)q
∫ ∞
0
hin(z, ω)ze
− z
τ(t)I2
[
2
√
q
τ(t)
√
z
]
dz
− e
− q
τ∞
τ∞q
∫ ∞
0
hin(z, ω)ze
− z
τ∞ I2
[
2
√
q
τ∞
√
z
]
dz
=
1
q
∫ ∞
0
hin(z, ω)(H(τ(t), q, z)−H(τ∞, q, z))z dz,
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where
H(τ, q, z) := τ−1e−
q+z
τ I2
[
2
√
q
τ
√
z
]
.
Since t > 1, and τ(t) is increasing, we have τ1 := τ(1) < τ(t) < τ∞. By the Mean Value Theorem
we estimate
|h− Tφ[hin]| ≤
(∫ ∞
t
e2φ(s)ds
)
1
q
∫ ∞
0
hin(z, ω) sup
τ∈(τ1,τ∞)
|∂τH(τ, q, z)|z dz.
We prove below that
1
q
sup
τ∈(τ1,τ∞)
|∂τH(τ, q, z)| ≤ C(1 + z)2. (68)
Hence, having assumed (66) we obtain
|h− Tφ[hin]| ≤ C
(∫ ∞
t
e2φ(s)ds
)∫ ∞
0
h¯in(z)z(1 + z)
2 dz ≤ C
∫ ∞
t
e2φ(s)ds,
which proves (67). It remains to establish (68). Using the recurrence relation
I ′2[x] = I1[x]−
2
x
I2[x],
we find
∂τH =
e−
q+z
τ
τ2
(
I2
[
2
√
q
τ
√
z
](
1 +
q + z
τ
)
− 2
√
q
τ
√
z I1
[
2
√
q
τ
√
z
])
.
We shall use the following bounds satisfied by the modified Bessel functions [1, 19]: for any α ∈ N,
there exists C > 0 such that
Iα[x] ≤ Cxα
for x ≤ 1, while for x ≥ 1 we have
Iα[x] ≤ Cex.
Thus, for 2
√
qz/τ ≤ 1 we obtain
|∂τH| ≤ C e
− q+z
τ
τ4
qz
(
1 +
q + z
τ
)
,
whence
1
q
sup
τ∈(τ1,τ∞)
|∂τH(τ, q, z)| ≤ Cz(1 + q + z) ≤ C(1 + z)2.
For 2
√
qz/τ ≥ 1 we have
1
q
|∂τH| ≤ C
τ2
e−
(
√
q−√z)2
τ
(
1
q
+
1 + z/q
τ
+
√
z
τ
√
q
)
≤ C(1 + z)2,
for τ ∈ (τ1, τ∞). This completes the proof of the theorem.
We remark that the technical condition (66) is just a little stronger than requiring that the first
moment of hin(p) is bounded in L
1(R3). In particular, if hin is spherically symmetric then (66) is
implied by any initial data hin ∈ X satisfying (10).
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Appendix: Properties of the diffusion matrix
In this appendix we collect some properties of the diffusion matrix
Dij [φ] =
e2φδij + pipj√
e2φ + |p|2 ,
and other quantities which are used in the main body of the paper. We begin by proving (40).
Clearly
|Dij [φ]| ≤
√
e2φ + |p|2.
The first derivatives of D are given by
∂pkD
ij =
δikp
j + δjkp
i√
e2φ + |p|2 −
Dijpk
e2φ + |p|2 ,
and therefore
|∂pkDij | ≤ C.
Moreover, we see that
∂pk∂plD
ij =
δikδ
j
l + δ
j
kδ
i
l√
e2φ + |p|2 −
(δikp
j + δjkp
i)pl
(e2φ + |p|2)3/2 −
∂plD
ijpk
e2φ + |p|2 −
Dijδkl
e2φ + |p|2 + 2
Dijpkpl
(e2φ + |p|2)2
and each term in the right hand side is bounded in modulus by Ce−φ, which proves the first estimate
in (40). Furthermore
∂pl(∂pk∂piD
ij) = −3 δ
j
kpl
(e2φ + |p|2)3/2 − 3
δjlpk + δklp
j
(e2φ + |p|2)3/2 + 9
pjpkpl
(e2φ + |p|3)5/2 ,
and each term in the right hand side is bounded in modulus by Ce−2φ, which proves the second
estimate in (40).
In order to justify the computation (47), we first consider the function
L(ψ) = e2ψDij [ψ]
and compute
L′(ψ) =
e2ψ√
e2ψ + |p|2
[
3e2ψδij + pipj
]
+
|p|2e2ψ
(e2ψ + |p|2)3/2
[
e2ψδij + pipj
]
.
Thus, for all bounded ψ,
|L′(ψ)| ≤ e2ψe−ψ · 3e2ψ + e2ψ|p|−1 ∣∣pipj∣∣+ |p|2e2ψ (eψ|p|)−3/2 e2ψ + |p|2e2ψ|p|−3 ∣∣pipj∣∣
≤ 4e3ψ + e2ψ|p|1/2eψ/2 + 2e2ψ|p|
≤ C
√
1 + |p|2.
The inequality (48) follows similarly.
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Additionally, we must verify the smoothness of coefficients within the system of stochastic
differential equations (25) in order to arrive at the existence of a unique solution, where the vector
d and the matrix G are given in (23)-(24). We first compute
∂pjd
i(t, p) =
3e2φ¯
(e2φ¯ + |p|2)−3/2
(
δije2φ¯ + δij |p|2 − pipj
)
.
So, estimating we find for every i, j
|∂pjdi(t, p)| ≤ Ce2φ¯(e2φ¯ + |p|2)−3/2
[
e2φ¯ + |p|2
]
≤ Ce2φ¯(e2φ¯ + |p|2)−1/2
≤ CT
and derivatives are uniformly bounded. Second derivatives can be computed and bounded similarly.
Next, we find
∂pkG
ij(t, p) =
√
2eφ¯
(
e2φ¯ + |p|2
)−5/4(
eφ¯ +
√
e2φ¯ + |p|2
)−2 [
−1
2
pkp
ipjeφ¯ − 3
2
pkp
ipj
√
e2φ¯ + |p|2
+ (e2φ¯ + |p|2)
(
eφ¯ +
√
e2φ¯ + |p|2
)
(δikp
j + δjkp
i)− 1
2
eφ¯
(
eφ¯ +
√
e2φ¯ + |p|2
)2
pkδ
ij
]
and thus for every i, j, k
|∂pkGij(t, p)| ≤ Ceφ¯
(
e2φ¯ + |p|2
)−5/4(
eφ¯ +
√
e2φ¯ + |p|2
)−2
×
[
|p|3
(
eφ¯ +
√
e2φ¯ + |p|2
)
+ |p|
(
e2φ¯ + |p|2
)(
eφ¯ +
√
e2φ¯ + |p|2
)
+eφ¯|p|
(
eφ¯ +
√
e2φ¯ + |p|2
)2]
≤ C|p|eφ¯
(
e2φ¯ + |p|2
)−5/4(
eφ¯ +
√
e2φ¯ + |p|2
)−2
·[(
e2φ¯ + |p|2
)(
eφ¯ +
√
e2φ¯ + |p|2
)
+ eφ¯
(
eφ¯ +
√
e2φ¯ + |p|2
)2]
≤ C|p|eφ¯
(
e2φ¯ + |p|2
)−1/4(
eφ¯ +
√
e2φ¯ + |p|2
)−1
+ C|p|e2φ¯
(
e2φ¯ + |p|2
)−5/4
= I + II.
The first term satisfies
I ≤ Ceφ¯
(
e2φ¯ + |p|2
)−1/4 ≤ Ceφ¯/2.
Alternatively, the second term can be estimated for |p| ≤ eφ¯ as
II ≤ Ceφ¯e2φ¯e−5φ¯/2 ≤ Ceφ¯/2
23
and for |p| ≥ eφ¯ as
II ≤ C|p|e2φ¯
(
|p|eφ¯
)−5/4 ≤ C|p|−1/4e3φ¯/4 ≤ Ceφ¯/2.
Combining the estimates we conclude
|∂pkGij(t, p)| ≤ Ceφ¯/2 ≤ CT
for all i, j, k. Hence, derivatives are uniformly bounded in the time interval [−T, 0]. As before,
second derivatives can be bounded using similar estimates.
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