We report two studies that examine the role of semantic influences in the assignment of thematic roles. Semantic factors were manipulated by contrasting sentences in which one noun argument was a plausible filler of only one thematic role (e.g., the painting in The artist disliked the painting) with sentences in which both noun arguments were plausible fillers of both thematic roles (e.g., The robin ate the insect). Subjects were required to make plausibility judgments to sentences presented auditorily. Experiment 1 examined RTs of normal subjects on the plausibility judgment task. In Experiment 2, the same sentences were presented to aphasic patients identified as ''asyntactic'' comprehenders. In Experiment 1, RTs were speeded by semantic constraints on thematic assignment, particularly when the role-constrained NP occurred early in the sentence (as in The painting was disliked by the artist). The aphasic performance patterns in Experiment 2 paralleled those of normal subjects, but in greatly exaggerated fashion. The patients exhibited high error rates on sentences where semantic constraints conflicted with the syntactically based assignments, even on sentences with canonical (S-V-O) word order (e.g., #The deer shot the hunter).
INTRODUCTION
One's initial reaction to sentence (1) is that it is anomalous; tickets do not engage in acts of purchasing. Upon further reflection, or in the right context, the reader might consider an 1. #Father was bought by the ticket. alternative interpretation: that the ticket refers to a slate of candidates for political office (e.g., the 1996 Democratic ''ticket'') and the verb to an act of bribery performed in the interest of obtaining Dad's vote. In both cases, the interpretation is syntactically driven. If it were possible to ignore the syntax or the constraints that the syntax imposes on the assignment of thematic roles, Father would be taken to be the agent of buy in this sentence. This is not mere conjecture. Such an interpretation might well be offered by aphasics characterized as ''asyntactic'' comprehenders. These patients are somewhat impaired in determining that sentences like (2) are implausible. They are even more impaired on the sentences exemplified in (3), in which the arguments of the verb are moved from their canonical positions (Schwartz, Linebarger, Saffran & Pate, 1987; Kolk & Weijts, 1996) . Note that the implausibility of these sentences is not determined by their lexical content; they can be made plausible by reversing the order of the two NPs. The same patients had no difficulty detecting the implausibility of sentences like (4), which cannot be made plausible by reordering the NPs.
2. #The worm swallowed the bird. 3a. #The bird was swallowed by the worm. 3b. #It was the bird that the worm swallowed. 4. #The cat was divorced by the milk. ''Asyntactic'' comprehenders are unusually dependent on semantic and pragmatic information in other tasks as well. For example, while they have little difficulty matching pictures to sentences like (5a), they often perform at chance on sentences like (5b) (e.g., Caramazza & Zurif, 1976) . Whereas thematic role assignments are constrained by real world knowledge in (5a), these constraints are absent in the semantically reversible sentence in (5b).
5a. The apple that the boy ate was red. 5b. The cat that the dog is chasing is black. While these observations indicate that the patients are not making full use of syntactic constraints in interpreting sentences, the description of their comprehension pattern as ''asyntactic'' is misleading. The term implies disregard for structural information in processing sentences. Not only do most ''asyntactic'' comprehenders perform relatively well on grammaticality judgment tasks, where they demonstrate sensitivity to a wide range of structural constraints (e.g., Linebarger, Schwartz & Saffran, 1983; Linebarger, 1990; Berndt, Salasoo, Mitchum & Blumstein, 1988; Shankweiler, Crain, Gorrell & Tuller, 1989) ; there is evidence that they make some use of structural information in comprehension tasks as well. Consider, for example, the sentences in (6), presented in the context of a sentence plausibility judgment task where (as in (2)-(4) above) NPs were often implausible agents of their respective verbs:
6a. The bird swallowed the worm.
6b. As the sun rose, the bird in the cool wet grass swallowed the worm quickly and went away.
6c. It was the worm that the bird swallowed. A sentence like (6b), which is a ''padded'' version of the one in (6a), should seriously challenge the abilities of patients who are processing sentences ''asyntactically.'' To ascertain that (6b) is plausible, the listener must determine that it is the bird, and not the grass, that is doing the ingesting. Aphasics who are unable to recover the constituent structure of complex sentences, and to use this information to identify the arguments of the verb, should find it considerably more difficult to judge the plausibility of padded sentences (6b) than their simpler counterparts (6a). But this was not the result obtained in a plausibility judgment study performed by Schwartz et al. (1987) . While other aphasics were strongly affected by the padding manipulation, ''asyntactic'' comprehenders showed a negligible increase in error rate on the padded versions (e.g., 6b) relative to the core sentences (e.g., 6a). Their error rates did increase significantly under a different complexity manipulation (''moved-arguments''); these sentences included structures such as passives and object gaps (e.g., 6c), in which NPs were displaced from their canonical (grammatical subject as agent, object as patient or theme) positions. 1 Accounts of ''asyntactic'' comprehension reflect a wide array of theoretical perspectives and include proposals that range from the loss of specific components of the grammar (e.g., Grodzinsky, 1990 ) to limitations on working memory capacity (e.g., Miyake, Carpenter & Just, 1994) . Our own conceptualization of the deficit focuses on the process of thematic role assignment. We have proposed that the aphasics' difficulty does not lie in the recovery of structural information from the input string but rather in the ability to utilize this information in the assignment of thematic roles-that is, in mapping from syntactic constituents to semantic representations (Schwartz, Linebarger & Saffran, 1985; Schwartz et al., 1987; Linebarger, 1990) .
If the patients' difficulty does not lie in the recovery of syntactic information, why do they perform worse on some constructions than others? The mapping problem should apply to simple sentences as well as complex ones. While there is evidence to this effect (e.g., Schwartz, Saffran & Marin, 1980; Berndt, Mitchum & Haendiges, 1996) , patients generally perform better on active sentences than on passives and other sentences with noncanonical word order. One possible explanation for this pattern is that mapping is complicated by the movement of NPs from their canonical positions (Schwartz et al., 1987) . According to Government and Binding theory (Chomsky, 1981) , 1 Kolk and Weijts (1996) have replicated this pattern in Dutch aphasics. While there was a small though significant effect of padding in their study, the ''moved-argument'' manipulation proved much more detrimental. See Linebarger (1995) for further discussion of these effects.
moved NPs cannot be directly bound to argument positions. The linkage is mediated by markers (traces) in the syntactic representation that are coindexed to the moved NPs. Schwartz et al. suggested that this complication (''nontransparency'') might overburden an already fragile mapping process. 2 An alternative view is that the decline in performance does not reflect syntactic complexity per se, but rather the opportunity for other factors to become more influential when syntactic influences are diminished. These factors include regularities in the syntax-to-thematic role mapping in English sentences, where the preverbal NP is generally the underlying subject, and hence the agent of an action verb, theme of a state verb, etc. Carlson and Tanenhaus (1988) have speculated that these regularities create ''a set of mild expectations about which thematic roles the verb, when encountered, will actually assign' ' (p. 287) . While these expectations may normally act as weak biases, they are likely to have a greater impact when syntactic control is diminished. If so, they may help to explain the pattern typically seen in ''asyntactic'' comprehenders: an advantage for sentences with canonical word order, where the preverbal NP is in fact the underlying subject, over sentences with noncanonical word order, where the bias conflicts with the correct assignment.
It may be, then, that while syntax is normally the decisive factor in the assignment of thematic roles, it is not the only factor. Attempts to isolate the contribution of other influences date back 30 years and are the focus of some classic papers in psycholinguistics. For example, Bever (1970) called attention to the importance of word order in English and identified a tendency to interpret the preverbal NP as agent. Slobin (1966) provided evidence for the role of semantic constraints on role assignment, demonstrating that subjects were slower to comprehend reversible than nonreversible passives. These effects were confirmed in a number of other studies (e.g., Herriot, 1969; Kemper & Catlin, 1979) .
In recent years, this line of investigation has continued with the work of Bates and MacWhinney and their colleagues, who have pursued these questions within the framework of the competition model ). The competition model views sentence interpretation as a probabilistic process in which information sources are weighted according to their ''cue validity'' or efficacy in assigning thematic roles (see papers in MacWhinney & Bates, 1992) . These investigators have examined the relative effectiveness of cues across languages, using an agent-identification para-digm in which word order, morphological, and semantic (animacy) cues are put into competition with one another. To explore a full range of cue conflicts, the materials include ungrammatical (e.g., *The horse the pencils are kicking) as well as grammatical sentences. These studies have established that cues vary in their efficacy from one language to another, reflecting the consistency with which they are associated with agency in each language (see Hakuta, 1982, and Slobin & Bever, 1982 , for other evidence on this point). For English-speaking adults, word order is by far the dominant cue, although semantic cues are effective early in the acquisition process (e.g., MacWhinney, 1982) . In other languages, morphological agreement and animacy are weighted more heavily than they are in English. While this work provides information about cue strength and consistency that is clearly important in language acquisition, its relevance for sentence processing in adults has been questioned. One issue is the nature of the task used in these experiments. The agent identification paradigm has been characterized as a problem-solving task in which subjects consciously reflect on alternative solutions, as opposed to a sentence comprehension task in which interpretation is usually automatic (Caplan, Waters & Hildebrandt, 1994) . The inclusion of stimuli that violate phrase structure rules is likely to further discourage automaticity (but see MacWhinney & Bates, 1992 , for arguments against this view). Recent on-line studies of agent identification have yielded some results that differ from those obtained with the standard agent choice paradigm (Hernandez, Bates & Avila, 1994; Kail, 1989; Li, Bates & MacWhinney, 1993; Mimica, Sullivan & Smith, 1994) . These discrepancies suggest that subjects' responses on the choice task do not necessarily reflect the way in which information sources interact during sentence processing. The latency data are nevertheless consistent with the core assumptions of the competition model, and, more generally, with the view that there are multiple influences on thematic assignment.
Other evidence on this point comes from the recent literature on syntactic ambiguity resolution.
3 Consider, for example, the sentences in (7), originally used by Ferreira and Clifton (1986): 7a. The defendant examined by the lawyer turned out to be unreliable. 7b. The evidence examined by the lawyer turned out to be unreliable. 7c. The defendant that was examined by the lawyer turned out to be unreliable. In all three sentences the first verb (V 1 ; examine) is part of a relative clause which is, in turn, part of an NP that becomes the subject of the second verb. In (7c), the relative clause is explicitly marked by the relative pronoun (that). In the reduced relatives (7a) and (7b), the absence of the pronoun renders the the status of V 1 temporarily ambiguous; the possibility that V 1 is the main verb of the sentence and the first noun (NP 1 ) its subject cannot be ruled out until the reader processes the preposition by. There is evidence that semantic constraints on thematic role assignment are used to resolve these ambiguities. The data come primarily from sentence reading tasks that are sensitive to processing time (e.g., duration of eye fixations). Semantic constraints that bias the processor toward the reduced relative should decrease reading time at the preposition. Recent studies demonstrate that the preposition is read faster in sentences like (7b), where NP 1 is not a permissible agent for V 1 , than in sentences like (7a), where NP 1 is a possible agent or theme (e.g., Pearlmutter & MacDonald, 1992; Tabossi, Spivey-Knowlton, McRae & Tanenhaus, 1994; Trueswell, Tanenhaus & Garnsey, 1994) . Constraining NP 1 to the theme role reduces the likelihood that V 1 is the main verb, which in turn makes it easier to integrate the preposition into the evolving structure. Other studies have indicated that discourse-based constraints are similarly effective (e.g., Altmann & Steedman, 1988; Crain & Steedman, 1985) .
Thus it appears that semantic constraints exert a biasing effect on thematic role assignment, even if they do not determine the final outcome of this process. In the study reported here, we examined the influence of semantic factors in the absence of syntactic ambiguity. We compared the effects of two different semantic/pragmatic constraints: role filler restrictions that are imposed by the verb (e.g., music can be listened to, but cannot listen; noise can frighten, but cannot be frightened) and constraints that pertain to the proposition as a whole (e.g., both puppies and women can drop things, but only one of them is likely to drop the other). To probe for syntactic effects, we varied sentence structure as well.
Our objective was to examine semantic effects in normal sentence processing and to use this information to further our understanding of ''asyntactic'' comprehension in aphasics. In Experiment 1, we found that semantic constraints on thematic assignment affected the time course of plausibility judgements in normal subjects. The normal data provided a framework for interpreting the deviant performance of ''asyntactic'' comprehenders, tested on the same sentences in Experiment 2.
EXPERIMENT 1
This study examines the effects of semantic constraints on the time course of sentence understanding. The goal is to identify effects of these constraints on the assignment of thematic roles. For this purpose, we use a plausibility judgment task. The manipulation that is of most interest involves the nature of the plausibility constraint. In one condition (Verb Constrained), plausibility rests on the verb's requirement for a certain type of argument (e.g., an animate agent or experiencer); in another (Proposition Based), plausibility rests on constraints that apply to the proposition as a whole. Sentences of the first type are exemplified in (8), and the second, in (9).
8. Verb-Constrained sentences 8a. The artist disliked the painting. 8b. #The deer shot the hunter. 8c. The crash frightened the children. 8d. #The politician annoyed the remark. 9. Proposition-Based sentences 9a. The child picked up the kitten. 9b. #The mouse is carrying the cat. Each of the Verb-Constrained sentences in (8) contains one NP that can legitimately fill only one of the thematic roles of the verb: paintings can be disliked, but they cannot dislike; deer can be shot, but they cannot shoot; crashes can frighten, but they cannot be frightened; remarks can annoy, but they cannot experience annoyance. In each of these sentences, the second noun is a possible filler of either of the verb's thematic roles. For example, artists can like or be disliked, and hunters can shoot or be shot.
The plausibility constraint differs for the Proposition-Based sentences in (9). In these sentences, both NPs are possible fillers of both thematic roles. Children and kittens can pick things up as well as be picked up, and the same applies to mice and cats in the case of carry. Neither NP, by itself, is constrained to either role. But our knowledge of the world tells us that only one of these entities is likely to carry the other. Hence the constraint applies to the proposition as a whole.
While the Verb-Constrained and Proposition-Based sentences differ with respect to the source of the semantic constraint, they do have one feature in common: reversing the order of the two NPs would make plausible sentences implausible, and vice versa. The sentences in (8)-(9) are illustrative. Exchanging the NPs would render (8a) and (8c) and (9a) implausible, and (8b) and (8d) and (9b) plausible. To reflect this relationship between structure and plausibility, Verb-Constrained and Proposition-Based sentences are designated Structure Dependent.
The materials also included a set of Control sentences, so termed because their plausibility status would not be affected by reversing the order of the NPs. Control sentences are exemplified in (10). They include plausible sentences which are semantically reversible (e.g., 10a), as well as implausible sentences (10b)-(10d) in which one (10b, #Control-Ag; 10c, #Control-Pt) or both (10d; #Control-AgPt) NPs are anomalous fillers of verb argument positions. The labels Ag(ent) and P(atien)t designate the anomalous role filler(s); Ag refers to the external argument of the verb and Pt refers to its internal argument. We employ these terms loosely; some fillers that carry the Ag label are not Agents but Experiencers, and in some cases Pts would more accurately be termed Themes. (We note in this context that agency is often considered the prototype for other roles that are played by the external argument of the verb (Dowty, 1991; Schlesinger, 1994).) 10. Control sentences 10a. The man chased the teenager. 10b. #The cat divorced the man. 10c. #The nurse folded the water. 10d. #The noise is pouring the pencil. The contrast between Verb-Constrained and Proposition-Based sentences was the focus of Experiment 1. Consider the plausible sentences in (8) and (9). If sentence structure were the sole determinant of thematic assignment, we would expect subjects to show no differences on plausible VerbConstrained and Proposition-Based sentences (assuming their predicate argument structures to be equally plausible, which in fact they turned out to be). But suppose that semantic constraints do exert some influence on the assignment process. These constraints should reduce competition for thematic assignments in plausible Verb-Constrained sentences, facilitating the processing of these sentences relative to the Proposition-Based set. In the case of implausible sentences, the prediction is not as straightforward. We might expect thematic assignment to be slowed for implausible VerbConstrained sentences, where semantic constraints conflict with syntactically based assignments. On the other hand, plausibility judgments for some of the Verb-Constrained sentences should be speeded by virtue of the fact that the anomalous assignment is detectable at the verb (e.g., 8b). This possibility does not arise in Proposition-Based sentences.
Method

Design and Materials
The major contrast in this study involved the two types of StructureDependent sentences, Verb Constrained (as in (8)) vs. Proposition Based (as in (9)), as defined above, half of which were plausible and half implausible. Verb-Constrained sentences were further subdivided into two sets, Ag and Pt. In Ag sentences, the semantic constraint applies to the filler of the Agent role. Consider, for example, The audience watched the performance. Both animates and inanimates can be watched, but only animates (such as an audience) can watch. In Pt sentences, the constraint applies to the filler of the Patient role. Thus, in the case of The crash frightened the children, the filler of the Patient role (for present purposes rather broadly defined) must be animate; the Agent, on the other hand, can be animate or inanimate. Plausible Verb-Constrained-Ag sentences respected restrictions on the Agent role (e.g., 8a); implausible Ag sentences were created by violating constraints on the Agent role (e.g., 8b). For example, the verb to shoot requires a human Agent, a constraint that is violated in (8b). In the Pt subset, the constraint applied to the Patient role. Plausible Verb-Constrained-Pt sentences respected this restriction (e.g., 8c) while Implausible Verb-Constrained-Pts violated it (e.g., 8d). The nature of the semantic constraint, which varied across sentences, included specific properties (e.g., #The cat barked at the puppy) as well as general ones such as animacy and humanness. The materials also included the previously described Control sentences, half of them implausible. The violated semantic constraint in implausible Control sentences applied either to the Agent (#Control-Ag, e.g., 10b), to the Patient (#Control-Pt, e.g., 10c), or to both thematic roles (#Control-AgPt, e.g., 10d).
To ascertain that the plausibility of the sentences was as intended, and to aid in interpreting the results, we obtained plausibility ratings of the materials. These procedures will be described below.
In addition to examining the effects of semantic constraints (designated the Sentence Type variable; i.e., Control vs. Structure Dependent; within Structure Dependent, Verb Constrained vs. Proposition Based), the materials were designed to investigate effects of syntactic structure, in particular, the effect of moving NPs associated with thematic roles from their canonical (Agent as grammatical subject; Patient as grammatical object) positions. Four different constructions were used: Actives and Subject Clefts, which conform to canonical English word order; Passives and Object Clefts, which do not. The syntactic manipulation was completely crossed with the manipulation of Sentence Type.
In both Structure-Dependent and Control conditions, plausible and implausible sentences differed in lexical content. Within conditions, each proposition (e.g., man [[chase] [teenager]]), appeared in all four syntactic variants.
The complete design, with examples and numbers of items per condition, is outlined in Table 1 . (A full list of the Active sentences is provided in the Appendix.) The 320 sentences were divided into four blocks, subject to the constraint that the various conditions occur with approximately equal frequency in each block. The order of sentences within blocks was random.
Plausibility Ratings: Sentence as a Whole
To ascertain that the plausibility of the sentences was as intended, we obtained ratings of the plausibility of the Active sentences in each condition. Twenty Temple University undergraduates, who received course credit for their participation, judged the real-world likelihood of the event described by the sentence using a 5 point scale where 1 ϭ highly implausible and 5 ϭ highly plausible. Each subject received a booklet listing the 80 sentences in a different random order. No time constraints were imposed, but subjects were instructed not to deliberate and to assign ratings on the basis of a first impression. 
Syntactic structures
Each of the above conditions included an equal number of sentences of each of the following types: Active #The dog was interviewing the policeman. Passive #The policeman was interviewed by the dog. Subject Cleft #It was the dog that interviewed the policeman. Object Cleft #It was the policeman that the dog interviewed.
Note. Italics indicate role fillers subject to verb-based semantic constraints.
Plausibility Ratings: Each Argument Separately
To examine the adequacy of the plausibility manipulation at the level of individual thematic roles, we obtained a second set of ratings, again based on Active sentences. For this purpose we constructed a task in which each of the possible role assignments was rated separately for plausibility. For example, the sentence The robin ate the insect generated the following items for the rating task: The robin ate the ; The ate the insect; The ate the robin; The insect ate the . The first item examines the plausibility of the Agent as Agent; the second, Patient as Patient; the third, Agent as Patient; the fourth, Patient as Agent. In Proposition-Based sentences, the actual (e.g., Agent as Agent) and reverse (e.g., Agent as Patient) assignments should both be plausible; in Verb-Constrained sentences, the reverse assignment for one of the NPs should be implausible. In all, 320 items were generated. Half of the sentence fragments from each Sentence Type X Plausibility condition comprised one set of 160 items and the other half, another set. Each set was rated by 20 Temple University undergraduates, none of whom had participated in the first rating study. Each subject received a booklet listing the items in a different random sequence. Subjects were instructed to assign a rating on a 1-5 scale on the basis of ''how easy it would be to fill in the blank with a word that would result in a meaningful sentence-a sentence that describes something that could happen in the real world.''
Plausibility Judgment Study
Subjects. The participants were eight volunteers, five females and three males, with a mean age of 64 years (range: 57-74 years), who were paid for their participation in the study. We chose this age group because we planned a similar study with aphasics (Experiment 2).
Procedure. The sentences were recorded on one channel of a four channel TEAC A-3440 reel-to-reel tape recorder. On a second channel, a tone was manually placed to coincide with the onset of the last syllable of the sentence. The tone triggered the timer, which was stopped by a keypress (the subject's response). The tone was not audible to the subject.
Subjects were seated before a microcomputer, with two response keys in front of the keyboard, one marked ''yes'' and the other ''no.'' Instructions and materials were delivered through headphones. Subjects were instructed to listen to the whole sentence and then to decide, as quickly as possible, whether the sentence was plausible (''one that describes an event likely to happen in the real world'') or not (''. . . an event unlikely to happen in the real world''). If the former, they were to depress the ''yes'' key; if the latter, the ''no'' key. Each of the four blocks was administered in a separate session, with a 1-week interval between sessions. Ten practice sentences were administered at the beginning of each session.
Results and Discussion
Plausibility Ratings: Sentence as a Whole
Mean ratings for sentences in the various conditions are given in Table  2 . Overall, plausible Structure-Dependent sentences (4.95) were rated as more plausible than plausible Control sentences (4.82) (t (39) ϭ 3.58, p ϭ .001). Within the Structure-Dependent set, Verb-Constrained (4.94) and Proposition-Based (4.95) sentences were judged to be equally plausible. Within the set of implausible sentences, the #Verb-Constrained items (1.20) were judged to be of comparable plausibility to the #Control set (1.21) and less plausible than the #Proposition-Based materials (1.48) (t (19) ϭ 3.91, p Ͻ .001).
Plausibility Ratings: Each Argument Separately
Means and ranges for each condition are given in Table 3 . Taking ratings of less than 2.0 to indicate implausible thematic assignments, it is evident that the materials satisfied the criteria stipulated for each of the conditions. Thus, in the case of plausible Proposition-Based sentences, both NPs should be candidates for both argument slots; ratings were above 2.0 for all of the items. In plausible Verb-Constrained-Ag sentences, Patients should be poor Agents and vice versa for the Verb-Constrained-Pt set. Again, the materials met these criteria, with two exceptions: one Ag item, where the Agent (the dog) should have been a possible Patient, received a rather low rating for Ag-as-Pt ( is barking at the dog ϭ 1.93); and one Pt item, where the Agent (the treatment) was not intended to be a plausible Patient, was given a higher than expected Ag-as-Pt rating ( helps the treatment ϭ 2.5). The individual thematic role ratings allowed us to explore certain effects in the RT data. These analyses follow our preliminary discussion of the results.
Analyses of Reaction Time Data
Treatment of the data. Trials on which subjects made errors (2.2% of total trials), failed to respond (0.86%), or responded before the last syllable of the sentence (0.51%) were replaced by the subject's mean RT for that condition; responses that were more than two standard deviations from the mean (2.6%) were replaced by the adjusted mean. The adjusted means as well as error rates for each condition are listed in Table 4 . In nearly half of the implausible sentences (marked by asterisks in Table 4 ), the anomaly was apparent before the end of the sentence. For this reason, the data analysis focuses on plausible sentences. The data were analyzed across subjects (t 1 , F 1 ) and across items (t 2 , F 2 ), as described below. Repeated-measures ANOVAs were performed with subjects as a random variable; in analyses performed over items, Sentence Type and Plausibility were treated as ''across subject'' variables and Syntactic Structure as a ''within-subjects'' variable, reflecting the fact that propositional content was held constant across the four syntactic conditions.
RTs for plausible structure-dependent sentences. The effect of Sentence Type in the Structure-Dependent (Verb-Constrained and Proposition-Based) conditions was examined in a two factor (Sentence Type ϫ Syntactic Structure) ANOVA. This analysis revealed an effect of Sentence Type (F 1 (1, 7) ϭ 36.4, p Ͻ .001; F 2 (1, 18) ϭ 12.9, p Ͻ .01), reflecting faster RTs to Verb-Constrained relative to Proposition-Based sentences (see Fig. 1 ). The advantage for Verb-Constrained sentences held ( p Ͻ .02) for all syntactic conditions with the exception of Object Clefts. Note that the faster latencies for the Verb-Constrained condition are in line with our predictions.
An effect of syntactic structure emerged in a Sentence Type ϫ Syntactic Structure interaction that was significant in the analysis over subjects (F 1 (3, 21) ϭ 5.1, p Ͻ .01,; F 2 (3, 54) ϭ 2.07, p Ͻ .12). This interaction is displayed graphically in Fig. 1 . An analysis of simple effects showed that the syntactic effect held only for Verb-Constrained sentences (F 1 (3, 21) ϭ 3.4, p Ͻ .05; F 2 (3, 54) ϭ 3.37, p Ͻ .03). a Implausibility evident before the last word in half of the sentences. b Implausibility evident before the last word of the sentences.
RTs for plausible structure-dependent vs. control sentences. Control sentences differed from Structure-Dependent sentences in that they were semantically reversible; reversing the order of the NPs would not result in an implausible assertion. We used t -tests to compare the overall means for each of the two sets of Structure-Dependent sentences (Verb-Constrained ϭ 723.1; Proposition-Based ϭ 908.6) with the mean RTs for the Control condition (746.8). While RTs to Control sentences were faster than RTs to PropositionBased sentences (t 1 paired (7) ϭ 5.42, p ϭ .001; t 2 unpaired (28) ϭ 4.14, p Ͻ .001), RTs to Control and Verb-Constrained sentences did not differ significantly (t 1 paired (7) ϭ 1.31; t 2 unpaired (28) ϭ .64). An ANOVA on the data for the Control Sentences revealed no significant effects of the syntactic variable.
FIG. 1. RTs on Structure-Dependent conditions (Experiment 1).
Analysis of errors.
The majority of the incorrect responses (34/55) occurred in the Structure-Dependent sets, most of them (26/34) in the VerbConstrained condition (see Table 4 ); Passives (n ϭ 10) and Object Clefts (n ϭ 7) elicited most of these errors. An ANOVA (Sentence Type ϫ Syntactic Structure ϫ Plausibility) carried out on the error data from the StructureDependent conditions revealed a significant main effect of Sentence Type (F 1 (1, 7) ϭ 10.2, p Ͻ .02; F 2 (1, 36) ϭ 5.0, p Ͻ .05), reflecting the higher error rate on Verb-Constrained sentences. 4 
Preliminary Discussion of RT Data
Two factors were manipulated in this experiment: Sentence Type, a semantic variable, and Syntactic Structure. We begin by considering the effect of Sentence Type, specifically the finding that RTs were faster for plausible Verb-Constrained sentences than for the Proposition-Based set. How do we account for this effect?
Since Verb-Constrained and Proposition-Based sentences were judged to be equally plausible (Table 2) , it is unlikely that the advantage for VerbConstrained sentences arose in evaluating the plausibility of the predicate argument structure as a whole. An alternative locus for this effect is in the assignment of NPs to thematic roles. In Proposition-Based sentences, the two NPs, considered individually, are possible fillers of both of the verb's thematic roles. In Verb-Constrained sentences, one of the NPs is a plausible filler of only one of the verb's thematic roles; this constraint should eliminate competition for one argument position, facilitating the assignment process. This analysis leads to a more general prediction: latencies should be directly related to the degree of competition for thematic role assignments. A test of this prediction follows.
Thematic Role Ratings as Predictors of RTs
Our account of the latency data suggests that RTs should increase when NPs compete for thematic role assignments. To generate a measure that would predict amount of competition, we turned to the thematic role ratings that were obtained for the individual NPs (i.e., Agent-as-Agent and Agentas-Patient; Patient-as-Patient and Patient-as-Agent). We computed a thematic role ''Polarization Index'' (PI) for each scenario by subtracting the ratings for incorrect assignments (Agent-as-Patient and Patient-as-Agent) from the ratings for the actual assignments, that is, Polarization Index ϭ (R Ac ϩ R Pc ) Ϫ (R Ai ϩ R Pi ), where R ϭ Rating, A ϭ Agent role, P ϭ Patient role, c ϭ correct assignment, and i ϭ incorrect assignment. Where PI is large and positive, competition for thematic assignments should be minimal and processing time should be fast. Where PI is small, processing should be slower due to the greater amount of competition. A negative value indicates that the proposition conveyed by the sentence is less probable than the one that would result from reversing the thematic assignments of the NPs. Table 5 lists the mean Polarization Index values for each Sentence Type. Inspection of these values indicates that they conform with our expectations for the various conditions. Specifically, PIs are positive for plausible sentences and greater for plausible Verb-Constrained sentences than Proposition-Based sentences.
To examine the relationship between the Polarization Index and the RT data, we computed Spearman Rank Correlation coefficients for each Sentence Type. (The nonparametric measure was chosen to avoid making any assumption beyond ordinality for the Polarization Index.) Correlations were computed for Control sentences and for the combined set of StructureDependent sentences as well as for the Proposition-Based and VerbConstrained conditions individually. Due to an error in the rating sheets, one item was omitted from the Verb-Constrained set; the number of data points in that condition is reduced accordingly.
The results of these analyses are summarized in Table 5 . Note, first, that all significant correlations are negative. This is as predicted: response latencies are shorter when the Polarization Index is greater. Second, significant 
Effect of the Locus of Semantic Constraint: The Ag-Pt Contrast in Verb-Constrained Sentences
The correlational analyses show that processing rate is affected by competition for thematic assignments. Additional evidence on this point comes from an examination of the effect of the locus of the constrained NP in VerbConstrained sentences. Recall that the materials included two types of VerbConstrained sentences: In Ag sentences, only the Agent meets specifications for the Agent role (e.g., The artist disliked the painting; paintings cannot dislike), and in Pt sentences, only the Patient meets specifications for the Patient role (e.g., The crash frightened the children; crashes cannot be frightened). We collapsed across Ag and Pt sentences in the overall data analysis, where we focused on the general effects of the Sentence Type manipulation. But inspection of the data for these conditions, displayed graphically in Fig.  2 , reveals some striking differences between them.
A two-factor (Sentence Type ϫ Syntactic Structure) ANOVA performed on the Ag and Pt subsets revealed a significant effect of Sentence Type (F 1 (1,  7) ϭ 6.0, p Ͻ .05), reflecting faster RTs on the Pt subset (697 ms) than on the Ag subset (746 ms) as well as a significant effect of Syntactic Structure (F 1 (3, 21) ϭ 3.2, p Ͻ .05).
5 As Fig. 2 suggests, there was also a significant interaction of Sentence Type ϫ Syntactic Structure (F 1 (3, 21) ϭ 7.65, p Ͻ .01.). Note, in particular, the contrasting behavior of active and passive sentences across the Ag and Pt conditions. Ag Actives elicit longer latencies than Ag Passives, while the reverse pattern holds for the Pt subset. A twofactor ANOVA that specifically contrasted Actives and Passives yielded a significant interaction of Sentence Type (Ag/Pt) ϫ Syntactic Structure (F 1 (1, 7) ϭ 13.2, p Ͻ .01).
Scrutiny of the examples in (11) and (12) suggests that this effect has to do with the locus of the NP that can fill only one of the verb's thematic roles (italicized in these examples): RTs are faster when the NP that is a plausible filler of only one of the verb's thematic roles comes first. 6 Thus, in Ag sentences (11), where the Patient is not a plausible filler of the Agent role, RTs are faster for Passives (640 ms) than Actives (764 ms); this difference approaches significance (t paired (7) ϭ 1.95, p Ͻ .10). The reverse holds for Pt sentences, where the role-constrained NP precedes the verb in Actives (578 ms) and follows the verb in Passives (823 ms) (t paired (7) We would expect to find a similar pattern in Subject and Object Clefts, where the locus of the constrained NP reverses in a similar manner. While Subject Clefts behave similarly to Actives in that Pts are faster than Ags (557 vs. 667 ms; t paired (7) ϭ 3.8, p Ͻ .01), Object Clefts do not show the advantage for Ags that emerged in Passives (see Fig. 2 ). This could reflect the late appearance of the verb in Object Clefts. Since thematic specifications do not become available until the very end of the sentence in Object Clefts, there should be less benefit from constraining the assignment of the first NP.
These findings must be considered preliminary, given the small number of items in the two subsets. Nevertheless, the results are quite striking. They indicate that semantic constraints on the assignment of the preverbal noun argument facilitate processing of the material that follows. It is important to note that the latency reversals across actives and passives occurred in sentences with the same propositional content; actives were faster in the Pt set, where the role-constrained NP preceded the verb, and passives were faster in Ags, where the role-constrained NP preceded the verb. This finding is consistent with the view that the RT differences arose in the course of determining the propositional content of these sentences and not in judging their plausibility.
We are now in a position to suggest an explanation for the finding that syntactic effects emerged with Verb-Constrained materials but were absent in the Proposition-Based set. The syntactic effect in Verb-Constrained sentences largely reflects the increased RTs for Object Clefts (see Fig. 1 ). According to the line of argument we have been developing, this increase is due at least in part to the late appearance of the verb in Object Clefts; because the verb appears late, these sentences stand to benefit least from semantic constraints on thematic assignment. One possible interpretation of the syntactic effect in Verb-Constrained sentences is, then, that it reflects the differential impact of the semantic constraint across syntactic structures. On this view, syntactic effects should diminish in the Proposition-Based set, where the semantic constraints were weaker.
Thus we have isolated two different semantic effects in the data. One is a general effect of competition among NPs for thematic role assignments (or, to put it another way, of the availability of semantic constraints on the assignment of individual NPs): The greater the competition (or the fewer the constraints), the slower the RT. Competition for thematic assignments can account for the longer RTs on Proposition-Based sentences compared to the Verb-Constrained set. The second effect has to do with the locus at which semantic constraints become available. The data indicate that RTs are faster when the constraint occurs early in the sentence. This effect suggests a possible explanation for the syntactic effect in Verb-Constrained sentences-that it reflects the location of the role-constrained NP in relation to that of the constraining element (the verb), which varies with syntactic structure.
Other Effects in the RT Data
One aspect of the data we have not yet addressed is the performance pattern across Structure-Dependent and Control sentences. If competition for thematic assignments were the only determinant of response latency in plausible sentences, Controls, which are semantically reversible, should have generated the longest RTs. But they did not: RTs for Control sentences were significantly faster than Proposition-Based RTs and did not differ significantly from RTs to the Verb-Constrained set.
To account for this pattern, we need to look more closely at these materials. In studies that have compared performance on semantically reversible and nonreversible sentences, nonreversibility usually reflects selectional restrictions on the filler of the Agent role-typically, a requirement for animacy (e.g., Slobin, 1966) . In semantically reversible sentences, both NPs are animate; nonreversible sentences are created when the Patient violates animacy restrictions on the Agent role. The usual finding is that reversibility has an effect in passives but not in actives (e.g., Slobin, 1966) . Specifically, there is an RT advantage for nonreversible passives; these are sentences in which the constrained role filler (generally an inanimate NP) precedes the verb (e.g., The ball was thrown by the boy). In the present study, there was only one set of passives-Verb-Constrained-Ags (e.g., 11b)-that had these characteristics. From Table 4 , it is evident that RTs for Verb-Constrained-Ag Passives are in fact faster than those for Control Passives, a difference that approaches significance (t related (7) ϭ 2.0, p Ͻ .09). The constrained NP also appears first in Verb-Constrained-Pt Actives (e.g., 12a), which elicit faster RTs than Control Actives (t(7) ϭ 2.8, p Ͻ .03). It appears, then, that although Verb-Constrained and Control sentences do not differ in overall latency, nonreversibles do elicit faster RTs when the constraint occurs early in the sentence.
Proposition-Based sentences lack these constraints on role assignment. Still, they have a higher Polarization Index than Control sentences (1.36 vs. Ϫ0.16). On the argument we have been developing, a higher Polarization Index implies less competition for thematic role slots, hence faster RTs. We found the opposite: RTs were slower for Proposition-Based sentences (overall mean ϭ 909 ms) than Controls (747 ms). This result does not reflect differences in the plausibility of the sentence as a whole; if anything, Proposition-Based sentences are slightly more plausible than Controls (Table  2 ). There are, however, other differences in the materials. Only 4/10 of the agents in the Proposition-Based sentences were human, compared with 19/ 20 in the Control sentences. In fact, the mean for the four sentences with human agents (817) was substantially lower than the mean for the other six sentences (970). As the prototypical agent is ϩ[human], it is possible that the presence of this feature facilitates assignment of the agent role in the Control set. Another difference between the two sets of sentences is that incorrect thematic assignments generate implausible assertions in the Proposition-Based sentences but not in the Control condition. Incorrect provisional assignments might have prolonged RTs in the Proposition-Based condition. The same possibility holds for Verb-Constrained sentences, which may help to account for the finding that performance in this condition was no faster, overall, than performance on Controls.
Conclusions
The principal finding of this study is that plausibility judgment RTs are affected by semantic constraints on the thematic assignment of individual NPs. While these constraints may not determine the outcome of the assignment process, they do have an effect on the rate at which thematic structure is assembled. The assignment of an NP to an argument slot is facilitated when there is no other plausible candidate for that assignment. To the extent that there is competition for thematic assignments, processing is slowed.
These results are in general agreement with evidence from recent studies of syntactic ambiguity resolution in which investigators have varied the semantic properties of the preverbal NP in relation to the thematic requirements of the verb. As noted earlier, these studies have shown that resolution of the ambiguity (specifically, determining that the first verb in the sentence is not the main verb but part of a relative clause) is speeded when the preverbal noun is a poor Agent/good Patient. Evidence to support this conclusion has come not only from studies that compare performance on good Agent and poor Agent sentences but also from regression analyses that treat the semantic factor as a continuous variable, using for this purpose ratings of NPs as Agents or Patients of their respective verbs (Pearlmutter & MacDonald, 1992; Tabossi et al., 1994) .
The data from the present study indicate that this variable can affect processing time in the absence of syntactic ambiguity. Our sentences were not constructed to create syntactic garden paths; the syntactic function of the preverbal NP was in most instances unambiguous at the verb, occasionally at the lexical item that followed it. It is possible that semantic constraints, acting through thematic preferences, may have helped to facilitate recognition of a noncanonical structure such as the passive (as in Verb-Constrained Pt Passives, where the preverbal NP was a poor Agent/good Patient for the verb). But this would not account for the fact that Verb-Constrained sentences were faster than Proposition-Based sentences in Actives and Subject Clefts as well as in Passives. Thus it seems unlikely that the latency differences arose in the recovery of syntactic form. We have suggested that these differences did not arise at the judgment stage either. The locus of the effect appears to be in the assignment of NPs to thematic roles, where assignments are facilitated by the semantic constraints in Verb-Constrained sentences. The correlational analyses indicate that thematic biases in Proposition-Based sentences also affect processing rate, although the restrictions on role fillers in the Verb-Constrained set are clearly more effective.
We are not the only ones to demonstrate that semantic constraints can affect processing time in the absence of syntactic ambiguity. Earlier reports include Slobin's (1966) classic study and others cited in the introduction to this paper. More recently, Caplan, Hildebrandt, and Waters (1994) examined effects of animacy and verb selectional restrictions in a plausibility judgment task with visually presented materials. The critical effects involved sentences in which the verb required an animate noun as its external or internal argument (designated subject and object, respectively, by Caplan et al.) . Each sentence contained a transitive verb and two noun arguments, one animate and one inanimate; as one role required an animate filler, the inanimate noun (italicized in the examples in (13)) was a plausible contender for only one of the verb's thematic roles. This manipulation is clearly similar to the Ag/ Pt contrast in the Verb-Constrained sentences of our own study.
13a. It was the film-maker that discovered the negatives. 13b. It was the negatives that the film-maker discovered. 13c. It was the play that interested the actress. 13d. It was the actress that the play interested. Syntactic structure was also manipulated in the Caplan et al. study, principally through the use of Subject and Object Clefts. As is evident from the examples in (13), this manipulation changes the location of the roleconstrained NP. The principal finding, replicated across several experiments, was an interaction between animacy and syntactic complexity. This effect was due primarily to the increased latencies for Object Clefts that required animate objects (e.g., (13d)). These sentences contain an animate NP1 that is a possible subject for the verb, although the syntax ultimately assigns it the role of object. The effect obtained by Caplan et al. appears similar to the interaction that we observed in Active and Passive versions of VerbConstrained sentences, where Passives with thematically unconstrained preverbal NPs elicited longer RTs; we did not, however, see a comparable effect in Object Clefts. Caplan et al. suggest that the interaction reflects the influence of thematic preferences on the construction of syntactic form (p. 582). While it is difficult to rule out this possibility, other data from their study would seem to argue against this interpretation. Using a self-paced reading paradigm to determine the locus of the processing delay in their sentences, Caplan et al. found an increase in reading time at the verb in Object Clefts with inanimate subjects (e.g., 13d). If the difficulty of these sentences does, in fact, arise in the construction of syntactic form, this result must be taken to indicate that the sentence had not been correctly parsed at the point when the verb was read, despite the absence of structural ambiguity.
7 Although possible, this seems unlikely. An alternative possibility is that the animate NP (in sentences like 13d) is provisionally assigned the subject role, an assignment that must eventually be undone as it conflicts with the syntax and also with the verb's requirement for an animate object. Processing of these sentences should be particularly slow compared with Subject Clefts like (13c), where there is a strong bias against assignment of the object role to the preverbal inanimate NP. We are suggesting, then, that the delay is in thematic assignment and not in syntactic processing per se. Our failure to obtain this effect with Object Clefts may be due to the fact that most of the entities that appeared as NP1 in these sentences (car, household, and arguably patient) were not very compelling agents.
We attribute the latency differences in Caplan et al.'s study, and in our own, to semantic factors that affect the dynamics of thematic assignment. If there is more than one NP that can legitimately fill a thematic role slot, processing is slowed. If the preverbal NP is a plausible filler of only one of the verb's arguments, processing is speeded. This suggests a preemptive relationship between fillers and roles.
These phenomena are consistent with a number of computational models that focus on the process of thematic role assignment (e.g., Cottrell, 1985; McClelland & Kawamoto, 1986; McClelland, St. John & Taraban, 1989) . We have chosen to illustrate these effects using Cottrell's (1985) model because its architecture, which includes separate syntactic and semantic components, appears most compatible with neuropsychological data (e.g., Breedin & Saffran, 1998; Linebarger, 1990; Saffran & Schwartz, 1995) . Cottrell's model is a localist connectionist network in which conceptual, syntactic, and thematic role properties are represented by distinct sets of units. Each lexical item in the sentence initiates a flow of activation through units (the ''word-sense'' level) that represent the syntactic properties of the word as well as its meaning. The order of these items in the input string is registered by linking these units to others that encode serial position (e.g., NP1, NP2). Semantic features (e.g., ϩ[human]) at the word-sense level activate another set of units that represent thematic roles (the ''case'' level). Syntactic features activate a ''syntactic analyzer'' that represents structural information in the form of a phrase structure tree that sends input to the case units. To ensure that the network will achieve a stable set of assignments, mutually inhibitory ''binding'' units are interposed between representational levels. For example, a word sense unit is linked to a thematic role via a unit that competes with others that encode alternate assignments. Thus a unit that binds a concept to the Agent role would compete, in a mutually inhibitory arrangement, with a unit that links the same concept to the Patient role. Other sets of binding units are interposed between constituents and syntactic roles (e.g., between NP 1 and Grammatical Subject) and between syntactic units and thematic roles (e.g., between Grammatical Subject and Agent). One consequence of this organization is that as word senses are assigned to thematic roles, the possible bindings for succeeding buffer positions are narrowed by these choices. If the word sense in . . . position 1 is assigned to the Agent case . . . , then the binders to the Agent case for succeeding . . . positions are suppressed, making the set of choices toward the end of the sentence fewer, and presumably speeding up the formation of the final coalition (p. 238).
Cottrell's model therefore accommodates the two critical features of our data: it allows for semantic influences on thematic assignment, and it predicts that processing of a sentence will be speeded by the early appearance of a semantic constraint.
EXPERIMENT 2
The study of normal sentence processing in Experiment 1 was motivated, in large part, by our earlier work on aphasic comprehension. With the normal data in hand, we return to our exploration of the ''asyntactic'' comprehension pattern.
The data from Experiment 1 indicate that semantic influences figure in the process of thematic role assignment, affecting the rate at which normal subjects process sentence materials. ''Asyntactic'' comprehenders are also sensitive to semantic constraints, as is evident from their performance pattern on reversible and nonreversible sentences (see Heeschen, 1980 , for other evidence on this point). If asyntactic comprehension reflects a decrease in syntactic control over thematic assignment, semantic influences should be correspondingly enhanced. Furthermore, the magnitude of the semantic effect should depend on the strength of the semantic constraint. This is precisely the factor that was manipulated in the contrast between Verb-Constrained sentences and Proposition-Based sentences in Experiment 1. Verb-Constrained sentences impose stronger semantic constraints, due to the fact that one NP can plausibly fill only one of the argument positions of the verb. In plausible sentences (e.g., The artist disliked the painting), the semantic constraint converges with the syntactically based assignment; in implausible sentences (e.g., #The deer shot the hunter), the semantic constraint conflicts with that assignment. This leads to the following predictions: The aphasics should make fewer errors on plausible Verb-Constrained sentences than Proposition-Based sentences, and more errors on implausible Verb-Constrained sentences compared with the Proposition-Based set.
Method
Subjects. The subjects in this study were seven aphasics who demonstrated ''asyntactic'' comprehension, as defined by the following performance pattern: They performed relatively well on lexical comprehension tasks, on grammaticality judgment tasks, and in comprehending nonreversible sentences but demonstrated significant deficits on reversible sentences, particularly on more complex sentences such as passives and object relatives. (One, P.J., was impaired only on object relatives.) Five were Broca's aphasics whose output ranged from mildly (P.J.) to severely (L.S.; R.H.) agrammatic; the others conform most closely to the clinical categories of conduction aphasia (T.I.) and transcortical motor aphasia (J.H.). Background information on these patients is presented in Table 6 . Four of the patients (T.I., P.J., L.S., and A.T.) had participated in our earlier plausibility judgment study (Schwartz et al., 1987) .
Materials and procedure. The taped sentences from Experiment 1 were used in this study. Stimuli (single presentations of each sentence) were delivered via earphones. Trials were initiated by the experimenter, who alerted the subject that the next sentence was about to begin. The procedure differed from Experiment 1 in that the dependent variable was error rate rather than RT. The patients indicated their judgments by pointing to cards marked ''silly'' and ''O.K.'' The four blocks of sentences were presented over the course of four to eight sessions conducted over a period of several weeks.
Results
Structure-dependent vs. control sentences. Mean error rates for each condition are given in Table 7 . Plausible and implausible sentences were subjected to separate analyses to compare patients' performance on Control sentences with each of the two Structure-Dependent sets. The analysis of plausible sentences revealed no significant differences between these sentence types, but the analysis of implausible sentences did. Error rates on implausible Proposition-Based sentences were significantly higher than those on Control sentences (t 1 paired (6) ϭ 3.70, p ϭ .01; t 2 unpaired (28) ϭ 8.35, p Ͻ .0001), and Verb-Constrained implausibles also elicited higher error rates than Controls (t 1 paired (6) ϭ 4.28, p Ͻ .001; t 2 unpaired (28) ϭ 11.88, p Ͻ .0001). Other effects were examined in separate ANOVAs carried out on the Structure-Dependent and Control sets. As in Experiment 1, repeated measures ANOVAs were performed with subjects as a random variable; in analyses over items, Sentence Type and Plausibility were treated as ''across subject'' variables and Syntactic Structure as a ''within-subjects'' variable.
The ANOVAs carried out on the Control sentences yielded only an effect of plausibility (F 1 (1, 6) ϭ 8.34, p Ͻ .05; F 2 (1, 36) ϭ 4.7, p Ͻ .05, reflecting higher error rates on plausible sentences (.88) than implausible ones (.39).
Verb-constrained vs. proposition-based sentences. A three-factor (Sentence Type ϫ Plausibility ϫ Syntactic Structure) ANOVA carried out on the data from the Structure-Dependent sets revealed significant main effects of all three variables: Sentence Type (F 1 (1, 6) ϭ 12.3, p Ͻ .02; F 2 (1, 36) ϭ 6.51, p Ͻ .02), Plausibility (F 1 (1, 6) ϭ 9.84, p ϭ .02; F 2 (1, 36) ϭ 37.8, p Ͻ .0001), and Syntactic Structure (F 1 (3, 18) ϭ 12.2, p ϭ .0001; F 2 (3, 108) ϭ 7.99, p ϭ .0001). Of most relevance to our predictions, the interaction of Sentence Type ϫ Plausibility (Fig. 3) was also significant (F 1 (1, 6) ϭ 9.84,  p ϭ .02; F 2 (1, 36) ϭ 19.2, p ϭ .0001) . Although Plausible Verb-Constrained Linebarger, Schwartz, & Saffran, 1983; 2, Schwartz, Linebarger, Saffran, & Pate, 1987; 3, Saffran & Martin, 1990; 4, Schwartz, Saffran, Fink, Myers, & Martin, 1994 . sentences elicited somewhat lower error rates than Plausible PropositionBased sentences, this difference was not significant (F 1 (1, 6) ϭ 2.21, p Ͻ .20; F 2 (1, 36) ϭ 1.68, p ϭ .20). Turning to implausible sentences, those of the #Verb-Constrained set elicited worse performance than #Proposition-Based sentences (F 1 (1, 6) ϭ 11.4, p Ͻ .02; F 2 (1, 36) ϭ 24.1, p Ͻ .0001). In fact, performance was close to chance (.54 correct) on #Verb-Constrained sentences (Table 7) .
FIG. 3.
Overall performance of ''asyntactic'' comprehenders (Experiment 2).
FIG. 4. Performance of ''asyntactic'' comprehenders on Structure-Dependent conditions (Experiment 2).
The interaction of Sentence Type ϫ Syntactic Structure (see Fig. 4 ) was also significant (F 1 (3, 18) ϭ 3.8, p Ͻ .05; F 2 (3, 144) ϭ 2.69, p Ͻ .05). An analysis of simple effects revealed that the syntactic effect held for Proposition-Based sentences (F 1 (3, 18) ϭ 14.3, p Ͻ .0001; F 2 (3, 108) ϭ 7.90, p Ͻ .0001) and somewhat less robustly for Verb-Constrained sentences (F 1 (3, 18) ϭ 6.25, p Ͻ .05; F 2 (3, 108) ϭ 2.78, p Ͻ .05). The effect of the syntactic variable was further examined in an ANOVA that contrasted sentences with canonical word order (Actives and Subject Clefts; mean error rate ϭ 1.81) with sentences with noncanonical word order (Passives and Object Clefts; mean error rate ϭ 3.04). This analysis yielded a significant main effect of word order (F 1 (1, 6) ϭ 29.0, p Ͻ .01; F 2 (1, 72) ϭ 16.0, p Ͻ .001).
A breakdown of the Verb-Constrained sentences into Ag and Pt subsets (Table 8) showed that error rates were generally higher for Pts (mean error rate ϭ 3.39) than for Ags (2.29). An ANOVA revealed a significant differ- ence between Ags and Pts (F 1 (1, 18) ϭ 13.8; F 2 (1, 64) ϭ 6.6, p Ͻ .02). There were no other robust effects in this analysis. Individual patient data. Table 9 lists the individual patient data, presented in terms of proportions correct as well as A′, a nonparametric index of discriminability (Pollack & Norman, 1964) , for each condition. To compute A′ for Control sentences, plausible Control sentences were divided into two sets; data from one set was paired with data from #Control-Ag and -Pt and the other set with data from #Control-Ag,Pt. Although patients differed considerably in terms of their overall accuracy levels, there were some conditions in which they all had difficulty discriminating between plausible and implausible sentences. Using A′ ϭ .90 as a cutoff, six of seven subjects fall below this level on Proposition-Based Object Clefts and on VerbConstrained Passives and Object Clefts. Due to the large number of ties in these data, we did not perform a correlational analysis to examine effects of competition for thematic assignments, as we did for the normal RT data in Experiment 1.
Discussion
To summarize the major results of Experiment 2: (1) ''Asyntactic'' comprehenders made more errors on Structure-Dependent sentences than on Control sentences. (2) The patients were sensitive to the syntactic manipulation in Structure-Dependent sentences, where noncanonical word order resulted in higher error rates; there was no effect of the syntactic variable in the Control condition. These findings replicate the results of our earlier plausibility judgment study (Schwartz et al., 1987) and affirm the ''asyntactic'' character of the patients' comprehension performance. (3) The semantic manipulation in Structure-Dependent sentences yielded the predicted interaction between Sentence Type and Plausibility. The patients performed somewhat (though not significantly) better on plausible Verb-Constrained sentences compared to the Proposition-Based set. On implausible sentences. In the case of implausible sentences, they performed markedly worse on the #Verb-Constrained condition, where semantic constraints conflicted with the syntactically based role assignments, than on the #Proposition-Based set. This result is striking, particularly when we note (from Table 2 ) that normal subjects judged #Verb-Constrained sentences to be as anomalous as the #Control sentences that posed little difficulty for the aphasics.
The effect of the syntactic manipulation-better performance on Actives and Subject Clefts than on Passives and Object Clefts-is characteristic of ''asyntactic'' comprehenders and of aphasics in general (e.g., Caplan & Hildebrandt, 1988) . Inspection of Fig. 4 indicates that this pattern held across all the relevant comparisons but one: in plausible Proposition-Based sentences, the patients did not show the usual problem with Passives. In fact, performance on both plausible and implausible Proposition-Based Passives was surprisingly good. The mean error rate was .17, considerably lower than the .40 rate for comparable sentences in the Schwartz et al. (1987) study. In contrast, error rates for object gap sentences (which included object relatives as well as object clefts in the 1987 study) were virtually identical across the two experiments. We have no explanation for the patients' unexpectedly good performance on Passives, particularly since four of the seven subjects had participated in the earlier experiment. In fact, with the exception of Object Clefts, the patients performed reasonably well on the Proposition-Based set.
Turning to the Ag-Pt manipulation in Verb-Constrained sentences, which varied the locus of the constrained NP, Pt sentences generated more errors than Ags. There is no indication, however, that this difference reflected the location variable per se; if it did, we should have found the reversal across Actives and Passives that emerged in Experiment 1. It appears, rather, that the Pt sentences were intrinsically more difficult, possibly as a result of systematic differences in verb type across the two conditions. The majority (6/ 10) of the Pt sentences contained experiential verbs (e.g., surprise, frighten), while the verbs in Ag sentences tended to be action verbs (e.g., shoot, eat).
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This difference was an unintended consequence of varying the thematic role that was subject to the semantic constraint. Anomalous Ag sentences require subjects that violate selectional restrictions on the Agent role but are permissible Patients of the verb, conditions that are easily met by the use of inanimate Agents (e.g., #The cheese ate the mouse). Anomalous Pt sentences require an anomalous Patient (or Theme) that is also a plausible Agent of the verb (e.g., #The professor surprised the idea), conditions that are difficult to satisfy with action verbs. Effects of verb type have been noted in other studies of ''asyntactic'' comprehension (e.g., Byng, 1988). 9 In other respects, the patients' performance parallels that of the normal subjects in Experiment 1. For both groups of subjects, effects of the syntactic manipulation were restricted to Structure-Dependent sentences. The two groups also responded in a similar way to the semantic manipulation. Normal subjects produced few errors, but they erred more frequently on #Verb-Constrained than on #Proposition-Based sentences, as did the aphasics. Normals showed an RT advantage for plausible Verb-Constrained over PropositionBased sentences; aphasic error rates showed a trend in the same direction. For reasons cited earlier, we did not do statistical analyses of the implausible RTs. However, inspection of the normal RT data (Table 4) for #Verb-Constrained conditions in which plausibility hinged on the final word indicates that these sentences generally elicited longer RTs than #Proposition-Based sentences. This suggests that the #Verb-Constrained sentences posed more difficulty for normal subjects, as they did for the aphasics. In these respects, the performance of the aphasics can be viewed as an exaggeration of the pattern demonstrated by normal subjects.
The most striking finding was the patients' insensitivity to the anomalies in #Verb-Constrained sentences, a difficulty that applied to Actives and Subject Clefts as well as to sentences with noncanonical word order. The aphasics' mean error rate on the Active versions of these sentences was .43, a level of performance little better than chance. This result demonstrates once again that the ''asyntactic'' comprehension problem is not, as is often claimed, a disorder in which performance is nearly perfect on active sentences and random on passives and other structures that involve moved arguments (e.g., Grodzinsky, 1990; Hickok, Zurif & Canseco-Gonzales, 1993) . A recent metaanalysis of data from studies of ''agrammatic'' comprehension has shown that difficulty with reversible active sentences is not a rare occurrence (Berndt et al., 1996) . This difficulty was exacerbated in the present study by the strong semantic influences in #Verb-Constrained sentences, which conflicted with the syntactically based role assignments.
This finding has implications for alternative accounts of the ''asyntactic'' comprehension problem. That the disorder reflects diminished syntactic control over sentence interpretation, resulting in an increased influence of semantic constraints, would not be disputed under any of these accounts. What is problematic for some of them is the pervasiveness of the effect across syntactic structures. Theories that restrict the syntactic deficit to sentences with moved arguments (e.g., Grodzinsky, 1990) would not predict difficulty with #Verb-Constrained Actives; in fact, one might expect these sentences to elicit better performance than the less anomalous (see Table 2 ) #Proposition-Based Actives. It is more difficult to derive a clear prediction from capacitybased theories of ''asyntactic'' comprehension. For the most part, these accounts have focused on the resources required for the recovery of syntactic information (e.g., Miyake et al., 1994) . Simple actives are regarded as minimally resource-demanding, although it is acknowledged that severe capacity limitations may lead to difficulty with these sentences as well (Miyake, Carpenter & Just, 1995) . Note, however, that the more impaired aphasics in our study were not the only ones to have problems with #Verb-Constrained Actives; the least affected patient (PJ) produced errors at the rate of 30% (Table 9 ). It could be argued that resources are required to counteract effects of the strong semantic constraints in the #Verb-Constrained sentences. If so, the relative differences between canonical and noncanonical structures should have been greater for #Verb-Constrained than #Proposition-Based sentences, but this is not what we found (Fig. 4) .
The mapping deficit hypothesis assumes that syntax-based mapping is impaired across all types of constructions. Under this hypothesis, then, the aphasics' poor performance on #Verb-Constrained Actives is not unexpected. But how does the mapping deficit hypothesis account for the pattern of performance across syntactic structures? In Schwartz et al. (1987) we outlined two versions of the mapping hypothesis, a ''procedural'' alternative and a ''lexical'' alternative. The ''procedural'' variant assumes that there is difficulty in executing the linkages between syntactic constituents and thematic roles. The patients' tendency to perform worse on noncanonical sentences was attributed to the ''nontransparency'' of the mapping in those sentence (Schwartz et al., 1987) . On this account, the effect of noncanonicity should be greater in #Verb-Constrained than in #Proposition-Based sentences, as a result of interaction with the semantic constraint. But the data do not bear this out; the syntactic effects are greater in the #Proposition-Based condition.
The ''lexical'' version of the mapping hypothesis attributes the mapping problem to the loss of verb-specific mapping information, that is, the lexically stated information that stipulates, for each verb, the relationships between arguments and thematic roles. Support for this hypothesis comes from demonstrations that the difficulties of at least some ''asyntactic'' comprehenders extend to the thematic properties of isolated verbs (e.g., Byng, 1988;  for further discussion, see Schwartz, Saffran, Fink & Martin, 1994, and Haendiges, 1995) . Under the ''lexical'' version, mapping per se is impaired in the same way across all syntactic structures. This does not mean that performance must be equally impaired; other factors, such as a bias toward assignment of the preverbal NP to the agent role, could still create an advantage for certain constructions over others. While the data we report here would seem to be more consistent with the ''lexical'' variant than with the ''procedural'' version as originally stated, it is possible to offer a more general ''procedural'' account in which transparency of mapping is not an issue. Suppose that mapping is based on syntactic constituents that are marked for their relationships to the argument positions of the verb (in the case of the passive, for example, the grammatical subject would be marked as the internal argument of the verb).
10 On such a model, mapping operations for moved arguments should be no more complicated than the mapping of arguments that remain in their canonical positions-if the sentence has been parsed correctly. Insofar as performance across syntactic structures is concerned, this account would make the same predictions as the ''lexical'' variant of the mapping deficit hypothesis. Cottrell's (1985) computational model provides one possible instantiation of the general procedural account. The ''procedural'' deficit can be implemented as a pathological decrease in the spread of activation from syntactic constituents to the units that represent thematic roles. One result of this reduction in syntactic input is to magnify any effects of semantic constraints on thematic assignment. Due to the reciprocal inhibition that is built into the network, the system should settle quickly when semantic constraints are strong. This is likely to be the case for the Verb-Constrained sentences in this study. Where semantic constraints are weaker, as in Proposition-Based sentences, the system should settle more slowly, allowing other influences to come into play. These influences include the attenuated input from the units that represent syntactic structure. The effect of word order (the ''mild expectation'' (Carlson & Tanenhaus, 1988 ) that the preverbal NP will be the Agent of the verb) could be implemented by strengthening the connection between the Agent role and the concept node that corresponds to NP1. This effect will also be magnified when syntactic input is diminished, generating the usual advantage for sentences with canonical word order. 11 On this model, then, the ''asyntactic'' comprehension pattern is simply the result of selectively weakening syntactic input to a dynamic system in which other components continue to operate much as they normally do (see Mauner, 1995, for a similar view). 10 For the passive, this might be accomplished via a lexical recognition procedure, that is, by representing the verb in the lexicon in both active and passive forms (e.g., MacDonald et al., 1994) . But it it is not clear how this would work for a wider range of syntactic structures.
11 Consideration of the dynamic properties of the model suggests that the influence of these other factors could also be increased by slowing down the operation of the parser. A decrease in the rate of syntactic processing is yet another of the hypotheses put forward to account for ''asyntactic'' comprehension problem (e.g., Friederici & Kilborn, 1989; Haarman & Kolk, 1991; Kolk & van Grunsven, 1985) . The evidence on this point is equivocal; some patients have demonstrated normal processing rates in on-line studies (e.g., Tyler et al., 1995).
SUMMARY AND CONCLUSIONS
The results of these studies contribute to our understanding of semantic influences on thematic role assignment, in normal subjects and in aphasics identified as ''asyntactic'' comprehenders. In Experiment 1, we showed that the plausibility judgments of normal subjects were affected by the extent to which NPs compete for thematic roles. Competition is minimal, and solutions are achieved most rapidly, for sentences in which roles and fillers are maximally differentiated such that one filler is a good candidate for only one role-the one to which the syntax assigns it. Our results are consistent with the view recently articulated by Tabossi et al. (1994) , whose data on syntactic ambiguity resolution support a continuum of semantic effects on thematic assignment. Tabossi et al. see thematic role specifications as a semantic space in which goodness of fit for an argument position is defined in terms of featural overlap with the center of the space or prototpe . . . For example, for a verb such as devour, the agent space might center on animate entities that are known to eat voraciously, such as lions and lumberjacks. The patient space would center on things that are eaten in quantity or favorite meals of the typical agents. Therefore, the agent and patient spaces would have little overlap because entities that devour things tend to differ greatly from things that are devoured (p. 606).
In addition to the fit between the initial noun and the typical agent and patient of the verb, the resolution of main clause/reduced relative ambiguity is affected by ''the proximity in semantic space of the typical agent and typical patient spaces. Inanimate initial nouns can show strong effects because they can be chosen so that they are distant from the space defining the typical agent of a verb and near the center of the space defining the typical patient'' (Tabossi et al., 1994, p. 606) . Our data-the effects of the preverbal semantic constraint in Verb-Constrained sentences in particularlend themselves to a similar interpretation. We argued that this effect did not arise either in the judgment stage or in the recovery of syntactic information, but rather in the process of thematic assignment per se. More precisely, we proposed that semantic information contributes to the assignment of NPs to thematic roles in normal sentence processing and that this effect is magnified in the aphasics as a result of a decrease in the syntactic contribution to this process. In indicating that semantic constraints are more effective in reducing processing time when they appear early in the sentence as opposed to later, the data also reveal some of the dynamic properties of thematic assignment.
These results are compatible with sentence processing models in which the thrust is to assign meaning as quickly as possible (e.g., Marslen-Wilson & Tyler, 1980 ). It appears that the process of assigning NPs to thematic roles begins as soon as fillers become available, despite the risk that these assignments will ultimately prove to be incorrect. As Carlson and Tanenhaus (1988) suggest, ''a preliminary semantic interpretation is defined on an incomplete syntactic representation and is maintained unless inconsistent infor-mation arrives; thus the syntax acts more like a filter for proposed interpretations than as the input'' (p. 286). They also suggest, on the basis of RT data from studies of syntactic ambiguity, that undoing a provisional assignment is normally not very costly. Undoing these assignments may not be so easy for ''asyntactic'' comprehenders, whose failure to fully exploit syntactic information serves to magnify the effect of semantic constraints.
APPENDIX
Plausible Sentences
Control
The man chased the teenagers. The student ignored the professor. The car followed the bus. The driver yelled at the pedestrian. The officer criticized the driver. The manager called the supervisor. The director liked the assistant. The surgeon remembered the patient. The boy was criticizing the teacher. The cat liked the kitten. The customer telephoned the salesman. The teacher envied the stockbroker. The salesman divorced the teacher. The teenager rescued the young woman. The teenager paid the young woman. The passenger glared at the driver. The waiter was criticizing the cook. The director hired the manager. The speaker disliked the audience. The student interrupted the teacher.
Proposition Based
The robin ate the insect. The toad ate the insect. The truck squashed the rat. The cat seized the baby bird. The truck crushed the watermelon. The boys caught the turtle. The child picked up the kitten. The man picked up the child. The cat seized the mouse. The doctor lifted up the boy.
Verb Constrained Ag
The audience was watching the performance. The scientist is photographing the birds. The survivors discussed the disaster. The artist disliked the painting. The dog barked at the kitten.
Pt
The tornado demolished my car.
The crash frightened the children. The TV show terrified the children. The noise was bothering the entire household. The treatment is helping the patient.
Implausible Sentences #Control Ag
The cat has divorced the man. The trousers have cashed the check. The dog was interviewing the policeman. The squirrel hired the clerk. The mouse arrested the two boys.
Pt
The cook is slicing the water. The doctor was interviewing the disease. The manager hired the table.
The nurse folded the water. The fireman was comforting the stairs.
AgPt
The truck is cooking the road. The insect published the river. The drug folded the water. The disease married the hospital. The noise is pouring the pencil. The rain is burning the snowstorm. The dog fired the fish. The dog married the cat. The music ate the reception. The wind was cooking the lecture.
Proposition Based
The trout caught the man. The kitten is crushing the car. The puppy dropped the woman. The worm swallowed the bird. The fly swallowed the frog. The mouse is carrying the cat. The squirrel dropped the puppy. The little dog is holding the man. The cat is carrying the little girl. The mouse crushed the elephant.
Verb Constrained
Ag
The cat barked at the puppy. The music was listening to the woman. The cheese ate the mouse. The deer shot the hunter. The earthquake described the victim.
Pt
The policeman annoyed the remark. The child frightened the movie. The motorcycle has knocked down the wind. The oil truck destroyed the explosion. The professor surprised the idea.
