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Abstract
Abstract
This thesis covers three areas of development of nanomaterials synthesis; namely the 
synthesis  of  superhydrophobic  polymer-nanoparticle  composites  (chapter  3),  the 
synthesis  of  doped  quantum dots  for  catalysis  and  photoluminescence  enhancement 
(chapter 4) and the synthesis of magnetic iron oxide nanoparticles from inexpensive, 
readily  available  reagents  (chapter  5).  Details  of  characterisation and  analytical 
techniques  and  synthetic  methods  used  are  given  in  chapter  2,  and  the  thesis 
summarised in chapter 6.
Superhydrophobic polymer-nanoparticle composites represent a class of material 
which  combine  the  superhydrophobicity  of  the  polymer  with  the  functionality  of 
incorporated  nanoparticles.  Reactive  oxygen  species  generated  by  photocatalytic 
nanoparticles degrade organic matter, and thus degrade the polymer, resulting in a loss 
of  superhydrophobicity.  In  this  chapter,  a  general  method  for  the  incorporation  of 
hydrophobically ligated nanoparticles into a superhydrophobic poly(dimethylsiloxane) 
polymer matrix via AACVD is demonstrated. This resulted in a highly effective, robust 
titania nanoparticle-poly(dimethylsiloxane) composite for photocatalysis, along with, to 
the  best  of  the  author's  knowledge,  the  first  superparamagnetic-superhydrophobic 
polymer composite.
Chapter 4 deals with the synthesis and characterisation of a quantum dot based 
photoactivated catalyst  vector  which releases Cu+ via UV irradiation,  the first  of its 
kind. The catalytic activity was evaluated using “click” chemistry under UV irradiation, 
with quantum dots being recoverable and able to undergo several catalytic cycles. A 
mechanism for the photoluminescence and copper release is also postulated. The copper 
is incorporated into the shells of quantum dots via the decomposition of single source 
metal-dithiocarbamates.
Chapter  5  details  a  method for  the  synthesis  of  iron  oxide  nanoparticles  for 
magnetic hyperthermia,  but from reagents obtained from the high street.  A low cost 
synthesis  was  developed  and  the  resulting  nanoparticles  functionalised  with  an 
amphiphilic polymer and tested for magnetic hyperthermia. 
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Chapter 1: Introduction
Chapter 1: Introduction
1.1. Nanoparticulate science: An overview
Nanoparticles are materials in the 1-100 nm size range, which exhibit nanoscopic, size-
dependent  properties.  These  size  dependent  properties  are  many-fold,  from 
superparamagnetism of  Fe3O4 nanoparticles  to  bright,  visible  photoluminescence  of 
CdSe quantum dots. Thus, the potential applications of nanoparticles are as diverse as 
the materials and methods from which they are synthesised. Particles can be classified 
by size as coarse (10,000-2,500 nm),  fine (2,500-100 nm) and ultrafine (1-100 nm) 
nanoparticles.  This  thesis  deals  with  the  syntheses,  functionalisation  methods  and 
application of various types of ultrafine nanoparticles.
Nanoparticulate  materials  have  been  utilised  for  thousands  of  years  for 
properties such as fine lustres on jewellery or pottery. The most notable example being 
the Roman Lycurgus cup (currently in the British museum), has a purple lustre now 
known to be caused by the surface plasmon resonance (SPR) of incorporated gold and 
silver  nanoparticles  showing  the  Ancients'  excellent  empirical  understanding  of 
metallurgy.[1] Michael Faraday (1791-1867) was the first chemist to recognise that this 
lustre was caused by colloidal gold,  published in 1857.[2] Richard Feynmann's  after-
dinner lecture of 1959 is seen as one of the catalysts which brought the vast potential of 
nanoscience to the wider scientific community, namely the potential for operation on the 
molecular and atomic scale.[3] Subsequent discoveries such as buckminsterfullerene and 
advances  in  electron  microscopy  such  as  the  design  of  the  scanning  tunnelling 
microscope and nanolithography have accelerated interest and development in the field.
Since  then,  nanoscience  and  nanoparticulate  science  has  advanced  at  an 
incredible pace,  driven largely by consumer demand for smaller  and more powerful 
electronic  devices.  Currently,  the  terms  “nanoscience”  and  “nanotechnology”  have 
20
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come  to  encompass  particulate  science,  nanostructured  devices  and  atomic  scale 
manipulation of matter.
Nanoscience  has  attracted  a  great  deal  of  attention  from  scientists,  but 
commercially successful applications have thus-far been limited. However, the unique 
properties offered by nanoparticles remain highly desirable for commercialisation, with 
a great deal of effort now focussed on the large-scale generation of high performance, 
cost-effective materials. Nanoparticles themselves are of great interest in the areas of 
medicine,[4–7] computing,[8,9] energy  materials,[10–15] sensing  and  detection,[16–18] and 
catalysis.[19–22]
1.2. Colloidal nanoparticles
Colloidal  stability  is  a  very desirable  property for  a  nanoparticle  dispersion  as  this 
allows for solution phase chemistry to take place, and for nanoscopic properties to be 
conserved, as properties such as SPR are quenched in agglomerated particle dispersions. 
Colloidal stability is given to nanoparticles by ligands (section 1.3).
Many  nanoscopic  properties  increase  with  decreasing  nanoparticle  diameter, 
often linearly down to around 20 nm, beyond which nanoparticle properties become 
increasingly similar to the molecular/atomic scale. Nanoparticles can be composed of 
many  different  materials,  with  the  term  nanocrystals  encompassing  crystalline 
examples.  Proteins can be thought of as well  defined nanoparticles,  as they possess 
similar  size dimensions  and techniques for  their  quantification and analysis.  Protein 
manipulation techniques such as gel electrophoresis and size exclusion chromatography 
are frequently used for colloidal inorganic nanoparticles.[23,24]
Nanoparticles  syntheses  are  engineered  to  maximise  the  performance  of  the 
product. Nanoparticle monodispersity is desirable as all of the particles will respond in 
exactly the same way to an external stimulus and maximise performance. For example, 
the  photoluminescence emission  profile  of  polydisperse quantum dots  will  be much 
broader  than  that  of  a  monodisperse  sample,  leading  to  poor  photoluminescence 
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quantum yields due to a range of emitted wavelengths.
1.3 Nanoparticle stabilisation
Nanoscopic properties of nanoparticles are maximised when nanoparticles are separate; 
i.e. they are not aggregated or agglomerated. Indeed, many nanoparticle based sensors 
have  been based on nanoparticle  agglomeration  to  alter  a  property such as  SPR or 
photoluminescence in the presence of a desired analyte.[25,26]
In order to achieve this in a dispersion, nanoparticles require ligand stabilisation, 
as they tend to aggregate due to intrinsic attractive van der Waals forces. Ligands serve 
multiple  functions,  including:  stabilising  the  high  energy  surfaces  of  nanoparticles, 
imparting  dispersibility  in  different  solvents,  providing  sites  for  chemical 
functionalisation and conjugation and preventing nanoparticle agglomeration. Generally 
speaking, there are two types of ligand; low-molecular weight, highly charged species 
or high molecular weight, sterically hindering molecules and polymers. Ligands which 
are  small  and  highly  charged  such  as  3-mercaptopropionic  acid  adhere  closely  to 
nanoparticles and impart charge to the nanoparticle surface. Nanoparticles will therefore 
repel one another due to electrostatic charge repulsion, the theory of which was laid 
down by Derjaguin, Landau, Verway and Overbeek (DLVO).[27,28]
Electrostatically stabilised nanoparticles have a surface charge which encourages 
coulombic repulsion between nanoparticles. Increasing the nanoparticle surface charge 
leads to greater the inter-particle electrostatic repulsion. Therefore  nanoparticles with a 
high  surface  charge  exhibit  greater  stability  in  colloidal  dispersion.  In  an  aqueous 
system, ions form a double layer around individual nanoparticles, with a layer of tightly 
bound ions with the opposite charge to the surface charge, followed by a larger, diffuse 
layer  of  ions.  Coulombic  repulsions  occur  between  double  layers  of  different 
nanoparticles,  preventing  aggregation.  The  zeta  potential  is  a  measurement  of  the 
electric double layer (between the nanoparticle surface and the edge of the diffuse layer 
(the  slipping plane))  and is  indicative  of  colloidal  stability.[29] The  formation  of  the 
double layer is dependent on the ionic strength of the solution; too low and a double 
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layer of ions will be unable to form and too high the ionic strength of the solution will 
collapse the double layer, causing nanoparticle aggregation.
Ligands with greater steric bulk such as polymeric ligands or fatty acids prevent 
nanoparticle  agglomeration  by  creating  a  physical  barrier  between  nanoparticles, 
preventing inter-particle interactions. Sterically stabilised nanoparticles tend to be more 
resistant to changes in pH and ionic strength than ionically stabilised nanoparticles. It is 
noteworthy that ligands for inorganic nanoparticles tend to be organic,[30–33] although 
some inorganic examples have been recorded.[34]
1.4 Nanoparticle synthesis
The synthesis of nanoparticles can be divided into two categories: the bottom-up and the 
top-down approaches. The top-down method is seen as the physical approach, which 
involves breaking down bulk material  into nanoparticles through techniques  such as 
acid-etching,[35] ball-milling[36,37]  and  laser  ablation.[38,39] Conversely,  the  bottom-up 
method relies on chemical nucleation to form nanoparticles from molecular precursors. 
Electrochemical  methods,[40] sonolysis,[41,42] thermal  decomposition[43–46] and  co-
precipitation[47–49] all fall into this category.
The advantages  of  a  bottom-up approach are  that  the  nucleation  and crystal 
growth stages of nanoparticle formation can be carefully controlled, leading to reduced 
polydispersity  in  the  final  product,  properties  not  easily  controlled  by  top-down 
approaches.
Polydispersity is defined as the degree of which particle sizes differ with respect 
to each other, which is often detrimental to nanoparticle properties. So monodispersity 
is desired as the entire sample will behave in the same way, thus the effectiveness of the 
nanoparticle properties will be amplified.
All same size nuclei should be subjected to the same reaction conditions and 
monomer concentrations and therefore grow at the same rate. It is important for particle 
monodispersity  to  have  a  very  brief  single  nucleation  period  (separate  to  crystal 
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growth), as different size nuclei growing at the same rate will lead to a polydisperse 
product. Also, if same-size nuclei grew at different rates, a broadening of the particle 
size distribution occurs.
The mechanism for monodisperse particle nucleation and growth was laid down 
by Viktor K. LaMer in 1950 to describe the nucleation and growth of sulphur sols,[50,51] 
and is  still  used as  the standard model  today,  although different  to  transition  metal 
nanoparticle syntheses.[52]
The LaMer model involves three broad stages, all of which should be separate if 
monodisperse  particles  are  to  be  synthesised.  The  first  stage  is  the  increase  of 
nanoparticle monomer (precursor) concentration to supersaturation (figure 1.1, stage I). 
Nucleation  cannot  occur  until  the  nucleation  energy  barrier  is  surmounted  and  the 
condition of supersaturation [concentration] is satisfied (figure 1.1, stage II). Once the 
nucleation  conditions  are  satisfied,  bonds  are  formed  rapidly  between  nanoparticle 
monomers and the monomer concentration begins to decrease as nanoparticles grow. In 
order to obtain a monodisperse product, it is important that nucleation is a single event, 
otherwise nanoparticles grow at different rates. After nucleation, there is a rapid decline 
in the concentration of monomers as nanoparticles grow, with nanoparticles above a 
critical  radius  (rC)  growing  at  the  expense  of  those  below  rC.  As  monomers  are 
consumed, the model enters the final stage, crystal growth (figure 1.1, stage III). Crystal 
growth is diffusion controlled, with rates of growth determined by the rate of monomers 
diffusing to the nanoparticle surface.
At  equilibrium concentration,  nanoparticles  are  subject  to  Ostwald  ripening, 
which leads to a broadening of the size distribution of nanoparticles. Ostwald ripening 
is a state in which larger nanoparticles grow at the expense of smaller ones.  In a broad 
size distribution of nuclei, Ostwald ripening can decrease the polydispersity of a sample 
as small particles dissolve away and large nanoparticles grow.
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Figure 1.1: The LaMer model of nanoparticle nucleation and growth separated into three distinct phases:  
increase in concentration of monomer (stage I),  nucleation of a supersaturated solution (stage II)  and 
crystal  growth  by  diffusion  (stage  III).  The  plot  shows  changes  in  concentration  which  satisfy 
supersaturation  (between  Cmax and  Cmin)  and  equilibrium concentration  (CS)  where  Ostwald  ripening 
becomes the primary method of nanoparticle growth. Re-drawn from ref.[53]
1.4.1 Nanoparticle nucleation
As previously stated, nucleation occurs after the formation of a supersaturated solution 
of nanoparticle monomers and there is enough energy in the system to overcome the 
nucleation barrier. Classical nucleation theory treats the formed nuclei as bulk material, 
with a negative term favouring bond formation (the difference in bulk free energy per 
volume between the bulk and formed phases, “ΔGV”) and a positive term for the energy 
required to form a new surface “ΔGS”, as in equation 1.
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Equation 1
This equation assumes a spherical nanoparticle of radius “r” and surface energy per unit 
area “γ”. If a plot of Gibbs free energy “ΔG” against particle radius, a maximum is 
achieved at a critical nanoparticle radius, “rC”. This leads to an important consequence; 
nanoparticle nuclei larger in size than “rC” will grow whereas nuclei smaller than “rC” 
will dissolve back into solution.
Figure 1.2: Plot of Free energy against nanoparticle nucleus radius showing the maximum at the critical 
radius “rC” and free energy maximum, “ΔGN”. Re-drawn from ref.[52]
The formed nuclei with sizes above the critical radius then consume monomers in the 
crystal growth phase of the LaMer model, described in section 1.4.
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1.4.2 Nanoparticle crystal growth
The final stage in the LaMer model is crystal growth. Nuclei larger than the critical 
radius “rC” grow until all monomers have been consumed,  via an intermediate state. 
This  process  is  temperature  dependent,  with  high  temperatures  yielding  fast  crystal 
growth. Kinetically, crystal growth is a slow process when compared to nucleation and 
proceeds  for  homogeneous  and  uniform  particle  size  increases  at  relatively  low 
temperatures.[54]
 Crystal  growth  is  diffusion  controlled,  with  monomers  diffusing  from bulk 
solution to an interfacial layer close to the surface of the nanocrystal (“flux”, “Idiff”) 
which can be modelled using Fick's law (equation 2). This is represented in figure 1.3 
which shows the diffusion controlled equilibrium between the interfacial concentration 
of monomers at a nanoparticle surface, “[C]i” and the bulk monomer concentration in 
solution, “[C]b”. Monomers then react or desorb from the surface according to the rates 
“kdes” and “kr”.[54] This is valid for a reaction sphere (boundary at “[C] i”) of radius “σ”. 
“D” is the diffusion coefficient according to the Stokes-Einstein-Debye equation.
Equation 2
At equilibrium monomer concentration, “[C]e”, growth will occur at the nanoparticle 
surface  with  “[C]e =  kdes/kr”  according to  the  Gibbs-Thomson relation  (equation  3) 
which  relates  “[C]e”  to  the  concentration  of  monomer  at  an  infinitely  flat  surface, 
“[C]∞”.
      Equation 3
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At the pure diffusion limit, “[C]i = [C]e” as the monomer will react instantaneously with 
the nanoparticle surface (kr << kdes). At the pure reaction limit, monomers will diffuse to 
the  surface  and react  according to  the  reactivity and concentration  of  adsorbates  in 
solution, so “[C]i = [C]b”. However, instances of crystal growth almost always occur in 
between these imposed limits. The instantaneous size-dependent growth rate is given in 
equation 4:
        Equation 4
This equation takes into account surface and volume terms with respect to diffusion of 
monomers to and from the surface. It also shows the temperature dependence of the rate 
of crystal growth meaning faster growth will occur at higher temperatures.
Figure 1.3: Diagram illustrating the transport of monomers to and from a nanoparticle surface, with an 
intermediate “interfacial” concentration, [C]i, which differs from the bulk monomer concentration, [C]b 
due to the consumption of monomers by nanoparticles. The rate of growth of the nanoparticles from [C]i 
is governed by two rates, kdes and kr. Re-drawn from ref.[54]
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1.5 Methods of nanoparticle synthesis
As stated in section 1.4, the methods for the synthesis of nanocrystals are manyfold, and 
an in-depth discussion of every synthetic method is beyond the scope of this thesis. 
Therefore, this section focusses on the methods used for the synthesis of the majority of 
nanoparticles used in this thesis, namely reduction of a metal salt, the “heat-up” and 
“hot-injection” methods.
1.5.1 Reduction of a metal salt
The reduction of a metal salt used in the synthesis of gold nanoparticles is an example 
of  a  co-precipitation  synthesis  where  the  formation  of  a  solid  interface  drives  the 
reaction  towards  the  formation  of  nanocrystals.[48,55,56] A classical  example  of  this  is 
described for the co-precipitation synthesis of magnetite iron(II, III) oxide nanocrystals 
in section 5.1.
The  Brüst-Schiffrin  method  uses  a  two-phase  solvent  system  containing 
tetraoctylammonium bromide as the surfactant,  sodium borohydride as the reductant 
and gold(III) chloride as the gold source. The tetraoctylammonium bromide forms a 
complex with Au3+ ions in toluene, before reduction to Au(0) with an aqueous solution 
of sodium borohydride. In the original synthesis, alkyl thiol molecules are added to act  
as a preliminary reducing agent to reduce Au3+ to Au+ before the sodium borohydride 
reduction.[57]  Alkyl  thiol  molecules  are  highly  effective  surfactants  for  gold 
nanoparticles due to the high affinity of gold surfaces for thiol molecules. Thus they are 
also  able  to  impart  longer-term  colloidal  stability  to  the  gold  nanoparticles  than 
tetraoctylammonium bromide whose affinity for gold surfaces is altogether weaker.[58] 
Thiol  ligands can also be added post  synthesis,  increasing nanoparticle  longevity in 
solution. The synthesis is described in section 2.2.4.1.
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1.5.2 The “heat-up” method
The “heat-up” method has been widely used to synthesise a variety of nanocrystals 
including: metal oxides,[59–62] metal sulphides,[63–65] coinage metal nanoparticles,[66–68] and 
quantum  dots.[69–72] The  “heat-up”  method  usually  consists  of  the  high  temperature 
decomposition of a metal complex or salt  in the presence of surfactants and a high 
boiling point solvent. Mechanistic elucidation has been attempted by several groups, but 
the  mechanism of  nucleation  and  growth  seems  to  be  unique  to  the  system under 
scrutiny  with  surfactants  playing  different  roles  in  the  reaction  mechanisms. 
Nevertheless, a general mechanism as ascribed by Kwon and Hyeon[52] can be applied to 
reactions which feature the formation of a complex in situ, followed by burst nucleation 
and  size  focussing  by  Ostwald  ripening.  The  suggested  model  is  based  on  the 
nanoparticle nucleation and growth theories laid down in sections 1.4.1 and 1.4.2, and 
supported by computational simulations.
1.5.3 The “hot-injection” method
The  hot-injection  method  adheres  closely  to  the  LaMer  model,  and  has  enjoyed 
widespread use in the synthesis of quantum dots, notably for the seminal organometallic 
syntheses of CdSe and InP quantum dots.[73–77] The hot-injection method involves either 
the separation of two precursors which make up the final material, or the injection of a ll 
precursors into a hot solution so that supersaturation and nucleation can be achieved at a 
single stroke. One of the precursors is heated in a high boiling point solvent (often a 
precursor complex is synthesised  in situ) to a temperature which, on injection of the 
other  precursor,  will  be  high  enough  to  overcome  the  nucleation  barrier  and  cause 
instantaneous burst nucleation.
Rapid injection of the cold solution of secondary nanoparticle precursor causes 
burst nucleation to occur, whilst instantaneously lowering the temperature of the system. 
This prevents multiple nucleations by providing a distinct energy barrier between the 
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nucleation  and  crystal  growth  phases.  In  this  way,  a  monodisperse  population  of 
nanoparticles  is  achieved.  To  prevent  a  prolonged  period  of  crystal  growth  and  a 
broadening of the nanoparticle size distribution, the solution is cooled rapidly to room 
temperature. With quantum dots, it is the length of the growth period that is critical in 
tuning the resultant size and therefore emission wavelength which can be monitored by 
UV/vis spectroscopy.
1.6 Noble metal nanoparticles
Noble metal nanoparticles are perhaps the most studied nanoparticles due to their ease 
of  synthesis,[78–81] longevity  in  colloidal  suspension,[32,33] and  optical  properties.[6,82,83] 
Although noble metal salts were utilised by the ancients in glass, the first synthesis in 
colloidal  solution  was  by  Michael  Faraday  in  the  mid-nineteenth  century. [2] 
Developments in electron microscopy and synthetic methods such as the Turkevich and 
Brüst-Schiffrin syntheses[57,84] have led to size-tunable gold nanoparticles for numerous 
applications including sensing,[18,85,86] photodynamic therapy[87,88] and catalysis.[19,89–91]
Noble metal nanoparticles such as gold and silver exhibit SPR. This manifests 
itself  as  a  purple/red  colour  in  gold  colloidal  dispersions,  and  is  caused  by  the 
oscillation of electrons through the entire nanoparticle due to interaction with a specific 
wavelength  of  light.  SPR  in  gold  nanoparticles  was  modelled  by  Mie  by  solving 
Maxwell's  equations  for  a  sphere  interacting  with  light,  which  approximates 
nanoparticle size to the wavelength of incident light.[92]
Noble metal nanoparticles tend to have a high affinity for sulphur containing 
ligands, which facilitates ligand exchange reactions and promotes longevity in colloidal 
suspension.  This  has  allowed for  a  plethora  of  applications  in  bio-conjugation,  and 
certainly fundamental work in the field of noble metal nanoparticles has underpinned 
the proliferation of nanoparticle research in the last twenty years.[58,93,94]
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1.7 Semiconductor nanocrystals
semiconductor  nanocrystals  exhibit  bright,  size-dependent  photoluminescence  due to 
the  quantum  size  effect.  These  nanocrystals,  known  as  quantum  dots,  were  first 
identified in a glass matrix by Alexei Ekimov in tandem with theoretical work by Louis 
E.  Brus.  [95–97] Since  the  development  of  organometallic  routes  for  their  synthesis, 
research  activity  has  increased  exponentially.[98–102] This  activity  is  driven  by  the 
potential applications of quantum dots, particularly for the electronics and biomedical 
imaging industries.[12,103–106] Research has focussed on the development of techniques for 
the  improvement  of  quantum yield,  reduction  of  photo-bleaching and oxidation  and 
new, less toxic materials for quantum dots.[107–110]
The photoluminescence of quantum dots is attributed to the quantum size effect, 
which  describes  the  crossover  between  the  molecular  and  bulk  properties  within 
semiconductors  (figure  1.4).  As  quantum  dots  become  smaller  in  size,  nanoscopic 
properties become more pronounced, and the bandgap energy levels become quantised 
in nature. Therefore, a definite energy gap between the valence and conduction band 
appears,  and when this  bandgap  corresponds  to  the  visible  region of  the  spectrum, 
visible photoluminescence can occur.
Figure 1.4: Representation of the variation in semiconductor bandgaps due to quantisation caused by the 
quantum size effect. Quantum effects increase with reducing size. Re-drawn from ref.[111]
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In a semiconductor, the valence and conduction bands either side of the Fermi level are 
populated by electrons and electron holes. In quantum dots, incident radiation causes the 
formation  of  an  exciton  (electron-hole  pair)  by  promotion  of  an  electron  from the 
valence  band  to  the  conduction  band.  The  electron  then  has  to  emit  the  absorbed 
radiation  in  order  for  electron-hole  recombination  to  occur.  However,  there  are 
numerous ways for  this  radiation to  be emitted,  through radiative and non-radiative 
processes with photoluminescence being a radiative exciton recombination process.[112]
A consequence of the quantum size effect is that the wavelength of emission is 
size tunable, as you are altering the area of exciton quantum confinement and therefore 
the bandgap. The smaller the diameter of the quantum dot the smaller the bandgap and 
the bluer the emission wavelength. This size dependent emission of quantum dots can 
be related to the intrinsic semi-conducting properties of the bulk material using the Brus 
equation  (equation 5). The bandgap of the quantum dot, “EgapQD” and the bandgap of the 
bulk material,  “EgapB” are related to the quantum dot radius,  “r”  using the material 
dependent effective masses of a pseudoelectron, “me” (which is far less than the real 
electron mass)   and hole,  “mh”.  These approximations hold as  long as  the unit  cell 
remains the same in any cluster and the bulk material. “ε0” is the permittivity of free 
space, “εB” the permittivity of the bulk material and “e” is the elementary charge.
Equation 5
The quantum yield of quantum dots can be vastly improved by shelling the quantum dot 
cores  with  a  shell  of  another  semi-conducting  material.  The  most  effective  shelling 
materials  have  the  same  or  complementary  lattice  structures  to  the  core,  and  are 
designed to prevent oxidation of the core material and remove surface defects which act 
as electron “traps” and decrease quantum yield. A review on recent advances quantum 
dot  shelling  techniques  and  materials,  as  well  as  the  theory  behind  shelling  with 
different bandgap materials can be found in chapter 4 of this thesis.
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1.8 Magnetic nanoparticles
Magnetic nanoparticles have received a great deal of interest in the literature, mainly 
due  to  their  potential  applications  in  magnetic  hyperthermia,[113–116] data  storage,[9,42] 
catalysis,[117–119] drug  delivery[120–122] and  as  contrast  agents  in  magnetic  resonance 
imaging[123–125] amongst  others.  Most  ferromagnetic  materials  cease  to  have  multiple 
magnetic domains (areas in the material of aligned magnetic moments) below a certain 
size and become superparamagnetic at room temperature. This size transition differs for 
different magnetic materials, but is usually in the region of 20 nm.[126]
In multi-domain materials,  long-range order of magnetic materials  will  cease 
above  the  Néel  temperature  and  the  material  exhibits  paramagnetic  behaviour. 
Superparamagnetic nanoparticles have magnetic anisotropy, and are magnetised in an 
“easy” (single) direction per nanoparticle.
Above  the  blocking  temperature,  superparamagnetic  nanoparticles  are  single 
domain units and don't interact as the thermal energy is large enough to overcome the 
magnetic  anisotropy  barrier.  Therfore  superparamagnetic  nanoparticles  exhibit  no 
magnetic hysteresis and zero coercivity, and no net magnetisation outside an applied 
magnetic field.[127,128] They react instantaneously to an applied magnetic field, aligning 
along the “easy” axes, and revert to their random, no-overall magnetic moment when 
said field is removed.
Magnetic hyperthermia is a practical utilisation of superparamagnetism, with a 
detailed description found in section 5.2.
1.9 Summary
Developments in nanoparticle  syntheses,  functionalisation strategies  and applications 
have increased exponentially over  the last  two decades,  with many advances  in  the 
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fields of medicine, imaging and therapy currently in clinical trials. [129,130] The field of 
energy materials has also benefitted, with advances in photocatalysis, solar cells, light 
harvesting and data storage. The proliferation of the field has come with developments 
in characterisation techniques such as electron microscopy, atomic force microscopy, 
high energy X-ray and scattering techniques. However, nanoparticles and nanomaterials 
have  yet  to  achieve  their  potential  or  fulfil  their  promise  as  the  next  generation  of 
medicines  or  molecular  machines  due  to  challenges  with  toxicity  and  nanoscale 
engineering.  Recent  progress  in  the  elucidation  of  synthetic  mechanisms,[131] control 
over  shape  anisotropy,[132] new  functionalisation  strategies[133] and  a  plethora  of 
accessible  composite  materials[134] has solidified the position of  nanomaterials  at  the 
forefront of technology development.
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Chapter 2: Techniques, Methods 
and Materials
Preface 
The  following  chapter  details  the  methods  and  materials  used  in  all  experimental 
chapters,  namely  chapters  3,  4  and  5.  This  includes  detailed  protocols  of  each  of 
synthetic methods used, and details of purity and procurement of all chemicals used. 
Analytical  techniques  common  to  multiple  experimental  chapters  are  detailed  here, 
including: electron microscopy, electron energy loss spectroscopy, energy dispersive X-
Ray spectroscopy, X-Ray photoelectron spectroscopy, UV/vis and photoluminescence 
spectroscopy,  Mössbauer  spectroscopy and  superconducting  quantum  interference 
device magnetometry. The basic principles of the AACVD process are also outlined.
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2.1 Techniques
2.1.1 Electron microscopy
“It is poor comfort to hope that human ingenuity will find ways of overcoming this 
limit”- Ernst Abbe (1840-1905) on the limitations of light microscopy.
Transmission electron microscopy (TEM) is a very powerful analytical weapon in the 
nanoparticle chemist's arsenal, and the main analytical technique used in this thesis. It 
allows  the  sample  to  be  imaged  and  scrutinised  directly,  with  fine  structural  and 
compositional information easily attainable with high kV instruments with integrated 
secondary detection techniques  such as energy dispersive X-ray spectroscopy (EDS) 
and electron  energy loss  spectroscopy (EELS).  TEM differs  from scanning electron 
microscopy (SEM) in that it detects transmitted electrons, meaning that electrons are 
scattered elastically and inelastically from a beam passing through the sample, rather 
than looking at backscattered and secondary electrons from a sample surface, which are 
detected in SEM. Therefore, information obtained from SEM gives details on the 3D 
structure of the surface of the analyte which TEM cannot, but lacks the penetration to 
show the crystalline composition of materials. 
2.1.1.1 Principles and overview
The  concept  of  electron  microscope  came  about  due  to  the  limitations  of  light 
microscopy. At the beginning of the 20th century,  light microscopy was reaching the 
limits of resolution, as a physical limit imposed by the wavelength of light. It wasn't 
until the idea of using higher energy electrons for microscopy was proposed a few years 
years  after  de  Broglie  first  theorised  the  wave-like  properties  of  electrons,  that 
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microscopy continued to advance. The first commercial TEMs were produced in the 
1930s, with the Metropolitan Vickers EM1 being the first example in 1936. The electron 
microscope has seen continued improvement,  with high resolution TEM and atomic 
column imaging realised in the mid-1970s.[135]
One of the main limitations in improving the resolving power of high resolution 
transmission  electron  microscopes  (HRTEMs)  is  designing  electron  lenses.  Electron 
lenses and samples introduce spherical and chromatic aberrations respectively, although 
these can be used as an advantage when “tilting” a sample or focussing the microscope. 
Another noteworthy limitation of the TEM is the tiny fraction of the sample that is 
examined; a consequence of the greater resolution afforded by the electron microscope. 
The TEM system also requires the sample to be placed under high vacuum, and the 
sample can be damaged by the electron beam, due to the ionising effect of high energy 
electrons.
As already stated, the TEM requires an electron beam rather than a light source 
in order to image samples. The majority of the electron beam passes through the sample, 
but it is those electrons which interact with the sample allow the TEM image to be 
formed and makes spectroscopies such as EDS, EELS and Auger electron spectroscopy 
possible.  The  electron  beam is  formed  through  either  field  emission  or  thermionic 
sources. Briefly, a thermionic source is made of a material which, when heated, emits 
electrons due to the natural barrier which preventing their emission being overcome. 
This barrier is termed the work function “Φ”. So an ideal thermionic source needs to 
have  a  high  melting  temperature  and  a  low  work  function,  such  as  lanthanum 
hexaboride (LaB6,  Φ = 2.4 eV, operating temperature = 1,700 K) or tungsten (Φ = 4.32 
eV, operating temperature = 2,700 K). Field emission produces a beam when an intense 
electric field is applied to a thin filament of material,  and therefore Φ is lowered to 
allow electrons to tunnel out,  forming the electron beam. Tungsten wire is the most 
commonly used field emission source.[135]
The electron beam is controlled and focussed through the use of apertures and 
lenses before and after the electron beam interacts with the sample. Electron images are 
“seen”  through  the  interaction  of  the  electron  beam with  a  phosphorescent  screen, 
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usually consisting of a film of micrometre size zinc sulphide microparticles. In modern 
instruments,  a  charge-coupled  device  (CCD) is  used  to  record images  digitally,  and 
powerful software packages allow easy manipulation and analysis of TEM images and 
SAED patterns.
Apertures are circular annular  metal  discs which block electrons  which have 
been scattered away from the main electron beam axis at several points before and after 
the sample. They help to improve the resolution of the image, although the trade-off is  
that  the  smaller  the  aperture,  the  more  the  electron  beam  is  condensed,  so  fewer 
electrons are detected and the darker the image appears on the phosphorescent screen.
Electron lenses behave in the same way as converging optical lenses. They focus 
the electron beam and must be aligned in order for a focussed image to be formed. 
Lenses manipulate the electron beam through the use of electromagnets and can be 
controlled by altering the current that flows through the lens. From the top down, a 
TEM has a set of condenser, objective and projector lens. The condenser lens set is 
responsible for primary beam formation, whilst the objective and projector lenses focus 
the scattered electrons which pass through the sample and expand the beam onto the 
phosphorescent  screen.  Additional  coils  known  as  stigmators  help  correct  beam 
astigmatism, a lens aberration which causes the electron beam to have different focal 
points in orthogonal directions, leading to defocussing of the image.
2.1.1.2 Interaction of electrons with the sample
High energy electrons are able to remove inner shell electrons from atoms, resulting in a 
degree of ionisation. This in turn leads to a number of processes that can occur within 
the sample, which are summarised in figure 2.1. Characteristic X-rays, Auger electrons 
and secondary electrons all give information about the nature of the sample, and can be 
detected and analysed using spectroscopy.
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Figure 2.1: Different kinds of scattered electrons and other products obtained from the interaction of an 
incident electron beam with a scattering analyte. Secondary electrons are the primary imaging electrons  
for SEM, whilst TEM relies on forward scattering electrons. Characteristic X-Rays are used for EDS 
spectroscopy, whilst inelastically scattered electrons are used in EELS. Re-drawn from ref.[135]
2.1.1.3 TEM imaging
For imaging purposes, electrons which do not deviate far from the main electron beam, 
i.e. elastically scattered electrons,  form the image,  with dark areas indicating where 
scattering  has  occurred.  Electrons  are  scattered  by  repulsive  interactions  from  the 
electron cloud and by the nuclei in the sample, and scatter strongly because they are 
charged particles. The amount of forward scattered electrons,  i.e. electrons detected in 
TEM, deviating 1-10° from the main electron beam, is dependent on the thickness of the 
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sample, as the thicker the sample, the few the number of coherent, forward scattered 
electrons.
Contrast is also a very important variable when considering an analyte for TEM. 
Scattering  intensity  is  dependent  on  the  thickness,  density  and  crystallinity  of  the 
sample. Electron poor elements or non-crystalline species often image poorly on the 
TEM  (i.e. polymers,  DNA),  as  their  electron  clouds  are  diffuse.  Therefore,  for 
polymeric or biological samples, staining techniques with heavy metal solutions such as 
tungstic oxide or osmium tetroxide are employed. 
Figure  2.2:  Simplified  schematic  of  a  TEM,  with  diffraction  mode  depicted  on  the  left  with  a  
concentrated beam and imaging mode on the right with a more diffuse beam for imaging. Re-drawn from 
ref.[135]
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Figure 2.2 shows the main imaging modes of the TEM with the different apertures and 
lenses showing a diffuse, spread beam for imaging, and a concentrated direct beam for 
electron diffraction.
2.1.1.4 Scanning electron microscopy
SEM is a complementary technique to TEM, in which scattered electrons are utilised in 
a  different  way.  TEM  is  a  transmission technique  so  relies  on  forward  scattered 
electrons, whereas SEM is a  scanning technique, and secondary electrons are used as 
the primary imaging source. A low energy electron beam is scanned over the surface of 
the sample, with the beam's position as well as detected electrons combined to form a 
raster  pattern,  and  thus  an  image.  This  means  highly  dense,  thick  samples  can  be 
imaged, and very detailed information about surface composition can be obtained.
2.1.1.5 Microscope instrumentation details
Several microscopes were used in the work described in this thesis: TEM images were 
recorded  using  a  Jeol  JEM 1200EX with  a  4  megapixel  Gatan  Orius  SC200  CCD 
camera  at  an acceleration voltage of  120 kV at  the School  of  Anatomy,  University 
College London.  HRTEM measurements were collected using a Philips CM200 FEG 
(field emission gun) TEM fitted with a Gatan GIF 200 imaging filter for EELS and an 
Oxford Instruments UTW EDS detector running ISIS software at  the Leeds EPSRC 
Nanoscience and Nanotechnology Research Facility and  a Jeol 2100 HRTEM with a 
LaB6 source operating at an acceleration voltage of 200 kv with an Oxford Instruments 
X-Max  EDS  detector  running  AZTEC  software  at  the  Department  of  Chemistry, 
University College London. Micrographs were taken on a Gatan Orius CCD. Samples 
for  TEM were  prepared  by drop-casting  a  suspension  of  nanoparticles  in  n-hexane 
solvent onto a 400 Cu mesh lacy carbon film TEM grid (Agar Scientific Ltd).
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SEM  images  were  recorded  on  a  Jeol  JSM-6301F  operating  at  5kV at  the 
Department  of  Archaeology,  University  College  London.  Samples  were  vacuum 
sputtered with a very thin film of gold to improve surface electrical conductivity.
2.1.1.6 EELS and EDS
Electron energy loss spectroscopy (EELS) and energy dispersive X-Ray spectroscopy 
(EDS) are seen as complementary techniques, as both are commonly used as secondary 
detection techniques within a TEM. They are seen as complementary as EDS provides 
information  on  the  composition  of  analytes  and  is  much  more  sensitive  to  heavier 
elements, whereas EELS gives much more detailed information on chemical bonding 
and atomic composition and works best with very sharp excitation edges, which tend to 
be elements of low atomic mass.
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Figure 2.3: The process of inner shell ionisation of an atom by an incident electron beam. Processes used 
in EDS (emission of a characteristic X-Ray), Auger electron spectroscopy (absorption of an X-Ray and 
subsequent ejection by a higher energy electron) and electron energy loss spectroscopy (inelastically 
scattered electrons). “EC” is the conduction band, “EF” is the Fermi level and “L” and “K” denote electron 
shells. Re-drawn from ref.[135]
When an electron beam interacts with a sample, several processes occur, as illustrated in 
figure  2.1.  EDS makes  use  of  the  characteristic  X-rays,  which  are  unique  to  each 
element. When an electron beam is applied to a sample, incoming electrons can cause 
the ejection of a core electron in the sample through excitation, leaving an electron hole 
in the core (ionisation). Consequently, a higher energy electron from an outer shell then 
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loses  energy to  occupy the  core-electron  hole  to  gain  the  lowest  energy electronic 
configuration. The electron does this with emission of a characteristic X-ray of energy 
corresponding  to  the  difference  in  energy  levels  between  the  core  and  outer  shell 
electrons.  Emitted X-rays  are  unique in  energy for  each element  and each shell,  so 
atomic  identification  and  elemental  composition  measurements  are  possible.  As 
previously stated, EDS is more sensitive to heavier elements, due to a greater number of 
outer electrons which can emit X-Rays.
Auger electrons are emitted in a similar way, albeit the characteristic X-Ray is 
absorbed by another outer shell electron after emission, which in turn is ejected.
EELS utilises  inelastically  scattered  electrons,  i.e. electrons  which  have  lost 
energy and  have  been  slightly  and  randomly deflected  by  the  sample.  Inelastically 
scattered electrons are scattered through a few processes, namely phonon scattering, 
plasmon scattering and inner shell ionisation. The degree of deflection and energy loss 
are characteristic of elements in the sample.
A typical  EELS  spectrum  will  show  the  energies  of  inelastically  scattered 
electrons, with a zero loss peak, a plasmon resonance peak and core loss electron peaks. 
The zero  loss  peak contains  a  mixture  of  inelastic  and elastically forward  scattered 
electrons, and is used to calibrate the spectrometer. The low loss region containing the 
plasmon  resonance  region  and  the  core  loss  electron  peaks  carry  the  most  useful 
information.  Plasmons are wave-like oscillations of weakly bound electrons,  and are 
specific to each element, whilst the core loss region (high loss region) details electrons 
which have interacted with tightly bound, core electrons.[135]
By choosing an electron energy window, it is possible to study electrons that 
have only interacted with particular electrons from particular elements in the sample. 
These electrons can be imaged to produce an elemental map. The technique is known as 
Energy-filtered  Transmission  Electron  Microscopy  (EFTEM)  and  is  invaluable  for 
analysis of core/shell nanoparticles.
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2.1.1.7 Selected area electron diffraction
Selected  area electron  diffraction (SAED) is  a  technique which  utilises  the electron 
beam within  a  TEM to  analyse  crystalline  samples.  When electrons  pass  through a 
single crystalline sample, the sample acts as a diffraction grating, diffracting elastically 
scattered electrons into spots around the central beam, according to Bragg's law. When 
analysing  nanoparticles,  elastically  scattered  electrons  tend  to  form rings,  as  many 
individual spots from different randomly orientated nanoparticles coalesce. The electron 
diffraction  pattern  is  directly  comparable  to  the  X-ray  diffraction  (XRD)  powder 
pattern, but much smaller areas and crystals of fixed crystallographic orientation can be 
analysed within the TEM. The distance between rings can be measured and assigned, 
the  key  difference  with  XRD  being  the  scattering  angles  involved,  with  larger 
diffraction  angles  used  in  XRD.  This  means  that  we  can  directly  assign  materials 
according to their SAED patterns.
SAED patterns  were  acquired  on  a Jeol  2100  HRTEM with  a  LaB6 source 
operating at an acceleration voltage of 200 kV, at the University College London, and a 
Philips  CM200 FEG TEM, at  the  Leeds  EPSRC Nanoscience  and  Nanotechnology 
Research Equipment Facility.
2.1.2 X-Ray techniques
2.1.2.1 X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) or electron spectroscopy for chemical analysis 
(ESCA) is a surface analysis technique which uses the photoelectric effect to perform 
qualitative and quantitative electronic spectroscopy on surfaces and powders.[136] The 
technique involves firing an X-ray beam at a given sample and angle, and measuring the 
intensity and number of ejected electrons from electron shells from atoms within the 
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sample.  The energy of  emitted electrons  (must  be below the energy of  the incident 
beam) are specific  to  elements  in  the sample  and sensitive  to  oxidation states.  The 
interaction of electrons with a sample is a very similar to EDS, except it is incident X-
rays not electrons which are used (figure 2.1). XPS spectra are collected as intensity 
against electron energy (electron kinetic energy), but are usually displayed as intensity 
against  electron  binding  energy.  This  is  due  to  the  electron  kinetic  energy  being 
dependent on the X-ray excitation source. It is linked to the electron binding energy (an 
intrinsic property of a material) using the following equation (equation 6):
Equation 6
Where “EB” is the electron binding energy, “EK” is the electron kinetic energy, “hυ” the 
energy  of  the  incident  of  incident  X-rays  and  “W”  the  work  function  of  the 
spectrometer. Electrons which escape without loss contribute to the standard lines in the 
XPS  spectrum,  whilst  inelastically  scattered  with  energy  loss  contribute  to  the 
background  of  the  spectrum.  Relaxation  of  outer  shell  electrons  to  lower  energy 
configurations  leads  to  characteristic  X-rays  and  thus  X-ray  fluorescence.  Auger 
electrons may also be generated by the absorption of the characteristic X-rays by outer 
shell electrons and their subsequent ejection.
XPS requires ultra high vacuum conditions, typically < 10-9 mbar, and as such 
volatile species may not be analysed. As previously stated, XPS is a surface analysis 
technique, and as such the penetration depth is limited by various processes that occur 
in the material, preventing the escape of photoelectrons.
XPS  was  performed  using  a  Thermo  Scientific  K-alpha  spectrometer  with 
monochromated Al Kα radiation, a dual beam charge compensation system and constant 
pass energy of 50 eV (spot size 400 µm). Survey scans were collected in the range 0-
1200 eV. High-resolution peaks were used for the principal peaks of Ti (2p), O (1s), N 
(1s), C (1s), Fe (2p), Au (4f), Cu (2p), Cd (3d), Se (3d), In (3d), P (2p), Zn (2p), Hg (4f)  
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and S (2p). The peaks were modelled using sensitivity factors to calculate nanoparticle 
composition using CASA XPS software.
2.1.2.2 X-Ray absorption spectroscopy
X-Ray absorption spectroscopy (XAS) is a technique which requires intense radiation, 
and provides information concerning specific elements and bonding modes in analytes. 
XAS  is  very  sensitive  to  chemical  bonding  modes,  elemental  oxidation  states,  co-
ordination numbers and bond distances of nearest neighbours. Unlike XRD, XAS does 
not require a crystalline sample. XAS is divided into two regimes: X-Ray absorption 
near-edge  spectroscopy  (XANES)  and  extended  X-Ray  absorption  fine  structure 
spectroscopy (EXAFS). As XAS probes atomic energy levels, it requires high energy, 
synchrotron radiation for completion.
Figure 2.4:  XAS spectrum of an anatase titania with highlighted pre-edge, rising edge, XANES and 
EXAFS regions highlighted.
X-rays are absorbed by core electrons above and equal to the binding energies of those 
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electrons  in  the sample,  which ejects  a  photoelectron (described in  section 2.1.2.1). 
Electrons then lose energy via X-Ray fluorescence and the Auger effect. XANES is very 
sensitive  to  co-ordination  chemistry  and  oxidation  states  whereas  EXAFS  is  more 
sensitive to bond distances and co-ordination numbers of atoms surrounding the target 
element.  The XANES region is  typically  in  the  energy range  of  50-100 eV,  whilst 
EXAFS occurs after the elemental “edge” (the lowest unoccupied energy level above 
the Fermi level) at energy ranges > 150 eV.[137]
EXAFS measurements were recorded at the UK Synchrotron, Diamond, by Dr 
Andreas Kafizas. EXAFS was conducted in flourescence mode over the 4800 – 5600 eV 
range to assess the K-line of Ti. Patterns were normalised and modelled using Athena 
and Demeter softwares respectively.
2.1.3 Spectroscopic techniques
2.1.3.1 UV/visible and photoluminescence spectroscopy
UV/vis  and  photoluminescence  spectroscopies  are  the  principal  techniques  for  the 
determination  of  the  optical  properties  of  fluorophores  and  quantum  dots.  UV/vis 
spectroscopy is  used  to  determine  the  band-edge of  quantum dots,  from which  the 
Stokes' shift can be determined using the UV/vis and photoluminescence spectra (figure 
2.5). This is important as it is indicative of how much photon energy is lost by radiative 
and  non-radiative  processes.  Determination  of  the  band  edge  allows  quantum  dot 
samples to be analysed by photoluminescence emission spectroscopy as the excitation 
source  can  excite  the  quantum  dots  at  the  band  edge  maximum,  thus  maximising 
photoluminescence response.
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Figure 2.5: UV/vis and photoluminescence spectra of an InP/ZnS-CdS sample in n-hexane showing the 
Stokes  shift  between  the  absorption  band  edge  (UV/vis,  left)  and  emission  spectrum  maximum 
(photoluminescence, right). The band edge is defined as absmax on the first shoulder of the absorption peak 
(shown).
Photoluminescence  spectroscopy  is  used  to  examine  the  excitation  and  emission 
characteristics of quantum dots and can be used to observe phenomena such as surface 
trap states and red or blue shifting. The emission profile can also give information on 
the polydispersity and shape of the quantum dot sample. When combined with UV/vis 
spectroscopy, photoluminescence spectroscopy can be used to calculate quantum yield 
(section 4.2).
2.1.3.2 UV/visible spectroscopy
UV/vis spectroscopy deals with the absorption/reflectance of photons by electrons in 
molecular  and solid  species,  from which  electronic  transitions  and therefore  colour 
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changes  can  be  scrutinised.  UV/vis  spectroscopy  deals  with  the  area  of  the 
electromagnetic  spectrum  from  the  near  infrared  to  the  ultraviolet,  generally  in 
wavelength range 190 - 1200 nm. Absorption spectra are subject to the Beer-Lambert 
law, which relates the pathlength of the sample, sample concentration and extinction 
coefficient to absorption.
A typical UV/vis spectrometer has two sources; a deuterium lamp which emits 
in the region of 190 - 400 nm and a tungsten lamp which emits between 300 - 2,500 nm. 
In this way there is a transition period where one bulb takes over from the other. A 
UV/vis  spectrometer  is  a  dispersive  instrument,  so  after  passing  through  a 
monochromator,  the  beam is  dispersed  by  an  optical  “chopper”  which  then  passes 
through the sample and a background “control” which usually consists of the solvent. 
This allows for subtraction of the solvent background and thus any masking effects the 
solvent may have. After interaction with the sample, the resultant photons are detected 
using a photomultiplier tube. The difference between incident and transmitted photons 
in the sample minus the background results in the UV/vis spectrum. UV-vis spectra 
were  recorded  using  a  Perkin  Elmer  Lambda  25 UV/Vis  spectrometer  single  beam 
instrument over a range of 250–1000 nm.
2.1.3.3 Photoluminescence spectroscopy
Photoluminescence  spectroscopy  is  used  to  measure  fluorescence  excitation  and 
emission  in  molecules  and  substances.  Molecules  possess  distinct  electronic  states 
populated by vibrational energy states.  Fluorescence spectroscopy is designed to probe 
these energy states through the excitation of electrons in a singlet ground state to an 
excited  singlet  state  via the  absorption  of  radiation  and the  subsequent  emission  of 
absorbed energy as a photon.  In the excited state, the electron can undergo radiative and 
non-radiative relaxation  processes  such as  losing  energy to  vibrational  levels  of  the 
solvent  (heat,  radiative)  or  decay  via inter-system  crossing  to  a  triplet  state  and 
phosphorescence. Phosphorescence is a longer lived process than fluorescence, due to 
51
Chapter 2: Techniques, Methods and Materials
inter-system  crossing  between  a  singlet  and  triplet  state  being  formally  forbidden 
(change in multiplicity). Nevertheless, phosphorescence (μs - s) and fluorescence (ns) 
occur on fast time-scales.
A typical spectrophotometer requires a high energy source such as as a xenon 
arc lamp or a laser for activation. A laser has an incredibly narrow emission wavelength 
and  therefore  doesn't  require  an  excitation  monochromator,  but  the  excitation 
wavelength cannot  be changed without  changing the laser.  A xenon arc source  is  a 
continuous wave source with a near constant emission intensity over the 300 - 800 nm 
wavelength  range.  Coupled  with  an  excitation  and  emission  monochromators,  this 
allows  excitation  and  emission  spectra  to  be  recorded  by  keeping  the  wavelength 
emitted  from one  monochromator  and  varying  the  other.  Fluorescence  emission  is 
recorded at a right angle to the sample as the intensity of the incident radiation would 
saturate  a  detector  in  the  same  plane  as  the  incident  radiation.  Photoluminescence 
spectra were recorded using an Horiba-Jobin Fluorolog-3 fluorometer with a TCSPC 
attachment.
2.1.3.4 Photoluminescence lifetime spectroscopy
Time-correlated single photon counting (TCSPC) in combination with a laser excitation 
source, is used to determine the rate of decay from excited electronic states to ground 
states  of  fluorescent  species.  This  can  be  used  to  analyse  multiple  features  in 
fluorescence  spectra  generated  from  different  analytes/processes  in  solution.  The 
resultant  decay  curve  generates  a  fluorescence  lifetime,  “τ” with  longer  lifetimes 
indicating a more complicated fluorescence decay pathway (via electron trap states or 
phosphorescence).
2.1.3.5 Mössbauer spectroscopy
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Mössbauer  spectroscopy is  a  very sensitive  technique  for  the  detection  of  different 
chemical oxidation states and chemical environments for a given element. In order to do 
this,  Mössbauer spectroscopy requires the absorption and emission of γ radiation by 
nuclei  within  a  solid  lattice.  The  radiation  required  can  only  be  produced  by  a 
radioactive nucleus of the same type, hence the use of 57Co (which decays to an excited 
isotope of 57Fe) for iron Mössbauer spectroscopy.
Mössbauer spectra are recorded as intensity against mm s-1, as there is no way of 
tuning the emitted quanta of radiation to the emitter, so the necessary tuning required for 
monochromatic radiation sources is achieved via the Doppler effect, hence the source is 
moved back and fourth. The sensitivity of Mössbauer is such that very subtle changes in 
nuclear environment can be detected, so obtained spectra typically show three types of 
nuclear interaction: isomer shift, quadrupole and hyperfine (Zeeman) splitting.
2.1.3.6 The Mössbauer effect
When a molecule emits  a quantum of energy (Ev),  the emitted photon must  have a 
momentum (Ev/c) which will have an equal and opposite recoil momentum (-Ev/c). The 
energy associated with the recoil  (ER) is calculated using the kinetic energy relation 
(Kinetic energy = mvR2/2, where vR is the recoil velocity, and m the mass). At lower 
energy with emitters of normal molecules or atoms, vR is small and thus ER is negligible. 
However, γ radiation is very high energy, and as such,  vR and therefore ER becomes 
significant. The energy of γ quanta (Eγ) all stems from the transition of the nucleus from 
its  excited state to ground state. Therefore,  this process is solely responsible for the 
emission  and  must  also  provide  ER.  If  the  nuclear  transition  is  called  Et,  then  for 
emission:
Eγ = Et – ER            Equation 7
Therefore, Eγ is much less than Et. There is a significant amount of recoil energy when 
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an atom absorbs an emitted γ  quantum of energy Eγ. If a γ quantum excites a nucleus 
with transition energy Et, then Eγ must be greater than Et by an amount equal to ER, so 
that: 
Eγ = Et + ER                Equation 8
Molecules in the gas or liquid phases which emit γ quanta cannot reabsorb them, as Eγ 
and Et will not be the same (figure 2.6). However, in a rigid, solid lattice, the recoil 
energies of the lattice are quantised throughout the lattice, insofar as the lattice behaves 
as a single entity. Therefore, we revert to a situation where “m” in the kinetic energy 
relation becomes large, and vR and ER become negligible, so that Eγ will equal Et (figure 
2.6). In reality, this is not always the case, as lattice vibrational modes become excited 
by γ radiation, so a small window known as the recoil free fraction which gives rise to 
the Mössbauer spectrum. As is the case with dampening vibrations in all spectroscopic 
methods, higher resolution Mössbauer spectra can be obtained at lower temperatures.[138]
Figure 2.6: Energy level diagrams for emission and absorption of γ radiation. Re-drawn from ref.[138]
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2.1.3.7 The Mössbauer spectrum
The nuclear transition energy, Et, depends on a number of factors, such as the electronic 
environment of the nucleus, and magnetic and electric field gradients at the nucleus. It is 
these subtle environmental features which allows for the extraction of more detailed 
information on nuclei in the sample.
We can  measure  these  subtle  changes  in  Et using  the  Doppler  effect  as  the 
energies of the emitted quanta are controlled by the use of an oscillating source. The 
source's position is measured relative to the sample,  hence the Mössbauer spectra is 
recorded as intensity against mm s-1. The relative motion modulates the energy of the 
quanta received by the sample, and when this energy equals E t in the sample, radiation 
is absorbed. A schematic of a typical Mössbauer spectrometer is shown in figure 2.7.
Figure 2.7:  Schematic of a typical Mössbauer spectrometer, re-drawn from ref.[138]
The isomer shift (δ) in the Mössbauer spectrum arises from the interaction of a nucleus 
with electrons surrounding it, as the size of the nucleus is different in the ground state 
compared to the excited state. The isomer shift is dependent on the electron density at 
the nucleus, although some nuclei are bigger than others in the ground/excited state so 
the isomer shift may be positive or negative. Therefore, we can say that isomer shift is 
dependent on oxidation states in the sample.
If a nucleus has a nuclear spin greater than 1/2, then it has a quadrupole moment, 
and  will  be  affected  by  any  electric  field  gradient  at  the  nucleus.  This  splits  the 
Mössbauer signal due to the formation of an asymmetric electric field. In the case of 
55
Chapter 2: Techniques, Methods and Materials
57Fe, the spectrum will split into a doublet due to the loss of degeneracy in the excited 
3/2 state.
Hyperfine splitting occurs when the nuclear magnetic moment interacts with a 
magnetic field at the nucleus to split the nuclear energy levels. A nucleus with spin I 
experiences a loss of degeneracy, and splits into 2I + 1 energy levels in the presence of 
an external magnetic field, known as the Zeeman effect. Transitions from the ground 
state to excited state are allowed so long as ΔmI = 0 or 1. So for a nucleus with excited 
state spin 3/2, (such as  57Fe) will split the Mössbauer signal into four, and the ground 
state, spin 1/2 will split into two, there are six transitions and so the spectrum splits into 
six separate peaks.[138]
Mössbauer  spectroscopy  was  carried  out  using  a  SEE  Co.  Model  W302 
Resonant Gamma Ray Spectrometer, with a  57Co(Rh) gamma ray source operating at 
300 K.
2.1.4 Other techniques
2.1.4.1 Super conducting quantum interference device (SQUID)
SQUID magnetometers are able to measure extremely small magnetic fields (as low as 
10-15 T).  Measurements  are  made by moving the  magnetic  sample  through a  set  of 
measurement coils, thus inducing a current in those coils. The current causes a signal 
coil  to  produce  a  magnetic  field  which  in  turn  influences  the  current  in  a  closed 
superconducting  loop  containing  two  Josephson  junctions  (the  SQUID  itself).  The 
current in the SQUID is affected by changes in magnetic flux as low as one half of a 
magnetic  flux  quantum  i.e. approximately  10−15 Wb  (hence  the  sensitivity  of  the 
technique).  The  resulting  voltage  across  the  SQUID  is  processed  to  determine  the 
magnetisation of the sample.[139] Magnetisation data in this  thesis  was taken using a 
Quantum Design  MPMS SQUID VSM Magnetometer  (San Diego,  USA) at  300 K 
using a field range of ± 7 Tesla.
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2.1.4.2 Chemical vapour deposition
Chemical  vapour  deposition  (CVD)  is  used  to  describe  the  branch  of  chemistry 
concerning  the  formation  of  a  thin  solid  film on  the  surface  of  a  substrate  by the 
chemical reaction of precursors in the vapour phase.[140] Chemical reactions occur both 
in the gas phase and on the surface of the substrate, and can be further promoted by 
heat, UV-irradiation or plasma.
The basic CVD process can be broken down into a number of steps, which detail 
chemical and physical processes that occur throughout the process. The first step is the 
transport of the CVD precursors from the main gas flow into the reactor. This includes 
the nebulisation/atomisation of a  precursor solution into the gas phase.  This  can be 
achieved  using  various  methods  such  as:  using  ultrasound  to  create  an  aerosol 
(AACVD),  direct  liquid  injection  into  a  heated  reactor,  use  of  an  atomiser  and 
vaporisation  of  solid  sources.  Once  vapourised,  the  precursors  undergo  gas  phase 
reactions  (figure  2.8)  which  form reactive  intermediate  species  (step  2).  These  are 
transported  by  the  carrier  gas  to  the  [heated]  substrate  in  the  reaction  chamber, 
constituting step 3.
Gas phase intermediates and precursors are then adsorbed onto the surface of the 
substrate, and diffuse to nucleation and crystal growth sites, leading to film formation. 
Nucleation sites are areas within which crystals have begun to nucleate and often form 
on defects within the substrate, so crystal growth can be templated, leading to tunable 
crystal phase deposition. For example, if a rutile TiO2 surface is deposited on a glass 
substrate, any subsequent titania depositions will template that crystal structure, even if 
conditions favourable for anatase titania growth are used, hence the difficulty in the 
synthesis of anatase/rutile junctions.[141]
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Figure 2.8: Schematic of an AACVD reactor.
The final step (step 4) involves the transport of the by-products of the CVD process out 
of the CVD reactor chamber via the exhaust and carrier gas.
It is noteworthy that in nanoparticluate depositions, thermophoretic effects are 
important  in  determining how and where  the  nanoparticles  deposit.  In  the  AACVD 
system used in this thesis, the glass substrates are placed above one another in the CVD 
reactor and the deposition occurs exclusively on the upper glass plate. In the gaseous 
phase, particles will preferentially move in the direction of decreasing temperature. This 
is due to particles having a higher average velocity at hotter points in the reactor, so they 
move away faster, hence upper glass plate depositions.
2.1.4.3 Other instrumental details
Raman spectra  were  taken over  the  range 400 –  4000 cm-1 on a  Renishaw Raman 
System 1000 using an argon ion laser (λ = 514 nm) calibrated against the emission lines 
of neon. FTIR-ATR measurements were taken over 650 - 4000 cm-1 on a Perkin-Elmer 
Spectrum-100 (Ge crystal) equipped with a universal ATR attachment. NMR samples 
were prepared by dissolving the analyte in CDCl3 (2 ml) in a borosilicate glass NMR 
tube and obtained on a Brüker AV- 600 MHz spectrometer,  operating at  295 K and 
600.13 MHz (1H). Dynamic light scattering size measurements were collected using a 
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Malvern Zetasizer Nano-ZS.   X-ray diffraction patterns were obtained on a PanAlytical 
diffractometer  using Co Kα radiation,  λ = 1.789010  Å.  Thermogravimetric  analyses 
were obtained on a TA instruments TGA Q500 V6.7 with N2 carrier gas between 25 and 
1000 °C at a heating rate of 10 °C min-1 at Queen Mary, University of London.
2.2 Synthesis of nanoparticles
2.2.1 Synthesis of iron oxide nanoparticles
Iron  oxide  nanoparticles  were  synthesised  according to  two different  methods,  both 
based on the thermal decomposition of iron salts in the presence of long chain alkyl 
surfactants in high boiling point solvents. These methods, along with co-precipitation 
are reviewed in chapter 5, and experimental details are as follows:
2.2.1.1 Synthesis of iron oxide nanoparticles from iron(III) acetylacetonate
~8  nm iron  oxide  nanoparticles  were  prepared  from the  decomposition  of  iron(III) 
acetylacetonate according to Lattuada and Hatton,[142] using an improved version of the 
synthesis  realised  by Sun and Zeng.[43] Briefly,  iron(III)  acetylacetonate  (0.706 g,  2 
mmol)  and  1,2-tetradecanediol  (2.30  g,  10  mmol),  oleic  acid  (1.91  ml,  6  mmol), 
oleylamine (1.97 ml, 6 mmol) and benzyl ether (20 ml, 105.2 mmol) were added to a 
250  ml  three-necked  flask  and  stirred  thoroughly  at  room  temperature  giving  a 
red/brown mixture.  The  reaction  mixture  was  evacuated/back-filled  with  nitrogen  3 
times before heating to 100 ºC at  a rate of 2.5 ºC min -1,  and held at  100 ºC for 45 
minutes. The reaction mixture was then heated to 200 °C at a rate of 2.5 ºC min-1 and 
held at 200 ºC for 2 hours, before heating to 300 ºC for one hour before cooling to room 
temperature. Ethanol (2 × 50 ml) was added to the resultant black suspension, before 
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centrifugation (504 × g for 10 minutes). The solid black precipitate was re-dispersed in 
the desired organic solvent (15 ml total).
2.2.1.2 Synthesis of iron(III) oleate
Iron(III)  oleate  was  prepared,  according  to  Park  et.  al.[45] Briefly,   a  suspension  of 
iron(III) chloride hexahydrate (10.8 g, 40 mmol) and sodium oleate (36.5 g, 120 mmol) 
in a solvent mixture of n-hexane (140 ml), deionised water (60 ml) and ethanol (80 ml) 
was heated to 70 ºC for 4 hours. The organic layer was separated and washed with 3 × 
30 ml portions of distilled water to remove sodium chloride. The dark organic layer was 
dried  in vacuo to remove  n-hexane, yielding the iron(III)  oleate complex as a waxy 
solid. It is difficult to quantify the yield of oleate species as they do not crystallise, 
excess sodium oleate has the same solubility as the final product and the absorption of 
excess solvent can be beneficial to the nanoparticle formation process, so removing it 
could be detrimental to the monodispersity of the final product (section 5.1).[143]
2.2.1.3 Synthesis of iron oxide nanoparticles from iron(III) oleate
For  ~15 nm particles: iron(III) oleate (18.0 g, 20 mmol) and oleic acid (2.35 ml, 10 
mmol) were dissolved in 1-octadecene (100 g, 396.1 mmol) and stirred thoroughly at 
room temperature. The reaction mixture was heated to 320 ºC at a rate of 3.3 ºC min -1 
under nitrogen and held at  320 ºC for one hour.  The resulting black dispersion was 
allowed to cool to room temperature before addition of ethanol (250 ml) to precipitate 
the particles. The dispersion was centrifuged at 504  × g for 10 minutes, giving solid 
particle precipitates. If the precipitate was not solid, excess oleate-type species were 
removed by washing with ethanol (2 × 80 ml). The supernatant was discarded and the 
solid particle precipitates dispersed in the desired organic solvent (30 ml total).
Nanoparticle size can be controlled by the ratio of oleic acid to iron(III) oleate in 
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the reaction, with larger nanoparticle sizes achieved with a higher ratio of oleic acid to 
iron(III) oleate.[45]
2.2.2 Synthesis of iron oxide nanoparticles using high street reagents
2.2.2.1 Synthesis of iron palmitate
Iron  palmitate  was  prepared,  according  to  Park  et.  al.[45] Briefly,   a  suspension  of 
homogenised iron tablets (20 tablets each containing 14 mg of iron as iron gluconate) 
and soap (assumed to be 65 % sodium palmitate,  0.321 g, 1.15 mmol) in a solvent 
mixture of n-hexane (140 ml), deionised water (60 ml) and ethanol (80 ml) was heated 
to 70  °C for 4 hours. The organic layer was separated and washed with 3 × 30 ml 
portions of distilled water to remove sodium chloride. The dark organic layer was dried 
in vacuo to remove  n-hexane, yielding the iron palmitate complex as a brown, waxy 
solid.
2.2.2.2 Synthesis of iron oxide nanoparticles from iron palmitate
Iron palmitate (2 g, 2.4 mmol) and olive oil (0.59 ml, 1.2 mmol of oleic acid) were 
dissolved in 1-octadecene (15.8 g, 62.5 mmol) or shark liver oil (20 ml) and stirred 
thoroughly at room temperature. The reaction mixture was heated to 320 °C at a rate of 
3.3  °C min-1 under  nitrogen  and  held  at  320  °C` for  1  hour.  The  resulting  black 
dispersion was allowed to cool to room temperature before addition of ethanol (100 ml) 
to precipitate the particles. The dispersion was centrifuged at 600 × g for 10 minutes, 
giving solid  particle  precipitates.  If  the precipitate  was not solid,  excess  oleate-type 
species  were  removed  by washing  with  ethanol  (2  ×  80  ml).  The  supernatant  was 
discarded and the solid particle precipitates dispersed in the desired organic solvent (20 
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ml total).
2.2.3 Synthesis of other metal oxide nanoparticles
2.2.3.1 Cobalt oxide nanoparticles
Cobalt oxide nanoparticles were synthesised according to the procedure described by 
Park et al.[45] The synthesis involved the decomposition of cobalt(II) oleate, which was 
synthesised using the same procedure in  section  2.2.2.2,  replacing iron(III)  chloride 
hexahydrate with cobalt(II) chloride hexahydrate (6.35 g, 26.7 mmol). The quantity of 
sodium oleate was also reduced, as the desired product is cobalt(II) oleate (24.3 g, 80 
mmol). This process yielded a waxy purple solid. It is noteworthy that cobalt(II) oleate 
degrades in  air  unlike iron or nickel  variants,  so should be decomposed as  soon as 
synthesised.
Decomposition of cobalt(II) oleate followed the same procedure and conditions 
as the decomposition of iron(III) oleate, yielding a green dispersion of “bullet” shaped 
anisotropic cobalt oxide nanoparticles.
2.2.3.2 Nickel oxide nanoparticles
Nickel oxide nanoparticles were synthesised according to the procedure described by 
Park et al. [45] The synthesis involves the decomposition of nickel(II) oleate, which was 
synthesised using the same procedure in  section  2.2.2.2,  replacing iron(III)  chloride 
hexahydrate with nickel(II) chloride hexahydrate (6.34 g, 26.7 mmol). The quantity of 
sodium oleate was also reduced, as the desired product is nickel(II) oleate (24.3 g, 80 
mmol).This process yielded a bright green solid.
Decomposition of nickel(II) oleate followed the same procedure and conditions 
as the decomposition of iron(III) oleate, yielding a grey dispersion of spherical nickel 
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oxide nanoparticles.
2.2.3.3 Titanium dioxide nanoparticles
Titanium dioxide nanoparticles were synthesised according to a process developed by 
Cozzoli et al.[144] Briefly, oleic acid (39.3 ml, 123.9 mmol) was purged with nitrogen for 
1 hour at  room temperature in a closed 250 ml round bottomed flask.  Titanium(IV) 
isopropoxide (1.48 ml, 5 mmol) was added and stirred for 10 minutes, giving a yellow 
solution. A triethylamine (1.12 ml, 8 mmol) in ethylene glycol (4.49 ml, 80.6 mmol) 
solution was added, and the reaction vessel heated to 100 °C and stirred for 48 hours.
Ethanol  (2  ×  40  ml)  was  added  to  the  resultant  orange  solution,  which 
precipitated the white anatase titania particles. The particles were obtained as a solid 
pellet after centrifugation at 504 × g for 10 minutes and were then washed with portions 
of ethanol (3 × 40 ml) before re-dispersion in chloroform (30 ml).
2.2.3.4 Titanium dioxide nanoparticles (CHFS)
Hydrothermally synthesised anatase nanoparticles  were provided by Dr.  Christopher 
Tighe and Prof. Jawwad Darr (UCL) as an aqueous slurry.[145] The aqueous slurry was 
subsequently lyophilised and used as a white powder.
2.2.3.5 Titanium dioxide nanoparticles (CHFS) functionalisation
Anatase nanoparticles were heated to 80 °C in excess oleic acid (38.1 ml, 120 mmol), 
with a catalytic amount of triethylamine (1.12 ml, 8 mmol) for 24 hours.
Ethanol  (100  ml)  was  added  to  the  resultant  white  suspension,  which 
precipitated the anatase particles.  The particles  were obtained as a solid  pellet  after 
centrifugation at 504 × g for 10 minutes and were then washed with portions of ethanol 
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(2 × 80 ml) before re-dispersion in CHCl3 (30 ml).
2.2.4 Metal nanoparticles
2.2.4.1 Gold nanoparticles
Au  nanoparticles  were  synthesised  using  an  adapted  “Brüst-Schiffrin”  method, 
described by Palgrave and Parkin.[146] Briefly, a solution of gold(III) chloride trihydrate 
(0.146  g,  0.43  mmol)  in  deionised  water  (15  ml)  was  mixed  with  a  solution  of 
tetraoctylammonium bromide (1.04 g, 1.90 mmol) in toluene (40 ml) under vigorous 
stirring, forming a two phase system.
To  reduce  Au3+,  a  solution  of  sodium borohydride  (0.190  g,  5.02  mmol)  in 
deionised water (25 ml) was added dropwise over 30 minutes. During this time, the 
solution turned from orange to colourless to purple, indicating the formation of gold 
nanoparticles. The toluene layer was separated and washed with 2 × 50 ml portions of 1 
mol dm-3 sulphuric acid solution and deionised water (100 ml). The toluene layer was 
dried over sodium sulphate (~5 g) and diluted to 100 ml with toluene.
To increase  the  longevity of  colloidal  stability,  1-dodecanethiol  (20 ml,  8.34 
mmol) was added to tetraoctylammonium bromide functionalised gold nanoparticles in 
toluene  (100  ml)   were  heated  to  60  °C  for  24  hours.  The  nanoparticles  were 
precipitated with ethanol ((2 × 200 ml) and centrifuged at 504 × g for 10 minutes, and 
re-dispersed in toluene (50 ml).
2.2.4.2 Nickel nanoparticles
Nickel nanoparticles were prepared according to Carenco  et al.  with modifications.[66] 
Briefly, nickel(II) acetylacetonate (2.0 g, 7.8 mmol) was dissolved in ten equivalents of 
oleylamine (25.58 ml, 78 mmol). Trioctylphosphine (2.76 ml, 6.24 mmol) was added, 
and the mixture subjected to 3 vacuum/nitrogen flushes. The mixture was heated to 100 
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°C at a rate of 3.0  °C min-1. The mixture was subjected to 3 further vacuum/nitrogen 
flushes  whilst  the  temperature  was  maintained  at  100  °C for  30  minutes.  The 
temperature was then raised to 220 °C at a rate of 3.0 °C min-1 and maintained for two 
hours. The resulting black dispersion was allowed to cool to room temperature before 
addition  of  ethanol  (80  ml)  to  precipitate  the  particles.  The  Ni  particles  were  then 
centrifuged  at  504  ×  g for  10  minutes,   giving  solid  particle  precipitates.  The 
supernatant was discarded and the solid particle precipitates dispersed in chloroform (15 
ml total).
2.2.5 Quantum dots
Quantum  dots  were  synthesised  using  the  air-sensitive  hot-injection  synthesis,  the 
theory  of  which  is  discussed  in  section  1.4.  The  methods  described  herein  for  the 
synthesis  of  cadmium selenide  and  indium phosphide  involve  the  injection  of  cold 
selenium/phosphorus-surfactant  into a  hot  solution of  the respective metal-surfactant 
mixture.  This allows for an instantaneous and distinct nucleation and crystal  growth 
phases, and a monodisperse product.
2.2.5.1 CdSe quantum dots
CdSe quantum dot cores were synthesised using a modified procedure Cadmium oxide 
(0.0514g, 0.4 mmol),  hexadecylamine (1.928 g,  8 mmol),  1-dodecylphosphonic acid 
(0.2203 g, 0.88 mmol) and trioctylphosphine oxide (3.7114 g, 9.6 mmol) were subjected 
to 3 vacuum/nitrogen flushes before rapid heating (10 °C min-1) under nitrogen to 320 
°C. The temperature was maintained at 320 °C until the solution became colourless.
A  degassed  suspension  of  selenium  powder  (0.315  g,  4  mmol)  in 
trioctylphosphine (8 ml, 17.9 mmol) was injected into the mixture in order to initiate 
nucleation.  This  lowered the temperature to  270  °C,  which was maintained for  two 
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minutes to allow the crystals to grow (~ 4 nm diameter, emission wavelength λ = 590 
nm). The reaction flask was immediately cooled by placing in a water bath (~ 90 °C) 
then  cooled  to  room temperature.  Chloroform (10  ml)  was  injected,  and  the  CdSe 
quantum dots were precipitated with ethanol (2 × 40 ml) and centrifuged at 504 × g for 
10 minutes. The supernatant was then re-suspended in n-hexane (10 ml).
2.2.5.2 CdSe/ZnS core/shell quantum dots using diethyl  zinc
ZnS  shells  were  grown  around  CdSe  quantum  dot  cores  according  to  the  process 
developed by Roullier et al. [71] Briefly, a solution of diethylzinc (1.325 ml of a 1.0 mol 
dm-3 stock solution in hexanes), 1,1,1,3,3,3-hexamethyldisilathiane (360 μl, 1.71 mmol) 
and trioctylphosphine (10 ml, 22.4 mmol) were added to an oven-dried Schlenk flask in 
a  glovebox  due  to  the  pyrophoric  nature  of  diethylzinc  and  obnoxious  odour  of 
1,1,1,3,3,3-hexamethyldisilathiane.
Separately,  a  250  ml  three  necked  round  bottom  flask  was  charged  with 
trioctylphosphine oxide (3.71 g, 7.2 mmol) and hexadecylamine (1.93 g, 8 mmol). The 
flask was heated to 150 °C with stirring for 1 hour and held in vacuo. After cooling to 
70 °C, the core dispersion in n-hexane (described above) was injected and evacuated/re-
filled  with  nitrogen  3  times  before  heating  to  160  °C under  nitrogen.  The shelling 
solution  was  added  slowly  over  one  hour,  before  the  flask  was  cooled  to  room 
temperature. Chloroform (4 ml) was added, before precipitation of the quantum dots 
with ethanol (50 ml) and centrifugation ( 504  × g for 5 minutes). The quantum dots 
were dispersed in n-hexane (10 ml) and stored in the dark prior to use.
In order to tune wavelength emission, UV/vis spectroscopy can be used. If the 
desired wavelength of emission is reached before all of the shelling precursor is added, 
then the reaction can be rapidly quenched by immersing the flask  in cold water.
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2.2.5.3 CdSe/ZnS core/shell quantum dots using zinc(II) diethyldithiocarbamate
Core/shelling of CdSe cores using single source zinc(II)  diethyldithiocarbamate was 
completed using a procedure developed by Deflethsen and Døssing.[147]  Briefly, zinc(II) 
diethyldithiocarbamate  (0.507  g,  1.40  mmol)  was  subjected  to  3  vacuum/nitrogen 
flushes before injection of 1-octadecene (10 ml, 31.25 mmol), trioctylphosphine (3 ml, 
6.73 mmol) and oleylamine (3 ml, 9.12 mmol). The CdSe quantum dot dispersion in n-
hexane was injected, and the dispersion heated to 70 °C at a rate of 2.2 °C min-1 and n-
hexane removed in vacuo. The dispersion was then heated to 120 °C at a rate of 2.2 °C 
min-1 and maintained at that temperature for two hours. The reaction was allowed to 
cool to room temperature before addition of ethanol (60 ml) and the CdSe/ZnS quantum 
dots  isolated  by centrifugation  at  504  × g for  10  minutes.  The quantum dots  were 
washed  twice  with  ethanol  (2  ×  60  ml)  to  remove  any  unbound  surfactants  and 
unreacted diethyldithiocarbamates, and dispersed in n-hexane (15 ml).
2.2.5.4 CdSe modified shelling procedure with metal dithiocarbamate species
The modified procedure for the forming of composite quantum dot shells involved the 
addition  of  a  mixture  of  zinc(II)  diethyldithiocarbamate  and  metal  dithiocarbamate 
species according to the procedure above. Metal dithiocarbamate species were prepared 
through the salt metathesis reaction between sodium diethyldithiocarbamate trihydrate 
(2.65 g, 11.74 mmol)  and the corresponding metal chloride (i.e. copper(II) chloride, 1 
g, 5.87 mmol) in deionised water (40 ml).[148,149] The reaction was stirred for 2 hours, 
during  which  a  precipitate  of  black  copper(II)  diethyldithiocarbamate  formed.  The 
product was filtered under reduced pressure and washed with deionised water (3 × 30 
ml), before dissolution in dichloromethane (50 ml). The black solution was stirred with 
magnesium sulphate for 30 minutes, after which the mixture was filtered and the filtrate 
dried in vacuo. The product was then re-crystallised from chloroform.
Yield 1.84 g, 87%.  Anal. Calc. for C10H20N2S4Cu:  C, 33.36; H, 5.60; N, 7.78. 
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Found: C, 33.33; H, 5.58; N, 7.74.
2.2.5.5 InP quantum dots
Indium phosphide quantum dots were synthesised according to Xu  et al.[69] Briefly, a 
nitrogen-purged Schlenk flask was charged with stearic acid (28.5 mg, 0.1 mmol), zinc 
undecylenate  (86  mg,  0.2  mmol),  indium(III)  chloride  (22  mg,  0.1  mmol)  and 
hexadecylamine (48 g,  0.2 mmol).  1-octadecene (2 ml) was added, and the mixture 
vacuum/back filled with nitrogen 3 times before heating to 270 °C. On reaching 270 °C, 
a  solution of  tris(trimethylsilyl)phosphine (1 ml,  0.1M) in 1-octadecene was rapidly 
injected, and the solution heated at 240 °C for 20 minutes to allow the quantum dots to 
grow. The flask was then placed in water to cool to room temperature, before addition of 
toluene (4 ml). InP quantum dots were precipitated with ethanol (~ 80 ml) and isolated 
by centrifugation (5 minutes at 3000 × g).  The quantum dots were washed twice with 
ethanol (2 × 60 ml) to remove any unbound surfactants, and dispersed in n-hexane (10 
ml).
2.2.5.6 InP/ZnS quantum dots
A  shell  of  ZnS  was  synthesised  by  the  thermal  decomposition  of  zinc(II) 
diethyldithiocarbamate  according to a modified procedure by Xu et al.[150] Briefly, the 
three-necked flask containing the InP cores synthesised in 2.2.5.5 was charged with 
zinc(II) diethyldithiocarbamate (72 mg, 0.2 mmol), zinc undecylenate (180 mg - amount 
used in 2.2.5.5). The mixture was subjected to 3 vacuum/nitrogen flushes before heating 
at 180 °C for 10 minutes, then annealed at 240 °C for 20 minutes.  The reaction was 
cooled to room temperature before addition of ethanol (60 ml) and the InP/ZnS quantum 
dots isolated by centrifugation at 3000 × g. The quantum dots were washed twice with 
ethanol  (2  ×  60  ml)  to  remove  any  unbound  surfactants  and  unreacted 
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diethyldithiocarbamates, and dispersed in n-hexane (10 ml).
2.2.5.7 InP modified shelling procedure with metal dithiocarbamate species
The modified procedure for the forming of composite quantum dot shells involved the 
addition of a mixture of zinc(II)  diethyldithiocarbamate and a metal dithiocarbamate 
according to the procedure above.
2.2.6 Miscellaneous nanoparticle processes
2.2.6.1 Amphiphilic polymer nanoparticle coating and hyperthermia testing
Nanoparticle  amphiphilic  polymer  coating  was  carried  out  according  to  a  protocol 
developed by Lees et al.[151] Although described here solely for the phase transfer of iron 
oxide  nanoparticles  from hexane  to  water,  this  process  is  applicable  for  the  phase 
transfer/functionalisation of any hydrophobically ligated nanoparticles
Briefly, iron oxide nanoparticles in hexane (5 ml) were precipitated with ethanol 
(~100 ml),  centrifuged  and  the  solid  residue  re-dispersed  in  chloroform  (10  ml). 
Poly(maleic anhydride-alt-1-octadecene) (10 mg) was dissolved in chloroform (10 ml) 
and added under vigorous stirring to the nanoparticle dispersion and left to stir for 1 
hour. The chloroform was removed slowly in vacuo (750 mbar, 25 °C water bath) and 
then subsequently placed under a ~10-2 mbar vacuum for 24 hours. 20 ml of a 0.1 mol 
dm-3 solution of  tetramethyl  ammonium hydroxide was added,  and left  overnight  to 
react. Once the nanoparticles were fully dispersed, the dispersion was acidified to pH 8 
with acetic acid before concentration with centrifuge filters (Centriprep YM-10, 10 kDa 
MW cutoff for 3 × 20 minute cycles at 3000 × g).
Aqueous  dispersions  of  amphiphilic  polymer  coated  nanoparticles 
(concentration 1 mg/ml) were exposed to an alternating magnetic field of strength 6.6 
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kA/m and frequency 945 kHz in a water-cooled 6-turn coil 36 mm in length with an 
internal  diameter  of  18  mm.  Temperature  readings  were  recorded  using  fibre-optic 
thermocouples.
2.2.6.2 Functionalisation of gold nanoparticles with silica
Silica coating of gold nanoparticles utilised adapted procedures described by Darbandi 
et  al.[152] and hydrophobised according to Pastoriza-Santos  et  al.[153] Briefly,  Igepal® 
CO-520 (26 ml) and the gold nanoparticles in toluene (described above, 16 ml) were 
added to cyclohexane (400 ml) under vigorous stirring. Tetraethylorthosilicate (0.24 ml, 
1.07 mmol) and (3-mercaptopropyl) trimethoxysilane (0.24 ml, 1.29 mmol) were added 
and the solution stirred for 30 minutes. Ammonia solution (16 μl, 33 wt% in water) was 
quickly added and the dispersion stirred for 24 hours to allow silane polymerisation to 
be completed.
The microemulsion system was broken by addition of acetone (~ 200 ml) and 
centrifuged at 504 × g for 10 minutes. The precipitated gold/silica particles were washed 
with butanol (~50 ml), 2-propanol (~50 ml), ethanol (~50 ml) and methanol (~50 ml) in 
that order. The resulting particles were dispersed with sonication in ethanol.
The  particles  were  hydrophobised  using  trimethoxy(octadecyl)  silane  (2.4  % 
solution in 3 ml chloroform). Gold/silica particles in ethanol (15 ml) were mixed with 
ammonia  solution  (300  μl,  33  wt  %  in  water)  and  added  dropwise  to  the 
trimethoxy(octadecyl)  silane  solution  under  vigorous  stirring.  After  24  hours,  the 
hydrophobic particles were centrifuged at 504 × g for 10 minutes, washed with ethanol 
(15 ml) and dispersed in chloroform (15 ml).
2.2.7 Catalytic processes
2.2.7.1 Photodegredation of Resazurin dye
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Poly(dimethylsiloxane) (PDMS)-titania nanoparticle composites were evaluated for 
photocatalytic activity through the photo-induced decomposition of Resazurin ® dye. 
[154] Briefly, glycerol (0.3 g, 3.26 mmol), hydroxyethyl cellulose (0.045 g, 0.0005 mmol) 
and Resazurin ® dye (4 mg) were added to a 1:1 v/v solution of water and methanol 
(ml) with 3g of this solution applied to two square inches of the surfaces under scrutiny, 
including a float glass control. UV irradiation (λ = 365 nm, 3.40 eV) was applied, and 
the dye degradation monitored via UV-vis spectroscopy.
2.2.7.2 Reaction of nickel nanoparticles with ammonia-borane complex
Ammonia-borane  (H3N:→BH3)  is  a  promising  hydrogen  storage  material  due  to  its 
ability to liberate 3 equivalents of hydrogen for every equivalent of ammonia-borane 
(section 3.7). The catalytic activity of nickel nanoparticle containing superhydrophobic 
surfaces using the protocol developed by Li et al.[155] Briefly, ammonia-borane complex 
(0.1 g, 3.24 mmol) was dissolved in deionised water in a Schlenk flask fitted with a 
hose for hydrogen collection under water. One square inch of glass was cut and placed 
in the solution, and the hose placed under a glass measuring 100 ml measuring cylinder 
to collect evolved hydrogen. Finally, the Schlenk flask was sealed with a stopper with 
high vacuum grease.
2.2.7.3 Catalytic testing of CdSe/ZnS-CuS quantum dots
The  catalytic  activity  of  CdSe/ZnS-CuS quantum dots  was  tested  using  the  “click” 
reaction between benzyl azide and phenyl acetylene. To a suspension of quantum dots 
(3.33 mg, 5 wt %) in n-hexane (1ml) phenyl acetylene (109.8 μL, 1 mmol) was added 
with stirring. Benzyl azide (62.5 μL, 66.5 mg, 0.5 mmol) was then added to the solution 
and the mixture irradiated for a set time. Upon completion CDCl3 (2 ml) was added and 
the sample yield ascertained by 1H NMR immediately.
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2.2.8 Aerosol assisted chemical vapour deposition
Aerosol assisted chemical vapour deposition (AACVD) of superhydrophobic surfaces 
was undertaken according to Crick  et al.[156,157] AACVD of superhydrophobic surfaces 
and nanoparticle incorporation is discussed in detail in chapter 3, section 3.1. The two 
components  of  Sylgard-184  ® Silicone  Elastomer  (0.70  g)  were  dissolved  in  an 
arbitrary volume of chloroform (40 ml) with rapid stirring. The chloroform dispersed 
nanoparticles (all of the above in separate experiments) were added to the solution and 
the total volume of precursor was made up to 70 ml. To prevent premature curing the 
mixture  was  used  immediately  after  stirring  for  deposition  studies.  Nanoparticle 
dispersions  in  chloroform  were  added  at  this  stage,  with  a  portion  of  chloroform 
replaced with a nanoparticle suspension (~ 0.1 g in 10 ml of chloroform).
Depositions were carried out in a cold-walled horizontal bed chemical vapour 
deposition (CVD) reactor. The reactor contained top and bottom plates, both comprised 
of SiO2 coated barrier glass (dimensions: 145 x 45 x 5 mm; barrier thickness 50 nm) 
supplied by Pilkington NSG. A carbon block on which the bottom plate was placed 
heated the CVD reactor. The top plate was positioned 8 mm above and parallel to the 
bottom plate, the complete assembly was enclosed within a quartz tube. The aerosol of 
the  precursor  solution  was  generated  using  a  PIFCOHEALTH ultrasonic  humidifier 
with an operating frequency of 40 kHz and 25 W of power. The aerosol generated was 
moved to the reactor using a nitrogen gas flow via PTFE (polytetrafluoroethylene) and 
glass tubing, where it entered between the top and bottom plates. The reactor waste gas 
left via an exhaust. Nitrogen flow carried the vapour from the flask until all liquid was 
gone, which took typically 45 minutes per deposition.
The  heated  carbon  block  was  then  turned  off  and  allowed  to  cool  to  room 
temperature, the nitrogen flow was left on for a further 10 minutes. The cooled plates 
were removed and handled in air. The deposition of the films occurred to the top plate. 
The  reactor  temperature  was  maintained  at  390  °C  throughout  the  deposition,  as 
measured by a thermocouple in the carbon heater block.
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2.3 Materials
In this section, chemicals are listed by chapter and their purities and manufacturer are 
recorded.
2.3.1 Solvents
All solvents were used as received, unless stated otherwise, and are listed in the 
following table:
Solvent Manufacturer Purity
Acetone VWR Ltd. Min. 99 %
Benzyl ether Sigma Aldrich Ltd. 98 %
1-Butanol Fisher Scientific Ltd. 99.9 %
Chloroform Sigma Aldrich Ltd. HPLC grade, ≥ 99.8 %
Cyclohexane Sigma Aldrich Ltd. ACS reagent, ≥ 99 %
Dichloromethane Sigma Aldrich Ltd. ACS reagent, ≥ 99.5 %
Ethanol Fisher Scientific Ltd. ≥ 97 %
Ethylene glycol Sigma Aldrich Ltd. ≥ 99 %, Reagent +
n-hexane Sigma Aldrich Ltd. Laboratory reagent, ≥ 95 %
Methanol Fisher Scientific Ltd. ≥ 99.5 %
1-Octadecene Sigma Aldrich Ltd. Technical grade, 90%
Phenyl ether Sigma Aldrich Ltd. ≥ 99 %
2-Propanol Fisher Scientific Ltd. ≥ 99.5 %
Toluene Sigma Aldrich Ltd. ACS Reagent, ≥ 99.5 %
Water (distilled) ELGA DV25 Purelab option 15.0 Ω M cm.
Table 2.1: Common laboratory solvents used.
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2.3.2 Chapter 3 materials
Chemical Manufacturer Purity
Sylgard-184® Silicone 
Elastomer
Univar Speciality 
Consumables
-
Gold(III) chloride hydrate Alfa Aesar 49.96 % Au
Triethylamine Alfa Aesar 99 %
Iron(III) chloride hexahydrate VWR International Ltd. 98 %
Oleic acid Sigma Aldrich Ltd. Technical grade, 90%
Oleylamine Sigma Aldrich Ltd. Technical grade, ≤ 70%
Sodium oleate Sigma Aldrich Ltd. ≤ 82% fatty acid content
Trioctylphosphine Sigma Aldrich Ltd. Technical grade, 90%
Trioctylammonium bromide Sigma Aldrich Ltd. 98 %
Titanium(IV) isopropoxide Sigma Aldrich Ltd. 97 %
Cobalt(II) chloride 
hexahydrate
Sigma Aldrich Ltd. Reagent grade
Nickel(II) acetylacetonate Sigma Aldrich Ltd. 95 %
Igepal ® CO-520 (average Mn 
= 441)
Sigma Aldrich Ltd. -
Tetraethyl orthosilicate Sigma Aldrich Ltd. ≥ 99.0 %
Trimethoxy-(octadecyl)silane Sigma Aldrich Ltd. Technical grade, 90%
(3-Mercaptopropyl)
trimethoxysilane
Sigma Aldrich Ltd. 95 %
2-Hydroxyethyl cellulose Sigma Aldrich Ltd. Average Mw ~ 90,000
Glycerol Sigma Aldrich Ltd. 99.5 %
Resazurin ® dye Sigma Aldrich Ltd. 92 %
Sodium borohydride Sigma Aldrich Ltd. ≥ 96 %
Table 2.2: Reagents used in chapter 3.
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2.3.3 Chapter 4 materials
Chemical Manufacturer Purity
Cadmium(II) oxide Alfa Aesar 98.9 %
Copper(II) chloride Sigma Aldrich Ltd. 99.995 %, trace metal basis
1-Dodecylphosphonic acid Alfa Aesar 95 %
Hexadecylamine Alfa Aesar Technical grade, 90%
Oleylamine Sigma Aldrich Ltd. Technical grade, ≤ 70%
Selenium powder, 200 mesh Acros 99.5+ %
Sodium 
diethyldithiocarbamate 
trihydrate
Sigma Aldrich Ltd. ≥ 99.995 %, trace metal 
basis
Stearic acid Sigma Aldrich Ltd. Reagent grade, 95 %
Trioctylphosphine Sigma Aldrich Ltd. Technical grade, 90%
Trioctylphosphine oxide Sigma Aldrich Ltd. Technical grade, 90%
Tris(trimethylsilyl)phosphine Sigma Aldrich Ltd. 95 %
Indium(III) chloride Sigma Aldrich Ltd. 98 %
Zinc(II) 
diethyldithiocarbamate
Sigma Aldrich Ltd. 97 %
Zinc undecylenate Sigma Aldrich Ltd. 98 %
Table 2.3: Reagents used in chapter 4.
In the preparation of the trioctylphosphine-Se stock solution, 1-octadecene was dried 
over sodium and subjected to 3 freeze-pump-thaw cycles before use.
75
Chapter 3: Superhydrophobic polymer-nanoparticle composites by aerosol assisted
chemical vapour deposition
Chapter 3: Superhydrophobic 
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chemical vapour deposition
Preface
For  a  surface  to  be  superhydrophobic,  the  water  contact  angle  must  exceed  150°, 
otherwise it is defined as hydrophobic (150° < x < 90°) or hydrophilic (90° < x < 0°). 
Superhydrophobic surfaces have a plethora of uses in many industrial  and everyday 
applications, from clothing to self-cleaning windows,[158–160] with the eventual goal being 
multi-functional surfaces.
The use of nanoparticles to do this is a very viable method with a great deal of 
literature  precedent.  However,  retention  of  superhydrophobicity  and  nanoscopic 
properties  has  proven difficult,  in  part  due to  photocatalytically active nanoparticles 
destroying  the  superhydrophobic  matrix  in  which  the  nanoparticles  are  housed. 
Nanoparticle surface contact is also challenging, as the matrix often encapsulates the 
nanoparticles completely. 
In  this  chapter,  developments  in  superhydrophobic  polymer  and 
superhydrophobic polymer-nanoparticle composite surfaces are reviewed. Subsequent 
experimental work paved the way for a general method for the synthesis of a novel class 
of  superhydrophobic  polymer  thin  films  with  embedded  nanoparticles,  which  is 
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presented  here.  These  materials  combine  the  superhydrophobic  nature  of  silicone 
polymer matrices and the properties of the nanoparticles for photocatalysis, magnetic 
applications, or high surface area catalysis. The films themselves are deposited using a 
one-pot  aerosol  assisted  chemical  vapour  deposition  process,  and  are  characterised 
using electron microscopy, energy dispersive X-ray spectroscopy, water contact angle 
and  bouncing  measurements  and  EELS  elemental  mapping.  We  show  that  these 
materials  demonstrate  multifunctional  behaviour  through  magnetic,  catalytic  and 
superhydrophobic measurements. The synthesis of the first magnetic/ superhydrophobic 
composite is also presented.
Figure 3.1:  Scheme illustrating the preparation of superhydrophobic polymer-nanoparticle composites.
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3.1 Superhydrophobic surfaces- An introduction
Superhydrophobic surfaces have received a great deal of interest in the literature for 
their numerous industrial and commercial applications. Most take their inspiration from 
nature,  with  the  “Lotus  effect”   being  the  most  well  known  example.[161] The 
superhydrophobicity of lotus leaves stems from the rough, waxy cuticle layer on top of 
the leaf. Other natural examples in nature include the wings of certain insects, fruit and 
lizards.[160,162] All  of  these  examples  require  extreme  water  repellency  to  prevent 
bacterial  or  fungal  adhesion,  as  the  contact  area  with  the  surface  is  dramatically 
reduced. Bacteria or fungal spores may also be washed off by water droplets running 
over the surface, a very important process for plants and one which has been mimicked 
in superhydrophobic anti-bacterial surfaces.[163,164]
The definition of superhydrophobicity is determined by the water contact angle, 
which is the angle between the plane of a surface and the tangent made by the water 
droplet at the solid-liquid-air interface, figure 3.2. For a surface to be superhydrophobic, 
the water contact angle must exceed 150°, otherwise it is defined as hydrophobic (150° 
< x < 90°) or hydrophilic (90° < x < 0°).
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Figure 3.2:  A) The Cassie-Baxter  model  of  surface wetting details  a  highly rough,  microstructured  
surface with air trapped beneath the water droplet, B) The Wenzel model shows no air underneath the 
droplet, but the water contact angle is exacerbated by the surface roughness versus the interfacial tension  
of  the  surface  and  the  droplet,  C)  An  SEM  micrograph  of  a  rough,  superhydrophobic 
poly(dimethylsiloxane) (PDMS) surface on a glass substrate and D) A sessile water droplet on the surface  
in C).
Superhydrophobicity  can  be  modelled  using  two  methods:  the  Wenzel[165] and  the 
Cassie-Baxter.[166] The Wenzel model makes use of the interfacial tension between the 
water  droplet  and  the  solid  surface,  and  applies  when  a  surface  is  micro-  or 
nanostructured, and the water droplet is in intimate contact with the surface with no 
trapped air underneath. The contact angle the water droplet makes with the surface is 
dependent  on  the  roughness  ratio  of  the  surface  “r”,  and  so  the  contact  angle  is 
exacerbated with increasing surface roughness (equation 9):
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Equation 9
Where “θW” is the contact angle due to the Wenzel effect, and “θ” the predicted contact 
angle. Increased microstructuring of the surface exacerbates the contact angle whether it 
is  above  or  below  90°,  so  hydrophilic  surfaces  become  more  hydrophilic  and 
hydrophobic surfaces become more hydrophobic.
The  Cassie-Baxter  model  is  also  a  consequence  of  micro/nanostructuring 
whereby air is trapped under the water droplet. This means that friction is drastically 
reduced, so water can easily “roll off” the surface. This state is reached when the surface 
roughness is such that the droplet  is suspended from just the rough “spikes” on the 
surface. The equation for the Cassie-Baxter state is given below:
Equation 10
Where “θD” is the contact angle due to the Cassie-Baxter effect, “f1” and “f2” are the 
interfacial energies, “ED” is the total energy associated with the Cassie-Baxter model, 
“γLA” is the liquid-air interfacial energy and “θE” is the static contact angle for the solid-
liquid interface. It is noteworthy that this equation reduces to the Wenzel model when 
“f2” = 0. The Cassie-Baxter equation accounts for the contact the water droplet has at 
the solid-liquid interface as well as the air-solid interface. The Cassie-Baxter model can 
be simplified to assume that the solid-liquid interface is flat, as in figure 3.2, A).[167] 
Equation 11
Where “φ” is the fraction of the solid which is in contact with the liquid. The Cassie-
Baxter state will revert to the Wenzel state when “cos θ > (φ – 1)/ (r -  φ)”, when the 
contact area of the water droplet is large.
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3.1.1 Superhydrophobic surface synthesis with polymers: a review
As previously stated, superhydrophobic surfaces have many potential uses, including: 
antimicrobial surfaces,[163,168,169] self-cleaning surfaces,[164,170,171] anti-icing coatings,[172,173] 
waterproofing,[174,175]  oil-water separation devices,[176–178] anti-corrosive coatings,[179,180] 
microfluidics[181] and anti-reflective coatings.[162,182] These properties are achieved using 
a variety of techniques and materials, too numerous for the scope of this thesis. The 
work  presented  concerns  the  methods  and  use  of  polymers  for  superhydrophobic 
surfaces and nanoparticle incorporation therein.
The main requirement for a superhydrophobic polymeric surface that obeys the 
Cassie-Baxter model of surface wetting is high surface roughness. The main way this is 
achieved on a flat substrate is through templating- i.e. the formation of a nano or micro 
template which imparts high levels of roughness to the surface for the polymer to coat.
The most successful and widely used methods for the formation of polymeric 
superhydrophobic  surfaces  use methods such as  dip-coating,  spin-coating  and drop-
casting.  These  methods  are  easy to  apply,  and  require  solution  based  polymers  for 
completion.
Dip-coating is effective for chemical reactions or polymerisations at substrate 
surfaces due to the prolonged contact time with the substrate. It is also effective for 
completely  coating  the  substrate,  and  dependent  on  the  total  immersion  time,  the 
thickness of films can be tuned easily.  For example,  polymers such as silicones are 
dissolved in  a  volatile  solvent  and a  suitably prepared substrate  is  immersed in  the 
solution.  The  silicone  polymer  then  hydrogen  bonds  with  hydroxyl  groups  on  the 
surface  of  a  substrate  (i.e. glass),  before  undergoing  a  condensation  when  heat  is 
applied.  Surface  functionalisation  with  hydrophobic  molecules  (such  as  fluoroalkyl 
molecules) can then be added via silane condensation (Figure 3.3). 
Polymerisation of alkoxysilanes can also give superhydrophobic surfaces, as can 
the addition of acrylate monomers.[183,184] Silica based surfaces have received a great 
deal of attention in the literature for the formation of hydrophobic surfaces due to their 
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non-toxic nature, facile functionalisation and ease of polymerisation of alkoxysilanes. 
Superhydrophobic silica surfaces range from simple systems such as silica nanoparticles 
dispersed in a matrix, to multi-layer systems composing organic and inorganic phases.
[185] Optically transparent superhydrophobic silica films were prepared by Shang  et al. 
which  compared  differing  ratios  of  tetraethylorthosilicate  (TEOS)  and 
methacryloxypropyltrimethoxysilane, TEOS and methyltriethoxysilane and TEOS with 
base  catalysis  to  form  silica  films  upon  dip  coating.  The  silica  films  were  then 
functionalised  with  chlorotrimethylsilane  and  tridecafluoro-1,1,2,2-
tetrahydrooctyldimethylchlorosilane  to  impart  superhydrophobicity.[186] Rough 
superhydrophobic  transparent  films  were  similarly prepared  by Mahadik  et  al.  with 
varying  dip  coating  times.  The  authors  found  that  superhydrophobicity  increased 
linearly with increasing immersion time, with contact angles of 172° reported.[187]
Superhydrophobic silica has also been used to coat fabrics and fibres.[175,183,185,188] 
One  of  the  most  successful  examples  uses  positively  charged  3-aminopropyl 
triethoxysilane anchoring points on the surface of the fibres which attracts negatively 
charged silica nanoparticles to create the surface.[189] By dip-coating a fabric substrate 
into  a  solution  of  poly(dimethyl  siloxane)  PDMS  monomers  (figure  3.3),  a 
superhydrophobic,   oil-water  separation  device  was  prepared  with  reported  water 
contact  angles  of  150°.[159] Use  of  fluorinated  hydrophobic  monomers  with  siloxane 
head groups is also a viable route to superhydrophobic fabrics.[190]
Superhydrophobic  poly(ethylene)  surfaces  have  been  prepared  by 
polymerisation on the surface of a silica substrate with an embedded catalyst by dip 
coating, with the thickness of the film controlled by the immersion time. Using this 
method,  Han  et  al. produced  films  with  water  contact  angles  of  165°,  using  two 
different catalytic systems.[191]
Dip-coating  with  poly(electrolyte)  polymer  solutions  has  led  to 
superhydrophobic films formed by layer-by-layer assembly. A substrate is dipped into 
two  solutions  alternately;  one  a  positively  charged,  cationic  polymer  (e.g. 
poly(ethyleneimine))  and a negatively charged, anionic polymer (poly(acrylic acid)). 
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Liu  et  al. utilised  this  method  to  incorporate  nanoparticulate  silver  into  a 
superhydrophobic  surface  for  a  marine,  anti-biofouling  coating.[191] Layer-by-layer 
assembly has  been used  in  conjunction with silica  nanoparticles  to  increase surface 
roughness.[192] Han et al. used polyethyleneimine with poly(acrylic acid) coated zirconia 
nanoparticles  to  form  the  rough  surface,  with  contact  angles  of  170°  reported.[193] 
Superhydrophobic polymer surfaces such as poly(diallyldimethyl-ammonium chloride)-
sodium silicate/ poly(acrylic acid) can also be transparent, leading to water repellent 
coatings  for  windows.[182] Other  systems  including  poly(vinylpyrrolidone)  (PVP)/ 
poly(methacrylic  acid) and poly(ethyleneimine)/  poly(2-vinyl-4,4-dimethylazalactone) 
gave contact angles of 155.6° and 155° respectively.[194,195]
Figure 3.3: Top): Reaction scheme of tetraethylorthosilicate (TEOS) with water. The reaction proceeds 
via hydrolysis  and  a  subsequent  condensation.  Bottom),  clockwise  from  top  left):  poly(methyl 
methacrylate)  (PMMA),  poly(tetrafluoroethylene)  (PTFE),  poly(alkyl  pyrrolidone)  and 
poly(dimethylsiloxane) (PDMS).
Spin-coating uses a spinning disc controlled by an electric motor on which the substrate 
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is placed. The polymer solution is then pipetted onto the spinning substrate, giving even 
surface coverage.
A notable example which uses spin coating and combines superhydrophobicity 
with photocatalytic activity was demonstrated by Wang  et al.[196] The authors describe 
the  synthesis  of  a  copper(II)  iodide  -  poly(aniline)  polymer.  The  superhydrophobic 
surface was prepared on glass by spin-coating an ethanol suspension of the monomer 
onto a glass substrate. Due to the electron transfer between π and π* orbitals of the 
poly(aniline), electrons are able to transfer from the π* orbitals of the poly(aniline) to 
the conduction band of the copper(II) iodide, and the transfer of electron holes to the π 
orbitals of the poly(aniline). This allows for the generation of hydroxyl radicals for the 
photodegradation of Rhodamine B. The authors report a pre-irradiation water contact 
angle of 160.3°, which is tunable depending on the ratio of poly(aniline) to copper(II) 
iodide.
Poly(methyl methacrylate) (PMMA, figure 3.3) have seen widespread use for 
superhydrophobic  surfaces,  although  intrinsically  hydrophilic.   Bernagozzi  et  al.[197] 
used poly(styrene) beads to template a PMMA superhydrophobic surface through drop-
casting.  Drop-casting  involves  dropping a  solution  of  polymer  onto  a  substrate  and 
allowing the solvent to evaporate, whether that be in air, under elevated temperatures or 
in vacuo. Using this templating method, the authors reported maximum water contact 
angles of ~170°. Cyclohexane is used to dissolve the poly(styrene) template, leaving 
roughened PMMA due to its insolubility. Superhydrophobic PMMA surfaces have been 
achieved  using  spin  coating,[198] in  combination  with  poly(urethane)  and fluorinated 
poly(urethane),[184] in  conjunction  with  roughened  silica  (SiO2),[174,199] and  by  cast- 
moulding with other materials such as silver or alumina.[200–202]
Polymers such as poly(tetrafluoroethylene) (PTFE) can be moulded or formed 
into  nano  or  microparticles  to  form  rough,  superhydrophobic  surfaces,  also  via 
templating.  Spray coating is  an effective method for preparing PTFE surfaces,  with 
electrospraying (substrate  attached to a  power source)  of Teflon ® PTFE-30 [203] and 
conventional spraying (creating a poly(phenylene sulphide)/PTFE hybrid on a magnetic 
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steel-composite  surface (maximum contact  angle 164°) for drag reduction in  liquid-
floated rotor micro-gyroscopes) widely used.[204]
PTFE surfaces have also been successfully prepared using etching processes, 
notably argon-plasma etching. This involves using ions to etch down into the surface, 
dramatically increasing surface roughness.  The etching depth using this  approach is 
tunable, so roughness can be limited to a few nanometres without altering the properties 
of the bulk material.[205] Indeed, plasma etching has seen success in the synthesis of 
poly(ethylene)  surfaces.[206] Argon-oxygen  etching  has  been  used  to  synthesise 
superhydrophobic PTFE surfaces extensively, with high water contact angles reported.
[207–209]
Poly(alkylpyrrole)  (figure  3.3)  has  a  high  tendency to  form fractal  surfaces, 
which have a high roughness factor upon polymerisation on the substrate. Other systems 
which  react  in  this  way  include  waxy  alkyl-ketene  dimers[210] and  co-polymers  of 
sodium  p-toluene  sulphate.[211,212] Poly(alkylpyrrole)  is  deposited  by  the 
electrodeposition of alkylpyrrole (where the alkyl group is a long-chain hydrocarbon), 
and  polymerisation  occurs  on  the  surface  of  the  substrate.  Yan  et  al. demonstrated 
superhydrophobic surfaces composed of poly(alkylpyrrole) in combination with sodium 
p-toluene sulphate yields highly spiked surfaces with contact angles greater than 150°.
[211] Superhydrophobic poly(1-n-octadecylpyrrole) films have also been synthesised via 
electrodeposition.[213] Fluorinated  derivatives  have  also  been  demonstrated,  with 
increased  effectiveness  in  hydrophobicity,  as  well  as  additional  properties  such  as 
resistance to acid/alkali corrosion.[214]
There have been few examples of comparative studies of different polymers for 
the  synthesis  of  superhydrophobic  surfaces,  but  one  such  study  compared  the 
effectiveness  of  poly(styrene),  PMMA,  poly(urethane  urea),  EPOXY  resin, 
poly(carbonate) and a poly(dimethylsiloxane-urea) copolymer. Samples were prepared 
by spin coating a polymer film directly onto the substrate, followed by two silica layers,  
then a final polymer/silica hybrid layer. The first and final polymer layers contained the 
aforementioned polymers in nanoparticulate form, which formed the microstructure of 
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the surface.  Contact angles with the three layer  system are summarised in table 3.1 
below:
Polymer Polymer Static water contact angle (°, 3 
layers)
Poly(styrene) 173.7 ± 0.5
Poly(methylmethacrylate) 172.9 ± 1.2
Poly(urethaneurea) 170.8 ± 1.7
Poly(carbonate) 164.6 ± 1.9
Poly(dimethylsiloxane-urea) 172.6 ± 1.2
Epoxy resin 174.8 ± 0.7
Table 3.1: Summary of the water contact angles obtained for the polymer films described by Yilgor et al.
[184] The synthesis involves the templating of the polymer on the substrate, then the sequential layering of 
silica then a parent polymer/silica final layer.
Chemical vapour deposition (CVD) is a chemical process which involves the exposure 
of a [usually heated] substrate to a volatile mixture of precursors which then react or 
decompose, forming a film on the substrate. Many inorganic materials may require a 
further annealing step in order to aid crystallisation. A detailed description of the CVD 
process is given in section 2.1.4.2.
Aerosol-assisted chemical vapour deposition (AACVD) requires the formation 
of an aerosol composed of a solvent and precursors. The aerosol is then carried over to 
the heated reaction chamber  via a carrier gas, where the precursors react/decompose 
onto a heated substrate,  forming a film. CVD methods for the synthesis of surfaces 
usually yields flat films due to the way in which the reactants are uniformly physisorbed 
onto  the  surface,  and  as  such  rough  surfaces  often  prove  elusive.  To  counter  this, 
precursors  which  have  a  tendency  to  form  rough  surfaces,  such  as  nanoparticle 
dispersions or monomers for rough, polymeric films are utilised.[157] Superhydrophobic 
films by CVD is an area of great interest simply due to the need for large surfaces to be 
coated in superhydrophobic material, and CVD is a viable industrial route thereof.
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PTFE  has  been  used  successfully  for  superhydrophobic  surfaces  by  CVD, 
primarily with a post-deposition treatment as CVD films of PTFE tend to be very flat. 
Nevertheless, PTFE has a very low surface energy with respect to water, with water 
contact  angles  of  approximately  100° reported  on  flat  substrates.[203,209,215] Post-
deposition treatments can raise the water contact angle to < 160°, such as the use of 
sandpaper to mechanically abrade a PTFE surface.[216]  PTFE surfaces have also been 
roughened using plasmas, amongst other techniques described earlier.[209]
Hot  filament  chemical  vapour  deposition  (HFCVD)  uses  a  hot  filament  to 
decompose a stream of reagents before deposition on a lower temperature substrate. 
HFCVD was  used  by Thieme  et  al. to  deposit  PTFE onto  alumina  substrates,  and 
compared this with the deposition of 1,3,5-trivinyltrimethylcyclotrisiloxane with di-tert-
butyl peroxide as an initiator.[200] The resultant polymer surfaces (PTFE and fluorine 
free-poly(siloxane))  exhibited  water  contact  angles  of  151° and  153° respectively. 
HFCVD  has  also  been  used  in  conjunction  with  a  tungsten  catalyst  to  form 
superhydrophobic  PTFE  surfaces  from  the  decomposition  of  hexafluoropropylene 
oxide, giving contact angles greater than 160°.[217]
Fluorocarbon  surfaces  have  also  been  prepared  by  the  pyrolysis  of 
hexafluoropropylene oxide on silicon substrates at low temperatures (200-300 °C).[218] 
The  authors  also  propose  a  mechanism for  the  formation  of  the  poly(fluorocarbon) 
surface by way of formation and subsequent polymerisation of difluorocarbene. Water 
contact angles increased with temperature, with angles as high as 172.7 ° reported for 
the film deposited at 300 °C.
Crick and Parkin prepared superhydrophobic (PDMS) films by the deposition of 
PDMS monomers from commercially available Sylgard -184®. The PDMS monomers 
have a platinum based curing mechanism, which is activated at higher temperatures, 
hence the 300-360 °C used for the deposition. It is notable that depositions occurred on 
the top-plate of the reactor, due to thermophoretic effects, as PDMS particles migrate 
away from the heat source. The contact angle increases from 95° for a flat, dip-coated 
PDMS surface to 167° for the rough, AACVD-high temperature cured surface.[156] Crick 
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and Parkin also produced a model for the definition of superhydrophobic surfaces based 
on water bouncing.[219] The authors also investigated the effect of the surface tension of 
the water on the number of bounces using solutions of sodium dodecyl sulphate and 
lanthanum(III) chloride.[220]
Thermally  activated  deposition  encompasses  CVD  techniques  which  are 
activated by temperature, including atmospheric (APCVD) and reduced pressure CVD. 
Examples  of  APCVD  processes  are  relatively  limited  in  the  literature,  but  some 
examples  using  polymers  such  as  PTFE  and  inorganic  films  have  been  recorded. 
APCVD  has  been  used  to  deposit  tungsten  diselenide  thin  films  from  tungsten 
hexachloride  and diethyl  selenide,  creating  hydrophobic surfaces  with water  contact 
angles  of  135-145°.  The  surface  structures  (tungsten  selenide  needles)  were  not 
conducive for the Cassie-Baxter model, moreover promoting a Wenzel type interaction, 
thus the observed high droplet-surface adherence.[221] Oddly, morphologies obtained by 
other  transition  metal-diselenide  systems  have  proven  ineffective  in  producing 
superhydrophobic  surfaces.[222–224] Stallard  et  al. used  a  novel  atmospheric  pressure 
plasma enhanced chemical  vapour  deposition  system to form highly ordered,  rough 
poly(siloxane) films.[225]  Hexamethyldisiloxane was introduced into a nitrogen/helium 
plasma stream which is then used to form the poly(siloxane) films on a silica substrate. 
The reported water contact angles fluctuated from 150° to 100° across the substrate, 
attributed to proximity of the glow discharge plasma.
The use of polymers for superhydrophobic surfaces and the composites thereof 
will  continue  to  develop,  with  improvements  in  roughness,  applicability,  durability, 
transparency and function to the fore.
3.1.2 Superhydrophobic polymer-nanoparticle composites: a review
Polymer-nanoparticle composites have been used for numerous applications, including: 
anti-microbial  surfaces,[226,227] drug  delivery,[228,229] bio-conjugation,[230,231] Förster 
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resonance energy transfer (FRET),[232] anti-icing coatings,[172] anti-corrosive coatings,[233] 
and  thermochromic  coatings.[234] Compared  to  polymer-nanoparticle  composites, 
examples of superhydrophobic polymer-nanoparticle composites are relatively few and 
far between.
One of the main functions of the addition of nanoparticles to superhydrophobic 
surfaces is increasing the surface roughness, and this is indeed evident in the literature. 
The use of silica nanoparticles to roughen surfaces of superhydrophobic polymers such 
as  poly(styrene),[235,236] co-polymers  such  as  poly(styrene-co-acrylic  acid)  and 
poly(styrene-co-maleic anhydride)[237,238] and poly(diallyldimethylammonium chloride)-
silicate/  poly(acrylic  acid)[238] and  poly(sodium-4-styrene  sulphate)/poly(allylamine 
hydrochloride) polyelectrolyte layers.[122,239] PTFE nanoparticles in SU-8 (Microchem, 
UV-curable polymer) photoresist ® have also been synthesised, in a polymer-polymer 
nanoparticle system, with water contact angles of >165° reported.[240] Applications for 
these surfaces appear to be limited,  albeit  as an academic exercise in increasing the 
water  contact  angle  and  surface  superhydrophobicity.  Cao  et  al. prepared 
superhydrophobic surfaces using a mixture of organosilane modified silica particles and 
poly(styrene-co-butyl  methacrylate-co-glycidyl  methacrylate)  in  a  toluene/acetone 
solvent system, which was subsequently applied to the surface using a spray gun and 
cured for 12 hours.[172] The resultant surfaces had static water contact angles of 144-
158°, and were tested by coating a satellite dish with the polymer-particle composite 
and exposing it to freezing rain. Changeable hydrophobic/superhydrophobic polymer 
systems  have  been  created  using  pH  responsive  polymers  attached  to  silica 
nanoparticles. [241]
A novel application of silica nanoparticles in poly(alkylsiloxane) solution was 
described by Manoudis  et al.[233] A suspension of nanoparticles and polymer in white 
spirit  was  used  to  coat  marble  for  anti-corrosive  applications  on  buildings  and 
monuments, with contact angles of 162° reported.
Sparks et al. used nanoparticle-laden superhydrophobic poly(thiol-ene) resins to 
form superhydrophobic surfaces on glass substrates in a one-pot reaction.  The films 
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were synthesised using an acetone/tetrahydrofuran solution of pentaerythritol tetra(3-
mercaptopropionate)  and  a  mixture  of  triallyl  isocyanurate  and  2,4,6,8-tetramethyl-
2,4,6,8-tetravinylcyclotetrasiloxane  with  silica  nanoparticles.  A  photoinitiator  (2,2-
dimethoxy-2-phenylacetophenone) was used to cure the composite (5 minutes under a 
UV flood lamp operating at 17 mW / cm2), after spraying onto glass substrates. Higher 
water  contact angles (up to 158.3°) were reported when the concentrations of silica 
nanoparticles in the composite were increased.[242]
The use of magnetron sputtering to deposit polymers over nanoparticles forming 
rough, superhydrophobic films with contact angles close to 180°. Kylián et al. utilised a 
vacuum system for the deposition of nanoparticles via a gas aggregation source before 
subsequent PTFE deposition  via a radiofrequency magnetron sputterer from a PTFE 
target  with  argon  gas.[243] The  morphology was  very  rough  and  spherical  in  nature 
(analogous to the morphologies seen by SEM in this chapter, vide infra), hence the high 
water contact angles achieved. Transparent superhydrophobic surfaces have application 
in  the  window coatings  where  water  repellent  and anti-icing coatings  are  desirable. 
Thin,  single  silica  particle-polymer  superhydrophobic  composites  have  been 
synthesised,  mostly based on thin layers of silica nanoparticles encased in polymers 
such as  poly(styrene),[235] perfluorodecyltriethoxysilane[244] and  poly(sodium-4-styrene 
sulphate)/poly(allylamine hydrochloride).[245] Similar systems have also been prepared 
with alumina nanoparticles.[246]
Superhydrophobic/ anti-microbial  surfaces have been prepared using polymer 
nanoparticle composites. Although polymeric fibres containing silver nanoparticles have 
been  tested  successfully  for  anti-microbial  activity,[169,226,227,247] there  is  a  dearth  of 
superhydrophobic polymer-nanoparticle composite examples. 
Recently, Xu et al. synthesised high density poly(ethylene) on precision woven 
nylon  mesh  with  incorporated  photocatalytic  titania  nanoparticles  under  high 
temperature and pressure. The authors show that on UV irradiation, the mesh became 
hydrophilic,  and on heating,  superhydrophobicity was restored.  In  this  way,  the UV 
activated  photocatalytic  system  exhibits  reversible  superhydrophobicity,  albeit  in  a 
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convoluted manner.[171]
3.2 Problem overview
Ideal superhydrophobic polymer-nanoparticle composites require the superhydrophobic 
features of the polymer film and nanoparticle surface protrusion in order to preserve the 
function  of  the  incorporated  nanoparticles.  This  surface  protrusion  also  increases 
surface roughness.[235] The photocatalytic degradation of organic species such as bacteria 
on such surfaces tends to quickly degrade both the polymer and any organic species, 
thus  quickly rendering  the  surface  useless.  Therefore,  a  superhydrophobic  polymer-
nanoparticle  composite  which  possesses  photocatalytic  activity  and  sustainable 
superhydrophobicity is highly desirable.  A general, one-pot method for the synthesis of 
superhydrophobic  polymer-nanoparticle  surface  coatings  would  also  open  up 
superhydrophobic surfaces to catalytic applications due to their high surface area.
In  this  chapter,  a  superhydrophobic  polymer-nanoparticle  composite  was 
synthesised  using  the  AACVD of  commercially  available  Sylgard-184 ® monomer, 
with  a  platinum  based  curing  agent  along  with  hydrophobically  ligated  titania 
nanoparticles  to  provide  photocatalytic  activity.  All  precursors  were  dissolved  in  a 
chloroform solution, and carried over to the substrate in a 360  °C  reaction chamber, 
forming  the  superhydrophobic  PDMS-titania  nanoparticle  composite.  This  one-pot 
AACVD approach was then applied to different types of nanocrystal incorporation, with 
magnetic, gold, metal-oxide and nickel nanocrystals incorporated. The catalytic activity 
of the nickel nanocrystals in the dehydrogenation of ammonia-borane is also evaluated.
3.3 Results and discussion
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3.3.1 Synthesis and characterisation of titania nanoparticles
In  this  work,  nanoparticles  were  synthesised  using  two different  methods.  The first 
involved the functionalisation of titania nanoparticles synthesised using continuous flow 
hydrothermal synthesis (CHFS) with oleic acid, and the other a slow hydrolysis based 
on  the  method  developed  by  Cozzoli  et  al.[144] The  synthesis  of  slow  hydrolysis 
nanoparticles  involves  the  slow hydrolysis  of  titanium(IV)  isopropoxide  with  water 
generated in situ from the esterification of oleic acid and ethylene glycol (solvent). In 
this way, the titania hydrolysis is slow, and the nanoparticles capped by oleic acid. For 
detailed experimental details, see section 2.2.3.3.
CHFS nanoparticles were prepared by the hydrothermal reaction of titanium(IV) 
bis(ammonium lactato)  dihydroxide  with  superheated  water  described  elsewhere.[145] 
The resultant aqueous slurry was lyophilised before use, yielding a fine white powder. 
The  surface  of  these  particles  was  functionalised  using  oleic  acid,  rendering  them 
dispersible in chloroform. It was hypothesised that the surface of the nanoparticles is 
populated by titanol (Ti-OH) groups which can be esterified with the carboxylic acid 
and  a  catalytic  amount  of  base  (triethylamine).  However,  the  titanium(IV) 
bis(ammonium lactato) dihydroxide used in the CHFS synthesis acts as a capping agent, 
hence no R-OH stretches were observed in the IR spectrum of lyophilised CHFS titania 
nanoparticles (figure 3.4). Therefore, the oleic acid exchanges with lactic acid moeities 
on the titania nanoparticle surfaces and imparts dispersibility. It has also been shown 
that carboxylic acid containing species are effective at ligating nanoparticles, without 
forming  covalent  interactions  with  the  surface.  From  FTIR  spectroscopy,  this  was 
evident (Figure 3.4).
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Figure 3.4: ATR-FTIR spectra of: A) oleic acid, B) unfunctionalised CHFS anatase TiO2 nanoparticles 
and  C)  oleic  acid  functionalised  CHFS  anatase  TiO2 nanoparticles  showing  carboxylic  acid  and 
titanium(IV) bis(ammonium lactato) dihydroxide capping functionality at the nanoparticle surface.
Figure 3.4  shows a typical ATR-FTIR spectrum of oleic acid functionalised anatase 
nanoparticles with the spectra of pure oleic acid and unfunctionalised titania 
nanoparticles for comparison. C-H stretching vibrations from the oleic acid are evident 
at 2924 and 2854 cm-1 respectively. The shoulder at 2954 cm-1 can be attributed to the 
asymmetric stretching of the terminal CH3 group of the oleic acid chains. The weak 
band at 3004 cm-1 is assigned as the olefinic C-H stretch.[248]
The strong peak in the carbonyl stretching region (1710 cm-1) is attributed to free 
oleic acid molecules which are ionically attracted to titania nanoparticle surfaces. The 
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sharp band at 1740 cm-1 observed in the titania nanoparticle spectrum is attributed to 
titanium(IV) bis(ammonium lactato) dihydroxide used in the nanoparticle synthesis, and 
also explains why no broad R-OH stretches are observed  <3000 cm-1 (figure 3.4). 
CHFS  and  slow  hydrolysis  synthesised  nanoparticles  were  characterised  by 
TEM.  Both  sets  of  nanoparticles  showed  well  dispersed,  shape-anisotropic 
nanoparticles.  The  average  size  of  the  CHFS  and  slow  hydrolysis  synthesised 
nanoparticles was 13.2 nm ± 5.62 nm and 4.2 nm ± 1.27 nm respectively. EDS was used 
to confirm the elemental composition of the two samples (figure 3.5). Copper emanated 
from the copper TEM grid, and phosphorus, sulphur and chlorine are from the CHFS 
process. Silicon is a standard contaminant obtained from glass.
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Figure 3.5: A) EDS spectrum of slow hydrolysis synthesised titania nanoparticles, B)  EDS spectrum of 
CHFS  synthesised  titania  nanoparticles,  C)  and  E)  HRTEM  and  TEM  images  of  slow  hydrolysis 
synthesised titania nanoparticles and D) and F) TEM and HRTEM images of CHFS synthesised titania 
nanoparticles.
HRTEM analysis showed  d-spacings of 0.3547 nm and 0.3644 nm for the CHFS and 
slow hydrolysis nanoparticles respectively, corresponding to the <101> plane of anatase 
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titania.
XRD analysis also confirmed the composition of the nanoparticles, assigned as 
anatase titania (figure 3.6).
Figure 3.6:  XRD patterns of: A) anatase titania nanoparticles synthesised via slow hydrolysis, B) anatase 
titania  nanoparticles  synthesised  via continuous  flow  hydrothermal  synthesis  and  C)  anatase  TiO2 
standard, Sigma Aldrich (≤ 99.5%, trace metal basis).
3.3.2 Synthesis, characterisation and catalytic testing of PDMS- titania 
nanoparticle composites
PDMS-titania nanoparticle precursor composites were synthesised using a dispersion of 
functionalised  titania  nanoparticles  (0.5  g)  with  Sylgard-184®  elastomers  and 
monomers  in  chloroform  (~  40  ml)  by  AACVD  deposition.  Detailed  experimental 
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protocols can be found in section 2.2.7.3.
It is noteworthy that the composite deposition occurred on the top plate. This is 
due to thermophoretic effects, which causes particulate matter to move away for a heat 
source.  In  the  CVD reactor,  this  means  that  aerosol  droplets  move  away from the 
bottom plate, and adsorb preferentially onto the top glass plate.[140] The high temperature 
(360  °C)  within  the  CVD reactor  is  necessary for  fast  aerosol  evaporation  (occurs 
readily above 150 °C) and for the polymer to cure and form the surface (above 250 °C). 
Deposition  times  were  typically  around  35  minutes,  depending  on  transfer  rate  of 
solution. The reactor was then left to cool to room temperature. Plain PDMS depositions 
provided a white-opaque film that allowed less than 15% visible light transmission.
The resultant films were analysed by several methods, including: SEM, TEM, 
EFTEM,  water  contact  angle  measurements,  EXAFS,  XRD,  EDS,  water  bouncing 
measurements, Raman spectroscopy and photocatalytic dye degredation studies. Where 
appropriate, PDMS- titania nanoparticle composites are compared to superhydrophobic 
PDMS films without nanoparticles.
SEM micrographs showed a typically rough, pronounced microstructure, with 
surface protrusions around 3-5 μm in length. The film comprised a series of interlinked 
silicone  microparticles  attached  to  the  glass  substrate.  The  high  surface  roughness 
combined  with  the  low  surface  energy  of  the  native  polymer  film  rendered  them 
superhydrophobic. Plain PDMS films and microstructure can be observed in figure 3.7.
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Figure 3.7: SEM micrographs of superhydrophobic PDMS films: A) Top-down, B) an individual silica 
sphere and C) Side-on image showing the bulbous microstructure.
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Figure  3.8: A)  EDS  spectrum  of  TiO2 nanoparticle-PDMS  composite,  B)  TEM  image  of  TiO2 
nanoparticles  dispersed in the composite,  C),  D) and E) show the zero loss C),  silicon map D) and 
titanium map E) EFTEM analysis for the TiO2 nanoparticle-PDMS composite. Silicon and titanium are 
shown in white in D) and E).
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TEM  analysis  showed  the  titania  nanoparticles  dispersed  evenly  throughout  the 
polymer. EFTEM analysis also confirmed the presence of titanium in the nanoparticles 
and their random dispersion throughout the silicon matrix  (figure 3.8).  Similar atomic 
ratios (Ti:Si:O) were seen throughout the film by EDS, with an average atomic ratio of 
5:1 for Si:Ti.
XRD analysis  showed no discernible reflection due to the low density of the 
nanoparticle material embedded within the polymer. However, XAS analysis of the K-
line fluorescence of Ti (4800 – 5400 eV) confirmed that the nanoparticles embedded 
within  the  polymer  were  of  the  anatase  TiO2 phase.  This  is  evident  in  figure  3.9 
(XANES analysis shown) when comparing the titania nanoparticles in PDMS against 
rutile  and  anatase  standards.  EXAFS  analysis  (not  shown)  for  the  embedded 
nanoparticles was normalised and modeled in  R-space (r2 = 0.050, suitability of fitted 
data). A contraction relative to the bulk powder was observed, where the average bond 
distance decreased from 1.964 to 1.905 Å in the first Ti-O shell.
Figure 3.9:  XAS  of anatase CHFS nanoparticle-PDMS composite with comparative spectra of anatase 
and  rutile  standard  powders,  showing  the  presence  of  anatase  titania  in  the  nanoparticle-PDMS 
composite.
100
Chapter 3: Superhydrophobic polymer-nanoparticle composites by aerosol assisted
chemical vapour deposition
Figure 3.10: Raman spectra of: Anatase titania nanoparticles-PDMS composite, anatase titania 
nanoparticles and plain superhydrophobic PDMS (Sylgard-184 ®) polymer. The Raman spectra of the 
titania-PDMS composite clearly shows features of the polymer and anatase titania nanoparticles.
Raman spectroscopy also confirmed the presence of anatase titania nanoparticles in both 
the CHFS and slow hydrolysis  titania nanoparticle-PDMS composites.  Raman Shifts 
characteristic of anatase TiO2 were observed with Eg modes at 146, 197 and 639 cm-1 
and a B1g mode at 516 cm-1.[144,249] Importantly, the signal at 397 cm-1 and Eg modes at 
~158  cm-1 and  630  cm-1 from the  particles  were  clearly  observable  in  the  Raman 
spectrum of the  titania nanoparticle-PDMS composites  (figure 3.10).
Average water contact angles were measured at 162°, with a maximum angle of 
167°  achieved.  Water  tilt  angles  for  the  surface  were  below  5°.  Water  bouncing 
measurements  showed an average of  seven bounces of  water  droplets  cast  onto the 
surface.[219]
Prior  to  dye  degredation  studies,  the  resistance  of  the  composite  to  UV 
irradiation was assessed. Irradiating the superhydrophobic films with UV light (λ = 254 
nm, 4.88 eV) for two hours gave a slight reduction of these water contact angles to 
160°. The number of bounces achieved by water droplets fell slightly to an average of 
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six. The small reduction in water contact angle and water bouncing can be attributed to 
the partial photo-induced wetting of the titania nanoparticles apparent on the surface of 
the PDMS. However, these water contact angles remained unchanged (160° average) 
with further irradiation (tested for 48 hours in total at λ = 254 nm), therefore showing no 
degredation to the superhydrophobic microstructure. The fraction of contact between 
titania nanoparticles and water droplet was small enough for it not to reduce the water 
contact  angles  further,  as  the  primary  contact  of  water  is  made  with  hydrophobic 
polymer and trapped air. It should also be noted that extensive UV-irradiation (254 nm, 
48 hours) had no detectable physical effects on the PDMS.
The photocatalytic  activity of nanoparticle embedded superhydrophobic films 
was tested against the breakdown of dye molecules (Resazurin).[250,251] The established 
method developed by Kafizas et al. uses aqueous solutions, but this was exchanged for 
a 1:1 methanol:water mixture to ensured full wetting of the superhydrophobic surface 
(see section 2.2.7.1). Following irradiation with UV light (λ = 365 nm, 3.40 eV), the 
resazurin  dye  was  completely  discoloured  after  90  minutes  (figure  3.11). 
Superhydrophobic PDMS films with no embedded nanoparticles did not show any dye 
degradation over this period. Thin films of crystalline titanium dioxide deposited using 
thermal  CVD  required  80  minutes  for  full  dye  decomposition.[154] Therefore,  the 
photocatalytic  activity of  the  polymer composite  films is  comparable  to  that  of  flat 
titanium dioxide films.
102
Chapter 3: Superhydrophobic polymer-nanoparticle composites by aerosol assisted
chemical vapour deposition
Figure 3.11:  UV/vis composite of the degradation of Resazurin dye in water:methanol on the CHFS 
titania nanoparticle PDMS composite. A complete degradation of the dye was observed after 80 minutes.
3.3.3 Summary
The  nanoparticle-PDMS  films  were  able  to  exhibit  both  superhydrophobicity  and 
photocatalysis,  even  after  extensive  periods  of  UV-irradiation.  This  occurs  as  the 
exposed surface consists mainly of the polymer matrix that supports these particles, 
thereby preventing a significant reduction of the surface hydrophobicity on irradiation. 
Further to this, the polymer matrix is made up of a PDMS type polymer that resists 
photocatalytic breakdown caused by the embedded nanoparticles. The result is a surface 
that self-cleans using superhydrophobic and hydrophilic-photocatalytic mechanisms in 
tandem. This is the first example of a surface which incorporate such features, and show 
dual functionality after extensive UV-irradiation. Thus, these composites have potential 
as commercial self-cleaning films.
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3.4  Development  of  a  general  method  for  the  synthesis  of 
superhydrophobic polymer-nanoparticle composites
The  relative  ease  at  which  titania  nanoparticles  could  be  incorporated  into  PDMS 
polymers by AACVD naturally led onto the development of a general method for the 
synthesis  of  nanoparticle-PDMS  composites.  There  are  a  plethora  of  nanoparticle 
syntheses which use fatty acid ligands and therefore render nanoparticles dispersible in 
chloroform.  Nanoparticles  can  therefore  be  incorporated  into  the  aforementioned 
AACVD  system,  however  it  was  found  that  thermally  sensitive  nanoparticles  or 
nanoparticles susceptible to oxidation such as CdSe/ZnS core/shell quantum dots are 
unsuitable  for  incorporation  due  to  the  high  temperatures  in  the  CVD reactor.  The 
PDMS is cured using a platinum based curing agent, a process which can be disrupted 
by certain metal nanoparticles such as gold. In the case of gold, a silica coating was 
employed to prevent this. The silica coat was grown onto the gold nanoparticles  via 
microemulsion  the  polymerisation  of  TEOS,  and  the  Au/SiO2 nanoparticles 
hydrophobised by reaction with trimethoxy(octadecyl) silane.
3.4.1 A general method for the synthesis of general PDMS-nanoparticle composites
Hydrophobically ligated nanoparticles were synthesised according to protocols listed in 
chapter  2.  CoO,  Ni,  CdSe/ZnS,  Fe3O4,  SiO2 and   Au/SiO2 were  the  nanoparticles 
synthesised  and  deposited.  Approximately  0.1  g  of  nanoparticles  were  used  per 
deposition  in  the  same  way  as  the  titania  nanoparticles,  except  that  the  reactor 
temperature was increased to 390  °C to increase the PDMS curing rate. It was found 
that CdSe/ZnS nanoparticles were completely destroyed and prevented the curing of the 
polymer,  yielding  a  patchy  film  of  cadmium  oxide.  Commercially  available  SiO2 
nanoparticle powder (Sigma Aldrich, 99.8%) were functionalised with oleic acid in the 
same  way  as  the  CHFS  nanoparticles  (section  2.2.3.5).  They  were  incorporated 
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successfully  into  the  PDMS,  however  there  was  no  discernible  difference  between 
superhydrophobic  PDMS  films  and  silica  nanoparticle-PDMS  composites  by  any 
analytical  techniques,  including  microscopy and  water  contact  angle  measurements. 
Therefore, CdSe/ZnS and SiO2 PDMS composites are not discussed further in this work.
Nanoparticles  and  nanoparticle-PDMS  composites  were  characterised  in  the 
same way as  the  titania  nanoparticles  using:  TEM, HRTEM,  EFTEM, SEM,  water 
contact angle measurements, water bouncing measurements, SQUID, DLS and EDS.
In  terms  of  application,  the  uses  of  superhydrophobic  nanoparticle-PDMS 
composites  are  currently  fairly  limited.  However,  due  to  the  highly  rough 
microstructure, the surface area of the composite is very high, leading to high surface 
area  catalysis.  Nickel  nanoparticle-PDMS  composites  were  evaluated  for  just  that, 
through the  nickel-catalysed  dehydrogenation  of  ammonia-borane  complex in  water. 
Despite  the  limited  applications,  the  first  example  of  a  superhydrophobic,  magnetic 
surface was synthesised as well as the elucidation of a general method for the synthesis 
of superhydrophobic surfaces with nanoscopic properties.
3.4.2 Synthesis and characterisation of CoO, Ni, Fe3O4, Au/SiO2 nanoparticles
CoO  and  Fe3O4 nanoparticles  were  synthesised  according  to  Park  et  al.[45] with 
modifications.  The method is  based  on the  synthesis  and thermal  decomposition  of 
metal-oleate species in high boiling point solvent in the presence of oleic acid. This 
method produces highly monodisperse nanoparticles as shown by TEM images in figure 
3.12.
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Figure  3.12: TEM  and  HRTEM  images  of:  A/B)  Fe3O4 nanoparticles  and  C/D)  CoO nanoparticles 
showing lattice d-spacings of 0.214 nm and 0.259 nm respectively.
The nanoparticles demonstrated a range of shapes, even with clear similarities in their 
syntheses.  This  is  clearly  observable  in  the  rhomboid  CoO  and  spherical  Fe3O4 
nanoparticles. The “rhomboid”-like morphology of the CoO nanoparticles is due to the 
nature of the cobalt-oleate complex before decomposition. Much like other nanoparticle 
ligands, oleic acid adheres to certain crystal planes of different materials in nanoparticle 
syntheses,  thus  promoting  directional  growth.  It  is  noteworthy that  the  metal-oleate 
derived nanoparticles  had  a  vast  excess  of  oleic  acid/oleate  species  in  solution,  the 
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removal  of  which  is  non-trivial.  This  adversely  affected  HRTEM  measurements, 
through carbon contamination of the detector. The TEM grids were plasma cleaned to 
remove organic matter  before analysis  and easy imaging of  the particles  was made 
possible.  HRTEM analysis of the Fe3O4 and CoO nanoparticles yielded  d-spacings of 
0.214  nm  and  0.259  nm,  corresponding  to  <400>  of  Fe3O4 and  <002>  of  CoO 
respectively.[45]
EDS was used to analyse the elemental composition of the nanoparticles (figure 
3.13). The elemental composition of each type of nanoparticles showed desired ratios 
and well within error limits.  Large copper and carbon peaks emanate from the carbon 
coated  copper  TEM grid.  The silicon peak is  a  standard  contaminant  in  TEM/EDS 
systems, and it was confirmed that silicon was part of the sample in the Au/SiO2 system, 
by comparing against a background spectrum (not shown).
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Figure 3.13: EDS spectra of: A) Au/SiO2 nanoparticles, B) Ni nanoparticles, C) CoO nanoparticles and 
D) Fe3O4 nanoparticles.
Nickel nanoparticles were synthesised according to Carenco et al.[66] The synthesis uses 
trioctylphosphine  as  the  solvent  and  oleylamine  as  the  surfactant.  A nickel-amine 
complex, similar to iron or cobalt-oleate is formed and decomposed in situ, forming the 
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nanoparticles.  The  relatively  low temperature  of  the  synthesis  (220  °C)  avoids  the 
synthesis  of  nickel  phosphide  nanocrystals.[252] TEM  analysis  showed  spherical 
nanoparticles, with lattice d-spacings of 0.185 nm recorded, corresponding to <111> of 
Ni (figure 3.14).[253] EDS analysis also confirmed the presence of Ni in the nanoparticles 
(figure 3.13).
Gold nanoparticles were synthesised using a modified Brüst-Schiffrin method 
according to Palgrave and Parkin.[146] The method involved the reduction of gold(III) 
chloride  hydrate  with  sodium  borohydride  in  the  presence  of  tetraoctylammonium 
bromide in a toluene-water solvent mixture. The tetraoctyl ammonium bromide acts as a 
surfactant and imparts dispersibility in toluene to the gold nanoparticles. The AACVD 
of  Brüst-Schiffrin gold nanoparticles stabilised by  tetraoctylammonium bromide with 
PDMS monomers prevented the formation of a superhydrophobic film, potentially due 
to interference with the platinum based curing agent.
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Figure 3.14:  TEM images of:  A) Au/SiO2 nanoparticles,  B)  An HRTEM image of  a  single  Au/SiO2 
nanoparticle, C) Ni nanoparticles and  D)  An HRTEM image of a single Ni nanoparticle showing  d-
spacings of 0.185 nm.
A successful superhydrophobic nanoparticle-PDMS composite was synthesised using 
SiO2 nanoparticles, which didn't interfere with the polymer curing system. Therefore, 
gold  nanoparticles  were  silica  coated  with  a  silica  coat  according  to  the  method 
developed by Darbandi  et al.[152] Briefly, the gold nanoparticles are silica coated using 
microemulsion polymerisation of TEOS. A water in cyclohexane microemulsion system 
was  formed  with  Igepal  ® CO-520  creating  a  nanoreactor  within  which  the 
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polymerisation occurred. The size of the microemulsion droplet limited the degree of 
silica polymerisation and ensured individual nanoparticles were coated by individual 
silica  spheres.  Gold  nanoparticles  transfer  from  the  cyclohexane  into  the  water 
microemulsion droplets through amphiphilic intercalation with the surfactant layer and 
Igepal ® CO-520 (figure 3.15).[152]
Figure 3.15: Chemical structure of Igepal ® CO-520.
The microemulsion was stirred vigorously, and the silica polymerisation catalysed with 
the addition of ammonia solution. Silica polymerisation was allowed to continue for 24 
hours,  before  the addition  of  acetone which  broke  the  microemulsion.  The Au/SiO2 
nanoparticles  were  then  recovered  via centrifugation,  before  washing  in  different 
alcohols to remove excess silanes and organic solvent. It is noteworthy that the addition 
of  (3-mercaptopropyl)trimethoxysilane  aided  the  adherence  of  silica  to  the  Au 
nanoparticle surfaces due to the strong affinity of gold surfaces for thiol moieties.
In order to be compatible with the AACVD system, the  Au/SiO2 nanoparticles 
were treated with trimethoxy(octadecyl) silane which attached itself via the trimethoxy 
groups to the Si-OH groups on the Au/SiO2 surface. In the same way, ammonia solution 
was used to catalyse this reaction. 
TEM micrographs of Au nanoparticles and functionalised Au/SiO2 nanoparticles 
showed  spherical nanoparticles with a low polydispersity index (figure 3.14).
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Material Average 
Particle 
Diameter, nm
Shape Synthesis
CoO (Periclase 
structure)
13.0 ± 2.02 Rhomboid Thermal Decomposition
Fe3O4 (Magnetite) 13.5 ± 1.11 Spherical Thermal Decomposition
Ni 9.00 ± 1.92 Spherical Thermal Decomposition
Au 5.3 ± 1.55 Spherical Chemical Reduction
CHFS TiO2 13.1 ± 5.62 Spherical/Elliptical Hydrothermal Synthesis
Slow hydrolysis TiO2 4.20 ± 1.27 Spherical/Elliptical Low Temperature 
Hydrolysis
Table  3.2:  Summary of  the  materials,  nanoparticle  sizes,  shapes  and  synthesis  methods  used  in  the 
synthesis of superhydrophobic nanoparticle-PDMS composites.
The  hydrodynamic  diameters  of  the  nanoparticles  was  investigated  by  DLS.  The 
hydrodynamic diameter is larger than the nanoparticle core size given by TEM (Table 
3.2), and is a good indicator of colloidal stability (figure 3.16).
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Figure 3.16: Top) DLS spectra of: Ni, TiO2, CoO and Fe3O4 nanoparticles in chloroform and bottom) Au 
nanoparticles synthesised using the Brüst-Schiffrin method compared to hydrophobised SiO2 coated Au 
nanoparticles showing an increase indicative of silica coating and subsequent hydrophobisation.
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3.4.3 Synthesis and characterisation of PDMS- CoO, Ni, Fe3O4, Au/SiO2 
nanoparticle composites
The AACVD of nanoparticles with the Sylgard-184 ® silicone polymer (PDMS, figure 
3.3) was carried out via the direct incorporation of chloroform dispersible nanoparticles 
into polymer precursors. The polymer curing proceeds via a platinum catalysed process 
within the CVD reactor and is promoted by the high temperature of the CVD process. 
The AACVD deposition resulted in highly rough surfaces composed of agglomerations 
of polymer particles. The process can be described as CVD as there is a vapour phase 
curing of the polymer that takes place during the depositions. Incorporation of TiO2, 
SiO2 and SiO2-coated Au nanoparticles were not observed to interfere with the polymer 
curing mechanism. High concentrations of particles (up to 0.3 g of nanoparticles per 0.7 
g of polymer) in the CVD precursor could be tolerated before any visible change in the 
films  were  detected.  CoO,  Fe3O4 and  Ni  nanoparticles  partially  interfered  with  the 
polymer curing and a lower concentration of these particles had to be used (less than ~ 
0.05 g, ~ 0.1 g and 0.08 g) in order to deposit viable superhydrophobic films.
 The visual texture of the superhydrophobic polymer films with nanoparticles 
incorporated  remained  unaltered  except  in  colour,  which  was  dependent  on 
concentration and the type of nanoparticle used. The hydrophobicity of the films was 
shown to be unaltered by incorporation of the nanoparticles with films averaging 162° 
static water contact angles and an average number of water droplet bounces of seven. A 
reduction in hydrophobicity was observed for polymer films with high concentrations of 
nanoparticles (~ 0.3 g of nanoparticles per 0.7 g of polymer) due to partial interference 
with  the  polymer  curing  mechanism.  Indeed,  SEM  micrographs  with  nanoparticle 
concentrations specified appeared to be no different to the microstructures observed for 
plain PDMS films or titania nanoparticle-PDMS composites (figure 3.17).
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Figure 3.17: SEM image of PDMS with TiO2 nanoparticles incorporated, deposited via AACVD using a 
substrate temperature of 390°C. The deposition used 0.2 g of nanoparticles and 0.7 g of Sylgard-184 ® 
polymer precursor. The scale bar is applicable for both top-down and side-on images.
The presence of the given nanoparticles in the PDMS films was primarily confirmed by 
TEM. The overall thickness of the films were between 2-4 μm which hindered the use 
of  TEM  and  atomic  force  microscopy,  but  thin  enough  portions  were  obtained  by 
carefully removing a small  portion of the film, sonication in chloroform (1 ml) and 
drop-casting onto a  TEM grid.  The pronounced difference  in  contrast  of  crystalline 
materials such as Fe3O4 and CoO compared to the PDMS also improved micrograph 
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quality.
The excess oleate species in the CoO and Ni nanoparticle samples was found to 
have a highly detrimental effect on the formation of a nanoparticle containing aerosol in 
the AACVD process. This was due to the attraction of the nanoparticles to the non-
volatile oleate species, over the more polar carrier-solvent (chloroform), which hindered 
their  transfer  from the  aerosol  generator  to  the  CVD reactor.  It  was  found that  the 
particles tended to aggregate within “bulbs” of  PDMS formed by the curing of the 
polymer, which allowed the nanoparticles to protrude from the surface.
The PIFCOHEALTH ultrasonic humidifier generated an average aerosol droplet 
size of ~3μm at 40 kHz frequency and 25W power with chloroform as the solvent. The 
solvent within these droplets invariably evaporated between the reservoir and the CVD 
reactor, thus shrinking the size of the droplet. The nanoparticles were well dispersed 
through the aerosol solution, and tended to agglomerate according to the decreasing size 
of the aerosol droplet. Upon contact with the heated glass substrate, the carrier solvent 
evaporated  rapidly,  leaving  a  spherical  agglomeration  of  particles.  The  PDMS 
monomers (also contained in the droplet) then cured around the particles, forming the 
aforementioned  PDMS  “bulbs”.  This  can  be  seen  by the  TEM  micrographs  of  the 
nanoparticles,  particularly  in  the  case  of  Fe3O4,  which  cured  nicely  into  “clusters” 
(figure 3.18).
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Figure 3.18:  TEM images showing: A/B) Fe3O4  , C/D) Ni, E/F) CoO, and G/H) Au/SiO2 nanoparticles. 
The particles are shown prior to depositions (left column, A, C, E and G) and as deposited embedded in 
the PDMS films via AACVD (B, D, F and H).
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The encapsulating nature of the film protects the nanoparticles from degradation, so the 
film  can  retain  both  functional  properties  and  microstructure,  with  no  change  in 
properties  in  air  over  6  months.  The  films  also  proved  to  be  physically  robust, 
substantial pressure was required remove the films even with the use of a steel scalpel 
blade.
Nanoparticle morphologies and sizes remain unaltered by the CVD process, as 
evidenced by TEM micrographs of the “rhomboid” CoO particles (figure 3.18). Their 
rhomboid  shape  can  clearly  be  seen  in  all  of  the  systems  studied.  However,  it  is 
noteworthy that due to the high temperature of the CVD reactor (390 °C),  particles 
which are susceptible to high temperature degradation/oxidation are not suitable such as 
CdSe  quantum dots.  The  nanoparticles  were  further  characterised  using  EDS  after 
deposition.  EDS  analysis  definitively  showed  the  presence  and  encapsulation  of 
particles  in  silica  due  to  the  massive  increase  in  silicon  relative  to  the  particulate 
elements (figure 3.19).
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Figure 3.19:  EDS spectra of: A) Au/SiO2- PDMS composite, B) Ni-PDMS composite, C) CoO-PDMS 
composite and D) Fe3O4-PDMS composite.
EELS elemental mapping images were collected to identify certain elements due to loss 
of energy of inelastically scattered electrons. Figure 3.20 shows the TEM image for 
Fe3O4 nanoparticles in the PDMS film with the silicon and iron jump ratios. The images 
are filtered to eliminate electrons which lost energy from a particular element (i.e. iron 
and silicon), so the highlighted parts of the image are from the target element. Iron in 
the Fe3O4 nanoparticles is clearly visible in this figure, and are confirmed as the sole 
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source of iron in the composite. From the silicon EELS image, the Fe3O4 nanoparticles 
appear to have been coated in a uniform layer of silicon during the CVD/polymer curing 
process.
Figure 3.20: EELS elemental mapping images of Fe3O4 -PDMS composite. A) is a zero loss TEM image, 
B) the silicon elemental  map and C) the iron elemental map. Silicon and iron are shown in white in 
images B) and C) respectively.
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The magnetisation of Fe3O4 nanoparticles in the film sample was analysed using SQUID 
magnetometry. Hysteresis loops (and therefore magnetic moments) of 1 ml of Fe3O4 
particle aerosol/monomer solution (dried in vacuo) in chloroform and one square inch 
of Fe3O4 film were acquired at 300 K. The Fe3O4 film sample was prepared by removing 
one square inch of film from the glass and placing inside the SQUID sample tube. The 
hysteresis loop indicates that the Fe3O4 is superparamagnetic in colloidal suspension and 
in the films, due to their small crystallite size (< 20 nm). A saturation magnetisation of 
the PDMS-Fe3O4 film was calculated from SQUID measurements to be 0.00137 emu 
for 0.7 mg of film (1.96 emu/g). For Fe3O4 nanoparticles, a saturation magnetisation of 
0.06749 emu for  1.6  mg (42.2  emu/g)  of  dried  powder.  Calculating  the  percentage 
concentration by mass ((1.96 / 42.2)  × 100) gives an estimated mass concentration of 
4.6 % of Fe3O4 in the polymer film (figure 3.21).
Figure 3.21: Magnetic hysteresis loop from SQUID analysis at 300K for polymer and Fe3O4 composite 
with data from Fe3O4 powder standard (inset).
The catalytic activity of nanoparticle-embedded superhydrophobic materials was tested 
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using a protocol described by Li et al.[155] The composite films were able to breakdown 
dye at similar rates to those seen for flat films of titanium dioxide deposited using CVD. 
This  is  due  to  the  highly  rough  surface  microstructure  of  the  superhydrophobic 
materials  allowing for a large area of surface-dye contact  (see Crick  et al.).[156] The 
nickel nanoparticles were also tested using the hydrolytic dehydrogenation of NH3BH3. 
The catalytic testing was carried out using superhydrophobic polymer films (25 x 25 
mm  substrate  size)  with  Nickel  nanoparticles  incorporated.  These  substrates  were 
submerged in an aqueous solution of NH3BH3 (0.1 g in 10 ml of water) in a sealed 
Schlenk flask with the evolved gas collected and volume measured.  The volume of 
hydrogen gas evolved was 18 ml during 24 hours of running the experiment. The above 
examples show the potential for these surfaces to be used as an approach toward high 
surface  area  catalysts,  without  the  need for  using  the  pure  substance.  Although the 
nanoparticles were encapsulated by the polymer, some protruded through (effectively 
forming part of the microstructure) hence catalytic activity was observed.
3.5 Summary
In this chapter, the synthesis of superhydrophobic, photocatalytic polymer-nanoparticle 
composites  was  demonstrated,  and  a  general  method  for  the  synthesis  of 
superhydrophobic polymer- nanoparticle composites developed. The synthesis involved 
the AACVD of a chloroform solution of Sylgard-184 ® monomers, curing agent and 
hydrophobically ligated nanoparticles.  The deposition occurred at  360  °C in a cold-
walled CVD reactor  on the top of two glass substrate sheets due to  thermophoretic 
effects. Due to the nature of the PDMS, the polymer retained its superhydrophobicity 
after  UV  irradiation,  even  when  containing  anatase  TiO2 nanoparticles,  a  potent 
photocatalyst.  The  photocatalytic  potential  of  the  PDMS-anatase  nanoparticle 
composites  was successfully demonstrated upon photodegradation of  Resazurin dye. 
The  potential  of  these  surfaces  for  anti-bacterial,  self-cleaning  surfaces  is  hereby 
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demonstrated with obvious application in sterile environments such as hospitals. Anti-
bacterial tests for this material are the subject of ongoing research, and field testing in 
hospitals is the next logical step. 
The method was then  extended to  CoO, Ni,  Fe3O4,  Au/SiO2  nanoparticles  to 
demonstrate the versatility of this technique, and in doing so, to the author's knowledge, 
created  the world's  first  magnetic,  superhydrophobic thin  film.  There were  however 
limitations  to  this  technique;  namely nanoparticles  which  are  thermally sensitive  or 
susceptible  to  oxidation  such  as  CdSe/ZnS  quantum  dots  do  not  survive  the  high 
temperatures  required  and  untreated  gold  nanoparticles  prevent  the  polymer  from 
curing.
The PDMS-nickel nanoparticle composite exhibited a good catalytic response in 
the  dehydrogenation  of  ammonia-borane  complex.  18 cm2 of  hydrogen gas  evolved 
during 24 hours of running the experiment, with an initial Ni nanoparticle loading of 
0.05 g. Of course, much of the aerosol reaction mixture is not deposited on the glass 
substrate, so the actual nanoparticle loading is significantly lower.
The nanoparticles and PDMS-nanoparticle composites were characterised using 
a variety of techniques including: XRD, XAS, EDS, TEM, EFTEM, SEM, water contact 
angle measurements, ATR-FTIR, and SQUID measurements. Electron microscopy and 
elemental analysis techniques showed that nanoparticles cured in PDMS bulbs, and dye 
degradation  and  SQUID  measurements  showed  the  unequivocal  retention  of 
nanoparticle  properties  post-synthesis.  The  future  of  these  composites  to  provide 
functionality  and  superhydrophobicity  for  a  myriad  of  applications  is  bright.  If  the 
PDMS  coating  could  be  made  transparent,  then  nanocrystals  with  thermochromic 
properties such as monoclinic vanadium(IV) oxide for energy saving windows can be 
envisaged. High surface area catalysis is another area of use for these composites as 
“dip” catalysts, as shown by the catalytic dehydrogenation of ammonia-borane.
123
Chapter 4: Doping copper into the shells of quantum dots through the decomposition of
metal dithiocarbamates
Chapter 4: Doping copper into the 
shells of quantum dots through 
the decomposition of metal 
dithiocarbamates
Preface
Quantum  dots  are  a  class  of  semi-conducting  nanocrystals  with  size  tunable 
photoluminescence properties. There have been great efforts to improve quantum yields, 
photostability,  functionalisation  strategies,  longevity  in  colloidal  suspension  and  to 
reduce toxicity.  This chapter  focusses on the synthesis  of  quantum dots and doping 
metals  into  their  shells.  This  is  achieved  by decomposing  single-source  precursors, 
metal-dithiocarbamate  complexes,  onto  the  surfaces  of  quantum  dot  cores  in  the 
presence of surfactants.
Metal-dithiocarbamate  complexes  are  promising  candidates  for  shelling 
materials for quantum dots as they are air stable and offer an alternative to pyrophoric 
organometallic  reagents.  By using  a  mixture  of  zinc  and metal  dithiocarbamates  in 
differing ratios, Hg, Cd, Cu and In were doped into the shells of CdSe (II-VI) and InP 
(III-V)  quantum dots.  Depending  on  the  metal,  there  were  differing  effects  on  the 
photoluminescence  of  the  resulting  quantum dots.  On  shelling,  the  quantum yields 
generally improved, with quantum yields as high as 0.72 reported for CdSe/ZnS-CdS 
quantum dots.  However,  certain systems such as  CdSe/ZnS-CuS saw an increase in 
surface defects due to poorer lattice matching and a blue-shift in photoluminescence 
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emission. The copper doped CdSe/ZnS-CuS quantum dots were, however, shown to be 
effective  in  catalysing  “click”  chemistry  under  UV  irradiation.  The  quantum  dots 
produced  a  100%  yield  in  the  “click”  reaction  between  benzyl  azide  and 
phenylacetylene in n-hexane and were recoverable after precipitation with ethanol and 
centrifugation.  In  this  way,  several  reaction  cycles  were  achieved,  with  catalytic 
turnover numbers of 625 reported.
Mechanisms  for  the  photoluminescence  changes  and  catalysis  seen  in  the 
CdSe/ZnS-CuS examples are postulated. Quantum dot samples were characterised by: 
TEM,  HRTEM,  EFTEM,  EDS,  XPS,  photoluminescence  spectroscopy,  UV/vis 
spectroscopy,  quantum  yield  measurements  and  photoluminescence  lifetime 
measurements.
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4.1 Improving quantum yields of quantum dots  via   shelling
One of the main obstacles to high photoluminescence quantum yields in quantum dots 
are  surface  defects  which  act  as  electron  “traps”,  and  prevent  electron-hole 
recombination.  These  surface  defects  act  as  pathways  for  fast  non-radiative  de-
activation channels for photogenerated excitons, thus reducing quantum yield. However, 
prevention of exciton recombination is desirable for applications such as photocatalytic 
water splitting, as good electron-hole separation is required for reduction and oxidation 
reactions involved in that process.[254] Classical materials for quantum dots such as II-VI 
materials tend to be highly toxic and susceptible to oxidation such as cadmium selenide, 
so require the overgrowth of a shell for many applications. Quantum dot shells tend to 
be  composed  of  similar  materials,  with  desired  bandgaps,[255] lower  toxicity[107] and 
effective crystalline lattice matching between core and shell.[256]
It  is  imperative  that  effective  shelling  materials  have  a  crystalline  structure 
analogous  or  similar  to  the  core  in  order  to  prevent  lattice  defects  forming  on the 
core/shell interface.[255] Lattice mismatch occurs primarily due to differences in bond 
lengths  between  atoms  in  the  core  and  shell.  During  a  shell  synthesis,  there  is  a 
maximum quantum yield which is attained during the epitaxial (layer-by-layer) growth 
of a shell,  found to be  < 2 monolayers for CdSe/ZnS[257] and ~ 2.2 monolayers  for 
CdSe/CdS quantum dots, with CdSe/CdS having a lower lattice mismatch.[258]  Shells in 
this order of size yield highly luminescent quantum dots, but at the cost of increased 
quantum dot susceptibility to oxidation. Post-shell synthesis, an annealing step can also 
be effective in removing defects and improving lattice matching.[255]
Shelling  materials  can  be  chosen  such  that  the  photoluminescence  can  be 
preserved/affected in a variety of different ways. This is achieved by manipulation of 
bandgaps  to  create  hierarchical  structures  whereby  the  exciton  exists  between  the 
smallest  energy  gap  of  the  conduction  and  valence  bands  of  connecting  shelling 
materials. This can be visualised by looking at a typical Type I system, CdSe shelled 
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with ZnS in figure 4.1:
Figure 4.1:  Top left) Type I CdSe/ZnS quantum dot system with the smallest conduction band-valence 
band energy gap confining photoluminescence to the CdSe core. Top right) Type II ZnTe/CdSe system 
with the smallest energy gap being between the conduction band of the CdSe shell and the valence band  
of the ZnTe core.  In this way,  Type II systems tend to exhibit  highly red-shifted photoluminescence.  
Bottom) Single-shell band gap configurations, with the grey rectangles indicating the positions of the core 
and shell bandgaps.
The smallest energy gap between any adjacent core/shell bandgaps in a Type I system 
resides in the core. So for the CdSe/ZnS system in figure 4.1, the addition of the ZnS 
will not alter the photoluminescence emission wavelength drastically, but due to surface 
defect  elimination  and  exciton  leaking  into  the  shell,  the  effective  diameter  of  the 
quantum dot  increases,  and  a  small  red-shift  is  observed.  A reverse  type  I  system 
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confines the photoluminescence to the shell, so a large red-shift is expected on shelling. 
Type  I  systems  have  excellent  electron-hole  wavefunction  overlap  within  the  core, 
giving the greatest probability that electron-hole recombination will occur at the band 
edge of the material.[112,255]
Type II systems are brought about when core/shell material band gaps are offset 
with respect to one another, either above or below the bandgap of the core. The smallest 
energy gap between core and shell is therefore between the conduction band of the shell 
and the valence band of the core, as in ZnTe/CdSe in figure 4.1. Again, this leads to a 
significant red-shift as the charge carriers are confined mostly in separate domains of 
the quantum dot, i.e. one in the core and shell. This physical separation leads to poorer 
wavefunction overlap between electron and hole, and therefore a longer excited state 
lifetime.  Longer  excited  state  lifetimes  give  non-radiative  pathways  (i.e. not 
photoluminescence emission) a greater chance to occur, thus reducing quantum yield. 
Materials used for type II shells tend to have poorer lattice matching between core and 
shell,  so  surface  defects  and general  complexity of  the  system leads  to  more  non-
radiative decay pathways.
Type III systems are a further class of quantum dot core/shell heterostructure 
where the bandgaps of the core and shell have no overlap whatsoever.[255] To date, there 
is no literature precedent for type III core/shell quantum dots.
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Figure 4.2: Bandgap diagrams showing core/shell/shell quantum dots and quantum dot-quantum well 
configurations. The rectangles represent the bangap energies of the core and shells of core/shell/shell 
quantum dots.
On top  of  these  structures,  research  into  multiple-shell  structures  has  led  to  vastly 
improved lattice  matching  between  core  and shell  and therefore  improved quantum 
yields  (figure 4.2).[255] QD-QW systems employ a layer of a material with a smaller 
bandgap than the core and the outer shell, so the exciton is effectively confined in two 
dimensions. Examples include CdS/HgS/CdS,[259] ZnS/CdS/ZnS[260] and the reverse QD-
QW system CdSe/ZnS/CdSe,  showing two distinct  emissions  from the core and the 
shell.[102]
In terms of synthesis of a quantum dot shell, it is important to first consider the 
material and the effect it will have on the quantum dot photoluminescence and overall 
quantum yield. The effect of ligands, concentration and synthesis temperature are very 
important in affecting the growth, lattice matching, thickness and overall crystallinity of 
the final shell. There are also obstacles to overcome, such as the solubility of monomer 
(too high and shell  growth will  not  occur),  the binding strength of the core surface 
ligands and if homogeneous nanoparticle nucleation of the shell reagents occurs.[261]
The choice of ligand and the removal of ligands from the core synthesis are 
paramount when considering a shell synthesis. Ligands used in the core synthesis may 
not prevent dissolution or Ostwald ripening of the quantum dots at high temperature. 
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Therefore in some shell syntheses it is vital that excess ligands/monomers are removed 
and replaced with appropriate alternatives. For example, for the growth of a ZnS shell 
on CdSe cores require weakly co-ordinating alkyl amines and trioctylphosphine oxide.
[147,261,262]
The  concentration  of  shelling  reagents  should  be  such  as  to  match  the 
concentration  of  reagents  in  the  latter  stages  of  quantum  dot  core  synthesis. 
Concentrations  can  also  be  estimated  as  to  grow  monolayers  of  atoms  around  the 
quantum dot cores.[147,261]
Shell synthesis temperatures of 200 - 260 °C are typical for many syntheses, 
although new organometallic methods coupled with single-source precursors have led to 
the  development  of  crystalline  quantum  dot  shells  grown  at  significantly  lower 
temperatures.[64,147,150,263] This  is  advantageous  as  it  prevents  the  nucleation  of  any 
nanoparticles composed of the shelling reagents. Shelling temperature is also important 
due to the rate of Ostwald ripening. Smaller nanoparticles have a higher rate of Ostwald 
ripening, and so require lower temperatures for shell formation.  However, it is often 
desirable to use higher temperatures to remove shell defects and attain maximum shell 
crystallinity and therefore maximise quantum yield.
4.2 Quantum yield determination
One of the inherent challenges in nanoparticle chemistry is the inability to determine the 
concentration  of  nanoparticle  dispersions  accurately.  This  is  in  part  due  to  the 
composition  of  individual  nanoparticles,  with  complex  contributions  from  material 
concentration gradients in the core, surface defects and ligands. These properties vary 
from nanoparticle to nanoparticle due to overall sample polydispersity, shape anisotropy 
and  so  forth.  However,  the  determination  of  the  concentration  and  size  of  gold 
nanoparticles by UV/vis spectroscopy has literature precedent.[264]
For  quantum dots,  the  quantum yield  represents  a  universal  method  for  the 
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determination of how effective a fluorophore a sample of quantum dots is, independent 
of  concentration  and  the  Beer-Lambert  law.  Quantum yield,  “Φ” is  defined  as  the 
number of photons emitted divided by the number of photons absorbed (equation 12).
Equation 12
 
The standard method of quantum yield determination involves comparing the analyte, in 
this case the quantum dots to a standard fluorophore of known quantum yield,“ΦST” at 
wavelength  “λ”,   which  is  ideally  identical  to  the  analyte.  This  method  involves 
creating  a  linear  plot  of  absorption  (determined  by  UV/vis)  against  integrated 
fluorescence  intensity of  several  diluted  samples  of  standard with solvent  refractive 
index “n”.  In this way, a calibration line of a fixed gradient,  “gradientST” is created 
which will pass through the origin if no fluorescence self-absorption occurs (i.e.  the 
concentration of the standard solution is below a certain threshold). This process is then 
repeated for the analyte, obtaining “gradientX”. The quantum yield of the analyte, “ΦX” 
can then be determined by taking the ratio of the gradients according to equation 13. 
Accurate  quantum  yield  determination  using  this  method  requires  the  standard 
calibration to  be performed before every batch of samples as it  removes instrument 
noise.
Equation 13
Modern spectrofluorometers are  increasingly being fitted with integrating spheres;  a 
tool which allows for the direct measurement of absolute quantum yield.   The light 
scattered by the interior of an integrating sphere is evenly scattered over all angles, and 
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comes into contact with the sample housed within the integrating sphere. The processes 
is repeated for a reference (solvent) and the integrated difference between the two lines 
corresponds to the absolute quantum yield, equation 12.[265]
4.3 Quantum dot shelling- a brief review
The overgrowth of shells  onto semiconductor  quantum dots has been the subject  of 
intensive research, due to the increase in quantum yields,[266] reduction in cytotoxicity,
[267] resistance to oxidation[255] and tunable photoluminescence to a wider spectral range 
[268–271] that shelling with a suitable material affords (section 4.1). Shelling also opens up 
a  greater  range of  applications  due  to  the  harsher  conditions  the  quantum dots  can 
tolerate. The need for greater control over size and photoluminescence properties of 
quantum dots has in turn proliferated the need for new quantum dot shells, synthetic 
routes for shells and new shelling materials. It is noteworthy that the literature on this 
subject  is  vast,  and  the  information  in  this  section  provides  key developments  and 
highlights in the development of quantum dot shell synthesis.
Initial quantum dot shelling experiments, dating back to the mid-1980s, focussed 
on the detection of surface defects and the effects of the addition of rudimentary shells. 
For example, Spanhel et al. such as a CdS/Cd(OH)2 system showed a marked increase 
in fluorescence quantum yield, with yields of up to 50% reported, and two thousand 
times more stable in photoanodic corrosion measurements than a CdS core sample.[272] 
Other  early  methods  focussed  on  the  effects  of  quantum  dot  ligands,  with  silver 
sulphide[273] and  triethylamine[272] and  exotic  ligands  such  as  fullerenes  tested.[274] A 
notable example of the early use of ligands for the modification of quantum dot surfaces 
is the use of dithiocarbamate anions for CdS nanoparticles.[272] Kamat and Dimitrijevic 
found the addition of dithiocarbamate anions to a colloidal suspension of CdS quantum 
dots decreased the quantum yield and the photoluminescence decay lifetime of the CdS. 
On pulse laser excitation, electron transfer from the CdS forms dithiocarbamate radicals 
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which then dimerise, which led to much reduced photoanodic corrosion of the CdS. [275] 
The majority of the pre-organometallic routes to quantum dot shells focussed on the 
precipitation of salts from solution, activated by processes such as changes in pH [259] or 
radical generation.[276] 
The overgrowth of a ZnS shell for CdSe quantum dots, a type I system, was first 
realised by Kortan et al. in 1990.[277] The authors also report a reverse type I system by 
growing a CdSe shell onto a ZnS seed. This synthesis is based on the formation of an 
inverse micellular system based on dioctyl sulfosuccinate sodium salt, more commonly 
known as AOT, within which shells are grown  via the slow injection of metal alkyl 
species, sodium sulphide and zinc perchlorate. Spectroscopically, a red shift is observed 
on shelling, typical of a type I system.
The development of shells of II-VI semi-conducting nanocystals have been at 
the forefront of the field, driven mainly by the ease of the synthesis of high quantum 
yield CdSe quantum dots  via hot-injection, see section 2.2.5. The first organometallic 
routes  for  the  synthesis  of  quantum  dots  via the  hot-injection  method  opened  the 
possibility  of  the  mass  production  of  quantum dots.[72,98,278] This  series  of  synthetic 
breakthroughs  allowed  quantum  dots  to  be  scrutinised  and  developed  in  research 
laboratories across the world, in turn leading to organometallic routes towards quantum 
dot shells.
One of the first, widely used organometallic routes for the synthesis of a shell 
was developed by Hines and Guyot-Sionnest[279] and Dabbousi et al.[72] for the synthesis 
of CdSe/ZnS quantum dots.  This method involved the slow injection of  1,1,1,3,3,3-
hexamethyldisilathiane and diethyl  zinc in trioctylphosphine into a solution of CdSe 
cores in a nitrogen purged flask at elevated temperature (140 - 220 °C). The amount of 
precursor required and the shelling temperature was calculated from the size and shape 
of the cores determined by TEM and small angle X-ray scattering. Modifications to this 
method include the use of syringe drivers for uniform shell growth [262] and the use of in-
situ UV/vis  spectroscopy  so  the  shelling  process  can  be  tuned  dependent  on  the 
emission wavelength required.[71] This route has been used successfully over  a large 
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range of quantum dot sizes, even for shell growth onto CdSe clusters.[280]
Fatty acid  salts  of  zinc  and  elemental  sulphur  have  also  enjoyed success  in 
epitaxial  ZnS shell  growth,  as  their  reactivity  is  lower  than  that  of  diethyl  zinc  or 
1,1,1,3,3,3-hexamethyldisilathiane.[102,281,282] A recent  example  of  the  combination  of 
zinc-fatty acid salts with 1-dodecanethiol for the synthesis of CuInS2/ZnS quantum dots 
was developed by Booth et al.  The authors used the decomposition of zinc oleate in the 
presence of tetrahedral CuInS2 quantum dots capped with 1-dodecanethiol and found 
that at elevated temperatures (230 °C initially, then annealed for 4 hours at 220 °C), a 
crystalline  ZnS  shell  was  formed.[283] The  use  of  zinc-fatty  acid  complexes  with 
elemental sulphur (and derivatives) represents a less hazardous route than the use of 
pyrophoric metal alkyl compounds, but require multiple injection steps for completion.
Gas/solution  interface  reactions,  notably  those  with  gases  such  as  hydrogen 
sulphide  in  combination with metal  alkyl  compounds or  metal  salts  have also  been 
documented,  but  often  require  an  annealing  step  to  ensure  crystallinity  of  the  final 
product.[284] Zhang  et al. prepared large semi-conducting shells through soft acid-base 
manipulation  of  single-source  precursors  to  synthesise  an  array  of  core/shell 
nanocrystals, often with high lattice mismatches.[285]
 Pan et al. described the synthesis of CdSe nuclei in the size range 1.2 - 1.5 nm 
which were subsequently shelled with CdS. Both core and shell syntheses were carried 
out at 140 - 180 °C in an autoclave using cadmium myristate and selenourea/thiourea as 
precursors, oleic acid as a surfactant, and a toluene/water two-phase solvent system.[286]
So far, the shape of the resultant quantum dot shells has assumed to be spherical. 
However, there have been papers published on the effects of shell shape anisotropy on 
nanoparticle quantum yield. McBride et al. proposed a “bullet” shaped shell through the 
growth of ZnS along the <001> crystal plane, and found this to be critical in preparing 
quantum dots  with  a  quantum yield  of  100 %.[287] Xie  et  al. grew tetrapod shaped 
ZnTe/CdSe  and ZnTe-CdS nanocrystals  by alternating  injections  of  Cd-oleate  in  1-
octadecene and selenium in 1-octadecene at 215 °C and Cd-oleate and sulphur solutions 
at 235 °C.[288] The directional growth of the CdSe onto the ZnTe was templated by the 
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surfactants (oleylamine). As far as optical properties are concerned, the authors noted an 
absorption band at 650 nm which is attributed to the CdSe arms for the ZnTe/CdSe 
tetrapods, and indicative of a type II system.
Anisotropic growth of CdS shells on CdSe spherical core nanoparticles has been 
shown by several groups, particularly focussing on the growth of CdSe/CdS nanorods. 
[282,289] It  was  found by several  groups  that  low reaction  temperatures  and  the  slow 
injection of alkyl cadmium and 1,1,1,3,3,3-hexamethyldisilathiane (with a ratio slightly 
biased  in  favour  of  the  1,1,1,3,3,3-hexamethyldisilathiane)  facilitated  the  growth  of 
CdSe/CdS  nanorods.  Epitaxial  growth  on  a  single  facet  has  been  elucidated  to  the 
directing  effects  of  surfactants  and  lattice  mismatching  on  certain  facets.  Quantum 
yields of 0.7 have been reported, with high control over the rod length.[255,290] Surfactant 
directing  effects  have  also  been  demonstrated  in  CdSe/CdS  nanorods  at  elevated 
temperatures  (<  350  °C)  via hot-injection.[289] Further  evidence  for  the  increase  in 
quantum yield afforded by anisotropic shell  growth has been evidenced by tetrapod 
growth of CdTe/CdSe nanocrystals  via multiple injection steps of different precursors 
and annealing steps. In this way, Chin  et al. reported the tuning of character of the 
resultant quantum dot from a type I to a type II quantum dot system through altering the 
shape  (with  quantum  yields  of  0.82  reported),  potentially  leading  to  band  tunable 
quantum dot nanostructures for myriad applications.[109]
Chemical  bath  deposition  techniques  have  been  used  for  the  sequential 
deposition of shells onto quantum dots, a technique known as the successive ion layer 
absorption  reaction  (SILAR)  method.[102] SILAR  was  originally  developed  for  the 
deposition  of  reagents  onto  the  surface  of  thin  films.[291,292] Precursors  are  added 
gradually  via a  syringes,  and  the  build  up  of  the  layer  is  monitored  by  UV/vis 
spectroscopy.  [102,293] Recently,  Hao  et al. reported incredibly high quantum yields (~ 
0.95) for CdSe/ZnS quantum dots by the deposition of ZnS  via the SILAR method, 
directed by trioctylphosphine.[266] The authors report  the maximum quantum yield is 
maintained after the growth of three monolayers and maintained on the deposition of a 
further three layers. Trioctylphosphine dissolves excess selenium at the quantum dot 
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surface  and  activates  the  zinc  and  sulphur  precursors  (zinc  oleate  and  elemental 
sulphur). Quantum dots have also been deposited as thin films via the SILAR method 
by several groups to make quantum dot sensitised solar cells.[110,294]
Single-source molecular precursors have enjoyed a renaissance as precursors for 
quantum dot shell synthesis, rather than as precursors for quantum dot cores where they 
have  been  largely  superseded  by  dual  precursor  based  hot-injection  syntheses. 
Pioneering work by O'Brien and co-workers into single-source precursors for quantum 
dots (in particular III-V and II-VI materials) laid the foundation for single-source shell 
precursors.  Examples  for  II-VI  quantum  dots  include  the  syntheses  of:  zinc(II) 
heterocyclic  piperidine,  zinc(II)  tetrahydroquinoline  dithiocarbamates,[295] zinc(II) 
diethyldithiocarbamate,[296] zinc(II)  bis(hexylmethyldithiocarbamate)  for  ZnS,[297] 
lead(II)  xanthate  for  PbS,[70] zinc(II)  bis(diethyldiselenocarbamate)  and  zinc(II) 
ethyl(diethyldiselenocarbamate)  for  ZnSe,[296] cadmium(II)  ethylxanthate[263] and 
cadmium(II)  bis(hexylmethyldithiocarbamate)  for  CdS,[298] cadmium(II) 
ethyl(diethyldiselenocarbamate)  for  CdSe[299] and  indium(III)  tris(di-tert-butyl 
phosphide) decomposed in 4-ethylpyridine for III-V InP quantum dots.[300] This work led 
directly to the use of as single-source precursors, mainly metal dithiocarbamate species 
for the synthesis of quantum dot shells.
Metal-dithiocarbamate  shell  precursors  are  viable  alternatives  to  multiple 
injection based organometallic reagents as they are air-stable compounds which have 
low decomposition temperatures.[149] This allows the formation of a metal sulphide shell 
at low temperatures, which eliminates the nucleation of metal sulphide nanoparticles. 
One  of  the  first  example  of  the  use  of  zinc(II)   diethyldithiocarbamate  as  a  shell 
precursor for CdSe cores was by Wang  et al.[301] in a microcapillary reactor heated to 
150 °C and 240 °C depending on the composition of the shelling precursor solution. The 
authors  used  either  a  trioctylphosphine-  zinc(II)   diethyldithiocarbamate  or  1-
octadecene- zinc(II)   diethyldithiocarbamate solution at the aforementioned synthesis 
temperatures to affect shelling. Further work by Luan et al. utilised a trioctylphosphine- 
oleylamine -1-octadecene-zinc(II) diethyldithiocarbamate mixture at 80 - 160 °C in a 
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microfluidic reactor for highly luminescent CdSe/ZnS quantum dots.[302]
Other quantum dots such as ternary CuInS2 and InP have been coated using the 
thermal decomposition of zinc(II) diethyldithiocarbamate in the presence of surfactants, 
giving  good improvement  in  quantum yield.  In  particular,  the  synthesis  of  InP/ZnS 
quantum dots by Xu et al. used zinc undecylenate in the core InP synthesis which, along 
with hexadecylamine, forms a layer of zinc around the InP core which facilitates the 
lattice  matching  between  core  and  ZnS  shell  (grown  using  zinc(II) 
diethyldithiocarbamate).[150] Variation  in  the  concentration  of  zinc  undecylenate 
provides high control over quantum dot size, and therefore emission wavelength. The 
use of zinc(II) diethyldithiocarbamate has been investigated by Dethlefsen and Døssing 
in  an  oleylamine,  1-octadecene  and  trioctylphosphine  mixture,  with  shell  thickness, 
decomposition  temperature  and  photoluminescence  of  the  resultant  CdSe/ZnS 
scrutinised.[147]
Other metal-dithiocarbamate species (akin to those mentioned as precursors for 
quantum dots)  for  the  synthesis  of  quantum dot  shells  have  been  investigated,  full 
details of which are beyond the scope of this thesis, but can be found in the following 
review articles.[112,149,255]
Core/shell/shell systems borrow from the shelling methods listed, but require 
multiple shell growth stages for completion, which require isolation of the quantum dots 
before each growth phase. Core/shell/shell systems allow core and shell materials which 
may have poor lattice matchings to have a strain reducing intermediate layer, thus 
reducing surface defect formation.[255] This could potentially allow the synthesis of 
quantum dots with incredibly high photoluminescence quantum yields, matching the 
best organic dyes. One of the first examples of a core/shell/shell system is 
CdSe/ZnSe/ZnS in which the ZnSe layer acts as a lattice adapter for the ZnS, achieving 
quantum yields of up to 0.85.[257] The shells were synthesised by multiple injection steps 
of organometallic precursors. In this way, CdS/HgS/CdS colloids have been prepared by 
Dorfs and Eychmüller,[303] and III-V InAs/ZnCdS prepared by Allen et al.[269] Indeed, 
improvements in quantum yield over a wide spectral range have been enjoyed by many 
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core/shell/shell[256,257] and QD-QW systems.[259,303,304]
4.4 Problem overview
The proliferation of  the  field of  semi-conducting  nanocrystals  has  seen their  use in 
numerous  catalytic  processes,  such  as  photocatalytic  water  splitting,[254,305] oxygen 
reduction,[306] quantum  dot  sensitised  solar  cells[14,99,307] and  photocatalytic  dye 
degradation.[15,308] In these applications,  quantum dots are  often used in  combination 
with other nanoparticles, material supports and surfaces.[105,309,310]
The  use  of  gold  nanoparticles  in  various  organic  transformations  in  fine 
chemical  synthesis  has  been  the  subject  of  a  recent  review,[91] and  metal  oxide 
nanocrystals have also been shown to be effective.[311] However, there are relatively few 
examples of the use of quantum dots for catalysing organic reactions.[22,312] with most 
being supported in polymer or carbon matrices.[15] The use of colloidal quantum dots for 
the catalysing organic transformations is largely unexplored, with the majority of the 
literature focussing on organic carbon dots.[313]
Bridging the gap between molecular homogeneous and heterogeneous catalysis 
is a new frontier in the field of catalysis, combining fast reaction rates and turnover 
numbers  of  homogeneous  catalysts  with  re-usability  and  recoverable  nature  of 
homogeneous catalysts. In this chapter, the synthesis of type-I core/shell quantum dots 
with a hybrid shell (CdSe/ZnS-CuS) is realised via the decomposition of a mixture of 
zinc(II)  and copper(II)  diethyldithiocarbamate  species.  The catalytic  potential  of  the 
resultant core/shell quantum dots was tested via the Huisgen 3 + 2 cycloaddition “click” 
reaction between benzyl azide and phenylacetylene under UV irradiation. A mechanism 
for this and alterations in photoluminescence emission are postulated.
Further work led to the development of a general method for the doping of any 
metal into the shell of II-VI and III-V quantum dots via the decomposition of different 
metal-dithiocarbamate species (namely Cu, Cd and Hg). Changes in photoluminescence 
138
Chapter 4: Doping copper into the shells of quantum dots through the decomposition of
metal dithiocarbamates
emission  and  quantum  yield  are  documented,  including  the  synthesis  of  infrared 
emitting CdSe/ZnS-HgS quantum dots.
4.5 Results and discussion
4.5.1 Synthesis of CdSe/ZnS-CuS quantum dots
CdSe quantum dots were synthesised using the standard hot-injection method described 
in chapter 2, section 2.2.5.3 and shelled according to a modified procedure outlined by 
Dethlefsen and Døssing.[147] The Cu-doping of the ZnS shell  used in this  study was 
achieved  using  a  new,  one-pot  low-temperature  thermal  decomposition  of  air-stable 
precursors in the presence of alkyl surfactants. The Cu dopant and ZnS shelling material 
were introduced as a stoichiometric mixture of copper(II) diethyldithiocarbamate and 
zinc(II) diethyldithiocarbamate respectively. Their use as dopant vectors in quantum dot 
shells is underexplored, given the wide array of metal dithiocarbamates, spanning the 
entirety  of  the  periodic  metals  this  shell-doping  method  has  great  scope  given  the 
myriad of new materials that can be formed.
CdSe  cores  were  shelled  by  the  decomposition  of  zinc(II) 
diethyldithiocarbamate  and  copper(II)  diethyldithiocarbamate  in  the  following  molar 
ratios; 1:1(I), 1:3 (II), 1:7 (III), 1:15 (IV) and 1:0 (V). The total molar quantity of shell 
precursor  was  identical  to  that  required  for  the  CdSe/ZnS,  equivalent  to  three 
monolayers (approximate increase of 1.8 nm in quantum dot diameter). [147]
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Ratio (Zn:Cu) Zinc(II) 
diethyldithiocarbamate 
Copper(II) 
diethyldithiocarbamate 
Ratio Sample g mmol g mmol
1:1 Sample (I) 0.254 0.700 0.252 0.700
1:3 Sample (II) 0.380 1.05 0.126 0.350
1:7 Sample (III) 0.443 1.23 0.0630 0.175
1:15 Sample (IV) 0.475 1.31 0.0315 0.0875
1:0 Sample (V) 0.507 1.40 0 0
Table 4.1: Differing ratios of zinc to copper dithiocarbamates used to shell CdSe quantum dots.
The presence of Cu in the quantum dots was shown by XPS. The molar ratios of Cu to 
Zn used in the quantum dot shelling relates directly to the intensity of the Cu and Zn 
signals in the XPS spectra (figure 4.3).  The Cu2p3/2 and Cu2p1/2 peaks for all samples 
are reported as 933.18 and 952.88 eV respectively, which is indicative of the presence of 
Cu+.[314] Other elements in the quantum dots were also analysed, and binding energy 
peak positions recorded as follows: (Cd3d- Cd3d5/2 405.4 eV, 411.49 eV Cd3d3/2, Se3d- 
Se3d5/2 54.8 eV, Se3d3/2 56.1 eV, Zn2p- Zn2p3/2 1021.8 eV, Zn2p1/2 1045 eV and S2p- 
S2p3/2 161.85 eV, S2p1/2 162.85 eV).
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Figure 4.3: A) XPS survey spectrum of sample (II), CdSe/ZnS-CuS quantum dots with dithiocarbamate 
ratio 3:1 and B) Cu2p scan of the same sample, showing Cu+ character.
XPS was also used to determine the relative elemental percentages for all CdSe/ZnS-
CuS samples, calibrated against adventitious carbon. Samples were prepared for XPS by 
drop-casting a colloidal suspension of quantum dots in  n-hexane onto a heated glass 
substrate.
Sample Cd, at. % Se, at. % S, at. % Zn, at.% Cu, at.%
Sample (I) 2.12 7.28 73.3 13.2 4.07
Sample (II) 3.08 4.27 67.2 23.6 1.80
Sample (III) 2.93 5.11 64.2 27.02 0.700
Sample (IV) 1.79 7.87 59.1 30.75 0.520
Sample (V) 14.4 12.6 23.9 49.0 0
Table 4.2: Elemental composition of CdSe/ZnS-CuS quantum dots determined by quantitative XPS.
EDS analysis (table 4.3 and figure 4.5) confirmed the presence of all of the elements in 
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the structure (Cd, Se, Zn, S and Cu), versus CdSe/ZnS quantum dots. Quantitative EDS 
and XPS analyses showed the amount of Cu loading on the quantum dots, all of which 
were low in comparison to the stoichiometric amounts of shelling reagents used (Table 
4.1 and 4.2). XPS analysis gave higher Cu to Zn ratios than EDS, thus suggesting the 
majority Cu sites are located on the quantum dot surface. We can also infer that the 
CdSe cores have a preferential affinity for ZnS over CuS shelling due to the higher 
amount of Zn in the system. It is noteworthy that EDS samples were analysed on gold 
TEM grids rather than the standard copper to avoid masking of the copper signal. 
Discrepancies from the expected values can be attributed to the relatively poor 
atom efficiency of zinc diethyldithiocarbamate in its conversion to ZnS and its ability to 
coordinate to nanoparticle surfaces.[315] A greater amount of sulphur compared to zinc in 
the  copper-doped samples  suggests  it  is  zinc  that  is  replaced by copper  in  the ZnS 
lattice; a trend which is reversed for CdSe/ZnS potentially due to better lattice matching 
of  CdSe/ZnS  over  CdSe/ZnS-Cu.  Further  characterization  of  samples  I-V by  TEM 
showed all  samples  to  be monodisperse with  an average  diameter  of  3.7  -  4.1 nm, 
compared  with  cores  of  ~2.7  nm  in  diameter  (figure  4.4).  HRTEM  measurements 
showed highly crystalline structures with d-spacings corresponding to the <111> crystal 
plane of CdSe (Figure 4.4, inset).
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Figure  4.4:  TEM  micrographs  of:  A)  Sample  V,  CdSe/ZnS  quantum  dots  with  nanoparticle  size 
histogram (inset), B) Sample III, CdSe/ZnS-CuS 7:1 with histogram (inset), Photographs of samples I-V 
and CdSe quantum dot cores with D) and without C) 365 nm UV illumination.
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Sample Average wt % Cu % Doping
Sample (I) 1.20 3.11
Sample (II) 0.670 1.52
Sample (III) 0.350 1.18
Sample (IV) 0.140 0.400
Sample (V) 0 0
Table 4.3: Elemental composition of CdSe/ZnS-CuS quantum dots determined by quantitative EDS.
Figure 4.5: Top) EDS analysis of sample (V), CdSe/ZnS and inset) HRTEM of an individual CdSe/ZnS 
nanocrystal showing the <111> crystal plane. Bottom) EDS analysis of sample (III), CdSe/ZnS-CuS 7:1 
and inset) HRTEM of an individual CdSe/ZnS-CuS nanocrystal showing the <111> crystal plane.
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Figure 4.6 shows the absorption and photoluminescence spectra of samples I-V. When 
Cu  is  introduced  to  the  ZnS  shell,  a  blue  shift  in  luminescence  and  a  decrease  in 
quantum yield were observed. This is in stark contrast to a pure ZnS shell,  where a 
significant increase in quantum yield and a red-shift in luminescence is observed.  In the 
case of sample I, the photoluminescence was completely quenched. Furthermore, Cu-
doped  samples  did  show  an  increased  near-infrared  photoluminescence  band  at 
approximately  1.8  eV  (660  nm) (figure  4.6  B)),  which  had  a  significantly  longer 
luminescence life-time compared with the band-edge luminescence (figure 4.6 D)). If 
we assume that Cu+ ions have been doped into the ZnS shell (which is reasonable given 
the low levels of Cu found in the particles experimentally), figure 4.6 C represents the 
energy  levels  in  the  quantum  dots.[316–319] Cu-doped  ZnS  does  luminescence  in  the 
blue/green region of the spectrum due to S and Zn vacancies and a level introduced by 
the Cu+.[318] This luminescence is not visible in the spectra and is most likely quenched 
by the CdSe core or not intense enough to be detected. The near-infrared luminescence 
at ca. 1.8 eV (660 nm) is well known in CdSe nanocrystals and can be assigned to Se or  
Se/Cd (di)vacancies probably located at the boundary between core and shell.[317,320]
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Figure 4.6: A) UV/vis and photoluminescence spectra of samples (I-V), B) Photoluminescence spectra of 
samples II and V sample clearly showing a second, broad emission band centred at 660 nm for sample II, 
C) Proposed  photoluminescence  energy  level  diagram  and  D)  example  photoluminescence  decay 
measurements at 540 nm and 660 nm, illustrating the long-lived Cu-induced feature at 660 nm.
The blue-shift in the core luminescence may be due to a “shrinking” of the CdSe core or 
changes in its dielectric environment. Given the low levels of Cu doping, the Cu in the 
“shelling” reagents partially exchanged against Cd. This is plausible bearing in mind 
work on Cu-activation of  chalcogenides  and cation exchange.[314,321] The “shrinking” 
theory  is  further  supported  by  the  increase  in  the  near-infrared  photoluminescence, 
which  indicates  that  the  number  of  defect  states  in  the  core  has  been  increased  – 
especially at the interface between core and shell. This is also evident from the decrease 
in quantum yield commensurate with the level of copper doping (Table 4.4).
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Sample Quantum 
yield at 540 
nm, %
Quantum 
yield at 
660 nm, %
Combined 
quantum 
yield, %
Photolumines
cence lifetime 
(τ1) at 540 nm 
/ ns
Photolumines
cence lifetime 
(τ1) at 660 nm 
/ ns
Sample (I) 2.44 1.15 3.59 3.17 23.8
Sample (II) 1.98 0.885 2.865 3.02 26.6
Sample (III) 1.61 0.666 2.276 4.53 20.7
Sample (IV) ~0.05 1.86 2.56 3.99 28.1
Sample (V) 5.84 - 5.84 0.288 -
Table 4.4: Quantum yield and photoluminescence lifetime measurements of  CdSe/ZnS-CuS samples. 
Quantum yield measurements were taken against Rhodamine-6G in ethanol.
As Cu in the ZnS shell has Cu+ character, excitation of the quantum dots is likely to 
oxidise the Cu dopants releasing Cu+ into solution.  The mechanism of release likely 
involves photo-oxidation of the doped ZnS shell under release of Cu, Zn and SOxy- ions. 
The  proposed  mechanism  was  supported  by  the  detection  of  Cu  using  inductively 
coupled plasma-atomic emission spectroscopy (ICP-AES, Table 4.5).  A quantum dot 
suspension  of  sample  I in  n-hexane  was  irradiated  with  254  nm overnight,  with  a 
counterpart  quantum  dot  dispersion  kept  in  the  dark.  The  quantum  dots  were 
precipitated  with ethanol,  centrifuged and the  supernatant  evaporated  for  nitric  acid 
digestion and analysis.  It  was shown that the irradiated sample leached  ca.  fourteen 
times  as  much  Cu compared  to  the  dark  sample,  which  supports  the  hypothesis  of 
photo-oxidation promoted Cu+ release (Table 4.5). It is noteworthy that the amount of 
copper leached is small (1033 ng ± 10 % from an estimated total quantum dot mass of 
16.2 mg).
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Sample Amount of Cu / ng Total mass of quantum 
dots/ mg
Sample I, 1:1 (254 
nm irradiation)
1033 16.2
Sample I, 1:1 (Dark) 70.6 13.2
Solvent control 12.9 -
Blank tube 0.257 -
Table 4.5: ICP-AES measurements of sample I, CdSe/ZnS-CuS 1:1 quantum dots with and without 254 
nm irradiation, showing the leaching of copper into solution via photo-oxidation of the quantum dot shell.
A practical way of utilising the generated Cu+ species is Huisgen 3 + 2 cycloaddition 
which is known to be catalysed by Cu+ sites more readily than Cu2+.  Common literature 
procedures start with a Cu2+ salt and use a reducing agent to generate Cu+ in situ for 
catalysis.[322] Commonly  used  in  situ reducing  agents  such  as  sodium  ascorbate 
derivatives have drawbacks for bio-conjugate applications due to separate reactions with 
protein side-chains.[323,324]  Tasdalen and Yagci have shown that separate UV activators 
can be used to reduce Cu2+ to Cu+ in a two component system, however the selectivity 
of the photo-reducing agent is unclear.[325] A system that can release Cu+ in a controlled 
manner  without  the  need  for  a  reducing  agent  would  be  highly  advantageous  in 
bioconjugate  applications,  although  compatibility  in  an  aqueous  environment  is 
required.
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Figure 4.7: Top) Reaction scheme and resulting “click” product between phenyl acetylene and benzyl 
azide. Protons monitored by 1H NMR are labelled Ha and Hb respectively, with Ha diminishing with the 
emergence  of  Hb  as  the  reaction  proceeds.  Bottom)  following  the  “click”  reaction  via 1H  NMR 
spectroscopy.
The “click” reaction in question was between phenyl acetylene and benzyl azide in n-
hexane (figure 4.7). CdSe/ZnS-CuS quantum dots were also dispersed in n-hexane and 
stirred thoroughly with the “click” reactants throughout the duration of the reaction, and 
irradiated with 254 nm, 365 nm or visible light irradiation.
The reaction was monitored (figure 4.7) by the ratio of 1H NMR peaks from the 
azide as it was converted to the triazole. Sample I was tested first as EDS and XPS 
analyses (tables 4.2 and 4.3) confirmed a higher proportion of Cu in the ZnS shell.  A 
concentration with 5 mol % of Cu was shown to have reached > 99 % yield by two 
hours.  Due to its insolubility in n-hexane, the triazole can be separated from the catalyst 
by filtration.  Analysing aliquots at timed intervals shows 1 %, 2 %, 8 %, 35 % and 100 
% of triazole formed at 15, 30, 60, 90, and 120 minutes respectively. The slow initial 
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product formation suggests there is an activation period after irradiation of 60 minutes. 
Presumably this initial inactivity is due to the quantum dots being kept in the dark prior 
to use, and this activation period could be postulated to be the time required for the 
release of Cu+ ions and therefore rate limiting (table 4.5).
Catalytic  activity is  determined by the turnover  number,  which is  defined in 
organometallic catalysis as the number of moles of reactant a catalyst can covert before 
becoming inactive. The turnover number was calculated by multiplying the yield by the 
number of moles of product formed, divided by the number of moles of copper used in 
the  reaction.  Similarly,  the  turnover  frequency  is  the  turnover  per  unit  time  and 
calculated by dividing the turnover number by the reaction time in hours.
Performing the “click” reaction in the dark (without any irradiation) gave a 22 % 
yield. Therefore, it is postulated that on irradiation, the quantum dots photo-oxidise with 
S being oxidised to SOxy-. This causes the Cu to form a complex with the azide and 
eventually acting as a sacrificial electron-acceptor and subsequently, the “click” reaction 
occurs.
Reducing the quantum dot loading of sample I to give 0.32 mol % of Cu (5 wt % 
of sample I) the reaction reaches > 99 % after 8 hrs.  Sample I displays no sign of 
reduced activity after 3 cycles showing the quantum dot core is able to release catalytic 
Cu+ over a prolonged period. A “cycle” is defined as a period in which a 100% yield is  
obtained  with  introduced  reagents  (at  an  initial  benzyl  azide  concentration  of  0.5 
mmol/ml). On comparison, the lower level of doping in sample II reduces the mol % Cu 
to 0.16 % for 5 wt % of quantum dots in the reaction; this reduction has no detrimental 
effect giving >99 % yield after 8 hours with a turnover number of 625.  Reactions 
involving samples III and IV (5 wt %) show a sharp decline in yield and this can be  
correlated to the low proportion of Cu doping in these samples.  The assumption that the 
catalysis is taking place on a Cu centre is supported by sample V whereby no reaction 
took place without the presence of Cu sites.  The reaction also proceeds with visible 
light activation with a > 99 % yield after 3 hours using sample I (5 mol % Cu).
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Catalyst Quantum 
dot wt. %
Cu (mol. 
%)
Time 
(hrs)
Yield (%) 
+ hυ[d]
Turnover 
number
Turnover 
frequency 
(hr-1)
Yield 
(%) no 
hυ
none 0 0 8 <0.1 0 0 0
Sample (I) 77.2 5.00 2 >99 20 10 22
Sample (I) 5.00 0.320 8 >99a, 
>99b, 
>99c
309 37 11
Sample (II) 5.00 0.160 8 >99 625 78 5
Sample 
(III)
5.00 0.120 8 7.50 61 8 <0.1
Sample 
(IV)
5.00 0.0400 8 1.30 32 4 <0.1
Sample (V) 5.00 0 8 <0.1 0 0 <0.1
Table 4.6:  Summary of Huisgen cycloaddition, yields are calculated by  1H NMR and are averages of 
three samples. [a], [b], [c] are repeats using the same catalyst, [d]  hυ used; 257 nm 980 µW/cm-1.
4.6 Summary and future work
The CdSe/ZnS-CuS quantum dots synthesised in the first part of this chapter were found 
to be highly effective as vectors for Cu+ induced “click” chemistry catalysis. Copper 
release  proceeds  via photo-oxidation  of  the  shell,  allowing  azide  species  to  form 
complexes with Cu+ ions and affect the “click” reaction. Although not true catalysts in 
themselves, it is stressed that these quantum dots are the first of their kind and as such 
bridge the gap between homogeneous and heterogeneous catalysis,  combining facile 
catalyst  recoverability  with  higher  turnover  frequencies  compared  to  heterogeneous 
catalysts.
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The photoluminescence profiles  and quantum yields  indicate  that  there  is  an 
increase in surface defects between core and shell, which is supported by longer-lived 
photoluminescence lifetime measurements (Table 4.4). 
The doping of copper into the shells of CdSe/ZnS quantum dots led to further 
investigation of core/shell quantum dots systems, with the doping of mercury, cadmium 
and indium into the shells of CdSe/ZnS and InP/ZnS quantum dots  via cadmium(II) 
diisobutyldithiocarbamate,  indium(III)  tris(diisobutyldithiocarbamate) and mercury(II) 
diethyldithiocarbamate. There was little difference to the host core lattices on shelling, 
due in no small part to the thin nature of the shells as evidenced by TEM (figure 4.8, E 
and F). There were marked effects on the overall photoluminescence profiles, lifetimes 
and quantum yields of all of the composites. Notably, the CdSe/ZnS-CdS quantum dots 
exhibited a large increase in quantum yield, achieving a maximum of 0.72 for a 7:1 ratio 
of Zn to Cd. The photoluminescence profiles increased incrementally with the amount 
of Cd doping (figure 4.8, A). This is due to Cd defects at the CdSe surface filled and a  
better lattice matching between core and shell. This is supported by a greater magnitude 
of red-shift than standard ZnS shelling as the effective diameter of the quantum dot is 
increased due to defect elimination.
In doping had a similar effect in InP-ZnS-In2S3 systems, with a higher recorded 
quantum yield (0.427 versus 0.337 for InP/ZnS). However for CdSe/ZnS-In2S3 systems, 
there was no real shift in photoluminescence (figure 4.8, C), and quantum yields were 
depressed. This is attributed to poor lattice matching and reduced ligand-shell affinity, 
with only low ratios of In to Zn dispersible in organic solvents. Similar results were 
seen for the corresponding InP-ZnS-CdS samples.
Perhaps  the  most  interesting  photoluminescence  results  were  obtained  for 
CdSe/ZnS-HgS quantum dots, as the photoluminescence was red-shifted some 200 - 
400 nm form the core emission. Although the for this red-shift is currently unclear, the 
formation of a HgSe/ZnS, a HgS/ZnS or a composition in between those two states 
seems the most likely, forming a QD-QW structure, or a Type II system, both potentially 
leading to a large red-shift. The core/shell/shell theory is supported by the spontaneous 
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decomposition  of  mercury(II)  diethyldithiocarbamate  on  exposure  to  CdSe  cores, 
producing  the  red-shift.  It  is  then  reasonable  to  assume  that  the  zinc(II) 
diethyldithiocarbamate decomposes on top of the mercury layer, possibly with some 
cationic exchange. The spontaneous decomposition is attributed to the affinity mercury 
has for selenium, a fact which makes it a potent neurotoxin.[326] Although InP/ZnS-HgS 
exhibits some red-shifting, it is not of the magnitude experienced by CdSe/ZnS-HgS, 
suggesting a different band structure.
The elucidation of band-gap structures for the aforementioned quantum dots as 
well as their compositions and mechanisms for photoluminescence are the subject of 
ongoing investigations, as is the range of tunable emission wavelengths available (figure 
4.8, D).
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Figure 4.8: A) Photoluminescence spectra showing red shifting on addition of increasing amounts of Cd 
into ZnS quantum dot shells, B) For Hg doping, C) for In doping, E) HRTEM micrograph of CdSe/ZnS-
HgS  quantum dot  with  <111>  CdSe  crystal  plane  and  F)  HRTEM  micrograph  of  an  InP/ZnS-CdS 
quantum dot, showing the <111> crystal plane of InP.
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Chapter 5: Iron oxide 
nanoparticles synthesised from 
high street reagents
Preface
The  following  chapter  describes  advances  made  in  the  synthesis  of  iron  oxide 
nanomaterials from high street reagents. The aim was to be able to synthesise iron oxide 
nanomaterials more cheaply than conventional syntheses in order to make the synthesis 
of high quality nanomaterials more accessible for a greater number of laboratories and 
chemical industry. The synthesis route investigated was a “heat-up” method (chapter 1, 
section 1.5.2) based on the thermal decomposition of iron-fatty acid complexes in high 
boiling point solvent. The resulting nanomaterials were characterised using: XRD, XPS, 
TEM, HRTEM, EDS, SAED, SQUID, ATR-FTIR and Mössbauer  spectroscopy.  The 
effectiveness  of  the  obtained  nanomaterials  were  evaluated  as  magnetic  fluid 
hyperthermia agents after transfer to water via an amphiphilic polymer. 
In this chapter, thermal decomposition methods for the synthesis of iron oxide 
nanoparticles are introduced and reviewed, and the technique of magnetic hyperthermia 
explored.
155
Chapter 5: Iron oxide nanoparticles synthesised from high street reagents
5.1 Iron oxide nanomaterial synthesis, an introduction
Research into the synthesis of iron oxide nanomaterials has been focussed primarily on 
the synthesis of iron(III) and iron(II, III) oxides, however there are sixteen known iron 
oxide and oxyhydroxide minerals.[327] This chapter will focus on the synthesis of both 
iron(III) and iron(II, III) oxide, as they have a large magnetic moment and as such are of 
most  interest  for  magnetic  hyperthermia.[328] Ideal  nanoparticles  for  magnetic 
hyperthermia applications should have: a large magnetic moment, a low polydispersity 
index, an average size below 20 nm and be composed of non-toxic materials.[126,329,330]
Iron oxide nanomaterials can be synthesised using a variety of methods, from 
physical “top-down” methods such as: ball-milling, acid etching and inkjet printing to 
“bottom-up” methods such as: thermal decomposition, co-precipitation, electrochemical 
methods and sol-gel syntheses.[42] “Top-down” methods, as discussed in chapter 1.4, 
tend to yield large, polydisperse nanoparticles with large shape anisotropy. 
The  most  effective  iron  oxide  nanoparticles  for  magnetic  hyperthermia  have 
been based on the co-precipitation method. This method involved the ageing of Fe2+ and 
Fe3+ salts  in  basic,  aqueous  solution  in  order  to  precipitate  magnetite  (Fe3O4) 
nanocrystals according to the following chemical equation:
Fe2+(aq) + 2Fe3+(aq) + 8OH-(aq) → Fe3O4(s) + 4H2O(l)                
When nucleating nanocrystals using this method, only kinetic factors are controlled, so 
control over size and shape are limited. There is an initial “burst” nucleation stage, after 
which  the  crystal  growth  phase  is  uncontrolled,  so  proceeds  according  to  Ostwald 
ripening.[56] This  leads  to  a  broad  size  distribution  of  nanoparticles.  Therefore  it  is 
necessary to separate the two phases in order to synthesise monodisperse nanoparticles, 
as monodisperse nanoparticle nuclei growing at a constant rate will eliminate Ostwald 
ripening, yielding a population of monodisperse nanoparticles. It is therefore necessary 
to have a short burst nucleation stage, to avoid multiple nucleations at different times, 
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which leads to Ostwald ripening.
In the co-precipitation method, numerous studies have been undertaken in order 
to control nanoparticle shape and size. Changing synthesis parameters such as the pH, 
temperature, ionic strength, Fe2+ to Fe3+ ratio, and indeed the metal salts used.[42,48,331] 
The  addition  of  nanoparticulate  surfactants  and  chelating  agents  control  size  by 
passivating nanoparticle  surfaces,  preventing further  growth or  Ostwald  ripening,  as 
well  as  providing  dispersibility  in  aqueous  or  organic  solvents.[43,142,332–334] Co-
precipitation  also  allows  for  large  amounts  of  nanocrystals  to  be  synthesised  in 
comparison to other methods, often at the expense of nanoparticle monodispersity.[335–337]
The  advent  of  high  temperature  syntheses  yielding  large  quantities  of 
monodisperse iron oxide nanoparticles sparked renewed interest in developing synthetic 
methods for the synthesis of monodisperse nanocrystals.[43–45,142] First attempts focussed 
on the use of iron pentacarbonyl as the iron source, but this has obvious drawbacks 
relating to the by-products obtained from its decomposition.[338,339]
In  their  landmark  paper,  Sun  and  Zeng  described  the  synthesis  of  highly 
monodisperse  nanocrystals  in  high  boiling  point  solvent  from the  decomposition  of 
iron(III) acetylacetonate in the presence of alkyl surfactants.[43] The process involves the 
dissolution of iron(III) acetylacetonate and 1,2-hexadecanediol in diphenyl ether in the 
presence of oleic acid and oleyl amine, before elevation of the temperature to 265 ºC 
under  nitrogen  for  thirty  minutes  (figure  5.1).  This  method  yields  monodisperse 
magnetite  nanoparticles  readily  dispersible  in  organic  solvents  due  to  the  highly 
oleophilic nature of oleic acid and oleyl amine, the nanoparticle ligands. It is postulated 
that the 1,2-hexadecanediol reduces a portion of the Fe3+ to Fe2+ before supersaturation 
is achieved, and provides an oxygen source for the nanocrystals.
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Figure 5.1: A) Top: Oleic acid, bottom left: polyethylene glycol and bottom right:  triethylenetetramine, 
B) Schematic for the synthesis of iron oxide nanocrystals where “R” is a fatty alkyl group, re-drawn from 
ref.[43] TEM  images  of  Fe3O4 nanoparticles  synthesised  using:  C)  poly(ethylene  glycol)  and  D) 
triethylenetetramine.
Sun and Zeng also used a seed-mediated growth method involving the use of smaller 
iron oxide seeds to grow larger nanocrystals in the presence of 1-octadecanol, as it is 
energetically  more  favourable  to  grow on the  surface  of  existing  nanocrystals  than 
nucleate new nanoparticles. 
Many groups have looked to improve this synthesis and exert greater control 
over the size, shape and monodispersity of the product. Notably, Lattuada and Hatton 
showed that the commercially expensive 1,2-hexadecanediol could be replaced by 1,2-
tetradecanediol, thus reducing the cost of the process.[142] Sun et al. demonstrated that a 
substitution  of  a  portion  of  the  iron  (III)  acetylacetonate  with  different  metal 
acetylacetonates  such  as  manganese  or  cobalt  led  to  differences  and  significant 
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improvement  in  magnetic  moment,  with  no  detriment  to  product  yield  or  particle 
monodispersity.[44] Shape  anisotropy  can  also  be  induced  using  the  thermal 
decomposition  method  by varying reactant  concentration,  synthesis  temperature  and 
surfactant type.[132,333,340,341]
Other  methods  borrowed from this  type  of  thermal  decomposition  synthesis, 
including polyol methods, hot injection and decomposition of single-source precursors.
[342,343] The blanket term “polyol methods” also include syntheses in which the solvent 
acts as the surfactant and reducing agent. The term stems from the use of polyethylene 
glycol  derivatives  as  the  solvent,  reducing  agent  and  surfactant  (figure  5.1). 
Polyethylene glycol allows nanoparticles to be readily dispersible in a wide variety of 
solvents, as diverse in polarity as hexane and water. This astonishing property is also a 
hindrance when trying to remove excess polyethylene glycol, as it is very difficult to 
precipitate the nanoparticles with salt or a miscible solvent with a different polarity and 
subsequently re-disperse in fresh solvent.
The use of 2-pyrrolidone has been shown to be an effective solvent, reducing 
agent  and nanoparticle  stabilising  agent.[344,345] Li  et  al.  elucidated  a  mechanism for 
nanoparticle  formation  based  on  the  elimination  of  carbon  monoxide  from  2-
pyrrolidone, and its subsequent re-arrangement into an azetidine species.[345] This then 
hydrolyses iron(III) chloride to iron oxyhydroxide (FeOOH), which subsequently reacts 
with  carbon  monoxide,  producing  magnetite  Fe3O4.  The  synthesis  of  iron  oxide 
nanomaterials has also been documented in ionic liquids (figure 5.2).[346]
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Figure 5.2: Reaction of 2-pyrrolidone with iron(III) chloride to form magnetite Fe3O4 via an azetidine 
intermediate formed from the elimination of carbon monoxide. Re-drawn from ref.[345]
One of  the problems in the modification of  iron oxide nanocrystals  for  conjugation 
purposes is the need to have nucleophilic amine groups on the surface.[347] Difficulties 
stem from the fact that iron oxides are often stabilised by carboxylic acid groups which 
are acidic and therefore negatively charged in aqueous solution. Amine groups are basic 
and  are  positively  charged  in  solution,  and  so  by  switching  between  the  two, 
nanoparticles must have a neutral charge and therefore a zeta potential of zero, which 
leads to irreversible aggregation. Qu et al. used the thermal decomposition of iron(III) 
acetylacetonate  in  triethylenetetramine  to  yield  amine-functionalised  Fe3O4 
nanoparticles with a low polydispersity index.[348] The authors then demonstrated the 
versatility  of  the  amine  functionalities  by  attaching  streptavidin  and  subsequently 
making use of the strong biotin-streptavidin affinity for protein separation.
Although the hot-injection method has received more attention in the synthesis 
of semi-conducting quantum dots, it has been shown to be effective for the synthesis of 
iron oxide nanoparticles. The theory of the hot injection method has its roots in the 
model postulated by LaMer. Ho et al. used the hot injection of iron(III) acetylacetonate 
in benzyl ether at  290  °C at various injection rates to form monodisperse magnetite 
nanocubes  and  polyhedra.[349] The  final  particle  shape  was  determined  in  the  final 
“crystal growth” phase of the LaMer model, where a dearth of monomer units led to 
preferential growth on high energy facets, and thus nanocubes were grown. Herman et  
al.  used  the  hot-injection  of  the  iron  sandwich  complex  bis(Z5-1,3,5-exo-6-
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tetramethylcyclohexadienyl)  iron(II)  at  300  °C  into  an  oleyl  amine/1-octadecene 
solution to form iron/iron oxide core/shell nanoparticles.[350] This process is noteworthy 
as  a  hot-injection,  single  source  method,  and  changing  the  surfactant  to 
dimercaptosuccinic acid renders the nanoparticles water dispersible.
Examples  of  the  decomposition  of  single  source  precursors  for  iron  oxide 
nanocrystals  are  few and far  between.  Investigations  by the  O'Brien  group into  the 
synthesis  of iron pivalate clusters have yielded good quality superparamagnetic  iron 
oxide nanoparticles[351] as well as other metal oxide nanocrystals.[73,352] Aside from the 
aforementioned  use  of  iron  sandwich  complexes  as  nanoparticle  precursors,  the 
effectiveness  of  the  “heat  up”  thermal  decomposition  of  simple  metal  salts  for  the 
synthesis of large quantities high quality monodisperse iron oxide nanocrystals have left 
the hot-injection and single source routes largely by the wayside in terms of synthesis 
development.
However, the most notable example of the use of a single-source precursor was 
the isolation of the active complex in the Sun and Zeng synthesis; iron oleate (figure 
5.3). Park et al. synthesised iron oleate from iron(III) chloride and sodium oleate in a 
solvent mixture of water, ethanol and n-hexane.[45] This salt metathesis reaction is driven 
by the formation of sodium chloride, and the relative solubility of sodium chloride in 
water versus the solubility of iron oleate in hexane, both of which are high (figure 5.3).  
Although a non-toxic brown solid, iron oleate is unpleasant to handle due to its waxy 
nature. The rheology of the product is due to solvent from the preparation residing in the 
solid.
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Figure 5.3:  Top: Salt  metathesis  reaction in the formation of  iron oleate from iron(III)  chloride and  
sodium oleate, giving iron oleate and sodium chloride. Middle: thermal decomposition conditions for the 
synthesis of iron oxide nanoparticles as described by Park et al.[45] Bottom: The effect on the structure of 
the iron oleate complex after extraction with ethanol and acetone post synthesis. Adapted from ref.[143]
The  original  Park  synthesis  has  been  interrogated  by several  groups,  with  different 
parameters investigated. For example, the role of surfactants such as sodium oleate and 
oleic acid on the resultant nanocrystals has been shown to influence the shape and size 
of the products, as has changing the solvent.[143,353,354] Reaction times and temperatures 
have also been investigated, with longer times, perhaps unsurprisingly, yielding larger 
nanocrystals and more polydisperse products.[45]
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Bronstein  et  al.  investigated  the effect  of  the  composition  of  the iron  oleate 
complex structure and composition of the nanocrystals.[143] They found that the structure 
of  the  iron  oleate  complex  varied  depending  on  the  amount  of  solvent  left  in  the 
complex. They postulate that ethanol is able to form a complex with iron centres instead 
of oleic acid if an extraction step (washing with ethanol and acetone) is undertaken. The 
authors also suggest that water (monohydrate) is also able to reside in the structure, but 
is removed as evidenced by FTIR on drying in vacuo at 70 ºC.  This causes nucleation 
to occur at a higher temperature, and the authors postulate that the temperature barrier in 
the “heat-up” method between the nucleation and growth phases can be broken down, 
leading to  polydisperse products.
Lynch et al. used the decomposition of iron oleate in 1-octadecene to investigate 
the  effects  of  bubbles  in  the  solvent  on  the  nucleation  and  growth  of  iron  oxide 
nanocrystals.[355] The authors vary reaction temperatures while changing the solvent, as 
refluxing solvents effervesce in solution. They also “artificially” produced bubbles at 
lower temperatures by purging the solution with argon gas, finding that bubbles promote 
singular primary nucleation events, thus reducing the polydispersity of the product. The 
bubbles absorb latent heat given off by exothermic reactions in solution, with greater 
energy being given off by nucleation (multiple bond formation) than growth (single 
bond formation) and so the bubbles drive nucleation.
The  decomposition  of  metal  oleate  complexes  is  not  limited  to  iron  oxides- 
many other transition metal oxides and composite oxides have been produced, with a 
diverse range of shapes reported (figure 5.4).[45,60,353,356]
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Figure  5.4: A)  Spherical  iron  oxide  nanoparticles  from  the  decomposition  of  iron(III)  oleate,  B) 
anisotropic cobalt oxide nanoparticles from the decomposition of cobalt(II) oleate and C) hexagonal zinc 
oxide nanoparticles from the decomposition of zinc(II) oleate.
5.2 Magnetic hyperthermia
Magnetic hyperthermia is an experimental cancer treatment which involves the use of 
an  alternating  (AC)  magnetic  field  to  heat  magnetic  nanoparticles  and  cause  either 
thermal  ablation  or  induce  an  immunogenic  response.[4,357,358] This  avenue  has  been 
pursued by academic as well as commercial researchers due to its potential to be much 
less  invasive  than  surgery  and  to  drastically  reduce  the  undesirable  side-effects  of 
treatments such as chemotherapy.
Before  selecting  a  magnetic  hyperthermia  agent,  one  must  first  look  at  the 
mechanism of magnetic hyperthermia, and the effect nanoparticle size and composition 
has on those mechanisms. Other factors to consider are: the toxicity of the nanoparticle 
itself,  the ability of the body to clear nanoparticles from the blood  via the reticular 
endothelial system, the frequency of magnetic field used, the nanoparticle ligands and 
coatings, and the problem of localisation of the nanoparticles at the tumour site. [129,330,359–
361]
Magnetite Fe3O4 is ferrimagnetic in the bulk, and a has net magnetisation due to 
unequal  and opposed magnetic  moments.  Magnetic  domains  (regions  in  a  magnetic 
material  which  has  uniform  magnetisation)  form  due  to  a  need  for  a  material  to 
minimise its internal energy. This internal energy arises from the size of a magnetic field 
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which will extend from a domain free material,  requiring high magnetostatic energy 
stored in the field. To reduce this, a material forms opposing domains which reduce the 
size of the magnetic field and therefore the energy. 
Hysteresis  is  an  important  property  exhibited  by  magnetic  materials.  If  a 
magnetic field is applied to a magnetic material,  all of the magnetic domains of the 
material  align  with  the  applied  field,  known  as  the  saturation  magnetisation.  An 
opposing magnetic field is then applied, and magnetic domains begin to align with the 
opposing field. however, once aligned, there is an energy associated with re-orientating 
the magnetic domains in the material. This leads to coercivity (HC), magnetic remanence 
and the hysteresis loop (figure 5.5).
Figure 5.5: (Above left): The magnetic hysteresis loop showing the effect of an applied magnetic field on 
magnetisation, with magnetic remanance and coercivity labelled. (Above right): a representation of the  
two main methods of heat generation in magnetic hyperthermia, A) Neél and B) Brownian relaxation.  
Reproduced from ref.[115]
In every magnetic material, there is a point at which magnetic domains cease to exist as 
the size of the material decreases. Nanoparticles therefore become single domain and as 
such, align immediately to a magnetic field without hysteresis. Coercivity decreases in 
nanoparticles  below  this  size  until  it  becomes  zero  (~20  nm  for  Fe3O4)  and  thus 
superparamagnetic.[126] At  this  size,  thermal  energy  (above  the  Neél  transition 
temperature)  is  large  enough  to  overcome  the  magnetic  anisotropy barrier  and  flip 
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between energy minima spontaneously.  If a magnetic field is applied which oscillates 
faster  than the relaxation time of the nanoparticles'  magnetic  moment,  the magnetic 
anisotropy barrier is overcome and nanoparticles flip (relax) between energy minima. 
The  energy required  to  do  this  is  released  as  heat  through  the  two mechanisms of 
particle relaxation: Neél (where the magnetic moment rotates and the particle remains 
fixed) and Brownian (the magnetic moment remains fixed with respect to the crystalline 
axis and the particle rotates) (figure 5.5).
The effectiveness of nanoparticles for magnetic hyperthermia are compared in 
the  literature  using  two  common  parameters:  Specific  absorption  rate  (SAR)  and 
intrinsic  loss power (ILP).  SAR depends both on frequency and strength of applied 
magnetic field (equation 14). The fundamental problem with this parameter is that it is 
difficult to reproduce both field strength and frequency from instrument to instrument.
[113,114,362]
Equation 14
Where:  “ΔT/Δt” is the initial temperature rise, “C” is the heat capacity of the fluid per 
unit mass and “mFe” is the mass of iron in the fluid per unit mass. 
ILP  is  a  modification  of  SAR  which  is  less  extrinsic,  thus  increasing 
comparability.  However,  there  are  limitations  concerning  range  of  field  frequency 
applied (< 1 MHz), nanoparticle polydispersity index (must be < 0.1) and field strength 
(must be greater than the saturation field of the nanoparticles) (equation 15).[128]
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Equation 15
Where:  “f” is frequency and “H” is the strength of the applied AC field. Hyperthermia 
experiments  were  carried  out  using  a  Magnetic  Alternating  Current  Hyperthermia 
system designed and built by Resonant Circuits Ltd. The temperature was monitored 
using  a  fluoroptic  temperature  probe  (Luxtron  FOT Lab  Kit,  Lumasense  California 
USA).
5.3 Problem overview
The  synthesis  of  iron  oxide  nanomaterials  from  inexpensive,  readily  available 
precursors is highly desirable in order for applications such as magnetic hyperthermia, 
catalysis, data storage and drug delivery to be successful and commercially viable. Ease 
of synthesis could also lead this synthesis to be performed in poorer countries for iron 
oxide's use in water filters  etc.[363] The following results  and discussion explores the 
synthesis of iron oxide nanomaterials from high street reagents, taking into account cost 
and suitability of the product for magnetic hyperthermia. Experimental methods for this 
chapter are found in section 2.2.2. From section 5.1, it is clear that the easiest and most 
effective  method  for  the  production  of  monodisperse  iron  oxide  nanocrystals  is  the 
method developed by Park  et al., based on the decomposition of iron oleate.[45]  This 
was the starting point.
5.4 Results and discussion
5.4.1 Replacing the reactants
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When examining the synthesis of iron oxide nanoparticles developed by Park et al.,[45] it 
is clear that the synthesis and composition of the iron fatty acid precursor is critical.  
Although listed in section 2.2.2, a table of the precursors for this reaction as synthesied 
in the paper and their replacements in this study is listed below:
Reagent Vendor Price per 
gram
(£ GBP)
High-
street 
reagent
Vendor Price per 
gram  
(£ GBP)
Iron(III) chloride 
hexahydrate (ACS 
reagent grade) 
VWR 
International 
Ltd.
0.08* Iron 
tablets
Boots Ltd. 0.12
Sodium oleate 
(≥82% fatty acid 
content)
Sigma-
Aldrich
0.03* “Basics 
soap”
J. Sainsbury 
Ltd.
0.0013
Oleic acid (techn. 
grade 90%)
Sigma-
Aldrich
0.03* Olive oil J. Sainsbury 
Ltd.
0.0038
1-octadecene (techn. 
grade 90%)
Sigma-
Aldrich
0.54* Shark 
Liver oil
Shark Liver 
oil UK Ltd.
0.23
Table 5.1: Associated costs and suppliers of reagents. An asterisk “*” indicates prices exclusive of value 
added tax.
When looking at alternatives for the iron source, it should be in high enough quantities 
to make the process viable, so fortified cereals or Irn-Bru ® whose typical iron content 
is too low were discounted. Iron supplements however offer a cheap source of iron, are 
readily available and are easy to  handle,  coming in solid pill  form. The iron in  the 
chosen  supplements  purchased  from Boots  Ltd.,  and  contain  iron(II)  fumarate  (not 
iron(III),  so target  was  Fe2O3)  at  14  mg of  iron  per  tablet.  The tablets  were  easily 
homogenised  using  a  pestle  and  mortar  and  dissolved  readily  in  the 
water/ethanol/hexane mixture utilised for the synthesis.
Other ingredients that made up the tablet such as the caking agent, dicalcium 
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phosphate did have an effect on results and will be discussed later.
Oleic acid is a common constituent of many oils in nature.[364]  As such, olive oil 
is an excellent source which is over 65% oleic acid, with the other 35% composed of 
long  chain  lipids  and  fatty  acids.  Sodium oleate  proved  difficult  to  substitute,  but 
sodium salts  of fatty acids are  commonly used in cosmetic  products,  particularly as 
ionic surfactants in soaps.  Sodium palmitate  is  a fatty acid salt  commonly found in 
soaps and analagous to sodium oleate in terms of carbon chain length, so homogenised 
soap was used. 
As for the solvent, a number of oils were considered and evaluated, including 
lavender oil, almond oil, shark liver oil and olive oil. It was found experimentally that 
almond  and  lavender  oil,  despite  containing  high  boiling  point  compounds  such  as 
terpenes (for example linalool, a major typical constituent of lavender oil, boiling point 
198 – 199  °C) were unsuitable as solvents. This was due to the volatile components 
lowering  the  boiling  point  and  a  vigorous  reflux  to  be  formed  in  the  flask.  This 
prevented the reaction from reaching the nucleation temperature (estimated to be around 
300 °C) and thus no nanocrystals were formed. Pure olive oil (although necessary as a 
source of oleic acid) produced a carbonized mixture from which particles could not be 
isolated. However, shark liver oil was found to be a good substitute for 1-octadecene 
due to the presence of long-chain lipids such as squalene (boiling point 285 °C). 
The constituents of shark liver oil itself vary according to the depths the shark 
normally resides.[365–368] Deep-sea sharks can approach neutral buoyancy through storage 
of low density lipids stored in the liver. A large contributor is squalene (density 0.858 
g/ml at 25 °C and increases at cold, deep sea temperatures) which has been shown to 
influence iron oxide nanoparticle shape.[369] Other constituents include: diacyl glyceryl 
ether,  triacylgycerol  and  wax  esters,  all  of  which  could  potentially  contribute  to 
directional growth of nanoparticles.[333,334,370,371]
5.4.2 Analysis of precursor species
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The synthesis of iron palmitate utilised the same salt metathesis reaction and conditions 
used  for  the  synthesis  of  iron  oleate  (see  section  2.2.1.2).  Iron  palmitate  was 
characterised  by  IR  spectroscopy and  its  decomposition  temperature  and  behaviour 
analysed  by  TGA (figure  5.6).  These  results  are  compared  directly  to  iron  oleate 
synthesised according to Park et al.[45]
Figure  5.6:  Thermogravimetric  analysis  and  infrared  spectroscopic  analysis  of  iron  oleate  and  iron 
palmitate precursors. A) Thermogravimetric analysis with first derivative of iron oleate, B) IR spectrum 
of iron oleate, C)  Thermogravimetric analysis with first derivative of iron palmitate and D)  IR spectrum  
of iron palmitate.
The decomposition of iron palmitate and iron oleate species was followed by TGA. 
Both iron oleate and iron palmitate samples had very similar decomposition profiles. 
The primary decomposition temperatures varied slightly between the two samples, but 
resided between 190 and 210 °C, after which rapid decomposition occurred. There was 
a significant loss of mass in the iron palmitate sample between 30 and 80 °C, which is 
associated with the evaporation of residual ethanol from the washing process (figure 
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5.3).
IR analysis of both compounds showed many common features, including -CH2 
and -CH3 stretches at ca. 2920 cm-1  and ca. 3000 cm-1, carbonyl stretches at 1710 cm-1 
and 1719 cm-1 for iron oleate and iron palmitate respectively. These stretches are shifted 
from carbonyl stretches of the native sodium oleate (1557 cm-1) and soap (1557 cm-1) 
respectively, which is indicative of conjugation.[45] It is noteworthy the broad band at ca. 
3500 cm-1 is from residual water left in the structure, which possibly contributed to the 
initial  steep  TGA profile  of  the  iron  palmitate  sample.  It  has  been  shown that  the 
presence  of  water  in  the iron  oleate  structure  raises  the  decomposition temperature, 
separating  the  growth  and  nucleation  phases,  therefore  reducing  nanoparticle 
polydispersity.[143]
5.4.3 Analysis of nanoparticles produced
Colloidal iron oxide nanoparticles were prepared using the high temperature thermal 
decomposition of iron palmitate and iron oleate species in the presence of surfactants. 
Reaction  solutions  turned  from brown  to  black  during  the  reaction,  indicating  the 
formation of colloidal nanoparticles. Nanoparticles were isolated by precipitation with 
ethanol  and  centrifugation  and  dispersed  readily  in  n-hexane.  It  is  noteworthy that 
obtained samples had significant organic components which were difficult to remove 
without the use of magnetic separation.
It is noteworthy that by varying the amount of oleic acid used in the synthesis, 
the particle size could be tuned, with particle size increasing with smaller amounts of 
oleic  acid  (viz olive  oil).  Average  nanoparticle  sizes  were  calculated  from  TEM 
micrographs, which were calculated to be ~12.7, 5.8 and 3.6 nm for 1.2, 6, 24 mmol of 
oleic acid in olive oil respectively, when decomposing 2 g of iron palmitate.
Three different samples of iron oxide nanoparticles were prepared to illustrate 
the effects replacing reagents had on the overall products, as illustrated in figure 5.7. 
Sample  (I)  are  nanoparticles  prepared  from  laboratory  reagents  according  to  the 
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procedure reported by Park. Sample (II) and (III) are both prepared from high street 
reagents, only differing in the solvent used for the decomposition step.
Figure 5.7: Sample (I) is the route to iron oxide nanoparticles proposed by Park et al.[45] Sample (II) is the 
synthesis of iron palmitate from high street sources and its subsequent decomposition in 1-octadecene and 
Sample (III) the decomposition of iron palmitate in shark liver oil.
TEM analysis  showed a high degree of monodispersity in all  samples of iron oxide 
nanoparticles. The shape of the nanoparticles was predominantly spherical using iron 
oleate or iron palmitate as the iron precursor. It was found that the solvent affected the 
final shape of the products. When a high ratio of oleic acid to iron palmitate was used 
for the decomposition in shark liver oil, directional growth of nanorods, as well as iron 
oxide nanoparticles, was observed (figure 5.8).  These nanorods were highly crystalline, 
readily dispersible in organic solvents and exhibited directional growth. The nanorods 
however,  were  not  composed  of  iron  oxide,  moreover  of  rhenanite  (β-NaCaPO4), 
determined by EDS and XRD. Ingredients from the initial iron tablets such as calcium 
phosphate and sodium chloride contributed to the nanorod formation. This is possibly 
due to the aforementioned organic species present in shark liver oil.
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Figure  5.8:  A)  Iron  oxide  nanoparticles  from  the  decomposition  of  iron  palmitate  in  1-octadecene 
(Sample  (II)).  B) SAED of  iron oxide nanoparticles  from the decomposition of  iron palmitate  in  1-
octadecene.  C)  Iron  oxide  nanoparticles  from the  decomposition  of  iron palmitate  in  shark  liver  oil  
(Sample (III)). D) Iron oxide nanoparticles synthesised according to Park et al. Sample (I)). E) Iron oxide 
obtained from a 1:1 molar ratio of olive oil (oleic acid) to iron palmitate in shark liver oil. F) HRTEM 
micrograph of a single iron oxide nanoparticle from a 1:1 ratio of iron palmitate shark liver oil.  G)  
HRTEM of D). H) SAED of D).
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HRTEM  analysis  of  obtained  iron  oxide  nanoparticles  showed  highly  crystalline 
products  with  d-spacings of:  0.2124 nm (sample (I)),  0.2081 nm  (sample (II))  and 
0.2695 nm (sample (III)) and 0.3282 nm for the rhenanite nanorods. These correspond 
to the <111> (magnetite), <400> (magnetite) and <311> (magnetite).[45]
EDS  analysis  detailed  the  elemental  composition  of  the  nanoparticles, 
confirming the presence of iron and oxygen. EDS and XPS analyses also highlighted 
additional  elements  acquired  from  the  initial  iron  tablets  such  as  phosphorus  and 
calcium (vide infra, figure 5.9). Oxygen is a standard contaminant for EDS (picked up 
from oxidised carbonaceous species on the grids and indeed from carboxylate ligands 
themselves) so elemental atomic % comparisons are unreliable. In this instance EDS 
and XPS are used to confirm the presence of elements. Both EDS spectra showed the 
same thing; the presence of iron and oxygen.
Figure 5.9:  EDS spectra of:  A) Iron oxide nanoparticles  synthesised from the decomposition of  iron 
oleate and B) from the decomposition of iron palmitate in shark liver oil.
FTIR analysis of the iron oxide nanoparticles showed features from both the precursors, 
notably -CH3 and -CH2 stretches  at  ca. 2920 cm-1 and  ca. 2960 cm-1.  The carbonyl 
stretches appear at 1714 cm-1 and 1744 cm-1 respectively for sample I and sample III 
respectively. The shift from the values obtained carbonyl stretches at and for iron oleate 
(1710 cm-1) and iron palmitate respectively (1719 cm-1) seem to indicate a change in 
carboxylate coordination for sample (III) but not for sample (I) (figure 5.10).[45,248]
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Figure 5.10: An FTIR comparison of A) iron oxide nanoparticles prepared from iron oleate (sample I) 
and B) iron oxide nanoparticles prepared from iron palmitate in shark liver oil (sample III).
XPS analyses (figure 5.11) revealed that the surface composition of the nanoparticles 
was influenced heavily by ingredients  in the precursor,  namely dicalcium phosphate 
(E341) which is used as a tableting agent. Calcium has been shown to be an effective 
dopant  for  iron  oxide  and  iron  oxide  surfaces  have  high  affinity  for  phosphorus 
containing ligands, hence the high level of surface doping.[372–374] EDS analysis showed 
that  Ca and  P were  possible  dopants  for  the  iron,  constituting  ca.  4% of  the  total 
nanoparticle mass versus Fe. This would adversely affect the XRD pattern however, so 
it  is  more  likely  that  alkyl  calcium  and  phosphorus  species  are  present  in  the 
nanoparticle dispersion or “nestling” in the ligand layer.
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Figure  5.11:  A)  Survey  and  B)  Fe2p  scans  of  iron  oxide  nanoparticles  synthesised  from  the 
decomposition of iron oleate and C) Survey and D) Fe2p scans of iron oxide nanoparticles synthesised 
from the decomposition of iron palmitate in shark liver oil.
Particle  composition  was  also  analysed  by  XRD.  XRD  analysis  yielded  a  pattern 
consistent with that of an inverse spinel structure γ-Fe2O3/Fe3O4; however, it was not 
possible  to  discern  between the  two structures  due  to  the  high  degree  of  similarity 
between the profiles of these two structures.  The nanostructures obtained from a 1:1 
molar ratio of olive oil to iron palmitate indicated the presence of a multiphase system 
as seen from XRD analysis. The sample was found to be mainly constituted by two 
phases  due  to  the  presence  of  peaks  consistent  with  the  diffraction  pattern  of  γ-
Fe2O3/Fe3O4 and also peaks corresponding to the orthorhombic structure of rhenanite 
(figure 5.12).
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Figure 5.12: A) (Top): Labelled XRD pattern of a magnetite Fe3O4 standard powder, (middle): iron oxide 
nanoparticles  obtained from the  decomposition of  iron  oleate  and  (bottom):  iron oxide nanoparticles 
obtained from the decomposition of iron palmitate in 1-octadecene. B)  iron oxide nanoparticles obtained 
from the decomposition of iron palmitate in shark liver oil with a standard XRD pattern of β-rhenanite  
(ICSD no. 35629) (inset) C) Standard XRD pattern of magnetite Fe3O4 (ICSD no. 64829).
57Fe Mössbauer spectroscopy was used to determine iron oxidation states in the samples 
(see section 2.1.3.5). All Mössbauer spectra were taken at room temperature.  Sample I 
gave  a  very broad single peak,  with wings extending out  to  ± 10 mm/s.  The latter 
indicates the presence of magnetic  hyperfine absorption,  as  would be expected in a 
magnetic  iron oxide (such as maghemite or magnetite)  below its  superparamagnetic 
blocking temperature. The very broad nature of the absorption could be due to temporal 
or structural factors, or both – i.e.  temporal as in magnetic relaxation on the nanosecond 
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timescale of the Mössbauer measurement, or structural as in the crystallinity, size or 
defect structure of the particles. Further experiments would be needed to clarify this, 
with a variable temperature Mössbauer spectrometer (figure 5.13).
Mӧssbauer analysis of Sample (III) shows the superposition of two doublets – 
one of which has parameters typical of Fe3+ (isomer shift δ = 0.30 ± 0.07 mm/s and 
quadrupole splitting Δ = 0.70 ± 0.17 mm/s), and another with parameters typical of Fe2+ 
(δ = 1.18 ± 0.04 mm/s and Δ = 2.27 ± 0.08 mm/s). The latter was not expected, and was 
hypothesised to be due to the presence of a paramagnetic Fe2+ species, such as unreacted 
iron  palmitate/iron  gluconate  from  the  iron  tablets/  iron  palmitate  precursor.  The 
Mӧssbauer spectrum of a sample of homogenised iron tablets, shown in figure 6A), did 
indeed show such a Fe2+ species, with parameters (δ = 1.20 ± 0.01 mm/s and Δ = 2.23 ± 
0.01 mm/s) comparable to those observed in the product. From this analysis, we can say 
that although there some unreacted percursor, an appreciable amount of the precursor 
has formed magnetite and/or maghemite nanoparticles. The fact that these appear as a 
Fe3+ doublet rather than a magnetic sextet is most likely due to the small particle size, so 
that  the  room temperature  Mössbauer  measurement  is  above  the  superparamagnetic 
blocking temperature of the nanoparticles. Sample II showed much the same in terms of 
species present, with a similar Fe3+ spectrum (δ = 0.30 ± 0.07 mm/s and quadrupole 
splitting Δ = 0.68 ± 0.17 mm/s) with contribution from Fe2+ species (δ = 1.18 ± 0.01 
mm/s and Δ = 2.27 ± 0.01 mm/s). These results demonstrate the similarities of the iron 
oxide species produced through the decomposition of iron palmitate in 1-octadecene 
and shark liver oil respectively.
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Figure 5.13:  57Fe Mӧssbauer spectra of: A) homogenised iron tablets, B) iron oxide nanoparticles from 
standard reagents (Sample (I)),  C) iron oxide nanoparticles from the decomposition of iron palmitate in 
shark liver oil (Sample (III)) and (D)  iron oxide nanoparticles from iron palmitate decomposed in 1-
octadecene  (Sample  II). The  red  trace  represents  the  fit  with  the  thick  black  line  the  Fe 3+ doublet 
component and the thin black line the Fe2+ doublet component.
In  order  for  magnetic  nanoparticles  to  be  tested  accurately  for  magnetic  fluid 
hyperthermia, they needed to be transferred to water. This was accomplished through 
the  use  of  a  pro-amphiphilic  polymer;  poly(maleic  anhydride-alt-octadecene).[151] 
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Briefly, oleic acid coated nanoparticles were dissolved in chloroform and stirred with a 
solution of  poly(maleic  anhydride-alt-octadecene)  also in  chloroform. Chloroform is 
polar  compared  to  other  organic  solvents,  and  as  such,  encourages  van  der  Waals 
hydrophobic  interactions  between  the  oleic  acid  hydrophobic  “tails”  and  the 
hydrophobic  parts  of  poly(maleic  anhydride-alt-octadecene).  The  chloroform  was 
evaporated slowly and the nanoparticle residue dried in vacuo. An aqueous solution of 
0.1 mol dm-3 tetramethylammonium hydroxide was used to open the maleic anhydride 
rings on the polymer, thus imparting water dispersibility to the nanoparticles. Water is a 
highly  polar  solvent,  and  as  such  the  hydrophobic-hydrophobic  van  der  Waals 
interactions  between  polymer  and  oleic  acid  is  highly  favourable.  With  the  maleic 
anhydride rings opened, the nanoparticles become electrostatically stabilised and subject 
to DLVO theory.[151,375]
Heat loss dissipation measurements of sample (III) dispersed in water showed a 
temperature rise of 1.8 ºC at a prepared concentration of 2.3 mg/mL, whilst Sample (I) 
showed a temperature of 2.1 ºC at a prepared concentration of 6.1 mg/mL with ILP 
values of 1.9 and 0.4 nHm2 /kg respectively, placing them towards the market leaders 
within  the  range  of  commercially  available  magnetic  fluid  hyperthermia  agents.[128] 
Sample (II) showed signs no of heat dissipation on exposure to the AC magnetic field 
(figure 5.14).
180
Chapter 5: Iron oxide nanoparticles synthesised from high street reagents
Figure  5.14:  SQUID  magnetic  hysteresis  loops  of:  iron  oxide  nanoparticles  from  standard  reagents 
(Sample (I)) A), iron oxide nanoparticles from iron palmitate decomposed in 1-octadecene (Sample (II)) 
B) and iron oxide nanoparticles obtained from the decomposition of iron palmitate in shark liver oil  
(Sample (III)) C). D) shows magnetic hyperthermia heating of water-transferred iron oxide nanoparticles 
from Sample  (I) (bottom) and nanoparticles  from sample  (III) (top).  Insets are magnifications of the 
hysteresis loops, showing minimal coercivity.
SQUID magnetometry shows that Sample (I) and (II) are superparamagnetic at 300K. 
The  shark  liver  oil  samples  exhibited  signs  of  ferromagnetic  behaviour  with  a 
normalised remanance M/M_s = 0.2 and a coercivity of 100 Oe. Samples (I), (II) and 
(III) have saturation magnetisation values of 52, 2.2 and 0.1 emu/g respectively (figure 
5.14).
The heating vs. SQUID results for sample (III) are somewhat surprising due to 
the good heating properties vs. poor magnetic moment. Although classified as rhenanite 
by XRD and EDS, it is reasonable to assume the rods observed in sample (III) probably 
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have some magnetic iron content. It has been shown that nanomaterials with large shape 
anisotropy such as rods composed of magnetic materials can exhibit heating properties 
not commensurate with their magnetic moments.[376,377]
5.5 Conclusion
In this chapter, the synthesis of iron oxide nanomaterials from readily available high 
street  sources  was  demonstrated.  The  synthesis  occurs  in  two  steps,  namely  the 
synthesis of the precursor, iron palmitate, and then its decomposition in the presence of 
surfactants and high boiling point solvents, again shop bought. The results from these 
syntheses were compared to standard techniques, and the associated costs compared 
(Table 5.1). Iron oxide nanomaterials can be produced at a far lower cost than standard 
literature techniques, at the Chemist's discretion due to the availability of the reagents 
used.
The nanomaterials were characterised using a variety of techniques including: 
XRD,  XPS,  EDS,  TEM,  Mӧssbauer spectroscopy,  TGA,  ATR-FTIR,  SQUID,  and 
magnetic  hyperthermia  measurements.  High  quality,  monodisperse  iron  oxide 
nanocrystals  were  also  obtained  from  the  decomposition  of  iron  palmitate  in  1-
octadecene and shark liver oil, both displaying a degree of heating on exposure to an AC 
magnetic field. However, further work is needed to characterise the nanorods observed 
in sample (III), such as EELS/EDS-HRTEM elemental mapping. Optimisation of the 
nanoparticle syntheses in order to improve performance in magnetic fluid hyperthermia 
is also a direction for future work. 
The inexpensive iron oxide nanomaterials obtained have tremendous scope for 
the  transfer  of  this  reaction  to  batch  or  mass  production,  for  use  in  numerous 
applications from medical devices to catalysis. The good performance of the synthesised 
materials  in  magnetic  hyperthermia  tests,  and  the  Food  and  Drug  administration 
approved nature of the reagents give scope for the further development of cost-effective 
iron  oxide  nanomaterials,  potentially  for  applications  such  as  water  filters  in  the 
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developing world, allowing for synthesis at the point of use.
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Chapter 6: Conclusions and 
future work
6.1 Conclusions
The  work  presented  in  this  thesis  stems  from  distinct  areas  in  the  field  of 
nanoparticulate research, namely nanoparticle composites, semiconductor quantum dots 
and magnetic nanocrystal synthesis.
The inspiration for the work in chapter 3 stems from the fact that there are few 
examples  of  superhydrophobic-photocatalytic  surfaces,  not  least  ones  that  could 
potentially be scaled up and used for anti-microbial  applications in hospitals,  clean-
room  facilities  etc.  The  incorporation  of  functionalised  titania  nanoparticles  into 
superhydrophobic poly(dimethylsiloxane) films via a one-pot AACVD reaction forms a 
photocatalytic-superhydrophobic surface, ideally suited to such applications. It is also in 
the vanguard of polymeric superhydrophobic surfaces, as the superhydrophobicity is 
undiminished after UV (254 nm) irradiation, a requirement of the photocatalytic activity 
of the titania  nanoparticles.  Photocatalytic  activity was tested using dye degradation 
studies of Resazurin under 254 nm irradiation. The titania nanoparticle- PDMS surface 
is unmatched in terms of ease of synthesis and retention of superhydrophobicity post-
irradiation, and represents a new class of anti-bacterial self-cleaning surfaces.
The one-pot AACVD method was extended to a variety of nanoparticles, thus 
producing  a  general  method  for  the  incorporation  of  hydrophobically  ligated 
nanoparticles into superhydrophobic surfaces. However, the high temperatures required 
for  the  synthesis  (monomer  curing  takes  place  at  360  °C)  rendered  a 
poly(dimethylsiloxane)-quantum dot surface impossible as the quantum dots oxidised at 
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the high temperature. Certain types of nanoparticle, such as gold, interfered with the 
platinum based curing mechanism of the polymer, and as such prevented the formation 
of a superhydrophobic surface. This problem was surmounted by coating the gold with 
silica coated functionalised with trimethoxy(octadecyl)silane. Iron oxide nanoparticles 
were  also  incorporated,  creating,  to  the  best  of  the  author's  knowledge,  the  first 
magnetic  nanoparticle-superhydrophobic  polymer  surface.  Catalytic  activity  for  the 
liberation of hydrogen gas from ammonia-borane was demonstrated using the nickel 
nanoparticle-PDMS  film.  This  method  opens  up  a  plethora  of  superhydrophobic 
nanoparticulate  composites,  with  the  synergistic  effects  of  the  superhydrophobic 
polymeric matrix and incorporated nanoparticle properties open to future exploitation.
Chapter 4 details the development of cadmium selenide quantum dots as vectors 
for the photo-induced release of catalytically active Cu+ ions. The quantum dots have a 
CdSe/ZnS-CuS  core/shell  structure,  created  by  the  decomposition  of  a  mixture  of 
zinc(II)  and copper(II)  diethyldithiocarbamate species in  the presence of surfactants. 
The vector-release system is the first of its kind, and indeed one of the few examples of 
the use of quantum dots as a catalyst for organic transformations. Cu+ is released into 
solution  via photo-oxidation of the ZnS-CuS shell, a process elucidated by ICP-AES. 
The core/shell structure of the quantum dot was determined by EDS and XPS, as well as 
inferences made using photoluminescence spectroscopy,  particularly the reduction in 
photoluminescence  quantum  yield  and  a  second,  low-energy  signature  in  the 
photoluminescence  emission  profile.  The  quantum  dots  were  shown  to  be  highly 
effective  in  catalysing  Huisgen  “click”  chemistry  between  benzyl  azide  and 
phenylacetylene. The catalysts are recoverable via centrifugation, exhibit high turnover 
frequencies compared to heterogeneous catalysts. It is stressed that these quantum dot 
catalyst vectors represent a bridge between homogeneous and heterogeneous catalysis 
and a new class of materials.
The synthesis of iron oxide nanoparticles via a new, inexpensive route is detailed 
in chapter 5. The grounding for this chapter builds on the work by Park  et al. [45] in 
2003, who outline a synthesis for the mass production of monodisperse nanocrystals 
from metal oleate precursors. The synthesis uses the framework laid down by Park et al. 
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and adapts it to reagents obtained form the high street. For example, the iron oleate 
complex is replaced by iron palmitate synthesised from soap and iron tablets using the 
same procedure. The resultant iron oxide nanoparticles from the decomposition of the 
as-synthesised iron palmitate were transferred to water via an amphiphilic polymer and 
effectively  tested  as  magnetic  fluid  hyperthermia  agents.  The  synthesised  materials 
performed in the same range as commercially available magnetic hyperthermia agents, 
and due to their low cost and ease of synthesis, have potential for point of use synthesis 
for water filtration and therapy in the developing world.
6.2 Future work
The potential  to expand on any one of the chapters in  this  thesis  is  enormous.  The 
development of superhydrophobic antimicrobial surfaces is very attractive for a plethora 
of  applications,  and  a  film  which  is  robust,  adherent,  superhydrophobic  and  self-
cleaning with anti-microbial capability is highly desirable. Due to ease of synthesis and 
in particular, retention of superhydrophobicity post-irradiation, the superhydrophobic-
nanoparticulate materials developed herein compare very favourably to contemporary 
literature examples, and represent a new class of superhydrophobic material. Therefore, 
the next stage would be to improve the adherence of the polymer to different substrates 
such  as  steel,  plastics  and  glass  before  stringent  anti-microbial  testing.  If  the 
superhydrophobic polymer-nanoparticle composites were to be used in self-cleaning, 
energy efficient  windows,  perhaps  combined  with  thermochromic  nanoparticles,  the 
issue of opacity must be addressed.
Although yet to be completed, work into the development of a general method 
for  the synthesis  of CdSe/ZnS-MS and InP/ZnS-MS (M for  metal)  quantum dots is 
nearing completion. The doping, achieved by metal-dithiocarbamates, has yielded some 
novel crystal structures as well as imparting interesting photoluminescence properties 
and improving the quantum yields of the quantum dots. The result which has proven to 
be  the  most  interesting  is  the  CdSe/ZnS-HgS  system,  which  red-shifts  the 
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photoluminescence emission profile by 200 - 400 nm depending on the level of doping. 
This represents a facile way of producing infrared emitting quantum dots for quantum 
dot sensitised solar cells, from standard CdSe cores. Measurement of quantum yields 
and photoluminescence lifetimes is also ongoing.
The  catalytic  potential  of  doped-shell  quantum  dots  is  also  an  area  under 
development,  with  potential  photo-activated  water-splitting  devices  for  hydrogen 
production  to  the  fore.  Other  metal  dithiocarbamate  complexes  such  as  platinum, 
samarium or palladium dithiocarbamate species represent pathways for the development 
of  photo-activated  quantum  dot  catalyst  vectors  in  fine  chemical  syntheses  or 
polymerisations- currently an area of rapid growth and development.
The work in chapter 5 is yet to be optimised; the effect of additional constituents 
at many stages of the nanoparticle synthesis are yet to be analysed fully, although the 
possibility of the synthesis based wholly on inexpensive reagents for effective magnetic 
hyperthermia  agents  has  been  realised.  Further  development  would  involve  further 
reduction in cost by varying the reagents and the optimisation of nanoparticles produced 
by this method for magnetic fluid hyperthermia, and reducing the complexity of the 
synthesis  by  reducing  the  temperatures  and  apparatus  involved.  Cheap  iron  oxide 
nanoparticles may also find use in the developing world for use in water filtration.[378]
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