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$n$ $(X_{1}, X_{2}, \ldots,X_{n})$ , , $\sqrt{b_{1}}=m_{3}/m_{2}^{s/2},$ $b_{2}=$
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$(1/n) \sum_{i=1}^{\tau\iota}X_{i}$ . , $\sqrt{b_{1}}$
$b_{2}$ $N(0,6/n)$ $N(3,24/n)$ . ,
, 2 Jarque-Bera
:
$JB=n[ \frac{(ff_{1})^{2}}{6}+\frac{(b_{2}-3)^{2}}{24}]$ . (1)
, , $JB$ 2 $\chi^{2}$
. , $\sqrt{}$ $b_{2}$ ,
[4].
, Urz\’ua [12] Jarque Bera :
$EJB= \frac{(\sqrt{}\Gamma_{1})^{2}}{var(\sqrt{b_{1}})}+\frac{(b_{2}-E(b_{2}))^{2}}{var(b_{2})}$ . (2)
, $E(\sqrt{b_{1}})=0$ , var $(\sqrt b_{1})=6(n-2)/\{(n+1)(n+3)\},$ $E(b_{2})=3(n-1)/(n+1)$ , var $(b_{2})=$




. $JB$ , $JB’$ . $JB$ Cornish-Fisher
, 2 $JB’$
.
, , $JB’$ $j$ $\mu j(JB’)$ , 4
:
$\mu_{1}(JB’)$ $=$ $(3 n-5)(n^{2}+12n+7)/\{8(n+5)(n+3)(n+1)\}$ , (4)























( Cornish-Fisher . , , Niki and
Nakagawa $[7|$ .
3
, . $\sqrt{\beta_{1}(JB’)}$ $\beta_{2}(JB’)$ , $JB’$
, . (5), (6), (7) , $\sqrt{\beta_{1}(JB’)}=\mu_{3}(JB’)/(\mu_{2}(JB’))^{3/2}$
$\beta_{2}(JB’)=\mu_{4}(JB’)/(\mu_{2}(JB’))^{2}$ :
$\sqrt{\beta_{1}(JB’)}$ $=$ $\frac{24\cdot\sqrt{2}}{\sqrt{3}}$ . $\frac{1}{n^{1/2}}+\frac{2750\cdot\sqrt{2}}{3\cdot\sqrt{3}}\cdot\frac{1}{n^{3/2}}-\frac{33968\cdot\sqrt{2}}{3\cdot\sqrt{3}}\cdot\frac{1}{n^{5/2}}+O(\frac{1}{n^{7/2}})$ , (8)
$\beta_{2}(JB’)$ $=$ $3+860 \cdot\frac{1}{n}+100188\cdot\frac{1}{n^{2}}+\frac{30624652}{9}\cdot\frac{1}{n^{3}}+O(\frac{1}{n^{4}})$ . (9)
betai
1: Pearson( $\beta$1, $\beta$2) $(\beta_{1}(JB’), \beta_{2}(JB’))$ : $n=300,400,500$ , 1000, 3000, 10000
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1 , Pearson , Pearson $(\beta_{1}, \beta_{2})$ [10]. (
$)$ $2\beta_{2}-3\beta_{1}-6=0$ Pearson type III ( $\chi^{2}$ ) . ,
$\beta_{1}(\beta_{2}+3)^{2}=4(4\beta_{2}-3\beta_{1})(2\beta_{2}-3\beta_{1}-6)$ Pearson typeV , $\chi^{2}$
. $(\beta_{1}, \beta_{2})$ , $n=300,400,500$ ,1000, 3000, 10000 , (8),
(9) $(\beta_{1}(JB’),’\beta_{2}(JB’))$ .
1 , $n$ , $(\beta_{1}(JB’), \beta_{2}(JB’))$ Pearson
typeV . , $JB’$
$\chi^{2}$ .
, . $JB’$ $\chi^{2}$
$A$ , 3 $A$ , Wilson-Hilferty






. , Z $=$ (JB’ $-\mu_{1}(JB’)/\sqrt{\mu_{2}(JB’)}$ .
(11) , 00$\alpha$% . 1 , $\alpha=0.05,0.01$
100$\alpha$% $u_{\alpha}$ $\searrow$ $=40,50,70,100,200,300,500,700$ ,1000 , (11)
, (3) . , $10^{6}$
, 3 . , $n\geq 100$
(11) 2 .
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2: Power with $10^{4}$ replications for $n=20,35,50,100$ and $\alpha=0.1$
$\frac{nt_{5}\chi_{2}^{2}Lap1ace\log- nor.ma1}{20JB0.3140.7900.3971000}$
$EJB$ 0.329 0.704 0.422 1.000
$JB’$ 0339 0604 0438 0999
35 $JB$ 0430 0970 0536 1.000
$EJB$ 0.441 0.943 0.562 1.000
$JB’$ 0457 0792 0595 1.000
50 $JB$ 0530 0998 0654 000
$EJB$ 0.545 0.994 0.679 1.000
$JB’$ 0569 0889 0723 000
100 $JB$ 0721 1000 0865 000
$EJB$ 0.735 1.000 0.879 1.000
$JB’$ 0780 0989 0919 000
4
, $JB,$ $EJB,$ $JB’$ . ,
: $(X_{1}, X_{2}, \ldots, X_{n})$ ,
: $(X_{1}, X_{2}, \ldots, X_{n})$ ,
, , 5 $t$ , 2 $\chi^{2}$ , $0$ , 25
Laplace , $0$ , 25 4 . 2 , $\alpha=0.1$ ,
$n=20,35,50,100$ , $10^{4}$ .
2 $\chi^{2}$ , $JB’$
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