We study the long-term (≈30 years) radio variability of 43 radio bright AGNs by exploiting the data base of the University of Michigan Radio Astronomy Observatory (UMRAO) monitoring program. We model the periodograms (temporal power spectra) of the observed lightcurves as simple powerlaw noise (red noise, spectral power P (f ) ∝ f −β ) using Monte Carlo simulations, taking into account windowing effects (red-noise leak, aliasing). The power spectra of 39 (out of 43) sources are in good agreement with the models, yielding a range in power spectral index (β) from ≈1 to ≈3. We fit a Gaussian function to each flare in a given lightcurve to obtain the flare duration. We discover a correlation between β and the median duration of the flares. We use the derivative of a lightcurve to obtain a characteristic variability timescale which does not depend on the assumed functional form of the flares, incomplete fitting, and so on. We find that, once the effects of relativistic Doppler boosting are corrected for, the variability timescales of our sources are proportional to the accretion rate to the power of 0.25 ± 0.03 over five orders of magnitude in accretion rate, regardless of source type. We further find that modelling the periodograms of four of our sources requires the assumption of broken powerlaw spectra. From simulating lightcurves as superpositions of exponential flares we conclude that strong overlap of flares leads to featureless simple power-law periodograms of AGNs at radio wavelengths in most cases.
INTRODUCTION
Active Galactic Nuclei (AGNs) are characterized by strong temporal flux variability, which can provide valuable information on the complex physical processes of accretion and plasma outflows of AGNs (see, e.g., Ulrich et al. 1997 for a review). A number of studies have found that various types of AGNs, from Seyfert galaxies (e.g., Lawrence et al. 1987) to quasars (e.g., Kelly et al. 2009 ) and radio bright AGNs (e.g., Hovatta et al. 2007) , show ubiquitous aperiodic variability across various wavebands. The temporal power spectra or periodograms (see Priestley 1981 for an exhaustive review of time series analysis) -i.e., the square moduli of the Fourier transforms -of lightcurves have been employed to quantify the statistical properties of AGN variability (e.g., Abramowicz et al. 1991; Fan 1999; Benlloch et al. 2001; Aller et al. 2003; Do et al. 2009; Rani et al. 2009 Rani et al. , 2010 Trippe et al. 2011; Gupta et al. 2012) . In many cases, their power spectra globally follow power laws P (f ) ∝ f −β with β > 0, corresponding to red noise 3 (Press 1978) . We note that, in time series theory, the term "noise" generically refers to random intrinsic variations in brightness (i.e., not to measurement errors or instrumental noise).
Even though the fact that AGN lightcurves show red noise power spectra was discovered almost 40 years jhpark@astro.snu.ac.kr (Jongho Park), trippe@astro.snu.ac.kr (Sascha Trippe) 1 Based on observations obtained by the University of Michigan Radio Astronomy Observatory (UMRAO) 2 Corresponding author 3 Formally, the term "red noise" is reserved for the specific case β = 2; in astronomy however, "red noise" is conventionally used for any β > 0 (cf. Vaughan 2005 Vaughan , 2010 . We adopt the astronomical nomenclature in this paper.
ago (Press 1978 ) and many studies have confirmed since then that this is a generic property of AGNs, it is still unclear why different AGNs show different characteristic variability patterns. Especially interesting have been sources that show a break in their power spectra, resulting in different slopes (β) below and above a certain frequency (the break frequency) (e.g., Uttley et al. 2002; M c Hardy et al. 2004 ). Such behaviour is often seen in optical and/or X-ray variability of Seyfert galaxies, quasars, and even galactic black holes (GBHs; Uttley et al. 2002; M c Hardy et al. 2004; Kelly et al. 2009 Kelly et al. , 2011 Kelly et al. 2009 Kelly et al. , 2011 and are also related to the accretion rate (M c Hardy et al. 2006) . The presence of break frequencies in the power spectra indicates that there is a characteristic timescale that governs the variability. Candidate timescales are the light crossing timescale, the orbital timescale, the disk thermal timescale, and the disk viscous timescale (see e.g., Kelly et al. 2009 Kelly et al. , 2011 for more details). These timescales are functions of the size of emitting regions such as accretion disks and hot coronae. Thus, it makes sense that they scale with the black hole mass because each length scale is proportional to the Schwarzschild radius, though the actual underlying relations must involve geometry and other physical properties of the emitting system.
Compared to the optical/X-ray variability of AGNs, the understanding of radio variability of AGNs is poor. The variability mechanism of radio bright 4 AGNs is quite different from that of radio faint, optical and/or X-ray bright AGNs. They emit strong non-thermal emission that is usually thought to originate from relativistic jets (Blandford & Königl 1979) . Characteristic variability patterns are seen, especially flares or outbursts in the lightcurves (e.g., Valtaoja et al. 1999) , which have been associated with shocks in jets (e.g., Marscher & Gear 1985; Hughes et al. 1985 , see also Fromm et al. 2011) . Blazars, a subset of AGNs that comprises most of the radio bright AGNs show violent flux variability across the entire electromagnetic spectrum. This special property of blazars is arguably related to relativistic jets (almost) aligned with the line of sight (e.g., Jorstad et al. 2005) , implying that relativistic Doppler boosting plays an important role. Accordingly, a number of physical parameters and various mechanisms are involved in generating the complicated variability of radio bright AGNs at radio wavelengths.
Additional difficulties arise from limited sampling of lightcurves of AGNs and statistical analyses that do not consider the red-noise properties intrinsic to AGN lightcurves. As already noted by Park & Trippe (2014) , Monte Carlo simulations of red-noise lightcurves are essential to reveal the intrinsic statistical properties of AGN lightcurves that are usually masked by uneven, finite sampling.
Despite the importance (a) of the effects of limited sampling or windowing (e.g., Uttley et al. 2002 , see also Isobe et al. 2015) , which are often described as red-noise leak and aliasing, (b) of using goodness-of-fit tests correctly (Papadakis & Lawrence 1993) , and (c) of deriving the statistical significance of supposed quasi-periodic oscillation (QPO) signals in red noise power spectra (Benlloch et al. 2001; Vaughan 2005 Vaughan , 2010 , multiple studies of AGN radio variability focused on apparent characteristic variability timescales while using the incorrect assumption of constant (as function of f ) significance levels in power spectra, which is only valid when β is close to 0 (Ciaramella et al. 2004; Hovatta et al. 2007; Nieppola et al. 2009 , but, see Max-Moerbeck et al. 2014a Ramakrishnan et al. 2015 for recent progress). In line with this, the characteristic timescales derived from using structure functions (SFs; Simonetti et al. 1985; Hughes et al. 1992) have been interpreted as physical variability timescales of AGNs (Ciaramella et al. 2004; Hovatta et al. 2007; Nieppola et al. 2009 ). However, as argued by Emmanoulopoulos et al. (2010) , this approach is probably misleading; in their study, peaks or breaks appeared in the SFs for all their simulated lightcurves even though there was no intrinsic characteristic timescale. Artificial signals appeared at timescales close to the length of the timeseries. The signals observed by Ciaramella et al. (2004) ; Hovatta et al. (2007) ; Nieppola et al. (2009) typically correspond to timescales smaller than 1/10 of the length of the timeseries, leaving the possibility that they are indeed physical. Given the substantial uncertainties in previous timeseries studies, alternative ways to extract variability timescales from lightcurves or power spectra need to be explored.
The Ornstein-Uhlenbeck (OU) process, also referred to as continuous time first-order autoregressive process, ratio higher than a certain threshold value. All sources we discuss show strong activity at radio bands, including multiple flares during the time of observation.
or a mixture of several OU processes have been suggested to model the observed lightcurves and power spectra of quasars at optical (Kelly et al. 2009 ), of Seyferts and a GBH at X-rays (Kelly et al. 2011) , and of blazars at γ-rays (Sobolewska et al. 2014) . The OU process describes a time series as a superposition of exponentially decaying outbursts occuring at random times and with random amplitudes. A mixture of OU processes is a linear superposition of OU processes, which has been introduced for a better description of AGN lightcurves. These models were motivated by the "perturbation" class of astrophysical models (e.g., Lyubarskii 1997) which suggests that the propagation of random accretion rate perturbations through the accretion flow is responsible for the observed variability of AGNs and GBHs. One advantage of these models is that they fit models to lightcurves instead of power spectra, which significantly reduces windowing effects. Another advantage is that they use maximumlikelihood or Bayesian techniques to utilize all the information contained in the data. The tight correlation between timescales and black hole masses seen in Kelly et al. (2009 Kelly et al. ( , 2011 suggests that those models accurately extract the relevant timescales from lightcurves.
However, the emission mechanisms of radio bright and radio faint AGNs are different; the former is dominated by synchrotron radiation from relativistic jets, while the latter is dominated by radiation from geometrically thin accretion disks and/or hot coronae. If the same model is applied to systems with different radiation mechanisms are involved, one needs to explain why and how they can share the same statistical properties (this is partially discussed in Sobolewska et al. 2014 ). We will see that almost all (39 out 43) of our sources do not show indications for a break frequency in their power spectra, which might indicate that they have very long characteristic timescales -if at all. Thus, we make use of Monte Carlo simulations of red noise lightcurves instead of the OU process in this study, following up on our success in unveiling the intrinsic statistical properties of four radio bright AGNs (Park & Trippe 2014) .
The format of the paper is as follows. In Section 2, we describe our data and sample. In Section 3, we explain how we obtain the statistical properties of our sources and relate them with other physical parameters such as the accretion rate in Section 4. In Section 5, we summarize our results and conclude. Throughout the paper, we adopt a cosmology with H 0 = 70 km s −1 Mpc −1 , Ω M = 0.3, and Ω Λ = 0.7. All luminosities used in our paper are corrected to our adopted cosmological parameters.
SAMPLE AND DATA
We exploited the AGN monitoring database of the 26-meter University of Michigan Radio Astronomy Observatory (UMRAO; see Aller et al. 1985 for technical details) for our study. For a statistical analysis we selected all lightcurves for which the number of data points exceeds 150 after binning and flagging (cf. Section 3). The number of data points before binning and flagging was 448 on average. This criterion ensured that at least one data point is available every ≈2 months on average. For many sources, only one or two of the three UMRAO bands (4.8, 8, and 14.5 GHz) satisfied this criterion. Our selection left us with a sample of 43 Note. -Redshifts are taken from the NED.
(1) Source types: FSRQ: flat spectrum radio quasars; BLO: BL Lac objects; GAL: radio galaxies; taken from the MOJAVE web site a . (2) Total monitoring time T (in years), averaged over data from different frequencies (see Section 2 for details). (3) Power spectral indices of the best-fit simple power law models (Section 3.1). (4) Median duration of flares, obtained from fitting peaks in lightcurves with Gaussian functions (Section 3.3). (5) Widths of the distributions of the derivatives of lightcurves (Section 3.4). (6) Doppler factors from the literature, after correction of cosmological redshifts (Section 4.4). b Doppler factor from Lico et al. (2012) , see also Tavecchio et al. (1998) . c Doppler factor from Tavecchio et al. (1998) , see also Katarzyński et al. (2001) .
a http://www.physics.purdue.edu/astro/MOJAVE/allsources.html sources (20 sources were available at 4.8 GHz, 38 at 8 GHz, 36 at 14.5 GHz). The minimum source flux was around 0.6 Jy for 1101+384 (Mrk 421), the maximum flux around 35 Jy for 1226+023 (3C 273). Our source list comprised 27 flat spectrum radio quasars (FSRQs), 13 BL Lac objects (BLOs), and 3 radio galaxies (GALs). 3. ANALYSIS 3.1. Lightcurves and Power Spectra We binned our lightcurves in time to reduce any bias from uneven sampling and flagged outliers that were obvious at visual inspection. We used a bin size of ∆t = 2T /N , where T is the total observing time and N is the number of data points. Binning of lightcurves can change the form of the corresponding power spectra because binning removes power at frequencies higher than the frequency at which binning is performed (f bin ). However, this effect does not affect our results since the highest sampling frequency in the power spectra, N bin /2T (where N bin is the number of data points after binning) is always smaller than f bin (N bin < N in our case). Accordingly, our approach does not reduce the power at high sampling frequencies but reduces the maximum sampling frequency. The fraction of flagged data is less than 1% in most cases, and flagging does not alter the results significantly. We employed the normalized Scargle periodogram for obtaining power spectra from unevenly sampled lightcurves (Scargle 1982) . We used the fast algorithm devised by Press & Rybicki (1989) for computing periodograms. We performed Monte Carlo simulations of red-noise lightcurves using the algorithm of Timmer & König (1995) as we did already in Park & Trippe (2014) . We summarize the main steps of the simulation process below.
Simulated power spectra. Artificial lightcurves can be computed by simulating complex spectra using the algorithm of Timmer & König (1995) and Fourier transforming these spectra. We began with artificial lightcurves that covered a tenfold longer timeline than the observed ones and cut out segments of appropriate length; this procedure reproduces the effects of red-noise leak (Uttley et al. 2002) . Even after binning, the observed lightcurves still show gaps, and thus suffer from uneven sampling, because data gaps can be much longer than the length of one bin. Therefore, we mapped the sampling pattern of the observed lightcurves into the simulated ones to take the effects of aliasing into account. We noted the importance of this process already in Park & Trippe (2014) . We added Gaussian noise to each lightcurve; for each data point, we used the observational measurement error, multiplied by the ratio of the standard deviations of the simulated and the observed lightcurves. We note that our simulation process does not use interpolation of data.
5 http://ned.ipac.caltech.edu/ Model fitting. For any given lightcurve, we simulated 5 000 power spectra for a range of β from 1 to 3 (from 1 to 4 for 0316+413) in steps of 0.1. At this stage, using a weighted least-squares 'goodness-of-fit' test is not possible because red-noise power spectra follow a nonGaussian distribution. Therefore, we binned both the observed and the simulated power spectra logarithmically by a factor of 1.6 in frequency, as suggested by Papadakis & Lawrence (1993) . We include at least two data points into each bin. To obtain the best-fit models of the observed power spectra, we calculated the standard goodness-of-fit parameter
where log P (f i ) is the ith value of the binned logarithmic periodogram of the observed lightcurve, and log P s (f i ) and σ 2 log Ps(fi)
are the average and the variance of the power spectra of the simulated lightcurves, respectively. Theoretically, covariance of power spectrum bins should be taken into account in addition to the variance. In principle, the spectral power at different bins is uncorrelated when using the sampling frequencies prescribed for a Scargle periodogram (Scargle 1982) . Actually however, the observed power spectra are affected by a convolution of the true spectra with a bias function, the 'Fejer kernel' (Priestley 1981) , which comes from complex red-noise leak and aliasing and introduces correlations between the spectral power values at different sampling frequencies. In our work, this effect is already accounted for in our Monte-Carlo simulations -which justifies using the variance instead of the full variance-covariance matrix.
We determined the β value (β best ) for which χ 2 is minimized (χ 2 min ) and obtained the errors of β best from the boundaries of the interval in β where χ 2 becomes χ 2 min + 1. Since our simulation is limited to a resolution of 0.1 in β, we added an additional binning error of 0.05 in squares. We note that Isobe et al. (2015) obtained the best-fit model power spectra of their Monitor of All Sky X-ray Image (MAXI) lightcurves of Mrk 421 using this method. We illustrate the typical behavior of χ 2 /d.o.f. as function of β for three sources in Figure 2 ; these three sources are representative of sources showing fast, moderate, and slow flux variability, respectively. Table 1 shows the best-fit values of β for our sources plus their errors.
Significance levels. We determined a 3σ (99.7%) significance level for each sampling frequency from the set of 5 000 simulated periodograms with β best as we did in Park & Trippe (2014) . A spectral power that exceeds the significance level at a certain sampling frequency might indicate the presence of a (quasi-)periodic signal. In Figure 4 , we show the observed power spectra, the expected distributions resulting from averaging over 5 000 simulated power spectra with β best , and the significance levels of the three sources presented in Figure 2 .
Fractal Dimension
The variability of a lightcurve can also be quantified via its fractal dimension (see e.g., Falconer 1990 for an exhaustive review). Basically, this quantity de- scribes how much a given plane -flux density vs. time in our case -is filled by the graph of a given function. If small (large) scale fluctuations dominate, corresponding to smaller (larger) values of β in periodograms, the lightcurve fills a larger (smaller) fraction of the fluxtime plane. The fractal dimension has been used to estimate the strength of spatial clustering of gas or stars and the effects of projection onto the sky plane (see e.g., Sánchez et al. 2005 Sánchez et al. , 2010 and references therein). We specifically used the box-counting dimension defined by where N (ǫ) is the number of cells of (dimensionless) size ǫ occupied by the lightcurve. In practice, ǫ is limited by the sampling of the lightcurve. For each lightcurve, we normalized the time axis to the interval from 0 to 1 and the flux density to zero mean and unity standard deviation. We divided the normalized time axis into n sections with binsize ǫ and the normalized flux axis into n sections of size 10/n (because the flux densities happen to lie in the range of −5 to 5 for all lightcurves). In Figure 3 , we show the normalized lightcurves and corresponding filled grid cells for the three sources presented in Figure 2 .
Fitting Lightcurves Piecewise with Gaussian Peaks
Radio lightcurves of radio bright AGNs (mostly blazars) are characterized by multiple flaring events. Many studies have described flares either as exponentially rising and decaying (e.g., Valtaoja et al. 1999; Chatterjee et al. 2008 Chatterjee et al. , 2012 Abdo et al. 2010) or Gaussian (e.g., Pyatunina et al. 2006 Pyatunina et al. , 2007 Mohan et al. 2015) outbursts of radiation. As already noted by Valtaoja et al. (1999) , the decomposition (or deconvolution) of lightcurves into several flares (specifically, the one-dimensional CLEAN method) do not work well at observing frequencies below 22 GHz where the overlap of individual flares is very strong because of the rather long evolutionary timescales of the outbursts. Thus, we divided the lightcurves of our sources into several pieces by visual inspection and fitted a single Gaussian function to each piece. We note that this process is different from the aforementioned deconvolution because we only analysed discrete (non-overlapping) segments of the lightcurves. In this case, the amplitude of the model flares can be substantially overestimated. However, our primary aim is to obtain the duration of the flares, for which our procedure is sufficient. In Figure 5 , we show the observed lightcurves, the model lightcurves generated by combining the individual best-fit Gaussians, and the residuals between the data and the models of the three sources presented in Figure 2 at 14.5 GHz as an example. The model lightcurves represent the data very well in general, with the exception of some narrow spikes that are not caught by the smooth Gaussian profiles. Table 1 shows the median duration of flares for each lightcurve. Here, σ, the duration of the flare, refers to the Gaussian
Derivatives of Lightcurves
We devised a new method to obtain variability timescales free from any a priori assumption on the functional form of flux variations (as used in Section 3.3). The main idea is to take the derivative of a lightcurve as function of time, ∆S ν /∆t with ∆S ν and ∆t being the difference in flux density and time between adjacent data points, respectively, and to obtain the distribution function of the derivative values. Before taking the derivative, we normalized the lightcurves to zero mean and unity standard deviation. We used bootstrapping for estimating the errors of the distributions, which turned out to be close to binomial errors. We fitted a single Gaussian function to each distribution function, which was usually a good representation. We obtained the standard deviations of the best-fit Gaussians, σ der . Smaller values of σ der mean that more time is necessary to make a certain amount of change in flux density. Accordingly, the inverse of σ der provides an effective variability timescale; in our case, the unit of σ der is yr −1 . In Figure 6 , we show the distribution functions of the derivatives and the fitted Gaussian functions of the three sources shown in Figure 2 . We provide the σ der values for our sources in Table 1 .
Black Hole Masses and Accretion Rates
In order to examine if there is any correlation between variability timescale and black hole mass or accretion rate (and thus Eddington ratio), we searched the literature for the black hole masses M BH and the disk luminosities L disk of our sources. There has been significant progress in measuring the black hole mass of AGNs with various methods, including stellar dynamics (e.g., Kormendy & Richstone 1995; Ferrarese & Ford 2005) , gas dynamics (e.g., Macchetto et al. 1997) , the black hole mass-bulge luminosity relation (M BH -L bulge relation; e.g., McLure & Dunlop 2001) , single-epoch spectroscopy using the size-luminosity relation for AGN broad line regions (BLR) derived from reverberation mapping (e.g., Kaspi et al. 2000; McLure & Jarvis 2002; Kaspi et al. 2005) , and the relation between the black hole mass and the velocity dispersion σ of the stellar , best-fit simple power law models (red solid lines), and 3σ significance levels (blue dotted lines) for the three sources presented in Figure 2 . In each diagram, β best is noted. Bottom row : Same as the upper row, for un-binned power spectra. In each diagram the number of data points exceeding the significance threshold ('3σ level : ...') is noted.
system around the black hole, i.e., the M BH -σ relation (e.g., Gebhardt et al. 2000; Merritt & Ferrarese 2001; Tremaine et al. 2002) . Using these empirical relations is a reasonable choice in our case; direct estimates of the black hole masses via, e.g., reverberation mapping, would require a dedicated long-term monitoring program which is beyond the scope of our work. A few studies have presented the black hole masses for radio bright AGNs, including many of our sources, with various methods (Gu et al. 2001; Woo & Urry 2002; Falomo et al. 2002 Falomo et al. , 2003a Barth et al. 2003; Wang et al. 2004; . However, some authors did not consider the contribution of non-thermal continuum emission of jets to the observed optical continuum luminosity in their single epoch spectroscopic mass measurements. This leads to overestimates of the sizes of BLRs and thus of the black hole masses. showed that the non-thermal contribution is indeed significant for their sample of radio loud AGNs. Therefore, we had to recalculate the black hole masses given in the abovementioned works. Our calculations use (a) emission line luminosities, which are almost not affected by the non-thermal continuum, and (b) the relation between the continuum luminosity and the emission line luminosity of radio quiet AGNs .
We used the data for three emission lines, Hβ, Mg II, and C IV (mainly from Wang et al. 2004; ) for estimating black hole masses via single epoch spectroscopy. We used the relation between black hole mass, full width at half maximum (FWHM), and luminosity of Hβ line of 
where L 5100Å is the monochromatic luminosity at 5100Å. For using the latter relation, we first converted the Mg II luminosity to Hβ luminosity following Francis et al. (1991) who found the ratio of the luminosities between these emission lines to be L(Hβ) : L(Mg II) = 22 : 34. Then, we obtained L 5100Å from the relation between the monochromatic luminosity at 5100Å and the Hβ luminosity for radio-quiet AGNs presented in , assuming the same relation holds for radio-loud AGNs:
Hβ .
For the C IV lines, we followed who assumed that the radius of C IV emitting BLRs is about half of that of Hβ emitting BLRs (see references therein) and used the BLR size-luminosity relation of Kaspi et al. (2005) for Hβ. We recalculated the black hole masses presented in Wang et al. (2004) obtained via single epoch spectroscopy, using the aforementioned methods, scaling relations, and our adopted cosmological parameters that are slightly different from those in their work. We used the black hole masses from without any modification because they already took the contribution by non-thermal emission into account. We also made use of the optical spectroscopic atlas of the MOJAVE / 2 cm AGN sample of Torrealba et al. (2012) and estimated black hole masses from their velocity dispersions and line luminosities. We also included black hole masses derived via the M BH -σ relation (Falomo et al. 2003a,b; Barth et al. 2003) , the rotation velocity of H 2 gas around the black hole , and the M BH -L bulge relation (Bettoni et al. 2003 ) from the literature. We unified the black hole masses derived from various M BH -σ relations into that of Tremaine et al. (2002) . We summarized all black hole masses we obtained in Table 3 . The absolute magnitudes of host galaxies, M R , shown in Table 3 were obtained by using cosmological parameter values (H 0 = 50 km s −1 Mpc −1 and Ω 0 = 0; see Falomo et al. 2003a ) different from ours. We did not modify them because the same parameter values were used to derive the M BH -L bulge relation in Bettoni et al. (2003) . We averaged the black hole masses for each source (if there was more than one measurement)
6 . The uncertainty of a given black hole mass is hard to quantify because of different geometries and kinematics of BLRs that give rise to errors in single epoch spectroscopic mass measurements (e.g., Vestergaard & Peterson 2006; Park et al. 2012) , intrinsic scatter in the M BH -σ relation (e.g., Kormendy & Ho 2013) , insufficient bolometric corrections of monochromatic continuum luminosities (Trippe 2015) , and potentially further effects. We adopt an error of 0.3 dex if the averaged black hole mass involves the M BH -σ relation or single epoch spectroscopy with Hβ and Mg II lines (M BH (Hβ), M BH (Mg II)), and of 0.4 dex if only M BH (C IV) or a black hole mass obtained with the M BH -L bulge relation was available. The above values were adopted based on the discussion on errors in black hole mass estimation with single epoch spectroscopy of Ho et al. (2012) , the intrinsic scatter in the M BH -σ relation shown in Kormendy & Ho (2013) , and the scatter found in the M BH -L bulge relation of Bettoni et al. (2003) .
We obtained the disk luminosities in Eddington units using the adopted black hole masses and the relation L Edd ≈ 1.5 × 10 38 (M BH /M ⊙ ) erg s −1 (cf., e.g., Netzer 2013), which can be used to obtain accretion rates and Eddington ratios when employing certain reasonable assumptions (see Section 4.4). The disk luminosity was calculated by assuming L disk ≈ 10L BLR according to Ghisellini et al. (2011) , where L BLR is the BLR luminosity and was obtained following Celotti et al. (1997) 6 We used the geometric mean for the averaging of the black hole masses. We note that using the geometric and the arithmetic mean in linear space led to almost the same result. who showed that L BLR /L Lyα = 5.56, based on, e.g., Francis et al. (1991) . We averaged the disk luminosities for each source if multiple values from different line luminosities were available (mostly from Wang et al. 2004; Torrealba et al. 2012 ). We obtained measurement uncertainties for the disk luminosities from those sources with L disk derived from various emission lines, which allowed us to use the standard deviation of the luminosities as error. Since this was possible for only some of our sources, we adopt the mean values of their errors as typical errors for the other sources. We note that the estimated errors are governed by the assumption of constant line ratios rather than measurement errors in the luminosity of each line.
RESULTS AND DISCUSSION

General Features of Power Spectra
Using the procedure outlined in Section 3.1, we obtained best-fit β values for our sources ranging from ≈1 Red, black, and blue points are 4.8, 8, and 14.5 GHz data, respectively. The green dashed line is the best-fit line to the data; the best-fit parameters are shown below at the bottom of the plot. The Pearson correlation coefficient r, the Spearman rank correlation coefficient rs, and the statistical false-alarm probability of rs, pr s , are noted in the top left of the diagram.
to ≈3. The observed power spectra are in general well described by simple powerlaw models. In Figure 7 , we show the distribution of χ 2 /d.o.f. of our best-fit models, which is concentrated around unity, though with notable scatter. We deal with a few sources with large χ 2 /d.o.f. in Section 4.5. We found the timescales τ med to range from ≈0.3 to ≈6.5 years and σ der to range from ≈0.3 to ≈10 yr −1 over all sources. We note that our best-fit model periodograms reproduce the local peaks seen in the observed power spectra for some sources (e.g.,1253−055 in Figure 1 and 0316+413 in Figure 4 ). This result indicates that such patterns are introduced by the sampling of the lightcurves, not by source-intrinsic variability. Accordingly, interpreting any local peak in a power spectrum as an indication for quasi-periodic oscillations requires careful modelling of the power spectrum in order to prevent false positives.
Distributions of Fractal Dimension
We show the relation between β and the fractal (boxcounting) dimension of the lightcurves (cf. Section 3.2), d f , in Figure 8 . We find a strong anti-correlation with correlation coefficients (Pearson and Spearman rank) around −0.8.
7 At least qualitatively, this seems rather obvious because a larger fractal dimension means that a light curve fills more grid cells. This in turn implies a more strongly fluctuating lightcurve which comes with a 7 Obtaining meaningful correlation coefficients requires that the data under study are uncorrelated. This is not always strictly the case in our analysis because we include data originating from different lightcurves (at two or three frequencies) from the same source. However, the lightcurves at different frequencies are quite different in general and show different sampling patterns. Therefore, we do not average data in frequency except when studying parameters (such as black hole mass) that cannot depend on frequency.
smaller value of β. Even though, we present here for the first time the quantitative relation between β and d f ,
This relation holds over a wide range of β values from ≈1 to ≈3 within errors with no notable dependency on observing frequency. This result provides a good independent check of our methodology.
β as an Indicator of Variability Timescale
We find a strong correlation between the power spectral index β and the logarithm of the median duration of the flares obtained in Section 3.3 (left panel of Figure 9) . The best-fit linear relation is β ∝ 0.99 log τ med ,
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where τ med is the median duration of flares. This result implies that the longer the overall duration of the flares of radio bright AGNs, the steeper the power spectra. Technically, such behavior is straightforward to understand: if a source shows flares with long duration, its lightcurve is dominated by long-term variability, which leads to steeper power spectra. However, the duration of flares is arguably related to fundamental physical processes in the AGN (like shocks in jets), and thus to various physical parameters (e.g., Marscher & Gear 1985; Fromm et al. 2011) . In turn, this indicates that β can be used to derive some physical parameters of AGNs (to be specified below).
Else than AGN variability at high observing frequencies (especially X-rays), radio variability has not received much attention because of the difficulties in quantifying the properties of the variability. The power spectra of AGNs at radio wavelengths usually show featureless simple power-law noise as seen in Figure 4 but no characteristic break frequencies as found in X-rays. From the relation between β and the median duration of flares, we conclude that the slope of the power spectra represents the variability timescales of radio bright AGNs. This implies that measurements of β are able to reveal the complex accretion and jet physics of AGNs.
The left panel of Figure 9 shows that the data points at large τ med tend to lie above the best fit line. This is mainly because the number of flares becomes very small (three to five) for sources with large flare durations, thus making the use of the median problematic. In addition, the approach used in Section 3.3 makes a strong assumption, namely that all lightcurves can be described as sequences of flares with Gaussian profiles -an assumption that may or may not be generally valid.
In order to arrive at a more robust estimate, we focus on the parameter σ der , the width of the distribution of the derivatives of a lightcurve obtained in Section 3.4, instead of τ med in the following. The parameter σ der is inversely proportional to the effective variability timescale of a given lightcurve. It uses all data in a lightcurve, making its use statistically more rigorous than using the median duration of flares. In addition, the (statistical) errors of σ der are known. As shown in the right panel of Figure 9 , log σ der and log τ med indeed show a strong anti-correlation. The scatter around the best-fit line in that figure and the fact that the two quantities do not , and 14.5 GHz data, respectively. The green solid line is the best-fit line, the corresponding parameters are shown at the top of the plot. The Pearson correlation coefficient r, the Spearman rank correlation coefficient rs, and the false-alarm probability of rs, pr s , are given at the bottom left. Right: Logarithm of the width of the distribution of the derivatives of lightcurves, log σ der , as function of log τ med . The green dashed line is the best-fit line, the best-fit parameters are provided at the bottom of the plot.
show a one-to-one relation demonstrate the limited accuracy of the median duration of flares as a proxy for an effective variability timescale. Indeed, σ der does contain information on flaring activity, especially the duration of flares: if the variability is dominated by flares with longer duration, this will lead to smaller σ der regardless of our choice of models for fitting the lightcurves (compare Figure 5 and 6).
We analyzed the relation between β and log σ der . A linear regression returns β ∝ −(1.39 ± 0.08) log σ der (see the left panel of Figure 10 ). We employed the FI-TEXY estimator (Press et al. 1992 ) for a linear fit to data with errors on both axes.
9 We checked whether the observed relation between β and log τ med also appears in simulated data using red-noise only lightcurves. We generated 100 artificial lightcurves using the method of Timmer & König (1995) with β ranging from 1 to 2.8. The simulated lightcurves were sampled at equal intervals. We added Gaussian noise amounting to 2% of the standard deviation of a given lightcurve to take the effect of measurement noise into consideration. We obtained σ der from the distribution of the derivatives of the normalized simulated lightcurves as we did for the observed lightcurves. The relation between β and log σ der for the simulated data is shown in the right panel of Figure 10 . Overall, the data points are described well by a powerlaw function, the slope is (within ∼2σ) consistent with the observed one. We note that the value of the constant term is arbitrary because the unit of time is arbitrary.
The consistency between observed and simulated β − log σ der relations indicates that the observed relation is actually a generic feature of red noise lightcurves. One might ask if this conclusion is consistent with the presence of distinct flares in the radio lightcurves of AGNs 9 We refer the reader to Tremaine et al. (2002) who discuss the advantages and disadvantages of this method over other fitting algorithms and to Kelly (2007) who deal with more complicated situations.
-flares are deterministic, whereas red-noise time series are stochastic by nature. When a flare begins, the flux density increases during the Compton and synchrotron stages (see e.g., Marscher & Gear 1985; Valtaoja et al. 1992; Fromm et al. 2011 ) but decays eventually. Accordingly, we have to conclude that the aperiodic occurrence of flares makes an AGN lightcurve a red-noise time series. The duration of flares changes with time and flares occur at random times, leading to frequent superposition of flares (see, e.g., Figure 5 ). This behaviour might originate from underlying physical processes such as a longterm, red-noise like variability of accretion rate and/or particle injection rate into jets that is physically correlated over a time comparable to the observation period. In this case, we expect to find power spectra with a single slope over a large range of sampling frequencies. However, as we will see below, a few sources show a flattening of their power spectra at low sampling frequencies; this implies that the timescales over which an emission process is correlated can be shorter than the observation period, roughly on the order of the typical duration of flares. We will discuss the possible origin of featureless red-noise power spectra in more detail in Section 4.5.
Relation between β and the Accretion Rate
The reason why different radio bright AGNs show different variability patterns, specifically different β, is not well-studied. In the case of radio-quiet, optical/Xray bright AGNs and GBHs, a well-known scaling relation between the timescales that correspond to the break frequencies in their power spectra and the black hole mass indicates that their variability timescales are determined by the size of the emitting region (e.g., M Power law index β as function of log σ der (which is defined in Section 3.4, in units of yr −1 ). Red, black, and blue colours indicate 4.8, 8, and 14.5 GHz data, respectively. The green dashed line shows the best-fit line (using errors on both axes with the FITEXY estimator; cf. Section 4.3). The error bars of log σ der were obtained by using the standard error propagation of the errors in σ der . The Pearson correlation coefficient r, the Spearman rank correlation coefficient rs, the false-alarm probability of rs, pr s , and the result of the linear regression are noted in the diagram. Right: Same as the left panel, for simulated red-noise lightcurves (see Section 4.3 for details).
instead of accretion disks, and emit synchrotron radiation instead of thermal radiation. Therefore, one first needs to find a physical mechanism that determines the duration of radio flares.
As noted in Section 3.3, our lightcurves can be described as sequences of Gaussian -and thus symmetric in time -flux peaks. Time-symmetric flares from blazars have been observed at multiple observing frequencies (see, e.g., Hovatta et al. 2008 for radio, Chatterjee et al. 2012 for optical and γ-ray, and Abdo et al. 2010 for γ-ray observations). The symmetry in time has been interpreted as the result of rise and decay timescales being determined by the crossing time of radiation (or particles) through the emission region. Jorstad et al. (2005) showed that the radiative cooling time is shorter than the cooling timescale of adiabatic expansion for almost all jet components in their VLBI blazar sample. Therefore, one may expect the duration of flares to be given by the sizes of emission regions.
In most cases, radio flares of AGNs are associated with the inner regions of jets (often identified with compact VLBI cores). Especially, there is growing evidence for interaction of moving jets with (probably) stationary cores, leading to strong flares at high energies (from optical to γ-rays) and, likewise, at cm/mm wavelengths (Savolainen et al. 2002; León-Tavares et al. 2010; Arshakian et al. 2010) . The cm/mm flares show much broader flare widths and time delays relative to the high energy flares, likely due to relatively long cooling timescales and high optical depths (e.g., Savolainen et al. 2006; Jorstad et al. 2010; Marscher et al. 2008 Marscher et al. , 2010 Marscher et al. , 2011 Marscher 2013) . If the core is a conical, standing shock (commonly assumed to be a recollimation shock, see e.g., Cawthorne 2006; Cawthorne et al. 2013; Marscher 2006 Marscher , 2014 , then the duration of flares would be determined by the crossing time of jet material through the shock. The core might actually consist of multiple stationary shocks; stationary knots in addition to the cores have been discovered by VLBI for many, usually nearby, sources (e.g., Jorstad et al. 2005 Jorstad et al. , 2010 Cohen et al. 2014) .
In this scenario, higher rates of matter injection into AGN jets would lead to longer flare durations, or variability timescales, if the particle densities and bulk velocities of inner jets are similar across our sample. These assumptions are supported by observations of the particle densities in the jets of several blazars (O'Sullivan & Gabuzda 2009) and the fact that the location of standing shocks is expected to be at the end of the acceleration and collimation zone of the jet (e.g., Marscher et al. 2008; Marscher 2014) . The rate of matter injection into the jet,Ṁ jet , would (largely) determine variability timescales in radio bright AGNs. In a given time interval an AGN with higherṀ jet would show, say, one major flare while those with smallerṀ jet would show multiple minor flares. Recent theoretical studies actually show that the rate of electron injection into jets can play an important role in determining the slope of power spectra (Finke & Becker 2014 , 2015 . Ghisellini et al. (2014) found a correlation between the jet power P jet and the accretion power of blazars of the form P jet ∝Ṁ acc , whereṀ acc is the accretion rate. The jet power P jet is given by the kinetic energy per time, i.e., P jet ≈ (Γ − 1)Ṁ jet c 2 , where Γ is the Lorentz factor. Since our sources are luminous blazars and usually show superluminal proper motions, their Lorentz factors are located in a rather narrow range (cf. Ghisellini et al. 2014) . Thus, we have P jet ∝Ṁ jet ∝Ṁ acc . Evidence for the proportionality betweenṀ jet andṀ acc has been provided by Chatterjee et al. (2009 Chatterjee et al. ( , 2011 ) who discovered that significant dips in the X-ray light curves of the radio galaxies 3C 111 and 3C 120 are followed by ejections of new superluminal jet components. This indicates that X-ray emitting matter in hot coronae and/or the innermost accretion disks is ejected in a jet outflows. Combining the various arguments, we examined if radio The parameter β + 1.39 log δz as function of accretion disk luminosity. The sources are divided into two groups based on their disk luminosities in Eddington units (see Section 4.4 for details): sources with disk luminosities > 0.01L Edd in blue, those with < 0.01L Edd in red. The names of the radio galaxies (3C 84, 3C 111, 3C 120) are noted. We used the weighted average of β for a given source if values from two or three frequencies were available. Errors along the ordinate are obtained by standard propagation of errors in β and log δz. The typical error along the abscissa, 0.29 dex, is illustrated by the black data point with error bars in the top right. The green dashed (dotted) line illustrates a linear regression with (without) including the outlier 1928+738, using the errors along both axes. The best-fit slopes divided by 1.39, denoted α, and their statistical error are provided at the bottom. The χ 2 /d.o.f of the best-fit model, the Pearson correlation coefficient r, the Spearman rank correlation coefficient rs, and the false-alarm probability of rs, pr s , are noted. The values in the bracket are obtained excluding the outlier 1928+738 in the calculation. Right: Same as the left panel but with all the data after binning logarithmically in accretion power with a binsize of 0.5 dex. The green dashed line, the same one as in the left panel, is drawn to show that the binned data also follows the best fit line.
bright AGNs indeed show a scaling relation between the variability timescales and the accretion rates.
When comparing the observed variability timescales with other parameters we need to correct for the effects of Doppler boosting. The observed variability timescale is decreased relative to the intrinsic one, τ var , by the Doppler factor δ = 1/Γ(1 − β cos θ), where Γ is the Lorentz factor, β is the jet speed in units of speed of light, and θ is the angle between the jet axis and the line of sight. If cosmological redshift is non-negligible, the total Doppler factor is δ z = δ/(1 + z). If we assume that the variability timescales of our sources scale with the accretion rate to a power α, i.e., τ var ∝Ṁ α acc /δ z , then we find from the relation β ∝ 1.39 log τ var (see Section 4.3) β ∝ 1.39α logṀ acc − 1.39 log δ z .
The Doppler factor is difficult to measure directly because the two parameters involved, intrinsic jet speed and viewing angle, are hard to disentangle in many cases. Nevertheless, Hovatta et al. (2009) obtained the Doppler factors of many of our sources. They decomposed their lightcurves obtained at 22 and 37 GHz into exponentially rising and decaying flares. They assumed that the brightness temperature derived from the flux variability differs from the radiating particle-magnetic field energy equipartition temperature by the Doppler factor (Readhead 1994 , see also Lähteenmaki & Valtaoja 1999 Lähteenmaki et al. 1999; Savolainen et al. 2010) . In addition, Jorstad et al. (2005) obtained the Doppler factors for some of our sources assuming that the observed variability timescales differ from the light crossing time across the emitting region because of Doppler boosting affecting observed jet components. For 1101+384 and 1652+398, we took the values from Lico et al. (2012) and Tavecchio et al. (1998) , respectively. We note that the Doppler factor of 1101+384 measured by Lico et al. (2012) is somewhat different from that of Tavecchio et al. (1998) . However, we adopted the argument of the former that different Doppler factors for radio and high energy photons are necessary for this source. We refer the readers to Katarzyński et al. (2001) who obtained δ = 7 − 14 for 1652+398, depending on their models for the observed spectral energy distribution. This result is consistent with that of Tavecchio et al. (1998) and we adopted their value, δ = 10. We note, however, that this value could be biased because it was derived from modelling the spectral energy distribution of higher energy photons, which might originate from a different emission region. In total, we were able to retrieve the Doppler factors for 39 out of 43 sources; the values are shown in Table 1 . Where Doppler factors from both Hovatta et al. (2009) and Jorstad et al. (2005) were available, we first took the average of all values of the latter because they provided individual Doppler factors for each jet component of a given source. Then, we took the average of the Doppler factor of Hovatta et al. (2009) and the averaged one of Jorstad et al. (2005) . We used the standard deviation of the logarithms of the Doppler factors of Jorstad et al. (2005) as the error of log δ, i.e., σ log δ , for each source. Variations in the values for different jet components might originate from intrinsic variability of the Doppler factors and/or measurement errors. For some sources, only the values of Hovatta et al. (2009) were available; in those cases, we assigned the average σ log δ from sources for which we could actually estimate the error (≈ 0.147 dex) as "typical" error. We note that this value is consistent with an independent estimate of the mean uncertainty of variability Doppler factors, which is ≈ 30% (Liodakis & Pavlidou 2015) .
The disk luminosity, in units of Eddington luminosity, is an indicator of accretion rate because the normalized accretion rate is given byṁ ≡Ṁ acc /Ṁ Edd = L disk /ηL Edd , where η is the radiative efficiency of accretion. According to the standard, geometrically thin accretion disk theory (Shakura & Sunyaev 1973) , η depends on the location of the innermost stable orbit of the disk and thus on the spin of the black hole. Ghisellini et al. (2014) showed that jet launching and acceleration must be extremely efficient for blazars to explain the excess of jet power over accretion power. This requires almost maximally rotating black holes (See also e.g., Tchekhovskoy et al. 2011 and Zamaninasab et al. 2014) . Therefore, our sources likely have η values close to the limiting case η ≈ 0.3 chosen by Ghisellini et al. (2014) . In summary, we compared the intrinsic variability timescales (Doppler-corrected) with the accretion power,Ṁ acc c 2 , where the accretion rate is derived from the disk luminosity assuming η = 0.3, in the left panel of Figure 11 . We note that we rearranged Equation 7 in order to avoid displaying large errors along one axis.
Despite some scatter, we find a strong correlation. We note that the correlation coefficients become significantly larger when we exclude the FSRQ 1928+738 from the calculation which is arguably an outlier. We suspect that the Doppler factor of this source is systematically underestimated (δ z = 1.5), even though it shows quite fast superluminal motion with a maximum jet speed of 8.16 times the speed of light without showing any indication of counter jet emission (Lister et al. 2013 ). The Spearman rank correlation coefficient -which is less sensitive to outliers -shows that the positive correlation between logṀ acc c 2 and β + 1.39 log δ z is statistically significant, with the false alarm probability p rs being about 0.01%. We performed a linear regression using the errors on both axes with the FITEXY estimator (Section 4.3) and obtained a slope of 0.36 ± 0.04. This value translates into α = 0.26 ± 0.03 according to Equation 7. The value of χ 2 red = χ 2 /d.o.f. is close to one, especially when (the value given in the bracket) 1928+738 is excluded; this indicates a good agreement of model and data over five orders of magnitude in accretion power. In the right panel of Figure 11 , we binned the data in the left panel logarithmically in accretion power with a binsize of 0.5 dex and the best fit line from the un-binned data is shown together.
We investigated possible differences in the scaling relation for the two classes of radio bright AGNs, i.e., BLOs and FSRQs. We divided our sources into those with disk luminosities above and those with disk luminosities below 1% of the Eddington luminosity, which corresponds to FSRQs and BLOs, respectively. This approach is based on Ghisellini et al. (2011) who showed that using the ratio of disk or BLR luminosity and Eddington luminosity is more adequate to distinguish FSRQs and BLOs compared to the classical one using the equivalent width of emission lines. The value of ≈ 1% is known to divide different accretion regimes of AGNs (e.g., Ghisellini et al. 2011; Heckman & Best 2014) and the same parameter can also be used to distinguish FR 1 and FR 2 radio galaxies (e.g., Baum et al. 1995) . We counted FR I galaxies, in our case 3C 84, as BLOs and the FR II galaxy 3C 111 and 3C 120 as FSRQ (see Table 3 ). This is in accord with, e.g., Padovani (1992) , Maraschi & Rovetti (1994) , and Cavaliere & D'Elia (2002) who suggested that FR I and FR II radio galaxies are the parent populations of BLOs and FSRQs respectively. However, as seen in the left panel of Figure 11 , we do not see any indication of difference in the scaling relation between different classes of radio bright AGNs, although the small number of BLOs and the fact that all BLOs in our sample are among the most radio-loud objects prevent us from drawing strong conclusions.
The fact that all our sources share the same scaling relation regardless of their source types implies that the variability timescales of radio bright AGNs are determined by a relatively simple physical process -only weakly (if at all) dependent on jet powers (e.g., Ghisellini et al. 2011) , radiative cooling mechanisms (e.g., Ghisellini et al. 2009a) , and possible differences in the geometry of magnetic field lines pervading in jets (e.g., Marscher et al. 2002; Lister & Homan 2005 , see also Lyutikov et al. 2005) . The clear relation between variability timescales of AGNs at radio wavelengths and accretion rates measured at optical wavelengths comes as a surprise: this behavior indicates that the radio variability of radio-bright AGNs is governed by the accretion process. However, the rather shallow (α ≈ 0.25) slope in the scaling relation is hard to explain in the frame of a simple conical jet scenario. If (a) flares arise when a conical jet flow passes through a standing shock and (b) jet opening angles do not vary substantially among different AGNs, one arrives at a simple relation between the accretion rate and the length of the jet along the jet direction, l, namely:Ṁ acc ∆t ∝ ρl 3 . Here ∆t is a rest-frame time interval (which is different from the observer frame interval by a factor (1 + z)) and ρ is the mass density of the jet. If the jet is in a steady state, we can expect ρ ∝ l −2 which leads to a linear proportionality betweenṀ acc and l -thus the intrinsic variability timescale is proportional to the accretion rate. However, the slope we find, 0.25, is quite different from the one expected from this simple scenario. This might be the result of complicated jet geometries, such as localized emission regions (often referred to as "blobs"), or quasi-spherical emission regions, which have succeeded in explaining the broadband variable emission of blazar jets (e.g., Bloom & Marscher 1996; Mastichiadis & Kirk 1997; Böttcher & Chiang 2002 , but see also e.g., Marscher & Gear 1985; Marscher & Travis 1996; Marscher 2006) . In this case, one would expect a proportionality τ var ∝ r ∝Ṁ 1/3 acc , where r is the size of the blobs, if (a) there is no density gradient in the blobs and (b) the density does not vary substantially from source to source. In addition, recollimation of jets (e.g., Daly & Marscher 1988) , strong superposition of multiple flares arise in different shock regions and possible time delays at cm wavelengths (e.g., Jorstad et al. 2010) , and shock-shock interactions in jets (e.g., Fromm et al. 2011) might play an important role. The possible effect of superposition of multiple flares might be investigated by using high-frequency data (mm/sub-mm wavelengths). In addition, dedicated numerical simulations would be helpful to investigate the complicated coupling behavior between mass accretion rate and jet structure (e.g., Tchekhovskoy et al. 2011; Marscher 2014 Figure 11 but with the black hole mass on the abscissa. The typical error along the abscissa, 0.3 dex, is illustrated by the black data point with error bars in the top right. The blue dashed line illustrates a linear regression, using the errors along both axes. The blue shaded region indicates a relation with slope α = 1/4 (drawn manually). The best-fit slope divided by 1.39, i.e., α, and its statistical error are provided at the bottom. The χ 2 /d.o.f of the best-fit model, the Pearson correlation coefficient r, the Spearman rank correlation coefficient rs, and the false-alarm probability of rs, pr s , are noted. Right: Same as the left panel in Figure 11 but with the Eddington ratio on the abscissa. The typical error along the abscissa, 0.42 dex, obtained via standard error propagation of the errors in logṀacc and log M BH , is illustrated by the black data point with error bars in the top right. As illustrated in Figure 12 , we checked if the intrinsic variability timescale is related to Eddington ratio and black hole mass. In the left panel, the scaling with black hole mass shows a large scatter, with correlation coefficients of ≈ 0.4, indicating a moderate correlation. This correlation is probably a consequence of the correlation seen in Figure 11 because (i) all the FSRQs (except the outlier 1928+738) follow the relation with α = 1/4 due to their Eddington ratio being concentrated around ≈ 0.1 (see Figure 13 ) and (ii) the BLOs lie systematically below the FSRQs with similar black hole masses, which indicates their low accretion rates lead to low variability timescales. In the right panel, we see a correlation of time scale and Eddington ratio with correlation coefficients as high as 0.7 when excluding 1928+738. This, too, is probably a corollary of the β-Ṁ acc relation because our sources span only ≈ 1 dex in black hole mass (as can be seen in the left panel of Figure 11 ) and more than four orders of magnitude in accretion rate.
Broken Power-law Periodograms
A simple power-law model explains the observed power spectra of most of our sources successfully without any indication for statistically significant QPO signals. However, there are four sources out of which each shows significant excess spectral power simultaneously at two or three observing frequencies and at similar sampling frequencies: 0235+164, 0430+052, 1156+295, and 2251+158. This excess power might indicate the presence of QPOs. We show the power spectra, the best-fit power-law models, and the corresponding 3σ significance levels in Figure 14 .
Actually, the candidate QPO signals are located at rather low sampling frequencies and the power spectra appear to flatten below those frequencies. Thus, we tested if the periodograms can be (or have to be) modeled as broken power-laws with break frequencies f b . We performed Monte Carlo simulations as we did in Section 3.1 but this time with broken power-law models. We assumed that β becomes zero below the break frequency.
10 We computed sets of models with break frequencies ranging from ≈0.05 to ≈0.7 yr −1 and powerlaw indices β (above the break frequencies) ranging from 1.5 to 4.0. We obtained 1 000 artificial lightcurves for each combination of f b and β. After mapping the observed sampling pattern into the artificial lightcurves, we obtained the binned logarithmic power spectra and took the average of them for each bin. Then, we calculated χ 2 using Equation 1. We show the χ 2 contours for 0235+164 at 8.0 GHz -χ 2 min + 2.30, 4.61, 9.21, corresponding to 68%, 90%, and 99% significance levels, respectively -(e.g., Wall & Jenkins 2012) , as function of β and f b in Figure 16 . We obtained the values and the unmarginalized 1σ errors of the best-fit β and f b . The bestfit broken power-law periodograms for the four sources in question are shown in Figure 15 . Within errors, the periodograms are completely described by the models. We note that the χ 2 /d.o.f values are reduced significantly when changing from simple to broken power-law models: from 3.03, 1.44, 2.21, and 2.51 to 0.77, 0.48, 0.69, and 1.22 for 0235+164, 0430+052, 1156+295, and 2251+158, respectively.
We note that the best-fit values for β in the broken power-law models tend to be very high, up to the simulation limit of 4.0. The formal errors of these values are large, ranging from 0.3 to about 1.2 -meaning that β is not well constrained. Thus, using the broken power-law results for other analyses, e.g., the scaling relations of variability timescale with black hole mass, would lead to highly uncertain results. We suspect that our assumption of flat power spectra below the break frequencies results in the high power spectral indices we observe. Our primary interest was to investigate whether there is indication for broken power-law periodograms at least for a few sources. For most of our targets, the two models -simple vs. broken power-law -are not distinguishable within errors. Therefore, we stick to the best-fit values of β obtained with the simple power-law models throughout this paper.
As noted already in Section 4.3, the origin of the featureless red-noise power spectra of AGN (mostly blazars) radio lightcurves is not understood. This is in contrast to the case of broken power-law periodograms typically seen in the X-ray and optical lightcurves of non-blazars (i.e., Seyferts and quasars). One possibility is that the emission is correlated over very long timescales -com- parable to the observation time covered by UMRAO database, ≈ 30 years. If the radio emission of AGNs is directly linked to the accretion flows, the spatial correlation of accretion flows (see e.g., Kelly et al. 2009 Kelly et al. , 2011 for radio-bright AGNs is much stronger than for nonblazars. However, many of our sources, especially the FSRQs, are active at optical bands as well; they should have accretion disks which are similar to X-ray/optical bright nonblazars. An alternative scenario involves the special feature of blazars lightcurves: the flares. Even if the power spectra of accretion flows or matter injection flows into jets have break frequencies at relatively high sampling frequencies, the break frequencies can move toward low sampling frequencies if the duration of the flares is long enough to cause substantial overlap of individual emission events. Such overlap effectively increases the timescales for flux variations, resulting in higher spectral power at lower sampling frequencies. The location of the break frequencies would depend on the degree of superposition.
To test this scenario, we employed a simple simulation of lightcurves. We generated 100 artificial lightcurves f (t), each composed of multiple exponential flares, according to
where f max is the peak amplitude of the flare, t is the time, t 0 is the time of the peak, and T r and T d are the rise and decay timescales, respectively (Chatterjee et al. 2012 ). This model is based on the assumption that AGN radio lightcurves can indeed be decomposed into exponential flux peaks whenever the overlap between flares is not too strong (e.g., Valtaoja et al. 1999; Hovatta et al. 2009 ). For each lightcurve, we initially generated 20 flares that span 20 units (that can be identified with years) in time. From this, we took the half of the data points located in the middle of each lightcurves to avoid having lightcurves that converge to zero at the beginning and at the end. As a result, we have 10 artificial flares that span 10 units on average for each lightcurve.
For each flare, we used f max uniformly randomly distributed from 0.5 to 1.5 units to randomize the amplitudes of flares, t 0 from n − 0.5 to n + 0.5 units for the nth flare to make aperiodic variability, and T r = T d from 0.5 to 1.5, multiplied by a characteristic timescale τ . This timescale controls the degree of overlap of flares. We varied τ from ≈ 0.03 to ≈ 0.7 units and obtained the average of the periodograms for each τ value. This averaged periodogram we fitted with a broken power-law model with three parameters: the power-law index β above the break frequency f b (the slope below f b being zero), and a constant offset for taking into account aliasing. One realization of a lightcurve, the corresponding power spectrum, the averaged power spectrum, and the best-fit broken power-law model for each of three different values of τ are shown in Figure 17 . When τ is small compared to the average separation between two flares (i.e., one unit) there is almost no overlap between flares; the break frequency appears at sampling frequencies well above one frequency unit. As τ increases, it becomes more difficult to disentangle individual flares and the break frequency moves toward lower sampling frequencies -as expected. We obtained the break frequencies of the simulated power spectra as function of τ /t 0 . We found a power-law relation, f b = 0.28 × (τ /t 0 ) −0.76 . We scaled the errors on f b such that χ 2 /d.o.f. = 1 for the best-fit model.
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As shown in Figure 18 , the break frequency decreases with increasing τ /t 0 and, at τ /t 0 0.7, converges to a value located close to the lowest sampling frequency. Accordingly, periodograms from lightcurves that show extensive overlap of flares appear as simple power-lawsas is indeed the case for most of our target AGNs.
It is now possible to check the degree of agreement between the observed break frequencies as function τ /t 0 and the simulation results. On the one hand, the break frequencies found in 0430+052 and 2251+158 are very small, ≈0.2 yr −1 , meaning that a wide range of τ /t 0 is consistent with the observed value for f b (see also Figures 14 and 15) . 0235+164 and 1156+295, on the other hand, show relatively large break frequencies, ≈0.5 yr −1 and ≈0.4 yr −1 , respectively. We took the median duration and the median separation of the flares we obtained in Section 3.3 (for each source and each observing frequency) and calculated the observational values for τ /t 0 . Since we used Gaussian flares in our lightcurve fitting but exponential flares in the simulations, we multiplied the observed τ /t 0 by √ 2 to compare the e-folding timescales of observed and simulated flares; these values are denoted τ /t 0 (obs) in Table 2 . We inserted the observed break frequencies into the theoretical f b -τ /t 0 power-law relation and obtained the theoretical ratio τ /t 0 (sim). The dif- ference between τ /t 0 (obs) and τ /t 0 (sim) is on the order of 10% typically and reaches 31% at most (see Table 2 ). Therefore, we conclude that the observation of red-noise periodograms for most of our target sources is consistent with being due to strong temporal overlap of flares. The main reason for this might be the relatively long variability timescales of AGNs at centimeter wavelengths. We show the lightcurves of 0235+164, for which the break in the periodogram is quite prominent, in Figure 19 . The duration of the individual flares is short compared to their typical separation; indeed, it seems that there is no substantial overlap between the flares -which is consistent with our scenario.
Comparison with Other Studies
So far, we discussed long-term UMRAO lightcurves of AGNs with jets approximately aligned with the line of sight (even for the radio galaxies). Naturally, we have to ask if the variability patterns we observe agree with those for nonblazars and for blazars at other observing frequencies. Kelly et al. (2011) concluded that the slope of X-ray periodograms (below the high-frequency break) of 10 Seyfert galaxies does not correlate with black hole mass. This indicates that, for Seyferts, factors such as the amplitude of the driving noise field are more important than black hole mass in determining the structure of flux variability. The noise field is arguably related to the viscous, thermal, and radiative response of accretion disks to perturbations (Kelly et al. 2011) . In contrast, radio variability of AGNs is governed by the crossing time of radiation and/or disturbances through the emission region. This also explains the quite low break frequencies observed in AGN radio periodograms. In optical and Xray power spectra of nonblazars, break frequencies are found at timescales of less than a few years (Kelly et al. 2009 (Kelly et al. , 2011 .
Blazars usually show symmetric flares across multiple wavelengths -see, e.g., Valtaoja et al. (1999) and Hovatta et al. (2009) for 22 and 37 GHz data respectively, Chatterjee et al. (2012) for optical and γ-rays, and Abdo et al. (2010) for γ-rays. As the observing frequency increases, the rise and decay times of flares become shorter (e.g., Chatterjee et al. 2012; Rani et al. 2013) due to the shorter cooling times of higher energy particles (cf., e.g., Marscher 1996) . Therefore, we may expect (1) smaller power spectral indices β and (2) observations of broken power-law periodograms at higher frequencies. Trippe et al. (2011) showed that the power spectra of six radio bright AGNs at millimeter wavelengths have β ≈ 0.5, which is much smaller than the values we find in this work. However, windowing effects (especially red-noise leak and aliasing) were not taken into consideration then, making it hard to conclude on the general behavior of mm-radio periodograms.
Several recent studies concluded that the power spectra of many radio bright AGNs are quite steep (β > 2) at 15 GHz (from the Owens Valley Radio Observatory (OVRO) 40 m monitoring program; Max-Moerbeck et al. 2014a) as well as at 37 GHz (from the Metsähovi AGN monitoring program; Ramakrishnan et al. 2015) . This behaviour differs from our expectation in that (i) the OVRO result seems to disagree with our result even though the observing frequency is very similar and (ii) the 37 GHz power spectra appear to be steeper than ours even though the ob- Note.
-(1) Break frequencies found from Monte Carlo simulations using broken power-law models. (2) Values of τ /t 0 expected theoretically from the relation shown in Figure 18 serving frequency is higher. We present a comparison in Figure 20 . Although the errors of Max-Moerbeck et al. (2014a) are too large for a quantitative one-to-one comparison, the average β from the OVRO observations (weighted mean β wmean = 2.30) seem to be larger than that from the Metsähovi observations (β wmean = 1.95), which is in agreement with our expectation. However, the systematic difference between these studies and our work (β wmean = 1.60) needs to be investigated.
There are important differences in the methodology for estimating β between the various works. The OVRO and Metsähovi studies employed linear interpolation of lightcurves (whenever there is a gap in the data) after binning and convolved the resulting lightcurves with a Hanning sampling window function, which reduces rednoise leak (Max-Moerbeck et al. 2014b) . Interpolation leads to a suppression of power at high sampling frequencies because it correlates adjacent data points, thus resulting in an artificial steepening of power spectra. Our work did not use interpolation of data. We employed the Scargle periodogram which can be applied to unevenly sampled lightcurves (Scargle 1982 uneven sampling, the periodogram suffers from red noise leak and aliasing, leading to characteristic distortions as shown in Max-Moerbeck et al. (2014b) . However, our simulated power spectra are distorted in the same way because we mapped the sampling patterns of the observed lightcurves into the simulated ones (cf., Figure 1 and the bottom right panel of Figure 4 ). We also note that uncertainties in the absolute values of β do not affect our results, as long as the relative (i.e., source-tosource) differences in β are preserved -as demonstrated by the correlation between β and fractal dimension of a lightcurve (Figure 8) . A more detailed dedicated investigation will be necessary in the future for making an informed choice from among the various approaches.
In the γ ray regime, Abdo et al. (2010) found periodogram slopes of 1.4 ± 0.1 and 1.7 ± 0.3 averaged over nine FSRQs and six BLOs, respectively. These values are compatible to the values which we find in this work, whereas we would actually expect smaller values of β in the high-energy regime. We note however that averaging power spectra of different sources is likely to lead to spurious results -as noted in Section 4.1, even for sources of the same AGN type β covers a wide range of values (from ≈1 to ≈3). Sobolewska et al. (2014) used longer Fermi lightcurves than those used in Abdo et al. (2010) (4 years vs. 11 months) and modeled them in the time domain based on the assumption of a mixed OU process. For their sample of 13 blazars, they obtained β 1. They also found low-frequency breaks for two sources, 3C 66A and PKS 2155. Shimizu & Mushotzky (2013) found slopes around 0.85 for the hard X-ray lightcurves of three blazars and a broken power-law periodogram for 3C 273 (see also M c Hardy 2008). The above results are in agreement with our scenario of β becoming smaller, and broken power-law periodograms becoming more prominent, at higher observing frequencies. Contrary to this trend, Chatterjee et al. (2012) found slopes up to 2.3 for a few blazars at optical wavelengths. We also note that, when comparing radio, optical, and high-energy emission, we are looking at radiation from different physical emission mechanisms and/or different emission regions. For example, Ramakrishnan et al. (2016) showed that the variability of blazars at optical and γ ray wavelengths is correlated, while the presence of a correlation between radio and optical bands is unclear. Accordingly, a comparison of radio and optical lightcurves may be of questionable value, while a comparison between optical and X-rays/γ-ray lightcurves is more straightforward.
CONCLUSIONS
We studied long-term (25-32 years), high-quality radio lightcurves of 43 radio bright AGNs -27 FSRQs, 13 BLOs, and 3 radio galaxies -at 4.8, 8, and 14.5 GHz. We investigated the physical origin of different variability patterns found in the radio lightcurves of different sources by means of peridogram analyses. Our work leads us to the following principal conclusions:
1. The power spectra of 39 out of 43 sources are in agreement with simple power-law periodograms without any indication for (quasi-)periodic signals.
Power spectral indices range from ≈1 to ≈3. We find a strong anti-correlation between the power spectral index and the fractal dimension of the lightcurves, thus quantifying the one-to-one relation between the geometry of lightcurves and the slopes of periodograms as β ∝ −4.43d f , where β is the power spectral index and d f is the fractal dimension.
2. We find that β is a proxy for the variability timescale τ var . We discover a strong correlation between β and the median duration of flares. We apply an improved measure for variability timescales, the width of the distribution of the derivatives of lightcurves, σ der . We find the relation β ∝ −1.39 log σ der .
3. When taking into account relativistic Doppler boosting and cosmological redshift, β shows a correlation with the accretion rate. We find the relation β ∝ 1.39α logṀ acc , corresponding to τ var ∝Ṁ α acc , with α = 0.25 ± 0.03. At this point, we cannot explain the specific value α ≈ 1/4. 4. For four sources in our sample -0235+164, 0430+052, 1156+295, and 2251+158 -we find that broken power-law models provide significantly better fits to the observed periodograms than simple power-law models. From random realizations of lightcurves composed of sequences of exponential flares, we obtain a theoretical power-law relation between break frequency f b and scaled duration of flares τ /t 0 . We find that, within errors, our observed values for f b and τ /t 0 agree with the theoretical relation.
5. We conclude that the periodograms of AGN lightcurves follow broken power-laws intrinsically. The strong overlap of subsequent flares in cm-radio lightcurves leads to correlation of the observed flux over long timescales and thus to red-noise power spectra (simple power-law periodograms). Accordingly, we expect observations of smaller β values and broken power-law periodograms at higher observing frequencies that probe shorter cooling timescales. This is indeed observed for the X/γ ray lightcurves of blazars; for optical lightcurves, the case remains ambiguous.
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-(1) Logarithm of the black hole mass calculated by us or taken from the literature. (2) Methods used to determine black hole masses. We do not name the method if we adopt literature values without modification. We converted the luminosities provided in Wang et al. (2004) into the values in the table by converting their L BLR into line luminosities and updated cosmological parameters. (3) References for the black hole masses (listed below). (4) Adopted values for the (logarithmic) black hole masses, which are the averages of (1) for each source. (5) Disk luminosities in Eddington units. a L disk /L Edd calculated from the L disk values in Ghisellini et al. (2011) or from using their L BLR values, assuming L disk ≈ 10L BLR (Ghisellini et al. 2011; Calderone et al. 2013 ) if L disk is not available.
