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Fundamental Considerations on the Higher-Order Correlated Associative Memory 
Yukio KUMAGAI 
Abstract 
A characteristic feature in the associative memory is that traces of data from many different occurences are 
superimposed on the same memory elements. So， cross-talk will inevitably occur when the output recollection 
in relation to the input key will be performed 
Therefore， this paper deals with the associative memory subjected to the higher-order correlatio日 matrix 
formalism， and derives some explicit descriptions in a form which enables direct discenment of the quality of 
the recollection. In gεneral， itmight be true that more exact recollection is expected as the correlation order is 
increased as well as the missing portions of the input key are decreased. But， theoretically， itis shown that the 






















































y(i)針。l(ylι 2，…， m) (2←1) 






報が特定のα(0 ~三 α 壬 n) 次のものをうる操作のときには， x(i)のα次拡大を行うと呼ぶことに
する。
さて x('iのα次拡大， ~ì主びに，それによってえられる結果の表現を以下のように行う O
まず，キ-xl>)の全ての成分の添字集合を
J会Iji jニ 1，2，…， 1 1 
とする。
α を O~三 α 三日とし， Jからとられた互いに異なるα個の要素の組み合わせを
(j i' j 2' …， L)， j"EJ(υ= 1， 2，…， α) 
(千)， 
それらの集合を
iα)会I(j l' j 2' ….jα) I jメJ，υェ 1，2，…， α! 
i日)会|世|
…(αミ1) 
……(α= 0 ) 
…・ (α這1)
……(α= 0) 








〈川ι:ユ)(xズX(i))札山川りリ二 1 ……(α 這1) ……(α ニ o) 




そこで，いま，この対応について，添字となっている組合せ:(i 1 ，i2，… α)について，
h ，]2'…， iαが，特に，辞書式順序を満たすように対応の結果を並べたもの，
即ち，辞書式}I夏序をくく， μ，μ'EI 1， 2，…， nCα!としたとき
Jμ(α)会(jl' i2，…， iα)， i，u'(α)会(il' i2，…， iα)Eiα)に対して
)1' )2'α く ) 1， )2' ・， )2牛キ μ<μ' 
として，<の順序に従って， μ，μ'を並べたもの:
F(α) (X(i))匂 (2マ)) 
は，キ-X(i)の次数αの高次相関情報を全て抽出したベクトルになっているので，これをだI)のα
次拡大ベクトルと呼ぶ。
また，この F(α)(x(り)を， さらに， α=0， 1，…， Nの順に並べ
FN(x(i))会col(F(O)(x(i)， F(勺x(I))，…， tN)(X(i)) (2-8) 
但し， F(O) (X(i)会1
としたものは， X(i)のN次までの拡大ベクトルと呼ぶ。
このとき， FN (x(i))の要素の総数は，次式で与えられる O
n(N)=Z NonCα (2← 9) 
さて，このN次までの拡大を行い，従って N次までの高次相関情報をとり入れた連想型記憶
の記憶の仕方は，次のように行われる。
M=;IY明 N(XIi))t (2-10) 
但し，③はクロネッカー積， tは転置を表す。
即ち， Mをm行 n(N)列の行列として，各データー・キ一対毎に， y(i)③ FN (X(i)tが計算され，
これが全てのデーター・キ一対にわたって，同ーの記憶場所である m行n(N)列の行列 Mの各
要素毎に加算されて行くわけである。
一方，読み出しは，キ一入力を x=col(Xl' X2，…， Xn) としたとき，これについても同様の
N次まで、の拡大を行ったものを FN(X)とすると














"X= 0 (2-12) 
"X< 0 
式(2-11)に関して
w会M. FN(X) (2-13) 










x(s)全coJ(Xl' XZ'…， Xs' 0， 0，…. O)，xjEj:fl!(j=l， 2， (2-15) 
但し， 1 三 s~王n














z=co!(u(M' FN(x(s))) (3-1) 





x(s)韮 Xi*(S)，j*EI (3-3) 
と書き，入力 Xi* (s)によって，読出し結果 zは，データー y(i*1に等しくなることを期待するも
のとする O
さて，この(3-3)の条件下では，式(3-2)は，次のようになる。
Zj=U(;=~*y:il <FN(X(il)・FN( Xi* ( s ) ) > + . E yω<FN(X(il) . F(♂ (s))>) 







E*<FN(x(I))・FN(Xi* (s)) > =const (3-5) 
であり， しかも，この constは正の量であるから，今，若し，第二項で示される漏話量が値Oで
あれば，式(3-4)，(3-5)より












1541)・<FN(x(i))・FN( xi' ( s)) >， (j = 1， 2， m) (3~ 7) 
が，高次初日開情報を表す Nと， どのような量的係わり合いをもつことになるのかが，極めて基
本的事柄として大切になってくる。
本論文は，このことを調べるため，まず，次式で示されるハミング距離 D(X(i)， xi* (s))を，
全ての 1とげとの間に定義することから始める O
D(xへXi* (s) )会Ji|(xf-J)/2|









式 (3~10)で dlt*=O を与える I は i* と多重整合を生じていることを示し ， --}j， di. j*が1
以上の値をとる Iは， i*に対して漏話の原因となっていることを示している O
さて，各 iEIは i*に対して， ゅ意な dll本をもつから，この d11*の値による lの分割を
1= I(d) I dニ 0，1， 2，…s 1， ，(cI)ニ liI di. i*=d，iEII (d= 0， 1， 2. …， s) 
と書き，各 1についての考察を， s+ 1種類の違いをもっ d11*のもとでのそれに移す。
即ち，各 iEI(d)(d=O，1， 2，…， s)に対して
HN(dl IU二<FN(だり.FNxY s)) > (3~ ll) 
を定義し，以降，これを評価する O
式(2~3)(2~ 7) (2~8) より，式(3~I )は，以下のように書き換えられる。













???? ? (3-12) 
盆
ニ 1+ L: L: I1 1 X(i) • Xl I 
α二 1(j1.j2...1α)εJ'" ，ν= 1 
(3-13) 
f旦し， α~1 としている O
さて s三N. s>Nの場合にわけで評価を行う O
(1) s;三Nの場合:
この場合は，入力キ一成分の全ての組み合せ: (xi，x;2， ，xL)(α=0.1..... s)に対して，
記憶されている s次までの高次相関情報が利用できる。
式(3-12)より， α三sに対しては， H:=14 二 O. それ故，式(3-13)について
HN(dl i*)=1十三 (1112LuEllxf-わ (3-14) 
工 ν4111+xJJx fl(315) 
さて， dI，Iキエ Oなる 1に対しては，全てのL(ν1. 2. s)について
(i)本
X ニ xjνjν 
が成り立つから，式(3-15)を参照することにより
HN(d11*=O )ニ 2s • (3-16) 
一方. di. i*~ 0なる Iに対しては， xlJ土x;!とするんが少くとも l倒存在するから，そのよう
なx(l)については
(i) i *噌
x. x. 一 i 
J νjν 
が成り立つ故，同様に，式(3-15)を参照することにより











?? xL)(α= O. 1.・.s)は，
60 
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α二 Nまでしか利用できない。即ち，式(3-12)に対して， α三N十 Iについては11:=1・41)ν=0 
であるから，式(3-14)に対応するものは，次のようになる。
HN(d ，*)ニ 1+t E HI-JJ Jl 
" .α= 1lj，j，. "，)α)εJ'白 νi い J
(3-18) 
さて，式(3-18)について，場合(1)と同様， di戸=0となる 1から，その評価を行う O




HN(dl:*エ 0)ニ三 IJ，Cα (3-19) 
ところで，この式(3-19)は，同じ条件下では，次のように書いてもよい。




HN(d， ，*)=白 11+x(i) /1- t I:白 lx(2)XI*l
















式(3-22)の右辺を評価するため， di. j*二 d，即ち， iEI(d)とし， dは1~三 d~三s の範囲にある或る
値に固定して考える。いま，
id)= liν141hf， ν= 1， 2，・・， s 1， J(d) = Iiν|x;」ιν1， 2， ・， s Iとすると，
J(d)の要素数は d，また， J(d)の要素数は s-dになっている O
さて，右辺のα伺の組合わせ:(i l' i 2' …， i)について，いま，特に， J(d)の要素をと個(0三
と三d)含むものを考えると，これは，残りのα-d個が J(d)の要素から選ばれた場合に限って意
味をもっ。従って， α個の積の計算について，次のような分割を考える，
hlxO)X11=H x(1)X1*.lI J xI 








日 (i) 〆 1X. X 二二 1 
j，. EJ(d) Jン jン
……どがOまたは偶数のとき
従って，式(3-22)は，次のように計算される O





3-2 N<s 壬nに対する HN(d)の諸性質と漏話の不滅現象
式(3-23)は， N < sの場合の漏話量 HN(d11*=d) をN， S， dに関して陽に表現している。
以下，.'HN(di. i.=d)をHN(d)と書き，その性質を調べる。
その前に，前節で得られた結果をまとめておく，
〔性質 1 J S三Nならば
HN(d= 0 )エ 2s 
HN(d~O)=O ， (d=l， 2， 
〔性質 2 J S > Nならば
(30 -1) 
(30 -2) 
HN(d= 0)ニ 2'- L C (30-3) 
α~N+l" u 
ザ(d~ 0)=ぺJ。(一 1)HIdet(sム-r)， (円， 2， s) . (30 








量が HN(d=0 )に対して十分小さければ十分とできる場合もありうるから， N<nとして HN(d)
の性質を詳しく調べるべきであると考える。
さて， N<nの場合 sは1から nまで変化するから，このときの読出し特性は， [性質 1)と
〔性質 2)とを同時にもっていることに注意しなければならない。しかし， [性質 1)の場合がお
きる sに対しては，漏話量がOとなることが，既でに，分かったので，以降， [性質 2)の場合
がおきる Sに対して考えてゆくことにする O
〔性質3)s>Nとする O このとき，全ての d(~O) について





〔性質4) 1 ~三 N<s とする O このとき， d= 1， 2，…， [s/ 2 )に対して
HN(d)=( -1 )N . HN(s-d+ 1 ) 





グ=α ーどとおき，変数 (α，t)について和を，変数(/'3 ，と)についての和に書き改める。
このとき，






(1) d~三 N+1 三s-d の場合
N 
HN(d)zJ+l(ム(-1 ) ¥ +ldC¥ 
式(3に7)の第頃は， ~d\ ~ 0 (-1 )へん=0より Oとなり，第二項のみが意味をもっ。
N 
HN ( d ) = ~ ~ ( - 1 )'十1rlC('(，._rl¥C:， ，1 ~N 十 ]-d ¥ ~N 十 1-，1吉、o uノゑ
]¥i N-/1 
~ (~( - 1 )' rlC t) . ，._川C，
，!~N+l-d ¥ ~O ち、
N 
Jil d(l)N t?(d-l)C(N ij).(刊 (30 -8) 
(2) N十l<dの場合
N 
HN(d) = ~ (~(一 1 )¥ +1，Cν) ・ Is-dJC 十 ~ ~一 1 )¥+ldC¥ls_dJCl (30-9) 


























? ? (30-10) 
(3) N十 1>s-dの場合
ぉ d 【巴





=jill d(一 1)N勺 1J九，，) (s-dん (30 -11) 
一方， HN( s-d+ 1 )は，式(30-5)より，次のように与えられる。
s--d+l い I 唱
HN(s-d十 1)= ~ ~ (一 1)ら T1Is_d+1JCi • Id-l)C(αn 
α=N+l í~ 1J 
(30-12) 





o :;it 三s-d+1 (30-13) 
である。
(1) d三N+1三s-dの場合
-1 ，-d+l d-l N-，'タ
HN(s-ct+ 1)= ~ ( ~一 1 )1; +I，^_A.L'¥C r)・ C =E E (-l)E C ・ C，':O¥，=N+l-，¥ "1 (s-d十1)"，1(dー!)"(3 -(3':0 ，':0 ¥ "1 (s-d+1)"， (dー1)月
d-1 N-d+1 
= ~ (ー 1)" 〆 C(N-3).(d-1)C8=o~" (-1 l'"(d-IIC ・ Co (30-14) ，':0¥ "1 (s-d)" (3) dー 1)"11 ，3=N "1 "(N-，3) (s-d)"，3 
式(30-8)と(30-14)の比較より




N s-d十I 伽 i 唱+んと=51J-1)包丁(s計 lん・ (dー1ん (30-15) 
式(30-15)の第一項は Oになる。それ故，第二項のみとなり
s-d+1 N N-，J 
HN(s-ct+ 1 )=λム=正IJ(一1)ど+に川C，)・(d-!)C戸 J710(ム(一1)E(Sd+1ん)(d-1ん
N N 
=J2E。(1)N-J(s-ANF).(dー lん=え。(一 1)戸(d-1ん -(3) (s-dん (30-16)
式(30-9)と(30-16)との比較より
HN(d)=( -1 )NHN(S-d+ 1 ) 
(3) N + 1 > s -dの場合
d-l s-d+l “一















N-(d← 1 ) 
I:一 1)"'戸c，"_O¥.，"_，¥Co= ~一 1 )戸 Cj3 =Nー (s-d)¥ "1 (s-d)"(N 戸)(dー 1)"(3 ，3=--;-d "1 (d-I)"(N-s) (s-d)β 
65 
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(30 ~ 17) 
式(30~ 11)と(30~ 17)との比較より
HN ( d ) = ( -1 ) N HN( S-d + 1 ) 
よって，証明された。 口
この〔性質4)は，考えられる s通りの漏話量 HN(d) (d = 1， 2，…， s )が， d=(s+1)/2を
中心にして，絶対値に関する尖どい対称性を有していることを述べている。即ち j*に対して
ハミング距離が1のものと sのものとが絶対値を同じくし，以下同様に 2のものと s-1のも
のとが絶対値を同じくしているのである。
[ ，性質 5) 0 ~至 N~ [(s-l) /2) とする O このとき， 1 ~ d 豆 [(s+1)/2)に対して，
次式がなりたつ，
HN(d) = (一 1)d-l・HS-1-N(d)
〔証明〕式(30~4) に関して，その定義域は o ~重 S~至 d ， 0三N+1ーと三 s-dである。
O~N 三 [(s-1)/2) とすると，次の二つの場合を考えればよし、
(1) N十 1< dの場合











? ?????? (30~ 10) 
(2) d三N十 1三 [(s-1)/2)の場合
この場合，式(30~4) は (30 ~8) のように変形された。それを，再記する O
N 
HN(d)=JiId(一1)Nβ(d-1IC(N-，l) . (s品 (30 ~8) 










N 唱 ，N 
= L (一1)N-，3十dIC C ，=(-l)d i E (一 1)N-，3 '"_"C ，3":"=0' '1 (d-l)V(N-，3') (s-d)V;l' '1 '1 (d-l)V(N-，3') (s-d)V;l 
=( -1 )d-lHN(d) 
一方， N + 1が場合(2)のときには Nをs-I-N=N'でおきかえても N'の範囲には変わ
りはないからの記号を省略して，変形を進める。
s-l-N 
Hs-1-N(d)=月三dN(一 1)S-l 日 (d-l)C(s-l-N げ(けん
S-l-N 
=(Pd N(一1)S I N F(dlん s+川)・ (s-dん
ここで，s'= s -d +β とおくと
N 
FEAl-d(1)dー1引バ (d-lん-，3')'(s め=(一 1)dーljZEAl-d(一1)N-p(dlん-，3')・(s-d)C
=(一 1)d-l・HN(d)
よって，証明された。 口
即ち，この性質は，ある d(1豆d三s)に対する高次化によって， HN (d)がどのような変化
をうけるかについて述べている。奇妙なことに， N= (s-l) /2を中心にして， HN (d)は絶
対値に関する対称性をもっているのだから Nを高次にしても HN(d)は，低次のそれに変りのな
い状態を保つことになり，高次化が一見，無意味のようにみえる O
しかし，これは，後で分かるように， HN ( 0 )は Nと共に極めて大きくなるから， HN(d= 0 ) 
に対する相対的な見方をすれば Nの高次化は全ての dについて漏話量を減少されるように働く
ことになるのである O
〔性質 6J 1 壬 d~三 s ， 1三N三s-1とする O このとき，次のことがいえる O
(1) HN (d)を Nを或るイ直に固定し dに関する一つの関数と見放すと， HN(d)はdに関する
N次の多項式である。










HN(d)=J1(-1)勺-]ん・ IS-d)C1N-，) (N+ 1 >s-d) 
Nのいづれの範囲に対しでも HN(d)は，項:(一 1)，1 (d-])C" . (S-d)C1N-，，)を含む。
ところで，これは次のようにかかれる。
(一 1)，1 (d-])C，1 • (S-d)C(N-，) 





掛け算を行っており，そのとき，この回数の dの積について，前者は， (+ 1)をp回，後者は(
1 )をN-s回掛けることになるから，最高次dNの係数は，





一方， HN( 1 )は NをO以上とすると式(30-8)の場合に相当し，式(30-8)を直接計算すること
により，次のように与えられる。
HN( 1 )=(sー ])CN 
式(30-8')，(30-10')， (30-11')は，いづれも(s-d)C1N-3)を含む。それ故，これを(当])CNによっ
て表現することを考えると次の関係式を得る。
(1) d~ 3， 1壬p歪d-2の場合
d-] ，1-1 d-1-，' 
(s一山 J)=11五二1)・ム(N-Yz) Y11(s-N-Y3)・(s-])C 
(2) d ~ 2; s = 0の場合
d-] d-1 
=日一一二一一一. n (s-N-Y3)・ C (s-d)'""(N-，1) Yj=1 (s-Y]) Y;:'] '" I j/ (s-])'-'N 
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(3) d ~ 2， (1二 d- 1の場合
d-) Id-)I-) 
=日一一二一一一 n (N-Y2)・ C is"-d)~IN-，1 1 Yl二 ds-y)) y ，二 O 之 Is-l)~N
さて d~2 ならば，この(1)， (2)， (3)のいづれの場合も Nについて，最高 d- 1回の掛け算
となっており， しかも，そのときの d- 1回の積の係数は， 1)の場合には， (一 1/-1 ぺ(2)，
(3)の場合には(-1/ト 1となり，従って N(dー 1)の係数は，
1)の場合には，
L(ー 1) ，1 . '" "C ・(ー 1)(dlj lLUl-L-・
Y~~l(S-Yl) Isー 11~N
=E(-l)d1.C -Ul--L. 




従って， HN(d)/H'J( 1 )は Nについて d- 1次の多項式となる C 口
この性質は， HN(d)の細部での振舞いを厳密に表現していることになるが，と同時に， HN (d) 
に関する解析的取扱いに対する限界も示していることになろう。
〔性質 7J 1三N<sとする。このとき
1) HN ( 1 )は常に正であり，且つ， N= [(s-l) /2Jのとき，その最大を与える O
(2) d = 2， 3，… s - 1に対して，常に， IHN(d)/HN(l)l<lがなりたつ。
〔証明〕
HN( 1 )は，式(30-8)，(30-11)より直接求められ HN(1 )ニ比一])CNをうる。それ故，HN( 1 ) >0， 
且つ， N=[(s-1)/2Jのとき，最大になることは明らか。
さて， [性質4J， [性質 5Jの HN(d)の対称性より I HN(d)/HN( 1 ) Iの性質を調べるに当っ
ては N三 [(s-1)/2J，d 三 [(s+1)/2Jの範聞で十分である。
(1) d > N十 lの場合
N 
HN(d)=IL(一1))ld-lIC，1 . IS-dIC1N-，i 1 
それ故，
N 
I HI¥(d) I ーム玉と日~I:-lIC乙と正止ど上
































レ24二1)J(d lん・(s 山 -3)I 
(s-nCN 
それ故
I HN(d) I 
HN( 1 ) 
L 町宮、C ・ "C，川 、<--"'=0¥0-1) ，:1 ¥S-O} …一山
(S_IICN 
Nの全ての範囲について IHN (d) I < HN ( 1 )がなりたつ。
















〔性質8) I HN ( 1 ) / HN( 0 ) Iは， N=O， 1， 2，…， 
〔証明)[性質 2)より HN(1 )/HN( 0 )=(S-l)CN/L~=osCr がなりたつ。
(， -1ん=L~=O(-l)rんとなることから，全ての N(O 歪N三 s -1 )について
HN( 1) _~;=o(二日三L<1



































、[';T t ) ... t = 0 s'"" t 
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となることに注意して， HN+1( 1 )/HN+1( 0 )-HN( 1 )/HN( 0)を調べる O
HN + 1 ( 1) HN ( 1 )'-IICIN+lI s←lICN 
HN+1( 0 ) HN可 ，CI1¥+11十 tSc;IE7






(ls-1ICI日 1 sーlICN)・三Jどー ん+11 Is-lん
s-2(N+1) ~ ・〔エc，.6 C.ー C，'" "C N+ 1 Is-l)'"'N 1;':Os'"'1; s'"'(N+l1 Is-I)'"'N 
I s 2 (N+ 1)NN十， ，N+I+( ~ I zl Eム-6 (一 1)N C -C | N + 1 1; ':os '"':; (" ':0 ¥ "/けI1 とI(s-])'"'N 













{トビ2JI S 2 (N+ 1 ， ~o j (N十 l ノ+1 )1什j)C1N-2c1一九十]ん+1一氏d・Is-1ん
〔トギ21! s一(N十 1) s十 1-N ¥九 九一 ・ a/~o ¥ N十 N+ 1 - 2 c jls十11'"IN-2<'1 Is-IIしN
[~2J 1+c (s/(N+ 1)一 1) 
二(-2 )・ 320 N↓ 1 ワ丘 一(けIC(N-2)占1• (s-J)C 
ここで o壬N三S一 1，0 ~ç 三[N/2] に対して




HN+1( 0 )、 HN(0 ) 
となることが結論される O 口
即ち，最大の漏話量となる HN( 1) (従って HN(s))の更に最大を与える N=[(s-1)/2]
71 
雄幸谷賞旨






































GC(N)=JN -，- '_"C~ 
ι"t= 0 (N+C)-， 
G< +l(N)/G< (N)は，次のようになる。
竺+l(N) ~出空L 」L己主L
G' (N) 山一1んムN山 l)C，
このとき，
N r: r 
ι三必旦土三工こf
~ N+1+~ 












N+c l+c l+c c十N a b+m 
・ー十一一一ニー一一・ ヱ ・一一一一>1c N十 i十守 c 1 + c +N b a+m 
且つ，b =c， a=l+c， ここで，がなりたつ。それ故，














成要素となっていた H(α)(d) (α ニ 0， キーベその性質を調べ，再度，N)について，1 ，…， 
必ずしも，拡大次数を増やすことなく，クトルの偶奇性に基ずく記憶方法を考えることにより，
適応的に，不滅現象に対応できることが示される。
H(αI( d)の↑生質4 -1 
その構成要素 H1α I(d)， (α= 0， 重み関数 HN(d)と， N)との聞の関係を再起す，????1 ， 
N 
HN(d)= L H1al(d) 
るO
(4寸)
(4-2) H(αl(d)=<F1α I (X(il)・F(αI(Xi*(S))>
=足。(-1 )'dCi . (s-dICld-i I (4-3) 
前章では，高次相関型連想記憶の読出し特性を，より直緩的に明らかにするため，構成要素
H(α) (d)の和である HN(d)の性質が調べられた。それでは，個々の H(α)(d)はどのような性質を
以下の性質のあることが分かる O 但し，厳




〔性質 1J 1 ;玉 s~ n， 
熊谷幸雄
H1α)(s-d)=( -1 )1α). H(α) (d)が成立する。
〔性質 2J 1三SEEn， 12至d~ [s/2Jとする。このとき， α=0， 1， 
Is-a)(d)=(_l)d・H1α)(d)が成立する O
〔性質3J 1三S三n 0 壬α三sとする。このとき
O 三α三 [s/2Jならば， H1α ) ( 1 )ミO
[s/2J + 1三α三Sならば， H(α) ( 1 ) ~至。
がなりたつ。
[s/2Jに対して， H 
〔性質 1Jと〔性質 2Jは， HN (d)の構成要素 H(α)(d)，(d=O， 1， 2，… s ，α= 0， 1， 
2，…， s)もまた，著しい対称性を有していることを示している O 即ち， 0三α壬[s/2J，0 ~至
d三[s/2JのH1α)(d)の値が，それ以外のところでの H1α)(d)に，それぞれ，絶対値が等しく符
号はα，dの偶奇性だけにもとずいて対応ずけられる O 但し， [性質1]で，前章での HN(d)は，
区間 1壬d三sでのものであったのに対して，ここでの H(α)(d)はO壬d三Sでの対称性になって
いること，また〔性質 2Jでは， HN(d)は(_ 1 ) d-jの対称J性であったのに対して，ここでの
H(α) (d)は(一 1) dとなっていることは注意しなければならない。
ところで，前章では，最大の漏話量を号える d= 1での HN(1 )/HN( 0 )の性質が調べられた。
これに対応して， H(α) (d)の〔性質3Jの性質をみる。
すなわち，前章〔性質 8Jから，ザ(l)/HN(O)はNを逐次増加させれば単調に減少させる
ことができる O 一方， [性質7Jから HN(1 )は，他のあらゆる HN(d)の内で最大となるのである






このようなことを考えるに当って， H(σ) ( 1 )に関する〔性質 3Jの結果は極めて興味深い。
それは， H(α) ( 1 )が， α=[(s十1)/2Jを中心にして，その符号を変えることにある O
即ち，比較的低次の Nで記憶空間を構成した場合， s >Nなる欠落に対しては， α>Nなるα
の構成要素 H1α)(d)は，当然，記憶されてはいないのであるが， αき [(s+1)/2Jに対する H(α)
( 1 )は，それ以下の H1α)( 1 )に対して必ず符号を異にしているのであるから，若し，何らかの
方法を考え，前者を後者に加える;または，それと等価なことができればそれは少なくとも記憶
空間を増大させることなく， HN ( 1 )のところの漏話量は減少させることができると考えられる O
いま，何らかの方法が解決したものとして，このときの状況を調べてみる O




Gε( 1 ) =HN ( 1 )十H(，I(l)
このとき， N三[s/2JならばE三s-N，N>[s/2JならばE>Nに対して
Gε(1)〈 HN(1)
Gε( 0) - HN ( 0 ) 
がなりたつ。
〔証明JHN ( 1 )は， N+ 1個の H(α)( 1 )から構成されている O 即ち
HN( 1 )ニ UH(α) (1) 
である O このとき， [性質3Jより， N三[s/2JならばEさs-N，N>[s/2JならばE>Nを満た
すEに対しては， H(εI ( 1 )は，いつでも，負であり，一方， N<sであるから前章〔性質7Jよ
りHN(1りは正である。従って
Gε( 1 )ニ日v( 1 )十H(ε)( 1 )壬HN( 1 ) 
が成り立つ。一方， HN( 0)， H(εI ( 0 )は常に正であるから
Gε( 0 ) =HN( 0 )十H(εI( 0 )ミHN(0 ) 
であり，従って
Gε( 1 )/Gε( 0 )三H(NI( 1 )/HN( 0 ) 
が成り立つ。 口









二値のキーベクトルの高次相関情報は， 17Uへその次数がどのようなものであれ，常に， :l 1の




















Xi*(S)=∞l(X7，x;¥ i* X 
8 









このとき， Xs+ l' Xs+2' …， Xnは，各々，値Oではあるが，実は，記憶空間の偶奇性から sの
値によっては，それらの積の値を既知することができる。
即ち，i*EI ならば，記憶空間が偶の偶奇性をもっているものとすると
お よ 1 
n X~ 不・ n x.= 1 







n メn x= n x'不











いま， s=n-N+κ として K正 I0， 1， 2，…， Nf とすれば，既知の部分からは
K 
I: C /j~O'-'{S- K + ，1) 
個の圧いに異なる組合せをとりうる。
即ち， xjの添字集合を，J=lilj=1，2，…， s f として
J，l二 I(jlC1) .iz( /i')，…， jn-N+，](;1)) I j， (s )EJ， ν1， 2，…， n-N十戸|
(/1 = 0， 1，…， κ) 





















にすると，この後者の計算によって加えられるものは，実は， s次から s-"次までのみ κ+1 
個の高次相関情報としての構成要素 H{α)(d)，(a =s， s-l，…， s-")を加えたことになるこ
とは明らかである。 口
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