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Résumé
Cette thèse étudie des propriétés empiriques des réseaux de neurones con-
volutionnels profonds, et en particulier de la transformée en Scattering. En
eﬀet, l’analyse théorique de ces derniers est diﬃcile et représente jusqu’à ce
jour un défi: les couches successives de neurones ont la capacité de réaliser des
opérations complexes, dont la nature est encore inconnue, via des algorithmes
d’apprentissages dont les garanties de convergences ne sont pas bien comprises.
Pourtant, ces réseaux de neurones sont de formidables outils pour s’attaquer
à une grande variété de tâches diﬃciles telles la classification d’images, ou
plus simplement eﬀectuer des prédictions. La transformée de Scattering est
un opérateur mathématique, non-linéaire dont les spécifications sont inspirées
par les réseaux convolutionnels. Dans ce travail, elle est appliquée sur des
images naturelles et obtient des résultats compétitifs avec les architectures
non-supervisées. En placant un réseaux de neurones convolutifs supervisés
à la suite du Scattering, on obtient des performances compétitives sur Ima-
geNet2012, qui est le plus grand jeu de données d’images étiquetées accessible
aux chercheurs. Cela nécessite d’implémenter un algorithme eﬃcace sur carte
graphique. Dans un second temps, cette thèse s’intéresse aux propriétés des
couches à diﬀérentes profondeurs. On montre qu’un phénomène de réduction de
dimensionalité progressif a lieu et on s’intéresse aux propriétés de classifications
supervisées lorsqu’on varie des hyper paramètres de ces réseaux. Finalement,
on introduit une nouvelle classe de réseaux convolutifs, dont les opérateurs sont
structurés par des groupes de symétries du problème de classification.

Abstract
This thesis studies empirical properties of deep convolutional neural net-
works, and in particular the Scattering Transform. Indeed, the theoretical anal-
ysis of the latter is hard and until now remains a challenge: successive layers
of neurons have the ability to produce complex computations, whose nature is
still unknown, thanks to learning algorithms whose convergence guarantees are
not well understood. However, those neural networks are outstanding tools to
tackle a wide variety of diﬃcult tasks, like image classification or more formally
statistical prediction. The Scattering Transform is a non-linear mathematical
operator whose properties are inspired by convolutional networks. In this work,
we apply it to natural images, and obtain competitive accuracies with unsuper-
vised architectures. Cascading a supervised neural networks after the Scattering
permits to compete on ImageNet2012, which is the largest dataset of labeled
images available. An eﬃcient GPU implementation is provided. Then, this the-
sis focuses on the properties of layers of neurons at various depths. We show
that a progressive dimensionality reduction occurs and we study the numerical
properties of the supervised classification when we vary the hyper parameters of
the network. Finally, we introduce a new class of convolutional networks, whose
linear operators are structured by the symmetry groups of the classification task.
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Chapter 1
Introduction
Designing a robot that can talk, hear, see or understand is a big sci-fi dream.
Indeed, there are no clear instructions or source codes to create it: this requires
to process eﬃciently a large flow of data that are often complex, and the methods
to process this information are as well unclear because there exists no clear
mathematical framework that adresses these tasks. However, recent engineering
eﬀorts attack the question of artifical intelligence and obtain excellent results,
with techniques like Convolutional Neural Networks. This thesis studies the
latters.
1.1 Introduction to Convolutional Neural Net-
works
1.1.1 Neural networks: supervised and generic algorithms
Neural Networks exist since at least 1958 [92, 93], yet only recently have they
achieved outstanding performances in a wide range of large-scale and diﬃcult
x0 x4 =  x
W1 W2 W3
Figure 1.0.1: A schematic representation of a Neural Network with J = 4.
Each layer is computed via the linear operators Wj , j  J , the non-linearity is
omitted.
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tasks for machines, like image classification [56] of huge datasets. In a ma-
chine learning context, a neuron is an elementary unit [62], which can perform
basic operations and is connected to other neurons. Typical artifical neurons
activations result from linear combination of input activations, followed by a
non-linearity. Then, a Neural Network is a stack of successive layers of neurons
that are connected to each others, in order to produce an output activation.
An initial signal is propagated through the network, which leads to successive
activation of neurons, until this final layer. Often, the neurons are optimized
to solve a specific task. The input signal can be for example an audio wave, a
text, an image, a chess-board picture, ... or even unstructured data.
Among the tasks that are solved by Neural Networks, there are classifying
signals [56, 46], transfering artistic style [37], generating images [41], detecting
signals [81] or playing a strategy game [76, 103]. The neural method is also
referred as “deep learning” [58] because it often consists in learning a deep cas-
cade of neurons. The above-mentionned tasks are diﬃcult tasks because for
example some of them are not well defined; to illustrate this, let us take two
applications that are very diﬀerent. The style transfer application [37] is a first
example: one must transfer the artistic style from an initial image to a target
image. Here, the fitting measure is purely perceptual. In other cases, the exact
goal of the task is computationally intractable, for the game of Go. Indeed,
the number of possible outcomes of the game is about 10170 which results in
higher complexity by a googol than the game of chess [103]. Until recently, it
was thought that designing a winning strategy for this type of very complex
game would be exclusively a free-of-machine task, because humans can exploit
very complex regularities that they learn through the practice of playing, and
refine their strategies until they win. In 2015, the AlphaGo [103] of Google has
contradicted this aﬃrmation by beating a master of the Game of Go. Larger
datasets and computational power are partially an explanation of this success
[54].
Classifying images or playing the game of Go are also diﬀerent tasks by
nature, which until recently required a lot of knowledge specific to those diﬀerent
domains. On the contrary, Neural Network methods tend to be generic [35]
and can be deployed in very diﬀerent contexts: obtaining a sucessful Neural
Network   requires simply to accumulate a large collection of data, with a
limited preprocessing procedure.
For d 2 N, let us consider a supervised problem, where x1, ..., xN 2 Rd, are
some training samples, such that for each xn the desired output or label is given
by f(xn). Often, (xn, f(xn)) follow an unknown distribution of probability P.
For example, x could be an image with a label f(x) like “cat”. In our case,
we learn a parametric representation fˆ from the data (xn, f(xn))nN , and the
objective is to build fˆ which is an estimator (i.e. a statistic that depends on
the data) that best fits f(x) from x.
We assume that fˆ(x) can be factorized as f0( x), which is detailed in [71],
where   is a deep neural network and f0 a parameter-free function that assigns
a class. For example, in the case of a binary classification, f0 can be a sign
2
function, which assigns one of the elements of { 1, 1} to the diﬀerent classes.
Our objective is the following supervised task [11]: estimating   which min-
imizes the risk
P(f(x) 6= fˆ(x)). (1.1.1)
Unfortunately, this quantity can only be approximated through a validation
set, via an empirical estimator of the risk, which is given by:
1
N
NX
i=1
1f(xi) 6=fˆ(xi) (1.1.2)
We consider the representations that are constituted by Neural Networks
[58]. Figure 1.0.1 represents a typical neural network architecture. Each acti-
vation xj of successive neurons is obtained by a linear combination Wj of past
activations xj 1 followed by a non-linear operator ⇢:
xj = ⇢Wjxj 1 (1.1.3)
If the cascade is of depth J , then the final layer xJ corresponds to the repre-
sentation  x. Training a neural network is equivalent to finding the weightsWj ,
for all j 2 {1, ..., J}, via estimation or optimization procedures based on a train-
ing dataset, and the outcome of it is to minimize the risk of Eq. (1.1.2) because
the risk of Eq. (1.1.1) is an intractable value. In particular, the supervision
permits to adapt   to the specific biases of the data (xn)nN .
However the rules and mechanisms that permit to obtain the weights Wj ,
for all j 2 {1, ..., J}, are not specified explicitly during the training procedure.
It means there is no indication at training time on the nature of the operations
that are performed in the inner layers to build a representation   that leads to
a good performance, and thus that some of the properties exploited by neural
networks remain an ubiquitous enigma to researchers [112, 123].
1.1.2 Supervised image classification: a high-dimensional
task
In this subsection, we explain why classifying high dimensional signals is dif-
ficult. The high-dimensional nature of x implies that f is hard to estimate.
Indeed, typical images are represented by a vector of length d = 105. For illus-
tration purpose, let us consider a regression problem on [0, 1]d, where f is real
valued. A reasonable regularity constraint in main machine learning tasks is
that f is L-lipschitz. It implies that for two x, x0 satisfying kx   x0k  ✏L , one
has:
|f(x)  f(x0)|  ✏ (1.1.4)
Approximating f is equivalent to generate a partition of [0, 1]d, with balls of
radius ✏L . However, in this case the partition has a covering number of about
3
( ✏L )
d ball centers, which grows exponentially, and typical datasets do not have
enough samples available. For example, with only d = 30, ✏ = 0.5, at least 109
samples are necessary which is a larger amount than the size of typical datasets.
There is a curse of dimensionality.
In this thesis, we generally study natural image classification tasks, which
implies that the signals of the dataset have a lot of (complex) structures, for
which mathematical models are often limited to geometric consideration. As
the output of a neural network is a class,   performs a necessary dimensionality
reduction, and it must contract the space along non-informative direction for
the classification task. It means that for a given t = f(x0), the representation
  must contract the space along the level sets of f , which are:
⌦t = {x, f(x) = t}. (1.1.5)
The non-informative directions correspond to variabilities L that preserve
the class of an image,
8x, f(Lx) = f(x). (1.1.6)
We refer to L as a symmetry of the classification task [71, 16]. In particular
⌦t is preserved by L if and only if it is a symmetry. An example is given by
translations by a
8x, 8u,Lax(u) = x(u  a). (1.1.7)
Here, translating an image labeled with “cat” preserves its class (as the cat
is still visible), which means that:
f(Lax) = f(x) (1.1.8)
Other examples of Euclidean transformations that preserve the class are
given by small rotations or small deformations of an image. Similarly, the change
of colors of a background is as well non informative in a face recognition task yet
this is not in general a transformation of the Euclidean group. Thus, f0   must
necessary eliminate those variabilities to classify images which mathematically
means that
f0( Lx) = f0( x) (1.1.9)
A way to build an invariant to translation is to apply an averaging, indeed
if x0 = Lax, then Z
 Lbx0db =
Z
 La+bxdb =
Z
 Lbxdb (1.1.10)
An invariant is thus created. Unfortunately, this loses important informa-
tions of an image: two very diﬀerent signals can have the same averaging, be-
cause for example, in the linear case, an averaging corresponds to a projection
with codimension 1.
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1.1.3 Breaking the curse of dimensionality with CNNs
Convolutional Neural Networks (CNNs) in vision produce low-dimensional rep-
resentations that give outstanding numerical results in classification [46, 56],
detection [80], scene understanding [114], etc. Yet they are also successfully
used in strategy games [76, 103], audio classification [90], text generation [110],
which implies this technique is generic, and thus of extreme interest. Not only
the technique is generic, yet it is possible to apply successfully an architecture
on a dataset diﬀerent from the training set [122]. It implies that such networks
have captured generic properties of images that are not linked to the specific bias
of the data. The most famous Deep Convolutional Network is the AlexNet [56],
introduced by Alex Krizhevsky, which has set up the trend on deep learning,
and permitted the revival of neural networks in 2012.
We explain why Convolutional Neural Network architectures introduce nec-
essary structure in the context of image classification. For monotically-increasing
continuous non-linearities, the universal approximation theorem [29] states that
Neural Networks are universal approximators of continuous function, with only
two layers. However, the number of neurons that is necessary grows exponen-
tially with the dimension [3]: there is again a curse of dimensionality. Besides,
the use of “deep” networks with increasingly deeper [46] layers suggests that more
than 2 layers are necessary to learn from the data. Incorporating structure into
deep network in order to shed light on these phenomena is thus necessary to
understand how to design their architecture.
We now discuss the notion of Convolutional Neural Networks that were in-
troduced by LeCun [59], and explain why they outperform Neural Networks that
do not have constraints on linear operators. For example, in the case of images
a huge engineering eﬀort has been done to design appropriate neural network
architectures. The spatial index plays an important role in images. Sharing
the weights between diﬀerent spatial positions permits to reduce drastically the
number of parameters of a CNN, thus it reduces the learning complexity of the
supervised tasks.
However the number of parameters remains large. Estimating a   via the
training set, which generalizes, is hard as well. For example, for typical neural
networks like the famed AlexNet [56], the number of parameters p of   is about
p ⇡ 60M when the number of samples is about N ⇡ 1M , thus the model is
prone to overfitting, which means that the network might not generalize well
and that the risk of Eq. (1.1.1) has not been minimized because of a large
estimation error. The reason why they tackle this diﬃculty is still unclear [123].
In signal processing, the corresponding linear operator that shares weight
location is given by convolutions from a filter k. This latter represents the
weights of the neurons. Convolutional operators commute with translation, and
are mathematically defined as:
x ? k(u) =
Z
x(t)k(u  t)dt (1.1.11)
and thus for a spatial translation La:
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(Lax) ? k = La(x ? k) (1.1.12)
In the case of CNNs [59, 60], the linear operator W takes as an input and
output some feature layers x(u, ), where   is a channel index:
Wx(u, 0) =
X
 
x(., ) ? k , 0 (1.1.13)
and k , 0 is the kernel associated to W . The non-linearity ⇢ is often [56]
chosen as ReLU, e.g. ⇢(x) = max(0, x). Typical hyper parameters have been
widely optimized. For example, a filter has a small support for two reasons:
first, it reduces the number of parameters to learn, secondly, any filters of ar-
bitrary size can be decomposed in cascade of small filters [68]. Indeed, many
architectures incorporate an aﬃne bias combined with a ReLU, which means
that one can write:
⇢(x(u, )) = max(0, x(u, )  ⇢ ) (1.1.14)
where ⇢  is a weight vector learned. By choosing large values for ⇢  the CNNs
could literally learn to drop the eﬀects of the non-linearity: thus a CNN can
potentially implement any convolution with arbitrary size if this is necessary,
which has the benefit to slightly reduce the number of parameters necessary to
implement this operation. While convolutions incorporate structures, they do
not tackle the question of the necessary depth, the size of the layers or other
architecture considerations.
Cascades of convolutional operators permit to build representations that are
covariant with the action of translation. It means that:
 La = La  (1.1.15)
and the averaging of the Eq. (1.1.10) can be written as a linear averaging A via
the spatial index u: Z
 Lbxdb =
Z
Lb xdb , A x (1.1.16)
One important question is to understand the nature of the invariants that are
built. Translation invariance is a necessary property that is achieved by state-
of-the-art neural networks, and the previous equation shows that the structure
of the CNN plays an important role.
Data augmentation via translations can be added in order to achieve a better
invariance to translation. Yet translations are not the only source of variability.
This raises the question to understand whether the non geometric transfor-
mations invariants can be specified by similar geometrical considerations and
methods.
In summary, neural networks are generic techniques that can drastically
reduce the dimensionality of a representation, in order to solve challenging high-
dimensional and large scale tasks. However the mathematical foundations of the
strategy they use to do so remains absolutely unclear.
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Figure 1.1.1: A typical CNN architecture. The signal is propagated through
cascades of convolutions Wj , a point-wise non-linearity ⇢ and progressive down-
sampling. Each layer is indexed by the spatial positions (u1, u2) and the channel
index  .
1.1.4 Introducing and discovering structure in CNNs
In this thesis, we introduce and analyze structures in CNNs. It means that
each chapter aims at either incorporating structures, or understanding the self
organization of the representations that are built by the CNNs. We try to
understand the design of the architecture of the CNNs: for example, among
other questions: which depth is required? How should the non-linearity be
chosen?
While the objective at the training time is clear, which is to separate the
samples of diﬀerent classes, what are the inner mechanisms that permit it to
generalize? To do so, we propose methods that permit to discover empirical
properties of CNNs.
We apply the scattering transform introduced in [69, 70] which is a deep
non-blackbox representation that leads to promising numerical results.
In a nutshell, among comprehensive software implementations that we pro-
vide online 1, some of our main contributions are the following:
1. Studying the invariants learned in CNNs and in particular, geometric
transformations [86, 85, 84, 82],
2. Performing empirical analysis of CNNs trained on complex images datasets
[83],
3. Specifying CNN operators with symmetries of the classification task [50].
1.2 Nature of the invariances learned
As said above, there are two kinds of variabilities: euclidean transformations
and others. We raise the question to understand to which extent invariants
1https://github.com/edouardoyallon/
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to geometric transformations are incorporated in the deep pipelines. To this
end, we study the Scattering Transform which is introduced in [69, 70], and
corresponds to a representation fully specified by geometric considerations. We
apply it to complex image classification benchmarks, in order to understand
to which extent the knowledge of Euclidean groups is enough to discriminate
complex images.
1.2.1 Priors compete with unsupervised representations
The Scattering Transform is introduced by [70]. It is the only neural network
whose design and weights are fully guided by mathematical foundations, and
which has been shown useful when the classification task only aims to reduce
several geometric variabilities like translations. It is a predefined representation
that involves limited learning. In vision, its architecture consists in a cascade
of two 2D complex wavelet transforms [68, 13], that perform convolutions along
euclidean groups. The ultimate goal of a Scattering Transform is to build some
invariance w.r.t. those groups, and in particular translation: this latter is a
natural candidate of variability to remove for image classification.
Contrary to fully supervisedly learned CNNs, the operators of a Scattering
Network can be fully analyzed. In particular, the connection, non linearity and
linear combinations between the neurons of the Scattering layers are specified
by the wavelets that are used: it implies that the indexes of the layer of a
Scattering Network are organized. We review its properties in Chapter 2.
A natural question that arises in the context of classification with a Scat-
tering representation is to understand to which extent the invariants from non-
Euclidean transformations are necessary for image classification. Indeed, in an
ideal case, an appropriate geometrical representation of an image would reduce
the variance of the classification task to a pure sample variance problem.
This is the case for example with classification of small handwritten digits
[15]: the main variabilities are due to small deformations and small translations.
As they are reduced by the Scattering Transform, a classifier such as a Gaussian
SVM [113] completely solves this digit recognition task.
In Chapter 3, we show that with a purely roto-translation representation
that relies on a limited amount of learning, it is possible to obtain significative
numerical performances on natural image classification. Furthermore, the Scat-
tering representation is generic (i.e. is not adapted to very diﬀerent datasets)
and the numerical accuracies that we obtain are competitive with unsupervised
algorithms for building a representation for classification. It indicates that cur-
rent unsupervised representations do not capture more complex invariants than
Euclidean ones.
This is a problem since many eﬀorts are done to use the large unlabeled
datasets that are available. Indeed, annotating data is expensive. Thus, we
suggest that in the case of images that are signals with a lot of geometry, incor-
porating this geometry might lead to similar performances to representations
that are built upon a very large unlabeled dataset. However, there exists still
an important gap between unsupervised and supervised representations that
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we discuss in the next Subsection: how can we integrate supervision in the
Scattering, in order to fill in this gap?
1.2.2 Filling the gap by adding supervision
Using a discriminative descriptor in a supervised pipeline permits to incorpo-
rate more predefined complex structure than with the raw signal. We could
incorporate some learning that will be adapted to the wavelets in the Scattering
Transform. Although this direction has not been explored in this thesis, this
property would mean that the operators of the Scattering Transform must be
adapted to a specific dataset.
Instead, our contribution is to show a stronger property: we demonstrate
that the Scattering Transform is an appropriate predefined and fixed initializa-
tion of the first layers, in Chapter 4, for natural images. This is coherent with
the transfer learning properties of CNNs as well [122], that shows that the ear-
lier layers of CNNs are related to geometric considerations. We refer to those
networks as Hybrid Networks. It implies that the generic geometrical invariants
that are encoded by the Scattering Transform can be exploited by a supervised
CNNs cascaded on top of it and propagate other sources of regularity which are
important for the classification.
Thus the scattering does not lose discriminative information that is used
by the supervised CNNs. In fact, we demonstrate that incorporating the geo-
metrical prior improves the classification algorithms in the case where a limited
amount of data is available. This is coherent, because it permits to avoid learn-
ing those invariants and to reduce the geometric variance of the supervised task.
A contribution of Chapter 4 is to show that since the input of the Hybrid
CNN is covariant with rotation, the CNN learns to build a linear invariant to the
rotation: an averaging along the rotation group. While this is not surprising, it
was not specified during the optimization. Obtaining insights in the inner layers
is complicated to do, but thanks to the Scattering Transform, it is possible to
interpret a few of them: the depth of the network is smaller, then we understand
the first learned layers and the non learned layers: this is a promising direction
to understand the remaining layers.
1.3 Empirical analysis of Neural Networks
Here, we report the empirical properties that we obtained in this thesis. Several
works suggest that a progressive specialization of the layers occurs. It means for
example that the diﬀerent atoms of the operators of a CNN answer to diﬀerent
stimuli. First they are more sensitive to geometrical patterns, then in the next
layers, they are more task-specific.
However, more analysis remains to be done to understand more precisely the
nature of the operation performed at each layer of a CNN, and identifying or
estimating the variabilities that are not related to geometrical transformations
in a classification problem is hard.
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Several models rely on a manifold hypothesis, which is a simplification that
can not permit to modelize the whole diversity and the hardness of the classi-
fication task. Indeed, it could imply that the variability of images are related
to a manifold structure. However, no manifold learning techniques have been
shown to be applicable (which suggests the dimension of the data is locally low)
in the case of image classification because this task is high-dimensional. Let us
give an example, the small deformations by ⌧ 2 C1, kr⌧k < 1, which act via
L⌧x , x(u  ⌧(u)) (1.3.1)
They are high-dimensional objects that are not parametric, and thus they
can be potentially hard to estimate. Besides, there is a large number of variabil-
ities that can potentially have a manifold structure in several cases (occlusions,
light change, color changes, euclidean and projective variabilities, ...) and they
fail to lay in a low dimensional structure thus their estimation is delicate.
For example, the work of [2] suggests that a deep network is able to build a
tangent space of variabilities. This is also proved for the Scattering Transform
[70]. It implies the variability has been locally linearized, which means that:
 Lx ⇡  x+ @ (x).L (1.3.2)
Here, a linear projector ⇧ can build an invariant to this variability by re-
moving the dependency in L, if:
span(@ (x)) ⇢ ker⇧. (1.3.3)
1.3.1 Designing generic and simplified architectures
We explain how to simplify CNN architectures. They use a wide number of
diﬀerent modules [126, 119, 116, 107, 63, 60, 49, 10] that are cascaded through
the architecture. Yet, many of them have a limited impact on the classification
while adding a lot of non-linear eﬀects, and often improving only marginally a
benchmark. They are often hard to analyze because many variations of their
combinations are possible and the optimal setting is never clear.
Very deep networks are also harder to analyze than shallow ones. Indeed,
each extra-layer which is learned through back-propagation and that can be
removed is a layer less to analyze. They are also harder to train and need some
specific hints to be optimized, like the “shortcut connections” with the ResNet
[46] that permit to train very deep and state-of-the-art networks.
In Chapter 5, we propose a generic class of state-of-the-art deep networks
that depends only on two hyper parameters: the non-linearity and the width of
the network. We study its classification performances w.r.t. those parameters.
1.3.2 Progressive properties of CNNs
The work of [122] suggests that CNN representations are progressively linearly
separable. In Chapter 5, our contribution is to refine the description of this
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progressive separation.
Since the cascade of CNNs operators is non-linear, we must refine the usual
linear tools that are used. While the final representation of a CNN is built
by the cascade, we propose to study the representations layer wise, for each
xj . We derive some basic properties that indicate a progressive reduction of
dimensionality: as j increases, the representations have a lower variance along
the principal axis and the intra-class distances are reduced.
Let us recall that a nearest neighbor is a classifier that assigns the class of
its nearest neighbors. Its success relies on the choice of the metric that is used.
The classification boundary corresponds to the sets that delimit the diﬀerent
classes of a classification task.
We refine the previous analysis by introducing a notion of local support
vectors, in order to describe the classification boundary of CNNs at diﬀerent
depths. They correspond to sample representations of the training set that
are mis-classified by a nearest neighbor algorithm, and thus locally support the
boundary of classification. We show that their number is progressively reduced,
which indicates a phenomenon of contraction. Besides, we introduce a notion
of complexity of the classification boundary at these points: it shows that the
classification boundary is getting lower dimensional with depth, which indicates
the representations of the diﬀerent classes are more easily to be separated with
depth.
This explains why a nearest neighbor classifier accuracy progressively im-
proves with depth: the linear metric is progressively more meaningful.
1.4 Imposing symmetries of Neural Networks
We describe a novel class of deep neural networks inspired by the hypothesis of
the existence of a Lie group which aims at approximating the symmetry group
of the classification task [71, 16, 38, 25].
1.4.1 Parallel transport along symmetry groups
We explain the notion of parallel transport along a symmetry group, which is
also described by [71]. As said before, a symmetry in a supervised classification
task is an invertible operator L that preserves the class:
8x, f(Lx) = f(x) (1.4.1)
We recall that the symmetries of f are a group. Indeed, if L,L0 are two invertible
operators, L 1L0 is invertible as well and:
8x, f(L 1L0x) = f(L0x) = f(x) (1.4.2)
However, this group can be infinitely dimensional, and by definition non-
parametric, thus diﬃcult to estimate. [71] proposes to progressively approximate
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it with finite dimensional groups of symmetries that correspond to Lie groups.
To this end, we consider each layer at depth j and write:
 (x) =  ˆj(xj), where  ˆj = ⇢WJ⇢...⇢Wj (1.4.3)
A parallel transport is defined [71] as an action gj along the coordinate of
xj :
8v, gj .xj(v) , xj(gj .v) (1.4.4)
Translations are an example of such actions. For each  ˆj , [71] specifies its
linear group of symmetry, which is given by the linear and invertible operators
gj such that:
8x,  ˆj(gj .x) =  ˆj(x) (1.4.5)
where the inputs x to  ˆj do not necessarily correspond to the representation
at depth j. Each gj belongs to a Lie group Gj and this group of symmetry is
increasing, in the sense that Gj ⇢ Gj+1. How can we exploit those groups of
symmetries? An answer is proposed in [71].
1.4.2 Multiscale Hierarchical CNNs
The objective of a good representation is to build invariances w.r.t. symmetry
groups while preserving discriminating informations. At each depth j, local in-
variants can be obtained by performing operations along the orbit {gj .xj}gj2Gj .
To do so, [71, 16, 38] propose to build operators ⇢Wj such that applying gj 2 Gj
to xj corresponds to the action of a symmetry gj+1 2 Gj+1 on xj+1, e.g.:
⇢Wj(gj .xj) = gj+1.(⇢Wjxj) (1.4.6)
It implies that if  ˆj(gj .xj) =  ˆj(xj) then  ˆj+1(gj+1.xj+1) =  ˆj+1(xj+1):
invariants are propagated through this operator. A cascade of those operators
is referred as Multiscale Hierarchical CNNs.
However, a naive implementation of theWj requires a number of parameters
that grows exponentially with depth, which is thus hard to engineer. Hierarchi-
cal Attribute CNNs provides a solution to this issue.
1.4.3 Hierarchical Attribute CNNs
A contribution of the Chapter 6 is to prove that the operators Wj can be imple-
mented and trained with symmetry groups that contain Euclidean translations
Gj = Rdj , dj 2 N⇤, and thus are linear convolutions. We thus have dj  dj+1. It
is less general than the Multiscale Hierarchical CNNs because non-commutative
groups convolutions can not be embedded so, as in the case of the non-separable
Roto-translation Scattering [101].
We construct each layer xj such that they depend upon a set of indexes
structured by translations along Gj to which we refer as attributes. It defines
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Hierarchical Attribute CNNs which are a subclass of the Multiscale Hierarchi-
cal CNNs introduced in [71]. The operator Wj performs convolutions along the
attributes of Gj and build invariants to these via linear averaging. The final
output  x is linearly averaged along all those directions of variabilitiy, and thus
completely invariant to the translations GJ . It requires to use high-dimensional
convolutions and we thus propose an eﬃcient implementation of it. The aver-
aging is also important because it permits to control the dimensionality of the
network.
Our work aims at mapping non-linear symmetries of   into the symmetries
of  j , that are linear translations. It implies that the former have been lin-
earized. Without structuring the network, it is diﬃcult to observe symmetries
because they can potentially correspond to high-dimensional operators. For
instance, in the case of a linear translation of signals of length N , the corre-
sponding matrix has N2 coeﬃcients. Directly specifying the translations permit
to tackle the necessity to estimate the symetries because they are explicitly in-
corporated. Can we analyze those symmetries? When training a neural network
with these constraints, we drastically reduce the number of parameters necessary
to parametrize the Wj .
We study the properties of those attributes and translations on natural im-
ages, and explain the limitation of our method.
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Chapter 2
Background
This chapter gives a short introduction to Convolutional Neural Networks (CNNs)
[59] and Scattering Transform [70] that we use systematically in each chapter of
this thesis. We first describe them in term of architectures and mathematical
properties. CNNs and in particular Scattering Transforms can both be used as
a strong baseline for image classification, albeit their fundations might seem op-
posed. For example, a CNN is fully learned via supervision when a Scattering
Transform depends upon a limited number of hyper parameters. Few math-
ematical results are available for CNNs, contrary to a Scattering Transform.
However, a Scattering Transform can be interpreted as a specific class of CNN,
and it was introduced so in [69].
2.1 Convolutional Neural Networks Review
convolutional neural networks (CNNs) were introduced at the end of the 80s by
LeCun [59]. Now, they are standard to solve vision tasks [58, 56, 60]. They
are a specific class of neural networks, where almost each operation performed
by the network is covariant with translations. A neural network is the cascade
of linear and non-linear operators, or more informally, a hieararchical stack of
neurons, fully learned via supervision. They are inspired from neuroscience, and
how the brain works [4]. However, these interpretations remain unclear in many
cases [36].
From a technical point of view, Neural Networks had a revival of interest
since the arrival of GPUs and large datasets. Indeed, those models have a large
amount of parameters, and are extremely prone to overfitting. Their training is
computationally heavy, as they rely on a large number of trainable parameters.
GPUs permit to speed-up linear algebra routines and are a core element of
CNNs. Their use in machine learning is recent, and almost corresponds to the
release of the large image dataset, ImageNet. It consists in one million large
natural colored images divided into one thousand classes, that were annotated
by humans. Such a dataset is necessary to train those large models. The
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combinations of those two techniques is thus attractive in the industry for where
a lot of data is available with high-dimensional problems that were unsolved
until now, and these possibilities show that deep networks are a large-scale
architecture.
While the flexibility and the possibility to train larger models is appealing
to improve current benchmarks, it also makes their analysis harder. Few math-
ematical results explain why those networks generalize well from a training set
to a validation set.
First we describe the “neurons” that arise in CNNs via Subsection 2.1.1, how
to optimize the weights of this architecture in Subsection 2.1.2, and we explain
the theoretical challenges that arise in Section 2.1.3.
2.1.1 Standard architectures
We summarize some pivotal definitions about standard CNNs architecture that
we will widely use in the next sections. We also recall simple properties that hold
for CNNs, for example they can build invariance to translation and are Lipschitz
w.r.t. their input. A Neural Network is the cascade of linear operators and non-
linearity. It propagates an input signal x0 = x 2 L2 through the last layer xJ ,
where J is referred as the depth of the network. Let us consider a spatial index
p. We refer to xj [p, ] as the propagated layer at depth 0  j  J , where     j
is the index of the feature map. Each layer is computed from the previous layer
via:
xj+1 = Pj⇢jWjxj (2.1.1)
where Wj is a CNN linear operator, ⇢j a point-wise non-linearity and Pj is an
extra operator, like a pooling operator or the identity. Let us discuss briefly the
diﬀerent operators of each layers.
CNN linear operator Wj
A CNN linear operator is defined as an operator of l2 between two layers ,
8p, 8   ⇤:
Wx[p, ] =
X
 ˜
x ? k , ˜[p] (2.1.2)
where p is a discrete spatial position index,   the index of a feature map and
k , ˜ is convolutional kernel. Usually, the convolutions are performed with a
zero-padding. In this case, one can show that a linear operator is a CNN linear
operator if and only if it is covariant with the action of spatial translations.
Purely cascading linear operators without intermediary non-linearity would be
equivalent applying one linear operator. To avoid extra non-necessary opera-
tions and to obtain a non-trivial CNN, pointwise non linearities are applied.
Each of the weights k , ˜ will be learned via a gradient descent procedure de-
scribed in Subsection 2.1.2.
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Pointwise non-linearity
Let be ⇢  : R ! R a non-linearity. We call ⇢ = (⇢ )  a non-uniform
pointwise non-linearity, the operator given by:
⇢(x)[p, ] = ⇢ (x[p, ]) (2.1.3)
Observe that its action commutes with translation as well. If ⇢  = ⇢ 
0
, 8 , 0,
we say that it is a pointwise non-linearity. In particular, this means that each
layer is covariant with the action of translation, if the module Pj satisfies Pj = I
for example.
Extra-modules Pj
For example, the operator Pj can be a pooling operator. Pooling operators
are given by the
P
or the max pooling, that are applied on a predefined window
size. They are expected to build invariance [10] w.r.t. translations. One of the
issues with the latter is that it is unstable w.r.t. to translations. We write:
Ax[ ] =
X
p
x[p, ] (2.1.4)
a global average pooling operator.
Besides, Pj could also be a batch normalization module, which consists in
an aﬃne operator that helps to improve the conditioning of the layer at training
time, by standardizing the representations at each iterations of an optimization
algorithm. As this operator is completely aﬃne at test time, we however omit
it in our notations and simply mention it as an optimization trick.
As all the operators that are involved are covariant with translation, applying
a global averaging A after the last convolution imposes a translation invariance
on the output of the CNN and removes this variability. Similarly, assuming
that each operator is non-expansive implies that the cascade will be as well non
expansive.
2.1.2 Training procedure
We describe the common training procedure of CNNs, which is at the funda-
tions of almost all the experiments performed during this thesis. Usually, CNN
operators depend on a large amount of trainable parameters, that we denote as
✓ and non-trainable parameters, ⌘ that are computed through fixed policy rules
P. A policy rule can be for example an iterative update of the aﬃne weights
of a regularization procedure (such a dropout or a batch normalization), via a
Markov Chain. For an input x, f(x, ✓, ⌘) is the outpout of the CNN with pa-
rameters ✓ 2 ⇥. All the operators in the cascade of the CNN are chosen weakly
diﬀerentiable, with respect to their input, but as well to their parameters. In
particular, it is possible to train them via a gradient descent algorithm, to min-
imize a loss function E . This latter aims to measure the distance between the
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label of the datasets and the output of the CNN. Typically, a loss can be the l2
norm of the diﬀerence between an output and its desired value:
E(x, y) = kf(x)  yk2 (2.1.5)
or the neg entropy, i.e.:
E(x, y) =  
X
yi log(
yi
f(x)i
) (2.1.6)
which represents the distance between the distribution of coeﬃcients of f(x)
and y. Those losses being also diﬀerentiable, training a CNN on a dataset
X = {(x1, y1), ..., (xK , yK)} aims to minimize:
inf
✓2⇥,⌘
1
K
KX
k=1
E(f(xk, ✓, ⌘), yk) = inf
✓2⇥,⌘,X
E¯(✓, ⌘,X ) (2.1.7)
One could use a gradient descent scheme combined with the policy rules P
at step n and with gradient step ↵:(
✓n+1 = ✓n   ↵@E¯@✓ (✓n, ⌘n,X )
⌘n+1 = P⌘n (2.1.8)
However, typically, K   1 and using Stochastic Gradient Descent (SGD)
batches of size B often demonstrates better performances, which leads to using
the following SGD:(
✓n+1 = ✓n   ↵ 1B
PB
k=1
@E
@✓ (f(x (k), ✓
n, ⌘n), y (k))
⌘n+1 = P⌘n (2.1.9)
(2.1.10)
A batch normalization procedure is often used at the intermediary layers of
f , since deep learning training operators often suﬀer from ill-conditionning.
2.1.3 Theoretical challenges
There is a lack of mathematical understanding of deep learning techniques. In
particular, Subsection 2.1.3.1 explains the obstacles to obtain good generaliza-
tion properties. Then, Subsection 2.1.3.2 develops existing results on inter-
preting the models. Finally, we recall they might have some unstabilities in
Subsection 2.1.3.3.
2.1.3.1 Generalization properties
In this subsection, we discuss the generalization properties of a CNN, and to
this end, we first recall several statistics results and explains results that suggest
an appropriate framework to understand their performances is missing.
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First, a CNN has usually more parameters than commons models, such as
SVMs or Random Forests. Those classifiers are analogous to the fully connected
layers of the AlexNet, that concentrate the mass of the parameters. It is well-
known, and it has been stated recently in [123], that despite their size, they do
not overfit, even without l2 regularization or data augmentation. It means that
the optimization procedure captures some source of regularities via the gradient
descent that we do not have access to.
Secondly, [123] shows that the Rademacher [11] complexity results do not
stand. The Rademacher complexity permits to relate a notion of expressive-
ness with a functional subspace. The capacity of an algorithm can then be
bounded, w.r.t. to its parameters and the number of training samples, using
the Rademacher complexity bounds. [123] shows that the Rademacher complex-
ity does not decrease in the case of CNNs since they have the ability to learn
perfectly the boundary classification of random labeled data.
A solution is suggested by [71, 16], which uses the concept of symmetry
groups of a classification problem. It is a high-dimensional object that corre-
sponds to all the undesirable variability that one must reduce in a classification
task. A model is developped, in which a deep network would progressively
build a finite dimensional approximation of this group of symmetries, and build
progressive invariants. The last Chapter 6 of this thesis tries to use this concept.
2.1.3.2 Interpretability
Interpretating a CNN which obtains good performance is necessary, for exam-
ple, in the case of medicine problems to understand which features permit the
building of a decision and to refine the analysis performed by a doctor.
The back-propagation of the gradient through several layers makes the anal-
ysis hard, because the optimization is not constrained. It means that the choice
of a weight for a given layer is fully guided by the supervision, and there is
currently limited hypothesis to explain their mechanisms. Some works [71, 16]
suggest that each deep operators could correspond to parallel transport along
group of symmetries, yet some other works suggest CNNs detect “patterns”,
[118].
In order to understand the operations implemented by a “neuron” (i.e. a
filter of the linear operator), [122] selects images that maximizes the activation
of the output of a CNN at a given depth. However, this is extremely empirical,
and [112] suggests that any linear combinations of neurons is an interesting
direction as well. Yet, the nature of each operator is still unclear.
2.1.3.3 Stability
Among theoretical properties, the stability of CNNs [19, 112] is essential to apply
these methods in practical cases. Stability means that a small perturbation
should not have large eﬀects on the representation built via a CNN. Therefore,
for training purpose, small modifications of a dataset should not drastically
alterate the quality of the learned representation. It also means that a small
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perturbation of the input of a CNN which is almost not perceptible should not
aﬀect the corresponding output of the CNN.
Several works indicate that CNNs do not have this property. For example,
[77, 112] show that it is possible to find an additive perturbation of an image
which is visually imperceptible but drastically changes the estimated class from
the CNN representation. In fact, [77] shows such a vector consistently exists
and is the same across all images, which makes it universal in some sense. These
eﬀects can be avoided to a certain degree [126, 42], but no theoritical results to
quantify its existance [112]. Besides additive transformations, few results exist
to measure the invariance that is built w.r.t. rotations or scaling eﬀects for
example [40, 87].
2.2 Scattering Transform Review
In this section, we review the scattering transform of order 2. We will show that
it is a cascade of two wavelets transforms followed by a modulus non-linearity,
which is spatially averaged. The final averaging permits to build invariance to
translation and to build stable invariants w.r.t. small deformations. Those two
properties are of interest for image classification because they represent some of
the main variabilities of natural images.
The Scattering Transform has been first defined and studied mathemati-
cally in [70, 69]. It has been successfully used in classification task of stationary
textures and small digits [13, 15]: its success relies in the fact that in those prob-
lems, samples variance is small relatively to the geometric variabilities. Indeed,
deformations and rigid deformations, in particular translations, are mainly re-
sponsible for the variance in those problems. In fact, it is possible to build a
scattering transform along more complex variabilities on the non commutative
roto-translation group [100, 101], that permits obtaining a significant improve-
ment.
This representation has wide connection with deep learning techniques that
lead to state-of-the-art results on all standard vision benchmarks. First, one
can show that a scattering of scale J is actually a predefined deep network
with depth J , with appropriate down-samplings. Secondly, wavelets are often
observed in the first layer of a deep network [56]: in the scattering, they are
systematically present. This raises the question of understanding the nature of
the next layer of a deep network, in order to verify if the connection with a
Scattering Transform concerns deeper layers.
The Subsection 2.2.1 starts with an input signal, and explains how to build
an invariant to translation representation that still discriminates important spa-
tial information. Next Subsection 2.2.2 recalls the properties of the Scattering
Transform that permit to obtain the state of the art on the MNIST dataset and
textures datasets. The last Subsection 2.2.3 argues that a Scattering Transform
is actually a deep network, which leads to the name of “Scattering Network”.
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Figure 2.2.1: The 2D morlet wavelets. The amplitude is given by the contrast,
and the phase by the the color. Best viewed in color.
2.2.1 Construction of the 2nd order Scattering Transform
Consider a signal x(u) with finite energy, i.e. x 2 L2(R2), with u the spatial
position index and an integer J 2 N, which is the spatial scale of our scattering
transform. We propose to explain how to build invariant representations up
to translations of 2J , but which remains discriminative. Let  J be a local
averaging filter with a spatial window of scale 2J . This filter is chosen to be
dilated from a low-pass filter that builds invariance up to 2:
 J(u) =
1
22J
 (
u
2J
) (2.2.1)
For example,   can be set as:
 (u) =
1
2⇡ 2
e 
kuk2
2 2
where   = 0.85 is a parameter that controls the bandwidth of the averaging
according to Nyquist sampling [31, 68]. Interestingly, gaussian envelops permit
to obtain an optimal trade-oﬀ between spatial and frequency localizations, w.r.t.
the Heisenberg inequality [78, 68]. It defines a local averaging operator via:
AJx(u) = x ?  J(2
Ju)
Applying the latter on the signal x we obtain the zeroth order scattering
coeﬃcient:
S0Jx(u) , AJx(u) (2.2.2)
This operation builds an approximate invariant to translations smaller than
2J , but it also results in a loss of high frequencies that are necessary to dis-
criminate signals. A solution to avoid the loss of high frequency information is
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provided by the use of wavelets. A wavelet [74] is an integrable and localized
function in the Fourier and space domain, with zero mean. Let us consider for
example a Morlet wavelet, which is given by:
 (u) = C(eiu
T ⇠   )e u
TBu
2 2 (2.2.3)
where C is a normalization factor,  is chosen such that the wavelet has 0
averaging, ⇠ = 34⇡ corresponds to the central frequency of the wavelet and B
is a symmetric matrix that permits to adapt the selectivity angular frequencies
of the wavelet [68]. For instance, B =

1
⇠2
 
, ⇠ = 12 < 1 is used in current
implementations and it implies that the level set of the amplitude of a Morlet
wavelet corresponds to some ellipsoids. A family of wavelets is obtained by
dilating and rotating the complex mother wavelet  such that:
 j,✓(u) =
1
22j
 (r ✓
u
2j
) (2.2.4)
, where r ✓ is the rotation by  ✓, and j is the scale of the wavelet. An example
of this family is given by Figure 2.2.1. A given wavelet  j,✓ has thus its energy
concentrated at a scale j, in the angular sector ✓. Let L 2 N be an integer
parametrizing a discretization of [0, 2⇡]. A wavelet transform is the convolution
of a signal with the family of wavelets introduced above, with an appropriate
downsampling:
W1x(j1, ✓1, u) = {x ?  j1,✓1(2j1u)}j1J,✓1=2⇡ lL ,1lL (2.2.5)
Observe that j1 and ✓1 have been discretized: the wavelet is chosen to be
selective in angle and localized in Fourier. With appropriate discretization of
✓1, j1 , {AJx,W1x} is approximatively an isometry on the set of signals with
limited bandwidth, and this implies the energy of the signal is preserved: there
exists 0  ✏ < 1, for such signals x,
(1  ✏)kxk2  kAJxk2 + kW1xk2  kxk2 (2.2.6)
This operator then belongs to the category of multi-resolution analysis oper-
ators, each filter being excited by a specific scale and angle, but with the output
coeﬃcients not being invariant to translation. To achieve invariance we can not
apply AJ to W1x since it gives almost a trivial invariant, namely zero.
To tackle this issue, we apply a non-linear point-wise complex modulus to
W1x, followed by an averaging AJ , which builds a non trivial invariant. Here,
the mother wavelet is analytic, thus |W1x| is regular [6] (and we prove it in
Subsection 5.1.2.1) which implies that the energy in Fourier of |W1x| is more
likely to be contained in a lower frequency domain than W1x [70].
Thus, AJ preserves more energy of |W1x|. It is possible to define S1Jx ,
AJ |W1|x, which can also be written as:
S1Jx(j1, ✓1, u) = |x ?  j1,✓1 | ?  J(2Ju)
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which are the first order scattering coeﬃcients. Again, the use of the averaging
builds an invariant to translation up to 2J . Once more, we apply a second
wavelet transform W2, with the same filters as W1, on each channel.
This permits the recovery of the high-frequency loss due to the averaging
applied to the first order, leading to:
S2Jx , AJ |W2||W1| (2.2.7)
which can also be written as:
S2Jx(j1, j2, ✓1, ✓2, u) = |x ?  j1,✓1 | ?  j2,✓2 | ?  J(2Ju)
We only compute increasing paths, e.g. j1 < j2 because non-increasing paths
have been shown to bear no energy [13]. We do not compute higher order scatter-
ings, because their energy is negligible [13]. We call SJx(u) the final scattering
coeﬃcient corresponding to the concatenation of the order 0, 1 and 2 scattering
coeﬃcients, intentionally omitting the path index of each representation:
SJx(u) , {S0Jx(u), S1Jx(., u), S2Jx(., u)} (2.2.8)
= {AJx(u), AJ |W1|x(u), AJ |W2||W1|x(u)} (2.2.9)
With discrete signals, at computation time, intermediary downsamplings are
involved to speedup the algorithm used to a compute a Scattering Transform[15,
13], and are discussed in Subsection 2.2.3, when combined with an “algorithme
à trou”, with a critical sampling.
In most of the application cases, an oversampling factor ↵ is necessary to
avoid aliasing, which is equivalent to increasing by a factor of ↵ the resolution
of the input signal. The filters with the smallest scales of an (approximate)
analytic wavelet transform are likely to suﬀer from a bad localization in space
[68, 97]. Consequently, we systematically apply at least an oversampling of
↵ = 1 [97], which means that the final spatial size of each side of the signal
will be multiplied by 2↵ = 2. For the sake of simplicity, we do not mention it
later however we refer the reader to the related softwares to check these subtle
implementation details.
Representation dimensionality
In the case of colored images, we apply independently a scattering transform
to each of the 3 RGB channels of an image of size N2, which means Sx has a
size equal to N
2
22J ⇥ 3 ⇥
 
1 + JL + 12J(J   1)L2
 
, and the original image is
down-sampled by a factor 2J [15].
22
x |W1| |W2| AJ Sx
Figure 2.2.2: A scattering network. AJ concatenates the averaged signals.
2.2.2 Successful applications of the Scattering Transform
In this section, we discuss the reason why the Scattering Transform outper-
forms standard methods on several classic benchmarks. More precisely, we will
first state several properties that the Translation Scattering Transform satisfies
which are proved in [70], and then we will briefly introduce the Roto-translation
Scattering Transform.
2.2.2.1 Translation Scattering
We review four theoretical properties of the Scattering Transform that are geo-
metrical and concern stabilities of the representation w.r.t. subsets of geometri-
cal transformations. Then, we explain how they permit to reach state-of-the-art
results on the MNIST dataset.
First, the Scattering transform of order 2 is a non-expansive operator because
all the operators of which it is composed, are non-expansive [70]. It means that:
kSJx  SJyk  kx  yk (2.2.10)
In particular, it implies this representation is stable to additive noise, like
white noise, which is common and due for example to digital camera processing.
Secondly, a Scattering Transform is almost translation invariant w.r.t. small
translations 8a,La.x(u) , x(u  a), which means:
8|a|⌧ 2J ) SJ(La.x) ⇡ SJx (2.2.11)
Consequently, the variability along the translation group is reduced.
Thirdly, a Scattering Transform is stable to small deformations. A small
deformations I   ⌧ is modelized as a C1 application, such that the suprema
norms of ⌧ and its Jacobian r⌧ are small, eg:(
k⌧k1 < 1
kr⌧k1 < 1
(2.2.12)
In this case, I   ⌧ is a diﬀeomorphism, and for a signal x(u), the action of
a deformation ⌧ is defined as:
L⌧x(u) , x(u  ⌧(u)) (2.2.13)
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In [70], it is proved that, without any band-limited assumption on a signal
x 2 L2(R2), under mild and realistic assumption on ⌧ , for a given J , there exists
a constant CJ > 0 that does not depends on x or ⌧ , such that:
kSJ(L⌧x)  SJxk  Ckr⌧k1kxk (2.2.14)
The purpose of this theorem is to show that SJ is locally Lipschitz, w.r.t.
small deformations. In particular, it implies that SJ is almost everywhere
Gateaux diﬀerentiable w.r.t. the deformations, and thus it does linearize small
deformations. An invariant to a subset of deformations can thus be obtained
via a linear projection.
Finally, it is also often possible to reconstruct a signal from its scattering co-
eﬃcients which indicates it is an almost complete representation [33]. All those
properties imply that with a linear classifier, one should be able to build rele-
vant invariants for classifications, that reduce variabilities along the translation
group and deformations.
Let us give an example of an application of the Scattering Transform, in order
to stress its strength. The MNIST dataset is comprised of 6104 digits for training
and 1 104 digits for testing. On this specific dataset, most of the intraclass
variability is due to small deformations and small translations. The previous
properties imply that a linear projection applied on the Scattering Transform
can remove those variabilities: it will reduce this problem with a-priori large
variance, to a problem of sample complexity. Then a localized classifier such as
a Gaussian SVM permits to discriminate the remaining variabilities, and obtain
a nearly state-of-the-art result [13]. However, a supervised CNN improves even
more the numerical performances [116], because it can capture more specific
invariants by adapting its representation to the specific bias of the dataset.
2.2.2.2 Roto-translation Scattering
A roto-translation scattering [101, 100] improves the numerical classification per-
formances on datasets where rigid deformations are the main variabilities. [101]
introduces a wavelet transform along the roto-translation group G = R2nSO2,
that is applied on the first modulus wavelet coeﬃcients obtained in Subsection
2.2.1. Here, we write g = (v, ✓) 2 G. Observe that in this case, |W1x|(u, ✓1, j1) =
|W1x|(g1, j1), with g1 = (u, ✓1) 2 G . The non-commutative roto-translation
group G acts on L2(R2) via:
Lgx(u) , x(r ✓(u  v))
Moreover, its action is covariant with |W1|, in the sense that its action does
correspond to a permutation of the indexes of this modulus wavelet transform:
|W1|Lgx(g1, j1) = |W1x(g 1g1, j1)| , Lg|W1|x(g1, j1) (2.2.15)
As a product of R2 and a compact group SO2, it is possible to define a
canonical and unique (up to a multiplicative constant) notion of measure [48],
which the product of the Euclidean measure and a Haar measure. In particular,
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if 8j1, ✓1, |W1x(., ✓1, j1)| 2 L2(R2), then, since the measure along ✓1 is finite,
because the rotation group is compact, and thus the modulus wavelet transform
is integrable w.r.t. ✓1, hence |W1x(., j1)| 2 L2(G).
A wavelet transform W˜ can be built along G [101], and in a very similar
manner to our introduction below to the Scattering Transform, permits to build
a Scattering Transform which is globally (or even locally) invariant to the roto-
translation group and stable to deformations. We do not study the details of
its construction, as invariants to roto-translation representations are not the
purpose of this thesis.
This technique was applied on textures datasets that have often a small lim-
ited number of samples per class. It implies that deep fully supervised techniques
can not be applied because not enough data are available. In his thesis [102],
Laurent Sifre proves that again, this representation lienarizes small deforma-
tion, is invariant to the roto-translation group and is stable to noise. Combined
with a data-augmentation technique in scales and ad-hoc renormalization, [101]
builds an invariant to the Euclidean group and obtain state-of-the-art results
on standard benchmarks such as UIUC or UMD.
2.2.3 Scattering Transform as a Scattering Network
This section demonstrates that a Scattering Transform can be viewed as a par-
ticular type of CNN, with small kernel filters [69]. In particular, we show that
the number of non-linearities (e.g. the order, which is 2 in our case) does not
correspond necessarly to the eﬀective depth of the network. We recall a demon-
stration similar to the “algorithme à trou” [68] to illustrate our purpose, and
state this properly in our case.
2.2.3.1 Wavelet implementation
We first give suﬃcient conditions to build a wavelet transform via finite impulse
filters. Let us set  0 =  0 and let us consider h 2 l2(Z2). We also consider
{g✓}✓2⇥ ⇢ l2(Z2) such that for all j, we define recursively:(
 ˆj+1(!) =
1p
2
hˆ(2j!) ˆj(!)
 ˆj,✓(!) =
1p
2
gˆ✓(2j!) ˆj(!) 8✓
(2.2.16)
where {h, g✓}✓ are the finite impulse filters associated to { , }. In a perfect
situation, no aliasing would occur and then it would be enough to apply cascade
of convolutions with filters hˆj(!) = hˆ(2j!). Those filters are obtain by adding
2j   1 zeros between each sample of h[n]. However, here we consider a set
of filters { J , j,✓}0j<J , which are approximatively localized in the frequency
domain. It means that they energy in Fourier of each  j,✓ is concentrated in
ball of radii proportional 2 j . Thus we can subsampled at intervall 2j the result
of the filtering, e.g. we consider:
x ?  j,✓(2
jp), 0  j < J (2.2.17)
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and, we assume similarly that  J permits a subsampling every 2J :
x ?  J(2
Jp) (2.2.18)
No downsampling is applied after a filtering by g✓ to avoid aliasing eﬀects
under critic subsamplings. In this case, one has the following theorem that
permits to compute a wavelet transform with appropriate downsampling, which
can be found in [68]:
Proposition 1. For p 2 Z2, let xj, 1[p] = x? j(2jp) and xj,✓[p] = x? j,✓(2jp).
Then, given xj, 1[p], we have: xj+1, 1[p] = xj, 1 ? h[2p], xj+1,✓[p] = xj+1, 1 ?
g✓[p].
Proof. First observe that (2.2.16) means, by taking the inverse Fourier trans-
form:
 j+1(u) =
1p
2
X
n
 j(u  2jn)h[n] (2.2.19)
Then, we observe that:
xj 1, 1 ? h[2p] =
X
n2Z2
h[2p  n]xj 1, 1[n]
=
X
n2Z2
h[2p  n]
Z
x(u) j(2
jn  u)du
=
Z
x(u)
X
n2Z2
h[2p  n] j(2jn  u)du
=
Z
x(u)
X
n2Z2
h[n] j(2
j+1p  2jn  u)du
=
Z
x(u) j+1(2
j+1p  u)du by inserting (2.2.19)
= xj, 1[p]
Similar computations stand for xj,✓.
If  (u) 2 R, 8u 2 R2, then it is clear that h[n] 2 R from (2.2.16). Also, if the
low-pass filter is positive, h will be positive, as proved by the following lemma:
Lemma 2. j if 8x, 8u, x(u)   0) 8u, x ?  (u)   0, then h[n]   0.
Proof. By linearity, it also implies 8u, x(u)  0) u, x? (u)  0, then h[n]   0.
This is in particular true for dilated wavelets. Assume 9n0, h[n0] < 0 and let be
x =  n0 2 l2(Z) . Then,
x ?  j+1(0) = x ? hj ?  j(0) = hn0 j(n0)  0 (2.2.20)
which is absurd because x[p]   0, 8p
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x0 x1 x2 x3
?g✓ + #
?h + # h   0
g✓ 2 L2([0, 2⇡])
Figure 2.2.3: Wavelet transform as a cascade of small finite impulse response
filters
In the following, let us instead consider ⇥˜ = ⇥ [ { 1}. Again in this case,
down-sampled coeﬃcients can be obtained via:
{xj+1,✓[p]}✓2⇥˜ = {xj, 1 ? h[2p], xj+1, 1 ? g✓[p]}✓2⇥ (2.2.21)
This recursive relation is expressed via Figure 2.2.3 (with an oversampling at
the first scale). Next subsection shows that a Scattering Transform is a cascade
of finite implulse response filters and modulus non-linearities.
Usually, the filters { j,✓, J}j<J are chosen such that one obtains an energy
preservation property. We assume that the input signals x are sampled at the
Nyquist rate [68], e.g. they have a compact spectrum in Fourier. In this case,
if the support in Fourier of the { j,✓, J}j<J covers a disk with radius ⇡ say B,
and for x 2 L2\B, i.e. with support in Fourier included in this disk, we require:
Z
|x ?  J |2(u)du+
X
j<J,✓
Z
|x ?  j,✓|2(u)du =
Z
|x|2(u)du (2.2.22)
which implies for example that (J = 1 inserted in (2.2.16)) for ! 2 B:
|hˆ(!)|2 +
X
✓
|gˆ✓(!)|2 = 2. (2.2.23)
2.2.3.2 Scattering Network
We use the properties from the previous section to show that a Scattering Trans-
form can be interpreted as a deep cascade [69], in the case of wavelets obtained
by filter bank algorithms. As reviewed in Section 2.2, the Scattering Transform
is a cascade of modulus-non linearities and wavelets. Let us focus on order 0,
1 and 2 Scattering coeﬃcients with increasing paths and scales between 0 and
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J because they are the only ones used in an eﬀective implementation. We will
show that it is equivalent to applying the filters {h, g✓}✓ with modulus non-
linearity |.| to an input image x J times, and then selecting the paths for which
at most 2 non-linearities have been applied.
First, as explained in the previous section, the low-pass filter is a cascade
of J filters h with down-samplings. We will then make one assumption, which
simplifies the next formula and is fundamental about the regularity of non-
linearity:
8x, |x ?  j,✓| ?  j(2ju) = |x ?  j,✓|(2ju) (2.2.24)
It means that the envelope of the signal is smoother than the original signal.
Let us consider Pj = {(✓1, ..., ✓j), ✓i 2 ⇥˜, 8i  j}, and for j 2 N, we define
recursively:
xj+1(✓1,...,✓j ,✓j+1)[p] =
(
|xj(✓1,...,✓j) ? g✓|[2p] if ✓j+1 2 ⇥
|xj(✓1,...,✓j) ? h|[2p] if ✓j+1 =  1
(2.2.25)
Here, we subsample the results of the filtering by g✓ as the envelop of the
signal is assumed to be smooth. Observe that if h   0, then:
|x(✓1,...,✓j) ? h|[2p] = x(✓1,...,✓j) ? h[2p] (2.2.26)
We further consider the indexes P2j = {(✓1, ..., ✓j) 2 Pj , |{✓i 2 ⇥}|  2}. In
this case:
Proposition 3. Thanks to (2.2.24), {xJ✓ , ✓ 2 P2J} corresponds exactly to the
second order coeﬃcients at scale J .
This recursive relation is again shown in Figure 2.2.4 (with an oversampling
at the first scale).
Removing aliasing in the case of modulated Gaussian filters
We now discuss the aliasing issues due to a filter bank implementation. For
wavelets such as Haar wavelets, h has a finite support. In this case, we are
precisely in the setting of a CNN. [101] showed that it permits to obtain a
fast implementation of the Scattering Transform. Typical support lenght of the
filters should be about 3, except for the first layer where they have a larger
support to avoid aliasing.
First, the input signals verify the Nyquist condition, thus the filters (which
are in finite number) must be adapted such that they cover a domain in Fourier
large enough.
Then, the previous writing can only approximately hold for Morlet wavelets
because they have an infinite support, and the ratio between the dilated Fourier
transforms is not periodic: the filters {h, g✓} do not exist. In an implementation
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Figure 2.2.4: Scattering Network
that tries to mimic the Morlet wavelets with cascade of small filters, the high-
frequency wavelets of the transform suﬀer the most from the aliasing. Indeed, a
high frequency Morlet has a large support in Fourier and can not be implemented
because numerically the support in Fourier must be finite. There is a trade-oﬀ
between the localization in Fourier and space. Besides, for Morlet wavelets, it is
required to oversample the wavelet convolutions, to avoid losing high-frequencies
that would be lost because of the down-sampling and the lack of localization in
Fourier, and thus could not be recovered via a linear interpolation of the signal.
To have more accurate computations, each filters of the cascade could be
optimized [101] to improve the approximation of (2.2.24), instead of being cho-
sen fixed and constant equal to {h, g✓}. For example, without the hypothesis
(2.2.24), it is necessary to chose a diﬀerent set of finite impulse response filters
{h˜, g˜✓} for the first order wavelets to handle the aliasing, and to adapt the next
filters to these.
Those considerations require a lot of design that do not speed-up significantly
the computations, without an extra-loss in precision, and are not the purpose of
this thesis: we will thus not implement the Scattering via filter banks to avoid
these issues, yet rather with cascades of Fourier transform with plain filters.
Oversampling in space the wavelet transform is however still necessary as we
use Morlet wavelets.
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Chapter 3
Scattering Networks for
Complex Image Classification
This chapter shows that a Scattering Network cascaded with a simple classifier
obtains results that are competitive with unsupervised algorithms on complex
images datasets. We extend the experiments performed on textures or small
handwritten digit datasets to complex images classification [100, 101, 102, 13,
15]. A major diﬀerence is that, in the case of natural images, the variabilities of
the classification are partially known. Thus, we here restrict ourselves to rep-
resentations that are built only via the roto-translation group SO2 ⇥R2, which
acts naturally on images: a Translation Scattering Transform and a Separable
Rototranslation Scattering. We address the following question: are predefined
discriminative representations built via convolutions along the orbits of this
group enough to classify natural images?
Among images representations, unsupervised representations [9, 10] tend to
perform better than predefined representations [99]. Typically, they consist in
the aggregation of a local descriptor, such as SIFT, that has been encoded by
an unsupervised algorithm, such a k -means. It can be interpreted as a two
layers architectures, since two non-linear modules have been cascaded. These
pipelines hold a lot of hyper-parameters, that must be carefully selected. We
will compare our work to these architectures.
The Scattering Transform of order 2 is as well a two layers architectures. In-
deed, while the first order coeﬃcients are analog to a SIFT descriptor and have
only one non-linearity, the second order coeﬃcients allow to recover discrimi-
native information that were lost by the averaging of the first order coeﬃcients
and are built upon two non-linearity. Contrary to bag-of-words approaches,
no-extra learning is performed on the Scattering Coeﬃcients, which imply that
this representation can be considered as an unsupervised representation.
The representation we used is generic, in the sense that for very diﬀerent
datasets, the representation was fixed and predefined; no hyper parameter were
adapted, except the window length of invariance, as the size of the images
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Figure 3.1.1: Amplitude of two complex signals that have identical Transla-
tion Scattering, and for which the variabilitiy is dominated by local rotations
centered at integer points.
were diﬀerent. Indeed, we used the exact same wavelets, without adapting
the representation to a specific bias of the dataset. We obtain some results
that are competitive with unsupervised algorithms, and tend to suggest that
unsupervised algorithms do not capture invariants that are more discriminative
than euclidean invariants. Yet, we show also that there exists a large gap with
pre-trained and trained from scratch CNNs.
This chapter is divided in three sections. The first Section 3.1 introduces a
variant of the scattering transform on the rotation group introduced by [101].
Next Section 3.2 reviews an algorithm to decorrelate scattering coeﬃcients, and
finally Section 3.3 reports accuracies results on CIFAR and Caltech standard
datasets.
3.1 Separable roto-scattering
In this section, we build a variant of the Roto-translation Scattering that consists
in a simple modification of the second wavelet transform of the order 2 Trans-
lation Scattering. Contrary to the case of textures to which Roto-translation
Scattering was applied, invariance to rotation is not desired in the case of natural
images. However, with ad-hoc wavelets, it is possible to build a representation
that discriminate important information relative to rotations. Let us first give
an example of patterns that are locally rotated, and can not be discriminated
by a translation scattering, with a very similar proof to [102]:
Proposition 4. If 8✓ 6= ✓0 2 {0, ⇡4 , ⇡2 , 3⇡4 }, ✓ ?  ✓0 = 0, then:
x =
X
n2Z2
L2n. j,0(u)+L2n. j,⇡2 (u)+
X
n2Z2
L2n+(1,1). j,⇡4 (u)+L2n+(1,1). j, 3⇡4 (u)
and
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y =
X
n2Z2
L2n. j,0(u)+L2n. j, 3⇡4 (u)+
X
n2Z2
L2n+(1,1). j,⇡4 (u)+L2n+(1,1). j,⇡2 (u)
have the same Translation Scattering coeﬃcients, whereas the integer coordi-
nates of x can be locally deduced from y by a rotation of amplitude ⇡4 , as shown
on Figure 3.1.1.
In the previous example, the energy of diﬀerent patterns is distributed along
scattering paths that are independent. To discriminate these, it is necessary to
apply an operator along the rotation variable, before the spatial averaging that
will discard most of the relative spatial informations. Moreover, such discrimi-
native coeﬃcients might be obtained by a linear operator that would recombine
the wavelet transform coeﬃcients, but this would be equivalent to change the
filterbank. Indeed, let C : ⇥! RK ,K 2 N be a linear operator along the angles
and let us consider:
[CW1x(u, j1, k)] =
X
✓1
Ck,✓1x ?  ✓1,j1(u) (3.1.1)
Notice that then:
[CW1x(u, j1, k)] = x ?
X
✓1
Ck,✓1 ✓1,j1(u) (3.1.2)
and it was equivalent to first perform a convolution with a diﬀerent filter. instead
of designing a diﬀerent filter bank, we take advantage of an operator applied on
the modulus of the wavelet transform.
The Roto-translation Scattering consists in a non-separable wavelet trans-
form on the semi-direct rototranslation group as explained in Subsection 2.2.2.2,
which is applied on the modulus of the wavelet coeﬃcients. Here, we replace
it by a separable wavelet transform along rotation and spatial variables. This
Scattering Transform can still be reformulated as a Scattering Network, as it
can be implemented via an “algorithme à trou” as in Subsection 2.2.3.2. We will
consider 3 dimensional morlet wavelets, for which the the filter bank algorithm
is true up to approximations terms.
Section 4 will show that a deep network recombines eﬃciently the Scattering
paths, in order to build locally invariants to rotation representation. Following
this idea, we propose to discriminate angular high-frequencies by applying a
wavelet transform along ✓1 on the first modulus wavelets coeﬃcients, that will
recombine angles along rotation. Contrary to deep networks, no extra-learning
parameters are involved, except the maximum scales of the respective wavelet
transforms along space and angles.
As in Section 2.2.1, let us consider the modulus wavelets coeﬃcients given
by:
|W1x|(u, ✓1, j1) = |x ?  j1,✓1 |(u)
32
In the case of natural images, ✓1 ! |W1x|(u, ✓1, j1) is a smooth application
if the selectivity in angle is not too abrupt. For example, a worst case in space
is given by x =  0. In the case of Gabor filters, for example:
|W1 0|(u, ✓1, 0) / e 
uT [r ✓1 ]B[r✓1 ]u
2 2 (3.1.3)
where [r✓1 ] is the matrix of the rotation by ✓1. Indeed, for u0 = (0,
p
2 ⇠ ), a
limited development of ✓1 gives around 0:
log(|W1 0|(u0, ✓1, 0)) =  1 + ✓21(1 
1
⇠
) +O(✓31)
It shows that the smaller is ⇠, the larger will be the derivative which is
related to the local regularity of the signal. Thus, the sampling in angle must
be adapted to the selectivity in angles. It is important, in order to further define
a convolution along this axis.
Let us now build the separable roto-translation scattering. Similarly to deep
convolution network architectures, we also recombine the information in these
image frames indexed by the angle ✓1. To understand how to do so, let us
compute the wavelet coeﬃcients of a rotated image Lr↵ .x(u) , x(r ↵u) by
angle ↵:
|(Lr↵ .x) ?  j1,✓1 |(u) = |x ?  j1,✓1 ↵|(r ↵u) , Lr↵ |x ?  j1,✓1 |(u) (3.1.4)
It rotates the spatial coordinates u but also “translates” by ↵ the angle parameter
✓1. It means that the representation is covariant with the action of rotation.
As explained at the beginning of this section, our goal is not to build a rota-
tion invariant representation but a representation which linearizes variabilities
along rotation angles. These rotation variabilities can thus be discriminated or
removed by a linear classifiers at the output. We thus do not use a rotation in-
variant scattering representation as in [101]. To build a representation which is
stable to rotations, and to deformations, we compute a wavelet transform along
the angle parameter ✓1. A proof of the stability can be adapted from [101].
We perform convolutions along ✓1, with angular one-dimensional wavelets:
 ˘k(✓1) = 2
 k ˘(
✓1
2k
)
and
 ˘ k(✓1) = 2 k ˘⇤(
✓1
2k
)
where  ˘ is a one dimensional Morlet wavelets, which is given by:
 ˘(✓1) = C˘(e
i⇠˘✓1   ˘)e  ✓
2
1
2 ˘ (3.1.5)
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where the parameters that are chosen are completely analogous from Equation
(2.2.3). Considering the conjugate of the wavelet is absolutely mandatory, be-
cause as we will see below, we will consider a complex wavelet transform and
not a real transform, because the input will be in the complex domain. We also
consider  ˘K being a 1 dimensional real and positive averaging such that the
little hood paley is approximately verified, for complex valued signals, eg there
exists 0  ✏ < 1, such that for any angular frequency !:
1  ✏ 
X
|k|K
|c˘ k(!)|2 + | c˘ K(!)|2  1 (3.1.6)
The resulting wavelet transform W˘y = { ˘k ? y,  ˘K ? y}|k|K allows to com-
pute separable convolutions along both the 2d spatial variable u and the angle
variable ✓1, with a 3d separable complex wavelet defined by two wavelets:
 ˘0,j2,✓2,k(u, ✓1) =  j2,✓2(u) ˘k(✓1) (3.1.7)
and:
 ˘1,j2,✓2(u, ✓1) =  j2,✓2(u) ˘K(✓1) (3.1.8)
where (j2, ✓2) corresponds to the spatial frequencies, whereas k corresponds to
the scale of the wavelets along ✓1. It is a separable product of a spatial wavelet
 j1,✓2(u) of scale j1 and an angular wavelet  k(✓) of scale k for 1  |k| 
K < log2 L. If  ˘k(✓1) are one-dimensional Morlet wavelets, then the resulting
separable wavelet transform W˘2 = W2W˘ is a stable and invertible operator
[68], which nearly preserves the signal norm, bounded by (3.1.6). The latter
can be proved by inserting Equation (2.2.6) and Equation (3.1.6) because the
Fourier transform of a separable operator is the product of each of the Fourier
transform. As this wavelet transform is separable,
W˘2 = W2W˘ = W˘W2.
Here again, the wavelet transform modulus for j2 > j1 is computed with a
three-dimensional separable convolution along the spatial and angular variables
(u, ✓), and it performs a sub-sampling along both variables. The 3D separable
wavelet transform W˘2 could be either computed with a cascade of filtering across
the deep network layers introduced in 2.2.3.2, or directly with 3 dimensional
convolutions calculated with FFT’s.
The deep roto-scattering is computed by cascading the modulus |W1| of a
first 2 dimensional spatial wavelet transform, followed by the modulus |W˘2| of
a second 3 dimensional separable wavelet transform along space and angles,
followed by the averaging AJ introduced in
S˘Jx = {AJx,AJ |W1|x,AJ |W˘2||W1|x} (3.1.9)
Since W1, W˘2 and AJ are contractive operators it guarantees that SJ is
also contractive and hence stable to additive perturbations, as in the case of
translation scattering, which is proven in [101]. It means that:
34
kS˘Jx  S˘Jyk  kx  yk (3.1.10)
Moreover, since the wavelet transforms W1, W˘2 and AJ are Lipschitz-stable
relatively to deformations [70], S˘J is also Lipschitz-stable and hence linearizes
small deformations. This guaranties to avoid the instabilities observed on deep
networks such as Alex-net [77] where a small image perturbation can consider-
ably modify the network output and hence the classification.
Dimensionality of the representation
The wavelet transform W˜ preserves the number of coeﬃcients, thus the di-
mensionality of the Translation and the Separable Roto-translation Scattering
are the same. Good quality images can be reconstructed from scattering coeﬃ-
cients as long as the number of scattering coeﬃcients is larger than the number
of image pixels [14].
3.2 Decorrelating Scattering coeﬃcients with Or-
thogonal Least Square
In this section, we review a dictionary learning algorithm to decorrelate Scatter-
ing coeﬃcients which are introduced in the previous section, called Orthogonal
Least Squares (OLS), described in [21]. We first motivate the use of this al-
gorithm with scattering coeﬃcients, and we explains its steps. For example,
a singularity (or a pattern) can excite a large panel of scattering path across
scales, which introduce correlations between those coeﬃcients. Decorrelating
the representation permits to reduce the variance of a representation and to
separate independent coeﬃcients, however it also introduces a bias (because it
is a linear projection operator) that can be significant during experiments, as
explained in the numerical experiments, Section 3.3.
The number of scattering coeﬃcients is of the same order as the original
image. It provides a nearly complete signal representation, which allows one to
build a very rich set of geometric invariants with linear projection operators. The
choice of these linear projection operators is done at the supervised classification
stage with an SVM. As said below, scattering coeﬃcients are strongly correlated.
In the case of non-linear classifiers, results are improved by reducing the
variance of the representation, with a supervised feature selection, which con-
siderably reduces the number of scattering coeﬃcients before computing an SVM
classifier. This is implemented with a supervised orthogonal least square regres-
sion [21, 8], which greedily selects coeﬃcients with a regression algorithm.
A logarithm non-linearity is applied to scattering coeﬃcients in order to
separate low frequency multiplicative components due to the variations of illu-
minations. These low-frequency modulations add a constant to the logarithm
of scattering coeﬃcients which can then be removed with an appropriate lin-
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ear projector by the final classifier. Also, it linearizes exponential decay of the
scattering coeﬃcients across scales.
In the following, we denote by  x(u) the logarithm of scattering coeﬃcients
at a scale 2J , that can be either the roto-scattering or the translation Scattering.
We are given a set of training images {xi}i with their class label. The orthogonal
least square selects a set of features adapted to each class C with a linear
regression of the one-versus-all indicator function
fC(x) =
⇢
1 if x belongs to class C
0 otherwise . (3.2.1)
It iteratively selects a feature in the dictionary and updates the dictionary,
which implies that the size of the dictionary is reduced at each iteration. Let
 kx = { kpx}p be the dictionary at the kth iteration. We select a feature  kpkx,
and we update the dictionary by decorrelating all dictionary vectors, relatively
to this selected vector, over the training set {xi}i:
 ˜k+1p =  
k
p  
⇣X
i
 kpk(xi) 
k
p(xi)
⌘
 kpk . (3.2.2)
Each vector is then normalized
 k+1p =  ˜
k+1
p
⇣X
i
| ˜k+1p (xi)|2
⌘ 1
. (3.2.3)
The kth feature  kpkx is selected so that the linear regression of fC(x) on{ rprx}1rk has a minimum mean-square error, computed on the training set,
e.g.:
 kpk = arg min
 k 1p
kfC(x)   k 1p xk2 (3.2.4)
This is equivalent to finding  kpk in  
k which maximizes the correlation:
 kpk = argmax
X
i
fC(xi) 
k
p(xi).
The orthogonal least square regression thus selects and computes K scatter-
ing features { pkx}k<K for each class C, which are linearly transformed into K
decorrelated and normalized features { kpkx}k<K . For a total of nC classes, the
union of all these feature defines a dictionary of sizeM = K nC . They are linear
combinations of the original log scattering coeﬃcients { px}p. This dimension
reduction can thus be interpreted as a last fully connected network layer, which
outputs a vector of size M . The parameter M governs the bias versus variance
trade-oﬀ. It can be adjusted from the decay of the regression error of each fC or
fixed a priori. In classification experiments, M is about 30 times smaller than
the size of the original scattering dictionary. We discuss in the next Section 3.3
applications to standard datasets.
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3.3 Image classification results on standard bench-
marks
The unsupervised representation that we built can be fed to a supervised clas-
sifier, in order to measure its discriminability performances. To this end, we
apply SVMs algorithms that are discriminative models and a perceptron on the
scattering coeﬃcients, which is a neural network method. First we describe
the datasets and the hyper parameters of the Scattering Transforms, and then
numerical accuracies will be discussed in Subsection 3.3.1 and 3.3.2.
We compare the performance of a scattering network with state-of-the-art al-
gorithms on CIFAR and Caltech datasets, which include complex object classes,
at diﬀerent or fixed resolutions. In particular, unsupervised algorithm will be
compared because Scattering Transform lands in this type of algorithm. Images
of each databases are rescaled to become square images of N2 = 22d pixels.
The scattering transform depends upon few parameters which are fixed a priori.
The maximum scale of the scattering transform is set to 2J = 2d 2. Scat-
tering coeﬃcients are thus averaged over spatial domains covering 1/4 of the
image width, and coeﬃcients sampled over a spatial grid of 4 ⇥ 4 points, a fi-
nal down-sampling being performed without degrading classification accuracies.
This preserves some coarse localization information.
Coeﬃcients are computed with Morlet wavelets having L = 8 orientations.
The wavelet transform along these L = 8 angles are computed at a maximum
scale 2K = L/2, which corresponds to a maximum angular variation of ⇡2 .
Indeed these object recognition problems do not involve larger rotation vari-
ability. The resulting scattering representation is nearly complete as previously
explained. It is computed independently along the 3 color channels YUV. We
apply a logarithm to separate illumination components. The classifier is imple-
mented by first reducing the dimensionality, to M = 2000 feature vectors on
CIFAR-10 for instance, with the orthogonal least square regression previously
introduced, and applying a SVM.
To stress the genericity of our representation, we use the same architecture
and same hyper parameters for each datasets, apart from the number M of
selected coeﬃcients, which increases proportionally to the size of the scattering
representation, which depends upon the image size.
Caltech-101 and Caltech-256 are two color image databases, with respec-
tively 101 and 256 classes. They have 30 images per class for training and
the rest is used for testing. Caltech images are rescaled to square images of
N = 22d = 2562 pixels. Average per class classification results are reported with
an averaging over 5 random splits. We removed the clutter class both from our
training and testing set.
CIFAR are more challenging color image databases due to its high class
variabilities, with 6 104 tiny colors images of N = 22d = 322 pixels. CIFAR-10
has 10 classes with 5 103 training images per class, whereas CIFAR-100 has 100
classes with 5 102 training images per class.
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3.3.1 Linear and Gaussian SVMs
We first classify our scattering coeﬃcients using kernel methods. Linear SVMs
are discriminant classifiers that select few samples to build a classification bound-
ary. It uses the linear metric define by k(x, y) = hx, yi. They have proved
generalization bound properties in the case many unlabeled data are available.
Contrary to a Linear SVM, a Gaussian SVM classifier uses a non-linear kernel,
k (x, y) = e
  kx yk2
 2 , where   is the bandwidth of the kernel. It can be viewed as
a localization of the linear metric, as when   !1, the metric which is defined
approaches the linear SVM. The selected features of the previous section are
then provided to SVM classifiers.
A supervised SVM classifier is applied to the logarithm of the scattering
transform coeﬃcients  x = logSJx, as in texture classification [101]. In both
case, a large oversampling is used (e.g. ↵ = 2, Subsection 2.2.1) to compensate
aliasing eﬀects and linearizing small translations. As the scattering represen-
tation are precomputed once, this is not a bottleneck in this pipeline. The
logarithm enables the linear SVM to be invariant to variations of illuminations.
Indeed, these variations introduce low-frequency multiplicative factors in scat-
tering coeﬃcients which become additive with the logarithm.
The linear SVM is invariant to these components if the generated weight vec-
tor is orthogonal to the low-dimensional space generated by these variabilities.
The logarithm of scattering coeﬃcients are standardized by subtracting their
mean and normalizing their variance, before applying the linear SVM using a
“one versus all” strategy, with cross-validated parameters.
A Gaussian SVM can not build exact invariance to linear variabilities, yet it
is a locally linear classifier. In particular, this classifier has the ability to build
a linear decision boundary if necessary. The variance of the Gaussian kernel is
set to the average norm of the scattering vectors, calculated from the training
set. This large variance performs a relatively small localization in the feature
space, but it reduces classification errors, as we will see below.
Table 3.1 reports the classification accuracy of a second order roto-translation
scattering algorithm in various setting, for CIFAR and Caltech databases. It
is compared to state of the art algorithms, divided in four categories. “Prior”
feature algorithms apply a linear or an RBF type classifier to a predefined set
of features, which are not computed from training data. Scattering, SIFT and
HOG vectors, or deep networks with random weights belong to this Prior class.
“U. Deep” algorithms correspond to unsupervised convolutional deep learning
algorithms, whose filters are optimized with non-labeled training data, before
applying a linear classifier or a Gaussian kernel SVM. “Unsup.” algorithms
transform SIFT type feature vectors or normalized pixel patches, with one, two
or three successive sparse dictionaries computed by unsupervised learning. It
may then be followed by a max-pooling operator over a pyramid structure [57].
“Sup.” algorithms compute feature or kernel representations, which are opti-
mized with supervised learning over labeled training data. In this case, the
training may be performed on a diﬀerent databases such as ImageNet, or may
include a data augmentation by increasing the dataset with aﬃne transforma-
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Method Acc. Type
Translation Scattering
+ Gaussian SVM
70.0 Prior
Separable Roto-translation
Scattering
+ Linear SVM
75.6 Prior
Separable Roto-translation
Scattering
+ Gaussian SVM
74.5 Prior
Separable Roto-translation
Scattering
+ OLS
+ Gaussian SVM
79.9 Prior
Random features [96] 50.3 Prior
CDBN [61] 65.4 U. Deep
M-HMP [9] 82.5 Unsup.
SLC [73] 81.0 Unsup.
Ask the locals [10] 77.3 Unsup.
RFL [53] 75.3 Unsup.
CNN [125] 92.3 Sup.
(a) Results for diﬀerent types of representations, on Cal-
tech101
Method Acc. Type
Translation Scattering
+ Gaussian SVM
80.3 Prior
Translation Scattering
+ Perceptron
84.7 Prior
Separable Roto-translation
Scattering
+ Linear SVM
78.4 Prior
Separable Roto-translation
Scattering
+ Gaussian SVM
81.5 Prior
Separable Roto-translation
Scattering
+ OLS
+ Gaussian SVM
82.3 Prior
RFL [53] 83.1 Unsup.
NOMP [64] 82.9 Unsup.
LIFT [104] 82.2 U. Deep
Exemplar CNN [34] 84.3 U. Deep
CNN [120] 96.1 Sup.
(b) Results for diﬀerent types of representations, on CI-
FAR10
Method Acc. Type
Separable Roto-translation
Scattering
+ Linear SVM
50.5 Prior
Separable Roto-translation
Scattering
+ OLS
+ Gaussian SVM
56.8 Prior
RFL [53] 54.2 Unsup.
NOMP [64] 60.8 Unsup.
CNN [120] 81.2 Sup.
(c) Results for diﬀerent types of representations, on CI-
FAR100
Method Acc. Type
Separable Roto-translation
Scattering
+ Linear SVM
46.2 Prior
Separable Roto-translation
Scattering
+ OLS
+ Gaussian SVM
43.6 Prior
M-HMP [9] 50.7 Unsup.
SLC [73] 46.6 Unsup.
Ask the locals [10] 41.7 Unsup.
CNN [125] 86.0 Sup.
(d) Results for diﬀerent types of representations, on Cal-
tech256
Table 3.1: Classification rates for Caltech and CIFAR data bases, with the
same Scattering network, compared to state of the art unsupervised learning
algorithms and supervised convolution networks, with algorithms provided in
reference.
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tions and deformations. Supervised deep convolution networks or supervised
kernel learning are examples of such algorithms.
Let us emphasize again that we are using the same scattering representation,
besides image size adaptation, for Caltech and CIFAR databases. RFL (Re-
ceptive Field Learning) [53] is the only unsupervised learning algorithm which
reports close to state of the art results, both on Caltech and CIFAR data bases.
RFL does not perform as well as a scattering on Caltech and CIFAR-100, and
slightly better on CIFAR-10. This illustrates the diﬃculty to have a single al-
gorithm which works eﬃciently on very diﬀerent databases. We reported the
result on CIFAR-100 from [53] via [67]. We first compare the numerical results
obtained with a Gaussian SVM, and then discuss the accuracy, depending on
the classifier on top of the Scattering Network.
3.3.2 Comparison with other methods
3.3.2.1 Comparison with unsupervised methods
Scattering gives better classification results than all Prior features classification
on Caltech-101, as shown by Table 3.1. Convolutional network with random
filters on mono-CIFAR-10 (gray level CIFAR-10) have an accuracy of 53.2% in
[96]. Color information improves classification results by at most 10% on all
algorithms, so it remains well below scattering accuracy. No result is reported
on CIFAR-100 using predefined “prior” feature classifiers.
The unsupervised classification algorithm reporting state of the art classi-
fication results on CIFAR is diﬀerent than the one of Caltech, but still based
on patch of pixels encoded with an unsupervised dictionary, max pooled [24].
For CIFAR, there are enough images to obtain state of the art results with a
supervised training of convolution networks, without data augmentation. For
CIFAR-100, previous state of the art with unsupervised learning lead to 51.7%
error [24, 67], which is comparable with the accuracy of scattering networks.
The accuracy of recent results improves by 9.7% this state of the art by us-
ing a variant of OMP during the encoding step [64]. The results of scattering
networks are comparable, achieving 56.8% on CIFAR-100, without feature se-
lection, since results on this databases are known to scale well towards much
larger data bases. For CIFAR as well as Caltech data bases, scattering network
results are at the level of state of the art algorithms in 2012 [9, 10, 56], both
for unsupervised and supervised learning, and is thus two years late. Further
refinements need to be added to this representation, and in particular reduce the
output dimensionality of the scattering network, to reduce intra-class variability,
which could be potentially done with a cascaded CNN.
3.3.2.2 Comparison with supervised methods
The best classification results are obtained by supervised deep convolutional
networks [120, 45, 125]. They improve non-supervised accuracy by about 15%
on CIFAR and Caltech datasets. The improvement on CIFAR-100 is smaller
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than on CIFAR-10 because there is only 500 samples per classes for supervised
training, as opposed to 5000. The Caltech databases does not have enough train-
ing sample to train a supervised deep network: there are not enough labeled
images to train algorithms that outperform unsupervised techniques [122]. This
is particularly important in Caltech-256 because each class has a considerable
variability and relatively few training images per class. We thus report classifi-
cation results obtained by the supervised Alex-network trained on ImageNet, to
which is applied a linear SVM classifier which is trained on Caltech [125]. Al-
though this deep network was not trained on Caltech, it still achieves the state
of the art on this databases. Experiments show that if the training and testing
image datasets are diﬀerent, a supervised deep network provides a feature vector
having a lower accuracy for classification, but this accuracy is not dramatically
reduced. It indicates that supervised deep classifiers are learning generic image
representations which are likely to capture more complex geometric properties
than unsupervised algorithms or a roto-translation scattering transform.
A scattering network with a Linear or Gaussian SVM yields classification
results which are about the best unsupervised learning algorithms for Caltech-
101 and Caltech 256.
3.3.2.3 Scattering combined with diﬀerent classifier
Table 3.2 gives the classification accuracy for diﬀerent scattering projections, fol-
lowed by a Gaussian SVM, on the datasets CIFAR-10 and Caltech-101. We con-
sider predefined projection that selects first or second order, and then supervised
projection learned via the OLS algorithm. First order scattering coeﬃcients are
comparable to SIFT [15], but are calculated over larger neighborhoods. Sec-
ond order scattering coeﬃcients computed with translated wavelets (no filtering
along rotations) reduces the error by 10%, which shows the importance of this
complementary information. Incorporating a wavelet filtering along rotations,
leads to a further improvement of 4.5% on Caltech-101 and 1.2% on CIFAR-10.
Rotations produce larger pixel displacements on higher resolution images. It
may explain why improving sensitivity to rotations plays a more important role
on Caltech images, which are larger. Adding a feature reduction by orthogonal
least square reduces the error by 5.4% on Caltech-101 and 0.7% on CIFAR-10.
The orthogonal least square has a bigger impact on Caltech-101 because there
are less training examples per class, so reducing the variance of the estimation
has a bigger eﬀect.
Table 3.1 shows that applying a Gaussian SVM improves by a considerable
margin the classification accuracy on most of the datasets. It indicates that all
the important variabilities of classification have not been linearized, and thus,
a non-linear classifier can handle them better. The linear SVM performs better
on Caltech-256, yet this might be due to ad-hoc normalization phenomenon and
specific bias of this dataset. No results of the OLS combined with a linear SVM
are displayed, as it systematically reduces the classification accuracies. It shows
that this algorithm introduces a bias (due to the projection) that can not help
a linear classifier. An OLS algorithm followed by a Gaussian classifier can be
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Method Caltech101 CIFAR10
Translation, order 1 59.8 72.6
Translation, order 2 70.0 80.3
Translation, order 2 + OLS 75.4 81.6
Roto-translation, order 2 74.5 81.5
Roto-translation, order 2 + OLS 79.9 82.3
Table 3.2: Classification accuracy with 5 scattering configurations. First a
translation scattering up to order 1, then up to order 2, then with an Orthogonal
Least Square (OLS) feature reduction. Then a roto-translation scattering up to
order 2, then with an OLS feature reduction.
interpreted as a two layers classifier, and permits to fill by a limited margin
this gap. Training a neural network that consists in three fully connected layers
permits to substantially reduce this gap, and we exhibit state-of-the-art results
in the unsupervised case of CIFAR10, and will be studied in the next section.
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Chapter 4
Improving Scattering with
Hybrid Networks
In this chapter, we combine a Scattering Network with a fully supervised learned
CNN and show accuracies that are competitive with the state of the art on the
dataset ImageNet2012. As explained in the previous chapter, Scattering Net-
works are predefined deep networks that use geometrical priors and which are
competitive with unsupervised algorithm. The first layer of [56] suggests that
initial layers of a CNN are composed of atoms similar to wavelets [115]. In
order to extend this idea and avoid learning those initial filters, we consider
Hybrid Networks that consists in the cascade of a Scattering Network, and a
supervised CNN. Our work aims to show that it is as well a competitive and
generic initialization of the first layer of a CNN that does not reduce discrim-
inative informations that are exploited by those algorithms. In particular, we
show the Scattering Networks do improve small data regimes and permit the
building of a competitive local descriptor, the Shared Local Encoder. We also
release a very fast GPU implementation of the Scattering Network.
Scaling the Scattering Transform for computations on ImageNet requires to
implement a Scattering Network on GPUs. While no extra computation time
for back-propagating a gradient is required, FFT based convolutions make this
implementation challenging. Indeed, GPUs have a very limited memory, which
requires rethinking the order of the computations performed in [1].
We demonstrate that a Scattering Network permits preserving discriminative
and relevant information for CNNs classification. Indeed, cascading the scat-
tering module with a ResNet leads to state-of-the-art results on ImageNet. We
use again the generic representation of Chapter 2.2, without extra-adaptation,
except the maximum scales of the averaging.
We also show that in the case of the ResNet, at a given number of parame-
ters, the Hybrid and non Hybrid networks performs similarly while the Hybrid
Network is significantly more shallow.
The geometric priors that are incorporated are also useful in the case of
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limited samples, which is a a problem of interest. Indeed, those situations are
really common in real world dataset, as supervised data is either costly either
complex to produce, as in the case of medical imaging for example. We show
state-of-the-art results in the limited data setting on CIFAR10 and STL10 are
obtained via a Hybrid Network and the accuracies are above the fully supervis-
edly learned counterpart (e.g. which does not include the Scattering Transform).
This indicates that incorporating geometric invariants regularizes the process of
learning of the cascaded CNN, as they are not required to be learned anymore.
We introduce a novel local descriptor, the Shared Local Encoder (SLE),
which is fully learned through supervision. It consists in a cascade of 3 fully con-
nected layers applied on scattering representation. Aggregating non-overlapping
patches of this descriptor leads to AlexNet-like performance. Finally, we prove
that an explicit invariant to rotations is learned by the SLE.
This chapter is divided into three sections. First, Section 4.1 explains how to
implement a fast Scattering Transform on GPUs. Then, we develop the training
procedure and numerical results obtained by a Hybrid architecture, in Section
4.2. The last Section 4.3 introduces the SLE and its properties.
4.1 Fast implementation of Scattering Networks
on GPUs
The implementation of a Scattering Network must be re-thought to benefit from
the GPU acceleration. Indeed, a GPU is a device which has a limited memory
size in comparison with a CPU, and thus it is not possible to store intermediary
computations. In this section, we do not review a faster algorithm, yet how to
solve this problem of memory.
4.1.1 Tree implementation of computations
We recall the algorithm to compute a Scattering Transform and its implemen-
tation as done in [15], for order 2 Scattering with a scale of J and L angles.
We explicitly show this algorithm is not appropriate to be scaled on a GPU.
It corresponds to a level order traversal of the tree of computations of the Fig-
ure 4.1.1 Let us consider an input signal x[p] of size N2 which is a power of
2, which has a spatial sampling of 1. For the sake of simplicity, we assume
that an algorithm such as a symmetric padding has already been applied to x,
in order to avoid boundaries eﬀects that are inherent to periodic convolutions.
The filter bank corresponds, as described in Section 2.2.1, to JL+1 filters, e.g.
: { ✓,j , J}✓,jJ . We only consider periodized filters, e.g.:
 ˜✓,j(u) =
X
k1,k2
 ✓,j(u+ (Nk1, Nk2)) (4.1.1)
A first wavelet transform must be applied on the input signal of the Scatter-
ing Transform. To this end, a FFT (a) of size N is applied. Then, JL dot-wise
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multiplications (b) with the resulting signal must be applied, using the filters in
the Fourier domain, { ˆ˜ ✓,l(!), ˆ˜ J(!)}. Each of the the resulting filtered x? ˜j,✓[p]
or x ?  ˜J [p] signals must be down-sampled respectively by a factor 2j and 2J ,
in order to reduce the computational complexity of the next operations. This is
performed by a periodization (c) of the signal in the Fourier domain, which is
equivalent to a spatial down-sampling in the spatial domain, e.g. the resulting
signal is x ?  ˜j,✓[2jp] or x ?  ˜J [2Jp]. This last operation will lead to an aliasing,
because there is a loss of information that can not be exactly recovered with
Morlet filters, because they introduce an aliasing. An iFFT (a’) is then applied
on each of the resulting filtered signals, that are of size N
2
2j , j  J . A modulus
operator (d) is applied on each of the signals, except on the real filters given.
It means there are {|x ?  ˜j1,✓1 [2j1p]|}✓1L,j1<J,p1 N
2j1
,p2 N
2j1
that will be reused
at the next layer, and a low pass filter. It requires to store O1 intermediary
coeﬃcients, where:
O1 = L
J 1X
j1=0
N2
22j1
+
N2
22J
= N2[L(4
1  4 J
3
) + 4 J ]
This exact step is iterated one more time, on each of the JL wavelet modulus
signals, yet only considering increasing paths. It means that a wavelet transform
and a modulus applied on a signal |x ?  ˜j1,✓1 [2jp]| leads to:
O2j1 = L
J 1X
j2=j1+1
N2
22j2
+
N2
22J
(4.1.2)
= N2[L(4
4 j1 1   4 J
3
) + 4 J ] (4.1.3)
Consequently, the total number of coeﬃcients relatively to the second order,
that is stored will be:
O2 =
J 1X
j1=0
LO2j1 (4.1.4)
=
J 1X
j1=0
LN2[L(4
4 j1 1   4 J
3
) + 4 J ] (4.1.5)
= LN2[ JL4
 J+1
3
+ J4 J +
L
3
(4
1  4 J
3
)] (4.1.6)
Finally, an averaging is applied on the second order wavelet modulus coeﬃ-
cients, which leads to:
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Modulus
Lowpass
1st wavelet
2nd wavelet
Proposed algorithm
ScatNet algorithm
Figure 4.1.1: Tree of computations for a Scattering Transform implemented via
FFT’s
O3 = J(J   1)
2
L2
N2
22J
(4.1.7)
At the end, the total number of coeﬃcients stored is:
O = O1 +O2 +O3 (4.1.8)
For example, for J = 2, 3, 4, L = 8, and N = 256, which corresponds to the
setting used on ImageNet, we numerically haveO ⇡ 2M, 2.5M, 2.6M parameters
for a single tensor. A parameter is about 4 bytes, thus an image is about 8MB
in the smallest case. In the case of batches of size 256 with colored images,
we thus need at least 6GB of memory, simply to store the intermediary tensors
used by the scattering, which does not take in account extra-memory used by
libraries such as cuFFT for example. In particular, it shows that a typical GPU
with 12GB of memory can not handle simultaneously that much images.
4.1.2 Memory eﬃcient implementation on GPUs
We now describe a GPU implementation which tries to minimize the memory
usage during the computations. The procedure (a/a’), (b), (c) and (d) of the
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Params pyScatWave Speed up w.r.t. ScatNetLight
32 × 32 × 3 × 128 (J = 2) 0.03s 8⇥
256 × 256 × 3 × 128 (J = 2) 0.71s 225⇥
Table 4.1: Diﬀerent computation times between CPU and GPU
previous section can be fully implemented on GPUs, in a GPU friendly way.
They are fast, and can be implemented in batches, which permits to perform
parallel computations of the scattering representation. This is necessary for the
deep learning pipeline, that commonly uses batches of data augmented samples.
However, a GPU is a device with a limited amount of memory.
To this end, we propose to perform an “infix parcours” of the tree of compu-
tations of the scattering. To this end, we introduce {U˜1j , U˜2j }jJ that are two
sequences of temporary stamp variables of length {N2j }jJ and a U˜00 of length
N . It means that the total amount of memory that will be used is at most
5N2. Here, a colored image of N = 256 coeﬃcients correspond to about 0.98M
coeﬃcients, at most. It divides by 2 at least the memory sized used and per-
mits to scale on ImageNet. The Algorithm 4.1 presents the algorithm we used in
PyScatWave [84], which gives an identical output relatively to the one described
previously. The Table 4.1 introduces the speed-up for diﬀerent values of tensors
on a TitanX, compared with ScatNetLight [85].
We shall mention that it is possible to store the intermediary computed
scattering coeﬃcients, via a system of cache. In this case, it is possible to
obtain a speed up by a large factor since no extra computations are required to
compute the earlier layer that are the computationally extensive in comparison
with deeper layers, that have been downsampled.
4.2 Cascading a deep CNN: the ResNet
We now demonstrate cascading deep CNN architectures on top of the scattering
network can produce high performance classification systems. First, we justify
that a Scattering Network is an ideal initialization of a CNN in Subsection 4.2.1.
We then apply hybrid convolutional networks on the Imagenet ILSVRC2012
dataset (Subsection 4.2.2) as well as the CIFAR-10 dataset (Subsection 4.2.3)
and show that they can achieve performance comparable to deep end-to-end
learned approaches. In the last Subsection 4.2.4, we evaluate the hybrid net-
works in the setting of limited data by utilizing a subset of CIFAR10 as well
as the STL10 dataset and show that we can obtain substantial improvement in
performance over analogous end-to-end learned CNNs.
4.2.1 Scattering as an ideal initialization
We now motivate the use of a supervised architecture on top of a Scattering
Network. Indeed, as said in the previous section, Scattering transforms have
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Algorithm 4.1 Algorithm used for GPU fast implementation
input: x
1. U˜00 = FFT (x)
2. U˜10 =
ˆ˜ J   U˜00
3. U˜1J = periodize(U˜10 , J)
4. S0Jx = iFFT (U˜1J)
5. for  1 = (j1, ✓1)
(a) U˜10 =
ˆ˜  1   U˜00
(b) U˜1j1 = periodize(U˜
1
0 , j1)
(c) U˜1j1 = iFFT (U˜
1
j1)
(d) U˜1j1 = |U˜1j1 |
(e) U˜1j1 = FFT (U˜
1
j1)
(f) U˜2j1 =
ˆ˜ J   U˜1j1
(g) U˜2J = periodize(U˜2j1 , J)
(h) S1Jx[ 1] = iFFT (U˜2J)
(i) for  2 = (j2, ✓2)
i. U˜2j2 =
ˆ˜  2   U˜1j1
ii. U˜2j2 = periodize(U˜
2
j2 , j2)
iii. U˜2j2 = iFFT (U˜
2
j2)
iv. U˜2j2 = |U˜2j2 |
v. U˜2j2 = FFT (U˜
2
j2)
vi. U˜2j2 =
ˆ˜ J   U˜1j2
vii. U˜2J = periodize(U˜2j2 , J)
viii. S2Jx[ 1, 2] = iFFT (U˜2J)
output: Sx = {S0Jx, S1Jx, S2Jx}
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yielded excellent numerical results [15] on datasets where the variabilities are
completely known, such as MNIST or FERET. In these task, the problems
encountered are linked to sample and geometric variance and handling these
variances leads to solving these problems.
However, in classification tasks on more complex image datasets, such vari-
abilities are only partially known as there are also non geometrical intra-class
variabilities. Although applying the scattering transform on datasets like CI-
FAR or Caltech leads to nearly state-of-the-art results in comparison to other
unsupervised representations there is a large gap in performance when compar-
ing to supervised representations, as we showed in Section 3.3. CNNs fill in this
gap, thus we consider the use of deep neural networks utilizing generic scatter-
ing representations in order to reduce more complex variabilities than geometric
ones.
Recent works [16, 71] have suggested that deep networks could build an
approximation of the group of symmetries of a classification task and apply
transformations along the orbits of this group, like convolutions. This group of
symmetry corresponds to some of the non-informative intra class variabilities,
which must be reduced by a supervised classifier. [71] motivates that to each
layer corresponds an approximated Lie group of symmetry, and this approxima-
tion is progressive, in the sense that the dimension of these groups is increasing
with depth.
For instance, the main linear Lie group of symmetry of an image is the
translation group, R2. In the case of a wavelet transform obtained by rotation
of a mother wavelet, it is possible to recover a new subgroup of symmetry af-
ter a modulus non-linearity, the rotation SO2, and the group of symmetry at
this layer is the roto-translation group: R2 n SO2. As stated in Subsection
3.1, if no non-linearity was applied, a convolution along R2 n SO2 would be
equivalent to a spatial convolution. Discovering explicitly the next new and
non-geometrical groups of symmetry is however a diﬃcult task because they are
highly dimensional and there is no known algorithm to obtain them ; nonethe-
less, the roto-translation group seems to be a good initialization for the first
layers. In this work, we investigate this hypothesis and avoid learning those
well-known symmetries.
A major strength of using a fixed and predefined Scattering Network with
a CNN is that the operators of the first layers perform combinations of the
Scattering coeﬃcients. It implies that the operations performed by the filtering
of the first layer of the CNN can be explicitly written with a meaning of the
weights, and thus mathematically analysed to a certain extent.
4.2.2 Deep Hybrid CNNs on ILSVRC2012
In this section, we consider cascading the scattering transform with a deep CNN
architecture, such as Resnet [120, 46]. We find that, when both methods are
trained with the same settings of optimization and data augmentation, and
when the number of parameters is similar (12.8M versus 11.7 M) the scattering
network combined with a resnet can achieve analogous performance (11.4% Top
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Method Top 1 Top 5 #params
AlexNet 56.9 80.1 60M
VGG-16 68.5 88.7 138M
Scat+ResNet-10 68.7 88.6 12.8M
ResNet-18 68.9 88.8 11.7M
ResNet-200 78.3 94.2 64.7M
Table 4.2: ILSVRC-2012 validation accuracy (single crop) of hybrid scatter-
ing and 10 layer resnet, a comparable 18 layer resnet, and other well known
benchmarks. We obtain comparable performance using analogous amounts of
parameters while learning parameters at a spatial resolution of 28⇥ 28
Stage Output size Stage details
scattering 28⇥ 28 J = 3, 651 channels
conv1 28⇥28 [256]
conv2 28⇥28

256
256
 
⇥2
conv3 14⇥14

512
512
 
⇥2
avg-pool 1⇥ 1 [14⇥ 14]
Table 4.3: Structure of Scattering and Resnet-10 used in Imagenet experiments.
Taking the convention of [120] we describe the convolution size and channels in
the “Stage details”.
5 for our model versus 11.1%), while utilizing fewer layers. We take the Resnet-
18 [120, 46] as a reference and construct a similar architecture with only 10 layers
on top of the scattering network. We utilize a scattering transform with J = 3
such that the CNN is learned over a spatial dimension of 28⇥ 28 and a channel
dimension of 651 (3 color channels of 217 each). The ResNet-18 typically has 4
residual stages of 2 blocks each which gradually decrease the spatial resolution
[120]. Since we utilize the scattering as a first stage we remove two blocks from
our model. The network is described in Table 4.3.
The accuracy is reported in Table 4.2 and compared to other CNNs. This
demonstrates both that the scattering networks does not lose discriminative
power and that it can be used to replace early layers of standard CNNs. We
also note that learned convolutions occur over a drastically reduced spatial res-
olution without resorting to pre-trained early layers which can potentially lose
discriminative information or become too task specific.
Training procedure
We describe our training pipeline, which is similar to [120]. We trained our
network for 90 epochs to minimize the standard cross entropy loss, using SGD
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Method Accuracy Type
Separable Roto-translation
Scattering
+ OLS
+ Gaussian SVM
82.3 Unsup.
ExemplarCNN [34] 84.3 Unsup.
DCGAN [89] 82.8 Unsup.
Scat + FCs 84.7 Unsup.
Scat + ResNet 93.1 Sup.
Highway networks [108] 92.4 Sup.
All-CNN [106] 92.8 Sup.
WRN 16-8 [120] 95.7 Sup.
WRN 28-10 [120] 96.0 Sup.
Table 4.4: Accuracy of scattering compared to similar architectures on CI-
FAR10. We set a new state-of-the-art in the unsupervised case and obtain
competitive performance with hybrid CNNs in the supervised case.
with momentum 0.9 and a batch size of 256. We used a weight decay of 1 10 4.
The initial learning rate is 0.1, and is dropped oﬀ by 0.1 at epochs 30, 60,
80. During the training process, each image is randomly rescaled, cropped, and
flipped as in [46]. The final crop size is 224 ⇥ 224. At testing, we rescale the
image to a size of 256, and extract a center crop of size 224⇥ 224.
4.2.3 Hybrid Representations on CIFAR-10
We again consider the popular CIFAR-10 dataset consisting of colored images
composed of 5 104 images for training, and 1 104 images for testing divided
into 10 classes. We perform two experiments, the first with a cascade of fully
connected layers, that allows us to evaluate the scattering transform as an un-
supervised representation. In a second experiment, we again use a hybrid CNN
architecture with a ResNet built on top of the scattering transform. For the
scattering transform we used J = 2 which means the output of the scattering
stage will be 8⇥ 8 spatially and 243 in the channel dimension.
In the unsupervised comparison we consider the task of classification using
only unsupervised features. Combining the scattering transform with a NN
classifier consisting of 3 hidden layers, with width 1.1104, we show that one can
obtain a new state of the art classification for the case of unsupervised features,
i.e. 84.7% accuracy on CIFAR-10. This approach outperforms all methods
utilizing learned and not learned unsupervised features further demonstrating
the discriminative power of the scattering network representation.
In the case of the supervised task we compare to state-of-the-art approaches
on CIFAR-10, all based on end-to-end learned CNNs. We use a similar hybrid
architecture to the successful wide residual network (WRN) [120]. Specifically
we modify the WRN of 16 layers which consists of 4 convolutional stages. De-
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noting the widening factor, k, after the scattering output we use a first stage
of 32 ⇥ k. We add intermediate 1 ⇥ 1 layers to increase the eﬀective depth,
without increasing too much the number of parameters. Finally we apply a
dropout of 0.2 as specified in [120]. Using a width of 32 we achieve an ac-
curacy of 93.1%. This is superior to several benchmarks but performs worse
than the original ResNet [46] and the wide resnet [120]. We note that training
procedures for learning directly from images, including data augmentation and
optimization settings, have been heavily optimized for networks trained directly
on natural images, while we use them largely out of the box: we do believe there
are regularization techniques, normalization techniques, and data augmentation
techniques which can be designed specifically for the scattering networks.
Training procedure
We follow the training procedure prescribed in [120] utilizing SGD with mo-
mentum of 0.9, batch size of 128, weigh decay of 5 10 4, and modest data
augmentation of the dataset by using random cropping and flipping. The initial
learning rate is 0.1, and we reduce it by a factor of 5 at epochs 60, 120 and 160.
The models are trained for 200 epochs in total. We used the same optimiza-
tion and data augmentation pipeline for training and evaluation in both case.
We utilize batch normalization techniques at all layers which leads to a better
conditioning of the optimization [49]. Table 4.4 reports the accuracies in the
unsupervised and supervised settings and compares them to other approaches.
4.2.4 Limited samples setting
A major application of a hybrid representation is in the setting of limited data.
Here the learning algorithm is limited in the variations it can observe or learn
from the data, such that introducing a geometric prior can substantially improve
performance. We evaluate our algorithm on the limited sample setting using a
subset of CIFAR10 and the STL10 dataset.
4.2.4.1 CIFAR-10
We take subsets of decreasing size of the CIFAR dataset and train both baseline
CNNs and counterparts that utilize the scattering as a first stage. We perform
experiments using subsets of 1000, 500, and 100 samples, that are split uniformly
amongst the 10 classes.
We use as a baseline the Wide ResNet [120] of depth 16 and width 8, which
shows near state-of-the-art performance on the full CIFAR-10 task in the su-
pervised setting. This network consists of 4 stages of progressively decreasing
spatial resolution detailed in Table 4.5 of [120]. We construct a comparable
hybrid architecture that removes a single stage and all strides, as the scattering
already down-sampled the spatial resolution. This architecture is described in
Table 4.5. Unlike the baseline, referred from here-on as WRN 16-8, our archi-
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Stage Output size Stage details
scattering 8⇥ 8, 24⇥ 24 J = 2
conv1 8⇥8, 24⇥24 16⇥ k, 32⇥ k
conv2 8⇥8, 24⇥24

32⇥k
32⇥k
 
⇥n
conv3 8⇥8, 12⇥12

64⇥k
64⇥k
 
⇥n
avg-pool 1⇥ 1 [8⇥ 8], [12⇥ 12]
Table 4.5: Structure of Scattering and Wide ResNet hybrid used in small sample
experiments. Network width is determined by factor k. For sizes and stage de-
tails if settings vary we list CIFAR10 and then the STL10 network information.
All convolutions are of size 3⇥ 3 and the channel width is shown in brackets for
both the network applied to STL10 and CIFAR10. For CIFAR10 we use n = 2
and for the larger STL10 we use n = 4.
Method 100 500 1000
WRN 16-8 34.7±0.8 46.5±1.4 60.0±1.8
Scat + WRN 12-8 38.9±1.2 54.7±0.6 62.0±1.1
Table 4.6: Mean accuracy of a hybrid scattering in a limited sample situation on
CIFAR-10 dataset. We find that including a scattering network is significantly
better in the smaller sample regime of 500 and 100 samples.
tecture has 12 layers and equivalent width, while keeping the spatial resolution
constant through all stages prior to the final average pooling.
We use the same training settings for our baseline, WRN 16-8, and our
hybrid scattering and WRN-12. The settings are the same as those described
for CIFAR-10 in the previous section with the only diﬀerence being that we
apply a multiplier to the learning rate schedule and to the maximum number of
epochs. The multiplier is set to 10, 20, 100 for the 1000, 500, and 100 sample
case respectively. For example the default schedule of 60, 120, 160 becomes 600,
1200, 1600 for the case of 1000 samples and a multiplier of 10. Finally in the
case of 100 samples we use a batch size of 32 in lieu of 128.
Table 4.6 corresponds to the averaged accuracy over 5 diﬀerent subsets, with
the corresponding standard error. In this small sample setting, a hybrid network
outperforms the purely CNN based baseline, particularly when the sample size
is smaller. This is not surprising as we incorporate a geometric prior in the
representation.
4.2.4.2 STL-10
The SLT-10 dataset consists of colored images of size 96 ⇥ 96, with only 5 103
labeled images in the training set divided equally in 10 classes and 8 103 images
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Method Accuracy Type
Scat + WRN 19-8 76.0± 0.6 Supervised
CNN [111] 70.1± 0.6 Supervised
Exemplar CNN [34] 75.4±0.3 Unsupervised
Hierarchical Matching Pursuit (HMP) [9] 64.5±0.1 Unsupervised
Convolutional K-means Network 60.1± 0.1 Unsupervised
Table 4.7: Mean accuracy of a hybrid CNN on the STL-10 dataset. We find
that our model is better in all cases even compared to those utilizing the large
unsupervised part of the dataset.
in the test set. The larger size of the images and the small number of available
samples make this a challenging image classification task. The dataset also
provides 100 thousand unlabeled images for unsupervised learning. We do not
utilize these images in our experiments, yet we find we are able to outperform all
methods which learn unsupervised representations using these unlabeled images,
obtaining very competitive results on the STL-10 dataset.
We apply a hybrid convolutional architecture, similar to the one applied in
the small sample CIFAR task, adapted to the size of 96⇥ 96. The architecture
is described in Table 4.5 and is similar to that used in the CIFAR small sample
task. We use the same data augmentation as with the CIFAR datasets. We
apply SGD with learning rate 0.1 and learning rate decay of 0.2 applied at epochs
1500, 2000, 3000, 4000. Training is run for 5000 epochs. We use at training and
evaluation the standard 10 folds procedure which takes 1000 training images.
The averaged result is reported in Table 4.7.
Unlike other approaches we do not use the 4000 remaining training images
to perform hyper-parameter tuning on each fold, as this is not representative of
small sample situations, instead we train the same settings on each fold. The
best reported result in the purely supervised case is a CNN [34, 111] whose hy-
per parameters have been automatically tuned using 4000 images for validation
achieving 70.1% accuracy. The other competitive methods on this dataset utilize
the unlabeled data to learn in an unsupervised manner before applying super-
vised methods. We also evaluate on the full training set of 5000 images obtaining
an accuracy of 87.6%, which is quite higher than [47] who reported 81.3%, using
unsupervised learning and the full training set. These techniques add several
hyper parameters and require an additional engineering process. Applying a hy-
brid network is on the other hand straightforward and is very competitive with
all the existing approaches, without using any unsupervised learning. In addi-
tion to showing hybrid networks perform well in the small sample regime, these
results, along with our unsupervised CIFAR-10 result suggest that completely
unsupervised feature learning on image data, for downstream discriminative
tasks, may still not outperform supervised methods and pre-defined representa-
tions. One possible explanation is that in the case of natural images, learning
in an unsupervised way more complex variabilities than geometric ones ( e.g the
roto-translation group), might be ill-posed.
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4.3 Shared Local Encoder
In the previous section, we introduced a Hybrid Network based on the Scattering
Networks. This section contends the notion of global representation for image
classification, e.g. representations that potentially combine any neighborhoods
of an image in order to build a discriminative representation. We first discuss the
spatial support of diﬀerent approaches, in order to motivate our local encoder
for scattering.
In CNNs constructed for large scale image recognition, the representations
at a specific spatial location and depth depend upon large parts of the initial
input image and thus mix global information. For example, at depth 2 of [56],
the eﬀective spatial support of the corresponding filter is already 32 pixels (out
of 224). The specific representations derived from CNNs trained on large scale
image recognition are often used as representations in other computer vision
tasks or datasets [117, 122, 118].
On the other hand prior to 2012 local encoding methods led to state of the
art performance on large scale visual recognition tasks [94]. In these approaches
local neighborhoods of an image were encoded using methods such as SIFT
descriptors [65], HOG [30], and wavelet transforms [98]. They were also often
combined with an unsupervised encoding, such as sparse coding [10] or Fisher
Vectors (FVs)[94]. Indeed, many works in classical image processing or clas-
sification [55, 10, 95, 88] suggest that the local encoding of an image permit
to describe eﬃciently an image. Additionally for some algorithms that rely on
local neighbourhoods, the use of local descriptors is essential [65]. Observe that
a representation based on local non overlapping spatial neighborhood is simpler
to analyze, as there is no ad-hoc mixing of spatial information. Nevertheless,
on large scale classification, this approach was surpassed by fully supervised
learned methods [56].
We show that it is possible to apply, a similarly local, yet supervised encoding
algorithm to a scattering transform, as suggested in the conclusion of [88]. First
observe that at each spatial position u, a scattering coeﬃcient S(u) corresponds
to a descriptor of a local neighborhood of spatial size 2J . As explained in the
first Subsection 2.2.1, each of our scattering coeﬃcients are obtained using a
stride of 2J , which means the final representation can be interpreted as a non-
overlapping concatenation of descriptors. Then, let f be a cascade of fully
connected layers that we identically apply on each Sx(u). Then f is a cascade
of CNN operators with spatial support size 1⇥ 1, thus we write:
fSx , {f(Sx(u))}u
In the sequel, we do not make any distinction between the 1 ⇥ 1 CNN op-
erators and the operator acting on Sx(u), 8u. We refer to f as a Shared Local
Encoder. We note that similarly to Sx, fSx corresponds to non-overlapping
encoded descriptors. To learn a supervised classifier on a large scale image
recognition task, we cascade fully connected layers on top of the SLE.
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...
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Sx(u  2J )
Sx(u)
Sx(u+ 2J )
F4 F5 F6
F1 F2 F3
F1 F2 F3
F1 F2 F3
Figure 4.3.1: Architecture of the SLE, which is a cascade of 3 1⇥1 convolutions
followed by 3 fully connected layers. The ReLU non-linearities are included
inside the Fi blocks for clarity.
Method Top 1 Top 5
FV + FC 55.6 78.4
FV + SVM 54.3 74.3
AlexNet 56.9 80.1
Scat + SLE 57.0 79.6
Table 4.8: Top 1 and Top 5 percentage accuracy reported from one single crop
on ILSVRC2012. We compare to other local encoding methods, and SLE out-
performs them. [88] single-crop result was provided by private communication.
Combined with a scattering network, the supervised SLE, has several ad-
vantages. Since the input corresponds to scattering coeﬃcients, whose channels
are structured, the first layer of f is as well structured. We further explain and
investigate this first layer in Subsection 4.3.2. Unlike standard CNNs, there is
no linear combinations of spatial neighborhoods of the diﬀerent feature maps,
thus the analysis of this network need only focus on the channel axis. Observe
that if f was fed with raw images, for example in gray scale, it could not build
any non-trivial operation except separating diﬀerent level sets of these images.
We note it is not possible to use an average pooling as it will remove any spatial
localization information for the supervised task: extra-convolutions could have
permitted to discriminate spatial information (like wavelets), but it is impossible
to implement them with 1⇥ 1 convolutions.
In the next Subsection 4.3.1, we investigate empirically this supervised SLE
trained on the ILSVRC2012 dataset.
4.3.1 Encoding scattering coeﬃcients
We use an architecture which consists of a cascade of a scattering network, a SLE
f , followed by fully connected layers. Figure 4.3.1 describes our architecture.
We select the parameter J = 4 for our scattering network, which means the
output representation has size 22424 ⇥ 22424 = 14 ⇥ 14 spatially and 1251 in the
channel dimension. f is implemented as 3 layers of 1⇥1 convolutions F1, F2, F3
with layer size 1024. There are 2 fully connected layers of ouput size 1524. For
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all learned layers we use batch normalization [49] followed by a ReLU [56] non-
linearity. We compute the mean and variance of the scattering coeﬃcients on
the whole Imagenet, and standardized each spatial scattering coeﬃcients with
it.
Table 4.8 reports our numerical accuracies obtained with a single crop at
testing, compared with local encoding methods, and the AlexNet that was the
state-of-the-art approach in 2012. We obtain 20.4% at Top 5 and 43.0% Top 1
errors. The performance is analogous to AlexNet [56]. In term of architecture,
our hybrid model is analogous, and comparable to that of [94, 95, 88], for which
SIFT features are extracted followed by FV [95] encoding. Observe the FV is an
unsupervised encoding compared to our supervised encoding. Two approaches
are then used: either the spatial localization is handled either by a Spatial
Pyramid Pooling [57], which is then fed to a linear SVM, either the spatial
variables are directly encoded in the FVs, and classified with a stack of four
fully connected layers. This last method is a major diﬀerence with ours, as
the obtained descriptor does not have a spatial indexing anymore which are
instead quantified. Furthermore, in both case, the SIFT are densely extracted
which correspond to approximatively 2 104 descriptors, whereas in our case, only
142 = 196 scattering coeﬃcients are extracted. Indeed, we tackle the non-linear
aliasing (due to the fact the scattering transform is not oversampled) via random
cropping during training, allowing to build an invariant to small translations.
In Top 1, [94] and [88] obtain respectively 44.4% and 45.7%. Our method brings
a substantial improvement of 1.4% and 2.7% respectively.
The BVLC AlexNet 1 obtains a of 43.1% single-crop Top 1 error, which is
nearly equivalent to the 43.0% of our SLE network. The AlexNet has 8 learned
layers and as explained before, large receptive fields. On the contrary, our
training pipeline consists in 6 learned layers with constant receptive field of size
16⇥16, except for the fully connected layers that build a representation mixing
spatial information from diﬀerent locations. This is a surprising result, as it
seems to suggest context information is only necessary at the very last layers,
to reach AlexNet accuracy.
Transfer learning ability
We study briefly the local SLE, which has only a spatial extent of 16 ⇥ 16,
as a generic local image descriptor. We use the Caltech-101 benchmark which is
a dataset of 9144 image and 102 classes. We followed the standard protocol for
evaluation [10] with 10 folds and evaluate per class accuracy, with 30 training
samples per class, using a linear SVM used with the SLE descriptors. Applying
our raw scattering network leads to an accuracy of 62.8 ± 0.7, and the output
features from F1, F2, F3 brings respectively an absolute improvement of 13.7,
17.3, 20.1. The accuracy of the final SLE descriptor is thus 82.9 ± 0.4, similar
to that reported for the final AlexNet final layer in [122] and sparse coding
with SIFT [10]. However in both cases spatial variability is removed, either by
1https://github.com/BVLC/caﬀe/wiki/Models-accuracy-on-ImageNet-2012-val
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Figure 4.3.2: Histogram of Fˆ1 amplitude for first and second order coeﬃcients.
The vertical lines indicate a threshold that is used to sparsify Fˆ1. Best viewed
in color.
Spatial Pyramid Pooling [57], or the cascade of large filters. By contrasts the
concatenation of SLE descriptors are completely local.
Training procedure
We describe our training pipeline, which is similar to [120]. We trained our
network for 90 epochs to minimize the standard cross entropy loss, using SGD
with momentum 0.9 and a batch size of 256. We used a weight decay of 1 10 4.
The initial learning rate is 0.1, and is dropped oﬀ by 0.1 at epochs 30, 50, 70,
80. During the training process, each image is randomly rescaled, cropped, and
flipped as in [46]. The final crop size is 224 ⇥ 224. At testing, we rescale the
image to a size of 256, and extract a center crop of size 224⇥ 224.
4.3.2 Interpreting SLE’s first layer
Finding structure in the kernel of the layers of depth less than 2 [115, 122] is a
complex task, and few empirical analyses exist that shed light on the structure
of deeper layers, for example the work we did in Chapter 5 or Chapter 6. A
scattering transform with scale J can be interpreted as a CNN with depth J ,
as we see in Subsection 2.2.3, whose channels indexes correspond to diﬀerent
scattering frequency indexes, which is a structuration. This structure is conse-
quently inherited by the first layer F1 of our SLE f . We analyze F1 and show
that it builds explicitly invariance to local rotations, yet also that the Fourier
bases associated to rotation are a natural bases of our operator. It is a promising
direction to understand the nature of the two next layers.
We first establish some mathematical notions linked to the roto-translation
group that we use in our analysis. For a given input image x 2 L2(R2), let us
recall we denote in Subsection 3.1:
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Figure 4.3.3: Energy ⌦1{F} (left) and ⌦2{F} (right) from Eq. (4.3.11) and Eq.
(4.3.12) for given angular frequencies. Best viewed in color.
Lr✓ .x(u) , x(r ✓(u)) (4.3.1)
which is the image rotated by angle ✓, which corresponds to the linear action
of rotation on images. Observe the scattering representation is covariant with
the rotation in the following sense:
S1(Lr✓ .x)(✓1, u) = S1x(✓1   ✓, r ✓u) (4.3.2)
, Lr✓ (S1x)(✓1, u) (4.3.3)
and
S2(Lr✓x)(✓1, ✓2, u) = S2x(✓1   ✓, ✓2   ✓, r ✓u)
, Lr✓ (S2x)(✓1, ✓2, u)
The unitary representation framework [109] permits the building of a Fourier
transform on compact group, like rotations. It is even possible to build a scat-
tering transform on the roto-translation group [101]. Fourier analysis permits
the measurement of the smoothness of the operator and, in the case of CNN
operators, it is a natural basis.
Besides, in the case of the second order coeﬃcients, (✓1, ✓2) is covariant with
rotations, but ↵ = ✓2 ✓1 is an invariant to rotation that correspond to a relative
rotation. Thus, for S2x, the natural set of coordinates that gives a rotational
invariant for angles is in fact given by:
S˜2x(u, ✓1,↵) , S2x(u, ✓1, ✓1 + ↵) (4.3.4)
where ↵ corresponds to a relative angle, which naturally leads to:
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S˜2(Lr✓x)(u, ✓1,↵) = S˜2x(r ✓u, ✓1   ✓,↵) (4.3.5)
, Lr✓ (S˜2x)(u, ✓1,↵) (4.3.6)
We can now numerically analyze the nature of the operations performed
along angle variables by the first layer F1 of f , with output size K = 1024. Let
us define as {F 01 S0x, F 11 S1x, F 21 S2x} the restrictions of F1Sx to the order 0,1,2
scattering coeﬃcients respectively. In other words,
F1Sx = F
0
1 S0x+ F
1
1 S1x+ F
2
1 S2x (4.3.7)
Let 1  k  K an index of the feature channel and 1  c  3 the color index.
In this case, F 01 S0x is the weights associated to the smoothing S0x. F 11 S1x
depends only (k, c, j1, ✓1), and F 21 depends on (k, c, j1, j2, ✓1, ✓2). We would like
to characterize the smoothness of these operators with respect to the variables
(✓1, ✓2), because Sx is covariant to rotations.
To this end, we define by Fˆ 11 , Fˆ 21 the Fourier transform of these operators
along the variables ✓1 and (✓1, ✓2) respectively, e.g.:
Fˆ 11 (k, c, j1,!✓1) =
Z
F 11 (k, c, j1, ✓1)e
 i!✓1✓1d✓1 (4.3.8)
and
Fˆ 21 (k, c, j1, j2,!✓1 ,!✓2) =
Z
F 21 (k, c, j1, j2, ✓1, ✓2)e
 i!✓1✓1 i!✓2✓2d✓1d✓2 (4.3.9)
These operators are expressed in the tensorial frequency domain, which cor-
responds to a change of basis. In this experiment, we normalized each filter
of F such that they have a l2 norm equal to 1, and the normalization of the
Scattering Transform is chosen such that the transform is unitary as well, which
means:
8k, F 01 (k)2 +
X
c,j1,✓1
F 11 (k, c, j1, ✓1)
2 +
X
c,j1,j2,✓1,✓2
F 21 (k, c, j1, j2, ✓1, ✓2)
2 = 1
(4.3.10)
Figure 4.3.2 shows the distribution of the amplitude of Fˆ 11 ,Fˆ 21 . We observe
that the distribution is shaped as a Laplace distribution, which is an indicator
of sparsity, which gives an insight for the following experiment.
To illustrate that this is a natural basis we explicitly sparsify this operator in
its frequency basis and verify that empirically the network accuracy is minimally
changed. We do this by thresholding by ✏ the coeﬃcients of the operators in
the Fourier domain. Specifically we replace the operators Fˆ 11 by:
1|Fˆ 11 |>✏Fˆ
1
1
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and Fˆ 21 by:
1|Fˆ 21 |>✏Fˆ
2
1
We select an ✏ that sets 80% of the coeﬃcients to 0, which is indicated in
Figure 4.3.2. Without retraining our network performance degrades by only
an absolute value of 2% worse on Top 1 and Top 5 ILSVRC2012. We have
thus shown that this basis permits a sparse approximation of the first layer, F1.
We now show evidence that this operator builds an explicit invariant to local
rotations.
To aid our analysis we introduce the following quantities:
⌦1{F}(!1) ,
X
k,j1,c
|Fˆ 11 (k, c, j1,!✓1)|2 (4.3.11)
and
⌦2{F}(!✓1 ,!✓2) ,
X
k,c,j1,j2
|Fˆ 21 (k, c, j1, j2,!✓1 ,!✓2)|2 (4.3.12)
They correspond to the energy propagated by F1 for a given frequency,
and permit to quantify the smoothness of our first layer operator w.r.t. the
angular variables. Figure 4.3.3 shows variation of ⌦1{F} and ⌦2{F} along
frequencies. For example, if F 11 and F 21 were convolutional along ✓1 and (✓1, ✓2),
these quantities would correspond to their respective singular values. One sees
that the energy is concentrated in the low frequency domain, which indicates
that F1 builds explicitly an invariant to local rotations. Observe also that the
energy ⌦2{F} seems concentrated in an ellipsoid with main axis !✓1 =  !✓2 ,
which indicates that in the network builds a stronger invariance along relative
local rotations given by an angle ↵ = ✓2   ✓1.
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Chapter 5
Empirical Analysis of CNN
Properties
This chapter is dedicated to report experimental results on CNNs that are not
predicted by the theory, or intentionally due to the training scheme. The pre-
vious section introduces a class of deep networks for which the first layers are
fully initialized via wavelets. This leverages the interpretability of those lay-
ers, but the properties of the next layers are not yet fully understood. Several
works suggest that they build a representation that can be transferred on diﬀer-
ent datasets, which implies that they build representation that captures generic
properties of images and are not merely memorizing samples or patterns [117].
Often, their ability to generalize or approximate the objective class function
is justified via the universal approximation theorem which states that a 2 layers
deep network can approximate any regular function under weak conditions [116].
However this statement is not enough. For example, a minimal depth [5] larger
than 2 is necessary to obtain good performances: in this chapter, we observe
that progressive mechanisms permit the building of a good representation. The
two mains contributions of this chapter are the following: first, we introduce
a simplified architecture that leads to state-of-the-art results and secondly, we
observe a progressive dimensionality reduction across layers, that we study in
details. Let us describe the contributions linked respectively to the architecture,
and representation aspects.
For this study, it is necessary to specify a precise class of deep networks
that we will study numerically, in order to avoid side eﬀects that are due to
specific architectures hints or optimization. The cascade of a deep networks
can use complex non-linear submodules, such as max-pooling [10], local con-
trast normalization [56], residual connections [46]... We show it is possible
to obtain state-of-the-art results on CIFAR dataset, by simply using only few
non-linearities, linear CNNs operators with identical size and regularization at
each depth and few regularization. In particular, we show that a max-pooling
operator is not necessary to obtain good performances, which means that the
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invariance to translation can be learned from the data via the linear operator.
Simplifying a CNN architecture permits to varying hyper parameters. For
example, increasing the width of the network leads to orders of accuracy im-
provement. This is surprising, as the number of parameters increase and the
network should be prone to a large overfitting. Another aspect we study is the
degree of the non-linearity: “more non-linear” does better is a common aﬃrma-
tion in deep learning talks. Contrarily to this claim, we show that a point-wise
non-linearity applied to a layer can be actually linear on a fraction of the coef-
ficients. We observe other properties concerning the non-linearity.
In a classification task, the intrinsic dimension of the classes is a quite low-
dimensional structure in comparison with the original dimension of the signals,
thus a classification task requires estimating a (often non-linear) projection onto
a low-dimensional space. It implies that the space of representation is con-
tracted. Up to renormalization, a linear operator is always a contractive opera-
tor, yet this is not necessary the case of a non-linear operator. In particular, we
show it is possible to use point-wise non-linearity that are neither continuous
nor contractive: it implies that the intermediary CNN layers are not contractive
on the whole space.
Furthermore, we propose a taxonomy of the classification boundary. In
particular, we show that the intra-class variance and distances of the CNNs
representation at each layer are progressively reduced. It means that the latters
are decreasing with depth, until the final layer for which the representations of
diﬀerent classes are linearly separable.
This leads us to the notion of Local Support Vectors, that consist in points
that permits to define locally the complexity of the boundary of classification.
We build a measure of the contraction and separation due to those vectors, that
indicates a progressive contraction of the space. In particular, this suggests
that the representation is progressively embedded in a lower dimensional space,
which explains why a nearest-neighbor is progressively improves with depth.
This chapter is divided as follow. First, in Section 5.1, we define a sim-
plified framework that leads to state-of-the-art results on CIFAR10. Then, we
numerically study it in Section 5.2.
5.1 Simplifying a state-of-the-art CNN architec-
ture
We introduce a state-of-the-art pipeline for CIFAR10 classification that uses
a minimal number of ad-hoc engineered tricks, which depends on two hyper-
parameters: its width and a non-linearity. We demonstrate that this framework
is flexible and simple, as we can vary those hyper parameters and relate them
to the final accuracy of the network.
In particular, adjusting the width of each CNN operators, and thus the
size of the representation, permits adjusting a trade-oﬀ between performance
accuracies and speed of computations. In all our practical cases, we report that
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increasing the width systematically improves the final test performances.
5.1.1 Architecture
We describe the architecture that we used during all our experiment, with the
datasets CIFAR10 and CIFAR100. It will depend only on K 2 N, which is the
width of our network, and ⇢ a non-linear function. Our deep network consists of
the cascade of 13 convolutional layers Wj with non-linearity ⇢. A convolutional
layer is by defined as an operator of l2 which specified by an index of layers ⇤j ,
such that 8p, 8   ⇤j :
Wjxj [p, ] =
X
 ˜
xj ? kj, , ˜[2
djp] (5.1.1)
where p is a discrete spatial index and kj, , ˜ is convolutional kernel, and
dj 2 {0, 1}, in order to apply a downsampling. The spatial support of the
kernel is 3 ⇥ 3, and except for the first layer, the number of input and output
layers is fixed equal to ⇤j = K, 81 < j < 13, which is typically a power of 2.
We did not learn any biases in the convolutional layers, however we subtract
the empirical mean Exj 2 R⇤j from our feature maps, which is estimated on
all the dataset via the batch normalization technique [49].
For computational speed-up, we apply a spatial down-sampling of 2 at the
output of the layers 6 and 10. Figure 5.1.1 describes our network, which can be
formally summarized for an input x, via x0 = x, and a cascade of blocks:
xj+1 = ⇢Wj(xj   Exj) (5.1.2)
In this case we are in a similar setting as [72], which proves that if Wj is
unitary then for any depths j  J the network preserves the energy of the input
signal and is non-expansive. The output xJ of the final convolutional layer is
linearly and globally spatially averaged by A:
AxJ [ J ] =
X
p
xJ [p, J ] (5.1.3)
, and then reduced to the number of classes C of the problem by a projection
L : RK ! RC .
Again, no extra-max pooling was involved, which permits to remove extra-
instabilities that could have been introduced by this module and should have
been removed by the linear operators. Furthermore and again, all the trainable
aﬃne biases have been removed, which means the biases are computed via an
estimator of the expected values of each layer.
CIFAR datasets are preprocessed using a standard procedure of whiten-
ing. The number of parameters used by our network with CIFAR10 is 9 ⇥
(3K + 12K2) + 10K. To get our best accuracy, we used K = 512 which cor-
responds roughly to 28M parameters, that lead to 95.4% and 79.6% accuracies
on CIFAR10 and CIFAR100 respectively, which is a competitive performance
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Methods Depth #params CIFAR10 CIFAR100
Ours 13 28M 95.4 79.6
SGDR 28 150M 96.2 82.3
RoR 58 13M 96.2 80.3
WRN 28 37M 95.8 80.0
All-CNN 9 1.3M 92.8 66.3
Table 5.1: Accuracy on CIFAR10 and CIFAR100 for state-of-the-arts supervised
deep networks. Depth and number of parameters are reported to perform a fair
comparison.
according to Table 5.1. Thus, we are in a state-of-the-art setting to perform an
analysis of the features learned.
Surprisingly, increasing the number of parameters significantly increase the
performances instead of reducing them, which is consistent with the facts that
neural networks are not prone to overfitting [123]. We show that increasing K
increases the classification accuracy of the network. In particular, it permits
to work on a network with a small number of parameters, before scaling up
the network with an expecting accuracy for a given size. [120] reports also
this observation, which is not obvious since increasing K increases by K2 the
number of parameters and could lead to a severe overfitting. Besides, since a
final dimensionality reduction must occur at the last layer, one could expect that
the intermediate layers might have a small number of feature maps. Figure 5.1.2
reports the numerical accuracy respectively on CIFAR10 and CIFAR100, with
respect to K. Setting K = 512 leads to 95.4% and 79.6% accuracy respectively
on CIFAR10 and CIFAR100, while K = 16 leads to 79.8% and 30.6% accuracy
on CIFAR10 and CIFAR100 respectively. It is not clear if the reason of this
improvement is the optimization or if it is a structural reason. Nevertheless, it
indicates that increasing the number of feature maps is a simple way to improve
the network accuracy.
Training procedure
We trained our network via a SGD with momentum 0.9 to minimize the
standard negative cross-entropy. We used a batch size of 128, and the training
lasts 1.2 105 iterations. We used an initial learning rate of 0.25, that we divided
by two every 1 104 batches. To avoid overfitting, we apply 4 regularizations.
First, a weight decay of 2 10 4 that corresponds to a l2 regularization. Then,
we used dropout every two layers, starting at the second layer, that randomly
sets 40% of the activation layers to 0: this is our main trick to achieve good
performances. Thirdly, we used spatial batch normalization regularization that
is supposed to remove instabilities during the training, as developed in [49].
Finally, we applied standard random flipping and cropping techniques as data
augmentation. Observe that we did not use any bias, simply removing the mean
and did not use any non-linear pooling. Our architecture is thus kept as simple
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Figure 5.1.1: Schematic representation of our architecture. Our network is a
cascade of block Bl, l being the input size of the convolutional operator, followed
by an averaging A and a projection L.
as possible, as in [106] but it only depends only on a few hyper parameters: its
width and the non-linearity. Without any contrary mentions, we used ⇢ = ReLU
since it has heuristically been shown to achieve better performances. The first
layer will always have a ReLU non-linearity.
5.1.2 The role of the non-linearity
Contraction phenomenon is a necessary step to explain the tremendous dimen-
sionality reduction of the space that occurs. A network cannot be purely linear,
since most of the image classification problems are not linearly separated: in-
deed a linear operator can only contract along straight lines. Should ⇢ also be a
contracting operator, as suggested in [71]? We study specifically the point-wise
non linearity ⇢ in a CNN and its necessary conditions to reach good classification
accuracy.
5.1.2.1 Unneccesity to contract via ⇢
In this subsection, we review several non-linearities and their properties. We
discuss the contraction which is built by a non-expansive non-linearity, and the
properties of the modulus combined with an analytical filter. Our conclusion is
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(a) Accuracy when varying K on CIFAR10 dataset, the axis of K
is in log scale.
(b) Accuracy when varying K on CIFAR100 dataset, the axis of
K is in log scale.
Figure 5.1.2: Eﬀect of K on the classification accuracy
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Figure 5.1.3: Localization in Fourier implies that a translations results in a
phase multiplication, up to approximation terms
that none of these properties are necessary to obtain good classification accura-
cies.
First, we explain the contraction property. Since the AlexNet [56] , non-
linearity is often chosen to be a ReLU(x) = max(0, x). This is a non-expansive
function, e.g.:
|ReLU(x)  ReLU(y)|  |x  y| (5.1.4)
, which implies it is also continuous. Adding the negative part [7, 121], it is
possible to avoid any loss of information. Consequently, a cascade of linear
operators of norm less than 1 and this non-linearity is non-expansive which is a
convenient property to reduce or maintain the volume of the data. For example,
in the framework of [71], the non-linear operator is simply viewed as a way to
contract the space.
Now, we explain how the modulus non-linearities in complex networks have
been suggested to remove the phase of a signal, which is in several frameworks
variability due to translation[70, 71, 15, 13]. For example, in Fourier, for any
translations a, one has:
dLax(!) = ei!T axˆ(!) (5.1.5)
For instance, if the linear operator consists in a wavelet transform with appro-
priate mother wavelet [68], then the spectrum of each convolution with a wavelet
is localized in Fourier, and in this case, a modulus smoothens the envelop of the
signal. Mathematically, we mean that the filter energy should be concentrated
in Fourier around !0 with radius ⌘0, which is expressed by:
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9⌘0 > 0, 9!0, ✏   0,
Z
k! !0k ⌘0
| ˆ(!)|2d!  ✏ (5.1.6)
then, in this case:
Z
|(ei!T a   ei!T0 a) ˆ(!)|2d!  2✏+
Z
k! !0k<⌘0
|(ei!T a   ei!T0 a) ˆ(!)|2d!
= 2✏+
Z
k! !0k<⌘0
| sin(a
T (!   !0)
2
) ˆ(!)|2d!
 2✏+ kak
2k⌘0k2
4
(5.1.7)
The remaining energy is thus bounded by the vanishing energy of the wavelet
out of the ⌘0-ball, and the magnitude of a. This property is illustrated on Figure
5.1.3. It means as well that if k!0k > ⌘0, then the wavelet is approximatively
analytic. An informal way to understand this equation is to use the fact that
the infinitesimal generator of the translation is the derivation operator, indeed,
observe that if x is C1:
Lax(u) = x(u+ a) =
X
n 0
x(n)(u)(a, ..., a)
n!
(5.1.8)
where x(n) is the order n diﬀerential, which is equivalent in Fourier to:
dLax(!) = X
n 0
(i!Ta)n
n!
xˆ(!) (5.1.9)
Thus, again, informally:
\La(x ?  )(!) = ei!T a ˆ(!)xˆ(!) (5.1.10)
=
X
n 0
(i!Ta)n
n!
 ˆ(!)xˆ(!) (5.1.11)
⇡
X
n 0
(i!T0 a)
n
n!
 ˆ(!)xˆ(!) by the Figure 5.1.3 (5.1.12)
= ei!
T
0 a ˆ(!)xˆ(!) (5.1.13)
= ei!
T
0 a[x ?  (!) (5.1.14)
It implies that in the real domain, if a is small enough:
Lax ?  ⇡ ei!T0 ax ?  (5.1.15)
Applying a modulus removes this variability. As a classical result of signal
theory, observe also that an averaged rectified signal is approximately equal
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Figure 5.1.4: Accuracy when varying the degree of non-linearity kK , reported
with K = 32 and K = 128. When k = K, one obtains 88.0% and 94.7%
respectively for K = 32 and K = 128. The maximum accuracies are then
respectively 89.8% and 94.7%, which indicates that a point-wise non-linearity
is not necessarily the optimal configuration.
to the average of its complex envelope [68]. Consequently, cascaded with an
average pooling and an analytic wavelet, a ReLU and a modulus might have the
same use.
Our conclusion is the following: experimentally, it is possible to build a deep
network that leads to 89.0% accuracy on CIFAR10, with K = 256, with the
non-linearity chosen as:
⇢(x) = sign(x)(
p
|x|+ 0.1) (5.1.16)
In the neighborhood of 0, this non-linearity is not continuous in 0, has an
arbitrary large derivative, and preserves the sign of the signal. This shows that
those three properties are not necessary to obtain good classification accuracy,
and that the linear operator can handle the necessary contraction process.
5.1.2.2 Degree of non-linearity
In this subsection, we try to weaken the traditional property of point-wise non-
linearity. Indeed, being non-linear is essential to ensure that the diﬀerent classes
can be separated, however the recent work on ResNet [46], that we introduced
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in the previous chapter, suggests that it is not necessary to apply a point-wise
non-linearity, thanks to identity mapping that can be interpreted as the the
concatenation of a linear block (the identity) and a non-linear block. In this
case, a non-linearity is applied only on a half of the feature maps. We investigate
the question to understand if this property generalizes to our architecture by
introducing a ReLU with a degree kK of non-linearity that we apply to a feature
map x(u, l), defined by:
ReLUKk (x)(u, l) ,
(
ReLU(x(u, l)), if l  k
x(u, l), otherwise
(5.1.17)
A counter example is given by the scattering network for example, which
has quite less eﬀective non-linearity than usual deep network: #non linearity#kernels =
JL+2⇥ J(J 1)2 L2
J(1+JL+ J(J 1)2 L2)
⇡ 2J (a typical value of J is 3) when a Deep network has
usually a ratio of 1. Let us count the number of non-linearity, to compute the
ratio of the non-linearity.
In the case k = 0, we have an almost linear network (there is the ReLU
non-linearity at the first layer), and when k = K, it is a standard deep network
with point-wise non-linearity. Figure 5.1.4 reports the numerical accuracy when
we vary k, fixing K equal to 32 or 128. A linear deep network performs poorly,
leading to an accuracy of roughly 70% on CIFAR10. We see that there is a
plateau when kK   0.6 = k0K , and that the maximum accuracy is not necessary
obtained for k = K. Our networks could reach 89.8% and 94.4% classification
accuracy respectively for K = 32 and K = 128, whereas an almost linear
network achieves 66.7%$ and 70.3% accuracies respectively.
This is an opportunity to reinterpret the non-linearity. Let ⌧ be a cyclic
translation of {1, ...,K}, which is:
⌧([1, ...,K]) = [K, 1, ...,K   1]
such that we define:
⌧(x)(u, l) , x(u, ⌧(l)). (5.1.18)
In this case, ⌧ is a linear operator that translates cyclically the channels of
a feature map. Observe that:
ReLUKk x = ⌧   ReLUK1   ...⌧   ReLUK1| {z }
k times
(5.1.19)
In this setting, one might interpret a CNN with depth J and that uses K
feature maps as a CNN of depth JK, since it is also a cascade of JK ReLUK1 .
⌧ might be learned as well as being fixed. It means also that if k < K, by
cascading enough layers, it is possible to write a solution of our classification
problem that uses a ReLU as a network using ReLUkK . For k < k0, we tried
to increase the depth of the deep network to recover its original accuracy since
there will be as much non-linearity as in the case k = K, and we know there
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exists an optimal solution. However, our network was not able to perform as
well, which implies that there is an issue with the optimization. Restricting the
non-linearity application to only one feature map could help future analysis,
since it gives explicitly the coeﬃcients that exhibits non-linear eﬀects. This
framework is intensively used in the next section.
5.2 Progressive space contraction
We now describe necessary conditions to solve a classification task. Regularity
of a representation with respect to the classes is necessary to classify high-
dimensional samples. Regularity means here that a supervised classifier builds
a covering of the full data space with training samples via "-balls that is small
in term of volume or number of balls, yet that it still generalizes well [113]. The
issue is that it is hard to track this measure.
For example, assume the data lay on a 2D or 3D manifold and are smooth
with respect to the classes, then it is possible to build a classifier which is locally
aﬃne using manifold learning techniques. In particular, this implies that the
euclidean metric is locally meaningful. We take a second example: when a
nearest neighbor obtains good generalization properties on a test set. In this
case, our problem is regular since it means again that locally the euclidean
metric is meaningful and that the representation of the training set is mostly
covering the data space.
We show that supervised deep networks progressively build a representation
where euclidean distance becomes more meaningful. Indeed, we numerically
demonstrate that the performance of local classifiers, e.g. which assign a class
by giving more important weights to points of the training set that are in a
neighborhood of the testing sample, progressively improves with depth. We
also show that a progressive variance reduction occurs with depth.
In this section and the following, in order to save computation time, we used
the network previously introduced with K = 32 and ⇢ = ReLU. Numerically,
we however tried several parameters as a sanity check that our conclusion gen-
eralizes to any values of K, to avoid a loss in generality. With K = 32, the
accuracy of the network is 88.0%. Increasing K to 512 should approximatively
increase all the reported results by 7 absolute percents of accuracy.
Translation is one of the symmetries of the image classification problem, thus
it is necessary to remove this variability, even if the features are not extracted
at the final layer. In the following, we perform our experiments using:
x¯ , Ax 2 R32 (5.2.1)
We have the following ✏ separation property, thanks to non-expansivity of
averaging operators:
kx  yk   kx¯  y¯k   ✏ (5.2.2)
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The previous equation means that a separation by ✏ of the averaged signals
implies a separation by at least ✏ of any translated versions of the original signals.
We denote the features at depth j of the training set by:
X¯jtrain = {x¯j , x 2 training} (5.2.3)
and the features of depth j of the testing set by
X¯jtest = {x¯j , x 2 testing} (5.2.4)
For a given x, xj or x¯j , we write its class y(x), y(xj) or y(x¯j) since there is
no confusion possible.
5.2.1 Intra-class variance and distance reduction
We want to quantify the contraction of the space performed by our CNN. In
this subsection, we show that the samples of a same class define a structure
that progressively becomes low-dimensional. We investigate the question to
understand if there is a progressive variance reduction, layer per layer. First,
we check wether a linear dimensionality reduction is implemented by our CNN.
To this end, we apply a PCA on the features X¯jtrain belonging to the same class
at each depth j. As a normalization, the features at each depth j were globally
standardized. In other words, the data at each depth are in the l2 balls of radius
32. Remember that in our case, x¯j 2 R32.
Figure 5.2.1 represents the cumulated variances of the K = 32 principal
component axis of a given class at diﬀerent depth j. The obtained diagram and
conclusions are not specific to this class. The accumulated variance indicates
the proportion of energy that is explained by the first axis. The slope of a
curve is an indicator of the dimension of the classes: as a plateau is reached,
the last components are not useful to represent the class for classifiers based on
l2 distances.
The first observation is that the variance seems to be uniformly reduced with
depth. However, certain plots of successive depths are almost indisguishable:
it indicates that almost no variance reduction has been performed. Except for
the last layer, the decay of the 20 last eigenvalues is slow: this is not surprising
since nothing indicates that the dimension should be reduced and small variance
coeﬃcients might be important for the classification task. The very last layer
exhibits a large variance reduction and is low-dimensional, yet this is logical
since by construction, the final features should be linearly separable and be in
space of dimension 10.
We then focus on the contraction of the intra-class distances. As a cascade
of non-expansive operators, a deep network is also non-expansive up to a mul-
tiplicative constant. In particular, the intra-class distances should be smaller.
We should observe a progressive reduction of the volume of the space, yet does
it occur class per class as well? Under this hypothesis, in a similar fashion as
[39], we study the average intra-class distances. As a normalization, the features
X¯jtrain at depth j are standardized over the dataset. On CIFAR10 (where each
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Figure 5.2.1: Cumulated variances of the principal component of a given class at
diﬀerent depths j, for a network trained on CIFAR10 with K = 32. In general,
one observes a reduction of variance with depth. Best viewed in color.
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of the 10 classes has 5000 samples) we compute an estimation of the average
distances of the intra-class samples of the features X¯jtrain at depth j for the class
c:
1
50002
X
x¯j2X¯jtrain
y(xj)=c
X
x¯0j2X¯jtrain
y(x0j)=c
kx¯j   x¯0jk (5.2.5)
Figure 5.2.2 reports this value for diﬀerent classes c and diﬀerent depths
j. One sees that the intra-class distances do not strictly decrease with depth,
except on the last layer, which must be low-dimensional since the features are,
up to projection, in a space of size 10. This is due to two phenomena: the
normalization procedure whose choice can drastically change the final results
and the averaging. Indeed, let us assume here that kWjk  1, then if x, x˜ are
in the same class,
kxj+1   x˜j+1k  kxj   x˜jk, (5.2.6)
but this does not imply that
kx¯j+1   ¯˜xj+1k  kx¯j   ¯˜xjk, (5.2.7)
since the averaging is a projection and could break the distance inequality.
Those two experiments indicate we need to refine our measurement of con-
traction to explain the progressive and constant improvement of a 1-NN, that
we will demonstrate in the next Section 5.2. Specifically, one should estimate
the local intrinsic dimension: this is not possible since we do not have enough
available samples in each neighborhood [28].
5.2.2 Progressive separation
Brutal contraction via a linear projection of the space would not preserve the
distances between diﬀerent classes. Yet, with a cascade of linear and non linear
operators, it would be possible to progressively contract the space without losing
in discriminability [72]. Several works [122, 79] reported that linear separability
of deep features increases with depth. It might (but this is not the only solution)
indicate that intra-class variabilities are progressively linearized [71], until the
last layer, such that a final linear projector can build invariants. Following this
approach, we start by applying a Gaussian SVM at each depth j, which is a
discriminative locally linear classifier, with a fixed bandwidth. Indeed, observe
here that the case of an infinite bandwidth corresponds to a linear SVM. We
train it on the standardized features X¯jtrain corresponding to the training set at
depth j and test it on X¯jtest, via a Gaussian SVM with bandwidth equal to the
average l2-norm of the points of the training set. We only cross-validate once
the regularization parameter at one layer and then kept the parameters of the
SVM constant. Figure 5.2.3 reports that the accuracy of this classifier increases
at regular step with depth, which confirms the features become more separable.
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Figure 5.2.2: Averaged intra-class distances on CIFAR10, K = 32, at diﬀer-
ent depths j. Diﬀerent colors correspond to diﬀerent classes. The intra-class
distances are globally decreasing with depth. Best viewed in color.
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Figure 5.2.3: Accuracy on CIFAR10 at depth j via a Gaussian SVM and 1-NN.
The size of the network is K = 32 and its accuracy on the testing set is 88.0%.
In fact, we prove this Gaussian SVM acts as a local classifier. A 1 nearest
neighbor (1-NN) classifier is a naive and simple non-parametric classifier for
high-dimensional signals, that simply assigns to a point the class of its closest
neighbor. It can be interpreted as a local classifier with adaptive bandwidth
[18]. It is unbiased, yet it bears a lot of variance. Besides, resampling the data
will aﬀect a lot the classification results. We train a 1-NN on X¯jtrain and test it
on X¯jtest. We denote by x(k) the result of the k-th closest neighbor of a point,
that is distinct of itself. We observe in Figure 5.2.3 that a 1-NN trained on
X¯jtrain and tested on X¯
j
test performs nearly as well as a Gaussian SVM. Besides,
the progression of this classifier is almost linear with respect to the depth. It
means that the representation built by a deep network is in fact progressively
more regular, which explains why the Gaussian SVM accuracy progressively
improves.
5.2.3 Local Support Vectors
Our objective is to quantify at each depth j, the regularity of the representation
constructed by a deep net in order to understand the progressive contraction of
the space. In other words, we need to build a measure of this regularity. The
contraction of the space is global, but we know from below that neighbors are
meaningful: we would like to explain how they separate the diﬀerent classes. We
77
thus introduce a notion of local support vectors. In the case of a SVM, a support
vector corresponds to samples of the training set that delimit diﬀerent classes, by
interpolating a hyperplane between them [27]. It means that a support vectors
permit to avoid the collapsing of the boundary classification [71]. But in our
case, we do not have enough samples to estimate the exact boundaries. Local
support vectors corresponds to support vectors defined by a local neighborhood.
In other words, at depth j, the set of support vectors is defined as
 j = {x¯j , y(x¯(1)j ) 6= y(x¯j)} ⇢ X¯jtrain (5.2.8)
which is the set of nearest neighbors that have a diﬀerent class. In this section
for a finite set X, we denote its cardinality by |X|.
5.2.3.1 Margin separation
In this subsection, we numerically observe a margin between support vectors.
In [105], bounds on the margin are obtained with hypothesis of low dimensional
structures, and this might be restrictive according to the analysis above. A
margin at depth j is defined as:
 j = inf
y(x¯(1)j ) 6=y(x¯j)
kx¯(1)j   x¯jk   0 (5.2.9)
Since our data are in finite number this quantity is always diﬀerent from 0,
but we need to measure if it is significant. We thus compare the distributions
of distances of nearest neighbors belonging to the same class:
Aj = {kx¯(1)j   x¯jk, x¯j 62  j}
and the distributions of the distances between support vectors
Bj = {kx¯(1)j   x¯jk, x¯j 2  j}. (5.2.10)
The features have been normalized by a standardization. Figure 5.2.4 rep-
resents the cumulative distributions of Aj and Bj for diﬀerent depths j. We
recall that a cumulative distribution of a finite set A ⇢ R is defined as:
A(t) = |{x  t, x 2 A}||A| (5.2.11)
. One observes that in a neighborhood of 0, Aj(t) is roughly the translation
of Bj(t) by 0.5. It indicates there is a significant diﬀerence, showing  j is
actually meaningful. Consequently there exists a margin between the spatially
averaged samples of diﬀerent classes, which means by Equation 5.2.2 that this
margin exists between the samples themselves and their orbits by the action of
translations.
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Figure 5.2.4: Cumulative distributions of distances: between a support vector
and its nearest neighbors, e.g. Bj(t) (continuous line), and a point that is not
a support vector and its nearest neighbor, e.g. Aj(t) (dashed line). Diﬀerent
colors correspond to diﬀerent depths. The axis of the magnitude of the distance
is in log scale. At a given depth, one sees there is a significative diﬀerence
between the cumulative distribution, which indicates the existence of a margin.
Best viewed in color.
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5.2.3.2 Complexity of the classification boundary
Estimating a local intrinsic dimension is diﬃcult when few samples per neighbor-
hood are available, but the classes of the neighbors of each layers of the samples
of X¯train are known. In this subsection, we build a measure of the complexity of
the classification boundary based on neighbors. This permits evaluating both
separation and contraction properties. It can be viewed as a weak estimation
of the intrinsic dimension [12], even if the manifold hypothesis might not hold.
We compute an estimate of the eﬃciency of a k-NN to correctly find the label
of a local support vector. To this end, we define by recurrence at depth j and
for a given k 2 N, which is a number of neighbors,  kj via  1j =  j and:
 k+1j =
n
x¯j 2  kj , |{y(x¯(l)j ) 6= y(x¯j), l  k + 1}| >
k
2
o
(5.2.12)
In other words,  kj is the set of points at depth j that are not well-classified
by l-NN using majority vote, for l  k. By construction,  k+1j ⇢  kj which
implies that
| k+1j |  | kj |. (5.2.13)
Since the number of samples is finite, this sequence converges to the number
of samples of the training set that can not be identified by their nearest neigh-
bors. The decay and the amplitude of | kj | is an indicator of the regularity of
the classification boundary. Recall that for a deep network, the 1-NN classifier
has better generalization properties with deeper features. A small value of | kj |
indicates that a few samples are necessary to build the classification boundary
(contraction), and at a given depth j, if | kj | decreases quickly to its constant
value, it means a few neighbors are required to build the decision boundary
(separation).
Figure 5.2.5 indicates that the classification boundary is uniformly more
regular with depth, in term of number of local support vectors and number of
neighbors required to estimate the correct class. This measure has the advantage
of being simple to compute, yet this analysis must be refined in a future work.
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Figure 5.2.5: | kj | for diﬀerent depth j. Diﬀerent depths are represented by
diﬀerent colors. The limit value of | kj | is reached faster by deeper layers, and
the value | kj | globally decrease with depth: the boundary classification is pro-
gressively more regular. Best viewed in color.
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Chapter 6
Hierarchical Attribute CNNs
This chapter introduces some classes of CNNs that organizes the channel axes of
each layer. Indeed, their architectures consist in high-dimensional convolutions
that are performed jointly in space and along multi-dimensional channel axis.
It can be viewed as an incremental work over the roto-translation scattering
presented in Chapter 3, in the following sense: a roto-translation scattering
performs a convolution along the index of the angular and spatial variables
[101], that were created by the first wavelet transform. Following this idea,
CNNs [71, 16, 25] that perform convolutions along each newly created indexes
are built. We refer to these indexes as attributes because they aim to hold
the discriminative information of the representation, and thus non-informative
attributes should be progressively reduced as we explain below.
The variabilities which must be eliminated are mathematically defined as
the group of symmetries of the classification function [71, 38]. It is the group of
transformations (not necessarily linear) which preserves the labels of the clas-
sification problem. Translations are one example of such a symmetry group.
In a vanilla CNN invariants to translations are computed with spatial convolu-
tions, followed by a final averaging. Besides memorizing symmetries, a network
must as well memorizing properties of the samples of a dataset: can those two
mechanisms be unified? Memory means here the ability to encode and restore
properties that are important for classification.
Fully understanding a deep neural network classifier requires specifying its
symmetry group and invariants beyond translations, especially of non-geometrical
nature and without any specific semantic meaning. The Multiscale Hierarchical
CNNs introduced in [71] are a new class of CNNs. A typical Multiscale Hierar-
chical CNNs [71] is a cascade of general convolutions along the symmetry group.
Contrarily to common CNNs introduced by [59] that perform a unspecified sum
of weighted spatial kernels, the spatial kernels are combined through convolu-
tions along the channel indexes. They give explicit information on invariants
by disentangling progressively more signal attributes as the depth increases. It
permits to study the invariances w.r.t. those symmetries, and addresses several
questions: is it possible to organize the memory of the network with high dimen-
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sional translations? If so, what is the nature of those translations? However, its
implementation is complicated because the number of parameters and the size
of the layers grows exponentially with the depth.
To tackle this issue, we introduce and implement a novel class of CNNs,
called Hierarchical Attribute Convolutional Neural Networks (HCNNs), which
is a subset of the generic class Multiscale Hierarchical CNNs described in [71].
We suggest that images variabilities can be then learned and smoothly mapped
into the group of translations of Rd, d 2 N. Smoothly means that the linear
metric preserves locally the property of an image, and that it is almost always
possible to obtain translated representations along the attributes, which should
not be the case in vanilla CNNs.
Our contributions via an experimental study of the trained HCNNs are the
following. First, we discuss CNNs and necessary conditions on their structure in
Subsection 6.1.1, and we relate them to Multiscale Hierarchical CNNs in Sub-
section 6.1.2. Then, we introduce the class of HCNNs in Subsection 6.1.3. Sub-
section 6.2.1 shows that they require a reduced number of parameters compared
to vanilla CNNs to achieve similar performances. Secondly, we give evidence of
an eﬀective memory organization at several layers in Subsection 6.2.2.1. We also
explain in Subsection 6.2.2.2 why this method is not likely to have structured
correctly the memory of the network.
6.1 Architectures descriptions
6.1.1 Deep Convolutional Networks and Group Invariants
A classification problem associates a class y = f(x) to any vector x 2 RN of
N parameters. Deep convolutional networks transforms x into multiple layers
xj of coeﬃcients at depths j, whose dimensions are progressively reduced after
a certain depth [60]. We review general properties of CNNs and motivate the
notion of group of symmetries, which is a key concept of this work.
We adopt diﬀerent notations from the previous sections as we interpret dif-
ferently the layers of a neuron.We shall numerically concentrate on color images
x(u, v) where u = (u1, u2) are the spatial coordinates and 1  v  3 is the index
of a color channel. The input x(u, v) may, however, correspond to any other
type of signals. For sounds, u = u1 is time and v may be the index of audio
channels recorded at diﬀerent spatial locations.
Each layer is an array of signals xj(u, v) where u is the native spatial index
of x, and v is a 1-dimensional channel parameter. A deep convolutional network
iteratively computes:
xj+1 = ⇢Wj+1xj (6.1.1)
with x0 = x. Each Wj+1 computes sums over v of convolutions along u, with
filters of small support, here chosen to be 3. The resolution of xj(u, v) along u is
progressively reduced by a subsampling as j increases until an averaging in the
final output layer. The operator ⇢(z) is a point-wise non-linearity In this work,
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we shall use exponential linear units ELU [23]. It transforms each coeﬃcient z
with bias b into:
⇢(z) =
(
z + b if z    b
ec   1 otherwise (6.1.2)
As the depth increases, the discriminative variations of the initial image x
along u are progressively transferred to the channel index v of xj . At the last
layer xJ , v stands for the class index and u has disappeared. An estimation y˜
of the signal class y = f(x) is computed by applying a soft-max to xJ(v). It
is diﬃcult to understand the meaning of this channel index v whose size and
properties changes with depth. It mixes multiple unknown signal representations
with an arbitrary ordering. Hierarchical Attribute convolution networks will
dress this issue by imposing a high-dimensional hierarchical structure on v,
with an ordering specified by the translation group.
In standard CNN, each xj =  jx is computed with a cascade of convolutions
and non-linearities
 j = ⇢Wj ...⇢W1, (6.1.3)
whose supports along u increase with the depth j. These operators replace x
by the variables xj to estimate the class y = f(x). To avoid errors, this change
of variable must be discriminative, despite the dimensionality reduction, in the
sense that
8(x, x0) 2 R2N j(x) =  j(x0)) f(x) = f(x0). (6.1.4)
This is necessary and suﬃcient to guarantee that there exists a classification
function fj such that
f = fj    j (6.1.5)
and hence
8x 2 RN , fj(xj) = f(x). (6.1.6)
The function f(x) can be characterized by its groups of symmetries. A group
of symmetries of f is by definition a group of operators g that are invertible and
stable w.r.t. composition, which transforms any x into x0 = g.x which belong
to the same class: f(x) = f(g.x). The discriminative property (6.1.4) implies
that:
 j(x) =  j(g.x)) f(x) = f(g.x). (6.1.7)
The property (6.1.4) is thus equivalent to impose that groups of symmetries
of  j are groups of symmetries of f . Learning appropriate changes of variables
can thus be interpreted as learning progressively more symmetries of f , from
the perspective of [71]. The network must be suﬃciently flexible to compute
changes of variables  j whose symmetries approximate the symmetries of f .
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Directions of convolution
Directions of summation
u
v v
u
Figure 6.1.1: We illustrate the diﬀerence between linear operators of vanilla
CNNs (Right) and the convolution of a HCNN (Left)
Deep convolutional networks are cascading convolutions along the spatial
variable u so that  j is covariant to spatial translations. If x is translated along
u then xj =  jx is also translated along u. This covariance implies that for
all v,
P
u xj(u, v) is invariant to translations of x. Next section explains how
to extend this property to higher dimensional attributes with multidimensional
convolutions.
6.1.2 Multiscale Hierarchical Convolutional Neural Net-
works
Multiscale Hierarchical networks are convolutional networks that explicitly struc-
ture the channel dimension via cascade of convolutions along symmetry groups
[71, 16]. The one-dimensional unordered index v of a vanilla CNN is replaced by
an ordered multidimensional vector of attributes v = (v1, ..., vj) and all linear
operators Wj are convolutions over (u, v). We explain their construction and
a specific architecture adapted to an eﬃcient learning procedure. Each layer
xj(u, v) is indexed by a vector of multidimensional parameters v = (v1, ..., vj)
of dimension j. Each vk is an “attribute” of x which is learned to discriminate
classes y = f(x). This word is appropriate as it refers to a strong discriminative
index of the channels: this is in particular true for the final layer of the CNN,
as an attribute corresponds to one class of the classification problem. The op-
erators Wj are defined as multidimensional convolutions along the index space
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(u, v). As previously explained, this covariance to translations implies that, for
0  k  j, the sum: X
vk
xj(u, v0, ..., vj) (6.1.8)
is invariant to translations of previous layers along vk. A convolution of z(u, v)
by a filter w(u, v) of support S is written
z ? w(u, v) =
X
(u0,v0)2S
z(u  u0, v   v0)w(u0, v0). (6.1.9)
Since z(u, v) is defined in a finite domain of (u, v), boundary issues can be
solved by extending z with zeros or as a periodic signal. We use zero-padding
extensions for the next sections, except for the last section, where we use periodic
convolutions. Both cases give similar accuracies. The Figure 6.1.1 highlights
the diﬀerences between the convolutions performed in a vanilla CNN and in a
Multiscale Hierarchical CNN.
The network takes as an input a color image x(u, v0), or any type of multi-
channel signal indexed by v0. The first layer computes a sum of convolutions of
x(u, v0) along u, with filters w1,v0,v1(u)
x1(u, v1) = ⇢
⇣X
v0
x(·, v0) ? w1,v0,v1(u)
⌘
. (6.1.10)
For any j   2, Wj computes convolutions of xj 1(u, v) for v = (v1, ..., vj 1)
with a family of filters {wvj}vj indexed by the new attribute vj :
xj(u, v, vj) = ⇢
⇣
xj 1 ? wvj (u, v)
⌘
. (6.1.11)
As explained in [71], Wj has two roles. First, these convolutions indexed by
vj prepare the discriminability (6.1.4) of the next layer xj+1, despite local or
global summations along (u, v1, ..., vj 1) implemented at this next layer. It thus
propagates discriminative variations of xj 1 from (u, v1, ..., vj 1) into vj .
Second, each convolution with wvj computes local or global invariants by
summations along (u, v1, ..., vj 2), in order to reduce dimensionality. This di-
mensionality reduction is implemented by a subsampling of (u, v) at the output
(6.1.11), which we omitted here for simplicity. Since vk is the index of multidi-
mensional filters, a translation along vk is a shift along an ordered set of multi-
dimensional filters. Again, for any k < j   1, Pvk xj 1(u, v1, ..., vk, ..., vj 1) is
invariant to any such shift.
The final operator WJ computes invariants over u and all attributes vk but
the last one:
xJ(vJ 1) =
X
u,v1,...,vJ 1
xJ 1(u, v1, ..., vJ 1). (6.1.12)
86
The last attribute vJ 1 corresponds to the class index, and its size is the
number of classes. The class y = f(x) is estimated by applying a soft-max
operator on xJ(vJ 1).
Proposition 5. The last layer xJ is invariant to translations of xj(u, v1, ..., vj)
along (u, v1, ..., vj), for any j < J   1.
Proof. Observe that xJ = WJ⇢WJ 1...⇢Wjxj . Each Wk for j < k < J is
a convolution along (u, v0, ..., vj , ..., vk) and hence covariant to translations of
(u, v0, ..., vj). Since ⇢ is a point-wise operator, it is also covariant to translations.
Translating xj along (u, v1, ..., vj) thus translates xJ 1. Since (6.1.12) computes
a sum over these indices, it is invariant to these translations
This proposition proves that the soft-max of xJ approximates the classifica-
tion function:
fJ(xJ) = f(x) (6.1.13)
by an operator which is invariant to translations along the high-dimensional
index (u, v) = (u, v1, ..., vj) 2 Rj+2. Ideally, the change of variable xj thus aims
at mapping the symmetry group of f into a high-dimensional translation group,
which is the translation group Rj . The next Section 6.2 develops the outcomes
of this approach.
However, this requires an important word of caution. A translation of
xj(u, v1, ..., vj) along u corresponds to a translation of x(u, v0) along u. On
the contrary, a translation along the attributes (v1, ..., vj) usually does not cor-
respond to transformations on x. Translations of xj along (v1, ..., vj) form a
group of symmetries of fj but do not define transformations of x and hence do
not correspond to a symmetry group of f . Next sections analyze the properties
of translations along attributes computed numerically.
Let us give examples over images or audio signals x(u) having a single chan-
nel. The first layer (6.1.10) computes convolutions along u:
x1(u, v1) = ⇢(x ? wv1(u))
For audio signals, u is time. This first layer usually computes a wavelet
spectrogram, with wavelet filters wv1 indexed by a log-frequency index v1. A
frequency transposition corresponds to a log-frequency translation x1(u, v1  ⌧)
along v1. If x is a sinusoidal wave then this translation corresponds to a shift
of its frequency and hence to a transformation of x.
However, for more general signals x, there exists no x0 such that ⇢(x0 ?
wv1(u)) = x1(u, v1   ⌧). It is indeed well known that a frequency transposition
does not define an exact signal transformation. Other audio attributes such
as timber are not well-defined transformations on x either although important
attributes to classify sounds.
For images, u = (u1, u2) is a spatial index. If wv1 = w(r 1v1 u) is a rotation
of a filter w(u) by an angle v1 then
87
x(u, v0) ⇢W1 ⇢W2 ⇢W3 ⇢W4 ⇢W5 ⇢W6 ⇢W7 ⇢W8 ⇢W9 ⇢W10 ⇢W11 W12 xJ(vJ 1)
N2 ⇥ 3
x1(u, v1)
N2 ⇥K
x2(u, v1, v2)
N2 ⇥K ⇥K
x3(u, v1, v2, v3)
N2 ⇥ K
4
⇥ K
2
⇥K
x5(u, v3, v4, v5)
N2
4
⇥ K
4
⇥ K
2
⇥K
x9(u, v7, v8, v9)
N2
16
⇥ K
4
⇥ K
2
⇥K
10/100
Figure 6.1.2: Implementation of a hierarchical attribute convolutional network
as a cascade of 5D convolutionsWj . The figure gives the size of the intermediate
layers stored in 5D arrays. Dash dots lines indicate the parametrization of a
layer xj and its dimension. We only represent dimensions when the output has
a diﬀerent size from the input.
x1(u, v1   ⌧) = ⇢(x⌧ ? wv1(r⌧u)) with x⌧ (u) = x(r 1⌧ u). (6.1.14)
However, there exists no x0 such that:
⇢(x0 ? wv1(u)) = x1(u, v1   ⌧)
because of the missing spatial rotation r⌧u. These examples show that trans-
lations xj(u, v1, .., vj) along the attributes (v1, ..., vj) usually do not correspond
to a transformation of x.
6.1.3 Hierarchical Attribute CNNs
We now depict the Hierarchical Attribute Networks and specify its properties
and implementation.
6.1.3.1 5-D Dimensional Architectures
Hierarchical Attribute Network are in a subset of the Multiscale Hierarchi-
cal Networks, with an eﬃcient implementation. Indeed, the convolutions ker-
nels size and layer size grow exponentially with depth, and thus it is neces-
sary to incorporate intermediate projections to avoid this diﬃculty. The lay-
ers are indexed by two-dimensional spatial indices u = (u1, u2) and progres-
sively higher dimensional attributes v = (v1, ..., vj). To avoid computing high-
dimensional vectors and convolutions, we introduce an image classification ar-
chitecture which eliminates the dependency relatively to all attributes but the
last three (vj 2, vj 1, vj), for j > 2. Since u = (u1, u2), all layers are stored in
five dimensional arrays.
The network takes as an input a color image x(u, v0), with three color chan-
nels 1  v0  3 and u = (u1, u2). Applying (6.1.10) and (6.1.11) up to j = 3
computes a five-dimensional layer x3(u, v1, v2, v3). For j > 3, xj is computed
as a linear combination of marginal sums of xj 1 along vj 3. Thus, it does not
depend anymore on vj 3 and can be stored in a five-dimensional array indexed
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by (u, vj 2, vj 1, vj). This is done by convolving xj 1 with a a filter wvj which
does not depend upon vj 3:
wvj (u, vj 3, vj 2, vj 1) = wvj (u, vj 2, vj 1) . (6.1.15)
We indeed verify that this convolution is a linear combination of sums over
vj 3, so xj depends only upon (u, vj 2, vj 1, vj). The convolution is subsampled
by 2sj with sj 2 {0, 1} along u, and a factor 2 along vj 1 and vj :
xj(u, vj 2, vj 1, vj) = xj 1 ? wvj (2
sju, 2vj 2, 2vj 1), (6.1.16)
At depth j, the array of attributes v = (vj 2, vj 1, vj) is of size K/4⇥K/2⇥
K. The parameters K and spatial subsampling factors sj are adjusted with a
trade-oﬀ between computations, memory and classification accuracy. As said
below, the final layer is computed with a sum (6.1.12) over all parameters but
the last one, which corresponds to the class index:
xJ(vJ 1) =
X
u,vJ 3,vJ 2
xJ 1(u, vJ 3, vJ 2, vJ 1). (6.1.17)
6.1.3.2 Filter Factorization for Training
Due to its substantial number of parameters, the optimization of CNN is ill-
conditioned [43]. The work of [49] suggests that a batch normalization permits
to partially solve this problem and permits to remove other regularization tech-
niques such as dropout [107].
Just as in any other CNN, the gradient descent is badly conditioned because
of the large number of parameters [43]. We precondition and regularize the
4 dimensional filters wvj , by normalizing a factorization of these filters. We
factorize wvj (u, vj 3, vj 2, vj 1) into a sum of Q separable filters:
wvj (u, vj 3, vj 2, vj 1) =
QX
q=1
hj,q(u) gvj ,q(vj 2, vj 1) (6.1.18)
and introduce an intermediate normalization before the sum. For   a Dirac, to
highlight that multidimensional convolutions are performed, let us write:
hj,q(u, v) = hj,q(u)  (v) (6.1.19)
and
gvj ,q(u, v) =  (u) gvj ,q(v). (6.1.20)
The batch normalization is applied to xj 1 ?hj,q and subtracts a mean array
mj,q while normalizing by the standard deviations  j,q:
x˜j,q(u, v) =
xj 1 ? hj,q  mj,q
 j,q
. (6.1.21)
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This normalized output is retransformed according to (6.1.16) by a sum over
q and a subsampling:
xj(u, v) = ⇢
⇣ QX
q=1
x˜j,q ? gvj ,q(2
sju, 2v)
⌘
(6.1.22)
The convolution operator Wj is thus subdivided into a first operator Whj
which computes standardized 2D convolutions along u cascaded with W gj which
sums Q 2D convolutions along v. Since the tensor rank of Wj cannot be larger
than 9, using Q   9 does not restrict the rank of the operators Wj . However,
as reported in [51], increasing the value of Q introduces an overparametrization
which regularizes the optimization. Increasing Q from 9 to 16 and then from 16
to 32 brings a substantial improvement.
We also report a modification of our network (denoted by (+) ) which in-
corporates an intermediate non-linearity:
xj(u, v) = ⇢(W
g
j ⇢(W
h
j xj 1)). (6.1.23)
Observe that in this case, xj is still covariant with the actions of the trans-
lations along (u, v), yet the factorization of wvj into (hj,q, gvj ,q) does not hold
anymore. Figure 6.1.2 describes our two model architectures, with layer sizes
that are discussed in the next subsection.
6.2 Expliciting the structuration
This section shows that Hierarchical Attribute Convolution Networks achieve
similar classification accuracies on the CIFAR image dataset as state-of-the-art
architectures, with much fewer parameters. We also investigate the properties
of translations along the attributes vj learned on CIFAR.
6.2.1 Hierarchical Attribute CNNs on CIFAR datasets
6.2.1.1 Performances and Parameters Reduction
Our newly introduced Hierarchical Attribute Convolution Networks (HCNN)
have been tested on CIFAR10 and CIFAR100 image databases. CIFAR10 has
10 classes, while CIFAR100 has 100 classes, which makes it more challenging.
The train and test sets have 50k and 10k colored images of 32⇥32 pixels. Images
are preprocessed via a standardization along the RGB channels. No whitening
is applied as we did not observe any improvement.
Our HCNN is trained in the same way as a classical CNN. We train it by
minimizing a neg-log entropy loss, via SGD with Nesterov momentum 0.9 for 200
epochs. An initial learning rate of 0.25 is chosen while being reduced by a factor
2 every 40 epochs. Each mini-batch is of size 50. The learning is regularized
by a weight decay of 2 10 4 [56]. We incorporate a data augmentation with
random translations of 4 pixels and flips [56].
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Model # Parameters Accuracy
HCNN 0.098M 91.43
HCNN (+) 0.34M 92.50
All-CNN [106] 1.3M 92.75
ResNet-20 [46] 0.27M 91.25
NiN [63] 0.98M 91.20
WRN-student [119] 0.17M 91.23
FitNet [91] 2.5M 91.61
(a) Classification accuracy on CIFAR10 dataset.
Model # Parameters Accuracy
HCNN 0.25M 62.01
HCNN (+) 0.89M 63.19
All-CNN [106] 1.3M 66.29
NiN [63] 0.98M 64.32
FitNet [91] 2.5M 64.96
(b) Classification accuracy on CIFAR100 dataset.
Table 6.1: Classification accuracy on CIFAR datasets, with the number of pa-
rameters of a given architecture.
We evaluate our Hierarchical CNN on CIFAR datasets (Table 6.1) in the
setting explained above. Our network achieves an error of 8.6% on CIFAR-
10, which is comparable to recent architectures. On CIFAR-100 we achieve
an error rate of 38%, which is about 4% worse than the closely related all-
convolutional network baseline, but our architecture has an order of magnitude
fewer parameters.
Classification algorithms using a priori defined representations or represen-
tations computed with unsupervised algorithms have an accuracy which barely
goes above 80% on CIFAR-10, as shown in Chapter 3. On the contrary, super-
vised CNN have an accuracy above 90% as shown by Table 6.1a. This is also the
case for our structured hierarchical network which has an accuracy above 91%.
Improving these results may be done with larger K and Q which could be done
with faster GPU implementation of multidimensional convolutions, although it
is a technical challenge [17].
Our proposed architecture is based on “plain vanilla” CNN architectures to
which we compare our results in Table 6.1. Even though the performance gap
to the best models is substantial, we do perform in the same regime as state-
of-the-art architectures, showing that our HCNN, despite its highly constrained
architecture, manages to capture most important variations in the data. In the
following, we study the properties resulting from the hierarchical structuration
of our network, compared with classical CNN.
The structuration of a Deep neural network aims at reducing the number
of parameters and making them easier to interpret in relation to signal models.
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Reducing the number of parameters means characterizing better the structures
which govern the classification. Let us then count the number of parameters of
our implementation of the HCNN.
The number of free parameters of the original architecture is the number
of parameters of the convolution kernels wvj for 1  vj  K and 2 < j < J ,
although they are factorized into separable filters hj,q(u) and gvj ,q(vj 2, vj 1)
which involve more parameters. The filters wvj have less parameters for j = 2, 3
because they are lower-dimensional convolution kernels.
Parametrization of the HCNN
For CIFAR datasets, a spatial downsampling by 2 along u is applied at depth
j = 4, 8. Figure 6.1.2 describes our two model architectures, omitting batch
normalization and non-linearity for brevity. Each layer has K = 16 outputs
and its total depth is J = 12. In CIFAR-10, for 3 < j < J , each wvj has
a spatial support of size 32 and a support of 7 ⇥ 11 along (vj 2, vj 1). If we
add the 10 filters which output the last layer, the resulting total number of
network parameters is approximately 0.098M. In CIFAR-100, the filters rather
have a support of 11 ⇥ 11 along (vj 2, vj 1) but the last layer has a size 100
which considerable increases the number of parameters which is approximatively
0.25M.
The second implementation (+) introduces a non-linearity ⇢ between each
separable filter, so the overall computations can not be reduced to equivalent
filters wvj . There are Q = 32 spatial filters hj,q(u) of support 3 ⇥ 3 and QK
filters gvj ,q(vj 2, vj 1) of support 7 ⇥ 11. The total number of coeﬃcients re-
quired to parametrize hj,q, gvj ,q is approximatively 0.34M. In CIFAR-100, the
number of parameters becomes 0.89M. The total number of parameters of the
implementation (+) is thus much bigger than the original implementation which
does not add intermediate non-linearities. Next section compares these numbers
of parameters with architectures that have similar numerical performances.
6.2.1.2 Comparison with limited parameters architectures
This section compares our HCNN to other structured architectures and algo-
rithms which reduce the number of parameters of a CNN during, and after
training. We show that Hierarchical Attribute Convolutional Networks involve
less parameters during and after training than other architectures in the litera-
ture.
We review various strategies to reduce the number of parameters of a CNN
and compare them with our Hierarchical Attribute CNN. Several studies show
that one can factorize CNN filters [32, 52] a posteriori. A reduction of pa-
rameters is obtained by computing low-rank factorized approximations of the
filters calculated by a trained CNN. It leads to more eﬃcient computations with
operators defined by fewer parameters. Another strategy to reduce the num-
ber of network weights is to use teacher and student networks [119, 91], which
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optimize a CNN defined by fewer parameters. The student network adapts a
reduced number of parameters for data classification via the teacher network.
A parameter redundancy has also been observed in the final fully connected
layers used by number of neural network architectures, which contain most of
the CNN parameters [22, 66]. This last layer is replaced by a circulant matrix
during the CNN training, with no loss in accuracy, which indicates that last
layer can indeed be structured. Other approaches [51] represent the filters with
few parameters in diﬀerent bases, instead of imposing that they have a small
spatial support. These filters are represented as linear combinations of a given
family of filters, for example, computed with derivatives. This approach jointly
structures the channel and spatial dimensions. Finally, HyperNetworks [44]
permit to drastically reduce the number of parameters used during the training
step, to 0.097M and obtain 91.98% accuracy. However, we do not report them
as 0.97M corresponds to a non-linear number of parameters for the network,
e.g. the parametrization they use is not linear. No other architecture trained
from scratch with this number of parameters obtains a similar performance.
Table 6.1 gives the performance of diﬀerent CNN architectures with their
number of parameters, for the CIFAR10 and CIFAR100 datasets. For Hierar-
chical Attribute networks, the convolution filters are invariant to translations
along u and v which reduces the number of parameters by an important factor
compared to other architectures. All-CNN [106] is an architecture based only
on sums of spatial convolutions and ReLU non-linearities, which has a total of
1.3M parameters, and a similar accuracy to ours. Its architecture is similar to
our hierarchical architecture, but it has much more parameters because filters
are not translation invariant along v. Interestingly, a ResNet [46] has more
parameters and performs similarly whereas it is a more complex architecture,
due to the shortcut connections. WRN-student is a student resnet [119] with
0.2M parameters trained via a teacher using 0.6M parameters and which gets
an accuracy of 93.42% on CIFAR10. FitNet networks [91] also use compression
methods but need at least 2.5M parameters, which is much larger than our net-
work. Our architecture brings an important parameter reduction on CIFAR10
for accuracies around 90% There is also a drastic reduction of parameters on
CIFAR100.
6.2.2 A potential organization of the representation in-
dexes
The principal motivation and investigation of this work was to understand if
the translation along the new attributes is eﬀective. It means that the structure
of the operators should be inherited by the representation. The attributes and
their translation should ideally have a semantic meaning. For example, in the
last layer, an attribute stands for the class.
This was partially achieved, and we suggest solutions to improve it. First,
we explain a method to interpret translations along a new attribute, and finally
we explain the issues of our result.
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Bird 1
τ
Bird 2
τ
Figure 6.2.1: The first images of the first and third rows are the two input image
x. Their invariant attribute array x¯j(vj 1, vj) is shown below for j = J 1, with
high amplitude coeﬃcients appearing as white points. Vertical and horizontal
axes correspond respectively to vj 1 and vj , so translations of vj 1 by ⌧ are
vertical translations. An image x⌧ in a column ⌧ + 1 has an invariant attribute
x¯⌧j which is shown below. It is the closest to x¯j(vj 1   ⌧, vj) in the databases.
6.2.2.1 Interpreting the translation
In this subsection, we try to interpret semantically the notion of translation
along an attribute. In other words, we try to derive if translations along at-
tributes are related to properties of natural images.
The structure of Hierarchical Attribute CNN opens up the possibility of in-
terpreting inner network coeﬃcients, which is usually not possible for CNNs.
A major mathematical challenge is to understand the type of invariants com-
puted by deeper layers of a CNN. Hierarchical networks computes invariants to
translations relatively to learned attributes vj , which are indices of the filters
wvj . One can try to relate the translations of these attributes to modifications
of image properties.
As explained in Section 6.1.2, a translation of xj along vj usually does not
correspond to a well-defined transformation of the input signal x but it pro-
duces a translation of the next layers. Translating xj along vj by ⌧ translates
xj+1(u, vj 1, vj , vj+1) along vj by ⌧ .
To analyze the eﬀect of this translation, we eliminate the variability along
vj 2 and define an invariant attribute array by choosing the central spatial
position u0:
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Figure 6.2.2: The first columns give the input image x, from which we compute
the invariant array x¯j at a depth 3  j  11 which increases with the row. The
next images in the same row are the images x⌧ whose invariant arrays x¯⌧j are the
closest to x¯j translated by 1  ⌧  7, among all other images in the databases.
The value of ⌧ is the column index minus 1.
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x¯j(vj 1, vj) =
X
vj 2
xj(u0, vj 2, vj 1, vj).
We relate this translation to an image in the training dataset by finding the
image x⌧ in the dataset which minimizes:
kx¯j(vj 1   ⌧, vj)  x¯⌧j (vj 1, vj)k2,
if this minimum Euclidean distance is suﬃciently small. To compute accurately
a translation by ⌧ we eliminate the high frequency variations of xj and x⌧j along
vj 1 with a filter which averages consecutive samples, before computing their
translation. The network used in this experiment is implemented with circular
convolutions to avoid border eﬀects, which have nearly the same classification
performance.
Figure 6.2.1 shows the sequence of x⌧ obtained with a translation by ⌧ of x¯j
at depth j = J   1, for two images x in the “bird” class. Since we are close to
the output, we expect that translated images belong to the same class, because
by construction, two signals with a similar averaging will belong to the same
class. This is not the case for the second image of the first "Bird 1". It is a
"car" instead of a "bird". This corresponds to a classification error but observe
that x¯⌧J 1 is quite diﬀerent from x¯J 1 translated. We otherwise observe that in
these final layers, translations of x¯J 1 defines images in the same class.
Figure 6.2.2 gives sequences of translated attribute images x⌧ , computed by
translating x¯j by ⌧ at diﬀerent depth j and for diﬀerent input x. As expected, at
small depth j, translating an attribute vj 1 does not define images in the same
class. These attribute rather correspond to low-level image properties which
depend upon fine scale image properties. However, these low-level properties
can not be identified just by looking at these images. Indeed, the closer images
x⌧ identified in the databases are obtained with a distance over coeﬃcients
which are invariant relatively to all other attributes. These images are thus very
diﬀerent and involve variabilities relatively to all other attributes. To identify
the nature of an attribute vj , a possible approach is to correlate the images x⌧
over a large set of images, while modifying known properties of x.
At deep layers j, translations of x¯j define images xr which have a progres-
sively higher probability to belong to the same class as x. These attributes
transformations correspond to large scale image pattern related to modifica-
tions of the filters wvj 1 . In this case, the attribute indices could be interpreted
as addresses in organized arrays. The translation group would then correspond
to translations of addresses. Understanding better the properties of attributes
at diﬀerent depth is an issue that will be explored in the future.
6.2.2.2 Limitations
Ideally, HCNNs are an easier way to learn symmetries. Surprisingly, we could
not relate those symmetries to geometrical properties of a signal such as rota-
tion. It implies that a reverse engineering to understand the meaning of the
translation is diﬃcult.
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Besides, none of the filters or the intermediary representation were smooth or
with a localized support, w.r.t. the attributes v. It is surprising because it sug-
gests that the network builds an irregular representation, which is inconsistent
with the hypothesis of learning a Lie group of symmetries.
This suggests also that we do not know if there is a memorization phe-
nomenon linked to translations along attributes, or if there is a generalization
thanks to those translations. A large part of the problem is to make apparent
the regularities that the network exploits.
There is an analogy with the work of Coifman [26] on databases. It sug-
gests that, in the case of “questionnaires”, finding regular representations aim at
organizing the “question”, yet as well the “answers” to the questionnaires, simul-
taneously. This is not a natural property. In our work, “questions” correspond
to the architecture whereas “answers” are the set of representation at a given
depth. We organized the “questions”, and we observed it does not imply an
organization of the “answers”. This is surprising, because the “questions” (e.g.
the model) are optimized through the “answers” (e.g. the training set), and this
seems to indicate that we should more precisely incorporate an organization of
the “answers”. In particular, it requires to better understand the nature of the
source of regularity of CNNs: are they indeed parallel transport along group of
variabilities, as suggested by [71]?
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Chapter 7
Conclusion
In this thesis, we have provided some various pipelines for classifications of
images, that permit to elucidate some intriguous properties of deep neural net-
works. We now review the content of each chapter of this thesis.
We conclude that despite not being learned, the Scattering Transform can be
applied to complex image classification with competitive performances. We have
presented applications of the Separable Roto-translation Scattering Transform
followed by SVM classifiers for complex image classification. We demonstrate
that this representation is competitive with unsupervised algorithms. Yet, con-
trary to them, no specific adaptation to a dataset is necessary, and the Scattering
Transform provides theoretically stability properties w.r.t. the roto-translation
group and small deformations.
However, we could not integrate the full aﬃne group. For example, the
scaling transformations are missing. Several explanations can be found: first,
contrary to the Euclidean group, applying a wavelet transform along the scale
is non trivial because few scales are used in practice, and handling the border
eﬀect is diﬃcult. Secondly, the work on the SLE, which is a very localized
descriptor, in Chapter 4 indicates that scale variations might not be important
variations. In [101], scales are linearized via a data augmentation using scales,
which improves by about 5% relative percent the classification accuracies.
Besides, we do not capture color variation. The first layer of a deep network
often incorporates a localized filter that performs a diﬀerence between for ex-
ample the blue and its opposite color, the yellow. It has been suggested in [124]
that this could possibly lead to an improved representation.
Finally, it is not clear if we want to enumerate each image variability since
there can be a lot of them. Instead, similarly to CNNs, we would like to auto-
matically discover them. Yet, contrary to CNNs, we try to find a way to explicit
them (e.g. the work of Chapter 6).
We establish that predefined representations are of interest for deep learning
applications and that learning all the layers from scratch is not necessary to
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obtain a competitive deep network. We improve the Translation Scattering
Transform implementation to scale it on ImageNet2012 via GPUs, and provide a
wide range of results in settings where a limited amount of data is available. We
also introduce the Share Local Encoder, which is a cascade of 1⇥1 convolutions
that encodes non-overlapping patches of the Scattering Transform. While the
localization is a strong constraint, we however were able to obtain competitive
performances with the famous AlexNet [56].
Incorporating the Scattering permits to speed up the computations due to
the learning procedure of CNNs since it acts as an eﬃcient down-sampler. Most
of the computation cost is due to the earlier layers, and it is possible to store
the Scattering representation to obtain a significant speed-up of 20. The storage
requires to buy some SSD to store the Scattering features. Eﬃcient implemen-
tations could be also obtained with FGPA [20] chips.
Finally, the 1 ⇥ 1 layers brings an opportunity to interpret the layer of a
CNN, because the representation is shallower and does not mix up diﬀerent
spatial locations. More structure should be incorporated in those layers or an-
alyzed. Besides, this new image “descriptor” could find diﬀerent applications
than image classification, for example for detection of image matching as SIFT
[65].
We have dissected several CNNs in Chapter 5 and show empirically that they
build a progressively lower dimensional representation. We introduce a simpli-
fied class of CNNs which uses only convolutions and non-linearities and which
involve no other extra-modules, while having a fixed depth and leading to the
state-of-the-art on standard benchmarks. Variations of the hyper-parameters
on the final classification accuracy have been studied, for example increasing
the width of a CNN permits to increase its final accuracy to a similar extent to
stacking more layers.
We however did not explain why the progressive dimensionality reduction
has occurred. For example, investigating linearization phenomena is an im-
portant topic: several works [2, 71, 75] suggest that a deep network linearizes
variabilities. The properties of the representation are a conundrum that will
require to design new mathematical tools [123, 112].
Finally, we show that structure constraints can be incorporated in the con-
volutional operators of deep networks. This structure relies on a notion of sym-
metry of the classification task that has been introduced in [71, 16]. We define
the Hierarchical Attribute CNNs, that are a subclass of Multiscale Hierarchical
CNNs [71], which consist in a deep cascade of high-dimensional convolutions
that we interpret as parallel transports along the symmetries of the classifica-
tion task. This structure reduces drastically the number of parameters, yet,
interpreting those symmetries remains a complex task.
There are at least two limitations in this work: the multi-dimensional con-
volution implementations are slow, and thus it is diﬃcult to scale it on natural
image tasks. Fortunately, more pipelines [17] are dedicated to fast tensor com-
putations. And secondly, it is not clear if the symmetries that we captured are
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related to attributes of image classification. Combining the SLE of the Chapter
4 with high-dimensional convolutions along the channel axis would be an inter-
esting start.
To conclude, CNNs are eﬃcient algorithms to solve complex high-dimensional
tasks and their theoretical properties must be understood because their usage
becomes more prominent in the industry: theoretical guarantees are necessary.
For example, in settings like self-driving cars where the safety of the “driver”
is critical, stability properties must be derived. Furthermore, this thesis sug-
gests that pre-defined features are still of interest. Combined with appropriate
learning methods, they could permit having more theoretical guarantees that
are necessary to engineer better deep models and stable representations.
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Résumé 
 
Cette thèse étudie des propriétés empiriques 
des réseaux de neurones convolutifs profonds, 
et en particulier de la transformée en Scattering. 
En effet, l’analyse théorique de ces derniers est 
difficile et représente jusqu’à ce jour un défi: les 
couches successives de neurones ont la 
capacité de réaliser des opérations complexes, 
dont la nature est encore inconnue, via des 
algorithmes d’apprentissages dont les garanties 
de convergences ne sont pas bien comprises. 
Pourtant, ces réseaux de neurones sont de 
formidables outils pour s’attaquer à une grande 
variété de tâches difficiles telles la classification 
d’images, ou plus simplement effectuer des 
prédictions. La transformée de Scattering est un 
opérateur mathématique, non-linéaire dont les 
spécifications sont inspirées par les réseaux 
convolutifs. Dans ce travail, elle est appliquée 
sur des images naturelles et obtient des 
résultats compétitifs avec les architectures non-
supervisées. En plaçant un réseau de neurones 
convolutifs supervisés à la suite du Scattering, 
on obtient des performances compétitives sur 
ImageNet2012, qui est le plus grand jeux de 
donnée d’images étiquetées accessibles aux 
chercheurs. Cela nécessite d’implémenter un 
algorithme efficace sur carte graphique. Dans 
un second temps, cette thèse s’intéresse aux 
propriétés des couches à différentes 
profondeurs. On montre qu’un phénomène de 
réduction de dimensionnalité progressif à lieu et 
on s’intéresse aux propriétés de classifications 
supervisées lorsqu’on varie des hyper 
paramètres de ces réseaux. Finalement, on 
introduit une nouvelle classe de réseaux 
convolutifs, dont les opérateurs sont structurés 
par des groupes de symétries du problème de 
classification.  
Mots Clés 
Réseaux de neurones profonds, traitement du 
signal, apprentissage, vision par ordinateur 
 
 
Abstract 
 
This thesis studies empirical properties of deep 
convolutional neural networks, and in particular 
the Scattering Transform. Indeed, the 
theoretical analysis of the latter is hard and until 
now remains a challenge: successive layers of 
neurons have the ability to produce complex 
computations, whose nature is still unknown, 
thanks to learning algorithms whose 
convergence guarantees are not well 
understood. However, those neural networks 
are outstanding tools to tackle a wide variety of 
difficult tasks, like image classification or more 
formally statistical prediction. The Scattering 
Transform is a non-linear mathematical operator 
whose properties are inspired by convolutional 
networks. In this work, we apply it to natural 
images, and obtain competitive accuracies with 
unsupervised architectures. Cascading a 
supervised neural networks after the Scattering 
permits to compete on ImageNet2012, which is 
the largest dataset of labeled images available. 
An efficient GPU implementation is provided. 
Then, this thesis focuses on the properties of 
layers of neurons at various depths. We show 
that a progressive dimensionality reduction 
occurs and we study the numerical properties of 
the supervised classification when we vary the 
hyper parameters of the network. Finally, we 
introduce a new class of convolutional 
networks, whose linear operators are structured 
by the symmetry groups of the classification 
task.  
Key Words 
Deep learning, signal processing, machine 
learning, computer vision 
 
 
 
 
 
 
 
