I. INTRODUCTION {#acm20137-sec-0001}
===============

Motion of soft‐tissue targets, such as that of a lung tumor, is one of the main concerns in high‐precision radiation therapy.^(^ [^1^](#acm20137-bib-0001){ref-type="ref"} ^--^ [^3^](#acm20137-bib-0003){ref-type="ref"} ^)^ Cone‐beam digital tomosynthesis (CBDT) is a new approach that was recently proposed for rapid tomographic imaging of soft‐tissue targets in the radiotherapy treatment room.^(^ [^4^](#acm20137-bib-0004){ref-type="ref"} ^--^ [^6^](#acm20137-bib-0006){ref-type="ref"} ^)^ Because it utilizes partial scans (typically in the range 20 -- 60 degrees of gantry arc), CBDT can be thought of as limited‐angle cone‐beam computed tomography (CBCT).^(^ [^7^](#acm20137-bib-0007){ref-type="ref"} ^--^ [^9^](#acm20137-bib-0009){ref-type="ref"} ^)^ The main advantage of CBDT is that it is faster than CBCT, and thus it can potentially be used for image‐guided lung treatment (for example). In a deep inspiration breath hold (DIBH) technique, a CBDT image acquisition can be accomplished during the patient\'s breath hold---for instance, 5 seconds. The CBDT images can then be used to guide the treatment during DIBH. In addition, CBDT can be extended to the time domain (that is, four‐dimensional CBDT) to replace four‐dimensional CBCT^(^ [^10^](#acm20137-bib-0010){ref-type="ref"} ^--^ [^13^](#acm20137-bib-0013){ref-type="ref"} ^)^ for image‐guided respiratory‐gated lung treatment.^(^ [^4^](#acm20137-bib-0004){ref-type="ref"} ^,^ [^14^](#acm20137-bib-0014){ref-type="ref"} ^)^

One of the potential problems in implementing CBDT is the possible artifact caused by image lag and ghosting in the X‐ray detector used. Image lag is a residual signal present in image frames subsequent to the frame in which the residual signal was generated. Ghosting refers to the change of detector pixel sensitivity (to X‐rays) recause of previous exposures of the detector. Image lag and ghosting have been found in both direct‐ and indirect‐conversion flat‐panel imagers (FPIs).^(^ [^15^](#acm20137-bib-0015){ref-type="ref"} ^--^ [^20^](#acm20137-bib-0020){ref-type="ref"} ^)^ Although the exact mechanism of image lag or ghosting depends on the design of the particular system, charge trapping and the release of trapped charge in detector elements are respectively considered to be the main sources of ghosting and image lag in FPIs.^(^ [^15^](#acm20137-bib-0015){ref-type="ref"} ^,^ [^19^](#acm20137-bib-0019){ref-type="ref"} ^)^

The severity of ghosting in FPIs is determined mainly by the total accumulated charge trapped in detector elements; the severity of image lag is determined mainly by the rate of release of previously trapped charge. In general, faster release of previously trapped charge results in less accumulated charge being trapped. Thus, a FPI with severe image lag usually has little ghosting, and vise versa.

The presence of image lag or ghosting as low as approximately 1% can cause significant image artifacts during megavoltage (MV) X‐ray imaging, because the subject contrast for MV X ray is, in general, very low (a few percent, approximately). Most current FPIs used for MV X‐ray imaging are based on indirect conversion, in which image lag instead of ghosting is most significant.^(^ [^15^](#acm20137-bib-0015){ref-type="ref"} ^,^ [^16^](#acm20137-bib-0016){ref-type="ref"} ^)^

Image lag is not necessarily a concern for radiographic imaging of a *static* target (for example, the bony anatomy of a patient) with a *fixed* gantry angle---as in conventional portal imaging.[^(21)^](#acm20137-bib-0021){ref-type="ref"} However, it is a concern for MV‐CBDT, in which *fluoroscopic* imaging is required, given that either the target or the gantry is moving during image acquisition. Previous work in this area has focused on quantifying image lag and ghosting and their effects on image quality.^(^ [^15^](#acm20137-bib-0015){ref-type="ref"} ^--^ [^20^](#acm20137-bib-0020){ref-type="ref"} ^)^ However, little work has been done to correct for the lag and ghosting effects, especially for MV X‐ray imaging.

In the present work, we developed a model to correct for image lag in indirect‐conversion FPIs used in MV‐CBDT. We based this model on measurement and analysis of image lag in an indirect‐conversion FPI at 6 MV. Our results demonstrated that image lag is amenable to correction. In addition, we measured the ghosting effect for indirect‐conversion FPI and found it to be insignificant.

II. MATERIALS AND METHODS {#acm20137-sec-0002}
=========================

A. The indirect‐conversion FPI {#acm20137-sec-0003}
------------------------------

The X‐ray detector used in the present work is an indirect‐conversion FPI (RID 1640: PerkinElmer, Waltham, MA). The active imaging area of the detector is $40 \times 40$ cm^2^ and the total number of pixels is $1024 \times 1024$ with each $400 \times 400$ mm^2^. The detector consists of a Cu plate and phosphor screen (Kodak Lanex fast: Carestream Health, Rochester, NY) coupled to an active readout matrix. The screen is used to convert X‐ray energies into light, which is absorbed by photodiodes integrated into the active‐matrix flat‐panel array and stored as charge on the capacitance of the photodiodes.[^(22)^](#acm20137-bib-0022){ref-type="ref"} The latent charge image is then read out using the active components on the active matrix, switching them using thin film transistors. The detector can be operated continuously with a frame rate ranging from 0.1 fps to 3.5 fps. The range of ambient temperature of operation is 15±C to 35±C.

The FPI was connected to a computer running image acquisition software (HIS version 2.3: PerkinElmer). In practice, two calibration files, one for offset and a second for gain, are established at the beginning of each experiment. The offset image is acquired to account for the dark current of the panel when no radiation is present. The gain correction or bright image is taken with a dose of 1 cGy (dose to water at detector surface) to allow for determination of differences in pixel sensitivity.

B. Lag measurements {#acm20137-sec-0004}
-------------------

During the lag measurements, the detector was placed at a source‐to‐detector distance of 135 cm from the 6‐MV X‐ray source of a linear accelerator (LINAC) with no object between the source and the detector. A radiation field (with a field size of $40 \times 40$ cm^2^ at the detector surface) was first delivered at frame 0, and the signals in subsequent dark frames (no X rays) were measured. These subsequent frames (frames 1, 2, and so on) contain signal attributable only to lag. The amount of lag in the *n*th frame $(L_{n})$ was calculated based on the formula $$L_{n} = \left( \frac{I_{n} - B}{I_{0} - B} \right) \times 100\,,$$

where $I_{n}$ and $I_{0}$ are the mean detector signal over a region of interest containing 1000 pixels in, respectively, the *n*th frame and the 0th frame, and *B* is the dark current determined from the offset images. The image lag was measured as a function of radiation dose (delivered at frame 0) over the range 0 -- 2 cGy and the frame rate. These measurements were repeated four times, and the results were averaged.

C. Lag correction model {#acm20137-sec-0005}
-----------------------

A model was developed to permit calculation of the lag in any frame (see subsection III.B). To demonstrate the effectiveness of the lag correction model, projection images of a moving lead aperture were obtained before and after the lag correction. The lead aperture was placed between the LINAC and the FPI (100 cm from the LINAC and 30 cm from the FPI). The aperture was 4 cm in thickness, with a hole 2.5 cm in diameter in the middle. The aperture was mounted on a high‐precision translation stage and was moved perpendicular to the incident X‐ray beam. Approximately 20 images were acquired at a frame rate of 3.5 fps. The aperture was stationary during the first 7.5 frames and started moving in the second half of the 8th frame. The speed of the aperture was set at 30 cm/s.

Fig. [1](#acm20137-fig-0001){ref-type="fig"} shows the experimental setup for investigating the effect of image lag and its correction in reconstructed CBDT images. A hollow lead cylinder of outer diameter 7 cm and inner diameter 3.7 cm was used. This lead cylinder was placed on a high‐precision rotation stage whose axis of rotation was placed at a distance of 100 cm from the LINAC source and 35 cm from the FPI. All components, including the rotation stage, were computer‐controlled, providing synchrony between X‐ray exposure, object rotation, and FPI readout. The FPI was operated with a maximum frame rate of 3.5 fps.

![Schematic of the cone‐beam digital tomosynthesis (CBDT) setup designed for studying the image lag effect on the reconstructed CBDT image. The object is a hollow lead cylinder. $\text{FPI} = \text{flat}‐\text{panel}\,\text{imager}$.](ACM2-8-137-g001){#acm20137-fig-0001}

This CBDT system was designed to acquire 30 projections (that is, a $\alpha = 15$ degrees[^(14)^](#acm20137-bib-0014){ref-type="ref"}) in less than 15 seconds using the FPI\'s continual image acquisition mode. The rotation motion of the stage was adjusted to be slow enough (2 degrees/s) to minimize motion artifact. Among the 30 resulting projection images, 29 (2 -- 30) were corrected for image lag effects by subtracting the previous projections weighted by the magnitude of image lag in those projections. Because of noise accumulation, the previous projections subtracted were limited to 10 (in fact, the lag signal is insignificant after 10 frames). Finally, after correction, a CBDT reconstruction code based on a filtered backprojection algorithm (Siemens Medical Systems, Concord, CA) used the 30 projections to reconstruct a planar image; the image was then compared to an image obtained without lag correction.

D. Ghosting measurements {#acm20137-sec-0006}
------------------------

In the ghosting experiment, the indirect‐conversion FPI was powered off for 24 hours before each measurement. After re‐application of power, the dark current was allowed to stabilize for 2 hours before the first X‐ray exposure. Offset and gain corrections were made immediately before the ghosting exposure. All measurements were made at 6 MV.

The experimental setup for the ghosting measurements was similar to that used for image lag, except that a computer‐controlled rotation stage was used to place a lead aperture 10 cm in thickness in the X‐ray beam during the ghosting exposure and then to move it out of the beam immediately after the exposure. This setup induced a pixel sensitivity change in the region where the ghosting exposure was delivered. The doses used in the ghosting exposures were in the range 10 -- 2000 cGy.

To measure the pixel sensitivity change (that is, the ghosting effect), the FPI was operated at 3.5 fps, and 20 frames were acquired either immediately or 20 minutes after the ghosting exposure. To estimate the dark signal (including the lag from the ghosting exposure), the first 10 frames were acquired without radiation. The last 10 frames were acquired with radiation (testing) exposures. The detector saturation for all testing exposures (approximately 1 cGy) was 40%. The ghosting effect was then determined as $$g_{n} = \frac{S_{A}}{S_{B}}\,,$$

where $S_{A}$ is the averaged pixel value of the ghost‐induced region A, and $S_{B}$ is the averaged pixel value of the ghost‐free region B in the testing images (after correction of the dark signal in both regions). The measured sensitivity $(g_{n})$ contains no lag from the ghosting exposure, but may contain some lag from the testing exposures. However, the lag attributable to testing exposures is present at about the same magnitude in regions A and B alike. As a result, the effect of the lag on the sensitivity measurement is approximately $L_{1}^{\,\, 2} < 0.01\%$. The sensitivity $(g_{n})$ was measured as a function of ghosting dose.

III. RESULTS AND DISCUSSION {#acm20137-sec-0007}
===========================

A. Image lag {#acm20137-sec-0008}
------------

Fig. [2](#acm20137-fig-0002){ref-type="fig"} shows three sets of lag data as a function of frame number for three different frame times (inversely proportional to the frame rate). At frame times 285 ms and 570 ms, lag is nearly identical, but at a very long frame time (4 s), the lag signal as a function of frame number decays slightly more because of a small dependence of lag on time after exposure. This observation suggests that lag in the *n*th frame depends primarily on the number of frames (reads) and weakly on time since the exposure. Fig. [2](#acm20137-fig-0002){ref-type="fig"} further illustrates that the magnitude of image lag decreases rapidly during the first few frames and then more slowly in subsequent frames.

![Image lag measured at 6 MV as a function of frame number (equation [1](#acm20137-disp-0001){ref-type="disp-formula"}) for three different readout times.](ACM2-8-137-g002){#acm20137-fig-0002}

We also examined image lag as a function of dose to the FPI. In Fig. [3](#acm20137-fig-0003){ref-type="fig"}, lag is plotted as a function of dose expressed by detector saturation for various frames. For all frames, the image lag does not change significantly as a function of detector dose (100% saturation of the detector is reached at a dose of approximately 2 cGy).

![Image lag as a function of dose (expressed by detector saturation) for various frames. The measurements were performed at 6 MV with a frame rate of 284 ms.](ACM2-8-137-g003){#acm20137-fig-0003}

B. Lag correction model {#acm20137-sec-0009}
-----------------------

We found that the measured data can be fitted using the formula $$L_{n} = C_{o} + C_{1}\exp\left( {- \frac{n\tau}{P_{1}}} \right) + C_{2}\exp\left( {- \frac{n\tau}{P_{2}}} \right),$$

where $C_{0},C_{1},\,\text{and}\, C_{2}$ are coefficients that depend weakly on the frame rate, and $P_{1}\,\text{and}\, P_{2}$ are the two decay constants (for rapid decay and slow decay respectively), which depend strongly on the frame rate, but not on the dose to the detector. We note that a similar form was used by Siewerdsen and Jaffray.[^(16)^](#acm20137-bib-0016){ref-type="ref"} Fig. [4](#acm20137-fig-0004){ref-type="fig"} shows the use of equation [3](#acm20137-disp-0003){ref-type="disp-formula"} to produce one theoretical fit to image lag data. Fits were similar for all frame rates. Table [1](#acm20137-tbl-0001){ref-type="table-wrap"} lists the fitted coefficients and parameters for frame times 285 ms and 570 ms.

![Theoretical fit to the lag data measured at frame rate of 570 ms.](ACM2-8-137-g004){#acm20137-fig-0004}

###### 

Values of the fitted coefficients $(C_{0},\, C_{1},\, C_{2})$ and parameters $(P_{1},\, P_{2})$ for two cases: $\tau = 285$ ms and 570 ms

  τ        $C_{0}$                 $C_{1}$                 $C_{2}$                $P_{1}$                $P_{2}$
  -------- ----------------------- ----------------------- ---------------------- ---------------------- ----------------------
  285 ms   $0.02329 \pm 0.00242$   $3.80198 \pm 0.35208$   $0.14333 \pm 0.0079$   $0.43035 \pm 0.0161$   $1.38331 \pm 0.0613$
  570 ms   $0.0242 \pm 0.0013$     $2.919 \pm 0.1647$      $0.3191 \pm 0.0124$    $0.3468 \pm 0.0125$    $2.6817 \pm 0.0969$

During fluoroscopic imaging, the *n*th frame may contain the contribution of lag from all previous frames. Our lag correction model determined "lag‐free" signal in the *n*th frame (that is, the signal if lag were not present) using the equation $$I_{nc} = I_{n} - L_{1}I_{n - 1} - L_{2}I_{n - 2} - L_{3}I_{n - 3}\operatorname{.....}L_{m}I_{n - m} = I_{n} - \sum\limits_{m = 1}^{n}{L_{m}I_{n - m},}$$

in which frame *n* is variously frame 1, frame 2, and so on, and $I_{n}$ is the measured total signal (including lag) in frame *n*. Based on equation [3](#acm20137-disp-0003){ref-type="disp-formula"}, equation [4](#acm20137-disp-0004){ref-type="disp-formula"} can be rewritten as $$I_{nc} = I_{n} - \sum\limits_{m = 1}^{n}I_{n - m}\left( {C_{o} + C_{1}\exp\left( {- \frac{m\tau}{P_{1}}} \right) + C_{2}\exp\left( {- \frac{m\tau}{P_{2}}} \right)} \right) \cdot$$

C. Demonstration of lag correction for projection images {#acm20137-sec-0010}
--------------------------------------------------------

Fig. [5(A)](#acm20137-fig-0005){ref-type="fig"} shows the 7th frame image obtained (immediately before the aperture started to move). Fig. [5(B,C)](#acm20137-fig-0005){ref-type="fig"} shows the image of the 9th frame before and after lag correction. Fig. [6](#acm20137-fig-0006){ref-type="fig"} shows the intensity profiles along a horizontal line through the center of the image before and after lag correction. The intensity profile of the image before lag correction shows a clear lag effect of approximately 2% of the total signal. The corrected image profile shows clear improvement (reduction of lag artifact), with more than 80% of the lag artifact successfully corrected.

![(A) Projection image of a lead aperture immediately before motion (7th frame). (B) Image lag obtained immediately after the lead aperture was moved out of the original location (9th frame). (C) Image after lag correction for the 9th frame.](ACM2-8-137-g005){#acm20137-fig-0005}

![Intensity profiles along a horizontal line through the center of the images from Fig. [5(B,C)](#acm20137-fig-0005){ref-type="fig"}.](ACM2-8-137-g006){#acm20137-fig-0006}

D. Lag correction to CBDT images {#acm20137-sec-0011}
--------------------------------

Fig. [7](#acm20137-fig-0007){ref-type="fig"} shows the intensity profiles of the CBDT reconstructed images (along a horizontal line crossing the center of the air hole, shown at the bottom in Fig. [1](#acm20137-fig-0001){ref-type="fig"}) before and after lag correction. Image contrast can be seen to be slightly improved after lag correction. The object size measured from the intensity profile of the reconstructed image before correction is smaller than the object\'s (hole\'s) real size. This is the result of the lag artifact in each projection image. After lag correction, the size matching to the hole is much improved.

![Intensity profiles of the reconstructed images (along a line crossing the center of the hollow lead cylinder) before and after lag correction. The dotted straight line represents the real size of the object (hole).](ACM2-8-137-g007){#acm20137-fig-0007}

E. Ghosting {#acm20137-sec-0012}
-----------

Fig. [8(a)](#acm20137-fig-0008){ref-type="fig"} shows the sensitivity of the ghost‐exposed region of the FPI, plotted as a function of ghosting exposure at 6 MV. With ghosting doses up to 5 Gy, an increase in sensitivity is evident. Within experimental error, the detector sensitivity is almost constant or decreases slightly with ghosting doses from 5 Gy to 20 Gy.

Fig. [8(b)](#acm20137-fig-0008){ref-type="fig"} shows two sets of sensitivity data plotted as a function of low ghosting exposure dose: one set taken immediately after the ghosting exposure, and the other taken after a 20‐minute pause. The ghosting effect on sensitivity was reduced after a pause of 20 minutes. For this FPI, the pixel sensitivity change induced by ghosting at doses that would be used for clinical imaging (up to 10 cGy) is not significant (approximately 0.1%) as compared with the signal caused by image lag (approximately 1%). To reduce the ghosting effect on CBCT, CBDT, and radiographic images, offset and gain corrections can be made (after each patient is imaged, for example) to renormalize pixel sensitivity values and minimize this effect.

![Change in sensitivity as a function of dose (induced ghost) at 6 MV with (a) high dose, and (b) low dose.](ACM2-8-137-g008){#acm20137-fig-0008}

IV. CONCLUSIONS {#acm20137-sec-0013}
===============

We investigated image lag and ghosting for an indirect‐conversion FPI at 6 MV. We found that, in the FPI, image lag is more significant than ghosting and that it can cause significant artifacts in MV‐CBDT. We developed a model to correct for the image lag. Our results demonstrated that image lag is amenable to correction, and our correction method will be useful for reducing lag artifacts in MV‐CBDT.
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