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El desarrollo de este proyecto consiste en el proceso de conceptualización de 
los diversos temas del área de networking y seguridad los cuales se apreciaron 
durante el semestre educativo, a su vez la aplicación práctica de los mismos 
sobre diversos esquemas topológicos de red para los módulos de CCNP ROUTE 
y CCNA SWITCH en ambientes de simulación lógica.   
 
El objetivo del estudiante es profundizar en el área de telecomunicaciones que 
permita poseer como administrador de red una base práctica para el 
mejoramiento del pensamiento crítico y la capacidad de análisis proactivo sobre 
plataforma de red, el análisis de situaciones conflictivas que permitan al 
estudiante entender el funcionamiento de corta mediana y gran envergadura. 
 




The development of this project consists in the process of conceptualization of 
the various topics of the area of networking and security which were appreciated 
during the educational semester, in turn the practical application of them on 
various network topological schemes for CCNP modules ROUTE and CCNA 
SWITCH in logical simulation environments. 
 
The objective of the student is to deepen in the area of telecommunications that 
allows to have as a network administrator a practical basis for the improvement 
of critical thinking and the ability of proactive analysis on a network platform, the 
analysis of conflict situations that allow the student to understand the operation 
of medium and large size. 
 








El proceso de enrutamiento sobre redes remotas, se encuentran todas las rutas 
posibles para llegar a ellas y luego escogen las mejores rutas (las más rápidas) 
para intercambiar datos entre las mismas. 
Dichos protocolos de enrutamiento dictan cómo los paquetes se transmiten de 
una red remota a otra. 
Claramente, el protocolo de enrutamiento establece las reglas de como un 
enrutador aprende redes remotas y luego las anuncia estas redes a enrutadores 
vecinos dentro del mismo sistema autónomo, estos protocolos son los que 
utilizaremos en los diferentes escenarios planteados para esta actividad; EIGRP, 
u OSPF, entre otros. 
En el primer escenario parte 1, el administrador de la red debe configurar las 
interfaces con las direcciones IPv4 e IPv6 de la topología de red, ajustar el ancho 
de banda a 128kbps sobre cada uno de los enlaces ubicados de los enrutadores, 
ajustando la velocidad del reloj de las conexiones de DCE. 
Cada siguiente punto se debe configurar la familia de direcciones OSPFv3 para 
IPv4 e IPv6 con el identificador de enrutamiento, configurar cada interfaz 
propuesta en las áreas, propagando las rutas de dominio. 
En la 2 parte verificar conectividad de red y control de trayectoria registrando las 
tablas de enrutamiento de cada uno de los routers, acorde con los parámetros 
de configuración y la verificación de comunicación y rutas filtradas 
En el segundo escenario en la primera parte el administrador de la red deberá 
configurar e interconectar entre si cada uno de los dispositivos que forman parte 
del escenario, descripto en apagar las interfaces y asignar un nombre a cada 
switch acorde con el escenario establecido. 
Configurar las troncales y port-channels. 
En la parte 2 debe conectar la red en prueba y las opciones configuradas de las 
VLAN correctas en todos los switches y asignaciones, verificar los EtherChannel 








Una empresa de confecciones posee tres sucursales distribuidas en las ciudades 
de Bogotá, Medellín y  
Bucaramanga, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e  
interconectar entre sí cada uno de los dispositivos que forman parte del 
escenario, acorde con los  
lineamientos establecidos para el direccionamiento IP, protocolos de 
enrutamiento y demás aspectos que  













Parte 1: Configuracion del escenario propuesto  
 
1. Configurar las interfaces con las direcciones IPv4 e IPv6 que se muestran 
en la topología de red. 
  
Paso 1: Aplica comandos 
Router >       
Router >en    Ingreso a modo privilegiado 
Router #conf t   Ingreso a modo configuración 
Router(config)#hostname R1  Asignar nombre al router 
Esta configuración se aplica para todos los router R1-R2-R3. 
 
2. Ajustar el ancho de banda a 128kbps sobre cada uno de los enlaces 
seriales ubicados en R1, R2, y R3 y ajustar la velocidad del reloj de las 
conexiones de DCE según lo apropiado. 
Paso 2: Se debe ingresar a las interfaces seriales de los router R1, R2, R3 y 
utilizar el comando bandwidth y en las interfaces de R1 Serial0/0/0 y de 
R2 Serial0/0/1 en comando clock rate de la siguiente forma: 
R1 >       
R1 >en      Ingreso a modo 
privilegiado 
R1 #conf t      Ingreso a modo 
configuración 
R1 >(config) # interface s0/0/0   configuro interfaz serial 
R1 >(config-if) #clock rate 64000   Ajusto la velocidad reloj 
R1 >(config-if) #bandwidth 128    Ajusto el ancho de banda 









3. En R2 y R3 configurar las familias de direcciones OSPFv3 para IPv4 e 
IPv6. Utilice el identificador de enrutamiento 2.2.2.2 en R2 y 3.3.3.3 en 
R3 para ambas familias de direcciones. 
Paso 3: Se aplica los comandos: 
R2 #conf t     Ingreso a modo configuración 
R2 >(config) #router ospf 10  configuro interfaz serial 
R2 >(config-router) #router-id 2.2.2.2 Identifico el router 
R3 >(config-router) #end 
R3 #conf t     Ingreso a modo configuración 
R3 >(config) #router ospf 10  configuro interfaz serial 
R3 >(config-router) #router-id 3.3.3.3 Identifico el router 
R3 >(config-router) #end 
Se aplica los comandos para R2 y R3 
R2 #conf terminal   Ingreso a modo configuración 
R2 >(config) #router ospf 10  configuro interfaz serial 
R2 >(config-router) #network 192.168.9.0 255.255.255.255 area 0  
  configuro interfaz 
R2 >(config-router) #network 192.168.110.0 255.255.255.0 area 0  
  configuro interfaz 
R2 >(config-router) #end 
4. En R3, configurar la interfaz F0/0 y la conexión serial entre R2 y R3 en 
OSPF área 0. 
Paso 4: Se aplica los comandos 
R3 #conf t     Ingreso a modo configuración 
R3 >(config) #router ospf 10  configuro interfaz serial 
R3 >(config-router) #network 192.168.9.4 255.255.255.255 area 0 
   configuro interfaz 
R3 >(config-router) #network 192.168.3.0 255.255.255.0 area 0  
  configuro interfaz 







5. Configurar el área 1 como un área totalmente Stubby. 
Paso 5: Se aplica los comandos 
R2 #conf t     Ingreso a modo configuración 
R2 >(config) #router ospf 10  configuro interfaz serial 
R2 >(config-router) #area 1 nssa no-summary  
 
R2 >(config-router) #OSPF: area os configured as NSSA already  
  configuro area 
R2 >(config-router) #end 
6. Propagar rutas por defecto de IPv4 y IPv6 en R3 al interior del dominio 
OSPFv3. Nota: Es importante tener en cuenta que una ruta por defecto es 
diferente a la definición de rutas estáticas. 
Paso 6: Se aplica los comandos: 
R3 #conf t     Ingreso a modo configuración 
R3 >(config) #router ospf 10  configuro interfaz serial 
R3 >(config-router) #router-id 3.3.3.3     aplicando dominio 
R3 >(config-router) #network 192.168.3.0 0.0.0.255 area 0 
R3 >(config-router) #network 192.168.9.4 0.0.0.3 area 0 
R3 >(config-router) #exit 
7. Realizar la configuración del protocolo EIGRP para IPv4 como IPv6. 
Configurar la interfaz F0/0 de R1 y la conexión entre R1 y R2 para 
EIGRP con el sistema autónomo 101. Asegúrese de que el resumen 
automático está desactivado. 
Paso 7: Se aplica los comandos 
R1 #conf terminal    Ingreso a modo configuración 
R1 >(config) #ipv6 unicast routing 
R1 >(config) #ipv6 router eigrp 101  configuro protocol EIGRP 
R1 >(config-rtr) #passive-interface GigabitEthernet0/0 
R1 >(config-rtr) #network 192.168.110.0  
R1 >(config-router) #network 192.168.9.0 0.0.0.3  
R1 >(config) #ipv6 router eigrp 101 





R1 >(config) #no sh 
R1 >(config) #passive-interface GigabitEthernet0/0 
R1 >(config-router) #exit 
R1 >(config-router) #end 
R2 #conf terminal    Ingreso a modo configuración 
R2 >(config) #ipv6 unicast routing 
R2 >(config) #ipv6 router eigrp 101  configuro protocol EIGRP 
R2 >(config-rtr) #passive-interface GigabitEthernet0/0 
R2 >(config-router) #network 192.168.9.0 0.0.0.3  
R2 >(config) #ipv6 router eigrp 101 
R2 >(config) #ipv6 router-id 2.2.2.2 
R2 >(config) #no sh 
R2 >(config) #passive-interface GigabitEthernet0/0 
R2 >(config) #passive-interface serial0/0/1 
R2 >(config) #redistribute ospf 1 
R2 >(config) #redistribute connected 
R2 >(config-router) #exit 
R2 >(config-router) #end 
8. Configurar las interfaces pasivas para EIGRP según sea apropiado. 
Paso 8: Se aplica los comandos 
R1 #conf terminal    Ingreso a modo configuración 
R1 >(config) #ipv6 router eigrp 101  configuro protocol EIGRP 
R1 >(config-rtr) #passive-interface GigabitEthernet0/0 
R1 >(config-rtr) #network 192.168.110.0 
R1 >(config-rtr) #network 192.168.9.0 0.0.0.3 
R1 >(config) #ipv6 router eigrp 101 
R1 >(config) #ipv6 router-id 1.1.1.1 
R2 #conf terminal    Ingreso a modo configuración 
R2 >(config) #ipv6 router eigrp 101  configuro protocol EIGRP 
R2 >(config-rtr) #passive-interface GigabitEthernet0/0 
R2 >(config-rtr) #network 192.168.110.0 





R2 >(config) #ipv6 router eigrp 101 
R2 >(config) #ipv6 router-id 2.2.2.2 
 
9. En R2, configurar la redistribución mutua entre OSPF y EIGRP para IPv4    
e IPv6. Asignar métricas apropiadas cuando sea necesario. 
Paso 9: Se aplica los comandos: 
R2 >(config) #router ospf 1 
R2 >(config-router) #router-id 2.2.2.2 
R2 >(config-router) #log-adjacency-changes 
R2 >(config-router) #area 1 stub no-summary 
R2 >(config-router) #redistribute eigrp 101 subnets 
R2 >(config-router) #network 192.168.2.0 0.0.0.255 area 1 
R2 >(config-router) #network 192.168.9.4 0.0.0.3 area 0 
R2 >(config-router) #passive-interface GigabitEthernet0/0 
R2 >(config-router) # network 192.168.9.0 0.0.0.3 
 
10. En R2, configurar la redistribución mutua entre OSPF y EIGRP para IPv4 
e IPv6. Asignar métricas apropiadas cuando sea necesario. 
Paso 10: R2 >(config) #router ospf 1 
R2 >(config-router) #router-id 2.2.2.2 
R2 >(config-router) #log-adjacency-changes 
R2 >(config-router) #area 1 stub no-summary 
R2 >(config-router) #redistribute eigrp 101 subnets 
R2 >(config-router) #network 192.168.2.0 0.0.0.255 area 1 
R2 >(config-router) #network 192.168.9.4 0.0.0.3 area 0 
R2 >(config-router) #passive-interface GigabitEthernet0/0 
R2 >(config-router) #exit 
 
R2 >(config) #ipv6 router eigrp 101 
R2 >(config) #ipv6 router-id 2.2.2.2 
R2 >(config-router) #log-adjacency-changes 





R2 >(config-router) #redistribute eigrp 101 subnets 
R2 >(config-router) #redistribute connected 
R2 >(config) #ipv4 router eigrp 101 
R2 >(config-router) #router-id 2.2.2.2 
R2 >(config-router) #redistribute ospf 1 
R2 >(config-router) #redistribute connected 
R2 >(config-router) #passive-interface GigabitEthernet0/0 
R2 >(config-router) #network 192.168.9.0 0.0.0.3 
R2 >(config-router) #no sh 
R2 >(config-router) #passive-interface GigabitEthernet0/0 
R2 >(config-router) #passive-interface serial0/0/1 
R2 >(config-router) #redistribute connected 
R2 >(config-router) #exit 
 
11. En R2, de hacer publicidad de la ruta 192.168.3.0/24 a R1 mediante una 
lista de distribución y ACL. 
Paso 11: R2 ># conf t 
R2 >(config) #router eigrp 101 
R2 >(config-router) #router-id 2.2.2.2 
R2 >(config-router) #redistribute ospf 1 
R2 >(config-router) #redistribute connected 
R2 >(config-router) #ip access-list standard R3-to-R1 
R2(config-std-nacl)#remark ACL to filter 192.168.3.0/24 













Parte 2: Verificar conectividad de red y control de la trayectoria.  
a. Registrar las tablas de enrutamiento en cada uno de los routers, acorde 
con los parámetros de configuración establecidos en el escenario 
propuesto. 
Paso 1: Se aplica los comandos en los Routing R1-R2-R3: Sh ip route 
R1 >       
R1 >en 
R1 >#sh ipv6 routing 
       
 












b. Verificar comunicación entre routers mediante el comando ping y 
traceroute 
Paso 2: Se aplica los comandos: 
Se aplica el comando ping para los R1, R2, R3 
R1 
R1 >       
R1 >en 
R1 >#Ping 192.168.9.6 
R1 >#Traceroute 192.168.9.6 
 
 
Figura 3. Comando ping y traceroute R1 
 






R2 >#Ping 192.168.110.1 
R2 >#Traceroute 192.168.110.1 
R2 >#Ping 192.168.3.1 
R2 >#Traceroute 192.168.3.1 
 
Figura 4. Comando ping y traceroute R3 
 
R3 >#Ping 192.168.9.1 














Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el  
estudiante será el administrador de la red, el cual deberá configurar e 
interconectar entre sí cada uno de  
los dispositivos que forman parte del escenario, acorde con los lineamientos 
establecidos para el  
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte 
del escenario propuesto. 
 
 
Figura 5. Escenario 2 
 
Parte 1: Configurar la red de acuerdo con las especificaciones.  
a. Apagar todas las interfaces en cada switch.  
Paso 1: Se aplica los comandos: 
Switch>enable 
Switch>#configure terminal 
Switch>(config) # interface rango fastethernet0/1-24 
Switch>(config) #sh 
Switch>(config) #exit 









b. Asignar un nombre a cada switch acorde al escenario establecido.  
Paso 1: Se aplica el comando hostname en cada switch acorde con el escenario 
establecido. 
Paso 2:  
Switch>enable 
Switch>#configure terminal 
Switch>(config) # hostname DLS1 
 
c. Configurar los puertos troncales y Port-channels tal como se muestra en 
el diagrama.  
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 
utilizando LACP. Para DLS1 se utilizará la dirección IP 10.12.12.1/30 y 
para DLS2 utilizará 10.12.12.2/30.  
Paso 1: Se aplica los comandos. 
DLS1>en  
DLS1#conf ter  
DLS1(config)#interface port-channel 12  
DLS1(config-if)#no switchport  
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252  
DLS1(config-if)#exit  
DLS1(config)#interface range fa0/11-12  
DLS1(config-if-range) #no switchport  
DLS1(config-if-range) #channel-group 12 mode active  




DLS2(config)#interface port-channel 12-30  
DLS2(config-if) #no switchport  
DLS2(config-if) #ip address 10.12.12.2 255.255.255.252  
DLS2(config-if) #exit  





DLS2(config-if-range) #no switchport  
DLS2(config-if-range) #channel-group 12 mode active  
DLS2(config-if-range) #exit. 
Paso 2: Para validar el estado del Ethrerchannel usamos el comando: show 
etherchannel summary en cada uno de los swich. 
DLS2>en  












Figura 7. Show etherchannel summary DLS1 
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP. 
 
Paso 1: DLS1#en  
      DLS1#conf term  
      DLS1(config)#int ran fa0/7-8  
      DLS1(config-if-range) #switchport trunk encapsulation dot1q  
      DLS1(config-if-range) #switchport mode trunk  
      DLS1(config-if-range) #channel-group 1 mode active  
     DLS1(config-if-range) #no shutdown 
     ALS1(config)#int ran fa0/7-8  
      ALS1(config-if-range) #switchport trunk encapsulation dot1q  
      ALS1(config-if-range) #switchport mode trunk  
      ALS1(config-if-range) #channel-group 1 mode active  
      ALS1(config-if-range) #no shutdown 
      DLS2(config)#int ran fa0/7-8  
      DLS2(config-if-range) #switchport trunk encapsulation dot1q  
      DLS2(config-if-range) #switchport mode trunk  
      DLS2(config-if-range) #channel-group 2 mode active  
      DLS2(config-if-range) #no shutdown 





      ALS2(config-if-range) #switchport trunk encapsulation dot1q  
      ALS2(config-if-range) #switchport mode trunk  
      ALS2(config-if-range) #channel-group 2 mode active  
      ALS2(config-if-range) #no shutdown 
 
3) Los Port-channels en las interfaces F0/9 y fa0/10 utilizará PAgP.  
Paso 1: DLS1(config)#int ran fa0/9-10  
DLS1(config-if-range) # switchport trunk encapsulation dot1q  
DLS1(config-if-range) # switchport mode trunk  
DLS1(config-if-range) #channel-group 4 mode desirable  
Creating a port-channel interface Port-channel 4  
DLS1(config-if-range) #no shutdown 
Paso 2: DLS1#show etherchannel summary 
 





Paso 3:  
ALS2(config)#int ran fa0/9-10  
ALS2(config-if-range) # switchport trunk encapsulation dot1q  
ALS2(config-if-range) # switchport mode trunk  
ALS2(config-if-range) #channel-group 4 mode desirable  
Creating a port-channel interface Port-channel 4  
ALS2(config-if-range) #no shutdown 
Paso 4: ALS2#show etherchannel summary 
 
 








Paso 5:  
DLS2(config)#int ran fa0/9-10  
DLS2(config-if-range)# switchport trunk encapsulation dot1q  
DLS2(config-if-range)# switchport mode trunk  
DLS2(config-if-range)#channel-group 3 mode desirable  
Creating a port-channel interface Port-channel 3  
DLS2(config-if-range)#no shutdown  
Paso 6: DLS2#show etherchannel summary 
 
 






Paso 7:  
ALS1(config)#int ran fa0/9-10  
ALS1(config-if-range) # switchport trunk encapsulation dot1q  
ALS1(config-if-range) # switchport mode trunk  
ALS1(config-if-range) #channel-group 3 mode desirable 
Creating a port-channel interface Port-channel 3  
ALS1(config-if-range) #no shutdown 
Paso 8: ALS1#show etherchannel summary 
 
 










4) Todos los puertos troncales serán asignados a la VLAN 800 como la VLAN 
nativa.  
Paso 1: Para configurar y asignar a las vlan 800 tenemos: 
DLS1#conf t 
DLS1(config)#interface Po1  
DLS1(config-if) #switchport trunk native vlan 800  
DLS1(config-if) #exit  
DLS1(config)#interface Po4  
DLS1(config-if) #switchport trunk native vlan 800  
DLS1(config-if)#exit 
DLS2(config)#interface Po2  
DLS2(config-if)#switchport trunk native vlan 800  
DLS2(config-if)#exit  
DLS2(config-if)#interface Po3  
DLS2(config-if)#switchport trunk native vlan 800  
DLS2(config-if)#exit 
ALS1(config-if)#interface Po1  
ALS1(config-if)#switchport trunk native vlan 800  
ALS1(config-if)#exit  
ALS1(config)#interface Po3  
ALS1(config-if)#switchport trunk native vlan 800 
ALS2(config)#interface Po2  
ALS2(config-if)#switchport trunk native vlan 800  
ALS2(config-if)#interface Po4  












d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
se configura en modo global  
vpt versión 3 
1) Utilizar el nombre de dominio UNAD con la contraseña cisco123  
Paso 1: Se configuran los comandos: 
DLS1(config)#vtp domain UNAD  
Domain name already set to UNAD.  
DLS1(config)#vtp pass cisco123  
Setting device VLAN database password to cisco123  
DLS1(config)#vtp version 2 
ALS1(config)#vtp domain UNAD   
Domain name already set to UNAD.   
ALS1(config)#vtp pass cisco123   
Setting device VLAN database password to cisco123   
ALS1(config)#vtp version 2 
2) Configurar DLS1 como servidor principal para las VLAN. 
Paso 2: DLS1#conf t 
DLS1(config)#vtp mode server 
DLS1(config)#exit 
DLS1#show vtp status 
 







3) Configurar ALS1 y ALS2 como clientes VTP.  
Paso 3: ALS1(config)#vtp mode client  
Setting device to VTP CLIENT mode 
ALS1(config)#exit 
ALS1#show vtp status 
 
Figura 13. Show vtp status paso 3 
e. Configurar en el servidor principal las siguientes VLAN: 
 






Paso 1: Se configuran comandos 
DLS1#conf t 
DLS1(config)#vlan 800 
DLS1(config-vlan)#name NATIVA  
DLS1(config)#vlan 12 




DLS1(config-vlan)#name VIDEONET  
DLS1(config)#vlan 434 
DLS1(config-vlan)#name ESTACIONAMIENTO  
DLS1(config)#vlan 123 













Figura 14. Show vlan paso 1 
f. En DLS1, suspender la VLAN 434.  
 
       DLS1(config)#vlan 434 
      DLS1(config-vlan) #suspend 
En esta versión no se puede suspender la vlan, por efectos quedara             
habilitada.  
 
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, y 
configurar en DLS2 las mismas VLAN que en DLS1.   
  
DLS1(config)#vtp mode transparent 
DLS1(config)#exit 
 
h. Suspender VLAN 434 en DLS2.  








i. En DLS2, crear VLAN 567 con el nombre de CONTABILIDAD. La VLAN de 
CONTABILIDAD no podrá estar disponible en cualquier otro Switch de la red. 
Paso 1:  
DLS2#conf t 
DLS2(config)#interface port-channel 2 
DLS2(config-if) #switchport trunk allowed vlan except 567 
DLS2(config-if) #exit 
DLS2(config)#interface port-channel 3 
DLS2(config-if) #switchport trunk alloved vlan except 567 
DLS2(config-if) #exit 
DLS1(config)#vlan 567 
DLS1(config-vlan) #name CONTABILIDAD 
DLS1(config)#exit 
j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 800, 1010, 
1111 y 3456 y como raíz secundaria para las VLAN 123 y 234.  
Paso 1:  
DLS1(config)#spanning-tree vlan 1, 12, 434, 800, 101, 111, 345 root 
primary 
DLS1(config)#spanning-tree vlan 123, 234. root secondary 
DLS1(config)#exit 
Paso 2: DLS1#show vlan 
 
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 






DLS2(config)#spanning-tree vlan 1, 12, 434, 800, 101, 111, 345 root 
primary 
DLS2(config)#spanning-tree vlan 123, 234. root secondary 
DLS2(config)#exit 
Paso 1: DLS2#show vlan 
 
l. Configurar todos los puertos como troncales de tal forma que solamente las 
VLAN que se han creado se les permitirá circular a través de estos puertos.  
Paso 1:  
DLS1(config)#interface range fastethernet0/1-24  
DLS1(config)#switchport mode trunk 
DLS2(config)#interface range fastethernet0/1-24  
DLS2(config)#switchport mode trunk 
m. Configurar las siguientes interfaces como puertos de acceso, asignados a las 
VLAN de la siguiente manera: 
Tabla 2. Organización de vlan según el puerto de los Swith: ALS1-2; DLS1-2 
 
 
Paso 1:  
DLS1(config-if)#switchport access vlan 345  
DLS1(config-if)#spanning-tree portfast  
DLS1(config-if)#no shutdown interface fastethernet0/6  
DLS1(config-if)#switchport access vlan 111 
DLS1(config-if)#spanning-tree portfast  
DLS1(config-if)#no shutdown interface fastethernet0/15  
DLS2(config-if)#switchport access vlan 345  
DLS2(config-if)#spanning-tree portfast  
DLS2(config-if)#no shutdown interface fastethernet0/6  





DLS2(config-if)#spanning-tree portfast  
DLS2(config-if)#no shutdown interface fastethernet0/15  
ALS1(config-if)#switchport access vlan 345  
ALS1(config-if)#spanning-tree portfast  
ALS1(config-if)#no shutdown interface fastethernet0/6  
ALS1(config-if)#switchport access vlan 111 
ALS1(config-if)#spanning-tree portfast  
ALS1(config-if)#no shutdown interface fastethernet0/15  
ALS2(config-if)#switchport access vlan 345  
ALS2(config-if)#spanning-tree portfast  
ALS2(config-if)#no shutdown interface fastethernet0/6  
ALS2(config-if)#switchport access vlan 111 
ALS2(config-if)#spanning-tree portfast  
ALS2(config-if)#no shutdown interface fastethernet0/15  
DLS2(config-if)#switchport access vlan 567  
DLS2(config-if)#spanning-tree portfast  


















Parte 2: conectividad de red de prueba y las opciones configuradas.  
 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso   
DLS1# show vlan 
 


































































b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente. 
Comando:  

































c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
Commando: 
DLS1# show spanning-tree 
 
 
























En este proyecto aplicamos el uso de protocolos de enrutamiento dinámico 
donde aprendimos la topología de red usando la cantidad de saltos posibles para 
alcanzar un destino. 
 
Se hace uso de la seguridad VLAN que nos permite la segmentación adecuada 
de una red limitando el acceso de los recursos necesarios logrando aplicar una 
división basada en departamentos, servicios o localidades. 
 
Usando el protocolo VTP para configurar las VLANs nivel 2, es de especial 
cuidado al introducir al Swith ya que un numero de revisión más alto puede 
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