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Introduction
After a short introduction on the biology of chromatin and Epigenetics, especially Polycomb, I am going to
describe our work on a mathematical framework to predict crosstalk between transcription factors and epige-
netic marks. In particular, the first part of the thesis focuses on the application of Epi-MARA, an algorithm to
model relative changes of chromatin levels at different cell stages as a linear function of the expected number
of predicted transcription factor binding sites, to an in-vitro mouse neuronal differentiation system. We in-
vestigate on the genome-wide dynamics of the try-methylation of lysine 27 on histone 3. One of the predicted
transcription factors, REST, is intensively studied and its predicted properties are verified by experiments.
The second part of the thesis describes in detail our frequently used transcription factor binding site prediction
algorithm, called MotEvo, and the algorithm to model relative changes of chromatin or expression levels at
several time points or different tissues as a linear function of the expected number of predicted transcription
factor binding sites. This algorithm comes in two versions and is called MARA when applied to expression
data and Epi-MARA when applied to epigenetic marks.
The discussion will focus on the main findings of my PhD thesis and give an outlook of where future work
could be taken up.
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Part I
Epigenetic Motif Activity Response
Analysis: A Framework to Identify
Epigenome and Transcription Factor
Crosstalk
1

Chapter 1
Introduction
1.1 Introduction
Multi-cellular life, to which we all belong, is possible through the coordination of genetically identical cells,
each performing their specific sets of tasks. Although they share the same genome, life has evolved the ability
to control which genes are active through a series of cell fate decisions, starting at the embryo, called differ-
entiation. These expression patterns, in turn, define the tissues and cellular phenotypes which comprise the
organism. Further more, mechanisms exists which stabilize the expression states of these cells, and which
allow the inheritance of these states from one generation to the next following cell division.
Histone modifications, histone variant composition, nucleosome positioning, proteins that bind directly to
DNA or to histone modifications, higher order chromatin structure, and non-coding RNA [1–5] are several
ways of carrying the (local) chromatin structure and, therefore, using the genome in different ways (field of
Epigenetics, see figure 1.1).
One of the current topics in the field of Epigenetics is how chromatin modifications are targeted to their
sites of action. In our work, we have focused on predicting transcription factors (TFs) that are involved in
recruiting or depleting histone modifications, accompanied by rigorous experimental validation.
1.1.1 Chromatin Modifications and Polycomb
There are a number of chromatin modifications, namely acetylation, methylation, phosphorilation, and ubiq-
uitylation [1]. Even though our approach of identifying key TFs involved in recruitment of chromatin modi-
fications can be applied to any kind of chromatin modifications, our main analysis has focused on the methy-
lation of histones.
Mono-, di-, or tri-methylation of histones can occur either at lysine or arginine residues. In the case of
lysine, the methylation pattern is set by lysine methyltransferases [6]. Its counterpart is a lysine-specific
demethylase (LSD1 enzyme), which can only remove mono- and di-methylation marks [7]. Another class
of a histone demethylase, Jumonji histone demethylase, is likely to contain enzymes that are able to remove
tri-methylation marks [7]. Arginine methylation is mediated by arginine methyltransferases and is removed
by PADI4 [7, 8]. In most cases, the effect of chromatin modifications on gene regulation and the chromoso-
mal structure is unknown. However, ChIP-seq experiments revealed that methylation of lysine 4 on histone 3
(H3K4), H3K36, and H3K79 are mainly found at promoters of active genes, and, therefore, these marks are
thought to be involved in transcription [9].
One of the best studied chromatin modification is tri-methylation of lysine 27 on histone 3 (H3K27me3) in
3
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Figure 1.1: Epigenomes (Adapted from [1]): All cells in an organism have the same genome, but different chromatin
compositions lead to different gene expression profiles and, eventually, different cell shapes and functions. The chro-
matin composition (epigenome) includes histone modifications, histone variants, DNA binding proteins, nucleosome
positioning and more.
4
1.1 Introduction
Figure 1.2: PRC2 (Adapted from [12]): The core of the
PRC2 in drosophila melanogaster consists of four proteins
depicted in red [11]. ESC supports protein-protein interac-
tions with E(Z) and p55. E(Z) contains a SET domain that
posseses histone lysine methylation activity [1]. The pro-
tein p55 interacts with ESC. SU(Z)12 interacts with ESC [3].
The PRC2 complex is highly conserved in invertebrates, ver-
tebrates, and plants [1].
Figure 1.3: PRC1 (Adapted from [12]): The PRC1 complex
in drosophila melanogaster consists of four core proteins de-
picted in blue [14]. First of all, there is the Polycomb protein
(PC). PC possesses a chromodomain that binds to H3K27
and H3K9 [15]. PH contains a SAM domain involved in
protein-protein interactions. These protein-protein interac-
tions could be used by PCR1 to form large nuclear com-
plexes required for silencing [1, 16]. PSC might be a me-
diator of protein-protein interactions [1]. RING is necessary
to maintain ubiquitylated H2A on the inactive X chromo-
some [17, 18].
drosophila melanogaster. H3K27me3 is mediated by Polycomb Group proteins and is involved (amongst
others) in controlling HOX gene activity throughout the development of the fly, long after the initial TFs have
disappeared [1]. This is achieved by remodeling the local chromatin structure and by interfering with RNA
Polymerase II and, thereby, epigenetically - involving a modification in gene expression that is independent
of the DNA sequence of a gene - silencing genes [10, 11]. Two key players are thought to cooperate for
Polycomb silencing, namely Polycomb Repressive Complex 1 (PRC1) and Polycomb Repressive Complex 2
(PRC2) [12] (see figure 1.3). PRC2 has histone methyltransferase activity and, therefore, sets the H3K37me3
mark at regions labeled for silencing beforehand. In a second step, it is assumed that PRC1 binds to the
H3K27me3 mark and, thereby, changes the structure of the chromatin leading to gene repression [1, 13].
While it is often the case that both PRC2 and PRC1 are required for gene silencing, certain genes are targeted
by only one or the other [13].
1.1.2 Recruitment of chromatin modifications and Polycomb
After this short overview on chromatin modifications and their functions, we are going to focus on how these
chromatin modifications, especially Polycomb, are thought to be recruited. For Polycomb, experiments in
drosophila melanogaster showed that PRC2 is targeted by DNA sequences, so called Polycomb response ele-
ments (PREs) [1,12,13]. The length of these PREs vary from a few hundred to several thousand basepairs [1].
A careful examination of the PREs’ sequence composition revealed a handful of DNA binding TFs that seem
to determine PRE function. For instance, the zinc finger protein Pleiohomeotic (PHO), GAGA factor (GAF),
specificity protein 1 (SP1), and a few more [19–22]. Genome-wide studies showed the central role of PHO
in PRE function, whereas the other factors do not seem to be of such importance [3].
In mammals, only a few Polycomb response like elements have been currently defined [23,24]. The main dif-
ficulty is that the binding of PRC1 and PRC2 is spread across many kilobases of mammalian developmental
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genes [25–27], making it very hard to confidently identify PREs. A promising candidate is ying-yang (YY1),
the homologue of drosophilas PHO [28]. However, the overlap of YY1 and PRC2 in, for instance, embryonic
stem cells is not very pronounced [29]. Therefore, YY1 is unlikely to be one of the main Polycomb recruiters.
Another approach has been to perform ChIP experiments followed by deep sequencing (ChIP-seq) to track
down the genome-wide occupancy PRC1 and PRC2. Surprisingly, PRC2 almost always overlaps with CpG
islands or CpG enriched regions. This suggests that CG-binding proteins are involved in Polycomb recruit-
ment. However, no sequence elements have as of yet been identified [27]. There are other examples of how
chromatin modifications, especially H3K27, are recruited. By studying models for epigenetic silencing like
the inactivation of the X-chromosome and the HOX gene clusters, long non-coding RNAs and H3K27 can
be found. For HOTAIR, a 2.2kbs long non-coding RNA involved in tri-methylation of the HOXD locus [30],
an interaction with a PRC2 unit has experimentally been determined. Therefore, it is hypothesized that the
Polycomb complex can also be recruited by RNA motifs [31].
1.1.3 Epi-MARA
To elaborate on the idea that chromatin modifications are at least partially recruited by TFs, we have devel-
oped a systematic computational approach, called Epi-MARA, using genome-wide chromatin modification
measurements to identify key TFs ab initio. Our approach builds on the Motif Activity Response Analysis
(MARA) that was developed previously [32].
The main idea is to use measurements of a given chromatin mark at different conditions or time-points as an
input and model their dynamic as a linear function of predicted transcription factor binding sites (TFBSs) in
regulatory regions genome-wide:
Mpt = noise+ cp +
∑
m
NpmAmt, (1.1)
where cp is the basal level of the chromatin mark at region p,Mpt is the chromatin modification at region p
at time t, Npm is the expected number of binding sites at this region p for motif m, and Amt is the inferred
recruitment or depletion activity of motif m at time t. Whenever EpiMARA infers a highly positive activity
Amt, this predicts that the binding TF recruits the chromatin mark, whereas a highly negative Amt implies
that the binding TF inhibits deposition of the mark. It is worth mentioning that the term cp gives rise to
a row normalization of the matrix Mpt, so at the end of the day, we model the dynamics of the chromatin
modifications in terms of predicted TFBSs.
While the chromatin marks can ’easily’ be measured using generally accepted experimental techniques like
ChIP-chip and ChIP-seq, obtaining TFBSs for all known TFs for a set of regulatory regions is much a bigger
challenge. Obviously, performing a ChIP-seq measurement for each TF and each condition or time point is
not (yet) an option. Thus, instead of experimentally measuring the binding sites of the different factors, we
computationally predict them. There are number of ways how this can be done. In our case, we inferred a
set of ≈ 200 positional weight matrices (WMs) from experimentally validated binding sites. Each WM rep-
resents a DNA binding pattern (motif) for one or several TFs. Then, for all regulatory regions of interest, for
instance all promoters, we constructed multiply-aligned regions. Finally, we run the MotEvo [33] algorithm
that takes as input a WM and multiply-aligned regions and calculates for each promoter p and each motifm
the expected number of TFBSs. We then summarize all the information in a matrix Npm. Using standard
numerical procedures (for instance singular value decomposition), and a Gaussian noise term, the resulting
system of equations can now be solved to infer the recruitment or depletion activity for each of the TFs (for
more details see chapter 4).
A collaboration with Dirk Schu¨beler’s lab led to the first biological application of Epi-MARA. Having an in
vitro neuronal differentiation system at hand, in which mouse embryonic stem (ES) cells differentiate through
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a neural progenitor (NP) stage into terminally differentiated neurons (TN), we first focused on the chromatin
dynamics of the repressive chromatin modification H3K27me3 at promoters. Our initial Epi-MARA analysis
predicted the TF REST as a key factor that recruits H3K27me3 from the ES to the NP stage. At that time,
REST was known to repress neuronal genes in non-neuronal tissues [34], but no association with Polycomb
was known.
Next, we identified all regions in the genome that are clearly enriched in H3K27me3. By looking at the
CpG content of these H3K27me3 clusters, we could divide them into high-CpG (≈ 7700) and low-CpG
(≈ 10500) H3K27me3 clusters. Using ChIP-seq binding data for REST in ES and NP allowed us to identify
each H3K27me3 cluster as a REST target or as a non-target. ChIP-seq for TN was not performed because
REST is not expressed at that stage. It is worth mentioning that most of the H3K27me3 clusters that lie within
2kb from a known transcription start site (TSS) belong to the high-CpG class. Finally, running Epi-MARA
on all H3K27me3 clusters revealed some striking differences between CpG-high and CpG-low H3K27me3
REST targets: high-CpG REST targets seem to gain H3K27me3 from ES to NP, whereas low-CpG REST
targets seem to lose H3K27me3 from ES to NP (see figure 2.3b in chapter 2). Looking at the overall fold-
change distribution of the H3K27me3 levels across the three times points ES, NP, and TN, we realized this
different behavior of CpG-high and CpG-low H3K27me3 regions occurs to all H3K27me3 enriched regions,
though less marked than at the REST targets (see figure 2.3c, d in chapter 2).
The recruitment of H3K27me3 by REST at high-CpG regions and the depletion of H3K27me3 by REST at
low-CpG regions at the NP stage was validated in two independent ways: First, by comparing H3K27me3
levels between wild-type and REST ko cells clearly showed that in NP high-CpG REST targets have more
H3K27me3 in the wild-type. On the other hand, low-CpG REST targets clearly have less H3K27me3 in the
wild-type. For both high-CpG and low-CpG REST targets, the difference in ES is much smaller (see figure
2.4b in chapter 2). Second, the fold-change plots mentioned before clearly show what Epi-MARA predicted.
In the case of the high-CpG regions, we even had a third experimental validation. By inserting promoter
fragments containing wild-type or mutated REST binding sites into H3K27me3 free regions in the mouse
genome, we could show that the REST binding site is indeed necessary to recruit H3K27me3.
Together our results firmly establish REST as an important recruiter of Polycomb repression during early
neurogenesis.
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Chapter 2
Modeling of epigenome dynamics
identifies transcription factors that
mediate Polycomb targeting
Phil Arnold1, Anne Scho¨ler1, Mikhail Pachkov, Piotr Balwierz, Helle Jorgensen, Michael B. Stadler, Erik
van Nimwegen2, and Dirk Schu¨beler2
1: equal contributions
2: corresponding authors
published in Genome Research, July 9, 2012
While changes in chromatin are integral to transcriptional reprogramming during cellular differ-
entiation, it is currently unclear how chromatin modifications are targeted to specific loci. To
systematically identify transcription factors (TFs) that can direct chromatin changes during cell
fate decisions, we model the genome-wide dynamics of chromatin marks in terms of computa-
tionally predicted TF binding sites. By applying this computational approach to a time course
of Polycomb-mediated H3K27me3 marks during neuronal differentiation of murine stem cells,
we identify several motifs that likely regulate dynamics of this chromatin mark. Among these,
the motifs bound by REST and by the SNAIL family of TFs are predicted to transiently recruit
H3K27me3 in neuronal progenitors. We validate these predictions experimentally and show that
absence of REST indeed causes loss of H3K27me3 at target promoters in trans, specifically at
the neuronal progenitor state. Moreover, using targeted transgenic insertion, we show that pro-
moter fragments containing REST or SNAIL binding sites are sufficient to recruit H3K27me3
in cis, while deletion of these sites results in loss of H3K27me3. These findings illustrate that
the occurrence of TF binding sites can determine chromatin dynamics. Local determination of
Polycomb activity by Rest and Snail motifs exemplifies such TF based regulation of chromatin.
Furthermore, our results show that key TFs can be identified ab initio through computational
modeling of epigenome datasets using a modeling approach that we make readily accessible.
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2.1 Introduction
Cellular differentiation entails organized changes in gene expression. Pluripotent stem cells that commit to
a somatic fate have to stably repress pluripotency genes and activate lineage specific genes in a temporally
correct fashion. This regulation is coordinated by TFs in concert with dynamic changes in local chromatin
organization of the DNA template. These changes have recently been documented in genome-wide analyses
of histone modifications and DNA methylation (Mikkelsen et al. 2007; Meissner et al. 2008; Mohn et al.
2008; Zhou et al. 2011). Together with genetic studies epigenome maps have helped to establish the rel-
evance of differentiation specific reprogramming of chromatin. While several large international efforts to
gather epigenome data have been launched (Satterlee et al. 2010; Abbott 2011), only limited tools exist to
determine the regulatory circuitry that guides chromatin dynamics.
Chromatin modifications can act upstream of TF activity by inhibiting or enhancing their ability to bind their
cognate sites in the DNA (Barrera and Ren 2006; Kouzarides 2007). In turn, TFs can also act upstream of
chromatin modifications by recruiting chromatin modifying enzymes, that modify the epigenome (Chan and
La Thangue 2001; Lee et al. 2005). It is this latter mechanism that we wish to investigate here in a systematic
manner. Since mammalian genomes encode an estimated 1500-2000 TFs (Vaquerizas et al. 2009), a compre-
hensive experimental investigation of all TFs is precluded, and other strategies are thus required to identify
candidate TFs that are involved in particular aspects of chromatin regulation. To address this need, we adapted
our recently published MARA (motif activity response analysis) approach, which models gene expression dy-
namics in terms of predicted transcription factor binding sites (TFBS) (Suzuki et al. 2009), to instead model
genome-wide measured chromatin dynamics. The resulting Epi-MARA (Epigenome-motif activity response
analysis) provides an analytical approach to identify TFs associated with chromatin reorganization ab initio,
which we have made directly accessible through a web server (http://ismara.unibas.ch).
Here we use this approach to identify TFs that are involved in dynamic changes of a chromatin modification
set by the Polycomb system, arguably the most relevant gene repression system during development (Schuet-
tengruber and Cavalli 2009; Simon and Kingston 2009; Beisel and Paro 2011; Margueron and Reinberg
2011). A central component of Polycomb-mediated silencing is trimethylation of lysine 27 on histone H3
(H3K27me3), which is set by the Polycomb repressive complex 2 (PRC2). The protein enhancer of Zeste
homologue 2 (EZH2) catalyses the methylation of H3K27 as part of PRC2 (Czermin et al. 2002; Muller et
al. 2002) and it is required for differentiation and reprogramming (O’Carroll et al. 2001; Pereira et al. 2010).
Target genes include important developmental regulators in mouse embryonic stem (ES) cells (Boyer et al.
2006) and are in part cell-type specific (Bracken et al. 2006; Mikkelsen et al. 2007; Mohn et al. 2008).
Although DNA binding factors with limited sequence specificity have been implicated in targeting of the
Polycomb system in flies (Ringrose and Paro 2007; Schwartz and Pirrotta 2008), the question of how Poly-
comb targets are specified remains currently unresolved, especially in vertebrates (Simon and Kingston 2009;
Beisel and Paro 2011). We applied Epi-MARA on three developmental time points, where we measured the
H3K27me3 chromatin mark during in vitro neurogenesis starting from murine stem cells (Mohn et al. 2008)
resulting in a number of putative TFs involved in regulating different aspects of this chromatin reorganization.
Among the top predictions were that binding sites for the SNAIL family of TFs and for sites of the TF RE-1
silencing transcription factor (REST) are associated with a transient increase in H3K27me3 at promoters in
neuronal progenitors. We experimentally validate the role of REST using genome-wide mapping of REST
binding and H3K27me3 levels in both wild type and REST-knockout cells. Furthermore, using transgenic
constructs we show that promoter fragments containing REST or SNAIL binding sites are sufficient to recruit
H3K27me3 while fragments in which these sites are deleted show reduced H3K27me3 levels. These results
provide clear examples in vertebrates of TFs that locally influences Polycomb activity and, more generally,
illustrate that TFs with regulatory function for epigenome reprogramming can be identified ab initio using
computational modeling.
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2.2.1 Predicting mediators of chromatin changes using Epi-MARA
Comprehensive mapping of promoter regions (Harbers and Carninci 2005; de Hoon and Hayashizaki 2008;
Balwierz et al. 2009) combined with comparative genomic prediction of TFBSs (van Nimwegen 2007) for
known TF binding motifs (Wasserman and Sandelin 2004) have enabled researchers to study to what extent
local occurrence of TFBSs can explain patterns of gene expression (Beer and Tavazoie 2004; Gao et al. 2004;
Das et al. 2006; Suzuki et al. 2009). Here, we ask to what extent dynamic changes in chromatin can be
explained by local TFBS occurrence and aim to identify the TFs that are involved in modulating chromatin
locally.
To address this question systematically, we adapted our recently developed Motif Activity Response Analysis
(MARA) (Suzuki et al. 2009), which models mRNA expression dynamics in terms of predicted TFBSs, to
model genome-wide patterns of epigenetic marks, and termed this approach Epi-MARA (Fig. 1). Concretely,
ifMps quantifies the amount of a particular epigenetic markM at promoter p in sample s, and Npm denotes
the total number of predicted binding sites for regulatory motif m in promoter p, then we assume a linear
model of the following form:
Mps = noise+
∑
m
NpmAms, (2.1)
where cp is the basal level of the chromatin mark at promoter p, and Ams is the unknown activity of motifm
in sample s, which is inferred by Epi-MARA (see Methods). Abstractly speaking, the activityAms quantifies
how much each occurrence of motif m contributes to the level of epigenetic mark M in sample s. One
can think of Ams as reflecting the occupancy of TF binding to sites of motif m and the resulting effect on
chromatin markM . Thus, whenever Epi-MARA infers a highly positive activity Ams, this predicts that the
binding TF recruits the chromatin mark at stage s, whereas a highly negative Ams implies that the binding
TF inhibits deposition of the mark at stage s.
Notably, it is not the aim of Epi-MARA to provide accurate fits of epigenetic profiles at individual promoters.
Since the actual levels of a chromatin mark at any promoter are likely a complex function of many variables
acting both in cis and in trans the simple linear model of equation (1) typically captures only part of the
variance in epigenetic mark levels. Importantly, however, the motif activities are inferred from the combined
statistics of the hundreds to thousands of promoters that contain a given motif. Thus, the linear model applied
by Epi-MARA effectively averages out the complications at individual promoters, and the remaining signal
provides a robust statistical average activity for each motif, enabling reliable prediction of the TFs involved
in chromatin mark dynamics. To allow easy application of this method, we have made automated Epi-MARA
analysis available online (http://ismara.unibas.ch).
As a biological model of dynamic changes of transcriptome and epigenome we used a well-characterized
mouse differentiation system, which progresses from embryonic stem (ES) cells to terminal neurons (TN)
through a defined neuronal progenitor state (NP) (Bibel et al. 2004; Plachta et al. 2004; Bibel et al. 2007).
We set out to identify the possible role of TFs in cell-type specific targeting of Polycomb-mediated H3K27
methylation in this system and applied Epi-MARA to our dataset of H3K27me3 at promoters in the ES, NP
and TN stages (Mohn et al. 2008). The general approach is shown in Figure 1 together with the predicted
activities of the nine motifs that contributed most to explaining the genome-wide H3K27me3 dynamics at
promoters. Five of these nine, i.e. Sp1, Snail, Zeb1, Rest, and Arnt/Ahr, show a pattern in which there is a
strong transient increase in motif activity at the NP stage. That is, Epi-MARA predicts the TFs binding these
motifs to be involved in the recruitment of H3K27me3 going from the ES to NP stage. Of these candidate
TFs we chose REST as a target for in-depth experimental validation as it is the only one of these motifs that
is likely bound by a single TF and thus highly suitable for functional testing by genetic deletion. In contrast,
Snail, Zeb1, and Sp1 motifs can each be recognized by multiple TFs (Postigo and Dean 2000; Bouwman and
Philipsen 2002; Nieto 2002).
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Figure 2.1: Epi-MARAs approach to predicting transcription factor activities that explain dynamics in H3K27me3 levels
during neuronal differentiation: Transcription factor binding sites were predicted in proximal promoters genome-wide,
using a Bayesian method that explicitly models binding site evolution. Epi-MARAmodels measured chromatin dynamics
in terms of predicted TFBSs. Mps quantifies the amount of a particular epigenetic mark M at promoter p in sample s,
Npm denotes the total number of predicted binding sites for regulatory motifm in promoter p, cp indicates the basal level
of the mark at promoter p and Ams is the unknown activity of motif m in sample s. Depicted are the normalized activity
profiles of the top nine motifs (green lines, with standard errors indicated) with their respective z-values. The three time
points correspond to the embryonic stem cell (ES), neuronal progenitor (NP), and terminal neuron (TN) stage. Sequence
logos of each of the motifs and the transcription factors thought to bind to them are shown as insets.
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To compare the activity of TFs in regulating chromatin dynamics with their activities regulating expression
we also analyzed transcriptome data of the three consecutive stages using the MARA method (Suzuki et
al. 2009). One of the motifs that, according to the MARA analysis, most significantly regulates expression
changes is the E2F motif (Supplementary Fig. 1). Its inferred transcriptional activity is highly positive in the
ES and NP stages where cells are proliferating, while it strongly decreases at the TN stage where cells are
post-mitotic and have exited the cell cycle. This is consistent with the known function of the E2F family of
cell-cycle regulators that bind to this motif (Tao et al. 1997). In contrast Epi-MARA predicts no significant
activity on H3K27me3 dynamics for the E2F motif.
Interestingly, the TF REST is also inferred to have an important role in driving expression changes, and its
activity profile is consistent with its known role as a repressor of neuronal genes in non-neuronal tissues
(Schoenherr and Anderson 1995). That is, REST target genes become active at the TN stage where REST
itself is downregulated (Supplementary Fig. 2a). However, the activity profile of REST directing expression
changes (Supplementary Fig. 1) is clearly distinct from its activity profile directing H3K27me3 (Fig. 1),
suggesting that RESTs effects on transcription levels are at least partially independent from its effects on
H3K27me3 levels. Notably, we find that predicted REST sites have higher than average H3K27me3 levels at
all three time points in line with previous observation in individual cell states (Zheng et al. 2009; Liu et al.
2010) (Supplementary Table 1). We note that two recent studies, which appeared well past our decision to
functionally validate the role of REST, reported biochemical interaction between REST and members of the
Polycomb group (Ren and Kerppola 2011; Dietrich et al. 2012). However, these observations of a general
co-occurrence of REST and Polycomb do not predict the cell-type specific activity for REST, which depends
on the analysis of dynamic changes in H3K27me3 levels across the time course.
2.2.2 Experimentally determined REST binding sites support the computational pre-
diction
To ask whether Epi-MARAs activity prediction, which is based on computationally predicted REST sites, is
confirmed by REST binding sites that are indeed occupied by the factor, we mapped REST binding at the ES
and NP stages. We carried out chromatin immunoprecipitation (ChIP) of REST bound DNA and subjected the
precipitated DNA to high throughput sequencing (ChIP-seq). Peak finding was done on pooled replicates and
revealed 1599 REST binding peaks in ES cells and 1035 in progenitors. Identified binding sites show a large
overlap to those previously reported (Supplementary Fig. 3 and (Johnson et al. 2008)). The reduced number
of peaks in progenitors likely reflects the fact that REST protein levels decrease during neuronal differentia-
tion (Supplementary Fig. 2a). In agreement with this hypothesis 97% of the peaks present in progenitors are
also present in stem cells. The majority of REST peaks contain a predicted binding site (Supplementary Table
2) and the number of predicted sites and the amount of binding as assayed by ChIP-seq correlate positively
(r = 0.48, pvalue 2.9 · 1053). Furthermore, REST binding occurs preferentially in proximity to transcription
start sites (TSS) (Supplementary Fig. 2b) and we classified genes with REST binding within ±2kb of the
TSS as potentially regulated by this factor (Supplementary Fig. 2c). Mammalian promoters separate into two
classes associated with either high or low density of CpG dinucleotides (Bird 1986; Carninci et al. 2006;
Balwierz et al. 2009), and we observe that REST predominantly targets high-CpG promoters (Supplemen-
tary Table 3). Interestingly, promoter proximal REST binding sites show a distinct positioning immediately
downstream of TSS (Sun et al. 2005; Zhang et al. 2006), which we also observe for both predicted and
measured REST binding (Fig. 2a). While there is general agreement between predicted and measured REST
binding, not all predicted promoter sites are occupied and some of the promoter proximal REST peaks lay
just outside the regions covered by the computational predictions. We therefore asked whether Epi-MARA
predicts different activities for REST if we replace the computationally predicted REST sites with the actual
binding data (see Methods). This analysis resulted in a strikingly identical activity profile for REST, but with
much larger significance as the z-value almost doubled (Fig. 2b). These results not only support the REST
activity profile inferred using the TFBS predictions but also illustrate how actual in vivo binding data can be
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Figure 2.2: Analysis of REST binding data supports computational predictions: a) Frequency of predicted (green line)
and measured (blue line) binding sites around transcription start sites. b) REST activity profiles calculated by Epi- MARA
are similar when using either computationally predicted (green line) or measured REST binding sites (blue line). The
prediction has higher significance when using the measured sites as indicated by the higher z-value (i.e. higher variance
in activity relative to the error-bars).
incorporated, which, in this case, increased the accuracy of Epi-MARA’s inference.
2.2.3 REST binding is associated with H3K27me3 dynamics genome-wide
Next, we assessed H3K27me3 dynamics beyond promoter regions by performing ChIP-seq at the three dif-
ferentiation stages and determined all genomic regions that were enriched for H3K27me3 in at least one of
the cellular states (see Methods). First, we noted that H3K27me3 levels peak immediately downstream of the
TSS very similar to the binding pattern of REST (Supplementary Fig. 4a). Moreover, H3K27me3 levels peak
around REST binding sites suggesting that the TF and chromatin mark co-localize (Supplementary Fig. 4b).
If REST is mediating deposition of H3K27me3 by recruitment of Polycomb, we would expect REST binding
to also co-localize with members of the PRC2 complex. To test this we analyzed SUZ12 ChIP-seq binding
data from mouse embryonic stem cells (Pasini et al. 2010) and neuronal progenitors around REST binding
sites. Importantly, we find that SUZ12 is even more localized at REST sites than H3K27me3 (Supplementary
Fig. 4b).
Althoughmany H3K27me3 enriched regions occur proximal to promoters, more than two thirds of H3K27me3
enriched regions are distal to promoters. However, these distal H3K27me3 regions are much less likely to
be targeted by REST than promoter-proximal regions (Supplementary Table 4). Given RESTs preferred tar-
geting to high-CpG promoters, we investigated the CpG content of all H3K27me3 regions and found that,
strikingly, these separate into high- and low-CpG classes, similar to promoters (Fig. 3a). Moreover, CpG
content cleanly distinguishes proximal and distal H3K27me3 regions, with 85% of proximal regions being
high-CpG and 75% of distal regions being low-CpG (Fig. 3a). High-CpG regions are further distinct as
they show higher levels of H3K27me3 than low-CpG regions (Supplementary Fig. 4c). Motivated by these
differences, we asked whether Epi-MARA predicts different motif activities for REST if we analyze high-
and low-CpG regions separately (see Methods). For high-CpG regions Epi-MARA predicts the same general
activity profile for REST as previously for promoters, but with even higher significance (Fig. 3b). Strikingly,
for low-CpG regions RESTs significance is not only reduced but the inferred activity is almost opposite to
that of REST on high-CpG regions (Fig. 3b), i.e with a transient loss of H3K27me3 at the NP stage. Interest-
ingly, high- and low-CpG regions have distinct H3K27me3 dynamics in general and the dynamics observed
at REST targets are consistent with Epi-MARAs predictions (Fig. 3c, d).
In summary, genome-wide analysis of H3K27me3 levels predicts that REST binding at high-CpG regions,
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Figure 2.3: REST is associated with H3K27me3 dynamics at high- and low-CpG regions genome-wide: a) The distribu-
tion of CpG dinucleotide frequencies of H3K27me3 regions genome-wide is bimodal and can be fit by a mixture of two
log-normal distributions (red and blue lines) corresponding to high- and low-CpG regions, respectively. Inset shows the
numbers of K27me3 regions that are promoter-proximal and distal for high-CpG and low-CpG regions. b) REST activity
profiles on high- (red) and low-CpG regions (blue) as inferred by running Epi-MARA on all H3K27me3 regions genome-
wide show a transient gain and loss, respectively, at the NP stage. Note that, whereas REST activity on the high-CpG
regions is highly significant, on the low-CpG regions REST activity has a much weaker significance. c) Reverse cumu-
lative distributions of changes in H3K27me3 levels at the transition from ES to NP stage. We divided regions that were
enriched for H3K27me3 into high-CpG/low-CpG (red/blue) and REST-target/non-target (solid/broken lines) regions. At
high-CpG regions REST targets tend to gain H3K27me3 going from the ES to NP stage whereas non-target regions are
equally likely to gain or lose H3K27me3. In contrast, most low-CpG regions lose H3K27me3 going to the NP stage and
REST targets tend to lose even more H3K27me3. d) As in panel c but now for the transition from the NP to TN stage.
High-CpG regions generally tend to lose H3K27me3 and REST targets tend to lose even more, whereas low-CpG regions
tend to gain H3K27me3 and REST targets tend to gain even more.
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which includes most promoter proximal REST targets, leads to a transient gain in H3K27me3 at the NP
stage. In addition, a less significant transient loss of H3K27me3 at the NP stage for low-CpG regions is
also predicted by Epi-MARA. We next tested these predictions by analyzing cells in which the Rest gene is
deleted.
2.2.4 REST protein is required for local H3K27 methylation levels
REST is an essential protein for development as knockout mice die at embryonic day 11.5 (Chen et al. 1998).
However, knockout ES cells (RESTko) are viable and show no defects in pluripotency (Jorgensen et al. 2009;
Yamada et al. 2010) enabling us to test if they are competent to undergo neuronal differentiation in our
in vitro system. Here, RESTko cells formed morphologically normal neurons with high efficiency, correct
marker protein expression and limited changes in gene expression (Supplementary Fig. 5 and Supplementary
Fig. 6), suggesting that REST is not essential for the initial steps of neuronal differentiation in vitro.
Next, we measured genome-wide H3K27me3 levels in RESTko cells at the stem cell and progenitor stages
to investigate whether RESTs absence affects H3K27me3 levels at its target genes. We separated all regions
enriched for H3K27me3 at any of the stages into high-CpG versus low-CpG and further into REST-target
and non-target (see Methods). Next, we compared H3K27me3 levels in wildtype and RESTko cells between
these four classes. This reveals little difference between REST target regions and non-target regions at the ES
stage (Table 1 and Fig. 4b), in line with Epi-MARAs predicted REST activity at this stage. In contrast at the
NP stage, as exemplified at two loci in Figure 4a, we observe a substantial loss of H3K27me3 in the RESTko
cells relative to wildtype cells, affecting a substantial number of high-CpG REST targets (Table 1, Fig. 4b and
Supplementary Fig.7). In addition, although the changes at low-CpG regions are much weaker, a notable gain
of H3K27me3 is observed at low-CpG REST targets (Fig. 4b). This experimentally confirms Epi-MARAs
predictions for REST at both high- and low-CpG regions. We conclude that REST contributes functionally
to local levels of H3K27me3, which is strongest at high-CpG regions in neuronal progenitors. Next we tested
if the observed loss of H3K27me3 is accompanied by a loss of PRC2, which mediates the H3K27me3 mark.
We compared occupancy of the PRC2 component SUZ12 in RESTwt and RESTko neuronal progenitors. This
reveals a loss of SUZ12 at a substantial number of high-CpG REST targets (Supplementary Fig.8a) and a loss
of co-localization of SUZ12 with REST binding (Supplementary Fig. 8b). Moreover, compatible with a role
for REST in Polycomb recruitment, there is a correlation between reduction in SUZ12 levels and reduction
in K27me3 levels at high-CpG REST targets (Supplementary Fig.8c).
2.2.5 REST affects H3K27me3 and expression independently at many target genes
Since REST is an established repressor of gene activity it is conceivable that loss of H3K27me3 at proxi-
mal REST targets is a direct consequence of transcriptional upregulation. This would imply that all genes
with REST-dependent loss of H3K27me3 are transcriptionally upregulated in RESTko cells. Although, as
expected from a known repressive mark, there is a positive correlation between H3K27me3 loss and gene ex-
pression, this correlation is rather weak (r = 0.28 in ES and r = 0.44 in NP, Supplementary Fig. 9a). Most
importantly, a third of the regions that lose H3K27me3 at the NP stage are not significantly transcriptionally
upregulated (Supplementary Fig. 9). We thus conclude that the crosstalk between REST and the Polycomb
pathway is independent of transcriptional changes at a substantial number of REST targets.
2.2.6 Promoter fragments containing REST or SNAIL binding sites locally recruit
methylation of H3K27
Having established that absence of REST protein leads to a decrease of H3K27me3 at high-CpG binding
sites, we wanted to further ask whether fragments of high-CpG promoter regions containing a REST site
can recruit H3K27me3, and whether the REST binding site contributes to this recruitment. To this end we
20
2.2 Results
Figure 2.4: REST is required for H3K27me3 dynamics in neuronal progenitor cells: a) ChIP-Seq signal for H3K27me3
and REST in representative genomic regions. Shown are H3K27me3 signal in ES cells, NPs of wildtype (WT) and
RESTko cells as well as REST signal in NPs. The top panel exemplifies selective loss of H3K27me3 at the REST
binding site of the Xkr7 locus, whereas neighboring regions (BC020535) remain unaffected. The lower panel shows
similar loss of H3K27me3 at the Stmn2 locus. Both the Xkr7 and Stmn2 locus are examples of promoter proximal
high-CpG regions. Shown are normalized read densities. The red bars at the REST peaks indicate the regions cloned
for transgenic experiments. b) Global comparison of H3K27me3 levels between WT and RESTko cells. Shown are the
normalized distributions (Methods) of the ratio between H3K27me3 in WT versus RESTko for non-target regions (black
lines) and for either low-CpG (blue lines) or high-CpG (red lines) regions that are REST targets at the ES (left panel) and
NP (right panel) stage. The insets show the estimated fractions of REST targets that significantly lose or gain H3K27me3
in the RESTko at high-CpG (red) and low-CpG regions (blue). There are few significantly changing targets at the ES
stage. At the NP stage a significant fraction of high-CpG targets lose H3K27me3 and a smaller but still significant fraction
of low-CpG targets gain H3K27me3 in the RESTko cells.
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generated reporter constructs consisting of 1.2 to 2kb promoter fragments containing a REST site, and mu-
tant versions in which the REST site had been deleted. To ensure comparable chromatin organization we
placed these sequence variants in wildtype cells into the same chromosomal locus using a Cre-recombinase
based targeting system (Feng et al. 1999; Lienert et al. 2011). This site-specific targeting further enables
us to control for genomic environment and thus to directly compare wildtype and mutant sequences (Fig.
5a). Importantly, the chosen ”test site” is positioned within a genomic region that harbors no H3K27me3 and
no REST binding (Lienert et al. 2011; Stadler et al. 2011). Thus, any REST or H3K27me3 signal should
primarily reflect the recruitment abilities of the inserted sequence fragments. We inserted wildtype and mu-
tated (REST) promoter fragments (Fig. 5b) of the following genes: Stmn2, Xkr7, Bdnf and Pgbd5. After
targeted insertion and differentiation into neuronal progenitors we detect strong REST binding by ChIP to the
wildtype, but no or weak binding in the four REST mutant sequences showing that the REST site is required
for REST binding to the reporter constructs (Supplementary Fig. 10). Importantly, H3K27me3 is observed
at all promoter fragments containing the REST site at the progenitor stage, whereas the mutant sequences
show significant loss of H3K27me3 (Fig. 5c). In case of the Stathmin-like 2 (Stmn2) promoter, presence
of the REST site results in a more than three-fold increase of H3K27me3 signal. Notably, the endogenous
Stmn2 promoter shows no transcriptional response in RESTko cells. Of all four tested promoter fragments
the Pgbd5 fragment shows the weakest loss of H3K27me3. Notably, the corresponding loss of REST binding
at this promoter is also the weakest (Supplementary Fig. 10), suggesting that a cryptic binding site may still
remain at this fragment. Together with the observed changes in H3K27me3 levels at genome-wide REST
targets in the RESTko cells these results firmly establish that REST binding mediates Polycomb targeting
and contributes to local levels of H3K27 methylation.
Besides REST, several factors that Epi-MARA predicted to play a role in H3K27me3 dynamics are recog-
nized by a family of TFs. This makes loss of function approaches at the protein level very demanding. Our
transgenic approach, however, can be used to assess the contribution of binding motifs to Polycomb recruit-
ment irrespective of which TF from a family is binding. We thus extended our analysis to study the effect of
the SNAIL binding site, another motif predicted to recruit K27me3 at the NP stage (Fig. 1). We inserted a
total of six regulatory regions containing wildtype or mutated SNAIL sites (Fig. 5d) and tested for presence
of H3K27 methylation. As seen with regulatory regions containing REST sites, we observe that all constructs
containing SNAIL sites are sufficient to recruit H3K27me3. Deletion of the SNAIL sites leads to significant
reduction of H3K27me3 for two of the three constructs tested (Fig. 5e). Notably, the construct that showed
no significant response was the only one that contained only a single predicted SNAIL site, suggesting that
the effect on H3K27me3 increases with the number of sites.
In summary, we conclude that promoter fragments containing bindings sites for SNAIL and REST TFs are
sufficient to recruit H3K27me3 and, in line with the predictions, that these binding sites are a major contrib-
utor in cis to H3K27me3 levels.
2.3 Discussion
Recent genome-wide analyses of chromatin have established unexpected dynamics of the epigenome, which
reflect cellular and developmental states. The analysis of such data has predominantly focused on charac-
terizing the different kinds of chromatin domains that exist, and associating these domains with functional
features such as active or inactive promoters or distal regulatory elements (Suzuki and Bird 2008; Meissner
2010; Ernst et al. 2011; Zhou et al. 2011). With the exception of chromatin modifications that are set by
the process of transcription itself, such as H3K36 methylation, our understanding of how dynamic changes
in chromatin are regulated remains limited. This likely reflects the complexity of the underlying targeting as
different recruitment mechanisms for chromatin modifiers have been identified, including TFs, non-coding
RNAs, as well as higher order nuclear organization (Schuettengruber and Cavalli 2009; Simon and Kingston
2009; Beisel and Paro 2011).
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Figure 2.5: TFBS are required for H3K27me3 recruitment at the NP stage: a) Strategy to insert promoter regions into
a defined genetic site (beta globin locus) via recombinase mediated cassette exchange (RMCE). The two marker genes
inserted into the beta globin locus confer resistance against hygromycin (Hy) and sensitivity against ganciclovir (Tk),
respectively and are flanked by two inverted lox sites (black triangles). Targeted insertion of a given transgene is achieved
by Cre-mediated recombination and negative selection. b) The RMCE approach was used to insert several REST target
promoter fragments with either wildtype sequence (WT) or REST site mutation (REST) into the beta globin locus.
Correctly targeted ES cells were differentiated to the NP stage, where H3K27me3 and REST were measured at the
inserted fragments. c) For each of the 4 inserts H3K27me3 levels were measured in cells bearing the WT fragment (red
bars) and in cells bearing the REST fragment (green bars). Levels were measured at, from left to right in each panel,
the inserted region, the corresponding endogenous locus, a positive control, and a negative control region. Note that
different promoter regions are used as positive controls in the different panels. All insertedWT fragments show significant
recruitment of H3K27me3 and loss in H3K27me3 for the∆REST fragments. d) Either wildtype (WT) or mutated (MUT)
promoter regions containing predicted SNAIL sites were inserted via RMCE. The SNAIL sites were mutated by changing
the first and last nucleotide of the motif to a Thymidine. Correctly targeted ES cells were differentiated to the NP stage.
e) For each of the 3 inserts H3K27me3 levels were measured in cells bearing the WT promoter (red bars) and in cells
bearing promoters with mutated SNAIL sites (green bars). Note that the Cdh1, Usp43 and Esam promoter regions have
three, two and one predicted/mutated SNAIL site, respectively. Levels were measured at, from left to right in each panel,
the inserted region, the corresponding endogenous locus, a positive control, and a negative control region. All H3K27me3
levels are scaled to that of the endogenous region and error-bars show the standard error of three biological replicates. A
p-value is shown and calculated for each insert using unpaired one-tailed t-test statistics.
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Here, we have tested the hypothesis that TFs contribute to dynamic changes in chromatin during cellular dif-
ferentiation. We combined mapping of epigenetic marks at consecutive stages with computational modeling
(Epi-MARA) to predict TFs involved in recruiting specific chromatin changes ab initio. We started from a
data-set of murine embryonic stem cells undergoing neurogenesis, in which levels of H3K27me3 were mea-
sured at three consecutive cellular states during the differentiation. Application of Epi-MARA to this data
identified several TFs as potential regulators of Polycomb dynamics during differentiation. Using several
lines of evidence, we experimentally validate the prediction that REST is involved in transiently recruiting
H3K27me3 to promoter regions at the neuronal progenitor stage: 1. Genetic deletion reveals that REST is
necessary in trans for increased H3K27me3 levels at REST targets at the neuronal progenitor stage, specif-
ically at high-CpG target regions, which includes almost all promoter proximal target regions. 2. Absence
of REST causes loss of the PRC2 component SUZ12, mirroring the loss H3K27me3 at high-CpG regions.
3. Promoter fragments containing a REST binding site are sufficient in cis to recruit H3K27me3, whereas
identical regions with mutated REST binding sites showed reduced recruitment. These findings support a
model whereby local REST binding recruits Polycomb at the induction of in vitro neurogenesis.
Previous studies have already noted increased H3K27me3 signal at REST-bound promoters and enrichment
of REST binding sites at CpG-islands bound by PRC2 (Ku et al. 2008; Zheng et al. 2009), while a more
recent study showed that a non-coding RNA can bind to PRC2 and the LSD1/CoREST/REST complex in
vitro (Tsai et al. 2010). During the preparation of this manuscript two studies reported biochemical inter-
action between REST and members of the PRC1 and PRC2 complexes (Ren and Kerppola 2011; Dietrich
et al. 2012). Importantly however these correlative observations at single cell states did not identify the
dynamic and context-dependent role of REST on H3K27 methylation that we predict based on chromatin
dynamics and further validate experimentally. Notably, we show that absence of REST in stem cells has only
subtle effects on H3K27me3 levels at target regions, suggesting that this previously noted co-occurrence of
REST and H3K27me3 in stem cells has limited functional relevance. Importantly, and as predicted by our
computational model, REST has more pronounced effects for H3K27me3 levels of target regions in neuronal
progenitors (Fig. 4b).
While the detailed mechanisms of Polycomb targeting remain to be determined, our study suggests that, rather
than a single dominant factor, it likely involves multiple TFs as we found several regulatory motifs associated
with the increase of H3K27me3 at the neuronal progenitor stage. Of these, ZEB1 and the family of SNAIL
factors bind to similar motifs and are important transcriptional repressors during epithelial-to-mesenchymal
transition (Cano et al. 2000; Liu et al. 2008), which is compatible with a proposed function in Polycomb
recruitment (Herranz et al. 2008). Here we experimentally confirm the role of SNAIL sites in regulating
H3K27me3 levels using our transgenic approach (Fig. 5). Since Sp1 sites are among the most commonly
occurring regulatory sites within CpG-islands, it is difficult to interpret whether the predicted role of Sp1
in H3K27me3 dynamics is specific to Sp1 or more generally associated with CpG-islands, which have been
suggested to recruit PRC2 (Mendenhall et al. 2010). It is noteworthy, however, that Sp1-like sites are a com-
ponent of Polycomb Responsive Elements (PRE) in Drosophila (Brown and Kassis 2010). In contrast, YY1,
the mammalian ortholog of Pho, which is the most established TF with a function in Polycomb recruitment in
Drosophila melanogaster, is unlikely to have that role in mammals (Ku et al. 2008; Mendenhall et al. 2010),
at least in stem cells.
Based on recent work in Drosophila (Enderle et al. 2010) and mouse stem cells (Landeira et al. 2010; Brookes
et al. 2012), it has been suggested that Polycomb might repress by stalling polymerases. Our observation
that the Rest, Snail, and Zeb1 motifs tend to be positioned immediately downstream of TSS (Supplementary
Fig. 11) is compatible with this model. However, this observation does not generally apply to the top 9
predicted motifs (Supplementary Fig. 11). We further show that the dynamics of H3K27me3 are different for
high-CpG and low-CpG regions in line with a proposed model that local CpG richness influences Polycomb
recruitment (Mendenhall et al. 2010; Lynch et al. 2011). We propose that this is connected to individual TF
activity since REST has the strongest effect on H3K27me3 levels at high-CpG regions and a weaker opposite
effect at low-CpG regions (Fig. 4b). This opposite behavior at high-CpG and low-CpG motifs does not gen-
24
2.4 Acknowledgements
eralize to all TFs (Supplementary Table 5).
Our results are compatible with a role for cell-type specific co-factors since the effect of REST on H3K27me3
are by far strongest at the NP stage, whereas REST binding decreases from the ES to NP stage. Never-
theless, the needed regulatory information can be highly localized as tested promoter fragments were suf-
ficient to recruit H3K27me3 when inserted into a defined genomic region. While it remains to be seen
if these elements fulfill the definition of a PRE, i.e. whether they repress genes in cis in a Polycomb-
dependent fashion, our results suggest that both REST and SNAIL sites could contribute to such func-
tion. Clearly, Rest and Snail provide convincing examples for DNA binding motifs that enhance local
Polycomb states in the mammalian genome. Epi-MARA provides a general methodology for inferring the
stage-specific activities of TFs associated with chromatin dynamics that we foresee will be useful for the
study of epigenome maps particularly in light of the multitude of datasets that are being generated as part
of large epigenome initiatives (Satterlee et al. 2010; Abbott 2011). The approach makes use of sophisti-
cated comparative genomic TFBS predictions and linear modeling, which accounts for the contributions of
all regulatory motifs at once. The ability to predict TFs involved in regulating chromatin dynamics from
epigenome data-sets provides a powerful tool in this context, as predicted TFs can be immediately subjected
to follow-up experiments. The identification of the context-dependent function of REST, and the role of
the SNAIL sites, illustrate its utility. Epi-MARA is directly accessible by our web server implementation
(http://www.mara.unibas.ch/cgi/mara_dev).
Importantly, our findings have direct implications for regulatory models of chromatin regulation. In our neu-
rogenesis system, a linear model in terms of predicted binding sites explains roughly the same fraction of
variance in H3K27me3 at promoters as it explains variance in transcript levels (Supplementary Table 6). This
result suggests that, like regulation of transcription, chromatin dynamics of H3K27me3 are regulated to a
significant extent by local DNA sequence motifs that are recognized by trans-acting factors.
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Class and Stage Percentage that lose K27me3 Percentage that gain K27me3
ES low-CpG 4.9%± 3.2% 2.9%± 2.3%
ES high-CpG 5.2%± 2.3% 0.9%± 0.8%
NP low-CpG 1.4%± 4.4% 12.4%± 4.4%
NP high-CpG 21.7%± 2.8% 0.8%± 0.7%
Table 1: Estimated percentages of REST targets that significantly lose/gain H3K27me3 in the RESTko cells, separately
at low- and high-CpG regions, and separately at the ES and NP stages. Using as a cut-off targets that change by more
than one standard-deviation (z¿1 and z¡-1 for loss and gain, respectively) we conservatively estimated the fraction of true
targets as the percentage of REST targets with a z-value larger than the cut-off in addition to the percentage expected by
chance based on the standard-normal distribution. Error bars are based on a Bayesian inference procedure (see Methods).
Note that the largest percentage of true targets is observed for high-CpG regions losing H3K27e3 at the NP stage, followed
by low-CpG regions gaining H3K27me3 at the same stage.
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2.5.1 Epi-MARA
We here describe the main methods employed in the Epi-MARA analysis. Further details are supplied in the
Supplementary methods. Epi-MARA models the dynamics of epigenetic marks in terms of predicted TFBSs
in regulatory regions genome-wide, building on the Motif Activity Response Analysis that we developed
previously30. Briefly, for each promoter we constructed multiple alignments using orthologous sequences
from mouse, human, rhesus macaque, dog, cow, horse, and opossum, of the proximal promoter region con-
sisting of 500 base pairs both upstream and downstream of the cluster of transcription start sites that defines
the promoter66. Using databases of experimentally determined binding sites67,68, we collected a set of 207
mammalian regulatory motifs (position specific weight matrices) representing the binding specificities of ap-
proximately 350 mammalian TFs. Then, using a Bayesian probabilistic method that explicitly models the
evolution of TFBSs, we predict binding sites for all regulatory motifs in all proximal promoter regions26. We
summarize the binding site predictions by a matrix with components Npm, denoting the sum of the posterior
probabilities of all binding sites for motifm in promoter p, which we also refer to as the ’number’ of binding
sites for motif m in promoter p. For each promoter and at each time point we quantify the occurrence of
an epigenetic mark of interest by either the log-intensity of probes that lie within the promoter (when using
ChIP-chip data) or the log-fraction of all sequence reads in a 4kb region centered on the promoter(when using
ChIP-seq data). We denote this occurrence of the epigenetic mark by Mpt and assume the following linear
model:
Mpt = noise+
∑
m
NpmAmt, (2.2)
where cp is the basal level of the chromatin mark, and Amt is the unknown activity of motif m at time point
t. Using a Bayesian probabilistic frame-work, we then calculate a joint posterior probability distribution for
all motif activities. To this end, we assume that the deviation between model and measured level Mpt (i.e.
the ’noise’ term in the above formula) is Gaussian distributed at each promoter and at each time point. In
addition, to avoid over-fitting, we use a Gaussian prior on the activities Amt, and we determine the variance
of this prior by a cross-validation procedure. Finally, we infer both the maximal posterior activities and their
standard-errors. To rank motifs, we measure the importance of a motif in explaining expression variations by
a score similar to a z-statistic. The z-score zm of motif m is quantified as an average squared z-value of the
activity across conditions, i.e.
zm =
√√√√∑t (A∗mtσmt
)2
T
, (2.3)
where T is the number of time points. Note that our z-scores are meant to rank the importance of motifs and
cannot be used to assess the statistical significance of motif activities. To assess statistical significance of
the motif activities that we observed, we performed the following permutation test: We randomly permuted
the association between binding site predictions and promoters and reran Epi-MARA 1000 times, reporting
the z-scores of the inferred motif activities for all 207 motifs in each run. Since in the 1000 permutations
there was only one motif in one run with a z-score larger than 2.52, we infer that the probability of obtaining
a z-score as high as z = 2.52 (the z-score of the REST motif on the ChIP-chip data) is approximately
p = 5 · 10−6. To run Epi-MARA on all H3K27me3 enriched regions genome-wide we predicted TFBSs
across the entire 4kb sequence of each H3K27me3 region using the same procedure as used for predicting
sites in proximal promoters. For each H3K27me3 region we then determined which 1kb window contains
the highest number of predicted binding sites (pooling all motifs) and we used the predicted sites within this
1kb region for the entries in the site-count matrix Npm for the corresponding H3K27me3 region. To infer
motif activities separately for high- and low-CpG regions we treat, for each motif m, sites within low-CpG
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regions and sites within high-CpG regions as if they derived from two separate motifs, effectively doubling
the number of motifs for which we infer activities.
2.5.2 Cell Culture
Wildtype mouse embryonic stem cells were derived from blastocysts (3.5 PC) of mixed 129-C57Bl/6 back-
ground and cultivated on feeder cells (37C, 7% CO2). REST knock-out and corresponding wildtype cells
were obtained from Helle Jorgensen48,49. Differentiation of cells was performed as described previously1,31.
2.5.3 Western Blot Analysis
For detection of REST protein levels during differentiation the total cell lysates of wildtype and REST knock-
out cells were used for western blot analysis. The membrane was probed with mouse anti-REST (12C11, gift
from David Anderson) and rat anti-tubulin (tissue culture supernatant, cell line YL1/2, ECACC) in combina-
tion with appropriate secondary antibodies coupled to HRP.
2.5.4 Immunocytochemistry
Cells were fixed with 2% paraformaldehyde, either three hours or 10 days after plating, and probed with
mouse anti-Pax6 (chick PAX6 a.a 1-223, DSHB), rabbit anti-Nestin (Sigma N5413) and mouse anti-Tuj1
(MMS-435P, Covance). Proteins were detected by an appropriate secondary antibody conjugated to Alexa
Flour.
2.5.5 Chromatin-IP
Cells were cross-linked in medium containing 1% formaldehyde for 10 min at room temperature. ChIP
was carried out as previously described 69,70 with slight modifications. Antibodies used were -H3K27me3
(Millipore,#07-449) and -REST (Santa Cruz, #H-290). Chromatin was sonicated for 10 (stem cells) or 18
cycles (neuronal progenitors) of 30 sec using a Diagenode Bioruptor. Precipitated DNA was either analyzed
by quantitative real time PCR or subjected to next generation sequencing.
2.5.6 Quantitative real time PCR
Real time PCR was performed using SYBR green chemistry (ABI). 1/40 of ChIP sample or 40 ng of input
chromatin were used per PCR reaction. Primer sequences are available upon request. All data is shown with
standard error from three biological replicates. Significances were calculated using unpaired 1-tailed students
t-test statistics.
2.5.7 Next generation sequencing
5 to 10 ng of precipitated DNA was prepared for Solexa Sequencing as described 2. Briefly, ChIP DNA
was ligated to adapters and ligation products of about 250 bp were gel purified on 1.5% agarose to remove
unligated adaptors. DNA was amplified by 18 PCR cycles. DNA sequencing was carried out using the Illu-
mina/Solexa Genome Analyzer II (GA2) sequencing system. All generated datasets are available for down-
load at the GEO database using the following URLs: www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?token=jxchzqgousyyeny&acc=GSE27148and www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?token=vzqbzucsasqwgpq&acc=GSE27114.
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2.5.8 Genomic coordinates
The July 2007 M. musculus genome assembly (NCBI37/mm9) provided by NCBI (http://www.ncbi.
nlm.nih.gov/genome/guide/mouse/) and the Mouse Genome Sequencing Consortium (http:
//www.sanger.ac.uk/Projects/M_musculus/) was used as a basis for all analyses. Annota-
tion of known RefSeq transcripts was obtained from UCSC (http://hgdownload.cse.ucsc.edu/
goldenPath/mm9/database/refGene.txt.gz).
2.5.9 Read filtering, alignment and weighting
Low-complexity reads were filtered out based on their dinucleotide entropy as follows: For each read, the din-
ucleotide entropy was calculated according to the formulaH = i ·fi · log fi, where fi is the frequency of din-
ucleotide i in the read and the sum is over all dinucleotides (i from 1 to 16). The read was filter out if its H was
less than half the dinucleotide entropy of the genome, typically removing less than 0.5% of the reads in a given
sample. Alignments to the mouse genome were performed by the software bowtie (version 0.9.9.1)71 with
parameters -v 2 -a -m 100, tracking up to 100 best alignment positions per query and allowing at most twomis-
matches. To track genomically untemplated hits (e.g., exon-exon junctions or missing parts in the current as-
sembly), the reads were also mapped to an annotation database containing known mouse sequences (miRNA
from ftp://ftp.sanger.ac.uk/pub/mirbase/sequences/13.0, rRNA,snRNA, snoRNA and
RefSeq mRNA from GenBank http://www.ncbi.nlm.nih.gov/sites/entrez, downloaded on
July 16, 2009, tRNA from http://lowelab.ucsc.edu/GtRNAdb/and piRNA from NCBI (acces-
sions DQ539889 to DQ569912). In that case, all best hits with at most two mismatches were tracked. Each
alignment was weighted by the inverse of the number of hits. In the cases where a read had more hits to
an individual sequence from the annotation database than to the whole genome, the former number of hits
was selected to ensure that the total weight of a read does not exceed one. All quantifications were based on
weighted alignments. For generation of wiggle files samples were normalized for library size first and files
were generated with a window size of 100bps.
2.5.10 Analysis of sequencing data
In order to detect REST peaks from the ChIP-seq data we slide a window of length 1000 bps along the genome
and calculate, for each window, the fraction of all ChIP-seq reads from the REST IP and the fraction of all
reads from a background sample (input DNA) that map to the window (since background counts are gener-
ally smaller, we use a window of 2000bps centered at the same position to obtain more robust background
frequencies). Inspecting the reverse-cumulative distribution of background counts across the genome, we ob-
served that a small subset of windows showed aberrantly high background frequencies (Supplementary Fig.
2.10b) and these windows were removed from further consideration (these windows typically correspond to
regions with repeats that presumably occur more frequently in the genome of the cells from which our DNA
was taken, than in the mm9 genome assembly). We assume that the noise in the estimated and follow Poisson
distributions and calculate, for each window, a z-statistic:
z =
fIP − fbg√
fIP
NIP
+ fbgNbg
, (2.4)
whereNIP andNbg are the total numbers of reads in the IP and background sample, respectively. Inspecting
the reverse-cumulative distribution of z-statistics across the genome, we observe a long tail of highly enriched
regions to the right of z = 3.1 (Supplementary Fig. 2.10a) and we denote all regions with consecutive win-
dows with z-values larger than 3.1 as REST binding regions. To determine the false discovery rate of binding
region prediction at this cut-off we made use of the fact that we measured the background distribution in
duplicate and performed binding region prediction in the exact same way, treating one of the background
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samples as a ’foreground’ sample. From this we find that, by chance, a fraction 1.2 · 10−4 windows genome-
wide have a z-value larger than 3.1, leading to a total of 289 falsely discovered binding regions genome-wide,
which should be compared to the 1624 REST binding regions determined from the REST IP sample. Any
REST binding region whose center is less than 2kb from a known transcription start site (from the RefSeq
collection of transcripts) is considered proximal. All other REST binding regions are considered distal.
To predict REST binding sites for all REST binding regions we again produced multiple alignments of or-
thologous regions from mouse, human, rhesus macaque, dog, cow, horse, and opossum, and ran the MotEvo
algorithm 26 on each multiple alignment. We also searched for non-canonical sites of arbitrary spacing be-
tween the two half-sites of the REST motif. In contrast to previous work 42 which found only non-canonical
sites with a spacer of 6bps, we find non-canonical sites with spacers of both 6 and 7 bps. Linear regression
between the total number of predicted REST binding sites (i.e. the sum of posteriors of all predicted sites) at
each REST binding region, and the binding z-statistic of the region, shows a correlation of r = 0.48 (p-value
2.9 · 10−53). We compared our predicted REST binding regions with those of Johnson et al.41 by collecting
all regions they report and, for each region, calculating a REST fold-change enrichment of ChIP-seq reads.
We then calculated the overlap of the predicted binding regions for a fold-change enrichment of 2 (Supple-
mentary Fig. 2.3).
To obtain positional profiles with respect to TSS for the predicted REST binding sites, we summed the poste-
riors of all predicted binding sites at promoters at each position relative to TSS. To obtain positional profiles
for the REST binding data and H3K27me3 signals we simply summed all reads from the corresponding IP
samples at each position relative to TSS.
To perform Epi-MARA analysis with the REST binding data replacing REST binding site predictions we
replace the predicted binding site counts with results of the REST binding assay at each promoter p. Since
the z-statistics of REST binding at promoters have a very different distribution of values from those of the site
counts Npm, it is necessary to normalize the matrix Npm such that binding site predictions and binding data
can be quantitatively compared. We therefore replace the matrix Npm with a binary matrix Bpm in which
Bpm = 1 whenever Npm > 0.2 and Bpm = 0 otherwise. Finally, we replace the column with one based on
the REST binding data, i.e. where whenever there was a REST binding peak within 2kb of the corresponding
promoter. For the analysis of the H3K27me3 data we slide a 2000bp window along the genome and calculate
a z-statistic for each window quantifying the enrichment of the signal in the IP over the background sample
by a z-statistic as above, pooling the data from the replicates and from the different stages. As for the REST
binding data, we observe a long tail of high z-values which occurs for the H3K27me3 data to the right of
z = 4.0 (Supplementary Fig. 2.10c) and we defined H3K27me3 enriched regions as consecutive windows
that all have a z-statistic larger than 4.0. Using again the two background samples (Supplementary Fig. 2.10d)
to determine a false discovery rate we find that, by chance, a fraction of 2.8 · 10−4 of windows have a z-value
larger than 4.0, leading to 427 false predicted H3K27me3 regions genome-wide, which should be compared
to the 18293 regions predicted from the H3K27me3 IP samples. The H3K27me3 enriched regions are divided
into different classes using a number of criteria. Regions that overlapped a proximal promoter, i.e. a promoter
plus and minus 500bps, were considered proximal and all others were considered distal. Similarly, regions
that overlap a REST binding peak were considered REST targets and all others non-targets. For each region
enriched in H3K27me3 we slide a 1kb window over the region and calculated the CpG dinucleotide frequency
within each window. We defined the CpG-content of a region as the highest CpG frequency of a 1kb window
within it. Inspection of the distribution of log-CpG content across H3K27me3 enriched regions show two
classes and we fitted the distribution of log-CpG content by a mixture of two Gaussians (Fig. 2.3a). After
fitting of the Gaussian mixture, posterior probabilities for each region to belong to the high-CpG or low-CpG
class were calculated in the standard Bayesian way. In subsequent analyses, distributions for low-CpG and
high-CpG regions were obtained by weighing each region with the posterior probability that it belongs to the
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corresponding class.
For each region that was enriched for H3K27me3 at any of the stages, we calculated log-fold changes be-
tween ES and NP and between NP and TN stages by calculating the log-ratios of the fractions of reads from
the corresponding IP samples mapping to each of the regions.
To compare H3K27me3 levels between wildtype (WT) and RESTko mutant (KO) cells we collected all
regions that were enriched for H3K27me3 in the wildtype cells at any of the stages. For each region we
calculated the fractions fWT and fKO of all IP reads that mapped to that region in WT and KO and calculated
both the absolute intensity X = (log fWT + log fKO) (summed over all replicates) as well as the log-ratio:
Y = log fWTfKO (averaged over the replicates). Supplementary Figure 2.9b shows, as a function of absolute
intensity X , the average and standard error of Y for all regions that are non REST targets (black dots with
error-bars) for both high-CpG and low-CpG regions at both the ES and NP stages. As these figures make
clear, there are some systematic differences in the overall distribution of H3K27me3 signals between wildtype
and the RESTko cells. Therefore, in order to properly compare H3K27me3 signals between wildtype and
RESTko, we adopted a normalization procedure similar to Loess normalization. For each stage, we sorted
all non-target regions by their absolute intensity X (averaging wildtype and RESTko intensities). For each
region we then collected the 50 regions with values of X immediately below, and the 50 regions with values
of X immediately above, and calculated the mean µ and standard deviation σ. In this way we estimated
the expected mean µ and standard-deviation σ of non-targets, as a function of their absolute H3K27me3
levels. For each REST target we determined both its fold-change Y and absolute H3K27me3 level X and
calculated a z-value z = Y−µσ using the expected mean and standard deviation of non-targets with absolute
levels of H3K27me3 of X . To suppress fluctuations we averaged the z-statistics with a Gaussian kernel.
Note that, per definition, the z-values of non-target regions follow a Gaussian distribution of mean zero and
standard-deviation one. To estimate the fraction ρ of REST targets that significantly change H3K27me3 we
compared the fraction of REST targets that show z-values more than one standard deviation away from the
mean (i.e. z > 1 when considering targets losing H3K27me3 and z < −1 when considering targets gaining
H3K27me3) with the fraction expected by chance using a Bayesian procedure. Let q denote the probability to
obtain a z-value larger than 1 by chance according to the standard Gaussian. Conservatively assuming that all
true targets must have a z-value larger than 1, the probability for a randomly chosen target to have a z-value
larger than one is p = ρ+ (1− ρ)q. Given that there are N REST targets in total, of which n have a z-value
larger than 1 we use Bayes’ theorem to calculate a posterior probability distribution over ρ and estimate its
mean and standard-deviation. We similarly estimate the fraction of targets that significantly gain H3K27me3,
separately for each stage, and separately for t high- and low-CpG target regions.
2.5.11 RNA preparation and expression analysis
Total RNA was prepared using TRIzol (Invitrogen). mRNA expression data were generated using Mouse
Gene 1.0 ST andMouse Genome 430 2.0 arrays. Microarrays were RMA-normalized using R/Bioconductor72
and the oligo package version 1.14.073. To determine transcriptional regulation of REST target genes in the
RESTko we selected a 2-fold change as cut-off for significant upregulation.
2.5.12 Recombinase mediated cassette exchange (RMCE)
2kb promoter fragments of REST targets were cloned and stably integrated into stem cells via RMCE as
described (Lienert et al, submitted)54. ∆RE-1 binding site mutants were generated by removing 15 to 20bps
of the RE-1 consensus sequence. Primer sequences are available upon request.
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Supplementary Figure 2.1: MARA expression analysis predicts transcription factors explaining transcriptional dynamics
during neuronal differentiation: Normalized activity profiles of the nine most significant motifs that explain changes
in gene expression during the differentiation process (red lines, with standard errors indicated). The three time points
correspond to the ES, NP and TN stage. Sequence logos of each of the motifs and the transcription factors thought to
bind to them are shown as insets.
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Supplementary Figure 2.2: REST expression and binding during differentiation: a) Protein levels of REST as detected
by Western Blot in extracts from ES, NP and TN in wildtype as well as RESTko background (upper panel). Tubulin
serves as a loading control (lower panel). b) Distribution of the distance between REST binding peaks and the nearest
transcription start site (TSS). c) Quantitative PCR of REST ChIPs at the ES and NP stage confirms all 10 tested sites of
REST binding as identified by ChIP-seq. Enrichments are normalized to a negative control (Hprt). RESTko cells show
no signal confirming the specificity of the antibody. Shown are mean enrichments. Error bars show the standard deviation
of three biological replicates.
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Supplementary Figure 2.3: Comparison of the REST binding sites identified in our study with those identified by Johnson
et al. 2. We calculated REST enrichments from our ChIP-seq data for all genomic regions reported by Johnson et al. as
binding sites of REST at either the ES or NP stage. Next, we calculated what fraction of regions passed the cut-off of an
enrichment of 2 according to either data-set. This is shown separately in a Venn diagram (red corresponds to Johnson et
al., green corresponds to our ChIP-seq data) for the ES (upper panel) and NP (lower panel) stage. Note that while both
studies use ES cells as starting point distinct differentiation protocols are used leading to different neuronal populations,
which explains larger variation in the differentiated state.
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Supplementary Figure 2.4: a) H3K27me3 signal peaks downstream of transcription start sites: Spatial distribution of
H3K27me3 signal relative to TSS. All H3K27me3 ChIP-seq samples were pooled and the average read density was
plotted relative to position around TSS (14000bp). This reveals a H3K27me3 peak in the first 1000bps downstream of
TSS. b) Distributions of the absolute H3K27me3 levels (log ChIP-seq reads per million averaged across the three stages)
at all high-CpG (red) and low-CpG regions (blue) that are significantly enriched for H3K27me3.
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Supplementary Figure 2.5: REST knockout ES cells form neurons similar to wildtype ES cells PartI: Marker proteins
show similar staining patterns in immuno-cytochemistry in REST knockout and wildtype (WT) cells: REST wildtype
(RESTwt), heterozygous (RESThet) and homozygous knockout (RESTko) neuronal progenitors and terminal neurons
were fixed and stained for several marker proteins specific for the neuronal progenitor stage (Pax6 (top panel) and Nestin
(middle panel)) and terminal neuron stage (Tuj1 (bottom panel), respectively. The cells shown are representative for the
population.
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Supplementary Figure 2.6: REST knockout ES cells form neurons similar to wildtype ES cells PartII: a) Pairwise correla-
tions of all gene expression microarrays. Shown are the normalized mean expression levels of three biological replicates
each. RESTko cells show the highest correlation to each corresponding REST wildtype stage illustrating that only a
small number of genes is affected in gene expression. RESTko and REST wildtype terminal neurons show the highest
correlation. b) Principal component analysis shows that RESTko cells cluster with the corresponding wildtype stage.
c) Volcano plots depict the fold-change in gene expression in RESTko vs RESTwt cells and the corresponding adjusted
p-value for all three stages of differentiation. REST target genes are colored in blue.
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Supplementary Figure 2.7: Independent changes in H3K27me3 levels and gene expression levels at many REST targets.
a) Pairwise comparison of changes in the significance of H3K27me3 levels (z-value wildtype Minus RESTko, horizontal
axis) and changes in transcription (log fold-change RESTko minus wildtype, vertical axis) at both the ES (top panel)
and NP stages (bottom panel). The horizontal and vertical lines correspond to a z-value of 1 and a log fold-change of
1 (i.e. two-fold upregulation). In general there is only a weak correlation between the amount of H3K27me3 loss and
transcriptional up-regulation. At the ES stage many REST targets are transcriptionally up-regulated without showing a
loss of H3K27me3. At the NP stage a significant fraction (33%) of REST targets that significantly lose H3K27me3 (z¿1)
are not significantly up-regulated. b) Distribution of expression log fold-changes under RESTko for REST targets that
significantly lose H3K27me3 (z¿1, red lines) and REST targets that do not significantly lose H3K27me3 (z¡1, blue lines),
both at the ES (top panel) and NP (bottom panel) stages. As expected there is an overall association between loss of
H3K27me3 and transcriptional up-regulation, especially at the NP stage.
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Supplementary Figure 2.8: RE-1 binding site is essential for REST binding. Transgenic wildtype promoters show strong
REST binding, but no or weak binding at the four RE-1 mutant sequences. Levels were measured at, from left to right
in each panel, the inserted region, the corresponding endogenous locus, a positive control, and a negative control region.
All REST levels are scaled to that of the endogenous region and error-bars show the standard error of three biological
replicates.
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Supplementary Figure 2.9: a) Distributions of predicted Snail (red), Zeb-1 (blue) and REST (green) binding sites are
located downstream of transcription start sites. Shown is the frequency of predicted binding. b) Shown are on the x-axis
the total H3K27me3 levels (sum of wildtype and RESTko signal) and on the y-axis the average H3K27me3 fold-changes
between wildtype and RESTko with standard errors (black dots with error-bars) for all non REST target regions separated
into high-CpG (left) and low-CpG (right) regions and for both the ES (top) and NP (bottom) stages.
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Supplementary Figure 2.10: a) Reverse-cumulative distribution of the z-statistic for enrichment of ChIP-seq reads from
the REST IPs relative to background for 1kb windows genome-wide. The distribution clearly shows two regions with a
second tail at z-statistics larger than approximately 3. The vertical line (z = 3.1) shows the cut-off that we chose for
considering a window significantly enriched for REST binding. The cut-off was chosen so as to ensure good sensitivity
in REST binding region identification. b) Reverse-cumulative distribution of the number of background reads per 1kb
window genome-wide. The vertical axis is shown on a logarithmic scale. We observe that the distribution drops steeply
up to approximately 20 reads per window, after which the distribution shows a long tail with some windows showing
over 100 reads. We filter these genomic regions with aberrantly high background counts (vertical line). c) Reverse-
cumulative distribution of the z-statistic for enrichment of ChIP-seq reads from the H3K27me3 IPs relative to background
for 2kb windows genome-wide. Again two (and maybe even three) regimes in the distribution are clearly evident and
we chose a cut-off of z = 4.0 (vertical line) to identify windows significantly enriched for H3K27me3. d) Reverse-
cumulative distribution of the number of background reads per 2kb window genome-wide. The vertical axis is shown
on a logarithmic scale. We observe that the distribution drops steeply up to approximately 100 reads per window, after
which the distribution shows a long tail with some windows showing over 500 reads. We filter these genomic regions
with aberrantly high background counts (vertical line).
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2.8 Supplementary Tables
Stage z-value for H3K27me3 enrichments
Embryonic stem cell 4.2
Neural progenitor 5.7
Terminal neuron 1.3
Supplementary Table 2.1: For each of the three stages we compared the mean and variance of the H3K27me3 signal in all
REST target promoters (predicted number of binding sites larger than 0.75) and all non-target promoters and calculated
a z-value for the difference. The positive numbers in all three stages show that REST target promoters show more
H3K27me3 than non-target promoters at all stages.
Promoter class/target REST target Non-target
CpG-high 405 (1.8%) 12886 (56.9%)
CpG-low 93 (0.4%) 9255 (40.1%)
Supplementary Table 2.2: Numbers (and corresponding percentages) of promoters in high- and low-CpG classes that
are either targeted by REST (i.e. with a REST binding peak within 2kb of the TSS) or that are not a REST target. The
numbers show that REST predominantly targets high-CpG promoters, as high-CpG promoters are roughly 3 times more
likely to be REST targets than low-CpG promoters.
H3K27me3 region class/target REST target Non-target
Proximal 351 (1.9%) 5250 (28.7%)
Distal 199 (1.1%) 12496(68.3%)
Supplementary Table 2.3: Numbers (and corresponding percentages) of H3K27me3-enriched regions that are either
proximal or distal to a TSS, and that are either targeted by REST or not (Non-target). REST predominantly targets
proximal regions with H3K27me3, as proximal regions are 4 times more likely to be a REST target than distal regions.
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Observables H3K27me3 levels (ChIP-chip) Transcript levels (chip)
Fraction of explained variance 7.8% 6.9%
Supplementary Table 2.4: For each promoter p we calculate the variance of both its expression levels (as measured by
micro-array probes for the associated transcripts and its H3K27me3 levels (as measured by ChIP-chip).By comparing the
observed expression and H3K27me3 levels, with the levels predicted by MARA1 and Epi-MARA using the linear model
with the fitted motif activities Ams, we can calculate what fraction of the total variance, i.e. summed over all promoters,
is explained by the linear model. The table shows that the linear model captures a similar fraction of variance of both the
H3K27me3 and transcript level dynamics across the differentiation.
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2.9 Supplementary Methods
2.9.1 Epi-MARA
Epi-MARA models the dynamics of epigenetic marks in terms of predicted TFBSs in regulatory regions
genome-wide, building on the Motif Activity Response Analysis that we developed previously1.
Transcription factor binding site predictions for promoters
For the Epi-MARA analysis of the ChIP-chip data, we selected all promoters for which we had H3K27me3
ChIP-chip measurements. Proximal promoter regions were constructed by taking the transcription start sites
obtained from UCSC (RefSeq IDs) and extending them by ±500bps. We have established in previous com-
putational analyses that most functional TFBSs occur in these areas3. For each proximal promoter region we
used the UCSC pairwise alignment to extract orthologous sequences from mouse, human, rhesus macaque,
dog, cow, horse, and opossum. We then used T-Coffee4 to create multiple alignments of the orthologous
proximal promoter sequences. Using databases of experimentally determined binding sites5,6, we curated a
set of 207 mammalian regulatory motifs (position specific weight matrices) representing the binding speci-
ficities of approximately 350 mammalian TFs. The curation methodology was described previously1 and
involves removal of mutually redundant motifs and associating motifs with their respective binding factors
by comparing the protein sequences of DNA binding domains of TFs.
To predict transcription factor binding sites on our multiple alignments we use our MotEvo algorithm7.
MotEvo is a Bayesian probabilistic method that treats the alignments as a mixture of columns that are evolv-
ing neutrally, segments that are binding sites for one of the motifs that are evolving under the constraints set
by the requirement that the sequence segments remain their affinity for the cognate TF, and segments that are
under purifying selection of unknown function. Besides the multiple alignments and position specific weight
matrices, MotEvo also takes the phylogenetic tree of the species as input, which we obtained by compar-
ing the third positions of fourfold degenerate codons of orthologous proteins. MotEvo then assigns, to each
position in the multiple alignments, a posterior probability that a binding site for each of the motifs in our
collection occurs at this position. Finally, MotEvo estimates, separately for each motif, the distribution of
binding site occurrences as a function of position relative to TSS, and updates the posterior probabilities of
predicted sites by taking these positional preferences into account. Finally, we summarize the TFBS predic-
tions by a matrix with components Npm, denoting the sum of the posterior probabilities of all binding sites
for motif m in promoter p.
Quantifying H3K27me3 levels
For the ChIP-chip data, each probe measures the ratio of immunoprecipitated fragments and untreated (Input)
fragments. The logarithms of these ratios are normalized using standard procedures for oligonucleotide
micro-arrays. The H3K27me3 signal at a given promoter is obtained by averaging the log-ratios of the
probes intersecting the promoter. We additionally average the signal over biological replicate experiments.
For the ChIP-seq data, we quantity the H3K27me3 at a promoters by collecting reads that overlap a 4kb region
centered at the transcription start site. The 4kb length was chosen based on our analysis of H3K27me3 regions
genome-wide. We find that the majority of H3K27me3 enriched regions are 3-4kb in length (Supplementary
Fig. 2.4a). Thus, by summing reads over a 4kb region, we generally collect reads from the entire H3K27me3
enriched region (thereby reducing fluctuations) while on the other hand not diluting the signal by including
flanking regions that are not enriched for H3K27me3. To reduce fluctuations for regions that have low read
counts we add a pseudo-count to the read count of each 4kb region. The size of the pseudo-count was chosen
to be the average number of reads per region in the background (Input) sample. Finally, we normalize read-
counts by the total number of reads in the sample and take the logarithms to obtain the final quantification
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Mpt of the occurrence of the epigenetic mark by at promoter p at time t. In addition, we average the level
Mpt over available biological replicates.
Fitting the linear model
We then model the chromatin mark levels across time in terms of the predicted binding sites using following
linear model:
Mpt = noise+ cp + kt +
∑
m
Npm ·Amt (2.5)
where cp is the basal level of the chromatin mark, kt is a constant term accounting for the total expression
at time t, and Amt is the unknown activity of motif m at time point t. We assume the deviations between
model and measured level Mpt (i.e. the ’noise’ term in the above formula) is Gaussian distributed with the
same, but unknown standard deviation σ for each time points. The likelihood of the chromatin mark signal
then becomes
P (M |A, c, k,N,σ) ∝
∏
pt
1
σ
exp
[
− (
∑
mNpmAmt −Mpt − cp − kt)2
2σ2
]
. (2.6)
We first set the constants cp and kt to their maximal likelihood values, i.e. we maximize (2.5) with respect to
cp and kt. This results in the following expression
P (M |A,N,σ) ∝
∏
p,t
exp

−
(∑
m N˜pmA˜mt − M˜pt
)2
2σ2

 , (2.7)
where N˜pm = Npm− < Nm > is the normalized matrix of site counts, i.e. where the average number of
sites per promoter < Nm > has been subtracted for each motif m, A˜mt = Amt− < Am > is normalized
motif activity, i.e. where the average motif activity < Am > of motif m across the time course has been
subtracted, and M˜ is the row and column normalized matrix of chromatin mark levels, i.e. where row and
column averages have been subtracted from the matrixM such that all rows and columns of M˜ sum to zero.
To avoid over-fitting of the motif activities Amt, we assign a Gaussian prior on each motif activity, i.e.:
P (A˜mt|λ) ∝
∏
p
exp
[
− λ
2σ2
(
A˜mt
)2]
. (2.8)
Combining this prior with the likelihood (2.5) we obtain the following posterior probability distribution over
the motif activities
P (A|M,N,σ) ∝
∏
p,t
1
σ
exp

−λ
∑
m
(
A˜mt
)2
+
(∑
m N˜pmA˜mt − M˜pt
)
2σ2

 . (2.9)
In this expression we can analytically integrate over the unknown standard-deviation σ to obtain
P (A|M,N,σ) ∝
∏
t
exp
[
P
∑
m,m˜ ()Wmm˜ ()
2χ2t
]
, (2.10)
where P is the total number of promoters, the matrixW is given byWmm˜ =
∑
p
(
N˜pmN˜pm˜ + λ
)
, the A˜∗mt
are the optimal motif activities, and the chi-squared deviation between model and measurements at time point
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t is given by χ2t =
∑
p
(
M˜pt −
∑
m N˜pmA˜mt
)2
. The fitted motif activities are determined by singular vari-
ance decomposition of the matrix Npm. Note that the resulting fitted activities will depend on the parameter
λ of the Gaussian prior, i.e. the larger λ the smaller the inferred activities. In Epi-MARA, the variable λ of
the Gaussian prior is chosen by a cross-validation procedure. We randomly select 80% of all promoters as a
training set on which we fit the motif activities, and then evaluate the deviation between model and observed
levels byMpt on the ’test set’ of the remaining 20% of promoters. The variable λ is chosen so as to minimize
the error on the test set.
Finally, once λ has been determined, we infer both the maximal posterior activities A∗mt and their standard-
errors σmt =
(W−1)
mm˜
χ2t
P from the multi-variant Gaussian posterior, in particular. To rank motifs by their
importance in explaining variations in the levels Mpt we use a score similar to a z-statistic. The z-score zm
of motifm is quantified as an average squared z-value of the activity across conditions, i.e.
zm =
√√√√ 1
T
∑
t
(
A˜mt
σmt
)2
, (2.11)
where T is the number of time points in the data-set. Note that our z-scores are meant to rank the importance
of motifs and cannot be used to assess the statistical significance of motif activities. To assess the statistical
significance of a given z-score one can employ a standard randomization test. Using the same input data and
site predictions, we randomize the association between promoters and site counts and run Epi-MARA, noting
the resulting z-scores for all motifs. In this way we estimated that, for the H3K27me3 data we analyze, the
probability of obtaining a z-score of 2.52 by chance is roughly p = 5 · 10−6.
Epi-MARA on H3K27me3 regions genome-wide
In order to run Epi-MARA on all H3K27me3 regions genome-wide we need to quantify H3K27me3 levels
at each region across the time points. Different H3K27me3 regions have different sizes and to normalize
H3K27me3 levels across all regions we first identified for each H3K27me3 region the 4kb bps window with
the highest H3K27me3 levels. The H3K27me3 levels Mrt for each 4kb region r at each time point t were
then obtained in the same way as for the promoters, i.e. we sum ChIP-seq reads intersecting the region, add a
pseudo-count which corresponds to the average background level, divide by the total number of reads in the
sample, and take the logarithm.
To obtain predicted site-countsNrm for each region r, we first obtained multiple alignments for the entire 4kb
regions as described above for the promoters. We then ranMotEvo to predict TFBSs for all motifs in the entire
4kb regions. To take into account the distinct base compositions for high-CpG and low-CpG regions, we used
separate background models in MotEvo for the high-CpG and low-CpG regions by separately determining
the frequencies of A, C, G, and T nucleotides in the high-CpG and low-CpG regions, resulting in:
H3K27me3 class A=T frequency C=G frequency
high-CpG 0.197 0.303
low-CpG 0.269 0.231
Instead of taking the predicted binding sites from the entire 4kb regions for the site countsNrm, we wanted to
focus in on a 1kb window in each 4kb region that is most likely to contain the most relevant binding sites. We
reasoned that the 1kb window with the highest overall density of predicted binding sites (which is typically
the window that also shows the highest sequence conservation across mammals) is most likely to contain the
relevant TFBSs and we determined Nrm using only the predicted TFBSs from this 1kb window.
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Given that high-CpG and low-CpG H3K27me3 regions show distinct dynamics of H3K27me3 levels in gen-
eral, we want to consider the possibility that the occurrences of TFBSs for a given motifmmay have different
effects at high-CpG and low-CpG regions. Thus we run Epi-MARA on all regions allowing for separate mo-
tif activities at high-CpG and low-CpG regions for all motifs. To infer motif activities separately for high-
and low-CpG regions we treat, for each motif m, sites within low-CpG regions and sites within high-CpG
regions as if they derived from two separate motifs, effectively doubling the number of motifs for which we
infer activities. To do this we replace that original matrix of site counts with a new matrix Nrm that looks as
follows:
Nrm =
(
N
high
rm 0
0 N lowrm
)
, (2.12)
where N
high,low
rm is the matrix of the number of expected sites using the predicted TFBSs for high-CpG and
low-CpG regions, respectively. We then infer the activities in the same way as for the promoters.
To include the real binding data we have for the TF REST in the Epi-MARA analysis, we first transform the
matrix Nrm into a binary matrix, that is to say all entries that are bigger than 0.2 (number of expected sites)
are substituted by 1, otherwise by 0. The entriesNrm=REST are then replaced by the binding data by putting
a 1 if the H3K27me3 region p is a REST target (as defined earlier), and 0 if p is a non-target.
Determining H3K27me3 enriched regions genome-wide
To analyze H3K27me3 dynamics across the time course genome-wide, it is essentially that we obtain a
reference set of regions for which to calculate H3K27me3 levels at each time point. To this end we decided
to identify, genome-wide, all regions that are significantly enriched for H3K27me3 when considering all
stages of the differentiation. We proceeded as follows. For each 2kb window on the genome, we calculate the
fractions ft of ChIP-seq reads from the samples at each time point t that map to the region in question as well
as the fraction fb of reads from the background sample that maps to the region. Assuming Poissonian noise
in the fractions ft , the variance of the fraction ft is given by Vt =
ft
Nt
, with Nt the total number of reads in
the ChIP-seq sample at time t. The average fraction across the time course is simply given by f = 1T
∑
t ft
and the variance associated with this fraction is V = 1T 2
∑
t Vt. Using this we obtain the following z-value
for the overall enrichment at the region: z = ft−fb√
V+
fb
Nb
. We plot the reverse-cumulative distribution of these
z-values for all genomic windows of 2kb wide and chose a cut-off z = 4.0 to select significantly enriched
regions (Supplementary Fig. 2.10).
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published in Bioinformatics, December 15, 2011
Probabilistic approaches for inferring transcription factor binding sites (TFBSs) and regulatory
motifs from DNA sequences have been developed for over two decades. Previous work has
shown that prediction accuracy can be significantly improved by incorporating features such as
the competition of multiple transcription factors (TFs) for binding to nearby sites, the tendency
of TFBSs for co-regulated TFs to cluster and form cis-regulatory modules, and explicit evolu-
tionary modeling of conservation of TFBSs across orthologous sequences. However, currently
available tools only incorporate some of these features, and significant methodological hurdles
hampered their synthesis into a single consistent probabilistic framework.
We present MotEvo, a integrated suite of Bayesian probabilistic methods for the prediction of
TFBSs and inference of regulatory motifs from multiple alignments of phylogenetically related
DNA sequences which incorporates all features just mentioned. In addition, MotEvo incor-
porates a novel model for detecting unknown functional elements that are under evolutionary
constraint, and a new robust model for treating gain and loss of TFBSs along a phylogeny. Rig-
orous benchmarking tests on ChIP-seq datasets show that MotEvo’s novel features significantly
improve the accuracy of TFBS prediction, motif inference, and enhancer prediction.
3.1 Introduction
What the sequence specificities of different transcription factors (TFs) are and where in the genome their
transcription factor binding sites (TFBSs) occur remain central questions in gene regulation. For over two
55
3. MOTEVO: INTEGRATED BAYESIAN PROBABILISTIC METHODS FOR INFERRING
REGULATORY SITES AND MOTIFS ON MULTIPLE ALIGNMENTS OF DNA SEQUENCES
decades, a large number of computational methods has been developed that aim to support answering such
questions, see e.g. [1,2] for reviews. Although much progress has been made, it remains highly challenging to
obtain accurate computational TFBS predictions, especially on a genome-wide scale. For example, although
from a biophysical point of view identical sequence segments should have equal affinity for the TF, one
typically finds that only a small fraction of the sequences with high binding affinity act as functional TFBSs.
That is, TFBS functionality is context-dependent and thus researchers have searched for additional features
that are predictive for the functionality of putative sites.
One approach that has proven particularly fruitful is comparative genomic analysis of the conservation of
putative TFBSs across related species, i.e. putative TFBSs that are highly conserved are generally more likely
to be functional. A large number of approaches for incorporating conservation information has been proposed
including several simple ad hocmethods, e.g. [3], but it has become clear that highest performance is obtained
by methods that use explicit evolutionary models for the evolution of TFBSs along a phylogeny [4–6]. As
a consequence, there has been considerable interest in extending methods for regulatory motif finding and
TFBS prediction to include such explicit phylogenetic models. For example, the well-known Gibbs sampling
[7] and Expectation-Maximization strategies [8] for ab initio motif finding, have been extended to methods
that work on multiple alignments of orthologous sequences and use explicit evolutionary models [5, 9].
Beyond conservation information, other features have also proven highly useful in improving the accu-
racy of TFBS prediction. For example, especially in higher eukaryotes, functional TFBSs often come in
clusters where multiple binding sites for a small subset of TFs co-occur in close proximity to each other [10].
Several methods were developed that, instead of looking for TFBSs for one TF at a time, explicitly look for
clusters of sites for a collection of TFs. These methods have been especially successful in identifying cis-
regulatory modules that are distal to their target gene [11, 12]. It has also proven useful to take into account
the contribution of many weak binding sites and the competitive binding of multiple TFs to a DNA sequence
by explicitly considering all possible configurations of non-overlapping binding sites using a dynamic pro-
gramming procedure, e.g. [12–14].
However, currently these methodologies are spread over multiple computational tools that each only
implement some of these methods. For example, the methods for finding cis-regulatory modules have been
extended to analyze pairs of aligned species [15] but not to general multiple alignments and phylogenetic
relationships. Other methods can only make predictions for one TF at a time, ignoring the competitive binding
of multiple TFs, e.g. [4, 9], and the methods that incorporate sophisticated models for explicitly considering
all possible binding configurations of multiple TFs cannot incorporate conservation information, e.g. [14].
Beyond this, as we show below, current methods that incorporate explicit evolutionary models make several
implicit assumptions that cause ‘pathologies’ that significantly affect their performance.
Here we present a computational tool, MotEvo, that integrates a suite of Bayesian probabilistic methods
for the prediction of regulatory sites and motifs on multiple alignments of phylogenetically related sequences.
MotEvo not only implements and extends the functionality of many of the tools and methods mentioned in
the introduction into a single integrated method, it also incorporates a number of new features that address
the ‘pathologies’ that current methods suffer from, as we explicitly demonstrate below.
3.2 Methods
MotEvo takes as input either sequences from a single species or multiple alignments of orthologous sequences
from several species, a collection of one or more position-specific weight matrices (WMs), and a phylogenetic
tree relating the species. The user designates one of the species as the ‘reference species’ and MotEvo can
then be asked to provide
• Posterior probabilities for a TFBS for each possibleWM to occur at each position in the input sequences
of the reference species.
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Figure 3.1: A segment from a multiple alignment of orthologous mammalian sequences, together with an example con-
figuration of 3 binding sites: one for the motif of the CCCTC-binding factor TF (CTCF) and two for the motif of the
Serum Response Factor TF (SRF). Human is considered the reference species. Note that hypothesized TFBSs are not
allowed to overlap within one configuration.
• The probability, at each position, for an unknown functional element (UFE) to occur, i.e. a TFBS for
an unknown motif not contained in the input set.
• The estimated site-densities for each WM and for UFEs (possibly fitted to the data).
• Updated versions of the WMs (fitted to the data).
• Log-likelihood ratio scores, at each position, for the occurrence of cis-regulatory modules containing
TFBSs for the input motifs.
We now discuss the methods that MotEvo uses to calculate these quantities.
3.2.1 Binding site configurations
We first introduce some notation. We denote by {S} a collection of multiple alignments of sequences, by
S an individual multiple alignment (or a segment from such an alignment), and by s an individual sequence
or sequence segment. To indicate the segment of length l from sequence s, starting at position (i + 1) we
use the notation s[i,l], and similarly S[i,l] indicates columns (i+ 1) through (i+ l) of the multiple alignment
S. Column numbers are always counted with respect to the position in the reference sequence. As in most
approaches, we assume nucleotides at different positions in TFBSs are statistically independent and use
position-specific weight matrices to represent TF binding specificities. We denote a collection of WMs by
{w} and a single WM from the set by w. The weight matrix entry wiα denotes the probability that nucleotide
α occurs at position i of a binding site for WM w.
MotEvo considers all ways in which configurations of TFBSs (Fig. 3.1) for the WMs {w} can be as-
signed to the sequences of the reference species. To explain how MotEvo calculates probabilities of possible
configurations we first explain how MotEvo scores a single hypothesized TFBS.
3.2.2 Probabilities under the evolutionary model
Figure 3.2 shows a single hypothesized site for the CTCF motif from the TFBS configuration of Fig. 3.1.
MotEvo calculates a probability ratio P (S|w, T )/P (S|b, T ) for observing this multiple alignment segment
assuming that the sequences are evolving under constraints set by the WMw and assuming that the sequences
are evolving ‘neutrally’ under a background model b, given the phylogenetic tree T . In contrast to most
algorithms that implement explicit phylogenetic models, e.g. [4], MotEvo takes into account that functional
TFBSs may only occur in a subset of the species. Sites may either have been truly lost or gained in some
species during evolution, or sites may appear to have been lost as a consequence of errors in the multiple
alignments. After experimenting with several procedures for treating these possibilities, including explicit
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Figure 3.2: A single hypothesized TFBS for CTCF on a segment of the multiple alignment. For each sequence s the
species from which it derives is shown on the right, and its WM score is shown on the left. The species with WM score
larger than zero are selected (red sequences), the subtree involving these species of the full phylogenetic tree (red subtree
of the black tree on the right) is obtained, and the probability of the selected sequences is calculated under an evolutionary
model that incorporates selective constraints set by the WM. A sequence logo [16] of the CTCF motif is shown below the
alignment.
models that incorporate rates of gain and loss of sites along different branches of the tree, we found that the
most robust results are obtained using the following species selection procedure.
We follow the generally made assumption that TFs bind DNA in a fixed configuration, so that TFBSs
for a single TF have a fixed length. Consequently, only species that are gaplessly aligned with respect to the
reference can have an orthologous TFBS at the same location in the alignment. For example, in Fig. 3.2 the
alignment implies that no orthologous site appears in dog. For every species that is gaplessly aligned relative
to the reference, MotEvo calculates the probability of its sequence s under the WM and under a background
model b. The probability P (s|w) of a sequence segment s under the WM w is simply given by the product
of WM-components, i.e.
P (s|w) =
l∏
i=1
wisi , (3.1)
where l is the length of the WM and si is the nucleotide occurring at position i in sequence s.
MotEvo allows for a variety of background models. In the simplest model, there are 4 parameters bα
representing the probabilities for a nucleotide α to occur at a background position. MotEvo also allows k-th
order background models in which the probability of a nucleotide depends on the k preceding nucleotides,
i.e. 4k+1 conditional probabilities P (si|si−1si−2 . . . si−k) that are estimated from the input sequences by
default. For the simple single-nucleotide background model P (s|b) is given by replacing the WM entries wisi
with the corresponding background probabilities bsi in equation (3.1), and analogously for the higher order
models.
We refer to the log-ratio log[P (s|w)/P (s|b)] as the WM score of sequence s. For the species selection
procedure MotEvo selects all species for which the WM score is larger than zero (the red sequences in Fig.
3.2). The key assumption that MotEvo now makes is that, whatever the reason is for the apparent loss of
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the TFBS from certain species, they should not contribute to the evolutionary evidence for a TFBS to occur
at this position in the reference species. Specifically, we obtain the subtree T ′ that is defined by the subset
of ‘red’ species ( indicated in Fig. 3.2) and replace the probability ratio P (S|w, T )/P (S|b, T ) by the one
obtained using only this subtree, i.e. by P (S|w, T ′)/P (S|b, T ′). This ensures that the ‘black’ sequences in
Fig. 3.2 do not contribute to the ratio P (S|w, T )/P (S|b, T ).
The probability ratio P (S|w, T )/P (S|b, T ) is the product of independent contributions from the individ-
ual alignment columns, i.e.
P (S|w, T )
P (S|b, T ) =
l∏
i=1
P (Si|wi, T )
P (Si|b, T ) , (3.2)
where wi denotes the ith WM column.
Imagine an alignment column that is evolving under the constraints set by WM column wi and consider
one branch of the phylogenetic tree T . Distances d along the branches of T are measured by the number
of expected substitutions per neutrally evolving site. The key evolutionary quantities are the probabilities
P (α|β, wi, d) that, when evolving under WM column wi along a branch of length d, a base β evolves into a
base α. MotEvo uses a F81 model [17]. In this model the transition probabilities are given by
P (α|β, wi, d) = δαβe−d + wiα
(
1− e−d) . (3.3)
Although it is straight-forward to implement more sophisticated evolutionary models, such as the model
of [18], in practice the F81 model behaves very similarly. We chose the F81 model for consistency with the
UFE model calculations which require the F81 model to be computationally tractable (see below).
The probability P (Si|wi, T ) is given by multiplying the probabilities P (α|β, wi, T ) for the transitions at
each of the branches of the tree, setting α to the corresponding nucleotide for branches leading to the leafs
of the tree, and summing over the unknown nucleotides at all internal nodes of the tree. To calculate the sum
over the nucleotides at the internal nodes we use recursion relations introduced by [17] (see supplementary
materials for details).
For the single nucleotide background model the probability P (S|b, T ) is calculated entirely analogously,
i.e. simply replacing theWM columnwi with the column of background frequencies b in the above equations.
One novel feature of MotEvo is that it allows the use of higher order background models in a phylogenetic
setting by estimating the sequence-context at internal nodes by averaging over their descendants in the tree
(see supplementary materials for details).
3.2.3 Unidentified Functional Elements
Even though the number of TFs for which WM models are available is increasing steadily, the sequence-
specificity of the large majority of TFs is still unknown for most model organisms. Consequently, within the
input alignments, there are likely many binding sites for TFs that are not represented by the WMs in our set
{w}. Moreover, these TFBSs will often show significant evolutionary conservation, i.e. much more than can
be expected under the background model and this can have undesirable consequences, as illustrated in Fig.
3.3.
In this example a TFBS for the SRF motif is predicted with high probability, despite the fact that the
sequences show very poor matches to theWM (with the exception of mouse). The reason for this pathological
behavior is that algorithms that do not explicitly take into account that unknown functional elements may
occur in the input sequences, are forced to choose at each position of the alignment between assuming that
the alignment segment contains a TFBS for one of the WMs in the input set, or that the alignment segment
contains neutrally evolving sequences. Given a segment that is much more conserved than can be expected
under neutral evolution, such algorithms may thus assign a high posterior to a site for WM w occurring, even
when the sequences in the segment poorly match the WM.
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Figure 3.3: A small segment of a multiple alignment of orthologous mammalian sequences. The stars at the bottom of
the alignment indicate columns that are perfectly conserved across all 6 species. A hypothetical binding site for the SRF
motif is indicated (blue box) and the WM scores are shown for each of the sequences s. Without the UFE model, MotEvo
assigns a posterior probability of 0.97 for a site for SRF to occur at this position, whereas with the UFE this probability
drops to 0.01.
To avoid such spurious predictions MotEvo explicitly takes into account that the input alignments will
contain well-conserved segments for motifs other than those in our input set {w} which we call Unidentified
Functional Elements (UFEs). To calculate the probability Pufe(Sk|T ) of a single alignment column under
the UFE we integrate the probability P (Sk|wk, T ) over all possible WM columns wk, i.e.
Pufe(Sk|T ) =
∫
P (Sk|wk, T )P (wk)dwk, (3.4)
where P (wk) is a prior distribution over possible alignment columns for which MotEvo uses a Dirichlet prior
(see supplementary methods). To be able to calculate such integrals analytically, MotEvo uses the F81 model
for the evolution along each branch of the tree. The supplementary materials provide details of the calculation
of this integral.
Another parameter used by MotEvo is the length lu of the UFE model, which is generally set to the typical
length of TFBSs. The UFEmodel is then treated as any otherWM, and the probability ratioPufe(S|T )/P (S|b, T )
is calculated for the lu consecutive alignment columns of an hypothesized site of the UFE.
For the example shown in Fig. 3.3, when the UFE model of length 10 is used, the posterior of the SRF
motif drops to 0.01 and sites for the UFE are predicted in this area with moderate posteriors. Note that
MotEvo can also be run using only the UFE model. In this way, a conservation profile that quantifies the
evidence for purifying selection across the alignments can be obtained without the need of providing specific
motifs [19], i.e. providing a functionality similar to algorithms such as phastcons [20].
3.2.4 Forward/backward algorithm
In contrast to MONKEY [4] and other algorithms that scan with a single WM at a time, MotEvo predicts
TFBSs for an arbitrary number of WMs and considers all possible configurations of non-overlapping TFBSs.
Above we calculated the WM/background probability ratio P (S|w, T )/P (S|b, T ) for alignment segment S
assuming a single hypothesized site for w. The probability ratio for an entire alignment given a configuration
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containing multiple binding sites is simply the product of the ratios for each of the binding sites. Note that
all parts of the alignment where no binding sites occur do not contribute to this ratio, i.e. their contributions
cancel between numerator and denominator.
To assign prior probabilities to configurations, MotEvo assumes that scanning the reference species se-
quence from left to right, there is at each position a probability piw for a site for WM w to start. For notational
simplicity, we consider both the UFE model and the background model b as members of our set {w} of
WMs. The prior probability for a binding site configuration in which there are nw sites for WM w is then
proportional to ∏
w
(piw)
nw . (3.5)
Note that we have the normalization condition
∑
w piw = 1.
To calculate posterior probabilities we will need to sum over the probability ratios of all possible binding
site configurations, i.e. calculate a partition sum. To this end we use recursion relations similar to those of the
forward/backward algorithm used in the theory of hidden Markov models [21]. Let the sum of the probability
ratios of all possible configurations of TFBSs up to position n in the reference species be denoted by Fn.
Noting that any configuration ending at position n in the reference species has to end with a site for one of
our WMs (which now include the background and UFE models) we have the recursion relation
Fn =
∑
w∈{w}
piw
P (S[n−lw,lw]|w, T )
P (S[n−lw,lw]|b, T )
Fn−lw , (3.6)
where lw is the length of WM w.
Instead of moving from left to right over the multiple alignment, we can also move from right to left and
define Rn as the sum over the probability ratios of all possible binding site configurations from position n
until the end of the alignment. Further details are in the supplementary materials.
3.2.5 Transcription Factor Binding Site Predictions
Once the forward and backward sums Fn and Rn have been obtained we can calculate the posterior proba-
bilities P (w, n|S, {w}, T ) that a binding site for WM w occurs at positions n+ 1 through n+ lw:
P (w, n|S, {w}, T ) =
Fn
P (S[n,lw ]|w,T )
P (S[n,lw ]|b,T )
piwRn+lw+1
FL
, (3.7)
where FL is the sum over probability ratios for all configurations for the entire alignment of length L. Note
that the sum over all configurations in which a site for w occurs at n is equal to the sum over all possible con-
figurations up to position n and all configurations from (n+ lw+1) onwards. Using the procedures described
above, posterior probabilities P (w, n|S, {w}, T ) at every position n for every WM w can be calculated in a
time that is proportional to product of the length of the multiple alignment L, the number of WMs, and the
number of species in the alignment. This linear scaling of the run-time allows MotEvo to make comprehen-
sive site predictions for very large sequences using a large number of WMs in relatively short computational
times. For example, when a TF is known to have different types of binding sites, e.g. half-sites separated by
spacers of different lengths, MotEvo can easily run with WMs for each site type in parallel.
Note that, when running on a single sequence, MotEvo is equivalent to a statistical mechanical model
that calculates the binding frequencies along the genome of multiple factors competing for binding along
the genome, i.e. on a single sequence MotEvo is equivalent to the approach presented in [14]. In this
biophysical interpretation the logarithms of the WM probabilities correspond to binding energies, the WM
priors correspond to the concentrations of the different factors, and the posterior probabilities correspond to
the fractions of time a given TF is bound at a given site.
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3.2.6 Prior Updating
The prior probability distribution over binding site configurations is parametrized by the vector pi that gives
the expected binding site density piw for each WM w, including the background and UFE models. This prior
pi can be specified by the user but MotEvo can also use an expectation-maximization algorithm to find the
vector pi that maximizes the probability of the observed alignments {S}.
We start with an initial prior vector pi and calculate the posterior probabilities P (w, n|S, {w}, T ) for
all alignments in the set {S}. We then calculate, for each WM, the sum nw of the posterior probabilities
P (w, n|S, {w}, T ) over all positions n in all alignments S. That is, nw represents to the total expected
number of binding sites for WM w. Using these MotEvo calculates a new prior vector
piw =
nw∑
w′∈{w} nw′
, (3.8)
and calculates new posterior probabilities P (w, n|S, {w}, T ) using this new prior vector. This procedure is
iterated until the prior vector converges. It is easy to show, see e.g. [22], that this expectation-maximization
procedure maximizes the probability of the input alignments with respect to the prior vector pi.
3.2.7 Enhancer prediction
Enhancers are cis-regulatory elements on the genome that are distal to the promoter of the gene whose ex-
pression they regulate. They are characterized by a high density of TFBSs for a particular subset of TFs and
they are typically a few hundred base pairs in length. They can occur both upstream, downstream, or in an
intron of their target gene [23].
To find enhancers, MotEvo extends previously developed algorithms [12,15] to multiple alignments with
an arbitrary number of species and phylogenetic relationships. A window of a given length (typically a
few hundred base pairs) is slid over the input alignments and for each window MotEvo predicts posterior
probabilities of binding site occurrence for the set of input WMs. Importantly, MotEvo then updates the priors
piw separately for each window, allowing it to adapt the binding site densities to each window. Note that,
because TFBSs cannot overlap within a single configuration, the prior updating roughly tries to maximize the
number of TFBSs for the input WMs that can be bound at the same time to a given region. To assign a final
enhancer score to a window, MotEvo calculates the log-ratio of the sum of the probabilities of all possible
binding site configurations and the probability of the configuration with only background columns.
3.2.8 Weight Matrix Refinement
MotEvo also implements an expectation-maximization procedure for refining WMs based on its TFBS pre-
dictions. Formally, the idea is to maximize the probability of the entire input data {S} with respect to the
WMs {w}, starting from the WMs that were provided as input. As shown in the supplementary materials,
this maximization can be obtained to a good approximation, using the following procedure.
Starting from the input WMs {w} MotEvo first predicts posterior probabilities P (w, n|S, {w}, T ) for
TFBS occurrence of each WM w at each position n in each input alignment S. It then calculates, for each
WM w, each position i in the WM, and each nucleotide α, the sum niα(w) of the posterior probabilities of
all putative TFBSs that have a nucleotide α occuring at position i of the site in the reference species. That is,
the statistics niα(w) calculate the expected total number of TFBSs for WM w that, in the reference species,
have nucleotide α at position i. Note that MotEvo can also be instructed to ignore sites with posteriors below
a cut-off in calculating these sums. MotEvo then updates the WM as follows
wiα =
niα(w)∑
β niβ(w)
. (3.9)
62
3.3 Results
Site predictions are then performed with these updated WMs and this procedure is repeated until the WMs
converge. Using this procedure MotEvo thus extends the functionality of the PhyME algorithm [9], allowing
for the simultaneous expectation-maximization of multiple motifs in parallel.
3.3 Results
Although a key benefit of MotEvo as a computational tool is that it integrates cutting-edge methods within
a single executable, we here focus on evaluating the performance benefits of the novel features that MotEvo
implements. For benchmarking, we collected 5 data-sets [24, 25] in which chromatin immuno-precipitation
followed by next-generation sequencing (ChIP-seq) was performed for the human TFs CTCF, GABP, NRSF,
SRF, and STAT1. Using the peak finder MACS [26] we determined the regions bound by the TF in question
for each ChIP-seq data-set. Binding regions regions that occurred in more than one data-set were removed to
ensure that (at least in the conditions tested) only one TF is bound to each region. Finally, we selected the
900 regions with highest enrichment from each data-set (see supplementary materials for details).
Using pairwise genome alignments from the UCSC data-base [27], we extracted orthologous regions from
6 other mammals (mouse, dog, cow, monkey, horse, and opossum) and obtained 7-way multiple alignments
using T-coffee [28]. For NRSF, GABP, SRF, and STAT1 known WM motifs were taken from the literature
[29] and a CTCF WM was inferred from ChIP-chip data in fly [30].
To test the new features we predict TFBSs with MotEvo on the benchmarking data-set both using the
feature and with the feature turned off. We then compare the TFBS predictions and evaluate to what extent the
TFBS predictions are able to infer which region was bound by which TF. In addition, we compared MotEvo’s
performance on these data-sets with those of MONKEY [31] and PhyloScan [32, 33]. Finally, we test the
performance of motifs obtained using MotEvo’s motif refinement and compare it with the performance of
motifs inferred by MEME [8].
3.3.1 The UFE model strongly reduces spurious predictions
We argued above that, without the UFE, highly conserved regions are often mistakenly predicted as TFBSs
for WMs in our set, even when the sequences poorly match the corresponding motif. To test this, we predicted
TFBSs on all regions, once including the UFE and once without it. For each TF we determined the WM score
of the sequence occurring in the reference species at each predicted TFBS, and constructed histograms of the
distributions of WM scores (Fig. 3.7 and supplementary Fig. S1).
Inclusion of the UFE in general leads to substantial changes in the predicted TFBSs. First of all, the
total number of predicted TFBSs is much lower with the UFE. Second, the UFE specifically causes predicted
TFBSs that have a weak match to the motif to disappear. Finally, using the UFE the fraction of predicted
TFBSs that fall in ‘correct’ regions, i.e. regions that were immuno-precipitated with the corresponding TF
often increases dramatically, i.e. from around 40% to over 90% for 3 of the 5 TFs (insets of Fig. 3.7 and Fig.
S1). However, from this test it is not clear if this increased specificity comes with a cost in sensitivity of the
site predictions, which we address in the following test.
3.3.2 MotEvo’s novel features improve TFBS prediction
To test MotEvo’s performance, and the role of its novel features in a realistic setting, we tested how accurately
the TFBS predictions can distinguish which region was bound by which of the 5 TFs. For each motif w and
each region r we assign a score n(r, w) by summing the posterior probabilities of all predicted TFBSs for w
in r. We then obtain a sensitivity/positive-predictive value (PPV) curve by, as a function of a cut-off on the
score n(r, w), calculating the fraction of all regions bound by the corresponding TF that have a score above
the cut-off (sensitivity) and the fraction of all regions with score above the cut-off that were indeed bound by
the TF (PPV). We gather such sensitivity/PPV curves using MotEvo in its standard form, with the UFE model
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Figure 3.4: Comparison of TFBS predictions with and without inclusion of the UFE model. The histograms show the
distribution of WM-scores (log-ratio log[P (s|w)/P (s|b)] for the sequence s occurring in the reference species) of the
TFBSs predicted by MotEvo with (green) and without (grey) usage of the UFE. The insets show the fractions of predicted
sites that fall within the ‘correct’ regions, i.e that were immuno-precipitated with the corresponding TF. Results are shown
for the TFs GABP and SRF. Results for all TFs are shown in supplementary Figs. S1 and S2.
hturned off, and with species selection turned off, i.e. including sequences from all gaplessly aligned species
at each putative site. We also obtained binding site predictions for two TFBS prediction algorithms that
also incorporate an explicit evolutionary model: MONKEY [31] and PhyloScan [32, 33] (see supplementary
methods for details), and determined their sensitivity/PPV curves.
We first of all see that, without the UFE, MotEvo’s performance is dramatically reduced. In particular,
because of the large number of spuriously predicted sites, no high specificity can be obtained without the UFE
(Fig. 3.8 and supplementary Fig. S2). Only at very high sensitivities, i.e. when detecting even the regions
with the weakest TFBSs, is the performance relatively unaffected. Besides the UFE, MotEvo explicitly
considers that TFBSs may have been lost in a subset of the species, either through evolution or simply
because of errors in the multiple alignment, by using the ‘species selection’ scheme described above. We
find that species selection leads to an increase in performance for all TFs (supplementary Fig. S2) ranging
from small improvements at some TFs (NSRF, CTCF) to moderate or even very large improvements for
others (GABP and SRF, Fig. 3.8). Thus, MotEvo’s method for treating loss and gain of TFBSs within the
phylogeny significantly outperforms methods that assume that all sequences in the multiple alignment are
evolving under the same selective constraints determined by the WM.
Although we invested some efforts optimizing the performance of MONKEY and PhyloScan on this
data-set (see supplementary methods) MotEvo signifcantly outperforms these algorithms (Fig. 3.8 and sup-
plementary Fig. S2). Especially striking is the inability of these algorithms to reach high sensitivity for
motifs with high information content (NRSF, CTCF). Manual inspection of the differences in the predictions
of MotEvo, PhyloScan, and MONKEY strongly suggest that MONKEY and PhyloScan’s performance is
most affected by their inability to deal with alignment segments where a binding site occurs in only some of
the species, i.e. where some of the species have either gaps relative to the reference species or lowWM scores
(see supplementary materials for more discussion). These algorithms effectively assume that a functional site
must appear in all species of the alignment, and for multiple alignments involving 7 species there are many
cases where this is too restrictive an assumption.
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Figure 3.5: Comparison of TFBS prediction accuracy for MotEvo (black), MotEvo without the UFE (blue), MotEvo
without species selection (green), Monkey (red), and PhyloScan (pink). TFBS predictions were made on the benchmark
set of 5 times 900 regions by each of the methods and were then used to predict, for each TF, which of the 4500
regions were bound by the TF. The panels show sensitivity/positive-predictive value curves for the performance obtained
predicting the regions bound by the TFs STAT1 and GABP. Results for all TFs are shown in supplementary Fig. S2.
Finally, we checked whether MotEvo’s performance is strongly affected by the alignment algorithm used
(supplementary Fig. S6) and find that sensitivity/PPV curves change only marginally when using differ-
ent alignment methods. Similarly, use of a higher-order background model also only marginally improves
performance on these benchmarking data-sets (supplementary Fig. S6).
3.3.3 WM refinement improves TFBS predictions
Through the availability of next-generation sequencing technologies many labs have started performing ChIP-
seq of TFs of interest, and the number of available data-sets is increasing rapidly. As ChIP-seq is able to
identify large numbers, i.e. hundreds to thousands, of binding regions for a given TF genome-wide, this
offers the possibility to investigate the binding specificity of TFs at much higher levels of resolution than was
previously possible.
MotEvo implements an expectation-maximization strategy for refining WMs from an input data-set of
binding regions which we here test using the same benchmarking ChIP-seq data for 5 TFs. For each of the 5
TFs we randomly selected 450 of the 900 peaks and pooled them into one large data-set that we used as a test
set. The remaining 450 regions for each TF were used as a training set for WM refinement. Besides MotEvo,
we also used MEME [8] to infer a WM motif for each of the 5 test-sets. Sequence logos of the original and
inferred motifs are shown in Fig. 3.9 and supplementary Figs. S3, and S4.
To test the performance of these WMs in identifying which TF binds to which target region, we predicted
TFBSs for all original and refined WMs on the test-set using MotEvo. As in the previous section, we assign
a score n(r, w) for each WM w to each region r by summing the posterior probabilities of predicted TFBSs,
and obtain sensitivity/PPV curves that quantify the performance of the TFBSs in predicting which TF was
bound by each region (Fig. 3.9 and supplementary Fig. S3).
The improvement that refinement provides over the literature motif ranges from virtually no difference
between original and refined WMs (GABP), through moderate improvements (SRF), to very dramatic im-
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Figure 3.6: Comparison of the performance in predicting TF binding of original WMs based on literature, WMs refined
by MotEvo, and WMs inferred by MEME. Binding sites were predicted by MotEvo on all 5× 450 regions in the test-set
using the three WMs for each of the 5 TFs. The predicted TFBSs were used to predict which TF is bound by each region.
The panels show sensitivity/positive-predictive value curves for the performance obtained using the original (blue), the
refined motif (black), and MEME’s motif (green) for the TFs SRF and CTCF. Sequence logos of the original and refined
WMs are shown in each panel as well. Results for all TFs are shown in supplementary Fig. S3.
provements (CTCF). It is notable that, even when there is a clear difference in performance of the original
and refined WMs, the sequence logos appear very similar visually. This illustrates that subtle changes in the
WM can have substantial effects on TFBS predictions. Interestingly, in the case of STAT1 the refined motif
is closer to a true palindrome than the original motif, suggesting that these sites are bound by the TF in dimer
form. This is supported by the literature, i.e. it is known that STAT1 is ‘activated’ through phosphorylation
at a tyrosine, after which STAT1 proteins form homo-dimers that are translocated to the nucleus to regu-
late transcription [34]. The most dramatic improvement in performance is observed for CTCF. This is not
surprising given that, in contrast to the other TFs in this set, for CTCF the original WM was based on data
from Drosophila. That is, it is plausible that the precise sequence specificity of CTCF may differ between
Drosophila and human.
MotEvo’s refined WMs outperform the WMs inferred by MEME for all TFs (Fig. 3.9 and supplementary
Fig. S3). Although the difference is marginal for NRSF, for some of the TFs MEME’s motif performs clearly
worse than the literature motif (see supplementary materials for further discussion). In summary, our results
show that MotEvo’sWM refinement consistently improves the ability of theWM to distinguish regions bound
by the TF from regions that are bound by other TFs. In addition, this improvement can be very large in some
cases.
3.3.4 Enhancer prediction accuracy increases with the number of species used
Finally, we evaluated MotEvo’s ability to predict distal cis-regulatory modules (also called enhancers). For
testing we used the set of 76 experimentally validated blastoderm cis-regulatory modules (CRMs) that was
collected in [35]. The length of these CRMs ranges from around 90bps to 2kbps. For each CRMwe extracted
the flanking region of 5kb before and after the CRM on the genome. We then multiply-align these regions
with other sequenced Drosophila species. As it is likely that these regions contain other blastoderm CRMs
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Table 3.1: Overlap between the known and predicted blastoderm cis-regulatory modules as a function of the number of
Drosophila species used.
Number of species 1 2 3 5 7 9
Performance 0.57 0.70 0.73 0.76 0.82 0.93
that are unknown, we shuffle the aligned columns of the flanking region without changing the conservation
pattern, that is to say we substitute each column by a column with similar conservation (same gap pattern and
subset of species that has the same base as the reference). Exonic regions are also excluded.
To test how prediction accuracy depends on the number of species used in the multiple alignments we
made several pruned versions of the multiple alignments by selecting different subsets of the available species,
ranging from only the melanogaster sequence, to sequences from 9 available species (see supplementary
materials and Fig. S5 for details). We use MotEvo with 7 WMs for Drosophila TFs known to be involved
in binding to these enhancers (Bcd, Cad, Dl, Hb, Kni, Kr, and Tll), to perform enhancer predictions on all
multiple alignments, selecting for each alignment the 900bp window with the highest enhancer score as the
predicted enhancer. To assess the performance we calculated, for each alignment, the overlap between the
predicted and the known enhancer. As table 3.1 shows, the performance increases significantly as the number
of species increases, reaching over 90% performance when 9 species are used. This illustrates that MotEvo’s
ability to predict enhancers on multiple alignments of an arbitrary number of species significantly improves
accuracy over methods that only allow pairwise analysis.
3.4 Discussion
From a theoretical point of view, the major advantage of the MotEvo method we presented here is that it inte-
grates cutting-edge Bayesian probabilistic methods for the prediction of TFBSs, regulatory motifs, and con-
servation patterns within one consistent theoretical frame work, developing several novel features such as the
UFE model and species selection in the process. In addition, our benchmarking tests have demonstrated that
these features improve MotEvo’s performance, and that MotEvo outperforms currently available methods.
Another major advantage of the MotEvo tool is its versatility, i.e. by simple changes to the parameter file the
tool can perform a wide array of tasks ranging from motif inference, to enhancer prediction, to conservation
profile mapping, site density estimation, and of course TFBS prediction. Moreover, essentially all variables
used by the algorithm, from phylogeny to background models, to priors, can be controlled by the user, al-
lowing these to be adapted to a wide range of applications. For example, using MotEvo in combination with
genome-wide mapping of transcription start sites we have predicted functional TFBSs for hundreds of WMs
in proximal promoters in human, mouse [36], yeast [37], and E. coli. We have also obtained refined WMs us-
ing MotEvo on ChIP-seq data-sets for a number of TFs beyond those studied here. All these TFBS and motif
predictions are available for download from our SwissRegulon database at www.swissregulon.unibas.ch.
As experimental validation of the functionality of individual TFBSs is extremely labor intensive, it re-
mains highly challenging to estimate the accuracy of large-scale TFBS predictions. In the past it has some-
times been assumed that ChIP-chip and ChIP-seq data-sets can be treated as a gold standard, but our own
analysis suggests that computational predictions can in fact be considerable more accurate in mapping func-
tional sites than such high-throughput experimental approaches [37].
What is clear is that TF binding and function is highly context dependent. For a TF with a short degenerate
motif there may be millions of sites genome-wide with motif matches at least as high as known functional
sites, but in a typical ChIP-seq experiment only a few thousand of these are found to be actually bound, and
even among these only a small subset may directly affect gene expression. In the search for variables that
provide important context it is important to distinguish those that are merely predictive for the functionality of
TFBSs from those that are explanatory. Cross-species conservation is an example of an explanatory variable,
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i.e. highly conserved TFBSs are more likely to be functional, but conservation is not explanatory; sequences
in other species cannot explain why a particular sequence is bound or functional in a given species.
In higher eukaryotes the chromatin state is likely to be an important explanatory variable. In areas where
the nucleosomes are densely packaging the DNA, it may be hard for a TF to access an individual site in the
DNA. This may explain why functional TFBSs come in clusters of nearby sites for co-expressed TFs: these
TFs may passively cooperate in displacing the nucleosomes from the DNA. Such a model can potentially
explain the observation that the genomic binding pattern observed for a given TF is dependent on the expres-
sion profiles of other TFs [38]. However, to what extent binding and function of TFBSs is dependent on a
high-order ‘grammar’ of TFBS configurations, i.e. the precise spacing and relative orientation of the sites, is
currently unclear. In order to make progress on these important questions we believe that the largest potential
lies in integrating sequence analysis with the analysis of temporal patterns of TF binding, of genome-wide
chromatin states, and of the expression of potential target genes.
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3.5 Supplementary Methods
In this section we discuss several of the methods used by MotEvo in more detail.
3.5.1 Likelihood of an alignment column
Here we explain howwe use the Felsenstein recursion relations [17]. An alignment segment S is hypothesized
to contain a binding site for WM w and we want to calculate the probability P (Si|wi, T ) of the alignment
column Si, i.e. the ith column of the alignment, given WM column wi and phylogenetic tree T . As described
in the main article, we assume that, along each branch of the tree, the probability to evolve from ancestor
nucleotide α to descendent nucleotide β is given by
P (α|β, wi, d) = δαβe−d + wiα
(
1− e−d) , (3.10)
where d is the length of the branch, and δαβ is the Kronecker delta function that is 1 when α = β and 0
otherwise. The probability of the column Si for the entire phylogenetic tree can now be calculated recursively
as follows.
Let n denote a node of the phylogenetic tree and let Si(n) denote the nucleotides of alignment column
Si that stem from species that are descendants of node n in the tree. We let P (Si(n)|α, wi, T ) denote the
probability of observing nucleotides Si(n) assuming that node n had nucleotide α. First, for a node n that is
a leaf of the tree, we have that α must match the nucleotide sn that occurs at this leaf, i.e.
P (Si(n)|α, wi, T ) = δsnα. (3.11)
For an internal node of the tree we have the following recursion relation
P (Si(n)|α, wi, T ) =
∏
m∈D(n)

∑
β
P (β|α, wi, dm)P (Si(m)|β, wi, T )

 , (3.12)
where the product is over the set D(n) of direct descendants of node n in the tree, and dm is the distance
from node m to its parent node n. What this equation says is that, the probability for all data below node n
given that nucleotide α occurs at this node, is given by a product of probabilities for all data at each of the
descendants m of node n. For each descendant, the probability is given by, summing over all possible nu-
cleotides β at the descendant, the transition probability from α to β times the probability P (Si(m)|β, wi, T )
of the data below descendant m given nucleotide β. Starting from the leafs and moving up the tree we can
use this recursion relation to efficiently calculate the probabilities P (Si(n)|α, wi, T ) for each node n up to
the root r of the tree. Finally, at the root we have
P (S|wi, T ) =
∑
α
P (Si(r)|α, wi, T )wiα, (3.13)
where we have used that, under the assumption that the sequences are binding sites for the WM, the prior
probability that the root sequence has letter α at position i is simply the WM entry wiα.
3.5.2 Higher order background models within the evolutionary model
To calculate the probability P (Si|b, T ) for an alignment column Si with a simple background model, i.e.
given by the 4 nucleotide probabilities bα, we can use precisely the same equations as we used for calculating
P (Si|wi, T ). We simply replace the weight matrix entries wiα with the background probabilities bα. In
particular, the transition probabilities on each branch of the tree are given by
P (α|β, b, d) = δαβe−d + bα
(
1− e−d) , (3.14)
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where d is again the length of the branch.
When using higher order background models, the background probabilities for individual sequences de-
pend on the immediately preceding bases and these will typically differ across the species in the alignment.
Therefore, we generally do not know what the flanking bases in the internal nodes were, nor when during the
evolution the flanking bases underwent substitutions. In a rigorous treatment we would have to consider all
possible scenarios for evolution of the flanking bases. However, the evolution of the flanking bases would
again depend on the evolution of their flanking bases, and so on, effectively coupling together the evolution
of all columns in the entire alignment. As a consequence, such a rigorous is not computationally tractable, as
far as we are aware, and we use the following practical approximation.
In order to be able to apply the recursion relations (3.12) we essentially need, for each branch of the tree,
a set of 4 background probabilities bα to use in equation (3.14). For the branches leading to the leafs of the
tree, we use the k-th order background model to construct a vector of 4 background frequencies b using the
sequence context at the leafs. That is, we are effectively assuming that, for each branch leading to a leaf,
the sequence-context was the same for the entire evolutionary branch leading up to their ancestor. For a
branch leading to an internal node of the tree we similarly construct a background vector b by averaging the
background frequency vectors b that were used for the branches leading to the direct descendants of the node.
For example, for a branch that is the ancestor of 2 leaf nodes we simply average the background vectors b for
these two leafs, i.e. as given by the sequence-contexts at the leafs. The background vectors b for each internal
node can thus also be determined recursively, starting at the leafs of the tree and moving upward toward the
root.
3.5.3 Calculating the probabilities under the UFE model
We have shown above how the probability for an alignment column Sk given a WM column wk and phy-
logenetic tree T can be calculated using our F81 evolutionary model together with the Felsenstein recursion
relations. To calculate the probability PUFE(Sk|T ) of alignment column Sk under the UFE model we inte-
grate over all possible WMs:
Pufe(Sk|T ) =
∫
P (Sk|wk, T )P (wk)dwk, (3.15)
where P (wk) is a prior distribution over possible alignment columns, and the integration is over the simplex
of all possible vectors wk such that all components are non-negative (wkα ≥ 0) and normalized (
∑
α w
k
α = 1).
Before we discuss calculating this integral, we first discuss the choice of prior. To keep the integrals
computationally tractable we use a standard Dirichlet prior of the form:
P (wk) ∝
∏
α
(wkα)
λα−1, (3.16)
where the λα are a set of four parameters that determine the shape of the prior. As we have shown previously
[19], consistency in the limit of d → 0 (short evolutionary branches) requires that the parameters λα are
proportional to the background probabilities bα, i.e. λα = λbα. The parameter λ can still be chosen and
determines the information content that is expected for WM columns a priori. We use λ = 1, which roughly
corresponds to the average information content per WM column for experimentally determined TFBSs in E.
coli. That is, we use λα = bα.
We now turn to the integral. Provided that we use the F81 model for the evolutionary transition prob-
abilities P (α|β, wk, d), the integral (3.15) can be performed analytically. As mentioned previously, if we
assume the nucleotides at the internal nodes of the tree fixed, then the probability P (Sk|wk, T ) given these
nucleotides is simply a product over transition probabilities P (α|β, wk, d) for each branch of the tree. Each
of these transition probabilities P (α|β, wk, d) is either directly proportional to wkα (when α &= β) or a sum
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of a constant term and a term proportional to wkα (when α = β). Thus, the product is a general polynomial in
the WM entries wkα. Such a polynomial can be written as a sum over monomial terms, i.e∑
i
c(i, T )
∏
α
(
wkα
)nα(i)
, (3.17)
where the indices i refer to the terms of the polynomial, c(i, T ) is a constant prefactor that depends on the
branch lengths in the tree T , and the nα(i) are integer exponents associated with term i. We now note that,
since the product of transition probabilities takes on this general form given fixed nucleotides at the internal
nodes, so does the general expression P (Sk|wk, T ). That is, when we sum over all possible nucleotides at
the internal nodes we just obtain a lot more terms in the above sum, but the general form of the expression
remains unchanged. That is, we can write P (Sk|wk, T ) as a general polynomial
P (Sk|wk, T ) =
∑
i
c(i, T )
∏
α
(
wkα
)nα(i)
. (3.18)
We now make use of the fact that the integral of each monomial term has a simple solution, i.e.∫ ∏
α
(
wkα
)nα(i)+λbα−1
dwk =
∏
α Γ [nα(i) + λbα]
Γ [λ+
∑
α nα(i) + bα]
. (3.19)
Thus, to determine Pufe(Sk|T ) we in principle just need to explicitly summing over all terms in the polyno-
mial (3.18), i.e we obtain
Pufe(Sk|T ) =
∑
i
c(i, T )
∏
α Γ [nα(i) + λbα]
Γ [λ+
∑
α nα(i)]
. (3.20)
Note, however, that the number of terms i increases exponentially with the number of species in the alignment.
Although there is no simple recursion relation that reduces the calculation from exponential to polynomial
time, we can use a variant of the Felsenstein recursion relations to efficiently calculate the pre-factors c(i, T )
for all polynomial terms i that have different counts in their exponents nα(i).
Because the calculation of the UFE model probabilities Pufe(Sk|T ) is computationally expensive we
typically proceed as follows. Given a phylogenetic tree T with N species, and a vector of background
probabilities bα, MotEvo can be asked to calculate the probabilities Pufe(Sk|T ) for all 4N possible alignment
columns Sk and save the results in a file. In other runs MotEvo can then be directed to use this file to read
in the UFE probabilities rather than re-calculating them from scratch. That is, for each set of species with a
given phylogenetic tree, we only have to calculate the UFE model probabilities once.
3.5.4 Backward recursion relation
We defineRn as the sum over the probability ratios of all possible binding site configurations from position n
until the end of the alignment. These ‘backward’ partition sums can be determined using a recursion relation
very similar to that for the forward partition sum
Rn+1 =
∑
w∈{w}
piw
P (S[n,lw]|w, T )
P (S[n,lw]|b, T )
Rn+lw+1. (3.21)
3.5.5 Weight matrix refinement
We here derive the equations of theWM refinement procedure that MotEvo employs. We denote byP ({S}|{w}, T )
the probability of the set of multiple alignments {S} given the set of inputs WMs {w} and the phylogenetic
tree T . We want to maximize this probability P ({S}|{w}, T ) with respect to all the WMs. To this end we
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will have to calculate the derivatives of this probability with respect to the entries w˜kα of the kth WM column
w˜k of a particular WM w˜ from the set {w}, for each column and for each WM.
First, we note that the probability P ({S}|{w}, T ) is a product over the probabilities of the individual
alignments S in the set, i.e.
P ({S}|{w}, T ) =
∏
S∈{S}
P (S|{w}, T ). (3.22)
Second, we can explicitly write these probabilities in terms of sum over all possible binding site configura-
tions C
P (S|{w}, T ) =
∑
C
P (C|pi)P (S|C, {w}, T ), (3.23)
where P (C|pi) is the prior probability assigned to configuration C, which depends on the WM priors piw. If
we denote the number of binding sites for WM w in configuration C by nw(C) this prior is given by
P (C|pi) =
∏
w
(piw)
nw(C), (3.24)
where we note that, for notational simplicity, the UFE and background model are considered members of the
WM set {w}.
The probability P (S|C, {w}, T ) of the alignment given the configuration C can itself be written as
P (S|C, {w}, T ) =
∏
w
∏
i∈Cw
P (S[i,lw]|w, T ), (3.25)
where Cw denotes the set of positions in the multiple alignment where, in configuration C, a TFBS for WM
w starts. Using this expression, we find for the derivative of P (S|C, {w}, T ) with respect to a particular WM
entry w˜kα
∂P (S|C, {w}, T )
∂w˜kα
= P (S|C, {w}, T )
∑
i∈Cw˜
[
1
P (S[i,lw˜]|w˜, T )
∂P (S[i,lw˜]|w˜, T )
∂w˜kα
]
. (3.26)
The derivative on the right in equation (3.26) gives the derivative of the probability particular alignment
segments (hypothesized in configuration C to be a TFBS for WM w˜) with respect to a WM component. To
understand the meaning of this derivative we consider what it gives in a few simple limits. First, let us assume
that the alignment segments contains only the reference species, i.e. the segment equals the sequence s that
occurs in the reference. Using P (s|w) =∏i wisi we find
1
P (s|w˜, T )
∂P (s|w˜, T )
∂w˜kα
=
δskα
wkα
. (3.27)
That is, the derivative is simply equal to one 1 over the WM entry when the kth nucleotide in the sequence s
equals α and zero otherwise. Another simple limit that we may consider is that the alignment segment S con-
tains sequences fromN species that are sufficiently diverged such that they an be considered phylogenetically
independent. In that limit we may ignore the tree T and approximate P (S|w, T ) by
P (S|w, T ) =
lw∏
i=1
∏
α
(wiα)
niα(S), (3.28)
where niα(S) is the number of species whose sequence has nucleotide α occurring at position i. It is easy to
see that in this limit we have simply
1
P (S|w˜, T )
∂P (S|w˜, T )
∂w˜kα
=
nkα(S)
wkα
. (3.29)
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In summary, in these two limits the general form of this derivative is simply the number of sequences in S
that have letter α at position k divided by the WM entry itself. We now make the assumption that this general
form extends to the more complicated phylogenetic cases. Although this is strictly not true, we previously
showed [5] that this approximation gives accurate results. We thus assume that, given the phylogenetic tree
T and alignment S, there is an ‘effective’ number of species nkα(S, T ) that have nucleotide α at position k,
and assume that the derivative can be approximated by
1
P (S|w˜, T )
∂P (S|w˜, T )
∂w˜kα
=
nkα(S, T )
wkα
. (3.30)
We use this result to derive a more intuitive expression for the derivative of the logarithm of the total
probability P ({S}|{w}, T ) with respect to a single WM entry w˜kα. We find
∂P ({S}|{w}, T )
∂w˜kα
=
∑
S∈{S}
1
P (S|{w}, T )
∑
C
P (S|C, {w}, T )
∑
i∈Cw˜
nkα(S[i,lw˜], T )
w˜kα
. (3.31)
We can further simplify by noting that, for each position i, the weighted sum over probabilities corresponds
exactly to the posterior probability P (i, w˜|S, {w}, T ) that a TFBS for WM w˜ occurs position i of alignment
S. We then have
∂P ({S}|{w}, T )
∂w˜kα
=
1
w˜kα
∑
S∈{S}
∑
i
P (i, w˜|S, {w}, T )nkα(S[i,lw˜], T ). (3.32)
But if we think of nkα(S, T ) as the number of sequences in segment S that have letter α at position k, then the
above sum is simply the total number of expected occurrences of letter α in position k of predicted TFBSs
for WM w˜.
Finally, to optimize Wm column w˜k under the normalization constraint
∑
α w
k
α = 1 we need to have that
all derivatives equal the same constant, i.e.
∂P ({S}|{w}, T )
∂w˜kα
= constant (3.33)
Using this we obtain
w˜kα = constant
∑
S∈{S}
∑
i
P (i, w˜|S, {w}, T )nkα(S[i,lw˜], T ). (3.34)
That is, the WM entry should be proportional to a weighted sum over all putative TFBSs for WM w˜, weighing
each site both by its posterior and by the number of independent occurrences of nucleotide α at position k
occur within the corresponding alignment segment. As a final approximation, we know replace the function
nkα(S[i,lw˜], T ) with the one that would be obtained if only the reference sequence were present. That is, we
set nkα(S[i,lw˜], T ) = δαsk , where sk is the nucleotide that occurs at position k in the sequence segment from
the reference species. That is, although the full effect of all other species in the alignment is incorporated into
the posterior probability of the site, we effectively ignore the other species in the second factor. Although we
are losing information under this approximation, as long as there is no systematic bias in the TFBS sequences
coming from different species, the final predictions should not be affected by this approximation.
3.6 Construction of benchmarking regions
For bench-marking, we collected 5 data-sets [24, 25] in which chromatin immuno-precipitation followed by
next-generation sequencing (ChIP-seq) was performed for the human TFs CTCF, GABP, NRSF, SRF, and
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STAT1. For all five data sets, the reads had already been filtered (quality controlling) and mapped to the
genome. Using the peak finder MACS [26] we determined the regions that bound the TF in question for each
ChIP-seq data-set. Binding regions were extended/reduced with respect to their middles such that they all had
a length of 400bps. Binding regions that occurred in more than one data-set were removed to make sure that
only one TF is bound to each region. Finally, we selected the 900 regions with highest enrichment according
to MACS’ reported p-value from each data-set. Using pairwise genome alignments from the UCSC data-
base [27], we extracted orthologous regions from six other mammals (mouse, dog, cow, monkey, horse, and
opossum) and obtained 7-way multiple alignments using T-coffee [28]. For NRSF, GABP, SRF, and STAT1
known WMmotifs were taken from the literature [29] and a CTCF WM was inferred from ChIP-chip data in
fly [30].
For the WM refinement evaluation, we randomly selected 450 (of the above mentioned) regions for a
given TF and used it as a training set, that is to say those were the regions we refined the motif on. The
remaining 450 regions were used as a test set to create sensitivity/positive-predictive value curves.
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Figure 3.7: Comparison of TFBS predictions with and without inclusion of the UFE model. The histograms show the
distribution of WM-scores (log-ratio log[P (s|w)/P (s|b)] for the sequence s occurring in the reference species) of the
TFBSs predicted by MotEvo with (green) and without (grey) usage of the UFE. The insets show the fractions of predicted
sites that fall within the ‘correct’ regions, i.e that were immuno-precipitated with the corresponding TF.
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3.8 Species selection improves TFBS predictions
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Figure 3.8: Species selection improves TFBS prediction accuracy. TFBS predictions were made on the bench-mark set
of 5 times 900 regions by MotEvo once using species selection, i.e. selecting at each putative site only the species with
sequences that score higher for the WM than for the background model, and once without it, i.e. including all gaplessly
aligned species per definition. The TFBS predictions were used to predict, for each TF, which of the 4500 regions were
bound by the TF and the panels show sensitivity/positive-predictive value curves for the performance obtained using
species selection (black) and without it (green).
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Figure 3.9: Comparison of the performance of original and refined WMs in predicting TF binding. Binding sites were
predicted by MotEvo on all 5 × 450 regions in the test-set using both the original and refined WMs for each of the 5
TFs. The predicted TFBS were used to predict which TF is bound by each region. The panels show sensitivity/positive-
predictive value curves for the performance obtained using the original (red) and refined motif (green). Sequence logos
of the original and refined WMs are shown in each panel as well.
3.9.1 Refining motifs outperforms ordinary motif inference
To check to what extend the refinement of WMs outperforms ordinary motif inference, we ran MEME [39]
on the exact same regions that were used by MotEvo for the refinement. For each factor, we either let MEME
choose the motif length (green line), that is we set a range ±5 with respect to the known WM length, or
we set it to the length of the known WM (red line). MEME was run such that it was looking for three or
fewer motifs. The range for the optimal number of sites was set to [2, 450] (A range that is too small, for
example [2, 50], leads to too specialized motifs). Figure 3.10 shows the best sensitivity/positive-predictive
value curves, in case several motifs were reported, for the five TFs. In figure 3.11, 3.12, and 3.13 you can see
MEME’s inferred and MotEvo’s refined WMs.
For the NRSF and CTCF data set it simply is enough to use MEME to infer the WMs, even though
MEME’s WM for CTCF performs a little bit worse on regions containing only weak(er) sites. The reason for
that, we believe, is that MEME focuses too much on regions that have a strong site. Therefore, the inferred
motif is biased to a subset of regions. When looking at the motifs, it can be seen that MEME’s inferred WMs
have higher information content (see figure 3.11).
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In the case of SRF, MEME infers a reasonable WM as well. Even though MotEvo’s and MEME’s WMs
look quite similar (see figure 3.12), MotEvo’s refined WM performs better.
For STAT1 and GABP, the difference in performance is biggest. In the case of GABP, the inferred WMs
look similar, but the performance is clearly worse than for MotEvo’s refined WM.While MEME and MotEvo
are in agreement on the core of the motif (GGAAG, position 6 to 10, GABP - MotEvo), they look different
in the other positions, resulting in the different sensitivity/positive-predictive value curves. As for STAT1,
MEME was not able to infer the STAT1WM as known by the literature. By increasing the range for the motif
length to [0, 50] a motif was inferred with length 38bsp, which had the characteristic consensus TTCC.GGAA
sequence, but this motif could only predict the 57 sequences that it was inferred on.
Figure 3.10: For NRSF and CTCF, MEME could successfully infer the WM, which performs equally well as MotEvo’s
refined WM. For SRF and GABP, there is a clear advantage of the refinement over the inference. Even though the
MEME’s STAT1 motif seems to do reasonable well at the high signal end, it failed to actually find the motif seen in the
literature.
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Figure 3.11: MEME’s inferred WMs look similar to the one MotEvo refined. The information content of MEME’s WM
are higher than MotEvo’s.
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Figure 3.12: MEME failed to infer the STAT1 motif. On the other hand, it inferred the correct motif for SRF, which
performs worse than MotEvo’s refined version, though.
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Figure 3.13: MEME inferred the correct motif for GABP, which performs worse than MotEvo’s refined version, though.
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3.10 Enhancer prediction
To test MotEvo’s enhancer predictions we used 76 experimentally validated blastoderm cis-regulatory mod-
ules (CRMs) from the REDfly database [40]. For each CRM 5kb of flanking sequence both upstream and
downstream were extracted, orthologous sequences from the other Drosophila genomes were obtained, and
the sequences were multiply aligned using T-coffee [28]. To remove other (unknown) cis-regulatory modules
from these flanking regions we shuffled the columns of the multiple alignments while preserving their gap
patterns and their conservation, i.e the subset of species with conserved nucleotides relative to the reference
melanogaster sequence.
We then constructed several pruned versions of the multiple alignments by retaining only the sequences
from particular subsets of 1, 2, 3, 5, 7, and 9 species. The subsets of species were chosen so as to distribute
them roughly uniformly across the tree. For the single species case we of course used only the reference
melanogaster sequence. For the two-species case we used melanogaster and pseudo-obscura. For the other
cases the specific subsets of species and their subtrees are shown in Fig. 3.14.
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Figure 3.14: Phylogenetic trees of the subsets of Drosophila species with 3, 5, 7, and 9 species, respectively, that were
used in the enhancer predictions. Branch lengths are given in expected number of substitutions per neutrally evolving
site.
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3.11 Comparison to MONKEY and PhyloScan
We compared MotEvo to two TFBS prediction algorithms, namely MONKEY [4] and PhyloScan [32, 33].
For MONKEY (version 2.0), we pruned the original phylogenetic tree in newick format for each region such
that it contained only species that occurred in the multi-alignment. The pruned tree was formatted using
provided scripts to work with MONKEY. The same nucleotide frequencies for the background model and the
same WMs were used for running MONKEY as in the case of MotEvo. For each region, MONKEY reports
TFBSs and corresponding p-values. Either the smallest p-value (dotted black line) for having a site or the
sum of the log of the p-values for all sites in this region (solid black line) was used to assign a score to each
region.
For PhyloScan, we used the online version. Again, the same phylogenetic tree was used as before. Our
multi-aligned regions were converted into MAF format. Each WMwas represented by a collection of 10, 000
sequences drawn from each WM. For each five WMs, all positions (fragmentation mask) were included. We
used four combinations for the site rank weights ([0.9, 0.1], [0.1, 0.9], [0.5, 0.5], [0.5, 0.25, 0.25]), all resulting
in similar sensitivity/PPV curves. For each region, the reported p-value for the region containing at least a
site (solid red line) or the summed log of the e-value for having a site (dotted red line) was used to assign a
score.
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Figure 3.15: Here we show the sensitivity/PPV curves for all five factors. The curves clearly show that MONKEY, Phy-
loScan, and MotEvo perform equally well for regions with a strong signal, whereas MONKEY and PhyloScan perform
worse on regions that seem to contain only weaker sites. In the case of PhyloScan, it seems that under the assumed
probabilistic model, it is almost impossible for a weak site to obtain a small p-value. For the sake of completeness,
we also show MotEvo’s performance when not including the UFE model. As you can see, all the regions that are well
conserved but for which the reference species has only a moderate WM score (supplementary Fig. 3.7), result in many
falsely predicted regions.
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3.12 Dependence of MotEvo’s TFBS predictions on different aligners
To test the effect of different alignment methods, we compared MotEvo’s TFBSs prediction when using two
additional aligners, namely FSA [41] (version 1.15.6) and MUSCLE [31] (version 3.8.31).
Using pairwise genome alignments from the UCSC data-base [27], we extracted orthologous regions from
six other mammals (mouse, dog, cow, monkey, horse, and opossum). These orthologous regions were given
to the aligners to obtain multiply-aligned regions using default options. Finally, MotEvo was run on the
alignments created by T-coffee, FSA, and MUSCLE, and sensitivity/PPV curves were obtained.
Figure 3.16: All three alignment methods, T-Coffee, FSA, and MUSCLE, result in similar sensitivity/PPV curves. For
the sake of completeness, we also ran MotEvo using different Markov orders for the background model (1 and 2). The
blue dotted line shows the sensitivity/PPV curve for a 2nd order Markov model. The curve for a 1st order Markov model
looks almost identical.
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Chapter 4
ISMARA: Modeling genomic signals as
a democracy of regulatory motifs
Piotr J. Balwierz, Mikhail Pachkov, Phil Arnold, Andreas J. Gruber, Mihaela Zavolan, and Erik van Nimwe-
gen
Manuscript in preparation (January 30, 2013).
Accurate reconstruction of the regulatory networks that control gene expression is one of the
key current challenges in molecular biology. Although gene expression and chromatin state
dynamics are ultimately encoded by constellations of binding sites recognized by regulators such
as transcriptions factors (TFs) and microRNAs (miRNAs), our understanding of this regulatory
code and its context-dependent read-out remains very limited. Given that there are thousands
of potential regulators in mammals, it is not practical to use direct experimentation to identify
which of these play a key role for a particular system of interest.
We developed a methodology that uses genome-wide predictions of TF binding sites and miRNA
target sites to model gene expression or chromatin modifications in terms of these sites, and
completely automated it into a web-based tool called ISMARA (Integrated System for Motif
Activity Response Analysis), located at http://ismara.unibas.ch. Given as input only
gene expression or chromatin state data across a set of samples, ISMARA identifies the key TFs
and miRNAs driving expression/chromatin changes and makes detailed predictions regarding
their regulatory roles. These include predicted activities of the regulators across the samples,
their genome-wide targets, enriched gene categories among the targets, and direct interactions
between the regulators.
Applying ISMARA to data sets from well-studied systems, we show that it consistently iden-
tifies known key regulators ab initio. We also present a number of novel predictions including
regulatory interactions in innate immunity, a master regulator of mucociliary differentiation, TFs
consistently upregulated in cancer, and TFs that mediate specific chromatin modifications.
4.1 Introduction
Since the seminal work of Jacob and Monod [1], much has been learned about the molecular mechanisms
by which gene expression is regulated, and the molecular components involved. Historically, most work
has focused on transcription factors (TFs), arguably the most important regulators of gene expression, which
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bind to cognate sites in the DNA, frequently in the neighborhood of transcription start sites (TSSs), and
regulate the rate of transcription initiation. However, more recently it has become clear that the state of the
chromatin, which can be modulated through modifications of the DNA nucleobases and of the histone tails
of nucleosomes, also plays a crucial role. For example, the local chromatin state affects the ability of TFs
to access their binding sites, and the chromatin state can in turn be modified through TF-guided recruitment
of chromatin modifying enzymes. Furthermore, an entirely new layer of post-transcriptional regulation has
been uncovered in recent years in the form of microRNAs (miRNAs) [2]. These guide RNA-induced silencing
complexes to target mRNAs, inhibiting their translation and accelerating their decay [3].
In spite of these many insights, our current understanding of the function of genome-wide gene regulatory
networks in mammals is still rudimentary. For example, we only know the sequence specificity of less than
500 [4–6] of the approximately 1500 [7] TFs in mammalian genomes. Our knowledge of how TF binding
is affected by chromatin state, of the combinatorial interactions between TFs and their co-factors, and the
impact of post-translational modifications on TF activity, is even more fragmentary. Our understanding of
the transcriptome-wide effects of miRNAs on their targets is similarly limited. It is thus clear that we are still
far from being able to develop realistic quantitative models of gene regulatory networks in mammals. Con-
sequently, rather than aiming to develop comprehensive computational models of gene regulatory dynamics,
the most constructive contribution that computational approaches can currently provide is to develop models
that help guide experimental efforts.
Given a particular mammalian subsystem or process, e.g. a particular developmental or cellular differen-
tiation process, or the response of a tissue to a particular perturbation, the initial steps in unraveling its gene
regulatory circuitry are to identify the key regulators in the process, and to characterize the rough functional
roles these regulators play. However, for the vast majority of mammalian systems these initial steps have
yet to be taken. Given the large number of potential regulators, a direct experimental approach, e.g. through
large-scale screening, is typically not feasible. There is thus a strong need for computational methods that,
given a system of interest, can predict key regulatory players and make concrete, directly testable, hypothe-
ses about their regulatory roles. We here present an integrated and completely automated computational
methodology that accomplishes exactly this task.
Our approach, ISMARA (Integrated System for Motif Activity Response Analysis), capitalizes on a num-
ber of recent computational and experimental technological developments. First, whereas large-scale screen-
ing of the functions of individual regulators in a particular system is often impractical, it is relatively straight
forward to measure gene expression (i.e. with microarray or RNA-seq) or chromatin state (with ChIP-seq)
in high-throughput across a set of samples of interest. Second, over the last years sophisticated comparative
genomic methods have been developed that allow relatively accurate computational prediction of regulatory
sites for hundreds of TFs and miRNAs on a genome-wide scale [8–10]. Third, through extensive experi-
mental efforts, genome-wide annotations of transcript structures [11] and promoters [12] have also become
available.
Given as input a set of genome-wide gene expression or chromatin state measurements across a number of
samples, ISMARA models the gene expression or chromatin state dynamics in terms of a comprehensive set
of computationally predicted regulatory sites, using a simple linear modeling approach called Motif Activity
Response Analysis (MARA) that we originally proposed in [13]. As a result, ISMARA identifies the key
regulators (i.e. TFs and miRNAs) driving gene expression/chromatin state changes across the samples, the
activity profiles of these regulators, their target genes, and the sites on the genome through which these regu-
lators act. The analysis is carried out within a completely automated system, which combines pre-calculated
annotations of regulatory sites for hundreds of regulators across promoters in mammalian genomes with pro-
cessing of input data, automated tuning of parameters, and post-processing to provide a large collection of
auxiliary analysis results. To use ISMARA, all that users need to do is upload their data to the web-server
http://ismara.unibas.ch/ and submit it to the system, after which all results are presented through
a user-friendly graphical web-interface. Importantly, in ISMARA the motif activity response analysis has
been extended to model not only gene expression data from various platforms (microarray, RNA-seq), but
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essentially any sequencing data reflecting a genomic mark (ChIP-seq) including chromatin modifications or
TF binding. In addition, ISMARAmodels not only the effect of TFs on mammalian gene expression, but also
the effect of miRNAs. Below we will first describe the methodology used by ISMARA and the results that it
provides, and then we will demonstrate its power through a number of applications.
4.2 Results
4.2.1 An Integrated System for Motif Activity Response Analysis
The integrated system for motif activity response analysis (ISMARA) that we developed is schematically
depicted in Fig. 4.1. Detailed descriptions of all procedures are provided in the supplementary methods. The
system capitalizes on two key resources developed in our group (Fig. 4.1A-C). The first is the genome-wide
annotation of promoters in human and mouse, i.e. so-called ”promoteromes”, that we constructed [12] from
genome-wide transcription start site data (deepCAGE data [14]). We supplement these promoter sets with
5’ ends of known RNA transcripts from human and mouse, and associate transcripts with promoters. The
second key resource that we employ is a genome-wide annotation of functional transcription factor binding
sites (TFBSs) that we obtained with Bayesian probabilistic methods for quantifying evolutionary selection
pressure, which we developed previously [8,10]. Briefly, we constructed multiple alignments of orthologous
proximal promoter regions across 7 mammalian genomes and curated a collection of approximately 200
non-redundant mammalian regulatory motifs (positional weight matrices) that represent the DNA binding
specificities of close to 350 TFs in both human and mouse. We then used our MotEvo algorithm [10] to
predict functional TFBSs for all TF regulatory motifs across all promoters in human and mouse (Fig. 4.1A,C).
MotEvo is a Bayesian algorithm which explicitly models the evolution of TFBSs across the mammalian
phylogeny (Suppl. Fig. 1).
When modeling expression data, ISMARA also integrates the effects of miRNAs that increase decay of
transcripts by binding to sites that are generally located in the 3’ untranslated regions (UTRs) of transcripts.
We used miRNA target site predictions from TargetScan using preferential conservation scoring (PCT ) [9],
and calculated an overall score for the targeting of a promoter by a particular miRNA by averaging over all
transcripts associated with the promoter (Suppl. Methods).
The result of the regulatory site annotation was, for both human and mouse, a large matrixN, whereNpm
is the predicted total number of functional binding sites in promoter p for motif m, where m runs over the
190 TF binding motifs as well as the 86 miRNA ‘seed’ motifs.
The next step in ISMARA consists of the construction of a data matrix E, where Eps denotes the ‘signal’
associated with promoter p for sample s. When provided gene expression data in the form of microarrays,
ISMARA applies standard normalization procedures and maps the probes on the microarray to the set of
known RNA transcripts, which are each in turn associated with promoters. Microarray platforms currently
supported by ISMARA are listed in Suppl. Table 1. For a promoter p, the expression Eps is given by the
average log-intensity in sample s of the probes associated with promoter p. Similarly, for RNA-seq data the
reads are mapped to the known RNA transcripts and Eps is calculated as the average of the logarithm of
the fraction of all reads in the sample that map to transcripts associated with promoter p. When processing
ChIP-seq data, the signal Eps is calculated as the logarithm of the fraction of reads in sample s that map to a
2 kilobase region centered on promoter p. Details of the normalization steps involved are again provided in
the supplementary methods.
At the core of ISMARA is the MARA model [13] which, similar to previous linear modeling approaches
[15, 16], assumes that the ‘signal’ at each promoter p is a linear function of its binding sites Npm:
Eps = c˜s + cp +
∑
m
NpmAms + noise, (4.1)
where cp is a term reflecting the basal activity of promoter p, c˜s reflects the total expression in sample s,
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Figure 4.1: Outline of the Integrated System for Motif Activity Response Analysis (ISMARA). A: ISMARA starts from a curated
genome-wide collection of promoters and their associated transcripts. Using a comparative genomic Bayesian methodology [10], tran-
scription factor binding sites (TFBSs) for ≈ 200 regulatory motifs are predicted in proximal promoters. Similarly, miRNA target sites
for ≈ 100 seed families are annotated in the 3’ UTRs of transcripts associated with each promoter. B: Users provide measurements
of gene expression (microarray, RNA-seq) or chromatin state (ChIP-seq). The raw data are processed automatically and, for each pro-
moter and each sample, a signal is calculated. For ChIP-seq data, the signal is calculated from the read density in a region around the
transcription start. For gene expression data, the expression signal is calculated from read densities across the associated transcripts
(RNA-seq) or intensities of associated probes (microarray). C: The site predictions and measured signals are summarized in two large
matrices. The components Npm of matrix N contain the total number of sites for motif m (TF or miRNA) associated with promoter
p. The components Eps of matrix E contain the signal associated with promoter p in sample s. D: The linear MARA model is used to
explain the signal levels Eps in terms of bindings sites Npm and unknown motif activities Ams, which are inferred by the model. The
constants cp and c˜s correspond to basal levels for each promoter and sample, respectively. E: As output, ISMARA provides the inferred
motif activity profilesAms of all motifs across the samples s, sorted by the significance of the motifs. A sorted list of all predicted target
promoters is provided for each motif, together with the network of known interactions between these targets (provided by the String
database, http://string-db.org/), and a list of Gene Ontology categories that are enriched among the predicted targets. Finally, for each
motif, a local network of predicted direct regulatory interactions with other motifs is provided.
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and Ams is the (unknown) activity of motifm in sample s. That is, using the predicted site counts Npm and
the experimentally measured Eps, we use the model (4.1) to infer the activities Ams of all motifs across all
samples. To infer the activities, ISMARA uses a Bayesian procedure with a Gaussian likelihood model for the
difference between the measured signalEps and the predicted signal, and a Gaussian prior distribution for the
activities (Methods). The latter is used to avoid overfitting and ISMARA uses a cross-validation procedure
to set the parameters of the prior (see Suppl. methods). The entire posterior distribution of motif activities is
a multi-variate Gaussian which is determined using singular value decomposition (see Suppl. methods).
It is important to note that we do not expect the simple model (4.1) to provide an accurate fit to the signal
Eps at individual promoters. As mentioned in the introduction, many factors that influence expression and
local chromatin state are not included in our model. Moreover, instead of each binding site contributing lin-
early toEps, in reality the expressionEps will likely be a complex combinatorial function of the constellation
of binding sites in promoter p. Indeed, we typically find that the simple model (4.1) captures only a small
fraction of the variance of Eps across the samples (Suppl. Fig. 2). However, the aim of the model (4.1) is
not to fit the signals Eps, but rather to identify which of the motifs m play an important role, and how these
motifs contribute to Eps across the samples. Since each motifm targets hundreds to thousands of promoters
p, the inferred motif activities Ams are statistical averages of the behaviors of a large number of promoters.
This averaging causes the complexities at individual promoters to effectively cancel out and ensures that the
overall influence of a motif can still be reliably inferred. To put it differently, if a clear average contribution of
a given motifm is detected using the simple linear model (4.1) in spite of it being a poor model at individual
promoters, we can be confident that the motif indeed contributes to the signal Eps.
Apart from inferring motif activities, ISMARA also predicts which individual promoters are regulated by
each motifm. As detailed in the Suppl. methods, for each promoter with predicted TFBSs for the motif (i.e.
Npm > 0) ISMARA estimates the log-likelihood ratio Spm of the entire model with the TFBSs for m in p
present, and the model in which the entry Npm has been set to zero. That is, Spm rigorously quantifies how
much removal of the sites form in p decreases the fit of the model to the data.
4.2.2 Overview of the results presented by ISMARA
We have made ISMARA available through a web interface http://www.ismara.unibas.ch as part of our Swiss-
Regulon resources [6]. Users can directly upload unprocessed microarray (CEL files), RNA-seq, or ChIP-seq
data (bed files) which are then analyzed automatically without the need for any additional input from the
user (Fig. 4.1B). The results are made available through a web interface and can also be downloaded in
flat-file format. To give an overview of the results ISMARA provides, we applied it to the GNF Gene At-
las [17] of mRNA expression profiles across 91 tissues and cell lines in mouse. The results are available at
http://ismara.unibas.ch/supp/dataset1/ismara report/.
The first output of ISMARA is a list of all regulatory motifs sorted by a z-score which summarizes
the importance of the motif for explaining the expression variation across the samples. This score roughly
corresponds to the average number of standard-deviations the motif activity is away from zero (see Methods
and Suppl. Methods). Besides the z-score of each motif, the list also displays the set of associated TFs, a
thumbnail of its activity across the input samples, and a sequence logo for each motif (Suppl. Fig. 3). In
the Gene Atlas data, the second most significant motif is E2F1..5, corresponding to the E2F1 through E2F5
transcription factors that are known to regulate the cell cycle [18,19]. Following the link from the motif name
links leads to a page with additional details regarding the E2F1..5 motif (Suppl. Figs. 4-6), including its
inferred activity profile across the samples, once ordered according to the user’s input (Suppl. Fig. 4), and
once ordered according to the sample-dependent activity z-values (Suppl. Fig. 5). The samples in which the
E2F activity is highest are known to be composed of fast dividing cells (bone marrow, hematopoietic stem
cells and artificial cell lines), while neural tissues, containing largely non-dividing cells have the lowest E2F
activity (Fig. 4.2A). The page also provides a list of predicted target promoters of the motif, sorted by their
score Spm (Suppl. Fig. 6). Besides the score, this list includes for each target a link to a genome browser
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view of the promoter which shows the predicted TFBSs (Suppl. Fig. 7), associated gene and transcripts, and
a short description of each target gene. The user can interactively change how many of the top targets are
shown, or search for a gene or transcript of interest in the list of all targets. To provide the user with a more
intuitive picture of the predicted list of targets of the motif, a link is provided to a network view of the target
genes as provided by the STRING database [20], where network links indicate known functional associations
between the genes. For E2F1..5, the STRING network reveals a large, highly connected cluster of predicted
targets that are known to be involved in cell cycle, and particularly in DNA replication (Suppl. Fig. 8). The
role of the E2F1..5 motif in the cell cycle is further confirmed by Gene Ontology analysis [21] which shows
that DNA replication, S phase, and regulation of DNA replication are categories whose genes are most highly
enriched among the targets of E2F (Suppl. Fig. 9). Thus, based only on expression data, MARA predicts E2F
to be a key regulator of cell proliferation, with E2F activity acting effectively as a marker for proliferation.
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Figure 4.2: Motif activities in the GNF Gene Atlas. A: Tissues showing the highest and lowest activities of the E2F motif
(shown as inset). B: Activity of the HNF4A/NR2F1,2 motif (shown as inset) across all tissues for the two biological
replicates (red and black lines). Names of the tissues with highest activity are indicated. C: Activity of the HIF1A motif
(shown as inset) across the human GNF and NCI-60 samples. Subsets of samples corresponding to NCI-60 cancer cell
lines (red), leukemia and lymphomas (green), peripheral immune cells (blue), bone marrow immune cells (pink), and
all other tissues (black) are shown in different colors. D: As for panel C, but now for the miRNA hsa-miR-205 (seed
sequence shown as inset).
For many of the regulatory motifs there are multiple TFs that can bind to the sites of the motif and it
is not a priori clear which of the TFs is most responsible for the motif activity in a given system. Note
that the motif activity is inferred from the behavior of the predicted targets of the motif. That is, roughly
speaking, an increasing activity is inferred when its targets show on average an increase in expression, that
cannot be explained by the presence of other motifs in their promoters. The mRNA expression profiles of
the TFs associated with a motif thus provide independent information about the link between the TFs and
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the motif activities, and ISMARA provides an analysis of the correlation between motif activities and the
expression profiles of the associated TFs for each motif. For example, for the case of E2F1..5, the expression
of all associated TFs except E2F5 show a very significant positive correlation with the motif activities (Suppl.
Figs. 10 and 11). This also shows that these TFs act as activators. That is, whenever a negative correlation
between motif activity and TF expression is observed, the TF most likely acts as a repressor, e.g. as observed
for the known repressor REST (Suppl. Fig. 12). However, it should be noted that motif activity does not
need to be a direct function of TF expression, i.e. the effect of a TF on its targets will not only depend on
its expression, but possibly on post-translational modifications, on cellular localization, and on the presence
of specific co-factors. Therefore, although a strong correlation between TF expression and motif activity is
a good indication that the TF is responsible for the motif activity, the absence of such a correlation does not
imply that the TF is not involved in the motif’s activity.
To gain insight in the transcription regulatory networks that control expression profiles, it is of particular
interest to identify direct regulatory connections between the TFs themselves. In ISMARA, a predicted
transcription regulatory interaction from motifm tom′ occurs when motifm is predicted to target a promoter
of one of the TFs associated with m′. To visualize predicted motif-motif regulatory networks ISMARA
provides, for each motif m, a local network picture that shows all predicted regulatory connections between
m and other regulatory motifs. The user can interactively change the cut-off on the target score Spm to draw
this picture. For E2F1..5 we find that the strongest predicted targets are the promoters of Myb, of TFDP1,
and of the E2F2 gene (Suppl. Fig. 13). Indeed, the c-Myb promoter is known to be regulated by an E2F
site [22] and the E2F2 promoter has indeed been shown to be bound directly by E2F4 [23]. The transcription
factor TFDP1 forms hetero-dimers with various members of the E2F family and ISMARA predicts that this
co-factor of the E2F family is itself regulated through an E2F site. To our knowledge, this is novel prediction.
An example of a motif with highly condition-specific activity is HNF1A (Fig. 4.2B). The associated
transcription factor hepatocyte nuclear factor 1 homeobox A is relatively well-studied and known to be mainly
expressed in liver, kidney, stomach and intestine [24,25], where it is essential for organ function [26]. Indeed,
ISMARA infers that the HNF1A activity is by far the highest in liver and kidney, followed by intestinal
tissues and stomach. In addition to its role in these tissues, HNF1A has also been shown to be important for
the function of pancreatic islets, and HNF1A mutations causes monogenic diabetes [25]. Indeed, ISMARA
predicts high activity for HNF1A in pancreas as well, where its activity ranks 6th and 7th among all motifs
in the two replicate samples (Suppl. Fig. 14). Figure 4.2B also illustrates that the inferred motif activities are
highly reproducible, in fact more reproducible than the expression profiles from which the motif activities
were inferred (Suppl. Fig. 15). The reason for this high reproducibility is that motif activity is inferred from
the statistics of all (typically hundreds) of its target promoters.
Experiments are often performed in multiple replicates and one would typically be specifically interested
in those motifs that behave reproducibly across the replicates. To this end the ISMARA results page links
to a section where users can provide replicate annotation for their samples, which than enables ISMARA to
calculate motif activity profiles that are averaged over replicates using a rigorous Bayesian procedure (see
Suppl. Methods). As an example, the replicate-averaged results for the mouse GNF atlas are available at
http://ismara.unibas.ch/supp/dataset1/averaged report/.
Apart from averaging over replicates, this procedure can also be used to calculate contrasts between
subsets of samples. To illustrate this, we jointly analyzed the human GNF atlas of 79 tissues and cell
lines [27] and the NCI-60 reference cancer cell lines [28] (full results at http://ismara.unibas.ch/supp/dataset2/
ismara report/). By treating all non-tumor samples as one condition and all tumor samples as another con-
dition in the averaging, we can identify motifs that are consistently dis-regulated in cancer. Supplementary
tables 2 and 3 show the motifs that are most consistently up-regulated or down-regulated in tumors. Among
the top up-regulated motifs are several key transcriptional regulators that are well known in cancer biology
such as Hif1a [29] (Fig. 4.2C), Myc [30], and E2F [31]. ISMARA also identifies a number of miRNAs
whose targets are either consistently upregulated, e.g. miR-205 (Fig. 4.2D) and miR-26, or consistently
down-regulated, e.g. miR-24 and the miR-17/93/106 seed family, in tumors. Indeed, multiple studies have
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found miR-205 to be down-regulated in a number of different cancers, and miR-205 has been shown to have
tumor suppressor function [32–36]. It has also been shown that miR-26a delivery suppresses hepatic tu-
mors in mouse [37], supporting the downregulation of this miRNA in cancer. Similarly, miR-17 is a known
oncogene [38], supporting that its targets are down in cancer. The literature on miR-24 function in cancer
is more ambiguous [39]. Some evidence has been provided that miR-24 acts as repressor of apoptosis and
is upregulated in certain cancers [40]. On the other hand, another study found that miR-24 can inhibit pro-
liferation [41]. Notably, the latter study suggested that miR-24 acts through seedless target sites, which by
construction are not detected by TargetScan. In summary, in this system ISMARA successfully identified
oncogenes and tumor suppressors ab initio.
4.2.3 Inferring motif activity dynamics: inflammatory response
To illustrate ISMARA’s analysis of time series data, we applied it to a time series of expression data ob-
tained after activation of human umbilical vein endothelial cells (HUVECs) with tumor necrosis factor
(TNF, previously also known as TNFα). Messenger RNA expression was measured every 15 minutes
for the first 4 hours after treatment, and every 30 minutes for the next 4 hours [42]. Whereas the origi-
nal study focused solely on nascent transcription, standard application of ISMARA to this data set (http:
//ismara.unibas.ch/supp/dataset3/ismara report/) uncovers the transcription regulatory network involved in
this inflammatory response in remarkable detail.
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Figure 4.3: Analysis of an inflammatory response time series of human umbilical vein endothelial cells responding to
TNF. A: Time-dependent activities of the 3 most significant motifs, i.e. NFκB (red), IRF1/2 (black), and XBP1 (blue).
Error-bars denote uncertainties in the inferred activities. B: Summary of the inferred core regulatory network. Selected
top motifs are shown together with interactions between them and pathways/functional categories that are enriched among
the targets of these motifs. The intensity of the color corresponds to the z-score of the motif, its time-dependent activity
is indicated inside the node, and the thickness of each edge corresponds to its target score Spm.
The response of endothelial cells to TNF is known to be mediated by the NFκB, GATA2, IRF1, and
AP-1 [43] TFs. NFκB in particular is crucial for the resulting inflammatory response [44]. Indeed, ISMARA
infers that the two most significant motifs are IRF1,2,7 and NFκB. The activity of NFκB increases sharply in
the first 45 minutes and slower afterwards, until it reaches a steady activity after 3 hours. The activity of the
IRF1,2,7 motif increases steadily starting at 30 to 45 minutes after treatment until the end of the time course
(Fig. 4.3A). As shown by NFκB’s local network figure (Fig. 4.3B and on the ISMARA results website),
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ISMARA infers that IRF1 is activated directly at the level of transcription by NFκB, which is indeed known
from previous studies [45]. Other predicted targets of NFκB that are also found to be significantly upregu-
lated in this process are TNF receptor genes, components of the JAK-STAT pathway (note that STAT2,4,6
is the 11th most significant motif, indicating that STAT activity changes, affecting the level of its targets)
and MHC class I genes. The latter are also predicted to be regulated by IRF1,2,7, which is confirmed by
experimental data [46]. ISMARA also predicts that both NFκB and IRF1,2,7 activate the 5th most significant
motif, PRDM1 (BLIMP-1), which is an important developmental regulator in the B-cell and T-cell lineages
and is required for the secretory pathway in B-cells [47]. PRDM1 activity increases, like that of IRF, across
the entire time course, and these two TFs appear to share many of their predicted targets, including type
1 interferon pathway genes, the immuno-proteasome [48], ubiquitin conjugating enzymes, antigen peptide
transporters, and MHC class I genes. All of these targets are consistent with the activation of the antigen
presenting pathway by these TFs. Finally, the 3rd most significant motif is XBP1, which is activated only
after 2.5 hours. Its predicted targets are highly over-represented for endoplasmic reticulum (ER) genes and
genes involved in vesicle-mediated and Golgi transport, consistent with the fact that XBP1 is a major regu-
lator of ER stress and the unfolded protein response (UPR) [49]. Moreover, several studies support that the
UPR is a general characteristic resulting from inflammation or TNF activation in endothelial cells [50, 51].
Interestingly, the induction of XBP1’s activity occurs at the same time as the NFκB activity stops increasing
which is in line with studies showing that the UPR can attenuate NFκB induction of inflammation [52–54].
All these predictions of ISMARA, which were made ab initio using only the time course expression data, are
summarized in the network picture Fig. 4.3B.
Finally, the induction of XBP1’s activity is not reflected in the expression of XPB1 itself, which is almost
constant across the time course (Suppl. Fig. 16). This underscores that ISMARA infers a motif’s activity
from the expression of its predicted targets and does not use the regulator’s own expression. Indeed, it has
been established that XBP1 activity is regulated post-transcriptionally through alternative splicing [55, 56].
4.2.4 Identifying novel master regulators: Mucociliary differentiation of bronchial
epithelial cells
Next, we turned to an example system for which much less is known, namely the mucociliary differentiation
of bronchial epithelial cells on an air-liquid interface. Aiming to elucidate the regulation of bronchial devel-
opment, Ross et al. [57] performed differentiation experiments in triplicate over a period of 28 days with cells
from three separate donors. This data was then analyzed with commonly used bioinformatic procedures, i.e.
genes were clustered into co-expression clusters, and the clusters were analyzed for over-represented gene
ontology categories and pathways. This analysis uncovered clusters associated with TGFβ pathway genes,
extra-cellular adhesion genes, and genes associated with the microtubule cytoskeleton, but no key regulators
or regulatory interactions that drive these expression changes were identified.
In contrast, applying ISMARA to this gene expression data set, we obtain the prediction that by far the
most important regulatory motif in this system is RFX, whose activity is strongly increasing over the period
from roughly day 4 to day 10 in all 3 donors (Fig. 4.4A, http://ismara.unibas.ch/supp/dataset4/ismara report/).
The predicted targets of RFX are highly enriched in genes known to be associated with cilium assembly,
axoneme, and the microtubule cytoskeleton genes (Fig. 4.4B) suggesting that RFX directs ciliogenesis in
bronchial epithelial cells.
The RFX family of TFs contains 7 members and it is not a priori clear which of these are driving the
bronchial differentiation. Comparison of the mRNA expression profiles with activity profiles shows that two
of the family members, RFX2 and RFX3 exhibit a striking correlation in their expression with the motif
activity (Fig. 4.4A and C). Together these results strongly suggest that the TFs RFX2/3 are master regulators
of ciliogenesis in this system. This prediction is consistent with previous studies that have shown that RFX3
is necessary for the ciliogenesis of nodal cilia in mouse embryonic development [58] and during ciliogenesis
of motile cilia in a mouse cell-culture system [59]. More specifically, in the latter study it was found that
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Figure 4.4: Mucociliary differentiation A: Inferred RFX motif activity profile in mucociliary differentiation in bronchial
epithelial cells from three independent donors (black, red, and blue lines). B: Key predicted regulators and their targets
in the mucociliary differentiation. Selected top motifs are shown together with predicted interactions between them and
pathways/functional categories that are enriched among predicted targets of these motifs. The intensity of the color
corresponds to the z-score of the motif, its time-dependent activity for each donor is indicated inside the node, and
thickness of the edges corresponds to the target score Spm. C: mRNA expression profiles of the RFX2 (solid) and RFX3
(dashed) genes across the differentiation (colors of the donors as in panel A).
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RFX3 activates the FOXJ1 TF during this process. Interestingly, ISMARA also predicts that RFX directly
upregulates FOXJ1 in this system. An interesting novel prediction is that RFX2 is directly regulated by the
TF MYB (Fig. 4.4B). This prediction is supported by the observation that the RFX2 promoter is known to
contain Myb sites and is directly regulated by A-myb in spermatogenesis [60].
As indicated in Fig. 4.4B, ISMARA additionally predicts that, in this system, IRF1,2,7 upregulates innate
immune response genes, and that a short spike of E2F activity up-regulates cell-cycle genes at day 1. Finally,
there is a group of motifs (TBP, FOS FOS{B,L1} JUN{B,D}, RXR{A,B,G}, HOX{A6,A7,B6,B7}, and
GLI1..3) whose targets are progressively down-regulated across the differentiation time course. The targets
of these motifs are generally enriched for extracellular proteins involved in cell adhesion, cell-cell junctions,
and signaling. More specifically, targets of GLI1..3 involve genes from the TGFβ pathway, targets of TBP
involve nucleosomal and intermediate filament cytoskeletal genes, and targets of the homeodomain motif
(HOX{A6,A7,B6,B7}) are enriched for developmental genes and transcription factors. The genes in these
pathways are most likely involved in the transition of the tissue from squamous to columnar epithelial that
occurs during this differentiation. Thus, in contrast to the methods used in the original study [57], ISMARA
predicts which regulators are directing various aspects of this differentiation including ciliogenesis, the innate
immune response, and the transition from squamous to stratified epithelial.
4.2.5 Epithelial-Mesenchymal Transition: including microRNAs in core regulatory
networks
To illustrate ISMARA’s ability to integrate the role of both TFs and miRNAs in the gene regulatory network,
we took advantage of data from a system in which miRNAs are known to play important regulatory roles:
the epithelial-to-mesenchymal transition (EMT). Recently, mRNA expression measurements were performed
in duplicate on epithelial and 3 independently-isolated mesenchymal subpopulations within immortalized
mammary epithelial cells [61]. After running ISMARA on this data (results at http://ismara.unibas.ch/supp/
dataset5/ismara report/), we used replicate-averaging to identify regulators that most consistently and sig-
nificantly explain the mRNA expression differences between epithelial and mesenchymal cells (results at
http://ismara.unibas.ch/supp/dataset5/averaged report/).
Interestingly, much of what is known about EMT (reviewed by Polyak and Weinberg [62]) is again cap-
tured by ISMARA’s results. Among the top regulators that ISMARA infers in this system are SNAI1..3,
ZEB1, and a family of miRNAs consisting of hsa-miR-141 and hsa-miR-200a (sharing the same seed se-
quence), that have been shown to form a regulatory network essential for EMT. The predicted activity changes
of these regulators are consistent with the extant literature. Namely, the decrease in SNAI1..3 and ZEB1 ac-
tivity (which indicates a reduced level of their predicted targets) in mesenchymal subpopulations is consistent
with the fact that both of them are mainly acting as repressors and are transcriptionally up-regulated in the
mesenchymal state. The miR-141 and miR-200a miRNAs are known to be down-regulated in the mesenchy-
mal state, causing the mRNA levels of their targets to increase, which is consistent with the positive change in
activity predicted by ISMARA. Known regulatory interactions between these factors are also uncovered by
ISMARA. For instance, ZEB1 is the top predicted target of the miR-141/200a miRNAs and existing literature
confirms that the direct regulation of ZEB1 by miR-200 is critical in EMT [63–65]. Similarly, E-cadherin
(or CDH1) is the 3rd and 4th top target gene of the ZEB1 and SNAI1..3 motifs, respectively, and indeed this
gene is an epithelial marker known to be targeted by both SNAIL transcription factors [66] and by ZEB1 [67].
These key predictions by ISMARA are summarized in Fig. 4.5.
The activity of the family containing the hsa-miR-125a/b and hsa-miR-4319 miRNAs is the most signif-
icantly reduced miRNA family in EMT. This suggests that these miRNAs play a role in mesenchymal cells,
consistent with observations that miR-125b promotes invasive tumor characteristics [68].
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Figure 4.5: Core TF and miRNA regulatory interactions in the epithelial-to-mesenchymal transition, as predicted
by ISMARA. Each rectangular node corresponds to a regulatory motif with its color indicating the significance of
the change in activity when going from the epithelial to mesenchymal state (z-value defined as z = (Am,mes −
Am,epi)/
√
δA2m,mes + δA2m,epi). Green/Red indicates targets of the motif are down/up-regulated in the mesenchymal
state. Both Zeb1 and Snail are predicted to target the E-cadherin (CDH1) promoter. Note that all interactions shown are
repressive.
4.2.6 TF activities effecting chromatin state: analysis of ChIP-seq data
Beyond analyzing gene expression data, motif activity response analysis can be applied to modeling any
signal along the genome in terms of the local occurrence of TFBSs. Indeed, in a recent work [69] we applied
the MARA approach to ChIP-seq data mapping the dynamics of tri-methylation at lysine 27 of histone 3
(H3K27me3) and identified TFs involved in recruiting this epigenetic mark set by the Polycomb system. In
ISMARA the analysis of ChIP-seq data has now been completely automated. In particular, given a ChIP-seq
data set, ISMARA quantifies the signal at all promoters across all samples and models this in terms of the
TFBSs at each promoter. For the details of ISMARA’s processing and normalization of the ChIP-seq data we
refer to the Supplementary Methods.
To illustrate ISMARA’s results on ChIP-seq data, we make use of data from the ENCODE project in
which, besides gene expression, 9 different chromatin modifications were measured across 8 different cell
types [70] (all modifications and cell types are listed in Suppl. Tables 4 and 5). We first ran ISMARA
separately on each of the 10 data sets, i.e. expression and 9 chromatin modifications (see Suppl. Table 6
for the URLs of the results on all data sets). Exploring these results we observed that motifs that are highly
significant for explaining differences in levels of a particular chromatin mark across tissues, were often also
highly significant for explaining mRNA expression differences. This was particularly the case for methylation
of lysine 4 on histone H3 (H3K4me2, H3K4me3), for acetylation of histone H3 (H3K9ac, H3K27ac), and for
tri-methylation of lysine 36 on histone H3 (H3K36me3). For example, Fig. 4.6A shows the activity profiles
for these marks for the SNAI motif, which is recognized by the Snail TFs. Other examples of activity profiles
of motifs with high significance for these marks are shown in Suppl. Fig. 17. As these figures show, for each
motif, the activity profile for expression is highly similar to those of all of these histone marks. Indeed, it
has been well recognized that these chromatin marks are associated with promoter activity [71], and several
recent studies have shown that the levels of these marks can be used to predict gene expression levels [72–74].
To investigate the correlations between the levels of the different chromatin marks more quantitatively,
we performed principal component analysis (PCA) of the distribution of the 10 different marks across all
promoters, separately for each sample (Suppl. Methods). Strikingly, we find that in each sample, the first
PCA component explains the majority of the variance across promoters, typically explaining around 60% of
the total variance (Suppl. Fig. 18). Moreover, we find that the first PCA component looks virtual identical
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Figure 4.6: ISMARA predicts TFs involved in recruiting specific chromatin marks. A: Activity across cell types of the Snail motif for
explaining expression (black), and levels of the chromatin marks H3K4me3 (dark green), H3K4me2 (light green), H3K9ac (dark blue),
H3K27ac (light blue), and H3K36me3 (brown). B: First principal component explaining the majority of variation in chromatin mark
levels across all cell types. The bars indicate the relative contributions to the principal component of each mark. C: Motif activities of
the Snail motif, as in panel A, but after removal of the first principal component. D: Z-values and specificities (see text) of motifs for
explaining H3K27me3 levels. The REST motif, with both highest z-value and highest specificity, is indicate in red. E: As in panel D,
for H3K9ac levels. The two most significant motifs are shown in red. F: As in panels D and E, for H3K27ac levels. G: Activity, after
removal of the first principal component, of the RFX motif for explaining H3K9ac (dark blue) and H3K27ac (light blue) levels. H: As
in panel G, for the ATF5 CREB motif.
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for each sample (Suppl. fig. 18) and Fig. 4.6B shows the first principal component obtained using PCA
on the pooled data from all cell types. These findings strongly suggest that there is a single variable which
corresponds roughly to ‘promoter activity’, which captures a large fraction of the variation in all chromatin
mark levels at the promoter. In addition, the fact that this first principal vector is identical in all tissues
suggests that the relative levels of the different marks in this first principal vectors result not from tissue-
specific but from general factors, e.g. conceivably they may result from the general transcription machinery
recruiting chromatin modifying enzymes.
The first principal vector has its highest positive component along the expression axis showing that,
as expected, the expression level of the gene is most strongly aligned with its ‘promoter activity’. The
known activation-associated marks H3K4me3, H3K4me2, H3K9ac, H3K27ac, and H3K36me3, also all have
a strong positive component in the ‘promoter activity’ vector. The H3K4me1 mark, which has recently
been identified as a mark associated with enhancers when not accompanied by H3K4me3 [75], has a weaker
positive component in the ‘promoter activity’ vector, as does the level of binding of the CTCF transcription
factor, which is generally associated with open chromatin [76]. The known repressive mark H3K27me3,
which is set by the developmentally important Polycomb system [77], indeed has a negative component in the
promoter activity vector. Finally, the H4K20me1 mark shows little contribution to the first PCA component.
In summary, the PCA analysis has shown that there is a single vector in the 10-dimensional space of
expression and chromatin marks that represents the general activity of a promoter and captures almost two-
thirds of the variation in the levels of all marks across promoters. As a consequence, whenever a given
motif contributes significantly to explaining mRNA expression in a sample, it will also contribute signifi-
cantly to general promoter activity, and thereby to many of the chromatin marks. This also explains why
the activity profiles of motifs that significantly explains expression are all highly correlated (Fig. 4.6A and
Suppl. Fig. 17). Thus, the effect of general promoter activity on all chromatin marks confounds identification
of TFs that are involved in affecting specific marks, and it would thus be beneficial to remove it. To this end
we separated the activity of each motif into a part along the first PCA component, i.e. the one associated with
general promoter activity, and the remaining parts along all other components. We then discarded the part
of the activity along the first PCA component. As illustrated in Fig. 4.6C and Suppl. Fig. 17, after removal
of the first principal component, there are no longer any obvious correlations in the remaining motif activity
profiles for different activating marks. We then analyzed the remaining motif activities to identify motifs that
contribute to the levels of a particular chromatin mark, independent of the motif’s effect on general promoter
activity.
For each motif and each mark, we calculated z-values for the remaining activity with respect to each
chromatin mark. In addition, we quantified, for each motif and each chromatin mark, a ‘specificity’ which
measures the fraction of its overall significance that is associated with the mark (Suppl. Methods). Strikingly,
we find that for many of the marks, the motifs that most significantly affect the mark are also among the most
specific for that mark. For example, REST is the motif with the highest z-value for H3K27me3 levels, and
is also by far most specific for H3K27me3 (Fig.4.6D). Indeed, in recent work [69] we showed that REST
is involved in recruiting this mark during the differentiation of murine embryonic stem cells into pyramidal
neurons, specifically at the neural progenitor state. With respect to the two acetylation marks, i.e. H3K9ac
and H3K27a, we find that the same two motifs, i.e. RFX and ATF/CREB, are most significant for both
these marks (Fig. 4.6E and F). It is well known that ATF/CREB TFs can recruit histone acetylases (HATs)
such as CREB binding protein (CBP) and p300 [78], and for RFX TFs it has also been established that they
can recruit HATs at particular promoters [79]. Our results thus suggest that recruitment of HATs by TFs
bound to ATF/CREB and RFX motifs make an important contribution to genome-wide histone acetylation.
Moreover, the activity profiles of these motifs for H3K9ac and H3K27ac are highly similar, suggesting that
these two marks may be recruited through a common or highly overlapping pathways. Supplementary Fig.
19 shows the most significant motifs for each of the other marks. Among the additional predictions made by
ISMARA is that the PITX motif is associated with both mono- and di-methylation of lysine 4 of histone 3.
This prediction is supported by recent biochemical evidence that PITX2 can recruit methyltransferases that
104
4.3 Discussion
methylate H3K4 [80]. As expected, CTCF is the most significant motif explaining CTCF binding. ISMARA
also makes several predictions that are completely novel, as far as we have been able to determine: It predicts
that the hepatocyte nuclear factors HNF1A and HNF4A have the most significant effect on the levels of the
H3K36me3 mark, which is known to be set by elongating RNA polymerase [81,82], and that YY1 and NF-Y
most significantly explain variations in H4K20me1 levels.
4.3 Discussion
Just how crucial gene regulatory circuits are in animals is evident when we remind ourselves that every cell in
a multi-cellular organism has essentially the same genome, and that the phenotypic differences between cell
types largely reflect differences in gene expression. The eventual goal of computational modeling of gene
regulatory networks is to have realistic models of the physico-chemical interactions involved on a genome-
wide scale, that accurately predict observed expression dynamics. For some very well-characterized systems
of moderate size, such explicit biophysical models now appear within reach. For example, for the early
anterio-posterior body patterning in Drosophila relatively realistic models are able to roughly capture the
spatial expression patterns of dozens of cis-regulatory modules in terms of the concentration profiles of 5−10
TFs [83, 84].
However, for the vast majority of systems our knowledge is far too rudimentary to make such detailed
modeling viable. For example, an exciting recent development is the ability to reprogram cells from one
differentiated state into either a stem cell state [85] or another differentiated state [86], by over-expressing
or silencing specific regulatory factors. Although factors that can trigger the reprogramming cascade are
known and increasing amounts of high-throughput data are available for these systems, very little is known
about the regulatory networks that ultimately control these differentiation processes. The question faced by
a computational biologist when analyzing such systems is how to make progress in identifying the key gene
regulatory interactions given little specific knowledge of the system, and the enormous number of components
potentially contributing to the system.
The advent of high-throughput technologies now allows the routine measurement of genome-wide mRNA
expression across conditions, and such data in principle provide the opportunity to systematically investigate
gene regulation on a genome-wide scale. Such investigations require sophisticated computational approaches
and, not surprisingly, a vast literature of methods has emerged for analyzing such genome-wide expres-
sion data, ranging from explicit regulatory network models to ‘black box’ machine learning methods that
mainly aim to capture abstract patterns in the data. Within the computational systems biology community
it is sometimes implicitly assumed that the purpose of computational models of gene regulatory networks
is to accurately predict gene expression patterns [87]. However, for most systems our current knowledge is
far too rudimentary to expect that explicit regulatory network models can successfully model genome-wide
expression patterns. Moreover, in predicting gene expression, realistic regulatory network models are often
outcompeted by ad hoc machine learning approaches [88]. However, such approaches provide little or no
insight into the underlying regulatory networks. In our opinion, the challenge is not so much to develop mod-
els that fit gene expression patterns most accurately, but to develop methods that can exploit high-throughput
data to gain new insights into the underlying regulatory processes. To achieve this, the computational meth-
ods should help guide subsequent experimental efforts by prioritizing which regulatory factors are likely key
players in the system, and making concrete predictions of the regulatory interactions they engage in, i.e.
predictions that are directly amenable to experimental follow-up.
The Integrated System for Motif Activity Response Analysis (ISMARA), that we have presented here pro-
vides such a computational approach. Using only gene expression or chromatin state (ChIP-seq) data as input,
ISMARAmakes concrete predictions regarding key regulators and their regulatory interactions. Moreover, in
contrast to many computational methods which require dedicated computational experts to apply, ISMARA
is completely automated and provides its results in a user-friendly web-interface. In this way, ISMARA em-
105
4. ISMARA: MODELING GENOMIC SIGNALS AS A DEMOCRACY OF REGULATORY
MOTIFS
powers experimentalists to infer concrete hypotheses about the genome-wide regulatory interactions acting
in their system of interest, and use these to help guide more detailed experimental investigations.
That motif activity response analysis is a powerful method for reconstructing regulatory interactions from
high-throughput information was already demonstrated in its original application, i.e. the reconstruction of
the core regulatory network of a differentiating human cell line [13]. More recently the same approach was
applied in several collaborations [89–93], showing that, in every case, ISMARA successfully inferred key
regulators and their regulatory interactions ab initio. The applications in this work not only further confirm
that, in systems where key regulatory interactions are already known, ISMARA successfully infers them, but
also provide a large collection of novel regulatory predictions across different systems in human and mouse,
e.g. novel regulators that are disregulated in cancers, novel regulatory interactions in the inflammatory re-
sponse, master regulators of the mucociliary differentiation, etcetera. Moreover, the applications highlight
several of the advantages of ISMARA. First, the fact that ISMARA infers a regulator’s activity from the
behavior of its targets means that non-transcriptional activity changes, i.e due to post-translational modifica-
tions, changes in cellular localization, or interactions with co-factors, can also be readily detected. Second,
when a regulator’s activity is transcriptionally regulated, this can help identify the relevant TF, e.g. as we did
in the mucociliary differentiation by identifying RFX2 and RFX3 from the family of RFX TFs, and it can
also indicate whether a regulator is acting as a repressor or an activator.
Beyond providing sorted lists of targets of each motif, the Gene Ontology analysis and the automatic
visualization of the STRING network of target genes is typically very helpful in identifying the biological
functions and pathways that are targeted by a particular regulator in a particular system. The links, for
each predicted target, to the individual binding sites on the genome [6] provide precise predictions of the
DNA segments through which the regulatory interactions are implemented, allowing for targeted validation
experiments. Similarly, ISMARA’s predictions of direct regulatory interactions between the key regulatory
motifs provide concrete hypotheses regarding the regulatory circuitry that is acting in a given system, e.g. the
predicted regulatory feedbacks between NFκB, IRF, and PRDM1, or the prediction that MYB is an upstream
activator of RFX in the mucociliary differentiation.
Apart from the fact that miRNAs form an important separate regulatory layer in gene expression reg-
ulation, there are many indications that the actions of miRNAs and TFs are tightly integrated and inter-
linked [94–96]. By integrating both TF and miRNA regulation within an automated computational inference
procedure, this allows researchers to generate hypotheses regarding the interplay of miRNAs and TFs for
their system of interest. ISMARA’s successful inference of the key regulatory interactions between miRNAs
and TFs in EMT demonstrate its capability in this regard.
Finally, it has become clear that, especially in higher eukaryotes, regulation of gene expression involves a
tight interplay and feed-back between the actions of TFs and chromatin state, with chromatin state affecting
accessibility of the TFs to their sites, and TF binding being an important mechanism for recruiting chromatin
modifiers that locally alter the chromatin state. In a recent work [69] we demonstrated that motif activity
response analysis, applied to ChIP-seq data measuring histone modifications, can successfully identify key
TFs that are involved in dynamic regulation of chromatin state. Here we have applied ISMARA to chromatin
state data from the ENCODE project and provided novel predictions for, among other things, regulatory
factors involved in recruiting histone acetylations.
There are of course several limitations to our approach. First, we follow Bussemaker and others [15, 16]
in using a simple linear model to relate predicted TFBSs to expression patterns. The main advantage of this
approach is that the model is very robust, e.g. not sensitive to wrongly predicted TFBSs or to the noise in
the microarray and sequencing data. In addition, in contrast to most non-linear models, the linear model can
be exactly solved, even for very large numbers of promoters and samples, so that we are guaranteed to have
identified the optimal solutions. However, it is clear that it would be desirable to include saturation of the
gene expression response to changes in TF activity. A second limitation is that MARA assumes that a given
TF acts either mainly as an activator or mainly as a repressor whereas it is clear that some TFs can act as an
activator on some targets and as a repressor on other. Indeed, it has been recently shown [97] that allowing
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such dual function of TFs can significantly increase correlation coefficients between model predictions and
measurement. Explicitly considering higher order constellations of TFBSs, e.g the occurrence of pairs or
triplets of TFBSs for particular combinations of TFs, is another obvious extension that we are currently
evaluating.
In mammals, sequence-specificities are available for only about 350 of the about 1500 TFs. Thus, it
is clear that an important direction for improvement would be to obtain more comprehensive data on the
sequence specificity of TFs. Recent developments in protein array technology [98], and the dramatic decrease
in cost of ChIP-seq experiments make it highly likely that significant amounts of such data will become
available over the coming years and we plan to use these to expand the set of regulatory motifs in ISMARA
on a regular basis. In addition, whenever ChIP-seq data are available for a particular TF in a particular
system, these can be used to in place of the TFBS predictions to identify target promoters directly. Indeed,
we successfully used this approach in our analysis of REST’s role in Polycomb recruitment [69].
ISMARA currently focuses solely on predicted TFBSs in proximal promoters, ignoring the effects of
distal enhancers. The main reason for this that, in contrast to promoters, accurate genome-wide maps of distal
enhancers have not been available. However, the recent realization that active enhancers exhibit characteristic
chromatin modification patterns [99], DNAmethylation patterns [100], and more generally DNA accessibility
patterns [101], has paved the way for accurate, genome-wide identification of distal enhancers. Once a set
of relevant enhancers has been identified, it is straight forward to predict TFBSs within these enhancers and
incorporate these into the model.
One of the ultimate goals is to understand how regulatory interactions determine the dynamics of gene
expression, and how stable ‘attractors’ corresponding to individual cell types are established. The direct reg-
ulatory interactions between motifs that ISMARA predicts provide a first indication of interactions that may
be crucial for the observed regulatory dynamics. A key challenge in the coming years is to go beyond analysis
at individual time points and develop causal models of the regulatory networks controlling the dynamics of
gene expression.
4.4 Methods
Although most of the individual steps in the computational analysis employed in ISMARA are conceptually
straight forward, the quality of the final results depends on many details in the computational ‘protocols’,
and we have invested large efforts into optimizing these. For space considerations, we provide all detailed
methods in the Supplementary methods and here only summarize the key steps.
ISMARA relies on our annotation of promoteromes in human and mouse, which we obtained using a
combination of deepCAGE data [12] and known transcripts. For each promoter, we extracted 500 bps up-
stream and downstream of the TSS, and orthologous segments in 6 other mammals. The 7 orthologous
sequences were then multiply aligned using T-Coffee [102]. We curated a collection of ≈ 200 WMs repre-
senting ≈ 350 mammalian TFs using data from the JASPAR [4] and TRANSFAC [5] databases, additional
motifs from the literature, and our own analysis of ChIP-chip and ChIP-seq data. Binding sites were pre-
dicted using the MotEvo algorithm [8] and were performed separately for CpG and non-CpG promoters. In
addition, we estimated a prior probability profile as a function of position relative to TSS for each motif.
For miRNA targeting, we used the predictions of TargetScan [9] of target sites in the 3’ UTR sequences of
transcripts. Using the association between transcripts and promoters the miRNA target sites were associated
with promoters. The miRNA predictions encompassed ≈ 100 conserved miRNA seed families. The end
result of these regulator-target predictions was a site-count matrix N, with elements Npm corresponding to
the estimated total number of functional binding sites for motif m in promoter p (where motifs include both
TF WMs and miRNA seed families). Raw microarray and RNA-seq data were processed using standard
normalization procedures. To estimate an expression profile Eps for each promoter p, we use collections of
known transcripts from human and mouse. We associate each promoter with all known transcripts starting at
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or very near the promoter, and intersect RNA-seq reads and microarray probes with the transcripts. ChIP-seq
reads are directly intersected with promoter regions, extended to the length of 1000 bp both upstream and
downstream of the TSS.
To fit motif activities Ams using equation (4.1) we assume that the deviations between the model and
the measurements Eps are Gaussian distributed with unknown variance σ2 in each sample. To avoid over-
fitting we use a Gaussian prior over motif activities Ams and set the variance of this prior so as to maximize
generalization accuracy in a cross-validation test. Using SVD to obtain the multi-variate Gaussian posterior
of motif activities, we obtain both estimated motif activities A∗ms and associated (marginal) error bars δAms.
The significance of each motifm is summarized by a z-like statistic:
zm =
√√√√ 1
S
S∑
s=1
(
A∗ms
δAms
)2
, (4.2)
where S is the number of samples. To average motif activities over subsets of samples (for example replicates)
we use a Bayesian procedure that estimates both the mean activity across a subset of samples, as well as its
variation. Using these estimates new error bars δAms and motif z-scores zm are calculated.
To predict the targets of a motif m we measure, for each promoter p with predicted binding sites for m,
the decrease of the quality of the fit upon removal of motif m from the model, and quantify this by a log-
likelihood ratio Spm. Finally, enrichment of targets within particular Gene Ontology categories is done by
selecting all targets where inclusion of motifm substantially helps predicting the expression levels (Spm > 1)
and performing a standard hypergeometric test. Target networks between motifs are constructed by drawing
a link from motif m to m′ whenever m is predicted to target one of the promoters associated with a TF that
is associated with motifm′.
4.4.1 Materials
The publicly available data sets of gene expression profiling were obtained from Gene Expression Omnibus:
time course of HUVEC after TNF treatment (GSE9055), mucociliary differentiation of airway epithelial cells
(GSE5264), Novartis (GNF) SymAtlas (GSE10246, GSE1133), epithelial and mesenchymal subpopulations
within immortalized human mammary epithelial cells (GSE28681), ENCODE ChIP-seq (GSE26386) and
expression profiling (GSE26312) in human cell lines. Microarray files from the NCI-60 were downloaded
from the project web page (http://genome-www.stanford.edu/nci60/).
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4.5.1 Human and mouse promoteromes
The central entities whose regulation is modeled by ISMARA are promoters. When analyzing expression
data, be they micro-array or RNA-seq, ISMARA estimates and models the expression profiles of individual
promoters, and when analyzing ChIP-seq data ISMARA models the chromatin state of genomic regions
centered on promoters. Thus, the first step in the analysis consists of the construction of reference sets of
promoters in human and mouse. To make a comprehensive list of promoters we used two sources of data:
deepCAGE data, i.e. next-generation sequencing data of 5’ ends of mRNAs [103,104], and the 5’ ends of all
known mRNAs listed in GenBank.
Using CAGE data from a considerable set of human and mouse tissues, we recently constructed genome-
wide human and mouse ‘promoteromes’ [12] consisting of a hierarchy of individual transcription start sites
(TSSs), transcription start clusters (TSCs) of nearby co-regulated TSSs, and transcription start regions (TSRs),
which correspond to clusters of TSCs with overlapping proximal promoter regions. As the basis of our
promoter sets we started with the sets of TSCs, i.e. local clusters of TSSs whose expression profiles are
proportional to each other to within experimental noise, as identified by deep-CAGE.
As the currently available CAGE data do not yet cover all cell types in human and mouse, a substantial
number of cell type-specific promoters are not represented within this set of TSCs. We thus supplemented
the TSCs with all 5’ ends of mRNAs, using the BLAT [105] mappings from UCSC genome browser web
site [106]. To avoid transcripts whose 5’ ends are badly mapped, we filtered out those for which more than 25
bases at the 5’ end of the transcript were unaligned. We then produced reference promoter sets by iteratively
clustering the TSCs with the 5’ ends of mRNAs as follows: Initially each TSC and each 5’ end of an mRNA
forms a separate cluster. At each iteration the pair of nearest clusters are clustered, with the constraint that
there can be at most one TSC per cluster. That is, we never cluster two TSCs together as our previous analysis
in [12] has already established that each TSC is independently regulated. This iteration is repeated until the
distance between the closest pair of clusters is larger than 150 base pairs. Note that we thus chose the length
of sequence wrapped by a single nucleosome, i.e. roughly 150 base pairs, as an ad hoc cut-off length for
two TSSs to belong to a common promoter. The reasoning behind this choice of cut-off, is that, on the one
hand, we have empirically observed that co-expressed TSSs can spread over roughly this length-scale and,
on the other hand, that it is not implausible that the ejection of a single nucleosome near the TSS may be
responsible for setting this length scale. In any case, the resulting promoters are not sensitive to the precise
setting of this cut-off (data not shown). Finally, inspection of the results showed, especially in ubiquitously
expressed genes, many apparent TSSs from Genbank that appear downstream of both the TSSs identified
by deep-CAGE and the annotated RefSeq transcripts. It is highly likely that many of these apparent TSSs
are due to cDNA sequences that were not full length. Indeed, only a small fraction of the transcripts in the
database of mRNAs underwent expert curation, and truncated transcripts are likely common. To avoid such
spurious apparent TSSs we removed all clusters which did not contain at least one curated transcript (RefSeq)
or a TSC. Finally, since a sequence of at least one associated transcript is necessary to estimate a promoter’s
expression level from either RNA-seq or micro-array data, we also discarded all promoters that consisted
solely of a TSC.
For human, the resulting reference promoter set had 36′383 promoters, of which 13′265 contained both a
TSC and at least one RefSeq transcript, 14′538 contained only a TSC together with non-RefSeq transcripts,
and 8′580 had at least one RefSeq transcript and potentially non-RefSeq transcripts, but no TSC. For the
mouse genome, the corresponding numbers are: 34′050 promoters in total, 8′578 RefSeq-only, 12′303 TSC-
only, and 13′169 with both a TSC and at least one RefSeq transcript. These reference promoters sets cover
almost all known protein-coding genes in human and mouse.
Finally, as we discussed in [12], mammalian promoters clearly fall into two classes associated with high
and low content of CpG dinucleotides, and these promoter classes have clearly distinct architectures, i.e.
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different lengths, different numbers of TSSs per promoters, and different distributions of transcript factor
binding sites (TFBSs). We classified all promoters into a high-CpG and low-CpG class based on both the CG
content and the CpG content in the proximal promoter, as described in [12]. In the TFBS prediction below
we perform separate predictions for high-CpG and low-CpG promoters.
4.5.2 A curated set of regulatory motifs
We use standard position dependent weight matrices (WMs) to represent regulatory motifs, i.e. the sequence
specificities of TFs. Each WM is named for the TFs that are annotated to bind its site. For some motifs
the names correspond to multiple TFs which are all assumed to bind to the same sites. We used a partly
manual curation procedure whose details were first described in [13]. For completeness, we here also give a
description of this curation procedure.
For a number of reasons regarding data quality and annotation ambiguities, the construction of a set of
position-specific weight matrices (WMs) for mammalian transcription factors is rife with problems that, in
our opinion, do not currently have a clean solution. Therefore, our procedures necessarily involve several
subjective choices, judgments, and hand-curation, which are certainly far from satisfactory.
Our main objectives were
1. To remove redundancy, we aim to have no more than 1 WM representing any given TF. Whenever
multiple TFs have WMs that are statistically indistinguishable or when their DNA binding domains are
virtually identical, then we use only one WM for that set of TFs.
2. To associate WMs with TFs based on the sequences of their DNA binding domains. That is, we obtain
lists of TFs that can plausibly bind to the sites of a given WM by comparison of DNA binding domain
sequences of TFs known to bind to the sites with those of all other TFs.
3. Re-estimation of WMs using genome-wide predictions of regulatory sites in the proximal promoters of
CAGE TSSs.
The input data for our WM construction consisted of
1. The collection of JASPAR vertebrate WMs plus, for each WM, the amino acid sequence of the TF that
JASPAR associates with the WM [107].
2. The collection of TRANSFAC vertebrate WMs (version 9.4) and the amino acid sequences of all ver-
tebrate TFs in TRANSFAC that are associated with those WMs [4].
3. A list of 1322 human TFs (Entrez gene IDs) and their amino acid sequences (from RefSeq).
4. A list of 483 Pfam IDs corresponding to DNA binding domains and their Pfam profiles [108].
We decided not to include 6 TRANSFAC motifs, which were constructed out of less than 8 sites: M00326
(PAX1, PAX9), M00619 (ALX4), M00632 (GATA4), M00634 (GCM1, GCM2), M00630 (FOXM1), M00672
(TEF). TRANSFAC often associates multiple WMs with a single human TF. Although there undoubtedly are
cases where a single TF can have multiple distinct modes of binding DNA, and could therefore be realistically
represented by multiple WMs, we believe that for the very large majority of TFs it is more realistic to de-
scribe the DNA binding specificity of the TF with a single WM. Indeed, a manual inspection of cases in which
TRANSFAC associated multiple WMs with a single TF shows that these WMs are typically highly similar
and appear redundant. Therefore, we decided to remove this redundancy and for each TF with multiple WMs
in TRANSFAC we choose only a single ‘best’ WM based on TRANSFAC’s own matrix quality annotation,
or WM information score when there were multiple WMs with the same quality score. The information score
of a WM is given by 2 times the length of the WM minus its entropy in bits.
110
4.5 Supplementary Methods
We next aimed to obtain, for each human TF, a list of WMs from JASPAR/TRANSFAC, that can poten-
tially be associated to this TF. To do this we aim to find, for each TF, which motifs from JASPAR/TRANSFAC
are associated with a TF that has a highly similar DNA binding domain. To this end we we ran Hmmer [109]
with the DNA binding domain (DBD) profiles from Pfam to extract the DBDs from all TFs (E-value cut-off
10−9) associated with either JASPAR or TRANSFAC matrices. We then represented each such TF with the
union of its DNA binding domain sequences. Next we used BLAT to map the DBDs of all TFs associated
with JASPAR/TRANSFAC matrices against the entire protein sequences of all human TFs. For each human
TF we then extracted a list of all JASPAR/TRANSFAC matrices for which the DBDs of at least one asso-
ciated TF has a significant BLAT hit (default parameters) against the TF sequence. For each human TF the
associated WMs were ordered by the percent identity of the hit, i.e. the fraction of all amino acids in the
DBDs that map to matching amino acids in the TF.
From this data we created a list of ‘necessary WMs’ as follows. For each human TF we obtain the
JASPAR WM with the highest percent identity in the DBDs of an associated TF. If there is a TRANSFAC
WM with a higher percent identity than any JASPAR TF we record this WM as well. Thus, the necessary
WMs are those that are the best match for at least one human TF. This list yielded 381 WMs representing 980
human TFs (often the same WM is the best match for multiple TFs). Manual inspection indicated that a lot of
redundancy (essentially identical looking WMs) remained in this list. First we often have both a TRANSFAC
and a JASPAR WM for the same TF and moreover often there are multiple TFs, each with its own WM, that
look essentially identical. We thus want to fuse WMs in the following situations
1. Different WMs for TFs with identical or near identical DBDs.
2. WMs that are statistically indistinguishable, predict highly overlapping sets of sites, and are associated
with TFs that have similar DBDs.
For each pair of WMs we obtained three similarity measurements
1. The percent identity of the DBDs of the TFs associated with the WMs. If there are multiple TFs
associated with a WM we take the maximum over all TF pairs.
2. The overlap of the binding sites predicted by each WM. We use MotEvo to predict TFBSs in all
proximal promoters and we calculate what fraction of predicted TFBS positions are shared between
the two WMs.
3. A statistical measure of the similarity of the two WMs. Here we take the two sets of sites that define
the two WMs and calculate the likelihood-ratio of these sites assuming they either derive from a single
underlying WM or assuming that the set of sites for each WM derives from an independent WM.
For each of these three criteria we set a cut-off: 95% identity of the DBDs, 60% overlap of predicted
TFBSs, and a likelihood-ratio of e40. Using single-linkage clustering, we cluster all WMs whose similarity
is over the cut-off for at least 1 of these three criteria. The resulting clusters were then all checked manually
and whenever the linkage was dubious we split the cluster. That is, we took a conservative attitude towards
removing redundancy and only kept clusters when we were convinced the WMs were essentially identical.
For each cluster we then constructed a new WM by aligning the WMs in the cluster so as to optimize the
information content of the resulting fused WM, which is obtained by simply summing the counts across each
column in the alignment.
Finally, we used MotEvo [10] to predict TFBSs for all WMs in the multiple-species alignments of all
human proximal promoters. We then constructed new WMs from the list of predicted TFBSs for each WM,
weighing each predicted site with its posterior probability (which incorporates position-specific prior proba-
bilities, as described below). The number of top-scoring sites was chosen manually for each motif and was
between 100 and 4000 sites, in most cases being 200 or 500 sites.
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At this point we excluded one TRANSFAC motif M00395 (HOXA3, HOXB3, HOXD3) which had very
low information content and predicted predicted only very low-probability sites. We additionally excluded
the motifs M00480 (TOPORS) and M00987 (FOXP1), which were unrealistically specific and (in case of
M00987) predicted stretches of poly(T).
For a few TFs we obtained more recent WMs from the literature (SP1, OCT4, NANOG, SOX2, XBP1,
PRDM1, and the RXRG dimer) and we used these to replace the corresponding WM in the list.
We improved several motifs by runningMotEvo on TF ChIP-seq data: SRF, STAT1/3, REST and ELK1/4/GABPA/GABPB1.
Some other motifs were obtained by predicting de novo using the Phylogibbs algorithm [110] on ChIP-seq
data: SPI1, CTCF, OCT4, SOX2 and NANOG.
For a few motifs JASPAR has recently updated or introduce new motifs which were based on high-
throughput data and we included these motifs.This is the case for FOXA2, KLF4, EWSR1-FLI1, FEV,
NR4A2. We also removed MA0118, as it had been discarded in JASPAR data base.
Our final list contains 189 WMs. For each final WM there is an ordered list of associated human TFs,
ordered by percent identity of the DBDs of TFs known to bind sites of the WM and the DBDs of the TF.
We then checked this list of associations by hand and for each WM cut-off the list of associated human TFs
manually. In total 340 human TFs are associated with our 189 WMs. The corresponding mouse orthologous
TFs were selected using the MGI data base [111]. The entire set of WMs and mapping to associated TFs is
available from the SwissRegulon website (http://www.swissregulon.unibas.ch).
4.5.3 Transcription factor binding site predictions
After creating reference promoter sets and curating a set of mammalian regulatory motifs we next predicted
TFBSs in the proximal promoter regions of each promoter. Analysis of sequence conservation in the neigh-
borhood of TSSs (see [12]) and experimentation with TFBS prediction in regions of different lengths around
TSSs indicated that a reasonable balance between sensitivity (i.e. including relevant binding sites) and speci-
ficity (avoiding too many false positive predictions) can be obtained by predicting TFBSs in a 1 kilobase
region around the TSSs of each promoter.
For each promoter, we thus extended the promoter sequence spanned by its cluster of TSSs by 500 bp
upstream and 500 bp downstream. We denote this as the proximal promoter region of a promoter. We then
extracted the sequence of the reference species, i.e. human or mouse and orthologous regions from 6 other
mammals (human or mouse, rhesus macaque, cow, dog, horse, and opossum) using pairwise BLASTZ [112]
alignments. For each promoter, we multiply aligned the orthologous regions using T-Coffee [102].
To obtain a phylogenetic tree for these mammalian species, with branch lengths corresponding to the
expected number of substitutions per neutrally evolving site, we used methods described previously [113].
Briefly, we first obtained the topology of the tree from the UCSC genome browser [114]. Then, for each pair
of species we made pairwise alignments of the coding regions of orthologous genes and extracted all third
positions in fourfold-degenerate codons of amino acids that are conserved between the two species. Using
these fourfold-degenerate positions we estimated a pairwise distance for each pair of species. Finally, we
estimated the lengths of the branches in the phylogenetic tree as those that minimize the square-deviations
between the implied pairwise distances and the pairwise distances estimated from the fourfold-degenerate
positions. The resulting tree structure is shown in Suppl. Fig. 4.7.
The multiple sequence alignments were then used together with the phylogenetic tree and the collection
of WMs as an input for TFBSs predictions using the MotEvo algorithm [10]. Given a multiple alignment,
MotEvo considers all ways in which the sequence of the reference species can be segmented into ‘back-
ground’ positions, ‘binding sites’ for one of the supplied WMs, and ‘unknown functional elements’ (UFEs).
The likelihood of alignment columns assigned to background are calculated under a model of neutral evolu-
tion along the specified phylogenetic tree. The likelihood of alignment segments assigned to be a site for a
given WM are calculated by first estimating which of the species have retained a site for the WM (based on
the WM scores of the individual sequences) and then applying an evolutionary model in which substitution
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Figure 4.7: The phylogenetic tree used by MotEvo for the transcription factor binding site predictions that are used by
ISMARA.
rates are set so as to match the sequence preferences of the WM. Finally, segments assigned to be UFEs are
assumed to evolve under unknown purifying selection constraints on the sequence, which is implemented by
treating them as sites for an unknown WM, which is treated as a nuisance parameter that is integrated out
of the likelihood. Finally, MotEvo assigns, at each position of the alignment and for each WM, a posterior
probability that a site for the corresponding WM occurs at this position.
Since most motifs show clear positional preferences relative to TSS, we implemented a position-dependent
binding prior probability distribution for each motif which we fitted by maximum likelihood using expectation-
maximization. Since high-CpG and low-CpG promoters have highly distinct configurations of TFBSs, we
estimated the position-dependent prior probability distributions separately for high-CpG and low-CpG pro-
moters.
The final result of this analysis is a matrix N, with Npm the total number of predicted sites for motif m
in promoter p, i.e. the sum of the posterior probabilities of the individual sites. To reduce the probability of
spurious predictions, we set Npm = 0 whenever the sum of the posteriors of all sites was less than 0.1.
4.5.4 Associating miRNA target sites with each promoter
Apart from incorporating the effects of TFBSs in promoters, ISMARA also integrates the effects of miRNAs
in its modeling of expression levels. To this end, we needed to obtain a set of predicted miRNA target
sites for each promoter. We base our predictions on the miRNA target predictions of TargetScan using
preferential conservation scoring (aggregate PCT ) [9] which has shown consistently high performance in
various benchmark tests. As opposed to focusing on individual miRNAs, TargetScan groups miRNAs that
have identical subsequences at positions 2 through 8 of the miRNA, i.e. the 2-7 seed region plus the 8th
nucleotide, and provides predictions for each such seed motif. We will treat these seed motifs exactly like
the regulatory motifs (WMs) for TFs, i.e. a miRNA seed motif can be associated with multiple miRNAs.
TargetScan provides predictions for 86 mammalian miRNA seed motifs in total.
TargetScan PCT provides a score for each seed motif and each RefSeq transcript. To obtain a ‘site count’
Npm for the number of sites of miRNA seed motifm associated with promoter p we average the TargetScan
PCT scores of all RefSeq transcripts associated with the promoter p. Finally, the miRNA seed motif site
counts Npm are simply added as columns to the site count matrixN with site counts of TFBSs.
113
4. ISMARA: MODELING GENOMIC SIGNALS AS A DEMOCRACY OF REGULATORY
MOTIFS
4.5.5 Expression data processing
When using expression data from oligonucleotide microarrays, the raw probe intensities are corrected for
background and unspecific binding using the Bioconductor packages affy [115], oligo [116], and gcrma [117],
depending on the type of the particular microarray used. The micro-arrays that are currently supported by
ISMARA are listed in supplementary table 4.1.
Microarray Organism Producer
HG-U133A Homo sapiens Affymetrix
HG-U133B Homo sapiens Affymetrix
HG-U133 Plus 2 Homo sapiens Affymetrix
HG-U133A 2 Homo sapiens Affymetrix
HuGene-1 0-st-v1 Homo sapiens Affymetrix
HuGene-1 1-st-v1 Homo sapiens Affymetrix
HT HG-U133A Homo sapiens Affymetrix
HT HG-U133B Homo sapiens Affymetrix
HT HG-U133 Plus PM Homo sapiens Affymetrix
Mouse430 2 Mus musculus Affymetrix
Mouse430A 2 Mus musculus Affymetrix
MOE430A Mus musculus Affymetrix
MOE430B Mus musculus Affymetrix
MoGene-1 0-st-v1 Mus musculus Affymetrix
MoGene-1 1-st-v1 Mus musculus Affymetrix
HT MG-430A Mus musculus Affymetrix
HT MG-430B Mus musculus Affymetrix
MG U74Av2 Mus musculus Affymetrix
MG U74Bv2 Mus musculus Affymetrix
MG U74Cv2 Mus musculus Affymetrix
Table 4.1: Microarrays currently supported by ISMARA
For its further analysis, ISMARA uses the logarithms of the probe intensities. For a given sample, the
histogram of log-intensities is generally bimodal, with the modes corresponding to probes of non-expressed
and expressed genes. The probes are classified as expressed or non-expressed in each sample separately
by fitting a two-component Gaussian mixture model to the log-intensity data using the Mclust R package
[118, 119]. Probes that are consistently non-expressed are filtered out from further processing; a probe is
considered not to be expressed if in all the samples the probability of it belonging to the expressed class is
below 0.4. Subsequently, the intensity values are quantile normalized across all input samples.
Micro-array probes can hybridize to multiple transcripts, belonging to different genes, or different iso-
forms of one gene, and we decided not to rely on transcript annotations of a micro-array producer. Instead,
we comprehensively mapped the probe sequences to the set of all transcripts that are associated with our ref-
erence set of promoters. Note that we thus also ignore the annotation of probes into probe sets. To calculate
the expression of a promoter we average the log-expression levels of all probes that map to one (or more) of
the transcripts associated with the promoter (i.e. the start of the transcript is a member of the cluster of starts
that defines the promoter). The expression level of the promoter is then a weighted average of the expression
levels of these probes, where a probe that maps to n different transcripts obtains a weight 1/n. That is, in
general, a probe can map to multiple transcripts.
When ISMARA uses RNA-seq for input expression data, it expects the RNA-seq data to be provided
as genome alignments of the reads to the hg19 or mm9 genome assembles in BED format. The loci of the
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mapped reads are then intersected with the genome alignments of all transcripts that are associated with
reference promoters. A read is associated with a particular transcript if it falls entirely into any of its exons.
We thus unfortunately discard a fraction of reads which originated from exon-exon junctions. However, the
alternative of using read mappings to transcripts would require the user to map to the exact same set of
transcripts as used by ISMARA and this is impractical. In the future ISMARA may be extended to include
mapping of raw reads.
To obtain an expression level for each promoter ISMARA calculates a weighted average over all reads
mapping to the transcripts associated with the promoter. The weighting results from multiple mappings at
two levels. Firstly, a single read can map to multiple genomic loci and, secondly, a single locus may intersect
multiple transcripts that are associated with multiple promoters. When a read maps to n genomic loci, we
assign a weight of 1/n to each locus. If that locus intersects transcripts of m different promoters, then this
reads contributes a final weight of 1/(nm) to the expression of each promoter. For a given promoter p and
sample s, the total weight wps is the sum of the weights of all the reads that intersect one of the transcripts
associated with promoter p. The expression Eps of promoter p in sample s is then given by
Eps = log
[
wps
Ns
]
, (4.3)
where Ns is the total number of reads in sample s, which map to any of the transcripts associated with a
reference promoter. Note that this weighting procedure is robust to redundancy in the transcript sets. For
example, when a promoter is associated with k highly overlapping transcripts, then a read mapping within
the exons of these transcripts will get assigned to all these transcripts, with a weight 1/k for each. When the
total weight wps of the promoter is calculated, these k are then summed back and will in the end contribute
precisely 1 read. Note also that because ISMARA models promoter expression changes across conditions
rather than absolute levels, there is no need to account for differences in transcript lengths (i.e. these just
cause a shift in log-space which cancels out when considering expression changes).
4.5.6 ChIP-seq data processing
Apart from modeling expression dynamics, ISMARA can also process ChIP-seq data to automatically model
chromatin state (or TF binding) changes at promoters genome-wide. Examples of such chromatin state
data include histone occupancy, histone modifications, TF binding and DNAse1 hypersensitivity in promoter
regions. After several experiments, we found that integrating the chromatin signal from a region of 2000 bps
centered on the TSS of each promoter gives the most robust results. To obtain a chromatin state level Eps
of promoter p in sample s, we calculate the sum rps of the reads that map entirely within this region around
promoter p and transform to the log-space after adding a pseudocount:
Eps = log2
(
rps +
Nsl
L
)
, (4.4)
where the second term is a pseudo-count, Ns is the total number of reads mapped to the genome in sample s
(the number of lines in the BED file), l = 2000 is the length of the regions, and L is the total length of the
genome. Note that this pseudo-count is precisely the number of reads that would be expected if all Ns reads
where distributed uniformly over the genome. We set to pseudo-count to this value to make the pseudo-count
roughly of the same size as the read-count from background reads in regions where the chromatin mark in
question does not appear. The rational is that, in regions where there are only background reads, statistical
fluctuations may cause the read-counts rps to change significantly from sample to sample. By adding a
constant pseudo-count of roughly the same size these fluctuations are effectively dampened. More formally,
this pseudo-count results within a Bayesian context if we use a Dirichlet prior with an expected density l/L
for each region.
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4.5.7 Motif activity fitting.
We model log-expression (or ChIP-seq signal) value Eps of a promoter p in sample s as a linear function of
the site-countsNpm for all motifsm associated with the promoter, i.e. either TFBSs in the proximal promoter
region or miRNA binding sites in the 3’ UTRs of associated transcripts. In each sample s, the contribution of
the sites Npm to Eps is given by the (unknown) motif activity Ams. That is, we fit a model of the form:
Eps = c˜s + cp +
∑
m
NpmAms + noise, (4.5)
where c˜s and cp are sample and promoter-dependent constants, and we assume that the noise is Gaussian
distributed with an unknown variance σ2 that is the same for all promoters and in all samples. Under these
assumptions we find the following expression for the likelihood of the expression data given the site-counts,
motif activities and sample and promoter-dependent constants: We first maximize this expression with respect
to all the constants cp and c˜s, and substitute these with their maximum likelihood estimates. After doing this
we obtain:
P
(
E
∣∣∣ A′ , N,σ) ∝ σ−PS exp

−
∑
ps
(
E
′
ps −
∑
mN
′
pmA
′
ms
)2
2σ2

 , (4.6)
where P is the number of promoters, S is the number of samples, theN
′
pm are a motif-normalized site-counts
N
′
pm = Npm − 〈Nm〉, with 〈Nm〉 the average site-count per promoter for motif m, the A′ms are sample-
normalized activitiesA
′
ms = Ams−〈Am〉, i.e. with 〈Am〉 the average activity of motifm across the samples,
and the E
′
ps are sample- and promoter-normalized expression values E
′
ps = Eps − 〈Ep〉 − 〈Es〉 + 〈〈E〉〉.
That is the log-expression matrix E
′
ps is normalized such that all its rows and columns sum to zero, the
activities A
′
ms are normalized such that the average activity over all samples is zero, i.e.
∑
sA
′
ms = 0, and
the site-countsN
′
pm are normalized such that the average count over all promoters is zero, i.e.
∑
pN
′
pm = 0.
To avoid over-fitting we assign a symmetric Gaussian prior to each motif activity, i.e. the joint prior for
all activities is given by:
P
(
A
′
∣∣∣ λ,σ) ∝∏
ps
exp
[
− λ
2
2σ2
∑
m
A
′2
ms
]
, (4.7)
where the constant λ2 sets the width of prior distribution relative to the width of the likelihood function.
Using this prior with the likelihood derived above, the posterior distribution of motif activities takes the form:
P
(
A
′
∣∣∣ E,N,σ, τ) ∝ σ−PS exp

−
∑
p,s
((
E
′
ps −
∑
mN
′
pmA
′
ms
)2
+ λ2
∑
mA
′2
ms
)
2σ2

 . (4.8)
Since equation (4.8) factorizes into independent expressions for the different samples, it is enough to consider
one sample at a time. The posterior distribution for the motif activities in a particular sample takes the general
form of a multi-variate Gaussian centered around A
′∗
ms:
P
(
A
′
s
∣∣∣ E,N,σ) ∝ σ−P exp

−
∑
mm˜
(
A
′
ms −A
′∗
ms
)
Wmm˜
(
A
′
m˜s −A
′∗
m˜s
)
+ χ2s
2σ2

 , (4.9)
where the χ2s is the unexplained part of variance in sample s
χ2s =
∑
p
(
E
′
ps −
∑
m
N
′
pmA
′∗
ms
)2
, (4.10)
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and the matrixW is given by
Wmm˜ =
∑
p
(
N
′
pmN
′
pm˜ + λ
2δmm˜
)
. (4.11)
Finally, the maximum a posteriori (MAP) estimates A
′∗
ms can be found by minimizing the expression in the
numerator of equation (4.8) using standard numerical procedures for ridge regression. ISMARA performs
this calculation by singular value decomposition of the N
′
matrix.
Setting λ through cross-validation
Both the MAP estimates A
′∗
ms, and the matrix Wmm˜ are functions of λ. The constant λ
2 represents the
ratio between the a priori expected variance of activities, to the average squared-deviation of the model from
the expression data (which results from both error in the model, noise in the expression measurements, and
biological noise). In general λ will depend on the measurement platform used, i.e. microarray, RNA-seq,
or ChIP-seq, and also on the samples used, because the true variance in motif activities will depend on the
variance in the Eps across the samples. Thus, the appropriate value of λ will generally not be known in
advance and ISMARA therefore includes a method for automatically setting λ from the data. To determine
the optimal λ ISMARA uses a 80/20 cross-validation scheme. The set of promoters is divided randomly into
two sets, with one containing 80% of all promoters (the ‘training set’) and the other the remaining 20% (the
‘test set’). The training set of promoters is used for fitting the motif activities while the quality of the fit is
evaluated on the test set. ISMARA then finds the value of λ that minimizes the average squared-deviation of
the expression levels in the test set from those predicted by the model. We denote this optimal value of λ by
λ∗.
Error bars on motif activities
Apart from the MAP estimates A
′∗
ms ISMARA also determines the uncertainties associated with these esti-
mates. Since σ in Eq. 4.9 is not known, we integrate it out with a suitable scale-invariant prior P (σ) ∝ 1σ .
P
(
A
′
s
∣∣∣ E,N,λ) = ∫ ∞
σ=0
P
(
A
′
s
∣∣∣ E,N,σ,λ)P (σ)dσ
∝ Γ
(
P
2
)
[∑
mm˜ (A
′
ms −A′∗ms)Wmm˜
(
A
′
m˜s −A′∗m˜s
)
+ χ2s
]P
2
(4.12)
∝ exp

−P
∑
mm˜
(
A
′
ms −A
′∗
ms
)
Wmm˜
(
A
′
m˜s −A
′∗
m˜s
)
2χ2s

 ,
where the last proportionality is a very good approximation when the number of promoters is large. Note
that this is again a multi-variate Gaussian distribution. The covariance matrix of this Gaussian posterior
distribution is given by:
Cmm˜;s =
(
W−1
)
mm˜
χ2s
P
(4.13)
As is well known, given this multi-variation Gaussian form, the marginal distribution for a single motif
activity A
′
ms will be Gaussian distributed with standard-deviations δA
′
ms given by the square root of the
corresponding diagonal term of the covariance matrix, i.e.
δA
′
ms =
√
Cmm;s (4.14)
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We define the overall significance of a motifm as the average squared ratio between fitted activities and their
standard deviations (z-values)
zm =
√√√√ 1
S
∑
s
(
A′∗ms
δA′ms
)2
. (4.15)
4.5.8 Processing of replicates
Careful studies typically involve experimental replicates to account for the part of variability in the readout
which is not under direct experimental control. ISMARA allows users to indicate which samples correspond
to replicates and will automatically calculate averaged motif activities and error bars across these replicates.
To perform this analysis the user should first upload all samples and perform the standard analysis. On the
results page ISMARA provides a link to a page where users can interactively annotate which samples are
replicates. In addition, if the replicates came in clearly defined batches, for example, when a time-course was
performed multiple times, then the user can also indicate this. Once all samples are annotated ISMARA can
then perform motif activity averaging across the replicates. Note that this approach can easily be extended
beyond replicates, i.e. the user can arbitrarily divide the samples into groups and ISMARA will automatically
calculate average motif activities and associated standard-deviations for each group of samples.
Here we describe how activities within a group are averaged. For a given group G of samples and a
particular motif, we assume that its activitiesAs in samples s ∈ G are given by a mean activity A¯g plus some
deviation δs, i.e
As = A¯
g + δs, (4.16)
where we assume that the prior probability of δs is Gaussian distributed with (unknown) standard-deviation
σg , i.e
P (δs|σg) = 1√
2piσg
exp
[
−1
2
δ2s
σ2g
]
. (4.17)
Thus, given the mean activity A¯g in the group, the probability to have activity As in a particular sample s
from the group is
P (As|A¯g,σg) = 1√
2piσg
exp
[
−1
2
(
As − A¯g
)2
σ2g
]
. (4.18)
Using the input data, ISMARA has inferred the motif activity As to have expected value A∗s with standard-
error δAs for each sample s. That is, once the dependence on all other activities is integrated out, the prob-
ability of the expression data D conditioned on the motif activity As is a Gaussian with standard-deviation
δAs, i.e.
P (D|As) = 1√
2piδAs
exp
[
−1
2
(As −A∗s)2
(δAs)2
]
. (4.19)
Using the expressions for P (D|As) and P (As|A¯g,σg) we can calculate the probability of the data D given
the mean activity A¯g and standard-deviation σt by integrating over all unknown As:
P (D|A¯g,σg) =
∏
s∈G
[∫ ∞
−∞
P (D|As)P (As|A¯g,σg)dAs
]
. (4.20)
These integrals can be performed analytically and we obtain
P (D|A¯g,σg) =
∏
s∈G
1√
2pi(σ2g + σ
2
s)
exp
[
− (A
∗
s − A¯g)2
2(σ2g + σ
2
s)
]
. (4.21)
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Although, formally, we should integrate this expression over the unknown standard-deviation σg as well,
this integral unfortunately cannot be performed analytically. Therefore, we estimate the integral simply by
finding the value σ∗g that maximizes P (D|A¯g,σg). Assuming a uniform prior for the mean activity A¯g of the
samples in the group, we then finally obtain an expression for the posterior probability P (A¯g|D) which we
characterize by its mean 〈A¯g〉 and standard-deviation δA¯g . That is, 〈A¯g〉 is the inferred average motif activity
for the samples within the group, and δA¯g is the error-bar on this average activity. This mean and error-bar
of the activity for the ‘group’ of samples are given by
〈A¯g〉 =
∑
s∈G
A∗s
(σ∗g)
2+σ2s∑
s∈G
1
(σ∗g)
2+σ2s
, (4.22)
and
δA¯g =
√
1∑
s∈G
1
(σ∗g)
2+σ2s
. (4.23)
Finally, we assign significances zm to each motif completely analogously as before, but now averaging
over all groups, i.e.
zm =
√√√√ 1
|G|
∑
g
( 〈A¯g〉
δA¯g
)2
, (4.24)
where |G| is the number of groups. A motif will have a high significance zm when its motif activities in each
group vary little relative to their mean in the group, and are large relative to the original error-bars.
4.5.9 Target predictions
In order to infer motif activities Ams, ISMARA assumes that all promoters with predicted target sites for a
motif m will respond to changes in motif activity, i.e. in proportion to the predicted number of sites Npm.
This is a reasonable assumption when inferring motif activities, as the activities Ams depend on the statistics
of all promoters with sites for motifm. However, in a given condition or system, it is likely that only a subset
of the promoters with sites for a motifm are in fact regulated by this regulator. This might be due to a limited
accessibility, dependence of particular co-factors, weaker affinity of a site, etcetera. Thus, when we aim to
predict individual target promoters of a given motifm, we not only use the binding site predictions Npm, but
also evaluate at which promoters the activities Ams contribute to explaining the profiles Eps.
To quantify if a given promoter p is targeted by a motif of interest m we first demand that there ex-
ists a TFBS prediction, i.e Npm > 0. Second, we quantify the contribution of m to the fit of the ex-
pression/chromatin state profile Eps. The most rigorous approach to quantifying the effect of motif m on
promoter p is to calculate both the probability of the entire data set, i.e. the profiles Eps across all promoters
and samples, with the original site-count matrixN, and a site-count matrix N˜ where only the sites for motif
m in promoter p are set to zero. To calculate this probability we treat all the unknown motif activities Ams
as well as the standard-deviation σ as nuisance parameters that are integrated out of the likelihood. That is,
we formally want to calculate the ratio of probabilities
Rpm =
∫∞
−∞ dA
∫∞
0 dσP (E|N,A,σ)∫∞
−∞ dA
∫∞
0 dσP (E|N˜ , A,σ)
, (4.25)
where the integrals are over all motif activities Ams, and over the standard-deviations σ. Note that, when we
set Npm = 0 for promoter p and motif m, we make a very small change to the site-count matrix. That is, as
there are tens of thousands of promoters and close to 200 motifs, we are changing only one of the millions of
entries in the matrix. As a consequence, the inferred motif activities A
′∗
ms that result from the mutated matrix
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N˜ are likely very close to those that result from the original matrix N . Similarly, the inverse covariance
matrixW of the mutated matrix is likely also very close to that of the original matrix and, finally, the optimal
values of the constants cp, c˜s, and the prior constant λ∗ will also change very little under mutation of the
matrix. To make the calculation more tractable we will make the approximation that all these quantities are
unchanged upon mutation of the matrix. Under that approximation we have
P (E|A,N,σ,λ∗) ∝ σ−PS exp

−
∑
s,m,m˜
(
A
′
ms −A
′∗
ms
)
Wmm˜
(
A
′
m˜s −A
′∗
m˜s
)
+
∑
p,s χ
2
ps
2σ2

 , (4.26)
where χ2ps is the squared-deviation between the observed value E
′
ps and the predicted value, i.e.
χ2ps =
(
E
′
ps −
∑
m
N
′
pmA
′∗
ms
)2
(4.27)
And for the probability of the data with the mutated site-count matrix we have
P (E|A, N˜ ,σ,λ∗) = P (E|A,N,σ,λ∗) exp
[
−
∑
s(χ
2
psm − χ2ps)
2σ2
]
, (4.28)
where χ2psm is the squared-deviation for promoter p and sample s when motifm is removed, i.e.
χ2psm =
(
E
′
ps −
∑
m′
N˜
′
pm′A
′∗
m′s
)2
(4.29)
In this form the integrals over the motif activities and σ can be easily performed and we find for the ratio
of the probabilities
Rpm =
( ∑
p′,s χ
2
p′s∑
p′,s χ
2
p′s −
∑
s(χ
2
psm − χ2ps)
)S(P−M)
, (4.30)
whereM is the total number of motifs. Since P + M we approximate P −M ≈ P and we find approxi-
mately
Rpm = exp
[∑
s(χ
2
psm − χ2ps)
〈χ2〉
]
, (4.31)
where we have defined the average squared-deviation per sample/promoter combination
〈χ2〉 = 1
PS
∑
p,s
χ2ps, (4.32)
and made use of the fact that [1− x/(SP )]−SP ≈ ex for large SP .
In the results shown in the web-server we show, for each predicted target, the logarithm of the likelihood
ratio, i.e. the score Spm for motifm targeting promoter p is
Spm =
∑
s χ
2
psm − χ2ps
〈χ2〉 . (4.33)
All targets for which this score is positive, i.e. where removing the motif from the promoter reduces the
quality of the fit, are reported.
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Enriched Gene Ontology categories
To analyze whether there are any Gene Ontology categories whose genes are over-represented among the
targets of a motif, we use the “GO::TermFinder” Perl module [120]. The ontology files and associations
between genes and categories were taken from Gene Ontology (GO) Consortium web-site [121]. As a set of
target genes for motifmwe include all genes associated with promoters that have a target score Spm > 0. For
microarray chips we create a background set from all the genes which are have complementary probes present
on the microarray, i.e. have associated probes of the microarray according to our mappings (see Expression
data processing). For RNA-seq data we take all genes associated with promoters which have mapped reads.
In the web results we display all GO categories with a p-value of 0.01 or less. These p-values are corrected
for multiple testing using a simple Bonferroni correction, i.e. multiplied by the number of tests performed.
4.5.10 Principal component analysis of the activities explaining chromatin mark lev-
els
We first performed standard ISMARA analysis on the n = 10 data sets measuring expression and 9 different
chromatin marks (ChIP-seq), across S = 8 cell types [70]. For each motif m, and each mark i, we thus
obtained estimated activities Aims.
We performed principal component analysis (PCA) of the expression and chromatin mark levels across all
promoters, separately for each cell type. For a given sample s, let Epi denote the level of mark i at promoter
p (suppressing the label s for notational simplicity). We have here already column normalized these levels,
i.e. ∑
p
Epi = 0, (4.34)
for all marks i.
Using singular value decomposition, the matrix E = U · D · V T can be uniquely decomposed into an
orthonormal matrix U (of size P × n), a diagonal positive-semidefinite matrix D (of size n × n), and an
orthonormal matrix V (of size n× n) as:
Epi =
n∑
k=1
UpkDkkVik, (4.35)
where k denotes the index of each component, the column vectors ,Vk with components Vik contain the
principal components, and D2kk is the fraction of the variance in the Epi values, i.e.
var(E) =
1
nP
∑
p,i
(Epi)
2 , (4.36)
that is explained by component k.
The first principal component ,V1, shown in Suppl. Fig. 4.24 top panels, is virtually identical in all cell
types and captures approximately 60% of the collective behavior of the expression and 9 chromatin marks (8
histone modification and CTCF binding) across promoters in each sample. As discussed in the main text, this
first principal component appears to capture the combination of chromatin mark levels associated with the
general ‘activity’ of a promoter. As a consequence, the effect of a given TF on a specific chromatin mark is
confounded by its effect on general promoter activity and we therefore decided to subtract it from the activity
profiles of all TFs.
For the purpose of removing the first principal component from the motif activities, we will treat each
motif m separately and ignore the covariances in the inferred motif activities, i.e. as we assumed previously
when calculating the error bars on the motif activities in (4.14). We perform the removal one sample (cell
line) at a time. A careful probabilistic analysis must be performed in order to calculate the error bars.
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Let’s focus on a given motifm in sample s and denote by A the vector of activities across the marks, i.e.
Ai is the activity associated with mark i. In addition, let δAi denote the standard-deviation (error-bar) of this
activity. The posterior distribution P (A|D) of this activity vector given the data is given by a Gaussian, i.e.
as in (4.13), of the form
P (A|D) ∝ exp
[
−1
2
∑
i
(Ai −A∗i )2
δA2i
]
, (4.37)
where A∗i is the MAP estimate of the motif activity of mark i. If we introduce a diagonal matrix containing
the inverse of the standard-deviation, we can write this expression in matrix-vector form:
P (A|D) ∝ exp
[
−1
2
(A−A∗)T · diag
(
1
δA2
)
· (A−A∗)
]
, (4.38)
where A∗ is a n × 1 vector of the MAP estimates and diag ( 1
δA2
)
is a 10 × 10 diagonal precision matrix
which elements are set to the inverses of motif activity variances.
Using principal components V of E (4.35) and their orthonormality V · V T = 1 this distribution can be
rewritten as
P (A|D) ∝ exp
[
−1
2
(A−A∗)T · V · V T · diag
(
1
δA2
)
· V · V T · (A−A∗)
]
. (4.39)
We can rewrite the activities in the basis of the principal vectors as B ≡ V T · (A−A∗) and the precision
matrix in the same basis asM ≡ V T ·diag ( 1δA2 ) ·V . In this basis the probability distribution takes the form:
P (B|D) ∝ exp
[
−1
2
BT ·M ·B
]
. (4.40)
Note that in this basis, the inverse covariance matrixM contains off-diagonal terms.
We want to integrate out the activities along the first principal component, therefore we separate elements
of B andM in the following way
B =


b1

b2
...
bn



 ≡
(
b1
By
)
(4.41)
M =


m11
(
m12 · · · m1n
)

m21
...
mn1




m22 · · · m2n
...
. . .
...
mn2 · · · mnn



 ≡
(
m11 MTy
My Mw
)
, (4.42)
and the last equivalency holds because the matrixM is symmetric.
Using these definitions, eq. (4.40) can be expanded and rewritten to obtain:
P (B|D) ∝ exp
[
−1
2
(
b21m11 + 2b1B
T
y ·My +BTy ·Mw ·By
)]
(4.43)
= exp

−1
2

m11
(
b1 +
BTy ·My
m11
)2
+BTy ·Mw ·By −
BTy ·My ·MTy ·By
m11




Where we reordered terms and completed the square to bring out that this posterior is proportional to a
Gaussian with respect to b1. It is now straightforward to integrate this probability distribution along the first
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principal direction:
P (By|D) =
∫ ∞
b1=−∞
P (B|D)db1 ∝ exp
[
−1
2
(
BTy ·Mw ·By −
BTy ·My ·MTy ·By
m11
)]
·
·
∫ ∞
b1=−∞
exp

−1
2
m11
(
b1 +
BTy ·My
m11
)2db1 (4.44)
∝ exp
[
−1
2
BTy ·
(
Mw −
My ·MTy
m11
)
·By
]
,
The last proportionality holds because the Gaussian integral yields a constant (with respect to By). Since the
covariance matrix is the inverse of the precision matrix, the covariance matrix W in the reduced (n − 1)-
dimensional space (i.e. without the first principal direction) has the form:
W =
(
Mw −
My ·MTy
m11
)−1
(4.45)
Finally, this covariance matrix W needs to be transformed back from the principal component basis to
the original basis. To this end we use the principal components contained in columns 2 through n of the V
matrix. We obtain for the final covariance matrixK in the original basis
Kij =
n∑
k,l=2
VikWklVjl. (4.46)
The standard deviation of activities of the ith mark is given by square root of the corresponding diagonal
element of this matrix
δA˜i =
√
Kii. (4.47)
The corrected MAP activities are obtained by first defining
B∗ = V T ·A∗, (4.48)
and then transforming back to the original basis using only the components along principal vectors 2 through
n:
A˜ =
n∑
k=2
VikB
∗
k . (4.49)
The reported z-value of the ith mark (we introduce back the indices for motifm and sample s omitted previ-
ously) is given by
zims =
A˜i
δA˜i
(4.50)
After removing the contribution of the first principal component to the motif activities, we re-calculated
significance z-values zim for each motifm and each mark i (x-axis in the Suppl. Fig. 4.25)
zim =
√∑
s′
(
zims′
)2
S
. (4.51)
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In addition, we calculated a specificity sim which measures the fraction of the overall that is associated
with mark i (y-axis in the Suppl. Fig. 4.25)
sim =
z2mk∑
k′ z
2
mk′
. (4.52)
That is, a motifm will be highly specific for mark i if it has a high z-value zim, and low z-values for all other
marks.
4.6 Fraction of variance explained by the fit
The total variance V in a data set is given by the sum of the squared normalized expression values
V =
1
PS
∑
p,s
(E
′
ps)
2. (4.53)
After fitting the model, the average squared deviation left unexplained is given by the average of χ2ps across
all promoters and samples, i.e. as defined by equations (4.27) and (4.32). The fraction of the variance f
explained by the fit is thus
f = 1− 〈χ
2〉
V
. (4.54)
We find that the fraction of variance explained by the fit typically ranges between 4% and 14%. As an
illustration, Suppl. Fig. 4.8 shows a histogram of the fraction of variance explained by the model across all
samples in the GNF data set.
Figure 4.8: Histogram of the fraction of variance explained by the model. Left panel: Histogram of the fraction of
variance explained for the samples in the mouse GNF atlas (data set 1). Right panel: Histogram of the fraction of
variance explained for the samples from the human GNF atlas and the NCI-60 cancer cell lines (data set 2).
The fraction of variance explained in the samples of the second data set (human GNF atlas plus NCI-60
cell lines) is a bit larger than the fraction of variance explained in the samples of data set one (the mouse
GNF atlas). It appears that this increase results from the fact that there is a relatively large (and explainable)
difference in the expression profiles of the cancer cell lines and the normal cell lines.
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4.7 Overview of results presented in the web-interface
To illustrate the results that ISMARA provides, we here present a number of figures, that show examples of
results on the mouse GNF atlas. Note that almost all of these figures are screen shots from the actual web-
interface. All the full results for the mouse GNF data are available at http://ismara.unibas.ch/supp/dataset1/ismara report.
The main page of results that ISMARA provides for a given data set centers around a list of motifs, sorted
by their significance, showing for each motif its significance, the associated TFs, a sequence logo of the motif,
and a thumbnail image of its inferred activity across the samples. Supplementary Fig. 4.9 shows an excerpt
from this list of motifs.
Figure 4.9: Fragment of the list of regulatory motifs sorted by their significance (z-score). The motifs are sorted from
top to bottom. Shown for each motif are, from left to right, the name of the motif (which is a link to a separate page
with results for the motif), its z-score, a list of associated TFs (links to NCBI pages for these genes), a thumbnail of the
inferred motif activity profile, and the sequence logo of the motif.
Each motif name in this list is in fact a link to a separate page with much more extensive results for the
motif. Among these more extensive results is, first of all, a figure showing the inferred motif activity (and
error bars) across all samples, where the samples are ordered according from left to right, according to the
user’s input. Supplementary Fig. 4.10 shows the activity profile of the E2F1..5 motif across the mouse GNF
samples. Note that such an ordering motif activity across samples is especially helpful when the samples
come from a time course, in which case the graph shows the motif activity across time.
Figure 4.10: Inferred activities of the E2F1..5 motif on the mouse GNF atlas. The samples are ordered, from left to right,
in lexicographic order, according to sample names input by the user. The red circles show the estimated activities A∗ms
and the error-bars δAms are shown as red vertical bars. Samples names are indicated on the bottom.
However, in many cases, including the GNF atlas analyzed here, there is no preferred natural ordering of
the samples. In those cases it is more natural to present the motif activities with samples sorted from those
in which the motif is most significantly upregulated, to those where it is most significantly downregulated.
ISMARA provides such a list of motif z-values, with sample sorted from largest to smallest z-value, as
shown in Suppl. Fig. 4.11 for the E2F1..5 motif. In this case, inspection of this sorted list of samples makes
clear that E2F is highly upregulated in fast dividing cells, and downregulated in post-mitotic cells. The close
association of E2F activity with cell proliferation is something that we have observed across many different
data sets (data not shown).
The next important information provided for each motif, is a predicted list of target promoters. ISMARA
provides the target promoters p for a motif m sorted by their target score Spm (see section 4.5.9). As an
example, the list of targets for the E2F1..5 motif is shown in Suppl. Fig. 4.12. Each row in the table
corresponds to one target promoter and information shown includes the promoter ID, its score Spm, associated
transcripts and Entrez gene, and a description of the gene. Note that all these pieces of information are links
that take the user to additional information on the promoter, the associated transcripts and gene. Note that,
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Figure 4.11: Sorted list of z-values for the E2F motif across all samples of the mouse GNF atlas. For readability, only the
top 20 and bottom 20 samples are shown. Note that the samples with the highest z-values correspond to fast proliferating
cells whereas the samples with the lowest z-values correspond to non-proliferating cells.
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to keep the page easily viewable, by default only the top 20 targets are shown. But the user can interactively
change the number of targets shown in the list. In addition, a search box allows the user to search whether a
particular promoter, transcript, or gene of interest occurs within the full list of targets.
Figure 4.12: Top target promoters of the E2F1..5 motif for the mouse GNF atlas. Targets are sorted by the log-likelihood
score Spm. Shown for each target promoter are the promoter ID (a link to the SwissRegulon web-browser page showing
the promoter on the genome), the target score Spm, associated RefSeq transcripts, associated gene symbols (links to
NCBI pages), and gene names (which often provide a short description of the gene’s function). By default the top 20
targets are shown but this number can be changed using the drop-down menu at the top of the table. A search box allows
users to search for genes or transcripts within the entire target list.
Of particular interest is the additional information provided about each promoter, through the links with
the promoter IDs. Following this link takes the user to the genome browser of our SwissRegulon database
[122], showing the section containing the proximal promoter regions (500 base pairs up-stream and down-
stream of the major TSS of the promoter). In this browser the user is shown all the predicted TFBSs that are
used by ISMARA in its modeling of expression or ChIP-seq data. This thus allows the user to determine the
precise locations of the TFBSs on the genome, through which a particular TF is predicted to target a given
promoter. Supplementary Fig. 4.13 shows, as an example, the promoter of the Rrm2 gene, which is the top
predicted target of the E2F1..5 motif.
Beyond a list of individual targets, a user would typically like to gain some intuition of the pathways and
particular biological processes that are targeted by a particular motif. One way of visualizing the functional
structure of the predicted targets of a motif, is to represent these as a network, with links between pairs of
genes that are known to be functionally related. The STRING database [20] maintains a curated collection
of functional links between proteins, where ‘functional link’ can range from direct physical interaction, to
over-representation of the protein pair within abstracts of scientific articles. For any set of proteins, STRING
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Figure 4.13: Example of a promoter region as display in the SwissRegulon genome browser. The region shown corre-
sponds to the proximal promoter of the Rrm2 gene (the top target of the E2F1..5 motif) and this is the region that will
be displayed when following the link to the promoter as displayed in Suppl. Fig. 4.12. The genome browser shows the
RefSeq transcript, the promoter, the associated annotated transcript start cluster (TSC) based on the CAGE data, and all
the predicted TFBSs. Here the intensity of the color indicates the posterior probability assigned to each site, and the name
of the cognate motif is written above each side. The arrows inside the TFBSs indicate on which strand the motif occurs.
provides visualizations of the network of known functional interactions between these proteins, which intu-
itively brings out groups of proteins known to be functionally related. ISMARA provides, for each motif,
such STRING network pictures of the set of predicted targets of the motif (for visibility at most the top 200
targets are shown). Supplementary Fig. 4.14 shows the STRING network for the predicted targets of E2F1..5.
Note that the picture is itself a link to the STRING database, where the figure is interactive and allows the
user more detailed information on each of the proteins in the network and each functional link between the
proteins.
Apart from the STRING network, ISMARA also provides list of Gene Ontology categories that are
enriched among the predicted targets of a motif. Lists are provided for the ‘biological process’, ‘cellular
component’, and ‘molecular function’ hierarchies. A p-value for enrichment is calculated using a simple
hypergeometric test and only categories with a p-value below 0.05 are shown. The categories are sorted by
the fold-enrichment of targets relative to what would be expected by chance. As an example, Suppl. Fig.
4.15 shows the top categories of the biological process hierarchy for the E2F1..5 motif.
For many of the motifs incorporated into the ISMARA analysis, there is more than one TF that can
potentially bind to sites for the motif. As a consequence, it is not always clear which individual TFs are
responsible for the observed motif activity in a particular system. To help determine which TFs are most
likely involved in the activity of a given motif, ISMARA provides some simple correlation analysis. In
particular, a table is provided showing the Pearson correlation between the motif’s activity profile and the
mRNA expression profiles of each of the TFs that can bind to the sites of the motif. The TFs in the list are
sorted by their p-value. Supplementary Fig. 4.16 shows the list of correlations for the E2F TFs.
For each of the correlations a link is also provided to a simple scatter plot showing the mRNA expression
levels and motif activities across the samples. Supplementary Fig. 4.17 shows example scatter plots for the
TFs E2F1 and E2F2, which are both significantly correlated with motif activity. The fact that both motifs
correlate positively with motif activity strongly suggests that these TFs act as activators, i.e. as their mRNA
levels go up, the expression of target genes is affected positively. To show an example of opposite behavior,
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Figure 4.14: Network of target genes of the E2F motif as displayed by the STRING database [20]. Each node corresponds
to a predicted target gene of the E2F1..5 motif (in the mouse GNF atlas, i.e. data set 1). Links are drawn by STRING
whenever there is any evidence that the two genes may interact or be functionally linked, where evidence may range from
measured direct protein-protein interaction to significant co-occurrence of the gene names within abstracts of articles.
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Figure 4.15: Top over-represented categories from the Gene Ontology hierarchy of biological processes among the pre-
dicted targets of the E2F1..5 motif. The categories are sorted by their enrichment, i.e. how much more frequent targets
from this category are than expected by chance (first column) and only categories that are significantly enriched at a
p-value of 0.05 (second column) are shown. The third and fourth columns in the table show the GO identifier and a
description of the categories and these are again links to pages with more extensive information on the GO category.
Finally, the user can interactively change the number of top categories shown using the drop-down menu or search for
keywords.
Figure 4.16: Correlations between the E2F1..5 motif activity and mRNA expression profiles of TFs that kind bind to sites
of the motif. The table shows the names of the associated TF genes, the IDs of the associated promoters of these genes,
the Pearson correlation coefficient, the p-value for the correlation, and a link to a figure showing a scatter of the motif
activity and mRNA expression levels across the samples (Suppl. Fig. 4.17) below.
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Suppl. Fig. 4.18 shows the mRNA expression levels of the TF REST against its inferred motif activity, across
the mouse GNF samples. The clear negative correlation strongly suggests that REST acts as a repressor of
its targets, and this is indeed well-known to be the case.
Figure 4.17: Example scatter plots showing the correlations between E2F1..5 motif activity and the mRNA expression
of the E2F1 (left panel) and E2F2 (right panel) TFs, across the samples of the mouse GNF atlas. Each dot corresponds
to one sample. The expression levels are shown on a logarithmic scale. At the top of the panel the Pearson correlation
coefficient ρ and the ID of the promoter are shown.
Figure 4.18: Scatter plots showing the correlation between REST motif activity and the mRNA expression of the REST
TF, across the samples of the mouse GNF atlas. Each dot corresponds to one sample. The expression levels are shown on
a logarithmic scale. At the top of the panel the Pearson correlation coefficient ρ and the ID of the promoter are shown.
Finally, one of our our aims is to understand the causal structure of the transcription regulatory network,
and a first step in that direction are predictions of direct regulatory interactions between the motifs. For each
motif, we check its list of predicted targets for promoters of TFs that are associated with other motifs. Using
this we build a regulatory network where nodes correspond to motifs and a directed edge from motif m to
motifm′ occurs whenever a promoter of at least one of the TFs associated with motifm′ is a predicted target
of motif m. On the page with results of a given motif, a part of this regulatory network centered around the
131
4. ISMARA: MODELING GENOMIC SIGNALS AS A DEMOCRACY OF REGULATORY
MOTIFS
motif in question is shown, i.e. all edges from or to the motif in question as well as edges between the direct
neighbors of the motif. Supplementary Fig. 4.19 shows this network for the E2F1..5 motif. Note that a slider
on the left-hand side of the network allows the user to vary a cut-off on the target score Spm, i.e. showing
only nodes and edges over the cut-off. In addition, placing the mouse pointer over a node brings up a pop-up
with the z-value of the motif, and placing the mouse pointer on an edge will bring up a pop-up with the target
score of the link.
Figure 4.19: Predicted direct regulatory interactions between E2F and other motifs. Edges are drawn from motifm tom′
whenever a promoter p, associated with motif m′, is a predicted target of motif m, with a target score Spm larger than
a given cut-off c. In the web browser, the user can interactively change the cut-off c using the slider on the left of the
figure. In this example the cut-off was set at 12.92. When the cursor is placed on an edge the target score Spm is shown,
and in this figure the target scores of the 4 most significant targets are shown. The intensity of the color of each motif
corresponds to its z-score. Finally, for each motif (in this case E2F1..5) only the direct neighborhood in the network is
shown, i.e. edges that are directly linked to E2F1..5, or that link between motifs that directly link to E2F1..5.
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4.8 HNF1a activity in pancreas
Besides its well-known role in liver and kidney, ISMARA also predicts that HNF1a is one of the most active
motifs in pancreas. Supplementary Fig. 4.20 shows the motifs with the most positive and most negative
z-values in the two pancreas samples of the mouse GNF atlas.
Figure 4.20: Motifs with the most positive and most negative z-values in two replicate pancreas samples from the mouse
GNF atlas. Note that the HNF1a is the 7th and 6th most upregulated motif, respectively, in these samples.
4.9 Reproducibility of motif activities
The inferred motif activities depend both on our binding site predictions, and on the assumed simple linear
relationship between predicted numbers of sites and mRNA expression. As explained in the main text, there
are many reasons why such a ‘cartoon’ model is very unlikely to produce an accurate quantitative model
of genome-wide expression profiles. As a consequence, one may wonder how robust the inferred motif
activities are. However, as shown in Suppl. Figure 4.21, the motif activities inferred from the two replicates
of the mouse GNF atlas are typically more reproducible across these replicates than the expression levels of
individual promoters which are used to infer the motif activities. The reason for this is that the motif activity
is inferred from the behavior of the hundreds to thousands of predicted targets of the motif. Thus, although
at each individual promoter the expression is likely a complex function of the regulatory sites and the linear
model is likely a poor approximation, these complications are effectively averaged out when inferring motif
activities from the joint behavior of all targets.
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Figure 4.21: Reproducibility of the inferred motif activities and the expression profiles of promoters. For each motif, and
each promoter, we calculated the Pearson correlation coefficient of the activity/expression profiles for the two replicates
of the samples in the mouse GNF atlas. The figure shows the distribution of observed correlation coefficients for the motif
activities (red) and promoter expression profiles (blue). The motif activities are generally considerably more reproducible
than the expression profiles of the promoters from which they are inferred.
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4.10 Motifs dis-regulated in tumor cells
To identify motifs whose motif activities are consistently dis-regulated in tumors, we first separate all samples
s from the GNF and NCI-60 data sets into the set of tumor samples T and non-tumor samples N . Next, we
use the replicate averaging described in section 4.5.8 to calculate, for each motif, an average activity 〈A¯T 〉 in
tumor samples, an associated error-bar δA¯T , an average activity in non-tumor samples 〈A¯N 〉, and an error-bar
δA¯N associated with the average activity in non-tumor samples. From these, we calculate a z-value zm for
each motifm that quantifies the significance of the difference in the average activities in tumor and non-tumor
samples. Tables 4.2 and 4.3 show the motifs with highest and lowest z-values, respectively. That is, these are
the motifs most significantly dis-regulated in tumor cells.
Motif z-values
bHLH family.p2 2.398858
HIF1A.p2 2.230493
E2F1..5.p2 2.140652
ARNT ARNT2 BHLHB2 MAX MYC USF1.p2 2.071274
BPTF.p2 1.977484
NFY{A,B,C}.p2 1.920594
FOXD3.p2 1.915846
TFDP1.p2 1.901083
ELF1,2,4.p2 1.874818
ZNF143.p2 1.802732
ATF4.p2 1.786143
YY1.p2 1.735238
EHF.p2 1.718308
NRF1.p2 1.674024
ELK1,4 GABP{A,B1}.p3 1.667680
CCUUCAU (hsa-miR-205) 1.525379
PAX5.p2 1.500615
UCAAGUA (hsa-miR-26a, hsa-miR-26b, hsa-miR-1297, hsa-miR-4465) 1.404557
BACH2.p2 1.371868
GUAACAG (hsa-miR-194) 1.349047
HES1.p2 1.317505
Table 4.2: Motifs that are most consistently upregulated in tumor samples of the NCI-60 and GNF data sets, relative to
healthy (non-tumor) tissues in the GNF data set. The motifs are sorted by their z-value (shown in the second column).
4.11 XBP1 motif activity and mRNA expression
The XPB1 motif is the third most significant motif in the innate immune response time course in which
HUVEC cells were treated with TNFα. The motif is upregulated during the time course. However, as shown
in Suppl. Fig. 4.22, the mRNA expression of the XPB1 gene is almost constant across the time course, and
not significantly correlated with the motif’s activity. In fact, it has been established that XBP1’s activity is
regulated post-transcriptionally, i.e. through alternative splicing [55, 56].
4.12 Analysis of the ENCODE ChIP-seq data
To illustrate ISMARA’s performance on ChIP-seq data we used data from the ENCODE project in which
expression and 9 different chromatin modifications were measured across 8 different cell types [70]. Supple-
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Motif z-values
SMAD1..7,9.p2 -2.194113
HAND1,2.p2 -2.185943
TGIF1.p2 -2.117814
MAZ.p2 -2.076224
TFCP2.p2 -2.071225
KLF12.p2 -1.958392
GGCUCAG (hsa-miR-24) -1.918863
FOX{D1,D2}.p2 -1.839199
TBX4,5.p2 -1.805228
FOXP3.p2 -1.740035
EVI1.p2 -1.701934
HBP1 HMGB SSRP1 UBTF.p2 -1.688854
AAAGUGC (hsa-miR-17, hsa-miR-20a, hsa-miR-20b, hsa-miR-93, hsa-miR-106a, hsa-miR-106b, hsa-miR-519d) -1.628037
GAGAUGA (hsa-miR-143, hsa-miR-4770) -1.619611
HIC1.p2 -1.607936
NANOG{mouse}.p2 -1.576193
FEV.p2 -1.574951
MYOD1.p2 -1.565920
NR1H4.p2 -1.562673
POU1F1.p2 -1.556216
TCF4 dimer.p2 -1.536692
MYFfamily.p2 -1.514719
TAL1 TCF{3,4,12}.p2 -1.499900
POU5F1.p2 -1.480033
NR3C1.p2 -1.473553
HOX{A5,B5}.p2 -1.440485
STAT1,3.p3 -1.417964
GTF2A1,2.p2 -1.416557
RORA.p2 -1.391819
CAGCAGG (hsa-miR-214, hsa-miR-761, hsa-miR-3619-5p) -1.356781
ETS1,2.p2 -1.337667
EN1,2.p2 -1.337051
AR.p2 -1.330996
RREB1.p2 -1.330444
CUCCCAA (hsa-miR-150) -1.318296
CACAGUG (hsa-miR-128) -1.318135
JUN.p2 -1.313498
Table 4.3: Motifs that are most consistently down-regulated in tumor samples of the NCI-60 and GNF data sets, relative
to healthy (non-tumor) tissues in the GNF data set. The motifs are sorted by their z-value (shown in the second column).
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Figure 4.22: Scatter plot showing the correlation between the inferred activity of the XBP1 motif and the mRNA expres-
sion of the XBP1 gene for the innate immune response time course. The mRNA expression is shown on a logarithmic
scale (base 2) along the vertical axis. Note the small range in expression variation.
Cell Description
GM12878 B-lymphocyte, lymphoblastoid
HepG2 hepatocellular carcinoma
HMEC mammary epithelial cells
HSMM skeletal muscle myoblasts
Huvec umbilical vein endothelial cells
K562 chronic myelogenous leukemia
NHEK epidermal keratinocytes
NHLF lung fibroblasts
Table 4.4: Human tissues and cell lines used as the source of experimental material in the ENCODE data sets for which
we analyzed ChIP-seq data of chromatin marks. We used all available samples for which a consistent measurement
platform was used.
mentary table 4.4 shows the list of cell types used together with their description and Suppl. table 4.5 shows
a list of all the signals that were measured. For simplicity, we will refer to all 10 signals (which include
expression and the binding of the CTCF transcription factor) as ‘marks’ in our description below.
We first ran ISMARA separately on the data sets for each of the 10 signals. For all the ChIP-seq data
we thus modeled the occurrence of each of the marks at promoters in terms of the predicted TFBSs at the
promoters. Supplementary table 4.6 lists all the data sets that were analyzed in this paper and shows, includ-
ing references to the original publications, and lists for each data set the URL at which ISMARA’s results
for the corresponding data set can be found. Note that, for data sets 1, 2, and 5, there are also replicate
averaged results available. These can be found by replacing ‘ismara report’ at the end of the URL with
‘averaged report’.
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Profiling Platform
expression Affymetrix HT Human Genome U133A Array
H3K4me3 Illumina Genome Analyzer II
H3K27me3 Illumina Genome Analyzer II
H3K27ac Illumina Genome Analyzer II
H3K9ac Illumina Genome Analyzer II
H3K36me3 Illumina Genome Analyzer II
H3K4me1 Illumina Genome Analyzer II
CTCF Illumina Genome Analyzer II
H3K4me2 Illumina Genome Analyzer II
H4K20me1 Illumina Genome Analyzer II
Table 4.5: List of the signals (i.e. expression, histone modifications, and the binding of one TF) and corresponding
measurement platforms from ENCODE data sets, that we used to demonstrate ISMARA’s performance on ChIP-seq data
sets. We used available BED and CEL files from the GSE26386 and GSE26312 GEO series.
Data Set ISMARA URL
GNF SymAtlas, mouse [17] ismara.unibas.ch/supp/dataset1/ismara report
GNF SymAtlas + NCI-60 cancer cell lines, human [27,28] ismara.unibas.ch/supp/dataset2/ismara report
Inflammatory response time course, HUVEC [42] ismara.unibas.ch/supp/dataset3/ismara report
Mucociliary differentiation, bronchial epithelial cells, human [57] ismara.unibas.ch/supp/dataset4/ismara report
Epithelial-Mesenchymal Transition, human [61] ismara.unibas.ch/supp/dataset5/ismara report
ENCODE cell lines, expression [70] ismara.unibas.ch/supp/dataset6.1 ENCODE expression/ismara report
ENCODE cell lines, H3K4me3 [70] ismara.unibas.ch/supp/dataset6.2 ENCODE H3K4me3/ismara report
ENCODE cell lines, H3K27me3 [70] ismara.unibas.ch/supp/dataset6.3 ENCODE H3K27me3/ismara report
ENCODE cell lines, H3K27ac [70] ismara.unibas.ch/supp/dataset6.4 ENCODE H3K27ac/ismara report
ENCODE cell lines, H3K9ac [70] ismara.unibas.ch/supp/dataset6.5 ENCODE H3K9ac/ismara report
ENCODE cell lines, H3K36me3 [70] ismara.unibas.ch/supp/dataset6.6 ENCODE H3K36me3/ismara report
ENCODE cell lines, H3K4me1 [70] ismara.unibas.ch/supp/dataset6.7 ENCODE H3K4me1/ismara report
ENCODE cell lines, CTCF [70] ismara.unibas.ch/supp/dataset6.8 ENCODE CTCF/ismara report
ENCODE cell lines, H3K4me2 [70] ismara.unibas.ch/supp/dataset6.9 ENCODE H3K4me2/ismara report
ENCODE cell lines, H4K20me1 [70] ismara.unibas.ch/supp/dataset6.10 ENCODE H4K20me1/ismara report
Table 4.6: URLs with the results of ISMARA’s analyses of the data sets discussed in this paper.
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4.12.1 PCA analysis
We first performed principal component analysis of the 10 marks across all promoters genome-wide, sepa-
rately for each of the 8 cell types, as described in section 4.5.10. As shown in Suppl. Fig. 4.24, we find that
the first principal component explains approximately 60% of the variation in each of the 8 cell types. In addi-
tion, the first principal component is almost identical in each of the cell types. This strongly suggests that this
first principal component is a general feature of the distribution of chromatin marks. Moreover, the fact that
this component aligns positively with expression and activity-associated chromatin marks, suggests that this
first component reflects general promoter activity. We then pooled the data from all samples and performed
principal component analysis on this complete data set, i.e. treating each promoter sample combination (p, s)
as if it were a separate promoter. The resulting first principal component is shown in Fig. 6B of the main
article.
Next, as described in section 4.5.10, we took the inferred motif activities for all marks and removed the
component along the first principal component. That is, we removed the contribution to the motif activities
that comes from the general ‘promoter activity’. As an illustration, Suppl. Fig. 4.23 shows the inferred
motif activities for 5 motifs (SNAI, IRF, HNF4a NR2F1, TEAD1, and GATA6) both before (left panels) and
after (right panels) the contribution from general promoter activity has been removed, for expression and
the activation associated marks H3K4me3, H3K4me2, H3K9ac, H3K27ac, and H3K36me3. As the figure
shows, before removal of the first PCA component, the activities for all marks are highly correlated, but this
correlation disappears when the first PCA component is removed. This confirms that the highly correlated
motif activities and the activation-associated chromatin marks is accounted for by the first PCA component
that captures the relative chromatin mark levels associated with the general activity of a promoter. The
remaining activities (right panels) thus provide a clearer insight in the specific role of a motif for specific
marks across the cell-types. For example, for the SNAI motif the two acetylation marks are highly positive in
HepG2 cells, whereas expression and H3K36me3 are clearly negative. Thus, promoters carrying SNAI sites
tend to have higher histone acetylation levels than expected based on their general activity, and lower gene
expression and H3K36me3 levels than expected based on the general activity.
As described in section 4.5.10, after removing the contribution of the first principal component to the
motif activities, we re-calculated significance z-values zim for each motif m and each mark i. In addition,
we calculated a specificity sim which measures the fraction of the overall that is associated with mark i. That
is, a motif m will be highly specific for mark i if it has a high z-value zim, and low z-values for all other
marks. To identify motifs that are either most significant or highly specific for particular marks, we plotted
scatter plots showing the significance and specificity for each motif (Suppl. Fig. 4.25). In each of the scatters
we have indicated in red those motifs that had either very high significance or high specificity for the motif.
Interestingly, we often find that the motifs with highest significance for a particular mark also have high
specificity. For example, HNF1a is both most significant and most specific for H3K4me2 levels in promoters.
Not surprisingly, the occurrence of CTCF motifs is the most significant determinant of the observed levels of
bound CTCF.
139
4. ISMARA: MODELING GENOMIC SIGNALS AS A DEMOCRACY OF REGULATORY
MOTIFS
A)
B)
C)
D)
E)
Figure 4.23: Inferred motif activities for 5 example motifs on the ENCODE ChIP-seq data sets measuring chromatin [70].
Each row (labeled A through E) shows the activities for explaining expression (black), H3K4me3 (dark green), H3K4me2
(light green), H3K9ac (dark blue), H3K27ac (light blue), and H3K36me3 (brown) levels, for one motif. The left panels
show the motif activities as inferred from the original data the right panel the motif activities after the contribution along
the first principal component has been subtracted. The names of the motifs are indicated above each panel and sequence
logos are shown as insets. Note that the motif activities for the different marks go from highly correlated to essentially
uncorrelated as the first principal component is removed.
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Figure 4.24: First principal component explaining the largest amount of chromatin mark and expression levels associated
with each promoter, separately for each of the 8 cell types (top 8 panels). The bars indicate the relative contributions
of expression and each of the chromatin marks to the first principal component. Note that the first principal component
is virtually identical in each cell type. The bottom 8 panels show the fraction of the total variance explained by each
subsequent principal component (bars) and the cumulative fraction of variance explained by consecutive components.
Note that, for each cell type, close to 60% of the variance in expression and the 9 chromatin marks is explained by the
first component.
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Figure 4.25: Significances and specificities of the motifs for explaining variations in different chromatin marks. Each
panel corresponds to one mark (as indicated on the axes) and each dot corresponds to one motif. The significance of
each motif is quantified by a z-value of the motif’s activity for a given mark, after motif activities along the first principal
component have been removed (see section 4.5.10). The specificity of a motif for a given mark is the fraction of all
significance associated with a given mark (its z-value squared relative to the sum of all z-values squared, see section
4.5.10). the most significant and/or specific motifs for each mark are indicated in red.
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Chapter 5
Discussion and Future Work
In previous studies [1–5], it has been shown that there are several mechanisms for recruiting chromatin marks
to genomic loci in mammals. One branch of research addresses the idea that TFs recruit chromatin modi-
fications to their sites of action. Correlating the occurrence of DNA binding sites with the chromatin mark
measured in one cell line or tissue has often been used to associate chromatin modifications with TFBSs [].
We wanted to take the idea of TFs recruiting chromatin modifications a step further and decided to not simply
correlate the absolute chromatin mark levels with TFBSs, but rather model the relative changes of chromatin
levels, for a given mark across different cell stages, as a linear function of the expected number of predicted
TFBSs in regulatory regions such as promoters, enriched chromatin mark regions, or cis regulatory modules.
We named our algorithm Epi-MARA to point out the similarity to MARA [6], an algorithm that models
changes in transcription in terms of predicted TFBSs.
We applied Epi-MARA to an in-vitro mouse neuronal differentiation system [7, 8]. Starting with embryonic
stem cells (ES stage), they can be differentiated through neuronal progenitor cells (NP stage) into terminal
neurons (TN stage).
First, we focused on the dynamics at promoters of the repressive chromatin modification H3K27me3, set by
the Polycomb system [9]. Among the top predicted motifs that contributed most to explaining the H3K27me3
dynamics at promoters was the motif bound by the TF REST. Epi-MARA predicted that REST targets gain
H3K27me3 when going from ES to NP and lose H3K27me3 when going from NP to TN (see figure 2.2(b) in
chapter 2).
Secondly, we extended our investigation genome-wide to all H3K27me3 enriched regions. Based on their
CpG content, the H3K27me3 enriched regions could be separated into two classes corresponding to either
high-CpG or low-CpG regions. Running Epi-MARA on all H3K27me3 enriched regions, while taking into
account the different base composition for low-CpG and high-CpG regions when predicting TFBS, revealed
that REST recruits H3K27me3 at the NP stage at the high-CpG regions (as in the promoter case), whereas at
the low-CpG regions it actually depletes the chromatin mark (see figure 2.3(b) in chapter 2). As the REST
motif is only bound by a single TF and as RESTko cells can be created for all three time points in the neu-
ronal differentiation systems, we decided to perform extensive tests to validate Epi-MARA’s predictions for
REST: 1. By comparing H3K27me3 levels between wildtype and the RESTko for H3K27me3 REST targets
(that is to say H3K27me3 enriched regions that overlap a REST ChIP-seq peak), we could show that in ES,
there is little effect of REST on the H3K27me3 levels in neither high-CpG nor low-CpG regions. This is in
stark contrast to the situation in the NP stage. There, high-CpG REST targets clearly have more H3K27me3
in wildtype, whereas low-CpG REST targets clearly have less H3K27me3 in wildtype. 2. By looking at
the fold-change of H3K27me3 levels across ES, NP, and TN, one clearly sees that the high-CpG and low-
CpG regions behave in opposite fashion, with H3K27me3 REST targets showing even greater fold-change, in
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agreement with Epi-MARA’s prediction for REST. 3. To show that the REST binding site is itself necessary
to recruit H3K27me3 in high-CpG regions, we inserted an approximately 2kb long sequence (once contain-
ing the original REST binding site, once containing no REST binding site), belonging to a high-CpG region
which is a REST target, into a H3K27me3 free region in the mouse genome. By comparing the H3K27me3
levels with or without the REST binding site to their endogenous levels in NP, we confirmed that H3K27me3
levels are significantly higher when the REST site is present.
I will now discuss the main findings of my PhD project and give an outlook of where future work could be
taken up.
5.0.2 Biological relevance
Predicting and validating possible TFs involved in recruiting/depleting of chromatin marks at different cell
stages, even though important, is only one of several steps towards understanding the function and effects
of chromatin marks on gene expression patterns. In my opinion, one of the most striking biological find-
ings from our work is that a DNA fragment of only 2kb length, which belongs to a high-CpG H3K27me3
region and contains a REST binding site, is enough to recruit H3K27me3. Inserting the same fragment with
a deleted REST binding site leads to significantly lower increase of H3K27me3 levels. The fact that the
H3K27me3 levels at the insert are (sometimes clearly) lower than at the endogenous region shows that the
regulation of H3K27me3 levels is a complex process, that is to say that the local context encompassing the
fragment is also of particular importance. It could contain other chromatin modifications and other binding
sites for chromatin associated TFs (like in the case of PREs in fly [10]). It is not unlikely that there are even
different mechanisms at work at the same time. It remains to be seen if REST is one of those factors that will
eventually be identified as occuring in mammalian PRE-like regions.
Another interesting observation is that high-CpG and low-CpG regions show quite different behavior when
comparing the fold-changes of H3K27me3 levels across the tree time points (see figure 2.3 in chapter 2).
That is to say, the recruitment/depletion of H3K27me3 strongly depends on the stage of the cell. This is
especially true in the case of REST, for which we predicted and experimentally confirmed that the H3K27me3
recruitment/depletion ability is much higher in the NP stage than in the ES stage. This immediately raises
two questions:
• How is this stage dependent regulation achieved? and
• What is the reason for this temporal change in H3K27me3 at H3K27me3 REST targets?
It is very likely that the cell-stage dependence on H3K27me3 levels is achieved by cell-type specific compo-
nents. This might be a set of TFs that are NP specific, and which interact with the local sequence or chromatin
context of a targeted region. This could then lead to conformational changes to the protein (TF?) that inter-
acts with Polycomb. Especially in the case of REST, I could imagine that one combination of TFs binding
to high-CpG regions increases REST’s ability to interact with Polycomb, whereas another combination of
TFs binding to low-CpG regions decreases REST’s ability to interact with Polycomb. I want to point out that
there is no experimental proof that REST interacts directly with Polycomb!
Inferring the biological purpose of REST recruiting H3K27me3 in high-CpG regions and depleting H3K27me3
in low-CpG regions at the NP stage is not an easy task. One of the roles of REST is, as mentioned before,
to repress neuronal genes in non-neuronal tissues. As REST protein levels have already decreased in the NP
stage, one could imagine that REST recruits Polycomb to high-CpG targets in (or before) the NP stage to
make sure that some neuronal genes that must not be expressed at that stage are kept shut off. By performing
a gene ontology analysis [11, 12] on all H3K27me3 regions that are both associated with a gene (proximal
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H3K27me3 regions) and also show a significant change in H3K27me3 levels when comparing wild-type to
knock-out yields, not surprisingly, we see association with a lot of neuron-related categories. By looking
closer at the categories, many of them are involved in the shape of the cell (synapses, ...). Therefore, a spec-
ulative hypothesis would be that H3K27me3 might prevent the cell from changing its shape too early.
On the other hand, low-CpG REST targets are depleted in H3K27me3 at the NP stage. As these low-CpG
REST targets are mostly distal, it is not straightforward to see how to associate the region with a gene. It
might be that some essential genes for the neuronal progenitor stage controlled by distal cis regulatory mod-
ules must be depleted of H3K27me3 for their proper function at this stage. Alternatively, the dynamics in
H3K27me3 in these distal regions could be due to changes in the chromosomal structure.
5.0.3 Future work
Epi-MARA strongly depends on the predicted TFBSs. We showed that substituting predicted TFBSs for a TF
by its real binding data, increased the significance of that motif by a factor of 2. Unfortunately, creating ChIP-
seq data sets for more than a handful of factors is still unfeasible. Another way of improving the predicted
TFBSs is by only including the regulatory regions that are accessible for TFs at the different time points or
tissues. Using, for example, DNase-seq [13] one can assign to each region an accessibility score [14]. This
procedure should reduce the number of falsely predicted sites by a fair amount [14].
Even though it is well established that H3K27me3 is a silencing mark [1, 2, 15, 16], that is to say associated
with closed chromatin, it is still not known to what extend it contributes to this. One way of further investi-
gating that in our neuronal differentiation system would be to predict TFBSs for REST genome-wide. Then,
one would calculate how much binding you should obtain based on the DNA sequence itself, and compare
this to how much binding there really is based on the ChIP-seq measurements. By looking at the levels of
H3K27me3 (and different chromatin marks like H3K4...), one could get an idea of how much these chromatin
marks are closing or opening the DNA.
The ultimate goal is to predict the regions in the genome enriched in a certain chromatin mark, based only
on sequence composition. A first attempt was made by Leonie Ringrose et al. in trying to predict PREs in
fly [10]. Basically, the idea was to use experimentally validated PREs and assign a score to the occurrence of
clusters of two or three PRE associated motifs, namely GAF, PHO, and ZESTE. After training, all PREs in
the training data set could be identified. Furthermore, when scanning the entire fly genome, about 330 PREs
were predicted, containing all validated ones. One possibility to tackle this problem in mammals would be by
combining Epi-MARA and MotEvo. In a first step, one uses Epi-MARA to predict key TFs involved in the
recruitment/depletion of the chromatin mark of interest. In a second step, one slides a short (≈ 2kb) window
across the genome and calculates the score Z
Z =
P (S|ω, bg)
P (S|bg) , (5.1)
which is the ratio of the probability of sequence S in this window, given the set of WMs ω corresponding
to Epi-MARA’s top predictions, and the background model bg, and the probability of sequence S given only
the background model. Windows with a high Z are then predicted as enriched in the chromatin marks. Even
though this approach sounds compelling, there could be several issues.
Experiments show that binding of PRC1 and PRC2 is spread across many kilobases of mammalian devel-
opmental genes [17–19]. If the chromatin mark is recruited by a set of TFs whose TFBSs are far apart, the
sliding window approach might have problems in picking up these clusters of TFBSs. On the other hand, our
analysis on the H3K27me3 enriched regions provide some evidence that the regions where such clusters of
TFBSs occur do not need to be widespread; most of the H3K27me3 clusters are shorter than 4kb. As we have
showed in the case of REST, recruitment of H3K27me3 is also dependent on the current stage of the cell. By
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just looking at the raw DNA sequence, it is not possible to predict these transient increases. And we must not
forget that it has been shown that there are also other mechanisms (small nc-RNA, ...) [1–5] that could recruit
chromatin marks.
As a closing remark, I would like to say that in my opinion, the successful experimental validation of one
of Epi-MARA’s top predictions, that is REST recruiting H3K27me3 at high-CpG regions and depleting
H3K27me3 in low-CpG regions, showed that using Epi-MARA to model chromatin dynamics is a promising
approach that could take us a step further to understanding how chromatin marks are targeted to their sites of
action, and what the detailed effects on the gene expression patterns and/or chromatin structure are.
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