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Abstract
We study two-player concurrent games on finite-state graphs played for an infinite number of rounds,
where in each round, the two players (player 1 and player 2) choose their moves independently and si-
multaneously; the current state and the two moves determine the successor state. The objectives are
ω-regular winning conditions specified as parity objectives. We consider the qualitative analysis prob-
lems: the computation of the almost-sure and limit-sure winning set of states, where player 1 can en-
sure to win with probability 1 and with probability arbitrarily close to 1, respectively. In general the
almost-sure and limit-sure winning strategies require both infinite-memory as well as infinite-precision
(to describe probabilities). While the qualitative analysis problem for concurrent parity games with
infinite-memory, infinite-precision randomized strategies was studied in [dAH00, CdAH11], we study
the bounded-rationality problem for qualitative analysis of concurrent parity games, where the strat-
egy set for player 1 is restricted to bounded-resource strategies. In terms of precision, strategies can
be deterministic, uniform, finite-precision, or infinite-precision; and in terms of memory, strategies can
be memoryless, finite-memory, or infinite-memory. We present a precise and complete characteriza-
tion of the qualitative winning sets for all combinations of classes of strategies. In particular, we show
that uniform memoryless strategies are as powerful as finite-precision infinite-memory strategies, and
infinite-precision memoryless strategies are as powerful as infinite-precision finite-memory strategies.
We show that the winning sets can be computed inO(n2d+3) time, where n is the size of the game struc-
ture and 2d is the number of priorities (or colors), and our algorithms are symbolic. The membership
problem of whether a state belongs to a winning set can be decided in NP ∩ coNP. Our symbolic algo-
rithms are based on characterization of the winning sets as µ-calculus formulas, however, our µ-calculus
formulas are crucially different from the ones for concurrent parity games (without bounded rationality);
and our memoryless witness strategy constructions are significantly different from the infinite-memory
witness strategy constructions for concurrent parity games.
1 Introduction
In this work we consider the qualitative analysis (computation of almost-sure and limit-sure winning sets)
for concurrent parity games. In prior works [dAH00, CdAH11] the qualitative analysis for concurrent parity
games have been studied for the general class of infinite-memory, infinite-precision randomized strategies.
In this work, we study the bounded rationality problem where the resources of the strategies are limited,
and establish precise and complete characterization of the qualitative analysis of concurrent parity games
for combinations of resource-limited strategies. We start with the basic background of concurrent games,
parity objectives, qualitative analysis, and the previous results.
∗We are indebted to and thank anonymous reviewers for extremely helpful comments.
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Concurrent games. A two-player (player 1 and player 2) concurrent game is played on a finite-state graph
for an infinite number of rounds, where in each round, the players independently choose moves, and the
current state and the two chosen moves determine the successor state. In deterministic concurrent games,
the successor state is unique; in probabilistic concurrent games, the successor state is given by a probability
distribution. The outcome of the game (or a play) is an infinite sequence of states. These games were
introduced by Shapley [Sha53], and have been one of the most fundamental and well studied game models
in stochastic graph games. We consider ω-regular objectives; where given an ω-regular set Φ of plays,
player 1 wins if the outcome of the game lies in Φ. Otherwise, player 2 wins, i.e., the game is zero-sum.
Such games occur in the synthesis and verification of reactive systems [Chu62, RW87, PR89], and ω-regular
objectives (that generalizes regular languages to infinite words) provide a robust specification language that
can express all specifications (such as safety, liveness, fairness) that arise in the analysis of reactive systems
(see also [ALW89, Dil89, AHK02]). Concurrency in moves is necessary for modeling the synchronous
interaction of components [dAHM00, dAHM01]. Parity objectives can express all ω-regular conditions,
and we consider concurrent games with parity objectives.
Qualitative and quantitative analysis. The player-1 value v1(s) of the game at a state s is the limit prob-
ability with which player 1 can guarantee Φ against all strategies of player 2. The player-2 value v2(s) is
analogously the limit probability with which player 2 can ensure that the outcome of the game lies out-
side Φ. The qualitative analysis of games asks for the computation of the set of almost-sure winning states
where player 1 can ensure Φ with probability 1, and the set of limit-sure winning states where player 1 can
ensure Φ with probability arbitrarily close to 1 (states with value 1); and the quantitative analysis asks for
precise computation of values. Concurrent (probabilistic) parity games are determined [Mar98], i.e., for
each state s we have v1(s) + v2(s) = 1. The qualitative analysis for concurrent parity games was studied
in [dAH00, CdAH11] and the quantitative analysis in [dAM04].
Difference of turn-based and concurrent games. Traditionally, the special case of turn-based games has
received most attention. In turn-based games, in each round, only one of the two players has a choice of
moves. In turn-based deterministic games, all values are 0 or 1 and can be computed using combinatorial
algorithms [Tho90, Sch07, JPZ06]; in turn-based probabilistic games, values can be computed by iterative
approximation [CH06, Con92, GH08]. Concurrent games significantly differ from turn-based games in
requirement of strategies to play optimally. A pure strategy must, in each round, choose a move based
on the current state and the history (i.e., past state sequence) of the game, whereas, a randomized strategy
in each round chooses a probability distribution over moves (rather than a single move). In contrast to
turn-based deterministic and probabilistic games with parity objectives, where pure memoryless (history-
independent) optimal strategies exist [EJ88, Zie98, DJW97, CJH03, Cha07], in concurrent games, both
randomization and infinite-memory are required for limit-sure winning [dAH00] (also see [EY06] for results
on pushdown concurrent games, [HKM09, dAHK07] on complexity of strategies required in concurrent
reachability games, and [EY10, HKL+11] on complexity of related concurrent game problems).
Bounded rationality. The qualitative analysis for concurrent parity games with infinite-memory, infinite-
precision randomized strategies was studied in [dAH00, CdAH11]. The strategies for qualitative analysis
for concurrent games require two different types of infinite resource: (a) infinite-memory, and (b) infinite-
precision in describing the probabilities in the randomized strategies; (see example in [dAH00] that limit-
sure winning in concurrent Bu¨chi games require both infinite-memory and infinite-precision). In many
applications, such as synthesis of reactive systems, infinite-memory and infinite-precision strategies are not
implementable in practice. Thus though the theoretical solution of infinite-memory and infinite-precision
strategies was established in [dAH00], the strategies obtained are not realizable in practice, and the theory
to obtain implementable strategies in such games has not been studied before. In this work we consider
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the bounded rationality problem for qualitative analysis of concurrent parity games, where player 1 (that
represents the controller) can play strategies with bounded resource. To the best of our knowledge this is
the first work that considers the bounded rationality problem for concurrent ω-regular graph games. The
motivation is clear as controllers obtained from infinite-memory and infinite-precision strategies are not
implementable.
Strategy classification. In terms of precision, strategies can be classified as pure (deterministic), uniformly
random, bounded-finite-precision, finite-precision, and infinite-precision (in increasing order of precision
to describe probabilities of a randomized strategy). In terms of memory, strategies can be classified as
memoryless, finite-memory and infinite-memory. In [dAH00] the almost-sure and limit-sure winning char-
acterization under infinite-memory, infinite-precision strategies were presented. In this work, we present
(i) a complete and precise characterization of the qualitative winning sets for bounded resource strategies,
(ii) symbolic algorithms to compute the winning sets, and (iii) complexity results to determine whether a
given state belongs to a qualitative winning set.
Our results. Our contributions for bounded rationality in concurrent parity games are summarized below.
1. We show that pure memoryless strategies are as powerful as pure infinite-memory strategies in concur-
rent games. This result is straight-forward, obtained by a simple reduction to turn-based probabilistic
games.
2. Uniform memoryless strategies are more powerful than pure infinite-memory strategies (the fact that
randomization is more powerful than pure strategies follows from the classical matching pennies
game), and we show that uniform memoryless strategies are as powerful as finite-precision infinite-
memory strategies. Thus our results show that if player 1 has only finite-precision strategies, then no
memory is required and uniform randomization is sufficient. Hence very simple (uniform memory-
less) controllers can be obtained for the entire class of finite-precision infinite-memory controllers.
The result is obtained by a reduction to turn-based stochastic games, and the main technical contri-
bution is the characterization of the winning sets for uniform memoryless strategies by a µ-calculus
formula. The µ-calculus formula not only gives a symbolic algorithm, but is also in the heart of other
proofs of the paper.
3. In case of bounded-finite-precision strategies, the almost-sure and limit-sure winning sets coincide.
For almost-sure winning, uniform memoryless strategies are also as powerful as infinite-precision
finite-memory strategies. In contrast infinite-memory infinite-precision strategies are more power-
ful than uniform memoryless strategies for almost-sure winning. For limit-sure winning, we show
that infinite-precision memoryless strategies are more powerful than bounded-finite-precision infinite-
memory strategies, and infinite-precision memoryless strategies are as powerful as infinite-precision
finite-memory strategies. Our results show that if infinite-memory is not available, then no memory is
required (memoryless strategies are as powerful as finite-memory strategies). The result is obtained
by using the µ-calculus formula for the uniform memoryless case: we show that a µ-calculus formula
that combines the µ-calculus formula for almost-sure winning for uniform memoryless strategies and
limit-sure winning for reachability with memoryless strategies exactly characterizes the limit-sure
winning for parity objectives for memoryless strategies. The fact that we show that in concurrent
parity games, though infinite-memory strategies are necessary, memoryless strategies are as powerful
as finite-memory strategies, is in contrast with many other examples of graph games which require
infinite-memory. For example, in multi-dimensional games (such as multi-dimensional mean-payoff
games) infinite-memory strategies are necessary and finite-memory strategies are strictly more pow-
erful than memoryless strategies [CDHR10].
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4. As a consequence of the characterization of the winning sets as µ-calculus formulas we obtain sym-
bolic algorithms to compute the winning sets. We show that the winning sets can be computed in
O(n2d+3) time, where n is the size of the game structure and 2d is the number of priorities (or col-
ors), and our algorithms are symbolic.
5. The membership problem of whether a state belongs to a winning set can be decided in NP ∩ coNP.
In short, our results show that if infinite-memory is not available, then memory is useless, and if infinite-
precision is not available, then uniform memoryless strategies are sufficient. Let P,U, bFP ,FP , IP de-
note pure, uniform, bounded-finite-precision with bound b, finite-precision, and infinite-precision strategies,
respectively, and M,FM , IM denote memoryless, finite-memory, and infinite-memory strategies, respec-
tively. For A ∈ {P,U, bFP ,FP , IP} and B ∈ {M,FM , IM }, let Almost1(A,B,Φ) denote the almost-sure
winning set under player 1 strategies that are restricted to be both A and B for a parity objective Φ (and
similar notation for Limit1(A,B,Φ)). Then our results can be summarized by the following equalities and
strict inclusion: (first set of equalities and inequalities)
Almost1(P,M,Φ) = Almost1(P, IM ,Φ) = Limit1(P, IM ,Φ)
( Almost1(U,M,Φ) = Almost1(FP , IM ,Φ)
=
⋃
b>0 Limit1(bFP , IM ,Φ) = Almost1(IP ,FM ,Φ) ( Almost1(IP , IM ,Φ);
and (the second set of equalities and inequalities)⋃
b>0 Limit1(bFP , IM ,Φ) ( Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ)
= Limit1(FP ,M,Φ) = Limit1(FP , IM ,Φ) ( Limit1(IP , IM ,Φ).
Comparison with turn-based games and [CdAH11]. Our µ-calculus formulas and the correctness proofs
are non-trivial generalizations of both the result of [EJ91] for turn-based deterministic parity games and the
result of [dAHK07] for concurrent reachability games. Our algorithms, that are obtained by characteriza-
tion of the winning sets as µ-calculus formulas, are considerably more involved than those for turn-based
games. Our proof structure of using µ-calculus formulas to characterize the winning sets, though similar
to [CdAH11], has several new aspects. In contrast to the proof of [CdAH11] that constructs witness infinite-
memory strategies for both players from the µ-calculus formulas, our proof constructs memoryless witness
strategies for player 1 from our new µ-calculus formulas, and furthermore, we show that in the complement
set of the µ-calculus formulas for every finite-memory strategy for player 1 there is a witness memoryless
spoiling strategy of the opponent. Thus the witness strategy constructions are different from [CdAH11].
Since our µ-calculus formulas and the predecessor operators are different from [CdAH11] the proofs of
the complementations of the µ-calculus formulas are also different. Moreover [CdAH11] only concerns
limit-sure winning and not almost-sure winning. Note that in [dAH00] both almost-sure and limit-sure win-
ning was considered, but as shown in [CdAH11] the predecessor operators suggested for limit-sure winning
(which was a nested stacked predecessor operator) in [dAH00] require modification for correctness proof,
and similar modification is also required for almost-sure winning. Thus some results from [dAH00] related
to almost-sure winning require a careful proof (such as Example 2).
Techniques. All results in the study of concurrent parity games [dAHK07, dAH00, dAM04, CdAH11]
rely on µ-calculus formulas. One of the key difficulty in concurrent parity games is that the recursive
characterization of turn-based games completely fail for concurrent games, and thus leaves µ-calculus as the
only technique for analysis (see page 12 for the explanation of why the recursive characterization fails). A µ-
calculus formula is a succinct way of describing a nested iterative algorithm, and thus provide a very general
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technique. The key challenge and ingenuity is always to come up with the appropriate µ-calculus formula
with the right predecessor operators (i.e., the right algorithm), establish duality (or complementation of the
formulas), and then construct from µ-calculus formulas the witness strategies in concurrent games (i.e., the
correctness proof). Our results are also based on µ-calculus formula characterization (i.e., nested iterative
algorithms), however, the predecessor operators required and construction of witness strategies (which are
the heart of the proofs) are quite different from the previous results.
2 Definitions
In this section we define game structures, strategies, objectives, winning modes and give other preliminary
definitions; and the basic definitions are exactly as in [CdAH11].
2.1 Game structures
Probability distributions. For a finite set A, a probability distribution on A is a function δ : A 7→ [0, 1]
such that
∑
a∈A δ(a) = 1. We denote the set of probability distributions on A byD(A). Given a distribution
δ ∈ D(A), we denote by Supp(δ) = {x ∈ A | δ(x) > 0} the support of the distribution δ.
Concurrent game structures. A (two-player) concurrent stochastic game structure G = 〈S,A,Γ1,Γ2, δ〉
consists of the following components.
• A finite state space S.
• A finite set A of moves (or actions).
• Two move assignments Γ1,Γ2 : S 7→ 2A \ ∅. For i ∈ {1, 2}, assignment Γi associates with each state
s ∈ S the nonempty set Γi(s) ⊆ A of moves available to player i at state s. For technical convenience,
we assume that Γi(s) ∩ Γj(t) = ∅ unless i = j and s = t, for all i, j ∈ {1, 2} and s, t ∈ S. If this
assumption is not met, then the moves can be trivially renamed to satisfy the assumption.
• A probabilistic transition function δ : S×A×A 7→ D(S), which associates with every state s ∈ S and
moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s) a probability distribution δ(s, a1, a2) ∈ D(S) for the successor
state.
Plays. At every state s ∈ S, player 1 chooses a move a1 ∈ Γ1(s), and simultaneously and independently
player 2 chooses a move a2 ∈ Γ2(s). The game then proceeds to the successor state t with probability
δ(s, a1, a2)(t), for all t ∈ S. For all states s ∈ S and moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s), we indicate by
Dest(s, a1, a2) = Supp(δ(s, a1, a2)) the set of possible successors of s when moves a1, a2 are selected. A
path or a play of G is an infinite sequence ω = 〈s0, s1, s2, . . .〉 of states in S such that for all k ≥ 0, there
are moves ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk) such that sk+1 ∈ Dest(sk, ak1 , ak2). We denote by Ω the set of all
paths. For a play ω = 〈s0, s1, s2, . . .〉 ∈ Ω, we define Inf (ω) = {s ∈ S | sk = s for infinitely many k ≥ 0}
to be the set of states that occur infinitely often in ω.
Size of a game. The size of a concurrent game is the sum of the size of the state space and the number of the
entries of the transition function. Formally the size of a game is |S|+
∑
s∈S,a∈Γ1(s),b∈Γ2(s)
|Dest(s, a, b)|.
Turn-based stochastic games and MDPs. A game structure G is turn-based stochastic if at every state at
most one player can choose among multiple moves; that is, for every state s ∈ S there exists at most one
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i ∈ {1, 2} with |Γi(s)| > 1. A game structure is a player-2 Markov decision process if for all s ∈ S we
have |Γ1(s)| = 1, i.e., only player-2 has choice of actions in the game.
Equivalent game structures. Given two game structures G1 = 〈S,A,Γ1,Γ2, δ1〉 and G2 =
〈S,A,Γ1,Γ2, δ2〉 on the same state and action space, with a possibly different transition function, we say
that G1 is equivalent to G2 (denoted G1 ≡ G2) if for all s ∈ S and all a1 ∈ Γ1(s) and a2 ∈ Γ2(s) we have
Supp(δ1(s, a1, a2)) = Supp(δ2(s, a1, a2)).
2.2 Strategies
A strategy for a player is a recipe that describes how to extend a play. Formally, a strategy for player
i ∈ {1, 2} is a mapping πi : S+ 7→ D(A) that associates with every nonempty finite sequence x ∈ S+
of states, representing the past history of the game, a probability distribution πi(x) used to select the next
move. The strategy πi can prescribe only moves that are available to player i; that is, for all sequences
x ∈ S∗ and states s ∈ S, we require that Supp(πi(x · s)) ⊆ Γi(s). We denote by Πi the set of all strategies
for player i ∈ {1, 2}.
Given a state s ∈ S and two strategies π1 ∈ Π1 and π2 ∈ Π2, we define Outcomes(s, π1, π2) ⊆ Ω to
be the set of paths that can be followed by the game, when the game starts from s and the players use the
strategies π1 and π2. Formally, 〈s0, s1, s2, . . .〉 ∈ Outcomes(s, π1, π2) if s0 = s and if for all k ≥ 0 there
exist moves ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk) such that
π1(s0, . . . , sk)(a
k
1) > 0, π2(s0, . . . , sk)(a
k
2) > 0, sk+1 ∈ Dest(sk, a
k
1 , a
k
2).
Once the starting state s and the strategies π1 and π2 for the two players have been chosen, the probabilities
of events are uniquely defined [Var85], where an event A ⊆ Ω is a measurable set of paths1. For an event
A ⊆ Ω, we denote by Prπ1,π2s (A) the probability that a path belongs to A when the game starts from s and
the players use the strategies π1 and π2.
Classification of strategies. We classify strategies according to their use of randomization and memory.
We first present the classification according to randomization.
1. (Pure). A strategy π is pure (deterministic) if for all x ∈ S+ there exists a ∈ A such that π(x)(a) = 1.
Thus, deterministic strategies are equivalent to functions S+ 7→ A.
2. (Uniform). A strategy π is uniform if for all x ∈ S+ we have π(x) is uniform over its support, i.e.,
for all a ∈ Supp(π(x)) we have π(x)(a) = 1
|Supp(π(x))| .
3. (Finite-precision). For b ∈ N, a strategy π is b-finite-precision if for all x ∈ S+ and all actions a we
have π(x)(a) = i
j
, where i, j ∈ N and 0 ≤ i ≤ j ≤ b and j > 0, i.e., the probability of an action
played by the strategy is a multiple of some 1
ℓ
, with ℓ ∈ N such that ℓ ≤ b.
We denote by ΠPi ,ΠUi ,ΠbFPi ,ΠFPi =
⋃
b>0Π
bFP
i and ΠIPi the set of pure (deterministic), uniform,
bounded-finite-precision with bound b, finite-precision, and infinite-precision (or general) strategies for
player i, respectively. Observe that we have the following strict inclusion: ΠPi ⊂ ΠUi ⊂ ΠFPi ⊂ ΠIPi .
1To be precise, we should define events as measurable sets of paths sharing the same initial state, and we should replace our
events with families of events, indexed by their initial state [KSK66]. However, our (slightly) improper definition leads to more
concise notation.
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1. (Finite-memory). Strategies in general are history-dependent and can be represented as follows: let
M be a set called memory to remember the history of plays (the set M can be infinite in general).
A strategy with memory can be described as a pair of functions: (a) a memory update function πu :
S ×M 7→M, that given the memory M with the information about the history and the current state
updates the memory; and (b) a next move function πn : S ×M 7→ D(A) that given the memory and
the current state specifies the next move of the player. A strategy is finite-memory if the memory M
is finite.
2. (Memoryless). A memoryless strategy is independent of the history of play and only depends on the
current state. Formally, for a memoryless strategy π we have π(x · s) = π(s) for all s ∈ S and all
x ∈ S∗. Thus memoryless strategies are equivalent to functions S 7→ D(A).
We denote by ΠMi ,ΠFMi and ΠIMi the set of memoryless, finite-memory, and infinite-memory (or general)
strategies for player i, respectively. Observe that we have the following strict inclusion: ΠMi ⊂ ΠFMi ⊂
ΠIMi .
2.3 Objectives
We specify objectives for the players by providing the set of winning plays Φ ⊆ Ω for each player. In this
paper we study only zero-sum games [RF91, FV97], where the objectives of the two players are comple-
mentary. A general class of objectives are the Borel objectives [Kec95]. A Borel objective Φ ⊆ Sω is a
Borel set in the Cantor topology on Sω . In this paper we consider ω-regular objectives [Tho90], which lie
in the first 21/2 levels of the Borel hierarchy (i.e., in the intersection of Σ3 and Π3). We will consider the
following ω-regular objectives.
• Reachability and safety objectives. Given a set T ⊆ S of “target” states, the reachability objec-
tive requires that some state of T be visited. The set of winning plays is thus Reach(T ) = {ω =
〈s0, s1, s2, . . .〉 ∈ Ω | ∃k ≥ 0. sk ∈ T}. Given a set F ⊆ S, the safety objective requires that only
states of F be visited. Thus, the set of winning plays is Safe(F ) = {ω = 〈s0, s1, s2, . . .〉 ∈ Ω | ∀k ≥
0. sk ∈ F}.
• Bu¨chi and co-Bu¨chi objectives. Given a set B ⊆ S of “Bu¨chi” states, the Bu¨chi objective requires
that B is visited infinitely often. Formally, the set of winning plays is Bu¨chi(B) = {ω ∈ Ω |
Inf (ω) ∩B 6= ∅}. Given C ⊆ S, the co-Bu¨chi objective requires that all states visited infinitely often
are in C . Formally, the set of winning plays is co-Bu¨chi(C) = {ω ∈ Ω | Inf (ω) ⊆ C}.
• Parity objectives. For c, d ∈ N, we let [c..d] = {c, c + 1, . . . , d}. Let p : S 7→ [0..d] be a function
that assigns a priority p(s) to every state s ∈ S, where d ∈ N. The Even parity objective requires that
the maximum priority visited infinitely often is even. Formally, the set of winning plays is defined
as Parity(p) = {ω ∈ Ω | max
(
p(Inf (ω))) is even }. The dual Odd parity objective is defined as
coParity(p) = {ω ∈ Ω | max
(
p(Inf (ω))) is odd }. Note that for a priority function p : S 7→ {1, 2},
an even parity objective Parity(p) is equivalent to the Bu¨chi objective Bu¨chi(p−1(2)), i.e., the Bu¨chi
set consists of the states with priority 2. Hence Bu¨chi and co-Bu¨chi objectives are simpler and special
cases of parity objectives.
Given a set U ⊆ S we use usual LTL notations ✷U,✸U,✷✸U and ✸✷U to denote
Safe(U),Reach(U),Bu¨chi(U) and co-Bu¨chi(U), respectively. Parity objectives are of special importance
as they can express all ω-regular objectives, and hence all commonly used specifications in verifica-
tion [Tho90].
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2.4 Winning modes
Given an objective Φ, for all initial states s ∈ S, the set of paths Φ is measurable for all choices of the
strategies of the player [Var85]. Given an initial state s ∈ S, an objective Φ, and a class ΠC1 of strategies we
consider the following winning modes for player 1:
Almost. We say that player 1 wins almost surely with the class ΠC1 if the player has a strategy in ΠC1 to win
with probability 1, or ∃π1 ∈ ΠC1 . ∀π2 ∈ Π2 . Prπ1,π2s (Φ) = 1.
Limit. We say that player 1 wins limit surely with the class ΠC1 if the player can ensure to win with probabil-
ity arbitrarily close to 1 with ΠC1 , in other words, for all ε > 0 there is a strategy for player 1 in ΠC1 that
ensures to win with probability at least 1− ε. Formally we have supπ1∈ΠC1 infπ2∈Π2 Pr
π1,π2
s (Φ) = 1.
We abbreviate the winning modes by Almost and Limit, respectively. We call these winning modes the qual-
itative winning modes. Given a game structure G, for C1 ∈ {P,U,FP , IP} and C2 ∈ {M,FM , IM } we
denote by AlmostG1 (C1, C2,Φ) (resp. LimitG1 (C1, C2,Φ)) the set of almost-sure (resp. limit-sure) winning
states for player 1 in G when the strategy set for player 1 is restricted to ΠC11 ∩ Π
C2
1 . If the game structure
G is clear from the context we omit the superscript G. Note that there is a subtle difference between the set⋃
b>0 Limit1(bFP , C2,Φ) that asks for a global bound on precision independent of ε > 0 (i.e., a bound b
that is sufficient for every ε > 0), whereas for the set Limit1(
⋃
b>0 bFP , C2,Φ) = Limit1(FP , C2,Φ) the
bound on precision may depend on ε > 0 (i.e., for every ε > 0 a bound b on precision).
2.5 Mu-calculus, complementation, and levels
Consider a mu-calculus expression Ψ = µX . ψ(X) over a finite set S, where ψ : 2S 7→ 2S is monotonic.
The least fixpoint Ψ = µX . ψ(X) is equal to the limit limk→∞Xk, where X0 = ∅, and Xk+1 = ψ(Xk).
For every state s ∈ Ψ, we define the level k ≥ 0 of s to be the integer such that s 6∈ Xk and s ∈ Xk+1. The
greatest fixpoint Ψ = νX . ψ(X) is equal to the limit limk→∞Xk, where X0 = S, and Xk+1 = ψ(Xk).
For every state s 6∈ Ψ, we define the level k ≥ 0 of s to be the integer such that s ∈ Xk and s 6∈ Xk+1.
The height of a mu-calculus expression λX . ψ(X), where λ ∈ {µ, ν}, is the least integer h such that
Xh = limk→∞Xk. An expression of height h can be computed in h + 1 iterations. Given a mu-calculus
expression Ψ = λX .ψ(X), where λ ∈ {µ, ν}, the complement ¬Ψ = S \Ψ of λ is given by λX .¬ψ(¬X),
where λ = µ if λ = ν, and λ = ν if λ = µ. For details of µ-calculus see [Koz83, EJ91].
Mu-calculus formulas and algorithms. As descrived above that µ-calculus formulas Ψ = µX . ψ(X)
(resp. Ψ = νX . ψ(X)) represent an iterative algorithm that successively iterates ψ(Xk) till the least (resp.
greatest) fixpoint is reached. Thus in general, a µ-calculus formulas with nested µ and ν operators represents
a nested iterative algorithm. Intuitively, a µ-calculus formula is a succinct representation of a nested iterative
algorithm.
Distributions and one-step transitions. Given a state s ∈ S, we denote by χs1 = D(Γ1(s)) and χs2 =
D(Γ2(s)) the sets of probability distributions over the moves at s available to player 1 and 2, respectively.
Moreover, for s ∈ S, X ⊆ S, ξ1 ∈ χs1, and ξ2 ∈ χs2 we denote by
P ξ1,ξ2s (X) =
∑
a∈Γ1(s)
∑
b∈Γ2(s)
∑
t∈X
ξ1(a) · ξ2(b) · δ(s, a, b)(t)
the one-step probability of a transition into X when players 1 and 2 play at s with distributions ξ1 and ξ2,
respectively. Given a state s and distributions ξ1 ∈ χs1 and ξ2 ∈ χs2 we denote by Dest(s, ξ1, ξ2) = {t ∈ S |
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P ξ1,ξ22 (t) > 0} the set of states that have positive probability of transition from s when the players play ξ1
and ξ2 at s. For actions a and b we have Dest(s, a, b) = {t ∈ S | δ(s, a, b)(t) > 0} as the set of possible
successors given a and b. ForA ⊆ Γ1(s) and B ⊆ Γ2(s) we have Dest(s,A,B) =
⋃
a∈A,b∈B Dest(s, a, b).
Theorem 1 The following assertions hold:
1. [CJH03] For all turn-based stochastic game structures G with a parity objective Φ we have
Almost1(P,M,Φ) = Almost1(IP , IM ,Φ) = Limit1(P,M,Φ) = Limit1(IP , IM ,Φ)
2. [dAH00] Let G1 and G2 be two equivalent game structures with a parity objective Φ, then we have
1. AlmostG11 (IP , IM ,Φ) = Almost
G2
1 (IP , IM ,Φ); 2. Limit
G1
1 (IP , IM ,Φ) = Limit
G2
1 (IP , IM ,Φ)
3 Pure, Uniform and Finite-precision Strategies
In this section we present our results for pure, uniform and finite-precision strategies. We start with the
characterization for pure strategies.
3.1 Pure strategies
The following result shows that for pure strategies, memoryless strategies are as strong as infinite-memory
strategies, and the almost-sure and limit-sure sets coincide.
Proposition 1 Given a concurrent game structure G and a parity objective Φ we have
AlmostG1 (P,M,Φ) = AlmostG1 (P,FM ,Φ) = AlmostG1 (P, IM ,Φ) =
LimitG1 (P,M,Φ) = LimitG1 (P,FM ,Φ) = LimitG1 (P, IM ,Φ).
Proof. The result is obtained as follows: we show that AlmostG1 (P,M,Φ) = AlmostG1 (P, IM ,Φ) =
LimitG1 (P, IM ,Φ) and all the other equalities follow (by inclusion of strategies). The main argument is as
follows: given G we construct a turn-based stochastic game Ĝ where player 1 first choses an action, then
player 2 chooses an action, and then the game proceeds as in G. Intuitively, we divide each step of the
concurrent game into two steps, in the first step player 1 chooses an action, and then player 2 responds with
an action in the second step. Then it is straightforward to establish that the almost-sure (resp. limit-sure)
winning set for pure and infinite-memory strategies in G coincides with the almost-sure (resp. limit-sure)
winning set for pure and infinite-memory strategies in Ĝ. Since Ĝ is a turn-based stochastic game, by
Theorem 1 (part 1), it follows that the almost-sure and limit-sure winning set in Ĝ coincide and they are
same for memoryless and infinite-memory strategies.
We now present the formal reduction. Let G = 〈S,A,Γ1,Γ2, δ〉 and let the parity objective Φ be
described by a priority function p. We construct Ĝ = 〈Ŝ, Â, Γ̂1, Γ̂2, δ̂〉 with priority function p̂ as follows:
1. Ŝ = S ∪ {(s, a) | s ∈ S, a ∈ Γ1(s)};
2. Â = A ∪ {⊥} where ⊥ 6∈ A;
3. for s ∈ Ŝ ∩ S we have Γ̂1(s) = Γ1(s) and Γ̂2(s) = {⊥}; and for (s, a) ∈ Ŝ we have Γ̂2((s, a)) =
Γ2(s) and Γ̂1((s, a)) = {⊥}; and
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4. for s ∈ Ŝ ∩ S and a ∈ Γ1(s) we have δ̂(s, a,⊥)(s, a) = 1; and for (s, a) ∈ Ŝ and b ∈ Γ2(s) we have
δ̂((s, a),⊥, b) = δ(s, a, b);
5. the function p̂ in Ĝ is as follows: for s ∈ Ŝ ∩ S we have p̂(s) = p(s) and for (s, a) ∈ Ŝ we have
p̂((s, a)) = p(s).
Observe that the reduction is linear (i.e., Ĝ is linear in the size of G). It is straightforward to establish by
mapping of pure strategies of player 1 in G and Ĝ that
(a) AlmostG1 (P,M,Φ) = AlmostĜ1 (P,M, Φ̂) ∩ S,
(b) AlmostG1 (P, IM ,Φ) = AlmostĜ1 (P, IM , Φ̂) ∩ S,
(c) LimitG1 (P,M,Φ) = LimitĜ1 (P,M, Φ̂) ∩ S,
(d) LimitG1 (P, IM ,Φ) = LimitĜ1 (P, IM , Φ̂) ∩ S;
where Φ̂ = Parity(p̂). It follows from Theorem 1 (part 1) that
AlmostĜ1 (P,M, Φ̂) = AlmostĜ1 (P, IM , Φ̂) = LimitĜ1 (P,M, Φ̂) = LimitĜ1 (P, IM , Φ̂).
Hence the desired result follows.
Algorithm and complexity. The proof of the above proposition gives a linear reduction to turn-based
stochastic games. Thus the set Almost1(P,M,Φ) can be computed using the algorithms for turn-based
stochastic parity games (such as [CJH03]). We have the following results.
Theorem 2 Given a concurrent game structure G, a parity objective Φ, and a state s, whether s ∈
Almost1(P, IM ,Φ) = Limit1(P, IM ,Φ) can be decided in NP ∩ coNP.
3.2 Uniform and Finite-precision
In this subsection we will present the characterization for uniform and finite-precision strategies.
Example 1 It is easy to show that Almost1(P,M,Φ) ( Almost1(U,M,Φ) by considering the matching
penny game. The game has two states s0 and s1. The state s1 is an absorbing state (a state with only self-
loop as outgoing edge; see state s1 of Fig 3) and the goal is to reach s1 (equivalently infinitely often visit
s1). At s0 the actions available for both players are {a, b}. If the actions match the next state is s1, otherwise
s0. By playing a and b uniformly at random at s0, the state s1 is reached with probability 1, whereas for any
pure strategy the counter-strategy that plays exactly the opposite action in every round ensures s1 is never
reached.
We now show that uniform memoryless strategies are as powerful as finite-precision infinite-memory
strategies and the almost-sure and limit-sure sets coincide for finite-precision strategies. We start with two
notations.
Uniformization of a strategy. Given a strategy π1 for player 1, we define a strategy πu1 that is obtained
from π1 by uniformization as follows: for all w ∈ S+ and all a ∈ Supp(π1(w)) we have πu1 (w)(a) =
1
|Supp(π1(w))| . We will use the following notation for uniformization: π
u
1 = unif(π1).
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Proposition 2 Given a concurrent game structure G and a parity objective Φ we have
AlmostG1 (U,M,Φ) = AlmostG1 (U,FM ,Φ) = AlmostG1 (U, IM ,Φ) =
LimitG1 (U,M,Φ) = LimitG1 (U,FM ,Φ) = LimitG1 (U, IM ,Φ) =
AlmostG1 (FP ,M,Φ) = AlmostG1 (FP ,FM ,Φ) = AlmostG1 (FP , IM ,Φ) =⋃
b>0 LimitG1 (bFP ,M,Φ) =
⋃
b>0 LimitG1 (bFP ,FM ,Φ) =
⋃
b>0 LimitG1 (bFP , IM ,Φ)
Proof. The result is obtained as follows: we show that AlmostG1 (U,M,Φ) = AlmostG1 (FP , IM ,Φ) =
LimitG1 (FP , IM ,Φ) and all the other equalities follow (by inclusion of strategies). The key argument is as
follows: fix a bound b, and we consider the set of b-finite-precision strategies in G. Given G we construct
a turn-based stochastic game G˜ where player 1 first chooses a b-finite-precision distribution, then player 2
chooses an action, and then the game proceeds as in G. Intuitively, we divide each step of the concurrent
game into two steps, in the first step player 1 chooses a b-finite precision distribution, and then in the second
step player 2 responds with an action. Then we establish that the almost-sure (resp. limit-sure) winning set
for b-finite-precision and infinite-memory strategies in G coincides with the almost-sure (resp. limit-sure)
winning set for b-finite-precision and infinite-memory strategies in G˜. Since G˜ is a turn-based stochastic
game, by Theorem 1, it follows that the almost-sure and limit-sure winning set in G˜ coincide and they
are same for memoryless and infinite-memory strategies. Thus we obtain a b-finite-precision memoryless
almost-sure winning strategy π1 in G and then we show the uniform memoryless πu1 = unif(π1) obtained
from uniformization of πu1 is a uniform memoryless almost-sure winning strategy in G. Thus it follows
that for any finite-precision infinite-memory almost-sure winning strategy, there is a uniform memoryless
almost-sure winning strategy.
We now present the formal reduction. Let G = 〈S,A,Γ1,Γ2, δ〉 and let the parity objective Φ be
described by a priority function p. For a given bound b, let f˜(s, b) = {f : Γ1(s) 7→ [0, 1] | ∀a ∈
Γ1(s) we have f(a) = ij , i, j ∈ N, 0 ≤ i ≤ j ≤ b, j > 0 and
∑
a∈Γ1(s)
f(a) = 1} denote the set of
b-finite-precision distributions at s. We construct G˜ = 〈S˜, A˜, Γ˜1, Γ˜2, δ˜〉 with priority function p˜ as follows:
1. S˜ = S ∪ {(s, f) | s ∈ S, f ∈ f˜(s, b)};
2. A˜ = A ∪ {f | s ∈ S, f ∈ f˜(s, b)} ∪ {⊥} where ⊥ 6∈ A;
3. for s ∈ S˜ ∩ S we have Γ˜1(s) = f˜(s, b) and Γ˜2(s) = {⊥}; and for (s, f) ∈ S˜ we have Γ˜2((s, f)) =
Γ2(s) and Γ˜1((s, f)) = {⊥}; and
4. for s ∈ S˜ ∩ S and f ∈ f˜(s, b) we have δ˜(s, f,⊥)(s, f) = 1; and for (s, f) ∈ S˜, b ∈ Γ2(s) and t ∈ S
we have δ̂((s, f),⊥, b)(t) =
∑
a∈Γ1(s)
f(a) · δ(s, a, b)(t);
5. the function p˜ in G˜ is as follows: for s ∈ S˜ ∩ S we have p˜(s) = p(s) and for (s, f) ∈ S˜ we have
p˜((s, f)) = p(s).
Observe that given b ∈ N the set f˜(s, b) is finite and thus G˜ is a finite-state turn-based stochastic game. It is
straightforward to establish mapping of b-finite-precision strategies of player 1 in G and with pure strategies
in Ĝ, i.e., we have
(a) AlmostG1 (bFP ,M,Φ) = AlmostG˜1 (P,M, Φ˜) ∩ S,
(b) AlmostG1 (bFP , IM ,Φ) = AlmostG˜1 (P, IM , Φ˜) ∩ S,
(c) LimitG1 (bFP ,M,Φ) = LimitG˜1 (P,M, Φ˜) ∩ S,
(d) LimitG1 (bFP , IM ,Φ) = LimitG˜1 (P, IM , Φ˜) ∩ S,
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where Φ˜ = Parity(p˜) and bFP denote the set of b-finite-precision strategies in G. By Theorem 1 we have
AlmostG˜1 (P,M, Φ˜) = AlmostG˜1 (P, IM , Φ˜) = LimitG˜1 (P,M, Φ˜) = LimitG˜1 (P, IM , Φ˜).
Consider a pure memoryless strategy π˜1 in G˜ that is almost-sure winning from Q = AlmostG˜1 (P,M, Φ˜), and
let π1 be the corresponding b-finite-precision memoryless strategy in G. Consider the uniform memoryless
strategy πu1 = unif(π1) in G. The strategy π1 is an almost-sure winning strategy from Q ∩ S. The player-2
MDP Gπ1 and Gπu1 are equivalent, i.e., Gπ1 ≡ Gπu1 and hence it follows from Theorem 1 that π
u
1 is an
almost-sure winning strategy for all states in Q ∩ S. Hence the desired result follows.
Computation of Almost1(U,M,Φ). It follows from Proposition 2 that the computation of
Almost1(U,M,Φ) can be achieved by a reduction to turn-based stochastic game. We now present the main
technical result of this subsection which presents a symbolic algorithm to compute Almost1(U,M,Φ). The
symbolic algorithm developed in this section is crucial for analysis of infinite-precision finite-memory strate-
gies, where the reduction to turn-based stochastic game cannot be applied. The symbolic algorithm is ob-
tained via µ-calculus formula characterization. We first discuss the comparison of our proof with the results
of [CdAH11] and then discuss why the recursive characterization of turn-based games fails in concurrent
games.
Comparison with [CdAH11]. Our proof structure based on induction on the structure of µ-calculus formu-
las is similar to the proofs in [CdAH11]. In some aspects the proofs are tedious adaptation but in most cases
there are many subtle issues and we point them below. First, in our proof the predecessor operators are dif-
ferent from the predecessor operators of [CdAH11]. Second, in our proof from the µ-calculus formulas we
construct uniform memoryless strategies as compared to infinite memory strategies in [CdAH11]. Finally,
since our predecessor operators are different the proof for complementation of the predecessor operators
(which is a crucial component of the proof) is completely different.
Failue of recursive characterization. In case of turn-based games there are recursive characterization of
the winning set with attractors (or alternating reachability). However such characterization fails in case of
concurrent games. The intuitive reason is as follows: once an attractor is taken it may rule out certain action
pairs (for example, action pair a1 and b1 must be ruled out, whereas action pair a1 and b2 may be allowed in
the remaining game graph), and hence the complement of an attractor maynot satisfy the required sub-game
property. We now elaborate the above discussion. The failure of attractor based characterization is probably
best explained for limit-sure coBu¨chi games [dAH00]. In turn-based games the coBu¨chi algorithm is as
follows: (i) compute safety winning region; (ii) compute attractor to the safety winning region and then
obtain a sub-game and recurse. In concurrent games the first step is to compute safety winning region X0.
In the next iteration what needs to be computed is the set where player 1 can ensure either safety or limit-
sure reachability to X0. However, player 1 may fail to ensure limit-sure reachability to X0 because player 2
may then play to violate limit-sure reachability but safety is ensured; and player 1 may fail to ensure safety
because player 2 may play so that safety is violated but limit-sure reachability succeeds. Intuitively player 1
will play distributions to ensure that no matter what player 2 plays either safety or limit-sure reachability is
ensured, but player 1 cannot control which one; the distribution of player 1 takes care of certain actions of
player 2 due to safety and other actions due to limit-sure reachability. This intuitively means the limit-sure
reachability and safety cannot be decoupled and they are present in the level of the predecessor operators.
Also limit reachability does not depend only on the target, but also an outer fix point (which also makes
recursive characterization only based on the target set difficult). For limit-sure reachability an outer greatest
fix point is added, and nested with two inner fix points for safety or limit reachability. Informally, limit-sure
reachability rules out certain pair of actions, but that cannot be used to obtain a subgame as it is inside
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a greatest fix point, and moreover ruling out pair of actions does not give a subgame (see Section 4.2
of [dAH00] for further details). While this very informally describes the issues for coBu¨chi games, in
general the situation is more complicated, because for more priorities the solution is limit-sure for parity
with one less priority or limit-sure reachability, and for general limit-sure winning with parity objectives
infinie-memory is required as compared to safety where memoryless strategies are sufficient; and all the
complications need to be handled at the level of predecessor operators. Thus for qualitative analysis of
concurrent games the only formal way (known so far) to express the winning sets is by µ-calculus. For
details, see examples in [dAH00, dAHK07] why the recursive characterization fails. In concurrent games
while the winning sets are described as µ-calculus formulas, the challenge always is to (i) come up with the
right µ-calculus formula with the appropriate predecessor operators (i.e., the right algorithm), (ii) construct
witness winning strategies from the µ-calculus formulas (i.e., the correctness proof), and (iii) show the
complementation of the µ-calculus formulas (i.e., the correctness for the opponent).
Strategy constructions. Since the recursive characterization of turn-based games fails for concurrent
games, our results show that the generalization of the µ-calculus formulas for turn-based games can char-
acterize the desired winning sets. Moreover, our correctness proofs that establish the correctness of the
µ-calculus formulas present explicit witness strategies from the µ-calculus formulas. Morover, in all cases
the witness counter strategies for player 2 is memoryless, and thus our results answer questions related to
bounded rationality for both players.
We now introduce the predecessor operators for the µ-calculus formula required for our symbolic algo-
rithms.
Basic predecessor operators. We recall the predecessor operators Pre1 (pre) and Apre1 (almost-pre),
defined for all s ∈ S and X,Y ⊆ S by:
Pre1(X) = {s ∈ S | ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs2 . P
ξ1,ξ2
s (X) = 1};
Apre1(Y,X) = {s ∈ S | ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs1 . P
ξ1,ξ2
s (Y ) = 1 ∧ P
ξ1,ξ2
s (X) > 0} .
Intuitively, the Pre1(X) is the set of states such that player 1 can ensure that the next state is in X with
probability 1, and Apre1(Y,X) is the set of states such that player 1 can ensure that the next state is in Y
with probability 1 and in X with positive probability.
Principle of general predecessor operators. While the operators Apre and Pre suffice for solving Bu¨chi
games, for solving general parity games, we require predecessor operators that are best understood as the
combination of the basic predecessor operators. We use the operators
⋃
∗ and
⋂
∗ to combine predecessor
operators; the operators
⋃
∗ and
⋂
∗ are different from the usual union ∪ and intersection ∩. Roughly, let α
and β be two set of states for two predecessor operators, then the set α
⋂
∗ β requires that the distributions
of player 1 satisfy the conjunction of the conditions stipulated by α and β; similarly, ⋃∗ corresponds to
disjunction. We first introduce the operator Apre⋃∗ Pre. For all s ∈ S and X1, Y0, Y1 ⊆ S, we define
Apre1(Y1,X1)
⋃
∗ Pre1(Y0) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.
 (P ξ1,ξ2s (X1) > 0 ∧ P ξ1,ξ2s (Y1) = 1)∨
P ξ1,ξ2s (Y0) = 1
} .
Note that the above formula corresponds to a disjunction of the predicates for Apre1 and Pre1. However, it
is important to note that the distributions ξ1 for player 1 to satisfy (ξ2 for player 2 to falsify) the predicate
must be the same. In other words, Apre1(Y1,X1)
⋃
∗ Pre1(Y0) is not equivalent to Apre1(Y1,X1)∪ Pre1(Y0).
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General predecessor operators. We first introduce two predecessor operators as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Apre1(Yn,Xn)
⋃
∗ Apre1(Yn−1,Xn−1)
⋃
∗ · · ·
⋃
∗ Apre1(Yn−i,Xn−i);
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Apre1(Yn,Xn)
⋃
∗ Apre1(Yn−1,Xn−1)
⋃
∗ · · ·
⋃
∗ Apre1(Yn−i,Xn−i)
⋃
∗ Pre1(Yn−i−1).
The formal expanded definitions of the above operators are as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)

}
.
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)∨
(P ξ1,ξ2s (Yn−i−1) = 1)

}
.
Observe that the above definition can be inductively written as follows:
1. We have APreOdd1(0, Yn,Xn) = Apre1(Yn,Xn) and for i ≥ 1 we have
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Apre1(Yn,Xn)
⋃
∗ APreOdd1(i− 1, Yn−1,Xn−1, . . . , Yn−i,Xn−i)
2. We have APreEven1(0, Yn,Xn, Yn−1) = Apre1(Yn,Xn)
⋃
∗ Pre1(Yn−1) and for i ≥ 1 we have
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Apre1(Yn,Xn)
⋃
∗ APreEven1(i− 1, Yn−1,Xn−1, . . . , Yn−i,Xn−i, Yn−i−1)
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Dual operators. The predecessor operators Pospre2 (positive-pre) and Apre2 (almost-pre), defined for all
s ∈ S and X,Y ⊆ S by:
Pospre2(X) = {s ∈ S | ∀ξ1 ∈ χs1 . ∃ξ2 ∈ χs2 . P
ξ1,ξ2
s (X) > 0};
Apre2(Y,X) = {s ∈ S | ∀ξ1 ∈ χs1 . ∃ξ2 ∈ χs1 . P
ξ1,ξ2
s (Y ) = 1 ∧ P
ξ1,ξ2
s (X) > 0} .
Observe that player 2 is only required to play counter-distributions ξ2 against player 1 distributions ξ1. We
now introduce two positive predecessor operators as follows:
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Pospre2(Yn)
⋃
∗ Apre2(Xn, Yn−1)
⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Pre2(Xn−i)
PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Pospre2(Yn)
⋃
∗ Apre2(Xn, Yn−1)⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Apre2(Xn−i, Yn−i−1)
The formal expanded definitions of the above operators are as follows:
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) > 0)∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i) > 0 ∧ P
ξ1,ξ2
s (Xn−i+1) = 1)∨
(P ξ1,ξ2s (Xn−i) = 1)

}
.
PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) > 0)∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i−1) > 0 ∧ P
ξ1,ξ2
s (Xn−i) = 1)

}
.
The above definitions can be alternatively written as follows
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
Pospre2(Yn)
⋃
∗ APreEven2(i− 1,Xn, Yn−1, . . . ,Xn−i+1, Yn−i,Xn−i);
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PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
Pospre2(Yn)
⋃
∗ APreOdd2(i,Xn, Yn−1, . . . ,Xn−i, Yn−i−1).
Remark 1 Observe that if the predicate Pospre2(Yn) is removed from the predecessor operator
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)),
then we obtain the operator APreEven2(i − 1,Xn, Yn−1, . . . ,Xn−i+1, Yn−i,Xn−i) (resp.
APreOdd2(i,Xn, Yn−1, . . . ,Xn−i, Yn−i−1)).
We first show how to characterize the set of almost-sure winning states for uniform memoryless strate-
gies and its complement for parity games using the above predecessor operators. We will prove the following
result by induction.
1. Case 1. For a parity function p : S 7→ [0..2n − 1] the following assertions hold.
(a) For all T ⊆ S we have W ⊆ Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

We refer to the above expression as the almost-expression for case 1. If in the above formula we
replace APreOdd1 by APreOdd2 and APreEven1 by APreEven2 then we obtain the dual almost-
expression for case 1. From the same argument as correctness of the almost-expression and the
fact that counter-strategies for player 2 are against memoryless strategies for player 1 we obtain
that if the dual almost-expression is WD for T = ∅, then WD ⊆ {s ∈ S | ∀π1 ∈ ΠM1 .∃π2 ∈
Π2. Prπ1,π2s (coParity(p)) = 1}.
(b) We have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is defined as follows
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.

B2n−1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

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We refer to the above expression as the positive-expression for case 1.
2. Case 2. For a parity function p : S 7→ [1..2n] the following assertions hold.
(a) For all T ⊆ S we have W ⊆ Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0

T
∪
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

We refer to the above expression as the almost-expression for case 2. If in the above formula we
replace APreOdd1 by APreOdd2 and APreEven1 by APreEven2 then we obtain the dual almost-
expression for case 2. Again, if the dual almost-expression is WD for T = ∅, then WD ⊆ {s ∈
S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2. Prπ1,π2s (coParity(p)) = 1}.
(b) We have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is defined as follows
µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0

B2n ∩ Pospre2(Yn−1)
∪
B2n−1 ∩ PosPreOdd2(0, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

We refer to the above expression as the positive-expression for case 2.
The comparison to Emerson-Jutla µ-calculus formula for turn-based games. We compare our µ-
calculus formula with the µ-calculus formula of Emerson-Jutla [EJ91] to give an intuitive idea of the con-
struction of the formula. We first present the formula for Case 2 and then for Case 1.
Case 2. For turn-based deterministic games with parity function p : S → [1..2n], it follows from the results
of Emerson-Jutla [EJ91], that the sure-winning (that is equivalent to the almost-sure winning) set for the
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objective Parity(p) ∪✸T is given by the following µ-calculus formula:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0

T
∪
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ Pre1(Xn−1)
∪
B2n−2 ∩ Pre1(Yn−2)
∪
B2n−3 ∩ Pre1(Xn−2)
.
.
.
B2 ∩ Pre1(Y0)
∪
B1 ∩ Pre1(X0)

The formula for the almost-expression for case 2 is similar to the above µ-calculus formula and is obtained
by replacing the Pre1 operators with appropriate APreOdd1 and APreEven1 operators.
Case 1. For turn-based deterministic games with parity function p : S → [0..2n − 1], it follows from the
results of Emerson-Jutla [EJ91], that the sure-winning (that is equivalent to the almost-sure winning) set for
the objective Parity(p) ∪✸T is given by the following µ-calculus formula:
µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n−1 ∩ Pre1(Xn)
∪
B2n−2 ∩ Pre1(Yn−1)
∪
B2n−3 ∩ Pre1(Xn−1)
∪
B2n−4 ∩ Pre1(Yn−2)
.
.
.
B1 ∩ Pre1(X1)
∪
B0 ∩ Pre1(Y0)

The formula for the almost-expression for case 1 is similar to the above µ-calculus formula and is obtained
by (a) adding one quantifier alternation νYn; and (b) replacing the Pre1 operators with appropriate APreOdd1
and APreEven1 operators.
Proof structure. The base case follows from the coBu¨chi and Bu¨chi case: it follows from the results
of [dAH00] since for Bu¨chi and coBu¨chi objectives, uniform memoryless almost-sure winning strategies
exist and our µ-calculus formula coincide with the µ-calculus formula to describe the almost-sure winning
set for Bu¨chi and coBu¨chi objectives. The proof of induction proceeds in four steps as follows:
1. Step 1. We assume the correctness of case 1 and case 2, and then extend the result to parity objective
with parity function p : S 7→ [0..2n], i.e., we add a max even priority. The result is obtained as follows:
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for the correctness of the almost-expression we use the correctness of case 1 and for complementation
we use the correctness of case 2.
2. Step 2. We assume the correctness of step 1 and extend the result to parity objectives with parity
function p : S 7→ [1..2n + 1], i.e., we add a max odd priority. The result is obtained as follows: for
the correctness of the almost-expression we use the correctness of case 2 and for complementation we
use the correctness of step 1.
3. Step 3. We assume correctness of step 2 and extend the result to parity objectives with parity function
p : S 7→ [1..2n + 2]. This step adds a max even priority and the proof will be similar to step 1. The
result is obtained as follows: for the correctness of the almost-expression we use the correctness of
step 2 and for complementation we use the correctness of step 1.
4. Step 4. We assume correctness of step 3 and extend the result to parity objectives with parity function
p : S 7→ [0..2n + 1]. This step adds a max odd priority and the proof will be similar to step 2. The
result is obtained as follows: for the correctness of the almost-expression we use the correctness of
step 1 and for complementation we use the correctness of step 3.
We first present two technical lemmas that will be used in the correctness proofs. First we define prefix-
independent events.
Prefix-independent events. We say that an event or objective is prefix-independent if it is independent
of all finite prefixes. Formally, an event or objective A is prefix-independent if, for all u, v ∈ S∗ and
ω ∈ Sω, we have uω ∈ A iff vω ∈ A. Observe that parity objectives are defined based on the states that
appear infinitely often along a play, and hence independent of all finite prefixes, so that, parity objectives are
prefix-independent objectives.
Lemma 1 (Basic Apre principle). Let X ⊆ Y ⊆ Z ⊆ S and s ∈ S be such that Y = X ∪ {s} and
s ∈ Apre1(Z,X). For all prefix-independent events A ⊆ ✷(Z \ Y ), the following assertion holds:
Assume that there exists a uniform memoryless π1 ∈ ΠU1 ∩ ΠM1 such that for all π2 ∈ Π2 and
for all z ∈ Z \ Y we have
Prπ1,π2z (A ∪✸Y ) = 1.
Then there exists a uniform memoryless π1 ∈ ΠU1 ∩ΠM1 such that for all π2 ∈ Π2 we have
Prπ1,π2s (A ∪✸X) = 1.
Proof. Since s ∈ Apre1(Z,X), player 1 can play a uniform memoryless distribution ξ1 at s to ensure that
the probability of staying in Z is 1 and with positive probability η > 0 the set X is reached. In Z\Y player 1
fixes a uniform memoryless strategy to ensure that A ∪ ✸Y is satisfied with probability 1. Fix a counter
strategy π2 for player 2. If s is visited infinitely often, then since there is a probability of at least η > 0 to
reach X, it follows that X is reached with probability 1. If s is visited finitely often, then from some point
on ✷(Z \ Y ) is satisfied, and then A is ensured with probability 1. Thus the desired result follows.
Lemma 2 (Basic principle of repeated reachability). Let T ⊆ S, B ⊆ S and W ⊆ S be sets and A be
a prefix-independent objective such that
W ⊆ Almost1(U,M,✸T ∪✸(B ∩ Pre1(W )) ∪ A).
19
Then
W ⊆ Almost1(U,M,✸T ∪ ✷✸B ∪A).
Proof. Let Z = B ∩ Pre1(W ). For all states s ∈ W \ (Z ∪ T ), there is a uniform memoryless player 1
strategy π1 that ensures that against all player 2 strategies π2 we have
Prπ1,π2s
(
✸(T ∪ Z) ∪ A
)
= 1.
For all states in Z player 1 can ensure that the successor state is in W (since Pre1(W ) holds in Z). Consider
a strategy π∗1 as follows: for states s ∈ Z play a uniform memoryless strategy for Pre1(W ) to ensure that
the next state is in W ; for states s ∈ W \ (Z ∪ T ) play the uniform memoryless strategy π1. Let us denote
by ✸kZ ∪ ✸T to be the set of paths that visits Z at least k-times or visits T at least once. Observe that
limk→∞
(
✸kZ ∪✸T
)
⊆ ✷✸B ∪✸T . Hence for all s ∈W and for all π2 ∈ Π2 we have
Prπ
∗
1 ,π2
s (✷✸B ∪✸T ∪ A) ≥ Pr
π∗1 ,π2
s
(
✸Z ∪✸T ∪ A
)
·
∞∏
k=1
Prπ
∗
1 ,π2
s
(
✸k+1Z ∪✸T ∪ A | ✸kZ ∪✸T ∪ A
)
= 1.
The desired result follows.
Correctness of step 1. We now proceed with the proof of step 1 and by inductive hypothesis we will assume
that case 1 and case 2 hold.
Lemma 3 For a parity function p : S 7→ [0..2n], and for all T ⊆ S, we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n ∩ Pre1(Yn)
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. We first present the intuitive explanation of obtaining the µ-calculus formula.
Intuitive explanation of the µ-calculus formula. The µ-calculus formula of the lemma is obtained from the
almost-expression for case 1 by just adding the expression B2n ∩ Pre1(Yn).
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To prove the result we first rewrite W as follows:
νYn.µXn.νYn−1µXn−1 · · · νY1.µX1.νY0.

T ∪ (B2n ∩ Pre1(W ))
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n − 1, Yn,Xn, . . . , Y1,X1, Y0)

The rewriting is obtained as follows: since W is the fixpoint Yn, we replace Yn in the B2n ∩ Pre1(Yn) by
W . Treating T ∪ (B2n ∩ Pre1(W )), as the set T for the almost-expression for case 1, we obtain from the
inductive hypothesis that
W ⊆ Almost1(U,M,Parity(p) ∪✸(T ∪ (B2n ∩ Pre1(W )))).
By Lemma 2, with B = B2n and A = Parity(p) we obtain that
W ⊆ Almost1(U,M,Parity(p) ∪✸T ∪✷✸B2n).
Since B2n is the maximal priority and it is even we have ✷✸B2n ⊆ Parity(p). Hence W ⊆
Almost1(U,M,Parity(p) ∪✸T ) and the result follows.
Lemma 4 For a parity function p : S 7→ [0..2n], we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.

B2n ∩ Pospre2(Yn)
∪
B2n−1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

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Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will show
that in Zk for every memoryless strategy for player 1, player 2 can ensure that either Zk−1 is reached with
positive probability or else coParity(p) is satisfied with probability 1. Since Z0 = ∅, it would follow by
induction that Zk ∩ Almost1(U,M,Parity(p)) = ∅ and the desired result will follow.
We simplify the computation of Zk given Zk−1 and allow that Zk is obtained from Zk−1 in the following
two ways.
1. Add a set states satisfying B2n ∩ Pospre2(Zk−1), and if such a non-emptyset is added, then clearly
against any memoryless stratgy for player 1, player 2 can ensure from Zk that Zk−1 is reached with
positive probability. Thus the inductive case follows.
2. Add a set of states satisfying the following condition:
νXn.µYn−1.νXn−1. · · ·µY1.νX1.µY0.

B2n−1 ∩ PosPreOdd2(0, Zk−1,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Zk−1,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Zk−1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Zk−1,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Zk−1,Xn, . . . , Y1,X1, Y0)

If the probability of reaching to Zk−1 is not positive, then the following conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Pospre2(Zk−1) vanishes from
the predecessor operator PosPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the opera-
tor simplifies to the simpler predecessor operator APreEven2(i−1,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the Pospre2(Zk−1) vanishes from the prede-
cessor operator PosPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the opera-
tor simplifies to the predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
Hence either the probability to reach Zk−1 is positive, or if the probability to reach Zk−1 is not
positive, then the above µ-calculus expression simplifies to
Z∗ = νXn.µYm−1νXm−1 · · ·µY1.νX1.µY0.

B2n−1 ∩ Pre2(Xn)
∪
B2n−2 ∩ APreOdd2(0,Xn, Yn−1)
∪
B2n−3 ∩APreEven2(1,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreOdd2(1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreEven2(n− 2,Xn, . . . , Y1,X1)
∪
B0 ∩ APreOdd2(n− 1,Xn, . . . , Y1,X1, Y0)

.
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We now consider the parity function p+1 : S 7→ [1..2n], and observe that the above formula is same as
the dual almost-expression for case 2. By inductive hypothesis on the dual almost-expression we have
Z∗ ⊆ {s ∈ S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2.Pr
π1,π2
s (coParity(p)) = 1} (since Parity(p+1) = coParity(p)).
Hence the desired claim follows.
The result follows from the above case analysis.
Correctness of step 2. We now prove correctness of step 2 and we will rely on the correctness of step 1 and
the inductive hypothesis. Since correctness of step 1 follows from the inductive hypothesis, we obtain the
correctness of step 2 from the inductive hypothesis.
Lemma 5 For a parity function p : S 7→ [1..2n + 1], and for all T ⊆ S we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. We first present an intuitive explanation about the how the µ-calculus formula is obtained.
Intuitive explanation of the µ-calculus formula. The µ-calculus expression is obtained from the almost-
expression for case 2: we add a νYn.µXn (adding a quantifier alternation of the µ-calculus formula), and
every APreOdd and APreEven predecessor operators are modified by adding Apre1(Yn,Xn)
⋃
∗ with the
respective predecessor operators, and we add B2n+1 ∩ APreOdd1(0, Yn,Xn).
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We first reformulate the algorithm for computing W in an equivalent form.
W = µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+1 ∩APreOdd1(0,W,Xn)
∪
B2n ∩ APreEven1(0,W,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1,W,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1,W,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2,W,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1,W,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n,W,Xn, Yn−1,Xn−1, . . . , Y0,X0)

.
The reformulation is obtained as follows: since W is the fixpoint of Yn we replace Yn by W everywhere
in the µ-calculus formula. The above mu-calculus formula is a least fixpoint and thus computes W as
the limit of a sequence of sets W0 = T , W1, W2, . . . . At each iteration, both states in B2n+1 and states
satisfying B≤2n can be added. The fact that both types of states can be added complicates the analysis of
the algorithm. To simplify the correctness proof, we formulate an alternative algorithm for the computation
of W ; an iteration will add either a single B2n+1 state, or a set of B≤2n states.
To obtain the simpler algorithm, notice that the set of variables Yn−1,Xn−1, . . . , Y0,X0 does not
appear as an argument of the APreOdd1(0,W,Xn) = Apre1(W,Xn) operator. Hence, each B2n+1-
state can be added without regards to B≤2n-states that are not already in W . Moreover, since the
νYn−1.µXn−1. . . . νY0.µX0 operator applies only to B≤2n-states, B2n+1-states can be added one at a time.
From these considerations, we can reformulate the algorithm for the computation of W as follows.
The algorithm computes W as an increasing sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tm = W of states,
where m ≥ 0. Let Li = Ti \Ti−1 and the sequence is computed by computing Ti as follows, for 0 < i ≤ m:
1. either the set Li = {s} is a singleton such that s ∈ Apre1(W,Ti−1) ∩B2n+1.
2. or the set Li consists of states in B≤2n such that Li is a subset of the following expression
νYn−1.µXn−1. · · · νY0.µX0

B2n ∩ APreEven1(0,W, Ti−1, Yn−1)
∪
B2n−1 ∩ APreOdd1(1,W, Ti−1, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1,W, Ti−1, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2,W, Ti−1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1,W, Ti−1, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n,W, Ti−1, Yn−1,Xn−1, . . . , Y0,X0)

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The proof that W ⊆ Almost1(U,M,Parity(p) ∪✸T ) is based on an induction on the sequence T = T0 ⊂
T1 ⊂ T2 ⊂ · · · ⊂ Tm = W . For 1 ≤ i ≤ m, let Vi = W \ Tm−i, so that V1 consists of the last block of
states that has been added, V2 to the two last blocks, and so on until Vm = W . We prove by induction on
i ∈ {1, . . . ,m}, from i = 1 to i = m, that for all s ∈ Vi, there exists a uniform memoryless strategy π1 for
player 1 such that for all π2 ∈ Π2 we have
Prπ1,π2s
(
✸Tm−i ∪ Parity(p)
)
= 1.
Since the base case is a simplified version of the induction step, we focus on the latter. There are two
cases, depending on whether Vi \ Vi−1 is composed of B2n+1 or of B≤2n-states. Also it will follow from
Lemma 11 that there always exists uniform distribution to witness that a state satisfy the required predecessor
operator.
• If Vi \ Vi−1 ⊆ B2n+1, then Vi \ Vi−1 = {s} for some s ∈ S and s ∈ Apre1(W,Tm−i). The result
then follows from the application of the basic Apre principle (Lemma 1) with Z = W , X = Tm−i,
Z \ Y = Vi−1 and A = Parity(p).
• If Vi \Vi−1 ⊆ B≤2n, then we analyze the predecessor operator that s ∈ Vi \Vi−1 satisfies. The prede-
cessor operator are essentially the predecessor operator of the almost-expression for case 2 modified
by the addition of the operator Apre1(W,Tm−i)
⋃
∗ . If player 2 plays such the Apre1(W,Tm−i) part of
the predecessor operator gets satisfied, then the analysis reduces to the previous case, and player 1 can
ensure that Tm−i is reached with probability 1. Once we rule out the possibility of Apre1(W,Tm−i),
then the µ-calculus expression simplifies to the almost-expression of case 2, i.e.,
νYn−1.µXn−1. · · · νY0.µX0

B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n − 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

This ensures that if we rule out Apre1(W,Tm−i) form the predecessor operators, then by induc-
tive hypothesis (almost-expression for case 2) we have Li ⊆ Almost1(U,M,Parity(p)), and if
Apre1(W,Tm−i) is satisfied then Tm−i is ensured to reach with probability 1. Hence player 1 can
ensure that for all s ∈ Vi, there is a uniform memoryless strategy π1 for player 1 such that for all π2
for player 2 we have
Prπ1,π2s
(
✸Tm−i ∪ Parity(p)
)
= 1.
This completes the inductive proof. With i = m we obtain that there exists a uniform memoryless strategy
π1 such that for all states s ∈ Vm = W and for all π2 we have Prπ1,π2s (✸T0∪Parity(p)) = 1. Since T0 = T ,
the desired result follows.
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Lemma 6 For a parity function p : S 7→ [1..2n+ 1] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will show that
in Zk player 2 can ensure that either Zk−1 is reached with positive probability or else coParity(p) is satisfied
with probability 1. Since Z0 = ∅, it would follow by induction that Zk ∩Almost1(U,M,Parity(p)) = ∅ and
the desired result will follow.
We obtain of Zk from Zk−1 as follows:
νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+1 ∩ PosPreOdd2(0, Zk−1,Xn)
∪
B2n ∩ PosPreEven2(0, Zk−1,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Zk−1,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Zk−1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n,Zk−1,Xn, Yn−1,Xn−1, . . . , Y0,X0)

If player 1 risks into moving to Zk−1 with positive probability, then the inductive case is proved as Zk−1 is
reached with positive probability. If the probability of reaching to Zk−1 is not positive, then the following
conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Pospre2(Zk−1) vanishes from the
predecessor operator PosPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the operator simpli-
fies to the simpler predecessor operator APreEven2(i− 1,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the Pospre2(Zk−1) vanishes from the predecessor
operator PosPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the operator simplifies
to the predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
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Hence either the probability to reach Zk−1 is positive, or the probability to reach Zk−1 is not positive, then
the above µ-calculus expression simplifies to
Z∗ = νXn.µYn−1.νXn−1. · · ·µY0.νX0

B2n+1 ∩ Pre2(Xn)
∪
B2n ∩APreOdd2(0,Xn, Yn−1)
∪
B2n−1 ∩ APreEven2(0,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreOdd2(1,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreEven2(1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreOdd2(n− 1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreEven2(n− 1,Xn, Yn−1,Xn−1, . . . , Y0,X0)

.
We now consider the parity function p − 1 : S 7→ [0..2n] and by the correctness of the dual almost-
expression for step 1 (Lemma 3) (with the roles of player 1 and player 2 exchanged and player 2 plays
against memoryless strategies for player 1, as in Lemma 4) we have Z∗ ⊆ {s ∈ S | ∀π1 ∈ ΠM1 .∃π2 ∈
Π2. Pr
π1,π2
s (coParity(p)) = 1} (since coParity(p) = Parity(p− 1)). Hence the result follows.
Correctness of step 3. The correctness of step 3 is similar to correctness of step 1. Below we present the
proof sketches (since they are similar to step 1).
Lemma 7 For a parity function p : S 7→ [1..2n + 2], and for all T ⊆ S, we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+2 ∩ Pre1(Yn)
∪
B2n+1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

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Proof. The proof is almost identical to the proof of Lemma 3. Similar to step 1 (Lemma 3), we add a
max even priority. The proof of the result is essentially identical to the proof of Lemma 3 (almost copy-
paste of the proof), the only modification is instead of the correctness of the almost-expression of case 1
we need to consider the correctness of the almost-expression for step 2 (i.e., Lemma 5 for parity function
p : S 7→ [1..2n + 1]).
Lemma 8 For a parity function p : S 7→ [1..2n+ 2] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+2 ∩ Pospre2(Yn)
∪
B2n+1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. The proof of the result is identical to the proof of Lemma 4 (almost copy-paste of the proof), the
only modification is instead of the correctness of the almost-expression of case 2 we need to consider the
correctness of the almost-expression for step 1 (i.e., Lemma 3). This is because in the proof, after we rule out
states in B2n+2 and analyze the sub-formula as in Lemma 3, we consider parity function p−1 : S 7→ [0..2n]
and then invoke the correctness of Lemma 3.
Correctness of step 4. The correctness of step 4 is similar to correctness of step 2. Below we present the
proof sketches (since they are similar to step 2).
Lemma 9 For a parity function p : S 7→ [0..2n + 1], and for all T ⊆ S, we have W ⊆
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Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn+1.µXn+1. · · · νY1.µX1.νY0.

T
∪
B2n+1 ∩ APreOdd1(0, Yn+1,Xn+1)
∪
B2n ∩ APreEven1(0, Yn+1,Xn+1, Yn)
∪
B2n−1 ∩ APreOdd1(1, Yn+1,Xn+1, Yn,Xn)
∪
B2n−2 ∩ APreEven1(1, Yn+1,Xn+1, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. Similar to step 2 (Lemma 5), we add a max odd priority. The proof of the result is essentially
identical to the proof of Lemma 5 (almost copy-paste of the proof), the only modification is instead of the
correctness of the almost-expression of case 2 we need to consider the correctness of the almost-expression
for step 1 (i.e., Lemma 3 for parity function p : S 7→ [0..2n]).
Lemma 10 For a parity function p : S 7→ [0..2n + 1] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z
is defined as follows:
µYn+1.νXn+1. · · · µY1.νX1.µY0.

B2n+1 ∩ PosPreOdd2(0, Yn+1,Xn+1)
∪
B2n ∩ PosPreEven2(0, Yn+1,Xn+1, Yn)
∪
B2n−1 ∩ PosPreOdd2(1, Yn+1,Xn+1, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(1, Yn+1,Xn+1, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. The proof of the result is identical to the proof of Lemma 6 (almost copy-paste of the proof), the
only modification is instead of the correctness of the almost-expression of step 1 (Lemma 3) we need to
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consider the correctness of the almost-expression for step 3 (i.e., Lemma 7). This is because in the proof,
while we analyze the sub-formula as in Lemma 7, we consider parity function p+ 1 : S 7→ [1..2n + 2] and
then invoke the correctness of Lemma 7.
Observe that above we presented the correctness for the almost-expressions for case 1 and case 2, and
the correctness proofs for the dual almost-expressions are identical. We now present the duality of the
predecessor operators. We first present some notations required for the proof.
Destination or possible successors of moves and distributions. Given a state s and distributions ξ1 ∈
χs1 and ξ2 ∈ χs2 we denote by Dest(s, ξ1, ξ2) = {t ∈ S | P
ξ1,ξ2
2 (t) > 0} the set of states that have
positive probability of transition from s when the players play ξ1 and ξ2 at s. For actions a and b we have
Dest(s, a, b) = {t ∈ S | δ(s, a, b)(t) > 0} as the set of possible successors given a and b. For A ⊆ Γ1(s)
and B ⊆ Γ2(s) we have Dest(s,A,B) =
⋃
a∈A,b∈B Dest(s, a, b).
Lemma 11 (Duality of predecessor operators). The following assertions hold.
1. Given Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn, we have
PosPreOdd2(i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i) = ¬APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i).
2. Given Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i−1 ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn, we have
PosPreEven2 (i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i,¬Yn−i−1)
= ¬APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1).
3. For all s ∈ S, if s ∈ APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. s ∈
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)), then there exists uniform distribu-
tion ξ1 to witness that s ∈ APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. s ∈
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)).
Proof. We present the proof for part 1, and the proof for second part is analogous. To present the proof
of the part 1, we first present the proof for the case when n = 2 and i = 2. This proof already has all the
ingredients of the general proof. After presenting the proof we present the general case.
Claim. We show that for X1 ⊆ X0 ⊆ Y0 ⊆ Y1 we have
Pospre2(¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0) = ¬(Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0)).
We now present the following two case analysis for the proof.
1. A subset U ⊆ Γ1(s) is good if both the following conditions hold:
(a) Condition 1. For all b ∈ Γ2(s) and for all a ∈ U we have Dest(s, a, b) ⊆ Y1 (i.e.,
Dest(s, U, b) ⊆ Y1); and
(b) Condition 2. For all b ∈ Γ2(s) one of the following conditions hold:
i. either there exists a ∈ U such that Dest(s, a, b)∩X1 6= ∅ (i.e., Dest(s, U, b)∩X1 6= ∅); or
ii. for all a ∈ U we have Dest(s, a, b) ⊆ Y0 (i.e., Dest(s, U, b) ⊆ Y0) and for some a ∈ U we
have Dest(s, a, b) ∩X0 6= ∅ (i.e., Dest(a, U, b) ∩X0 6= ∅).
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We show that if there is a good set U , then s ∈ Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0). Given a good set
U , consider the uniform distribution ξ1 that plays all actions in U uniformly at random. Consider an
action b ∈ Γ2(s) and the following assertions hold:
(a) By condition 1 we have Dest(s, ξ1, b) ⊆ Y1.
(b) By condition 2 we have either (i) Dest(s, ξ1, b) ∩ X1 6= ∅ (if condition 2.a holds); or
(ii) Dest(s, ξ1, b) ⊆ Y0, and Dest(s, ξ1, b) ∩X0 6= ∅ (if condition 2.b holds).
It follows that in all cases we have (i) either Dest(s, ξ1, b) ⊆ Y1 and Dest(s, ξ1, b) ∩ X1 6= ∅, or
(ii) Dest(s, ξ1, b) ⊆ Y0 and Dest(s, ξ1, b) ∩ X0 6= ∅. It follows that ξ1 is a uniform distribution
witness to show that s ∈ Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0).
2. We now show that if there is no good set U , then s ∈ Pospre2(¬Y1)
⋃
∗Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0).
Given a set U , if U is not good, then (by simple complementation argument) one of the following
conditions must hold:
(a) Complementary Condition 1. There exists b ∈ Γ2(s) and a ∈ U such that Dest(s, a, b)∩¬Y1 6=
∅; or
(b) Complementary Condition 2. There exists b ∈ Γ2(s) such that both the following conditions
hold:
i. for all a ∈ U we have Dest(s, a, b) ⊆ ¬X1; and
ii. there exists a ∈ U such that Dest(s, a, b) ∩ ¬Y0 6= ∅ or for all a ∈ U we have
Dest(s, a, b) ⊆ ¬X0.
Since there is no good set, for every set U ⊆ Γ1(s), there is a counter action b = c(U) ∈ Γ2(s),
such that one of the complementary conditions hold. Consider a distribution ξ1 for player 1, and
let U = Supp(ξ1). Since U is not a good set, consider a counter action b = c(U) satisfying the
complementary conditions. We now consider the following cases:
(a) If complementary condition 1 holds, then Dest(s, ξ1, b) ∩ ¬Y1 6= ∅ (i.e., Pospre2(¬Y1) is satis-
fied).
(b) Otherwise complementary condition 2 holds, and by 2.a we have Dest(s, ξ1, b) ⊆ ¬X1.
i. if there exists a ∈ U such that Dest(s, a, b) ∩ ¬Y0 6= ∅, then Dest(s, ξ1, b) ∩ ¬Y0 6= ∅
(hence Apre2(¬X1,¬Y0) holds);
ii. otherwise for all a ∈ U we have Dest(s, a, b) ⊆ ¬X0, hence Dest(s, ξ1, b) ⊆ ¬X0 (hence
Pre2(¬X0) holds).
The claim follows.
General case. We now present the result for the general case which is a generalization of the previous case.
We present the details here, and will omit it in later proofs, where the argument is similar. Recall that we
have the following inclusion: Xn ⊆ Xn−1 ⊆ . . . ⊆ Xn−i ⊆ Yn−i ⊆ . . . Yn−1 ⊆ Yn.
1. A subset U ⊆ Γ1(s) is good if both the following conditions hold: for all b ∈ Γ2(s)
(a) Condition 1. For all a ∈ U we have Dest(s, a, b) ⊆ Yn (i.e., Dest(s, U, b) ⊆ Yn); and
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(b) Condition 2. There exists 0 ≤ j ≤ i, such that for all a ∈ U we have Dest(s, a, b) ⊆ Yn−j
(i.e., Dest(s, U, b) ⊆ Yn−j), and for some a ∈ U we have Dest(s, a, b) ∩ Xn−j 6= ∅ (i.e.,
Dest(s, U, b) ∩Xn−j 6= ∅).
We show that if there is a good set U , then s ∈ Apre1(i, Yn,Xn, . . . , Yn−i,Xn−i). Given a good set
U , consider the uniform distribution ξ1 that plays all actions in U uniformly at random. Consider an
action b ∈ Γ2(s) and the following assertions hold:
(a) By condition 1 we have Dest(s, ξ1, b) ⊆ Yn.
(b) By condition 2 we have for some 0 ≤ j ≤ i, we have Dest(s, ξ1, b) ⊆ Yn−j , and Dest(s, ξ1, b)∩
Xn−j 6= ∅ (i.e., Apre1(Yn−j ,Xn−j) holds).
It follows that ξ1 is a uniform distribution witness to show that s ∈ Apre1(Yn,Xn, . . . , Yn−i,Xn−i).
2. We now show that if there is no good set U , then s ∈ PosPreOdd2(i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i).
Given a set U , if U is not good, then we show that one of the following conditions must hold: there
exists b ∈ Γ2(s) such that
(a) Complementary Condition 1 (CC1). Dest(s, U, b) ∩ ¬Yn 6= ∅; or
(b) Complementary Condition 2 (CC2). there exists 0 ≤ j < i such that Dest(s, U, b) ⊆ ¬Xn−j
and Dest(s, U, b) ∩ ¬Yn−j−1 6= ∅; or
(c) Complementary Condition 3 (CC3). Dest(s, U, b) ⊆ ¬Xn−i.
Consider a set U that is not good, and let b be an action that witness that U is not good. We show that
b satisfies one of the complementary conditions.
• If Dest(s, U, b) ∩ ¬Yn 6= ∅, then we are done as CC1 is satisfied. Otherwise, we have
Dest(s, U, b) ⊆ Yn, then we must have Dest(s, U, b) ⊆ ¬Xn (otherwise the action b would sat-
isfy the condition Dest(s, U, b) ⊆ Yn and Dest(s, U, b) ∩Xn 6= ∅, and cannot be a witness that
U is not good). Now we continue: if Dest(s, U, b) ∩ ¬Yn−1 6= ∅, then we are done, as we have
a witness that Dest(s, U, b) ⊆ ¬Xn and Dest(s, U, b) ∩ ¬Yn−1 6= ∅. If Dest(s, U, b) ⊆ Yn−1,
then again since b is witness to show that U is not good, we must have Dest(s, U, b) ⊆ ¬Xn−1.
We again continue, and if we have Dest(s, U, b)∩¬Yn−2 6= ∅, we are done, or else we continue
and so on. Thus we either find a witness 0 ≤ j < i to satisfy CC2, or else in the end we have
that Dest(s, U, b) ⊆ ¬Xn−i (satisfies CC3).
Since there is no good set, for every set U ⊆ Γ1(s), there is a counter action b = c(U) ∈ Γ2(s),
such that one of the complementary conditions hold. Consider a distribution ξ1 for player 1, and
let U = Supp(ξ1). Since U is not a good set, consider a counter action b = c(U) satisfying the
complementary conditions. We now consider the following cases:
(a) If CC1 1 holds, then Dest(s, U, b) ∩ ¬Yn 6= ∅ (hence also Dest(s, ξ1, b) ∩ ¬Yn 6= ∅) (i.e.,
Pospre2(¬Yn) is satisfied).
(b) Else if CC2 holds, then for some 0 ≤ j < i and we have Dest(s, U, b) ⊆ ¬Xn−j and
Dest(s, U, b) ⊆ Yn−j−1 (hence also Dest(s, ξ1, b) ⊆ ¬Xn−j and Dest(s, ξ1, b) ⊆ Yn−j−1)
(i.e., Apre2(¬Xn,¬Yn−1)
⋃
∗ Apre2(¬Xn−1,¬Yn−2)
⋃
∗ . . .
⋃
∗ Apre2(¬Xn−i+1,¬Yn−i) holds).
(c) Otherwise CC3 holds and we have Dest(s, U, b) ⊆ ¬Xn−i, (hence also Dest(s, ξ1, b) ⊆
¬Xn−i) (i.e., Pre2(¬Xn−i) holds).
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The claim follows.
The result for part 3 follows as in the above proofs we have always constructed uniform witness distri-
bution.
Characterization of Almost1(U,M,Φ) set. From Lemmas 3—10, and the duality of predecessor oper-
ators (Lemma 11) we obtain the following result characterizing the almost-sure winning set for uniform
memoryless strategies for parity objectives.
Theorem 3 For all concurrent game structures G over state space S, for all parity objectives Parity(p) for
player 1, the following assertions hold.
1. If p : S 7→ [0..2n − 1], then Almost1(U,M,Parity(p)) = W , where W is defined as follows
νYn.µXn. · · · .νY1.µX1.νY0.

B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n−1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n−1, Yn,Xn, . . . , Y1,X1, Y0)

(1)
and Bi = p−1(i) is the set of states with priority i, for i ∈ [0..2n − 1].
2. If p : S 7→ [1..2n], then Almost1(U,M,Parity(p)) = W , where W is defined as follows
νYn−1.µXn−1. · · · .νY0.µX0

B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

(2)
and Bi = p−1(i) is the set of states with priority i, for i ∈ [1..2n].
3. The set Almost1(U,M,Parity(p)) can be computed symbolically using the expressions (1) and (2) in
time O(|S|2n+1 ·
∑
s∈S 2
|Γ1(s)∪Γ2(s)|).
4. Given a state s ∈ S whether s ∈ Almost1(U,M,Parity(p)) can be decided in NP ∩ coNP.
33
Ranking function for µ-calculus formula. Given a µ-calculus formula of alternation-depth (the nesting
depth of ν-µ-operators), the ranking function maps every state to a tuple of d-integers, such that each integer
is at most the size of the state space. For a state that satisfies the µ-calculus formula the tuple of integers
denote iterations of the µ-calculus formula such that the state got included for the first time in the nested
evaluation of the µ-calculus formula (for details see [EJ91, Koz83]).
The NP ∩ coNP bound follows directly from the µ-calculus expressions as the players can guess the
ranking function of the µ-calculus formula and the support of the uniform distribution at every state to
witness that the predecessor operator is satisfied, and the guess can be verified in polynomial time. Observe
that the computation through µ-calculus formulas is symbolic and more efficient than enumeration over the
set of all uniform memoryless strategies of size O(
∏
s∈S |Γ1(s)∪Γ2(s)|) (for example, with constant action
size and constant d, the µ-calculus formula is polynomial, whereas enumeration of strategies is exponential).
The µ-calculus formulas of [EJ91] can be obtained as a special case of the µ-calculus formula of Theorem 3
by replacing all predecessor operators with the Pre1 predecessor operator.
Proposition 3 Almost1(IP ,FM ,Φ) = Almost1(U,FM ,Φ) = Almost1(U,M,Φ).
Proof. Consider a finite-memory strategy π1 that is almost-sure winning. Once the strategy π1 is fixed, we
obtain a finite-state MDP and in MDPs almost-sure winning is independent of the precise transition probabil-
ities [CY95, Cha07]. Hence the strategy πu1 obtained from π1 by uniformization is also winning. It follows
that Almost1(IP ,FM ,Φ) = Almost1(U,FM ,Φ). The result that Almost1(U,FM ,Φ) = Almost1(U,M,Φ)
follows from Proposition 2.
It follows from above that uniform memoryless strategies are as powerful as finite-precision infinite-
memory strategies for almost-sure winning. We now show that infinite-precision infinite-memory strategies
are more powerful than uniform memoryless strategies.
Example 2 (Almost1(U,M,Φ) ( Almost1(IP , IM ,Φ)). We show with an example that for a concurrent
parity game with three priorities we have Almost1(U,M,Φ) ( Almost1(IP , IM ,Φ). Consider the game
shown in Fig 1. The moves available for player 1 and player 2 at s0 is {a, b} and {c, d}, respectively. The
priorities are as follows: p(s0) = 1, p(s2) = 3 and p(s1) = 2. In other words, player 1 wins if s1 is
visited infinitely often and s2 is visited finitely often. We show that for all uniform memoryless strategy
for player 1 there is counter strategy for player 2 to ensure that the co-parity condition is satisfied with
probability 1. Consider a memoryless strategy π1 for player 1, and the counter strategy π2 is defined as
follows: (i) if b ∈ Supp(π1(s0)), then play d, (ii) otherwise, play c. It follows that (i) if b ∈ Supp(π1(s0)),
then the closed recurrent set C of the Markov chain obtained by fixing π1 and π2 contains s2, and hence
s2 is visited infinitely often with probability 1; (ii) otherwise, player 1 plays the deterministic memoryless
strategy that plays a at s0, and the counter move c ensures that only s0 is visited infinitely often. It follows
from our results that for all finite-memory strategies for player 1, player 2 can ensure that player 1 cannot
win with probability 1.
We now show that in the game there is an infinite-memory infinite-precision strategy for player 1 to win
with probability 1 against all player 2 strategies. Consider a strategy π1 for player 1 that is played in rounds,
and a round is incremented upon visit to {s1, s2}, and in round k the strategy plays action a with probability
1 − 1
2k+1
and b with probability 1
2k+1
. For k ≥ 0, let Ek denote the event that the game gets stuck at round
k. In round k, against any strategy for player 2 in every step there is at least probability ηk = 12k+1 > 0 to
visit the set {s1, s2}. Thus the probability to be in round k for ℓ steps is at most (1− ηk)ℓ, and this is 0 as ℓ
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goes to ∞. Thus we have Prπ1,π2s0 (Ek) = 0. Hence the probability that the game is stuck in some round k is
Prπ1,π2s0 (
⋃
k≥0
Ek) ≤
∑
k≥0
Prπ1,π2s0 (Ek) = 0,
where the last equality follows as the countable sum of probability zero event is zero. It follows that
Prπ1,π2s0 (✷✸{s1, s2}) = 1, i.e., {s1, s2} is visited infinitely often with probability 1. To complete the proof
we need to show that {s2} is visited infinitely often with probability 0. Consider an arbitrary strategy for
player 2. We first obtain the probability uk+1 that s2 is visited k+1 times, given it has been visited k times.
Observe that to visit s2 player 2 must play the action d, and thus
uk+1 ≤
1
2k+1
(1 +
1
2
+
1
4
+ . . .),
where in the infinite sum is obtained by considering the number of consecutive visits to s1 before s2 is
visited. The explanation of the infinite sum is as follows: the probability to reach s2 for k + 1-th time after
the k-th visit (i) with only one visit to s1 is 12k+1 , (ii) with two visits to s1 is 12k+2 (as the probability to play
action b is halved), (iii) with three visits to s1 is 12k+3 and so on. Hence we have uk+1 ≤ 12k . The probability
that s2 is visited infinitely often is
∏∞
k=0 uk+1 ≤
∏∞
k=0
1
2k+1
= 0. It follows that for all strategies π2 we
have Prπ1,π2s0 (✷✸{s2}) = 0, and hence Pr
π1,π2
s0
(✷✸{s1} ∩ ✸✷{s1, s0}) = 1. Thus we have shown that
player 1 has an infinite-memory infinite-precision almost-sure winning strategy.
Example 3 (Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ)). We show with an example that
Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ). The example is from [dAH00] and we present the details for
the sake of completeness.
Consider the game shown in Fig. 2. The state s2 is an absorbing state, and from the state s1 the next
state is always s0. The objective of player 1 is to visit s1 infinitely often, i.e., ✷✸{s1}. For ε > 0, we will
construct a strategy πε1 for player 1 that ensures s1 is visited infinitely often with probability at least 1 − ε.
First, given ε > 0, we construct a sequence of εi, for i ≥ 0, such that εi > 0, and
∏
i(1− εi) ≥ (1− ε). Let
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πεi1 be a memoryless strategy for player 1 that ensures s0 is reached from s1 with probability at least 1− εi;
such a strategy can be constructed as in the solution of reachability games (see [dAHK07]). The strategy
πε1 is as follows: for a history w ∈ S∗ (finite sequence of states), if the number of times s1 has appeared in
w is i, then for the history w · s0 the strategy πε1 plays like π
εi
1 , i.e., πε1(w · s0) = π
εi
1 (s0). The strategy πε
constructed in this fashion ensures that against any strategy π2, the state s1 is visited infinitely often with
probability at least
∏
i(1 − εi) ≥ 1 − ε. However, the strategy πε1 counts the number of visits to s1, and
therefore uses infinite memory.
We now show that the infinite memory requirement cannot be avoided. We show now that all finite-
memory strategies visit s2 infinitely often with probability 0. Let π be an arbitrary finite-memory strategy
for player 1, and let M be the (finite) memory set used by the strategy. Consider the product game graph
defined on the state space {s0, s1, s2}×M as follows: for s ∈ {s0, s1, s2} and m ∈M , let πu(s,m) = m1
(where πu is the memory update function of π), then for a1 ∈ Γ1(s) and b1 ∈ Γ2(s) we have
δ((s,m), a1, b1)(s
′,m′) =
{
δ(s, a1, b1)(s
′) m′ = m1
0 otherwise
where δ is the transition function of the product game graph. The strategy π will be interpreted as
a memoryless π in the product game graph as follows: for s ∈ {s0, s1, s2} and m ∈ M we have
π((s,m)) = πn((s,m)), where πn is the next move function of π. Consider now a strategy π2 for player 2
constructed as follows. From a state (s0,m) ∈ {s0, s1, s2}×M , if the strategy π plays a with probability 1,
then player 2 plays c with probability 1, ensuring that the successor is (s0,m′) for some m′ ∈ M . If π
plays b with positive probability, then player 2 plays c and d uniformly at random, ensuring that (s2,m′) is
reached with positive probability, for some m′ ∈ M . Under π1, π2 the game is reduced to a Markov chain,
and since the set {s2} ×M is absorbing, and since all states in {s0} ×M either stay safe in {s0} ×M or
reach {s2} ×M in one step with positive probability, and all states in {s1} ×M reach {s0} ×M in one
step, the closed recurrent classes must be either entirely contained in {s0}×M , or in {s2}×M . This shows
that, under π1, π2, player 1 achieves the Bu¨chi goal ✷✸{s1} with probability 0.
The propositions and examples of this section establish all the results for equalities and inequalities of the
first set of equalities and inequalities of Section 1. The fact that Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ)
was shown in [dAH00] (also see Example 3). The fact that we have ⋃b>0 Limit1(bFP , IM ,Φ) =
Almost1(U,M,Φ), and the result of [dAHK07] that for reachability objectives memoryless limit-sure
winning strategies exist and limit-sure winning is different from almost-sure winning established that⋃
b>0 Limit1(bFP , IM ,Φ) ( Limit1(IP ,M,Φ). Thus we have all the results of the first and second
set of equalities and inequalities of Section 1, other than Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ) =
Limit1(FP ,M,Φ) = Limit1(FP , IM ,Φ) and we establish this in the next section.
4 Infinite-precision Strategies
The results of the previous section already characterize that for almost-sure winning infinite-precision finite-
memory strategies are no more powerful than uniform memoryless strategies. In this section we characterize
the limit-sure winning for infinite-precision finite-memory strategies. We define two new operators, Lpre
(limit-pre) and Fpre (fractional-pre). For s ∈ S and X,Y ⊆ S, these two-argument predecessor operators
are defined as follows:
Lpre1(Y,X) = {s ∈ S | ∀α > 0 . ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs2 .
[
P ξ1,ξ2s (X) > α · P
ξ1,ξ2
s (¬Y )
]
}; (3)
Fpre2(X,Y ) = {s ∈ S | ∃β > 0 . ∀ξ1 ∈ χ
s
1 . ∃ξ2 ∈ χ
s
2 .
[
P ξ1,ξ2s (Y ) ≥ β · P
ξ1,ξ2
s (¬X)
]
} . (4)
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The operator Lpre1(Y,X) is the set of states such that player 1 can choose distributions to ensure that the
probability to progress to X (i.e., P ξ1,ξ2s (X)) can be made arbitrarily large as compared to the probability
of escape from Y (i.e., P ξ1,ξ2s (¬Y )). Note that α > 0 can be an arbitrarily large number. In other words,
the probability to progress to X divided by the sum of the probability to progress to X and to escape Y can
be made arbitrarily close to 1 (in the limit 1). The operator Fpre2(X,Y ) is the set of states such that against
all player 1 distributions, player 2 can choose a distribution to ensure that the probability to progress to Y
can be made greater than a positive constant times the probability of escape from X, (i.e., progress to Y is
a positive fraction of the probability to escape from X).
Limit-sure winning for memoryless strategies. The results of [dAHK07] show that for reachability objec-
tives, memoryless strategies suffice for limit-sure winning. We now show with an example that limit-sure
winning for Bu¨chi objectives with memoryless strategies is not simply limit-sure reachability to the set of
almost-sure winning states. Consider the game shown in Fig 3 with actions {a, b} for player 1 and {c, d, e}
for player 2 at s0. States s1, s2 are absorbing, and the unique successor of s3 is s0. The Bu¨chi objective
is to visit {s1, s3} infinitely often. The only almost-sure winning state is {s1}. The state s0 is not almost-
sure winning because at s0 if player 1 plays b with positive probability the counter move is d, otherwise
the counter move is c. Hence either s2 is reached with positive probability or s0 is never left. Moreover,
player 1 cannot limit-sure reach the state s1 from s0, as the move e ensures that s1 is never reached. Thus
in this game the limit-sure reach to the almost-sure winning set is only state s1. We now show that for all
ε, there is a memoryless strategy to ensure the Bu¨chi objective with probability at least 1 − ε from s0. At
s0 the memoryless strategy plays a with probability 1 − ε and b with probability ε. Fixing the strategy for
player 1 we obtain an MDP for player 2, and in the MDP player 2 has an optimal pure memoryless strategy.
If player 2 plays the pure memoryless strategy e, then s3 is visited infinitely often with probability 1; if
player 2 plays the pure memoryless strategy c, then s1 is reached with probability 1; and if player 2 plays
the pure memoryless strategy d, then s1 is reached with probability 1 − ε. Thus for all ε > 0, player 1 can
win from s0 and s2 with probability at least 1− ε with a memoryless strategy.
Limit-winning set for Bu¨chi objectives. We first present the characterization of the set of limit-sure win-
ning states for concurrent Bu¨chi games from [dAH00] for infinite-memory and infinite-precision strategies.
The limit-sure winning set is characterized by the following formula
νY0.µX0.[(B ∩ Pre1(Y0)) ∪ (¬B ∩ Lpre1(Y0,X0))]
Our characterization of the limit-sure winning set for memoryless infinite-precision strategies would be
obtained as follows: we will obtain sequence of chunk of states X0 ⊆ X1 ⊆ . . . ⊆ Xk such that from each
Xi for all ε > 0 there is a memoryless strategy to ensure that ✸Xi−1 ∪ (✷✸B ∩✷(Xi \Xi−1)) is satisfied
with probability at least 1− ε. We consider the following µ-calculus formula:
νY1.µX1.νY0.µX0.[(B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y1,X1)) ∪ (¬B ∩ Apre1(Y0,X0)
⋃
∗ Lpre1(Y1,X1))]
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Let Y ∗ be the fixpoint, and since it is a fixpoint we have
Y ∗ = µX1.νY0.µX0.
[ (
B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y ∗,X1)
)
∪(
¬B ∩ Apre1(Y0,X0)
⋃
∗ Lpre1(Y ∗,X1)
) ]
Hence Y ∗ is computed as least fixpoint as sequence of sets X0 ⊆ X1 . . . ⊆ Xk, and Xi+1 is obtained from
Xi as
νY0.µX0.[(B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y ∗,Xi)) ∪ (¬B ∩Apre1(Y0,X0)
⋃
∗ Lpre1(Y ∗,Xi))]
The Lprei(Y ∗,Xi) is similar to limit-sure reachability to Xi, and once we rule out Lpre1(Y ∗,Xi), the
formula simplifies to the almost-sure winning under memoryless strategies. In other words, from each Xi+1
player 1 can ensure with a memoryless strategy that either (i) Xi is reached with limit probability 1 or
(ii) the game stays in Xi+1 \ Xi and the Bu¨chi objective is satisfied with probability 1. It follows that
Y ∗ ⊆ Limit1(IP ,M,✷✸B). We will show that in the complement set there exists constant η > 0 such
that for all finite-memory infinite-precision strategies for player 1 there is a counter strategy to ensure the
complementary objective with probability at least η > 0.
The general principle. The general principle to obtain the µ-calculus formula for limit-sure winning
for memoryless infinite-precision strategies is as follows: we consider the µ-calculus formula for the
almost-sure winning for uniform memoryless strategies, then add a νYn+1µXn+1 quantifier and add the
Lpre1(Yn+1,Xn+1)
⋃
∗ to every predecessor operator. Intuitively, when we replace Yn+1 by the fixpoint Y ∗,
then we obtain sequence Xi of chunks of states for the least fixpoint computation of Xn+1, such that from
Xi+1 either Xi is reached with limit probability 1 (by the Lpre1(Y ∗,Xn+1) operator), or the game stays in
Xi+1 \Xi and then the parity objective is satisfied with probability 1 by a memoryless strategy. Formally,
we will show Lemma 13, and we first present a technical lemma required for the correctness proof.
Lemma 12 (Basic Lpre principle). Let X ⊆ Y ⊆ Z ⊆ S and such that all s ∈ Y \ X we have s ∈
Lpre1(Z,X). For all prefix-independent events A ⊆ ✷(Z \ Y ), the following assertion holds:
Assume that for all η > 0 there exists a memoryless strategy πη1 ∈ ΠM1 such that for all π2 ∈ Π2
and for all z ∈ Z \ Y we have
Prπ
η
1 ,π2
z (A ∪✸Y ) ≥ 1− η, (i.e., lim
η→0
Prπ
η
1 ,π2
z (A ∪✸Y ) = 1).
Then, for all s ∈ Y for all ε > 0 there exists a memoryless strategy πε1 ∈ ΠM1 such that for all
π2 ∈ Π2 we have
Prπ
ε
1,π2
s (A ∪✸X) ≥ 1− ε, (i.e., lim
ε→0
Prπ
ε
1,π2
s (A ∪✸X) = 1).
Proof. The situation is depicted in Figure 4.(a). Since for all s ∈ Y \X we have s ∈ Lpre1(Z,X), given
ε > 0, player 1 can play the distribution ξLpres,1 [ε](Z,X) to ensure that the probability of going to ¬Z is at
most ε times the probability of going to X. Fix a counter strategy π2 for player 2. Let γ and γ′ denote the
probability of going to X and ¬Z , respectively. Then γ′ ≤ ε · γ. Observe that γ > εl, where l = |Γs|. Let
α denote the probability of the event A. We first present an informal argument and then present rigorous
calculations. Since A ⊆ A∪✸X, the worst-case analysis for the result correspond to the case when α = 0,
and the simplified situation is shown as Fig 4.(b). Once we let η → 0, then we only have an edge from Z \Y
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Figure 4: Basic Lpre principle; in the figures β = 1− γ − γ · ε
to Y and the situation is shown in Fig 4.(c). If q is the probability to reach X, then the probability to reach
¬Z is q · ε and we have q+ qε = 1, i.e., q = 11+ε , and given ε
′ > 0 we can chose ε to ensure that q ≥ 1− ε′.
We now present detailed calculations. Given ε′ > 0 we construct a strategy πε′1 as follows: let ε =
ε′
2(1−ε′) and η = ε
l+1 > 0; and fix the strategy πη1 for states in Z \ Y and the distribution ξ
Lpre
s,1 [ε](Z,X) at
s. Observe that by choice we have η ≤ γ · ε. Let q = Prπ
ε′
1 ,π2
s (A ∪✸X). Then we have q ≥ γ + β ·
(
α+
(1− η− α) · q
)
; since the set Z \ Y is reached with probability at most β and then again Y is reached with
probability at least 1− η − α and event A happens with probability at least α. Hence we have
q ≥ γ + β ·
(
α+ (1− η − α) · q
)
≥ γ + β ·
(
α · q + (1− η − α) · q
)
= γ + β · (1− η) · q;
the first inequality follows as q ≤ 1. Thus we have
q ≥ γ + (1− γ − γ · ε) · (1− η) · q;
q ≥
γ
γ + γ · ε+ η − η · γ − η · γ · ε
≥
γ
γ + γ · ε+ η
≥
γ
γ + γ · ε+ γ · ε
(since η ≤ γ · ε)
≥ 11+2ε ≥ 1− ε
′.
The desired result follows.
Lemma 13 For a parity function p : S 7→ [1..2n] and T ⊆ S, we have W ⊆ Limit1(IP ,M,Parity(p) ∪
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✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(Yn,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(Yn,Xn)

Proof. We first reformulate the algorithm for computing W in an equivalent form.
µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(W,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(W,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(W,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(W,Xn)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(W,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(W,Xn)

The reformulation is obtained as follows: since W is the fixpoint of Yn+1 we replace Yn+1 by W everywhere
in the µ-calculus formula, and get rid of the outermost fixpoint. The above mu-calculus formula is a least
fixpoint and thus computes W as an increasing sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tm = W of states,
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where m ≥ 0. Let Li = Ti \Ti−1 and the sequence is computed by computing Ti as follows, for 0 < i ≤ m:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(W,Ti−1)
∪
.
.
.
B2 ∩APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(W,Ti−1)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(W,Ti−1)

The above formula is obtained by simply replacing the variable Xn by Ti−1. The proof that W ⊆
Limit1(IP ,M,Parity(p) ∪✸T ) is based on an induction on the sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂
Tm = W . For 1 ≤ i ≤ m, let Vi = W \ Tm−i, so that V1 consists of the last block of states that has been
added, V2 to the two last blocks, and so on until Vm = W . We prove by induction on i ∈ {1, . . . ,m}, from
i = 1 to i = m, that for all s ∈ Vi, for all η > 0, there exists a memoryless strategy πη1 for player 1 such
that for all π2 ∈ Π2 we have
Prπ
η
1 ,π2
s
(
✸Tm−i ∪ Parity(p)
)
≥ 1− η.
Since the base case is a simplified version of the induction step, we focus on the latter.
For Vi \Vi−1 we analyze the predecessor operator that s ∈ Vi \Vi−1 satisfies. The predecessor operators
are essentially the predecessor operators of the almost-expression for case 1 modified by the addition of
the operator Lpre1(W,Tm−i)
⋃
∗ . Note that since we fix memoryless strategies for player 1, the analysis
of counter-strategies for player 2 can be restricted to pure memoryless (as we have player-2 MDP). We fix
the memoryless strategy for player 1 according to the witness distribution of the predecessor operators, and
consider a pure memoryless counter-strategy for player 2. Let Q be the set of states where player 2 plays
such the Lpre1(W,Tm−i) part of the predecessor operator gets satisfied. Once we rule out the possibility of
Lpre1(W,Tm−i), then the µ-calculus expression simplifies to the almost-expression of case 2 with Q∪T as
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the set of target, i.e.,
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.

(T ∪Q)
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩APreEven1(0, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

This ensures that if we rule out Lpre1(W,Tm−i) from the predecessor operators and treat the set Q as
target, then by correctness of the almost-expression for case 2 we have that the Parity(p) ∪ ✸(Q ∪ T ) is
satisfied with probability 1. By applying the Basic Lpre Principle (Lemma 12) with Z = W , X = Tm−i,
A = Parity(p) and Y = X ∪ Q, we obtain that for all η > 0 player 1 can ensure with a memoryless
strategy that Parity(p) ∪ ✸Tm−i is satisfied with probability at least 1 − η. This completes the inductive
proof. With i = m we obtain that for all η > 0, there exists a memoryless strategy πη1 such that for all states
s ∈ Vm = W and for all π2 we have Pr
π
η
1 ,π2
s (✸T0 ∪ Parity(p)) ≥ 1 − η. Since T0 = T , the desired result
follows.
We now define the dual predecessor operators (the duality will be shown in Lemma 15). We will first use
the dual operators to characterize the complement of the set of limit-sure winning states for finite-memory
infinite-precision strategies. We now introduce two fractional predecessor operators as follows:
FrPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Fpre2(Xn, Yn)
⋃
∗ Apre2(Xn, Yn−1)
⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Pre2(Xn−i)
FrPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Fpre2(Xn, Yn)
⋃
∗ Apre2(Xn, Yn−1)⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Apre2(Xn−i, Yn−i−1)
The fractional operators are same as the PosPreOdd and PosPreEven operators, the difference is the
Pospre2(Yn) is replaced by Fpre2(Xn, Yn).
Remark 2 Observe that if we rule out the predicate Fpre2(Xn, Yn) the predecessor operator
FrPreOdd2(i, Yn,Xn, Yn, . . . , Yn−i,Xn−i) (resp. FrPreEven2(i, Yn,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1)),
then we obtain the simpler predecessor operator APreEven2(i,Xn, Yn−1, . . . , Yn−i,Xn−i) (resp.
APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1)).
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The formal expanded definitions of the above operators are as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1) =
{
s ∈ S | ∀α > 0 . ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn+1) > α · P
ξ1,ξ2
s (¬Yn+1))∨
(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)

}
.
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
⋃
∗ Lpre1(Yn+1,Xn+1) =
{
s ∈ S | ∀α > 0 . ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn+1) > α · P
ξ1,ξ2
s (¬Yn+1))∨
(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)∨
(P ξ1,ξ2s (Yn−i−1) = 1)

}
.
The formal expanded definitions of the above operators are as follows:
FrPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∃β > 0.∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) ≥ β · P
ξ1,ξ2
s (¬Xn))∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i) > 0 ∧ P
ξ1,ξ2
s (Xn−i+1) = 1)∨
(P ξ1,ξ2s (Xn−i) = 1)

}
.
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FrPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∃β > 0.∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) ≥ β · P
ξ1,ξ2
s (¬Xn))∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i−1) > 0 ∧ P
ξ1,ξ2
s (¬Xn−i) = 1)

}
.
We now show the dual of Lemma 13.
Lemma 14 For a parity function p : S 7→ [1..2n] we have Z ⊆ ¬Limit1(IP ,FM ,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0.
B2n ∩ FrPreEven2(0, Yn,Xn, Yn−1
∪
B2n−1 ∩ FrPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ FrPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩ FrPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
∪
B2n−4 ∩ FrPreEven2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2, Yn−3)
.
.
.
B3 ∩ FrPreOdd2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1)
∪
B2 ∩ FrPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ FrPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0,X0)

Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will
show that in Zk, there exists constant βk > 0, such that for every finite-memory strategy for player 1,
player 2 can ensure that either Zk−1 is reached with probability at least βk or else coParity(p) is satisfied
with probability 1 by staying in (Zk \ Zk−1). Since Z0 = ∅, it would follow by induction that Zk ∩
Limit1(IP ,FM ,Parity(p)) = ∅ and the desired result will follow.
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We obtain Zk from Zk−1 by adding a set of states satisfying the following condition:
νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0.
B2n ∩ FrPreEven2(0, Zk−1,Xn, Yn−1
∪
B2n−1 ∩ FrPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ FrPreEven2(1, Zk−1,Xn, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩ FrPreOdd2(2, Zk−1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
∪
B2n−4 ∩ FrPreEven2(2, Zk−1,Xn, Yn−1,Xn−2, Yn−2,Xn−2, Yn−3)
.
.
.
B3 ∩ FrPreOdd2(n − 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1)
∪
B2 ∩ FrPreEven2(n− 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ FrPreOdd2(n,Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0,X0)

The formula is obtained by removing the outer µ operator, and replacing Yn+1 by Zk−1 (i.e., we iteratively
obtain the outer fixpoint of Yn+1). If the probability of reaching to Zk−1 is not positive, then the following
conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Fpre2(Xn, Zk−1) vanishes from the
predecessor operator FrPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the operator simpli-
fies to the simpler predecessor operator APreEven2(i,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the predicate Fpre2(Xn, Zk−1) vanishes from the
predecessor operator FrPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the operator
simplifies to the simpler predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
Hence either the probability to reach Zk−1 is positive, and if the probability to reach Zk−1 is not positive,
then the above µ-calculus expression simplifies to
Z∗ = νXn.µYm−1νXm−1 · · · µY1.νX1.µY0.

B2n ∩ APreOdd2(0,Xn, Yn−1)
∪
B2n−1 ∩ APreEven2(1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreOdd2(1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B3 ∩ APreEven2(n− 2,Xn, . . . , Y1,X1)
∪
B2 ∩APreOdd2(n− 1,Xn, . . . , Y1,X1, Y0)
∪
B1 ∩APreEven2(n− 1,Xn, . . . , Y1,X1, Y0,X0)

.
We now consider the parity function p− 1 : S 7→ [0..2n− 1], and observe that the above formula is same as
the dual almost-expression for case 1. By correctness of the dual almost-expression we we have Z∗ ⊆ {s ∈
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S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2.Pr
π1,π2
s (coParity(p)) = 1} (since Parity(p+ 1) = coParity(p)). It follows that if
probability to reach Zk−1 is not positive, then against every memoryless strategy for player 1, player 2 can
fix a pure memoryless strategy to ensure that player 2 wins with probability 1. In other words, against every
distribution of player 1, there is a counter-distribution for player 2 (to satisfy the respective APreEven2 and
APreOdd2 operators) to ensure to win with probability 1. It follows that for every memoryless strategy for
player 1, player 2 has a pure memoryless strategy to ensure that for every closed recurrent C ⊆ Z∗ we
have min(p(C)) is odd. It follows that for any finite-memory strategy for player 1 with M, player 2 has a
finite-memory strategy to ensure that for every closed recurrent set C ′×M′ ⊆ Z∗×M, the closed recurrent
set C ′ is a union of closed recurrent sets C of Z∗, and hence min(p(C ′)) is odd (also see Example 3 as an
illustration). It follows that against all finite-memory strategies, player 2 can ensure if the game stays in Z∗,
then coParity(p) is satisfied with probability 1. The Fpre2 operator ensures that if Z∗ is left and Zk−1 is
reached, then the probability to reach Zk−1 is at least a positive fraction βk of the probability to leave Zk.
In all cases it follows that Zk ⊆ {s ∈ S | ∃βk > 0.∀π1 ∈ ΠFM1 .∃π2 ∈ Π2.Prπ1,π2s (coParity(p)∪✸Zk−1) ≥
βk}. Thus the desired result follows.
Lemma 15 (Duality of limit predecessor operators). The following assertions hold.
1. Given Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1, we have
FrPreOdd2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i)
= ¬(APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1)).
2. Given Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i−1 ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1 and
s ∈ S, we have
FrPreEven2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i,¬Yn−i−1)
= ¬(APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
⋃
∗ Lpre1(Yn+1,Xn+1)).
Proof. We present the proof for part 1, and the proof for second part is analogous. To present the proof of
the part 1, we present the proof for the case when n = 1 and i = 1. This proof already has all the ingredients
of the general proof, and the generalization is straightforward as in Lemma 11.
Claim. We show that for X1 ⊆ X0 ⊆ Y0 ⊆ Y1 we have
Fpre2(¬X1,¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0) = ¬(Lpre1(Y1,X1)
⋃
∗ Apre1(Y0,X0)). We
start with a few notations. Let St ⊆ Γ2(s) and Wk ⊆ Γ2(s) be set of strongly and weakly covered actions
for player 2. Given St ⊆Wk ⊆ Γ2(s), we say that a set U ⊆ Γ1(s) satisfy consistency condition if
∀b ∈ St. Dest(s, U, b) ∩X1 6= ∅
∀b ∈Wk. (Dest(s, U, b) ∩X1 6= ∅) ∨ (Dest(s, U, b) ⊆ Y0 ∧Dest(s, U, b) ∩X0 6= ∅)
A triple (U,St,Wk) is consistent if U satisfies the consistency condition. We define a function f that takes
as argument a triple (U,St,Wk) that is consistent, and returns three sets f(U,St,Wk) = (U ′,St′,Wk′)
satisfying the following conditions:
(1) Dest(s, U ′,Γ2(s) \Wk) ⊆ Y1;
(2) St′ = {b ∈ Γ2(s) | Dest(s, U
′, b) ∩X1 6= ∅}
(3) Wk′ = {b ∈ Γ2(s) | (Dest(s, U
′, b) ∩X1 6= ∅) ∨ (Dest(s, U
′, b) ⊆ Y0 ∧Dest(s, U
′, b) ∩X0 6= ∅)}
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We require that (U,St,Wk) ⊆ (U ′,St′,Wk′) and also require f to return a larger set than the input argu-
ments, if possible. We now consider a sequence of actions sets until a fixpoint is reached: St−1 = Wk−1 =
U−1 = ∅ and for i ≥ 0 we have (Ui,Sti,Wki) = f(Ui−1,Sti−1,Wki−1). Let (U∗,St∗,Wk∗) be the set
fixpoints (that is f cannot return any larger set). Observe that every time f is invoked it is ensured that the
argument form a consistent triple. Observe that we have Sti ⊆ Wki and hence St∗ ⊆ Wk∗. We now show
the following two claims.
1. We first show that if Wk∗ = Γ2(s), then s ∈ Lpre1(Y1,X1)
⋃
∗ Apre1(Y0,X0). We first define the rank
of actions: for an action a ∈ U∗ the rank ℓ(a) of the action is mini a ∈ Ui. For an action b ∈ Γ2(s),
if b ∈ St∗, then the strong rank ℓs(b) is defined as mini b ∈ Sti; and for an action b ∈ Wk∗, the
weak rank ℓw(b) is defined as mini b ∈ Wki. For ε > 0, consider a distribution that plays actions in
Ui with probability proportional to εi. Consider an action b for player 2. We consider the following
cases: (a) If b ∈ St∗, then let j = ℓs(b). Then for all actions a ∈ Uj we have Dest(s, a, b) ⊆ Y1
and for some action a ∈ Uj we have Dest(s, a, b) ∩X1 6= ∅, in other words, the probability to leave
Y1 is at most proportional to εj+1 and the probability to goto X1 is at least proportional to εj , and
the ratio is ε. Since ε > 0 is arbitrary, the Lpre1(Y1,X1) part can be ensured. (b) If b 6∈ St∗, then
let j = ℓw(b). Then for all a ∈ U∗ we have Dest(s, a, b) ⊆ Y0 and there exists a ∈ U∗ such that
Dest(s, a, b)∩X0 6= ∅. It follows that in first case the condition for Lpre1(Y1,X1) is satisfied, and in
the second case the condition for Apre1(Y0,X0) is satisfied. The desired result follows.
2. We now show that Γ2(s) \Wk∗ 6= ∅, then s ∈ Fpre2(¬X1,¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0).
Let U = Γ1(s) \ U∗, and let Bk = Γ2(s) \Wk∗ and Bs = Γ2(s) \ St∗. We first present the required
properties about the actions that follows from the fixpoint characterization.
(a) Property 1. For all b ∈ Bk, for all a ∈ U∗ we have
Dest(s, a, b) ⊆ ¬X1 ∧ (Dest(s, a, b) ⊆ ¬X0 ∨Dest(s, a, b) ∩ ¬Y0 6= ∅).
Otherwise the action b would have been included in Wk∗ and Wk∗ could be enlarged.
(b) Property 2. For all b ∈ Bs and for all a ∈ U∗ we have Dest(s, a, b) ⊆ ¬X1. Otherwise b would
have been included in St∗ and St∗ could be enlarged.
(c) Property 3. For all a ∈ U , either
i. Dest(s, a,Bk) ∩ ¬Y1 6= ∅; or
ii. for all b ∈ Bs, Dest(s, a, b) ⊆ ¬X1 and for all b ∈ Bk,
Dest(s, a, b) ⊆ ¬X1 ∧ (Dest(s, a, b) ⊆ ¬X0 ∨Dest(s, a, b) ∩ ¬Y0 6= ∅)
The property is proved as follows: if Dest(s, a,Bk) ⊆ Y1 and for some b ∈ Bs we have
Dest(s, a, b) ∩ X1 6= ∅, then a can be included in U∗ and b can be included in St∗; if
Dest(s, a,Bk) ⊆ Y1 and for some b ∈ Bk we have
(Dest(s, a, b) ∩X1 6= ∅) ∨ (Dest(s, a, b) ∩X0 6= ∅ ∧Dest(s, a, b) ⊆ Y0)
then a can be included in U∗ and b can be included in Wk∗. This would contradict that
(U∗,St∗,Wk∗) is a fixpoint.
Let ξ1 be a distribution for player 1. Let Z = Supp(ξ1). We consider the following cases to establish
the result.
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(a) We first consider the case when Z ⊆ U∗. We consider the counter distribution ξ2 that plays all
actions in Bk uniformly. Then by property 1 we have (i) Dest(s, ξ1, ξ2) ⊆ ¬X1; and (ii) for all
a ∈ Z we have Dest(s, a, ξ2) ⊆ ¬X0 or Dest(s, a, ξ2) ∩ ¬Y0 6= ∅. If for all a ∈ Z we have
Dest(s, a, ξ2) ⊆ ¬X0, then Dest(s, ξ1, ξ2) ⊆ ¬X0 and Pre2(¬X0) is satisfied. Otherwise we
have Dest(s, ξ1, ξ2) ⊆ ¬X1 and Dest(s, ξ1, ξ2) ∩ ¬Y0 6= ∅, i.e., Apre2(¬X1,¬Y0) is satisfied.
(b) We now consider the case when Z ∩ U 6= ∅. Let U0 = U∗, and we will iteratively compute
sets U0 ⊆ Ui ⊆ Z such that (i) Dest(s, Ui, Bs) ⊆ ¬X1 and (ii) for all a ∈ Ui we have
Dest(s, a,Bk) ⊆ ¬X0 or Dest(s, a,Bk) ⊆ ¬Y0 (unless we have already witnessed that player 2
can satisfy the predecessor operator). In base case the result holds by property 2. The argument
of an iteration is as follows, and we use U i = Z \ Ui. Among the actions of Z ∩ U i, let a∗ be
the action played with maximum probability. We have the following two cases.
i. If there exists b ∈ Bs such that Dest(s, a∗, b) ∩ ¬Y1 6= ∅, consider the counter action b.
Since b ∈ Bs, by hypothesis we have Dest(s, Ui, b) ⊆ ¬X1. Hence the probability to go
out of ¬X1 is at most the total probability of the actions in Z ∩ U i and for the maximum
probability action a∗ ∈ Z ∩ U i the set ¬Y1 is reached. Let η > 0 be the minimum positive
transition probability, then fraction of probability to go to ¬Y1 as compared to go out of
¬X1 is at least β = η · 1|Γ1(s)| > 0. Thus Fpre2(¬X1,¬Y1) can be ensured by playing b.
ii. Otherwise, by property 3, (i) either Dest(s, a∗, Bk) ∩ ¬Y1 6= ∅, or (ii) for all b ∈ Bs we
have Dest(s, a∗, b) ⊆ ¬X1 and for all b ∈ Bk
Dest(s, a∗, b) ⊆ ¬X1 ∧ (Dest(s, a
∗, b) ⊆ ¬X0 ∨Dest(s, a
∗, b) ∩ ¬Y0 6= ∅)
If Dest(s, a∗, Bk) ∩ ¬Y1 6= ∅, then chose the action b ∈ Bk such that Dest(s, a∗, b) ∩
¬Y1 6= ∅. Since b ∈ Bk ⊆ Bs, and by hypothesis Dest(s, Ui, Bs) ⊆ ¬X1, we have
Dest(s, Ui, b) ⊆ ¬X1. Thus we have a witness action b exactly as in the previous case,
and like the proof above Fpre2(¬X1,¬Y1) can be ensured. If Dest(s, a∗, Bk) ⊆ Y1,
then we claim that Dest(s, a∗, Bs) ⊆ ¬X1. The proof of the claim is as follows: if
Dest(s, a∗, Bk) ⊆ Y1 and Dest(s, a∗, Bs) ∩ X1 6= ∅, then chose the action b∗ from Bs
such that Dest(s, a∗, b∗)∩X1 6= ∅, and then we can include a∗ to U∗ and b∗ to St∗ (contra-
dicting that they are the fixpoints). It follows that we can include a∗ ∈ Ui+1 and continue.
Hence we have either already proved that player 2 can ensure the predecessor operator or Ui = Z
in the end. If Ui is Z in the end, then Z satisfies the property used in the previous cases of U∗
(the proof of part a), and then as in the previous proof (of part a), the uniform distribution over
Bk is a witness that player 2 can ensure Pre2(X0)
⋃
∗ Apre2(¬X1,¬Y0).
General case. The proof for the general case is a tedious extension of the result presented for n = 1 and
i = 1. We present the details for the sake of completeness. We show that for Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆
Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1, we have
FrPreOdd2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i)
= ¬(APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1)).
We use notations similar to the special case. Let St ⊆ Γ2(s) and Wk ⊆ Γ2(s) be set of strongly and weakly
covered actions for player 2. Given St ⊆ Wk ⊆ Γ2(s), we say that a set U ⊆ Γ1(s) satisfy consistency
condition if
∀b ∈ St. Dest(s, U, b) ∩Xn+1 6= ∅
∀b ∈Wk. (Dest(s, U, b) ∩Xn+1 6= ∅) ∨ ∃0 ≤ j ≤ i.(Dest(s, U, b) ⊆ Yn−j ∧Dest(s, U, b) ∩Xn−j 6= ∅)
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A triple (U,St,Wk) is consistent if U satisfies the consistency condition. We define a function f that takes
as argument a triple (U,St,Wk) that is consistent, and returns three sets f(U,St,Wk) = (U ′,St′,Wk′)
satisfying the following conditions:
(1) Dest(s, U ′,Γ2(s) \Wk) ⊆ Yn+1;
(2) St′ = {b ∈ Γ2(s) | Dest(s, U
′, b) ∩Xn+1 6= ∅}
(3)Wk′ = {b ∈ Γ2(s) | (Dest(s, U
′, b) ∩Xn+1 6= ∅)∨
∃0 ≤ j ≤ i.(Dest(s, U ′, b) ⊆ Yn−j ∧Dest(s, U
′, b) ∩Xn−j 6= ∅)}
We require that (U,St,Wk) ⊆ (U ′,St′,Wk′) and also require f to return a larger set than the input argu-
ments, if possible. We now consider a sequence of actions sets until a fixpoint is reached: St−1 = Wk−1 =
U−1 = ∅ and for i ≥ 0 we have (Ui,Sti,Wki) = f(Ui−1,Sti−1,Wki−1). Let (U∗,St∗,Wk∗) be the set
fixpoints (that is f cannot return any larger set). Observe that every time f is invoked it is ensured that the
argument form a consistent triple. Observe that we have Sti ⊆ Wki and hence St∗ ⊆ Wk∗. We now show
the following two claims.
1. We first show that if Wk∗ = Γ2(s), then s ∈ Lpre1(Yn+1,Xn+1)
⋃
∗APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i).
We first define the rank of actions: for an action a ∈ U∗ the rank ℓ(a) of the action is mini a ∈ Ui.
For an action b ∈ Γ2(s), if b ∈ St∗, then the strong rank ℓs(b) is defined as mini b ∈ Sti; and for an
action b ∈ Wk∗, the weak rank ℓw(b) is defined as mini b ∈ Wki. For ε > 0, consider a distribution
that plays actions in Ui with probability proportional to εi. Consider an action b for player 2. We
consider the following cases: (a) If b ∈ St∗, then let j = ℓs(b). Then for all actions a ∈ Uj we have
Dest(s, a, b) ⊆ Yn+1 and for some action a ∈ Uj we have Dest(s, a, b) ∩Xn+1 6= ∅, in other words,
the probability to leave Yn+1 is at most proportional to εj+1 and the probability to goto Xn+1 is at
least proportional to εj , and the ratio is ε. Since ε > 0 is arbitrary, the Lpre1(Yn+1,Xn+1) part can
be ensured. (b) If b 6∈ St∗, then let j = ℓw(b). Then for all a ∈ U∗ there exists 0 ≤ j ≤ i such
that we have Dest(s, a, b) ⊆ Yn−j and there exists a ∈ U∗ such that Dest(s, a, b) ∩ Xn−j 6= ∅. It
follows that in first case the condition for Lpre1(Yn+1,Xn+1) is satisfied, and in the second case the
condition for APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) is satisfied. The desired result follows.
2. We now show that Γ2(s) \Wk∗ 6= ∅, then
s ∈ FrPreOdd2(i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i).
Let U = Γ1(s) \ U∗, and let Bk = Γ2(s) \Wk∗ and Bs = Γ2(s) \ St∗. We first present the required
properties about the actions that follows from the fixpoint characterization.
(a) Property 1. For all b ∈ Bk, for all a ∈ U∗ we have
Dest(s, a, b) ⊆ ¬Xn+1 ∧ ∃0 ≤ j ≤ i.(Dest(s, a, b) ⊆ ¬Xn−j ∨Dest(s, a, b) ∩ ¬Yn−j 6= ∅).
Otherwise the action b would have been included in Wk∗ and Wk∗ could be enlarged.
(b) Property 2. For all b ∈ Bs and for all a ∈ U∗ we have Dest(s, a, b) ⊆ ¬Xn+1. Otherwise b
would have been included in St∗ and St∗ could be enlarged.
(c) Property 3. For all a ∈ U , either
i. Dest(s, a,Bk) ∩ ¬Yn+1 6= ∅; or
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ii. for all b ∈ Bs, Dest(s, a, b) ⊆ ¬Xn+1 and for all b ∈ Bk,
Dest(s, a, b) ⊆ ¬Xn+1∧∃0 ≤ j ≤ i.(Dest(s, a, b) ⊆ ¬Xn−j∨Dest(s, a, b)∩¬Yn−j 6= ∅)
The property is proved as follows: if Dest(s, a,Bk) ⊆ Yn+1 and for some b ∈ Bs we have
Dest(s, a, b) ∩ Xn+1 6= ∅, then a can be included in U∗ and b can be included in St∗; if
Dest(s, a,Bk) ⊆ Yn+1 and for some b ∈ Bk we have
(Dest(s, a, b) ∩Xn+1 6= ∅) ∨ ∃0 ≤ j ≤ i.(Dest(s, a, b) ∩Xn−j 6= ∅ ∧Dest(s, a, b) ⊆ Yn−j)
then a can be included in U∗ and b can be included in Wk∗. This would contradict that
(U∗,St∗,Wk∗) is a fixpoint.
Let ξ1 be a distribution for player 1. Let Z = Supp(ξ1). We consider the following cases to establish
the result.
(a) We first consider the case when Z ⊆ U∗. We consider the counter distribution ξ2 that plays all
actions in Bk uniformly. Then by property 1 we have (i) Dest(s, ξ1, ξ2) ⊆ ¬Xn+1; and (ii) for
all a ∈ Z there exists j ≤ i such that Dest(s, a, ξ2) ⊆ ¬Xn−j or Dest(s, a, ξ2)∩¬Yn−j 6= ∅. If
for all a ∈ Z we have Dest(s, a, ξ2) ⊆ ¬Xn−i, then Dest(s, ξ1, ξ2) ⊆ ¬Xn−i and Pre2(¬Xn−i)
is satisfied. Otherwise, there must exists j ≤ i such that Dest(s, ξ1, ξ2) ⊆ ¬Xn+1−j and
Dest(s, ξ1, ξ2)∩¬Yn−j 6= ∅, i.e., APreOdd2(i,¬Xn+1,¬Yn . . . ,¬Xn−i+1,¬Yn−i) is satisfied.
(b) We now consider the case when Z ∩ U 6= ∅. Let U0 = U∗, and we will iteratively compute
sets U0 ⊆ Uℓ ⊆ Z such that (i) Dest(s, Uℓ, Bs) ⊆ ¬Xn+1 and (ii) for all a ∈ Uℓ there exists
j ≤ i such that Dest(s, a,Bk) ⊆ ¬Xn−j or Dest(s, a,Bk) ⊆ ¬Yn−j (unless we have already
witnessed that player 2 can satisfy the predecessor operator). In base case the result holds by
property 2. The argument of an iteration is as follows, and we use U ℓ = Z \ Uℓ. Among the
actions of Z ∩U ℓ, let a∗ be the action played with maximum probability. We have the following
two cases.
i. If there exists b ∈ Bs such that Dest(s, a∗, b) ∩ ¬Yn+1 6= ∅, consider the counter action b.
Since b ∈ Bs, by hypothesis we have Dest(s, Uℓ, b) ⊆ ¬Xn+1. Hence the probability to go
out of ¬Xn+1 is at most the total probability of the actions in Z ∩U ℓ and for the maximum
probability action a∗ ∈ Z ∩ U ℓ the set ¬Yn+1 is reached. Let η > 0 be the minimum
positive transition probability, then fraction of probability to go to ¬Yn+1 as compared to
go out of ¬Xn+1 is at least β = η · 1|Γ1(s)| > 0. Thus Fpre2(¬Xn+1,¬Yn+1) can be ensured
by playing b.
ii. Otherwise, by property 3, (i) either Dest(s, a∗, Bk) ∩ ¬Yn+1 6= ∅, or (ii) for all b ∈ Bs we
have Dest(s, a∗, b) ⊆ ¬Xn+1 and for all b ∈ Bk
Dest(s, a∗, b) ⊆ ¬Xn+1∧∃0 ≤ j ≤ i.(Dest(s, a
∗, b) ⊆ ¬Xn−j∨Dest(s, a
∗, b)∩¬Yn−j 6= ∅)
If Dest(s, a∗, Bk) ∩ ¬Yn+1 6= ∅, then chose the action b ∈ Bk such that Dest(s, a∗, b) ∩
¬Yn+1 6= ∅. Since b ∈ Bk ⊆ Bs, and by hypothesis Dest(s, Uℓ, Bs) ⊆ ¬X1, we have
Dest(s, Uℓ, b) ⊆ ¬Xn+1. Thus we have a witness action b exactly as in the previous
case, and like the proof above Fpre2(¬Xn+1,¬Yn+1) can be ensured. If Dest(s, a∗, Bk) ⊆
Yn+1, then we claim that Dest(s, a∗, Bs) ⊆ ¬Xn+1. The proof of the claim is as follows:
if Dest(s, a∗, Bk) ⊆ Yn+1 and Dest(s, a∗, Bs) ∩Xn+1 6= ∅, then chose the action b∗ from
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νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
.
.
.
B2 ∩ APreEven1(n − 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(Yn,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(Yn,Xn)

Figure 5: µ-calculus formula for limit-sure winning with finite-memory infinite-precision strategies
Bs such that Dest(s, a∗, b∗) ∩Xn+1 6= ∅, and then we can include a∗ to U∗ and b∗ to St∗
(contradicting that they are the fixpoints). It follows that we can include a∗ ∈ Uℓ+1 and
continue.
Hence we have either already proved that player 2 can ensure the predecessor opera-
tor or Uℓ = Z in the end. If Uℓ is Z in the end, then Z satisfies the property
used in the previous cases of U∗ (the proof of part a), and then as in the previous
proof (of part a), the uniform distribution over Bk is a witness that player 2 can ensure
Pre2(¬Xn−i)
⋃
∗ APreOdd2(i,¬Xn+1,¬Yn . . . ,¬Xn−i+1,¬Yn−i).
The desired result follows.
Characterization of Limit1(IP ,M,Φ) set. From Lemma 13, Lemma 14, and the duality of predecessor op-
erators (Lemma 15) we obtain the following result characterizing the limit-sure winning set for memoryless
infinite-precision strategies for parity objectives.
Theorem 4 For all concurrent game structures G over state space S, for all parity objectives Φ = Parity(p)
for player 1, with p : S 7→ [1..2n], the following assertions hold.
1. We have Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ), and Limit1(IP ,FM ,Φ) =W , where W is defined
as the µ-calculus formula in Fig 5, and Bi = p−1(i) is the set of states with priority i, for i ∈ [1..2n].
2. The set Limit1(IP ,FM ,Φ) can be computed symbolically using the µ-calculus expression of Fig 5 in
time O(|S|2n+2 ·
∑
s∈S 2
|Γ1(s)∪Γ2(s)|).
3. For s ∈ S whether s ∈ Limit1(IP ,FM ,Φ) can be decided in NP ∩ coNP.
The NP ∩ coNP bound follows directly from the µ-calculus expressions: the players can guess the
ranking function of the µ-calculus formula and for each state the players guess the sequence of (Ai,Sti,Wki)
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to witness that the predecessor operators are satisfied. The witnesses are polynomial and can be verified in
polynomial time.
Construction of infinite-precision strategies. Note that for infinite-precision strategies we are interested
in the limit-sure winning set, i.e., for every ε > 0, there is a strategy to win with probability 1 − ε, but not
necessarily a strategy to win with probability 1. The proof of Theorem 4 (Lemma 13) constructs for every
ε > 0 a memoryless strategy that ensures winning with probability at least 1− ε.
Equalities of finite and infinite-precision. We now establish the last set of equalities required to establish
all the desired equalities and inequalities described in Section 1.
Theorem 5 Given a concurrent game structure G and a parity objective Φ we have Limit1(IP ,M,Φ) =
Limit1(FP ,M,Φ) = Limit1(FP ,FM ,Φ) = Limit1(FP , IM ,Φ)
Proof. We need to show that following two inclusions: (1) Limit1(IP ,M,Φ) ⊆ Limit1(FP ,M,Φ) (note
since trivially we have Limit1(FP ,M,Φ) ⊆ Limit1(IP ,M,Φ), it would follow that Limit1(IP ,M,Φ) =
Limit1(FP ,M,Φ)); and (2) Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ) (note that since trivially we have
Limit1(FP ,M,Φ) ⊆ Limit1(FP ,FM ,Φ) ⊆ Limit1(FP , IM ,Φ) it would follow that Limit1(FP ,M,Φ) =
Limit1(FP ,FM ,Φ) = Limit1(FP , IM ,Φ)). We establish the above inclusions below.
1. (First inclusion: Limit1(IP ,M,Φ) ⊆ Limit1(FP ,M,Φ)). Consider ε > 0, and consider j ∈ N such
that 1
j
≤ ε. Then the construction of a witness memoryless strategy for Φ for the set Limit1(IP ,M,Φ)
to ensure winning with probability at least 1−ε′ (as established in Theorem 4), for ε′ = 1
j
, plays every
action with probabilities multiple of b, where b ≤ j2O(|S|·|A|) , where S is the set of states and A is the
set of actions. It follows that for every ε > 0, there is a memoryless finite-precision strategy to ensure
that the objective Φ is satisfied with probability at least 1 − ε from all states in Limit1(IP ,M,Φ).
Note that the precision of the strategy depends on ε > 0. This establishes the first desired inclusion.
2. (Second inclusion: Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ)). We now show that
Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ). From the previous item it follows that we have U =
Limit1(FP ,M,Φ) = Limit1(IP ,M,Φ). We have the following fact (by definition): for every state
s ∈ S \ U there exists a constant c > 0 such that for every memoryless strategy for player 1 there
is counter strategy for player 2 to ensure that Φ is not satisfied with probability at least c. Assume
towards contradtiction that there is a state s ∈ S\U such that s ∈ Limit1(FP , IM ,Φ). Fix ε > 0 such
that ε < c, and since s ∈ Limit1(FP , IM ,Φ) there is some finite-precision (possible infinite-memory)
strategy π1 to ensure that Φ is satisfied with probability 1−ε, and let the precision of the strategy be b.
Then consider the turn-based game G˜ constructed in Proposition 2 for b-precision. Then in G˜ there is
a strategy to ensure that Φ is satisfied with probability at least 1− ε. However since G˜ is a turn-based
stochastic game, and in turn-based stochastic parity games pure memoryless optimal strategies exist,
there is a pure memoryless strategy in G˜ that ensures winning with probability at least 1−ε, and from
the pure memoryless strategy in G˜ we obtain a memoryless strategy in G that ensures winning with
probability at least 1 − ε > 1 − c. Thus we have a contradiction to the fact. Thus the desired result
follows.
The desired result follows.
Independence from precise probabilities. Observe that the computation of all the predecessor operators
only depends on the supports of the transition function, and does not depend on the precise transition proba-
bilities. Hence the computation of the almost-sure and limit-sure winning sets is independent of the precise
transition probabilities, and depends only on the supports. We formalize this in the following result.
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Theorem 6 Let G1 = (S,A,Γ1,Γ2, δ1) and G2 = (S,A,Γ1,Γ2, δ2) be two concurrent game structures that
are equivalent, i.e., G1 ≡ G2. Then for all parity objectives Φ, for all C1 ∈ {P,U,FP , IP} and C2 ∈
{M,FM , IM } we have (a) AlmostG11 (C1, C2,Φ) = AlmostG21 (C1, C2,Φ); and (b) LimitG11 (C1, C2,Φ) =
LimitG21 (C1, C2,Φ).
All cases of the above theorem, other than when C1 = IP and C2 = IM follows from our results, and
the result for C1 = IP and C2 = IM follows from the results of [dAH00].
5 Conclusion
In this work we studied the bounded rationality problem for qualitative analysis in concurrent parity games,
and presented a precise characterization. The theory of bounded rationality for quantitative analysis is future
work, and we believe the results of this paper will be helpful in developing the theory.
Acknowledgements. We are indebted to and thank anonymous reviewers for extremely helpful comments.
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Abstract
We consider two-player games on graphs played on a finite state space for an infinite number of
rounds. The games are concurrent: in each round, the two players (player 1 and player 2) choose their
moves independently and simultaneously; the current state and the two moves determine the successor
state. We study concurrent games with ω-regular winning conditions specified as parity objectives. We
consider the qualitative analysis problems: the computation of the almost-sure and limit-sure winning
set of states, where player 1 can ensure to win with probability 1 and with probability arbitrarily close
to 1, respectively. In general the almost-sure and limit-sure winning strategies require both infinite-
memory as well as infinite-precision (to describe probabilities). We study the bounded-rationality prob-
lem for qualitative analysis of concurrent parity games, where the strategy set for player 1 is restricted
to bounded-resource strategies. In terms of precision, strategies can be deterministic, uniform, finite-
precision or infinite-precision; and in terms of memory, strategies can be memoryless, finite-memory or
infinite-memory. We present a precise and complete characterization of the qualitative winning sets for
all combinations of classes of strategies. In particular, we show that uniform memoryless strategies are
as powerful as finite-precision infinite-memory strategies, and infinite-precision memoryless strategies
are as powerful as infinite-precision finite-memory strategies. We show that the winning sets can be
computed in O(n2d+3) time, where n is the size of the game structure and 2d is the number of priorities
(or colors), and our algorithms are symbolic. The membership problem of whether a state belongs to a
winning set can be decided in NP ∩ coNP. While this complexity is the same as for the simpler class
of turn-based parity games, where in each state only one of the two players has a choice of moves, our
algorithms, that are obtained by characterization of the winning sets as µ-calculus formulas, are consid-
erably more involved than those for turn-based games. Our µ-calculus formulas are crucially different
from the ones for concurrent parity games (without bounded rationality); our memoryless witness strat-
egy constructions are significantly different from the infinite-memory witness strategy constructions for
concurrent parity games.
1 Introduction
Concurrent games are played by two players on a finite state space graphs for an infinite number of rounds. In
each round, the two players independently choose moves, and the current state and the two chosen moves de-
termine the successor state. In deterministic concurrent games, the successor state is unique; in probabilistic
concurrent games, the successor state is given by a probability distribution. The outcome of the game (or a
play) is an infinite sequence of states. These games were introduced by Shapley [Sha53], and have been one
of the most fundamental and well studied game models in stochastic graph games. We consider ω-regular
objectives; that is, given an ω-regular set Φ of infinite state sequences, player 1 wins if the outcome of the
game lies in Φ. Otherwise, player 2 wins, i.e., the game is zero-sum. Such games occur in the synthesis and
verification of reactive systems [Chu62, RW87, PR89], and ω-regular objectives (that generalizes regular
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languages to infinite words) provide a robust specification language that can express all specifications (such
as safety, liveness, fairness) that arise in analysis of reactive systems (see also [ALW89, Dil89, AHK02]).
The player-1 value v1(s) of the game at a state s is the limit probability with which player 1 can ensure
that the outcome of the game lies in Φ; that is, the value v1(s) is the maximal probability with which
player 1 can guarantee Φ against all strategies of player 2. Symmetrically, the player-2 value v2(s) is the
limit probability with which player 2 can ensure that the outcome of the game lies outside Φ. The qualitative
analysis of games asks for the computation of the set of almost-sure winning states where player 1 can ensure
Φ with probability 1, and the set of limit-sure winning states where player 1 can ensure Φ with probability
arbitrarily close to 1 (states with value 1); and the quantitative analysis asks for precise computation of
values.
Traditionally, the special case of turn-based games has received most attention. In turn-based games, in
each round, only one of the two players has a choice of moves. In turn-based deterministic games, all values
are 0 or 1 and can be computed using combinatorial algorithms [Tho90, Sch07, JPZ06]; in turn-based
probabilistic games, values can be computed by iterative approximation [CH06, Con92, GH08]. In this
paper we focus on the more general concurrent situation, where in each round, both players choose their
moves simultaneously and independently. Such concurrency is necessary for modeling the synchronous
interaction of components [dAHM00, dAHM01]. The concurrent probabilistic games fall into a class of
stochastic games studied in game theory [Sha53], and the ω-regular objectives, which arise from the safety
and liveness specifications of reactive systems, fall into a low level (Σ3∩Π3) of the Borel hierarchy. From a
classical result of Martin [Mar98] that established determinacy of Blackwell games it follows that concurrent
probabilistic ω-regular games are determined, i.e., for each state s we have v1(s) + v2(s) = 1. Parity
objectives can express all ω-regular conditions, and we consider concurrent games with parity objectives.
Concurrent games differ from turn-based games in that optimal strategies require, in general, random-
ization. A pure strategy must, in each round, choose a move based on the current state and the history
(i.e., past state sequence) of the game. By contrast, a randomized strategy in each round chooses a prob-
ability distribution over moves (rather than a single move). The move to be played is then selected at
random, according to the chosen distribution. Randomized strategies are not helpful for parity objectives
for achieving a value of 1 in turn-based probabilistic games [CJH03, Cha07], but they can be helpful in
concurrent games, even if the game itself is deterministic [dAHK07]. In contrast to turn-based determin-
istic and probabilistic games with parity objectives, where deterministic memoryless strategies exist for
qualitative analysis [EJ88, Zie98, DJW97, CJH03, Cha07], in concurrent games, along with randomization,
infinite-memory is required for limit-sure winning [dAH00] (also see [EY06] for results on pushdown con-
current games, [HKM09, dAHK07] on complexity of strategies required in concurrent reachability games,
and [EY10, HKL+11] on complexity of related concurrent game problems).
The strategies for qualitative analysis for concurrent games require two different types of infinite re-
source: (a) infinite-memory, and (b) infinite-precision in describing the probabilities in the randomized
strategies; (see example in [dAH00] that limit-sure winning in concurrent Bu¨chi games require both infinite-
memory and infinite-precision). In many applications, such as synthesis of reactive systems, infinite-
memory and infinite-precision strategies are not implementable in practice. Thus though the theoretical
solution of infinite-memory and infinite-precision strategies was established in [dAH00], the strategies ob-
tained are not realizable in practice, and the theory to obtain implementable strategies in such games has
not been studied before. In this work we consider the bounded rationality problem for qualitative analysis
of concurrent parity games, where player 1 (that represents the controller) can play strategies with bounded
resource. To the best of our knowledge this is the first work that considers the bounded rationality problem
for concurrent ω-regular graph games. The motivation is clear as controllers obtained from infinite-memory
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and infinite-precision strategies are not implementable.
In terms of precision, strategies can be classified as pure (deterministic), uniformly random, bounded-
finite-precision, finite-precision, and infinite-precision (in increasing order of precision to describe proba-
bilities of a randomized strategy). In terms of memory, strategies can be classified as memoryless, finite-
memory and infinite-memory. In [dAH00] the almost-sure and limit-sure winning characterization under
infinite-memory, infinite-precision strategies were presented. In this work, we present (i) a complete and
precise characterization of the qualitative winning sets for bounded resource strategies, (ii) symbolic algo-
rithms to compute the winning sets, and (iii) complexity results to determine whether a given state belongs
to a qualitative winning set.
Our contributions for bounded rationality in concurrent parity games are summarized below.
1. We show that pure memoryless strategies are as powerful as pure infinite-memory strategies in conur-
rent games. This result is straight-forward and obtained by a simple reduction to turn-based stochastic
(or probabilistic) games.
2. Uniform memoryless strategies are more powerful than pure infinite-memory strategies (the fact that
randomization is more powerful than pure strategies follows from the classical matching pennies
game), and we show that uniform memoryless strategies are as powerful as finite-precision infinite-
memory strategies. Thus our results show that if player 1 has only finite-precision strategies, then no
memory is required and uniform randomization is sufficient. Hence very simple (uniform memory-
less) controllers can be obtained for the entire class of finite-precision infinite-memory controllers.
The result is obtained by a reduction to turn-based stochastic games, and the main technical contri-
bution is the characterization of the winning sets for uniform memoryless strategies by a µ-calculus
formula. The µ-calculus formula not only gives a symbolic algorithm, but is also in the heart of other
proofs of the paper. The µ-calculus formula and the correctness proof are non-trivial generalizations
of the classical result of Emerson-Jutla [EJ91] for turn-based deterministic parity games.
3. In case of bounded-finite-precision strategies, the almost-sure and limit-sure winning sets coincide.
For almost-sure winning, uniform memoryless strategies are also as powerful as infinite-precision
finite-memory strategies. In contrast infinite-memory infinite-precision strategies are more power-
ful than uniform memoryless strategies for almost-sure winning. For limit-sure winning, we show
that infinite-precision memoryless strategies are more powerful than bounded-finite-precision infinite-
memory strategies, and infinite-precision memoryless strategies are as powerful as infinite-precision
finite-memory strategies. Our results show that if infinite-memory is not available, then no memory is
required (memoryless strategies are as powerful as finite-memory strategies). The result is obtained
by using the µ-calculus formula for the uniform memoryless case: we show that a µ-calculus formula
that combines the µ-calculus formula for almost-sure winning for uniform memoryless strategies and
limit-sure winning for reachability with memoryless strategies exactly characterizes the limit-sure
winning for parity objectives for memoryless strategies. The µ-calculus formula and the correct-
ness proof are non-trivial generalizations of both the result of [EJ91] and the result of [dAHK07] for
concurrent reachability games. The fact that we show that in concurrent parity games, though infinite-
memory strategies are necessary, memoryless strategies are as powerful as finite-memory strategies,
is in contrast with many other examples of graph games which require infinite-memory. For example,
in multi-dimensional games (such as multi-dimensional mean-payoff games) infinite-memory strate-
gies are necessary and finite-memory strategies are strictly more powerful than memoryless strate-
gies [CDHR10].
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4. As a consequence of the characterization of the winning sets as µ-calculus formulas we obtain sym-
bolic algorithms to compute the winning sets. We show that the winning sets can be computed in
O(n2d+3) time, where n is the size of the game structure and 2d is the number of priorities (or col-
ors), and our algorithms are symbolic.
5. The membership problem of whether a state belongs to a winning set can be decided in NP ∩ coNP.
While this complexity is the same as for the simpler class of turn-based parity games, where in
each state only one of the two players has a choice of moves, our algorithms, that are obtained by
characterization of the winning sets as µ-calculus formulas, are considerably more involved than
those for turn-based games.
In short, our results show that if infinite-memory is not available, then memory is useless, and if infinite-
precision is not available, then uniform memoryless strategies are sufficient. Let P,U, bFP ,FP , IP de-
note pure, uniform, bounded-finite-precision with bound b, finite-precision, and infinite-precision strategies,
respectively, and M,FM , IM denote memoryless, finite-memory, and infinite-memory strategies, respec-
tively. For A ∈ {P,U, bFP ,FP , IP} and B ∈ {M,FM , IM }, let Almost1(A,B,Φ) denote the almost-sure
winning set under player 1 strategies that are restricted to be both A and B for a parity objective Φ (and
similar notation for Limit1(A,B,Φ)). Then our results can be summarized by the following equalities and
strict inclusion: (first set of equalities and inequalities)
Almost1(P,M,Φ) = Almost1(P, IM ,Φ) = Limit1(P, IM ,Φ)
( Almost1(U,M,Φ) = Almost1(FP , IM ,Φ)
=
⋃
b>0 Limit1(bFP , IM ,Φ) = Almost1(IP ,FM ,Φ) ( Almost1(IP , IM ,Φ);
and (the second set of equalities and inequalities)⋃
b>0 Limit1(bFP , IM ,Φ) ( Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ)
= Limit1(FP ,M,Φ) = Limit1(FP , IM ,Φ) ( Limit1(IP , IM ,Φ).
Comparision with [CdAH11]. Our proof structure of using µ-calculus formulas to characterize the win-
ning sets, though similar to [CdAH11], has several new aspects. In contrast to the proof of [CdAH11] that
constructs witness infinite-memory strategies for both players from the µ-calculus formulas, our proof con-
structs memoryless witness strategies for player 1 from our new µ-calculus formulas, and furthermore, we
show that in the complement set of the µ-calculus formulas for every finite-memory strategy for player 1
there is a witness memoryless spoiling strategy of the opponent. Thus the witness strategy constructions
are different from [CdAH11]. Since our µ-calculus formulas and the predecessor operators are different
from [CdAH11] the proofs of the complementations of the µ-calculus formulas are also different. More-
over [CdAH11] only concerns limit-sure winning and not almost-sure winning. Note that in [dAH00] both
almost-sure and limit-sure winning was considered, but as shown in [CdAH11] the predecessor operators
suggested for limit-sure winning (which was a nested stacked predecessor operator) in [dAH00] require
modification for correctness proof, and similar modification is also required for almost-sure winning. Thus
some results from [dAH00] related to almost-sure winning require a careful proof (such as Example 2).
Techniques. All results in the study of concurrent parity games [dAHK07, dAH00, dAM04, CdAH11]
rely on µ-calculus formulas. One of the key difficulty in concurrent parity games is that the recursive
characterization of turn-based games completely fail for concurrent games, and thus leaves µ-calculus as
the only technique for analysis (see page 12 for the explaination of why the recursive characterization fails).
A µ-calculus formula is a succinct way of describing a nested iterative algorithm, and thus provide a very
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general technique. The key challenge and ingenuity is always to come up with the appropriate µ-calculus
formula with the right predecessor operators (i.e., the right algorithm), establish duality (or complementation
of the formulas), and then construct from µ-calculus formulas the witness strategies in concurrent games.
Our results is also based on µ-calculus formula characterization (i.e., a nested iterative algorithm), however,
the predecessor operators required and construction of witness strategies (which are the heart of the proofs)
are quite different from the previous results.
2 Definitions
In this section we define game structures, strategies, objectives, winning modes and give other preliminary
definitions; and the basic definitions are exactly as in [CdAH11].
2.1 Game structures
Probability distributions. For a finite set A, a probability distribution on A is a function δ : A 7→ [0, 1]
such that
∑
a∈A δ(a) = 1. We denote the set of probability distributions on A byD(A). Given a distribution
δ ∈ D(A), we denote by Supp(δ) = {x ∈ A | δ(x) > 0} the support of the distribution δ.
Concurrent game structures. A (two-player) concurrent stochastic game structure G = 〈S,A,Γ1,Γ2, δ〉
consists of the following components.
• A finite state space S.
• A finite set A of moves (or actions).
• Two move assignments Γ1,Γ2 : S 7→ 2A \ ∅. For i ∈ {1, 2}, assignment Γi associates with each state
s ∈ S the nonempty set Γi(s) ⊆ A of moves available to player i at state s. For technical convenience,
we assume that Γi(s) ∩ Γj(t) = ∅ unless i = j and s = t, for all i, j ∈ {1, 2} and s, t ∈ S. If this
assumption is not met, then the moves can be trivially renamed to satisfy the assumption.
• A probabilistic transition function δ : S×A×A 7→ D(S), which associates with every state s ∈ S and
moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s) a probability distribution δ(s, a1, a2) ∈ D(S) for the successor
state.
Plays. At every state s ∈ S, player 1 chooses a move a1 ∈ Γ1(s), and simultaneously and independently
player 2 chooses a move a2 ∈ Γ2(s). The game then proceeds to the successor state t with probability
δ(s, a1, a2)(t), for all t ∈ S. For all states s ∈ S and moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s), we indicate by
Dest(s, a1, a2) = Supp(δ(s, a1, a2)) the set of possible successors of s when moves a1, a2 are selected. A
path or a play of G is an infinite sequence ω = 〈s0, s1, s2, . . .〉 of states in S such that for all k ≥ 0, there
are moves ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk) such that sk+1 ∈ Dest(sk, ak1 , ak2). We denote by Ω the set of all
paths. For a play ω = 〈s0, s1, s2, . . .〉 ∈ Ω, we define Inf (ω) = {s ∈ S | sk = s for infinitely many k ≥ 0}
to be the set of states that occur infinitely often in ω.
Size of a game. The size of a concurrent game is the sum of the size of the state space and the number of the
entries of the transition function. Formally the size of a game is |S|+
∑
s∈S,a∈Γ1(s),b∈Γ2(s)
|Dest(s, a, b)|.
Turn-based stochastic games and MDPs. A game structure G is turn-based stochastic if at every state at
most one player can choose among multiple moves; that is, for every state s ∈ S there exists at most one
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i ∈ {1, 2} with |Γi(s)| > 1. A game structure is a player-2 Markov decision process if for all s ∈ S we
have |Γ1(s)| = 1, i.e., only player-2 has choice of actions in the game.
Equivalent game structures. Given two game structures G1 = 〈S,A,Γ1,Γ2, δ1〉 and G2 =
〈S,A,Γ1,Γ2, δ2〉 on the same state and action space, with a possibly different transition function, we say
that G1 is equivalent to G2 (denoted G1 ≡ G2) if for all s ∈ S and all a1 ∈ Γ1(s) and a2 ∈ Γ2(s) we have
Supp(δ1(s, a1, a2)) = Supp(δ2(s, a1, a2)).
2.2 Strategies
A strategy for a player is a recipe that describes how to extend a play. Formally, a strategy for player
i ∈ {1, 2} is a mapping πi : S+ 7→ D(A) that associates with every nonempty finite sequence x ∈ S+
of states, representing the past history of the game, a probability distribution πi(x) used to select the next
move. The strategy πi can prescribe only moves that are available to player i; that is, for all sequences
x ∈ S∗ and states s ∈ S, we require that Supp(πi(x · s)) ⊆ Γi(s). We denote by Πi the set of all strategies
for player i ∈ {1, 2}.
Given a state s ∈ S and two strategies π1 ∈ Π1 and π2 ∈ Π2, we define Outcomes(s, π1, π2) ⊆ Ω to
be the set of paths that can be followed by the game, when the game starts from s and the players use the
strategies π1 and π2. Formally, 〈s0, s1, s2, . . .〉 ∈ Outcomes(s, π1, π2) if s0 = s and if for all k ≥ 0 there
exist moves ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk) such that
π1(s0, . . . , sk)(a
k
1) > 0, π2(s0, . . . , sk)(a
k
2) > 0, sk+1 ∈ Dest(sk, a
k
1 , a
k
2).
Once the starting state s and the strategies π1 and π2 for the two players have been chosen, the probabilities
of events are uniquely defined [Var85], where an event A ⊆ Ω is a measurable set of paths1. For an event
A ⊆ Ω, we denote by Prπ1,π2s (A) the probability that a path belongs to A when the game starts from s and
the players use the strategies π1 and π2.
Classification of strategies. We classify strategies according to their use of randomization and memory.
We first present the classification according to randomization.
1. (Pure). A strategy π is pure (deterministic) if for all x ∈ S+ there exists a ∈ A such that π(x)(a) = 1.
Thus, deterministic strategies are equivalent to functions S+ 7→ A.
2. (Uniform). A strategy π is uniform if for all x ∈ S+ we have π(x) is uniform over its support, i.e.,
for all a ∈ Supp(π(x)) we have π(x)(a) = 1
|Supp(π(x))| .
3. (Finite-precision). For b ∈ N, a strategy π is b-finite-precision if for all x ∈ S+ and all actions a we
have π(x)(a) = i
j
, where i, j ∈ N and 0 ≤ i ≤ j ≤ b and j > 0, i.e., the probability of an action
played by the strategy is a multiple of some 1
ℓ
, with ℓ ∈ N such that ℓ ≤ b.
We denote by ΠPi ,ΠUi ,ΠbFPi ,ΠFPi =
⋃
b>0Π
bFP
i and ΠIPi the set of pure (deterministic), uniform,
bounded-finite-precision with bound b, finite-precision, and infinite-precision (or general) strategies for
player i, respectively. Observe that we have the following strict inclusion: ΠPi ⊂ ΠUi ⊂ ΠFPi ⊂ ΠIPi .
1To be precise, we should define events as measurable sets of paths sharing the same initial state, and we should replace our
events with families of events, indexed by their initial state [KSK66]. However, our (slightly) improper definition leads to more
concise notation.
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1. (Finite-memory). Strategies in general are history-dependent and can be represented as follows: let
M be a set called memory to remember the history of plays (the set M can be infinite in general).
A strategy with memory can be described as a pair of functions: (a) a memory update function πu :
S ×M 7→M, that given the memory M with the information about the history and the current state
updates the memory; and (b) a next move function πn : S ×M 7→ D(A) that given the memory and
the current state specifies the next move of the player. A strategy is finite-memory if the memory M
is finite.
2. (Memoryless). A memoryless strategy is independent of the history of play and only depends on the
current state. Formally, for a memoryless strategy π we have π(x · s) = π(s) for all s ∈ S and all
x ∈ S∗. Thus memoryless strategies are equivalent to functions S 7→ D(A).
We denote by ΠMi ,ΠFMi and ΠIMi the set of memoryless, finite-memory, and infinite-memory (or general)
strategies for player i, respectively. Observe that we have the following strict inclusion: ΠMi ⊂ ΠFMi ⊂
ΠIMi .
2.3 Objectives
We specify objectives for the players by providing the set of winning plays Φ ⊆ Ω for each player. In this
paper we study only zero-sum games [RF91, FV97], where the objectives of the two players are comple-
mentary. A general class of objectives are the Borel objectives [Kec95]. A Borel objective Φ ⊆ Sω is a
Borel set in the Cantor topology on Sω . In this paper we consider ω-regular objectives [Tho90], which lie
in the first 21/2 levels of the Borel hierarchy (i.e., in the intersection of Σ3 and Π3). We will consider the
following ω-regular objectives.
• Reachability and safety objectives. Given a set T ⊆ S of “target” states, the reachability objec-
tive requires that some state of T be visited. The set of winning plays is thus Reach(T ) = {ω =
〈s0, s1, s2, . . .〉 ∈ Ω | ∃k ≥ 0. sk ∈ T}. Given a set F ⊆ S, the safety objective requires that only
states of F be visited. Thus, the set of winning plays is Safe(F ) = {ω = 〈s0, s1, s2, . . .〉 ∈ Ω | ∀k ≥
0. sk ∈ F}.
• Bu¨chi and co-Bu¨chi objectives. Given a set B ⊆ S of “Bu¨chi” states, the Bu¨chi objective requires
that B is visited infinitely often. Formally, the set of winning plays is Bu¨chi(B) = {ω ∈ Ω |
Inf (ω) ∩B 6= ∅}. Given C ⊆ S, the co-Bu¨chi objective requires that all states visited infinitely often
are in C . Formally, the set of winning plays is co-Bu¨chi(C) = {ω ∈ Ω | Inf (ω) ⊆ C}.
• Parity objectives. For c, d ∈ N, we let [c..d] = {c, c + 1, . . . , d}. Let p : S 7→ [0..d] be a function
that assigns a priority p(s) to every state s ∈ S, where d ∈ N. The Even parity objective requires that
the maximum priority visited infinitely often is even. Formally, the set of winning plays is defined
as Parity(p) = {ω ∈ Ω | max
(
p(Inf (ω))) is even }. The dual Odd parity objective is defined as
coParity(p) = {ω ∈ Ω | max
(
p(Inf (ω))) is odd }. Note that for a priority function p : S 7→ {1, 2},
an even parity objective Parity(p) is equivalent to the Bu¨chi objective Bu¨chi(p−1(2)), i.e., the Bu¨chi
set consists of the states with priority 2. Hence Bu¨chi and co-Bu¨chi objectives are simpler and special
cases of parity objectives.
Given a set U ⊆ S we use usual LTL notations ✷U,✸U,✷✸U and ✸✷U to denote
Safe(U),Reach(U),Bu¨chi(U) and co-Bu¨chi(U), respectively. Parity objectives are of special importance
as they can express all ω-regular objectives, and hence all commonly used specifications in verifica-
tion [Tho90].
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2.4 Winning modes
Given an objective Φ, for all initial states s ∈ S, the set of paths Φ is measurable for all choices of the
strategies of the player [Var85]. Given an initial state s ∈ S, an objective Φ, and a class ΠC1 of strategies we
consider the following winning modes for player 1:
Almost. We say that player 1 wins almost surely with the class ΠC1 if the player has a strategy in ΠC1 to win
with probability 1, or ∃π1 ∈ ΠC1 . ∀π2 ∈ Π2 . Prπ1,π2s (Φ) = 1.
Limit. We say that player 1 wins limit surely with the class ΠC1 if the player can ensure to win with probabil-
ity arbitrarily close to 1 with ΠC1 , in other words, for all ε > 0 there is a strategy for player 1 in ΠC1 that
ensures to win with probability at least 1− ε. Formally we have supπ1∈ΠC1 infπ2∈Π2 Pr
π1,π2
s (Φ) = 1.
We abbreviate the winning modes by Almost and Limit, respectively. We call these winning modes the qual-
itative winning modes. Given a game structure G, for C1 ∈ {P,U,FP , IP} and C2 ∈ {M,FM , IM } we
denote by AlmostG1 (C1, C2,Φ) (resp. LimitG1 (C1, C2,Φ)) the set of almost-sure (resp. limit-sure) winning
states for player 1 in G when the strategy set for player 1 is restricted to ΠC11 ∩ Π
C2
1 . If the game structure
G is clear from the context we omit the superscript G. Note that there is a subtle difference between the set⋃
b>0 Limit1(bFP , C2,Φ) that asks for a global bound on precision independent of ε > 0 (i.e., a bound b
that is sufficient for every ε > 0), whereas for the set Limit1(
⋃
b>0 bFP , C2,Φ) = Limit1(FP , C2,Φ) the
bound on precision may depend on ε > 0 (i.e., for every ε > 0 a bound b on precision).
2.5 Mu-calculus, complementation, and levels
Consider a mu-calculus expression Ψ = µX . ψ(X) over a finite set S, where ψ : 2S 7→ 2S is monotonic.
The least fixpoint Ψ = µX . ψ(X) is equal to the limit limk→∞Xk, where X0 = ∅, and Xk+1 = ψ(Xk).
For every state s ∈ Ψ, we define the level k ≥ 0 of s to be the integer such that s 6∈ Xk and s ∈ Xk+1. The
greatest fixpoint Ψ = νX . ψ(X) is equal to the limit limk→∞Xk, where X0 = S, and Xk+1 = ψ(Xk).
For every state s 6∈ Ψ, we define the level k ≥ 0 of s to be the integer such that s ∈ Xk and s 6∈ Xk+1.
The height of a mu-calculus expression λX . ψ(X), where λ ∈ {µ, ν}, is the least integer h such that
Xh = limk→∞Xk. An expression of height h can be computed in h + 1 iterations. Given a mu-calculus
expression Ψ = λX .ψ(X), where λ ∈ {µ, ν}, the complement ¬Ψ = S \Ψ of λ is given by λX .¬ψ(¬X),
where λ = µ if λ = ν, and λ = ν if λ = µ. For details of µ-calculus see [Koz83, EJ91].
Mu-calculus formulas and algorithms. As descrived above that µ-calculus formulas Ψ = µX . ψ(X)
(resp. Ψ = νX . ψ(X)) represent an iterative algorithm that successively iterates ψ(Xk) till the least (resp.
greatest) fixpoint is reached. Thus in general, a µ-calculus formulas with nested µ and ν operators represents
a nested iterative algorithm. Intuitively, a µ-calculus formula is a succinct representation of a nested iterative
algorithm.
Distributions and one-step transitions. Given a state s ∈ S, we denote by χs1 = D(Γ1(s)) and χs2 =
D(Γ2(s)) the sets of probability distributions over the moves at s available to player 1 and 2, respectively.
Moreover, for s ∈ S, X ⊆ S, ξ1 ∈ χs1, and ξ2 ∈ χs2 we denote by
P ξ1,ξ2s (X) =
∑
a∈Γ1(s)
∑
b∈Γ2(s)
∑
t∈X
ξ1(a) · ξ2(b) · δ(s, a, b)(t)
the one-step probability of a transition into X when players 1 and 2 play at s with distributions ξ1 and ξ2,
respectively. Given a state s and distributions ξ1 ∈ χs1 and ξ2 ∈ χs2 we denote by Dest(s, ξ1, ξ2) = {t ∈ S |
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P ξ1,ξ22 (t) > 0} the set of states that have positive probability of transition from s when the players play ξ1
and ξ2 at s. For actions a and b we have Dest(s, a, b) = {t ∈ S | δ(s, a, b)(t) > 0} as the set of possible
successors given a and b. ForA ⊆ Γ1(s) and B ⊆ Γ2(s) we have Dest(s,A,B) =
⋃
a∈A,b∈B Dest(s, a, b).
Theorem 1 The following assertions hold:
1. [CJH03] For all turn-based stochastic game structures G with a parity objective Φ we have
Almost1(P,M,Φ) = Almost1(IP , IM ,Φ) = Limit1(P,M,Φ) = Limit1(IP , IM ,Φ)
2. [dAH00] Let G1 and G2 be two equivalent game structures with a parity objective Φ, then we have
1. AlmostG11 (IP , IM ,Φ) = Almost
G2
1 (IP , IM ,Φ); 2. Limit
G1
1 (IP , IM ,Φ) = Limit
G2
1 (IP , IM ,Φ)
3 Pure, Uniform and Finite-precision Strategies
In this section we present our results for pure, uniform and finite-precision strategies. We start with the
characterization for pure strategies.
3.1 Pure strategies
The following result shows that for pure strategies, memoryless strategies are as strong as infinite-memory
strategies, and the almost-sure and limit-sure sets coincide.
Proposition 1 Given a concurrent game structure G and a parity objective Φ we have
AlmostG1 (P,M,Φ) = AlmostG1 (P,FM ,Φ) = AlmostG1 (P, IM ,Φ) =
LimitG1 (P,M,Φ) = LimitG1 (P,FM ,Φ) = LimitG1 (P, IM ,Φ).
Proof. The result is obtained as follows: we show that AlmostG1 (P,M,Φ) = AlmostG1 (P, IM ,Φ) =
LimitG1 (P, IM ,Φ) and all the other equalities follow (by inclusion of strategies). The main argument is as
follows: given G we construct a turn-based stochastic game Ĝ where player 1 first choses an action, then
player 2 chooses an action, and then the game proceeds as in G. Intuitively, we divide each step of the
concurrent game into two steps, in the first step player 1 chooses an action, and then player 2 responds with
an action in the second step. Then it is straightforward to establish that the almost-sure (resp. limit-sure)
winning set for pure and infinite-memory strategies in G coincides with the almost-sure (resp. limit-sure)
winning set for pure and infinite-memory strategies in Ĝ. Since Ĝ is a turn-based stochastic game, by
Theorem 1 (part 1), it follows that the almost-sure and limit-sure winning set in Ĝ coincide and they are
same for memoryless and infinite-memory strategies.
We now present the formal reduction. Let G = 〈S,A,Γ1,Γ2, δ〉 and let the parity objective Φ be
described by a priority function p. We construct Ĝ = 〈Ŝ, Â, Γ̂1, Γ̂2, δ̂〉 with priority function p̂ as follows:
1. Ŝ = S ∪ {(s, a) | s ∈ S, a ∈ Γ1(s)};
2. Â = A ∪ {⊥} where ⊥ 6∈ A;
3. for s ∈ Ŝ ∩ S we have Γ̂1(s) = Γ1(s) and Γ̂2(s) = {⊥}; and for (s, a) ∈ Ŝ we have Γ̂2((s, a)) =
Γ2(s) and Γ̂1((s, a)) = {⊥}; and
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4. for s ∈ Ŝ ∩ S and a ∈ Γ1(s) we have δ̂(s, a,⊥)(s, a) = 1; and for (s, a) ∈ Ŝ and b ∈ Γ2(s) we have
δ̂((s, a),⊥, b) = δ(s, a, b);
5. the function p̂ in Ĝ is as follows: for s ∈ Ŝ ∩ S we have p̂(s) = p(s) and for (s, a) ∈ Ŝ we have
p̂((s, a)) = p(s).
Observe that the reduction is linear (i.e., Ĝ is linear in the size of G). It is straightforward to establish by
mapping of pure strategies of player 1 in G and Ĝ that
(a) AlmostG1 (P,M,Φ) = AlmostĜ1 (P,M, Φ̂) ∩ S,
(b) AlmostG1 (P, IM ,Φ) = AlmostĜ1 (P, IM , Φ̂) ∩ S,
(c) LimitG1 (P,M,Φ) = LimitĜ1 (P,M, Φ̂) ∩ S,
(d) LimitG1 (P, IM ,Φ) = LimitĜ1 (P, IM , Φ̂) ∩ S;
where Φ̂ = Parity(p̂). It follows from Theorem 1 (part 1) that
AlmostĜ1 (P,M, Φ̂) = AlmostĜ1 (P, IM , Φ̂) = LimitĜ1 (P,M, Φ̂) = LimitĜ1 (P, IM , Φ̂).
Hence the desired result follows.
Algorithm and complexity. The proof of the above proposition gives a linear reduction to turn-based
stochastic games. Thus the set Almost1(P,M,Φ) can be computed using the algorithms for turn-based
stochastic parity games (such as [CJH03]). We have the following results.
Theorem 2 Given a concurrent game structure G, a parity objective Φ, and a state s, whether s ∈
Almost1(P, IM ,Φ) = Limit1(P, IM ,Φ) can be decided in NP ∩ coNP.
3.2 Uniform and Finite-precision
In this subsection we will present the characterization for uniform and finite-precision strategies.
Example 1 It is easy to show that Almost1(P,M,Φ) ( Almost1(U,M,Φ) by considering the matching
penny game. The game has two states s0 and s1. The state s1 is an absorbing state (a state with only self-
loop as outgoing edge; see state s1 of Fig 3) and the goal is to reach s1 (equivalently infinitely often visit
s1). At s0 the actions available for both players are {a, b}. If the actions match the next state is s1, otherwise
s0. By playing a and b uniformly at random at s0, the state s1 is reached with probability 1, whereas for any
pure strategy the counter-strategy that plays exactly the opposite action in every round ensures s1 is never
reached.
We now show that uniform memoryless strategies are as powerful as finite-precision infinite-memory
strategies and the almost-sure and limit-sure sets coincide for finite-precision strategies. We start with two
notations.
Uniformization of a strategy. Given a strategy π1 for player 1, we define a strategy πu1 that is obtained
from π1 by uniformization as follows: for all w ∈ S+ and all a ∈ Supp(π1(w)) we have πu1 (w)(a) =
1
|Supp(π1(w))| . We will use the following notation for uniformization: π
u
1 = unif(π1).
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Proposition 2 Given a concurrent game structure G and a parity objective Φ we have
AlmostG1 (U,M,Φ) = AlmostG1 (U,FM ,Φ) = AlmostG1 (U, IM ,Φ) =
LimitG1 (U,M,Φ) = LimitG1 (U,FM ,Φ) = LimitG1 (U, IM ,Φ) =
AlmostG1 (FP ,M,Φ) = AlmostG1 (FP ,FM ,Φ) = AlmostG1 (FP , IM ,Φ) =⋃
b>0 LimitG1 (bFP ,M,Φ) =
⋃
b>0 LimitG1 (bFP ,FM ,Φ) =
⋃
b>0 LimitG1 (bFP , IM ,Φ)
Proof. The result is obtained as follows: we show that AlmostG1 (U,M,Φ) = AlmostG1 (FP , IM ,Φ) =
LimitG1 (FP , IM ,Φ) and all the other equalities follow (by inclusion of strategies). The key argument is as
follows: fix a bound b, and we consider the set of b-finite-precision strategies in G. Given G we construct
a turn-based stochastic game G˜ where player 1 first chooses a b-finite-precision distribution, then player 2
chooses an action, and then the game proceeds as in G. Intuitively, we divide each step of the concurrent
game into two steps, in the first step player 1 chooses a b-finite precision distribution, and then in the second
step player 2 responds with an action. Then we establish that the almost-sure (resp. limit-sure) winning set
for b-finite-precision and infinite-memory strategies in G coincides with the almost-sure (resp. limit-sure)
winning set for b-finite-precision and infinite-memory strategies in G˜. Since G˜ is a turn-based stochastic
game, by Theorem 1, it follows that the almost-sure and limit-sure winning set in G˜ coincide and they
are same for memoryless and infinite-memory strategies. Thus we obtain a b-finite-precision memoryless
almost-sure winning strategy π1 in G and then we show the uniform memoryless πu1 = unif(π1) obtained
from uniformization of πu1 is a uniform memoryless almost-sure winning strategy in G. Thus it follows
that for any finite-precision infinite-memory almost-sure winning strategy, there is a uniform memoryless
almost-sure winning strategy.
We now present the formal reduction. Let G = 〈S,A,Γ1,Γ2, δ〉 and let the parity objective Φ be
described by a priority function p. For a given bound b, let f˜(s, b) = {f : Γ1(s) 7→ [0, 1] | ∀a ∈
Γ1(s) we have f(a) = ij , i, j ∈ N, 0 ≤ i ≤ j ≤ b, j > 0 and
∑
a∈Γ1(s)
f(a) = 1} denote the set of
b-finite-precision distributions at s. We construct G˜ = 〈S˜, A˜, Γ˜1, Γ˜2, δ˜〉 with priority function p˜ as follows:
1. S˜ = S ∪ {(s, f) | s ∈ S, f ∈ f˜(s, b)};
2. A˜ = A ∪ {f | s ∈ S, f ∈ f˜(s, b)} ∪ {⊥} where ⊥ 6∈ A;
3. for s ∈ S˜ ∩ S we have Γ˜1(s) = f˜(s, b) and Γ˜2(s) = {⊥}; and for (s, f) ∈ S˜ we have Γ˜2((s, f)) =
Γ2(s) and Γ˜1((s, f)) = {⊥}; and
4. for s ∈ S˜ ∩ S and f ∈ f˜(s, b) we have δ˜(s, f,⊥)(s, f) = 1; and for (s, f) ∈ S˜, b ∈ Γ2(s) and t ∈ S
we have δ̂((s, f),⊥, b)(t) =
∑
a∈Γ1(s)
f(a) · δ(s, a, b)(t);
5. the function p˜ in G˜ is as follows: for s ∈ S˜ ∩ S we have p˜(s) = p(s) and for (s, f) ∈ S˜ we have
p˜((s, f)) = p(s).
Observe that given b ∈ N the set f˜(s, b) is finite and thus G˜ is a finite-state turn-based stochastic game. It is
straightforward to establish mapping of b-finite-precision strategies of player 1 in G and with pure strategies
in Ĝ, i.e., we have
(a) AlmostG1 (bFP ,M,Φ) = AlmostG˜1 (P,M, Φ˜) ∩ S,
(b) AlmostG1 (bFP , IM ,Φ) = AlmostG˜1 (P, IM , Φ˜) ∩ S,
(c) LimitG1 (bFP ,M,Φ) = LimitG˜1 (P,M, Φ˜) ∩ S,
(d) LimitG1 (bFP , IM ,Φ) = LimitG˜1 (P, IM , Φ˜) ∩ S,
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where Φ˜ = Parity(p˜) and bFP denote the set of b-finite-precision strategies in G. By Theorem 1 we have
AlmostG˜1 (P,M, Φ˜) = AlmostG˜1 (P, IM , Φ˜) = LimitG˜1 (P,M, Φ˜) = LimitG˜1 (P, IM , Φ˜).
Consider a pure memoryless strategy π˜1 in G˜ that is almost-sure winning from Q = AlmostG˜1 (P,M, Φ˜), and
let π1 be the corresponding b-finite-precision memoryless strategy in G. Consider the uniform memoryless
strategy πu1 = unif(π1) in G. The strategy π1 is an almost-sure winning strategy from Q ∩ S. The player-2
MDP Gπ1 and Gπu1 are equivalent, i.e., Gπ1 ≡ Gπu1 and hence it follows from Theorem 1 that π
u
1 is an
almost-sure winning strategy for all states in Q ∩ S. Hence the desired result follows.
Computation of Almost1(U,M,Φ). It follows from Proposition 2 that the computation of
Almost1(U,M,Φ) can be achieved by a reduction to turn-based stochastic game. We now present the main
technical result of this subsection which presents a symbolic algorithm to compute Almost1(U,M,Φ). The
symbolic algorithm developed in this section is crucial for analysis of infinite-precision finite-memory strate-
gies, where the reduction to turn-based stochastic game cannot be applied. The symbolic algorithm is ob-
tained via µ-calculus formula characterization. We first discuss the comparison of our proof with the results
of [CdAH11] and then discuss why the recursive characterization of turn-based games fails in concurrent
games.
Comparison with [CdAH11]. Our proof structure based on induction on the structure of µ-calculus formu-
las is similar to the proofs in [CdAH11]. In some aspects the proofs are tedious adaptation but in most cases
there are many subtle issues and we point them below. First, in our proof the predecessor operators are dif-
ferent from the predecessor operators of [CdAH11]. Second, in our proof from the µ-calculus formulas we
construct uniform memoryless strategies as compared to infinite memory strategies in [CdAH11]. Finally,
since our predecessor operators are different the proof for complementation of the predecessor operators
(which is a crucial component of the proof) is completely different.
Failue of recursive characterization. In case of turn-based games there are recursive characterization of
the winning set with attractors (or alternating reachability). However such characterization fails in case of
concurrent games. The intuitive reason is as follows: once an attractor is taken it may rule out certain action
pairs (for example, action pair a1 and b1 must be ruled out, whereas action pair a1 and b2 may be allowed in
the remaining game graph), and hence the complement of an attractor maynot satisfy the required sub-game
property. We now elaborate the above discussion. The failure of attractor based characterization is probably
best explained for limit-sure coBu¨chi games [dAH00]. In turn-based games the coBu¨chi algorithm is as
follows: (i) compute safety winning region; (ii) compute attractor to the safety winning region and then
obtain a sub-game and recurse. In concurrent games the first step is to compute safety winning region X0.
In the next iteration what needs to be computed is the set where player 1 can ensure either safety or limit-
sure reachability to X0. However, player 1 may fail to ensure limit-sure reachability to X0 because player 2
may then play to violate limit-sure reachability but safety is ensured; and player 1 may fail to ensure safety
because player 2 may play so that safety is violated but limit-sure reachability succeeds. Intuitively player 1
will play distributions to ensure that no matter what player 2 plays either safety or limit-sure reachability is
ensured, but player 1 cannot control which one; the distribution of player 1 takes care of certain actions of
player 2 due to safety and other actions due to limit-sure reachability. This intuitively means the limit-sure
reachability and safety cannot be decoupled and they are present in the level of the predecessor operators.
Also limit reachability does not depend only on the target, but also an outer fix point (which also makes
recursive characterization only based on the target set difficult). For limit-sure reachability an outer greatest
fix point is added, and nested with two inner fix points for safety or limit reachability. Informally, limit-sure
reachability rules out certain pair of actions, but that cannot be used to obtain a subgame as it is inside
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a greatest fix point, and moreover ruling out pair of actions does not give a subgame (see Section 4.2
of [dAH00] for further details). While this very informally describes the issues for coBu¨chi games, in
general the situation is more complicated, because for more priorities the solution is limit-sure for parity
with one less priority or limit-sure reachability, and for general limit-sure winning with parity objectives
infinie-memory is required as compared to safety where memoryless strategies are sufficient; and all the
complications need to be handled at the level of predecessor operators. Thus for qualitative analysis of
concurrent games the only formal way (known so far) to express the winning sets is by µ-calculus. For
details, see examples in [dAH00, dAHK07] why the recursive characterization fails. In concurrent games
while the winning sets are described as µ-calculus formulas, the challenge always is to (i) come up with the
right µ-calculus formula with the appropriate predecessor operators (i.e., the right algorithm), (ii) construct
witness winning strategies from the µ-calculus formulas (i.e., the correctness proof), and (iii) show the
complementation of the µ-calculus formulas (i.e., the correctness for the opponent).
Strategy constructions. Since the recursive characterization of turn-based games fails for concurrent
games, our results show that the generalization of the µ-calculus formulas for turn-based games can char-
acterize the desired winning sets. Moreover, our correctness proofs that establish the correctness of the
µ-calculus formulas present explicit witness strategies from the µ-calculus formulas. Morover, in all cases
the witness counter strategies for player 2 is memoryless, and thus our results answer questions related to
bounded rationality for both players.
We now introduce the predecessor operators for the µ-calculus formula required for our symbolic algo-
rithms.
Basic predecessor operators. We recall the predecessor operators Pre1 (pre) and Apre1 (almost-pre),
defined for all s ∈ S and X,Y ⊆ S by:
Pre1(X) = {s ∈ S | ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs2 . P
ξ1,ξ2
s (X) = 1};
Apre1(Y,X) = {s ∈ S | ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs1 . P
ξ1,ξ2
s (Y ) = 1 ∧ P
ξ1,ξ2
s (X) > 0} .
Intuitively, the Pre1(X) is the set of states such that player 1 can ensure that the next state is in X with
probability 1, and Apre1(Y,X) is the set of states such that player 1 can ensure that the next state is in Y
with probability 1 and in X with positive probability.
Principle of general predecessor operators. While the operators Apre and Pre suffice for solving Bu¨chi
games, for solving general parity games, we require predecessor operators that are best understood as the
combination of the basic predecessor operators. We use the operators
⋃
∗ and
⋂
∗ to combine predecessor
operators; the operators
⋃
∗ and
⋂
∗ are different from the usual union ∪ and intersection ∩. Roughly, let α
and β be two set of states for two predecessor operators, then the set α
⋂
∗ β requires that the distributions
of player 1 satisfy the conjunction of the conditions stipulated by α and β; similarly, ⋃∗ corresponds to
disjunction. We first introduce the operator Apre⋃∗ Pre. For all s ∈ S and X1, Y0, Y1 ⊆ S, we define
Apre1(Y1,X1)
⋃
∗ Pre1(Y0) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.
 (P ξ1,ξ2s (X1) > 0 ∧ P ξ1,ξ2s (Y1) = 1)∨
P ξ1,ξ2s (Y0) = 1
} .
Note that the above formula corresponds to a disjunction of the predicates for Apre1 and Pre1. However, it
is important to note that the distributions ξ1 for player 1 to satisfy (ξ2 for player 2 to falsify) the predicate
must be the same. In other words, Apre1(Y1,X1)
⋃
∗ Pre1(Y0) is not equivalent to Apre1(Y1,X1)∪ Pre1(Y0).
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General predecessor operators. We first introduce two predecessor operators as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Apre1(Yn,Xn)
⋃
∗ Apre1(Yn−1,Xn−1)
⋃
∗ · · ·
⋃
∗ Apre1(Yn−i,Xn−i);
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Apre1(Yn,Xn)
⋃
∗ Apre1(Yn−1,Xn−1)
⋃
∗ · · ·
⋃
∗ Apre1(Yn−i,Xn−i)
⋃
∗ Pre1(Yn−i−1).
The formal expanded definitions of the above operators are as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)

}
.
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)∨
(P ξ1,ξ2s (Yn−i−1) = 1)

}
.
Observe that the above definition can be inductively written as follows:
1. We have APreOdd1(0, Yn,Xn) = Apre1(Yn,Xn) and for i ≥ 1 we have
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Apre1(Yn,Xn)
⋃
∗ APreOdd1(i− 1, Yn−1,Xn−1, . . . , Yn−i,Xn−i)
2. We have APreEven1(0, Yn,Xn, Yn−1) = Apre1(Yn,Xn)
⋃
∗ Pre1(Yn−1) and for i ≥ 1 we have
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Apre1(Yn,Xn)
⋃
∗ APreEven1(i− 1, Yn−1,Xn−1, . . . , Yn−i,Xn−i, Yn−i−1)
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Dual operators. The predecessor operators Pospre2 (positive-pre) and Apre2 (almost-pre), defined for all
s ∈ S and X,Y ⊆ S by:
Pospre2(X) = {s ∈ S | ∀ξ1 ∈ χs1 . ∃ξ2 ∈ χs2 . P
ξ1,ξ2
s (X) > 0};
Apre2(Y,X) = {s ∈ S | ∀ξ1 ∈ χs1 . ∃ξ2 ∈ χs1 . P
ξ1,ξ2
s (Y ) = 1 ∧ P
ξ1,ξ2
s (X) > 0} .
Observe that player 2 is only required to play counter-distributions ξ2 against player 1 distributions ξ1. We
now introduce two positive predecessor operators as follows:
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Pospre2(Yn)
⋃
∗ Apre2(Xn, Yn−1)
⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Pre2(Xn−i)
PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Pospre2(Yn)
⋃
∗ Apre2(Xn, Yn−1)⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Apre2(Xn−i, Yn−i−1)
The formal expanded definitions of the above operators are as follows:
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) > 0)∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i) > 0 ∧ P
ξ1,ξ2
s (Xn−i+1) = 1)∨
(P ξ1,ξ2s (Xn−i) = 1)

}
.
PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) > 0)∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i−1) > 0 ∧ P
ξ1,ξ2
s (Xn−i) = 1)

}
.
The above definitions can be alternatively written as follows
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
Pospre2(Yn)
⋃
∗ APreEven2(i− 1,Xn, Yn−1, . . . ,Xn−i+1, Yn−i,Xn−i);
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PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
Pospre2(Yn)
⋃
∗ APreOdd2(i,Xn, Yn−1, . . . ,Xn−i, Yn−i−1).
Remark 1 Observe that if the predicate Pospre2(Yn) is removed from the predecessor operator
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)),
then we obtain the operator APreEven2(i − 1,Xn, Yn−1, . . . ,Xn−i+1, Yn−i,Xn−i) (resp.
APreOdd2(i,Xn, Yn−1, . . . ,Xn−i, Yn−i−1)).
We first show how to characterize the set of almost-sure winning states for uniform memoryless strate-
gies and its complement for parity games using the above predecessor operators. We will prove the following
result by induction.
1. Case 1. For a parity function p : S 7→ [0..2n − 1] the following assertions hold.
(a) For all T ⊆ S we have W ⊆ Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

We refer to the above expression as the almost-expression for case 1. If in the above formula we
replace APreOdd1 by APreOdd2 and APreEven1 by APreEven2 then we obtain the dual almost-
expression for case 1. From the same argument as correctness of the almost-expression and the
fact that counter-strategies for player 2 are against memoryless strategies for player 1 we obtain
that if the dual almost-expression is WD for T = ∅, then WD ⊆ {s ∈ S | ∀π1 ∈ ΠM1 .∃π2 ∈
Π2. Prπ1,π2s (coParity(p)) = 1}.
(b) We have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is defined as follows
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.

B2n−1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

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We refer to the above expression as the positive-expression for case 1.
2. Case 2. For a parity function p : S 7→ [1..2n] the following assertions hold.
(a) For all T ⊆ S we have W ⊆ Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0

T
∪
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

We refer to the above expression as the almost-expression for case 2. If in the above formula we
replace APreOdd1 by APreOdd2 and APreEven1 by APreEven2 then we obtain the dual almost-
expression for case 2. Again, if the dual almost-expression is WD for T = ∅, then WD ⊆ {s ∈
S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2. Prπ1,π2s (coParity(p)) = 1}.
(b) We have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is defined as follows
µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0

B2n ∩ Pospre2(Yn−1)
∪
B2n−1 ∩ PosPreOdd2(0, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

We refer to the above expression as the positive-expression for case 2.
The comparison to Emerson-Jutla µ-calculus formula for turn-based games. We compare our µ-
calculus formula with the µ-calculus formula of Emerson-Jutla [EJ91] to give an intuitive idea of the con-
struction of the formula. We first present the formula for Case 2 and then for Case 1.
Case 2. For turn-based deterministic games with parity function p : S → [1..2n], it follows from the results
of Emerson-Jutla [EJ91], that the sure-winning (that is equivalent to the almost-sure winning) set for the
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objective Parity(p) ∪✸T is given by the following µ-calculus formula:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0

T
∪
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ Pre1(Xn−1)
∪
B2n−2 ∩ Pre1(Yn−2)
∪
B2n−3 ∩ Pre1(Xn−2)
.
.
.
B2 ∩ Pre1(Y0)
∪
B1 ∩ Pre1(X0)

The formula for the almost-expression for case 2 is similar to the above µ-calculus formula and is obtained
by replacing the Pre1 operators with appropriate APreOdd1 and APreEven1 operators.
Case 1. For turn-based deterministic games with parity function p : S → [0..2n − 1], it follows from the
results of Emerson-Jutla [EJ91], that the sure-winning (that is equivalent to the almost-sure winning) set for
the objective Parity(p) ∪✸T is given by the following µ-calculus formula:
µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n−1 ∩ Pre1(Xn)
∪
B2n−2 ∩ Pre1(Yn−1)
∪
B2n−3 ∩ Pre1(Xn−1)
∪
B2n−4 ∩ Pre1(Yn−2)
.
.
.
B1 ∩ Pre1(X1)
∪
B0 ∩ Pre1(Y0)

The formula for the almost-expression for case 1 is similar to the above µ-calculus formula and is obtained
by (a) adding one quantifier alternation νYn; and (b) replacing the Pre1 operators with appropriate APreOdd1
and APreEven1 operators.
Proof structure. The base case follows from the coBu¨chi and Bu¨chi case: it follows from the results
of [dAH00] since for Bu¨chi and coBu¨chi objectives, uniform memoryless almost-sure winning strategies
exist and our µ-calculus formula coincide with the µ-calculus formula to describe the almost-sure winning
set for Bu¨chi and coBu¨chi objectives. The proof of induction proceeds in four steps as follows:
1. Step 1. We assume the correctness of case 1 and case 2, and then extend the result to parity objective
with parity function p : S 7→ [0..2n], i.e., we add a max even priority. The result is obtained as follows:
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for the correctness of the almost-expression we use the correctness of case 1 and for complementation
we use the correctness of case 2.
2. Step 2. We assume the correctness of step 1 and extend the result to parity objectives with parity
function p : S 7→ [1..2n + 1], i.e., we add a max odd priority. The result is obtained as follows: for
the correctness of the almost-expression we use the correctness of case 2 and for complementation we
use the correctness of step 1.
3. Step 3. We assume correctness of step 2 and extend the result to parity objectives with parity function
p : S 7→ [1..2n + 2]. This step adds a max even priority and the proof will be similar to step 1. The
result is obtained as follows: for the correctness of the almost-expression we use the correctness of
step 2 and for complementation we use the correctness of step 1.
4. Step 4. We assume correctness of step 3 and extend the result to parity objectives with parity function
p : S 7→ [0..2n + 1]. This step adds a max odd priority and the proof will be similar to step 2. The
result is obtained as follows: for the correctness of the almost-expression we use the correctness of
step 1 and for complementation we use the correctness of step 3.
We first present two technical lemmas that will be used in the correctness proofs. First we define prefix-
independent events.
Prefix-independent events. We say that an event or objective is prefix-independent if it is independent
of all finite prefixes. Formally, an event or objective A is prefix-independent if, for all u, v ∈ S∗ and
ω ∈ Sω, we have uω ∈ A iff vω ∈ A. Observe that parity objectives are defined based on the states that
appear infinitely often along a play, and hence independent of all finite prefixes, so that, parity objectives are
prefix-independent objectives.
Lemma 1 (Basic Apre principle). Let X ⊆ Y ⊆ Z ⊆ S and s ∈ S be such that Y = X ∪ {s} and
s ∈ Apre1(Z,X). For all prefix-independent events A ⊆ ✷(Z \ Y ), the following assertion holds:
Assume that there exists a uniform memoryless π1 ∈ ΠU1 ∩ ΠM1 such that for all π2 ∈ Π2 and
for all z ∈ Z \ Y we have
Prπ1,π2z (A ∪✸Y ) = 1.
Then there exists a uniform memoryless π1 ∈ ΠU1 ∩ΠM1 such that for all π2 ∈ Π2 we have
Prπ1,π2s (A ∪✸X) = 1.
Proof. Since s ∈ Apre1(Z,X), player 1 can play a uniform memoryless distribution ξ1 at s to ensure that
the probability of staying in Z is 1 and with positive probability η > 0 the set X is reached. In Z\Y player 1
fixes a uniform memoryless strategy to ensure that A ∪ ✸Y is satisfied with probability 1. Fix a counter
strategy π2 for player 2. If s is visited infinitely often, then since there is a probability of at least η > 0 to
reach X, it follows that X is reached with probability 1. If s is visited finitely often, then from some point
on ✷(Z \ Y ) is satisfied, and then A is ensured with probability 1. Thus the desired result follows.
Lemma 2 (Basic principle of repeated reachability). Let T ⊆ S, B ⊆ S and W ⊆ S be sets and A be
a prefix-independent objective such that
W ⊆ Almost1(U,M,✸T ∪✸(B ∩ Pre1(W )) ∪ A).
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Then
W ⊆ Almost1(U,M,✸T ∪ ✷✸B ∪A).
Proof. Let Z = B ∩ Pre1(W ). For all states s ∈ W \ (Z ∪ T ), there is a uniform memoryless player 1
strategy π1 that ensures that against all player 2 strategies π2 we have
Prπ1,π2s
(
✸(T ∪ Z) ∪ A
)
= 1.
For all states in Z player 1 can ensure that the successor state is in W (since Pre1(W ) holds in Z). Consider
a strategy π∗1 as follows: for states s ∈ Z play a uniform memoryless strategy for Pre1(W ) to ensure that
the next state is in W ; for states s ∈ W \ (Z ∪ T ) play the uniform memoryless strategy π1. Let us denote
by ✸kZ ∪ ✸T to be the set of paths that visits Z at least k-times or visits T at least once. Observe that
limk→∞
(
✸kZ ∪✸T
)
⊆ ✷✸B ∪✸T . Hence for all s ∈W and for all π2 ∈ Π2 we have
Prπ
∗
1 ,π2
s (✷✸B ∪✸T ∪ A) ≥ Pr
π∗1 ,π2
s
(
✸Z ∪✸T ∪ A
)
·
∞∏
k=1
Prπ
∗
1 ,π2
s
(
✸k+1Z ∪✸T ∪ A | ✸kZ ∪✸T ∪ A
)
= 1.
The desired result follows.
Correctness of step 1. We now proceed with the proof of step 1 and by inductive hypothesis we will assume
that case 1 and case 2 hold.
Lemma 3 For a parity function p : S 7→ [0..2n], and for all T ⊆ S, we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n ∩ Pre1(Yn)
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. We first present the intuitive explanation of obtaining the µ-calculus formula.
Intuitive explanation of the µ-calculus formula. The µ-calculus formula of the lemma is obtained from the
almost-expression for case 1 by just adding the expression B2n ∩ Pre1(Yn).
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To prove the result we first rewrite W as follows:
νYn.µXn.νYn−1µXn−1 · · · νY1.µX1.νY0.

T ∪ (B2n ∩ Pre1(W ))
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n − 1, Yn,Xn, . . . , Y1,X1, Y0)

The rewriting is obtained as follows: since W is the fixpoint Yn, we replace Yn in the B2n ∩ Pre1(Yn) by
W . Treating T ∪ (B2n ∩ Pre1(W )), as the set T for the almost-expression for case 1, we obtain from the
inductive hypothesis that
W ⊆ Almost1(U,M,Parity(p) ∪✸(T ∪ (B2n ∩ Pre1(W )))).
By Lemma 2, with B = B2n and A = Parity(p) we obtain that
W ⊆ Almost1(U,M,Parity(p) ∪✸T ∪✷✸B2n).
Since B2n is the maximal priority and it is even we have ✷✸B2n ⊆ Parity(p). Hence W ⊆
Almost1(U,M,Parity(p) ∪✸T ) and the result follows.
Lemma 4 For a parity function p : S 7→ [0..2n], we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.

B2n ∩ Pospre2(Yn)
∪
B2n−1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

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Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will show
that in Zk for every memoryless strategy for player 1, player 2 can ensure that either Zk−1 is reached with
positive probability or else coParity(p) is satisfied with probability 1. Since Z0 = ∅, it would follow by
induction that Zk ∩ Almost1(U,M,Parity(p)) = ∅ and the desired result will follow.
We simplify the computation of Zk given Zk−1 and allow that Zk is obtained from Zk−1 in the following
two ways.
1. Add a set states satisfying B2n ∩ Pospre2(Zk−1), and if such a non-emptyset is added, then clearly
against any memoryless stratgy for player 1, player 2 can ensure from Zk that Zk−1 is reached with
positive probability. Thus the inductive case follows.
2. Add a set of states satisfying the following condition:
νXn.µYn−1.νXn−1. · · ·µY1.νX1.µY0.

B2n−1 ∩ PosPreOdd2(0, Zk−1,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Zk−1,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Zk−1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Zk−1,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Zk−1,Xn, . . . , Y1,X1, Y0)

If the probability of reaching to Zk−1 is not positive, then the following conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Pospre2(Zk−1) vanishes from
the predecessor operator PosPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the opera-
tor simplifies to the simpler predecessor operator APreEven2(i−1,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the Pospre2(Zk−1) vanishes from the prede-
cessor operator PosPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the opera-
tor simplifies to the predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
Hence either the probability to reach Zk−1 is positive, or if the probability to reach Zk−1 is not
positive, then the above µ-calculus expression simplifies to
Z∗ = νXn.µYm−1νXm−1 · · ·µY1.νX1.µY0.

B2n−1 ∩ Pre2(Xn)
∪
B2n−2 ∩ APreOdd2(0,Xn, Yn−1)
∪
B2n−3 ∩APreEven2(1,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreOdd2(1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreEven2(n− 2,Xn, . . . , Y1,X1)
∪
B0 ∩ APreOdd2(n− 1,Xn, . . . , Y1,X1, Y0)

.
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We now consider the parity function p+1 : S 7→ [1..2n], and observe that the above formula is same as
the dual almost-expression for case 2. By inductive hypothesis on the dual almost-expression we have
Z∗ ⊆ {s ∈ S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2.Pr
π1,π2
s (coParity(p)) = 1} (since Parity(p+1) = coParity(p)).
Hence the desired claim follows.
The result follows from the above case analysis.
Correctness of step 2. We now prove correctness of step 2 and we will rely on the correctness of step 1 and
the inductive hypothesis. Since correctness of step 1 follows from the inductive hypothesis, we obtain the
correctness of step 2 from the inductive hypothesis.
Lemma 5 For a parity function p : S 7→ [1..2n + 1], and for all T ⊆ S we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. We first present an intuitive explanation about the how the µ-calculus formula is obtained.
Intuitive explanation of the µ-calculus formula. The µ-calculus expression is obtained from the almost-
expression for case 2: we add a νYn.µXn (adding a quantifier alternation of the µ-calculus formula), and
every APreOdd and APreEven predecessor operators are modified by adding Apre1(Yn,Xn)
⋃
∗ with the
respective predecessor operators, and we add B2n+1 ∩ APreOdd1(0, Yn,Xn).
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We first reformulate the algorithm for computing W in an equivalent form.
W = µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+1 ∩APreOdd1(0,W,Xn)
∪
B2n ∩ APreEven1(0,W,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1,W,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1,W,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2,W,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1,W,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n,W,Xn, Yn−1,Xn−1, . . . , Y0,X0)

.
The reformulation is obtained as follows: since W is the fixpoint of Yn we replace Yn by W everywhere
in the µ-calculus formula. The above mu-calculus formula is a least fixpoint and thus computes W as
the limit of a sequence of sets W0 = T , W1, W2, . . . . At each iteration, both states in B2n+1 and states
satisfying B≤2n can be added. The fact that both types of states can be added complicates the analysis of
the algorithm. To simplify the correctness proof, we formulate an alternative algorithm for the computation
of W ; an iteration will add either a single B2n+1 state, or a set of B≤2n states.
To obtain the simpler algorithm, notice that the set of variables Yn−1,Xn−1, . . . , Y0,X0 does not
appear as an argument of the APreOdd1(0,W,Xn) = Apre1(W,Xn) operator. Hence, each B2n+1-
state can be added without regards to B≤2n-states that are not already in W . Moreover, since the
νYn−1.µXn−1. . . . νY0.µX0 operator applies only to B≤2n-states, B2n+1-states can be added one at a time.
From these considerations, we can reformulate the algorithm for the computation of W as follows.
The algorithm computes W as an increasing sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tm = W of states,
where m ≥ 0. Let Li = Ti \Ti−1 and the sequence is computed by computing Ti as follows, for 0 < i ≤ m:
1. either the set Li = {s} is a singleton such that s ∈ Apre1(W,Ti−1) ∩B2n+1.
2. or the set Li consists of states in B≤2n such that Li is a subset of the following expression
νYn−1.µXn−1. · · · νY0.µX0

B2n ∩ APreEven1(0,W, Ti−1, Yn−1)
∪
B2n−1 ∩ APreOdd1(1,W, Ti−1, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1,W, Ti−1, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2,W, Ti−1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1,W, Ti−1, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n,W, Ti−1, Yn−1,Xn−1, . . . , Y0,X0)

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The proof that W ⊆ Almost1(U,M,Parity(p) ∪✸T ) is based on an induction on the sequence T = T0 ⊂
T1 ⊂ T2 ⊂ · · · ⊂ Tm = W . For 1 ≤ i ≤ m, let Vi = W \ Tm−i, so that V1 consists of the last block of
states that has been added, V2 to the two last blocks, and so on until Vm = W . We prove by induction on
i ∈ {1, . . . ,m}, from i = 1 to i = m, that for all s ∈ Vi, there exists a uniform memoryless strategy π1 for
player 1 such that for all π2 ∈ Π2 we have
Prπ1,π2s
(
✸Tm−i ∪ Parity(p)
)
= 1.
Since the base case is a simplified version of the induction step, we focus on the latter. There are two
cases, depending on whether Vi \ Vi−1 is composed of B2n+1 or of B≤2n-states. Also it will follow from
Lemma 11 that there always exists uniform distribution to witness that a state satisfy the required predecessor
operator.
• If Vi \ Vi−1 ⊆ B2n+1, then Vi \ Vi−1 = {s} for some s ∈ S and s ∈ Apre1(W,Tm−i). The result
then follows from the application of the basic Apre principle (Lemma 1) with Z = W , X = Tm−i,
Z \ Y = Vi−1 and A = Parity(p).
• If Vi \Vi−1 ⊆ B≤2n, then we analyze the predecessor operator that s ∈ Vi \Vi−1 satisfies. The prede-
cessor operator are essentially the predecessor operator of the almost-expression for case 2 modified
by the addition of the operator Apre1(W,Tm−i)
⋃
∗ . If player 2 plays such the Apre1(W,Tm−i) part of
the predecessor operator gets satisfied, then the analysis reduces to the previous case, and player 1 can
ensure that Tm−i is reached with probability 1. Once we rule out the possibility of Apre1(W,Tm−i),
then the µ-calculus expression simplifies to the almost-expression of case 2, i.e.,
νYn−1.µXn−1. · · · νY0.µX0

B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n − 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

This ensures that if we rule out Apre1(W,Tm−i) form the predecessor operators, then by induc-
tive hypothesis (almost-expression for case 2) we have Li ⊆ Almost1(U,M,Parity(p)), and if
Apre1(W,Tm−i) is satisfied then Tm−i is ensured to reach with probability 1. Hence player 1 can
ensure that for all s ∈ Vi, there is a uniform memoryless strategy π1 for player 1 such that for all π2
for player 2 we have
Prπ1,π2s
(
✸Tm−i ∪ Parity(p)
)
= 1.
This completes the inductive proof. With i = m we obtain that there exists a uniform memoryless strategy
π1 such that for all states s ∈ Vm = W and for all π2 we have Prπ1,π2s (✸T0∪Parity(p)) = 1. Since T0 = T ,
the desired result follows.
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Lemma 6 For a parity function p : S 7→ [1..2n+ 1] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will show that
in Zk player 2 can ensure that either Zk−1 is reached with positive probability or else coParity(p) is satisfied
with probability 1. Since Z0 = ∅, it would follow by induction that Zk ∩Almost1(U,M,Parity(p)) = ∅ and
the desired result will follow.
We obtain of Zk from Zk−1 as follows:
νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+1 ∩ PosPreOdd2(0, Zk−1,Xn)
∪
B2n ∩ PosPreEven2(0, Zk−1,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Zk−1,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Zk−1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n,Zk−1,Xn, Yn−1,Xn−1, . . . , Y0,X0)

If player 1 risks into moving to Zk−1 with positive probability, then the inductive case is proved as Zk−1 is
reached with positive probability. If the probability of reaching to Zk−1 is not positive, then the following
conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Pospre2(Zk−1) vanishes from the
predecessor operator PosPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the operator simpli-
fies to the simpler predecessor operator APreEven2(i− 1,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the Pospre2(Zk−1) vanishes from the predecessor
operator PosPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the operator simplifies
to the predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
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Hence either the probability to reach Zk−1 is positive, or the probability to reach Zk−1 is not positive, then
the above µ-calculus expression simplifies to
Z∗ = νXn.µYn−1.νXn−1. · · ·µY0.νX0

B2n+1 ∩ Pre2(Xn)
∪
B2n ∩APreOdd2(0,Xn, Yn−1)
∪
B2n−1 ∩ APreEven2(0,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreOdd2(1,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreEven2(1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreOdd2(n− 1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreEven2(n− 1,Xn, Yn−1,Xn−1, . . . , Y0,X0)

.
We now consider the parity function p − 1 : S 7→ [0..2n] and by the correctness of the dual almost-
expression for step 1 (Lemma 3) (with the roles of player 1 and player 2 exchanged and player 2 plays
against memoryless strategies for player 1, as in Lemma 4) we have Z∗ ⊆ {s ∈ S | ∀π1 ∈ ΠM1 .∃π2 ∈
Π2. Pr
π1,π2
s (coParity(p)) = 1} (since coParity(p) = Parity(p− 1)). Hence the result follows.
Correctness of step 3. The correctness of step 3 is similar to correctness of step 1. Below we present the
proof sketches (since they are similar to step 1).
Lemma 7 For a parity function p : S 7→ [1..2n + 2], and for all T ⊆ S, we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+2 ∩ Pre1(Yn)
∪
B2n+1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

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Proof. The proof is almost identical to the proof of Lemma 3. Similar to step 1 (Lemma 3), we add a
max even priority. The proof of the result is essentially identical to the proof of Lemma 3 (almost copy-
paste of the proof), the only modification is instead of the correctness of the almost-expression of case 1
we need to consider the correctness of the almost-expression for step 2 (i.e., Lemma 5 for parity function
p : S 7→ [1..2n + 1]).
Lemma 8 For a parity function p : S 7→ [1..2n+ 2] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+2 ∩ Pospre2(Yn)
∪
B2n+1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. The proof of the result is identical to the proof of Lemma 4 (almost copy-paste of the proof), the
only modification is instead of the correctness of the almost-expression of case 2 we need to consider the
correctness of the almost-expression for step 1 (i.e., Lemma 3). This is because in the proof, after we rule out
states in B2n+2 and analyze the sub-formula as in Lemma 3, we consider parity function p−1 : S 7→ [0..2n]
and then invoke the correctness of Lemma 3.
Correctness of step 4. The correctness of step 4 is similar to correctness of step 2. Below we present the
proof sketches (since they are similar to step 2).
Lemma 9 For a parity function p : S 7→ [0..2n + 1], and for all T ⊆ S, we have W ⊆
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Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn+1.µXn+1. · · · νY1.µX1.νY0.

T
∪
B2n+1 ∩ APreOdd1(0, Yn+1,Xn+1)
∪
B2n ∩ APreEven1(0, Yn+1,Xn+1, Yn)
∪
B2n−1 ∩ APreOdd1(1, Yn+1,Xn+1, Yn,Xn)
∪
B2n−2 ∩ APreEven1(1, Yn+1,Xn+1, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. Similar to step 2 (Lemma 5), we add a max odd priority. The proof of the result is essentially
identical to the proof of Lemma 5 (almost copy-paste of the proof), the only modification is instead of the
correctness of the almost-expression of case 2 we need to consider the correctness of the almost-expression
for step 1 (i.e., Lemma 3 for parity function p : S 7→ [0..2n]).
Lemma 10 For a parity function p : S 7→ [0..2n + 1] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z
is defined as follows:
µYn+1.νXn+1. · · · µY1.νX1.µY0.

B2n+1 ∩ PosPreOdd2(0, Yn+1,Xn+1)
∪
B2n ∩ PosPreEven2(0, Yn+1,Xn+1, Yn)
∪
B2n−1 ∩ PosPreOdd2(1, Yn+1,Xn+1, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(1, Yn+1,Xn+1, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. The proof of the result is identical to the proof of Lemma 6 (almost copy-paste of the proof), the
only modification is instead of the correctness of the almost-expression of step 1 (Lemma 3) we need to
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consider the correctness of the almost-expression for step 3 (i.e., Lemma 7). This is because in the proof,
while we analyze the sub-formula as in Lemma 7, we consider parity function p+ 1 : S 7→ [1..2n + 2] and
then invoke the correctness of Lemma 7.
Observe that above we presented the correctness for the almost-expressions for case 1 and case 2, and
the correctness proofs for the dual almost-expressions are identical. We now present the duality of the
predecessor operators. We first present some notations required for the proof.
Destination or possible successors of moves and distributions. Given a state s and distributions ξ1 ∈
χs1 and ξ2 ∈ χs2 we denote by Dest(s, ξ1, ξ2) = {t ∈ S | P
ξ1,ξ2
2 (t) > 0} the set of states that have
positive probability of transition from s when the players play ξ1 and ξ2 at s. For actions a and b we have
Dest(s, a, b) = {t ∈ S | δ(s, a, b)(t) > 0} as the set of possible successors given a and b. For A ⊆ Γ1(s)
and B ⊆ Γ2(s) we have Dest(s,A,B) =
⋃
a∈A,b∈B Dest(s, a, b).
Lemma 11 (Duality of predecessor operators). The following assertions hold.
1. Given Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn, we have
PosPreOdd2(i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i) = ¬APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i).
2. Given Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i−1 ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn, we have
PosPreEven2 (i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i,¬Yn−i−1)
= ¬APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1).
3. For all s ∈ S, if s ∈ APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. s ∈
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)), then there exists uniform distribu-
tion ξ1 to witness that s ∈ APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. s ∈
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)).
Proof. We present the proof for part 1, and the proof for second part is analogous. To present the proof
of the part 1, we first present the proof for the case when n = 2 and i = 2. This proof already has all the
ingredients of the general proof. After presenting the proof we present the general case.
Claim. We show that for X1 ⊆ X0 ⊆ Y0 ⊆ Y1 we have
Pospre2(¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0) = ¬(Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0)).
We now present the following two case analysis for the proof.
1. A subset U ⊆ Γ1(s) is good if both the following conditions hold:
(a) Condition 1. For all b ∈ Γ2(s) and for all a ∈ U we have Dest(s, a, b) ⊆ Y1 (i.e.,
Dest(s, U, b) ⊆ Y1); and
(b) Condition 2. For all b ∈ Γ2(s) one of the following conditions hold:
i. either there exists a ∈ U such that Dest(s, a, b)∩X1 6= ∅ (i.e., Dest(s, U, b)∩X1 6= ∅); or
ii. for all a ∈ U we have Dest(s, a, b) ⊆ Y0 (i.e., Dest(s, U, b) ⊆ Y0) and for some a ∈ U we
have Dest(s, a, b) ∩X0 6= ∅ (i.e., Dest(a, U, b) ∩X0 6= ∅).
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We show that if there is a good set U , then s ∈ Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0). Given a good set
U , consider the uniform distribution ξ1 that plays all actions in U uniformly at random. Consider an
action b ∈ Γ2(s) and the following assertions hold:
(a) By condition 1 we have Dest(s, ξ1, b) ⊆ Y1.
(b) By condition 2 we have either (i) Dest(s, ξ1, b) ∩ X1 6= ∅ (if condition 2.a holds); or
(ii) Dest(s, ξ1, b) ⊆ Y0, and Dest(s, ξ1, b) ∩X0 6= ∅ (if condition 2.b holds).
It follows that in all cases we have (i) either Dest(s, ξ1, b) ⊆ Y1 and Dest(s, ξ1, b) ∩ X1 6= ∅, or
(ii) Dest(s, ξ1, b) ⊆ Y0 and Dest(s, ξ1, b) ∩ X0 6= ∅. It follows that ξ1 is a uniform distribution
witness to show that s ∈ Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0).
2. We now show that if there is no good set U , then s ∈ Pospre2(¬Y1)
⋃
∗Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0).
Given a set U , if U is not good, then (by simple complementation argument) one of the following
conditions must hold:
(a) Complementary Condition 1. There exists b ∈ Γ2(s) and a ∈ U such that Dest(s, a, b)∩¬Y1 6=
∅; or
(b) Complementary Condition 2. There exists b ∈ Γ2(s) such that both the following conditions
hold:
i. for all a ∈ U we have Dest(s, a, b) ⊆ ¬X1; and
ii. there exists a ∈ U such that Dest(s, a, b) ∩ ¬Y0 6= ∅ or for all a ∈ U we have
Dest(s, a, b) ⊆ ¬X0.
Since there is no good set, for every set U ⊆ Γ1(s), there is a counter action b = c(U) ∈ Γ2(s),
such that one of the complementary conditions hold. Consider a distribution ξ1 for player 1, and
let U = Supp(ξ1). Since U is not a good set, consider a counter action b = c(U) satisfying the
complementary conditions. We now consider the following cases:
(a) If complementary condition 1 holds, then Dest(s, ξ1, b) ∩ ¬Y1 6= ∅ (i.e., Pospre2(¬Y1) is satis-
fied).
(b) Otherwise complementary condition 2 holds, and by 2.a we have Dest(s, ξ1, b) ⊆ ¬X1.
i. if there exists a ∈ U such that Dest(s, a, b) ∩ ¬Y0 6= ∅, then Dest(s, ξ1, b) ∩ ¬Y0 6= ∅
(hence Apre2(¬X1,¬Y0) holds);
ii. otherwise for all a ∈ U we have Dest(s, a, b) ⊆ ¬X0, hence Dest(s, ξ1, b) ⊆ ¬X0 (hence
Pre2(¬X0) holds).
The claim follows.
General case. We now present the result for the general case which is a generalization of the previous case.
We present the details here, and will omit it in later proofs, where the argument is similar. Recall that we
have the following inclusion: Xn ⊆ Xn−1 ⊆ . . . ⊆ Xn−i ⊆ Yn−i ⊆ . . . Yn−1 ⊆ Yn.
1. A subset U ⊆ Γ1(s) is good if both the following conditions hold: for all b ∈ Γ2(s)
(a) Condition 1. For all a ∈ U we have Dest(s, a, b) ⊆ Yn (i.e., Dest(s, U, b) ⊆ Yn); and
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(b) Condition 2. There exists 0 ≤ j ≤ i, such that for all a ∈ U we have Dest(s, a, b) ⊆ Yn−j
(i.e., Dest(s, U, b) ⊆ Yn−j), and for some a ∈ U we have Dest(s, a, b) ∩ Xn−j 6= ∅ (i.e.,
Dest(s, U, b) ∩Xn−j 6= ∅).
We show that if there is a good set U , then s ∈ Apre1(i, Yn,Xn, . . . , Yn−i,Xn−i). Given a good set
U , consider the uniform distribution ξ1 that plays all actions in U uniformly at random. Consider an
action b ∈ Γ2(s) and the following assertions hold:
(a) By condition 1 we have Dest(s, ξ1, b) ⊆ Yn.
(b) By condition 2 we have for some 0 ≤ j ≤ i, we have Dest(s, ξ1, b) ⊆ Yn−j , and Dest(s, ξ1, b)∩
Xn−j 6= ∅ (i.e., Apre1(Yn−j ,Xn−j) holds).
It follows that ξ1 is a uniform distribution witness to show that s ∈ Apre1(Yn,Xn, . . . , Yn−i,Xn−i).
2. We now show that if there is no good set U , then s ∈ PosPreOdd2(i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i).
Given a set U , if U is not good, then we show that one of the following conditions must hold: there
exists b ∈ Γ2(s) such that
(a) Complementary Condition 1 (CC1). Dest(s, U, b) ∩ ¬Yn 6= ∅; or
(b) Complementary Condition 2 (CC2). there exists 0 ≤ j < i such that Dest(s, U, b) ⊆ ¬Xn−j
and Dest(s, U, b) ∩ ¬Yn−j−1 6= ∅; or
(c) Complementary Condition 3 (CC3). Dest(s, U, b) ⊆ ¬Xn−i.
Consider a set U that is not good, and let b be an action that witness that U is not good. We show that
b satisfies one of the complementary conditions.
• If Dest(s, U, b) ∩ ¬Yn 6= ∅, then we are done as CC1 is satisfied. Otherwise, we have
Dest(s, U, b) ⊆ Yn, then we must have Dest(s, U, b) ⊆ ¬Xn (otherwise the action b would sat-
isfy the condition Dest(s, U, b) ⊆ Yn and Dest(s, U, b) ∩Xn 6= ∅, and cannot be a witness that
U is not good). Now we continue: if Dest(s, U, b) ∩ ¬Yn−1 6= ∅, then we are done, as we have
a witness that Dest(s, U, b) ⊆ ¬Xn and Dest(s, U, b) ∩ ¬Yn−1 6= ∅. If Dest(s, U, b) ⊆ Yn−1,
then again since b is witness to show that U is not good, we must have Dest(s, U, b) ⊆ ¬Xn−1.
We again continue, and if we have Dest(s, U, b)∩¬Yn−2 6= ∅, we are done, or else we continue
and so on. Thus we either find a witness 0 ≤ j < i to satisfy CC2, or else in the end we have
that Dest(s, U, b) ⊆ ¬Xn−i (satisfies CC3).
Since there is no good set, for every set U ⊆ Γ1(s), there is a counter action b = c(U) ∈ Γ2(s),
such that one of the complementary conditions hold. Consider a distribution ξ1 for player 1, and
let U = Supp(ξ1). Since U is not a good set, consider a counter action b = c(U) satisfying the
complementary conditions. We now consider the following cases:
(a) If CC1 1 holds, then Dest(s, U, b) ∩ ¬Yn 6= ∅ (hence also Dest(s, ξ1, b) ∩ ¬Yn 6= ∅) (i.e.,
Pospre2(¬Yn) is satisfied).
(b) Else if CC2 holds, then for some 0 ≤ j < i and we have Dest(s, U, b) ⊆ ¬Xn−j and
Dest(s, U, b) ⊆ Yn−j−1 (hence also Dest(s, ξ1, b) ⊆ ¬Xn−j and Dest(s, ξ1, b) ⊆ Yn−j−1)
(i.e., Apre2(¬Xn,¬Yn−1)
⋃
∗ Apre2(¬Xn−1,¬Yn−2)
⋃
∗ . . .
⋃
∗ Apre2(¬Xn−i+1,¬Yn−i) holds).
(c) Otherwise CC3 holds and we have Dest(s, U, b) ⊆ ¬Xn−i, (hence also Dest(s, ξ1, b) ⊆
¬Xn−i) (i.e., Pre2(¬Xn−i) holds).
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The claim follows.
The result for part 3 follows as in the above proofs we have always constructed uniform witness distri-
bution.
Characterization of Almost1(U,M,Φ) set. From Lemmas 3—10, and the duality of predecessor oper-
ators (Lemma 11) we obtain the following result characterizing the almost-sure winning set for uniform
memoryless strategies for parity objectives.
Theorem 3 For all concurrent game structures G over state space S, for all parity objectives Parity(p) for
player 1, the following assertions hold.
1. If p : S 7→ [0..2n − 1], then Almost1(U,M,Parity(p)) = W , where W is defined as follows
νYn.µXn. · · · .νY1.µX1.νY0.

B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n−1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n−1, Yn,Xn, . . . , Y1,X1, Y0)

(1)
and Bi = p−1(i) is the set of states with priority i, for i ∈ [0..2n − 1].
2. If p : S 7→ [1..2n], then Almost1(U,M,Parity(p)) = W , where W is defined as follows
νYn−1.µXn−1. · · · .νY0.µX0

B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

(2)
and Bi = p−1(i) is the set of states with priority i, for i ∈ [1..2n].
3. The set Almost1(U,M,Parity(p)) can be computed symbolically using the expressions (1) and (2) in
time O(|S|2n+1 ·
∑
s∈S 2
|Γ1(s)∪Γ2(s)|).
4. Given a state s ∈ S whether s ∈ Almost1(U,M,Parity(p)) can be decided in NP ∩ coNP.
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Ranking function for µ-calculus formula. Given a µ-calculus formula of alternation-depth (the nesting
depth of ν-µ-operators), the ranking function maps every state to a tuple of d-integers, such that each integer
is at most the size of the state space. For a state that satisfies the µ-calculus formula the tuple of integers
denote iterations of the µ-calculus formula such that the state got included for the first time in the nested
evaluation of the µ-calculus formula (for details see [EJ91, Koz83]).
The NP ∩ coNP bound follows directly from the µ-calculus expressions as the players can guess the
ranking function of the µ-calculus formula and the support of the uniform distribution at every state to
witness that the predecessor operator is satisfied, and the guess can be verified in polynomial time. Observe
that the computation through µ-calculus formulas is symbolic and more efficient than enumeration over the
set of all uniform memoryless strategies of size O(
∏
s∈S |Γ1(s)∪Γ2(s)|) (for example, with constant action
size and constant d, the µ-calculus formula is polynomial, whereas enumeration of strategies is exponential).
The µ-calculus formulas of [EJ91] can be obtained as a special case of the µ-calculus formula of Theorem 3
by replacing all predecessor operators with the Pre1 predecessor operator.
Proposition 3 Almost1(IP ,FM ,Φ) = Almost1(U,FM ,Φ) = Almost1(U,M,Φ).
Proof. Consider a finite-memory strategy π1 that is almost-sure winning. Once the strategy π1 is fixed, we
obtain a finite-state MDP and in MDPs almost-sure winning is independent of the precise transition probabil-
ities [CY95, Cha07]. Hence the strategy πu1 obtained from π1 by uniformization is also winning. It follows
that Almost1(IP ,FM ,Φ) = Almost1(U,FM ,Φ). The result that Almost1(U,FM ,Φ) = Almost1(U,M,Φ)
follows from Proposition 2.
It follows from above that uniform memoryless strategies are as powerful as finite-precision infinite-
memory strategies for almost-sure winning. We now show that infinite-precision infinite-memory strategies
are more powerful than uniform memoryless strategies.
Example 2 (Almost1(U,M,Φ) ( Almost1(IP , IM ,Φ)). We show with an example that for a concurrent
parity game with three priorities we have Almost1(U,M,Φ) ( Almost1(IP , IM ,Φ). Consider the game
shown in Fig 1. The moves available for player 1 and player 2 at s0 is {a, b} and {c, d}, respectively. The
priorities are as follows: p(s0) = 1, p(s2) = 3 and p(s1) = 2. In other words, player 1 wins if s1 is
visited infinitely often and s2 is visited finitely often. We show that for all uniform memoryless strategy
for player 1 there is counter strategy for player 2 to ensure that the co-parity condition is satisfied with
probability 1. Consider a memoryless strategy π1 for player 1, and the counter strategy π2 is defined as
follows: (i) if b ∈ Supp(π1(s0)), then play d, (ii) otherwise, play c. It follows that (i) if b ∈ Supp(π1(s0)),
then the closed recurrent set C of the Markov chain obtained by fixing π1 and π2 contains s2, and hence
s2 is visited infinitely often with probability 1; (ii) otherwise, player 1 plays the deterministic memoryless
strategy that plays a at s0, and the counter move c ensures that only s0 is visited infinitely often. It follows
from our results that for all finite-memory strategies for player 1, player 2 can ensure that player 1 cannot
win with probability 1.
We now show that in the game there is an infinite-memory infinite-precision strategy for player 1 to win
with probability 1 against all player 2 strategies. Consider a strategy π1 for player 1 that is played in rounds,
and a round is incremented upon visit to {s1, s2}, and in round k the strategy plays action a with probability
1 − 1
2k+1
and b with probability 1
2k+1
. For k ≥ 0, let Ek denote the event that the game gets stuck at round
k. In round k, against any strategy for player 2 in every step there is at least probability ηk = 12k+1 > 0 to
visit the set {s1, s2}. Thus the probability to be in round k for ℓ steps is at most (1− ηk)ℓ, and this is 0 as ℓ
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goes to ∞. Thus we have Prπ1,π2s0 (Ek) = 0. Hence the probability that the game is stuck in some round k is
Prπ1,π2s0 (
⋃
k≥0
Ek) ≤
∑
k≥0
Prπ1,π2s0 (Ek) = 0,
where the last equality follows as the countable sum of probability zero event is zero. It follows that
Prπ1,π2s0 (✷✸{s1, s2}) = 1, i.e., {s1, s2} is visited infinitely often with probability 1. To complete the proof
we need to show that {s2} is visited infinitely often with probability 0. Consider an arbitrary strategy for
player 2. We first obtain the probability uk+1 that s2 is visited k+1 times, given it has been visited k times.
Observe that to visit s2 player 2 must play the action d, and thus
uk+1 ≤
1
2k+1
(1 +
1
2
+
1
4
+ . . .),
where in the infinite sum is obtained by considering the number of consecutive visits to s1 before s2 is
visited. The explanation of the infinite sum is as follows: the probability to reach s2 for k + 1-th time after
the k-th visit (i) with only one visit to s1 is 12k+1 , (ii) with two visits to s1 is 12k+2 (as the probability to play
action b is halved), (iii) with three visits to s1 is 12k+3 and so on. Hence we have uk+1 ≤ 12k . The probability
that s2 is visited infinitely often is
∏∞
k=0 uk+1 ≤
∏∞
k=0
1
2k+1
= 0. It follows that for all strategies π2 we
have Prπ1,π2s0 (✷✸{s2}) = 0, and hence Pr
π1,π2
s0
(✷✸{s1} ∩ ✸✷{s1, s0}) = 1. Thus we have shown that
player 1 has an infinite-memory infinite-precision almost-sure winning strategy.
Example 3 (Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ)). We show with an example that
Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ). The example is from [dAH00] and we present the details for
the sake of completeness.
Consider the game shown in Fig. 2. The state s2 is an absorbing state, and from the state s1 the next
state is always s0. The objective of player 1 is to visit s1 infinitely often, i.e., ✷✸{s1}. For ε > 0, we will
construct a strategy πε1 for player 1 that ensures s1 is visited infinitely often with probability at least 1 − ε.
First, given ε > 0, we construct a sequence of εi, for i ≥ 0, such that εi > 0, and
∏
i(1− εi) ≥ (1− ε). Let
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πεi1 be a memoryless strategy for player 1 that ensures s0 is reached from s1 with probability at least 1− εi;
such a strategy can be constructed as in the solution of reachability games (see [dAHK07]). The strategy
πε1 is as follows: for a history w ∈ S∗ (finite sequence of states), if the number of times s1 has appeared in
w is i, then for the history w · s0 the strategy πε1 plays like π
εi
1 , i.e., πε1(w · s0) = π
εi
1 (s0). The strategy πε
constructed in this fashion ensures that against any strategy π2, the state s1 is visited infinitely often with
probability at least
∏
i(1 − εi) ≥ 1 − ε. However, the strategy πε1 counts the number of visits to s1, and
therefore uses infinite memory.
We now show that the infinite memory requirement cannot be avoided. We show now that all finite-
memory strategies visit s2 infinitely often with probability 0. Let π be an arbitrary finite-memory strategy
for player 1, and let M be the (finite) memory set used by the strategy. Consider the product game graph
defined on the state space {s0, s1, s2}×M as follows: for s ∈ {s0, s1, s2} and m ∈M , let πu(s,m) = m1
(where πu is the memory update function of π), then for a1 ∈ Γ1(s) and b1 ∈ Γ2(s) we have
δ((s,m), a1, b1)(s
′,m′) =
{
δ(s, a1, b1)(s
′) m′ = m1
0 otherwise
where δ is the transition function of the product game graph. The strategy π will be interpreted as
a memoryless π in the product game graph as follows: for s ∈ {s0, s1, s2} and m ∈ M we have
π((s,m)) = πn((s,m)), where πn is the next move function of π. Consider now a strategy π2 for player 2
constructed as follows. From a state (s0,m) ∈ {s0, s1, s2}×M , if the strategy π plays a with probability 1,
then player 2 plays c with probability 1, ensuring that the successor is (s0,m′) for some m′ ∈ M . If π
plays b with positive probability, then player 2 plays c and d uniformly at random, ensuring that (s2,m′) is
reached with positive probability, for some m′ ∈ M . Under π1, π2 the game is reduced to a Markov chain,
and since the set {s2} ×M is absorbing, and since all states in {s0} ×M either stay safe in {s0} ×M or
reach {s2} ×M in one step with positive probability, and all states in {s1} ×M reach {s0} ×M in one
step, the closed recurrent classes must be either entirely contained in {s0}×M , or in {s2}×M . This shows
that, under π1, π2, player 1 achieves the Bu¨chi goal ✷✸{s1} with probability 0.
The propositions and examples of this section establish all the results for equalities and inequalities of the
first set of equalities and inequalities of Section 1. The fact that Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ)
was shown in [dAH00] (also see Example 3). The fact that we have ⋃b>0 Limit1(bFP , IM ,Φ) =
Almost1(U,M,Φ), and the result of [dAHK07] that for reachability objectives memoryless limit-sure
winning strategies exist and limit-sure winning is different from almost-sure winning established that⋃
b>0 Limit1(bFP , IM ,Φ) ( Limit1(IP ,M,Φ). Thus we have all the results of the first and second
set of equalities and inequalities of Section 1, other than Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ) =
Limit1(FP ,M,Φ) = Limit1(FP , IM ,Φ) and we establish this in the next section.
4 Infinite-precision Strategies
The results of the previous section already characterize that for almost-sure winning infinite-precision finite-
memory strategies are no more powerful than uniform memoryless strategies. In this section we characterize
the limit-sure winning for infinite-precision finite-memory strategies. We define two new operators, Lpre
(limit-pre) and Fpre (fractional-pre). For s ∈ S and X,Y ⊆ S, these two-argument predecessor operators
are defined as follows:
Lpre1(Y,X) = {s ∈ S | ∀α > 0 . ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs2 .
[
P ξ1,ξ2s (X) > α · P
ξ1,ξ2
s (¬Y )
]
}; (3)
Fpre2(X,Y ) = {s ∈ S | ∃β > 0 . ∀ξ1 ∈ χ
s
1 . ∃ξ2 ∈ χ
s
2 .
[
P ξ1,ξ2s (Y ) ≥ β · P
ξ1,ξ2
s (¬X)
]
} . (4)
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Figure 3: A Bu¨chi game
The operator Lpre1(Y,X) is the set of states such that player 1 can choose distributions to ensure that the
probability to progress to X (i.e., P ξ1,ξ2s (X)) can be made arbitrarily large as compared to the probability
of escape from Y (i.e., P ξ1,ξ2s (¬Y )). Note that α > 0 can be an arbitrarily large number. In other words,
the probability to progress to X divided by the sum of the probability to progress to X and to escape Y can
be made arbitrarily close to 1 (in the limit 1). The operator Fpre2(X,Y ) is the set of states such that against
all player 1 distributions, player 2 can choose a distribution to ensure that the probability to progress to Y
can be made greater than a positive constant times the probability of escape from X, (i.e., progress to Y is
a positive fraction of the probability to escape from X).
Limit-sure winning for memoryless strategies. The results of [dAHK07] show that for reachability objec-
tives, memoryless strategies suffice for limit-sure winning. We now show with an example that limit-sure
winning for Bu¨chi objectives with memoryless strategies is not simply limit-sure reachability to the set of
almost-sure winning states. Consider the game shown in Fig 3 with actions {a, b} for player 1 and {c, d, e}
for player 2 at s0. States s1, s2 are absorbing, and the unique successor of s3 is s0. The Bu¨chi objective
is to visit {s1, s3} infinitely often. The only almost-sure winning state is {s1}. The state s0 is not almost-
sure winning because at s0 if player 1 plays b with positive probability the counter move is d, otherwise
the counter move is c. Hence either s2 is reached with positive probability or s0 is never left. Moreover,
player 1 cannot limit-sure reach the state s1 from s0, as the move e ensures that s1 is never reached. Thus
in this game the limit-sure reach to the almost-sure winning set is only state s1. We now show that for all
ε, there is a memoryless strategy to ensure the Bu¨chi objective with probability at least 1 − ε from s0. At
s0 the memoryless strategy plays a with probability 1 − ε and b with probability ε. Fixing the strategy for
player 1 we obtain an MDP for player 2, and in the MDP player 2 has an optimal pure memoryless strategy.
If player 2 plays the pure memoryless strategy e, then s3 is visited infinitely often with probability 1; if
player 2 plays the pure memoryless strategy c, then s1 is reached with probability 1; and if player 2 plays
the pure memoryless strategy d, then s1 is reached with probability 1 − ε. Thus for all ε > 0, player 1 can
win from s0 and s2 with probability at least 1− ε with a memoryless strategy.
Limit-winning set for Bu¨chi objectives. We first present the characterization of the set of limit-sure win-
ning states for concurrent Bu¨chi games from [dAH00] for infinite-memory and infinite-precision strategies.
The limit-sure winning set is characterized by the following formula
νY0.µX0.[(B ∩ Pre1(Y0)) ∪ (¬B ∩ Lpre1(Y0,X0))]
Our characterization of the limit-sure winning set for memoryless infinite-precision strategies would be
obtained as follows: we will obtain sequence of chunk of states X0 ⊆ X1 ⊆ . . . ⊆ Xk such that from each
Xi for all ε > 0 there is a memoryless strategy to ensure that ✸Xi−1 ∪ (✷✸B ∩✷(Xi \Xi−1)) is satisfied
with probability at least 1− ε. We consider the following µ-calculus formula:
νY1.µX1.νY0.µX0.[(B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y1,X1)) ∪ (¬B ∩ Apre1(Y0,X0)
⋃
∗ Lpre1(Y1,X1))]
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Let Y ∗ be the fixpoint, and since it is a fixpoint we have
Y ∗ = µX1.νY0.µX0.
[ (
B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y ∗,X1)
)
∪(
¬B ∩ Apre1(Y0,X0)
⋃
∗ Lpre1(Y ∗,X1)
) ]
Hence Y ∗ is computed as least fixpoint as sequence of sets X0 ⊆ X1 . . . ⊆ Xk, and Xi+1 is obtained from
Xi as
νY0.µX0.[(B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y ∗,Xi)) ∪ (¬B ∩Apre1(Y0,X0)
⋃
∗ Lpre1(Y ∗,Xi))]
The Lprei(Y ∗,Xi) is similar to limit-sure reachability to Xi, and once we rule out Lpre1(Y ∗,Xi), the
formula simplifies to the almost-sure winning under memoryless strategies. In other words, from each Xi+1
player 1 can ensure with a memoryless strategy that either (i) Xi is reached with limit probability 1 or
(ii) the game stays in Xi+1 \ Xi and the Bu¨chi objective is satisfied with probability 1. It follows that
Y ∗ ⊆ Limit1(IP ,M,✷✸B). We will show that in the complement set there exists constant η > 0 such
that for all finite-memory infinite-precision strategies for player 1 there is a counter strategy to ensure the
complementary objective with probability at least η > 0.
The general principle. The general principle to obtain the µ-calculus formula for limit-sure winning
for memoryless infinite-precision strategies is as follows: we consider the µ-calculus formula for the
almost-sure winning for uniform memoryless strategies, then add a νYn+1µXn+1 quantifier and add the
Lpre1(Yn+1,Xn+1)
⋃
∗ to every predecessor operator. Intuitively, when we replace Yn+1 by the fixpoint Y ∗,
then we obtain sequence Xi of chunks of states for the least fixpoint computation of Xn+1, such that from
Xi+1 either Xi is reached with limit probability 1 (by the Lpre1(Y ∗,Xn+1) operator), or the game stays in
Xi+1 \Xi and then the parity objective is satisfied with probability 1 by a memoryless strategy. Formally,
we will show Lemma 13, and we first present a technical lemma required for the correctness proof.
Lemma 12 (Basic Lpre principle). Let X ⊆ Y ⊆ Z ⊆ S and such that all s ∈ Y \ X we have s ∈
Lpre1(Z,X). For all prefix-independent events A ⊆ ✷(Z \ Y ), the following assertion holds:
Assume that for all η > 0 there exists a memoryless strategy πη1 ∈ ΠM1 such that for all π2 ∈ Π2
and for all z ∈ Z \ Y we have
Prπ
η
1 ,π2
z (A ∪✸Y ) ≥ 1− η, (i.e., lim
η→0
Prπ
η
1 ,π2
z (A ∪✸Y ) = 1).
Then, for all s ∈ Y for all ε > 0 there exists a memoryless strategy πε1 ∈ ΠM1 such that for all
π2 ∈ Π2 we have
Prπ
ε
1,π2
s (A ∪✸X) ≥ 1− ε, (i.e., lim
ε→0
Prπ
ε
1,π2
s (A ∪✸X) = 1).
Proof. The situation is depicted in Figure 4.(a). Since for all s ∈ Y \X we have s ∈ Lpre1(Z,X), given
ε > 0, player 1 can play the distribution ξLpres,1 [ε](Z,X) to ensure that the probability of going to ¬Z is at
most ε times the probability of going to X. Fix a counter strategy π2 for player 2. Let γ and γ′ denote the
probability of going to X and ¬Z , respectively. Then γ′ ≤ ε · γ. Observe that γ > εl, where l = |Γs|. Let
α denote the probability of the event A. We first present an informal argument and then present rigorous
calculations. Since A ⊆ A∪✸X, the worst-case analysis for the result correspond to the case when α = 0,
and the simplified situation is shown as Fig 4.(b). Once we let η → 0, then we only have an edge from Z \Y
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Figure 4: Basic Lpre principle; in the figures β = 1− γ − γ · ε
to Y and the situation is shown in Fig 4.(c). If q is the probability to reach X, then the probability to reach
¬Z is q · ε and we have q+ qε = 1, i.e., q = 11+ε , and given ε
′ > 0 we can chose ε to ensure that q ≥ 1− ε′.
We now present detailed calculations. Given ε′ > 0 we construct a strategy πε′1 as follows: let ε =
ε′
2(1−ε′) and η = ε
l+1 > 0; and fix the strategy πη1 for states in Z \ Y and the distribution ξ
Lpre
s,1 [ε](Z,X) at
s. Observe that by choice we have η ≤ γ · ε. Let q = Prπ
ε′
1 ,π2
s (A ∪✸X). Then we have q ≥ γ + β ·
(
α+
(1− η− α) · q
)
; since the set Z \ Y is reached with probability at most β and then again Y is reached with
probability at least 1− η − α and event A happens with probability at least α. Hence we have
q ≥ γ + β ·
(
α+ (1− η − α) · q
)
≥ γ + β ·
(
α · q + (1− η − α) · q
)
= γ + β · (1− η) · q;
the first inequality follows as q ≤ 1. Thus we have
q ≥ γ + (1− γ − γ · ε) · (1− η) · q;
q ≥
γ
γ + γ · ε+ η − η · γ − η · γ · ε
≥
γ
γ + γ · ε+ η
≥
γ
γ + γ · ε+ γ · ε
(since η ≤ γ · ε)
≥ 11+2ε ≥ 1− ε
′.
The desired result follows.
Lemma 13 For a parity function p : S 7→ [1..2n] and T ⊆ S, we have W ⊆ Limit1(IP ,M,Parity(p) ∪
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✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(Yn,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(Yn,Xn)

Proof. We first reformulate the algorithm for computing W in an equivalent form.
µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(W,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(W,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(W,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(W,Xn)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(W,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(W,Xn)

The reformulation is obtained as follows: since W is the fixpoint of Yn+1 we replace Yn+1 by W everywhere
in the µ-calculus formula, and get rid of the outermost fixpoint. The above mu-calculus formula is a least
fixpoint and thus computes W as an increasing sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tm = W of states,
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where m ≥ 0. Let Li = Ti \Ti−1 and the sequence is computed by computing Ti as follows, for 0 < i ≤ m:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(W,Ti−1)
∪
.
.
.
B2 ∩APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(W,Ti−1)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(W,Ti−1)

The above formula is obtained by simply replacing the variable Xn by Ti−1. The proof that W ⊆
Limit1(IP ,M,Parity(p) ∪✸T ) is based on an induction on the sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂
Tm = W . For 1 ≤ i ≤ m, let Vi = W \ Tm−i, so that V1 consists of the last block of states that has been
added, V2 to the two last blocks, and so on until Vm = W . We prove by induction on i ∈ {1, . . . ,m}, from
i = 1 to i = m, that for all s ∈ Vi, for all η > 0, there exists a memoryless strategy πη1 for player 1 such
that for all π2 ∈ Π2 we have
Prπ
η
1 ,π2
s
(
✸Tm−i ∪ Parity(p)
)
≥ 1− η.
Since the base case is a simplified version of the induction step, we focus on the latter.
For Vi \Vi−1 we analyze the predecessor operator that s ∈ Vi \Vi−1 satisfies. The predecessor operators
are essentially the predecessor operators of the almost-expression for case 1 modified by the addition of
the operator Lpre1(W,Tm−i)
⋃
∗ . Note that since we fix memoryless strategies for player 1, the analysis
of counter-strategies for player 2 can be restricted to pure memoryless (as we have player-2 MDP). We fix
the memoryless strategy for player 1 according to the witness distribution of the predecessor operators, and
consider a pure memoryless counter-strategy for player 2. Let Q be the set of states where player 2 plays
such the Lpre1(W,Tm−i) part of the predecessor operator gets satisfied. Once we rule out the possibility of
Lpre1(W,Tm−i), then the µ-calculus expression simplifies to the almost-expression of case 2 with Q∪T as
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the set of target, i.e.,
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.

(T ∪Q)
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩APreEven1(0, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

This ensures that if we rule out Lpre1(W,Tm−i) from the predecessor operators and treat the set Q as
target, then by correctness of the almost-expression for case 2 we have that the Parity(p) ∪ ✸(Q ∪ T ) is
satisfied with probability 1. By applying the Basic Lpre Principle (Lemma 12) with Z = W , X = Tm−i,
A = Parity(p) and Y = X ∪ Q, we obtain that for all η > 0 player 1 can ensure with a memoryless
strategy that Parity(p) ∪ ✸Tm−i is satisfied with probability at least 1 − η. This completes the inductive
proof. With i = m we obtain that for all η > 0, there exists a memoryless strategy πη1 such that for all states
s ∈ Vm = W and for all π2 we have Pr
π
η
1 ,π2
s (✸T0 ∪ Parity(p)) ≥ 1 − η. Since T0 = T , the desired result
follows.
We now define the dual predecessor operators (the duality will be shown in Lemma 15). We will first use
the dual operators to characterize the complement of the set of limit-sure winning states for finite-memory
infinite-precision strategies. We now introduce two fractional predecessor operators as follows:
FrPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Fpre2(Xn, Yn)
⋃
∗ Apre2(Xn, Yn−1)
⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Pre2(Xn−i)
FrPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Fpre2(Xn, Yn)
⋃
∗ Apre2(Xn, Yn−1)⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Apre2(Xn−i, Yn−i−1)
The fractional operators are same as the PosPreOdd and PosPreEven operators, the difference is the
Pospre2(Yn) is replaced by Fpre2(Xn, Yn).
Remark 2 Observe that if we rule out the predicate Fpre2(Xn, Yn) the predecessor operator
FrPreOdd2(i, Yn,Xn, Yn, . . . , Yn−i,Xn−i) (resp. FrPreEven2(i, Yn,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1)),
then we obtain the simpler predecessor operator APreEven2(i,Xn, Yn−1, . . . , Yn−i,Xn−i) (resp.
APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1)).
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The formal expanded definitions of the above operators are as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1) =
{
s ∈ S | ∀α > 0 . ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn+1) > α · P
ξ1,ξ2
s (¬Yn+1))∨
(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)

}
.
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
⋃
∗ Lpre1(Yn+1,Xn+1) =
{
s ∈ S | ∀α > 0 . ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn+1) > α · P
ξ1,ξ2
s (¬Yn+1))∨
(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)∨
(P ξ1,ξ2s (Yn−i−1) = 1)

}
.
The formal expanded definitions of the above operators are as follows:
FrPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∃β > 0.∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) ≥ β · P
ξ1,ξ2
s (¬Xn))∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i) > 0 ∧ P
ξ1,ξ2
s (Xn−i+1) = 1)∨
(P ξ1,ξ2s (Xn−i) = 1)

}
.
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FrPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∃β > 0.∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) ≥ β · P
ξ1,ξ2
s (¬Xn))∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i−1) > 0 ∧ P
ξ1,ξ2
s (¬Xn−i) = 1)

}
.
We now show the dual of Lemma 13.
Lemma 14 For a parity function p : S 7→ [1..2n] we have Z ⊆ ¬Limit1(IP ,FM ,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0.
B2n ∩ FrPreEven2(0, Yn,Xn, Yn−1
∪
B2n−1 ∩ FrPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ FrPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩ FrPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
∪
B2n−4 ∩ FrPreEven2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2, Yn−3)
.
.
.
B3 ∩ FrPreOdd2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1)
∪
B2 ∩ FrPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ FrPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0,X0)

Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will
show that in Zk, there exists constant βk > 0, such that for every finite-memory strategy for player 1,
player 2 can ensure that either Zk−1 is reached with probability at least βk or else coParity(p) is satisfied
with probability 1 by staying in (Zk \ Zk−1). Since Z0 = ∅, it would follow by induction that Zk ∩
Limit1(IP ,FM ,Parity(p)) = ∅ and the desired result will follow.
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We obtain Zk from Zk−1 by adding a set of states satisfying the following condition:
νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0.
B2n ∩ FrPreEven2(0, Zk−1,Xn, Yn−1
∪
B2n−1 ∩ FrPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ FrPreEven2(1, Zk−1,Xn, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩ FrPreOdd2(2, Zk−1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
∪
B2n−4 ∩ FrPreEven2(2, Zk−1,Xn, Yn−1,Xn−2, Yn−2,Xn−2, Yn−3)
.
.
.
B3 ∩ FrPreOdd2(n − 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1)
∪
B2 ∩ FrPreEven2(n− 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ FrPreOdd2(n,Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0,X0)

The formula is obtained by removing the outer µ operator, and replacing Yn+1 by Zk−1 (i.e., we iteratively
obtain the outer fixpoint of Yn+1). If the probability of reaching to Zk−1 is not positive, then the following
conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Fpre2(Xn, Zk−1) vanishes from the
predecessor operator FrPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the operator simpli-
fies to the simpler predecessor operator APreEven2(i,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the predicate Fpre2(Xn, Zk−1) vanishes from the
predecessor operator FrPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the operator
simplifies to the simpler predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
Hence either the probability to reach Zk−1 is positive, and if the probability to reach Zk−1 is not positive,
then the above µ-calculus expression simplifies to
Z∗ = νXn.µYm−1νXm−1 · · · µY1.νX1.µY0.

B2n ∩ APreOdd2(0,Xn, Yn−1)
∪
B2n−1 ∩ APreEven2(1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreOdd2(1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B3 ∩ APreEven2(n− 2,Xn, . . . , Y1,X1)
∪
B2 ∩APreOdd2(n− 1,Xn, . . . , Y1,X1, Y0)
∪
B1 ∩APreEven2(n− 1,Xn, . . . , Y1,X1, Y0,X0)

.
We now consider the parity function p− 1 : S 7→ [0..2n− 1], and observe that the above formula is same as
the dual almost-expression for case 1. By correctness of the dual almost-expression we we have Z∗ ⊆ {s ∈
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S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2.Pr
π1,π2
s (coParity(p)) = 1} (since Parity(p+ 1) = coParity(p)). It follows that if
probability to reach Zk−1 is not positive, then against every memoryless strategy for player 1, player 2 can
fix a pure memoryless strategy to ensure that player 2 wins with probability 1. In other words, against every
distribution of player 1, there is a counter-distribution for player 2 (to satisfy the respective APreEven2 and
APreOdd2 operators) to ensure to win with probability 1. It follows that for every memoryless strategy for
player 1, player 2 has a pure memoryless strategy to ensure that for every closed recurrent C ⊆ Z∗ we
have min(p(C)) is odd. It follows that for any finite-memory strategy for player 1 with M, player 2 has a
finite-memory strategy to ensure that for every closed recurrent set C ′×M′ ⊆ Z∗×M, the closed recurrent
set C ′ is a union of closed recurrent sets C of Z∗, and hence min(p(C ′)) is odd (also see Example 3 as an
illustration). It follows that against all finite-memory strategies, player 2 can ensure if the game stays in Z∗,
then coParity(p) is satisfied with probability 1. The Fpre2 operator ensures that if Z∗ is left and Zk−1 is
reached, then the probability to reach Zk−1 is at least a positive fraction βk of the probability to leave Zk.
In all cases it follows that Zk ⊆ {s ∈ S | ∃βk > 0.∀π1 ∈ ΠFM1 .∃π2 ∈ Π2.Prπ1,π2s (coParity(p)∪✸Zk−1) ≥
βk}. Thus the desired result follows.
Lemma 15 (Duality of limit predecessor operators). The following assertions hold.
1. Given Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1, we have
FrPreOdd2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i)
= ¬(APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1)).
2. Given Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i−1 ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1 and
s ∈ S, we have
FrPreEven2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i,¬Yn−i−1)
= ¬(APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
⋃
∗ Lpre1(Yn+1,Xn+1)).
Proof. We present the proof for part 1, and the proof for second part is analogous. To present the proof of
the part 1, we present the proof for the case when n = 1 and i = 1. This proof already has all the ingredients
of the general proof, and the generalization is straightforward as in Lemma 11.
Claim. We show that for X1 ⊆ X0 ⊆ Y0 ⊆ Y1 we have
Fpre2(¬X1,¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0) = ¬(Lpre1(Y1,X1)
⋃
∗ Apre1(Y0,X0)). We
start with a few notations. Let St ⊆ Γ2(s) and Wk ⊆ Γ2(s) be set of strongly and weakly covered actions
for player 2. Given St ⊆Wk ⊆ Γ2(s), we say that a set U ⊆ Γ1(s) satisfy consistency condition if
∀b ∈ St. Dest(s, U, b) ∩X1 6= ∅
∀b ∈Wk. (Dest(s, U, b) ∩X1 6= ∅) ∨ (Dest(s, U, b) ⊆ Y0 ∧Dest(s, U, b) ∩X0 6= ∅)
A triple (U,St,Wk) is consistent if U satisfies the consistency condition. We define a function f that takes
as argument a triple (U,St,Wk) that is consistent, and returns three sets f(U,St,Wk) = (U ′,St′,Wk′)
satisfying the following conditions:
(1) Dest(s, U ′,Γ2(s) \Wk) ⊆ Y1;
(2) St′ = {b ∈ Γ2(s) | Dest(s, U
′, b) ∩X1 6= ∅}
(3) Wk′ = {b ∈ Γ2(s) | (Dest(s, U
′, b) ∩X1 6= ∅) ∨ (Dest(s, U
′, b) ⊆ Y0 ∧Dest(s, U
′, b) ∩X0 6= ∅)}
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We require that (U,St,Wk) ⊆ (U ′,St′,Wk′) and also require f to return a larger set than the input argu-
ments, if possible. We now consider a sequence of actions sets until a fixpoint is reached: St−1 = Wk−1 =
U−1 = ∅ and for i ≥ 0 we have (Ui,Sti,Wki) = f(Ui−1,Sti−1,Wki−1). Let (U∗,St∗,Wk∗) be the set
fixpoints (that is f cannot return any larger set). Observe that every time f is invoked it is ensured that the
argument form a consistent triple. Observe that we have Sti ⊆ Wki and hence St∗ ⊆ Wk∗. We now show
the following two claims.
1. We first show that if Wk∗ = Γ2(s), then s ∈ Lpre1(Y1,X1)
⋃
∗ Apre1(Y0,X0). We first define the rank
of actions: for an action a ∈ U∗ the rank ℓ(a) of the action is mini a ∈ Ui. For an action b ∈ Γ2(s),
if b ∈ St∗, then the strong rank ℓs(b) is defined as mini b ∈ Sti; and for an action b ∈ Wk∗, the
weak rank ℓw(b) is defined as mini b ∈ Wki. For ε > 0, consider a distribution that plays actions in
Ui with probability proportional to εi. Consider an action b for player 2. We consider the following
cases: (a) If b ∈ St∗, then let j = ℓs(b). Then for all actions a ∈ Uj we have Dest(s, a, b) ⊆ Y1
and for some action a ∈ Uj we have Dest(s, a, b) ∩X1 6= ∅, in other words, the probability to leave
Y1 is at most proportional to εj+1 and the probability to goto X1 is at least proportional to εj , and
the ratio is ε. Since ε > 0 is arbitrary, the Lpre1(Y1,X1) part can be ensured. (b) If b 6∈ St∗, then
let j = ℓw(b). Then for all a ∈ U∗ we have Dest(s, a, b) ⊆ Y0 and there exists a ∈ U∗ such that
Dest(s, a, b)∩X0 6= ∅. It follows that in first case the condition for Lpre1(Y1,X1) is satisfied, and in
the second case the condition for Apre1(Y0,X0) is satisfied. The desired result follows.
2. We now show that Γ2(s) \Wk∗ 6= ∅, then s ∈ Fpre2(¬X1,¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0).
Let U = Γ1(s) \ U∗, and let Bk = Γ2(s) \Wk∗ and Bs = Γ2(s) \ St∗. We first present the required
properties about the actions that follows from the fixpoint characterization.
(a) Property 1. For all b ∈ Bk, for all a ∈ U∗ we have
Dest(s, a, b) ⊆ ¬X1 ∧ (Dest(s, a, b) ⊆ ¬X0 ∨Dest(s, a, b) ∩ ¬Y0 6= ∅).
Otherwise the action b would have been included in Wk∗ and Wk∗ could be enlarged.
(b) Property 2. For all b ∈ Bs and for all a ∈ U∗ we have Dest(s, a, b) ⊆ ¬X1. Otherwise b would
have been included in St∗ and St∗ could be enlarged.
(c) Property 3. For all a ∈ U , either
i. Dest(s, a,Bk) ∩ ¬Y1 6= ∅; or
ii. for all b ∈ Bs, Dest(s, a, b) ⊆ ¬X1 and for all b ∈ Bk,
Dest(s, a, b) ⊆ ¬X1 ∧ (Dest(s, a, b) ⊆ ¬X0 ∨Dest(s, a, b) ∩ ¬Y0 6= ∅)
The property is proved as follows: if Dest(s, a,Bk) ⊆ Y1 and for some b ∈ Bs we have
Dest(s, a, b) ∩ X1 6= ∅, then a can be included in U∗ and b can be included in St∗; if
Dest(s, a,Bk) ⊆ Y1 and for some b ∈ Bk we have
(Dest(s, a, b) ∩X1 6= ∅) ∨ (Dest(s, a, b) ∩X0 6= ∅ ∧Dest(s, a, b) ⊆ Y0)
then a can be included in U∗ and b can be included in Wk∗. This would contradict that
(U∗,St∗,Wk∗) is a fixpoint.
Let ξ1 be a distribution for player 1. Let Z = Supp(ξ1). We consider the following cases to establish
the result.
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(a) We first consider the case when Z ⊆ U∗. We consider the counter distribution ξ2 that plays all
actions in Bk uniformly. Then by property 1 we have (i) Dest(s, ξ1, ξ2) ⊆ ¬X1; and (ii) for all
a ∈ Z we have Dest(s, a, ξ2) ⊆ ¬X0 or Dest(s, a, ξ2) ∩ ¬Y0 6= ∅. If for all a ∈ Z we have
Dest(s, a, ξ2) ⊆ ¬X0, then Dest(s, ξ1, ξ2) ⊆ ¬X0 and Pre2(¬X0) is satisfied. Otherwise we
have Dest(s, ξ1, ξ2) ⊆ ¬X1 and Dest(s, ξ1, ξ2) ∩ ¬Y0 6= ∅, i.e., Apre2(¬X1,¬Y0) is satisfied.
(b) We now consider the case when Z ∩ U 6= ∅. Let U0 = U∗, and we will iteratively compute
sets U0 ⊆ Ui ⊆ Z such that (i) Dest(s, Ui, Bs) ⊆ ¬X1 and (ii) for all a ∈ Ui we have
Dest(s, a,Bk) ⊆ ¬X0 or Dest(s, a,Bk) ⊆ ¬Y0 (unless we have already witnessed that player 2
can satisfy the predecessor operator). In base case the result holds by property 2. The argument
of an iteration is as follows, and we use U i = Z \ Ui. Among the actions of Z ∩ U i, let a∗ be
the action played with maximum probability. We have the following two cases.
i. If there exists b ∈ Bs such that Dest(s, a∗, b) ∩ ¬Y1 6= ∅, consider the counter action b.
Since b ∈ Bs, by hypothesis we have Dest(s, Ui, b) ⊆ ¬X1. Hence the probability to go
out of ¬X1 is at most the total probability of the actions in Z ∩ U i and for the maximum
probability action a∗ ∈ Z ∩ U i the set ¬Y1 is reached. Let η > 0 be the minimum positive
transition probability, then fraction of probability to go to ¬Y1 as compared to go out of
¬X1 is at least β = η · 1|Γ1(s)| > 0. Thus Fpre2(¬X1,¬Y1) can be ensured by playing b.
ii. Otherwise, by property 3, (i) either Dest(s, a∗, Bk) ∩ ¬Y1 6= ∅, or (ii) for all b ∈ Bs we
have Dest(s, a∗, b) ⊆ ¬X1 and for all b ∈ Bk
Dest(s, a∗, b) ⊆ ¬X1 ∧ (Dest(s, a
∗, b) ⊆ ¬X0 ∨Dest(s, a
∗, b) ∩ ¬Y0 6= ∅)
If Dest(s, a∗, Bk) ∩ ¬Y1 6= ∅, then chose the action b ∈ Bk such that Dest(s, a∗, b) ∩
¬Y1 6= ∅. Since b ∈ Bk ⊆ Bs, and by hypothesis Dest(s, Ui, Bs) ⊆ ¬X1, we have
Dest(s, Ui, b) ⊆ ¬X1. Thus we have a witness action b exactly as in the previous case,
and like the proof above Fpre2(¬X1,¬Y1) can be ensured. If Dest(s, a∗, Bk) ⊆ Y1,
then we claim that Dest(s, a∗, Bs) ⊆ ¬X1. The proof of the claim is as follows: if
Dest(s, a∗, Bk) ⊆ Y1 and Dest(s, a∗, Bs) ∩ X1 6= ∅, then chose the action b∗ from Bs
such that Dest(s, a∗, b∗)∩X1 6= ∅, and then we can include a∗ to U∗ and b∗ to St∗ (contra-
dicting that they are the fixpoints). It follows that we can include a∗ ∈ Ui+1 and continue.
Hence we have either already proved that player 2 can ensure the predecessor operator or Ui = Z
in the end. If Ui is Z in the end, then Z satisfies the property used in the previous cases of U∗
(the proof of part a), and then as in the previous proof (of part a), the uniform distribution over
Bk is a witness that player 2 can ensure Pre2(X0)
⋃
∗ Apre2(¬X1,¬Y0).
General case. The proof for the general case is a tedious extension of the result presented for n = 1 and
i = 1. We present the details for the sake of completeness. We show that for Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆
Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1, we have
FrPreOdd2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i)
= ¬(APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1)).
We use notations similar to the special case. Let St ⊆ Γ2(s) and Wk ⊆ Γ2(s) be set of strongly and weakly
covered actions for player 2. Given St ⊆ Wk ⊆ Γ2(s), we say that a set U ⊆ Γ1(s) satisfy consistency
condition if
∀b ∈ St. Dest(s, U, b) ∩Xn+1 6= ∅
∀b ∈Wk. (Dest(s, U, b) ∩Xn+1 6= ∅) ∨ ∃0 ≤ j ≤ i.(Dest(s, U, b) ⊆ Yn−j ∧Dest(s, U, b) ∩Xn−j 6= ∅)
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A triple (U,St,Wk) is consistent if U satisfies the consistency condition. We define a function f that takes
as argument a triple (U,St,Wk) that is consistent, and returns three sets f(U,St,Wk) = (U ′,St′,Wk′)
satisfying the following conditions:
(1) Dest(s, U ′,Γ2(s) \Wk) ⊆ Yn+1;
(2) St′ = {b ∈ Γ2(s) | Dest(s, U
′, b) ∩Xn+1 6= ∅}
(3)Wk′ = {b ∈ Γ2(s) | (Dest(s, U
′, b) ∩Xn+1 6= ∅)∨
∃0 ≤ j ≤ i.(Dest(s, U ′, b) ⊆ Yn−j ∧Dest(s, U
′, b) ∩Xn−j 6= ∅)}
We require that (U,St,Wk) ⊆ (U ′,St′,Wk′) and also require f to return a larger set than the input argu-
ments, if possible. We now consider a sequence of actions sets until a fixpoint is reached: St−1 = Wk−1 =
U−1 = ∅ and for i ≥ 0 we have (Ui,Sti,Wki) = f(Ui−1,Sti−1,Wki−1). Let (U∗,St∗,Wk∗) be the set
fixpoints (that is f cannot return any larger set). Observe that every time f is invoked it is ensured that the
argument form a consistent triple. Observe that we have Sti ⊆ Wki and hence St∗ ⊆ Wk∗. We now show
the following two claims.
1. We first show that if Wk∗ = Γ2(s), then s ∈ Lpre1(Yn+1,Xn+1)
⋃
∗APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i).
We first define the rank of actions: for an action a ∈ U∗ the rank ℓ(a) of the action is mini a ∈ Ui.
For an action b ∈ Γ2(s), if b ∈ St∗, then the strong rank ℓs(b) is defined as mini b ∈ Sti; and for an
action b ∈ Wk∗, the weak rank ℓw(b) is defined as mini b ∈ Wki. For ε > 0, consider a distribution
that plays actions in Ui with probability proportional to εi. Consider an action b for player 2. We
consider the following cases: (a) If b ∈ St∗, then let j = ℓs(b). Then for all actions a ∈ Uj we have
Dest(s, a, b) ⊆ Yn+1 and for some action a ∈ Uj we have Dest(s, a, b) ∩Xn+1 6= ∅, in other words,
the probability to leave Yn+1 is at most proportional to εj+1 and the probability to goto Xn+1 is at
least proportional to εj , and the ratio is ε. Since ε > 0 is arbitrary, the Lpre1(Yn+1,Xn+1) part can
be ensured. (b) If b 6∈ St∗, then let j = ℓw(b). Then for all a ∈ U∗ there exists 0 ≤ j ≤ i such
that we have Dest(s, a, b) ⊆ Yn−j and there exists a ∈ U∗ such that Dest(s, a, b) ∩ Xn−j 6= ∅. It
follows that in first case the condition for Lpre1(Yn+1,Xn+1) is satisfied, and in the second case the
condition for APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) is satisfied. The desired result follows.
2. We now show that Γ2(s) \Wk∗ 6= ∅, then
s ∈ FrPreOdd2(i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i).
Let U = Γ1(s) \ U∗, and let Bk = Γ2(s) \Wk∗ and Bs = Γ2(s) \ St∗. We first present the required
properties about the actions that follows from the fixpoint characterization.
(a) Property 1. For all b ∈ Bk, for all a ∈ U∗ we have
Dest(s, a, b) ⊆ ¬Xn+1 ∧ ∃0 ≤ j ≤ i.(Dest(s, a, b) ⊆ ¬Xn−j ∨Dest(s, a, b) ∩ ¬Yn−j 6= ∅).
Otherwise the action b would have been included in Wk∗ and Wk∗ could be enlarged.
(b) Property 2. For all b ∈ Bs and for all a ∈ U∗ we have Dest(s, a, b) ⊆ ¬Xn+1. Otherwise b
would have been included in St∗ and St∗ could be enlarged.
(c) Property 3. For all a ∈ U , either
i. Dest(s, a,Bk) ∩ ¬Yn+1 6= ∅; or
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ii. for all b ∈ Bs, Dest(s, a, b) ⊆ ¬Xn+1 and for all b ∈ Bk,
Dest(s, a, b) ⊆ ¬Xn+1∧∃0 ≤ j ≤ i.(Dest(s, a, b) ⊆ ¬Xn−j∨Dest(s, a, b)∩¬Yn−j 6= ∅)
The property is proved as follows: if Dest(s, a,Bk) ⊆ Yn+1 and for some b ∈ Bs we have
Dest(s, a, b) ∩ Xn+1 6= ∅, then a can be included in U∗ and b can be included in St∗; if
Dest(s, a,Bk) ⊆ Yn+1 and for some b ∈ Bk we have
(Dest(s, a, b) ∩Xn+1 6= ∅) ∨ ∃0 ≤ j ≤ i.(Dest(s, a, b) ∩Xn−j 6= ∅ ∧Dest(s, a, b) ⊆ Yn−j)
then a can be included in U∗ and b can be included in Wk∗. This would contradict that
(U∗,St∗,Wk∗) is a fixpoint.
Let ξ1 be a distribution for player 1. Let Z = Supp(ξ1). We consider the following cases to establish
the result.
(a) We first consider the case when Z ⊆ U∗. We consider the counter distribution ξ2 that plays all
actions in Bk uniformly. Then by property 1 we have (i) Dest(s, ξ1, ξ2) ⊆ ¬Xn+1; and (ii) for
all a ∈ Z there exists j ≤ i such that Dest(s, a, ξ2) ⊆ ¬Xn−j or Dest(s, a, ξ2)∩¬Yn−j 6= ∅. If
for all a ∈ Z we have Dest(s, a, ξ2) ⊆ ¬Xn−i, then Dest(s, ξ1, ξ2) ⊆ ¬Xn−i and Pre2(¬Xn−i)
is satisfied. Otherwise, there must exists j ≤ i such that Dest(s, ξ1, ξ2) ⊆ ¬Xn+1−j and
Dest(s, ξ1, ξ2)∩¬Yn−j 6= ∅, i.e., APreOdd2(i,¬Xn+1,¬Yn . . . ,¬Xn−i+1,¬Yn−i) is satisfied.
(b) We now consider the case when Z ∩ U 6= ∅. Let U0 = U∗, and we will iteratively compute
sets U0 ⊆ Uℓ ⊆ Z such that (i) Dest(s, Uℓ, Bs) ⊆ ¬Xn+1 and (ii) for all a ∈ Uℓ there exists
j ≤ i such that Dest(s, a,Bk) ⊆ ¬Xn−j or Dest(s, a,Bk) ⊆ ¬Yn−j (unless we have already
witnessed that player 2 can satisfy the predecessor operator). In base case the result holds by
property 2. The argument of an iteration is as follows, and we use U ℓ = Z \ Uℓ. Among the
actions of Z ∩U ℓ, let a∗ be the action played with maximum probability. We have the following
two cases.
i. If there exists b ∈ Bs such that Dest(s, a∗, b) ∩ ¬Yn+1 6= ∅, consider the counter action b.
Since b ∈ Bs, by hypothesis we have Dest(s, Uℓ, b) ⊆ ¬Xn+1. Hence the probability to go
out of ¬Xn+1 is at most the total probability of the actions in Z ∩U ℓ and for the maximum
probability action a∗ ∈ Z ∩ U ℓ the set ¬Yn+1 is reached. Let η > 0 be the minimum
positive transition probability, then fraction of probability to go to ¬Yn+1 as compared to
go out of ¬Xn+1 is at least β = η · 1|Γ1(s)| > 0. Thus Fpre2(¬Xn+1,¬Yn+1) can be ensured
by playing b.
ii. Otherwise, by property 3, (i) either Dest(s, a∗, Bk) ∩ ¬Yn+1 6= ∅, or (ii) for all b ∈ Bs we
have Dest(s, a∗, b) ⊆ ¬Xn+1 and for all b ∈ Bk
Dest(s, a∗, b) ⊆ ¬Xn+1∧∃0 ≤ j ≤ i.(Dest(s, a
∗, b) ⊆ ¬Xn−j∨Dest(s, a
∗, b)∩¬Yn−j 6= ∅)
If Dest(s, a∗, Bk) ∩ ¬Yn+1 6= ∅, then chose the action b ∈ Bk such that Dest(s, a∗, b) ∩
¬Yn+1 6= ∅. Since b ∈ Bk ⊆ Bs, and by hypothesis Dest(s, Uℓ, Bs) ⊆ ¬X1, we have
Dest(s, Uℓ, b) ⊆ ¬Xn+1. Thus we have a witness action b exactly as in the previous
case, and like the proof above Fpre2(¬Xn+1,¬Yn+1) can be ensured. If Dest(s, a∗, Bk) ⊆
Yn+1, then we claim that Dest(s, a∗, Bs) ⊆ ¬Xn+1. The proof of the claim is as follows:
if Dest(s, a∗, Bk) ⊆ Yn+1 and Dest(s, a∗, Bs) ∩Xn+1 6= ∅, then chose the action b∗ from
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νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
.
.
.
B2 ∩ APreEven1(n − 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(Yn,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(Yn,Xn)

Figure 5: µ-calculus formula for limit-sure winning with finite-memory infinite-precision strategies
Bs such that Dest(s, a∗, b∗) ∩Xn+1 6= ∅, and then we can include a∗ to U∗ and b∗ to St∗
(contradicting that they are the fixpoints). It follows that we can include a∗ ∈ Uℓ+1 and
continue.
Hence we have either already proved that player 2 can ensure the predecessor opera-
tor or Uℓ = Z in the end. If Uℓ is Z in the end, then Z satisfies the property
used in the previous cases of U∗ (the proof of part a), and then as in the previous
proof (of part a), the uniform distribution over Bk is a witness that player 2 can ensure
Pre2(¬Xn−i)
⋃
∗ APreOdd2(i,¬Xn+1,¬Yn . . . ,¬Xn−i+1,¬Yn−i).
The desired result follows.
Characterization of Limit1(IP ,M,Φ) set. From Lemma 13, Lemma 14, and the duality of predecessor op-
erators (Lemma 15) we obtain the following result characterizing the limit-sure winning set for memoryless
infinite-precision strategies for parity objectives.
Theorem 4 For all concurrent game structures G over state space S, for all parity objectives Φ = Parity(p)
for player 1, with p : S 7→ [1..2n], the following assertions hold.
1. We have Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ), and Limit1(IP ,FM ,Φ) =W , where W is defined
as the µ-calculus formula in Fig 5, and Bi = p−1(i) is the set of states with priority i, for i ∈ [1..2n].
2. The set Limit1(IP ,FM ,Φ) can be computed symbolically using the µ-calculus expression of Fig 5 in
time O(|S|2n+2 ·
∑
s∈S 2
|Γ1(s)∪Γ2(s)|).
3. For s ∈ S whether s ∈ Limit1(IP ,FM ,Φ) can be decided in NP ∩ coNP.
The NP ∩ coNP bound follows directly from the µ-calculus expressions: the players can guess the
ranking function of the µ-calculus formula and for each state the players guess the sequence of (Ai,Sti,Wki)
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to witness that the predecessor operators are satisfied. The witnesses are polynomial and can be verified in
polynomial time.
Construction of infinite-precision strategies. Note that for infinite-precision strategies we are interested
in the limit-sure winning set, i.e., for every ε > 0, there is a strategy to win with probability 1 − ε, but not
necessarily a strategy to win with probability 1. The proof of Theorem 4 (Lemma 13) constructs for every
ε > 0 a memoryless strategy that ensures winning with probability at least 1− ε.
Equalities of finite and infinite-precision. We now establish the last set of equalities required to establish
all the desired equalities and inequalities described in Section 1.
Theorem 5 Given a concurrent game structure G and a parity objective Φ we have Limit1(IP ,M,Φ) =
Limit1(FP ,M,Φ) = Limit1(FP ,FM ,Φ) = Limit1(FP , IM ,Φ)
Proof. We need to show that following two inclusions: (1) Limit1(IP ,M,Φ) ⊆ Limit1(FP ,M,Φ) (note
since trivially we have Limit1(FP ,M,Φ) ⊆ Limit1(IP ,M,Φ), it would follow that Limit1(IP ,M,Φ) =
Limit1(FP ,M,Φ)); and (2) Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ) (note that since trivially we have
Limit1(FP ,M,Φ) ⊆ Limit1(FP ,FM ,Φ) ⊆ Limit1(FP , IM ,Φ) it would follow that Limit1(FP ,M,Φ) =
Limit1(FP ,FM ,Φ) = Limit1(FP , IM ,Φ)). We establish the above inclusions below.
1. (First inclusion: Limit1(IP ,M,Φ) ⊆ Limit1(FP ,M,Φ)). Consider ε > 0, and consider j ∈ N such
that 1
j
≤ ε. Then the construction of a witness memoryless strategy for Φ for the set Limit1(IP ,M,Φ)
to ensure winning with probability at least 1−ε′ (as established in Theorem 4), for ε′ = 1
j
, plays every
action with probabilities multiple of b, where b ≤ j2O(|S|·|A|) , where S is the set of states and A is the
set of actions. It follows that for every ε > 0, there is a memoryless finite-precision strategy to ensure
that the objective Φ is satisfied with probability at least 1 − ε from all states in Limit1(IP ,M,Φ).
Note that the precision of the strategy depends on ε > 0. This establishes the first desired inclusion.
2. (Second inclusion: Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ)). We now show that
Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ). From the previous item it follows that we have U =
Limit1(FP ,M,Φ) = Limit1(IP ,M,Φ). We have the following fact (by definition): for every state
s ∈ S \ U there exists a constant c > 0 such that for every memoryless strategy for player 1 there
is counter strategy for player 2 to ensure that Φ is not satisfied with probability at least c. Assume
towards contradtiction that there is a state s ∈ S\U such that s ∈ Limit1(FP , IM ,Φ). Fix ε > 0 such
that ε < c, and since s ∈ Limit1(FP , IM ,Φ) there is some finite-precision (possible infinite-memory)
strategy π1 to ensure that Φ is satisfied with probability 1−ε, and let the precision of the strategy be b.
Then consider the turn-based game G˜ constructed in Proposition 2 for b-precision. Then in G˜ there is
a strategy to ensure that Φ is satisfied with probability at least 1− ε. However since G˜ is a turn-based
stochastic game, and in turn-based stochastic parity games pure memoryless optimal strategies exist,
there is a pure memoryless strategy in G˜ that ensures winning with probability at least 1−ε, and from
the pure memoryless strategy in G˜ we obtain a memoryless strategy in G that ensures winning with
probability at least 1 − ε > 1 − c. Thus we have a contradiction to the fact. Thus the desired result
follows.
The desired result follows.
Independence from precise probabilities. Observe that the computation of all the predecessor operators
only depends on the supports of the transition function, and does not depend on the precise transition proba-
bilities. Hence the computation of the almost-sure and limit-sure winning sets is independent of the precise
transition probabilities, and depends only on the supports. We formalize this in the following result.
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Theorem 6 Let G1 = (S,A,Γ1,Γ2, δ1) and G2 = (S,A,Γ1,Γ2, δ2) be two concurrent game structures that
are equivalent, i.e., G1 ≡ G2. Then for all parity objectives Φ, for all C1 ∈ {P,U,FP , IP} and C2 ∈
{M,FM , IM } we have (a) AlmostG11 (C1, C2,Φ) = AlmostG21 (C1, C2,Φ); and (b) LimitG11 (C1, C2,Φ) =
LimitG21 (C1, C2,Φ).
All cases of the above theorem, other than when C1 = IP and C2 = IM follows from our results, and
the result for C1 = IP and C2 = IM follows from the results of [dAH00].
5 Conclusion
In this work we studied the bounded rationality problem for qualitative analysis in concurrent parity games,
and presented a precise characterization. The theory of bounded rationality for quantitative analysis is future
work, and we believe the results of this paper will be helpful in developing the theory.
References
[AHK02] R. Alur, T.A. Henzinger, and O. Kupferman. Alternating-time temporal logic. Journal of the
ACM, 49:672–713, 2002.
[ALW89] M. Abadi, L. Lamport, and P. Wolper. Realizable and unrealizable specifications of reactive
systems. In ICALP’89, LNCS 372, pages 1–17. Springer, 1989.
[CdAH11] K. Chatterjee, L. de Alfaro, and T.A. Henzinger. Qualitative concurrent parity games. ACM
ToCL, 2011.
[CDHR10] K. Chatterjee, L. Doyen, T. A. Henzinger, and J-F. Raskin. Generalized mean-payoff and energy
games. In FSTTCS, pages 505–516, 2010.
[CH06] K. Chatterjee and T.A. Henzinger. Strategy improvement and randomized subexponential al-
gorithms for stochastic parity games. In STACS’06, LNCS 3884, Springer, pages 512–523,
2006.
[Cha07] K. Chatterjee. Stochastic omega-Regular Games. PhD thesis, UC Berkeley, 2007.
[Chu62] A. Church. Logic, arithmetic, and automata. In Proceedings of the International Congress of
Mathematicians, pages 23–35. Institut Mittag-Leffler, 1962.
[CJH03] K. Chatterjee, M. Jurdzin´ski, and T.A. Henzinger. Simple stochastic parity games. In CSL’03,
volume 2803 of LNCS, pages 100–113. Springer, 2003.
[Con92] A. Condon. The complexity of stochastic games. Information and Computation, 96:203–224,
1992.
[CY95] C. Courcoubetis and M. Yannakakis. The complexity of probabilistic verification. J. ACM,
42(4):857–907, 1995.
[dAH00] L. de Alfaro and T.A. Henzinger. Concurrent omega-regular games. In LICS’00, pages 141–
154. IEEE, 2000.
53
[dAHK07] L. de Alfaro, T.A. Henzinger, and O. Kupferman. Concurrent reachability games. TCS,
386(3):188–217, 2007.
[dAHM00] L. de Alfaro, T.A. Henzinger, and F.Y.C. Mang. The control of synchronous systems. In
CONCUR’00, LNCS 1877, pages 458–473. Springer, 2000.
[dAHM01] L. de Alfaro, T.A. Henzinger, and F.Y.C. Mang. The control of synchronous systems, part ii. In
CONCUR’01, LNCS 2154, pages 566–580. Springer, 2001.
[dAM04] L. de Alfaro and R. Majumdar. Quantitative solution of omega-regular games. Journal of
Computer and System Sciences, 68:374–397, 2004.
[Dil89] D.L. Dill. Trace Theory for Automatic Hierarchical Verification of Speed-independent Circuits.
The MIT Press, 1989.
[DJW97] S. Dziembowski, M. Jurdzinski, and I. Walukiewicz. How much memory is needed to win
infinite games? In LICS’97, pages 99–110. IEEE, 1997.
[EJ88] E.A. Emerson and C. Jutla. The complexity of tree automata and logics of programs. In
FOCS’88, pages 328–337. IEEE, 1988.
[EJ91] E.A. Emerson and C. Jutla. Tree automata, mu-calculus and determinacy. In FOCS, pages
368–377. IEEE, 1991.
[EY06] K. Etessami and M. Yannakakis. Recursive concurrent stochastic games. In ICALP 06: Au-
tomata, Languages, and Programming. Springer, 2006.
[EY10] K. Etessami and M. Yannakakis. On the complexity of Nash equilibria and other fixed points.
SIAM J. Comput., 39(6):2531–2597, 2010.
[FV97] J. Filar and K. Vrieze. Competitive Markov Decision Processes. Springer-Verlag, 1997.
[GH08] H. Gimbert and F. Horn. Simple stochastic games with few random vertices are easy to solve.
In FoSSaCS’08, 2008.
[HKL+11] K. A. Hansen, M. Koucky´, N. Lauritzen, P. B. Miltersen, and E. P. Tsigaridas. Exact algorithms
for solving stochastic games (extended abstract). In STOC, pages 205–214, 2011.
[HKM09] K. A. Hansen, M. Koucky´, and P. B. Miltersen. Winning concurrent reachability games requires
doubly-exponential patience. In LICS, pages 332–341, 2009.
[JPZ06] M. Jurdzin´ski, M. Paterson, and U. Zwick. A deterministic subexponential algorithm for solving
parity games. In SODA’06, pages 117–123. ACM-SIAM, 2006.
[Kec95] A. Kechris. Classical Descriptive Set Theory. Springer, 1995.
[Koz83] D. Kozen. Results on the propositional µ-calculus. Theoretical Computer Science, 27(3):333–
354, 1983.
[KSK66] J.G. Kemeny, J.L. Snell, and A.W. Knapp. Denumerable Markov Chains. D. Van Nostrand
Company, 1966.
54
[Mar98] D.A. Martin. The determinacy of Blackwell games. The Journal of Symbolic Logic,
63(4):1565–1581, 1998.
[PR89] A. Pnueli and R. Rosner. On the synthesis of a reactive module. In POPL’89, pages 179–190.
ACM Press, 1989.
[RF91] T.E.S. Raghavan and J.A. Filar. Algorithms for stochastic games — a survey. ZOR — Methods
and Models of Op. Res., 35:437–472, 1991.
[RW87] P.J. Ramadge and W.M. Wonham. Supervisory control of a class of discrete-event processes.
SIAM Journal of Control and Optimization, 25(1):206–230, 1987.
[Sch07] S. Schewe. Solving parity games in big steps. In FSTTCS’07, pages 449–460. LNCS 4855,
Springer, 2007.
[Sha53] L.S. Shapley. Stochastic games. Proc. Nat. Acad. Sci. USA, 39:1095–1100, 1953.
[Tho90] W. Thomas. Automata on infinite objects. In J. van Leeuwen, editor, Handbook of Theoretical
Computer Science, volume B, chapter 4, pages 135–191. Elsevier Science Publishers (North-
Holland), Amsterdam, 1990.
[Var85] M.Y. Vardi. Automatic verification of probabilistic concurrent finite-state systems. In FOCS’85,
pages 327–338. IEEE, 1985.
[Zie98] W. Zielonka. Infinite games on finitely coloured graphs with applications to automata on infinite
trees. In TCS, volume 200(1-2), pages 135–183, 1998.
55
Bounded Rationality in Concurrent Parity Games
Krishnendu Chatterjee
IST Austria (Institute of Science and Technology Austria)
Krishnendu.Chatterjee@ist.ac.at
Abstract
We consider two-player games on graphs played on a finite state space for an infinite number of
rounds. The games are concurrent: in each round, the two players (player 1 and player 2) choose their
moves independently and simultaneously; the current state and the two moves determine the successor
state. We study concurrent games with ω-regular winning conditions specified as parity objectives. We
consider the qualitative analysis problems: the computation of the almost-sure and limit-sure winning
set of states, where player 1 can ensure to win with probability 1 and with probability arbitrarily close
to 1, respectively. In general the almost-sure and limit-sure winning strategies require both infinite-
memory as well as infinite-precision (to describe probabilities). We study the bounded-rationality prob-
lem for qualitative analysis of concurrent parity games, where the strategy set for player 1 is restricted
to bounded-resource strategies. In terms of precision, strategies can be deterministic, uniform, finite-
precision or infinite-precision; and in terms of memory, strategies can be memoryless, finite-memory or
infinite-memory. We present a precise and complete characterization of the qualitative winning sets for
all combinations of classes of strategies. In particular, we show that uniform memoryless strategies are
as powerful as finite-precision infinite-memory strategies, and infinite-precision memoryless strategies
are as powerful as infinite-precision finite-memory strategies. We show that the winning sets can be
computed in O(n2d+3) time, where n is the size of the game structure and 2d is the number of priorities
(or colors), and our algorithms are symbolic. The membership problem of whether a state belongs to a
winning set can be decided in NP ∩ coNP. While this complexity is the same as for the simpler class
of turn-based parity games, where in each state only one of the two players has a choice of moves, our
algorithms, that are obtained by characterization of the winning sets as µ-calculus formulas, are consid-
erably more involved than those for turn-based games. Our µ-calculus formulas are crucially different
from the ones for concurrent parity games (without bounded rationality); our memoryless witness strat-
egy constructions are significantly different from the infinite-memory witness strategy constructions for
concurrent parity games.
1 Introduction
Concurrent games are played by two players on a finite state space graphs for an infinite number of rounds. In
each round, the two players independently choose moves, and the current state and the two chosen moves de-
termine the successor state. In deterministic concurrent games, the successor state is unique; in probabilistic
concurrent games, the successor state is given by a probability distribution. The outcome of the game (or a
play) is an infinite sequence of states. These games were introduced by Shapley [Sha53], and have been one
of the most fundamental and well studied game models in stochastic graph games. We consider ω-regular
objectives; that is, given an ω-regular set Φ of infinite state sequences, player 1 wins if the outcome of the
game lies in Φ. Otherwise, player 2 wins, i.e., the game is zero-sum. Such games occur in the synthesis and
verification of reactive systems [Chu62, RW87, PR89], and ω-regular objectives (that generalizes regular
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languages to infinite words) provide a robust specification language that can express all specifications (such
as safety, liveness, fairness) that arise in analysis of reactive systems (see also [ALW89, Dil89, AHK02]).
The player-1 value v1(s) of the game at a state s is the limit probability with which player 1 can ensure
that the outcome of the game lies in Φ; that is, the value v1(s) is the maximal probability with which
player 1 can guarantee Φ against all strategies of player 2. Symmetrically, the player-2 value v2(s) is the
limit probability with which player 2 can ensure that the outcome of the game lies outside Φ. The qualitative
analysis of games asks for the computation of the set of almost-sure winning states where player 1 can ensure
Φ with probability 1, and the set of limit-sure winning states where player 1 can ensure Φ with probability
arbitrarily close to 1 (states with value 1); and the quantitative analysis asks for precise computation of
values.
Traditionally, the special case of turn-based games has received most attention. In turn-based games, in
each round, only one of the two players has a choice of moves. In turn-based deterministic games, all values
are 0 or 1 and can be computed using combinatorial algorithms [Tho90, Sch07, JPZ06]; in turn-based
probabilistic games, values can be computed by iterative approximation [CH06, Con92, GH08]. In this
paper we focus on the more general concurrent situation, where in each round, both players choose their
moves simultaneously and independently. Such concurrency is necessary for modeling the synchronous
interaction of components [dAHM00, dAHM01]. The concurrent probabilistic games fall into a class of
stochastic games studied in game theory [Sha53], and the ω-regular objectives, which arise from the safety
and liveness specifications of reactive systems, fall into a low level (Σ3∩Π3) of the Borel hierarchy. From a
classical result of Martin [Mar98] that established determinacy of Blackwell games it follows that concurrent
probabilistic ω-regular games are determined, i.e., for each state s we have v1(s) + v2(s) = 1. Parity
objectives can express all ω-regular conditions, and we consider concurrent games with parity objectives.
Concurrent games differ from turn-based games in that optimal strategies require, in general, random-
ization. A pure strategy must, in each round, choose a move based on the current state and the history
(i.e., past state sequence) of the game. By contrast, a randomized strategy in each round chooses a prob-
ability distribution over moves (rather than a single move). The move to be played is then selected at
random, according to the chosen distribution. Randomized strategies are not helpful for parity objectives
for achieving a value of 1 in turn-based probabilistic games [CJH03, Cha07], but they can be helpful in
concurrent games, even if the game itself is deterministic [dAHK07]. In contrast to turn-based determin-
istic and probabilistic games with parity objectives, where deterministic memoryless strategies exist for
qualitative analysis [EJ88, Zie98, DJW97, CJH03, Cha07], in concurrent games, along with randomization,
infinite-memory is required for limit-sure winning [dAH00] (also see [EY06] for results on pushdown con-
current games, [HKM09, dAHK07] on complexity of strategies required in concurrent reachability games,
and [EY10, HKL+11] on complexity of related concurrent game problems).
The strategies for qualitative analysis for concurrent games require two different types of infinite re-
source: (a) infinite-memory, and (b) infinite-precision in describing the probabilities in the randomized
strategies; (see example in [dAH00] that limit-sure winning in concurrent Bu¨chi games require both infinite-
memory and infinite-precision). In many applications, such as synthesis of reactive systems, infinite-
memory and infinite-precision strategies are not implementable in practice. Thus though the theoretical
solution of infinite-memory and infinite-precision strategies was established in [dAH00], the strategies ob-
tained are not realizable in practice, and the theory to obtain implementable strategies in such games has
not been studied before. In this work we consider the bounded rationality problem for qualitative analysis
of concurrent parity games, where player 1 (that represents the controller) can play strategies with bounded
resource. To the best of our knowledge this is the first work that considers the bounded rationality problem
for concurrent ω-regular graph games. The motivation is clear as controllers obtained from infinite-memory
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and infinite-precision strategies are not implementable.
In terms of precision, strategies can be classified as pure (deterministic), uniformly random, bounded-
finite-precision, finite-precision, and infinite-precision (in increasing order of precision to describe proba-
bilities of a randomized strategy). In terms of memory, strategies can be classified as memoryless, finite-
memory and infinite-memory. In [dAH00] the almost-sure and limit-sure winning characterization under
infinite-memory, infinite-precision strategies were presented. In this work, we present (i) a complete and
precise characterization of the qualitative winning sets for bounded resource strategies, (ii) symbolic algo-
rithms to compute the winning sets, and (iii) complexity results to determine whether a given state belongs
to a qualitative winning set.
Our contributions for bounded rationality in concurrent parity games are summarized below.
1. We show that pure memoryless strategies are as powerful as pure infinite-memory strategies in conur-
rent games. This result is straight-forward and obtained by a simple reduction to turn-based stochastic
(or probabilistic) games.
2. Uniform memoryless strategies are more powerful than pure infinite-memory strategies (the fact that
randomization is more powerful than pure strategies follows from the classical matching pennies
game), and we show that uniform memoryless strategies are as powerful as finite-precision infinite-
memory strategies. Thus our results show that if player 1 has only finite-precision strategies, then no
memory is required and uniform randomization is sufficient. Hence very simple (uniform memory-
less) controllers can be obtained for the entire class of finite-precision infinite-memory controllers.
The result is obtained by a reduction to turn-based stochastic games, and the main technical contri-
bution is the characterization of the winning sets for uniform memoryless strategies by a µ-calculus
formula. The µ-calculus formula not only gives a symbolic algorithm, but is also in the heart of other
proofs of the paper. The µ-calculus formula and the correctness proof are non-trivial generalizations
of the classical result of Emerson-Jutla [EJ91] for turn-based deterministic parity games.
3. In case of bounded-finite-precision strategies, the almost-sure and limit-sure winning sets coincide.
For almost-sure winning, uniform memoryless strategies are also as powerful as infinite-precision
finite-memory strategies. In contrast infinite-memory infinite-precision strategies are more power-
ful than uniform memoryless strategies for almost-sure winning. For limit-sure winning, we show
that infinite-precision memoryless strategies are more powerful than bounded-finite-precision infinite-
memory strategies, and infinite-precision memoryless strategies are as powerful as infinite-precision
finite-memory strategies. Our results show that if infinite-memory is not available, then no memory is
required (memoryless strategies are as powerful as finite-memory strategies). The result is obtained
by using the µ-calculus formula for the uniform memoryless case: we show that a µ-calculus formula
that combines the µ-calculus formula for almost-sure winning for uniform memoryless strategies and
limit-sure winning for reachability with memoryless strategies exactly characterizes the limit-sure
winning for parity objectives for memoryless strategies. The µ-calculus formula and the correct-
ness proof are non-trivial generalizations of both the result of [EJ91] and the result of [dAHK07] for
concurrent reachability games. The fact that we show that in concurrent parity games, though infinite-
memory strategies are necessary, memoryless strategies are as powerful as finite-memory strategies,
is in contrast with many other examples of graph games which require infinite-memory. For example,
in multi-dimensional games (such as multi-dimensional mean-payoff games) infinite-memory strate-
gies are necessary and finite-memory strategies are strictly more powerful than memoryless strate-
gies [CDHR10].
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4. As a consequence of the characterization of the winning sets as µ-calculus formulas we obtain sym-
bolic algorithms to compute the winning sets. We show that the winning sets can be computed in
O(n2d+3) time, where n is the size of the game structure and 2d is the number of priorities (or col-
ors), and our algorithms are symbolic.
5. The membership problem of whether a state belongs to a winning set can be decided in NP ∩ coNP.
While this complexity is the same as for the simpler class of turn-based parity games, where in
each state only one of the two players has a choice of moves, our algorithms, that are obtained by
characterization of the winning sets as µ-calculus formulas, are considerably more involved than
those for turn-based games.
In short, our results show that if infinite-memory is not available, then memory is useless, and if infinite-
precision is not available, then uniform memoryless strategies are sufficient. Let P,U, bFP ,FP , IP de-
note pure, uniform, bounded-finite-precision with bound b, finite-precision, and infinite-precision strategies,
respectively, and M,FM , IM denote memoryless, finite-memory, and infinite-memory strategies, respec-
tively. For A ∈ {P,U, bFP ,FP , IP} and B ∈ {M,FM , IM }, let Almost1(A,B,Φ) denote the almost-sure
winning set under player 1 strategies that are restricted to be both A and B for a parity objective Φ (and
similar notation for Limit1(A,B,Φ)). Then our results can be summarized by the following equalities and
strict inclusion: (first set of equalities and inequalities)
Almost1(P,M,Φ) = Almost1(P, IM ,Φ) = Limit1(P, IM ,Φ)
( Almost1(U,M,Φ) = Almost1(FP , IM ,Φ)
=
⋃
b>0 Limit1(bFP , IM ,Φ) = Almost1(IP ,FM ,Φ) ( Almost1(IP , IM ,Φ);
and (the second set of equalities and inequalities)⋃
b>0 Limit1(bFP , IM ,Φ) ( Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ)
= Limit1(FP ,M,Φ) = Limit1(FP , IM ,Φ) ( Limit1(IP , IM ,Φ).
Comparision with [CdAH11]. Our proof structure of using µ-calculus formulas to characterize the win-
ning sets, though similar to [CdAH11], has several new aspects. In contrast to the proof of [CdAH11] that
constructs witness infinite-memory strategies for both players from the µ-calculus formulas, our proof con-
structs memoryless witness strategies for player 1 from our new µ-calculus formulas, and furthermore, we
show that in the complement set of the µ-calculus formulas for every finite-memory strategy for player 1
there is a witness memoryless spoiling strategy of the opponent. Thus the witness strategy constructions
are different from [CdAH11]. Since our µ-calculus formulas and the predecessor operators are different
from [CdAH11] the proofs of the complementations of the µ-calculus formulas are also different. More-
over [CdAH11] only concerns limit-sure winning and not almost-sure winning. Note that in [dAH00] both
almost-sure and limit-sure winning was considered, but as shown in [CdAH11] the predecessor operators
suggested for limit-sure winning (which was a nested stacked predecessor operator) in [dAH00] require
modification for correctness proof, and similar modification is also required for almost-sure winning. Thus
some results from [dAH00] related to almost-sure winning require a careful proof (such as Example 2).
Techniques. All results in the study of concurrent parity games [dAHK07, dAH00, dAM04, CdAH11]
rely on µ-calculus formulas. One of the key difficulty in concurrent parity games is that the recursive
characterization of turn-based games completely fail for concurrent games, and thus leaves µ-calculus as
the only technique for analysis (see page 12 for the explaination of why the recursive characterization fails).
A µ-calculus formula is a succinct way of describing a nested iterative algorithm, and thus provide a very
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general technique. The key challenge and ingenuity is always to come up with the appropriate µ-calculus
formula with the right predecessor operators (i.e., the right algorithm), establish duality (or complementation
of the formulas), and then construct from µ-calculus formulas the witness strategies in concurrent games.
Our results is also based on µ-calculus formula characterization (i.e., a nested iterative algorithm), however,
the predecessor operators required and construction of witness strategies (which are the heart of the proofs)
are quite different from the previous results.
2 Definitions
In this section we define game structures, strategies, objectives, winning modes and give other preliminary
definitions; and the basic definitions are exactly as in [CdAH11].
2.1 Game structures
Probability distributions. For a finite set A, a probability distribution on A is a function δ : A 7→ [0, 1]
such that
∑
a∈A δ(a) = 1. We denote the set of probability distributions on A byD(A). Given a distribution
δ ∈ D(A), we denote by Supp(δ) = {x ∈ A | δ(x) > 0} the support of the distribution δ.
Concurrent game structures. A (two-player) concurrent stochastic game structure G = 〈S,A,Γ1,Γ2, δ〉
consists of the following components.
• A finite state space S.
• A finite set A of moves (or actions).
• Two move assignments Γ1,Γ2 : S 7→ 2A \ ∅. For i ∈ {1, 2}, assignment Γi associates with each state
s ∈ S the nonempty set Γi(s) ⊆ A of moves available to player i at state s. For technical convenience,
we assume that Γi(s) ∩ Γj(t) = ∅ unless i = j and s = t, for all i, j ∈ {1, 2} and s, t ∈ S. If this
assumption is not met, then the moves can be trivially renamed to satisfy the assumption.
• A probabilistic transition function δ : S×A×A 7→ D(S), which associates with every state s ∈ S and
moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s) a probability distribution δ(s, a1, a2) ∈ D(S) for the successor
state.
Plays. At every state s ∈ S, player 1 chooses a move a1 ∈ Γ1(s), and simultaneously and independently
player 2 chooses a move a2 ∈ Γ2(s). The game then proceeds to the successor state t with probability
δ(s, a1, a2)(t), for all t ∈ S. For all states s ∈ S and moves a1 ∈ Γ1(s) and a2 ∈ Γ2(s), we indicate by
Dest(s, a1, a2) = Supp(δ(s, a1, a2)) the set of possible successors of s when moves a1, a2 are selected. A
path or a play of G is an infinite sequence ω = 〈s0, s1, s2, . . .〉 of states in S such that for all k ≥ 0, there
are moves ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk) such that sk+1 ∈ Dest(sk, ak1 , ak2). We denote by Ω the set of all
paths. For a play ω = 〈s0, s1, s2, . . .〉 ∈ Ω, we define Inf (ω) = {s ∈ S | sk = s for infinitely many k ≥ 0}
to be the set of states that occur infinitely often in ω.
Size of a game. The size of a concurrent game is the sum of the size of the state space and the number of the
entries of the transition function. Formally the size of a game is |S|+
∑
s∈S,a∈Γ1(s),b∈Γ2(s)
|Dest(s, a, b)|.
Turn-based stochastic games and MDPs. A game structure G is turn-based stochastic if at every state at
most one player can choose among multiple moves; that is, for every state s ∈ S there exists at most one
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i ∈ {1, 2} with |Γi(s)| > 1. A game structure is a player-2 Markov decision process if for all s ∈ S we
have |Γ1(s)| = 1, i.e., only player-2 has choice of actions in the game.
Equivalent game structures. Given two game structures G1 = 〈S,A,Γ1,Γ2, δ1〉 and G2 =
〈S,A,Γ1,Γ2, δ2〉 on the same state and action space, with a possibly different transition function, we say
that G1 is equivalent to G2 (denoted G1 ≡ G2) if for all s ∈ S and all a1 ∈ Γ1(s) and a2 ∈ Γ2(s) we have
Supp(δ1(s, a1, a2)) = Supp(δ2(s, a1, a2)).
2.2 Strategies
A strategy for a player is a recipe that describes how to extend a play. Formally, a strategy for player
i ∈ {1, 2} is a mapping πi : S+ 7→ D(A) that associates with every nonempty finite sequence x ∈ S+
of states, representing the past history of the game, a probability distribution πi(x) used to select the next
move. The strategy πi can prescribe only moves that are available to player i; that is, for all sequences
x ∈ S∗ and states s ∈ S, we require that Supp(πi(x · s)) ⊆ Γi(s). We denote by Πi the set of all strategies
for player i ∈ {1, 2}.
Given a state s ∈ S and two strategies π1 ∈ Π1 and π2 ∈ Π2, we define Outcomes(s, π1, π2) ⊆ Ω to
be the set of paths that can be followed by the game, when the game starts from s and the players use the
strategies π1 and π2. Formally, 〈s0, s1, s2, . . .〉 ∈ Outcomes(s, π1, π2) if s0 = s and if for all k ≥ 0 there
exist moves ak1 ∈ Γ1(sk) and ak2 ∈ Γ2(sk) such that
π1(s0, . . . , sk)(a
k
1) > 0, π2(s0, . . . , sk)(a
k
2) > 0, sk+1 ∈ Dest(sk, a
k
1 , a
k
2).
Once the starting state s and the strategies π1 and π2 for the two players have been chosen, the probabilities
of events are uniquely defined [Var85], where an event A ⊆ Ω is a measurable set of paths1. For an event
A ⊆ Ω, we denote by Prπ1,π2s (A) the probability that a path belongs to A when the game starts from s and
the players use the strategies π1 and π2.
Classification of strategies. We classify strategies according to their use of randomization and memory.
We first present the classification according to randomization.
1. (Pure). A strategy π is pure (deterministic) if for all x ∈ S+ there exists a ∈ A such that π(x)(a) = 1.
Thus, deterministic strategies are equivalent to functions S+ 7→ A.
2. (Uniform). A strategy π is uniform if for all x ∈ S+ we have π(x) is uniform over its support, i.e.,
for all a ∈ Supp(π(x)) we have π(x)(a) = 1
|Supp(π(x))| .
3. (Finite-precision). For b ∈ N, a strategy π is b-finite-precision if for all x ∈ S+ and all actions a we
have π(x)(a) = i
j
, where i, j ∈ N and 0 ≤ i ≤ j ≤ b and j > 0, i.e., the probability of an action
played by the strategy is a multiple of some 1
ℓ
, with ℓ ∈ N such that ℓ ≤ b.
We denote by ΠPi ,ΠUi ,ΠbFPi ,ΠFPi =
⋃
b>0Π
bFP
i and ΠIPi the set of pure (deterministic), uniform,
bounded-finite-precision with bound b, finite-precision, and infinite-precision (or general) strategies for
player i, respectively. Observe that we have the following strict inclusion: ΠPi ⊂ ΠUi ⊂ ΠFPi ⊂ ΠIPi .
1To be precise, we should define events as measurable sets of paths sharing the same initial state, and we should replace our
events with families of events, indexed by their initial state [KSK66]. However, our (slightly) improper definition leads to more
concise notation.
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1. (Finite-memory). Strategies in general are history-dependent and can be represented as follows: let
M be a set called memory to remember the history of plays (the set M can be infinite in general).
A strategy with memory can be described as a pair of functions: (a) a memory update function πu :
S ×M 7→M, that given the memory M with the information about the history and the current state
updates the memory; and (b) a next move function πn : S ×M 7→ D(A) that given the memory and
the current state specifies the next move of the player. A strategy is finite-memory if the memory M
is finite.
2. (Memoryless). A memoryless strategy is independent of the history of play and only depends on the
current state. Formally, for a memoryless strategy π we have π(x · s) = π(s) for all s ∈ S and all
x ∈ S∗. Thus memoryless strategies are equivalent to functions S 7→ D(A).
We denote by ΠMi ,ΠFMi and ΠIMi the set of memoryless, finite-memory, and infinite-memory (or general)
strategies for player i, respectively. Observe that we have the following strict inclusion: ΠMi ⊂ ΠFMi ⊂
ΠIMi .
2.3 Objectives
We specify objectives for the players by providing the set of winning plays Φ ⊆ Ω for each player. In this
paper we study only zero-sum games [RF91, FV97], where the objectives of the two players are comple-
mentary. A general class of objectives are the Borel objectives [Kec95]. A Borel objective Φ ⊆ Sω is a
Borel set in the Cantor topology on Sω . In this paper we consider ω-regular objectives [Tho90], which lie
in the first 21/2 levels of the Borel hierarchy (i.e., in the intersection of Σ3 and Π3). We will consider the
following ω-regular objectives.
• Reachability and safety objectives. Given a set T ⊆ S of “target” states, the reachability objec-
tive requires that some state of T be visited. The set of winning plays is thus Reach(T ) = {ω =
〈s0, s1, s2, . . .〉 ∈ Ω | ∃k ≥ 0. sk ∈ T}. Given a set F ⊆ S, the safety objective requires that only
states of F be visited. Thus, the set of winning plays is Safe(F ) = {ω = 〈s0, s1, s2, . . .〉 ∈ Ω | ∀k ≥
0. sk ∈ F}.
• Bu¨chi and co-Bu¨chi objectives. Given a set B ⊆ S of “Bu¨chi” states, the Bu¨chi objective requires
that B is visited infinitely often. Formally, the set of winning plays is Bu¨chi(B) = {ω ∈ Ω |
Inf (ω) ∩B 6= ∅}. Given C ⊆ S, the co-Bu¨chi objective requires that all states visited infinitely often
are in C . Formally, the set of winning plays is co-Bu¨chi(C) = {ω ∈ Ω | Inf (ω) ⊆ C}.
• Parity objectives. For c, d ∈ N, we let [c..d] = {c, c + 1, . . . , d}. Let p : S 7→ [0..d] be a function
that assigns a priority p(s) to every state s ∈ S, where d ∈ N. The Even parity objective requires that
the maximum priority visited infinitely often is even. Formally, the set of winning plays is defined
as Parity(p) = {ω ∈ Ω | max
(
p(Inf (ω))) is even }. The dual Odd parity objective is defined as
coParity(p) = {ω ∈ Ω | max
(
p(Inf (ω))) is odd }. Note that for a priority function p : S 7→ {1, 2},
an even parity objective Parity(p) is equivalent to the Bu¨chi objective Bu¨chi(p−1(2)), i.e., the Bu¨chi
set consists of the states with priority 2. Hence Bu¨chi and co-Bu¨chi objectives are simpler and special
cases of parity objectives.
Given a set U ⊆ S we use usual LTL notations ✷U,✸U,✷✸U and ✸✷U to denote
Safe(U),Reach(U),Bu¨chi(U) and co-Bu¨chi(U), respectively. Parity objectives are of special importance
as they can express all ω-regular objectives, and hence all commonly used specifications in verifica-
tion [Tho90].
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2.4 Winning modes
Given an objective Φ, for all initial states s ∈ S, the set of paths Φ is measurable for all choices of the
strategies of the player [Var85]. Given an initial state s ∈ S, an objective Φ, and a class ΠC1 of strategies we
consider the following winning modes for player 1:
Almost. We say that player 1 wins almost surely with the class ΠC1 if the player has a strategy in ΠC1 to win
with probability 1, or ∃π1 ∈ ΠC1 . ∀π2 ∈ Π2 . Prπ1,π2s (Φ) = 1.
Limit. We say that player 1 wins limit surely with the class ΠC1 if the player can ensure to win with probabil-
ity arbitrarily close to 1 with ΠC1 , in other words, for all ε > 0 there is a strategy for player 1 in ΠC1 that
ensures to win with probability at least 1− ε. Formally we have supπ1∈ΠC1 infπ2∈Π2 Pr
π1,π2
s (Φ) = 1.
We abbreviate the winning modes by Almost and Limit, respectively. We call these winning modes the qual-
itative winning modes. Given a game structure G, for C1 ∈ {P,U,FP , IP} and C2 ∈ {M,FM , IM } we
denote by AlmostG1 (C1, C2,Φ) (resp. LimitG1 (C1, C2,Φ)) the set of almost-sure (resp. limit-sure) winning
states for player 1 in G when the strategy set for player 1 is restricted to ΠC11 ∩ Π
C2
1 . If the game structure
G is clear from the context we omit the superscript G. Note that there is a subtle difference between the set⋃
b>0 Limit1(bFP , C2,Φ) that asks for a global bound on precision independent of ε > 0 (i.e., a bound b
that is sufficient for every ε > 0), whereas for the set Limit1(
⋃
b>0 bFP , C2,Φ) = Limit1(FP , C2,Φ) the
bound on precision may depend on ε > 0 (i.e., for every ε > 0 a bound b on precision).
2.5 Mu-calculus, complementation, and levels
Consider a mu-calculus expression Ψ = µX . ψ(X) over a finite set S, where ψ : 2S 7→ 2S is monotonic.
The least fixpoint Ψ = µX . ψ(X) is equal to the limit limk→∞Xk, where X0 = ∅, and Xk+1 = ψ(Xk).
For every state s ∈ Ψ, we define the level k ≥ 0 of s to be the integer such that s 6∈ Xk and s ∈ Xk+1. The
greatest fixpoint Ψ = νX . ψ(X) is equal to the limit limk→∞Xk, where X0 = S, and Xk+1 = ψ(Xk).
For every state s 6∈ Ψ, we define the level k ≥ 0 of s to be the integer such that s ∈ Xk and s 6∈ Xk+1.
The height of a mu-calculus expression λX . ψ(X), where λ ∈ {µ, ν}, is the least integer h such that
Xh = limk→∞Xk. An expression of height h can be computed in h + 1 iterations. Given a mu-calculus
expression Ψ = λX .ψ(X), where λ ∈ {µ, ν}, the complement ¬Ψ = S \Ψ of λ is given by λX .¬ψ(¬X),
where λ = µ if λ = ν, and λ = ν if λ = µ. For details of µ-calculus see [Koz83, EJ91].
Mu-calculus formulas and algorithms. As descrived above that µ-calculus formulas Ψ = µX . ψ(X)
(resp. Ψ = νX . ψ(X)) represent an iterative algorithm that successively iterates ψ(Xk) till the least (resp.
greatest) fixpoint is reached. Thus in general, a µ-calculus formulas with nested µ and ν operators represents
a nested iterative algorithm. Intuitively, a µ-calculus formula is a succinct representation of a nested iterative
algorithm.
Distributions and one-step transitions. Given a state s ∈ S, we denote by χs1 = D(Γ1(s)) and χs2 =
D(Γ2(s)) the sets of probability distributions over the moves at s available to player 1 and 2, respectively.
Moreover, for s ∈ S, X ⊆ S, ξ1 ∈ χs1, and ξ2 ∈ χs2 we denote by
P ξ1,ξ2s (X) =
∑
a∈Γ1(s)
∑
b∈Γ2(s)
∑
t∈X
ξ1(a) · ξ2(b) · δ(s, a, b)(t)
the one-step probability of a transition into X when players 1 and 2 play at s with distributions ξ1 and ξ2,
respectively. Given a state s and distributions ξ1 ∈ χs1 and ξ2 ∈ χs2 we denote by Dest(s, ξ1, ξ2) = {t ∈ S |
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P ξ1,ξ22 (t) > 0} the set of states that have positive probability of transition from s when the players play ξ1
and ξ2 at s. For actions a and b we have Dest(s, a, b) = {t ∈ S | δ(s, a, b)(t) > 0} as the set of possible
successors given a and b. ForA ⊆ Γ1(s) and B ⊆ Γ2(s) we have Dest(s,A,B) =
⋃
a∈A,b∈B Dest(s, a, b).
Theorem 1 The following assertions hold:
1. [CJH03] For all turn-based stochastic game structures G with a parity objective Φ we have
Almost1(P,M,Φ) = Almost1(IP , IM ,Φ) = Limit1(P,M,Φ) = Limit1(IP , IM ,Φ)
2. [dAH00] Let G1 and G2 be two equivalent game structures with a parity objective Φ, then we have
1. AlmostG11 (IP , IM ,Φ) = Almost
G2
1 (IP , IM ,Φ); 2. Limit
G1
1 (IP , IM ,Φ) = Limit
G2
1 (IP , IM ,Φ)
3 Pure, Uniform and Finite-precision Strategies
In this section we present our results for pure, uniform and finite-precision strategies. We start with the
characterization for pure strategies.
3.1 Pure strategies
The following result shows that for pure strategies, memoryless strategies are as strong as infinite-memory
strategies, and the almost-sure and limit-sure sets coincide.
Proposition 1 Given a concurrent game structure G and a parity objective Φ we have
AlmostG1 (P,M,Φ) = AlmostG1 (P,FM ,Φ) = AlmostG1 (P, IM ,Φ) =
LimitG1 (P,M,Φ) = LimitG1 (P,FM ,Φ) = LimitG1 (P, IM ,Φ).
Proof. The result is obtained as follows: we show that AlmostG1 (P,M,Φ) = AlmostG1 (P, IM ,Φ) =
LimitG1 (P, IM ,Φ) and all the other equalities follow (by inclusion of strategies). The main argument is as
follows: given G we construct a turn-based stochastic game Ĝ where player 1 first choses an action, then
player 2 chooses an action, and then the game proceeds as in G. Intuitively, we divide each step of the
concurrent game into two steps, in the first step player 1 chooses an action, and then player 2 responds with
an action in the second step. Then it is straightforward to establish that the almost-sure (resp. limit-sure)
winning set for pure and infinite-memory strategies in G coincides with the almost-sure (resp. limit-sure)
winning set for pure and infinite-memory strategies in Ĝ. Since Ĝ is a turn-based stochastic game, by
Theorem 1 (part 1), it follows that the almost-sure and limit-sure winning set in Ĝ coincide and they are
same for memoryless and infinite-memory strategies.
We now present the formal reduction. Let G = 〈S,A,Γ1,Γ2, δ〉 and let the parity objective Φ be
described by a priority function p. We construct Ĝ = 〈Ŝ, Â, Γ̂1, Γ̂2, δ̂〉 with priority function p̂ as follows:
1. Ŝ = S ∪ {(s, a) | s ∈ S, a ∈ Γ1(s)};
2. Â = A ∪ {⊥} where ⊥ 6∈ A;
3. for s ∈ Ŝ ∩ S we have Γ̂1(s) = Γ1(s) and Γ̂2(s) = {⊥}; and for (s, a) ∈ Ŝ we have Γ̂2((s, a)) =
Γ2(s) and Γ̂1((s, a)) = {⊥}; and
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4. for s ∈ Ŝ ∩ S and a ∈ Γ1(s) we have δ̂(s, a,⊥)(s, a) = 1; and for (s, a) ∈ Ŝ and b ∈ Γ2(s) we have
δ̂((s, a),⊥, b) = δ(s, a, b);
5. the function p̂ in Ĝ is as follows: for s ∈ Ŝ ∩ S we have p̂(s) = p(s) and for (s, a) ∈ Ŝ we have
p̂((s, a)) = p(s).
Observe that the reduction is linear (i.e., Ĝ is linear in the size of G). It is straightforward to establish by
mapping of pure strategies of player 1 in G and Ĝ that
(a) AlmostG1 (P,M,Φ) = AlmostĜ1 (P,M, Φ̂) ∩ S,
(b) AlmostG1 (P, IM ,Φ) = AlmostĜ1 (P, IM , Φ̂) ∩ S,
(c) LimitG1 (P,M,Φ) = LimitĜ1 (P,M, Φ̂) ∩ S,
(d) LimitG1 (P, IM ,Φ) = LimitĜ1 (P, IM , Φ̂) ∩ S;
where Φ̂ = Parity(p̂). It follows from Theorem 1 (part 1) that
AlmostĜ1 (P,M, Φ̂) = AlmostĜ1 (P, IM , Φ̂) = LimitĜ1 (P,M, Φ̂) = LimitĜ1 (P, IM , Φ̂).
Hence the desired result follows.
Algorithm and complexity. The proof of the above proposition gives a linear reduction to turn-based
stochastic games. Thus the set Almost1(P,M,Φ) can be computed using the algorithms for turn-based
stochastic parity games (such as [CJH03]). We have the following results.
Theorem 2 Given a concurrent game structure G, a parity objective Φ, and a state s, whether s ∈
Almost1(P, IM ,Φ) = Limit1(P, IM ,Φ) can be decided in NP ∩ coNP.
3.2 Uniform and Finite-precision
In this subsection we will present the characterization for uniform and finite-precision strategies.
Example 1 It is easy to show that Almost1(P,M,Φ) ( Almost1(U,M,Φ) by considering the matching
penny game. The game has two states s0 and s1. The state s1 is an absorbing state (a state with only self-
loop as outgoing edge; see state s1 of Fig 3) and the goal is to reach s1 (equivalently infinitely often visit
s1). At s0 the actions available for both players are {a, b}. If the actions match the next state is s1, otherwise
s0. By playing a and b uniformly at random at s0, the state s1 is reached with probability 1, whereas for any
pure strategy the counter-strategy that plays exactly the opposite action in every round ensures s1 is never
reached.
We now show that uniform memoryless strategies are as powerful as finite-precision infinite-memory
strategies and the almost-sure and limit-sure sets coincide for finite-precision strategies. We start with two
notations.
Uniformization of a strategy. Given a strategy π1 for player 1, we define a strategy πu1 that is obtained
from π1 by uniformization as follows: for all w ∈ S+ and all a ∈ Supp(π1(w)) we have πu1 (w)(a) =
1
|Supp(π1(w))| . We will use the following notation for uniformization: π
u
1 = unif(π1).
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Proposition 2 Given a concurrent game structure G and a parity objective Φ we have
AlmostG1 (U,M,Φ) = AlmostG1 (U,FM ,Φ) = AlmostG1 (U, IM ,Φ) =
LimitG1 (U,M,Φ) = LimitG1 (U,FM ,Φ) = LimitG1 (U, IM ,Φ) =
AlmostG1 (FP ,M,Φ) = AlmostG1 (FP ,FM ,Φ) = AlmostG1 (FP , IM ,Φ) =⋃
b>0 LimitG1 (bFP ,M,Φ) =
⋃
b>0 LimitG1 (bFP ,FM ,Φ) =
⋃
b>0 LimitG1 (bFP , IM ,Φ)
Proof. The result is obtained as follows: we show that AlmostG1 (U,M,Φ) = AlmostG1 (FP , IM ,Φ) =
LimitG1 (FP , IM ,Φ) and all the other equalities follow (by inclusion of strategies). The key argument is as
follows: fix a bound b, and we consider the set of b-finite-precision strategies in G. Given G we construct
a turn-based stochastic game G˜ where player 1 first chooses a b-finite-precision distribution, then player 2
chooses an action, and then the game proceeds as in G. Intuitively, we divide each step of the concurrent
game into two steps, in the first step player 1 chooses a b-finite precision distribution, and then in the second
step player 2 responds with an action. Then we establish that the almost-sure (resp. limit-sure) winning set
for b-finite-precision and infinite-memory strategies in G coincides with the almost-sure (resp. limit-sure)
winning set for b-finite-precision and infinite-memory strategies in G˜. Since G˜ is a turn-based stochastic
game, by Theorem 1, it follows that the almost-sure and limit-sure winning set in G˜ coincide and they
are same for memoryless and infinite-memory strategies. Thus we obtain a b-finite-precision memoryless
almost-sure winning strategy π1 in G and then we show the uniform memoryless πu1 = unif(π1) obtained
from uniformization of πu1 is a uniform memoryless almost-sure winning strategy in G. Thus it follows
that for any finite-precision infinite-memory almost-sure winning strategy, there is a uniform memoryless
almost-sure winning strategy.
We now present the formal reduction. Let G = 〈S,A,Γ1,Γ2, δ〉 and let the parity objective Φ be
described by a priority function p. For a given bound b, let f˜(s, b) = {f : Γ1(s) 7→ [0, 1] | ∀a ∈
Γ1(s) we have f(a) = ij , i, j ∈ N, 0 ≤ i ≤ j ≤ b, j > 0 and
∑
a∈Γ1(s)
f(a) = 1} denote the set of
b-finite-precision distributions at s. We construct G˜ = 〈S˜, A˜, Γ˜1, Γ˜2, δ˜〉 with priority function p˜ as follows:
1. S˜ = S ∪ {(s, f) | s ∈ S, f ∈ f˜(s, b)};
2. A˜ = A ∪ {f | s ∈ S, f ∈ f˜(s, b)} ∪ {⊥} where ⊥ 6∈ A;
3. for s ∈ S˜ ∩ S we have Γ˜1(s) = f˜(s, b) and Γ˜2(s) = {⊥}; and for (s, f) ∈ S˜ we have Γ˜2((s, f)) =
Γ2(s) and Γ˜1((s, f)) = {⊥}; and
4. for s ∈ S˜ ∩ S and f ∈ f˜(s, b) we have δ˜(s, f,⊥)(s, f) = 1; and for (s, f) ∈ S˜, b ∈ Γ2(s) and t ∈ S
we have δ̂((s, f),⊥, b)(t) =
∑
a∈Γ1(s)
f(a) · δ(s, a, b)(t);
5. the function p˜ in G˜ is as follows: for s ∈ S˜ ∩ S we have p˜(s) = p(s) and for (s, f) ∈ S˜ we have
p˜((s, f)) = p(s).
Observe that given b ∈ N the set f˜(s, b) is finite and thus G˜ is a finite-state turn-based stochastic game. It is
straightforward to establish mapping of b-finite-precision strategies of player 1 in G and with pure strategies
in Ĝ, i.e., we have
(a) AlmostG1 (bFP ,M,Φ) = AlmostG˜1 (P,M, Φ˜) ∩ S,
(b) AlmostG1 (bFP , IM ,Φ) = AlmostG˜1 (P, IM , Φ˜) ∩ S,
(c) LimitG1 (bFP ,M,Φ) = LimitG˜1 (P,M, Φ˜) ∩ S,
(d) LimitG1 (bFP , IM ,Φ) = LimitG˜1 (P, IM , Φ˜) ∩ S,
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where Φ˜ = Parity(p˜) and bFP denote the set of b-finite-precision strategies in G. By Theorem 1 we have
AlmostG˜1 (P,M, Φ˜) = AlmostG˜1 (P, IM , Φ˜) = LimitG˜1 (P,M, Φ˜) = LimitG˜1 (P, IM , Φ˜).
Consider a pure memoryless strategy π˜1 in G˜ that is almost-sure winning from Q = AlmostG˜1 (P,M, Φ˜), and
let π1 be the corresponding b-finite-precision memoryless strategy in G. Consider the uniform memoryless
strategy πu1 = unif(π1) in G. The strategy π1 is an almost-sure winning strategy from Q ∩ S. The player-2
MDP Gπ1 and Gπu1 are equivalent, i.e., Gπ1 ≡ Gπu1 and hence it follows from Theorem 1 that π
u
1 is an
almost-sure winning strategy for all states in Q ∩ S. Hence the desired result follows.
Computation of Almost1(U,M,Φ). It follows from Proposition 2 that the computation of
Almost1(U,M,Φ) can be achieved by a reduction to turn-based stochastic game. We now present the main
technical result of this subsection which presents a symbolic algorithm to compute Almost1(U,M,Φ). The
symbolic algorithm developed in this section is crucial for analysis of infinite-precision finite-memory strate-
gies, where the reduction to turn-based stochastic game cannot be applied. The symbolic algorithm is ob-
tained via µ-calculus formula characterization. We first discuss the comparison of our proof with the results
of [CdAH11] and then discuss why the recursive characterization of turn-based games fails in concurrent
games.
Comparison with [CdAH11]. Our proof structure based on induction on the structure of µ-calculus formu-
las is similar to the proofs in [CdAH11]. In some aspects the proofs are tedious adaptation but in most cases
there are many subtle issues and we point them below. First, in our proof the predecessor operators are dif-
ferent from the predecessor operators of [CdAH11]. Second, in our proof from the µ-calculus formulas we
construct uniform memoryless strategies as compared to infinite memory strategies in [CdAH11]. Finally,
since our predecessor operators are different the proof for complementation of the predecessor operators
(which is a crucial component of the proof) is completely different.
Failue of recursive characterization. In case of turn-based games there are recursive characterization of
the winning set with attractors (or alternating reachability). However such characterization fails in case of
concurrent games. The intuitive reason is as follows: once an attractor is taken it may rule out certain action
pairs (for example, action pair a1 and b1 must be ruled out, whereas action pair a1 and b2 may be allowed in
the remaining game graph), and hence the complement of an attractor maynot satisfy the required sub-game
property. We now elaborate the above discussion. The failure of attractor based characterization is probably
best explained for limit-sure coBu¨chi games [dAH00]. In turn-based games the coBu¨chi algorithm is as
follows: (i) compute safety winning region; (ii) compute attractor to the safety winning region and then
obtain a sub-game and recurse. In concurrent games the first step is to compute safety winning region X0.
In the next iteration what needs to be computed is the set where player 1 can ensure either safety or limit-
sure reachability to X0. However, player 1 may fail to ensure limit-sure reachability to X0 because player 2
may then play to violate limit-sure reachability but safety is ensured; and player 1 may fail to ensure safety
because player 2 may play so that safety is violated but limit-sure reachability succeeds. Intuitively player 1
will play distributions to ensure that no matter what player 2 plays either safety or limit-sure reachability is
ensured, but player 1 cannot control which one; the distribution of player 1 takes care of certain actions of
player 2 due to safety and other actions due to limit-sure reachability. This intuitively means the limit-sure
reachability and safety cannot be decoupled and they are present in the level of the predecessor operators.
Also limit reachability does not depend only on the target, but also an outer fix point (which also makes
recursive characterization only based on the target set difficult). For limit-sure reachability an outer greatest
fix point is added, and nested with two inner fix points for safety or limit reachability. Informally, limit-sure
reachability rules out certain pair of actions, but that cannot be used to obtain a subgame as it is inside
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a greatest fix point, and moreover ruling out pair of actions does not give a subgame (see Section 4.2
of [dAH00] for further details). While this very informally describes the issues for coBu¨chi games, in
general the situation is more complicated, because for more priorities the solution is limit-sure for parity
with one less priority or limit-sure reachability, and for general limit-sure winning with parity objectives
infinie-memory is required as compared to safety where memoryless strategies are sufficient; and all the
complications need to be handled at the level of predecessor operators. Thus for qualitative analysis of
concurrent games the only formal way (known so far) to express the winning sets is by µ-calculus. For
details, see examples in [dAH00, dAHK07] why the recursive characterization fails. In concurrent games
while the winning sets are described as µ-calculus formulas, the challenge always is to (i) come up with the
right µ-calculus formula with the appropriate predecessor operators (i.e., the right algorithm), (ii) construct
witness winning strategies from the µ-calculus formulas (i.e., the correctness proof), and (iii) show the
complementation of the µ-calculus formulas (i.e., the correctness for the opponent).
Strategy constructions. Since the recursive characterization of turn-based games fails for concurrent
games, our results show that the generalization of the µ-calculus formulas for turn-based games can char-
acterize the desired winning sets. Moreover, our correctness proofs that establish the correctness of the
µ-calculus formulas present explicit witness strategies from the µ-calculus formulas. Morover, in all cases
the witness counter strategies for player 2 is memoryless, and thus our results answer questions related to
bounded rationality for both players.
We now introduce the predecessor operators for the µ-calculus formula required for our symbolic algo-
rithms.
Basic predecessor operators. We recall the predecessor operators Pre1 (pre) and Apre1 (almost-pre),
defined for all s ∈ S and X,Y ⊆ S by:
Pre1(X) = {s ∈ S | ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs2 . P
ξ1,ξ2
s (X) = 1};
Apre1(Y,X) = {s ∈ S | ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs1 . P
ξ1,ξ2
s (Y ) = 1 ∧ P
ξ1,ξ2
s (X) > 0} .
Intuitively, the Pre1(X) is the set of states such that player 1 can ensure that the next state is in X with
probability 1, and Apre1(Y,X) is the set of states such that player 1 can ensure that the next state is in Y
with probability 1 and in X with positive probability.
Principle of general predecessor operators. While the operators Apre and Pre suffice for solving Bu¨chi
games, for solving general parity games, we require predecessor operators that are best understood as the
combination of the basic predecessor operators. We use the operators
⋃
∗ and
⋂
∗ to combine predecessor
operators; the operators
⋃
∗ and
⋂
∗ are different from the usual union ∪ and intersection ∩. Roughly, let α
and β be two set of states for two predecessor operators, then the set α
⋂
∗ β requires that the distributions
of player 1 satisfy the conjunction of the conditions stipulated by α and β; similarly, ⋃∗ corresponds to
disjunction. We first introduce the operator Apre⋃∗ Pre. For all s ∈ S and X1, Y0, Y1 ⊆ S, we define
Apre1(Y1,X1)
⋃
∗ Pre1(Y0) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.
 (P ξ1,ξ2s (X1) > 0 ∧ P ξ1,ξ2s (Y1) = 1)∨
P ξ1,ξ2s (Y0) = 1
} .
Note that the above formula corresponds to a disjunction of the predicates for Apre1 and Pre1. However, it
is important to note that the distributions ξ1 for player 1 to satisfy (ξ2 for player 2 to falsify) the predicate
must be the same. In other words, Apre1(Y1,X1)
⋃
∗ Pre1(Y0) is not equivalent to Apre1(Y1,X1)∪ Pre1(Y0).
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General predecessor operators. We first introduce two predecessor operators as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Apre1(Yn,Xn)
⋃
∗ Apre1(Yn−1,Xn−1)
⋃
∗ · · ·
⋃
∗ Apre1(Yn−i,Xn−i);
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Apre1(Yn,Xn)
⋃
∗ Apre1(Yn−1,Xn−1)
⋃
∗ · · ·
⋃
∗ Apre1(Yn−i,Xn−i)
⋃
∗ Pre1(Yn−i−1).
The formal expanded definitions of the above operators are as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)

}
.
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)∨
(P ξ1,ξ2s (Yn−i−1) = 1)

}
.
Observe that the above definition can be inductively written as follows:
1. We have APreOdd1(0, Yn,Xn) = Apre1(Yn,Xn) and for i ≥ 1 we have
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Apre1(Yn,Xn)
⋃
∗ APreOdd1(i− 1, Yn−1,Xn−1, . . . , Yn−i,Xn−i)
2. We have APreEven1(0, Yn,Xn, Yn−1) = Apre1(Yn,Xn)
⋃
∗ Pre1(Yn−1) and for i ≥ 1 we have
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Apre1(Yn,Xn)
⋃
∗ APreEven1(i− 1, Yn−1,Xn−1, . . . , Yn−i,Xn−i, Yn−i−1)
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Dual operators. The predecessor operators Pospre2 (positive-pre) and Apre2 (almost-pre), defined for all
s ∈ S and X,Y ⊆ S by:
Pospre2(X) = {s ∈ S | ∀ξ1 ∈ χs1 . ∃ξ2 ∈ χs2 . P
ξ1,ξ2
s (X) > 0};
Apre2(Y,X) = {s ∈ S | ∀ξ1 ∈ χs1 . ∃ξ2 ∈ χs1 . P
ξ1,ξ2
s (Y ) = 1 ∧ P
ξ1,ξ2
s (X) > 0} .
Observe that player 2 is only required to play counter-distributions ξ2 against player 1 distributions ξ1. We
now introduce two positive predecessor operators as follows:
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Pospre2(Yn)
⋃
∗ Apre2(Xn, Yn−1)
⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Pre2(Xn−i)
PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Pospre2(Yn)
⋃
∗ Apre2(Xn, Yn−1)⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Apre2(Xn−i, Yn−i−1)
The formal expanded definitions of the above operators are as follows:
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) > 0)∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i) > 0 ∧ P
ξ1,ξ2
s (Xn−i+1) = 1)∨
(P ξ1,ξ2s (Xn−i) = 1)

}
.
PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) > 0)∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i−1) > 0 ∧ P
ξ1,ξ2
s (Xn−i) = 1)

}
.
The above definitions can be alternatively written as follows
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
Pospre2(Yn)
⋃
∗ APreEven2(i− 1,Xn, Yn−1, . . . ,Xn−i+1, Yn−i,Xn−i);
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PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
Pospre2(Yn)
⋃
∗ APreOdd2(i,Xn, Yn−1, . . . ,Xn−i, Yn−i−1).
Remark 1 Observe that if the predicate Pospre2(Yn) is removed from the predecessor operator
PosPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. PosPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)),
then we obtain the operator APreEven2(i − 1,Xn, Yn−1, . . . ,Xn−i+1, Yn−i,Xn−i) (resp.
APreOdd2(i,Xn, Yn−1, . . . ,Xn−i, Yn−i−1)).
We first show how to characterize the set of almost-sure winning states for uniform memoryless strate-
gies and its complement for parity games using the above predecessor operators. We will prove the following
result by induction.
1. Case 1. For a parity function p : S 7→ [0..2n − 1] the following assertions hold.
(a) For all T ⊆ S we have W ⊆ Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

We refer to the above expression as the almost-expression for case 1. If in the above formula we
replace APreOdd1 by APreOdd2 and APreEven1 by APreEven2 then we obtain the dual almost-
expression for case 1. From the same argument as correctness of the almost-expression and the
fact that counter-strategies for player 2 are against memoryless strategies for player 1 we obtain
that if the dual almost-expression is WD for T = ∅, then WD ⊆ {s ∈ S | ∀π1 ∈ ΠM1 .∃π2 ∈
Π2. Prπ1,π2s (coParity(p)) = 1}.
(b) We have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is defined as follows
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.

B2n−1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

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We refer to the above expression as the positive-expression for case 1.
2. Case 2. For a parity function p : S 7→ [1..2n] the following assertions hold.
(a) For all T ⊆ S we have W ⊆ Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0

T
∪
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

We refer to the above expression as the almost-expression for case 2. If in the above formula we
replace APreOdd1 by APreOdd2 and APreEven1 by APreEven2 then we obtain the dual almost-
expression for case 2. Again, if the dual almost-expression is WD for T = ∅, then WD ⊆ {s ∈
S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2. Prπ1,π2s (coParity(p)) = 1}.
(b) We have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is defined as follows
µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0

B2n ∩ Pospre2(Yn−1)
∪
B2n−1 ∩ PosPreOdd2(0, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

We refer to the above expression as the positive-expression for case 2.
The comparison to Emerson-Jutla µ-calculus formula for turn-based games. We compare our µ-
calculus formula with the µ-calculus formula of Emerson-Jutla [EJ91] to give an intuitive idea of the con-
struction of the formula. We first present the formula for Case 2 and then for Case 1.
Case 2. For turn-based deterministic games with parity function p : S → [1..2n], it follows from the results
of Emerson-Jutla [EJ91], that the sure-winning (that is equivalent to the almost-sure winning) set for the
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objective Parity(p) ∪✸T is given by the following µ-calculus formula:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0

T
∪
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ Pre1(Xn−1)
∪
B2n−2 ∩ Pre1(Yn−2)
∪
B2n−3 ∩ Pre1(Xn−2)
.
.
.
B2 ∩ Pre1(Y0)
∪
B1 ∩ Pre1(X0)

The formula for the almost-expression for case 2 is similar to the above µ-calculus formula and is obtained
by replacing the Pre1 operators with appropriate APreOdd1 and APreEven1 operators.
Case 1. For turn-based deterministic games with parity function p : S → [0..2n − 1], it follows from the
results of Emerson-Jutla [EJ91], that the sure-winning (that is equivalent to the almost-sure winning) set for
the objective Parity(p) ∪✸T is given by the following µ-calculus formula:
µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n−1 ∩ Pre1(Xn)
∪
B2n−2 ∩ Pre1(Yn−1)
∪
B2n−3 ∩ Pre1(Xn−1)
∪
B2n−4 ∩ Pre1(Yn−2)
.
.
.
B1 ∩ Pre1(X1)
∪
B0 ∩ Pre1(Y0)

The formula for the almost-expression for case 1 is similar to the above µ-calculus formula and is obtained
by (a) adding one quantifier alternation νYn; and (b) replacing the Pre1 operators with appropriate APreOdd1
and APreEven1 operators.
Proof structure. The base case follows from the coBu¨chi and Bu¨chi case: it follows from the results
of [dAH00] since for Bu¨chi and coBu¨chi objectives, uniform memoryless almost-sure winning strategies
exist and our µ-calculus formula coincide with the µ-calculus formula to describe the almost-sure winning
set for Bu¨chi and coBu¨chi objectives. The proof of induction proceeds in four steps as follows:
1. Step 1. We assume the correctness of case 1 and case 2, and then extend the result to parity objective
with parity function p : S 7→ [0..2n], i.e., we add a max even priority. The result is obtained as follows:
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for the correctness of the almost-expression we use the correctness of case 1 and for complementation
we use the correctness of case 2.
2. Step 2. We assume the correctness of step 1 and extend the result to parity objectives with parity
function p : S 7→ [1..2n + 1], i.e., we add a max odd priority. The result is obtained as follows: for
the correctness of the almost-expression we use the correctness of case 2 and for complementation we
use the correctness of step 1.
3. Step 3. We assume correctness of step 2 and extend the result to parity objectives with parity function
p : S 7→ [1..2n + 2]. This step adds a max even priority and the proof will be similar to step 1. The
result is obtained as follows: for the correctness of the almost-expression we use the correctness of
step 2 and for complementation we use the correctness of step 1.
4. Step 4. We assume correctness of step 3 and extend the result to parity objectives with parity function
p : S 7→ [0..2n + 1]. This step adds a max odd priority and the proof will be similar to step 2. The
result is obtained as follows: for the correctness of the almost-expression we use the correctness of
step 1 and for complementation we use the correctness of step 3.
We first present two technical lemmas that will be used in the correctness proofs. First we define prefix-
independent events.
Prefix-independent events. We say that an event or objective is prefix-independent if it is independent
of all finite prefixes. Formally, an event or objective A is prefix-independent if, for all u, v ∈ S∗ and
ω ∈ Sω, we have uω ∈ A iff vω ∈ A. Observe that parity objectives are defined based on the states that
appear infinitely often along a play, and hence independent of all finite prefixes, so that, parity objectives are
prefix-independent objectives.
Lemma 1 (Basic Apre principle). Let X ⊆ Y ⊆ Z ⊆ S and s ∈ S be such that Y = X ∪ {s} and
s ∈ Apre1(Z,X). For all prefix-independent events A ⊆ ✷(Z \ Y ), the following assertion holds:
Assume that there exists a uniform memoryless π1 ∈ ΠU1 ∩ ΠM1 such that for all π2 ∈ Π2 and
for all z ∈ Z \ Y we have
Prπ1,π2z (A ∪✸Y ) = 1.
Then there exists a uniform memoryless π1 ∈ ΠU1 ∩ΠM1 such that for all π2 ∈ Π2 we have
Prπ1,π2s (A ∪✸X) = 1.
Proof. Since s ∈ Apre1(Z,X), player 1 can play a uniform memoryless distribution ξ1 at s to ensure that
the probability of staying in Z is 1 and with positive probability η > 0 the set X is reached. In Z\Y player 1
fixes a uniform memoryless strategy to ensure that A ∪ ✸Y is satisfied with probability 1. Fix a counter
strategy π2 for player 2. If s is visited infinitely often, then since there is a probability of at least η > 0 to
reach X, it follows that X is reached with probability 1. If s is visited finitely often, then from some point
on ✷(Z \ Y ) is satisfied, and then A is ensured with probability 1. Thus the desired result follows.
Lemma 2 (Basic principle of repeated reachability). Let T ⊆ S, B ⊆ S and W ⊆ S be sets and A be
a prefix-independent objective such that
W ⊆ Almost1(U,M,✸T ∪✸(B ∩ Pre1(W )) ∪ A).
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Then
W ⊆ Almost1(U,M,✸T ∪ ✷✸B ∪A).
Proof. Let Z = B ∩ Pre1(W ). For all states s ∈ W \ (Z ∪ T ), there is a uniform memoryless player 1
strategy π1 that ensures that against all player 2 strategies π2 we have
Prπ1,π2s
(
✸(T ∪ Z) ∪ A
)
= 1.
For all states in Z player 1 can ensure that the successor state is in W (since Pre1(W ) holds in Z). Consider
a strategy π∗1 as follows: for states s ∈ Z play a uniform memoryless strategy for Pre1(W ) to ensure that
the next state is in W ; for states s ∈ W \ (Z ∪ T ) play the uniform memoryless strategy π1. Let us denote
by ✸kZ ∪ ✸T to be the set of paths that visits Z at least k-times or visits T at least once. Observe that
limk→∞
(
✸kZ ∪✸T
)
⊆ ✷✸B ∪✸T . Hence for all s ∈W and for all π2 ∈ Π2 we have
Prπ
∗
1 ,π2
s (✷✸B ∪✸T ∪ A) ≥ Pr
π∗1 ,π2
s
(
✸Z ∪✸T ∪ A
)
·
∞∏
k=1
Prπ
∗
1 ,π2
s
(
✸k+1Z ∪✸T ∪ A | ✸kZ ∪✸T ∪ A
)
= 1.
The desired result follows.
Correctness of step 1. We now proceed with the proof of step 1 and by inductive hypothesis we will assume
that case 1 and case 2 hold.
Lemma 3 For a parity function p : S 7→ [0..2n], and for all T ⊆ S, we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.

T
∪
B2n ∩ Pre1(Yn)
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. We first present the intuitive explanation of obtaining the µ-calculus formula.
Intuitive explanation of the µ-calculus formula. The µ-calculus formula of the lemma is obtained from the
almost-expression for case 1 by just adding the expression B2n ∩ Pre1(Yn).
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To prove the result we first rewrite W as follows:
νYn.µXn.νYn−1µXn−1 · · · νY1.µX1.νY0.

T ∪ (B2n ∩ Pre1(W ))
∪
B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n − 1, Yn,Xn, . . . , Y1,X1, Y0)

The rewriting is obtained as follows: since W is the fixpoint Yn, we replace Yn in the B2n ∩ Pre1(Yn) by
W . Treating T ∪ (B2n ∩ Pre1(W )), as the set T for the almost-expression for case 1, we obtain from the
inductive hypothesis that
W ⊆ Almost1(U,M,Parity(p) ∪✸(T ∪ (B2n ∩ Pre1(W )))).
By Lemma 2, with B = B2n and A = Parity(p) we obtain that
W ⊆ Almost1(U,M,Parity(p) ∪✸T ∪✷✸B2n).
Since B2n is the maximal priority and it is even we have ✷✸B2n ⊆ Parity(p). Hence W ⊆
Almost1(U,M,Parity(p) ∪✸T ) and the result follows.
Lemma 4 For a parity function p : S 7→ [0..2n], we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.

B2n ∩ Pospre2(Yn)
∪
B2n−1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Yn,Xn, . . . , Y1,X1, Y0)

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Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will show
that in Zk for every memoryless strategy for player 1, player 2 can ensure that either Zk−1 is reached with
positive probability or else coParity(p) is satisfied with probability 1. Since Z0 = ∅, it would follow by
induction that Zk ∩ Almost1(U,M,Parity(p)) = ∅ and the desired result will follow.
We simplify the computation of Zk given Zk−1 and allow that Zk is obtained from Zk−1 in the following
two ways.
1. Add a set states satisfying B2n ∩ Pospre2(Zk−1), and if such a non-emptyset is added, then clearly
against any memoryless stratgy for player 1, player 2 can ensure from Zk that Zk−1 is reached with
positive probability. Thus the inductive case follows.
2. Add a set of states satisfying the following condition:
νXn.µYn−1.νXn−1. · · ·µY1.νX1.µY0.

B2n−1 ∩ PosPreOdd2(0, Zk−1,Xn)
∪
B2n−2 ∩ PosPreEven2(0, Zk−1,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(1, Zk−1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n− 1, Zk−1,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n− 1, Zk−1,Xn, . . . , Y1,X1, Y0)

If the probability of reaching to Zk−1 is not positive, then the following conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Pospre2(Zk−1) vanishes from
the predecessor operator PosPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the opera-
tor simplifies to the simpler predecessor operator APreEven2(i−1,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the Pospre2(Zk−1) vanishes from the prede-
cessor operator PosPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the opera-
tor simplifies to the predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
Hence either the probability to reach Zk−1 is positive, or if the probability to reach Zk−1 is not
positive, then the above µ-calculus expression simplifies to
Z∗ = νXn.µYm−1νXm−1 · · ·µY1.νX1.µY0.

B2n−1 ∩ Pre2(Xn)
∪
B2n−2 ∩ APreOdd2(0,Xn, Yn−1)
∪
B2n−3 ∩APreEven2(1,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreOdd2(1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreEven2(n− 2,Xn, . . . , Y1,X1)
∪
B0 ∩ APreOdd2(n− 1,Xn, . . . , Y1,X1, Y0)

.
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We now consider the parity function p+1 : S 7→ [1..2n], and observe that the above formula is same as
the dual almost-expression for case 2. By inductive hypothesis on the dual almost-expression we have
Z∗ ⊆ {s ∈ S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2.Pr
π1,π2
s (coParity(p)) = 1} (since Parity(p+1) = coParity(p)).
Hence the desired claim follows.
The result follows from the above case analysis.
Correctness of step 2. We now prove correctness of step 2 and we will rely on the correctness of step 1 and
the inductive hypothesis. Since correctness of step 1 follows from the inductive hypothesis, we obtain the
correctness of step 2 from the inductive hypothesis.
Lemma 5 For a parity function p : S 7→ [1..2n + 1], and for all T ⊆ S we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. We first present an intuitive explanation about the how the µ-calculus formula is obtained.
Intuitive explanation of the µ-calculus formula. The µ-calculus expression is obtained from the almost-
expression for case 2: we add a νYn.µXn (adding a quantifier alternation of the µ-calculus formula), and
every APreOdd and APreEven predecessor operators are modified by adding Apre1(Yn,Xn)
⋃
∗ with the
respective predecessor operators, and we add B2n+1 ∩ APreOdd1(0, Yn,Xn).
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We first reformulate the algorithm for computing W in an equivalent form.
W = µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+1 ∩APreOdd1(0,W,Xn)
∪
B2n ∩ APreEven1(0,W,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1,W,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1,W,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2,W,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1,W,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n,W,Xn, Yn−1,Xn−1, . . . , Y0,X0)

.
The reformulation is obtained as follows: since W is the fixpoint of Yn we replace Yn by W everywhere
in the µ-calculus formula. The above mu-calculus formula is a least fixpoint and thus computes W as
the limit of a sequence of sets W0 = T , W1, W2, . . . . At each iteration, both states in B2n+1 and states
satisfying B≤2n can be added. The fact that both types of states can be added complicates the analysis of
the algorithm. To simplify the correctness proof, we formulate an alternative algorithm for the computation
of W ; an iteration will add either a single B2n+1 state, or a set of B≤2n states.
To obtain the simpler algorithm, notice that the set of variables Yn−1,Xn−1, . . . , Y0,X0 does not
appear as an argument of the APreOdd1(0,W,Xn) = Apre1(W,Xn) operator. Hence, each B2n+1-
state can be added without regards to B≤2n-states that are not already in W . Moreover, since the
νYn−1.µXn−1. . . . νY0.µX0 operator applies only to B≤2n-states, B2n+1-states can be added one at a time.
From these considerations, we can reformulate the algorithm for the computation of W as follows.
The algorithm computes W as an increasing sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tm = W of states,
where m ≥ 0. Let Li = Ti \Ti−1 and the sequence is computed by computing Ti as follows, for 0 < i ≤ m:
1. either the set Li = {s} is a singleton such that s ∈ Apre1(W,Ti−1) ∩B2n+1.
2. or the set Li consists of states in B≤2n such that Li is a subset of the following expression
νYn−1.µXn−1. · · · νY0.µX0

B2n ∩ APreEven1(0,W, Ti−1, Yn−1)
∪
B2n−1 ∩ APreOdd1(1,W, Ti−1, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1,W, Ti−1, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2,W, Ti−1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1,W, Ti−1, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n,W, Ti−1, Yn−1,Xn−1, . . . , Y0,X0)

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The proof that W ⊆ Almost1(U,M,Parity(p) ∪✸T ) is based on an induction on the sequence T = T0 ⊂
T1 ⊂ T2 ⊂ · · · ⊂ Tm = W . For 1 ≤ i ≤ m, let Vi = W \ Tm−i, so that V1 consists of the last block of
states that has been added, V2 to the two last blocks, and so on until Vm = W . We prove by induction on
i ∈ {1, . . . ,m}, from i = 1 to i = m, that for all s ∈ Vi, there exists a uniform memoryless strategy π1 for
player 1 such that for all π2 ∈ Π2 we have
Prπ1,π2s
(
✸Tm−i ∪ Parity(p)
)
= 1.
Since the base case is a simplified version of the induction step, we focus on the latter. There are two
cases, depending on whether Vi \ Vi−1 is composed of B2n+1 or of B≤2n-states. Also it will follow from
Lemma 11 that there always exists uniform distribution to witness that a state satisfy the required predecessor
operator.
• If Vi \ Vi−1 ⊆ B2n+1, then Vi \ Vi−1 = {s} for some s ∈ S and s ∈ Apre1(W,Tm−i). The result
then follows from the application of the basic Apre principle (Lemma 1) with Z = W , X = Tm−i,
Z \ Y = Vi−1 and A = Parity(p).
• If Vi \Vi−1 ⊆ B≤2n, then we analyze the predecessor operator that s ∈ Vi \Vi−1 satisfies. The prede-
cessor operator are essentially the predecessor operator of the almost-expression for case 2 modified
by the addition of the operator Apre1(W,Tm−i)
⋃
∗ . If player 2 plays such the Apre1(W,Tm−i) part of
the predecessor operator gets satisfied, then the analysis reduces to the previous case, and player 1 can
ensure that Tm−i is reached with probability 1. Once we rule out the possibility of Apre1(W,Tm−i),
then the µ-calculus expression simplifies to the almost-expression of case 2, i.e.,
νYn−1.µXn−1. · · · νY0.µX0

B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n − 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

This ensures that if we rule out Apre1(W,Tm−i) form the predecessor operators, then by induc-
tive hypothesis (almost-expression for case 2) we have Li ⊆ Almost1(U,M,Parity(p)), and if
Apre1(W,Tm−i) is satisfied then Tm−i is ensured to reach with probability 1. Hence player 1 can
ensure that for all s ∈ Vi, there is a uniform memoryless strategy π1 for player 1 such that for all π2
for player 2 we have
Prπ1,π2s
(
✸Tm−i ∪ Parity(p)
)
= 1.
This completes the inductive proof. With i = m we obtain that there exists a uniform memoryless strategy
π1 such that for all states s ∈ Vm = W and for all π2 we have Prπ1,π2s (✸T0∪Parity(p)) = 1. Since T0 = T ,
the desired result follows.
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Lemma 6 For a parity function p : S 7→ [1..2n+ 1] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will show that
in Zk player 2 can ensure that either Zk−1 is reached with positive probability or else coParity(p) is satisfied
with probability 1. Since Z0 = ∅, it would follow by induction that Zk ∩Almost1(U,M,Parity(p)) = ∅ and
the desired result will follow.
We obtain of Zk from Zk−1 as follows:
νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+1 ∩ PosPreOdd2(0, Zk−1,Xn)
∪
B2n ∩ PosPreEven2(0, Zk−1,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Zk−1,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Zk−1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n,Zk−1,Xn, Yn−1,Xn−1, . . . , Y0,X0)

If player 1 risks into moving to Zk−1 with positive probability, then the inductive case is proved as Zk−1 is
reached with positive probability. If the probability of reaching to Zk−1 is not positive, then the following
conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Pospre2(Zk−1) vanishes from the
predecessor operator PosPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the operator simpli-
fies to the simpler predecessor operator APreEven2(i− 1,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the Pospre2(Zk−1) vanishes from the predecessor
operator PosPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the operator simplifies
to the predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
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Hence either the probability to reach Zk−1 is positive, or the probability to reach Zk−1 is not positive, then
the above µ-calculus expression simplifies to
Z∗ = νXn.µYn−1.νXn−1. · · ·µY0.νX0

B2n+1 ∩ Pre2(Xn)
∪
B2n ∩APreOdd2(0,Xn, Yn−1)
∪
B2n−1 ∩ APreEven2(0,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreOdd2(1,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreEven2(1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreOdd2(n− 1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreEven2(n− 1,Xn, Yn−1,Xn−1, . . . , Y0,X0)

.
We now consider the parity function p − 1 : S 7→ [0..2n] and by the correctness of the dual almost-
expression for step 1 (Lemma 3) (with the roles of player 1 and player 2 exchanged and player 2 plays
against memoryless strategies for player 1, as in Lemma 4) we have Z∗ ⊆ {s ∈ S | ∀π1 ∈ ΠM1 .∃π2 ∈
Π2. Pr
π1,π2
s (coParity(p)) = 1} (since coParity(p) = Parity(p− 1)). Hence the result follows.
Correctness of step 3. The correctness of step 3 is similar to correctness of step 1. Below we present the
proof sketches (since they are similar to step 1).
Lemma 7 For a parity function p : S 7→ [1..2n + 2], and for all T ⊆ S, we have W ⊆
Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY0.µX0

T
∪
B2n+2 ∩ Pre1(Yn)
∪
B2n+1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

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Proof. The proof is almost identical to the proof of Lemma 3. Similar to step 1 (Lemma 3), we add a
max even priority. The proof of the result is essentially identical to the proof of Lemma 3 (almost copy-
paste of the proof), the only modification is instead of the correctness of the almost-expression of case 1
we need to consider the correctness of the almost-expression for step 2 (i.e., Lemma 5 for parity function
p : S 7→ [1..2n + 1]).
Lemma 8 For a parity function p : S 7→ [1..2n+ 2] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY0.νX0

B2n+2 ∩ Pospre2(Yn)
∪
B2n+1 ∩ PosPreOdd2(0, Yn,Xn)
∪
B2n ∩ PosPreEven2(0, Yn,Xn, Yn−1)
∪
B2n−1 ∩ PosPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ PosPreEven2(1, Yn,Xn, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ PosPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ PosPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ PosPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y0,X0)

Proof. The proof of the result is identical to the proof of Lemma 4 (almost copy-paste of the proof), the
only modification is instead of the correctness of the almost-expression of case 2 we need to consider the
correctness of the almost-expression for step 1 (i.e., Lemma 3). This is because in the proof, after we rule out
states in B2n+2 and analyze the sub-formula as in Lemma 3, we consider parity function p−1 : S 7→ [0..2n]
and then invoke the correctness of Lemma 3.
Correctness of step 4. The correctness of step 4 is similar to correctness of step 2. Below we present the
proof sketches (since they are similar to step 2).
Lemma 9 For a parity function p : S 7→ [0..2n + 1], and for all T ⊆ S, we have W ⊆
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Almost1(U,M,Parity(p) ∪✸T ), where W is defined as follows:
νYn+1.µXn+1. · · · νY1.µX1.νY0.

T
∪
B2n+1 ∩ APreOdd1(0, Yn+1,Xn+1)
∪
B2n ∩ APreEven1(0, Yn+1,Xn+1, Yn)
∪
B2n−1 ∩ APreOdd1(1, Yn+1,Xn+1, Yn,Xn)
∪
B2n−2 ∩ APreEven1(1, Yn+1,Xn+1, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. Similar to step 2 (Lemma 5), we add a max odd priority. The proof of the result is essentially
identical to the proof of Lemma 5 (almost copy-paste of the proof), the only modification is instead of the
correctness of the almost-expression of case 2 we need to consider the correctness of the almost-expression
for step 1 (i.e., Lemma 3 for parity function p : S 7→ [0..2n]).
Lemma 10 For a parity function p : S 7→ [0..2n + 1] we have Z ⊆ ¬Almost1(U,M,Parity(p)), where Z
is defined as follows:
µYn+1.νXn+1. · · · µY1.νX1.µY0.

B2n+1 ∩ PosPreOdd2(0, Yn+1,Xn+1)
∪
B2n ∩ PosPreEven2(0, Yn+1,Xn+1, Yn)
∪
B2n−1 ∩ PosPreOdd2(1, Yn+1,Xn+1, Yn,Xn)
∪
B2n−2 ∩ PosPreEven2(1, Yn+1,Xn+1, Yn,Xn, Yn−1)
∪
B2n−3 ∩ PosPreOdd2(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ PosPreEven2(2, Yn+1,Xn+1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ PosPreOdd2(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ PosPreEven2(n, Yn+1,Xn+1, Yn,Xn, . . . , Y1,X1, Y0)

Proof. The proof of the result is identical to the proof of Lemma 6 (almost copy-paste of the proof), the
only modification is instead of the correctness of the almost-expression of step 1 (Lemma 3) we need to
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consider the correctness of the almost-expression for step 3 (i.e., Lemma 7). This is because in the proof,
while we analyze the sub-formula as in Lemma 7, we consider parity function p+ 1 : S 7→ [1..2n + 2] and
then invoke the correctness of Lemma 7.
Observe that above we presented the correctness for the almost-expressions for case 1 and case 2, and
the correctness proofs for the dual almost-expressions are identical. We now present the duality of the
predecessor operators. We first present some notations required for the proof.
Destination or possible successors of moves and distributions. Given a state s and distributions ξ1 ∈
χs1 and ξ2 ∈ χs2 we denote by Dest(s, ξ1, ξ2) = {t ∈ S | P
ξ1,ξ2
2 (t) > 0} the set of states that have
positive probability of transition from s when the players play ξ1 and ξ2 at s. For actions a and b we have
Dest(s, a, b) = {t ∈ S | δ(s, a, b)(t) > 0} as the set of possible successors given a and b. For A ⊆ Γ1(s)
and B ⊆ Γ2(s) we have Dest(s,A,B) =
⋃
a∈A,b∈B Dest(s, a, b).
Lemma 11 (Duality of predecessor operators). The following assertions hold.
1. Given Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn, we have
PosPreOdd2(i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i) = ¬APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i).
2. Given Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i−1 ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn, we have
PosPreEven2 (i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i,¬Yn−i−1)
= ¬APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1).
3. For all s ∈ S, if s ∈ APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. s ∈
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)), then there exists uniform distribu-
tion ξ1 to witness that s ∈ APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) (resp. s ∈
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)).
Proof. We present the proof for part 1, and the proof for second part is analogous. To present the proof
of the part 1, we first present the proof for the case when n = 2 and i = 2. This proof already has all the
ingredients of the general proof. After presenting the proof we present the general case.
Claim. We show that for X1 ⊆ X0 ⊆ Y0 ⊆ Y1 we have
Pospre2(¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0) = ¬(Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0)).
We now present the following two case analysis for the proof.
1. A subset U ⊆ Γ1(s) is good if both the following conditions hold:
(a) Condition 1. For all b ∈ Γ2(s) and for all a ∈ U we have Dest(s, a, b) ⊆ Y1 (i.e.,
Dest(s, U, b) ⊆ Y1); and
(b) Condition 2. For all b ∈ Γ2(s) one of the following conditions hold:
i. either there exists a ∈ U such that Dest(s, a, b)∩X1 6= ∅ (i.e., Dest(s, U, b)∩X1 6= ∅); or
ii. for all a ∈ U we have Dest(s, a, b) ⊆ Y0 (i.e., Dest(s, U, b) ⊆ Y0) and for some a ∈ U we
have Dest(s, a, b) ∩X0 6= ∅ (i.e., Dest(a, U, b) ∩X0 6= ∅).
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We show that if there is a good set U , then s ∈ Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0). Given a good set
U , consider the uniform distribution ξ1 that plays all actions in U uniformly at random. Consider an
action b ∈ Γ2(s) and the following assertions hold:
(a) By condition 1 we have Dest(s, ξ1, b) ⊆ Y1.
(b) By condition 2 we have either (i) Dest(s, ξ1, b) ∩ X1 6= ∅ (if condition 2.a holds); or
(ii) Dest(s, ξ1, b) ⊆ Y0, and Dest(s, ξ1, b) ∩X0 6= ∅ (if condition 2.b holds).
It follows that in all cases we have (i) either Dest(s, ξ1, b) ⊆ Y1 and Dest(s, ξ1, b) ∩ X1 6= ∅, or
(ii) Dest(s, ξ1, b) ⊆ Y0 and Dest(s, ξ1, b) ∩ X0 6= ∅. It follows that ξ1 is a uniform distribution
witness to show that s ∈ Apre1(Y1,X1)
⋃
∗ Apre1(Y0,X0).
2. We now show that if there is no good set U , then s ∈ Pospre2(¬Y1)
⋃
∗Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0).
Given a set U , if U is not good, then (by simple complementation argument) one of the following
conditions must hold:
(a) Complementary Condition 1. There exists b ∈ Γ2(s) and a ∈ U such that Dest(s, a, b)∩¬Y1 6=
∅; or
(b) Complementary Condition 2. There exists b ∈ Γ2(s) such that both the following conditions
hold:
i. for all a ∈ U we have Dest(s, a, b) ⊆ ¬X1; and
ii. there exists a ∈ U such that Dest(s, a, b) ∩ ¬Y0 6= ∅ or for all a ∈ U we have
Dest(s, a, b) ⊆ ¬X0.
Since there is no good set, for every set U ⊆ Γ1(s), there is a counter action b = c(U) ∈ Γ2(s),
such that one of the complementary conditions hold. Consider a distribution ξ1 for player 1, and
let U = Supp(ξ1). Since U is not a good set, consider a counter action b = c(U) satisfying the
complementary conditions. We now consider the following cases:
(a) If complementary condition 1 holds, then Dest(s, ξ1, b) ∩ ¬Y1 6= ∅ (i.e., Pospre2(¬Y1) is satis-
fied).
(b) Otherwise complementary condition 2 holds, and by 2.a we have Dest(s, ξ1, b) ⊆ ¬X1.
i. if there exists a ∈ U such that Dest(s, a, b) ∩ ¬Y0 6= ∅, then Dest(s, ξ1, b) ∩ ¬Y0 6= ∅
(hence Apre2(¬X1,¬Y0) holds);
ii. otherwise for all a ∈ U we have Dest(s, a, b) ⊆ ¬X0, hence Dest(s, ξ1, b) ⊆ ¬X0 (hence
Pre2(¬X0) holds).
The claim follows.
General case. We now present the result for the general case which is a generalization of the previous case.
We present the details here, and will omit it in later proofs, where the argument is similar. Recall that we
have the following inclusion: Xn ⊆ Xn−1 ⊆ . . . ⊆ Xn−i ⊆ Yn−i ⊆ . . . Yn−1 ⊆ Yn.
1. A subset U ⊆ Γ1(s) is good if both the following conditions hold: for all b ∈ Γ2(s)
(a) Condition 1. For all a ∈ U we have Dest(s, a, b) ⊆ Yn (i.e., Dest(s, U, b) ⊆ Yn); and
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(b) Condition 2. There exists 0 ≤ j ≤ i, such that for all a ∈ U we have Dest(s, a, b) ⊆ Yn−j
(i.e., Dest(s, U, b) ⊆ Yn−j), and for some a ∈ U we have Dest(s, a, b) ∩ Xn−j 6= ∅ (i.e.,
Dest(s, U, b) ∩Xn−j 6= ∅).
We show that if there is a good set U , then s ∈ Apre1(i, Yn,Xn, . . . , Yn−i,Xn−i). Given a good set
U , consider the uniform distribution ξ1 that plays all actions in U uniformly at random. Consider an
action b ∈ Γ2(s) and the following assertions hold:
(a) By condition 1 we have Dest(s, ξ1, b) ⊆ Yn.
(b) By condition 2 we have for some 0 ≤ j ≤ i, we have Dest(s, ξ1, b) ⊆ Yn−j , and Dest(s, ξ1, b)∩
Xn−j 6= ∅ (i.e., Apre1(Yn−j ,Xn−j) holds).
It follows that ξ1 is a uniform distribution witness to show that s ∈ Apre1(Yn,Xn, . . . , Yn−i,Xn−i).
2. We now show that if there is no good set U , then s ∈ PosPreOdd2(i,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i).
Given a set U , if U is not good, then we show that one of the following conditions must hold: there
exists b ∈ Γ2(s) such that
(a) Complementary Condition 1 (CC1). Dest(s, U, b) ∩ ¬Yn 6= ∅; or
(b) Complementary Condition 2 (CC2). there exists 0 ≤ j < i such that Dest(s, U, b) ⊆ ¬Xn−j
and Dest(s, U, b) ∩ ¬Yn−j−1 6= ∅; or
(c) Complementary Condition 3 (CC3). Dest(s, U, b) ⊆ ¬Xn−i.
Consider a set U that is not good, and let b be an action that witness that U is not good. We show that
b satisfies one of the complementary conditions.
• If Dest(s, U, b) ∩ ¬Yn 6= ∅, then we are done as CC1 is satisfied. Otherwise, we have
Dest(s, U, b) ⊆ Yn, then we must have Dest(s, U, b) ⊆ ¬Xn (otherwise the action b would sat-
isfy the condition Dest(s, U, b) ⊆ Yn and Dest(s, U, b) ∩Xn 6= ∅, and cannot be a witness that
U is not good). Now we continue: if Dest(s, U, b) ∩ ¬Yn−1 6= ∅, then we are done, as we have
a witness that Dest(s, U, b) ⊆ ¬Xn and Dest(s, U, b) ∩ ¬Yn−1 6= ∅. If Dest(s, U, b) ⊆ Yn−1,
then again since b is witness to show that U is not good, we must have Dest(s, U, b) ⊆ ¬Xn−1.
We again continue, and if we have Dest(s, U, b)∩¬Yn−2 6= ∅, we are done, or else we continue
and so on. Thus we either find a witness 0 ≤ j < i to satisfy CC2, or else in the end we have
that Dest(s, U, b) ⊆ ¬Xn−i (satisfies CC3).
Since there is no good set, for every set U ⊆ Γ1(s), there is a counter action b = c(U) ∈ Γ2(s),
such that one of the complementary conditions hold. Consider a distribution ξ1 for player 1, and
let U = Supp(ξ1). Since U is not a good set, consider a counter action b = c(U) satisfying the
complementary conditions. We now consider the following cases:
(a) If CC1 1 holds, then Dest(s, U, b) ∩ ¬Yn 6= ∅ (hence also Dest(s, ξ1, b) ∩ ¬Yn 6= ∅) (i.e.,
Pospre2(¬Yn) is satisfied).
(b) Else if CC2 holds, then for some 0 ≤ j < i and we have Dest(s, U, b) ⊆ ¬Xn−j and
Dest(s, U, b) ⊆ Yn−j−1 (hence also Dest(s, ξ1, b) ⊆ ¬Xn−j and Dest(s, ξ1, b) ⊆ Yn−j−1)
(i.e., Apre2(¬Xn,¬Yn−1)
⋃
∗ Apre2(¬Xn−1,¬Yn−2)
⋃
∗ . . .
⋃
∗ Apre2(¬Xn−i+1,¬Yn−i) holds).
(c) Otherwise CC3 holds and we have Dest(s, U, b) ⊆ ¬Xn−i, (hence also Dest(s, ξ1, b) ⊆
¬Xn−i) (i.e., Pre2(¬Xn−i) holds).
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The claim follows.
The result for part 3 follows as in the above proofs we have always constructed uniform witness distri-
bution.
Characterization of Almost1(U,M,Φ) set. From Lemmas 3—10, and the duality of predecessor oper-
ators (Lemma 11) we obtain the following result characterizing the almost-sure winning set for uniform
memoryless strategies for parity objectives.
Theorem 3 For all concurrent game structures G over state space S, for all parity objectives Parity(p) for
player 1, the following assertions hold.
1. If p : S 7→ [0..2n − 1], then Almost1(U,M,Parity(p)) = W , where W is defined as follows
νYn.µXn. · · · .νY1.µX1.νY0.

B2n−1 ∩ APreOdd1(0, Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn,Xn, Yn−1)
∪
B2n−3 ∩ APreOdd1(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−4 ∩ APreEven1(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B1 ∩ APreOdd1(n−1, Yn,Xn, . . . , Y1,X1)
∪
B0 ∩ APreEven1(n−1, Yn,Xn, . . . , Y1,X1, Y0)

(1)
and Bi = p−1(i) is the set of states with priority i, for i ∈ [0..2n − 1].
2. If p : S 7→ [1..2n], then Almost1(U,M,Parity(p)) = W , where W is defined as follows
νYn−1.µXn−1. · · · .νY0.µX0

B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−2, Yn−2)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

(2)
and Bi = p−1(i) is the set of states with priority i, for i ∈ [1..2n].
3. The set Almost1(U,M,Parity(p)) can be computed symbolically using the expressions (1) and (2) in
time O(|S|2n+1 ·
∑
s∈S 2
|Γ1(s)∪Γ2(s)|).
4. Given a state s ∈ S whether s ∈ Almost1(U,M,Parity(p)) can be decided in NP ∩ coNP.
33
Ranking function for µ-calculus formula. Given a µ-calculus formula of alternation-depth (the nesting
depth of ν-µ-operators), the ranking function maps every state to a tuple of d-integers, such that each integer
is at most the size of the state space. For a state that satisfies the µ-calculus formula the tuple of integers
denote iterations of the µ-calculus formula such that the state got included for the first time in the nested
evaluation of the µ-calculus formula (for details see [EJ91, Koz83]).
The NP ∩ coNP bound follows directly from the µ-calculus expressions as the players can guess the
ranking function of the µ-calculus formula and the support of the uniform distribution at every state to
witness that the predecessor operator is satisfied, and the guess can be verified in polynomial time. Observe
that the computation through µ-calculus formulas is symbolic and more efficient than enumeration over the
set of all uniform memoryless strategies of size O(
∏
s∈S |Γ1(s)∪Γ2(s)|) (for example, with constant action
size and constant d, the µ-calculus formula is polynomial, whereas enumeration of strategies is exponential).
The µ-calculus formulas of [EJ91] can be obtained as a special case of the µ-calculus formula of Theorem 3
by replacing all predecessor operators with the Pre1 predecessor operator.
Proposition 3 Almost1(IP ,FM ,Φ) = Almost1(U,FM ,Φ) = Almost1(U,M,Φ).
Proof. Consider a finite-memory strategy π1 that is almost-sure winning. Once the strategy π1 is fixed, we
obtain a finite-state MDP and in MDPs almost-sure winning is independent of the precise transition probabil-
ities [CY95, Cha07]. Hence the strategy πu1 obtained from π1 by uniformization is also winning. It follows
that Almost1(IP ,FM ,Φ) = Almost1(U,FM ,Φ). The result that Almost1(U,FM ,Φ) = Almost1(U,M,Φ)
follows from Proposition 2.
It follows from above that uniform memoryless strategies are as powerful as finite-precision infinite-
memory strategies for almost-sure winning. We now show that infinite-precision infinite-memory strategies
are more powerful than uniform memoryless strategies.
Example 2 (Almost1(U,M,Φ) ( Almost1(IP , IM ,Φ)). We show with an example that for a concurrent
parity game with three priorities we have Almost1(U,M,Φ) ( Almost1(IP , IM ,Φ). Consider the game
shown in Fig 1. The moves available for player 1 and player 2 at s0 is {a, b} and {c, d}, respectively. The
priorities are as follows: p(s0) = 1, p(s2) = 3 and p(s1) = 2. In other words, player 1 wins if s1 is
visited infinitely often and s2 is visited finitely often. We show that for all uniform memoryless strategy
for player 1 there is counter strategy for player 2 to ensure that the co-parity condition is satisfied with
probability 1. Consider a memoryless strategy π1 for player 1, and the counter strategy π2 is defined as
follows: (i) if b ∈ Supp(π1(s0)), then play d, (ii) otherwise, play c. It follows that (i) if b ∈ Supp(π1(s0)),
then the closed recurrent set C of the Markov chain obtained by fixing π1 and π2 contains s2, and hence
s2 is visited infinitely often with probability 1; (ii) otherwise, player 1 plays the deterministic memoryless
strategy that plays a at s0, and the counter move c ensures that only s0 is visited infinitely often. It follows
from our results that for all finite-memory strategies for player 1, player 2 can ensure that player 1 cannot
win with probability 1.
We now show that in the game there is an infinite-memory infinite-precision strategy for player 1 to win
with probability 1 against all player 2 strategies. Consider a strategy π1 for player 1 that is played in rounds,
and a round is incremented upon visit to {s1, s2}, and in round k the strategy plays action a with probability
1 − 1
2k+1
and b with probability 1
2k+1
. For k ≥ 0, let Ek denote the event that the game gets stuck at round
k. In round k, against any strategy for player 2 in every step there is at least probability ηk = 12k+1 > 0 to
visit the set {s1, s2}. Thus the probability to be in round k for ℓ steps is at most (1− ηk)ℓ, and this is 0 as ℓ
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goes to ∞. Thus we have Prπ1,π2s0 (Ek) = 0. Hence the probability that the game is stuck in some round k is
Prπ1,π2s0 (
⋃
k≥0
Ek) ≤
∑
k≥0
Prπ1,π2s0 (Ek) = 0,
where the last equality follows as the countable sum of probability zero event is zero. It follows that
Prπ1,π2s0 (✷✸{s1, s2}) = 1, i.e., {s1, s2} is visited infinitely often with probability 1. To complete the proof
we need to show that {s2} is visited infinitely often with probability 0. Consider an arbitrary strategy for
player 2. We first obtain the probability uk+1 that s2 is visited k+1 times, given it has been visited k times.
Observe that to visit s2 player 2 must play the action d, and thus
uk+1 ≤
1
2k+1
(1 +
1
2
+
1
4
+ . . .),
where in the infinite sum is obtained by considering the number of consecutive visits to s1 before s2 is
visited. The explanation of the infinite sum is as follows: the probability to reach s2 for k + 1-th time after
the k-th visit (i) with only one visit to s1 is 12k+1 , (ii) with two visits to s1 is 12k+2 (as the probability to play
action b is halved), (iii) with three visits to s1 is 12k+3 and so on. Hence we have uk+1 ≤ 12k . The probability
that s2 is visited infinitely often is
∏∞
k=0 uk+1 ≤
∏∞
k=0
1
2k+1
= 0. It follows that for all strategies π2 we
have Prπ1,π2s0 (✷✸{s2}) = 0, and hence Pr
π1,π2
s0
(✷✸{s1} ∩ ✸✷{s1, s0}) = 1. Thus we have shown that
player 1 has an infinite-memory infinite-precision almost-sure winning strategy.
Example 3 (Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ)). We show with an example that
Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ). The example is from [dAH00] and we present the details for
the sake of completeness.
Consider the game shown in Fig. 2. The state s2 is an absorbing state, and from the state s1 the next
state is always s0. The objective of player 1 is to visit s1 infinitely often, i.e., ✷✸{s1}. For ε > 0, we will
construct a strategy πε1 for player 1 that ensures s1 is visited infinitely often with probability at least 1 − ε.
First, given ε > 0, we construct a sequence of εi, for i ≥ 0, such that εi > 0, and
∏
i(1− εi) ≥ (1− ε). Let
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πεi1 be a memoryless strategy for player 1 that ensures s0 is reached from s1 with probability at least 1− εi;
such a strategy can be constructed as in the solution of reachability games (see [dAHK07]). The strategy
πε1 is as follows: for a history w ∈ S∗ (finite sequence of states), if the number of times s1 has appeared in
w is i, then for the history w · s0 the strategy πε1 plays like π
εi
1 , i.e., πε1(w · s0) = π
εi
1 (s0). The strategy πε
constructed in this fashion ensures that against any strategy π2, the state s1 is visited infinitely often with
probability at least
∏
i(1 − εi) ≥ 1 − ε. However, the strategy πε1 counts the number of visits to s1, and
therefore uses infinite memory.
We now show that the infinite memory requirement cannot be avoided. We show now that all finite-
memory strategies visit s2 infinitely often with probability 0. Let π be an arbitrary finite-memory strategy
for player 1, and let M be the (finite) memory set used by the strategy. Consider the product game graph
defined on the state space {s0, s1, s2}×M as follows: for s ∈ {s0, s1, s2} and m ∈M , let πu(s,m) = m1
(where πu is the memory update function of π), then for a1 ∈ Γ1(s) and b1 ∈ Γ2(s) we have
δ((s,m), a1, b1)(s
′,m′) =
{
δ(s, a1, b1)(s
′) m′ = m1
0 otherwise
where δ is the transition function of the product game graph. The strategy π will be interpreted as
a memoryless π in the product game graph as follows: for s ∈ {s0, s1, s2} and m ∈ M we have
π((s,m)) = πn((s,m)), where πn is the next move function of π. Consider now a strategy π2 for player 2
constructed as follows. From a state (s0,m) ∈ {s0, s1, s2}×M , if the strategy π plays a with probability 1,
then player 2 plays c with probability 1, ensuring that the successor is (s0,m′) for some m′ ∈ M . If π
plays b with positive probability, then player 2 plays c and d uniformly at random, ensuring that (s2,m′) is
reached with positive probability, for some m′ ∈ M . Under π1, π2 the game is reduced to a Markov chain,
and since the set {s2} ×M is absorbing, and since all states in {s0} ×M either stay safe in {s0} ×M or
reach {s2} ×M in one step with positive probability, and all states in {s1} ×M reach {s0} ×M in one
step, the closed recurrent classes must be either entirely contained in {s0}×M , or in {s2}×M . This shows
that, under π1, π2, player 1 achieves the Bu¨chi goal ✷✸{s1} with probability 0.
The propositions and examples of this section establish all the results for equalities and inequalities of the
first set of equalities and inequalities of Section 1. The fact that Limit1(IP ,FM ,Φ) ( Limit1(IP , IM ,Φ)
was shown in [dAH00] (also see Example 3). The fact that we have ⋃b>0 Limit1(bFP , IM ,Φ) =
Almost1(U,M,Φ), and the result of [dAHK07] that for reachability objectives memoryless limit-sure
winning strategies exist and limit-sure winning is different from almost-sure winning established that⋃
b>0 Limit1(bFP , IM ,Φ) ( Limit1(IP ,M,Φ). Thus we have all the results of the first and second
set of equalities and inequalities of Section 1, other than Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ) =
Limit1(FP ,M,Φ) = Limit1(FP , IM ,Φ) and we establish this in the next section.
4 Infinite-precision Strategies
The results of the previous section already characterize that for almost-sure winning infinite-precision finite-
memory strategies are no more powerful than uniform memoryless strategies. In this section we characterize
the limit-sure winning for infinite-precision finite-memory strategies. We define two new operators, Lpre
(limit-pre) and Fpre (fractional-pre). For s ∈ S and X,Y ⊆ S, these two-argument predecessor operators
are defined as follows:
Lpre1(Y,X) = {s ∈ S | ∀α > 0 . ∃ξ1 ∈ χs1 . ∀ξ2 ∈ χs2 .
[
P ξ1,ξ2s (X) > α · P
ξ1,ξ2
s (¬Y )
]
}; (3)
Fpre2(X,Y ) = {s ∈ S | ∃β > 0 . ∀ξ1 ∈ χ
s
1 . ∃ξ2 ∈ χ
s
2 .
[
P ξ1,ξ2s (Y ) ≥ β · P
ξ1,ξ2
s (¬X)
]
} . (4)
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The operator Lpre1(Y,X) is the set of states such that player 1 can choose distributions to ensure that the
probability to progress to X (i.e., P ξ1,ξ2s (X)) can be made arbitrarily large as compared to the probability
of escape from Y (i.e., P ξ1,ξ2s (¬Y )). Note that α > 0 can be an arbitrarily large number. In other words,
the probability to progress to X divided by the sum of the probability to progress to X and to escape Y can
be made arbitrarily close to 1 (in the limit 1). The operator Fpre2(X,Y ) is the set of states such that against
all player 1 distributions, player 2 can choose a distribution to ensure that the probability to progress to Y
can be made greater than a positive constant times the probability of escape from X, (i.e., progress to Y is
a positive fraction of the probability to escape from X).
Limit-sure winning for memoryless strategies. The results of [dAHK07] show that for reachability objec-
tives, memoryless strategies suffice for limit-sure winning. We now show with an example that limit-sure
winning for Bu¨chi objectives with memoryless strategies is not simply limit-sure reachability to the set of
almost-sure winning states. Consider the game shown in Fig 3 with actions {a, b} for player 1 and {c, d, e}
for player 2 at s0. States s1, s2 are absorbing, and the unique successor of s3 is s0. The Bu¨chi objective
is to visit {s1, s3} infinitely often. The only almost-sure winning state is {s1}. The state s0 is not almost-
sure winning because at s0 if player 1 plays b with positive probability the counter move is d, otherwise
the counter move is c. Hence either s2 is reached with positive probability or s0 is never left. Moreover,
player 1 cannot limit-sure reach the state s1 from s0, as the move e ensures that s1 is never reached. Thus
in this game the limit-sure reach to the almost-sure winning set is only state s1. We now show that for all
ε, there is a memoryless strategy to ensure the Bu¨chi objective with probability at least 1 − ε from s0. At
s0 the memoryless strategy plays a with probability 1 − ε and b with probability ε. Fixing the strategy for
player 1 we obtain an MDP for player 2, and in the MDP player 2 has an optimal pure memoryless strategy.
If player 2 plays the pure memoryless strategy e, then s3 is visited infinitely often with probability 1; if
player 2 plays the pure memoryless strategy c, then s1 is reached with probability 1; and if player 2 plays
the pure memoryless strategy d, then s1 is reached with probability 1 − ε. Thus for all ε > 0, player 1 can
win from s0 and s2 with probability at least 1− ε with a memoryless strategy.
Limit-winning set for Bu¨chi objectives. We first present the characterization of the set of limit-sure win-
ning states for concurrent Bu¨chi games from [dAH00] for infinite-memory and infinite-precision strategies.
The limit-sure winning set is characterized by the following formula
νY0.µX0.[(B ∩ Pre1(Y0)) ∪ (¬B ∩ Lpre1(Y0,X0))]
Our characterization of the limit-sure winning set for memoryless infinite-precision strategies would be
obtained as follows: we will obtain sequence of chunk of states X0 ⊆ X1 ⊆ . . . ⊆ Xk such that from each
Xi for all ε > 0 there is a memoryless strategy to ensure that ✸Xi−1 ∪ (✷✸B ∩✷(Xi \Xi−1)) is satisfied
with probability at least 1− ε. We consider the following µ-calculus formula:
νY1.µX1.νY0.µX0.[(B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y1,X1)) ∪ (¬B ∩ Apre1(Y0,X0)
⋃
∗ Lpre1(Y1,X1))]
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Let Y ∗ be the fixpoint, and since it is a fixpoint we have
Y ∗ = µX1.νY0.µX0.
[ (
B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y ∗,X1)
)
∪(
¬B ∩ Apre1(Y0,X0)
⋃
∗ Lpre1(Y ∗,X1)
) ]
Hence Y ∗ is computed as least fixpoint as sequence of sets X0 ⊆ X1 . . . ⊆ Xk, and Xi+1 is obtained from
Xi as
νY0.µX0.[(B ∩ Pre1(Y0)
⋃
∗ Lpre1(Y ∗,Xi)) ∪ (¬B ∩Apre1(Y0,X0)
⋃
∗ Lpre1(Y ∗,Xi))]
The Lprei(Y ∗,Xi) is similar to limit-sure reachability to Xi, and once we rule out Lpre1(Y ∗,Xi), the
formula simplifies to the almost-sure winning under memoryless strategies. In other words, from each Xi+1
player 1 can ensure with a memoryless strategy that either (i) Xi is reached with limit probability 1 or
(ii) the game stays in Xi+1 \ Xi and the Bu¨chi objective is satisfied with probability 1. It follows that
Y ∗ ⊆ Limit1(IP ,M,✷✸B). We will show that in the complement set there exists constant η > 0 such
that for all finite-memory infinite-precision strategies for player 1 there is a counter strategy to ensure the
complementary objective with probability at least η > 0.
The general principle. The general principle to obtain the µ-calculus formula for limit-sure winning
for memoryless infinite-precision strategies is as follows: we consider the µ-calculus formula for the
almost-sure winning for uniform memoryless strategies, then add a νYn+1µXn+1 quantifier and add the
Lpre1(Yn+1,Xn+1)
⋃
∗ to every predecessor operator. Intuitively, when we replace Yn+1 by the fixpoint Y ∗,
then we obtain sequence Xi of chunks of states for the least fixpoint computation of Xn+1, such that from
Xi+1 either Xi is reached with limit probability 1 (by the Lpre1(Y ∗,Xn+1) operator), or the game stays in
Xi+1 \Xi and then the parity objective is satisfied with probability 1 by a memoryless strategy. Formally,
we will show Lemma 13, and we first present a technical lemma required for the correctness proof.
Lemma 12 (Basic Lpre principle). Let X ⊆ Y ⊆ Z ⊆ S and such that all s ∈ Y \ X we have s ∈
Lpre1(Z,X). For all prefix-independent events A ⊆ ✷(Z \ Y ), the following assertion holds:
Assume that for all η > 0 there exists a memoryless strategy πη1 ∈ ΠM1 such that for all π2 ∈ Π2
and for all z ∈ Z \ Y we have
Prπ
η
1 ,π2
z (A ∪✸Y ) ≥ 1− η, (i.e., lim
η→0
Prπ
η
1 ,π2
z (A ∪✸Y ) = 1).
Then, for all s ∈ Y for all ε > 0 there exists a memoryless strategy πε1 ∈ ΠM1 such that for all
π2 ∈ Π2 we have
Prπ
ε
1,π2
s (A ∪✸X) ≥ 1− ε, (i.e., lim
ε→0
Prπ
ε
1,π2
s (A ∪✸X) = 1).
Proof. The situation is depicted in Figure 4.(a). Since for all s ∈ Y \X we have s ∈ Lpre1(Z,X), given
ε > 0, player 1 can play the distribution ξLpres,1 [ε](Z,X) to ensure that the probability of going to ¬Z is at
most ε times the probability of going to X. Fix a counter strategy π2 for player 2. Let γ and γ′ denote the
probability of going to X and ¬Z , respectively. Then γ′ ≤ ε · γ. Observe that γ > εl, where l = |Γs|. Let
α denote the probability of the event A. We first present an informal argument and then present rigorous
calculations. Since A ⊆ A∪✸X, the worst-case analysis for the result correspond to the case when α = 0,
and the simplified situation is shown as Fig 4.(b). Once we let η → 0, then we only have an edge from Z \Y
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Figure 4: Basic Lpre principle; in the figures β = 1− γ − γ · ε
to Y and the situation is shown in Fig 4.(c). If q is the probability to reach X, then the probability to reach
¬Z is q · ε and we have q+ qε = 1, i.e., q = 11+ε , and given ε
′ > 0 we can chose ε to ensure that q ≥ 1− ε′.
We now present detailed calculations. Given ε′ > 0 we construct a strategy πε′1 as follows: let ε =
ε′
2(1−ε′) and η = ε
l+1 > 0; and fix the strategy πη1 for states in Z \ Y and the distribution ξ
Lpre
s,1 [ε](Z,X) at
s. Observe that by choice we have η ≤ γ · ε. Let q = Prπ
ε′
1 ,π2
s (A ∪✸X). Then we have q ≥ γ + β ·
(
α+
(1− η− α) · q
)
; since the set Z \ Y is reached with probability at most β and then again Y is reached with
probability at least 1− η − α and event A happens with probability at least α. Hence we have
q ≥ γ + β ·
(
α+ (1− η − α) · q
)
≥ γ + β ·
(
α · q + (1− η − α) · q
)
= γ + β · (1− η) · q;
the first inequality follows as q ≤ 1. Thus we have
q ≥ γ + (1− γ − γ · ε) · (1− η) · q;
q ≥
γ
γ + γ · ε+ η − η · γ − η · γ · ε
≥
γ
γ + γ · ε+ η
≥
γ
γ + γ · ε+ γ · ε
(since η ≤ γ · ε)
≥ 11+2ε ≥ 1− ε
′.
The desired result follows.
Lemma 13 For a parity function p : S 7→ [1..2n] and T ⊆ S, we have W ⊆ Limit1(IP ,M,Parity(p) ∪
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✸T ), where W is defined as follows:
νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(Yn,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(Yn,Xn)

Proof. We first reformulate the algorithm for computing W in an equivalent form.
µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(W,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(W,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(W,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(W,Xn)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(W,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(W,Xn)

The reformulation is obtained as follows: since W is the fixpoint of Yn+1 we replace Yn+1 by W everywhere
in the µ-calculus formula, and get rid of the outermost fixpoint. The above mu-calculus formula is a least
fixpoint and thus computes W as an increasing sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂ Tm = W of states,
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where m ≥ 0. Let Li = Ti \Ti−1 and the sequence is computed by computing Ti as follows, for 0 < i ≤ m:
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
T
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(W,Ti−1)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(W,Ti−1)
∪
.
.
.
B2 ∩APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(W,Ti−1)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(W,Ti−1)

The above formula is obtained by simply replacing the variable Xn by Ti−1. The proof that W ⊆
Limit1(IP ,M,Parity(p) ∪✸T ) is based on an induction on the sequence T = T0 ⊂ T1 ⊂ T2 ⊂ · · · ⊂
Tm = W . For 1 ≤ i ≤ m, let Vi = W \ Tm−i, so that V1 consists of the last block of states that has been
added, V2 to the two last blocks, and so on until Vm = W . We prove by induction on i ∈ {1, . . . ,m}, from
i = 1 to i = m, that for all s ∈ Vi, for all η > 0, there exists a memoryless strategy πη1 for player 1 such
that for all π2 ∈ Π2 we have
Prπ
η
1 ,π2
s
(
✸Tm−i ∪ Parity(p)
)
≥ 1− η.
Since the base case is a simplified version of the induction step, we focus on the latter.
For Vi \Vi−1 we analyze the predecessor operator that s ∈ Vi \Vi−1 satisfies. The predecessor operators
are essentially the predecessor operators of the almost-expression for case 1 modified by the addition of
the operator Lpre1(W,Tm−i)
⋃
∗ . Note that since we fix memoryless strategies for player 1, the analysis
of counter-strategies for player 2 can be restricted to pure memoryless (as we have player-2 MDP). We fix
the memoryless strategy for player 1 according to the witness distribution of the predecessor operators, and
consider a pure memoryless counter-strategy for player 2. Let Q be the set of states where player 2 plays
such the Lpre1(W,Tm−i) part of the predecessor operator gets satisfied. Once we rule out the possibility of
Lpre1(W,Tm−i), then the µ-calculus expression simplifies to the almost-expression of case 2 with Q∪T as
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the set of target, i.e.,
νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.

(T ∪Q)
B2n ∩ Pre1(Yn−1)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
∪
B2n−2 ∩APreEven1(0, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
∪
.
.
.
B2 ∩ APreEven1(n− 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)

This ensures that if we rule out Lpre1(W,Tm−i) from the predecessor operators and treat the set Q as
target, then by correctness of the almost-expression for case 2 we have that the Parity(p) ∪ ✸(Q ∪ T ) is
satisfied with probability 1. By applying the Basic Lpre Principle (Lemma 12) with Z = W , X = Tm−i,
A = Parity(p) and Y = X ∪ Q, we obtain that for all η > 0 player 1 can ensure with a memoryless
strategy that Parity(p) ∪ ✸Tm−i is satisfied with probability at least 1 − η. This completes the inductive
proof. With i = m we obtain that for all η > 0, there exists a memoryless strategy πη1 such that for all states
s ∈ Vm = W and for all π2 we have Pr
π
η
1 ,π2
s (✸T0 ∪ Parity(p)) ≥ 1 − η. Since T0 = T , the desired result
follows.
We now define the dual predecessor operators (the duality will be shown in Lemma 15). We will first use
the dual operators to characterize the complement of the set of limit-sure winning states for finite-memory
infinite-precision strategies. We now introduce two fractional predecessor operators as follows:
FrPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i)
= Fpre2(Xn, Yn)
⋃
∗ Apre2(Xn, Yn−1)
⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Pre2(Xn−i)
FrPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
= Fpre2(Xn, Yn)
⋃
∗ Apre2(Xn, Yn−1)⋃
∗ · · ·
⋃
∗ Apre2(Xn−i+1, Yn−i)
⋃
∗ Apre2(Xn−i, Yn−i−1)
The fractional operators are same as the PosPreOdd and PosPreEven operators, the difference is the
Pospre2(Yn) is replaced by Fpre2(Xn, Yn).
Remark 2 Observe that if we rule out the predicate Fpre2(Xn, Yn) the predecessor operator
FrPreOdd2(i, Yn,Xn, Yn, . . . , Yn−i,Xn−i) (resp. FrPreEven2(i, Yn,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1)),
then we obtain the simpler predecessor operator APreEven2(i,Xn, Yn−1, . . . , Yn−i,Xn−i) (resp.
APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1)).
42
The formal expanded definitions of the above operators are as follows:
APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1) =
{
s ∈ S | ∀α > 0 . ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn+1) > α · P
ξ1,ξ2
s (¬Yn+1))∨
(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)

}
.
APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
⋃
∗ Lpre1(Yn+1,Xn+1) =
{
s ∈ S | ∀α > 0 . ∃ξ1 ∈ χ
s
1.∀ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Xn+1) > α · P
ξ1,ξ2
s (¬Yn+1))∨
(P ξ1,ξ2s (Xn) > 0 ∧ P
ξ1,ξ2
s (Yn) = 1)∨
(P ξ1,ξ2s (Xn−1) > 0 ∧ P
ξ1,ξ2
s (Yn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Xn−i) > 0 ∧ P
ξ1,ξ2
s (Yn−i) = 1)∨
(P ξ1,ξ2s (Yn−i−1) = 1)

}
.
The formal expanded definitions of the above operators are as follows:
FrPreOdd2(i, Yn,Xn, . . . , Yn−i,Xn−i) =
{
s ∈ S | ∃β > 0.∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) ≥ β · P
ξ1,ξ2
s (¬Xn))∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i) > 0 ∧ P
ξ1,ξ2
s (Xn−i+1) = 1)∨
(P ξ1,ξ2s (Xn−i) = 1)

}
.
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FrPreEven2(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1) =
{
s ∈ S | ∃β > 0.∀ξ1 ∈ χ
s
1.∃ξ2 ∈ χ
s
2.

(P ξ1,ξ2s (Yn) ≥ β · P
ξ1,ξ2
s (¬Xn))∨
(P ξ1,ξ2s (Yn−1) > 0 ∧ P
ξ1,ξ2
s (Xn) = 1)∨
(P ξ1,ξ2s (Yn−2) > 0 ∧ P
ξ1,ξ2
s (Xn−1) = 1)∨
.
.
.∨
(P ξ1,ξ2s (Yn−i−1) > 0 ∧ P
ξ1,ξ2
s (¬Xn−i) = 1)

}
.
We now show the dual of Lemma 13.
Lemma 14 For a parity function p : S 7→ [1..2n] we have Z ⊆ ¬Limit1(IP ,FM ,Parity(p)), where Z is
defined as follows:
µYn.νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0.
B2n ∩ FrPreEven2(0, Yn,Xn, Yn−1
∪
B2n−1 ∩ FrPreOdd2(1, Yn,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ FrPreEven2(1, Yn,Xn, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩ FrPreOdd2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
∪
B2n−4 ∩ FrPreEven2(2, Yn,Xn, Yn−1,Xn−1, Yn−2,Xn−2, Yn−3)
.
.
.
B3 ∩ FrPreOdd2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1)
∪
B2 ∩ FrPreEven2(n− 1, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ FrPreOdd2(n, Yn,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0,X0)

Proof. For k ≥ 0, let Zk be the set of states of level k in the above µ-calculus expression. We will
show that in Zk, there exists constant βk > 0, such that for every finite-memory strategy for player 1,
player 2 can ensure that either Zk−1 is reached with probability at least βk or else coParity(p) is satisfied
with probability 1 by staying in (Zk \ Zk−1). Since Z0 = ∅, it would follow by induction that Zk ∩
Limit1(IP ,FM ,Parity(p)) = ∅ and the desired result will follow.
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We obtain Zk from Zk−1 by adding a set of states satisfying the following condition:
νXn.µYn−1.νXn−1. · · · µY1.νX1.µY0.νX0.
B2n ∩ FrPreEven2(0, Zk−1,Xn, Yn−1
∪
B2n−1 ∩ FrPreOdd2(1, Zk−1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ FrPreEven2(1, Zk−1,Xn, Yn−1,Xn−1, Yn−2)
∪
B2n−3 ∩ FrPreOdd2(2, Zk−1,Xn, Yn−1,Xn−1, Yn−2,Xn−2)
∪
B2n−4 ∩ FrPreEven2(2, Zk−1,Xn, Yn−1,Xn−2, Yn−2,Xn−2, Yn−3)
.
.
.
B3 ∩ FrPreOdd2(n − 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1)
∪
B2 ∩ FrPreEven2(n− 1, Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0)
∪
B1 ∩ FrPreOdd2(n,Zk−1,Xn, Yn−1,Xn−1, . . . , Y1,X1, Y0,X0)

The formula is obtained by removing the outer µ operator, and replacing Yn+1 by Zk−1 (i.e., we iteratively
obtain the outer fixpoint of Yn+1). If the probability of reaching to Zk−1 is not positive, then the following
conditions hold:
• If the probability to reach Zk−1 is not positive, then the predicate Fpre2(Xn, Zk−1) vanishes from the
predecessor operator FrPreOdd2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i), and thus the operator simpli-
fies to the simpler predecessor operator APreEven2(i,Xn, Yn−1, . . . , Yn−i,Xn−i).
• If the probability to reach Zk−1 is not positive, then the predicate Fpre2(Xn, Zk−1) vanishes from the
predecessor operator FrPreEven2(i, Zk−1,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1), and thus the operator
simplifies to the simpler predecessor operator APreOdd2(i,Xn, Yn−1, . . . , Yn−i,Xn−i, Yn−i−1).
Hence either the probability to reach Zk−1 is positive, and if the probability to reach Zk−1 is not positive,
then the above µ-calculus expression simplifies to
Z∗ = νXn.µYm−1νXm−1 · · · µY1.νX1.µY0.

B2n ∩ APreOdd2(0,Xn, Yn−1)
∪
B2n−1 ∩ APreEven2(1,Xn, Yn−1,Xn−1)
∪
B2n−2 ∩ APreOdd2(1,Xn, Yn−1,Xn−1, Yn−2)
.
.
.
B3 ∩ APreEven2(n− 2,Xn, . . . , Y1,X1)
∪
B2 ∩APreOdd2(n− 1,Xn, . . . , Y1,X1, Y0)
∪
B1 ∩APreEven2(n− 1,Xn, . . . , Y1,X1, Y0,X0)

.
We now consider the parity function p− 1 : S 7→ [0..2n− 1], and observe that the above formula is same as
the dual almost-expression for case 1. By correctness of the dual almost-expression we we have Z∗ ⊆ {s ∈
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S | ∀π1 ∈ Π
M
1 .∃π2 ∈ Π2.Pr
π1,π2
s (coParity(p)) = 1} (since Parity(p+ 1) = coParity(p)). It follows that if
probability to reach Zk−1 is not positive, then against every memoryless strategy for player 1, player 2 can
fix a pure memoryless strategy to ensure that player 2 wins with probability 1. In other words, against every
distribution of player 1, there is a counter-distribution for player 2 (to satisfy the respective APreEven2 and
APreOdd2 operators) to ensure to win with probability 1. It follows that for every memoryless strategy for
player 1, player 2 has a pure memoryless strategy to ensure that for every closed recurrent C ⊆ Z∗ we
have min(p(C)) is odd. It follows that for any finite-memory strategy for player 1 with M, player 2 has a
finite-memory strategy to ensure that for every closed recurrent set C ′×M′ ⊆ Z∗×M, the closed recurrent
set C ′ is a union of closed recurrent sets C of Z∗, and hence min(p(C ′)) is odd (also see Example 3 as an
illustration). It follows that against all finite-memory strategies, player 2 can ensure if the game stays in Z∗,
then coParity(p) is satisfied with probability 1. The Fpre2 operator ensures that if Z∗ is left and Zk−1 is
reached, then the probability to reach Zk−1 is at least a positive fraction βk of the probability to leave Zk.
In all cases it follows that Zk ⊆ {s ∈ S | ∃βk > 0.∀π1 ∈ ΠFM1 .∃π2 ∈ Π2.Prπ1,π2s (coParity(p)∪✸Zk−1) ≥
βk}. Thus the desired result follows.
Lemma 15 (Duality of limit predecessor operators). The following assertions hold.
1. Given Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1, we have
FrPreOdd2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i)
= ¬(APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1)).
2. Given Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆ Xn−i ⊆ Yn−i−1 ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1 and
s ∈ S, we have
FrPreEven2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i,¬Yn−i−1)
= ¬(APreEven1(i, Yn,Xn, . . . , Yn−i,Xn−i, Yn−i−1)
⋃
∗ Lpre1(Yn+1,Xn+1)).
Proof. We present the proof for part 1, and the proof for second part is analogous. To present the proof of
the part 1, we present the proof for the case when n = 1 and i = 1. This proof already has all the ingredients
of the general proof, and the generalization is straightforward as in Lemma 11.
Claim. We show that for X1 ⊆ X0 ⊆ Y0 ⊆ Y1 we have
Fpre2(¬X1,¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0) = ¬(Lpre1(Y1,X1)
⋃
∗ Apre1(Y0,X0)). We
start with a few notations. Let St ⊆ Γ2(s) and Wk ⊆ Γ2(s) be set of strongly and weakly covered actions
for player 2. Given St ⊆Wk ⊆ Γ2(s), we say that a set U ⊆ Γ1(s) satisfy consistency condition if
∀b ∈ St. Dest(s, U, b) ∩X1 6= ∅
∀b ∈Wk. (Dest(s, U, b) ∩X1 6= ∅) ∨ (Dest(s, U, b) ⊆ Y0 ∧Dest(s, U, b) ∩X0 6= ∅)
A triple (U,St,Wk) is consistent if U satisfies the consistency condition. We define a function f that takes
as argument a triple (U,St,Wk) that is consistent, and returns three sets f(U,St,Wk) = (U ′,St′,Wk′)
satisfying the following conditions:
(1) Dest(s, U ′,Γ2(s) \Wk) ⊆ Y1;
(2) St′ = {b ∈ Γ2(s) | Dest(s, U
′, b) ∩X1 6= ∅}
(3) Wk′ = {b ∈ Γ2(s) | (Dest(s, U
′, b) ∩X1 6= ∅) ∨ (Dest(s, U
′, b) ⊆ Y0 ∧Dest(s, U
′, b) ∩X0 6= ∅)}
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We require that (U,St,Wk) ⊆ (U ′,St′,Wk′) and also require f to return a larger set than the input argu-
ments, if possible. We now consider a sequence of actions sets until a fixpoint is reached: St−1 = Wk−1 =
U−1 = ∅ and for i ≥ 0 we have (Ui,Sti,Wki) = f(Ui−1,Sti−1,Wki−1). Let (U∗,St∗,Wk∗) be the set
fixpoints (that is f cannot return any larger set). Observe that every time f is invoked it is ensured that the
argument form a consistent triple. Observe that we have Sti ⊆ Wki and hence St∗ ⊆ Wk∗. We now show
the following two claims.
1. We first show that if Wk∗ = Γ2(s), then s ∈ Lpre1(Y1,X1)
⋃
∗ Apre1(Y0,X0). We first define the rank
of actions: for an action a ∈ U∗ the rank ℓ(a) of the action is mini a ∈ Ui. For an action b ∈ Γ2(s),
if b ∈ St∗, then the strong rank ℓs(b) is defined as mini b ∈ Sti; and for an action b ∈ Wk∗, the
weak rank ℓw(b) is defined as mini b ∈ Wki. For ε > 0, consider a distribution that plays actions in
Ui with probability proportional to εi. Consider an action b for player 2. We consider the following
cases: (a) If b ∈ St∗, then let j = ℓs(b). Then for all actions a ∈ Uj we have Dest(s, a, b) ⊆ Y1
and for some action a ∈ Uj we have Dest(s, a, b) ∩X1 6= ∅, in other words, the probability to leave
Y1 is at most proportional to εj+1 and the probability to goto X1 is at least proportional to εj , and
the ratio is ε. Since ε > 0 is arbitrary, the Lpre1(Y1,X1) part can be ensured. (b) If b 6∈ St∗, then
let j = ℓw(b). Then for all a ∈ U∗ we have Dest(s, a, b) ⊆ Y0 and there exists a ∈ U∗ such that
Dest(s, a, b)∩X0 6= ∅. It follows that in first case the condition for Lpre1(Y1,X1) is satisfied, and in
the second case the condition for Apre1(Y0,X0) is satisfied. The desired result follows.
2. We now show that Γ2(s) \Wk∗ 6= ∅, then s ∈ Fpre2(¬X1,¬Y1)
⋃
∗ Apre2(¬X1,¬Y0)
⋃
∗ Pre2(¬X0).
Let U = Γ1(s) \ U∗, and let Bk = Γ2(s) \Wk∗ and Bs = Γ2(s) \ St∗. We first present the required
properties about the actions that follows from the fixpoint characterization.
(a) Property 1. For all b ∈ Bk, for all a ∈ U∗ we have
Dest(s, a, b) ⊆ ¬X1 ∧ (Dest(s, a, b) ⊆ ¬X0 ∨Dest(s, a, b) ∩ ¬Y0 6= ∅).
Otherwise the action b would have been included in Wk∗ and Wk∗ could be enlarged.
(b) Property 2. For all b ∈ Bs and for all a ∈ U∗ we have Dest(s, a, b) ⊆ ¬X1. Otherwise b would
have been included in St∗ and St∗ could be enlarged.
(c) Property 3. For all a ∈ U , either
i. Dest(s, a,Bk) ∩ ¬Y1 6= ∅; or
ii. for all b ∈ Bs, Dest(s, a, b) ⊆ ¬X1 and for all b ∈ Bk,
Dest(s, a, b) ⊆ ¬X1 ∧ (Dest(s, a, b) ⊆ ¬X0 ∨Dest(s, a, b) ∩ ¬Y0 6= ∅)
The property is proved as follows: if Dest(s, a,Bk) ⊆ Y1 and for some b ∈ Bs we have
Dest(s, a, b) ∩ X1 6= ∅, then a can be included in U∗ and b can be included in St∗; if
Dest(s, a,Bk) ⊆ Y1 and for some b ∈ Bk we have
(Dest(s, a, b) ∩X1 6= ∅) ∨ (Dest(s, a, b) ∩X0 6= ∅ ∧Dest(s, a, b) ⊆ Y0)
then a can be included in U∗ and b can be included in Wk∗. This would contradict that
(U∗,St∗,Wk∗) is a fixpoint.
Let ξ1 be a distribution for player 1. Let Z = Supp(ξ1). We consider the following cases to establish
the result.
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(a) We first consider the case when Z ⊆ U∗. We consider the counter distribution ξ2 that plays all
actions in Bk uniformly. Then by property 1 we have (i) Dest(s, ξ1, ξ2) ⊆ ¬X1; and (ii) for all
a ∈ Z we have Dest(s, a, ξ2) ⊆ ¬X0 or Dest(s, a, ξ2) ∩ ¬Y0 6= ∅. If for all a ∈ Z we have
Dest(s, a, ξ2) ⊆ ¬X0, then Dest(s, ξ1, ξ2) ⊆ ¬X0 and Pre2(¬X0) is satisfied. Otherwise we
have Dest(s, ξ1, ξ2) ⊆ ¬X1 and Dest(s, ξ1, ξ2) ∩ ¬Y0 6= ∅, i.e., Apre2(¬X1,¬Y0) is satisfied.
(b) We now consider the case when Z ∩ U 6= ∅. Let U0 = U∗, and we will iteratively compute
sets U0 ⊆ Ui ⊆ Z such that (i) Dest(s, Ui, Bs) ⊆ ¬X1 and (ii) for all a ∈ Ui we have
Dest(s, a,Bk) ⊆ ¬X0 or Dest(s, a,Bk) ⊆ ¬Y0 (unless we have already witnessed that player 2
can satisfy the predecessor operator). In base case the result holds by property 2. The argument
of an iteration is as follows, and we use U i = Z \ Ui. Among the actions of Z ∩ U i, let a∗ be
the action played with maximum probability. We have the following two cases.
i. If there exists b ∈ Bs such that Dest(s, a∗, b) ∩ ¬Y1 6= ∅, consider the counter action b.
Since b ∈ Bs, by hypothesis we have Dest(s, Ui, b) ⊆ ¬X1. Hence the probability to go
out of ¬X1 is at most the total probability of the actions in Z ∩ U i and for the maximum
probability action a∗ ∈ Z ∩ U i the set ¬Y1 is reached. Let η > 0 be the minimum positive
transition probability, then fraction of probability to go to ¬Y1 as compared to go out of
¬X1 is at least β = η · 1|Γ1(s)| > 0. Thus Fpre2(¬X1,¬Y1) can be ensured by playing b.
ii. Otherwise, by property 3, (i) either Dest(s, a∗, Bk) ∩ ¬Y1 6= ∅, or (ii) for all b ∈ Bs we
have Dest(s, a∗, b) ⊆ ¬X1 and for all b ∈ Bk
Dest(s, a∗, b) ⊆ ¬X1 ∧ (Dest(s, a
∗, b) ⊆ ¬X0 ∨Dest(s, a
∗, b) ∩ ¬Y0 6= ∅)
If Dest(s, a∗, Bk) ∩ ¬Y1 6= ∅, then chose the action b ∈ Bk such that Dest(s, a∗, b) ∩
¬Y1 6= ∅. Since b ∈ Bk ⊆ Bs, and by hypothesis Dest(s, Ui, Bs) ⊆ ¬X1, we have
Dest(s, Ui, b) ⊆ ¬X1. Thus we have a witness action b exactly as in the previous case,
and like the proof above Fpre2(¬X1,¬Y1) can be ensured. If Dest(s, a∗, Bk) ⊆ Y1,
then we claim that Dest(s, a∗, Bs) ⊆ ¬X1. The proof of the claim is as follows: if
Dest(s, a∗, Bk) ⊆ Y1 and Dest(s, a∗, Bs) ∩ X1 6= ∅, then chose the action b∗ from Bs
such that Dest(s, a∗, b∗)∩X1 6= ∅, and then we can include a∗ to U∗ and b∗ to St∗ (contra-
dicting that they are the fixpoints). It follows that we can include a∗ ∈ Ui+1 and continue.
Hence we have either already proved that player 2 can ensure the predecessor operator or Ui = Z
in the end. If Ui is Z in the end, then Z satisfies the property used in the previous cases of U∗
(the proof of part a), and then as in the previous proof (of part a), the uniform distribution over
Bk is a witness that player 2 can ensure Pre2(X0)
⋃
∗ Apre2(¬X1,¬Y0).
General case. The proof for the general case is a tedious extension of the result presented for n = 1 and
i = 1. We present the details for the sake of completeness. We show that for Xn+1 ⊆ Xn ⊆ Xn−1 ⊆ · · · ⊆
Xn−i ⊆ Yn−i ⊆ Yn−i+1 ⊆ · · · ⊆ Yn ⊆ Yn+1, we have
FrPreOdd2 (i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i)
= ¬(APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i)
⋃
∗ Lpre1(Yn+1,Xn+1)).
We use notations similar to the special case. Let St ⊆ Γ2(s) and Wk ⊆ Γ2(s) be set of strongly and weakly
covered actions for player 2. Given St ⊆ Wk ⊆ Γ2(s), we say that a set U ⊆ Γ1(s) satisfy consistency
condition if
∀b ∈ St. Dest(s, U, b) ∩Xn+1 6= ∅
∀b ∈Wk. (Dest(s, U, b) ∩Xn+1 6= ∅) ∨ ∃0 ≤ j ≤ i.(Dest(s, U, b) ⊆ Yn−j ∧Dest(s, U, b) ∩Xn−j 6= ∅)
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A triple (U,St,Wk) is consistent if U satisfies the consistency condition. We define a function f that takes
as argument a triple (U,St,Wk) that is consistent, and returns three sets f(U,St,Wk) = (U ′,St′,Wk′)
satisfying the following conditions:
(1) Dest(s, U ′,Γ2(s) \Wk) ⊆ Yn+1;
(2) St′ = {b ∈ Γ2(s) | Dest(s, U
′, b) ∩Xn+1 6= ∅}
(3)Wk′ = {b ∈ Γ2(s) | (Dest(s, U
′, b) ∩Xn+1 6= ∅)∨
∃0 ≤ j ≤ i.(Dest(s, U ′, b) ⊆ Yn−j ∧Dest(s, U
′, b) ∩Xn−j 6= ∅)}
We require that (U,St,Wk) ⊆ (U ′,St′,Wk′) and also require f to return a larger set than the input argu-
ments, if possible. We now consider a sequence of actions sets until a fixpoint is reached: St−1 = Wk−1 =
U−1 = ∅ and for i ≥ 0 we have (Ui,Sti,Wki) = f(Ui−1,Sti−1,Wki−1). Let (U∗,St∗,Wk∗) be the set
fixpoints (that is f cannot return any larger set). Observe that every time f is invoked it is ensured that the
argument form a consistent triple. Observe that we have Sti ⊆ Wki and hence St∗ ⊆ Wk∗. We now show
the following two claims.
1. We first show that if Wk∗ = Γ2(s), then s ∈ Lpre1(Yn+1,Xn+1)
⋃
∗APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i).
We first define the rank of actions: for an action a ∈ U∗ the rank ℓ(a) of the action is mini a ∈ Ui.
For an action b ∈ Γ2(s), if b ∈ St∗, then the strong rank ℓs(b) is defined as mini b ∈ Sti; and for an
action b ∈ Wk∗, the weak rank ℓw(b) is defined as mini b ∈ Wki. For ε > 0, consider a distribution
that plays actions in Ui with probability proportional to εi. Consider an action b for player 2. We
consider the following cases: (a) If b ∈ St∗, then let j = ℓs(b). Then for all actions a ∈ Uj we have
Dest(s, a, b) ⊆ Yn+1 and for some action a ∈ Uj we have Dest(s, a, b) ∩Xn+1 6= ∅, in other words,
the probability to leave Yn+1 is at most proportional to εj+1 and the probability to goto Xn+1 is at
least proportional to εj , and the ratio is ε. Since ε > 0 is arbitrary, the Lpre1(Yn+1,Xn+1) part can
be ensured. (b) If b 6∈ St∗, then let j = ℓw(b). Then for all a ∈ U∗ there exists 0 ≤ j ≤ i such
that we have Dest(s, a, b) ⊆ Yn−j and there exists a ∈ U∗ such that Dest(s, a, b) ∩ Xn−j 6= ∅. It
follows that in first case the condition for Lpre1(Yn+1,Xn+1) is satisfied, and in the second case the
condition for APreOdd1(i, Yn,Xn, . . . , Yn−i,Xn−i) is satisfied. The desired result follows.
2. We now show that Γ2(s) \Wk∗ 6= ∅, then
s ∈ FrPreOdd2(i+ 1,¬Yn+1,¬Xn+1,¬Yn,¬Xn, . . . ,¬Yn−i,¬Xn−i).
Let U = Γ1(s) \ U∗, and let Bk = Γ2(s) \Wk∗ and Bs = Γ2(s) \ St∗. We first present the required
properties about the actions that follows from the fixpoint characterization.
(a) Property 1. For all b ∈ Bk, for all a ∈ U∗ we have
Dest(s, a, b) ⊆ ¬Xn+1 ∧ ∃0 ≤ j ≤ i.(Dest(s, a, b) ⊆ ¬Xn−j ∨Dest(s, a, b) ∩ ¬Yn−j 6= ∅).
Otherwise the action b would have been included in Wk∗ and Wk∗ could be enlarged.
(b) Property 2. For all b ∈ Bs and for all a ∈ U∗ we have Dest(s, a, b) ⊆ ¬Xn+1. Otherwise b
would have been included in St∗ and St∗ could be enlarged.
(c) Property 3. For all a ∈ U , either
i. Dest(s, a,Bk) ∩ ¬Yn+1 6= ∅; or
49
ii. for all b ∈ Bs, Dest(s, a, b) ⊆ ¬Xn+1 and for all b ∈ Bk,
Dest(s, a, b) ⊆ ¬Xn+1∧∃0 ≤ j ≤ i.(Dest(s, a, b) ⊆ ¬Xn−j∨Dest(s, a, b)∩¬Yn−j 6= ∅)
The property is proved as follows: if Dest(s, a,Bk) ⊆ Yn+1 and for some b ∈ Bs we have
Dest(s, a, b) ∩ Xn+1 6= ∅, then a can be included in U∗ and b can be included in St∗; if
Dest(s, a,Bk) ⊆ Yn+1 and for some b ∈ Bk we have
(Dest(s, a, b) ∩Xn+1 6= ∅) ∨ ∃0 ≤ j ≤ i.(Dest(s, a, b) ∩Xn−j 6= ∅ ∧Dest(s, a, b) ⊆ Yn−j)
then a can be included in U∗ and b can be included in Wk∗. This would contradict that
(U∗,St∗,Wk∗) is a fixpoint.
Let ξ1 be a distribution for player 1. Let Z = Supp(ξ1). We consider the following cases to establish
the result.
(a) We first consider the case when Z ⊆ U∗. We consider the counter distribution ξ2 that plays all
actions in Bk uniformly. Then by property 1 we have (i) Dest(s, ξ1, ξ2) ⊆ ¬Xn+1; and (ii) for
all a ∈ Z there exists j ≤ i such that Dest(s, a, ξ2) ⊆ ¬Xn−j or Dest(s, a, ξ2)∩¬Yn−j 6= ∅. If
for all a ∈ Z we have Dest(s, a, ξ2) ⊆ ¬Xn−i, then Dest(s, ξ1, ξ2) ⊆ ¬Xn−i and Pre2(¬Xn−i)
is satisfied. Otherwise, there must exists j ≤ i such that Dest(s, ξ1, ξ2) ⊆ ¬Xn+1−j and
Dest(s, ξ1, ξ2)∩¬Yn−j 6= ∅, i.e., APreOdd2(i,¬Xn+1,¬Yn . . . ,¬Xn−i+1,¬Yn−i) is satisfied.
(b) We now consider the case when Z ∩ U 6= ∅. Let U0 = U∗, and we will iteratively compute
sets U0 ⊆ Uℓ ⊆ Z such that (i) Dest(s, Uℓ, Bs) ⊆ ¬Xn+1 and (ii) for all a ∈ Uℓ there exists
j ≤ i such that Dest(s, a,Bk) ⊆ ¬Xn−j or Dest(s, a,Bk) ⊆ ¬Yn−j (unless we have already
witnessed that player 2 can satisfy the predecessor operator). In base case the result holds by
property 2. The argument of an iteration is as follows, and we use U ℓ = Z \ Uℓ. Among the
actions of Z ∩U ℓ, let a∗ be the action played with maximum probability. We have the following
two cases.
i. If there exists b ∈ Bs such that Dest(s, a∗, b) ∩ ¬Yn+1 6= ∅, consider the counter action b.
Since b ∈ Bs, by hypothesis we have Dest(s, Uℓ, b) ⊆ ¬Xn+1. Hence the probability to go
out of ¬Xn+1 is at most the total probability of the actions in Z ∩U ℓ and for the maximum
probability action a∗ ∈ Z ∩ U ℓ the set ¬Yn+1 is reached. Let η > 0 be the minimum
positive transition probability, then fraction of probability to go to ¬Yn+1 as compared to
go out of ¬Xn+1 is at least β = η · 1|Γ1(s)| > 0. Thus Fpre2(¬Xn+1,¬Yn+1) can be ensured
by playing b.
ii. Otherwise, by property 3, (i) either Dest(s, a∗, Bk) ∩ ¬Yn+1 6= ∅, or (ii) for all b ∈ Bs we
have Dest(s, a∗, b) ⊆ ¬Xn+1 and for all b ∈ Bk
Dest(s, a∗, b) ⊆ ¬Xn+1∧∃0 ≤ j ≤ i.(Dest(s, a
∗, b) ⊆ ¬Xn−j∨Dest(s, a
∗, b)∩¬Yn−j 6= ∅)
If Dest(s, a∗, Bk) ∩ ¬Yn+1 6= ∅, then chose the action b ∈ Bk such that Dest(s, a∗, b) ∩
¬Yn+1 6= ∅. Since b ∈ Bk ⊆ Bs, and by hypothesis Dest(s, Uℓ, Bs) ⊆ ¬X1, we have
Dest(s, Uℓ, b) ⊆ ¬Xn+1. Thus we have a witness action b exactly as in the previous
case, and like the proof above Fpre2(¬Xn+1,¬Yn+1) can be ensured. If Dest(s, a∗, Bk) ⊆
Yn+1, then we claim that Dest(s, a∗, Bs) ⊆ ¬Xn+1. The proof of the claim is as follows:
if Dest(s, a∗, Bk) ⊆ Yn+1 and Dest(s, a∗, Bs) ∩Xn+1 6= ∅, then chose the action b∗ from
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νYn.µXn.νYn−1.µXn−1. · · · νY1.µX1.νY0.µX0.
B2n ∩ Pre1(Yn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−1 ∩ APreOdd1(0, Yn−1,Xn−1)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−2 ∩ APreEven1(0, Yn−1,Xn−1, Yn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
B2n−3 ∩ APreOdd1(1, Yn−1,Xn−1, Yn−2,Xn−2)
⋃
∗ Lpre1(Yn,Xn)
∪
.
.
.
B2 ∩ APreEven1(n − 2, Yn−1,Xn−1, . . . , Y1,X1, Y0)
⋃
∗ Lpre1(Yn,Xn)
∪
B1 ∩ APreOdd1(n− 1, Yn−1,Xn−1, . . . , Y0,X0)
⋃
∗ Lpre1(Yn,Xn)

Figure 5: µ-calculus formula for limit-sure winning with finite-memory infinite-precision strategies
Bs such that Dest(s, a∗, b∗) ∩Xn+1 6= ∅, and then we can include a∗ to U∗ and b∗ to St∗
(contradicting that they are the fixpoints). It follows that we can include a∗ ∈ Uℓ+1 and
continue.
Hence we have either already proved that player 2 can ensure the predecessor opera-
tor or Uℓ = Z in the end. If Uℓ is Z in the end, then Z satisfies the property
used in the previous cases of U∗ (the proof of part a), and then as in the previous
proof (of part a), the uniform distribution over Bk is a witness that player 2 can ensure
Pre2(¬Xn−i)
⋃
∗ APreOdd2(i,¬Xn+1,¬Yn . . . ,¬Xn−i+1,¬Yn−i).
The desired result follows.
Characterization of Limit1(IP ,M,Φ) set. From Lemma 13, Lemma 14, and the duality of predecessor op-
erators (Lemma 15) we obtain the following result characterizing the limit-sure winning set for memoryless
infinite-precision strategies for parity objectives.
Theorem 4 For all concurrent game structures G over state space S, for all parity objectives Φ = Parity(p)
for player 1, with p : S 7→ [1..2n], the following assertions hold.
1. We have Limit1(IP ,M,Φ) = Limit1(IP ,FM ,Φ), and Limit1(IP ,FM ,Φ) =W , where W is defined
as the µ-calculus formula in Fig 5, and Bi = p−1(i) is the set of states with priority i, for i ∈ [1..2n].
2. The set Limit1(IP ,FM ,Φ) can be computed symbolically using the µ-calculus expression of Fig 5 in
time O(|S|2n+2 ·
∑
s∈S 2
|Γ1(s)∪Γ2(s)|).
3. For s ∈ S whether s ∈ Limit1(IP ,FM ,Φ) can be decided in NP ∩ coNP.
The NP ∩ coNP bound follows directly from the µ-calculus expressions: the players can guess the
ranking function of the µ-calculus formula and for each state the players guess the sequence of (Ai,Sti,Wki)
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to witness that the predecessor operators are satisfied. The witnesses are polynomial and can be verified in
polynomial time.
Construction of infinite-precision strategies. Note that for infinite-precision strategies we are interested
in the limit-sure winning set, i.e., for every ε > 0, there is a strategy to win with probability 1 − ε, but not
necessarily a strategy to win with probability 1. The proof of Theorem 4 (Lemma 13) constructs for every
ε > 0 a memoryless strategy that ensures winning with probability at least 1− ε.
Equalities of finite and infinite-precision. We now establish the last set of equalities required to establish
all the desired equalities and inequalities described in Section 1.
Theorem 5 Given a concurrent game structure G and a parity objective Φ we have Limit1(IP ,M,Φ) =
Limit1(FP ,M,Φ) = Limit1(FP ,FM ,Φ) = Limit1(FP , IM ,Φ)
Proof. We need to show that following two inclusions: (1) Limit1(IP ,M,Φ) ⊆ Limit1(FP ,M,Φ) (note
since trivially we have Limit1(FP ,M,Φ) ⊆ Limit1(IP ,M,Φ), it would follow that Limit1(IP ,M,Φ) =
Limit1(FP ,M,Φ)); and (2) Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ) (note that since trivially we have
Limit1(FP ,M,Φ) ⊆ Limit1(FP ,FM ,Φ) ⊆ Limit1(FP , IM ,Φ) it would follow that Limit1(FP ,M,Φ) =
Limit1(FP ,FM ,Φ) = Limit1(FP , IM ,Φ)). We establish the above inclusions below.
1. (First inclusion: Limit1(IP ,M,Φ) ⊆ Limit1(FP ,M,Φ)). Consider ε > 0, and consider j ∈ N such
that 1
j
≤ ε. Then the construction of a witness memoryless strategy for Φ for the set Limit1(IP ,M,Φ)
to ensure winning with probability at least 1−ε′ (as established in Theorem 4), for ε′ = 1
j
, plays every
action with probabilities multiple of b, where b ≤ j2O(|S|·|A|) , where S is the set of states and A is the
set of actions. It follows that for every ε > 0, there is a memoryless finite-precision strategy to ensure
that the objective Φ is satisfied with probability at least 1 − ε from all states in Limit1(IP ,M,Φ).
Note that the precision of the strategy depends on ε > 0. This establishes the first desired inclusion.
2. (Second inclusion: Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ)). We now show that
Limit1(FP , IM ,Φ) ⊆ Limit1(FP ,M,Φ). From the previous item it follows that we have U =
Limit1(FP ,M,Φ) = Limit1(IP ,M,Φ). We have the following fact (by definition): for every state
s ∈ S \ U there exists a constant c > 0 such that for every memoryless strategy for player 1 there
is counter strategy for player 2 to ensure that Φ is not satisfied with probability at least c. Assume
towards contradtiction that there is a state s ∈ S\U such that s ∈ Limit1(FP , IM ,Φ). Fix ε > 0 such
that ε < c, and since s ∈ Limit1(FP , IM ,Φ) there is some finite-precision (possible infinite-memory)
strategy π1 to ensure that Φ is satisfied with probability 1−ε, and let the precision of the strategy be b.
Then consider the turn-based game G˜ constructed in Proposition 2 for b-precision. Then in G˜ there is
a strategy to ensure that Φ is satisfied with probability at least 1− ε. However since G˜ is a turn-based
stochastic game, and in turn-based stochastic parity games pure memoryless optimal strategies exist,
there is a pure memoryless strategy in G˜ that ensures winning with probability at least 1−ε, and from
the pure memoryless strategy in G˜ we obtain a memoryless strategy in G that ensures winning with
probability at least 1 − ε > 1 − c. Thus we have a contradiction to the fact. Thus the desired result
follows.
The desired result follows.
Independence from precise probabilities. Observe that the computation of all the predecessor operators
only depends on the supports of the transition function, and does not depend on the precise transition proba-
bilities. Hence the computation of the almost-sure and limit-sure winning sets is independent of the precise
transition probabilities, and depends only on the supports. We formalize this in the following result.
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Theorem 6 Let G1 = (S,A,Γ1,Γ2, δ1) and G2 = (S,A,Γ1,Γ2, δ2) be two concurrent game structures that
are equivalent, i.e., G1 ≡ G2. Then for all parity objectives Φ, for all C1 ∈ {P,U,FP , IP} and C2 ∈
{M,FM , IM } we have (a) AlmostG11 (C1, C2,Φ) = AlmostG21 (C1, C2,Φ); and (b) LimitG11 (C1, C2,Φ) =
LimitG21 (C1, C2,Φ).
All cases of the above theorem, other than when C1 = IP and C2 = IM follows from our results, and
the result for C1 = IP and C2 = IM follows from the results of [dAH00].
5 Conclusion
In this work we studied the bounded rationality problem for qualitative analysis in concurrent parity games,
and presented a precise characterization. The theory of bounded rationality for quantitative analysis is future
work, and we believe the results of this paper will be helpful in developing the theory.
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