Abstract-In this paper, a framework of probabilistic-based mixture regression models (PMRM) is presented for multi-class alignment of liquid chromatography-mass spectrometry (LC-MS) data. The proposed framework performs the alignment in both time and measurement spaces of the LC-MS spectra. The expectation maximization (EM) algorithm is used to estimate the joint parameters of spline-based mixture regression models and prior transformation densities. The latter are incorporated to account for variability in time and measurement spaces of the data. As a proof of concept, the proposed method is applied to align a single-class replicate LC-MS spectra generated from proteins of lysed E.coli cells. Its performance is compared with the dynamic time warping (DTW) and continuous profile model (CPM) approaches.
data points and/or feature vectors of fixed dimension as described previously [3] . However, LC-MS data commonly consist of a variable number of measurements, observed over intervals of varying size with some missing observations. The most common approach for aligning LC-MS data is based on the identification of landmarks or structural points usually associated with maxima, minima, or other critical or inflection points of each spectrum. The whole spectra are then aligned so that the landmarks are synchronized [4] . The drawback of this approach is that it requires landmarks to be identified prior to alignment. On the other hand, methods that rely on optimization of global fitting function provide alternative solution to alignment problems without requiring landmarks. One of the methods that do not utilize landmarks for alignment is dynamic time warping (DTW), which was originally applied in speech recognition [5] . DTW has been applied for aligning chromatographic and LC-MS data [6] [7] [8] . However, the above approach is limited for a consensus alignment of all pair-wise combinations of spectra. Another recently introduced method is the continuous profile model (CPM) based on hidden Markov model (HMM) [9] . CPM has been applied for multi-class alignment of continuous time-series data and for detecting differences in LC-MS data [9] . Although CPM is described as a naïve and computationally intensive method, it is clear that the nonlinear relationship between the experimental (physical) and the aligned timescales have been artificially forced to relate during the problem formulation.
In this paper, we propose a framework of probabilisticbased mixed regression models (PMRM) that directly addresses the multi-class alignments of LC-MS data. The proposed method is not confined to landmarks, allows for continuous time alignment, and employs functional curve modeling to deal with issues such as variable sequence length and non-uniformly sampled data. The framework lends itself to an expectation-maximization (EM) algorithm with the following features: i) the explicit use of transformation priors for modeling of the variability in time and measurement spaces of the data, ii) the use of an implicit distance metric for multi-class alignment, iii) the integration of alignment into more general multi-class alignment problem, and (iv) its flexibility to include different prior transformations.
The remainder of this paper is organized as follows. In Section II, we outline the PMRM and describe the generation mechanism of functional curve data. Additionally, this section explains the algorithm for finding the maximum likelihood parameters of the regression models -spline- based mixture regression models -and the prior densities used for modeling the variability in time and measurement spaces of the data. Section III illustrates the applicability of the proposed method by aligning a set of replicate LC-MS spectra and comparing the results with those obtained by DTW and CPM. Section IV summarizes our findings.
II. PROBABILISTIC BASED MIXTURE MODELS FOR MULTI-CLASS ALIGNMENT PROBLEM

A. Model Representation
We assume that the observed continuous-functional curve data are generated with the following features:
1. An individual is randomly drawn from the population of interest. 2. The individual is assigned to class k with probability likely values of the parameters k θ and the weights k α . This can be accomplished by using the EM algorithm which is a general procedure for finding the maximum likelihood estimates of the parameters present in mixture models [10] [11] [12] . The probabilistic framework then allows one to find the best class-alignment in time and measurement spaces of the functional curve data.
In the following, we consider M spectra 
where i e is a zero-mean Gaussian with variance 
where ( , )'s
p y x θ are the mixture components, 's k α are the mixing weights, and k θ is the set of parameters for the component k . Conditional independence between the functional curve data amounts assuming that the individuals constitute a random sample from a population, and allows the full joint density to be written as:
Thus, the log-likelihood of the parameters θ given a dataset D can be obtained directly from Eq.(3) as follows:
B. EM Formulation for Mixed Regression Models
The idea here is to pull out the mixture of components from the full joint density, using the observed dataset D as a guide, so that the underlying group behavior can be discovered. A standard approach to deal with the hidden data is to utilize the EM algorithm for consistent estimation. Introducing hidden data, which correspond to the unknown group membership of the M functional curve data, is more appropriate in the log-likelihood formulation of Eq. continuous spectrum is generated from the th k mixture component. Thus, the joint density of Y and Z given X can be defined as follows:
This follows from the conditional independence assumptions on i y and that the 's i Z are assumed to be independent.
Thus, the complete-data likelihood follows from Eq. (5) as:
To fit the dataset D into this framework for the splinebased regression models, the regression between i y and i x defined in Eq. (1) can be rewritten as follows:
where i B denotes spline basis matrix evaluated at i x . Then, the regression and the error models derived from the classspecific conditional probability density function for i y can be rewritten as follows: 
C. Multi-Class Alignment of LC-MS Data
The probabilistic framework formulated in the previous subsections allows us to generalize the modeling of arbitrary variability in time and measurement spaces of the data such as shifting and scaling of the LC-MS spectra. We describe in this section the steps that define the principle upon multiclass alignment models are based. These steps provide the data generative model structure, define the transformation prior models, compute the joint probabilities and the loglikelihood function, and define the associated EM algorithm.
The general model definition and the assumed prior models for scaling and shifting parameters are formulated as follows:
, , a , it is desirable that a value of one be the most likely value (i.e., no scaling at all) and therefore the corresponding Gaussian prior model is given as 
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using the new membership probabilities from Step 2. 4) Repeat Steps 2 and 3 until a stopping criterion is met (e.g. maximum number of iteration or convergence rate).
III. EVALUATION AND COMPARISON
To evaluate the framework proposed in this paper, we used LC-MS spectra data generated from proteins of lysed E.coli cells previously described in [9] . Each raw LC-MS spectrum consists of three dimensions, namely the m/z location, RT, and ion intensity. By calculating the total ion current (TIC) for each RT point across m/z values, we obtained 11 twodimensional spectra (see Fig. 1A ). From this figure, we can see that the replicate spectra show significant shifts along the experimental time as well as distortions in the measurement space. We applied our proposed framework that involves the probabilistic spline-based (i.e. a linear combination of Bspline bases) mixture regression models to align these spectra. The prior scaling and translation variables in time and measurement spaces, described in the generalized model of Eq. (9), were included in the maximum likelihood estimation-based EM algorithm. Fig. 1B depicts the aligned spectra using the PMRM. We calculated the coefficient of variation (CV) of the log-transformed TIC values for the raw spectra and the ones aligned using PMRM, DTW and CPM. Although each alignment method yielded smaller CV compared to the raw spectra, we see that DTW and CPM spectra stretched the original (experimental) time range by almost 1.5 and 2 folds, respectively, as illustrated in Fig.1C . The stretch in using DTW is due to the insertion and deletion steps with respect to the time axis that causes the aligned spectra to have varying time range across spectra. The stretch by CPM is attributed to the assumed latent timescale, i.e., the latent timescale is assumed to be at least two times wider than the physical timescale. On the other hand, the warping path obtained by PMRM is determined from the underlying physical experiment. Thus, its time range tends to remain close to the time-scale of the physical experiment.
IV. CONCLUSION
In this paper, we present probabilistic-based mixture regression models (PMRM) for aligning a single-class replicate LC-MS data. We utilize the well known maximum likelihood-based EM algorithm for estimating the generative models of the data as well as the prior scaling and translation parameters. The latter effectively accounts for the variability in time and measurement spaces of the data. We compared the performance of PMRM with dynamic time warping (DTW) and continuous profile model (CPM) in terms of aligning replicate LC-MS spectra. Although the three methods exhibited comparable performance in terms of reducing the CV of the raw spectra, PMRM achieved better performance in preserving the underlying physical experimental time-frame. Whereas DTW and CPM stretched the original time-scale by approximately 1.5 and 2 folds, respectively, PMRM maintained the original time-scale of the raw spectra. Future work will focus on extending PMRM for multi-dimensional alignment (i.e., to align both m/z and RT drifts) and to apply the method for multi-class alignment (e.g., to align LC-MS data obtained from samples that represent cases and controls). C Fig. 1 . Alignment results for 11 replicate LC-MS spectra of proteins extracted from lysed E.coli cells and CV calculated for each set of replicated spectra. A: Raw spectra before alignment. B: Spectra aligned by PMRM. C: Mean spectrum for each set of spectra (raw and spectra aligned by DTW, CPM and PMRM).
