This paper presents the design and simulation of a single-shot optical 3D sensor based on multispectral pattern projection and a stereo-vision setup of two multispectral snapshot cameras. The performances of various combinations of available multispectral cameras, spatial light patterns, and 3D reconstruction algorithms as well as the geometric arrangements of the stereo-vision camera setup are simulated and analyzed. This simulation-based investigation delivers two optimized combinations of sensor components in terms of hardware and algorithm as orientations for practical sensor development in future, and an appropriate arrangement of the stereo-vision setup is determined. Moreover, the influences of sensor noise on 3D reconstruction are also estimated.
INTRODUCTION
High-precision optical 3D shape measurement technique is playing an increasingly important role in diverse fields such as in industrial machine vision, human-machine interaction, biomedicine, and security applications etc. Among various 3D measuring methods, the structured light technique, e.g. the phase-shift fringe projection profilometry, 1 presents itself as a well-established method for its outstanding depth resolution and completeness of obtained 3D point clouds. A major drawback of conventional structured light-based 3D methods is the real-time capability, which is primarily restricted by the switching rate of patterns using conventional projection devices and the large number of used light patterns. Hence, solution approaches to this real-time capability challenge can be proposed by raising the frequency of pattern switching, which are realized with high-speed projection techniques such as laser speckle projector, 2 multi-aperture projector, 3, 4 and GOBO projector, [5] [6] [7] or reducing the number of patterns used for the calculation of a single 3D frame. For this approach, it is clear that the minimal pattern number is N = 1. Single-shot structured light 3D techniques could be divided into two classes according to the use of monochromatic or composite multispectral patterns. A typical technique in the first class is the Fourier profilometry. 8 But it lacks in measurement stability and will confront with a lot of problems at surface with sharp edges and non-uniform optical properties. With the use of composite multispectral patterns, it is possible to project multiple different spatial light patterns simultaneously at different wavelengths. Using multi-channel image sensor these patterns are detected from a single image acquisition. In some previous works 9-11 the phase-shift color fringe pattern is proposed. In this pattern the three-step phase-shift is coded with RGB colors, so phase values can be calculated from one color image. The challenges with this color-based phase-shift method is the unwrapping of phase map without additional patterns (e.g. gray-codes) because of the limitation of only three channels.
Recently, miniaturized snapshot multispectral cameras [12] [13] [14] offer novel possibilities in multi-channel image acquisition. These cameras realize simultaneous capturing of image data at different spectral bands, and thus exhibit the capability to extract more three light patterns from one acquisition. However, it should be taken into account that the most snapshot multispectral cameras are based on the sensor principle of on-chip multispectral filter array (MSFA) and hence have a reduced spatial resolution despite image demosaicing. Recently, we proposed a concept of single-shot optical 3D sensor based on multispectral array projection and snapshot multispectral cameras. 15 First experiments showed the feasibility of the new measuring approach in principle. Here we conduct a fundamental investigation on the use of spectral patterns and MSFA-based multispectral cameras for 3D measurements. Using the mathematical model of multispectral imaging, we simulate 3D measurements using various multi-wavelength patterns and multispectral cameras with different number of spectral channels. Moreover, the influences of the size of the stereo baseline and sensor noise are also analyzed. *chen.zhang@tu-ilmenau.de; phone +49 03677 693977; http://www.tu-ilmenau.de/qualitaetssicherung/ Figure 1 illustrates the proposed concept of optical 3D sensor based on multispectral array projection. It is composed of a stereo-vision setup of two multispectral snapshot cameras and an array projection device. The array projection device consists of N single projection units with N different spatial light patterns and light sources 1  to N  corresponding to the spectral characteristics of multispectral cameras. Considering that the alignment of the single projection units and the precise control of patterns' characteristics and their relation between each other are extremely difficult, it is advantage to use pseudo-statistical patterns to avoid too complex optics design. All the projection units are activated synchronously, so that different patterns are extracted from a snapshot multispectral image. As statistical patterns the speckle patterns can be firstly considered. Furthermore, Heist et al. 16 proposed the aperiodic sinusoidal fringe patterns with statistical varying period lengths and phase shifts of fringes. These patterns exhibit an advantage regarding to the simplified fabrication. They can be fabricated as binary slides, while the sinusoidal intensity profile of fringes is produced with a minor defocusing of projection. The stereo matching at rectified stereo-vision setup can be realized at pixel level by calculating normalized cross-correlation between the sequence of N spectral values 
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Moreover, the pixel matching could be further extended to block matching in order to improve the stability. In this case, the correlation coefficient  is calculated based on all the pixels of a pixel block with pre-defined block size of h × w (1) (1) (2) (2) , , , 
SIMULATION-BASED INVESTIGATION
The simulation of the optical 3D sensor proposed in section 2 is implemented using Autodesk 3ds Max and Matlab. In this investigation, we examine four combinations of two kinds of multispectral cameras that are available on the market with two kinds of pseudo-statistical patterns: band-limited speckle patterns and aperiodic fringe patterns. The simulation of 3D reconstruction is performed for three different baselines between both cameras. In the short-baseline arrangement of the stereo-vision camera setup, the camera triangulation angle β is 5°, while it is 15° and 25° in the middle-and widebaseline camera arrangement, respectively. Figure 2 shows the spectral characteristics of the simulated 4-channel RGB-NIR cameras of PIXELTEQ 17 and 8-channel multispectral NIR cameras of SILIOS TECHNOLOGIES. 18 The simulated cameras have the same resolution (1280 × 1024 pixels) of sensor chip, so the spatial resolution of each spectral channel of the 8-channel cameras is 2/3 of the resolution of the channels of the 4-channel cameras. For image demosaicing the bicubic interpolation is used. LEDs with full width at half maximum of 50 nm and central wavelengths corresponding to the camera spectral channels are simulated as light sources for pattern projection. The middle working distance of the simulated sensor system is 1500 mm, and the lateral measurement field at the middle working distance is about 200 mm × 250 mm. 3D surface measurements at a sphere with 50 mm radius and diffuse surface is simulated. Figure 3 illustrate the speckle and aperiodic pattern projected onto this sphere object and their presentation in frequency domain. Disparity maps are constructed with pixel matching and block matching methods up to a block size of 5 × 5 pixels. 
Simulation without noise
At first, simulation of 3D reconstruction without measurement noise is performed. Considering the limitations of signalto-noise ratio (SNR) in practical applications, a sub-pixel accuracy of 0.1 pixels is calculated in the stereo matching with interpolation of spectral intensity values in each channel of spectral image cubes. For the quantitative evaluation of the reconstructed 3D point clouds, we calculate the root-mean-square error (RMSE) of sphere fitting, as illustrated in Figure  4 , and the completeness of obtained 3D point cloud, which is defined as the ratio between the number of valid 3D points and the number of all object pixels in the 2D image. The results of the simulation of various measurement arrangements are shown in Table 1 to Table 3 .
(a) (b) Figure 4 . Simulated 3D measurement of sphere object: reconstructed 3D point cloud with false-color representation (a) and sphere fitting (b). This example is obtained using the combination of 8-channel multispectral NIR cameras, aperiodic fringe patterns, and pixel matching at the middle-baseline camera arrangement.
Overall, a good compromise between 3D accuracy and completeness of obtained 3D measurement result can be achieved with the middle-baseline arrangement of the stereo-vision camera setup, in which the camera triangulation angle is 15°.
Comparing to the 3D results obtained with the short-baseline camera arrangement, the RMSEs are lower by at least 40% with the middle-baseline arrangement, while the completeness of 3D result remains almost the same. A further increase of the triangulation angle to 25° (wide-baseline camera arrangement) leads to more invalid 3D points and a deterioration of the completeness of measurement result. The reason to this may be that large camera view angle results in more high frequency components in the sensor plane and hence more artifacts by the image restoration to original sensor resolution due to the low-pass acquisition of raw image data using MSFA-based sensors. Moreover, the large difference of camera perspective leads to different demosaicing artifacts at both cameras and therewith increased errors in stereo matching. Table 1 and Table 2 show that the pixel matching method gives a poor performance at the 4-channel RGB-NIR cameras. Either this method delivers very noisy and incomplete 3D results, or it fails with large triangulation angles. This is due to the lower number (here N = 4) of spatial patterns used for the identification of matched image pixels. This problem can be mitigated by taking the spatial information of patterns into the stereo camera correlation. With the 8-channel cameras, characterized by N = 8, a robust pixel matching is feasible in general, whereby the utilization of aperiodic fringe patterns provides a few more valid 3D points. At these cameras, the block matching results in a reduction of RMSE at the shortbaseline arrangement, but in an increase of RMSE at the middle-baseline arrangement.
With the middle-baseline arrangement, high completeness of 3D measurement result (> 95%) can be achieved with the most combinations of patterns, cameras, and stereo matching methods except using the pixel matching method at 4-channel RGB-NIR camera, as aforementioned. Using speckle patterns and block matching method with a block size of 3 × 3 pixels, a RMSE of 0.073 mm and a 3D point cloud completeness of 99.2% are achieved with the 4-channel cameras. With the 8-channel NIR cameras, an even lower RMSE of 0.053 mm is achievable by the use of aperiodic fringe patterns and pixel matching, but the completeness of 3D result becomes fractionally lower. These both combinations of hardware sensor components and 3D reconstruction algorithms are identified as "good sensor settings", for which the influences of fixed-pattern-noise of image sensor are further investigated in section 3.2.
Simulation with fixed-pattern-noise
In practice, the image quality is limited by sensor noise. For the approach to optical 3D measurement proposed in this work, a major error source is the fixed-pattern-noise (FPN), or rather photo response non-uniformity (PRNU) according to the EMVA 1288 standard 19 in each spectral channel of multispectral cameras. For the investigation on the influences of FPN on the quality of 3D measurement, we simulate this noise at different levels and for each camera separately. For each image pixel, a Gaussian distributed spectral value magnification factor η is pseudo-randomly generated with mean value µ = 1 and standard deviation σ. Thereafter, the original image data are multiplied with the generated magnification factors.
In this investigation the range of spatial standard deviation σ of FPN is from 0.1% to 5.0%. Based on the image data with simulated FPN, 3D reconstructions are performed for the both "good sensor settings" chosen in section 3.1. The results of this investigation are illustrated in Figure 5 . Here the combination of 4-channel cameras, speckle patterns, and 3 × 3 block matching is abbreviated as "4C-SP-BM", while the combination of 8-channel cameras, aperiodic fringe patterns, and pixel matching is abbreviated as "8C-AFP-PM". In Figure 5 (a) a growth of RMSE can be recognized from σ = 0.5%, from which an almost linear relation between σ and RMSE can be seen. From σ = 3.5% there is only a minimal difference between RMSE values obtained with both sensor settings. Figure 5(b) shows the decreases of completeness of 3D measurement result with the rise of fixed-pattern-noise. The setting "4C-SP-BM" exhibits a better robustness of stereo matching to noise. With this setting the completeness falls from 99.2% to 99% at σ = 0.5%, while it falls from 98.7% to 98% with the setting "8C-AFP-PM".
SUMMARY AND FUTURE WORK
In this work, we presented the design and simulation of a single-shot optical 3D sensor based on multispectral pattern projection and stereo snapshot multispectral cameras. In this theoretical investigation we simulated the performances of various combinations of multispectral snapshot cameras, spatial light patterns, and algorithms for stereo matching, as well as the influences of the geometric arrangement of the stereo-vision setup. This investigation shows that proposed sensor concept is fundamentally possible for both 4-channel and 8-channel cameras with suitable choices of projection patterns and stereo matching methods. From the simulation two combinations of sensor components can be suggested for the practical sensor development. Moreover, the simulation indicates that the triangulation angle should be around 15° in order to achieve a good compromise between accuracy of 3D measurement and completeness of 3D measurement result. From a practical point of view, the 8-channel multispectral NIR cameras could exhibit the advantage that the optical 3D measurements in the near-infrared spectral range are less influenced by objects' own color.
The proposed sensor concept enables the extraction of multiple light patterns from a single image acquisition, hence, the quality of single-shot 3D imaging can be greatly improved in terms of depth resolution and stability of stereo matching. Using this approach, high-quality 3D image data could be captured at the frame rate of used 2D sensors, so the 3D frame rate can be raised significantly with the use of high-speed image sensors. However, it may be restricted by the necessary exposure time in practice because of the low quantum efficiency of most snapshot multispectral cameras.
One of the main systematic error sources is the fixed-pattern-noise of image sensors. However, the fixed-pattern-noise is a deterministic non-uniformity of the pixel sensitivity over the active sensor area and hence could be eliminated based on a sensor characterization following the EMVA1288 standard. 19 Figure 5 shows that the impact of fixed-pattern-noise is practically negligible if it is suppressed to a level σ < 1%.
A further challenge in practical applications is the difference of spectral characteristics between two multispectral image sensors due to the uncertainties in fabrication process. There could be differences in central wavelengths and shapes of spectral sensitivity curves of the camera spectral channels. Investigation on influences of such effects and experimental evaluation of the proposed approach to 3D measurement will be continued in the future.
