The tremendous growth in high-bandwidth applications and consequent increase in power consumption has underscored the importance of energy efficient design strategies for backbone optical networks. In this paper, we first present an efficient integer linear program (ILP) formulation for allocating resources to a sub-wavelength traffic demand, such that the increase in energy consumption due to the new demand is minimized. The ILP allocates resources to the new demand, based on the bandwidth usage and durations of existing demands, as well as that of the new demand. We then extend this approach, and propose a heuristic that performs resource allocation for a set of scheduled, periodic demands with the goal of reducing the overall energy consumption of the network for the entire demand set. We show through simulations that the proposed ILP can quickly generate solutions for practical networks, with hundreds of demands and demonstrate that knowledge of the demand holding times can be exploited to significantly reduce the overall network energy consumption.
Introduction
The exponential growth in high-bandwidth applications and devices used in backbone networks has been accompanied by a corresponding increase in power consumption, and there is a growing recognition of the need to be more energy efficient [1] . In fact, a number of researchers predict that "energy consumption rather than the cost of the component equipment may eventually become the barrier to continued growth" [2] . Therefore, it is becoming increasingly important to design networks that consider effective use of the available power, in addition to other resources such as bandwidth, wavelength channels, transceivers etc. For core networks, it has been established that optical processing is cheaper than electronic processing in terms of power consumptions [3] . Therefore, optical wavelength division multiplexing (WDM) networks can play an important role in reducing the energy consumption of core network nodes, by allowing traffic to optically bypass electronic components whenever possible, and thus minimizing the amount of electronic switching needed to process data.
A number of recent papers [4] - [7] have considered route and wavelength assignment (RWA) and traffic grooming, with the goal of reducing energy consumption. Our approach differs from these existing schemes, in that we consider the applications with periodic bandwidth demands (also called scheduled traffic demands [8] ) and show that consideration of demand holding times can play an important part in reducing the overall energy consumption of a network.
In order to see how knowledge of demand holding times can be exploited to obtain more power efficient grooming, we consider the network of Fig. 1 (a) , which shows the logical topology of a small network with four nodes and five logical edges (lightpaths). Initially, four demands d 1 , d 2 , d 3 and d 4 (shown as dashed lines), with start and end times as in Fig. 1 (b) , are routed over four active lightpaths l 1 , l 2 , l 3 and l 4 , respectively. Now, suppose a new demand d 5 is to be routed from node 1 to node 4. There are three possible ways to do it: i) using only lightpath l 5 , ii) using lightpaths l 1 and l 3 , or iii) using lightpaths l 2 and l 4 . Obviously, option 1 requires more energy since it increases the static power consumption by switching on lightpath l 5 . Regarding option 2 or option 3, at first it appears that there is no difference between the two, since there is no change in static power consumption, and the increase in dynamic power consumption is the same for both cases. However, when we consider the demand holding times, we see that significant energy savings can be achieved by routing the new demand over lightpaths l 2 and l 4 , since this will allow l 1 (l 3 ) to be switched off from time ω 1 (ω 3 ), and hence reduce the static power consumption.
In this paper, we propose a new technique for energy aware resource allocation of scheduled, periodic traffic demands. We first present an ILP formulation that optimally routes a single new demand in such a way as to minimize the incremental energy consumption. We then extend this concept and propose a simple and efficient heuristic algorithm that jointly allocates resources to a set of scheduled demands in such a way that the total static and dynamic power consumption, for the entire demand set, is reduced as much as possible. We further show that jointly allocating a set of scheduled demands leads to significant additional improvements in power consumption, over those already achieved using our initial formulation.
Related Work
Energy aware design for wireless communication is an well established discipline, but research on energy efficient optical network design is only starting to receive increased research attention. Some recent works have proposed an new cost model to estimate energy consumption [9] , as well as new architectures for minimizing energy consumption [10] . In [1] , the authors present the idea of putting network interfaces and components to sleep in order to reduce the energy consumption in Internet systems. This concept is also used in [11] to reduce energy consumption by rerouting IP traffic. In [3] , the authors form a generic model for router power consumption to exploit the power-awareness in network design and dynamic routing. Traffic flows on the low utilization links are allowed to be rerouted to an alternate path in order to minimize the number of active line cards. In [4] , the authors investigate the relationship between energy and Bit error rate (BER) in optical network, and also propose a power-aware anycasting routing technique and sleep cycle protocols to meet the goal of energy saving.
Traffic grooming techniques that minimize the number of active router ports and/or line cards have been proposed to minimize energy consumption of the network. In [5] , the authors propose both flow based and interface based formulations for network node power consumption. ILP formulation and heuristics are provided to solve the traffic grooming problem with the objective of minimizing the power consumption of router ports. In [6] , an ILP formulation that minimizes both the static and dynamic components of power consumption is presented. However, the ILP formulation becomes computationally intractable for practical networks and is not able to handle larger networks. In [7] , the authors solve the complete static traffic grooming problem from a power consumption perspective, and shown that significant energy savings can be achieved with power efficient grooming. In this paper, we adopt the power model given in [7] , which can be expressed as:
where L is the set of active lightpaths, P 0 corresponds to the static power consumption for a lightpath l ∈ L, p t is the additional power needed for each traffic unit carried on l, and t l is the traffic on lightpath l. Static power consumption is reduced by routing sub-wavelength traffic demands in a way that minimizes number of active router ports (corresponding to active lightpaths carrying some non-zero traffic). Dynamic power consumption is reduced by minimizing the amount of electronic switching required for each demand.
Energy Efficient Resource Allocation for Sub-Wavelength Demands
In this section, we first consider the case of allocating resources for a single new demand, when there are a number of existing demands already routed over the network. We are given the routing scheme for the set of successfully allocated demands over a logical topology represented by a directed graph G(N, L), where N is the set of nodes and L is the set of logical edges (lightpaths), with each lightpath having a maximum capacity of g. The goal is to find a route for the new demand over the specified logical topology, such that the amount of additional energy consumption due to the new demand is minimized. The entire time is partitioned into a set of disjoint intervals (as shown in Fig. 1(b) ), where the duration of the i th interval is denoted by T i . Q alloc represents the set of existing demands that have already been routed over the logical topology. For each q ∈ Q alloc , α q (ω q ) is the start (end) time , s q (d q ) is the source (destination) node, and t q is the bandwidth requirement for demand q. At any given time a lightpath l ∈ L, from node o l to node e l , is active, if it is carrying some non-zero traffic. L i denotes the set of active lightpaths during interval i (before routing the new demand). The parameter r q,i (x q,l ) is set to 1, if an established demand q is active during interval i (routed over lightpath l). The router ports of an inactive lightpath may be switched off to reduce energy consumption. Therefore, when finding a route for the new demand, the primary goal is to reduce the number of lightpaths that were previously inactive and must become active to accommodate the new demand. We define the following binary variables to be used in our formulation for traffic routing (ILP-TR):
• x l : a binary variable which is set to 1 if new demand is routed over lightpath l.
• γ l,i : a binary variable which is set to 1 if lightpath l is active during interval i.
The formulation (ILP-TR) given below calculates the optimal routing for the new scheduled demand in such way that the additional energy consumption during its active intervals is minimized.
Subject to:
Constraint (3) has to be repeated for all j ∈ N.
Constraint (5) has to be repeated for all l ∈ L, and for all i, α q ≤ i ≤ ω q .
Constraint (7) has to be repeated for all i, α q ≤ i ≤ ω q .
The objective function (2) minimizes the weighted sum of the total energy consumption. Since the demands are processed one at a time, we only consider the active intervals of the new demand currently being allocated. Clearly, it is more advantageous if a lightpath remains inactive during a longer interval compared to a shorter interval. Therefore, the ILP uses the duration (T i ) of an interval i as the weight of the energy consumption during that interval. Constraint (3) is the standard flow equation and is used to route the new demand over the logical topology using a single multi-hop logical path. Constraint (4) states that any lightpath that were active during interval i, before considering the new demand, will continue to remain active during interval i. Constraint (5) ensures that the total flow on a lightpath, during any active interval, does not exceed its capacity g. The first term represents any additional traffic load on lightpath l, if the new demand q is routed over l during its active interval i. The second term is the existing load on the lightpath l during interval i, due to the demands that have already been allocated. Constraint (6) states that if the new demand is routed over lightpath l, then l must remain active for the entire duration of the demand. Finally, (7) calculates the additional power consumption for each interval i during which the new demand is active. The first term represents the static power consumption by all new lightpaths that must be activated to accommodate the new demand during interval i. The second term calculates the additional dynamic power consumption on each lightpath (both newly activated and already active lightpaths) due to the new demand.
Heuristic for energy efficient routing
In this section we outline our heuristic for energy efficient routing (H-EER) of a given set (Q) of scheduled sub-wavelength traffic demands. In our model, each scheduled sub-wavelength traffic demand [12] is represented as (s q , d q , t q , α q , ω q ), where s q and d q are the source and destination, t q represents the bandwidth requirement of a demand q, which is specified in OC-n notation, and α q , ω q are the setup and teardown times of the demand. We assume that the data rate of the individual demands varies between OC-3 to OC-24, and is always less than the capacity of a lightpath. The proposed heuristic attempts to route each individual low-speed traffic demand onto high capacity lightpaths in such a way that both the static and dynamic components of power consumption during any interval are minimized. The demands are added one at a time, using the formulation (ILP-TR) presented in Sec. 3. Although, each demand is allocated optimally, based on the current information, the order in which the demands are processed can have a considerable effect on the performance of the heuristic. Therefore, divide the entire heuristic into two phases, the first phase (lines 1-7) determines the order in which the demands are processed and the second phase (lines 8-12) finds an energy efficient routing for each demand, one by one. We assume that actual connection setup/teardown is implemented by appropriate control plane protocols, which are outside the scope of this paper.
In PHASE 1, we first obtain an initial ordering the demands (Q sort ), by sorting the demands based on the bandwidth requirements. Next, we partition the entire time period into a number of consecutive time intervals, i 1 , i 2 , i 3 , ...i max , (as depicted in Fig. 1 (b) ), and sort the intervals by their duration in descending order. The idea is that the demands that are active during longer intervals should be processed first, since they will have a greater impact on the total energy consumption. The demands active during each interval (longest to shortest) are then selected for processing according to the specified criteria used to sort the demands (lines 6-7). Once the order for processing the demands has been determined, ILP-TR is used to find an optimal routing for the current demand q, based on the set of all demands that have been previously allocated Q alloc . Once a successful routing is found (line 10), the current demand q is added to the set of allocated demands (line 11) and the set of active lightpaths for each interval (G min ) is updated (line 12). for Each demand q ∈ Q sort do 7: if q Q order and r q,i = 1 Q order = Q order ∪ {q}. 8: PHASE 2: Determine Routes 9: for Each demand q ∈ Q order do 10: Use ILP-TR to find optimal routing for q.
11:
Q alloc = Q alloc ∪ {q}.
12:
Update G min . 13: return G min .
Experimental Results
We have tested our algorithm with different demand sets on a number of networks, including the 14-node NSFNET and 20-node ARPANET topologies. The logical topologies were constructed based on the approach outlined in [13] . We calculated the average number of active lightpaths in each interval and the total energy consumption (both static and load dependent components), for different sets of scheduled demands with varying amounts of overlap among the demands.
We classified the demand sets as having low, medium and high demand overlap (referred to as LDO, MDO and HDO respectively), as defined by the demand overlap factor (δ) [14] , for each demand set. The start time and duration for each individual demand in each set was randomly generated. Hence, it is possible that several demands start simultaneously. The demand overlap factor characterizes the amount overlap among a set of demands and varies between 0 (no two demands overlap with each other in time) and 1 (all demands overlap in all intervals). The average values of δ for the LDO, MDO and HDO sets were δ = 0.05, δ = 0.28, and δ = 0.5 respectively, and for each case the results were compared with the holding time unaware (HTU) case, which corresponds to δ = 1. The HTU model was simulated in our experiments by setting the duration of every demand to the full 24-hour period. For the higher values of δ, the results approach the HTU case. Fig. 2 shows the percentage improvement in total power consumption and the average number of active lightpaths compared with HTU case for a 10-node network, when sorting the demands according to the bandwidth requirement. As shown in Fig. 2 , significant energy savings (10% -over 50%) can be achieved by utilizing knowledge of the demand holding times. The improvements over the HTU model increases steadily as the demand overlap factor decreases. We also note that the total power consumptions is closely related to the number of active lightpaths, since in our model the static component of the power consumption dominates over the load dependent component [7] . We have also found that on average the number of active lightpaths (and consequently the power consumption) is reduced by about 20%, for the MDO and HDO cases, by jointly allocating a set of scheduled demands rather than allocating one demand at a time. 
Conclusions
In this paper, we propose a new technique for energy efficient traffic grooming of scheduled, periodic demands. We first present an ILP formulation that can be used to route a single demand, when there are a number of existing demands, with known start and end times, already scheduled in the network. Next we propose a simple and efficient energy-aware heuristic algorithm, for jointly allocating a large set of such periodic demands. Both approaches are capable of handling practical networks, with hundreds of demands. Unlike most existing energy-aware traffic grooming approaches, our approach considers holding-time-aware demands, and routes the demands in a way that allows the maximum number of lightpaths (from the specified base topology) to be switched off at any given time. The simulation results demonstrate that significant energy savings can be achieved by utilizing knowledge of the demand holding times, and joint allocation of demands yields further improvements.
