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SADRZˇAJ 1
Popis engleskog nazivlja iz SAS-a
Analysis of Maximum Likelihood Estimates - analiza procjene metodom maksimalne vje-
rodostojnosti
Analysis Variable - analiza varijable
Area - povrsˇina
Col Pct - relativna frekvencija stupca
Confidence Limits - pouzdane granice
COUNT - frekvencija
DF - broj stupnjeva slobode
Estimate - procjena (procijenjeni koeficijent)
Frequency - frekvencija
Intercept - slobodni cˇlan
Mean - aritmeticˇka sredina
N Obs - broj observacija
Parameter - parametar
Percent - relativna frekvencija
Pr > ChiS q - p-vrijednost χ2 testa
Row Pct - relativna frekvencija retka
Standard Error - standardna pogresˇka
Std Dev - standardna devijacija
Variable - varijabla
Uvod
Ocjena prediktivne tocˇnosti je kriticˇka procjena kvalitete prediktivnog modela kao i uspo-
redbe prediktivnih modela, algoritama i tehnologija. U medicini su ROC krivulje postale
glavni alat za ovu svrhu te se njihovo korisˇtenje velikom brzinom sˇiri u podrucˇju financija,
znanosti o atmosferi i strojnom ucˇenju. ROC krivulja daje vizualno i opsezˇno izvjesˇc´e o
tocˇnosti predikcije. One su nasˇiroko primjenjive, neovisno o izvoru predikcija.
Predvidanje odredenog ponasˇanja postao je kljucˇan dio u poslovnom i znanstvenom
svijetu. Jednostavan svakodnevni primjer toga je vremenska prognoza. Svi izvori vi-
jesti poput dnevnih novina, radija, televizije i interneta, iznose detaljnu vremensku prog-
nozu. Ona je veoma bitna za mnoge zˇivotne aktivnosti kao sˇto su prijevoz, poljoprivreda i
gradevina. Zbog toga se razvila velika industrija koja se bavi prikupljanjem podataka koji
pomazˇu prilikom predvidanja vremenskih uvjeta i izradi statisticˇkih modela za prognozi-
ranje koristec´i te podatke.
Zbog ubrzanog povec´anja populacije, jako bitno je postalo predvidjeti potrosˇnju elek-
tricˇne energije, plina, nafte i hrane radi planirane proizvodnje.
U ovom radu bazirat c´u se na primjerima iz medicine, stoga c´u pojmove tumacˇiti kroz
to podrucˇje.
U zadnjem poglavlju iznosim dva primjera napisana u statisticˇkom paketu SAS. U pr-
vom primjeru c´u pokazati kako se konstruiraju ROC krivulje. U drugom primjeru po-
kazujem kako usporedbom ROC krivulja mozˇemo odabrati najbolji logisticˇki model koji
opisuje dane podatke.
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Poglavlje 1
Procjena binarnih klasifikatora
1.1 Procjena dijagnosticˇkih testova modelom praga
U medicinskoj literaturi rijecˇ ”predikcija” ne pojavljuje se cˇesto, vec´ se koristi termin dijag-
noze. Dijagnoza je predikcija bolesti kod pacijenta koji ima simptome odredene bolesti.[2]
Model praga (eng. Threshold) je matematicˇki model u kojem se vrijednost praga ili niz
vrijednosti pragova koristi za rangiranje vrijednosti gdje se ponasˇanje predvideno modelom
bitno razlikuje s obzirom u koje podrucˇje upada. Model praga je ilustriran na slici 1.1.
Slika 1.1: Model praga
Pretpostavimo da imamo binarni klasifikator, tj. predikciju bolesti. Izradimo klasifika-
cijski model hθ(x). Ako hθ(x) = 1, tada predvidamo da je bolest prisutna, ako hθ(x) = 0,
tada predvidamo da je bolest nije prisutna.
Lijecˇnikova procjena da pacijent boluje od bolesti, bez obavljanja dijagnosticˇkog testa,
zove se vjerojatnost bolesti. Kako vjerojatnost poprima vrijednosti izmedu 0 i 1, ilustri-
ramo sve na pravcu izmedu tocˇaka 0 i 1. Tocˇka Tt predstavlja testni prag (eng. testing
threshold), tj. tocˇku na vjerojatnosnom pravcu u kojoj ne postoji razlika izmedu vrijed-
nosti da se pacijent ne lijecˇi i da se provede dijagnosticˇki test. Slicˇno, prag lijecˇenja Trx
(eng. treatment threshold) je tocˇka na vjerojatnosnom pravcu u kojoj ne postoji razlika
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izmedu vrijednosti da se provede dijagnosticˇki test i da se pacijent lijecˇi bez provodenja
testa. O nekoliko faktora ovisi gdje c´emo postaviti tocˇke praga: rizik od dijagnosticˇkih
testova (pretraga), korist od lijecˇenja bolesnog pacijenta, rizik od lijecˇenja bolesnog, ali i
zdravog pacijenta te tocˇnost testa. [1]
Slika 1.2 prikazuje situaciju u kojoj je test poprilicˇno tocˇan i postoji jako mali rizik za
pacijenta.
Slika 1.2: Precizan ili niskorizicˇan test
U ovom slucˇaju, lijecˇnik c´e raditi pretrage kada je vjerojatnost bolesti niska, ali i kada
je ona visoka.
Slika 1.3 prikazuje suprotnu situaciju u kojoj test ima malu tocˇnost ili postoji jako velik
rizik za pacijenta. Ovakav test se obicˇno ne provodi.
Slika 1.3: Netocˇan ili visokorizicˇan test
1.2 Mjerenje tocˇnosti dijagnosticˇkih testova
Tocˇnost dijagnosticˇkog testa ima dvije znacˇajke:
1. Test dobro detektira bolest koja se testira, dakle daje pozitivan rezultat kod bolesnih
pacijenata. To svojstvo se zove senzitivnost testa. Ako test ima visoku senzitivnost,
tada ima nisku lazˇno negativnu stopu (eng. false-negative rate), tj. test nec´e pokazati
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lazˇni negativni rezultat kod mnogo oboljelih pacijenata.
Senzitivnost se definira na nekoliko ekvivalentnih nacˇina:
• vjerojatnost da je test pozitivan kod oboljelih pacijenata
• postotak oboljelih pacijenata kojima je test pozitivan
• stvarno pozitivna stopa (eng. true-positive rate)
2. Test dobro prepoznaje pacijente koji nisu oboljeli. To svojstvo se zove specificˇnost
testa. Ako je specificˇnost testa visoka, test ima nisku lazˇno pozitivnu stopu (eng.
false-positive rate), tj. test nec´e pokazati lazˇni pozitivni rezultat u mnogo neoboljelih
pacijenata. Specificˇnost se takoder mozˇe definirati na nekoliko ekvivalentnih nacˇina:
• vjerojatnost da je test negativan kod neoboljelih pacijenata
• postotak neoboljelih pacijenata kojima je test negativan
• 1 minus lazˇno pozitivna stopa
Senzitivnost i specificˇnost dijagnosticˇkog testa odredeni su podjelom testiranih pacije-
nata na dvije grupe (binarna klasifikacija): oni pacijenti za koje se zna da boluju (ili imaju
dijagnozu) te one za koje se zna da nisu bolesni (nemaju dijagnozu). Senzitivnost se tada
dobije kao postotak pacijenata koji su bolesni i kojima je test pozitivan; specificˇnost je
postotak pacijenata koji nisu oboljeli i kojima je test negativan.[1]
1.3 Metode racˇunanja prediktivnih vrijednosti testa
Senzitivnost i specificˇnost, same za sebe, ne mogu se koristiti u odredivanju vrijednosti
dijagnosticˇkog testa u pojedinog pacijenta, vec´ zajedno s lijecˇnikovim indeksom sumnje
da pacijent boluje (prethodnom vjerojatnosˇc´u bolesti) i rezultatima testa se odreduje vje-
rojatnost bolesti. U nastavku iznosim cˇetiri razlicˇite metode za racˇunanje prediktivnih
vrijednosti.
Metoda 2 × 2 tablice
57-godisˇnji cˇovjek ima konstantnu neugodnu bol u donjem dijelu leda. Inacˇe je dobrog
zdravlja i nema prijasˇnjih bolova u donjem dijelu leda. S obzirom na simptome, povijest
bolesti i fizicˇki pregled lijecˇnik je ustvrdio da pacijent ima 20-30% sˇanse da boluje od raka
kraljezˇnice. Lijecˇnik mora odlucˇiti hoc´e li narucˇiti pacijenta na ESR test (eng. erythrocyte
sedimentation rate) za kontrolu brzine sedimentacije eritrocita ili na magnentsku rezonancu
(MR) kraljezˇnice. Senzitivnost i specificˇnost kada je ESR ≤ 20 mm/h su 78% i 67%, a za
MR kraljezˇnice su senzitivnost i specificˇnost jednake 95%. Odluka koji test c´e lijecˇnik
izabrati ovisi o tri kljucˇne informacije:
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1. vjerojatnosti da pacijent boluje od raka kraljezˇnice prije obavljanja ikakvih dijag-
nosticˇkih testova (indeks sumnje)
2. preciznosti ESR testa da prepozna pacijente koji boluju od raka kraljezˇnice od onih
kojima je pokazao da boluju (senzitivnost)
3. frekvenciji negativnih ishoda testa u pacijenata koji ne boluju od raka kraljezˇnice
(specificˇnost).
Lijecˇnik na temelju godina i povijesti bolesti uzme da je indeks sumnje 20%, tj. vjero-
jatnost da pacijent boluje od raka kraljezˇnice je 20%. Nakon sˇto uvazˇimo velicˇine sen-
zitivnosti i specificˇnosti ESR testa c´e se prethodna vjerojatnost od 20% promijeniti. Te
novodobivene vjerojatnosti se nazivaju prediktivna vrijednost pozitivnog testa ako je re-
zultat ESR-a pozitivan ili prediktivna vrijednost negativnog testa ako je rezultat ESR-a
negativan. Zajedno cˇine nove vjerojatnosti (eng. posterior probabilities).
Tablica 1.1 prikazuje kontingencijsku tablicu u kojoj su dane formule za racˇunanje
senzitivnosti, specificˇnosti, pozitivne i negativne prediktivne vrijednosti testa.
Tablica 1.1: Primjer kontingencijske 2 × 2 tablice
Stvarno stanje bolesti
Pozitivan (D+) Negativan (D−) Mjere
Dijagnosticˇki
test
Pozitivan
(T +)
Stvarno pozitivan
TP
Lazˇno pozitivan
FP
Pozitivna prediktivna
vrijednost PPV: T PT P+FP
Negativan
(T−)
Lazˇno negativan
FN
Stvarno negativan
TN
Negativna prediktivna
vrijednost PNV: T NT N+FN
Mjere
Senzitivnost
T P
T P+FN
Specificˇnost
T N
T N+FP
Tocˇnost T P+T NT P+FP+T N+FN
Prvi korak u metodi s 2 × 2 tablicom je odredivanje prediktivnih vrijednosti. Umjesto
s postotcima, radit c´u s cijelim brojevima, tj. 20% sˇanse da pacijent ima rak kraljezˇnice
znacˇi da 200 pacijenata od 1000 koji su kao navedeni pacijent c´e imati rak kraljezˇnice. U
tablici 1.2 broj 200 je u zadnjem retku stupca D+. Analogno je broj 800 zapisan u zadnjem
retku stupca D−.
Drugi korak je popuniti c´elije tablice koristec´i senzitivnost i specificˇnost testa. Ta-
blica 1.2 pokazuje da stvarno pozitivna stopa (senzitivnost) odgovara c´eliji T +D+ koja je
oznacˇena s TP. Kako je senzitivnost = 78%, znacˇi da 78% pacijenata od 200, tj. 156 pacije-
nata c´e imati pozitivan ESR test, stoga su oni stvarno pozitivni (true-positive). 200−156 =
44 pacijenta su stvarno negativni (false-negative). Slicˇno zakljucˇujemo da test sa spe-
cificˇnosˇc´u od 67% rezultira s 536 stvarno negativnih (true-negative) pacijenata, na rak
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kraljezˇnice, od njih 800 i 800 − 536 = 264 lazˇno pozitivna (false-positive) pacijenta na rak
kraljezˇnice.
Trec´i je korak dopuniti rubove tablice. Iz prvog retka se vidi da 156 + 264 = 420 ljudi
poput ovog pacijenta bi imalo pozitivan ESR test. Slicˇno, 580 pacijenata bi imalo negativan
ESR test.
Tablica 1.2: Kontingencijska 2 × 2 tablica pacijenata koji su bili izlozˇeni ESR testu
ESR
test
Bolest
DA (D+) NE (D−) Ukupno
Pozitivan (T +) (TP) 156 (FP) 264 420
Negativan (T−) (FN) 44 (TN) 536 580
Ukupno 200 800 1000
U cˇetvrtom koraku racˇunamo prediktivne vrijednosti. Od 420 ljudi s pozitivnim testom
njih 156 zaista boluje od raka kraljezˇnice, sˇto je 156/420 = 37%. Slicˇno, 536 od 580
pacijenata s negativnim testom, tj. 92% ne boluje od raka kraljezˇnice. Postotak od 37%
naziva se prediktivna vrijednost pozitivnog testa, s oznakom PV+, i oznacˇava postotak pa-
cijenata s pozitivnim rezultatom testa koji boluju od raka kraljezˇnice (ili vjerojatnost raka
kraljezˇnice uz dani pozitivan test ESR-a). Postotak od 92% je prediktivna vrijednost nega-
tivnog testa, s oznakom PV−, i oznacˇava postotak pacijenata s negativnim rezultatom testa
koji ne boluju od raka kraljezˇnice (ili vjerojatnost da pacijent ne boluje od raka kraljezˇnice
uz dani negativan test ESR-a). Ostale dvije vjerojatnosti se takoder izracˇunaju iz tablice
te nemaju specificˇna imena: 264/420 = 0.63 je vjerojatnost da pacijent ne boluje od raka,
iako je test pozitivan; i 44/580 = 0.08 je vjerojatnost da pacijent boluje od raka, iako je
test negativan. Vidi tablicu 1.3.
Tablica 1.3: Prediktivne vrijednosti ESR testa
Prediktivna vrijednost pozitivnog
ESR testa
PV+ = T P/(T P + FP) = 156/420 = 0.371
Prediktivna vrijednost negativnog
ESR testa
PV− = T N/(T N + FN) = 536/580 = 0.924
Dakle, ESR test je umjereno senzitivan i specificˇan za otkrivanje raka kraljezˇnice kada
je indeks sumnje nizak. Povec´ava vjerojatnost otkrivanja raka sa 20% na 37% kada je test
pozitivan, i povec´ava vjerojatnost otkrivanja nepostojanja raka sa 67% na 92% kada je test
negativan. Opc´enito, testovi s visokom senzitivnosˇc´u su korisni u iskljucˇivanju bolesti kod
pacijenata s negativnim testom.
Sada pretpostavimo da je test ESR kod spomenutog pacijenta pozitivan. Iz tablice 1.2
znamo da je vjerojatnost raka 37%. Sada se provodi iduc´i dijagnosticˇki test, MR kra-
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ljezˇnice. Tad 37% postaje nova prethodna vjerojatnost sˇto znacˇi da 370 ljudi od 1000
je izgledno da imaju rak, a 630 njih da nema. Ovi brojevi su zbroj 1. i 2.stupca u
tablici 1.4. Kako MR kraljezˇnice ima senzitivnost i specificˇnost od 95%, slijedi da je
0.95×370 = 351.5 stvarno pozitivnih pacijenata i 0.95×630 = 598.5 stvarno negativnih pa-
cijenata. Iz toga slijedi da je 18.5 njih lazˇno negativnih i 31.5 lazˇno pozitivnih. Nakon zbra-
janja redaka, prediktivna vrijednost pozitivnog MR-a kraljezˇnice je 351.5/383 = 91.8%, a
prediktivna vrijednost negativnog MR-a kraljezˇnice je 598.5/617 = 97% (vidi tablicu 1.5).
Tablica 1.4: Kontingencijska 2 × 2 tablica pacijenata koji su bili izlozˇeni MR testu
MR
test
Bolest
DA (D+) NE (D−) Ukupno
Pozitivan (T +) (TP) 351.5 (FP) 31.5 383
Negativan (T−) (FN) 18.5 (TN) 598.5 617
Ukupno 370 630 1000
Tablica 1.5: Prediktivne vrijednosti MR testa
Prediktivna vrijednost pozitivnog
MR testa
PV+ = T P/(T P + FP) = 351.5/383 = 0.918
Prediktivna vrijednost negativnog
MR testa
PV− = T N/(T N + FN) = 598.5/617 =
0.970
Primjer je uzet iz knjige ”Basic and Clinical Biostatistics” autora B.Dawson i R.G.Trapp
i na njega c´u koristiti u objasˇnjavanju daljnih metoda.[1]
Omjer vjerodostojnosti
Omjer vjerodostojnosti koristi senzitivnost i specificˇnost testa pri odredivanju mijenja li
rezultat testa vjerojatnost bolesti. Pozitivan i negativan test imaju zasebne omjere vjero-
dostojnosti. Kada je rezultat testa pozitivan, omjer vjerodostojnosti se racˇuna kao omjer
senzitivnosti i lazˇno pozitivne stope:
LR+ =
senzitivnost
lazˇno-pozitivna stopa
=
senzitivnost
1-specificˇnost
Da bismo dobili poslijetestnu sˇansu bolesti, omjer vjerodostojnosti se pomnozˇi s prijetest-
nom sˇansom bolesti:
Prijetestna sˇansa × Omjer vjerodostojnosti = Poslijetestna sˇansa
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Iz primjera znamo da je senzitivnost ESR testa za dijagnosticiranje raka kraljezˇnice 78%,
specificˇnost je 67% pa slijedi da je lazˇno pozitivna stopa 100% − 67% = 33%. Omjer
vjerodostojnosti pozitivnog testa je
LR+ =
0.78
0.33
= 2.36
Da bismo koristili omjer vjerodostojnosti, moramo prethodnu vjerojatnost pretvoriti u pret-
hodnu sˇansu. Sˇansa je omjer broja pozitivnih ishoda pokusa i broja negativnih ishoda po-
kusa. Prethodna vjerojatnost za rak kraljezˇnice iznosi 0.20, a sˇanse se dobiju tako da se
vjerojatnost podijeli s vrijednosˇc´u 1-vjerojatnost te dobivamo:
Prijetestna sˇansa =
Prijetestna vjerojatnost
1-Prijetestna vjerojatnost
=
0.20
0.80
= 0.25
Sada imamo
Poslijetestna sˇansa = 0.25 × 2.36 = 0.59
Dobivenu poslijetestnu sˇansu mozˇemo pretvoriti nazad u poslijetestnu vjerojatnost:
Poslijetestna vjerojatnost =
Poslijetestna sˇansa
1+poslijetestna sˇansa
=
0.59
1 + 0.59
= 0.37
Poslijetestna vjerojatnost je prediktivna vrijednost pozitivnog testa i rezultat je isti kao sˇto
smo dobili i ranije.
Negativan omjer vjerodostojnosti LR− mozˇe se koristiti da se izracˇuna sˇansa bolesti
cˇak i ako je rezultat testa negativan. Dobije se kao omjer lazˇno negativne stope i stvarno
negativne stope:
LR− =
lazˇno-negativna stopa
stvarno-negativna stopa
Pretpostavimo da je ESR test negativan. Zanima nas kolika je vjerojatnost raka kraljezˇnice.
LR− =
1 − 0.78
0.67
= 0.328
Mnozˇec´i prijetestnu sˇansu bolesti s LR− dobivamo 0.328×0.25 = 0.082 poslijetestnu sˇansu
bolesti s negativnim testom. Opet mozˇemo pretvoriti sˇansu u vjerojatnost
Poslijetestna vjerojatnost =
0.082
1 + 0.082
= 0.076 = 7.6%
To znacˇi da osoba, kao pacijent iz primjera, s indeksom sumnje od 20% ima poslijetestnu
vjerojatnost za rak kraljezˇnice od 7.6% cˇak i kada je test negativan. Ovaj rezultat je konzis-
tentan s prediktivnom vrijednosˇc´u negativnog testa od 92.4% pa se LR− mozˇe interpretirati
kao 1 − PV−.[1]
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Metoda stablovnog odlucˇivanja
Kroz primjer raka kraljezˇnice prikazat c´u metodu stablovnog odlucˇivanja za dobivanje pre-
diktivne vrijednosti bolesti iz pocˇetne vjerojatnosti bolesti od 20%. Slika 1.4 prikazuje da
se prije obavljanja pretraga pacijent mozˇe nac´i u jednoj od dvije situacije: biti bolestan ili
ne biti bolestan. Ta dva stanja su prikazana na stablu, s oznakom D+ ako bolest postoji ili
D− ako bolest nije prisutna. Prethodne vjerojatnosti su prikazane na svakoj grani stabla,
20% na D+ grani i 100% − 20% = 80% na D− grani. Rezultat testa mozˇe biti pozitivan ili
negativan, bez obzira na pacijentovo pravo stanje. Ako je test pozitivan granu oznacˇimo
s T +, negativan test oznacˇimo s T−. U sljedec´em koraku stablu dodajemo senzitivnost i
Slika 1.4: Stablo odlucˇivanja s granama rezultata testa
specificˇnost. Gledajuc´i D+ granu, test ESR je pozitivan u otprilike 78% slucˇajeva. Slika
1.5 prikazuje senzitivnost testa od 78% napisano na T + grani. U 100% − 78% = 22%
slucˇaja je test negativan, sˇto pisˇe na grani T−. Ovi postotci se mnozˇe da se dobiju vje-
rojatnosti na kraju svake grane. Dakle, 78% ljudi od 20% ljudi s rakom kraljezˇnice, tj.
(20%)(78%) = 15.6% je napisano na kraju grane D+T +; (20%)(22%) = 4.4% ljudi ima rak
kraljezˇnice i negativan test - kraj D+T− grane. Slicˇan izracˇun se napravi za 80% ljudi koji
nemaju rak kraljezˇnice te su postotci prikazani na slici 1.5. Uocˇimo da je zbroj postotaka
na kraju svake grane jednak 100%. Time je stablo odlucˇivanja ispunjeno. Medutim, stablo
se mozˇe iskoristiti u pronalazˇenju prediktivnih vrijednosti testa tako sˇto se stablo obrne. Na
slici 1.6 je stablo sa slike 1.5 obrnuto te prve dvije grane predstavljaju rezultate testa na koje
se vezˇu grane o postojanju bolesti D+ i o izostanku bolesti D−. Vrijednosti na kraju grana
su prepisane sa slike 1.5, tj. 15.6% ljudi koji odgovaraju D+T + su napisani na kraju T +D+
grane itd. Zbroj dva rezultata povezana s pozitivnim testom iznosi 42%. Sada se mogu
odrediti prediktivne vrijednosti. Ako pacijent ima pozitivan ESR test, obrnuta vjerojatnost
pozitivnog testa, tj. prediktivna vrijednost pozitivnog testa se dobije dijeljenjem 15.6% s
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Slika 1.5: Stablo odlucˇivanja s rezultatima testa
42% i dobijemo 37.1%, sˇto je dobiveno u 2 × 2 metodi. Ako pacijent ima pozitivan ESR
test, vjerojatnost da pacijent nije bolestan je 26.4%/42% = 62.9%. Ako pacijent ima nega-
tivan ESR test, vjerojatnost da je pacijent bolestan je 4.4%/58% = 7.6%. Ako pacijent ima
negativan ESR test, prediktivna vrijednost negativnog testa je 53.6%/58% = 92.4%.[1]
Slika 1.6: Obrnuto stablo
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Bayesov teorem
Zadnja metoda koju c´u navesti za racˇunanje prediktivnih vrijednosti pozitivnog testa je
pomoc´u formule Bayesova teorema:
P(D+|T +) = P(T
+|D+)P(D+)
P(T +|D+)P(D+) + P(T +|D−)P(D−) (1.1)
Dakle, Bayesov teorem govori kolika je vjerojatnost bolesti uz pozitivan rezultat testa.
Prva vjerojatnost brojnika P(T +|D+) je vjerojatnost da je test pozitivan uz uvjet da je
bolest prisutna; druga vjerojatnost P(D+) oznacˇava prethodnu vjerojatnost da je pacijent
bolestan (prije testiranja). Nazivnik daje vjerojatnost da je test bolestan bez obzira je
li bolest prisutna P(T +|D+) ili ne P(T +|D−), pomnozˇene s prethodnom vjerojatnosˇc´u is-
hoda bolesti. Vjerojatnost P(T +|D−) je zapravo lazˇno-negativna stopa, a P(D−) je 1 −
prethodnav jero jatnost, stoga gornju formulu mozˇemo napisati kao:
P(D+|T +) = senzitivnost × prethodna vjerojatnost
senzitivnost × prethodna vjeroj. + (lazˇno-pozitivna stopa) × (1-prethodna vjeroj.)
Ponovno c´u preko istog primjera ilustrirati metodu. Prethodna vjerojatnost raka kraljezˇnice
je 0.20, a senzitivnost i specificˇnost ESR testa za rak kraljezˇnice su 78% i 67% respektivno.
Kada uvrstimo u formulu
P(D+|T +) = 0.78 × 0.20
(0.78 × 0.20) + (1 − 0.67) × (1 − 0.20) =
0.156
0.156 + 0.264
= 0.37 (1.2)
Ovaj rezultat je jednak kao i u metodi stablovnog odlucˇivanja i 2 × 2 tablici.
Slicˇna formula se mozˇe izvesti za racˇunanje prediktivne vjerojatnosti negativnog testa:
P(D−|T−) = P(T
−|D−)P(D−)
P(T−|D−)P(D−) + P(T−|D+)P(D+) (1.3)
Kada uvrstimo u formulu
P(D−|T−) = 0.67 × 0.80
(0.67 × 0.80) + (1 − 0.78) × 0.20 =
0.536
0.58
= 0.924 (1.4)
Ovaj rezultat je jednak kao i u metodi stablovnog odlucˇivanja i 2 × 2 tablici. [1]
Poglavlje 2
Receiver operating characteristic (ROC)
krivulja
Opisane metode racˇunaju vjerojatnost bolesti koristec´i prethodnu vjerojatnost bolesti (eng.
prior probability) i rezultat dijagnosticˇkog testa koji mozˇe biti samo pozitivan ili negativan.
Medutim, mnogi testovi za rezultate imaju numericˇke vrijednosti. U tom slucˇaju, senzitiv-
nost i specificˇnost ovise o tome gdje c´e se postaviti granicˇna vrijednost testa (eng. cutoff ),
tj. prag izmedu pozitivnog i negativnog rezultata testa. Takva situacija se mozˇe ilustri-
rati s dvije gaussove distribucije s vrijednostima dijagnosticˇkog testa: jedna je distribucija
za ljude koji su oboljeli, a druga za ljude koji nisu oboljeli (zdravi). Slika 2.1 prikazuje
dvije hipotetske distribucije koje odgovaraju ovoj situaciji u kojoj je prosjecˇna vrijednost
testa kod oboljelih pacijenata jednaka 90, a prosjecˇna vrijednost onih koji nisu oboljeli je
50. Ako je granicˇna vrijednost testa smjesˇtena na vrijednosti 70, oko 10% zdravih ljudi su
netocˇno svrstani medu one koji su oboljeli (lazˇno-pozitivni) zato sˇto im je vrijednost testa
vec´a od 70. Otprilike 10% oboljelih ljudi je netocˇno svrstano medu zdrave jer im je vrijed-
nost testa manja od 70. Drugim rijecˇima, ovaj test ima senzitivnost od 90% te specificˇnost
od 90%.
Recimo da lijecˇnik zˇeli test koji ima vec´u senzitivnost, tj. lijecˇnik c´e radije imati visˇe
lazˇno pozitivnih pacijenata nego propustiti ljude koji su zaista bolesni. Slika 2.2 pokazuje
sˇto se dogada kada je senzitivnost povec´ana pomicanjem granicˇne vrijednosti testa na 60.
Senzitivnost je povec´ana, ali tada se specificˇnost smanji.
Efektivniji nacˇin prikazivanja odnosa senzitivnosti i specificˇnosti u ovisnosti o mije-
njanju granicˇna vrijednost testa vrijednosti kod testova s numericˇkim rezultatima je preko
krivulja osjetljivosti (eng. receiver operating characteristic, ROC curves), u nastavku ROC
krivulja. ROC krivulja je graf na kojem je prikazana senzitivnost (stvarno pozitivna stopa)
u odnosu na lazˇno pozitivnu stopu (1-specificˇnost). ROC krivulje se mogu crtati i tako da
se prikazuje senzitivnost u odnosu na specificˇnost, tada su one zrcalno okrenute u odnosu
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Slika 2.1: Dvije hipotetske distribucije s granicˇnom vrijednosti testa u tocˇki 70. Stvarno
pozitivni (TP), lazˇno negativni (FN), stvarno negativni (TN), lazˇno pozitivni (FP). Senzi-
tivnost = 90%, specificˇnost = 90%.
na standardne. Uvedimo par oznaka:
• Senzitivnost, tpr = T PT P+FP
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Slika 2.2: Dvije hipotetske distribucije s granicˇnom vrijednosti testa u tocˇki 60. Stvarno
pozitivni (TP), lazˇno negativni (FN), stvarno negativni (TN), lazˇno pozitivni (FP). Vec´a
senzitivnost, nizˇa specificˇnost.
• Lazˇno pozitivna stopa, f pr = 1 − specificˇnost = FPT P+FP
Sˇto je ROC krivulja blizˇa gornjem lijevom kutu, to je test tocˇniji jer je tada stvarno
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pozitivna stopa jednaka 1, a lazˇno pozitivna stopa je 0. Sˇto je kriterij za pozitivan test
strozˇi, tocˇka na krivulji koja odgovara senzitivnosti i specificˇnosti (tocˇka A) se pomicˇe
prema dolje i lijevo (nizˇa senzitivnost, visˇa specificˇnost). Sˇto je kriterij za pozitivan test
blazˇi, tocˇka na krivulji koja odgovara senzitivnosti i specificˇnosti (tocˇka B) se pomicˇe
prema gore i desno (visˇa senzitivnost, nizˇa specificˇnost). Vidi sliku 2.3. ROC krivulja je
korisna graficˇka metoda za usporedivanje dva ili visˇe dijagnosticˇih testova te za odabiranje
granicˇna vrijednost testa vrijednosti za odredeni test.
Slika 2.3: ROC krivulja ([1],str.315)
Linija na slici 2.4, koju nazivamo bazicˇna linija (eng. baseline), odgovara testu koji
je pozitivan ili negativan sasvim slucˇajno. Na njoj su prikazana 3 slucˇajna klasifikatora:
klasifikator C1 predvida nulu, tj. nepostojanje bolesti za svaki rezultat testa, drugi C2
predvida jedinicu, tj.postojanje bolesti sa senzitivnosti od 80% i specificˇnosti od 20% (tj.
fpr=80%), C3 predvida bolest u 100% slucˇajeva. U praksi nikada ne koristimo klasifikator
koji je ispod bazicˇne linije jer invertiranjem takvog klasifikatora uvijek mozˇemo dobiti
bolji.[6]
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Slika 2.4: Bazicˇna linija
2.1 Konveksni ROC mnogokut
Definirajmo:
Definicija 2.1.1. Dominiranost: a dominira nad b⇔ ∀i fi(a) ≥ fi(b) i ∃ j f j(a) > f j(b).
Definicija 2.1.2. Pareto efikasnost je preraspodjela resursa u kojoj je nemoguc´e napraviti
preraspodjelu takvu da se poboljsˇa individualni kriterij bez da se pogorsˇa neki drugi. Pareto
granica je skup svih Pareto efikasnih preraspodjela.
Pretpostavimo da imamo 5 klasifikatora C1,C2,C3,C4,C5. Za svaki klasifikator izracˇunamo
tpr i f pr te ih nacrtamo na grafu. Po principu dominiranosti c´emo dobiti Pareto granicu
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Slika 2.5: Graficˇki prikaz pet klasifikatora
prikazanu na slici 2.6 koja s bazicˇnom linijom tvori konveksni ROC mnogokut.
Klasifikatori koji se nalaze unutar konveksnog mnogokuta su uvijek losˇiji od onih na
stranicama mnogokuta. Klasifikator C3 c´e uvijek biti losˇiji od ostalih.[6]
Linije tocˇnosti
Postoji jednostavna veza izmedu tocˇnosti testa i stvarno pozitivne stope tpr te lazˇno pozi-
tivne stope f pr. Uvodim nekoliko oznaka:
• N = broj observacija
• NEG = broj negativnih observacija = TN + FP
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Slika 2.6: Konveksni ROC mnogokut
• POS = broj pozitivnih observacija = TP + FN
• neg = postotak negativnih observacija = NEGN
• pos = postotak pozitivnih observacija = POSN
• acc = tocˇnost testa (postotak tocˇne predikcije)
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acc =
T P + T N
N
=
T P
N
+
T N
N
=
T P
POS
POS
N
+
NEG − FP
N
=
T P
POS
POS
N
+
NEG
N
− FP
NEG
NEG
N
= tpr · pos + neg − f pr · neg
(2.1)
Iz toga dobijemo
tpr =
acc − neg
pos
+
neg
pos
f pr (2.2)
Uocˇimo da smo dobili pravac y = ax + b, gdje je y = tpr, x = f pr, a = negpos , b =
acc−neg
pos .
Omjer negpos je koeficijent smjera nasˇeg pravca. Da bismo izracˇunali tocˇnost odgovarajuc´eg
testa, pogledamo gdje se sijecˇe linija tocˇnosti (crna linija) i dijagonalna (crvena) linija te
ocˇitamo tocˇnost na y osi.[6]
Primjer 2.1.1. Na slici 2.7 su povucˇeni paralelni pravci s koeficijentom smjera negpos = 1,
dok je na slici 2.8 koeficijent smjera negpos = 0.5.
Primjer 2.1.2. Svaka duzˇina konveksnog mnogokuta sa slike 2.6 je linija tocˇnosti. Kla-
sifikatori koji su na istoj duzˇini postizˇu istu tocˇnost testa. Na primjeru c´u pokazati kako
odabrati optimalni klasifikator. Prvo moramo znati koliko iznosi omjer negpos .
1. negpos = 1, stoga je tpr =
acc−neg
pos +1· f pr. Kako ne znamo koliko iznosi acc−negpos , nacrtamo
sve pravce s koeficijentom smjera negpos = 1 koje prolaze kroz pet tocˇaka klasifikatora.
Ocˇitamo tocˇke sjecisˇta s padajuc´om dijagonalnom linijom i pripadne vijednosti na
y osi. Za klasifikator C1 je tocˇnost 68%, za C2 80%, za C3 71%, za C4 68%, za C5
58%. Slika 2.9 pokazuje dobivene tocˇnosti testa za sve klasifikatore te uocˇavamo da
je najbolji klasifikator C2. Analogno ide postupak za iduc´a dva koeficijenta smjera.
2. negpos =
1
4 ; najbolji klasifikator je C4 i tocˇnost testa je 83%. Vidi sliku 2.10.
3. negpos =
4
1 ; ponovno je najbolji klasifikator C2 s tocˇnosˇc´u testa od 80%. Vidi sliku 2.11.
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Slika 2.7: Graficˇki prikaz paralelnih pravaca s koeficijentom smjera negpos = 1
2.2 Povrsˇina ispod ROC krivulje
Povrsˇina ispod ROC krivulje (eng. area under ROC curve, AUC) je mjera za odredivanje
ucˇinkovitosti nekog klasifikatora i jednaka je vjerojatnosti da c´e klasifikator rangirati slucˇajno
odabrani pozitivan primjer visˇim nego sˇto c´e rangirati slucˇajno odabrani negativan primjer,
uz pretpostavku da pozitivni primjeri imaju vec´i rang. Matematicˇkim rijecˇima zapisujemo:
AUC(C) = P
[
C(x+) > C(x−)]
Povrsˇina AUC je jednaka 1 ako se radi o idealnom klasifikatoru koji ispravno prepozna
sve bolesne i sve zdrave pacijente, rangira sve pozitivne poslije svih negativnih. Ako je
AUC = 0.5, tada se radi o slucˇajnom klasifikatoru koji nasumicˇno odreduje koji je pacijent
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Slika 2.8: Graficˇki prikaz paralelnih pravaca s koeficijentom smjera negpos = 0.5
bolestan, koji je zdrav; nasumicˇno rangira pozitivne i negativne. Ako je AUC = 0, tada
klasifikator ne prepozna ispravno nijednog bolesnog, niti zdravog pacijenta; svi negativni
su rangirani visˇe od svih pozitivnih. Dakle AUC ∈ [0, 1].[6]
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Slika 2.9: Graficˇki prikaz paralelnih pravaca s koeficijentom smjera negpos = 1
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Slika 2.10: Graficˇki prikaz paralelnih pravaca s koeficijentom smjera negpos =
1
4
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Slika 2.11: Graficˇki prikaz paralelnih pravaca s koeficijentom smjera negpos =
4
1
Poglavlje 3
Primjeri
3.1 Testiranje medicinske opreme
Medicinska dijagnosticˇka poduzec´a proizvode opremu za snimanje pacijenata za razna me-
dicinska stanja. Ta oprema sluzˇi za prepoznavanje bolesti na temelju uzorka testa pojedinog
pacijenta. Odredeno stanje je prepoznato preko abnormalne opticˇke gustoc´e koja je visˇa
ili nizˇa od odredene granicˇna vrijednost testa vrijednosti. Prije nego sˇto se medicinska
oprema mozˇe pocˇeti koristiti, potrebno je pokazati da ima dobre moguc´nosti prepoznava-
nja pozitivnih i negativnih uzoraka. Takoder je nuzˇno odrediti granicˇnu vrijednost testa
(cutoff value). Navedeno c´u pokazati pomoc´u ROC krivulje u programu SAS.[7]
Za konstruiranje ROC krivulje medicinske opreme potreban je broj pozitivnih i negativ-
nih uzoraka. Oni su potom testirani preko nove medicinske opreme. Opticˇka gustoc´a (OD)
nove opreme je izmjerena i prikazana u tablici za svih 100 uzoraka, zajedno s njihovim
stanjem testa (State) koji mozˇe biti pozitivan (P) ili negativan (N). 50 uzoraka je pozitivnih
te 50 negativnih. Za dva razlicˇita stanja testa napravila sam deskriptivnu statistiku PROC
MEANS procedurom. PROC UNIVARIATE procedurom prikazujem histograme, za ne-
gativan pa pozitivan test, respektivno. Iz histograma nije jasno koju vrijednost uzeti za
granicˇnu vrijednost testa. Slijedi output iz SAS-a.
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                              Tablica 3.1: Deskriptivna statistika optičke gustoće (OD). (Ispis iz SAS-a) 
 
Analysis Variable : OD 
State 
N 
Obs Mean Minimum Median Maximum Std Dev 
N 50 0.9852800 0.5030000 0.9915000 1.4770000 0.3210281 
P 50 1.0102400 0.5650000 0.9695000 1.5320000 0.2546490 
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Slika 3.1: Histogram relativnih frekvencija optičke gustoće (OD) za pozitivno (P) i negativno (N) stanje . (Ispis iz 
SAS-a)
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Potom sam odabrala ninc=20 razlicˇitih granicˇnih vrijednosti testa, izmedu lowlim=0.50
i uplim=1.50, te za svaku izracˇunala TP, TN, FP i FN vrijednosti. ROC krivulja je prikaz
stvarno pozitivnih (TP) u odnosu na lazˇno pozitivne (FP) za svaku granicˇnu vrijednost
testa. Povrsˇina ispod ROC krivulje pokazuje moguc´nost testa da razlikuje pozitivne od
negativnih uzoraka. Krivulja c´e pomoc´i u odredivanju granicˇne vrijednosti testa. Konacˇan
izbor granicˇne vrijednosti testa ovisi o prirodi testa o kojem se radi. Za neke testove, lazˇno
negativni rezultati mogu imati tezˇe posljedice nego lazˇno pozitivni, dok za neke testove
mozˇe biti obrnuto. Kod u SAS-u je sljedec´i:
p roc u n i v a r i a t e d a t a= d a t a i n ;
c l a s s S t a t e ;
v a r OD;
h i s t o g r a m OD / nrows=2 o d s t i t l e =” His togram ” ;
ods s e l e c t h i s t o g r a m ;
run ;
p roc means d a t a= d a t a i n NWAY MEAN MIN MEDIAN MAX STD ;
v a r=OD;
run ;
\%macro r o c ( d a t a i n , lowlim , uplim , n i n c =20 ) ;
o p t i o n s mt r a c e m p r i n t ;
d a t a r o c ;
s e t &d a t a i n ;
lowl im=&lowl im ; upl im=&upl im ; n i n c=&n i n c ;
do i =1 t o n i n c +1;
c u t o f f = lowl im +( i −1 ) ∗ ( ( uplim− lowl im ) / n i n c ) ;
i f OD > c u t o f f t h e n t e s t =”R ” ; e l s e t e s t =”N” ;
o u t p u t ;
end ;
drop i ;
run ;
p roc p r i n t ;
run ;
p roc s o r t ; by c u t o f f ;
run ;
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p roc f r e q ; by c u t o f f ;
t a b l e t e s t ∗ S t a t e / o u t=p c t s 1 o u t p c t ;
run ;
d a t a t r u e p o s ; s e t p c t s 1 ; i f S t a t e =”P” and t e s t =”R ” ;
t p r a t e = p c t c o l ; d rop p c t c o l ;
run ;
d a t a f a l s e p o s ; s e t p c t s 1 ; i f S t a t e =”N” and t e s t =”R ” ;
f p r a t e = p c t c o l ; d rop p c t c o l ;
run ;
d a t a r o c ; merge t r u e p o s f a l s e p o s ; by c u t o f f ;
i f t p r a t e = . t h e n t p r a t e = 0 . 0 ;
i f f p r a t e = . t h e n f p r a t e = 0 . 0 ;
run ;
p roc p r i n t ;
run ;
p roc s g p l o t d a t a= r o c ;
s e r i e s x = f p r a t e y = t p r a t e ;
s c a t t e r x = f p r a t e y = t p r a t e / group= c u t o f f ;
s t y l e a t t r s
d a t a l i n e p a t t e r n s =( d o t s o l i d l o n g d a s h 2 6 ) ;
l i n e p a r m x=0 y=0 s l o p e =1;
run ;
\%mend ;
\%r o c ( d a t a i n , lowl im =0 .50 , upl im =1 .50 , n i n c =20 ) ;
U macro funkciji se iz pocˇetnog skupa podataka kreira novi skup. U data koraku, DO
petlja oznacˇava novi test pozitivnim (oznaka ”R”) ako je opticˇka gustoc´a vec´a od odredene
granicˇne vrijednosti testa, inacˇe test oznacˇi negativnim (oznaka ”N”). Unutar DO pelje u
novi skup podataka spremam opticˇku gustoc´u, granicˇnu vrijednost testa i rezultat novog
testa. Potom sortiram novi skup podataka po granicˇnoj vrijednosti testa. PROC FREQ
procedura je pozvana s BY naredbom te su stvarno pozitivne i lazˇno pozitivne stope izlazni
podaci za svaku granicˇnu vrijednost testa. Kreirani su zasebni skupovi podataka za stvarno
pozitivne i lazˇno pozitivne stope za svaku granicˇnu vrijednost testa i potom spojene po
granicˇnoj vrijednosti testa u novi skup podataka. S procedurom PROC SGPLOT crtam
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ROC krivulju tako sˇto prikazujem stvarno pozitivnu stopu u odnosu na lazˇno pozitivnu
stopu za svaku granicˇnu vrijednost testa. ROC krivulja prati liniju koja oznacˇava slucˇajan
test sˇto ukazuje na to da testirana medicinska oprema ne razlikuje dobro pozitivne od ne-
gativnih uzoraka. To potvrduje i povrsˇina ispod ROC krivulje koja iznosi samo 0.5284.
Slijedi output iz SAS-a.
 
 
 
 Tablica 3.2: Tablica frekvencija za graničnu vrijednost 0.5. (Ispis iz SAS-a) 
 
cutoff=0.5 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
R 50 
50.00 
50.00 
100.00 
50 
50.00 
50.00 
100.00 
100 
100.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.3: Tablica frekvencija za graničnu vrijednost 0.55. (Ispis iz SAS-a) 
 
cutoff=0.55 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 4 
4.00 
100.00 
8.00 
0 
0.00 
0.00 
0.00 
4 
4.00 
 
 
R 46 
46.00 
47.92 
92.00 
50 
50.00 
52.08 
100.00 
96 
96.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Tablica 3.4: Tablica frekvencija za graničnu vrijednost 0.6. (Ispis iz SAS-a) 
 
cutoff=0.6 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 7 
7.00 
70.00 
14.00 
3 
3.00 
30.00 
6.00 
10 
10.00 
 
 
R 43 
43.00 
47.78 
86.00 
47 
47.00 
52.22 
94.00 
90 
90.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.5: Tablica frekvencija za graničnu vrijednost 0.65. (Ispis iz SAS-a) 
 
cutoff=0.65 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 11 
11.00 
78.57 
22.00 
3 
3.00 
21.43 
6.00 
14 
14.00 
 
 
R 39 
39.00 
45.35 
78.00 
47 
47.00 
54.65 
94.00 
86 
86.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
   
 
Tablica 3.6: Tablica frekvencija za graničnu vrijednost 0.7. (Ispis iz SAS-a) 
 
cutoff=0.7 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 14 
14.00 
77.78 
28.00 
4 
4.00 
22.22 
8.00 
18 
18.00 
 
 
R 36 
36.00 
43.90 
72.00 
46 
46.00 
56.10 
92.00 
82 
82.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.7: Tablica frekvencija za graničnu vrijednost 0.75. (Ispis iz SAS-a) 
 
cutoff=0.75 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 16 
16.00 
66.67 
32.00 
8 
8.00 
33.33 
16.00 
24 
24.00 
 
 
R 34 
34.00 
44.74 
68.00 
42 
42.00 
55.26 
84.00 
76 
76.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.8: Tablica frekvencija za graničnu vrijednost 0.8. (Ispis iz SAS-a) 
 
cutoff=0.8 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 19 
19.00 
61.29 
38.00 
12 
12.00 
38.71 
24.00 
31 
31.00 
 
 
R 31 
31.00 
44.93 
62.00 
38 
38.00 
55.07 
76.00 
69 
69.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.9: Tablica frekvencija za graničnu vrijednost 0.85. (Ispis iz SAS-a) 
 
cutoff=0.85 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 20 
20.00 
54.05 
40.00 
17 
17.00 
45.95 
34.00 
37 
37.00 
 
 
R 30 
30.00 
47.62 
60.00 
33 
33.00 
52.38 
66.00 
63 
63.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.10: Tablica frekvencija za graničnu vrijednost 0.9. (Ispis iz SAS-a) 
 
cutoff=0.9 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 20 
20.00 
48.78 
40.00 
21 
21.00 
51.22 
42.00 
41 
41.00 
 
 
R 30 
30.00 
50.85 
60.00 
29 
29.00 
49.15 
58.00 
59 
59.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.11: Tablica frekvencija za graničnu vrijednost 0.95. (Ispis iz SAS-a) 
 
cutoff=0.95 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 24 
24.00 
50.00 
48.00 
24 
24.00 
50.00 
48.00 
48 
48.00 
 
 
R 26 
26.00 
50.00 
52.00 
26 
26.00 
50.00 
52.00 
52 
52.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.12: Tablica frekvencija za graničnu vrijednost 1. (Ispis iz SAS-a) 
 
cutoff=1 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 25 
25.00 
49.02 
50.00 
26 
26.00 
50.98 
52.00 
51 
51.00 
 
 
R 25 
25.00 
51.02 
50.00 
24 
24.00 
48.98 
48.00 
49 
49.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.13: Tablica frekvencija za graničnu vrijednost 1.05. (Ispis iz SAS-a) 
 
cutoff=1.05 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 29 
29.00 
50.00 
58.00 
29 
29.00 
50.00 
58.00 
58 
58.00 
 
 
R 21 
21.00 
50.00 
42.00 
21 
21.00 
50.00 
42.00 
42 
42.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.14: Tablica frekvencija za graničnu vrijednost 1.1. (Ispis iz SAS-a) 
 
cutoff=1.1 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 31 
31.00 
51.67 
62.00 
29 
29.00 
48.33 
58.00 
60 
60.00 
 
 
R 19 
19.00 
47.50 
38.00 
21 
21.00 
52.50 
42.00 
40 
40.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.15: Tablica frekvencija za graničnu vrijednost 1.15. (Ispis iz SAS-a) 
 
cutoff=1.15 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 33 
33.00 
50.77 
66.00 
32 
32.00 
49.23 
64.00 
65 
65.00 
 
 
R 17 
17.00 
48.57 
34.00 
18 
18.00 
51.43 
36.00 
35 
35.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.16: Tablica frekvencija za graničnu vrijednost 1.2. (Ispis iz SAS-a) 
 
cutoff=1.2 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 33 
33.00 
46.48 
66.00 
38 
38.00 
53.52 
76.00 
71 
71.00 
 
 
R 17 
17.00 
58.62 
34.00 
12 
12.00 
41.38 
24.00 
29 
29.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.17: Tablica frekvencija za graničnu vrijednost 1.25. (Ispis iz SAS-a) 
 
cutoff=1.25 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 36 
36.00 
46.15 
72.00 
42 
42.00 
53.85 
84.00 
78 
78.00 
 
 
R 14 
14.00 
63.64 
28.00 
8 
8.00 
36.36 
16.00 
22 
22.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.18: Tablica frekvencija za graničnu vrijednost 1.3. (Ispis iz SAS-a) 
 
cutoff=1.3 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 39 
39.00 
47.56 
78.00 
43 
43.00 
52.44 
86.00 
82 
82.00 
 
 
R 11 
11.00 
61.11 
22.00 
7 
7.00 
38.89 
14.00 
18 
18.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.19: Tablica frekvencija za graničnu vrijednost 1.35. (Ispis iz SAS-a) 
 
cutoff=1.35 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 40 
40.00 
47.62 
80.00 
44 
44.00 
52.38 
88.00 
84 
84.00 
 
 
R 10 
10.00 
62.50 
20.00 
6 
6.00 
37.50 
12.00 
16 
16.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.20: Tablica frekvencija za graničnu vrijednost 1.4. (Ispis iz SAS-a) 
 
cutoff=1.4 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 42 
42.00 
47.73 
84.00 
46 
46.00 
52.27 
92.00 
88 
88.00 
 
 
R 8 
8.00 
66.67 
16.00 
4 
4.00 
33.33 
8.00 
12 
12.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
Tablica 3.21: Tablica frekvencija za graničnu vrijednost 1.45. (Ispis iz SAS-a) 
 
cutoff=1.45 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 46 
46.00 
48.94 
92.00 
48 
48.00 
51.06 
96.00 
94 
94.00 
 
 
R 4 
4.00 
66.67 
8.00 
2 
2.00 
33.33 
4.00 
6 
6.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.22: Tablica frekvencija za graničnu vrijednost 1.5. (Ispis iz SAS-a) 
 
cutoff=1.5 
 
Table of test by State 
test State 
Frequency 
Percent 
Row Pct 
Col Pct N P Total 
N 50 
50.00 
51.02 
100.00 
48 
48.00 
48.98 
96.00 
98 
98.00 
 
 
R 0 
0.00 
0.00 
0.00 
2 
2.00 
100.00 
4.00 
2 
2.00 
 
 
Total 50 
50.00 
50 
50.00 
100 
100.00 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
Tablica 3.23: Tablica graničnih vrijednosti testa s pripadajućom senzitivnosti (tp_rate) i 1-specifičnosti (fp_rate). (Ispis iz 
SAS-a) 
 
Obs cutoff test State COUNT PERCENT PCT_ROW tp_rate fp_rate 
1 0.50 R N 50 50 50.000 100 100 
2 0.55 R N 46 46 47.917 100 92 
3 0.60 R N 43 43 47.778 94 86 
4 0.65 R N 39 39 45.349 94 78 
5 0.70 R N 36 36 43.902 92 72 
6 0.75 R N 34 34 44.737 84 68 
7 0.80 R N 31 31 44.928 76 62 
8 0.85 R N 30 30 47.619 66 60 
9 0.90 R N 30 30 50.847 58 60 
10 0.95 R N 26 26 50.000 52 52 
11 1.00 R N 25 25 51.020 48 50 
12 1.05 R N 21 21 50.000 42 42 
13 1.10 R N 19 19 47.500 42 38 
14 1.15 R N 17 17 48.571 36 34 
15 1.20 R N 17 17 58.621 24 34 
16 1.25 R N 14 14 63.636 16 28 
17 1.30 R N 11 11 61.111 14 22 
18 1.35 R N 10 10 62.500 12 20 
19 1.40 R N 8 8 66.667 8 16 
20 1.45 R N 4 4 66.667 4 8 
21 1.50 R P 2 2 100.000 4 0 
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Slika 3.2: Prikaz 1-specifičnosti (fp_rate) i senzitivnosti (tp_rate) za različite granične vrijednosti (cutoff) koristeći 
macro funkciju. (Ispis iz SAS-a) 
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U tablicama 3.2 do 3.22 su prikazane tablice frekvencija za svaku granicˇnu vrijednost
testa, potom je u tablici 3.23 za svaku granicˇnu vrijednost testa navedena stvarno pozitivna
stopa i lazˇno pozitivna stopa te su ti podaci prikazani na ROC krivulji (Slika 3.2). Slika
3.3 prikazuje istu ROC krivulju dobivenu PROC LOGISTIC procedurom te tablicu 3.24
u kojoj je navedena povrsˇina ispod ROC krivulje, standardna pogresˇka i 95% pouzdani
interval koji sadrzˇi 0.5, sˇto nam govori da se ROC krivulja za opticˇku gustoc´u statisticˇki ne
razlikuje od slucˇajnog testa koji odgovara dijagonali na ROC grafu. Slijedi SAS kod [9]:
ods g r a p h i c s on ;
p roc l o g i s t i c d a t a= d a t a i n p l o t s = r o c ;
model S t a t e ( e v e n t = ’P ’ ) = OD / n o f i t ;
r o c ’ O p t i c a l Dens i ty ’ OD;
run ;
ods g r a p h i c s o f f ;
Primjer je uzet iz cˇlanka ”Constructing ROC Curves with the SAS System”.[5]
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Slika 3.3: Prikaz 1-specifičnosti (fp_rate) i senzitivnosti (tp_rate) za različite granične vrijednosti (cutoff) koristeći 
proc logistic proceduru. (Ispis iz SAS-a) 
 
 
Tablica 3.24: Tablični prikaz površine ispod ROC krivulje i 95% pouzdanog intervala. (Ispis iz SAS-a)   
 
ROC Association Statistics  
ROC Model 
Mann-Whitney 
Somers' D Gamma Tau-a Area 
Standard 
Error 
95% Wald 
Confidence Limits 
Optical Density 0.5284 0.0597 0.4114 0.6454 0.0568 0.0569 0.0287 
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3.2 Odabiranje proizvoda u prodajni asortiman
Kroz ovaj primjer zˇelim pokazati kako se ROC krivulje koriste ne samo u medicinskom
podrucˇju, vec´ u raznim poljima kao sˇto su telekomunikacije, IT, industrija itd. Pokazat c´u
kako se ROC krivulje mogu koristiti za usporedbu logisticˇkih modela. U ovom primjeru
promatram skup podataka ”import” od 8080 zabiljezˇenih svojstava proizvoda za koje tre-
bamo odlucˇiti koji c´e se nastaviti prodavati, a koji se trebaju izbaciti iz inventara. Koristec´i
logisticˇku regresiju c´u kreirati 3 modela te usporedbom pripadajuc´ih ROC krivulja c´u do-
biti koje varijable je najbolje promotriti prilikom odredivanja o proizvodima u asortimanu.
Podaci su uzeti s web stranice www.kaggle.com [4] i sadrzˇe sljedec´e varijable:
• SKU number: jedinstveni broj za svaki proizvod
• SoldFlag: 1 = proizvod je prodan u zadnjih 6 mjeseci, 0 = nije prodan u zadnjih 6
mjeseci
• MarketingType: dvije vrste plasiranja proizvoda u prodaju (D i S)
• ReleaseNumber: broj izdanja
• New Release Flag: 1 = proizvod koji ima novije izdanje,0 = nema
• StrengthFactor: faktor prodaje
• PriceReg: trosˇkovi proizvodnje
• ReleaseYear: godina pusˇtanja u prodaju
• ItemCount: kolicˇina proizvoda
• LowUserPrice: najnizˇa cijena za korisnike
• LowNetPrice: najnizˇa online cijena
Logisticˇka regresija je regresijski model cˇija je zavisna varijabla kategorijska, a neza-
visne su kvantitativne ili kategorijske. Logisticˇka funkcija je definirana s
p(x) =
1
1 + e−x
(3.1)
gdje je x ∈< −∞,+∞ >, p(x) ∈< 0, 1 >.
Logit funkcija je funkcija inverzna logisticˇkoj, tj.:
logit(p(x)) = log
[ p(x)
1 − p(x)
]
(3.2)
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gdje je p ∈< 0, 1 >, logit(p) ∈< −∞,+∞ >. [3]
Podacima prilagodavam 3 razlicˇita logisticˇka modela:
1. Model 1: logit(S oldFlag) = β1S KU number+β2ReleaseNumber+β3New Release Flag+
β4S trengthFactor+β5PriceReg+β6ReleaseYear+β7ItemCount+β8LowUserPrice+
β9LowNetPrice
2. Model 2: logit(S oldFlag) = β1New Release Flag + β2PriceReg + β3ItemCount
3. Model 3: logit(S oldFlag) = β1S trengthFactor + β2PriceReg + β3LowUserPrice +
β4LowNetPrice
Deskriptivna statistika dobivena PROC MEANS procedurom je dana u Tablici 3.25.
Za svaki model konstruiram ROC krivulju te ih na istom grafu usporedujem. ROC
krivulja koja je najblizˇa gornjem lijevom kutu, tj. s najvec´om povrsˇinom daje model koji
najbolje odgovara podacima.
PROC LOGISTIC procedura uzima podatke iz danog skupa podataka ”import”. Opcija
NOFIT u proceduri MODEL sluzˇi za to da navedene nezavisne varijable ne budu fitane u
model, vec´ da se fitaju modeli navedeni u ROC proceduri. ROCCONTRAST usporeduje
gornje dobivene ROC krivulje. U REFERENCE opciji navodimo koja krivulja c´e biti refe-
rentna te se konstruira kontrastna matrica razlika izmedu svake ROC krivulje i referentne
krivulje. ESTIMATE opcija procjenjuje i racˇuna svaku usporedbu, opcija E navodi kon-
trastne koeficijente. Slijedi SAS kod i ispis.[8] U ispisu su za svaki model navedeni koefi-
cijenti, njihove procjene dobivene metodom maksimalne vjerodostojnosti te ROC krivulja.
Iz usporedbe ROC krivulja se vidi da je Model 1 najbolji model.
p roc means d a t a= i m p o r t NWAY MEAN MIN MEDIAN MAX STD ;
v a r S o l d F l a g ReleaseNumber New Re lea se F lag S t r e n g t h F a c t o r
R e l e a s e Y e a r P r i c e R e g I temCount LowUserPr ice LowNetPr ice ;
run ;
ods g r a p h i c s on ;
p roc l o g i s t i c d a t a= i m p o r t p l o t s = r o c ;
c l a s s Marke t ingType ;
model S o l d F l a g ( e v e n t = ’1 ’ ) = SKU number Marke t ingType
ReleaseNumber New Re lea se F lag S t r e n g t h F a c t o r P r i c e R e g
R e l e a s e Y e a r I temCount LowUserPr ice LowNetPr ice / n o f i t ;
r o c ’ Model1 ’ SKU number ReleaseNumber New Re lea se F lag
S t r e n g t h F a c t o r P r i c e R e g R e l e a s e Y e a r I temCount LowUserPr ice
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LowNetPr ice ;
r o c ’ Model2 ’ New Re lea se F lag P r i c e R e g I temCount ;
r o c ’ Model3 ’ S t r e n g t h F a c t o r P r i c e R e g LowUserPr ice LowNetPr ice ;
r o c c o n t r a s t r e f e r e n c e ( ’ Model1 ’ ) / e s t i m a t e e ;
run ;
ods g r a p h i c s o f f ;
  
 
 
 
Tablica 3.25: Deskriptivna statistika. (Ispis iz SAS-a) 
 
Variable Mean Minimum Median Maximum Std Dev 
SoldFlag 
ReleaseNumber 
New_Release_Flag 
StrengthFactor 
ReleaseYear 
PriceReg 
ItemCount 
LowUserPrice 
LowNetPrice 
0.0882426 
3.8240099 
0.7465347 
2076031.27 
2004.09 
92.3964950 
35.1070545 
61.8407191 
52.5049059 
0 
0 
0 
230.0000000 
1954.00 
0 
0 
0 
0 
0 
3.0000000 
1.0000000 
1392331.50 
2005.00 
72.0000000 
27.0000000 
46.9900000 
35.4900000 
1.0000000 
61.0000000 
1.0000000 
16411446.00 
2016.00 
1580.00 
851.0000000 
7781.00 
19138.79 
0.2836649 
3.7214855 
0.4350219 
2137116.10 
6.7231370 
75.9888005 
30.1014878 
112.8327558 
250.1497131 
 
 
ROC Model: Model1 
 
Tablica 3.26 : Procjena parametara metodom maksimalne vjerodostojnosti za Model 1. (Ispis iz 
SAS-a)
 
 
Analysis of Maximum Likelihood Estimates  
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 -21.0304 15.5621 1.8263 0.1766 
SKU_number 1 -5.02E-8 6.877E-8 0.5322 0.4657 
ReleaseNumber 1 0.0120 0.0111 1.1687 0.2797 
New_Release_Flag 1 0.3433 0.1191 8.3007 0.0040 
StrengthFactor 1 -5.07E-7 4.461E-8 129.2772 <.0001 
PriceReg 1 0.000870 0.000516 2.8432 0.0918 
ReleaseYear 1 0.00939 0.00775 1.4676 0.2257 
ItemCount 1 0.00592 0.00112 28.0204 <.0001 
LowUserPrice 1 0.000214 0.000241 0.7867 0.3751 
LowNetPrice 1 -0.00098 0.000803 1.4852 0.2230 
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Slika 3.4: ROC krivulja za Model 1. (Ispis iz SAS-a) 
ROC Model: Model2 
 
Tablica 3.27 : Procjena parametara metodom maksimalne vjerodostojnosti za Model 2. (Ispis iz 
SAS-a)
 
 
Analysis of Maximum Likelihood Estimates  
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 -3.2984 0.1122 864.2893 <.0001 
New_Release_Flag 1 0.4777 0.1053 20.5971 <.0001 
PriceReg 1 0.00102 0.000473 4.6258 0.0315 
ItemCount 1 0.0124 0.00108 132.0480 <.0001 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
0.00
0.25
0.50
0.75
1.00
S
en
si
tiv
ity
0.00 0.25 0.50 0.75 1.00
1 - Specificity
ROC Curve for M odel2
Area Under the Curve = 0.6513
 
 
Slika 3.5: ROC krivulja za Model 2. (Ispis iz SAS-a) 
 
 
ROC Model: Model3 
 
Tablica 3.28 : Procjena parametara metodom maksimalne vjerodostojnosti za Model 3. (Ispis iz 
SAS-a)
 
 
Analysis of Maximum Likelihood Estimates  
Parameter DF Estimate 
Standard 
Error 
Wald 
Chi-Square Pr > ChiSq 
Intercept 1 -1.5493 0.0785 389.4418 <.0001 
StrengthFactor 1 -5.97E-7 4.171E-8 204.7846 <.0001 
PriceReg 1 0.00136 0.000500 7.3997 0.0065 
LowUserPrice 1 0.000239 0.000229 1.0947 0.2954 
LowNetPrice 1 -0.00191 0.000889 4.5959 0.0320 
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Slika 3.6: ROC krivulja za Model 3. (Ispis iz SAS-a) 
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Slika 3.7: Usporedba ROC krivulja Modela 1, 2 i 3. (Ispis iz SAS-a) 
 
 
Tablica 3.29 : Tablični prikaz površina ispod ROC krivulja i 95% pouzdani intervali za Model 1, 2 i 
3. (Ispis iz SAS-a)
 
 
ROC Association Statistics  
ROC Model 
Mann-Whitney 
Somers' D Gamma Tau-a Area 
Standard 
Error 
95% Wald 
Confidence Limits 
Model1 0.7199 0.00951 0.7013 0.7386 0.4399 0.4399 0.0708 
Model2 0.6513 0.0110 0.6297 0.6729 0.3025 0.3026 0.0487 
Model3 0.7112 0.00953 0.6926 0.7299 0.4225 0.4225 0.0680 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
 
Tablica 3.30 : Kontrastna matrica. (Ispis iz SAS-a) 
 
ROC Contrast 
Coefficients 
ROC 
Model Row1 Row2 
Model1 -1 -1 
Model2 1 0 
Model3 0 1 
 
 
Tablica 3.31 : Referentni model Model 1. (Ispis iz SAS-a) 
 
 
ROC Contrast Test Results  
Contrast DF Chi-Square Pr > ChiSq 
Reference = Model1 2 136.9198 <.0001 
 
 
Tablica 3.32 : Tablica značajnosti modela. (Ispis iz SAS-a) 
 
 
ROC Contrast Estimation and Testing Results by Row 
Contrast Estimate 
Standard 
Error 
95% Wald 
Confidence Limits Chi-Square Pr > ChiSq 
Model2 - Model1 -0.0687 0.00853 -0.0854 -0.0519 64.7975 <.0001 
Model3 - Model1 -0.00868 0.00392 -0.0164 -0.00101 4.9136 0.0266 
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U tablici 3.29 navedene su povrsˇine ispod ROC krivulje za svaki model, standardna
pogresˇka i 95% pouzdani interval. Nijedan interval ne sadrzˇi 0.5, sˇto znacˇi da se sva tri
modela statisticˇki razlikuju od slucˇajnog modela koji je prikazan dijagonalom na ROC
grafu.
Tablica 3.30 pokazuje da je Model 1 referentni model. Iz tablice 3.31 vidimo da se
Model 1 razlikuje od barem jednog statisticˇki znacˇajnog modela na razini od 5%.
Tablica 3.32 govori da se krivulje u Modelu 2 i Modelu 1 te krivulje u Modelu 3 i
Modelu 1 statisticˇki razlikuju. Dakle, nije svejedno koji model c´emo uzeti. Kako Model
1 ima najvec´u povrsˇinu ispod ROC krivulje te se statisticˇki razlikuje od ostalih modela,
zakljucˇujem da je taj model najbolji.
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Sazˇetak
Prediktivni, klasifikacijski modeli se koriste u svakom podrucˇju znanosti te u mnogo grana
poslovnog svijeta. U ovom radu su pokazana dva nacˇina mjerenja tocˇnosti predikcija. Prvi
nacˇin se koristi kada zˇelimo procjeniti neko binarno ponasˇanje, tj. kada ishod mogu biti
samo dvije opcije (primjerice pozitivan i negativan). Tada zˇelimo ocijeniti koliko je dobar
binarni klasifikator. Ocjenjujemo prediktivnu tocˇnost testa pomoc´u mjera senzitivnosti
(stvarno pozitivne stope) i specificˇnosti (stvarno negativne stope).
Drugi nacˇin se koristi kada su predikcije neprekidne (numericˇke) te ih po nekom kri-
teriju mozˇemo svesti na problem procjene binarnog ponasˇanja. Takve kriterije nazivamo
granicˇna vrijednost testa vrijednosti (pragove) koji c´e sluzˇiti kao granice odjeljivanja po-
zitivnog ishoda predikcije od negativnog. ROC krivulja je graficˇki prikaz senzitivnosti u
odnosu na 1-specificˇnost, tj. lazˇno pozitivnu stopu za svaku granicˇna vrijednost testa vri-
jednost. Prediktivni test se smatra tocˇnijim sˇto se blizˇe nalazi gornjem lijevom kutu, a
losˇijim sˇto se priblizˇava dijagonali koja odgovara slucˇajnom testu. Mjera za odredivanje
tocˇnosti testa pomoc´u ROC krivulje je povrsˇina ispod ROC krivulje, gdje povrsˇina od 1
odgovara idealnom testu, dok povrsˇina od 0.5 odgovara slucˇajnom testu.
U prvom SAS primjeru je pokazano kako se konstruira ROC krivulja, dok je u dru-
gom primjeru pokazano kako se najbolji logisticˇki model mozˇe odabrati usporedbom ROC
krivulja.
Summary
Predictive classification models are used by every field of science and almost all business
enterprise. This work shows two ways of measuring predictive accuracy. First one is
used for estimating binary behaviour (ex. positive or negative). The goal is to estimate
the accuracy of a binary classificator. Measurements sensitivity and specificity determine
predictive accuracy of the test.
Second one is used when predictions are continuous (numerical). Since we know how
to analyze predictive accuracy for a binary predictor, we may consider transforming the
predicted probability into a dichotomy by using a threshold (cutoff value). ROC curve
plots sensitivity on y-axis and 1-specificity on x-axis for each cutoff value. We consider
predictive test to be more accurate when the ROC curve is closer to the upper left corner,
and less accurate when the ROC curve is closer to diagonal which represents a random test.
Measure for evaluating the performance of a classifier is area under the ROC curve (AUC).
AUC = 1 is for a perfect classifier and AUC=0.5 is for a random classifier.
First example shows how to construct ROC curve. Second example shows how to
choose the best logistic model by comparing ROC curves.
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