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Abstract
In this paper, we study the existence and concentration of positive solution for the
following class of fractional elliptic equation
ǫ2s(−∆)su+ V (z)u = f(u) in RN ,
where ǫ is a positive parameter, f has a subcritical growth, V possesses a local
minimum, N > 2s, s ∈ (0, 1), and (−∆)su is the fractional laplacian.
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1
1 Introduction
The nonlinear fractional Schro¨dinger equation
iǫ
∂Ψ
∂t
= ǫ2s(−∆)sΨ+ (V (z) + E)Ψ− f(Ψ) for all z ∈ RN , (NLS)
where N > 2s, s ∈ (0, 1), ǫ > 0, E ∈ R, and V, f are continuous functions, has been
studied in recent years by many researchers. The standing waves solutions of (NLS), namely,
Ψ(z, t) = exp(−iEt)u(z), where u is a solution of the fractional elliptic equation{
ǫ2s(−∆)su+ V (z)u = f(u) in RN ,
u ∈ Hs(RN), u > 0 on RN .
(Pǫ)
In the local case, that is, when s = 1, the existence and concentration of positive solutions for
general semilinear elliptic equations (Pǫ), for the case N ≥ 2, have been extensively studied,
for example, by [1, 3, 4, 5, 12, 13, 15, 17, 18, 19, 23], and their references. Rabinowitz in
[19] proved the existence of positive solutions of (Pǫ), for ǫ > 0 small, imposing a global
condition,
lim inf
|z|→∞
V (z) > inf
z∈RN
V (z) = γ > 0. (V0)
In fact, these solutions concentrate at global minimum points of V as ǫ tends to 0, c.f. Wang
in [23]. del Pino and Felmer in [12], assuming a local condition, namely, there is an open
and bounded set Λ compactly contained in RN satisfying
0 < γ ≤ V0 = inf
z∈Λ
V (z) < min
z∈∂Λ
V (z), (V1)
established the existence of positive solutions which concentrate around local minimum of
V, by introducing a penalization method.
In the nonlocal case, that is, when s ∈ (0, 1), even in the subcritical case, there are only
few references on existence and/or concentration phenomena for fractional nonlinear equation
(Pǫ), maybe because techniques developed for local case can not be adapted imediately, c.f.
[20]. For instance, the truncation argument has to handle carefully in the present situation.
We would like to cite [20, 22] for the existence of positive solution, imposing a global condition
on V. In [11] is studied the existence and concentration phenomena for potential verifying
local condition (V1), and in [10, 21] a concentration phenomenon is treated near of non
degenerate critical point of V.
Motivated by approach used in [12], we will establish existence and concentration of
positive solution for (Pǫ), by supposing that V satisfies (V0) − (V1), with γ = V0 and
V ∈ L∞(RN ). Related to f , we will assume the following conditions:
(f1) lim
t→0
f(t)
t
= 0
There is q ∈ (2, 2∗s), where 2
∗
s =
2N
N−2s
, N > 2s, s ∈ (0, 1), such that
(f2) lim sup
|t|→+∞
|f(t)|
|t|q−1
< +∞.
2
There is θ > 2 such that
(f3) θF (t) ≤ f(t)t, ∀t > 0,
where F (t) =
∫ t
0
f(τ) dτ .
(f4) The function
f(t)
t
is increasing for t > 0.
Using the above notation we are able to state our main result
Theorem 1.1. Assume (f1) − (f4) and (V0) − (V1), with γ = V0 and V ∈ L
∞(RN). Then,
there is ǫ0 > 0, such that (Pǫ) has a positive solution uǫ for all ǫ ∈ (0, ǫ0). Moreover, if xǫ
denotes a global maximum point of uǫ, we have
lim
ǫ→0
V (xǫ) = V0.
The proof of Theorem 1.1 was inspired from [12], in the sense that we will modify the
nonlinearity in a special way and work with an auxiliary problem. Making some estimate
we prove that the solutions obtained for the auxiliary problem are solution of the original
problem when ǫ is sufficiently small. However, we would like to point out that we cannot
repeat directly the same arguments found in [12]. For example, the arguments used in [12]
do not work well to prove the Palais-Smale condition for the energy functional associated
with auxiliary problem, and also, to show that the solutions of the auxiliary problem are
solutions of the original problem for ǫ small enough. In the present paper, we overcome
these difficulties showing a new argument to prove the Palais-Smale condition for the energy
functional associated with the auxiliary problem, see proof of Lemma 2.2. Moreover, using
some properties of the Bessel kernel, we prove that the obtained solutions of the auxiliary
problem are solutions of the original problem for ǫ small enough, see proofs of Corollary 2.1
and Lemma 2.6.
We recall that, for any s ∈ (0, 1), the fractional Sobolev space Hs(RN) is definied by
Hs(RN) =
{
u ∈ L2(RN) :
∫
R2N
(u(x)− u(y))2
|x− y|N+2s
dx dy <∞
}
,
endowed with the norm
‖u‖Hs(RN ) =
(
|u|2L2(RN ) +
∫
R2N
(u(x)− u(y))2
|x− y|N+2s
dx dy
)1/2
.
The fractional Laplacian, (−∆)su, of a smooth function u : RN → R is defined by
F((−∆)su)(ξ) = |ξ|2sF(u)(ξ), ξ ∈ RN ,
where F denotes the Fourier transform, that is,
F(φ)(ξ) =
1
(2π)
N
2
∫
RN
e−iξ·xφ(x) dx ≡ φ̂(ξ),
3
for functions φ in the Schwartz class. Also (−∆)su can be equivalently represented [14,
Lemma 3.2] as
(−∆)su(x) = −
1
2
C(N, s)
∫
RN
(u(x+ y) + u(x− y)− 2u(x))
|y|N+2s
dy, ∀x ∈ RN ,
where
C(N, s) = (
∫
RN
(1− cosξ1)
|ξ|N+2s
dξ)−1, ξ = (ξ1, ξ2, . . . , ξN).
Also, in light of [14, Propostion 3.4,Propostion 3.6], we have
|(−∆)s/2u|2L2(RN ) =
∫
ℜN
|ξ|2s|û|2dξ =
1
2
C(N, s)
∫
R2N
(u(x)− u(y))2
|x− y|N+2s
dx dy, (1.1)
for all u ∈ Hs(RN),and, sometimes, we identify these two quantities by omitting the
normalization constant 1
2
C(N, s). For N > 2s, from [14, Theorem 6.5] we also know that,
for any p ∈ [2, 2∗s], there exists Cp > 0 such that
|u|Lp(RN ) ≤ Cp‖u‖Hs(RN ), for all u ∈ H
s(RN). (1.2)
Before to conclude this introduction, we would like point out that using the change
variable v(x) = u(ǫx), it is possible to prove that (Pǫ) is equivalent to the following problem
(−∆)su+ V (ǫx)u = f(u) in RN . (Pǫ)
′
Notation: In this paper we use the following notations:
• The usual norms in Lt(RN) and Hs(RN ) will be denoted by | . |t and ‖ ‖ respectively.
• C denotes (possible different) any positive constant.
• BR(z) denotes the open ball with center at z and radius R.
• an ⇀ a and an → a mean the weak and strong convergence, respectively, as n→∞.
2 The Caffarelli and Silvestre’s method
Hereafter, we will use a method due to Caffarelli and Silvestre in [8] to get a solution
to (Pǫ)
′. In that seminal paper, it was developed a local interpretation of the fractional
Laplacian given in RN by considering a Dirichlet to Neumann type operator in the domain
R
N+1
+ = {(x, t) ∈ R
N+1 : t > 0}. A similar extension, in a bounded domain, see for instance,
[6, 7]. For u ∈ Hs(RN), the solution w ∈ X1,s = X1,s(RN+1+ ) of{
−div(y1−2s∇w) = 0 in RN+1+
w = u on RN × {0}
(2.1)
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is called s-harmonic extension w = Es(u) of u and it is proved in [8] that
lim
y→0+
y1−2s
∂w
∂y
(x, y) = −
1
ks
(−∆)su(x),
where
ks = 2
1−2sΓ(1− s)/Γ(s).
Here the spaces Xs(RN+1+ ) and H
s(RN) are defined as the completion of C∞0 (R
N+1
+ ) and
C∞0 (R
N), under the norms (which actually do coincide, see [6, Lemma A.2])
‖w‖Xs :=
(∫
R
N+1
+
ksy
1−2s|∇w|2dxdy
)1/2
,
‖u‖Hs :=
(∫
RN
|2πξ|2s|F(u(ξ))|2dξ
)1/2
=
(∫
RN
|(−∆)su|2dx
)1/2
.
Motivated by the above approach problem, we will study the existence of solution for the
following problem, {
−div(y1−2s∇w) = 0 in RN+1+
−ks
∂w
∂ν
= −V (ǫx)w + f(w) on RN × {0},
(2.2)
where
∂w
∂ν
= lim
y→0+
y1−2s
∂w
∂y
(x, y),
because the function w ∈ Xs(RN+1+ ) is a solution for this problem, the function u(x) = w(x, 0)
will be a solution of (Pǫ)
′.
We are looking for a positive solution in the Hilbert space X1,s defined as the completion
of C∞0 (R
N+1
+ ) under the norm
‖w‖1,s :=
(∫
R
N+1
+
y1−2s|∇w|2dxdy +
∫
RN
V (ǫx)w(x, 0)2dx
)1/2
Here, we are omitting the constant ks.
Associated with (2.2), we have the energy functional Jǫ : X
1,s → R defined by
Jǫ(v) =
1
2
∫
R
N+1
+
y1−2s|∇v|2 dxdy +
1
2
∫
RN
V (ǫx)|v(x, 0)|2 dx−
∫
RN
F (v(x, 0)) dx, (2.3)
which is C1(X1,s,R) with Gateaux derivative given by
J ′ǫ(v)φ =
1
2
∫
R
N+1
+
y1−2s∇v.∇φ dxdy (2.4)
+
1
2
∫
RN
V (ǫx)v(x, 0)φ(x, 0) dx−
∫
RN
f(v(x, 0))φ(x, 0) dx
for all φ ∈ X1,s.
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Using some embeddings mentioned in Bra¨ndle, Colorado and Sa´nchez [6], see also [9, 24],
we deduce that the embeddings
X1,s →֒ Lp(RN) for p ∈ [2, 2∗α]
are continuous. Moreover, the embeddings
X1,s →֒ Lp(A) for p ∈ [2, 2∗α)
are compacts, for any bounded mensurable set A ⊂ RN .
In what follows, we will not work directly with functional Jǫ, because we have some
difficulties to prove that it verifies the (PS) condition. Hereafter, we will use the same
approach explored in [12], modifying the nonlinearity of a suitable way. The idea is the
following:
First of all, without loss of generality, we assume that
V (0) = V0 = min
x∈RN
V (x).
Moreover, since we intend to find positive solutions, we will suppose that
f(t) = 0, ∀t ≤ 0.
Moreover, let us fix k > 2θ
θ−2
and a > 0 verifying
f(a)
a
=
V0
k
,
where V0 > 0 was given in (V0). Using these numbers, we set the functions
f˜(t) =

f(t), t ≤ a,
V0
k
t, t ≥ a
and
g(x, t) = χΛ(x)f(t) + (1− χΛ)f˜(t), ∀(x, t) ∈ R
N × R,
where Λ was given in (V1) and χΛ denotes the characteristic function associated with Λ, that
is,
χ(x) =
{
1, x ∈ Λ
0, x ∈ Λc.
Using the above functions, we will study the existence of positive solution for the following
auxiliary problem
(AP )

(−∆)su+ V (ǫx)u = gǫ(x, u), x ∈ R
N ,
u ∈ H1,s(RN),
where
gǫ(x, t) = g(ǫx, t), ∀(x, t) ∈ R
N × R.
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We recall by using [8], the above problem can be studied as a Neumann problem
(AP )
{
−div(y1−2s∇w) = 0 in RN+1+
−ks
∂w
∂ν
= −V (ǫx)w + gǫ(x, w) on R
N × {0}.
For simplicity we will drop the constant ks from the above equation.
Here, we would like point out that if vǫ ∈ X
1,s is a solution of (AP ) with
vǫ(x, 0) < a, ∀x ∈ Λ
c
ǫ,
where Λǫ = Λ/ǫ, then uǫ(x) = vǫ(x, 0) is a solution of (Pǫ)
′.
Associated with (AP ), we have the energy functional Eǫ : X
1,s → R given by
Eǫ(v) =
1
2
∫
R
N+1
+
y1−2s|∇v|2 dxdy +
1
2
∫
RN
V (ǫx)|v(x, 0)|2 dx−
∫
RN
Gǫ(x, v(x, 0)) dx
where
Gǫ(x, t) =
∫ t
0
gǫ(x, τ) dτ, ∀(x, t) ∈ R
N × R.
Using the definition of g, it follows that
(g1) θGǫ(x, t) ≤ gǫ(x, t)t, ∀(x, t) ∈ Λǫ × R,
and
(g2) 2Gǫ(x, t) ≤ gǫ(x, t)t ≤
V0
k
|t|2, ∀(x, t) ∈ (Λǫ)
c × R.
From (g2),
(g3) L(x, t) = V (x)−Gǫ(x, t) ≥
(
1−
1
2k
)
V (x)|t|2 ≥ 0, ∀(x, t) ∈ (Λǫ)
c × R,
and
(g4) M(x, t) = V (x)− gǫ(x, t)t ≥
(
1−
1
k
)
V (x)|t|2 ≥ 0, ∀(x, t) ∈ (Λǫ)
c × R.
Lemma 2.1. The functional Eǫ verifies the mountain pass geometry, that is,
i) There are r, ρ > 0 such that
Eǫ(v) ≥ ρ, for ‖v‖1,s = r
ii) There is e ∈ X1,s with ‖e‖1,s > r and Eǫ(e) < 0.
Proof. From (g1)− (g4), there exist c1, c2 > 0 verifying
Eǫ(v) ≥ c1‖v‖
2
1,s − c2‖v‖
q
1,s, ∀v ∈ X
1,s.
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As q > 2, from the above inequality, there are r, ρ > 0 such that
Eǫ(v) ≥ ρ, for ‖v‖1,s = r,
showing i). To prove ii), fix ϕ ∈ X1,s with suppϕ ⊂ Λǫ × R. Then, for t > 0
Eǫ(tϕ) =
t2
2
‖ϕ‖21,s −
∫
RN
F (tϕ(x, 0)) dx.
From (f3), we know that there are c3, c4 ≥ 0 verifying
F (t) ≥ c1|t|
θ − c2, ∀t ≥ 0.
Using the above inequality, we derive
lim
t→+∞
Eǫ(tϕ) = −∞.
Thereby, ii) follows with e = tϕ and t large enough.
Lemma 2.2. The functional Eǫ verifies the (PS)c condition.
Proof. Let (vn) ⊂ X
1,s be a (PS)c sequence for Eǫ, that is,
Eǫ(vn)→ c and E
′
ǫ(vn)→ 0.
From this, there are C1 > 0 and n0 ∈ N, such that
Eǫ(vn)−
1
θ
E ′ǫ(vn)vn ≤ C1 + C1‖vn‖1,s, ∀n ≥ n0.
On the other hand, by (g1)− (g4), there is C2 > 0 such that
Eǫ(vn)−
1
θ
E ′ǫ(vn)vn ≥ C2‖vn‖
2
1,s, ∀n ∈ N.
Thus,
C2‖vn‖
2
1,s ≤ C1 + C1‖vn‖1,s, ∀n ≥ n0,
showing that (vn) is bounded in X
1,s. As X1,s is reflexive, there is a subsequence of (vn),
still denoted by itself, and v ∈ X1,s such that
vn ⇀ v in X
1,s,
vn → v in L
q
loc(R
N), ∀q ∈ [1, 2∗s)
and
vn(x, 0)→ v(x, 0) a.e. in R
N .
See [14, Thm 7.1], to see the proof of the above limits.
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Using the above limits, it is possible to prove that v is a critical point for Eǫ, that is,
E ′ǫ(v)ϕ = 0, ∀ϕ ∈ X
1,s.
Considering ϕ = v, we have that E ′ǫ(v)v = 0, and so,∫
R
N+1
+
y1−2s|∇v|2 dxdy +
∫
Λǫ
V (ǫx)|v(x, 0)|2 dx+
∫
(Λǫ)c
M(x, v(x, 0)) dx
=
∫
Λǫ
f(v(x, 0))v(x, 0) dx
On the other hand, using the limit E ′ǫ(vn)vn = on(1), we derive that∫
R
N+1
+
y1−2s|∇vn|
2 dxdy +
∫
Λǫ
V (ǫx)|vn(x, 0)|
2 dx+
∫
(Λǫ)c
M(x, vn(x, 0)) dx
=
∫
Λǫ
f(vn(x, 0))vn(x, 0) dx+ on(1).
Since Λǫ is bounded, the compactness Sobolev embedding gives
lim
n→+∞
∫
Λǫ
f(vn(x, 0))vn(x, 0) dx =
∫
Λǫ
f(v(x, 0))v(x, 0) dx
and
lim
n→+∞
∫
Λǫ
V (ǫx)|vn(x, 0)|
2 dx =
∫
Λǫ
V (ǫx)|v(x, 0)|2 dx. (2.5)
Therefore,
lim sup
n→+∞
(∫
R
N+1
+
y1−2s|∇vn|
2 dxdy +
∫
(Λǫ)c
M(x, vn(x, 0)) dx
)
=
∫
R
N+1
+
y1−2s|∇v|2 dxdy +
∫
(Λǫ)c
M(x, v(x, 0)) dx
Now, recalling that M(x, t) ≥ 0, the Fatous’ lemma leads to
lim inf
n→+∞
(∫
R
N+1
+
y1−2s|∇vn|
2 dxdy +
∫
(Λǫ)c
M(x, vn(x, 0)) dx
)
≥
∫
R
N+1
+
y1−2s|∇v|2 dxdy +
∫
(Λǫ)c
M(x, v(x, 0)) dx
Hence,
lim
n→+∞
∫
R
N+1
+
y1−2s|∇vn|
2 dxdy =
∫
R
N+1
+
y1−2s|∇v|2 dxdy (2.6)
and
lim
n→+∞
∫
(Λǫ)c
M(x, v(x, 0)) dx =
∫
(Λǫ)c
M(x, v(x, 0)) dx
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The last limit combined with definition of function M gives
lim
n→+∞
∫
(Λǫ)c
V (ǫx)|vn(x, 0)|
2 dx =
∫
(Λǫ)c
V (ǫx)|v(x, 0)|2 dx.
Gathering this limit with (2.5), we deduce that
lim
n→+∞
∫
RN
V (ǫx)|vn(x, 0)|
2 dx =
∫
RN
V (ǫx)|v(x, 0)|2 dx. (2.7)
From (2.6)-(2.7), we infer that
lim
n→+∞
‖vn‖
2
1,s = ‖v‖
2
1,s.
As X1,s is a Hilbert space and vn ⇀ v in X
1,s, the above limit yields
vn → v in X
1,s,
showing that Eǫ verifies the (PS)c condition.
Theorem 2.1. The functional Eǫ has a nonnegative critical point vǫ ∈ X
1,s such
Eǫ(vǫ) = cǫ and E
′
ǫ(vǫ) = 0, (2.8)
where cǫ denotes the mountain pass level associated with Eǫ.
Proof. The existence of the critical point vǫ is an immediate consequence of the Mountain
Pass Theorem due to Ambrosetti and Rabinowitz (see e.g. [25, Thm 1.17]). The function vǫ
is nonnegative, because
E ′ǫ(vǫ)(v
−
ǫ ) = 0 =⇒ v
−
ǫ = 0,
where v−ǫ = min{vǫ, 0}.
Related to the case ǫ = 0, it is possible to prove that there is w ∈ X1,s such that
J0(w) = c0 and J
′
0(w) = 0. (2.9)
The next lemma establishes an important relation between cǫ and c0.
Lemma 2.3. The numbers c0 and cǫ verify the equality below
lim
ǫ→0
cǫ = c0.
Proof. From (V0),
cǫ ≥ c0, ∀ǫ ≥ 0.
Then,
lim inf
ǫ→0
cǫ ≥ c0. (2.10)
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Next, fix tǫ > 0 such that
tǫw ∈Mǫ = {v ∈ X
1,s \ {0} : E ′ǫ(v)v = 0}.
By definition of cǫ, we know that
cǫ ≤ max
t≥0
Eǫ(tw) = Eǫ(tǫw).
Now, standard arguments as those used in [2], it is possible to prove that
lim
ǫ→0
tǫ = 1
and
lim
ǫ→0
Eǫ(tǫw) = J0(w).
Thus,
lim sup
ǫ→0
cǫ ≤ J0(w) = c0. (2.11)
From (2.10)-(2.11),
lim sup
ǫ→0
cǫ = c0.
Lemma 2.4. There are r, β, ǫ∗ > 0 and (yǫ) ⊂ R
N such that∫
Br(yǫ)
|vǫ(x, 0)|
2 dx ≥ β, ∀ǫ ∈ (0, ǫ∗).
Proof. First of all, we recall that since (vǫ) satisfies (2.8), there is α > 0, which is
independent of ǫ, such that
‖vǫ‖
2
1,s ≥ α, ∀ǫ > 0. (2.12)
To show the lemma, it is enough to see that for any sequence (ǫn) ⊂ (0,+∞) with ǫn → 0,
the limit below
lim
n→+∞
sup
y∈RN
∫
Br(y)
|vǫn(x, 0)|
2 dx = 0,
does not hold for any r > 0. Otherwise, if it holds for some r > 0, we can use a Lion’s type
results for X1,s, see [20], to conclude that
vǫn(., 0)→ 0 in L
q(RN), ∀q ∈ (2, 2∗s).
Using the above limits, it is possible to show that
‖vǫn‖
2
1,s → 0 as n→ +∞,
which contradicts (2.12).
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Lemma 2.5. For any ǫn → 0, consider the sequence (yǫn) ⊂ R
Ngiven in Lemma 2.4 and
ψn(x, y) = vǫn(x + yǫn, y). Then there is a subsequence of (ψn), still denoted by itself, and
ψ ∈ X1,s \ {0} such that
ψn → ψ in X
1,s. (2.13)
Moreover, there is x0 ∈ Λ such that
lim
n→0
ǫnyǫn = x0 and V (x0) = V0. (2.14)
Proof. We begin the proof showing that (ǫnyǫn) is a bounded sequence. Hereafter, we
denote by (yn) and (vn) the sequences (yǫn) and (vǫn) respectively.
Since E ′ǫn(vn)φ = 0, ∀φ ∈ X
1,s, we have that∫
R
N+1
+
y1−2s∇vn∇φ dxdy +
∫
RN
V (ǫnx)vn(x, 0)φ(x, 0) dx−
∫
RN
gǫ(x, vn(x, 0))φ(x, 0) dx = 0.
Then,∫
R
N+1
+
y1−2s|∇vn|
2 dxdy +
∫
RN
V (ǫnx)|vn(x, 0)|
2 dx−
∫
RN
gǫ(x, vn(x, 0))vn(x, 0) dx = 0.
From definition of g, we know that
gǫ(x, t) ≤ f(t), ∀t ≥ 0,
and reminding that vn ≥ 0, we infer that∫
R
N+1
+
y1−2s|∇vn|
2 dxdy +
∫
RN
V0|vn(x, 0)|
2 dx−
∫
RN
f(vn(x, 0))vn(x, 0) dx ≤ 0.
Therefore, there is, sn ∈ (0, 1) such that
snvn ∈M0 = {v ∈ X
1,s \ {0} : J ′0(v)v = 0}.
Using the characterization of c0, we know that
c0 ≤ J0(snvn), ∀n ∈ N.
As
J0(w) ≤ Eǫ(w), ∀w ∈ X
1,s and ǫ > 0,
it follows that
c0 ≤ J0(snvn) ≤ Eǫn(snvn) ≤ max
s≥0
Eǫn(svn) = Eǫn(vn) = cǫn.
Recalling that
cǫn → c0,
the last inequality gives
(snvn) ⊂M0 and J0(snvn)→ c0.
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By change variable, we also have
(snψn) ⊂M0 and J0(snψn)→ c0.
Using Ekeland Variational Principle, we can assume that (snvn) is a (PS)c0 sequence, that
is,
(snψn) ⊂M0, J0(snψn)→ c0 and J
′
0(snψn)→ 0.
A direct computation shows that (sn) is a bounded sequence with
lim inf
n→+∞
sn > 0.
Thus, in what follows, we can assume that for some subsequence, there is s0 > 0 such that
sn → s0.
From definition of yn and ψn, we know that ψ ∈ X
1,s \ {0}. Moreover, as J ′0(snψn)→ 0, we
also have J ′0(s0ψ) = 0. Thereby, by definition of c0,
c0 ≤ J0(s0ψ).
On the other hand, by Fatous’ Lemma
lim inf
n→+∞
J0(snψn) ≥ J0(s0ψ),
implying that
J0(s0ψ) = c0 and J
′
0(s0ψ) = 0.
The above equalities combined with Fatous’ Lemma, up to a subsequence, gives
snψn → s0ψ in X
1,s.
Recalling that sn → s0 > 0, we can conclude that
ψn → ψ in X
1,s,
showing (2.13).
Using the last limit, we are able to prove (2.14). To do this, we begin making the following
claim
Claim 2.1. lim
n→+∞
dist(ǫnyn,Λ) = 0
Indeed, if the claim does not hold, there is δ > 0 and a subsequence of (ǫnyn), still denoted
by itself, such that,
dist(ǫnyn,Λ) ≥ δ, ∀n ∈ N.
Consequently, there is r > 0 such that
Br(ǫnyn) ⊂ Λ
c, ∀n ∈ N.
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From definition of ψn, we have that∫
R
N+1
+
y1−2s|∇ψn|
2 dxdy +
∫
RN
V (ǫnx+ ǫnyn)|ψn(x, 0)|
2 dx
=
∫
RN
g(ǫnx+ ǫnyn, ψn(x, 0))ψn(x, 0) dx.
Note that∫
RN
g(ǫnx+ ǫnyn, ψn(x, 0))ψn(x, 0) dx ≤
∫
B r
ǫn
(0)
g(ǫnx+ ǫnyn, ψn(x, 0))ψn(x, 0) dx
+
∫
RN\B r
ǫn
(0)
g(ǫnx+ ǫnyn, ψn(x, 0))ψn(x, 0) dx
and so, ∫
RN
g(ǫnx+ ǫnyn, ψn(x, 0))ψn(x, 0) dx
≤
V0
k
∫
B r
ǫn
(0)
|ψn(x, 0)|
2 dx+
∫
RN\B r
ǫn
(0)
f(ψn(x, 0))ψn(x, 0) dx.
Therefore, ∫
R
N+1
+
y1−2s|∇ψn|
2 dxdy +
∫
RN
V (ǫnx+ ǫnyn)|ψn(x, 0)|
2 dx
≤
V0
k
∫
B r
ǫn
(0)
|ψn(x, 0)|
2 dx+
∫
RN\B r
ǫn
(0)
f(ψn(x, 0))ψn(x, 0) dx.
implying that∫
R
N+1
+
y1−2s|∇ψn|
2 dxdy + A
∫
RN
|ψn(x, 0)|
2 dx ≤
∫
RN\B r
ǫn
(0)
f(ψn(x, 0))ψn(x, 0) dx, (2.15)
where A = V0
(
1− 1
k
)
. By (2.13),∫
RN\B r
ǫn
(0)
f(ψn(x, 0))ψn(x, 0) dx→ 0
and ∫
R
N+1
+
y1−2s|∇ψn|
2 dxdy + A
∫
RN
|ψn(x, 0)|
2 dx
→
∫
R
N+1
+
y1−2s|∇ψ|2 dxdy + A
∫
RN
|ψ(x, 0)|2 dx > 0,
which contradicts (2.15). This proves Claim 2.1.
From Claim 2.1, there are a subsequence of (ǫnyn) and x0 ∈ Λ such that
lim
n→+∞
ǫnyn = x0.
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Claim 2.2. x0 ∈ Λ.
Indeed, from definition of ψn,∫
R
N+1
+
y1−2s|∇ψn|
2 dxdy +
∫
RN
V (ǫnx+ ǫnyn)|ψn(x, 0)|
2 dx ≤
∫
RN
f(ψn(x, 0))ψn(x, 0) dx.
Then, by (2.13),∫
R
N+1
+
y1−2s|∇ψ|2 dxdy +
∫
RN
V (x0)|ψ(x, 0)|
2 dx ≤
∫
RN
f(ψ(x, 0))ψ(x, 0) dx.
Hence, there is s1 ∈ (0, 1) such that
s1ψ ∈ MV (x0) = {v ∈ X
1,s \ {0} : J˜ ′V (x0)(v)v = 0}
where J˜V (x0) : X
1,s → R is given by
J˜V (x0)(v) =
1
2
∫
R
N+1
+
y1−2s|∇v|2 dxdy +
1
2
∫
RN
V (x0)|v(x, 0)|
2 dx−
∫
RN
F (v(x, 0)) dx.
If c˜V (x0) denotes the mountain pass level associated with J˜V (x0), we must have
c˜V (x0) ≤ J˜V (x0)(s1ψ) ≤ lim inf
n→+∞
Eǫn(vn) = lim inf
n→+∞
cǫn = c0 = c˜V (0).
Hence,
c˜V (x0) ≤ c˜V (0),
from where it follows that
V (x0) ≤ V (0).
As V (0) = V0 = infx∈RN V (x), the above inequality implies that
V (x0) = V0.
Moreover, by (V1), x0 /∈ ∂Λ. Then, x0 ∈ Λ, finishing the proof.
Corollary 2.1. Let (ψn) the sequence given in Lemma 2.5. Then, ψn(·, 0) ∈ L
∞(RN ) and
there is K > 0 such that
|ψn(·, 0)|∞ ≤ K, ∀n ∈ N (2.16)
and
ψn(·, 0)→ ψ(·, 0) in L
p(RN ), ∀p ∈ (2,+∞). (2.17)
As an immediate consequence, the sequence hn(x) = g(ǫnx+ ǫnyn, ψn(x, 0)) must verify
hn → f(ψ(·, 0)) in L
p(RN), ∀p ∈ (2,+∞). (2.18)
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Proof. In what follows, for each L > 0, we set
ψn,L(x, y) =
{
ψn(x, y), if ψn(x, y) ≤ L
L, if ψn(x, y) ≥ L
and
zn,L = ψ
2(β−1)
n,L ψn,
with β > 1 to be determined later. Since∫
R
N+1
+
y1−2s∇ψn∇φ dxdy +
∫
RN
V (ǫnx+ ǫnyn)ψn(x, 0)φ(x, 0) dx
−
∫
RN
g(ǫnx+ ǫnyn, ψn(x, 0))φ(x, 0) dx = 0, ∀φ ∈ X
1,s,
adapting the same approach explored in Alves and Figueiredo [2, Lemma 4.1], we will find
the following estimate
|ψn(., 0)|∞ ≤ C|ψn(., 0)|2∗s .
As (ψn) is bounded in X
1,s, we conclude that there is K > 0 such that
|ψn(., 0)|∞ ≤ K, ∀n ∈ N.
Now, the limit (2.17) is obtained by interpolation on the Lp spaces, while that (2.18)
follows combining the growth condition on g with (2.17).
In what follows, we denote by (wn) ⊂ H
s(RN) the sequence (ψn(·, 0)), that is,
wn(x) = ψn(x, 0), ∀x ∈ R
N .
Since ∫
R
N+1
+
y1−2s∇ψn∇φ dxdy +
∫
RN
V (ǫnx+ ǫnyn)ψn(x, 0)φ(x, 0) dx
−
∫
RN
g(ǫnx+ ǫnyn, ψn(x, 0))φ(x, 0) dx = 0, ∀φ ∈ X
1,s,
we have that wn is a solution of the problem
(−∆)swn + V (ǫnx+ ǫnyn)wn = g(ǫnx+ ǫnyn, wn), in R
N ,
or equivalently,
(−∆)swn + wn = χn, in R
N , (2.19)
where
χn(x) = wn(x) + g(ǫnx+ ǫnynx, wn(x))− V (ǫnx+ ǫnyn)wn(x), x ∈ R
N . (2.20)
Denoting χ(x) = w(x) + f(w(x))− V (x0)w(x), by Corollary 2.1, we have that
χn → χ in L
p(RN), ∀p ∈ [2,+∞) (2.21)
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and there is k1 > 0,
|χn|∞ ≤ k1, ∀n ∈ N. (2.22)
Using some results found in [16], we know that
wn(x) = K ∗ χn =
∫
RN
K(x− y)χn(y)dy,
where K is the Bessel kernel, which verifies
(K1) K is positive, radially symmetric and smooth in R
N \ {0},
(K2) There is C > 0 such that
K(x) ≤
C
|x|N+2s
, ∀x ∈ RN \ {0}
and
(K3) K ∈ L
q(RN ), ∀q ∈ [1, N/N − 2s).
Using the above informations, we are able to prove the following result
Lemma 2.6. The sequence (wn) verifies
wn(x)→ 0 as |x| → +∞,
uniformly in n ∈ N.
Proof. Given δ > 0, consider the sets
Aδ = {y ∈ R
N : |y − x| ≥ 1/δ}
and
Bδ = {y ∈ R
N : |y − x| < 1/δ}.
Hence,
0 ≤ wn(x) ≤
∫
RN
K(x− y)|χn|(y)dy =
∫
Aδ
K(x− y)|χn|(y)dy +
∫
Bδ
K(x− y)|χn|(y)dy.
From definition of Aδ and (K2), we have that, for all n ∈ N,∫
Aδ
K(x− y)|χn|(y)dy ≤ Cδ
s|χn|∞
∫
Aδ
dy
|x− y|N+s
≤ Cδsk1
∫
A1
dy
|x− y|N+s
= C1δ
s. (2.23)
On the other hand,∫
Bδ
K(x− y)|χn|(y)dy ≤
∫
Bδ
K(x− y)|χn − χ|(y)dy +
∫
Bδ
K(x− y)|χ|(y)dy.
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Fix q > 1 with q ≈ 1 and q′ > 2 such that 1
q
+ 1
q′
= 1. From (K3) and (2.19),∫
Bδ
K(x− y)|χn|(y)dy ≤ |K|q|χn − χ|q′ + |K|q|χ|Lq′ (Bδ)
As
|χn − χ|q′ → 0 as n→ +∞
and
|χ|Lq′(Bδ) → 0 as |x| → +∞,
we deduce that there are R > 0 and n0 ∈ N such that∫
Bδ
K(x− y)|χn|(y)dy ≤ δ, ∀n ≥ n0 and |x| ≥ R. (2.24)
From (2.23) and (2.24),∫
RN
K(x− y)|χn|(y)dy ≤ C1δ
d + δ, ∀n ≥ n0 and |x| ≥ R. (2.25)
The same approach can be used to prove that for each n ∈ {1, ...., n0 − 1}, there is Rn > 0
such that ∫
RN
K(x− y)|χn|(y)dy ≤ C1δ
d + δ, |x| ≥ Rn. (2.26)
Hence, increasing R, if necessary, we must have∫
RN
K(x− y)|χn|(y)dy ≤ C1δ
d + δ, for |x| ≥ R, uniformly in n ∈ N.
Since δ is arbitrary, the proof is finished.
Corollary 2.2. There is n0 ∈ N such that
vn(x, 0) < a, ∀n ≥ n0 and ∀x ∈ Λ
c
ǫn.
Hence, un(x) = vn(x, 0) is a solution of (Pǫn)
′ for n ≥ n0.
Proof. By Lemma (2.5), we know that ǫnyn → x0, for some x0 ∈ Λ. Thereby, there is r > 0
such that some subsequence, still denoted by itself,
Br(ǫnyn) ⊂ Λ, ∀n ∈ N.
Hence,
B r
ǫn
(yn) ⊂ Λǫn, ∀n ∈ N,
or equivalently
Λcǫn ⊂ B
c
r
ǫn
(yn), ∀n ∈ N.
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Now, by Lemma 2.6, there is R > 0 such that
wn(x) < a, for |x| ≥ R and ∀n ∈ N,
from where it follows,
vn(x, 0) = ψn(x− yn, 0) = wn(x− yn) < a, for x ∈ (BR(yn))
c and ∀n ∈ N.
On the other hand, there is n0 ∈ N, such that
Λcǫn ⊂ (B rǫn (yn))
c ⊂ (BR(yn))
c, ∀n ∈ N,
then
vn(x, 0) < a, ∀x ∈ Λ
c
ǫn and n ≥ n0,
finishing the proof.
3 Proof of Theorem 1.1
By Theorem 2.1, we know that problem (AP ) has a nonnegative solution vǫ for all ǫ > 0.
Applying Corollary 2.2, there is ǫ0 such that
vǫ(x, 0) < a, ∀x ∈ Λ
c
ǫ and ∀ǫ ∈ (0, ǫ0),
that is, vǫ(·, 0) is a solution of (Pǫ)
′ for ǫ ∈ (0, ǫ0). Considering
uǫ(x) = vǫ(x/ǫ, 0), for ∀ǫ ∈ (0, ǫ0),
it follows that uǫ is a solution for original problem (Pǫ)
If xǫ denotes a global maximum point of uǫ, it is easy to see that there is τ0 > 0 such
that
uǫ(xǫ) ≥ τ0, ∀ǫ > 0.
In what follows, setting zǫ =
xǫ−ǫyǫ
ǫ
, we have that zǫ is a global maximum point of wǫ and
wǫ(zǫ) ≥ τ0, ∀ǫ > 0.
Now, we claim that
lim
ǫ→0
V (xǫ) = V0. (3.1)
Indeed, if the above limit does not hold, there is ǫn → 0 and γ > 0 such that
V (xǫ) ≥ V0 + γ, ∀n ∈ N. (3.2)
By Lemma 2.6, we know that
wǫn(x)→ 0 as |x| → +∞ uniformly in n ∈ N.
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Therefore, (zǫ) is a bounded sequence. Moreover, for some subsequence, we also know that
there is x0 ∈ Λ satisfying V (x0) = V0 and
ǫnyǫn → x0.
Hence,
xǫn = ǫnzǫn + ǫnyǫn → x0
implying that
V (xǫn)→ V0,
which is a contradiction with (3.2), showing that (3.1) holds.
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