The stable spline kernel and the diagonal correlated kernel are two kernels that have been tested extensively in kernel-based regularization methods for LTI system identification. As shown in our recent works, although these two kernels are introduced in different ways, they share some common features, e.g., they all belong to the class of exponentially convex locally stationary kernels, and state-space model induced kernels. In this work, we further show that similar to the derivation of the stable spline kernel, the continuous-time diagonal correlated kernel can be derived by applying the same "stable" coordinate change to a "generalized" first order spline kernel, and thus can be interpreted as a stable generalized first order spline kernel. This interpretation provides new facets to understand the properties of the diagonal correlated kernel. Due to this interpretation, new eigendecompositions, explicit expression of the norm, and new maximum entropy interpretation of the diagonal correlated kernel are derived accordingly.
I. INTRODUCTION
Linear time invariant (LTI) system identification is a classical topic in system identification. The current standard solution to this topic is the maximum likelihood/prediction error method(ML/PEM), see e.g., [1] , [2] . A new solution is the kernel-based regularization method that is first proposed in [3] and further studied in [4] , [5] , [6] , [7] , see [8] for a survey of this method. This method uses the impulse response model and solves a regularized least squares problem with a suitably designed and tuned kernel. Kernel design and kernel tuning are two key issues for this method. The kernel plays a similar role as the parametric model structure in ML/PEM: on the one hand, it decides in what space the estimated impulse response is searched and on the other hand, it encodes the prior knowledge regarding the underlying system to be identified.
The first two kernels for this method are the stable spline (SS) kernel [3] and the diagonal correlated (DC) kernel [5] . On the one hand, these two kernels are introduced in different ways. The SS kernel is obtained by applying a "stable" coordinate change to the cubic spline kernel and the DC kernel is obtained by mimicing the behavior of the optimal kernel for this method. On the other hand, these two kernels shall some common features [9] , [10] , [11] . It is important to find and understand their common features as they are fundamental for developing systematic methods to design kernels for this method. In particular, we have shown in [9] , [10] , [11] that both kernels belong to the class of exponentially convex locally stationary kernels, and statespace model induced kernels, leading to a machine learning perspective and a system theory perspective to design the kernel, respectively.
The SS kernel still has some unique features inherited from its mother kernel -the cubic spline kernel. For example, the spectral analysis of the SS kernel with respect to a suitably chosen measure can be obtained by applying the "stable" coordinate change to that of the cubic spline kernel [3] and moreover, the same technique applies when deriving the norm of the reproducing kernel Hilbert space (RKHS) induced by the SS kernel and the maximum entropy interpretation of the SS kernel. Interestingly, we show in this paper that the feature mentioned above previously regarded as unique for the SS kernel also holds for the continuous-time DC kernel. To this purpose, a reformulation of the DC kernel is first performed, and then we show that the reformulated kernel can be derived by applying the same "stable" coordinate change to a "generalized" first order spline kernel. Therefore, the DC kernel can be interpreted as a stable generalized first order spline kernel. This interpretation provides new facets to understand the properties of the DC kernel. In contrast with the existing results [12] , [13] , new spectral analysis, explicit expression of the norm of the RKHS induced by the DC kernel, and new maximum entropy interpretation of the DC kernel are derived accordingly.
II. SYSTEM IDENTIFICATION WITH KERNEL-BASED

REGULARIZATION METHOD
A. Problem statement
We consider causal linear time-invariant (LTI) systems, which are described by
Here, t is the time index and T s is the sampling period, y(t), u(t), v(t) are the measured output, input and disturbance at time t, respectively, g(t) is the impulse response of the LTI system and (g * u)(t) denotes the convolution (evaluated at t) of the impulse response g(t) and the input u(t). Our goal is to estimate the impulse response g(t) as well as possible based on the measured data {y(t)} N Ts t=Ts and u(t) with t ≥ 0.
The identification problem will be studied in a continuoustime setup. In particular, since g(t) = 0 for t < 0 due to the causality assumption, the convolution (g * u)(t) takes the form of
where the unknown input u(t) with t < 0 will be set to zero. The disturbance v(t) is assumed to be a stochastic process and in particular, a white Gaussian noise with variance σ 2 and independent of u(t), and moreover, the sampling period T s is assumed to be 1 without loss of generality.
B. Kernel-based regularization method
To estimate the impulse response g(t) from {y(t)} N t=1 and u(t) with t ≥ 0 is an ill-conditioned problem. To overcome the ill-conditionedness, this method first introduces a positive semidefinite kernel k(t, s; θ) with t, s ≥ 0 and constrain the search for a suitable impulse response within the reproducing kernel Hilbert space (RKHS) H k induced by k(t, s; θ), where θ is a hyper-parameter vector that contains the parameters used to parameterize the kernel 1 . In particular, the following regularized least squares criterion is used to estimate the impulse response:
where γ > 0 is a regularization parameter and controls the tradeoff between the data fit N t=1 (y(t) − (g * u)(t)) 2 and the regularization term g 2 H k . We will discuss the issue of kernels in the next sections. For the time being, we assume that a suitable kernel k(t, s; θ) has been designed, but its hyper-parameter θ is left to be determined. The current most effective method to determine θ is the so-called empirical Bayes method [7] . It first embeds the regularization in a Bayesian framework and then estimate θ and possibly also the noise variance σ 2 by maximizing the marginal likelihood p(Y |η), where Y ∈ R N with y(t) being its tth element, and η could be θ or the concatenation of θ and σ 2 . Specifically, we define A ∈ R N ×N with its (t, s)th element A t,s defined by
and we then get
where I N is the N -dimensional identity matrix. When an estimate of η is obtained, the solution to (3) can be obtained by the representer theorem [8, Theorem 3, page 671] 1 The kernel k(t, s; θ) sometimes will be written as k(t, s) for simplicity.
whereĉ s is the sth element ofĉ
where γ is set to be σ 2 .
C. Positive semidefinite kernels for impulse response estimation
Recall that a function k : X × X → R with X being a metric space is called a positive semidefinite kernel, if it is symmetric and satisfies
According to the well-known Moore-Aronszajn Theorem, see e.g., [14] , to every positive semidefinite kernel k(x, x ′ ) there exists a unique RKHS H k with k(x, x ′ ) as the reproducing kernel, i.e., with k x k(x, ·), k(x, x ′ ) has the reproducing property
When X is compact and the positive semidefinite kernel k(x, x ′ ) is continuous, H k has the following structure property by Mercer's Theorem, see e.g., [15] , [16, Thm. 17 , page 90], [17, Thm. 1, page 34]. First, let µ be a Borel measure on X and L 2 (X, µ) 2 be the space of functions f for which
has at most countably many positive eigenvalues
3 , and the positive semidefinite kernel k(x, x ′ ) has a series expansion
which converges uniformly and absolutely on X × X. Moreover, 
Now we go back to the discussions of the impulse response estimation and we shall design a suitable kernel k(t, s) with t, s ≥ 0 to estimate the impulse response g(t) with t ≥ 0. A couple of kernels have been introduced, e.g., the stable 2 When X is a subset of R and µ is the Lebesgue measure, L 2 (X, µ) will be written as L 2 (X) for simplicity. 3 If for some λ, the homogenous integral equation
has solutions other than φ(x) = 0, λ and the solutions of (8) are called the eigenvalues and eigenfunctions of the integral operator L k , respectively. e (β−α)t h(t) Fig. 1 . A graphical interpretation of the connection (13) between the DC kernel (11c) and the TC kernel (11b) spline (SS) kernel in [3] and the diagonal correlated kernel (DC) in [5] , [10] , [11] :
where t, s ≥ 0, the TC kernel is a special case of the DC kernel with α = β [5] and is also known as the first order stable spline (SS-1) kernel [18] . In what follows, we will focus on the DC kernel and derive its new properties.
Since for ρ < 0 and |t − s| ∈ N, ρ |t−s| is complex, K DC (t, s; c, λ, ρ) is not well defined. Therefore, the discretetime DC kernel can only be generalized to continuous-time case with t, s ≥ 0 for positive correlation, i.e., for ρ ≥ 0.
In particular, setting c = 1, λ = e −2α and ρ = e −β in (12) leads to the continuous-time DC kernel (11c).
III. VARIANT EXPRESSIONS OF THE DC KERNEL
The DC kernel (11c) can be rewritten in different forms and given different interpretations accordingly.
First, it can be rewritten as follows:
The equation (13) links the DC kernel to the TC kernel. Its implication is shown in Fig. 1, where h(t) is a zero mean Gaussian process with the TC kernel (11b) being its covariance function and the block e (β−α)t represents a time wise scale factor of h(t), and it is straightforward to verify that the output Gaussian process has zero mean and the DC kernel as its covariance function. The DC kernel (11c) can be further rewritten as follows:
The equation (14) links the DC kernel to a generalized first order spline kernel, which will be introduced in the next section. This finding enables us to study the DC kernel from a new facet and derive its new properties and insights.
IV. DC KERNEL: A STABLE GENERALIZED FIRST ORDER
SPLINE KERNEL
The spline kernel is closely related with the so-called Sobolev space [19] , [20] , [21] , which is the general term used for a functional space whose norm involves derivatives. The Sobolev space W 0 m defined on [0, 1] is defined as the set of functions f : [0, 1] → R such that the following conditions hold: 1) for i = 0, · · · , m − 1, its ith order derivative f (i) is absolutely continuous 4 and moreover, f (i) (0) = 0; 2) its mth order derivative f (m) ∈ L 2 ([0, 1]). We define the inner product on W 0 m over R through the classical inner product in L 2 ([0, 1]):
It can be verified that the Sobolev space W 0 m is a RKHS with the reproducing kernel
which is often referred to as the first order spline kernel or Wiener kernel. The ith order derivative in the definition of W 0 m , i = 1, · · · , m, can be replaced by more general derivative, leading to the generalized Sobolev spaceW 0 m . Specifically, we define the generalized mth order derivative of f as follows:
where the functions a i (τ ) with τ ∈ [0, 1], i = 1, · · · , m are functions such that D m f is well-defined, and moreover,
Then the generalized Sobolev spaceW 0 m defined on [0, 1] is defined as the set of functions f : [0, 1] → R such that the following conditions hold: 1) for i = 0, · · · , m − 1, M i f is absolutely continuous and moreover, M i f (0) = 0; 2) D m f ∈ L 2 ([0, 1]).
Note that the functions f : [0, 1] → R such that M i f (0) = 0, i = 0, · · · , m−1 can be represented in the following form
By interchanging the integration order in (20) , we have
where the Green's functioñ
Moreover, we define the inner product onW 0 m over R through the classical inner product in L 2 ([0, 1]):
It can be verified that the generalized Sobolev spaceW 0 m is a RKHS with the reproducing kernel
The kernel (24) is closely related with the spline kernel (16) and can thus be called a generalized spline kernel. In particular, if we take
then we get the generalized first order spline kernel
Its implication is shown in Fig. 2, where h(τ ) is a zero mean Gaussian process with the first order spline kernel (17) being its covariance function and the block τ ρ represents a pointwise scale factor of h(τ ), and it is straightforward to verify that the output Gaussian process has zero mean and the generalized first order spline kernel (26) as its covariance function. Remark 4.1: Recall from e.g., [22, Theorem 3 .1] that a sufficient condition for a positive semidefinite kernel k(x, x ′ ) to be continuous is that k(x, x) is continuous. Therefore, we impose ρ > −0.5 in (25) to guarantee (26) is continuous.
Finally, recall that the SS kernel (11a) is also called the stable spline kernel because it can be obtained by applying τ ρ h(τ ) Fig. 2 . A graphical interpretation of the generalized first order spline kernel (26) and its connection with the first order spline kernel (17) a "stable" coordinate change τ = exp(−2βt) and ν = exp(−2βs) to the cubic spline kernel [21] . Interestingly, the DC kernel (11c) can be obtained by applying the same coordinate change τ = exp(−2βt) and ν = exp(−2βs) to the generalized first order spline kernel (26) with ρ = α−β 2β , i.e.,
Therefore, the DC kernel (11c) can be called a stable generalized first order spline kernel. The finding that the DC kernel (11c) is a stable generalized first order spline kernel provides new facets to understand the properties of the DC kernel. Remark 4.2: Note that ρ = α−β 2β with α > 0 and β ≥ 0, thus ρ > −0.5, which satisfies the assumption made in (25) and discussed in Remark 4.1.
V. NORM AND NEW ORTHONORMAL BASIS OF DC KERNEL
In this section, we will focus on the norm and the orthonormal basis of the DC kernel.
First, let us recall the eigenvalues and the orthonormal eigenfunctions of the first order spline kernel (17) in L 2 ([0, 1]), which are well-known, see e.g., [23, Equation ( 119)-(120), page 196]: 
converges absolutely and uniformly on [0, 1] × [0, 1].
forms an orthonormal basis of W 0 1 and W 0 1 has an equivalent representation:
and the norm of h can be computed according to
Noticing the similarity between (17) and (26), we have the following result.
Proposition 5.1: Consider the generalized first order spline kernel (26). Assume that the eigenvalues and orthonormal eigenfunctions of the first order spline kernel (17) take the form of (28). Then the following results hold:
are the eigenvalues and orthonormal eigenfunctions of the generalized first order spline kernel (26) in L 2 ([0, 1], µ(ν)) with the measure µ(ν) such that dµ(ν) = ν −2ρ dν, respectively.
forms an orthonormal basis ofW 0 1 , and W 0 1 has an equivalent representation:
and the norm of f can be computed according to
3) The series
converges absolutely and uniformly on any compact set of (0, 1] × (0, 1]. Proof: The proof is skipped due to the space of limitation.
Remark 5.1: One may note that the measure µ(ν) such that dµ(ν) = ν −2ρ dν is not a sigma-finite measure. This measure actually prohibits us to apply the Mercer's Theorem, e.g., [16, Thm. 17, page 90] , [17, Thm. 1, page 34] to derive the results in Proposition 5.1 in a straightforward way. The reason is that it was only mentioned in [17, Thm. 1, page 34] that the measure µ(ν) has to be Borel but it is not clearly stated whether or not the measure µ(ν) has to be sigma-finite.
By Proposition 5.1 and noting (27), we obtain the next result for the DC kernel (11c).
Proposition 5.2: Consider the DC kernel (11c). Assume that the eigenvalues and orthonormal eigenfunctions of the generalized first order spline kernel (26) take the form of (34). Then the following results hold:
are the eigenvalues and the orthonormal eigenfunctions of the DC kernel (11c) in L 2 ([0, ∞), ι(t)) with the measure ι(t) such that dι(t) = 2βe 2β(2ρ−1)t dt, respectively.
forms an orthonormal basis of the RKHS H DC induced by the DC kernel (11c), and H DC has an equivalent representation:
and the norm of g can be computed according to
converges absolutely and uniformly on any compact set of [0, ∞) × [0, ∞). 4) H DC andW 0 1 are isometrically isomorphic and
The proof is skipped due to the space of limitation.
Remark 5.2:
When ρ = 0, the DC kernel (11c) reduces to the TC kernel (11b). In this case, we have
Comparing (39) with (38) shows from another perspective that the DC kernel (11c) is more flexible than the TC kernel (11b) for impulse response estimation. For illustration, if g(t) is constrained to be an exponential decay function of t, i.e., g(t) = e −γt , then a necessary condition for g ∈ H TC is γ > β, and a necessary condition for g ∈ H DC is γ > (2ρ + 1)β, which shows that the ρ (recall from Remark 4.2 that ρ > −0.5) equips the DC kernel with extra flexibility.
VI. NEW MAXIMUM ENTROPY INTERPRETATION OF DC KERNEL
In this section, we study the maximum entropy (MaxEnt) interpretation of the generalized first order spline kernel (26) and the DC kernel (11c) following the arguments in [13] .
First, recall that a real-valued stochastic process w(i) with i = 0, 1, 2, · · · , is called a white Gaussian noise if the w(i)'s are independent identically Gaussian distributed with zero mean and constant variance 5 . Then we construct a stochastic process f (τ ) defined on an ordered index set Γ = {τ i |0 ≤ τ i < τ i+1 ≤ 1, i = 0, 1, 2, · · · , } as follows:
Then the following result holds. Proposition 6.1: Let h(τ ) with τ ∈ Γ be any stochastic process with h(τ 0 ) = 0 for τ 0 = 0. For any n ∈ N, the stochastic process f (τ ) in (40) is the optimal solution to the 
where E(·) and V (·) represent the expectation and variance, respectively, and for simplicity, H(h(t 1 ), h(t 2 ), · · · , h(t n )) denotes the differential entropy of [h(t 1 ) h(t 2 ) · · · h(t n )] T . Moreover, f (τ ) has the generalized kernel (26) as its covariance function for τ ∈ Γ. Proof: The proof is skipped due to the space of limitation.
Based on the stochastic process f (τ ) in (40), we define another stochastic process g(t) defined on an ordered index set T = {t i |0 ≤ t i < t i+1 ≤ ∞, i = 0, 1, 2, · · · , } as follows:
g(t k ) = e −2βρt k n−1 i=k w(n − 1 − i) e −2βti − e −2βti+1 , k = 0, · · · , n − 1, g(t n ) = 0 with t n = ∞.
(42) Then the following result holds. Proposition 6.2: Let h(t) be any stochastic process with h(t n ) = 0 for t n = ∞. For any n ∈ N, the stochastic process g(t) in (42) is the optimal solution to the MaxEnt problem maximize h(·) H(h(t 0 ), h(t 1 ), · · · , h(t n−1 )) subject to E(h(t i )) = 0, i = 0, · · · , n − 1 V h(t i+1 ) e −2βρti+1 − h(t i ) e −2βρti = e −2βti − e −2βti+1 , (43) i = 0, 1, · · · , n − 2 V h(t n−1 ) e −2βρtn−1 = e −2βtn−1 Moreover, g(t) has the DC kernel (11c) as its covariance function for t ∈ T . Proof: The proof is skipped due to the space of limitation.
VII. CONCLUSION
In this work, we have shown that the continuous-time diagonal correlated kernel can be interpreted as a stable generalized first order spline kernel. This interpretation provides a new facet to understand the structure properties of the diagonal correlated kernel. In particular, we have derived new spectral analysis result, explicit expression of the norm and new maximum entropy interpretation of the diagonal correlated kernel. There are several interesting works that can be done in the future. For example, it is possible to derive the
