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Performance of Moving Average Investment Timing Strategy 
in UK Stock Market: Individual Stocks versus Portfolios 
 
 
 
 
 
 
	    
Abstract: This paper aims to test whether moving average (MA) investment 
timing strategy is applicable on individual stocks, portfolios formed from these 
stocks, or both. Moreover, our objective is to compare the performance of MA 
strategy with a buy-and-hold strategy. The data on individual stocks listed on 
London Stock Exchange, United Kingdom (UK) is collected over the period 
starting from December 31, 1999, through February 29, 2016. For the same 
period, we use daily values of UK-DS Market-PRICE INDEX and 1-Month 
Treasury bill rate. The paper follows Han et al. (2013) to peruse our 
investigation. The study applies both MA and buy-and-hold strategies to 
individual stocks and portfolios sorted by volatility. Since most results are 
found insignificant, no evidence is found to support that one strategy is better 
than the other when applied to individual stocks. However, trading behavior 
and success ratios across groups provide mixed results, hinting slightly towards 
the failure of MA strategy. The pervasive noise in daily stock return data is 
the reason why MA strategy consistently produces insignificant results. 
Moreover, when applied to volatility-sorted portfolios, MA strategy 
substantially beats buy-and-hold strategy by yielding higher average return 
and risk-adjusted returns, lower standard deviations, large-and-positive 
skewness and Sharpe ratios, and much success ratios across portfolios. Both for 
individual stocks and portfolios, dynamics of returns and especially trading 
behavior suggest that the performance of MA strategy decreases with rising lag 
lengths, meaning MA signal weakens for a longer history. 
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Literature Review 
Historically, stock price prediction has received an enormous amount of attention 
among investors, practitioners, and academicians. Broadly, two classes of analyses 
have been used for predicting stock prices. These are commonly known as 
fundamental and technical analyses. Fundamental analysis uses intrinsic properties of 
an asset, specifically stock, to estimate future price or intrinsic value. On the 
contrary, in technical analysis historical data of prices is used to drive signals about 
future prices. Lately, nevertheless, technical trading rules have been commonly used 
by investors and financial analysts to make investment decisions (Neely, 1997; 
Taylor and Allen (1992)). More recently, however, (Han, Zhou, & Zhu, 2016) find 
results that favor the persistent profitability of the MA trading rule. Zhou and Zhu 
(2013) documents as MA follows the trend. It is further expected to be high 
profitability in high IU stocks when there is amore extended price continuation. 
Metghalchi, Marcucci, and Chang (2012) accept that MA scan forecast. Shintani, 
Yabu, and Nagakura (2012) point out that MA signals are helpful for investment 
over a longer time horizon.  
 
On the other hand, numerous studies provide either mixed or reverse evidence. For 
instance, (Allen & Karjalainen, 1999) establish that, for US stock market, the 
technical trading strategy does not perform better than buy-and-hold strategy even 
after accounting for trading costs. Sullivan, Timmermann, and White (1999) 
examine US futures market and conclude that, after making snooping bias 
adjustment, there is no clue supporting the profitability of technical analysis. 
Hoffmann and Shefrin (2014) find that investors who apply technical analysis as 
their primary strategy in options trading are biased towards short-term speculative 
trading decisions that are sub-optimal in the long run. Similarly, studying futures 
markets, (Roberts, 2005) finds no evidence to support the profitability of technical 
trading rules. Lukac and Brorsen (1990) point out that the returns of technical 
trading rules are leptokurtic and exhibit positive skewness. The study also reports 
that the historical applications of t-test for the returns produced by technical trading 
rules can be biased. 
 
It is worth considering that MA is most popular among a range of technical analysis 
rules available. Therefore, some literature primarily focuses on moving average; Such 
as (Hudson, Dempsey, & Keasey, 1996)show that technical analysis rules (especially 
the MAs) do not perform superior to buy-and-hold strategy when trading is costly; 
though these rules have predictive power.Wei, Cheng, and Wu (2014) comment 
that MAs are the trading rules that are most widely known and used by practitioners 
and financial traders in the markets because MA methods are easily 
understandable.Brock, Lakonishok, and LeBaron (1992) further examine the 
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application of the MA timing strategy on Dow–Jones Industrial Average and 
conclude that MA strategy outperforms buy-and-hold strategy. Mills (1997) also 
demonstrates similar finding while applying the strategy to FT-30 Index.  Kwon and 
Kish (2002) list down the same results for New York Stock Exchange (NYSE).  
 
More recently, (Han, Yang, & Zhou, 2013) apply the moving average (MA) timing 
strategy in US stock market. The main findings of the study are, MA strategy 
performs significantly better than buy-and-hold strategy when applied to volatility 
decile groups. Further, it produces significant average and excess returns. Moreover, 
these returns also hold for when MA is calculated for more considerable lag lengths. 
Finally, the excess returns are thus produced sufficiently cover the transaction costs.  
This study primarily replicates the research carried out by (Han et al., 2013) while 
simplifying, and to some extent differentiating, itself in the following ways. First, it 
studies the application of MA strategy in UK stock market. Second, it considers five 
quantile groups of individual stocks rather than portfolios. The groups are sorted 
based on the volatility of individual stocks. Third, it utilizes Capital Asset Pricing 
Model (CAPM) solely to test for abnormal returns. Fourth, it confirms the 
robustness of results by using only two ways, alternative lag lengths, and trading 
behaviors. Finally, it compares the results of individual stocks with that of portfolios. 
Overarching the core aim of the study is to explore either moving average (MA) 
investment timing strategy is applicable on individual stocks or portfolios, for the 
stocks listed on the London Stock Exchange. Furthermore, our objective is to 
compare the performance of MA strategy with a buy-and-hold strategy. The 
following section explains the material and methods which contains the discussion 
regarding the nature and sources of data and the econometric model's output as well. 
We conclude the study in the last section under the conclusion head. 
 
Material and Methods 
 
We collect stock price data of 1,565 stocks listed on London Stock Exchange, 
United Kingdom (UK) from December 31, 1999, to February 29, 2016 (4,217 
days). Daily values of UK-DS Market - PRICE INDEX and 1-Month Treasury 
Security rate are also downloaded for the same period. The data downloaded from 
Thomson Reuters’ DataStream.  Risk-free rate and market index data are free from 
missing values. However, since stock price data does have missing values, so we have 
to replace such values by not available (NA).  
 
Initially, we calculate the daily returns for each stock. These are the returns under 
the buy-and-hold strategy. As part of the cleaning process, we replace all returns 
greater than 300%with NA before moving further. Then for every day, following 
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(Brock et al., 1992) and (Han et al., 2013), a 10-day moving average (MA) price, 
Ajt,L of each stock is calculated by using the stock prices (Pt) of previous ten days. 
The MA price formula is given as follows; 
( 1) ( 2) 1
,
....
,jt L jt L jt jtjt L
P P P P
A
L
− − − − −+ + + +=
   (1) 
where t = a particular day, 
 L= the lag lengths which is 10 in the first case,  
J = number of stocks; so, j = 1,…,1565.  
It is quite simple to apply MA strategy once MA prices are obtained. MA strategy is 
based on the following notion: on a day, if yesterday’s market price (Pt) is higher 
than yesterday’s moving average price (Ajt,L), invest in the market today; otherwise, 
invest in the 1-month T-bill today. Mathematically, MA strategy can be expressed as 
 
{
~
,
,          1 1, ; 
         otherwise.jt L
jt jt jt L
ft
R if P A
rR
− −>=
                    (2) 
Where Rj,t = return on a stock, j , under buy-and-hold strategy 
t = a particular day 
rft= the daily 1-month T-bill rate on day t.  
Rjt,L= MA return on a particular day, for a particular stock, and for a 
particular lag length which is 10 in this case.  
MAG is defined as the difference between MA and buy-and-hold returns. 
Once we have MA returns, MAGs can be calculated in the following way; 
~
,, .jt Ljt L jtMAG R R= −                        (3) 
Note that MAGs measure the performance of MA strategy relative to buy-and-hold 
strategy. The last portion of Table 1 also reports the success ratio of MA strategy. 
The idea of success ratio can be described as follow. On a particular day, if MA 
return is equal to the maximum of either buy-and-hold or risk-free return of that 
day, the day is considered a success-day; otherwise, it is regarded as a failure-day. 
Finally, the ratio of all success-days to total trading days available is reported as 
success ratio.  
Performance of Moving Average Investment Timing Strategy in UK Stock Market: 
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Further, to assess the risk-adjusted performance of MAGs, We apply CAPM 
regression between MAG returns and daily excess returns on the market, rMKT,t, 
Famaand French (1993) Which  can be expressed as, 
, , ,
,       j = 1 ,..., 1,565.
jt L j MKT MKT jtj t
MAG rα β ε= + +     (4) 
Where αj, βj,MKT are the alpha(risk-adjusted return) and beta on for each stock. 
Robustness of results is checked by repeating some steps of the methodology 
mentioned above. For instance, average returns and alphas are calculated in a similar 
way but with alternative lag lengths. Alternatively, we test MA strategy for 20-day, 
50-day, 100-day, and 200-day lag lengths.  However, to further test robustness 
through random switching strategy, only 10-day lag length is considered. The notion 
of random switching strategy can be explained as follows:  a coin is tossed every day, 
and if by doing so the uniform distribution provides a probability greater than .5, 
the random strategy is to invest in the market; in risk-free security otherwise. This 
process is repeated 10 times for every stock. It means under random strategy; first 
stock has 10 returns against each day. Then daily returns on 30-day T-bill are 
subtracted from the respective returns of all days, and for all columns, to calculate 
excess returns produced by random switching strategy. Each column of excess 
returns thus calculated is regressed upon excess returns on the market to yield 10 
regressions, average returns, alphas, and t-statistics. The averages of all these values 
are reported in last two columns of Table 3. The exact process is reiterated for other 
random strategy groups.  
 
Finally, it is of interest to see how often daily signals help MA strategy to trade. 
Consider any stock. A trade happens only if, on a particular day, MA return is equal 
to buy-and-hold return; and, on the previous day, MA return is equal to risk-free 
return. Alternatively, a trade also occurs when the situation is reversed; that is if, on a 
particular day, MA return is equal to the risk-free return; and, on the previous day, 
MA return is equal to buy-and-hold return. After counting for a number oftrades, 
we can quickly calculate average hold period, a fraction of trading days and 
breakeven transaction cost (BETC).  
 
As a final note, we would like to explain how we sorted all stocks into five quantiles. 
We construct five quantiles based upon the standard deviation (volatility) of each 
stock from a buy-and-hold strategy. Similarly, we create a differential quantile whose 
returns are equal to the difference between returns of stocks in the highest and the 
lowest quantiles. The stocks belonging to each quantile remain the same throughout 
the process. So, each reported figure is the average of all stocks into a quantile. 
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Results and Discussion 
Performance of Buy-and-Hold and Moving Average (MA) Strategy 
a. Descriptive Statistics 
Table 1: Descriptive  Statistics 
 
 
 
 
Ranks	  
Panel A	   Panel B Panel C 
Buy-and-Hold 
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   MA Investment Timing Strategy 
Performance of MA Investment 
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1(L) 11.54 22.14 0.55 0.34 11.03** 14.27 2.33 -25.81 -0.49 16.76 -0.16 -10.48 0.34 
 (0.94)    (4.02)    (1.17)     
2 9.38 34.45 0.61 0.19 11.93 22.75 1.34 0.39 2.55 25.59 -0.37 -0.04 0.38 
 (0.89)    (1.73)    (0.30)     
3 5.60 43.50 0.82 0.07 17.60* 28.27 2.68 0.52 12.05 32.63 -0.45 0.26 0.39 
 (0.54)    (2.01)    (1.02)     
4 1.15 60.97 2.20 -0.03 19.25 37.69 4.56 0.42 18.16 47.15 -1.61 0.33 0.40 
 (0.11)    (1.56)    (1.19)     
5(H) 1.99 99.70 6.05 -0.03 6.45 60.76 6.60 0.04 4.52 77.27 -6.73 0.08 0.40 
 (0.06)    (0.34)    (0.29)     
H-L -10.72 101.21 4.48 -0.35 -13.56 61.79 4.52 -0.32 -2.83 78.08 -4.91 0.07 0.02 
 (-0.19)    (-0.34)    (0.07)     
 
Table 1 summarizes various aspects of returns (performance) on quantiles, MA (10 
days) timing groups, and the respective MAGs. In Panel-A, we report several 
statistics of returns on five volatility quantile groups under buy-and-hold strategy 
namely average return, standard deviation, skewness, and Sharpe ratio. Table 1 also 
represents the performance of differential quantile, the difference between the 
highest and the lowest quantile, as its last row. The insignificance of average returns 
across all groups suggests we do not have substantial evidence supporting the 
performance of the buy-and-hold strategy in either way. Despite the fact, we 
comment on the results as follows. The rising volatility and decreasing average 
Performance of Moving Average Investment Timing Strategy in UK Stock Market: 
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returns lead to a dipping Sharpe ratio across quantiles. More importantly, increasing 
skewness across most quantile groups indicates that the groups accompany a higher 
chance for significant positive returns.  
 
Panel-B shows that only the returns of the first, 11.03% per annum, and the third 
group, 17.6% per annum, are significant. However, relaxing the level of significance 
a bit, the returns of second and fourth groups, with t-stats 1.73 and 1.56 respectively 
(reasonably close to 1.96), may also qualify for significance. Now the results of 10-
days moving average timing strategy make sense in that the average returns on most 
MA groups are not only higher than that of buy-and-hold strategy but are an 
increasing function of quantiles, except the fifth and differential groups. However, 
for all quantiles, the standard deviations of MA groups are substantially lower than 
buy-and-hold groups. Consider a case of the lowest and the highest groups an 
example. The annualized standard deviation of the lowest and the highest groups 
under buy-and-hold strategy are 22.14% and 99.70% respectively; whereas the same 
groups produce the standard deviations as 14.27% and 60.76% in case of MA 
strategy. The findings also depict that the average returns of all groups have sizeable 
positive skewness which ranges between 1.34 and 6.60; though it also shows an 
increasing trend from the second to the highest group. However, first and 
differential groups are an exception here. It points out the fact that all MA group 
returns not only have the chance to produce substantial positive returns, but the 
volatility enhances this chance for most MA groups indeed. Since four MA quantiles, 
second, though the highest, enjoy increasing average returns with lower standard 
deviations, as directly opposed to buy-and-hold groups, they yield positive Sharpe 
ratios. Although inconsistent across quantiles, most of the findings in Panel-B appear 
to suggest that MA strategy performs slightly better than buy-and-hold strategy in 
timing individual stocks.  
 
Panel-C shows the superior performance results of MAGs, the difference between 
MA returns and volatility quantile returns. The average returns across all quantiles 
are not significant. Therefore, the results provide no evidence supporting the 
superior performance of MA strategy over buy-and-hold strategy.  Additionally, we 
comment on the remaining results of Panel-C as follow. As compared to volatility 
groups, MAG groups yield mixed findings regarding lower standard deviations, 
higher Sharpe ratios, and, most importantly, negative skewness across most of the 
quantiles. Negative skewness indicates the possibility of significant negative returns 
by MAGs. When comparing among volatility, MA, and MAG quantiles, we also 
note that the standard deviations of MAGs fall somewhere between the standard 
deviations of corresponding MA and volatility quantiles, lower than that of volatility 
quantiles but higher than MA quantiles. Finally, the success ratios across most 
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MAGs, ranging from 34% to 40%, point towards failure instead. Hence, Panel-C 
does not provide sufficient evidence in support of MA strategy outperforming the 
buy-and-hold strategy.  
 
To conclude the discussion on results presented in Table 1, it is evident that based 
upon average returns of groups, we fail to conclude that MA timing strategy 
outperforms the buy-and-hold strategy when applied to individual stocks-despite of 
the fact that MA strategy yields some higher returns and low standard deviations. 
Instead, the results of skewness, Sharpe ratio, and success ratio indicate otherwise. 
However, the results are too inconsistent to draw any conclusion whatsoever. We 
further attempt to explain MAGs by using a risk-based model that is Capital Asset 
Pricing Model (CAPM) 
 
b. Explanation of MAGs Using CAPM Regression 
Table 2: CAPM Results 
R
an
k 
Α
 
βM
K
T 
A
dj
.R
2 
(%
) 
1(L) 2.38 -0.15** 5.05 
 (1.18) (-8.53)  
2 3.38 -0.26** 5.71 
 (0.32) (-11.32)  
3 12.18 -0.27** 4.56 
 (1.04) (-9.10)  
4 18.39 -0.22** 1.64 
 (1.22) (-4.83)  
5(H) 4.93 -0.18** 0.43 
 (0.30) (-2.42)  
H-L 8.25 -0.21** 3.48 
 (0.81) (-7.24)  
Table 2 shows the results of CAPM regressions run between excess returns on groups (MAGs) and excess returns on 
the market under theMA-10 strategy.  Adjusted r-squares are in percentages. Annualized alphas and betas also 
accompany t-stats in parenthesis. **, * denote the results are significant at 1% and 5% levels respectively. The sample 
period is from December 31, 1999, to February 29, 2016. See Data and Methodology Sectionfor calculations and 
other details. 
 
Table 2 reports the results of regression for MAGs produced by 10-day moving 
average (MA-10) timing strategy. Note again that all risk-adjusted returns, the 
alphas, are insignificant. At one hand, the betas of all MAG quantiles are negative, 
highly significant, and range from -.15 to -.26 across quantiles; on the other hand, 
adjusted R2 for most of the MAGs that varies from .43% to 5.71% across quantiles 
are extremely low. Low R2 also confirms that stock returns, and ultimately MAGs, 
are highly volatile. Hence, coupling together results, beta and adjusted R2, MAG 
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returns do not move against the market. Moreover, excess market returns do not 
explain MAG returns well. Therefore, as the analysis does not offer evidence 
supporting the profitability of MA timing strategy, we can reasonably conclude that 
the results of Table 1 and Table 2 support each other.  
 
Robustness Checks 
 
Now, we test the robustness of these results in following two ways. First, we assess 
the performance (profitability) of MA strategy by using alternative lags, for instance, 
lag lengths with 20, 50, 100, 200 days. Then, we investigate the trading dynamics of 
MA strategy while accounting for transaction costs.  
 
a. Alternative Lag Lengths 
Table 3: MA Strategy Results 
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1(L) -0.93 1.81 -1.91 0.79 -2.73 -0.01 -2.75 -0.05 1.76 -0.60 
 (1.03) (1.03) (0.73) (0.72) (0.55) (0.55) (0.45) (0.45) (0.02) (-0.32) 
2 1.54 2.35 0.27 0.98 -0.51 0.17 -0.07 0.66 5.77 6.52 
 (0.18) (0.19) (0.00) (0.01) (-0.11) (-0.11) (-0.07) (-0.06) (0.03) (1.04) 
3 9.77 9.93 7.75 7.92 5.99 6.22 5.08 5.31 4.95 10.76 
 (0.83) (0.85) (0.52) (0.54) (0.36) (0.38) (0.28) (0.30) (0.01) (1.38) 
4 15.62 15.86 12.29 12.54 9.26 9.53 7.79 8.06 -0.88 -7.50 
 (1.00) (1.03) (0.75) (0.78) (0.55) (0.58) (0.44) (0.46) (0.00) (-0.92) 
5(H) 1.65 2.05 1.78 2.19 2.33 2.78 1.50 1.95 4.75 20.34 
 (0.15) (0.17) (0.10) (0.11) (0.07) (0.09) (0.04) (0.06) (0.01) (1.16) 
H-L -4.94 6.40 -3.83 4.88 0.91 3.73 2.22 3.18 3.58 1.92 
 (-0.03) (0.65) (-0.02) (0.43) (0.02) (0.30) (0.02) (0.24) (0.03) (0.53) 
Table 3 presents the results of MA strategy when applied for alternative lag lengths namely 20-day, 50-day, 100-day, 
and 200-day. We also report the results of random strategy.All average returns and CAPM alphas are annualized 
with t-stats provided in parenthesis. **, * denote the results are significant at 1% and 5% levels respectively. The 
sample period is from December 31, 1999, to February 29, 2016. See Data and Methodology Section for 
calculations and other details. 
 
Table 3 depicts the average returns and CAPM alphas of MAGs for alternative lag 
lengths. All alternative lag lengths bring similar findings as lag-10. Unfortunately, we 
find no average return and alphas as significant. For making a further comparison 
with MA strategy, last part of Table 3 reports the performance results, the average 
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return, and alpha, generated by random switching strategy. The results indicate that 
the random switching strategy does not produce substantial results because all 
average returns and alphas are found extremely small and insignificant. Finally, after 
combining the results of MAG-10 with Table 3, the insignificance of all results 
provides no evidence to conclude that MA strategy performs better than buy-and-
hold strategy when applied to individual stocks. 
 
b. Trading Behavior 
Table 4: Trading Behavior 
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1(L) 127.08 296 0.07 31.75 151.65 202 0.05 43.28 190.80 125 0.03 56.93 223.78 87 0.02 58.19 253.87 59 0.01 64.18 
2 41.65 423 0.10 33.20 56.81 285 0.07 43.27 79.48 169 0.04 56.50 102.40 116 0.03 72.61 128.58 76 0.02 97.51 
3 34.82 382 0.09 63.23 53.71 255 0.06 84.28 96.06 151 0.04 121.08 115.06 104 0.03 143.56 141.86 70 0.02 164.25 
4 35.01 319 0.08 83.14 51.11 214 0.05 106.00 78.87 125 0.03 149.98 103.37 86 0.02 177.40 134.95 58 0.01 242.84 
5(H) 31.09 281 0.07 36.59 46.28 196 0.05 42.52 66.49 119 0.03 56.81 94.16 80 0.02 102.74 124.90 56 0.01 158.65 
Table 4 states the number of trades, fraction of trading days (trading fraction), average holding period, and BETCs 
(breakeven transaction costs measured in basis points) for each MA quantile across all lag lengths. The sample period 
is from December 31, 1999, to February 29, 2016. See Data and Methodology Section for calculations and other 
details. 
 
Table 4 reports the results of the average holding period, no. of trades, a fraction of 
trading days, and breakeven transaction costs (BETC) of MA strategy for each 
quantile across all lag lengths. Note that BETC is the transaction cost which makes 
the MAG average return equal to zero. As discussed in Material and Method section, 
the fundamental notion of MA strategy is to use daily signals to make trades. Here 
the primary concern is the frequency of trading since it has to do with transaction 
costs. The more the strategy trades, the higher the transaction costs would be. 
Therefore, too many trades can make the survival of abnormal returns vulnerable to 
transaction costs. It necessitates seeing whether these abnormal returns can still hold 
after offsetting for transactions costs. As groups are formed based upon volatility, the 
performance of MA strategy should improve as we move towards groups with higher 
volatility. That is, for MA strategy to be successful, following results should hold: 
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from the lowest to the highest quantile, no. of trades and a fraction of trading should 
rise whereas average holding period, and BETC should fall. See how results in Table 
4 meet these criteria. 
 
Note that no. of trades, trading fraction, and BETC for the second to fourth 
quantile show opposite trend, except for the highest and the lowest quantiles. One 
can easily see that irrespective of the lag length, as volatility rises, no. of trades and 
fraction of trading days tend to decline while BETC rises. However, holding period 
tends to fall with rising volatility. Despite the fact, all BETCs are relatively large and 
well above the actual transaction costs in the UK (.45bp to 1.35pb)1,the majority of 
our results go against the success of MA strategy. Therefore, most of the evidence 
presented inTable4 lead to the reverse conclusion, that is, across all lag lengths and 
most quantiles, MA strategy trades less with increasing transaction costs. Therefore, 
we can finally conclude that when MA investment timing strategy is applied to the 
individual stocks, most of the results provide no evidence of its superior performance 
as compared to buy-and-hold strategy. Instead results of trading behavior indicate 
towards the failure of MA strategy. 
 
A Note on Insignificant Results quoted  
 
In statistical analysis, as the holding period gets shortened, the likeliness of data 
showing random noise increases (Brigham & Ehrhardt, 2013), and this may be the 
reason why most of the results are insignificant. Remember t-stat is also known as 
signal-to-noise ratio. Here signal and noise are represented by average return and 
standard error respectively. Notably, Table1 depicts most of the average returns to be 
quite healthy but having more substantial standard deviations.  It leads to more 
significant standard errors, which substantially lower the t-stats. So, it may be argued 
that the daily returns on which the whole analysis is based be quite noisy, making the 
most results insignificant. The comparison of performance results of individual 
stocks and portfolios is evident in the following section. 
 
Portfolios versus Individual Stocks- Performance of MA Strategy 
 
Now, we are in a position to compare the results of MA strategy for portfolios and 
individual stocks. 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 As quoted by Trading Services Price List (On-Exchange and OTC) published by London Stock Exchange, effective from February 1, 
2016. 
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Table 5: Comparison of Table 1 
 Panel A Panel B Panel C 
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1(L) 11.54 22.14 0.55 0.34 11.03** 14.27 2.33 -25.81 -0.49 16.76 -0.16 -10.48 0.34 
 (0.94)    (4.02)    (1.17)     
2 9.38 34.45 0.61 0.19 11.93 22.75 1.34 0.39 2.55 25.59 -0.37 -0.04 0.38 
 (0.89)    (1.73)    (0.30)     
3 5.60 43.50 0.82 0.07 17.60* 28.27 2.68 0.52 12.05 32.63 -0.45 0.26 0.39 
 (0.54)    (2.01)    (1.02)     
4 1.15 60.97 2.20 -0.03 19.25 37.69 4.56 0.42 18.16 47.15 -1.61 0.33 0.40 
 (0.11)    (1.56)    (1.19)     
5(H) 1.99 99.70 6.05 -0.03 6.45 60.76 6.60 0.04 4.52 77.27 -6.73 0.08 0.40 
 (0.06)    (0.34)    (0.29)     
H-L -10.72 101.21 4.48 -0.35 -13.56 61.79 4.52 -0.32 -2.83 78.08 -4.91 0.07 0.02 
 (-0.19)    (-0.34)    (0.07)     
Portfolios Buy and Hold Strategy MA(10) Timings Strategy MAPs 
1(L) 3.33** 4.89 -1.70 0.103 11.68** 2.86 -0.50 3.09 8.39** 3.90 2.91 1.42 0.61 
 (2.66)    (15.91)    (8.37)     
2 5.04* 8.80 -1.21 0.25 15.35** 5.20 -0.59 2.4 10.34** 7.03 1.94 1.06 0.58 
 (2.23)    (11.49)    (5.72)     
3 3.19 10.51 -1.11 0.034 17.75** 6.06 0.16 2.45 14.55** 8.50 1.99 1.37 0.58 
 (1.18)    (11.39)    (6.67)     
4 -1.51 11.86 -1.04 -0.36 21.78** 6.91 0.52 2.74 23.22** 9.45 2.13 2.15 0.60 
 (-0.49)    (12.28)    (9.56)     
5(H) 23.54** 15.06 -0.22 1.37 46.18** 10.49 1.57 4.12 22.49** 10.42 1.88 1.88 0.61 
 (6.09)    (17.14)    (8.40)     
H-L 20.20** 12.83 0.51 1.35 34.50** 9.93 1.64 3.18 14.10** 8.60 0.60 1.31 0.30 
 (6.14)    (13.53)    (6.37)     
 
See Table 5 for this comparison. It contains information of portfolios as well as 
individual stocks. It is evident that applying MA strategy to portfolios brings better 
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results than to individual stocks-which accompany inconclusive evidence. Mostly, 
MA portfolios not just produce significantly positive and increasing returns, lower 
standard deviations, and higher Sharpe and success ratios relative to individual 
stocks-MA groups, but they also perform better than buy-and-hold portfolios. There 
could be two reasons for this superior performance- noise in daily returns and 
diversification effect. Impact of noise can easily be seen in the form of higher 
standard deviations and ultimately lower t-stats for all individual stock groups. 
Moreover, the better portfolio returns with lower standard deviations may also imply 
the benefits of diversification. 
 
Table 6: Comparison of Table 2 
Rank Individual Stock Group MAGs Portfolio MAPs 
Α βMKT Adj.R2(%) α βMKT Adj.R2(%) 
1(L) 2.38 -0.15** 5.05 8.47** -0.11** 30.28 
 (1.18) (-8.53)  (10.13) (-41.41)  
2 3.38 -0.26** 5.71 10.52** -0.24** 43.18 
 (0.32) (-11.32)  (7.72) (-54.77)  
3 12.18 -0.27** 4.56 14.77** -0.30** 44.82 
 (1.04) (-9.10)  (9.11) (-56.62)  
4 18.39 -0.22** 1.64 23.45** -0.31** 39.07 
 (1.22) (-4.83)  (12.37) (-50.31)  
5(H) 4.93 -0.18* 0.43 22.67** -0.24** 19.62 
 (0.30) (-2.42)  (9.45) (-31.05)  
H-L 8.25 -0.21** 3.48 14.19** -0.13** 8.19 
 (0.81) (-7.24)  (6.69) (-18.79)  
 
The Table 6 is highlighting some more features. When comparing with individual 
stocks, note all portfolio alphas are highly significant and increasing. Similarly, all 
betas accompany bigger t-stats and with substantially higher adjusted r squares.  
 
Table 7: Comparison of Table 3 
Groups MAG-20 MAG-50 MAG-100 MAG-200 Random Switching 
Rank Average 
Return 
A Average 
Return 
α Average 
Return 
α Average 
return 
A Average 
Return 
Α 
1(L) -0.93 1.81 -1.91 0.79 -2.73 -0.01 -2.75 -0.05 1.76 -0.60 
 (1.03) (1.03) (0.73) (0.72) (0.55) (0.55) (0.45) (0.45) (0.02) (-0.32) 
2 1.54 2.35 0.27 0.98 -0.51 0.17 -0.07 0.66 5.77 6.52 
 (0.18) (0.19) (0.00) (0.01) (-0.11) (-0.11) (-0.07) (-0.06) (0.03) (1.04) 
3 9.77 9.93 7.75 7.92 5.99 6.22 5.08 5.31 4.95 10.76 
 (0.83) (0.85) (0.52) (0.54) (0.36) (0.38) (0.28) (0.30) (0.01) (1.38) 
4 15.62 15.86 12.29 12.54 9.26 9.53 7.79 8.06 -0.88 -7.50 
 (1.00) (1.03) (0.75) (0.78) (0.55) (0.58) (0.44) (0.46) (0.00) (-0.92) 
5(H) 1.65 2.05 1.78 2.19 2.33 2.78 1.50 1.95 4.75 20.34 
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Table 7 (Continued) 
 (0.15) (0.17) (0.10) (0.11) (0.07) (0.09) (0.04) (0.06) (0.01) (1.16) 
H-L -4.94 6.40 -3.83 4.88 0.91 3.73 2.22 3.18 3.58 1.92 
 
(-0.03) (0.65) (-0.02) (0.43) (0.02) (0.30) (0.02) (0.24) (0.03) (0.53) 
 
Portfolios MAP-20 MAP-50 MAP-100 MAP-200 Random Switching 
1(L) 8.41** 8.48** 7.37** 7.47** 6.64** 6.74** 4.59** 4.8** 2.58 0.65 
 (8.36) (10.12) (7.37) (9.06) (6.94) (8.48) (5.40) (6.61) (0.04) (0.84) 
2 9.93** 10.08** 8.14** 8.36** 7.93** 8.19** 5.23** 5.74** 3.42 1.42 
 (5.34) (7.4) (4.41) (6.24) (4.37) (6.2) (3.16) (4.62) (0.03) (1.08) 
3 13.02** 13.2** 11.67** 11.95** 10.45** 10.78** 6.17** 6.84** 2.54 0.51 
 (5.88) (8.22) (5.12) (7.39) (4.60) (6.69) (2.88) (4.34) (0.02) (0.33) 
4 21.05** 21.24** 17.86** 18.16** 14.49** 14.84** 8.92** 9.69** 0.23 -1.79 
 (8.51) (11.17) (7.01) (9.53) (5.62) (7.72) (3.54) (5.11) (0.00) (-0.96) 
5(H) 19.82** 19.97** 14.16** 14.37** 7.47** 7.71** 0.40 0.91 12.81 10.80** 
 (7.38) (8.3) (5.10) (5.78) (2.70) (3.11) (0.15) (0.38) (0.07) (4.21) 
H-L 11.41** 11.48** 6.78** 6.89** 0.82 0.96 -4.19 -3.88 11.12 9.18** 
 
(5.11) (5.37) (2.92) (3.1) (0.35) (0.42) (-1.83) (-1.77) (0.06) (4.03) 
 
Table 7 also supports the better performance of MA strategy for portfolios as most of 
the average returns and alphas are significant across all portfolios, overall lag lengths, 
except random switching which do not provide robust results even in case of 
portfolios.  
 
Table 8: Comparison of Table 4 
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1(L) 127.08 296 0.070 31.75 151.65 202 0.048 43.28 190.80 125 0.030 56.93 223.78 87 0.021 58.19 253.87 59 0.015 64.18 
2 41.65 423 0.100 33.20 56.81 285 0.068 43.27 79.48 169 0.041 56.50 102.40 116 0.028 72.61 128.58 76 0.018 97.51 
3 34.82 382 0.091 63.23 53.71 255 0.060 84.28 96.06 151 0.036 121.08 115.06 104 0.025 143.56 141.86 70 0.018 164.25 
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Table 8 (Continued) 
4 35.01 319 0.076 83.14 51.11 214 0.051 106.00 78.87 125 0.030 149.98 103.37 86 0.021 177.40 134.95 58 0.014 242.84 
5(H) 31.09 281 0.067 36.59 46.28 196 0.046 42.52 66.49 119 0.029 56.81 94.16 80 0.019 102.74 124.90 56 0.014 158.65 
 MA-10 MA-20 MA-50 MA-100 MA-200 
1(L) 9.64 408 0.100 31.22 15.93 246 0.062 51.80 29.14 133 0.034 83.36 60.25 63 0.016 156.39 70.86 52 0.013 127.75 
2 8.71 452 0.110 34.74 14.41 272 0.069 55.32 22.19 175 0.044 69.93 52.10 73 0.018 161.32 76.65 48 0.012 157.72 
3 8.96 439 0.110 50.33 13.81 284 0.072 69.42 25.52 152 0.038 115.40 56.70 67 0.017 231.55 70.86 52 0.013 171.62 
4 9.81 401 0.100 87.92 15.80 248 0.062 128.56 31.24 124 0.031 216.51 45.36 84 0.021 255.97 61.57 60 0.015 215.02 
5(H) 10.17 387 0.098 88.23 16.46 238 0.060 126.00 35.50 109 0.027 195.22 44.83 85 0.022 130.39 72.23 51 0.013 11.41 
 
Table 8 which showsthe trading behavior of both strategies brings almost similar 
results. In both cases, we observe opposite trends across quantile and groups. Instead 
of increasing, no. of trades and trading fraction tend to fall. On the other hand, 
BETC rises across portfolios and groups instead of falling, however, remains well 
above the actual transaction cost in the UK.   
 
Conclusion 
 
First, we apply MA investment timing strategy to the groups of individual stocks 
sorted by volatility. The fact that overwhelming majority of results under MA or 
buy-and-hold strategies are insignificant helps to maintain that there is no evidence 
to support the superiority of either strategy when applied to individual stocks. 
However, trading behavior and success ratios across groups provide some mixed 
results while indicating more towards the failure of MA strategy. We argue that 
prevalent noise in daily stock return data is the reason for such consistency in 
insignificant results.  
 
Second, when applied to volatility-sorted portfolios, MA strategy substantially beats 
the buy-and-hold strategy by yielding higher average return and risk-adjusted return, 
lower standard deviation, large-and-positive skewness and Sharpe ratio, and 
considerable success ratios across portfolios. Both for individual stocks and 
portfolios, returns and especially trading behavior suggest that the performance of 
MA strategy diminishes as we go farther in history; that is, the longer the lag length, 
the worse the performance.   
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Introduction 
Recent migration flows have overwhelmed European economies and raised 
numerous political, economic, social and practical questions. Regardless of the origin 
of immigrants and their reasons for moving to a host country, a key measure of the 
relative success of the migration process addressed in economic discussions is based 
on the integration of immigrants into the local labour market (OECD/European 
Union, 2015). In view of the above, interactions between immigrants and the 
domicile workforce gain public attention. Although competition between natives 
and immigrants can be perceived as an important aspect in terms of access to welfare 
services and education (Senik et al., 2009), the fear of competing for jobs frequently 
becomes the dominate topic in public discussions. Hence, natives as incumbent 
workers on local labour market are more likely to oppose increased immigration for 
fear of losing their jobs or less opportunities for wage growth (Scheve and Slaughter, 
2001; Ortega and Polavieja, 2012). 
 
Even before the recent migration wave, similar issues have led to heated public 
discussions on EU enlargement, regardless of the fact that the underlying economic 
idea of the European Union project is the free movement of all resources (including 
human). Some studies advocate the macroeconomic benefits of increased mobility, 
such as an increase in the GDP per capita, increase in the 
employment/unemployment rate and decrease in inflationary pressures 
(Blanchflower and Shadforth, 2009; Kahanec et al, 2013; Del Boca and Venturini 
2016; Elsner and Zimmermann 2016). Some studies argue that the welfare systems 
of host countries are not additionally burdened by the arrival of immigrants 
(Giulietti et al. 2013), predominately due to the fact that the migrant population is 
usually younger than the average host population and is of working age, and 
consequently are net contributors to social security systems if integrated successfully 
in the host country’s labour market.  
 
The recent recession has placed additional emphasis on the issue of labour market 
outcomes of immigrants. An important finding is that immigrants have been more 
affected by the economic crisis (Barrett and Kelly, 2012 for Ireland; Rodríguez-
Planas and Nollenberger, 2016 for Spain; Bratsberg, Raaum and Røed, 2018 for 
Norway). Although relevant literature has identified this problem in individual 
countries, a comparative cross-country perspective has not as yet been fully explored. 
The present paper explores differences between transitions from unemployment to 
employment and vice versa between natives and immigrants in the European Union 
Old member states during the recent crisis. The emphasis is on transitions, since 
changes in labour market status reveal whether immigrants face relatively more 
adverse conditions than native populations. Even though the topic has been 
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addressed in the literature before, the main contribution of the paper is that it 
provides a comparative approach for European economies. Thus, the analysis reveals 
the immigrant-native gap and examines the contribution of different personal traits 
to the gap across analysed countries. Due to self-selection of immigrants into 
different countries, immigrants with different personal traits prevail in different 
European economies. An interesting investigation is the manner in which the 
personal characteristics of immigrants explain the immigrant-native gap across 
Europe. The main contribution of the paper is to provide a comparative analysis of 
labour market transitions between immigrant and native population during the latest 
economic crisis. Additionally, in acknowledging the self-selection of immigrants into 
different economies, the paper seeks to compare the personal traits that contribute to 
the immigrant-native gap in different European economies. 
 
The paper adopts the following structure. The first section briefly reviews the most 
relevant findings from the literature. The next section discusses the methodology of 
the empirical analysis in the paper. Section 3 presents the results and provides a 
discussion, while the last section offers conclusions. 
 
Literature Review 
 
The population of immigrants in a country at any given point in time depends on a 
number of very different factors. Hatton and Williamson (2005) examine world 
migration in a historical perspective and propose that these include a variety of 
economic and demographic factors. Some of these factors relate to characteristics of 
home and host countries, such as distance, colonial relationship, trade relationship, 
differences in economic performance and language similarities.  
 
Extant studies focus on the contribution of migration to the receiving country’s 
economy. On the macroeconomic level, Ortega and Peri (2014) document long-run 
income per capita growth, driven by total factor productivity, reflecting increased 
diversity in productive skills and innovation. In that framework, migrants are 
depicted as workers desirable to local employers, enabling them to combine 
diversities of native and immigrant labour to increase production. Still, there is no 
consensus in the literature whether increased immigration will have a relatively small 
(Grossman, 1982) or diverse and non-negligible effect (Orrenius and Zavodny, 
2007) on the natives’ labour market outcomes. 
 
The final results may depend on the ability of migrants to adjust to host country 
conditions. Chiswick (1978) suggested that migrants sometimes lack specific skills, 
which leads to migrant (self-)selection into low-skilled jobs and cohort effects. 
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Additionally, both migrants (Chiswick, Rebhun and Beider, 2016) and their families 
(Föbker and Imani, 2017) face language barriers in host countries. Another type of 
barrier relates to the national orientation of the educational systems, leading to the 
question of transferability of qualifications (Chapman and Iredale, 1993).These 
obstacles imply higher financial costs of integration, which mostly lead to an 
increased burden for the host country welfare system. 
 
On the other hand, welfare systems in host countries may influence the skill 
composition of immigrants. Borjas (1999) suggested that welfare services may attract 
immigrants who otherwise would not have migrated, and then discourage them from 
leaving their country of destination, by acting as a safety net. In this model, the host 
country will receive positively self-selected migrants as long as the correlation 
between the return to skills in the two countries is high and the dispersion in the 
wage distribution is higher in the host country than in the source country.  
 
The argument is additionally explained by Peri and Sparber (2009), who suggest that 
immigrants and natives specialize in different tasks. Consequently, they do not 
compete for the same job, but their work is considered complementary. However, 
the question remains whether immigrants voluntarily self-select themselves into 
manually intensive and relatively unskilled jobs or whether they are forced to seek 
employment below their qualifications level. The fact that relatively inexpensive 
labour is available could be desirable to employers, but not so welcomed by 
incumbent employees.  
 
Some authors argue that in the classic insider-outsider labour market framework, 
immigrants are considered as outsiders, experiencing more difficulties in access to the 
market than the native population (Marino et al. 2015). For example, Krings (2009) 
documents that unions frequently campaign against immigration, because in their 
view this increased supply-side competition increases the bargaining power of 
employers and undermines incumbent employee rights. This leads to the incumbent 
worker’s loss of market power and reduces the probability of negotiating a wage 
increase. Accordingly, some authors argue that anti-immigration campaigns originate 
for fear of social dumping (Meardi 2012). The question remains whether such 
actions are additionally aggravated in times of economic downturn and relaxed 
during phases of economic boom.  
 
Aiyar et al. (2016) argue that gaps in activity, employment, unemployment rates and 
wages between immigrants and natives can be related to the relatively slow 
integration of immigrants into host country labour markets. The slow integration 
process is not only due to inadequate or underdeveloped policies in the host 
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countries, but also due to the heterogeneity of immigrants. For example, those who 
arrive on account of family reunification might not have job placement as their 
primary goal, while those arriving for humanitarian reasons might be prohibited 
from seeking work for the initial period due to host country regulations. 
 
Studies on European economies corroborate findings that immigrants have lower 
labour force participation, higher rates of unemployment, and are frequently 
clustered in lower-paid jobs (Heath et al. 2008). Empirical studies investigating the 
differences in labour market outcomes between immigrants and natives are relatively 
abundant, but frequently focus on a single country (for example, Corluy and Verbist, 
2014; Langevin et al, 2013), although there are estimates that cover employment 
probability differences across European economies (Dustmann and Frattini, 2011). 
Some authors argue that the relative outcomes of immigrants change during the 
different stages of business cycle (Dustmann, Glitz and Vogel, 2010). There is some 
evidence that the latest crisis exhibited previously undocumented features (de la Rica 
and Polonyankina, 2013). However, most of the studies emphasize that, regardless of 
the similarity in characteristics of the immigrant and native population, the 
differences in their labour market outcomes persist, even in the case of high-skilled 
immigrants (Grigoleti-Richter, 2017). 
 
Since the heterogeneity of immigrants may be partly the answer, the present study 
focuses on the labour market transitions. The underlying reason is that this approach 
identifies those individuals who are employed and have documented attachment to a 
labour market. In similar way, those who are unemployed (the ILO definition 
assumes that they are actively seeking work) decide to participate in the host country 
labour market and the reason for the differences in labour market outcomes is not 
due to self-selection into participation.  
 
Some studies show a strong impact of business cycles on immigrant labour market 
outcomes, due to the differences in sectoral composition of employment in 
comparison to the native population (Dustmann, Glitz and Vogel, 2010). Also, 
migrants arriving during a recession encounter difficulties upon arrival, which then 
persist, even when labour market conditions improve (Åslund and Rooth, 2007, 
McDonald and Worswick, 1998).In that respect, the literature also notes that 
immigrants are more likely than natives to end up not just in non-employment, but 
also in self-employment (for example, Blume, et al (2009) in Denmark). Recently, 
Garda (2016) analysed labour market transitions in OECD economies using 
European Community Household Panel data. Significant differences between 
countries have been found for the analysed period 2005-2012. For example, there 
are high-transition countries where workers move from employment to joblessness 
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(Austria, Finland, Portugal, Spain and Sweden) and low-frequency transition 
countries (Belgium, the Czech Republic, France, Luxembourg, Poland, the Slovak 
Republic and Slovenia). The rest of the paper is devoted to exploring the cross-
country differences of labour market transitions across European economies in more 
detail. 
 
Research Methodology 
 
The analysis relies on the EU Labour Force Survey data for the period 1998-2015. 
This data source provides comparable data for analysed countries. The aim of the 
analysis was to include all the European economies for which the data was available. 
However, since the dataset contains individual answers to the Survey1, in accordance 
with the confidentiality threshold, each case that has up to three answers to a specific 
question is considered as missing observations. Thus, the rest of the paper presents 
only the data for which sufficient observations were achievable. 
 
To distinguish between natives and immigrants, a simple indicator has been utilized 
– if a person is citizen of a resident country, she is considered a native2. Otherwise, 
she is considered immigrant. This approach yields different treatment of individuals 
across countries, since each EU country has a separate regulation for acquiring 
citizenship (Ritzen and Kahanec, 20017). As Dustmann and Frattini (2011) clarify, 
there are in general two approaches regarding citizenship. The first refers to Anglo-
Saxon countries which consider immigrants as those born outside their country of 
residence. The other concept is related to citizenship, when people are born in the 
country of residence, but are not entitled to citizenship based on the relevant 
legislation. Regardless of the definition used in a country, the analysis in the paper 
retains the same definition across the countries in order to maintain comparability. 
 
To get additional insight, a different concept has also been applied. A person is 
considered a native if (s)he was born in the country, while immigrants have been 
divided into two categories – those born in other EU countries and other 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1According to the European Commission (2016, p. 6) in the case of LFS data available for scientific 
purposes “In any reports, including all publications and unpublished papers, three cell size thresholds 
will be distinguished for LFS results: confidentiality threshold: up to 3 observations (unweighted 
sample), results must not be published”. 
2This definition is data-specific, since LFS does not contain data on a person’s immigration history. The 
countries differ in their citizen acquisition policies, EU countries might have different policies towards 
intra-EU migrants and some changes occurred in the process during the Great Recession (Alarian, 
2017). This should be kept in mind when interpreting the results in the present study. 
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immigrants3. According to the data, a person arriving from EU countries in the 
period until 2004 relates to individuals from EU-15 countries, in the period 2005-
2006 refers to individuals from EU-25 countries, in the period 2007- 2013 from 
EU-27 countries, and after 2013 individual from EU-28 countries.  
 
Since this paper focuses on labour market transitions, the sample is restricted to 
persons aged 15-64. Two labour market transitions are analysed – (i) from 
unemployment to employment and (ii) from employment to unemployment. In 
each case the current labour market status is compared to the labour market status of 
the same individual a year ago. Specifically, LFS contains a question on the current 
labour market status and the status an individual had a year ago. A transition variable 
is formed as a comparison between those two statuses. Due to the data source used, 
other important questions concerning labour market outcomes (such as duration of 
unemployment once the person losses a job or the frequency of unemployment 
spells) are not covered in the present research. 
 
The descriptive analysis focuses on the last available year (2015) and the evolution of 
transitions in the period 1998-2015. In addition to the descriptive analysis, an 
empirical analysis of contributions to the existing gap is performed based on data for 
the year 2015. The empirical analysis focuses on countries where the descriptive 
analysis has established that immigrants are in the most disadvantageous position. 
The case of transitions from employment to unemployment involves those countries 
exhibiting greatest evidence that immigrants lose disproportionally more jobs than 
natives.  
 
The empirical analysis rests on the well-established Fairlie (1999) methodology. The 
methodology identifies and decomposes the overall gap between the two subgroups 
into the contribution of each specific factor considered relevant. It is applied in cases 
when the outcome is binary, such as in our case when observing whether a person 
has made a transition or not. The significance of a specific factor for the outcome is 
estimated in the underlying probit model (Fairlie, 2005). Once the significant 
variables are identified, the methodology determines the degree to which the gap 
between the outcomes can be explained by that specific variable. 
 
Given that we want to explore transitions between labour market states, many of the 
traditional variables used in analysing predictions of labour market outcomes are 
perfectly correlated with changing the labour market status. For example, occupation 
perfectly explains the transition from unemployment to employment. The same 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 Due to the previously mentioned confidentiality threshold, the data could not be disclosed for a 
larger number of country-years.  
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argument applies for the economic activity a person worked in/starts working in. 
The choice of explanatory variables is governed by the data used, but their inclusion 
is justified by the existing literature. Motivation for the choice of explanatory 
variables is offered below: 
 
• Sex of a person. Studies show that – even though on average women migrate as 
frequently as men - family reunification is the main cause of female migration to 
Australia, Canada, Europe, New Zealand, and the United States (Ghosh 2009). 
Additionally, push factors, such as escaping home country (formal and informal) 
discriminatory institutions can play an important role in a female’s decision to move 
(Ferrant, et al 2014). The probability that females will be immediately integrated 
into the host country labour market is lower, even though gender equality in the 
workplace in the host country can be a strong pulling factor (Baudassé and Bazillier 
2014). Even when participating in the labour market, women face difficulties. 
Studies have found that migrant women may face double discrimination – as 
migrants and as women (Ghosh, 2009). To address these issues, we included a 
dummy variable that equals one if a person is male. Even though studies show that 
migrant women are more vulnerable on the labour market, the recent crisis had 
adverse effects on male workers. Studies reveal that women were less affected (Farris, 
2015) so our initial assumption is that they will be less likely to lose a job, but we 
cannot assume that they will be also more likely to gain employment. To the extent 
that the effect of the crisis had a greater impact on male-related jobs (and in 
particular in industries where the immigrant workforce is more strongly 
represented), we expect that the sex of a person will be significant positive factor in 
explaining the gap in immigrant-native transitions from employment to 
unemployment. To the extent that the crisis brought about an additional shift 
towards increased demand for traditional female occupations and thus contributed 
to the activation of the female labour force, we expect that the sex of a person will be 
significant negative factor contributing to the gap in immigrant-native transitions 
from unemployment to employment. 
 
• Age of a person. This is a standard predictor for labour market outcomes. 
Literature provides evidence that European youth have been hit more by the recent 
economic crisis (Bruno, Marelli, Signorelli, 2014). Even in boom periods, youths 
frequently change careers (in some countries more frequently than others), meaning 
that they may have been “in-between jobs” at the time of Survey more so than the 
mature working-age population. At the same time, older population groups might 
begin to consider retirement options and in turn employers may be more willing to 
part with older employees given that they consider them to be less a productive 
option for future business endeavours. Thus, both population subgroups are at a 
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greater risk of losing their jobs, while older persons are also less likely to find a job 
upon becoming unemployed. Although the same is true for both the immigrant and 
native population, the question is whether their age structure of immigrant and 
native can contribute to the explanation of the gap. Given that young persons are 
more likely to migrate (as recently discussed by Bernard, Bell and Charles-Edwards, 
2016) and immigrants from some countries are more likely to have larger families 
than the host country population, the case may very well be that the immigrant 
population is disproportionally young. We operationalize this by including dummy 
variables for each cohort starting from 15-24 to 55-64, with the most working active 
age cohort 35-44 serving as a reference. Youth have been more adversely affected by 
the crisis (O’Higgins, 2012). Therefore, the expectation is that migrant youth will 
face twice as many difficulties – the probability of losing a job will be higher for the 
migrant youth while the probability of finding a job will be lower. To the extent that 
the immigrant population belongs disproportionally to the age cohort most adversely 
affected by the crisis in the host labour market, we assume that this variable will have 
a significantly positive contribution in explaining the immigrant-native gap in 
transitions from employment to unemployment and a significantly negative 
contribution in explaining the gap in transitions from unemployment to 
employment.  
 
• Degree of urbanisation of the area in which a person lives. The labour market is 
more vibrant in densely populated areas and provides more job opportunities, which 
in turn is more likely to affect the successful economic integration of immigrants 
into a host country (Pischke and Velling, 1997; Borjas 2001, Jaeger 2008). Recently, 
Verdugo (2016) also emphasized the role of public housing (in densely populated 
areas) as an important factor for immigrants choosing a location within a host 
country. Hence, the assumption is that immigrants are more likely to choose densely 
populated areas and are more likely to live in immigration hubs (regardless of 
whether it is their own choice or by necessity). This may also create additional job 
prospects, for example, through social network effect and thus ease the transition 
from unemployment to employment. Similarly, it may also create low job areas with 
vicious circles of unemployment and poverty, contributing to job loss transitions. 
We operationalize this situation by including three dummy variables – sparsely, 
densely and intermediately populated areas, where the dense area is the reference in 
probit equations. To the extent that immigrants are more concentrated than the 
native population in densely populated areas, we expect that our explanatory 
variables will have a significant negative contribution to explaining the gap in the 
transition from unemployment to employment (due to lower overall labour market 
demand in less densely populated areas) and a significantly positive contribution in 
explaining the gap formation in transitions from employment to unemployment 
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(due to relatively more adverse labour market conditions for immigrant workers in 
less densely populated areas).  
 
• A person’s education is an important predictor of labour market outcome. 
Immigrants frequently face obstacles in obtaining recognition of their qualifications 
in host countries and subsequently end-up taking jobs that are below comparable 
levels of the native population. This, however, implies that the immigrant 
population may have lower reservation wages than the native population. Employers 
may exploit this situation by acquiring more productive workers for lower wages. 
However, the relationship is not straightforward. The educational attainment may 
not be easily transferred to work activities in host countries due to numerous 
obstacles (including language or cultural barriers). Studies have also found that there 
are important educational attainment differences with respect to second-generation 
immigrants (Borjas 1992). Hence, the expected role of education is crucial, but the 
direction of this variable’s contribution remains unclear at first. We included 
educational attainment using 3 dummy variables – low, medium and high levels of 
education, where medium is the reference value. To the extent that a country is able 
to attract immigrants with higher levels of education than the native population and 
with relatively good labour market integration policies, we expect that the higher 
education variable is a significant negative contributor of the gap in transitions from 
unemployment to employment. To the extent that a country is attracting 
immigrants with lower levels of education than the native population, and 
immigrants are faced with additional adverse conditions on the local labour market, 
we expect that the lower education variable is a significant positive predictor of the 
gap in transitions from employment to unemployment.  
 
Results and Discussion 
 
Transitions from Unemployment to Employment 
 
First, focus is placed on the differences in transitions from unemployment to 
employment. Specifically, these transitions include persons who were unemployed a 
year ago but are employed at the time of the Survey. To make comparisons across 
countries, the data show transitions as percentage of those who are unemployed 
during the current year in the respective population. The differences between 
immigrants and the native population for all European Union countries with a 
sufficient number of observations in the year 2015 are presented in Figure 1, panel 
A. The transitions are also illustrated for the same countries following country of 
birth as a distinction between immigrant and native population, with those born in 
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the country described as “home”, and the other labels are self-explanatory (Figure 1, 
panel B). 
 
Figure 1: Transition from Unemployment to Employment, 2015 
 
 
 
Source: author’s calculations based on EU-LFS data. 
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The data clearly reveal differences among European countries. Regardless of the 
overall transition rate (which also depends on the characteristics of the local labour 
market), there are: 
 
• Countries where transitions from unemployment to employment are similar for 
the native and immigrant population: Austria, Belgium, Germany, Spain, Greece; 
 
• Countries where unemployed immigrants were more likely to find a job than 
natives: Cyprus, Czech Republic, Italy, Malta, Poland and UK; 
 
• Countries where unemployed natives were more likely to find a job than 
immigrants: Denmark, Estonia, Finland, France, Hungary, Latvia, Sweden.  
 
These differences might not be the same over time, since countries can adopt 
different policies and/or experience additional immigration flows influencing the 
ability of local labour market to absorb them. To explore this further, we turn our 
focus on the evolution of the transition rates from unemployment to employment in 
the 1998-2015 period. The data presented below refer to the initial definition of 
immigrants and natives based on citizenship4. Initial analysis captured all European 
countries, but the data presented in Figure 2 are only for the countries that had 
enough observations throughout the analysed period. Figure 2 contains separate 
panels for Belgium, the Czech Republic, Germany, Denmark, Estonia, Finland, 
Greece, Portugal and the United Kingdom.  
 
 
 
 
 
 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
4The data based on country of birth can be obtained from the author upon request. It has to be 
emphasized that the evolution of “native” and “country-born” population is virtually the same, since 
the correlation for the two datasets (for all the countries and all available years) in the case of transition 
from unemployment to employment is 0.997788. The same comparison for the “immigrant” 
population is not appropriate, because disaggregating the overall immigrant into EU-born and non-EU-
born leads to a larger number of cases where the data cannot be disclosed due to publication threshold 
restrictions imposed by Eurostat. Additionally, in a number of countries at the beginning of the sample, 
there was a large proportion of cases with “no-answer” for the country of birth variable. Indeed, as can 
be noticed from the comparison presented in Figure 1, this “no-answer” issue was carried out 
throughout the analysed period in the case of Germany.    
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Figure 2: Transition from Unemployment to Employment, 1998-2015 
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Source: author’s calculations based on EU-LFS data. 
 
The data reveal different patterns of transitions from unemployment to employment, 
clearly connected with overall labour market developments. For example, what is 
noticeable are the deteriorating conditions in the Greek economy which exerted a 
negative effect on transitions to employment for both immigrant and natives, while 
the decline for the immigrants was particularly steep at the beginning of analysed 
period and again in the 2009-2011 period. In some economies – Finland and the 
Czech Republic - the crisis period (around the year 2008) was associated with 
increased transitions of immigrant population towards employment, while no similar 
patterns were recorded for native population. 
 
The data presented in the figure also show countries with (almost) continuously 
different transitions of immigrants and natives. On one side of the spectrum is 
Denmark, where natives were more likely to make the transition from 
unemployment to employment throughout the analysed period. On the other side 
are Portugal and United Kingdom, where since the early 2000s, immigrant 
transitions from unemployment to employment are higher than for natives. 
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For the countries with the largest identified gap, we explore whether the differences 
in characteristics of native and immigrant population can explain the existing hap. 
The results of the estimates based on the Fairile methodology are presented in Table 
1. 
 
Table 1: Contributions to the Gap in Transition from Unemployment to 
Employment, 2015 
 Denmark Estonia Finland France Hungary Latvia Sweden Slovenia 
Native 0.42 0.53 0.25 0.28 0.41 0.46 0.48 0.24 
Immigrant 0.28 0.38 0.21 0.22 0.28 0.32 0.37 0.21 
Gap 0.14 0.14 0.04 0.05 0.13 0.14 0.12 0.03 
% gap explained -3.61 17.11 -45.16 56.34 -15.10 43.74 12.98 63.25 
Contributions to the gap (as percentage of the estimated gap) 
Male 0.54 0.53 -4.41 1.38* -1.87 0.07 -1.16 29.05* 
Age 15-24 2.70 24.22* -6.33 8.05* 1.27 16.07* 3.88* -2.91 
Age 25-34 -3.70 6.51* -24.99* -0.75* 0.14 10.93* -4.02* 1.89 
Age 45-54 -1.03 -1.30 -1.02 0.91* -2.73* 1.69 -0.08 -16.97* 
Age 55-64 -7.34* 4.76 -75.38* -10.59* 17.28* 8.20* -19.69* -0.05* 
Inter-urban 0.00 -0.14 -4.88 -0.81* 8.66* 3.53* -0.02 -8.89 
Sparse-urb 3.84* -19.31* 25.23* 5.56* -26.59* 1.64 0.01* 30.71* 
Edu-low -3.30* -1.22 43.35* 46.80* -6.69* -0.11 0.49* 41.82* 
Edu-high -1.51 3.21* 4.51 5.87* -4.27* 1.44* -3.50* 39.55* 
N 2580 751 1135 33154 13332 2452 6136 4037 
Source: author’s estimates based on EU-LFS data. 
 
The important point to notice is that, although the size of the gap differs, in all 
analysed countries the natives are more likely to make a transition from 
unemployment to employment than the immigrant population. The transition was 
most frequent in the case of Sweden, and least frequent for Slovenia – indeed, most 
countries had higher transition rates for the immigrant population than Slovenia had 
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for the native population. This suggests that labour market in Slovenia was rather 
sluggish5.  
 
The analysis reveals that the explanatory variables have various contributions in 
explaining the existing gap in transitions from unemployment to employment 
between native and immigrants across countries. The variables jointly provide an 
explanation for most of the gap in transition from unemployment to employment in 
Slovenia (63 percent of the gap), France (56 percent of the gap) and Latvia (43 
percent). However, the results imply that had the immigrants and natives the same 
characteristics based on analysed variables, the gap in transitions from 
unemployment to employment would be even larger in three analysed countries – 
Finland, Hungary and Denmark. Based on these results the probable assumption is 
that in these three countries the immigrant population fulfils in specific section of 
labour market demand. 
 
Not a single personal characteristic has been found significant in all of the analysed 
countries. This implies that each country attracts different types of immigrants and 
depending on specific labour market integration policies, immigrants with similar 
characteristics have different outcomes in comparison to native populations. This 
finding is in line with previous literature, but the results enable us to explore these 
differences. Even when significant, the same variable does not have the same sign of 
contribution to the gap. For example, low education contributes to the explanation 
of the gap for France, Finland and Slovenia. It seems that in these countries, 
immigrants are on average relatively less educated (or their qualifications are not 
recognized by the home country education system), thus decreasing their chances of 
finding a job. However, in case of Slovenia, higher education among immigrants also 
contributes to a relatively unfavourable outcome for immigrants. Thus, the 
argument may very well be that, at least in Slovenia, there are important differences 
in the structure of educational attainment (formal or not) between immigrants and 
natives that influence respective labour market transitions.  
 
Another important example in some countries is age. In the case of Finland, had 
immigrants been represented in the age cohort 55-64 as much as natives, the gap in 
the average transition from unemployment to employment would be even larger. 
Similar results are also valid for Sweden, France and Denmark. However, the 
differences in this age cohort between immigrants and natives provide an explanation 
of the existing gap in Hungary, Latvia and Estonia. This also shows that the age 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
5For an overview of labour market indicators in EU economies in 2015 please consult European Union 
(2016).  
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structure of immigrants in comparison to the native population differs among the 
analysed countries.  
 
The overall conclusion is that not only does the gap in transitions differs, but the 
path of the gap also differs, and the contributions of the variables in explaining the 
gap differ across European economies. Transitions seem to be idiosyncratic to host 
country labour markets. To illustrate this, we analyse in which economic activities 
immigrants and natives found a job. The data in Table 2 are presented as 
percentages of the respective population that has made the transition from 
employment to unemployment. 
 
Table 2: Percentage of Previously Unemployed Natives in Immigrants According to 
the Economic Activity of Their Employment, 2015 
NACE 
Denmark Estonia France Hungary Latvia Sweden Slovenia 
I N I N I N I N I N I N I N 
A 3.4 0.5  4.8 4.3 1.8 29.6 6.9 5.2 11.7  1.1  2.5 
B 
 
      0.1 
 
0.8  0.2  
 
C 14.4 14.0 29.5 20.6 5.7 10.7  16.3 16.4 17.0 4.0 7.4 49.1 23.1 
D  0.5   0.4 0.4  0.3  1.1  0.4   
E  0.7   0.5 0.6  2.5  0.4  0.4 
 
0.8 
F 3.4 5.7 23.0 15.1 12.2 7.4  7.2 25.9 12.4 4.0 5.0 15.1 9.1 
G 9.6 17.3 6.6 19.0 10.1 12.8  7.0 15.5 15.4 11.2 12.2  12.2 
H 7.5 4.6 8.2 4.2 4.2 4.8  3.4 11.2 7.1 7.2 5.0  4.7 
I  15.8 5.0 6.6 6.4 7.6 6.5  4.3 0.0 4.4 11.6 5.9  8.0 
J 6.2 2.2  1.9 1.3 2.0  0.6 0.0 1.8 3.2 2.8  2.1 
K  1.4   1.0 1.5  0.5 0.0 1.1 1.6 0.8  1.7 
L  1.4 3.3  1.5 0.9  0.3 7.8 2.4 4.0 1.1   
M 3.4 2.9 
 
3.5 2.6 4.4  0.7 
 
1.7 10.8 5.9  5.9 
N 10.3 4.8 4.9 3.9 9.7 6.5  5.1 6.9 5.2 2.0 11.1 11.3 3.1 
O 
 
6.3  2.6 2.3 6.4 40.7 33.8  3.9 14.8 4.4  3.9 
P  4.8 10.3  8.0 5.5 8.0  3.1  5.6 18.8 11.9  8.1 
Q  12.3 16.6 8.2 3.5 12.7 13.4  3.2  3.6 
 
15.4 7.5 5.8 
R 2.1 3.0  1.6 1.1 2.5  1.5  1.9 2.4 4.1  3.6 
S 2.7 2.2  2.9 3.2 4.1  1.1 3.4 1.7  3.1  3.0 
T     7.2 2.0  0.2 
 
0.6     
Source: author’s calculations based on EU-LFS data. 
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Note: NACE activities are: A – Agriculture, forestry and fishing; B- Mining and 
Quarrying; C – Manufacturing; D – Electricity; Gas, Steam, and Air Conditioning 
Supply; E – Water Supply, Sewerage, Waste Management and Remediation 
Activities; F – Construction; G – Wholesale and Retail Trade, Repair of Motor 
Vehicles and Motorcycles; H – Transportation and Storage; I – Accommodation and 
Food Service Activities; J – Information and Communication; K – Financial and 
Insurance Activities; L – Real Estate Activities; M – Professional, Scientific and 
Technical Activities; N –Administrative and Support Services; O – Public 
Administration and Defence, Compulsory Social Security; P – Education; Q – 
Human Health and Social Work Activities; R – Arts, Entertainment and Recreation; 
S – Other Service Activities; T – Activities of Households as Employers; U – 
Activities of Extraterritorial Organisations and Bodies.  
 
Based on the data in Table 2, we notice that in Denmark immigrants are most likely 
to find a job in accommodation and support services. This is also the activity where 
the difference between immigrant and native transition to employment is the 
highest. Sweden is another example where immigrants are more likely to find work 
in this activity than natives. However, for Sweden, it seems that in 2015 most 
immigrants found employment in education. This is not the case in other 
economies. Indeed, in most countries education activity employed the native 
population. The dominant sector for immigrants in Slovenia was manufacturing and 
public administration in Hungary. In both these countries the number of 
immigrants that made a transition was rather low. France, a country with a high 
share of immigrant transition, mostly employed them in construction, and human 
health and social work.  
 
The data in Table 3 explore differences in working conditions between immigrant 
and native population for the case where they made the transition from 
unemployment to employment. The questions were related to the quality of job. 
The data in Table 3 show: percentage of the respective population employed on a 
permanent contract, percentage of the respective population that declared that their 
jobs do not involve working in shifts, working during the evening, working during 
nights, Saturday or Sunday work. 
 
Table 3: Working Conditions of Immigrants and Natives Who Made the Transition 
from Unemployment to Employment, 2015 
Country  Permanency No Shift No Evening No Night No Saturday No Sunday  
Denmark 
I 20.5 87.7 62.3 90.4 67.8 100.0 
N 26.1 93.4 65.4 91.9 69.1 74.9 
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Table 3 (Continued) 
Estonia 
I 27.9 72.1 60.7 88.5 67.2 73.8 
N 13.5 75.6 61.4 93.2 64.6 76.8 
Finland 
I 50.0 71.4 78.6 92.9 92.9 85.7 
N 51.3 77.7 68.7 93.2 78.5 80.8 
France 
I 66.2 73.9 32.8 36.2 26.5 32.0 
N 65.1 76.3 28.7 33.0 22.5 29.3 
Hungary 
I 77.8 96.3 88.9 92.6 74.1 77.8 
N 63.4 81.4 78.2 87.7 71.4 85.2 
Latvia 
I 20.7 71.6 66.4 92.2 62.9 75.9 
N 13.2 68.1 69.1 89.2 64.5 74.1 
Sweden 
I 66.8 76.8 70.0 88.0 67.6 68.8 
N 60.3 74.0 66.8 85.5 65.0 68.1 
Slovenia 
I 62.3 49.1 58.5 71.7 43.4 64.2 
N 71.7 56.3 58.4 84.0 43.3 71.1 
Source: author’s calculations based on EU-LFS data. 
 
Contrary to initial expectations, the immigrant population on average does not 
always end up in jobs associated with more adverse working conditions. For 
example, a higher percentage of immigrants made the transition to permanent jobs 
in Sweden, Latvia, Hungary and Estonia. A higher percentage of immigrants found 
employment not involving shift work in Hungary, Latvia and Sweden. Moreover, a 
higher percentage of immigrants found employment not involving Sunday work in 
Denmark, Finland, France and Latvia.  
 
Transitions from Employment to Unemployment 
 
Next we turn our attention to analysing differences in transitions from employment 
to unemployment. We define the transition as occurring if a person who has been 
employed a year ago is currently unemployed. The differences between immigrants 
and the native population for all European Union countries with a sufficient number 
of observations for the year 2015 are presented in Figure 3, panel A. The Figure 3 in 
panel B also contains information on the transition from employment to 
unemployment by country of birth – home country, EU country and non-EU 
country. 
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Figure 3: Transition from Employment to Unemployment, 2015 
 
Source: author’s calculations based on EU-LFS data 
 
When comparing these results with those presented in Figure 1, it becomes evident 
that transition rates from employment to unemployment are lower than those from 
unemployment to employment. This is as expected. The most obvious explanation is 
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that the number of employed is always larger than the number of unemployed, 
hence the base of the second transition rate is larger, yielding a smaller percentage. A 
more substantial explanation is that rigidity of labour market institutions influence 
both hiring and firing procedures. Thus, the more rigid is the labour market, the 
costlier it will be for employers to fire employees, and thus they are more likely to 
sustain an above-optimal employment level even during times of crisis. Bassanini and 
Garnero (2013) found that the more restrictive the regulation, the smaller is the rate 
of within-industry job-to-job transitions, in particular towards permanent jobs. 
However, regulations are not the only explanation. Employers may want to retain for 
workers an above-optimal employment level during the bust phase given that human 
capital is scarce and employers are generally aware of the cyclical nature of an 
economy. In that case, relative attitudes towards immigrant workforce might become 
more evident. 
 
The data clearly suggest that in almost all the countries (with exception of the Czech 
Republic) transition rates from employment to unemployment in 2015 were higher 
for immigrants than for natives. This indicates that immigrants are more likely to 
lose their job and the relative likelihood is highest in France, Spain and Portugal. 
Other countries also have significant differences – for example, Austria, and 
Denmark. 
 
Again, we explored this issue within a dynamic perspective, to reveal whether these 
patterns persist in countries. The data presented below refer to the initial definition 
of immigrant and natives based on citizenship6. The data are again presented only 
for those countries for which transitions were observable throughout the 1998-2015 
period (Figure 4). Figure 4 contains separate panels for Belgium, the Czech 
Republic, Germany, Denmark, Estonia, Finland, Greece, Portugal and the United 
Kingdom.  
 
 
 
 
 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
6The data based on country of birth can be obtained from the author upon request. It has to be 
emphasized that the pathway for “native” and “country-born” population is virtually the same, since the 
correlation for the two datasets (for all the countries and all available years) in the case of transition 
from employment to unemployment is 0.995794. Given that the number of transitions in this case is 
lower, there are more cases when the data cannot be publicly disclosed due to the threshold imposed by 
Eurostat. 
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Figure no. 4: Transition from Employment to Unemployment, 1998-2015 
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Source: author’s calculations based on EU-LFS data. 
 
Evidence shows that for most of the countries (again with the exception of the Czech 
Republic), immigrants are more likely to lose employment than natives during the 
analysed period. It may be that immigrants are more likely to be employed in the 
economic sectors more adversely affected by economic crises (Kogan, 2004). For 
some countries, – for example, Greece – there is additional effect of the crisis adverse 
impact on immigrants. For other countries – for example, United Kingdom – the 
crisis had the effect of the narrowing the gap between immigrants and natives losing 
their jobs, hence the assumption may be that it had a more adverse effect on the 
native population.  
 
Both transitions reveal that the pathway for the immigrant population is more erratic 
than for natives. The pathways for transitions of native populations are generally 
smoother, usually exhibiting spikes during the steepest economic downturns. Thus, 
it seems that while natives are more likely to lose their jobs in times of crises, the 
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immigrant population has more difficulties in predicting their chances of retaining 
jobs even during favourable economic times. 
 
To analyse contributions to the gap, our focus is directed to countries where 
immigrants have the highest probabilities of losing jobs in comparison to the native 
population. The analysis again relies on the Fairlie methodology including the same 
set of initial predictors (Table 4). 
 
Table 4: Contributions to the Gap in Transition from Employment to 
Unemployment, 2015 
 Austria Denmark France Italy Portugal Sweden 
Native 0.02 0.02 0.03 0.02 0.03 0.02 
Immigrant 0.04 0.05 0.08 0.05 0.06 0.05 
Gap -0.03 -0.03 -0.05 -0.03 -0.03 -0.03 
% gap explained 22.10 4.07 17.87 26.84 12.40 3.89 
Contributions to the gap (as percentage of the estimated gap) 
Male 0.08 0.31* 0.74* 0.20* 0.31 0.79* 
Age 15-24 0.87* 1.34* -3.11* 2.96* 5.03* -0.61* 
Age 25-34 2.65* 2.58 1.55* 7.16* 4.20* 2.65* 
Age 45-54 1.95* -0.71 2.61* 3.84* 2.38* -0.14 
Age 55-64 2.47* 0.82 2.35* 5.65* 3.17* -3.42* 
Inter-urban 0.00* 0.89* -0.17* 0.90* -0.06 0.59 
Sparse-urb 10.44* 3.06* 4.27* 0.89* 2.04* 1.17* 
Edu-low 1.80* -1.14* 7.68* 3.46* -4.81* 5.51* 
Edu-high -2.40* -3.10* 1.97* 1.78* 0.15 -2.68* 
N 79223 49864 193469 192701 63242 76236 
Source: author’s estimations based on EU-LFS data. 
 
The data in Table 4 show that in all analysed countries, immigrants had higher 
transition rates from employment to unemployment than the native population. The 
chosen variables explain the relatively small percentage of the gap in transition from 
employment to unemployment between the immigrant and native population – the 
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highest in Italy (26 percent of the gap), Austria (22 percent) and France (17 
percent). For the case of transitions in the opposite direction, the level of significance 
and the sign of specific predictors differ across the analysed countries. Regardless of 
the fact that there are no common features, individual analysis at the country level is 
noteworthy. It is interesting to note that in sparsely populated areas of Austria, 
immigrants are more likely to lose jobs. Another interesting fact is that in Italy, 
younger age cohorts of immigrants (25-34) are more likely than natives to lose jobs. 
In the case of France, a low education is an important predictor for the 
disproportional job loss among immigrants. Specifically for this country, a 
comparative analysis of both transitions indicates that educational attainment plays 
an important role in relative labour market integration of immigrants. 
 
A large segment of the gap remains unexplained due to the differences in 
characteristics between natives and immigrants. This suggests that there are many 
other factors as to why the immigrants are more likely to lose jobs than natives, more 
factors than we were able to analyse with the existing dataset. To contribute to a 
discussion on the potential factors, Table 5 presents the structure of immigrants and 
natives in the analysed countries based on the economic activity they previously 
worked in. The data consider only of those individuals who made the transition 
from employment to unemployment. 
 
Table 5: The Structure of Immigrants and Natives Based on the Economic Activity 
of Their Previous Job, 2015 
 Austria Denmark France Italy Portugal Sweden 
 I N I N I N I N I N I N 
A  0.8 5.2 1.5 1.9 1.9 4.9 3.2  2.9 4.0 1.1 
B      0.2 
 
0.5     
C 16.2 18.2 11.1 13.8 8.3 13.2 13.0 16.5 5.4 14.3 7.2 8.4 
D  0.7  0.4 0.8 0.5 
 
0.5    0.3 
E  0.5  0.5 1.6 0.9 0.6 1.1  0.5 
 
0.5 
F 17.4 12.0 5.2 7.9 21.8 10.1 17.6 14.4 15.2 10.9 7.2 7.9 
G 13.4 18.2 13.3 15.2 10.1 14.9 5.8 17.7 9.8 18.6 11.2 11.1 
H 4.2 4.8 4.4 5.6 4.5 4.2 2.3 5.1 5.4 3.5 3.2 4.9 
I 16.4 11.2 22.2 5.2 8.3 6.7 11.3 12.0 30.4 12.3 16.0 6.2 
J 1.2 2.7 3.7 3.6 1.8 2.6  1.6  2.7  4.6 
K 1.0 2.1  2.0 
 
1.8  1.0  1.4  1.3 
L 
 
1.2  1.4 0.5 1.1  0.5  0.6  1.2 
M 3.7 4.1 3.7 4.1 3.4 3.9 1.0 4.2  3.4 4.0 7.8 
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Table 5 (Continued) 
N 9.7 5.9 14.8 5.2 9.2 4.7 4.1 5.4 4.3 4.5 12.0 9.4 
O 1.2 3.2 
 
3.6 1.7 4.7  1.4 
 
4.9 3.2 4.9 
P 1.7 3.0 5.9 7.8 4.3 5.6  3.1 4.3 6.7 12.8 9.8 
Q 5.2 5.6 6.7 15.5 7.0 10.2 3.4 3.6 5.4 6.1 9.6 9.9 
R 3.5 2.2  2.1 1.7 2.6 0.6 2.0  1.6  3.3 
S 2.2 2.8  2.3 1.6 3.3 2.5 2.4  2.5  3.2 
T     1.4 0.5 31.6 2.3 6.5 2.3  
 U        0.1     
Source: author’s calculations based on EU-LFS data. 
Note: NACE activities are: A – Agriculture, forestry and fishing; B- Mining and Quarrying; C – 
Manufacturing; D – Electricity; Gas, Steam, and Air Conditioning Supply; E – Water Supply, 
Sewerage, Waste Management and Remediation Activities; F – Construction; G – Wholesale and Retail 
Trade, Repair of Motor Vehicles and Motorcycles; H – Transportation and Storage; I – 
Accommodation and Food Service Activities; J – Information and Communication; K – Financial and 
Insurance Activities; L – Real Estate Activities; M – Professional, Scientific and Technical Activities; N 
– Administrative and Support Services; O – Public Administration and Defence, Compulsory Social 
Security; P – Education; Q – Human Health and Social Work Activities; R – Arts, Entertainment and 
Recreation; S – Other Service Activities; T – Activities of Households as Employers; U – Activities of 
Extraterritorial Organisations and Bodies. 
 
The data in Table 5 show that in Austria most immigrants had previously worked in 
construction, followed by accommodation and food services and manufacturing. For 
natives, manufacturing is also an economic activity that sheds a large labour force. 
This clearly indicates that manufacturing is undergoing restructuring and 
immigrants are not the ones who are particularly vulnerable in this economic 
activity. Construction is another segment heavily affected by the latest economic 
crisis and it is evident that in most of the analysed economies this has had a more 
severe impact on the immigrant population (Austria, France, Portugal and Italy). 
Accommodation and food services is one of the activities where immigrants also 
experienced higher percentage job losses in Portugal, Sweden and Denmark. It is 
interesting to note that in Italy the highest percentage of immigrants who lost jobs 
come from activities of households as employers. These findings once again confirm 
that immigrants frequently find jobs in economic sectors that are more prone to 
labour shedding during economic downturns.  
 
Once losing their jobs, immigrants may find it more difficult to find a new job, 
which is reflected in the different durations of job searching. Table 6 presents the 
structure of the immigrant and native population based on the duration of search, 
and only for those who have made the transition from employment to 
unemployment.  
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Table 6: The Percentage of Immigrants and Natives Who Made the Transition from 
Employment to Unemployment According to the Duration of Unemployment, 
2015 
Country 
 
less than 6 months 6-11 months 1 year and longer 
Austria I 68.2 29.4 2.5 
N 68.0 27.3 4.7 
Denmark I 63.7 27.4 8.9 
N 69.4 25.0 5.6 
France I 45.1 25.3 26.4 
N 46.5 29.4 18.4 
Italy I 51.3 36.0 12.7 
N 53.4 29.8 15.6 
Portugal I 58.7 25.0 16.3 
N 54.5 31.8 13.7 
Sweden I 57.6 27.2 5.6 
N 64.1 25.3 3.8 
Source: author’s calculations based on EU-LFS data. 
 
The data in Table 6 reveal that natives are more likely to have shorter 
unemployment spells (Denmark, France, Italy and Sweden). France has the largest 
share of immigrants with long spells of unemployment, but the indicator for the 
native population is also the highest. Hence, although immigrants do encounter 
adverse labour market conditions, they do so along with the native population.  
 
Conclusions 
 
The recent economic crisis has had an adverse effect on the labour markets of 
European economies. Additionally, Europe has recently faced increased immigration 
flows. Both immigration and the crisis have exerted additional pressures on labour 
markets. The studies frequently indicate that, even without such pressures, 
immigrants fare worse on the labour markets of host countries than natives. This 
study re-examines this question for the period covering the most recent European 
history. 
 
The analysis in this paper focuses on differences in transitions from unemployment 
to employment, and employment to unemployment between native and immigrant 
populations in European economies during the 1998-2015 period. Transitions, 
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rather than outcomes, have been chosen for the analysis to avoid a discussion on 
different labour market participation motivation for subgroups of immigrant 
populations. Thus, the focus of the analysis is both on immigrants and natives who 
were participating in the labour market – either through employment or actively 
seeking employment. 
 
The analysis reveals that outcomes differ when it comes to transitions from 
unemployment to employment – in some countries/years the natives find 
proportionally more employment, while in others it is the immigrants. In most of 
the countries, however, immigrants are more likely to lose a job than natives. 
Similarly, in most countries, a connection can be made between crisis and increased 
job loss for natives. Immigrants are also more likely to experience adverse effects of 
the crisis, but the probability that they will lose a job is also higher in other periods. 
 
In addition to identifying the immigrant-native gap, the characteristics of individuals 
as potential contributors to the gap have been assessed. The results of this segment of 
the analysis show that similar characteristics exert a different influence on the 
differences in immigrant-native labour market transitions in the analysed countries. 
This finding supports previous claims in the literature that there is certain self-
selection of immigrants into different host countries, according to different socio-
economic factors. While this has been previously established, we address this issue 
here in regard to the labour market. Since the heterogeneity of immigrants has been 
documented once more, this time focusing on a narrow segment of labour market 
transitions, it seems that calls for a unified approach to policy discussions that have 
been heard during the recent migrant wave in Europe might be displaced. The 
policies should also consider path dependency and adjust measures so as to be best 
suited for the population on their particular territory. The results do not claim that 
this is important for all segments of migration integration policies, but they do 
suggest that it is important for labour market integration, even for cases where 
migrants are already active on the host country labour market. 
 
The paper has documented the increased vulnerability of immigrants on the host 
markets of European countries. Yet, due to the period analysed, it has not fully 
captured the effect of the most recent increased immigration flows arriving into 
territories of the European economies. Future research efforts should be devoted to 
the importance of integrating these immigrants and a comparative analysis of the 
policy approaches undertaken by different countries in dealing with increased 
migratory pressures. 
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inhabitants and the newcomers. On the one hand, the concept of 
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Introduction 
 
A growing body of research indicates that internal migration is a multi-dimensional 
phenomenon. It is rapidly growing in both, time and space raising various challenges 
(World Bank, 2009; Meng, 2012; Potts, 2012). Even though it affects the life of so 
many people worldwide, it is not easily measured. Thus, data about its scale are 
limited and outdated (World Economic Forum, 2017). Statistics estimate 740 
million internal migrants worldwide (United Nations Development Programme, 
2009).  
 
Internal migration highly increased in Albanian post-socialist society. Formerly this 
phenomenon was strictly controlled by the government and subject to central 
planning of distribution of human resources. The exact number of the internal 
migrants in Albania is unknown for two main reasons: a) some certain groups such 
as Roma population are not officially registered as internal movers. Thus, they are 
under recorded in national censuses; b) statistics from the population registers of the 
local government units are inaccurate and unreliable (Vullnetari, 2014). However, 
the World Bank estimated around 500,000 internal migrants in Albania during the 
period 1991-2005 (UNDP, 2009). On the other hand, Institute of Statistics 
(INSTAT) (2002) estimated 252,735 people who migrated from one prefecture to 
another during the period between two censuses (1989-2001).   
 
But the increasing scale of this phenomenon is triggered by uneven and complex 
realities among regions within a country (International Organization for Migration, 
2015). Research shows that it is combined with stretching processes of fast 
urbanization. Thus, connections among people and their identity are dialectically 
impacted. In a broader sense, the concept of social identity offers possibilities to 
open up the influence of the environment on the self. It relates to: a) possible 
influences of the culture or ethnic group the individual is belonging to; b) personal 
situations and circumstances along with groups where individuals belong to or not; 
c) their direct contact with other people (Haas, 2008; Reicher, Spears and Haslam, 
2010). According to Social Identity Theory, individuals strive to have a positive self-
image in order to become a member of the group which enhances this possibility 
(Haas, 2008). They are involved in social comparisons to favorably differentiate in-
group from out-group members (Dovidio et al., 2005; McLeod, 2008). While they 
think, feel, and act as members of collective groups socially constructed by the 
group’s frame of reference (Padilla and Perez, 2003), they stigmatize other groups, 
devaluate and discriminate them (Kurzban and Leary, 2001; Dovidio et al., 2005; 
McLeod, 2008).   
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Research carried out during the last decades in various countries and regions 
highlighted several causes of the discrimination of the internal migrants mainly: a) 
complex structures (Lee and Piper, 2013), b) legal and institutional barriers 
(International Labor Organization and International Office for Migration, 2001; 
Afridi, Li and Ren, 2012), c) socio-cultural barriers (Jungteerapanich, 2014), d) 
gender (Weber, 2014), and e) religion (Engbers, 2015). However, limited research 
has been documented on the impact of internal migration on social identity and its 
implications on prejudice and stigma especially outside Europe and North America. 
 
 The impact of internal migration on social identity construction has been little 
explored in Albanian post-socialist society as well. Literature shows that research 
conducted during this period mostly focused on: a) the challenges of this 
phenomenon on the new urban space (Cila, 2006; Mele, 2010; Pojani, 2013; Dirks, 
2014), b) limited and inadequate service delivery (UNDP, 2000; UNDP, 2002; 
Hagen-Zanker and Azzarri, 2009) and c) gender inequality (United Nations 
Women, 2014; Jorgji, 2015). Very few studies addressed how internal migration 
shaped social identity and affected group boundaries between existing city 
inhabitants and the newcomers. In addition, very limited data are available to make 
some comparisons.   
 
The main purpose of this paper is to examine how internal migration affects social 
identity construction and its implications on prejudice and stigma in Albanian post-
socialist society. This qualitative study is based on two research questions: 1) To 
what extent does internal migration affect social identity construction and group 
boundaries in Albanian post-socialist society? 2) What are its implications for 
prejudice and stigma? Since research about this topic is scant in Albania, this study 
intends to contribute to this discussion by addressing this gap in the current 
literature and research.  
 
Methods and Paper Organization 
 
Both, desk research and secondary data analyses are used to address two research 
questions of this qualitative study. Secondary research is mainly focused on the 
review of the concepts of internal migration and social identity based on migration 
theories and Social Identity Theory. It is combined with an overview of the profile of 
the internal migration in Albanian post-socialist society, its dynamics and 
characteristics.  
 
Secondary data are drawn by various national statistics, reports and studies 
conducted in Albania during the period 1991-2017. Institute of Statistics (INSTAT) 
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in Albania is the main official data source on internal migration. This national 
statistical institute is responsible to conduct censuses, process data, release results 
nationwide and produce reports. Population reports issued by it during the period 
under study have been widely used in this paper. Other data have been drawn by 
cross-sectional studies conducted in limited geographical areas of the country in 
different periods of time by several researchers and organizations with a specific focus 
on migration. Data collection period varied between 2-6 months and their target 
group covered both sexes and different age-groups. They highlight how internal 
migration failed to successfully accommodate the differences among the existing city 
inhabitants and the newcomers. The relational term of ‘social identity’ served as 
both, a function of similarities with ‘us’ and a function of differences with ‘them’. 
Thus, prejudice and stigma triggered.  
 
This paper is composed of five parts. Following the first part which presents 
introduction (including methods and paper organization), the second part provides a 
theoretical framework of the concepts of internal migration and social identity based 
on migration theories and Social Identity Theory. The third part provides a profile 
of the internal migration in Albania during the years of transition to market 
economy and how it affected social identity construction. Implications on stigma 
and prejudice are provided in the fourth part. Some conclusions are drawn in the 
fifth part followed by study limitations. 
 
Theoretical Framework of Internal Migration and Social Identity Theory 
 
This section helps understand how the dynamics of the modern life ‘on the move’ 
affect groups’ boundaries and shape both similarities and differences among people. 
It shortly explains the theoretical framework of the phenomenon of internal 
migration, its key characteristics and main drivers. Furthermore, it briefly describes 
the relational nature of the concept of social identity based on Social Identity 
Theory. 
 
Definition of Internal Migration, Its Drivers and Some Theoretical Aspects 
 
Definition of internal migration is very challenging because internal migrants stay 
within country borders but move across provinces, municipalities, rural and urban 
settings. Especially nowadays the definition of this phenomenon is becoming more 
unclear because cities grow and consume satellite towns. On the other hand, satellite 
towns develop and provide residence along the outskirts of cities. But, the definition 
of the internal migration may depend not only on the classification of government 
entities but also on the purpose of migration (Fleury, 2016). Literature defines 
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internal migration as movement of people within the country, from one 
administrative unit to another (IOM, 2005; IOM, 2008; Cazzuffi and Modrego, 
2016). It represents one of the most spread forms of migration (Geddes et al., 2012) 
even though discussion on its patterns and trends is limited due to lack of adequate 
data (Rees et al., 2016).  
 
Research highlights four types of internal migration mainly: rural-urban, rural-rural, 
urban-rural, and urban-urban. But rural-urban migration is the fastest growing type 
of internal migration that dominates in most poor countries (IOM, 2005; IOM, 
2008; Geddes et al., 2012). Internal migration flows differ from their direction, 
composition and duration (IOM, 2008). They can be temporary, permanent, 
circular, voluntary or for economic purposes, marriage or education (Fleury, 2016). 
But this definition of internal migration is not always a fitting word for migratory 
movement especially when it refers to the term ‘voluntary’ internal migration. It is 
hard to believe that departure of people from their place of origin that does not 
guarantee their livelihood is ‘voluntary’ (IOM, 2005). However, the literature 
mainly deals with permanent internal migration because official demographic, 
economic and employment statistics can easily track it (IOM, 2005; Rees et al., 
2016).  
 
Evidence shows that internal migration is fuelled by the effects of and interactions 
between economic differentials (Kanbur and Venables, 2005; Geddes et al., 2012; 
Rees et al., 2016), social inequalities (Kobzar et al., 2015; Cazzuffi and Modrego, 
2016; United Nations Educational, Scientific and Cultural Organization, 2017), 
political instability and state fragility (World Bank, 2009; United Nations Children’s 
Fund, 2014), demographic imbalances (Aroca and Maloney, 2005) and 
environmental hazards (Geddes et al., 2012; Clewett, 2015). The neo-classical 
approach views migration as an adjustment mechanism to labour market inequalities 
and employment (Boyle, Halfacree and Robinson, 1998; Green and Worth, 2015). 
The main goal of the internal migrants is to maximize utility (Cazzuffi and 
Modrego, 2016) through access to employment or improvement of terms and 
conditions in employment (Fielding, 2012; UNESCO, 2017). According to Food 
and Agriculture Organization (2016), more than 75 percent of the world’s poor 
population resides in rural areas and depends on agriculture for subsistence. Lack of 
access to markets, poverty and food insecurity pushes them to migrate in urban 
areas. 
 
But the neo-classical approach emphasizes that decisions to migrate to the areas that 
offer the highest net return to human capital (Cazzuffi and Modrego, 2016) are 
taken at micro-level and macro-level (Aroca and Maloney, 2005; Hagen-Zanker, 
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2008). Micro-level theories have been focused on the decisions taken by individuals 
to migrate (Hagen-Zanker, 2008) and their characteristics (Cazzuffi and Modrego, 
2016). On the other hand, macro-level theories explain migration as a result of 
uneven spatial distribution of labour (King, 2012) and the existence of macro-
structural forces embedded in exploitative and economic power imbalances of global 
capitalism (Morawska, 2013).  
 
Besides these, modern migration theory highlights a range of reasons that push 
people to migrate. Their motives vary between temporary and permanent migration. 
Spatial inequalities in quality of life increase their expectation to achieve better 
wellbeing elsewhere (Lall, Selod and Shalizi, 2006; Macours and Vakis, 2010; 
Dustmann and Okatenko, 2014). 
 
In this paper, internal migration is defined as a permanent movement of people from 
one administrative unit to another with a special emphasis from rural areas to urban 
areas of Albania. Based on state statistics and national censuses, this type of 
migration highly spread in the country after 1991 when Albania changed its political 
system. Other types of internal migratory movements are neither discussed nor 
examined in this paper.    
 
Social Identity Theory   
 
Social Identity Theory (SIT) is a social psychological theory which was initiated by 
Henri Tajfel by the beginning of the 1970s. It intends to explain how individual 
behaviour reflects individuals’ larger societal units with the help of group processes, 
intergroup relations and the social self (Hogg, Terry and White, 1995; Padilla and 
Perez, 2003). The core idea of this theory is that membership in a social group 
determines the behaviour of the individual (Davis, 2014). It defines social identity as 
a person’s sense that he or she belongs to a certain group or social category along 
with the value and emotional significance attached to it (Tajfel, 1972). This 
definition implies two key elements: a) belief that an individual belongs to a social 
group; b) group membership is important to individual’s self (Whitley and Kite, 
2010). 
 
Social identity provides a bridge between the individual and the society. It is a 
relational term which defines people as a function of their similarities and differences 
with others (Reicher, Spears and Haslam, 2010). Social identity is focused on the 
structures that differentiate one group from another (Burke and Stets, 1998). Besides 
this, social identity is shared with others providing a basis for shared action. 
Meanings attached to social identity are products of our collective history (Reicher, 
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Spears and Haslam, 2010) because group members enact roles that are part of 
group’s expectations (Turner et al., 1994). Groups give their members a sense of 
belonging to the social world, a particular social status, protection, security and 
emotional support (Korostelina, 2014). That is why they are an important source of 
pride and self-esteem (Tajfel, 1979). Belonging to a certain group means being like 
other group members and viewing things from the group’s perspective (Stets and 
Burke, 2000; Korostelina, 2014). According to Social Identity Theory, social 
identity has three main components: a) social categorization; b) social identification; 
c) social comparison (Tajfel and Turner, 1979). 
 
Social categorization is a process that puts people including ourselves into categories. 
It labels them in ways that associate their self-image with the categories they belong 
to (Tajfel, 1979). It sharpens intergroup boundaries and produces group- distinctive 
normative perceptions (Hogg, Abrams and White, 1995). According to Tajfel 
(1979), people create categories due to their limited capacities to process 
information. Therefore, social categorization simplifies their understanding of the 
world. It helps individuals define their place in the society through segmenting, 
classifying and ordering the social environment (Tajfel, 1981). 
 
Social categories precede individuals in their personal history. Individuals are born in 
a structural society where the sense of self largely derives from the social categories 
they belong to (Hogg and Abrams, 1988). They provide a self-definition of a person 
in terms of the characteristics of the category (Hogg, Terry and White, 1995). They 
make the individual have a unique self-concept because during the life course, the 
individual is a member of a unique combination of social categories (Hogg and 
Abrams, 1988). 
 
Social identification is a process where individuals associate themselves with certain 
groups and adopt the identity of the group they have been categorized as belonging 
to (McLeod, 2008). They show emotional significance to their identification with a 
group and self-esteem bound with group membership (Brewer, 1991). Guided by 
the need to be unique and the need to belong, individuals perceive themselves to be 
similar and have positive qualities with in-group members. They maintain their 
distinctiveness and perceive themselves different from out-group members who 
possess less favourable qualities striving to remain detached from them (Brewer, 
1991; Brown, 1995). 
 
Social comparison aims at evaluating the social groups to which individuals belong 
to (Tajfel, 1978). Social Identity Theory implies not only social categorization of 
individuals but also groups’ evaluation. Individuals prefer to positively differentiate 
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themselves from others. The outcome of comparison with out-groups might be 
advantageous or disadvantageous for their status (Taylor and Brown, 1988). Tajfel 
and Turner (1979) argued that social identity can be positive or negative depending 
on the evaluation of the group that contributes to it. Since people have a basic need 
to have a positive social identity, self-evaluative consequences of social identity 
strongly motivate members of one group to keep self-enhancement by comparing 
themselves with others (Hogg, Terry and White, 1995).  
 
A General Overview of the Internal Migration in Albanian Post-socialist Society 
 
This part describes the profile of internal migration in Albania after 1991. It 
examines how social identity construction appeared in the context of changing of the 
meaning of social category. It highlights the complexity of groups’ boundaries 
created during the process of social identity negotiation where in- and out-groups 
interactions are redefined. 
 
Profile of Internal Migration in Albanian Post-socialist Society 
 
Internal migration has been one of the most dramatic features of the development of 
Albanian post-socialist society. It occurred rapidly and did not follow any normal 
trend (UNDP, 2002). Before the change of the political system, this phenomenon 
was tightly regulated and highly controlled by the central government (INSTAT, 
2014). Policies that restricted the free movement of population were lifted after 1991 
when the socialist system collapsed. The country was exposed to rapid and 
substantial changes that affected its social, economic and political structure. Mass 
uncontrolled and unplanned migration of population (mainly from villages and 
remote mountainous areas) towards towns and cities led to overpopulation of some 
urban areas (UNDP, 2000; World Bank, 2003) and drastic depopulation of some 
others (INSTAT, 2014). 
 
Relocation of the whole household is one of the characteristics of internal migration 
in Albania. Statistics show that one in five families in Albania has experienced 
internal migration (INSTAT, 2010). The 2011 Census data revealed that 10 percent 
of the population now live in a different town or village compared to that of a 
decade ago. More than 10 percent of the internal migrants had moved multiple 
times (INSTAT, 2014). The unknown experience of multiple moves spread during 
the last decade. It was combined with high tendency of direct moves and impacted 
the total number of urban population. For the first time in the history of Albania, 
population living in urban areas outnumbered that living in rural areas (INSTAT, 
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2014). Figure 1 shows rural-urban population distribution trends in Albania based 
on data of the last three censuses. 
      
Figure 1: Rural-Urban Population Distribution Trends in Albania, 1989-2011    
 
Source: INSTAT (1990); INSTAT (2014) 
 
Diverse drivers of internal migration in Albanian post-socialist society include: a) 
economic motives. People rapidly reacted against negative externalities caused by 
economic transformations during the first years of democratic transition. These 
factors pushed people away from collapsed agricultural cooperatives and state farms. 
In addition, destructive effects of sudden closure of industries in mono-industrial 
interior towns increased the trend of movement of their inhabitants towards big 
cities (King and Vullnetari, 2013); b) city life attraction. People were willing to 
benefit from advantages of ‘modern’ urban lifestyle. However, their aspirations were 
not always fulfilled. Both, the scarcity of well-paid jobs and their settlement in peri-
urban informal areas hindered them (King and Vullnetari, 2013); c) democracy 
deficit. Fragile democracy was followed by weak state institutions, lack of rule of law 
and lack of trust in governmental structures. Democracy deficit activated traditional 
customary law especially in the Northern part of Albania. Revitalization of Kanun of 
Leke Dukagjini was followed by blood feud (honour killing). To escape from blood 
feud conflicts, many highlanders migrated from their villages to other parts of the 
country (UNDP, 2000; Peço, 2014; Meçe, 2017). 
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But, socio-economic and political development of the country determined not only 
the dimension, but also the direction of internal migration in Albania (UNDP, 
2002). The majority of the internal migrants were from geographically landlocked, 
underdeveloped and mountainous parts of the North and North-eastern areas of 
Albania. Their total population decreased by 21 percent during the period 2001-
2011. Newcomers were settled in lowlands and coastline particularly in Durres and 
Tirana regions. Statistics show that, after 1991, the annual population growth rate in 
Kamza Municipality located just 11 km away from Tirana (the capital city of 
Albania) was 66 percent (INSTAT, 2014). 
 
This dramatic demographic boom recorded in main regions and cities of the country 
increased their population density. It affected their urbanization process and 
impacted relationships among the existing city inhabitants and the newcomers 
(UNDP, 2002; INSTAT, 2014). The 2011 Census data showed that 49 percent of 
the newcomers resided in Tirana while 15 percent resided in Durres (INSTAT, 
2014). The majority of the newcomers (more than 50 percent) was young (aged 15 – 
34 years). The distinct peak was reached by 20-24 age-group. Women were more 
involved in internal migration and they represented 59 percent of the total internal 
migrants. Different from men who migrated for employment purposes, the main 
purpose of internal migration of women was related to family issues. In general, the 
largest group of internal migrants has a lower secondary education (INSTAT, 2014). 
 
Internal Migration and Social Identity in Albania 
 
The structure of the Albanian post-socialist society was highly affected by mass rural-
urban migration towards main cities (UNDP, 2000; Likaj and Baltaci, 2008; Titili, 
2015). This was followed by the change of city values and gradual loss of traditional 
features of the city life. Socio-economic, educational and cultural differences 
between existing city population and the newcomers became evident. They were the 
main cause of tension and poor social cohesion (UNDP, 2000; Ndreka, 2014). The 
newcomers were not always welcomed by the existing city inhabitants. They faced 
their resistance to consider them ‘as part of their group’. Local norms and customs 
they inherited from their place of origin were deeply rooted in the mentality of the 
newcomers. They practiced them in the new communities where they were settled 
even though they were not easily ‘digested’ by the existing city inhabitants. Thus, 
boundaries between the existing city inhabitants and the newcomers were deepened 
(UNDP, 2002; Titili, 2015). 
 
Lack of patience to accommodate social diversity became problematic especially in 
areas formerly recognized as populated by old city communities (UNDP, 2002; 
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Likaj and Baltaci, 2008). For instance, in Tirana city, existing inhabitants proudly 
categorised themselves as ‘Tironsa’ (a dialect word used by those who were born and 
raised in Tirana city or lived there for a very long time. It means ‘We are from 
Tirana’) (Bardhoshi, 2011). They identified themselves as part of this group and 
openly expressed their feeling of belonging to it. Its members attributed positive 
values to its membership and showed strong attachment to their group. They spoke 
in Tirana dialect to preserve their Tirana city group identity. The members of this 
group perceived themselves as being different from the newcomers’ group. According 
to ‘Tironsat’ group, ‘Tironsit’ were kind and generous people. They respected their 
neighbours and the rules of the community life. They were very connected to their 
city and linked its development with their life events. But this group was very 
disappointed with the newcomers. Its members felt that the newcomers destroyed 
their cosmos and community life (Bardhoshi, 2011). In his study conducted in 2011 
with 1000 participants (500 existing inhabitants and 500 newcomers after 1991 
located in the periphery of Tirana), Janaqi (2014) found that 82 percent of the 
respondents from the group of the existing inhabitants perceived their culture as 
being threatened by the culture of the newcomers. According to them, the 
newcomers used harsh and aggressive vocabulary. They applied the ‘rule of the 
strongest’ to get what they wanted. They did not apply civilized means of 
communication (Ribas-Mateos, 2005; Bardhoshi, 2011).  
 
In some other cases, the group of the existing city inhabitants viewed the group of 
the newcomers as rivals. They blamed them for deterioration of their quality of life. 
This was more evident in both, the labour market and in the share of the benefit of 
city services and facilities. According to the existing city inhabitants, the newcomers 
were like ‘proletarians’. They had nothing to lose because they had a low level of 
education and did not have resources. Thus, they were willing to take up every job 
and did not negotiate for their salary. This sudden competitive situation fostered the 
‘in-group solidarity’ among the members of the existing city inhabitants to help each 
other. For instance, in Tirana city, in many cases, they approached each other to ask 
a favour for other group members by saying ‘Nimoje pak kët Tironsin tim’ (a dialect 
expression used by people born and raised in Tirana or lived there for a long time. It 
means ‘Help a little bit my Tirana fellow’).    
 
However, in the periphery of the main cities, there were cases when group 
boundaries were translated into a clear division of the territory. On the one side, 
there were areas characterized by modern patterns of lifestyle, on the other side, there 
were areas that failed to accommodate diversity (Titili, 2015). The strong sense of 
rural belonging of the newcomers was expressed in the identification of the new 
geographical location of their community. For instance, in the main road (heading 
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from Tirana to Kamza city), internal migrants from Kukes region had placed an 
orientation sign where it was written ‘Kukës – 100 m djathtas’ (it means ‘Kukes is 
100 m on the right’). But geographically Kukes is located in the Northern part of 
Albania about 130 km far from Kamza.    
 
During the process of ‘spontaneous regulation of their space’, newcomers developed 
a dual social identity. On the one hand, they pretended to be residents of suburban 
environment. Thus, they identified themselves as city inhabitants and negotiated 
with the host society for their rights and equal treatment. On the other hand, they 
practiced their patriarchal mentality within the family and kinship (Sinani, 2013). 
Thus, they insisted on their rural identity and felt more comfortable within their 
rural social group. In his study conducted in 2011 with 1,000 participants (500 were 
newcomers and 500 were existing inhabitants from Tirana), Janaqi (2014) found 
that 93 percent of the newcomers did not feel comfortable to reside in an area 
surrounded by local inhabitants.   
  
But newcomers’ social identity construction was not a smooth process. It was 
dominated by old norms of gender division of labour and inter-generational conflict.  
Ndreka (2014) conducted a qualitative study in Spitalla area (Durres city) which is 
highly affected by internal migration. In total, 400 participants were interviewed 
(132 males and 268 females). They were internal migrants from Dibra region 
(located in the North eastern part of Albania) who had migrated in the study area 
during the last 10 years. She found that female newcomers of this community were 
not very willing to be involved in community life making group boundaries stronger. 
Even though they were more deprived in the city than in their village of origin, they 
followed strict patterns of rural lifestyle. Their primary role was focused on family 
chores and child upbringing (Ndreka, 2014). Thus, they categorised themselves as 
rural women and identified themselves as members of this group.   
 
In 2009, Çaro, Bailey and van Wissen (2012) conducted 25 in-depth interviews with 
migrant women from the northern part of the country who resided in four sites of 
Kamza. They found that their social networks outside their migrant community 
were poorly developed. According to the respondents, their dialect, tradition and 
way of living hindered their interactions with the host society. They perceived 
themselves as being rural and preserved their rural identity despite many years of 
migration to the city. One of the main reasons for this was that they were part of the 
clusters which shared strong tradition and the nostalgic feeling about their origin 
(Çaro, Bailey and van Wissen, 2012). Moreover, in his study, Doçi (2013) 
mentioned a qualitative research conducted with 800 internal migrants who were 
based in Breglumasi area (part of Tirana Municipality). From their face-to-face 
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interviews, it was found out that their community life was under patriarchal norms 
of male domination. In general, family life outside the community was very limited. 
Traditional gender division of roles had increased female subordination because of 
the fear of men not to lose the control over their wives and daughters (Doçi, 2013). 
Thus, male newcomers developed new mechanisms to strengthen their sense of rural 
belonging. They categorised themselves as rural people and were strongly attached to 
their rural identity.     
 
Furthermore, inter-generational conflict dominated the process of social identity 
construction among the newcomers located in the main cities of Albania after 1991. 
Tensions were observed between the young generation of the newcomers born in the 
city (or migrated there at a very young age) and the old generation of the newcomers 
born in the rural areas. While the first group was proud to claim that it was from the 
city, the second one strongly emphasized that it was from the village. The old 
generation of internal migrants was happy to stick on its sense of rural belonging. It 
categorised itself as being originally from the village and attached itself to the group 
of the rural newcomers. Thus, it insisted to be located in those neighbourhoods of 
the cities where other rural families from their village of origin were accommodated.  
 
But, this situation complicated the daily life of the newcomers’ school children. They 
had to balance their traditional life at home/neighbourhood with their wish to be 
like other peers of host society in the school and community. Children reported that 
they were warned every morning by their parents to be away from other children 
who did not belong to their region of origin and did not have their customs 
(Andoni, 2017). In this way, their parents served as gatekeepers of children’s social 
identity preservation. They wanted to keep group boundaries and transmit them to 
young generation. But children wanted to cross them, adjust to new city life and 
bridge with the group of city children. Therefore, they were in a dilemma because, 
after school hours, they had to go back to their strict family mentality (Andoni, 
2017). Even young rural migrants with high expectations from city life were not able 
to bond in any social group. They tried to interact with young people from the 
existing city inhabitants group and be part of it. But group boundaries were not 
always flexible. Living for several years in the periphery of Tirana city, some of them 
started speaking in the dialect of Tirana. They dressed like Tirana city youngsters 
and went to night pubs. But when they ‘categorised’ themselves as ‘Tironsa’ and 
wanted to join ‘Tironsat’ group, its members laughed at them ‘Ky osht Tirons i 
vjetër që ka 5 vjet m’Tironë’ (it is an expression in Tirana dialect that means ‘This 
person is an old Tirana citizen who lives here for 5 years’).  
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Despite efforts made by children and the youth from the newcomers’ group to 
change their social identity and join the city inhabitants group, the other members of 
the newcomers group positively evaluated their group. The process of social 
comparison with the group of the existing city inhabitants yielded positive results for 
both groups. Each of them evaluated their group as having more advantages than the 
other group. For instance, the group of the newcomers evaluated its members as 
hardworking persons who tried hard to make their living despite relative deprivation 
imposed by the local inhabitants. They perceived the members of the other group as 
being lazy. They valued the ability of their group members to use different coping 
mechanism to overcome difficulties faced. They appreciated in-group support 
(Janaqi, 2014). On the other hand, the group of the existing city inhabitants 
positively evaluated its group in various aspects including: high level of education, 
tolerance, civic education, politeness, etcetera.   
 
Implications of Internal Migration on Prejudice and Stigma 
 
Internal migration impacts transformation of self and raises various social 
consequences. Segmentation of migrants has implications for their social identity. 
Arbitrary categorization of individuals has been stigmatizing and disempowering 
(Schimmele and Wu, 2015). Usually internal migrants are perceived as non-
dominant groups exposed to negative social evaluations of their group, dilemma or 
threat of their identity (Tajfel, 1978). 
 
Both, the intensification of the dynamics of the modern life and its unequal 
development path have provoked the tendency of negatively valued groups to tend 
to move into groups with a positive social identity (McLeod, 2008). Prejudice refers 
to negative attitudes or behaviours towards members of a certain group (Augoustinos 
and Reynolds, 2001). It is experienced by people who belong to certain categories or 
groups with negative evaluations (Haas, 2008). Prejudice has been traditionally 
understood as rigid, bad, unjustified, erroneous and emotional (Augoustinos and 
Reynolds, 2001). Research shows that ongoing prejudice can produce external 
attribution for negative outcomes. In general, minority groups have been devalued 
and prejudiced by the majority groups (Dovidio et al., 2005). 
 
In their study on the impact of China’s hukou system on social identity and 
inequality, Afridi, Li and Ren (2012) found that migrant children were labelled less 
intelligent and had low academic results. Migrant girls faced dual discrimination 
caused by discrimination against rural migrants and gender discrimination. They 
concluded that even though China is a homogenous society, long-term systemic 
approaches of social exclusion between rural areas and urban areas had played a 
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powerful role in prejudice and discrimination. This influenced behaviour of migrant 
children (Afridi, Li and Ren, 2012). 
 
Moreover, social stigma is defined as a function of the possession of a particular 
attribute that conveys a devalued social identity in a particular context (Crocker, 
Major and Steele, 1998). It is a special kind of relationship between attribute and 
stereotype (Goffman, 1963) that arises during social interactions of the individuals 
with a social identity that does not meet normative expectations of the society for the 
attributes that they should possess (Kurzban and Leary, 2001). These attributes cause 
negative stigmatization of groups. They are usually associated with powerlessness and 
minority standing (Padilla and Perez, 2003). 
 
Stigmatization is a process that affects both, how individuals perceive themselves and 
how they feel that the others perceive them (Goffman, 1963). It denigrates others by 
putting one group in a psychologically superior position (Turner, 1982). Stigmatized 
groups are very often subject to negative attitudes and negative treatment. 
Perceptions of discrimination can negatively impact their mental and physical health 
because they produce high levels of stress (Williams, Spencer and Jackson, 1999). 
 
Goffman (1963) distinguished three types of stigma: a) that related to various 
physical deformities; b) individual characteristics perceived as mental disorder and 
weak will; c) tribal stigma related to race, religion and nation. Frable (1993) 
identified two dimensions of stigma respectively, danger and visibility. It was 
assumed that the higher the visibility of a stigmatized person is, the greater its 
negative impact on social interaction is. Visibly stigmatized individuals with 
devalued social identity might be challenged in their daily interactions. Being aware 
of the negative connotations of their social identity, they might be excluded from 
interactions while try to minimize their stigma (Padilla and Perez, 2003).      
 
Research conducted in 2013 with 868 individuals (mainly internal migrants) from 
Bathore Administrative Unit of Kamza Municipality in Albania showed that 27.4 
percent of the respondents confirmed that they left their home in the northern part 
of the country to escape conflicts and blood feud consequences (Peço, 2014). But 
the existing local people in Kamza labelled them ‘Chechens’ or ‘Maloks’ (a pejorative 
word used for those who come from mountains). In addition, they blamed them as 
the main cause of high crime rate in the country due to the application of Kanun 
(Schwander-Sievers, 2008). 
 
Not only internal migrants from the northern part of Albania but also internal 
migrants from the southern part of the country were subject to prejudice and stigma. 
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The existing local inhabitants in both Tirana and Durres main cities stigmatized 
newcomers from the southern villages and labelled them ‘Katunars’ (a pejorative 
word in the dialect of Tirana and Durres regions that implies uncivilized people who 
come from villages). They complained all the time by saying ‘Na mbyten katunaret’ 
(‘Village people are suffocating us’).  
 
Prejudice about newcomers has been expressed in various ways. In his study 
conducted in 2011 in Albania with 1,000 participants (500 were existing inhabitants 
while 500 were new comers after 1991), Janaqi (2014) found that: a) 78.9 percent of 
the respondents from the group of the existing inhabitants did not want to educate 
their children in the schools dominated by children of the families who migrated in 
their host society after 1991; b) 54.3 percent of the respondents from the group of 
the existing inhabitants categorically refused to sell their land to a newcomer; c) 43.3 
percent of the respondents from the group of the existing inhabitants declared that 
they openly expressed their direct prejudice towards newcomers; d) 85.7 percent of 
the respondents from the group of the existing inhabitants thought that they were 
more civilized that newcomers (Janaqi, 2014). 
 
Conclusion 
 
This paper examined how internal migration in Albanian post-socialist society 
affected social identity construction and group boundaries along with its 
implications on prejudice and stigma. Focused on permanent rural-urban migration, 
it argued that this complex and diverse phenomenon exposed both local people and 
newcomers in different dilemmas and challenges about their social identity. Based on 
Social identity Theory, it analysed how group membership assigned social identity 
by favouring in-group and unfairly discriminating, prejudicing and stigmatizing out-
group. Usually viewed as having a lower social status than that of the local people, 
newcomers were negatively viewed, unequally treated and imposed to multiple 
identities.  
 
But migration and human mobility are inseparable part of the modern life that goes 
hand in hand with transformative social processes and ongoing dynamics. Thus, 
more research is needed to understand both, identity negotiations in the host society 
(at societal level) and double norms/mechanisms that newcomers apply to ensure in-
group positive social identity. It will be worthy to search how they negotiate within 
the group to make sure that its values will not be compromised by their inclusion in 
mainstream society. More longitudinal research is needed to capture various 
challenges of social identity construction among different age groups and gender.  
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Finally, at policy making level, it will be very helpful to design more accountable 
policies that encourage multi-cultural communication, diversity promotion and 
social identity respect. Prejudice and stigma towards the newcomers does not help 
social cohesion and the process of social integration. This attitude will not stop or 
minimize the phenomenon of the internal migration. On the other hand, it is not 
helpful for both, young and old generations to live in a hostile and fragmented 
environment. Awareness raising and education programs to promote inclusion and 
social integration are important to remove barriers among the groups. There is a 
need to view internal migrants as local agents of development and contributors of 
local change. This is important not only in short-term but also in long-term in order 
to achieve a more cohesive society based on mutual respect and peaceful co-
existence. 
 
Limitations 
  
This paper has four main limitations: a) firstly, it is focused on secondary data drawn 
by research conducted during the period 1991-2017. However, very few studies on 
internal migration and social identity in Albanian post-socialist society were available 
for analysis; b) secondly, longitudinal research on impact of internal migration on 
social identity construction in Albania lacks. Thus, data collected by some cross-
sectional studies have been used. However, they were conducted one point in time 
and in fragmented areas; c) thirdly, some regions including Western Balkan 
countries and Eastern Europe are short in this research topic. Therefore, 
comparisons with other regions where the phenomenon of internal migration is 
evident have been partially applied; d) fourthly, the primary focus of this study is 
internal migration during the years of Albania’s transformation to the open market 
economy. Thus, external migration is neither discussed nor addressed in analyses 
conducted. 
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SMEs face. This study investigates the firm and country specific 
determinants of the financial constraint levels of SMEs in selected 
emerging Western Balkan economies. The main determinants of the 
financing obstacles examined in the sampled countries were: firm 
size, ownership type, and age, accounting information transparency, 
the depth of credit information indexes, the banking sector 
concentration, property registration costs; and per capita GDP. The 
findings confirm that firm size is a significant determinant of the 
financial constraint levels of SMEs in the selected economies. 
Moreover, we found that older firms are financially more constrained 
in the region. The possible economic implications of the positive 
association between firm age and financial constraint are discussed. 
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Introduction 
Although the importance of small and medium-sized enterprises (SMEs) to the 
economic development of a country, particularly an emerging economy, is evident, 
obstacles to the growth of SMEs have been left unaddressed. Small, young firms have 
high job creation rates (Ayyagari, Demirguc-Kunt, and Maksimovic, 2014), and 
SMEs intensify competition, market diversification, and innovation (Beck, 
Demirguc-Kunt, and Levine, 2005); they fill the niche which larger firms prefer not 
to be involved in (Tambunan, 2008). However, the presence of a large number of 
small enterprises that can neither expand nor exit is a symptom of a weakly 
developed business environment; accordingly, in the literature, the differences 
between the impacts of the SME sector on economic development in advanced 
versus emerging economies are evidenced (Beck & Demirguc-Kunt, 2006). Thus, 
business environmental indicators – including institutional, infrastructural, financial, 
regulatory and administrative factors – mediate the role of the SME sector in the 
economic development of countries. In less developed economies, institutional and 
market imperfections prevent small firms from achieving their optimal size. 
Consequently, growth-binding problems demand accurate investigations and 
rational solutions. 
Among other barriers, crime, political instability, and a lack of access to financing are 
obstacles that have a direct impact on firm growth, and lack of access to financing is 
the most robust problem for SMEs (Ayyagari, Demirgüç-Kunt, and Maksimovic, 
2008). Better access to financing results in employment growth in micro, small, and 
medium enterprises (Ayyagari et al., 2016). In developing economies, the key 
growth-binding obstacles to entrepreneurship are a lack of access to finance, a lack of 
access to markets, and a scarcity of “soft” skills. Financial sources are needed on a 
regular basis to obtain skills and purchase new facilities (Delalic and Oruc, 2014) in 
order for firms to expand and reach their optimal size. The impact of financial and 
legal underdevelopment and of corruption levels on firm growth depend greatly on 
firm size (Beck, Demirguc-Kunt, & Maksimovic, 2005).  
The structure of financial institutions and lending infrastructures have a significant 
effect on the availability of funds for SMEs and infrastructure that affects the equity 
market, and overall financial systems are heterogeneous among developed and 
developing countries (Berger and  Udell, 2006). In developed countries, the 
financing decisions of SMEs are time- and industry-dependent, whereas in emerging 
economies, small firms are financially constrained due to the high costs of borrowing 
(Bartlett and Bukvič, 2001), to the strict collateral requirements of financial 
institutions, and to the inadequate collateral possession of small enterprises (Yaldız 
Hanedar, Broccardo, and Bazzana, 2014). Other factors that determine the external 
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financing constraints of SMEs in developing countries are the high costs of 
registering property as collateral for loans (Ayyagari, Beck, and Demirguc-Kunt, 
2007), governmental factors, and the personal connectedness of firm owners to bank 
officials (Ruziev and  Midmore, 2015).  
In this study, we identify factors that affect SMEs’ perceptions of the extent to which 
they are financially constrained. Even though this topic has been investigated in 
single-country and cross-country studies, this paper will contribute to the literature 
in the following ways.  We take advantage of the Business Environment and 
Enterprise Performance Survey (BEEPS), which provides firm-level data on a wide 
range of private sector-related issues and uses a standardized survey instrument across 
countries. This feature enables us to accurately operationalize the variables and 
analyze the financing barriers to SMEs in groups of countries with similar levels of 
economic development. Most of previous studies that have used the BEEPS database 
have undertaken analyses of the large number of developing countries. We argue that 
a study focusing on a regional case might arrive at different outcomes due to the 
differing economic backgrounds, development levels, and cultural differences among 
a group of developing countries. Although Hashi and Toçi (2010) and Musta (2017) 
studied the financing constraints of SMEs in Southeastern Europe, our research 
complements theirs in following ways. First, we focus only on non-European Union 
(non-EU) European emerging economies, namely, Albania, Bosnia and 
Herzegovina, Serbia, Montenegro, and Kosovo, countries that promise different 
outcomes, since the SMEs in these states may not have same opportunities as EU 
member states. Ordinarily, economies of the Balkan region are considered “late 
starters,” and their economic performance is not as stable as that of other Central 
European countries (Coşkun and Ilgün, 2009). Second, our analysis is augmented 
with country-specific factors, whereas the previous two studies were limited to firm-
level determinants and country dummies. 
Primarily, a regression involving only firm-specific factors relating to the financing 
constraints of SMEs was run. Then, to control for country-level determinants, we 
ran separate regressions. The findings show that firm size is the most robust 
determinant of the financing constraint levels of SMEs. Furthermore, a high level of 
bank concentration has an adverse effect on the financial status SMEs in selected 
emerging economies. In contrast to the findings of previous cross-country studies on 
financing constraint issues, we found that older firms in the region were more 
financially constrained. 
The rest of the paper is organized as follows. In the next section, the relevant 
literature is reviewed. Section 3 describes the sample, data collection, and data 
analysis. Sections 4 presents the findings, and section 5 concludes the discussion. 
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Literature Review 
In the literature, it is evidenced that small firms are financially more constrained 
than their larger counterparts (Barth, Lin, and Yost, 2011; Beck, Demirguc-Kunt, 
and Maksimovic, 2005; Hashi and Krasniqi, 2011) and that financing obstacles are 
more growth binding for SMEs (Beck and Demirguc-Kunt, 2006) than for larger 
enterprises. The wealth creation capability of SMEs also depends on their access to 
finance and their implementation of socially profitable investments (Asikhia, 2016). 
Age, size and ownership structure have been found as a common firm-specific factors 
that determine the financing status of SMEs (Beck, Demirgüç-Kunt, Laeven, and 
Maksimovic, 2006). Institutional development (including information sharing and 
accounting reporting standards, contract enforcement), bank concentration and 
consolidation, and the economic development level of countries are the main 
country-specific determinants of the financial constraints of small firms (Barth et al., 
2011).  
There are several justifications for why small firms are more financially constrained 
than large ones. Primarily, due to the opaqueness of SMEs, the agency costs between 
the borrower and lender are high (Beck et al., 2006; Daskalakis, Jarvis, and Schizas, 
2013), which leads lenders to charge high interest for credit. Moreover, owing to 
their scope of operations, SMEs apply for relatively small loans; as a result, in the 
case of the fixed transaction cost per loan appraisal, financing a project or ongoing 
operation by borrowing becomes unprofitable (Beck and Demirguc-Kunt, 2006). 
The size of an enterprise and the functioning financial system in which the firm 
operates are the most important factors that determine the firm’s choice of financing 
(Kurbegovic, 2014). In addition, Fan and Wong (2002) found that firms with a 
concentrated ownership structure are opaque and less informative. In line with this 
notion, Hope, Thomas, and Vyas (2009) argue that enterprises owned by a 
controlling owner are associated with less information disclosure to outsiders. Since 
the operations of SMEs are run by personalized management structures, their less 
informative disposition leads to high information costs for creditors, and in turn, 
high costs of borrowing for firms. Therefore, they are financially more constrained 
and dependent on their internal cash flow. 
Foreign-owned firms have easier access to external financing, because foreign 
parental ties induce a natural inclination toward lending to foreign firms (Barth et 
al., 2011). Moreover, due to their foreign ownership structure, foreign-owned 
enterprises may have access to international financial sources (Beck et al., 2006). 
Also, the lighter constraints of foreign-originated firms could be a result of their 
ability to access financial resources in their home countries and transfer them to host 
countries through foreign direct investment, or by way of their know-how and 
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innovative technology transfers (Hashi and Toçi, 2010). Based on this reasoning, we 
would expect foreign-owned SMEs to be financially less constrained than their 
domestic counterparts. 
The next most robust determinant of the financing constraints is firm age; as the 
number of its years in operation increases, an enterprise becomes less financially 
constrained (Beck et al., 2006; Afandi and Kermani, 2014). Kira (2013) supports the 
negative association between firm age and financial constraint levels, stating that 
younger firms face heavy financial problems due to the information asymmetry 
between lending and borrowing institutions and to the informational opaqueness of 
newly established firms. In the early years of operation, fierce information 
asymmetry and agency cost problems between banks and SMEs are encountered 
because of the limited time period during which lending institutions acquire 
information about the track records and success of enterprises (Cassar, 2004). Firms 
aged less than ten years are more financially constrained than mature firms (Kira, 
2013).  
It has been shown that SMEs, which record their transactions in accordance with 
international accounting standards and use external auditors, finance their fixed-asset 
growth and working capital through formal external sources. Barth et al. (2011) 
revealed that SMEs that use international accounting standards finance more of their 
assets and working capital through foreign-owned bank loans, whereas SMEs that 
use external auditors apply for domestic loans. These results verify the proposition 
that more transparent firms face fewer financial problems. Moreover, the capability 
of financial transparency to decrease the degree of financing constraints increases if 
the SME has a controlling shareholder, and this interaction effect is greater in less 
developed economies with weak institutional environments (Hope, Thomas, and 
Vyas, 2009).  
The availability of external financing depends not only on individual firm 
characteristics, but also on systematic country-level factors (Beck, Demirgüç-Kunt, 
and Honohan, 2009). Information asymmetry, which is fierce in emerging 
economies, affects the access of SMEs to finance (Barth et al., 2011). Unfortunately, 
the transparency principle of corporate governance is ignored in corporate 
governance codes in transition economies (Nizaeva and Uyar, 2017). Efficient 
contract enforcement, well-functioning property registration systems, and effective 
credit rating systems are conditions of great significance for mitigating the negative 
impact of information asymmetry on the external financing of SMEs (Okura, 2007; 
Maurer, 2008). Especially SMEs in developing economies are more vulnerable to 
institutional underdevelopment, due to their information opaqueness (Beck and 
Demirguc-Kunt, 2006). Bank paperwork and bureaucracy, and collateral 
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requirements do not affect the bank financing of large firms, whereas these factors, 
along with high interest rates and the need for special connections with banks are the 
main barriers to the ability of SMEs to secure loans (Beck, Demirguc-Kunt, and 
Maksimovic, 2005). Also, their ability to provide collateral is an essential 
determinant of their access to finance (Kira, 2013). In countries with developed 
economies, advanced financial systems, and less corruption, SMEs report low 
financing constraints (Beck, Demirguc-Kunt, and Maksimovic, 2005).  
Commercial banks play a relevant role in providing external financing for SMEs 
(Carbó-Valverde, Rodríguez-Fernández, and Udell, 2009); while large firms can take 
advantage of financial markets, small firms depend more on financial intermediaries. 
In transition countries, where the stock market is not developed and contract 
enforceability is inefficient, the banking sector remains the main source of external 
financing for SMEs, and its major role in overall economic development is 
undeniable (Ilgün and Coşkun, 2009). In the current practices of developing 
economies, banking debt is commonly used as a source of firm financing 
(Kurbegovic, 2014). Unfortunately, weak market regulations in emerging markets 
lead to higher concentration in the banking sector. Greater market power allows 
banks to charge high interest rates, manipulate the supply of funds (Barth et al., 
2011), and behave in very selective manner. A more developed banking sector 
provides more funds for SMEs and supplies loans for a longer period and at lower 
interest rates (Barth et al., 2011).  
Data and Methodology 
In emerging economies, the definitions of SMEs vary, regulations are inconsistent, 
and the availability of national and regional statistics is limited (Neufeld and Earle, 
2014; Khalmurzaev, 2000). Even within one country, bodies such as national 
statistics committees, private commercial banks, and governmental agencies have 
their own definitions of micro-, small- and medium-sized enterprises (MSME) 
(Kushnir, 2006). Although the number of employees, total assets, annual turnover, 
and invested capital amount criteria are employed to classify SMEs, the number of 
employees is the most commonly used criterion. The definitions of an SME by 
national statistics committees and governmental authorities across selected 
developing countries vary greatly, ranging from its being a firm with up to 80 
employees in Albania (Bitzenis and Nito, 2005) to one with up to 250 employees in 
most other economies. Most cross-country studies of SMEs, due to consistency of 
firm distribution across countries (Beck, Demirguc-Kunt, and Levine, 2005) and 
evaluation simplicity, have used the 250-employee standard (Ayyagari et al., 2007; 
Beck, Demirguc-Kunt, and Levine, 2005; Yaldız Hanedar et al., 2014). Following 
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this precedent, in this study, SMEs are defined as enterprises with up to 250 full-
time employees. 
Growth constraining obstacles present a “problematic situation” when it comes to 
acquiring certain resources needed by firms to sustain current operations or 
undertake further expansion (Van Geenhuizen and Soetanto, 2009). Table 1 shows 
that access to financing, competition with the informal sector, tax rates, and political 
instability are the highly perceived obstacles for SMEs in the selected countries.  
 
Table 1: Obstacles affecting the operation of SMEs in the selected countries 
 
The table was constructed based on the responses of SME interviewees, who 
consisted of business owners, co-owners, accountants, and managers, to the question 
“Which of the following elements of the business environment, if any, currently 
represents the biggest obstacle faced by this establishment?” Roughly, 16% of the 
overall SMEs reported access to financing, the practices of competitors in the 
informal economy, and political instability as the greatest obstacles to their 
operations. Of the SMEs, 10.18% reported tax rates as the greatest obstacle.  
In the literature, a “financially constrained firm” is defined as a firm that is 
financially constrained if an increase in the supply of internal funds leads to a growth 
in investment (Beck et al., 2006) but if, due to market imperfections, it is difficult to 
acquire external funds (Van Geenhuizen and Soetanto, 2009; Gerlach-Kristen, 
O'Connell, and O'Toole, 2015). In some studies in the finance literature, financial 
constraint is emerged as a feature of long term lending contracts (Clementi and 
Hopenhayn, 2006), and such that investment is regressed as function of  cash flow, 
The obstacles faced by SMEs Percentage of firms 
Access to finance 16.03% 
Practices of competitors in the informal sector 16.86% 
Tax rates 10.18% 
Political instability 15.69% 
Physical infrastructure (Access to Electricity) 4.51% 
Corruption 4.34% 
Custom and trade regulations 4.34% 
Tax administration 4.51% 
Courts 3.51% 
Other (land, licensing, workforce education, labor regulations, 
etc.) 20.03% 
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liquidity ratio, and other variables obtained from a firm’s financial statement. An 
alternative approach takes a firm’s perception of how constrained it is as the 
financing constraint variable. Following Barth et al. (2011), Beck et al. (2006), 
Hashi and Toçi (2010) and others, our dependent variable – financial constraint – 
takes a value ranging from zero (“no obstacle”) to four (“very severe obstacles”) for 
the firms’ response to the question “Is access to finance, which includes availability 
and costs, interest rates, fees, and collateral requirements, an obstacle to the current 
operations of this establishment?”  
Financing obstacles are a function of both firm-specific and country-specific 
determinants. In line with Barth et al. (2011) and Beck et al. (2006), we propose the 
following research model, to be estimated with ordered probit: 𝐹𝑖𝑛𝑂𝑏𝑠𝑡𝑎𝑐𝑙𝑒 =   𝛽! + 𝛽!𝐴𝑔𝑒 + 𝛽!𝑆𝑖𝑧𝑒 + 𝛽!𝑂𝑤𝑛𝑒𝑟𝑠ℎ𝑖𝑝 +   𝛽!𝑇𝑟𝑎𝑛𝑠𝑝𝑎𝑟𝑒𝑛𝑐𝑦+ 𝛽!𝐵𝑎𝑛𝑘𝐶𝑜𝑛𝑐 + 𝛽!𝐼𝑛𝑓𝑆ℎ𝑎𝑟𝑖𝑛𝑔 + 𝛽!𝐿𝑛𝐺𝐷𝑃𝑝𝑒𝑟𝐶𝑎𝑝𝑖𝑡𝑎+ 𝛽!𝑃𝑟𝑜𝑝𝑅𝑒𝑔𝐶𝑜𝑠𝑡 + 𝜀! 
Firm-level attributes include age, size, ownership structure, and transparency. Age is 
defined as the number of years a firm has been operating; size is logarithm of sales; 
ownership is the percentage of foreign ownership; and transparency takes a value of 1 
if the firm used an external auditor in last fiscal year, and otherwise a 0. Bank 
concentration (BankConc) is based on the assets of the three largest banks as a share 
of the assets of all commercial banks. Information sharing (InfSharing) is an index 
measuring the rules affecting the scope, accessibility, and quality of credit 
information available through either public or private credit registries; it takes a value 
from 1 to 10, where a higher value indicates better level of information sharing in a 
country. Since the other variables take index, percentage values, and since they are 
small numbers to avoid a non-normality problem, following Beck et al. (2008) and 
others, the logarithmic form of GDP per capita for the corresponding countries was 
used. GDP per capita is a logarithm of the countries’ per capita GDP in current U.S. 
dollars. The property registration cost (PropRegCost) is the cost of registering a 
property as a percentage of the whole property value, which includes all fees, taxes, 
duties, payment to notaries, registry fees, and other related payments required by law 
(Ayyagari et al., 2007).  
Data 
The firm-level data were obtained from the last round (2012-2014) of the Business 
Environment and Enterprise Performance Survey (BEEPS), which is a large-scale, 
firm-level survey generally covering developing countries, which was conducted in 
1999, 2002, 2004-2005, 2009 and 2012-2014. The BEEPS is jointly undertaken by 
the European Bank for Reconstruction and Development (EBRD) and the World 
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Bank Group (WBG). It aims to evaluate the business environment and general 
obstacles faced by firms in emerging economies, including considerations relating to 
finance, infrastructure, judicial matters, regulation, administration, crime, and 
corruption. The survey sample was selected to reflect the size, ownership, age, and 
transparency of firms. Although in the literature a lot has been done on SME 
financing constraints, most of the studies have focused on single countries (Bitzenis 
and Nito, 2005; Krasniqi, 2007; Xheneti and Bartlett, 2012) or on the large number 
of developing countries (Beck et al., 2006; Wang, 2016). Due to regional, 
macroeconomic, cultural, and political differences, studies that examine the 
determinants of SME financing constraints in terms of groups of relatively similar 
countries may arrive at different outcomes than single-country studies or studies of 
large number of developing countries. Even though geographically the Western 
Balkan region includes Croatia, Albania, Bosnia and Herzegovina, Serbia, 
Montenegro, and Kosovo, given the differences in business opportunities and in the 
institutional, financial, and regulatory environments between EU-member and non-
EU states, for the purposes of this paper we excluded Croatia from the sample.  
The observation distribution for the firms in the selected countries is as follows; 
Albania – 331 firms (21.72 % of the sample), Bosnia and Herzegovina – 286 firms 
(18.77%), Kosovo – 176 firms (11.55 %), Macedonia – 333 firms (21.85%), 
Montenegro – 95 firms (6.23 %), and Serbia – 303 firms (19.88 %). Initially, the 
database contained 1,791 firms; after the elimination of large enterprises with more 
than 250 employees and firms with missing values, the final sample consists of 1,524 
observations in total. 
Data for the GDP per capita in current U.S. dollars, property registration costs, and 
depth of credit information sharing for all of the countries were acquired from the 
World Development Indicators Report (2014) and Doing Business (2014),. The 
data on bank concentration were drawn from Demirgüç-Kunt et al. (2016).  
Findings and Discussions 
Tables 2 and 3 show the summary statistics and correlations between selected 
variables, respectively. The average value reported for the financing obstacle index, 
which ranges from 0 to 4, is 1.24. The ages of the firms in the sample span 5 to 76 
years. The sample includes both pure domestic firms and fully foreign-owned firms. 
The assets of the three largest banks in each country account for between 43% and 
90% of the assets of all the commercial banks in the country.  
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Table 2: Descriptive Statistics 
Variable Obs Mean Std. Dev. Min Max 
FinObstacle 1,515 1.236 1.304 0 4 
Age 1,524 18.726 9.375 5 76 
Size 1,524 6.869 1.047 3.625 10.255 
Transparency 1,515 1.482 1.398 0 1 
ForeignOwn~p 1,524 4.814 19.972 0 100 
BankConcen~n 1,524 58.387 14.866 43.009 89.935 
PropRegCost 1,524 4.911 3.531 0.3 11.1 
InfoSharing 1,524 6.167 0.799 5 7 
LnGDPperCapita 1,524 3.706 .0769 3.589 3.857 
 
The correlation matrix table shows the correlations between the financing obstacles 
and both the firm- and country-level variables we are considering. A negative 
correlation between firm size and financing obstacles is evident, which means that as 
firms get larger, they face lower financing constraints. Similarly, the financing 
obstacle variable is negatively correlated with foreign ownership, property 
registration cost, information sharing, and GDP per capita; in other instances, the 
correlations are positive.   
 
Table 3: Correlation Matrix 
 
1 2 3 4 5 6 7 8 9 
FinObstacle 1 
        Age 0.080 1 
       Size -0.135 0.029 1 
      Transparency 0.022 0.000 -0.04 1 
     ForeignOwn~p -0.053 -0.029 0.15 -0.049 1 
    BankConcen~n 0.169 -0.087 -0.35 0.077 -0.080 1 
   PropRegCost -0.224 -0.160 0.18 -0.053 0.042 -0.338 1 
  InfoSharing -0.010 -0.024 0.59 0.088 0.025 0.107 -0.261 1 
 LnGDPperCapita -0.071 0.117 0.295 0.0630 0.051 -0.478 -0.309 0.302 1 
In the economies where bank consolidation is lower, the firms are likely to be larger. 
Also, firm size is likely to be larger in countries where information sharing is more 
efficient and GDP per capita is high. It is also worth noting that in relatively 
developed economies, where GDP per capita is comparatively high, the banking 
sector is less concentrated, and property registration costs are low. 
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The regression results in column 1 of Table 4 show the only firm-specific predictors 
of SME financing obstacles. They indicate that large firms report lower financing 
obstacles than their smaller counterparts. Due to their scope of operations, SMEs 
generally apply for small loan amounts. Accordingly, because of the fixed transaction 
costs charged by financial institutions, smaller firms face higher costs of borrowing. 
In addition, since the financial positions of SMEs are typically more opaque in 
regard to externals, information asymmetry makes creditors more reluctant to lend 
to small businesses, or they require more collateral. Consequently, because of the 
high cost of borrowing and their lack of collateralizable assets, SMEs mostly rely on 
internal informal sources of financing, and they are more likely to be refused and 
discouraged. Although size is a significant determinant of financing obstacles for 
SMEs in all economies, in developed countries it seems to be less important than in 
emerging states (Beck et al., 2006). Hence, it is worth noting that the overall 
financial and institutional infrastructures of developing countries adversely affect 
small firms’ accessibility to external financing. For instance, the lack of common 
accounting standards prevents lenders from evaluating the credibility of firms, and 
more paperwork and bureaucratic loan application procedures on the part of banks, 
less efficient regulations, and general financial market imperfections increase the 
likelihood that firms will not apply for loans.  
Table 4: Determinants of Financing Obstacles 
FinObstacle  (1)  (2)  (3)  (4)  (5)  (6) 
Size -.108     (.032)*** 
-.078   
(.034)** 
-.153 
(.0395)*** 
-.075     
(.033)** 
-.112 
(.033)*** 
-.045 
(.043) 
Age .0082       (.004)* 
.009  
(.005)*** 
.009  
 (.004)** 
-.075 
 .004) 
.008 
(.004)** 
.006 
(.003)* 
Transparency  .0214          (.027) 
.0285      
(.027) 
.025  
 (.027) 
.005  
 (.027) 
.021 
(.027) 
.026 
(.054) 
ForeignOwnership -.0026       (.002)* 
-.003      
(.002) 
-.0023 
(.002) 
-.003 
(.002) 
-.003 
(.002) 
-.002 
(.002) 
BankConc  
.00657  
(.002)*** 
 
  
.001 
(.004) 
Infsharing   
.097  
(.051)*   
-.009 
(.056) 
PropRegCost   
 -.056  
(.0097)***  
-.078 
(.012)*** 
LnGDPperCapita   
 
 
.165 
(.452) 
-1.77 
(.544)*** 
Observations 1,515 1,515 1,515 1,515 1,485 1,485 
Log likelihood -1015.709  -1011.948 -1013.875 -999.224 -1015.643 -2080.148 
Pseudo R2  0.012 0.015 0.013 0.027 0.011 0.026 
Note: Standard errors are reported in parenthesis and *, **, *** indicate significance levels of 10 
%, 5 %, and 1 %, respectively. Source: Authors’ own work 
Firm age and ownership structure are weakly significant, at a 10% significance level. 
Unexpectedly, and in contrast to prevalent previous findings relating to transition 
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economies, a significant positive relationship between financing obstacles and firm 
age was found, which means that as firms age, they become more financially 
constrained. However, in their paper on financing constraints in the emerging 
transition economies of Southeastern Europe (namely, Bosnia and Herzegovina, 
Albania, Bulgaria, Croatia, Macedonia, Romania, and Serbia), Hashi and Toçi 
(2010) also found that older firms are financially more constrained and that a large 
portion of their investment depends on internal funding. A factor that must be 
considered in interpreting the relation between age and financing constraints for the 
firms in this region is economic transformation. The financing behavior of the firms 
established before the dissolution of the communist economic system may differ 
significantly from that of recently founded firms or firms that have been operating in 
other developing countries. The reform of the banking sector in the region may serve 
as a possible explanation for this finding (Hashi & Toçi, 2010). As foreign banks 
enter the market and as domestic banks become more competitive with them, firms 
become more constrained, in the sense that all of the firms find themselves “new” to 
foreign banking standards and market economy conditions.  
Foreign-originated firms are financially less constrained than their domestic 
counterparts. They have access to financial resources through their parent 
companies; accordingly, they do not rely heavily on domestic bank loans in 
developing countries. Their ability to access cheap, long-term external funding or to 
fund their investments through a parent company makes foreign-originated SMEs 
financially less constrained in comparison to their domestic counterparts. 
The coefficients of the country-level variables are presented in the next columns 
(Columns 2 to 6). The data in column 2 show that a high level of bank 
concentration adversely affects firms’ availability to access external financing. This 
finding can be explained as follows. In economies with less developed equity 
markets, financial intermediaries are the only source of external financing. 
Consequently, as some banks gain market power, they charge high interest rates and 
behave in a selective way. Moreover, large banks prefer not to become involved in 
small loan appraisals, due to the high information costs associated with the 
opaqueness of SMEs and the high transaction cost per loan appraisals.  
Although information sharing is weakly significant, we argue that due to the absence 
of unified, effective accounting systems in transition economies, the asymmetrical 
information problems in developing countries cannot be solved. Therefore, 
establishing common accounting standards is an important step. Also, a negative 
association between property registration costs and the level of financial constraints 
was found. Registration costs are an economic outcome of the legal environment and 
an indicator of the institutional development of a country (Amin and Haidar, 2012). 
Due to information opaqueness of SMEs, weakly functioning of unified accounting 
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information system and high bank consolidation in developing economies, presence 
of collateral is the most important condition in loan approvals by financial 
institutions. In addition to high cost of borrowing and bank paperwork 
bureaucracies, high cost of registering property as collateral leads small businesses to 
rely on internal or informal ways of financing. In transition economies, large share of 
business activities lay within informal or semiformal sectors, and informal sector 
enterprises are always small in term of both assets and employees (Djankov et al., 
2003). Djankov et al., (2003) also argue that, in general, these enterprises are 
financed by informal sources such as personal savings, family or friends, 
moneylenders, and remittances from family members abroad, and they are short-
lived. With easy access to informal sources, small firms prefer to survive in the 
informal sector and are not so willing to expand.  
The results of the regression that included all of the independent variables included 
are given in column 6 of Table 4. Even though, as reported in column 5, GDP per 
capita alone as a macroeconomic indicator cannot significantly determine the 
financial constraint levels of SMEs, when we regressed it with the other variables, it 
showed as statistically significant. In addition to statistical significance, the finding 
has economic importance. It indicates that SMEs in countries with higher GDP per 
capita report lower financing obstacles. Financial development affects economic 
growth through the ability of firms to obtain external financing (Love, 2003). In 
countries with comparatively lower per capita GDP and more friction in their 
financial systems, financially constrained small firms postpone their expansion and 
have to pass over investment opportunities. As reported, when we regressed all of the 
variables together, country-specific variables were found to be significant, and age, as 
a firm-specific variable, showed weak significance. Thus, we can conclude that in 
selected developing countries, the financing obstacles of SMEs are influenced more 
by macroeconomic factors than firm-specific factors.  
 
Conclusion 
 
In this study, firm and country characteristics that predict the levels of financing 
constrains of SMEs in Western Balkan countries – namely Albania, Bosnia and 
Herzegovina, Serbia, Montenegro, and Kosovo – were investigated, using data from 
last round of the BEEPS. Separate regressions were utilized to identify firm-specific 
factors that determine SMEs’ perceptions of the extent to which they are financially 
constrained, and to control for country-level determinants. 
 
A key finding is that firm size is the most robust determinant of financing constraint 
levels, which means that compared to large firms, SMEs are more likely to be refused 
credit from financial institutions and to face more difficulties in accessing external 
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funds. In opposition to the findings of previous cross-country studies of financing 
constrain issues, we found that older firms in the region are more financially 
constrained, which is supported by the findings of Hashi and Toçi (2010) in a study 
of Southeastern Europe. This can be attributed to reforms in the banking sector in 
the region. Since most of relatively older firms were previously state-owned, the 
entry of foreign banks and the establishment of high standards for credit, which are 
new to both recently privatized and newborn firms, may have financially constrained 
the older firms more. The hypothesis that foreign-owned firms are financially less 
constrained than their domestic counterparts was weakly significant. This could be 
because foreign-originated SMEs have access to resources on more preferable terms 
through their parent companies in their home countries. 
 
High level of bank concentration adversely affects the financial status of SMEs in the 
selected emerging economies. Consolidation in the banking sector leads to a 
situation where market conditions are dictated by only a few banks. The banks with 
greater market power engage in selective lending practices, preferring to lend to 
larger, more financially transparent, foreign-owned firms. It can be concluded that 
the level of financial and institutional development of an economy is the most 
important country-specific determinant of the financing constraints of SMEs. 
 
There is a room for efficient government policies directed at enhancing the access of 
SMEs to external financing. Enforcing accounting standards and establishing both 
government and private credit bureaus may help with some common problems 
related to information sharing, and national loan guarantee schemes and 
governmental subsidies may reduce the financial constraint levels of SMEs. 
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Abstract: The paper focuses primarily on intra-industry trade (IIT) 
which is researched in the context of country-specific characteristics. A 
three-decade-long academic research of IIT phenomena suggests that IIT 
is likely to be more intensive and mostly of horizontal type between 
countries that are at a similar stage of economic development, with the 
same level of trade openness and with intensive and significantly 
liberalized mutual trade. Geographical proximity of countries, especially 
their common border, as well as their similarities in some non-economic 
characteristics such as history, culture, language, also contribute to IIT 
intensity. Bosnia and Herzegovina (BH) and Croatia match most of 
these criteria for intensive and increasing IIT. The aim of the research is 
to check aforementioned thesis on IIT on a case study of BH in its trade 
with Croatia over the period from 2003 till 2016. Research is focused 
on IIT characteristics – intensity, trend and structure, both at aggregate 
level (based on calculating corrected and uncorrected Grubel-Lloyd 
indices) and at division level of Standard International Trade 
Classification – SITC (based on calculating standard Grubel-Lloyd 
index and relative unit values of export and import). The research 
findings indicate a continuously rising, although lower than expected, 
intensity of IIT, taking into account similarities between given countries 
in comparison with other important trading partners of BH and taking 
into account a high level of data aggregation. In BH trade with Croatia 
inter-industry trade still prevails while high intensive IIT appears in a 
very low number of product groups, coupled with the dominance of 
vertical IIT. However,at the same time a growing trend and a 
significant increase of IIT intensity in trade with Croatia have been 
identified. 
Keywords:	  : Intra-Industry Trade 
(IIT), Grubel-Lloyd Index (G-L 
Index), Country Characteristics, 
Bosnia and Herzegovina (BH), 
Croatia 
 
JEL Classification: F10, F14, 
F15 
 
Article History 
Submitted: 11.9.2017 
Resubmitted: 20.4.2018 
Accepted: 26.7.2018 
 
http://dx.doi.org/10.14706/JECO
SS17726 
Bilateral Intra-Industry Trade in Country Characteristics Context:  The Case Study of Trade 
of Bosnia and Herzegovina with Croatia	  
101 Volume 7  | Issue 2 |  
Introduction 
Empirical research into intra-industry trade (IIT) of a series of countries indicates the 
existence of a significant IIT share and a greater presence of the horizontal type of 
IIT in the mutual trade between countries with similar economic and non-economic 
characteristics. The dominant IIT, mostly of horizontal type, is more likely to 
develop between countries that are geographically close (particularly the neighboring 
ones), and that are similar by size, economic development, trade openness, culture 
and language, and have the common history, countries that intensively trade with 
each other and belong to the same economic integration.  
 
The aim of the paper is to establish whether the intensity and structure of IIT 
between Bosnia and Herzegovina (BH) and Croatia develop in line with the 
theoretical hypotheses and empirical findings on IIT between countries of given 
characteristics. Upon comparing economic and other characteristics of the two 
countries, the research focuses on measuring the share of BH IIT at an aggregate 
level and determining the trend of IIT in BH trade with the world, Croatia and 
other significant trading partners. The last section of research pertains to measuring 
the IIT intensity in the BH trade with Croatia by industries, in order to determine 
the number of product groups where IIT prevails, and a more common IIT type 
having in mind the product differentiation (vertical or horizontal).  
 
The IIT analysis is based on the calculation of aggregate Grubel-Lloyd indices, both 
uncorrected and corrected for trade imbalance, and Grubel-Lloyd indices at the 
industry level. For the purpose of this research the industry, i.e. the product group 
has been defined at the level of divisions of the Standard International Trade 
Classification (SITC) rev. 3, i.e. at a two-digit aggregation level1, and IIT was 
measured based on the data by industries which registered exports and /or imports in 
BH trade with Croatia over the observed period.  
 
The observed time period covers fourteen years, from 2003 to 2016. It is the longest 
period with available data at a two-digit SITC level for BH from an unique national 
source and with a satisfactory degree of reliability.2 This period can be divided into 
two parts: the period of free trade between the observed countries from 2003 to 
2013, and the period from 2014 to 2016, when the degree of liberalization was 
taken back to a lower level due to Croatia’s accession to the European Union (EU). 
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Literature Review 
 
As opposed from the inter-industry trade which implies trade in products of 
different industries and which is still the prevailing trade type in the structure of 
international trade flows, intra-industry trade (IIT) is a kind of trade where products 
of the same classification are simultaneously found in the structure of exports and 
structure of imports of the trading countries. In simpler terms, IIT is the 
international trade of products within the same industry. Probably the shortest, 
although comprehensive enough definition says that IIT is a two-way trade in 
products related in demand and/or supply (Brkić, 2012).  
 
The explanation of the IIT phenomenon is based on a few theoretical concepts and 
models, primarily those included in the modern theory of international trade and 
based on imperfect competition, increasing returns and product differentiation. 
Germs of the contemporary explanation of IIT are already found in the first modern 
theories of international trade – Linder’s concept of demand similarity (1961) and 
Vernon’s theory of product life cycle (1966). The first “true” IIT models based on 
increasing returns and product differentiation were constructed by Krugman (1979) 
and Lancaster (1980). The development of IIT model has led to the differentiation 
between its horizontal and vertical component. The theoretical basis of horizontal 
IIT was developed in models by Lancaster (1980), Krugman (1981), Helpman 
(1981, 1987), Eaton and Kierzkowski (1984), and Bergstrand (1990), while the 
theoretical basis of vertical IIT type rests upon papers published by Falvey (1981), 
Shaked and Sutton (1984), Falvey and Kierzkowski (1987), and Flam and Helpman 
(1987). 
 
Research into the factors affecting IIT resulted in distinguishing IIT determinants 
related to country characteristics (general and specific) on the one hand, and IIT 
determinants related to industry characteristics on the other. The most common 
general country characteristics include: size, economic development level, geographic 
distance, trade barriers/degree of openness and trade intensity. Specific country 
characteristics may include: common border, membership in same economic 
integrations, similarity of culture and language, political ties, common history, etc. 
One of the first theoretical concepts to implicitly offer the explanation of IIT 
phenomenon based on country characteristics was developed by Linder (1961), who 
introduced the hypothesis of similarity of demand. Some twenty years later, Linder’s 
thesis was to be elaborated by Krugman (1980), and Helpman and Krugman (1985); 
their papers led to a few claims about the determining role of country characteristics. 
In a few papers of the 1980s3, Balassa highlighted the importance of countries’ size 
and their mutual geographical distance for all types of international trade. Falvey 
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(1981) and Falvey and Kierzkowski (1987), and then Davis (1995) as well developed 
concepts that relate IIT with factor endowment, which had previously been 
exclusively considered as an inter-industry trade determinant.  
 
Leamer (1988) and later Harrigan (1994, 1996) related IIT with policies, pointing 
to the significance of market openness for the growth of international trade in 
general, and IIT in particular. Numerous empirical studies also dealt with studying 
the correlation between IIT and trade policy such as Pagoulatos and Sorensen 
(1975), Loertscher and Wolter (1980), Caves, (1981), Bergstrand (1983, 1989, 
1990), Havrylyshyn and Civan (1983), Balassa (1967, 1986c) Balassa and Bauwens 
(1987), Torstensson (1996), Sharma (2000, 2002, 2004), Lee and Sohn (2005), 
Veeramani (2009), and others. Most researchers reached the identical conclusion 
that IIT intensity inversely varies compared to the level of trade restrictions. Trade 
liberalization between trading countries in general, and particularly within higher 
degrees of economic integration, is a significant determinant of IIT. Experiences of 
developed economic integrations in the world, particularly of the EU point to the 
conclusion that economic integration leads to an increase in intra-, rather than inter-
industry trade. The reason includes greater possibilities for production and trade in 
differentiated products. The positive effect of regional economic integration on IIT 
was determined in a number of studies: Balassa (1966, 1979); Grubel and Lloyd 
(1975); Drabek and Greenaway (1984); Balassa and Bauwens (1987); Greenaway 
(1987); Havrylyshyn and Kunzel (1997); Matthews (1998); Manger (2015); and 
others. 
 
A special interest of IIT researchers, starting from the already mentioned Balassa, was 
aroused by the size and economic development of trading countries. According to 
Lancaster (1980) and Bergstrand (1990), the larger the market size, the more space 
there is for product differentiation and a greater import demand for differentiated 
products, and the market size is therefore expected to be in the positive correlation 
with IIT. Krugman (1979, 1980), and Helpman and Krugman (1985) find 
arguments in the fact that a larger market presents a greater possibility for achieving 
the economy of scale, which leads to a greater IIT. In empirical literature there are a 
number of confirmations of the hypothesis on the impact of average size of trading 
countries on IIT, starting from Balassa and Bauwens (1987), Bergstrand (1990), 
Guell and Richards (1998) to more recent research by Durkin and Krygier (2000), 
Kandogan (2003) and others. In the context of these considerations, one can expect 
a greater IIT between countries of similar economic size. Due to the similarity in the 
level of economic development between countries, which is typically expressed 
through the similarity in the level of income p/c, one can also expect a greater 
intensity of mutual IIT, which was established in the studies by Balassa and Bauwens 
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(1987), Bergstrand (1990), Stone and Lee (1995), Nilsson (1999), etc. Similarity in 
the level of economic development between countries indicates the similarity in their 
ability to manufacture differentiated products and similarity in the size and pattern 
of their demand for differentiated products.  
 
Certain studies focused on the correlation between geography and IIT showed that 
an increase in distance leads to a decrease in IIT far faster than in inter-industry 
trade since, besides transport costs, some other factors such as the availability of 
product information, which decreases as the distance increases, are also of a great 
significance for the former trade type.4 Strong empirical evidence of IIT dependence 
on geography can be found in literature – in papers by Loertscher and Wolter 
(1980), Bergstrand (1983), Balassa (1986b), Balassa and Bauwens (1987), Culem 
and Lundberg (1986), Hummels and Levinson (1995), Stone and Lee (1995), Amiti 
and Venables (2002), Venables, Rice and Stewart (2003), Jambor and Torok (2013), 
etc. 
 
Historical, political and cultural ties are also significant for a decrease in the so-called 
unfamiliarity costs in international trade, and thus for an increase in the IIT share. 
Rauch (1999) stressed the significance of ethnic ties in international trade, 
particularly in the trade in differentiated products, which are frequently subjects of 
greater IIT. Finally, IIT intensity is also affected by trade intensity which measures 
the volume of trading between countries. If two countries mutually trade to a 
significant degree, it is more likely that, due to the spurred specialization, the share 
of differentiated industrial products in the trade, and thus the trade overlap, will 
grow. 
 
Together with the development of theoretical explanation and modeling of IIT, ways 
of its measurement were developed. A number of authors proposed different 
measures of IIT intensity, change and structure: from static ones, such as the initial 
Grubel-Lloyd index (Grubel and Lloyd, 1971, 1975), which evolved further and 
reached its aggregate form and the form corrected for the impact of trade imbalance, 
alternative indices created by Aquino (1978), Loertscher and Wolter (1980), Glejser, 
Gossens and Eede (1982), to indices expressing change in IIT that can be considered 
dynamic, such as Hamilton-Kniest index (1991), and marginal IIT index (Brülhart, 
1994).   
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Applied Methodology 
 
Values of the individual IIT indices were calculated, expressed and interpreted either 
for each year of the period and/or as an average for the entire observed period and/or 
for the selected years of the period. 
 
Measuring the IIT share by countries (for all industries in total and for 
manufacturing industry in particular) used the aggregate Grubel-Lloyd index (G-L 
index) first in its uncorrected form:  
 
                    (1) 
  
Bj – aggregate G-L index for a given country „j”, i.e. the IIT share; Xi – exports of 
industry „i” from a given country;  Mi – imports of industry „i”from a given country; i = 
1,..., n – the number of industries. 
 
Since IIT measurement using the aggregate G-L index is affected by the size of trade 
imbalance between partners (Grubel and Lloyd, 1975) in the direction of IIT 
underestimation, corrected G-L indices were calculated in the same time. 
 
                      (2) 
                                          
Measurement and comparison of IIT share by industries used the standard Grubel-
Lloyd index (Grubel and Lloyd, 1975).  
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for         (6)  
If the index value equals 1, it means that there is a total overlap between exports and 
imports of the given industry, and that the entire trade in industry “i” is of intra-
industry type. If the value of index is 0, foreign trade of industry “i” is entirely the 
inter-industry trade. For most product groups, the value of G-L index is between the 
two extreme values. Values of IIT index can be classified into four categories, which 
facilitates the interpretation of research results (Brkić, 2012): 
- Bi  [0.00; 0.25] – value of G-L index in this interval indicates strong inter-
industry tendencies;  
- Bi  [0.26; 0.50] – value of G-L index in this interval means the existence 
of weak inter-industry tendencies;  
- Bi  [0.51; 0.75] – value of G-L index in this interval reflects the dominant 
IIT, though relatively weaker intra-industry tendencies;  
- Bi  [0.76; 1.00] – value of G-L index in this interval signifies the existence 
of prominent dominance of IIT. 
 
Industries where vertical or horizontal IIT respectively prevails were identified using 
the most frequently applied methodology in the empirical literature on IIT, which 
was developed by Greenaway, Hine and Milner (1995). The methodology is based 
on the assumption that the relative gap between unit values of exports and imports 
reflects the difference in the quality of products traded between two countries.  
              (7)  
        (8)  
  or         (9)  
 
UVX – unit value of exports; UVM – unit value of imports; α – arbitrarily fixed dispersion 
factor ( = 0.15). 
 
Horizontal IIT exists if the ratio between unit values of exports and imports (the 
relative unit value – RUV) ranges in the interval from 0.85 to 1.15. If the relative 
unit value is beyond this interval, the trade is identified as vertical IIT: vertical IIT in 
higher-quality products in case the ratio exceeds 1.15 (which means that quality of 
exports is higher than that of imports) or vertical IIT in lower-quality products in 
case the ratio is below 0.85 (which means that quality of exports is lower than that of 
imports). 
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Comparison of the size of observed countries used data on annual nominal GDP 
expressed by current prices in US dollars (USD), and the estimates of economic 
development used data on GDP per capita in US dollars, from a single source for the 
entire period – World Economic Outlook Database by the International Monetary 
Fund (IMF, 2017). 
 
The trade intensity was calculated as the share of partner country’s market in the 
overall foreign trade of the observed country.  
                                         (10) 
TI – trade intensity; Xj – exports of a given country to country „j”; Mj – imports of a 
given country from country „j”; ∑Xj – total exports of a given country; ∑Mj – total 
imports of a given country; 
 
In economic studies, geographical distance is very often expressed as a direct straight-
line distance in kilometers between capitals of the observed pair of countries, which 
was used in this research as well. The distance between the BH capital and capitals of 
its trading partners indirectly “measures” the effects of transport, transaction and 
information costs on trade, and on the IIT share.  
 
Data Analysis and Results 
 
Country Characteristics 
 
The analysis of geographic orientation and the volume of export and import flows of 
BH reveals that the trade between Croatia and BH is particularly intensive in the 
entire period. In the absolute expression, exports gradually grew, and in 2016 were 
twice as great as in the beginning of the observed period. Imports from Croatia grew 
until 2008, when it began to decrease gradually (Appendix Table 7). 
 
Croatia is the most significant BH trading partner, extremely important both as an 
export destination and as a country of import origin. The average share of Croatia in 
the foreign trade with BH, i.e. the average intensity of BH trade with Croatia in the 
observed period amounts to 15.34%. Almost over the whole period (until 2014) 
Croatia was ranked first by its significance for BH imports, although the share of 
Croatia began to decrease more significantly after 2009 (e.g. from 18.28% in 2009 
to 14.44% in 2012, and 10.02% in 2016) (Appendix Table 3). Croatia is also very 
significant for BH as an export market. Over the first seven years of the observed 
period Croatia absorbed BH exports more than any other country, and from 2010 it 
∑ ∑+
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was mostly ranked second, after Germany. On the other hand, BH was a significant 
export destination for Croatia as well – the average share of BH in Croatian exports 
amounts to 13.5%, which ranks BH second, after Italy (Appendix Table 4). The 
significance of exports from BH for Croatia is far smaller – the average share of BH 
in Croatian imports is only about 3.1%; however, BH is still among the “top ten” 
countries of origin in Croatian imports over the most part of the analyzed period, 
and the first among CEFTA countries which Croatia imports from. 
 
Geographic proximity and common border of the observed countries undeniable 
contribute to mutual trade. For BH, Croatia is the second closest trading partner 
(after Serbia5) – distance between Sarajevo and Zagreb equals 291 km (CEPII, 
2013). Both countries have the longest shared land border compared to borders with 
other neighboring countries: the border between BH and Croatia is over a half 
(61%) length of the entire BH border – it is as much as 931 km long6 out of 1,537 
km in total (Federal Ministry of Environment and Tourism, 2017). The length of 
Croatian land border equals 2,374.9 km; the length of border with BH is almost 
twice as long as the border with the other Croatia’s neighbor, Slovenia (Croatian 
Bureau of Statistics, 2015). 
 
The common state in the past, special political ties and a similar language and 
culture are essential determinants of the overall economic, and therefore trade 
relations between BH and Croatia. The common state and the single market have 
existed in these regions for over 70 years – roots of the common state date back as 
early as to the First World War. Countries that used to be in the common state for a 
few decades inevitably share a number of economic, cultural, ethnic and other 
features and ties, significant for mutual trade in general, and for IIT in particular. 
Two decades ago they had the same official language (Serbocroatian), and the 
present Croatian language, which is the official language in the Republic of Croatia 
is also one of the official languages in BH, since Croats are one of the three 
constituent ethnic groups of BH. 
 
The described elements – common state in the past, geographic proximity and 
common border, and political and cultural ties between the two countries – are 
certainly significant for the mutual trade, as well as significant prerequisites for closer 
economic integration. The history of trade liberalization between BH and Croatia, as 
two sovereign states, is almost two decades long. The first free trade agreement 
signed by independent BH in March 1995 was an agreement with the Republic of 
Croatia. This agreement was valid for the following six years, when it was replaced 
by a new one, made under the auspices of the Stability Pact for Southeastern Europe, 
and within a network of bilateral free trade agreements in the region. The new 
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agreement which established a bilateral free trade area between BH and Croatia was 
in force from 1 January 2001 to the point when the two countries became members 
of the regional free trade area, the so-called CEFTA 2006 (The Central European 
Free Trade Agreement), which further improved free trade.7  
 
The early trade liberalization in the relations between the two countries (from 1995, 
i.e. 2001), the two decades of the existence of a free trade area between the two 
countries, together with the significant unilateral opening of BH toward the world in 
general (over a few years, BH foreign trade coefficient ranged from 84 to 93%8) 
points to a potential for a high IIT share in their mutual trade. In the period from 
2001 to mid-2013, when Croatia became the EU member-state, the two countries 
had the mutual duty-free trade, without quantitative restrictions and other measures 
of equivalent effect, which primarily resulted from the bilateral free trade agreement 
and, from 2007, from the creation of the regional free trade area. Since 2013, some 
trade restrictions in bilateral trade were re-introduced or increased due to Croatia’s 
withdrawal from CEFTA in 2006; however, the mutual trade is still liberal to a high 
degree. 
 
Measured by the nominal gross domestic product (GDP), Croatia is a three times 
economically larger country than BH.9 In the context of IIT analysis, this difference 
in the economic size could result in a lower intensity of BH IIT with Croatia than in 
the case of countries of approximately same size. However, it should be noted that 
the other significant BH trading partners, in economic terms, are countries far larger 
than BH – Slovenia and Serbia, same as Croatia, have two to three times larger 
economies than BH, while the differences in the size of BH and other trading 
partners are extremely great (Appendix Table 1). BH and Croatia also reveal a 
certain difference in the level of economic development, although not to the degree 
to which the two countries differ from their significant trading partners from the 
EU. Croatia had almost three times higher GDP per capita (p/c) than BH over the 
entire observed period.10 The average GDP p/c amounted to USD 3,970.6 for BH 
and USD 12,469.1 for Croatia while, for instance, the average GDP p/c of Germany 
and Austria amounted to USD 41,478.6 and USD 45,020.81 respectively. 
(Appendix, Table 2) If we compare gross national product (GNI), or GNP p/c 
calculated according to the World Bank Atlas method, we will see that both 
countries belong to the group of upper middle income countries11, although Croatia, 
as opposed to BH is on the upper limit of the interval in the group (World Bank, 
2016). 
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Intensity and Trend of Bilateral Intra-Industry Trade 
 
The largest part of trade in goods between BH and Croatia is of the inter-industry 
character, while approximately 37% (0.37) on average is the IIT. The average share 
of IIT in the trade between BH and Croatia is lower than the average IIT share in 
the BH overall trade, which amounts to 45% (Appendix, Table 5). According to the 
average IIT intensity measured in the period 2003-2016, Croatia is ranked fourth 
among the most significant BH trading partners, after Serbia12 (0.42), Slovenia 
(0.39) and Italy (0.38), and before Austria (0.34) and Germany (0.31) (Appendix, 
Table 6). IIT indices in BH trade with larger trading partners over the past few years 
were fairly uniform, except for a significant increase of IIT with Austria.   
 
Figure 1: Trend of Intra-Industry Trade of BH with Croatia (G-L Index) 
 
Source: Author's own work based on data of Agency for Statistics of BH (2017) 
 
However, over the entire observed period, IIT index in the trade with Croatia 
showed a moderately increasing trend (except in 2011, when a sharp decrease of a 
few percentage points was registered), and significantly increased compared to the 
beginning of the period. (Figure 1) From the level of 0.25 in 2003, IIT index 
reached the level of 0.45 in the last three years, and thus surpassed all the other 
trading partners except Austria (Appendix, Table 6). IIT indices in the 
manufacturing industry products show even more prominent rising trend, 
particularly after 2011. 
 
The analysis of the manufacturing industry only (sectors SITC 5-8) reveals that the 
share of BH IIT with Croatia is by 10 percentage points higher – 0.47 on average 
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over the observed period, which is expected due to a few times empirically proven 
claim that IIT is larger in the trade of manufacturing industry products than in the 
products of resource-based industries or in agricultural products.  
 
Both in the case of the index of BH IIT with Croatia by years and as an average for a 
given period, both for all industries and for manufacturing industry only, the 
prevalence of inter-industry trade is always evident. The situation changes only if the 
standard aggregate G-L index is replaced with the index corrected for trade 
imbalance – the IIT index value then enters the zone of weaker intra-industry 
tendencies. 
 
Since it has been proven that trade imbalance results in the underestimate of the IIT 
degree calculated using the G-L index, and that in its trade with Croatia BH registers 
a significant trade deficit every year (BH imports from Croatia exceeded BH exports 
to the country for a number of years13), it is reasonable to assume a negative impact 
of trade imbalance on the measured IIT share. Compared to other significant BH 
trading partners, the use of correction for trade imbalance is most justified in case of 
its trade with Croatia. Although Croatia is the most significant foreign trade partner 
of BH, it is in the trade with this country that almost the lowest import coverage by 
exports is registered compared to the other significant partners14. After 201015, 
import coverage by exports with Croatia mostly ranged between 52 and 55% (except 
for 60% in 2016)16, as opposed to the trade with Austria, where it amounted to over 
90% in the same period (even to 142% in 2014), with Slovenia also over 90% after 
2012 (97% in 2015), with Germany and Italy to over 70% (MOFTER, 2011, 2013, 
2015, 2016, 2017)17. 
 
The repeated measurement of IIT with correcting the trade imbalance (using the so-
called corrected or adjusted G-L index at the aggregate level) resulted in indices that 
were by 14-25 percentage points higher and that, except in 2006, entered the area of 
dominant (though less intensive) IIT. The average of corrected G-L index for the 
observed period amounted to 0.5718 (Table 1). 
 
Table 1: Intra-Industry Trade of BH with Croatia  
IIT Share 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Aver. 
Standard 
G-L index 0.25 0.26 0.31 0.29 0.31 0.33 0.37 0.45 0.40 0.43 0.43 0.45 0.45 0.45 0.37 
Corrected 
G-L index 0.57 0.50 0.53 0.43 0.51 0.56 0.62 0.66 0.58 0.62 0.57 0.66 0.62 0.60 0.57 
Source: Author's own work based on data of Agency for Statistics of BH (2017) 
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In the period after Croatia’s accession to the EU, which implied a somewhat 
changed foreign trade regime, no significant changes regarding the IIT index were 
observed. In 2014, the increasing trend of IIT continued, while by 2016 stagnation 
in the overall IIT and a slight increase (1-2 percentage points) of the manufacturing 
industry IIT were observed. 
 
IIT analysis by industries defined as SITC divisions showed the dominance of inter-
industry trade in over two-thirds of the total number of industries which registered 
trade with Croatia. However, the number of industries with very low G-L indices 
0≤GL≤0.25 (industries with prominent dominance of inter-industry trade) 
significantly decreased over the observed period, while the number of industries in 
the category of highest G-L indices (extremely intensive IIT) slightly increased 
(Figure 2). 
 
Figure 2: Number of Product Groups by G-L Index  
 
Source: Author's own work based on data of Agency for Statistics of BH (2017) 
 
Generally viewed, the number of industries where IIT prevails (GL>0.50) gradually 
increased. In 2003, it amounted to 19, while over the last few years (starting from 
2009) it ranged in the interval between 24 and 28. Besides, after 2009 the number of 
industries in the category with lowest G-L indices (0≤GL≤0.10) – decreased 
significantly – from 20 product groups in the beginning of the period to 12 at the 
end of the period (Appendix, Table 8). 
 
The analysis of relative unit values of exports and imports for the purpose of 
differentiating vertical from horizontal IIT revealed a weak presence of horizontal 
IIT, which serves as an indicator of convergence of the observed economies. 
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Horizontal IIT was observed in a small number of industries – the number mostly 
ranged between 7 and 10 industries out of total 63-6519, except in 2013 and 2014, 
when it increased to 14 and 15 industries respectively (Table 2). 
 
Table 2: Number of Product Groups, by Dominant IIT Type  
 Number of Product Groups 
IIT type 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 
HIIT 7 13 10 9 7 11 6 8 8 9 14 15 9 10 
VIITh 17 14 6 16 10 9 14 12 12 12 9 9 13 10 
VIITl 35 35 43 36 44 42 40 40 41 40 37 34 35 38 
noRUV20 4 3 5 3 3 2 3 4 3 2 5 6 6 5 
Total 63 65 64 64 64 64 63 64 64 63 65 64 63 63 
Legend: HIIT – horizontal IIT; VIITh – vertical IIT with high quality export of BH; VIITl – vertical IIT with low 
quality export of BH; RUV – relative unit value; 
Source: Author's own work based on data of Agency for Statistics of BH (2017) 
 
In more than ¾ of the total number of industries which BH and Croatia trade in, 
the vertical type of IIT is encountered, mostly with exports of lower-quality products 
from BH. This phenomenon typically occurs in the trade of countries which differ 
by size and development more than BH and Croatia do. 
 
Discussion and Policy Implications 
 
In general, the paper contributes to empirical research of IIT in transition countries, 
especially because of its focus on South East European countries – research of IIT of 
these countries still are lacked in the empirical literature. More concretely, the 
research results are of a special interest for BH in the context of the country's trade 
relations with its main trading partners and the future EU membership. Results of 
analysis of IIT trend and pattern serve both as an indicator of sectoral similarity of 
observed economies and for approximation of intensity of factor-market adjustment 
pressures caused by trade expansion and economic integration.  
 
The research indicates a continuous growth in IIT between BH and Croatia 
suggesting the process of structural converegence – given economies have become 
more similar in terms of their sectoral structure. However, the observed relatively 
low intensity of IIT associated with prevalence of vertical IIT with BH low quality 
exports indicates weaker structural convergence than expected in case of similar 
countries. More quality advantages of Croatia suggest the need to develop sectoral 
policies in BH aiming at increase in product quality level and technological intensity. 
Among others, attracting of foreign direct investment to BH manufacturing sector 
could contribute to reduction in quality and technological differences between 
countries and changing trade structure toward horizontal IIT. Adequate sectoral 
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policies will lead to catching-up not only with Croatia than also with some other EU 
members that are more different from BH in terms of their size, income per capita 
and other characteristics. Because of less mobile production factors within vertical 
differentiated industries than in horizontal ones (Brülhart and Elliott, 2002), 
dominancy of vertical IIT does not speak in favor of so called “smoothy-adjustment 
hypothesis”21. In case of a deeper economic integration it is expected that vertical IIT 
will have more implications on adjustment process in terms of higher economic and 
social costs. 
 
Conclusion 
 
Based on the three-decade-long theoretical and empirical research into IIT, certain 
regularities were observed regarding relationship between some country 
characteristics and this phenomenon. In general, the literature indicates that 
similarity between countries in size and level of economic development, intensive 
mutual trading, geographic proximity, existence of common border, economic 
integration, as well as similarity of culture and language, result in greater mutual IIT, 
particularly of horizontal type (Brkić, 2012). 
 
The analysis of IIT of BH with Croatia for the period 2003-2016 revealed a trade 
pattern which is not fully consistent with the described theoretical theses on IIT 
between countries with given characteristics. This is a case of neighboring countries 
with strong mutual historical, economic, political and cultural ties, countries which 
were tied with a free trade agreement for two decades, seven years out of which 
within the same regional integration, due to which they have been intensely trading 
with each other for a long period of time, and transition countries with no 
significantly different macroeconomic performance. Therefore, the existence of 
intensive and growing mutual IIT was assumed compared to IIT with other 
significant trading partners (except for Serbia, which also has a few similarities to 
BH), with a greater presence of horizontal IIT. 
 
However, the research identified BH foreign trade with Croatia as primarily inter-
industry one, both at the aggregate and sectoral level (in most industries that register 
the mutual trade), except in the analysis of manufacturing industry only over the last 
four years. In the same time, most industries showed the dominant vertical type of 
IIT. The measured IIT shares in the trade with Croatia become more significant 
when compared with IIT shares in BH trade with other important trading partners 
and with the world, as well as in case of index correction for trade imbalance. 
Actually, the dominance of inter-industry trade was also discovered in BH trade with 
other important partners, with IIT indices in the trade with Croatia being among 
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the highest (after Austria) over the last few years, due to the continuously rising 
trend. The explanation of a lower IIT level with Croatia than expected is also helped 
by the existence of prominent bilateral trade imbalance. The use of corrected IIT 
indices at the aggregate level identified a turning point in the direction of slight IIT 
dominance in BH trade with Croatia since 2007. 
 
The used methodology does not allow the determination of the impact of individual 
characteristics of given countries on their mutual IIT. However, if we understand 
IIT as an indicator of an economy’s competitiveness and its convergence with other 
countries’ economies, an explanation of what seems to be an insufficient consistency 
between empirical findings and the theoretical assumption on IIT of countries with 
certain characteristics, could be probably found in unsatisfactory competitiveness of 
BH economy in general and its insufficient convergence with Croatian economy in 
particular.   
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1	  Empirical studies of IIT typically use industry definitions at a three-digit SITC level, since 
it is believed that it is a category closest to the economic definition of industry. However, 
reliable data at this aggregation level were not available for BH trade with Croatia in the 
BH national statistics over a long time period (all until 2008). Using and combining data 
from other sources (other countries' statistics, international organizations and groups' 
databases) would affect the reliability and comparability of input „values“in the analysis 
and the validity of obtained results. 
2 The inclusion of data from the period before 2003 into the analysis would mean using data 
collected and processed by means of different methodologies in BH entities, or combining 
data from international sources. Since 2003, due to the adoption of appropriate legal 
documents, it has been possible to merge data on BH foreign trade at a country level, i.e. 
to collect and express them according to the unique methodology for both BH entities 
(The Federation of Bosnia and Hercegovina and the Republic of Srpska), and the Brčko 
District. 
3 Balassa (1986a, 1986c) 
4 A significant part of IIT in the world pertains to differentiated products for the purchase of 
which, as opposed to the purchase of standardized products, it is essential that buyers are 
well informed on varieties' characteristics. Greater proximity leads to an increase in 
informartion availability – contacts between companies, and between companies and 
consumers intensify, and thus lower the costs of providing information to buyers, facilitate 
trade and make it less expensive (Brkić, 2010). 
5 Distance between Sarajevo and Belgrade equals 193 km, between Sarajevo and Vienna 510 
km, between Sarajevo and Ljubljana 395 km, between Sarajevo and Rome 532 km, and 
between Sarajevo and Berlin 1,033 km (CEPII, 2013). 
6 According to the Croatian Bureau of Statistics (2015), the length of land border between 
Croatia and BH, including borders on rivers, amounts to 1,011.4 km. 
7 CEFTA agreement was signed on 19.12.2006. Croatia became its member in 2006, and 
BH in 2007 (BH ratified the Agreement on 27.09.2007). 
8 Trade coefficient is calculated as a share of foreign trade of a given country in its GDP. 
9 In the beginning of the analyzed period, Croatian GDP was four times higher than BH 
GDP, so that the difference decreased in the meantime. 
10 In 2003, Croatian GDP p/c amounted to USD 8,048.9 compared to USD 2,197.1 in BH, 
while in 2016 it amounted to USD 12,095.5 compared to 4,308.2 in BH (Appendix, 
Table 1). 
11 Countries of this group have incomes p/c between USD 3,956 and USD 12,235 for 2016. 
12 Until 2014, IIT index pertains to Serbia and Montenegro together, since the two countries 
were in a state union at the time. 
13 Appendix, Table 7. 
14  Except for Serbia. According to the analyses of the Ministry of Foreign Trade and 
Economic Relations of BH, import coverage by exports in the trade with Serbia decreased 
to approximately 50% after 2010 and 2011, when it amounted to over 60%. 
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15 Before 2010, it typically amounted to approximately 41% (Appendix, Table 7). 
16 Appendix, Table 7. 
17 Data from publications on analysis of BH foreign trade issued by Ministry of Foreign 
Trade and Economic Relations of Bosnia and Herzegovina in the following years; 2011, 
2013, 2015, 2016, 2017. 
18 These results are usually not taken as completely accurate, due to certain weaknesses of the 
use of corrected G-L index. It is however irrefutable that due to the trade imbalance in the 
mutual trade of these countries, the IIT share is to a degree underestimated. 
19 According to parameter ±0.15. 
20 Note: „no RUV “means that RUV could not be calculated because of one-way trade i.e. 
only export or only import registered in a given industry. 
21 “Smooth-adjustment hypothesis” refers to realocation of production factors (labour and 
capital) between different product lines within a given sector rather than between sectors. 
Adjustment in terms of temporary unemployment and wage disparities is “smoothy” if 
expanding product lines and declining product lines belong to the same sector (Brülhart & 
Elliot, 1998).	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