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As the COVID-19 pandemic sweeps across the globe, police forces are charged 
with new roles as they engage and enforce new policies and laws governing 
societal behaviours. However, how the police exercise these powers is an im-
portant factor in shaping public opinion and confidence concerning their ac-
tivities across space and time. This research developed an analytical frame-
work for measuring the inequality in the public opinion towards policing ef-
forts during the pandemic using Twitter data. We demonstrate the utility of 
our framework using 3-months of tweets across 42 police force areas (Pfas) of 
England and Wales (UK). The results reveal that public opinions on policing 
is overwhelmingly negative across space and time, and that these opinions 
have been most exacerbated by the COVID-19 pandemic in three specific 
Pfas, namely Staffordshire, Thames Valley, and North Wales. We provided 
the link to the open-source script by which this research could be replicated 
and adapted to other study areas. This research has the potential to help law 
enforcement understand the dynamics of public confidence and trust in po-
licing and facilitate action towards improved police services. 
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1. Introduction 
For decades, the process of measuring outcomes of policing efforts—how those 
efforts have impacted public trust and confidence in the police—have depended 
largely on traditional data acquisition techniques, such as surveys and interviews 
[1] [2] [3]. However, the recent advent of social media systems, such as the 
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Twitter, has not only heralded enormous data opportunities, but also new ad-
vances in the opinion mining of natural language texts. Because a key function 
of social media is to allow people to share their views and sentiments more 
widely, opinion mining is right at the centre of research and the application of 
social media itself [4]. Opinion mining is the technique of extracting sentiment 
from social media data using computational methods [5] [6]. The technique has 
gained growing interest across a wide range of application domains, including 
law enforcement [7] [8]. The technique mainly focuses on sentiments that ex-
press or imply positive or negative views. In this study, we introduce an analyti-
cal framework, based on an opinion mining technique, which allows the inequa-
lity in public opinions concerning policing to be measured and monitored sys-
tematically during the COVID-19 pandemic. 
Through the analysis of publicly available Twitter data, it is possible to identi-
fy issues of greatest concern to the public. Since the start of 2020, the COVID-19 
pandemic is the most consequential issue to the general public, as well as to 
many organisations, including law enforcement. Police forces are having to re-
spond to and assist in a public health crisis, enforcing new regulations and 
by-laws in order to help manage the spread of the pandemic [9]. Although only a 
small proportion of citizens have direct face-to-face contact with a police officer 
[1], many citizens may have gained certain opinions concerning police activities 
during the pandemic. Social media systems such as Twitter serve as platforms by 
which such opinions can be made known to the public, often with a specific 
hashtag to indicate the context of the post [10] [11]. Through the analysis of this 
information, it is possible to measure the impact of the context on the subject 
matter. Yet, no studies have examined how the COVID-19 pandemic may have 
exacerbated or decelerated the orientation of public opinions concerning the po-
lice and/or policing in space and time. Addressing this research gap is the first 
major contribution of our study.  
To date, most studies focusing on the analysis of public opinions on policing 
have examined the study area as a whole, rather than different local subdivisions 
of an area. To many police forces, understanding how different local areas 
perceive police operations is crucial for evaluation purposes. Previous attempts 
to remedy this research gap used geo-tagged tweets1 [12] [13] in order to identify 
different local areas in which the tweets originate. However, the percentage of 
geo-tagged tweets within a stream of tweets is estimated to be around 1% - 2% 
[14] [15]. This has raised concerns regarding the adequacy and robustness of 
geo-tagged tweets for any meaningful analysis. We addressed this research chal-
lenge in our own study by extracting the location information from the user’s 
profile to geocode the tweets accordingly. We achieved a 92% geocoding accu-
racy based on this approach, a significant improvement over the “geo-tag” in-
formation. This approach creates a unique opportunity to analyse inequality in 
public opinions across space using Twitter data. 
 
 
1Geo-tagged tweets are tweets in which the user enables the locations information (in form of coor-
dinates) at the instance of the post. 
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As public opinion varies geographically, so does it vary temporally [16]. To 
the best of our knowledge, no studies have examined both the spatial and tem-
poral inequalities in public opinion on policing with respect to the pandemic 
using the Twitter data. People’s opinions on policing is not static, but changes 
over time. These changes can be measured and monitored across space and time. 
In this study, we utilize the police force area (Pfa) which represents the opera-
tional units of police forces in England and Wales as our spatial unit and a 
monthly time bin as the temporal unit of analysis. Thus, the analysis of public 
opinions on policing in relation to the pandemic, simultaneously in space and 
time, is the second major contribution of our study. 
An important aspect of opinion analysis is the representation of the results. 
Kucher et al. [17] provides an overview of a wide range of visualization methods 
that have been employed in previous research. These range from basic tools such 
as pie or bar charts (used to represent a simple summary for the proportion of 
positive/negative sentiment) to advance groups involving self-organizing term 
association maps (used for representing complex multi-dimension geospatial 
sentiment information). Mostly, the choice of visualization tool depends on the 
actual aspects of the measured opinion being represented. For example, a basic 
line graph is effective for time series plot, while sequential geospatial maps are 
effective for revealing spatial patterning and clustering of opinion across the 
space. In this study, we employ simple graphical tools, such as the radar charts 
and sequential geospatial maps. 
The structure of this paper is as follows: Firstly, we provide a brief overview of 
related work, focusing on the opinion analysis, henceforth referred to as “senti-
ment analysis”, as well as its applications in two relevant fields—law enforce-
ment and the pandemic. We discuss the development of our systematic frame-
work for measuring the inequality in public opinion towards policing, spatially 
and temporally. We then present the case study, results and discussion sections. 
We conclude by explaining the significance of our study and plans for future re-
search. 
Aim and Research Questions 
The primary aim of this study is to assess the impacts of COVID-19 pandemic 
(tweets) on the orientation of public opinion concerning policing across England 
and Wales, over a period of three months. Our research strategy is to develop an 
analytical framework that will allow the collection of tweets relating to policing, 
from which the subset on COVID-19 pandemic can be isolated for assessment. 
Specifically, we plan to answer the following research question: 
Q1: What are the orientations of public opinion concerning policing efforts 
across space over time?  
Q2: How has the COVID-19 pandemic impacted the orientations of public 
opinions in Q1? Are there spatial and temporal patterning and/or clustering to 
the policing-COVID-19-pandemic interactions in Q2?  
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2. Related Work 
We provide a brief overview of related work in the following section. 
Applications of Opinion Analysis in Policing and Pandemic 
Some of the most recent applications of opinion analysis can be seen in the study 
of COVID-19 pandemic. For example, [18] showed in their work that tweets re-
garding COVID-19 could produce a misleading outcome. This is evident in their 
results, where on one hand the largest proportion of retweets analysed between 
January 2019 and March 2020 were either neutral or negative, while on the other 
hand, those analysed between December 2019 and May 2020 showed larger 
proportion of positive opinions. Other related studies include [19] [20].  
In law enforcement, only one paper has examined the COVID-19-crime asso-
ciation, using Twitter data [21]. In their study, Nikolovska et al. [21] employed 
the qualitative approach called thematic analysis [22] [23] [24], rather than using 
the opinion analysis. They showed that most of the law enforcement tweets were 
not crime-focused, but centred instead on encouraging the public to comply 
with government guidance about behaviour during the pandemic or concerned 
general policing. Moreover, their study does not focus specifically on the subject 
of policing in relation to the pandemic. Therefore, to the best of our knowledge, 
no study has deployed the opinion analysis of Twitter data to examine the polic-
ing-COVID-19-pandemic association during the pandemic. In particular, there 
have not been any studies that examine how the COVID-19 pandemic may have 
exacerbated or decelerated the orientations of public opinions towards policing 
based on sentiment analysis. Furthermore, the majority of existing studies have 
focused solely on the analysis of the textual components of the tweets, and paid 
little attention to how sentiments or opinions may vary across smaller regions 
within a wider study area, over time. In the remainder of this article, we lay out 
the strategy to fill this research gap in the form of an analytical framework and 
provide a case study demonstration to highlight the utility of our solution. 
3. Developing the Context-Based Spatial and Temporal  
Framework 
Figure 1 is the schematic of our analytical framework for measuring and moni-
toring public opinions concerning policing in relation to the COVID-19 pan-
demic. The framework consists of three components, namely; the Data Acquisi-
tion, the Opinion (or Sentiment) Analytics, and the Sequential Visualization. In 
the following sub-sections, we give a detailed description of each of these com-
ponents. 
3.1. Applications of Opinion Analysis in Policing 
1) Data Download 
The Twitter API is utilized to download the publicly available tweets for this 
study. The API is a programmable tool that provides public access to Twitter  
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Figure 1. Systematic framework for measuring public opinion spatially and temporally. 
 
data that users have chosen to share with the world. However, the APIs pulls da-
ta (tweets) randomly from different locations around the world, leading to a 
spurious database. We disrupt this default process by restricting the API to a 
narrow geography. Essentially, we define geographical coverage in the form of a 
circle from which tweets must originate. This is process is achieved by using the 
“search_tweets()” function of the “rtweet” package in R language [25]. The API 
is customised to search for tweets that contain any of the specified keywords or 
the hashtags relating to the police or policing. These keywords include “police”, 
“policing”, and “law enforcement(s)”.  
2) Geocoding 
Following the data download, we geocoded each tweet to its respective spatial 
unit of analysis using the user’s profile location. The chosen spatial unit of anal-
ysis is the actual operational units of police forces in the UK, called the Police 
Force Areas, henceforth referred to as “Pfas”. For the geocoding, we created a 
“Pfa-location-lookup” table, which allow each tweet to be assigned to its respec-
tive Pfa. The “Pfa-location-lookup” table contains names of all cities, towns and 
villages across England and Wales. We created this table based on UK Office of 
National Statistics location gazette [26]. In total, there are 35,604 unique location 
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names in our “Pfa-location-lookup” table. Geographically, questions of uncer-
tainty can be raised about the representativeness of Twitter as a source for opi-
nion mining. In 38 out of 42 Pfas, the median and the third quantile values of 
the number of tweets that express opinion concerning policing are 1 and 3, re-
spectively. This indicates that prolific expression of opinion amongst the Twitter 
users in our study is minimal. Therefore, our Twitter datasets represent a good 
sample of the population. 
3.2. Opinion Analysis 
Opinion analysis is a text mining technique for computationally classifying opi-
nions from a piece of text data into positive or negative sentiments, or some 
other more nuanced emotion like surprise, fear or disgust. In order to aid easy 
transfer of data across different data science R packages used, we transformed 
each tweet document into a tidy format [27]. In our study, we employ the 
AFINN lexicon [28] (coined from the author’s name, Finn Ärup Nielsen), which 
provide a more nuance positive/negative classification by assigning a sentiment 
score indicating the degree of the sentiment orientation. The scores range from 5 
(extremely positive) to −5 (extremely negative). The AFINN lexicon is used as 
oppose to “BING” lexicon [29], which gives an outright positive/negative classi-
fication, because the nuances provided by the former add more context to the 
classification. The final opinion classification (i.e. as a negative or positive sen-
timent) for a tweet is calculated by adding up all the sentiment scores from the 
tweet. Also, in order to add more context to our classification, we consider 
bi-grams (i.e. scoring of two consecutive words) classification in cases where a 
sentiment word is preceded by a negation word, such as “not”, “never”, “no”, or 
“without”. The score of such a sentiment word is the score in the opposite direc-
tion of the original word. For example, if the word “good” which is scored as +3 
based on AFINN lexicon is preceded by a negation word, such as “not” (as in 
“not good”), then the sentiment score becomes −3. Those tweets with a net zero 
score or that contain no sentiment words are considered neutral (non-subjective) 
and therefore removed from the documents. 
1) Observed Opinion Scores 
The opinion score (OP) of a geographical unit i can be defined as the differ-
ence between the sum of all weighted positive tweets and the sum of all weighted 
negative tweets within the area [30]. This is expressed in Equation (1) as:  
PS NS







                    (1) 
where, iw  is the weight assigned to each tweet, e.g. based on the level of 
re-tweets or favorites, PSi  and NSi  represents positive and negative tweets, 
respectively. In this study, we ignore the weight i.e. 1i iw = ∀  in order to allow a 
simplified opinion score. In other words, the final opinion score (OP) of a Pfa 
then becomes the difference between the total number positive and the total 
number negative tweets. Therefore, the opinion score of a geographical unit is 
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positive if OP has (+) sign, or negative if it has a (−) sign. In our study, the OP 
therefore represents the measure of public opinion concerning policing at a giv-
en time period.  
2) Expected Sentiment Document (ESD) 
In order to assess the impacts of any given issue (e.g. the COVID-19 pandem-
ic) on the observed public opinion, there is a need to isolate the effects of that 
issue from the computed OP score. We develop the idea of “Expected Sentiment 
Document (ESD)” for this purpose. Essentially, the ESD replaces the sentiment 
probability of the words relating to the issue with the corresponding sentiment 
probabilities derived from the main subject matter i.e. the policing. In doing so, 
the effects or the contribution of the keywords relating to the issue can be elimi-
nated from OP score. This gives us the “Expected Sentiment Document (ESD)”. 
This idea is illustrated in Figure 2. For simplicity, we will refer to the tweets that 
relate only to policing i.e. contain only the policing keywords) as “type 1” tweets 
while the tweets that relate to both policing and the chosen issue, i.e. the 
COVID-19 pandemic, as “type 2” tweets. 
3) Randomization Testing 
As illustrated in Figure 2, we derive the statistical significance (p-values) for 
the observed OP scores. The P-value is required to assess whether an observed 
OP score is unlikely to be due to chance occurrence. To compute the p-value, we 
propose a non-parametric strategy based on randomization testing [31] [32]. We 
ask the question, “If expected opinion scores (i.e. f(E)) were generated under the 
null hypothesis (H0), how likely would we be to find a score higher than 
 
 
Figure 2. Developing the expected-sentiment document (ESD). 
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the observed scores f(O)?”. At each Pfa, the randomization testing involves ge-
nerating a large number of ESD, referred here to as “replicas”, S, and derive a 
distribution of expected opinion score ( )*f E . A replica is generated by ran-
domizing the sentiment assignment of “Type 2” tweets based on probabilities 
derived from “Type 1” tweets. Given the ( )*f E  of a given Pfa, the p-value is 
computed as ( )beat total1 1p S S= + + , where totalS  is the total number of repli-
cas created, beatS  is number of replicas with f* value greater than f(O). As f(O) 
can be either be greater or less than f(E), we constructed a two-tailed distribu-
tion, allowing us to make the judgement as to whether type 2 document have 
significantly impacted the observed public opinion in either direction. For the 
randomization testing, the more replicas generated, the more precise the 
p-value; a typical value would be S = 999. Based on 999 replicas, if, for example, 
seven of the 999 replicas have higher scores than the f(O), then the p-value of the 
O is (7 + 1)/(999 + 1) = 0.008. Since the run time is proportional to the number 
of replicas, a lower number of replications, such as 99, may be recommended. 
3.3. Sequential Visualization 
In order to select the visualization tools to represent our results, we consider 
how the spatial and the temporal information will be represented in a clear fa-
shion. Therefore, we chose a sequential visualization strategy, meaning that the 
results of each time step are visualized separately. We observed that representing 
a geospatial map, for example, separately for each time step, produces a clearer 
and easy-to-read information, compared to using complex representation, such 
as a 3D map. That said, in visualizing the observed opinion scores concerning 
only policing, we combined radar charts across multiple time steps in order to 
aid the comparison. We employ the sequential visualization approach to pro-
duce the likert charts and geospatial maps that show the relationship between 
policing and the COVID-19 pandemic.  
3.4. Reproducibility of Research 
The entire source codes used to perform this analysis have been provided as a 
supplementary material to this article. The source code is in R language and is 
also available online as an Rmarkdown file in  
https://github.com/MAnalytics/JGIS_Policing_COVID-19. The source code in-
clude functions from a newly developed “Opitools” Package [33] which was de-
signed for implementing the key components of the analytical framework pro-
posed in this research. 
4. A Case Study of Pfas in England and Wales 
We present the case study of Pfas in England and Wales aimed at demonstrating 
the utility of our analytical framework. We complete our demonstration under 
the following headings, 1) Study area and Data exploration, 2) Data analysis and 
3) Results. We now provide details as follows 
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4.1. Study Area and Data Exploration 
Our study area is the geographical areas of “England and Wales”—a legal juris-
diction covering two of the four constituent countries of the United Kingdom. 
“England and Wales” comprises nine arbitrary policing regions, further subdi-
vided into 43 police force areas (Pfas). The map in Figure 3 shows the spatial 
locations of the Pfas within their respective regions, shown in different colours. 
In our study, we consider 42 Pfas having merged “City of London” and “London 
Metropolitan” Pfas together due to their overlapping boundaries. It can be ob-
served that the number of Pfas vary across the policing regions, with the “North 
East” having the lowest number (three Pfas), while both “Eastern” and the 
“South East” regions have the highest number of Pfas, at six each. According to 
the Crime and Disorder Act of 1998 the Pfas are expected to work together to 
develop and implement strategies to protect their respective local communities.  
For this study, we downloaded the publicly available tweets relating to the po-
lice or policing from October 20, 2020 to January 19, 2021 (3 months). This time 
period covers the second and the third national COVID-19 lockdowns across the 
UK, and therefore, police had increased tasks during the study period. We car-
ried out the data download twice a day (morning and night). Each time, the  
 
 
Figure 3. Map showing boundaries of policing regions and police force areas (Pfas) across Eng-
land and Wales. The bars show the relative volume of tweets (after cleaning) for each Pfa over our 
study period (i.e. from October 20 2020 to January 19, 2021. 
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Twitter API retrieves tweets from the past 7 days to the current time (real-time). 
We focus only on tweets containing the specified police-related hashtags and/or 
keywords. This task is followed by data cleaning in which all duplicates and spu-
rious texts, including the punctuations, hashtags, emojis and stop words, are 
eliminated. We also removed re-tweets, but retained the “replies” (that contain 
the keywords). We then geocoded the tweets using our Pfa-location lookup ta-
ble, to achieve a geocoding accuracy of 92%. The stacked histograms in Figure 3 
show the total volume of the tweets downloaded per Pfa, with the red sub-bar 
and the percentage values (in red) showing the proportion of tweets containing 
pandemic-related hashtags or keywords. It is clear that the majority of Pfas have 
between 5% - 8% of tweets that focus on policing with respect to the COVID-19 
pandemic. Dramatically different from these values are the proportions obtained 
from Staffordshire, Thames Valley, and North Wales Pfas with 42%, 47.4% and 
40%, respectively. From the data exploration, it is unclear what factors are re-
sponsible for this sharp difference from the rest of the Pfas. 
4.2. Data Analysis 
The tweet document was divided based on the selected time steps (bins) for our 
analysis. The time steps are reiterated below:  
● Time Step 1: October 20, 2020 to November 19, 2020 (1 month), 
● Time Step 2: November 20, 2020 to December 19, 2020 (1 month), and;  
● Time Step 3: December 20, 2020 to January 19, 2021 (1 month).  
For each time step, we performed the sentiment analysis using the tweet 
document to derive the OSD and subsequently the observed opinions (using 
Equation (1)) for each Pfa. We then performed the statistical testing using the 
approach described in Section 3.2c. We perform 999 replications of each OSD 
documents for each Pfa and for each time step. In all, a total of 42 Pfas × 3 time 
steps × 999 replicas = 125,874 data simulations were conducted. In order to de-
termine whether an observation is considered significant for a two-tail test, we 
adopt the convention of 5% level, meaning each side of expected distribution is 
cut at 2.5% corresponding to a p-value of 0.025. 
5. Results 
We now explain the results in relation to the set research questions in Section 
1.1.  
Q1: What are the orientations of public opinion concerning policing ef-
forts across space over time? 
Figure 4 shows the percentage OP score of each Pfa within their respective 
policing regions using the radar chart. The result of the three time steps are 
represented using different colours, with light green, green and deep blue, 
representing the observations at time steps 1, 2 and 3, respectively. The OP score 
is represented in a way that the values increase outwardly from the center in the 
positive direction. In other word, the outermost circle represents the maximum  
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Figure 4. Orientations of public opinions by regions, Pfas and time steps. 
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opinion score while the innermost circle represents the lowest opinion score in 
each chart. Given that the opinion scores are all negative across the board, the 
observations closer to the outer circle are “less” negative compared to the obser-
vations closer to the inner circle. 
In general, Figure 4 reveals that there is a negative view of policing efforts in 
England and Wales, across all regions and time steps. The regions can be divided 
into two broad groups according to whether or not the region contains an out-
lier Pfa. The region with outlier OP scores are the West Midland, Wales and 
South East regions, and the outlier observations are Staffordshire, North Wales, 
and Thames Valley, respectively. These Pfas are identified as the same three Pfas 
in Figure 3 with a significantly high volume of tweets with COVID-19 pandemic 
hashtags. The outlier effect is also observed to be consistent in these Pfas over 
the three time steps. These findings indicate that the COVID-19 pandemic re-
sulted in a higher negative opinion concerning policing. The second group with 
no outlier provides a clear indication that the opinions could fluctuate dramati-
cally from one time step to another. For example, the Humberside Pfa in the 
Yorkshire and the Humber policing region shows a moderate negative opinion 
in time step 1, which rose by approximately 80% in time step 2, which then 
dropped to the lowest negative opinion in time step 3 by 40%. The peak exhi-
bited in time step 2, which covers most part of December period and coincided 
with the second lockdown may be indicative of reactions to policing activities 
during this time period. However, a similar level of fluctuation observed in 
Gloucestershire Pfa (South West region), but with time step 2 showing the low-
est negative opinions, may be a positive reaction to policing activities during the 
same period. 
Q2: How has the COVID-19 pandemic impacted the orientations of pub-
lic opinions in Q1? Are there spatial and temporal patterning and/or clus-
tering to the policing-COVID-19 pandemic interactions in Q2?  
We produce Figure 5 and Figure 6 in order to answer Q2. In Figure 5, we 
rank Pfas in the order of decreasing percentage proportion of type 2 tweets, so as 
to allow the assessment of the relationship between the sentiments and the 
COVID-19 pandemic. Starting with the outlier Pfas (top 3 bars) previously iden-
tified in the answers to Q1, we can see clearly that the opinions of the type 2 por-
tions of the bars are overwhelmingly negative (around 95%) at each time step. 
The combination of type 1 and type 2 tweets together produce a much higher 
negative opinion compared with only type 1 tweets. For example, the opinion 
score of Thames Valley Pfa at time step 1 is estimated as −76.5 combining both 
type 1 and type 2 tweets, an increase of 102% when compared with the score es-
timated using only type 1 tweets. Similar results are also obtained in Stafford-
shire and North Wales Pfas. The COVID-19 pandemic appears to have heigh-
tened the level of negative opinion in these three Pfas.  
The remaining 39 Pfas have a relatively lower proportion of type 2 tweets. The 
proportions are slightly higher in time step 3 across all Pfas with around 8% - 
10% compared to time step 1 and 2, which are around 5% - 8%. The potential  
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Figure 5. Proportion of tweet types and sentiments per Pfa. The brown and light brown sub-bars, represent type 1 tweets with 
positive and negative sentiments, respectively, while the green and light green sub-bars represent type 2 tweets with positive and 
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Figure 6. Spatial representation of opinion significance. The regular and the bold lines 
represent the boundary of Pfas and policing regions, respectively. The value labels within 
each Pfa are the observed OP scores. (A) Time Step 1; (B) Time Step 2; (C) Time Step 3. 
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impacts of type 2 tweets in these cases may not be readily apparent compared to 
the three outlier Pfa above. However, the statistical testing proposed should tell 
us whether or not the impact is statistically significant. 
Figure 6 shows the results of significance testing represented spatially. We at-
tempt to answer the question; “Given type 1 tweets as the expectation, how likely 
would we be to find an OP score higher than the ones derived from the type 2 
tweets?”. In other words, if the public opinion solely about policing is considered 
to be the expected opinion, how different statistically is the opinion expressed in 
relation to the “COVID-19-pandemic? The red and the light red shades (in Fig-
ure 6) represent the significant “lower-than-expectation” OP scores at p-value ≤ 
0.001 and at p-value ≤ 0.025, respectively (note that “lower-than-expectation” of 
a negative opinion means a higher negative score). On the other hand, the blue 
and light blue shades represent “higher-than-expectation” OP scores at the cor-
responding p-values, respectively. Transparent polygons represent non-significant 
OP scores. In the supplementary materials, we provide tables showing the nu-
merical representation of the results of the analysis. These tables include the 
“Observation” tables, showing the computed OP scores across Pfas and time 
steps, the “P-value” tables, showing the statistical significant values based on 999 
replications, and the “Position” table with value “TRUE” if the observed OP 
score is greater than the mean expectation, and “0” if less or equal to the mean 
expectation. These three tables are combined in order to produce Figure 6 (see 
details in the source code). 
It can be observed that whilst the majority of Pfas show non-significant im-
pacts of the COVID-19 pandemic (tweets), there are a number of Pfas that show 
statistically significant impacts, with varying levels of stability over time. Again, 
we can identify the three Pfas, Staffordshire, Thames Valley, and North Wales, 
which exhibit “lower-than-the-expected” OP scores at each time step, with sta-
tistical significance level of p-value ≤ 0.001. Here, the observed levels of signi-
ficance are attributable to the high proportion of the pandemic-related tweets 
(>40%) which carry more than 85% negative sentiment (see Figure 5). Spatially, 
Staffordshire, Thames Valley, and North Wales are located in three adjacent po-
licing regions, but the Pfas themselves are not contiguous to each other. There-
fore, the result is unlikely to be attributable to spatial autocorrelation effects.  
The other significant Pfas exhibit non-stable significance over time. In other 
word, the Pfas only show significant OP at only one or two time steps. So, a Pfa 
may show significant opinion at a certain time, but become non-significant at 
another time step. An example of this is the “West Yorkshire” Pfa located within 
“Yorkshire and the Humber” region, which shows “higher-than-expectation” OP 
score (p-value ≤ 0.001) at time step 1, then became non-significance in time step 
2. Spatially, it can be observed that the Pfas in the Midland region tend to exhibit 
some clustering compared to other parts of the study area. The spatial clustering 
is more apparent in time step 2 with multiple contiguous Pfas, which run from 
the Southern regions up to the Midlands areas. There are only few cases of sig-
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nificant contiguous Pfas which also belong to the same policing regions. These 
categories of Pfas may be useful operationally when implementing interventions 
to address negative public opinions. 
6. Discussion 
This study addressed research challenges relating to Twitter data usage, metho-
dology and the application of opinion or sentiment analysis. Firstly, the data 
usage challenge involved the lack of adequate geographical information (geotags) in 
openly available Twitter data, which would allow accurate geo-referencing of 
tweets to their respective local geographical area. To date, existing studies have 
relied on the use of geo-tagged tweets, which is estimated to be around 1% - 2% 
of the total downloadable volume at a given point in time. We argue that this 
sample size may not be robust enough to achieve reasonable accuracy, especially 
in real life applications. We addressed this challenge by proposing the use of us-
ers’ profile location, linked to a database of location names created specially for 
this study. Based on this database (lookup table), we were able to accurately 
geocode 92% of tweets. Although there are often slight differences between a us-
er’s profile location and the geo-tag location, these differences are generally mi-
nimized when the spatial unit of analysis is sufficiently large, such as the geo-
graphical extent of the Pfa spatial unit that we employed in this study. In Eng-
land and Wales, the jurisdiction of a Pfa generally extends across multiple town 
and cities. 
Secondly, we developed a systematic approach by which the impact of an un-
derlying issue can be assessed on a subject matter. That is, given a subject of in-
terest, say A, how can we test whether another subject (or issue), say B, has im-
pacted the observed opinion concerning A in a (statistically) significant fashion. 
This idea has never been implemented in previous studies using sentiment anal-
ysis. Further, in order to determine the statistical significance of such impact, we 
proposed a method of randomization testing through which we computed the 
p-values of an opinion score calculated for each geographical unit. These solu-
tions are integrated as an analytical framework for measuring and monitoring 
the inequality in public opinion across a geographical area. Based on this 
framework, it is possible to assess the impacts of any other underlying subject, 
say C, D, and so on, on the subject matter A. Fellow researchers or practitioners 
only need to identify the hashtags or keywords relating to a new underlying sub-
ject, and follow the steps incorporated in the framework. As a demonstration, we 
employed “Policing” as the subject matter, A, and “COVID-19 pandemic” as the 
underlying subject. 
Using the new analytical framework, we presented a case study in which 
Twitter data collected over a three month period, across 42 police force areas 
(Pfas) in England and Wales, was used to assess the impact of the COVID-19 
pandemic on the public opinion towards policing. The results reveal that the 
public opinion towards policing is overwhelmingly negative across space and 
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time, and that these negative opinions have been exacerbated significantly by the 
COVID-19 pandemic, particularly in three specific Pfas, namely Staffordshire, 
Thames Valley, and North Wales. These Pfas show statistically significant “low-
er-than-expected” public opinions over time, the results of which are attributa-
ble to a large volume of highly negative COVID-19 tweets. We see evidence of 
spatial and temporal inequality of these significant public opinions across the study 
area. We observed a narrow spatial clustering of significant Pfas. However, we did 
not attribute this patterning to spatial autocorrelation due to the co-adjacency of 
Pfas that exhibit “higher-than-expected” and “lower-than-expected” significant 
opinion scores. In summary, it appears that public tweets about the COVID-19 
pandemic have resulted in a more or less negative opinion in regions across 
England and Wales. 
To the best of our knowledge, this study is the first to apply sentiment analysis 
to the examination of the policing-COVID-19 pandemic association using Twit-
ter data. Only one study has examined the COVID-19-crime association using 
Twitter data [21]. However, they employ thematic analysis, rather than senti-
ment analysis. Hence, the combination of both policing and the COVID-19 
pandemic using sentiment analysis of Twitter data is the application challenge 
that we addressed in this study. 
In order to facilitate the uptake of our analytical framework in a real opera-
tional environment, we provide the open-source code that will allow any poten-
tial user to reproduce the analysis in its entirety. We provide the link to the 
source codes. The open-source code also creates the opportunity for others to 
adapt this study to other areas. 
Lastly, whilst sentiment analysis is increasingly being used across a wide range 
of domains, researchers have criticized the technique for missing the deeper 
context or meaning of communications [34]. Although we address this criticism 
partly by calculating the net opinion score of a tweet using the varying degrees of 
sentiments inherent in the tweet, as well as ensuring that “negated” sentiments 
were captured effectively, the efficacy of these innovations will be assessed in our 
future work. Furthermore, the assumption that tweets that explicitly reference 
the COVID-19 pandemic are distinct in context from those that do not may be 
imperfect. To capture the intention behind a post, even with a manual classifica-
tion, remains a challenge. 
7. Conclusions 
The aim of this study is to assess the impacts of COVID-19 pandemic (tweets) 
on the orientation of public opinion concerning policing across space and time. 
We achieve this aim by developing an analytical framework that deploys opinion 
analysis technique for the purpose of extracting expressed opinions from Twitter 
data and allows a systematic assessment of impacts of subject matters within the 
tweets on one another. We demonstrated the utility of the analytical framework 
by revealing how COVID-19 pandemic (tweets) have exacerbated and/or dece-
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lerated public opinions towards policing across England and Wales. 
A reliable and accessible analytical framework for measuring inequality in 
public opinions concerning policing could aid in the overall assessment of the 
quality and effectiveness of public policing, as it could help to understand com-
munity’s needs and priorities, as well as the performance of the police in satisfy-
ing those needs. Such an analytical framework would enable: a police analyst to 
evaluate the police service; police decision makers to be better able to guide their 
organizations in order to provide maximum value to citizens; and police officers 
to know what is expected of them. Our proposed analytical framework serves 
these operational goals. 
While valuable, the general notion of “positive” or “negative” opinion pro-
vides nothing more than a general sense of the public’s confidence and trust in 
the police. More specific questions need to be asked in order to understand what 
it is that the citizens are satisfied or dissatisfied about when it comes to the po-
lice service. Answering more complex questions using Twitter data is an area 
that we intend to focus on in the future. Meanwhile, there is a large-scale annual 
survey of public opinion carried out to assess current perceptions of the police 
across Pfas in England and Wales. Our future research plan includes a compara-
tive study between this survey approach and the use of the social media system.  
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Supplementary Material 
Manuscript: An Analytical Framework for Measuring Inequality in the Public 
Opinions on Policing—Assessing the impacts of COVID-19 Pandemic using 
Twitter Data 
Authors: Adepeju Monsuru, FataiJimoh 
1) “Observation” Table: 
The observation table show the computed opinion scores based on the ob-
served and expected tweet documents (i.e. OSD and ESD). The “Mean Opinion 
score_ESD” is the average score over 999 replications. See the source code on 








Negative ESD Positive ESD 
Mean Opinion 
scores ESD 
Time Steps Region 
Cheshire 55.93 44.07 −11.86 56.24 43.76 −12.48 t1 North West 
Cheshire 55.15 44.85 −10.30 54.79 45.21 −9.58 t2 North West 
Cheshire 54.35 45.65 −8.70 54.17 45.83 −8.33 t3 North West 
Cumbria 62.13 37.87 −24.26 62.32 37.68 −24.64 t1 North West 
Cumbria 66.63 33.37 −33.26 66.47 33.53 −32.93 t2 North West 
Cumbria 63.83 36.17 −27.66 63.85 36.15 −27.70 t3 North West 
Greater.Manchester 65.55 34.45 −31.10 65.30 34.70 −30.59 t1 North West 
Greater.Manchester 61.97 38.03 −23.94 61.96 38.04 −23.92 t2 North West 
Greater.Manchester 64.72 35.28 −29.44 64.64 35.36 −29.28 t3 North West 
Lancashire 63.14 36.86 −26.28 63.29 36.71 −26.58 t1 North West 
Lancashire 64.65 35.35 −29.30 63.86 36.14 −27.72 t2 North West 
Lancashire 63.02 36.98 −26.04 63.14 36.86 −26.28 t3 North West 
Merseyside 64.58 35.42 −29.16 64.73 35.27 −29.47 t1 North West 
Merseyside 63.90 36.10 −27.80 64.19 35.81 −28.38 t2 North West 
Merseyside 62.77 37.23 −25.54 62.77 37.23 −25.54 t3 North West 
Cleveland 57.89 42.11 −15.78 57.40 42.60 −14.80 t1 North East 
Cleveland 61.51 38.49 −23.02 62.25 37.75 −24.51 t2 North East 
Cleveland 56.31 43.69 −12.62 55.71 44.29 −11.43 t3 North East 
Durham 62.30 37.70 −24.60 61.66 38.34 −23.33 t1 North East 
Durham 64.04 35.96 −28.08 63.98 36.02 −27.97 t2 North East 
Durham 62.68 37.32 −25.36 62.24 37.76 −24.47 t3 North East 
Northumbria 61.14 38.86 −22.28 61.24 38.76 −22.48 t1 North East 
Northumbria 59.78 40.22 −19.56 60.54 39.46 −21.08 t2 North East 
Northumbria 63.32 36.68 −26.64 62.17 37.83 −24.33 t3 North East 
Humberside 62.84 37.16 −25.68 61.84 38.16 −23.68 t1 
Yorkshire and the 
Humber 
Humberside 68.60 31.40 −37.20 69.54 30.46 −39.08 t2 
Yorkshire and the 
Humber 
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Continued 
Humberside 60.11 39.89 −20.22 60.27 39.73 −20.54 t3 
Yorkshire and the 
Humber 
North.Yorkshire 64.35 35.65 −28.70 63.29 36.71 −26.57 t1 
Yorkshire and the 
Humber 
North.Yorkshire 61.87 38.13 −23.74 61.59 38.41 −23.18 t2 
Yorkshire and the 
Humber 
North.Yorkshire 60.94 39.06 −21.88 60.32 39.68 −20.63 t3 
Yorkshire and the 
Humber 
South.Yorkshire 64.74 35.26 −29.48 64.15 35.85 −28.31 t1 
Yorkshire and the 
Humber 
South.Yorkshire 65.79 34.21 −31.58 66.16 33.84 −32.31 t2 
Yorkshire and the 
Humber 
South.Yorkshire 62.42 37.58 −24.84 62.58 37.42 −25.17 t3 
Yorkshire and the 
Humber 
West.Yorkshire 62.31 37.69 −24.62 64.11 35.89 −28.23 t1 
Yorkshire and the 
Humber 
West.Yorkshire 62.76 37.24 −25.52 63.21 36.79 −26.42 t2 
Yorkshire and the 
Humber 
West.Yorkshire 61.59 38.41 −23.18 61.47 38.53 −22.93 t3 
Yorkshire and the 
Humber 
Staffordshire 84.75 15.25 −69.50 75.54 24.46 −51.09 t1 West Midlands 
Staffordshire 87.13 12.87 −74.26 75.83 24.17 −51.66 t2 West Midlands 
Staffordshire 78.65 21.35 −57.30 68.95 31.05 −37.91 t3 West Midlands 
Warwickshire 66.77 33.23 −33.54 68.55 31.45 −37.11 t1 West Midlands 
Warwickshire 67.11 32.89 −34.22 68.14 31.86 −36.28 t2 West Midlands 
Warwickshire 59.96 40.04 −19.92 59.94 40.06 −19.88 t3 West Midlands 
West.Mercia 63.19 36.81 −26.38 63.04 36.96 −26.07 t1 West Midlands 
West.Mercia 61.54 38.46 −23.08 61.77 38.23 −23.53 t2 West Midlands 
West.Mercia 62.37 37.63 −24.74 62.46 37.54 −24.91 t3 West Midlands 
West.Midlands 60.77 39.23 −21.54 60.75 39.25 −21.49 t1 West Midlands 
West.Midlands 63.06 36.94 −26.12 62.61 37.39 −25.23 t2 West Midlands 
West.Midlands 60.88 39.12 −21.76 61.29 38.71 −22.58 t3 West Midlands 
Derbyshire 60.22 39.78 −20.44 60.23 39.77 −20.46 t1 East Midlands 
Derbyshire 61.94 38.06 −23.88 60.75 39.25 −21.51 t2 East Midlands 
Derbyshire 60.84 39.16 −21.68 60.01 39.99 −20.01 t3 East Midlands 
Leicestershire 61.93 38.07 −23.86 62.11 37.89 −24.21 t1 East Midlands 
Leicestershire 66.58 33.42 −33.16 66.60 33.40 −33.20 t2 East Midlands 
Leicestershire 64.97 35.03 −29.94 65.46 34.54 −30.92 t3 East Midlands 
Lincolnshire 60.39 39.61 −20.78 60.21 39.79 −20.43 t1 East Midlands 
Lincolnshire 63.96 36.04 −27.92 64.23 35.77 −28.45 t2 East Midlands 
Lincolnshire 63.30 36.70 −26.60 63.92 36.08 −27.84 t3 East Midlands 
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Northamptonshire 55.33 44.67 −10.66 54.54 45.46 −9.07 t1 East Midlands 
Northamptonshire 54.39 45.61 −8.78 54.22 45.78 −8.44 t2 East Midlands 
Northamptonshire 57.59 42.41 −15.18 57.06 42.94 −14.12 t3 East Midlands 
Nottinghamshire 59.28 40.72 −18.56 58.62 41.38 −17.25 t1 East Midlands 
Nottinghamshire 59.66 40.34 −19.32 59.42 40.58 −18.85 t2 East Midlands 
Nottinghamshire 59.97 40.03 −19.94 60.53 39.47 −21.06 t3 East Midlands 
Bedfordshire 60.19 39.81 −20.38 59.51 40.49 −19.03 t1 Eastern 
Bedfordshire 54.49 45.51 −8.98 54.39 45.61 −8.78 t2 Eastern 
Bedfordshire 59.67 40.33 −19.34 59.43 40.57 −18.86 t3 Eastern 
Cambridgeshire 66.27 33.73 −32.54 66.58 33.42 −33.17 t1 Eastern 
Cambridgeshire 64.26 35.74 −28.52 64.17 35.83 −28.35 t2 Eastern 
Cambridgeshire 63.43 36.57 −26.86 63.90 36.10 −27.79 t3 Eastern 
Essex 64.43 35.57 −28.86 64.72 35.28 −29.44 t1 Eastern 
Essex 61.24 38.76 −22.48 61.40 38.60 −22.80 t2 Eastern 
Essex 62.88 37.12 −25.76 64.22 35.78 −28.44 t3 Eastern 
Hertfordshire 61.89 38.11 −23.78 61.88 38.12 −23.76 t1 Eastern 
Hertfordshire 60.30 39.70 −20.60 59.96 40.04 −19.92 t2 Eastern 
Hertfordshire 61.25 38.75 −22.50 61.40 38.60 −22.79 t3 Eastern 
Norfolk 65.83 34.17 −31.66 65.28 34.72 −30.55 t1 Eastern 
Norfolk 63.87 36.13 −27.74 64.57 35.43 −29.13 t2 Eastern 
Norfolk 62.74 37.26 −25.48 63.08 36.92 −26.16 t3 Eastern 
Suffolk 64.44 35.56 −28.88 64.55 35.45 −29.11 t1 Eastern 
Suffolk 62.30 37.70 −24.60 63.29 36.71 −26.58 t2 Eastern 
Suffolk 63.18 36.82 −26.36 63.05 36.95 −26.11 t3 Eastern 
Dyfed.Powys 63.84 36.16 −27.68 64.81 35.19 −29.61 t1 Wales 
Dyfed.Powys 62.78 37.22 −25.56 62.53 37.47 −25.07 t2 Wales 
Dyfed.Powys 59.75 40.25 −19.50 59.18 40.82 −18.36 t3 Wales 
Gwent 58.04 41.96 −16.08 57.53 42.47 −15.06 t1 Wales 
Gwent 61.34 38.66 −22.68 61.07 38.93 −22.13 t2 Wales 
Gwent 61.14 38.86 −22.28 61.24 38.76 −22.48 t3 Wales 
North.Wales 83.24 16.76 −66.48 73.97 26.03 −47.93 t1 Wales 
North.Wales 86.44 13.56 −72.88 75.28 24.72 −50.56 t2 Wales 
North.Wales 77.38 22.62 −54.76 67.66 32.34 −35.33 t3 Wales 
South.Wales 66.82 33.18 −33.64 66.99 33.01 −33.98 t1 Wales 
South.Wales 62.15 37.85 −24.30 62.13 37.87 −24.26 t2 Wales 
South.Wales 62.38 37.62 −24.76 62.68 37.32 −25.37 t3 Wales 
Avon.and.Somerset 64.63 35.37 −29.26 64.36 35.64 −28.73 t1 South West 
Avon.and.Somerset 63.12 36.88 −26.24 63.14 36.86 −26.28 t2 South West 
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Avon.and.Somerset 61.98 38.02 −23.96 62.36 37.64 −24.72 t3 South West 
Devon.and.Cornwall 62.17 37.83 −24.34 62.23 37.77 −24.47 t1 South West 
Devon.and.Cornwall 61.71 38.29 −23.42 61.15 38.85 −22.30 t2 South West 
Devon.and.Cornwall 58.82 41.18 −17.64 58.43 41.57 −16.86 t3 South West 
Dorset 66.96 33.04 −33.92 67.15 32.85 −34.29 t1 South West 
Dorset 64.68 35.32 −29.36 64.56 35.44 −29.12 t2 South West 
Dorset 62.80 37.20 −25.60 62.81 37.19 −25.63 t3 South West 
Gloucestershire 65.64 34.36 −31.28 65.85 34.15 −31.71 t1 South West 
Gloucestershire 59.32 40.68 −18.64 59.30 40.70 −18.60 t2 South West 
Gloucestershire 62.83 37.17 −25.66 62.60 37.40 −25.20 t3 South West 
Wiltshire 64.30 35.70 −28.60 65.10 34.90 −30.20 t1 South West 
Wiltshire 64.57 35.43 −29.14 65.15 34.85 −30.29 t2 South West 
Wiltshire 62.57 37.43 −25.14 62.52 37.48 −25.04 t3 South West 
Metropolitan.Police 65.96 34.04 −31.92 66.16 33.84 −32.32 t1 South East 
Metropolitan.Police 65.59 34.41 −31.18 65.80 34.20 −31.59 t2 South East 
Metropolitan.Police 65.62 34.38 −31.24 65.89 34.11 −31.79 t3 South East 
Hampshire 62.92 37.08 −25.84 63.74 36.26 −27.48 t1 South East 
Hampshire 62.64 37.36 −25.28 61.71 38.29 −23.42 t2 South East 
Hampshire 57.94 42.06 −15.88 58.45 41.55 −16.90 t3 South East 
Kent 64.10 35.90 −28.20 64.71 35.29 −29.42 t1 South East 
Kent 63.17 36.83 −26.34 62.88 37.12 −25.76 t2 South East 
Kent 61.96 38.04 −23.92 61.81 38.19 −23.61 t3 South East 
Surrey 62.56 37.44 −25.12 61.80 38.20 −23.61 t1 South East 
Surrey 60.99 39.01 −21.98 61.55 38.45 −23.11 t2 South East 
Surrey 58.98 41.02 −17.96 58.63 41.37 −17.27 t3 South East 
Sussex 58.02 41.98 −16.04 57.13 42.87 −14.26 t1 South East 
Sussex 57.74 42.26 −15.48 56.99 43.01 −13.98 t2 South East 
Sussex 56.87 43.13 −13.74 56.62 43.38 −13.24 t3 South East 
Thames.Valley 88.25 11.75 −76.50 79.52 20.48 −59.05 t1 South East 
Thames.Valley 90.26 9.74 −80.52 80.54 19.46 −61.08 t2 South East 
Thames.Valley 83.27 16.73 −66.54 73.32 26.68 −46.65 t3 South East 
 
2) “P-values” and “Position” Tables (Combined) 
The table below shows the statistical significant values of observed opinion 
scores (columns 2 - 4), as well as the position of the observed opinion scores 
(columns 5 - 7) in relation to the mean of the “999” expected opinion scores 
computed. A position value is set as “TRUE” if the observed opinion score is 
greater than the mean expectation, and “0” if less or equal to the mean expecta-
tion. 
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PFA p_value_t1 p_value_t2 p_value_t3 Position_t1 Position_t2 Position_t3 Region 
Cheshire 0.268 0.079 0.31 TRUE 0 0 North West 
Cumbria 0.32 0.328 0.452 TRUE 0 TRUE North West 
Greater Manchester 0.204 0.475 0.373 0 0 0 North West 
Lancashire 0.337 0.009 0.336 TRUE 0 TRUE North West 
Merseyside 0.323 0.125 0.467 TRUE TRUE TRUE North West 
Cleveland 0.281 0.16 0.221 0 TRUE 0 North East 
Durham 0.164 0.417 0.196 0 0 0 North East 
Northumbria 0.377 0.085 0.047 TRUE TRUE 0 North East 
Humberside 0.088 0.046 0.379 0 TRUE TRUE 
Yorkshire and the 
Humber 
North Yorkshire 0.006 0.188 0.045 0 0 0 
Yorkshire and the 
Humber 
South Yorkshire 0.041 0.083 0.285 0 TRUE TRUE 
Yorkshire and the 
Humber 
West Yorkshire 0.001 0.043 0.326 TRUE TRUE 0 
Yorkshire and the 
Humber 
Staffordshire 0.001 0.001 0.001 0 0 0 West Midlands 
Warwickshire 0.006 0.01 0.436 TRUE TRUE 0 West Midlands 
West Mercia 0.305 0.226 0.366 0 TRUE TRUE West Midlands 
West Midlands 0.442 0.032 0.071 0 0 TRUE West Midlands 
Derbyshire 0.444 0.007 0.062 TRUE 0 0 East Midlands 
Leicestershire 0.285 0.456 0.036 TRUE TRUE TRUE East Midlands 
Lincolnshire 0.309 0.162 0.015 0 TRUE TRUE East Midlands 
Northamptonshire 0.111 0.346 0.156 0 0 0 East Midlands 
Nottinghamshire 0.091 0.231 0.077 0 0 TRUE East Midlands 
Bedfordshire 0.137 0.375 0.317 0 0 0 Eastern 
Cambridgeshire 0.244 0.366 0.145 TRUE 0 TRUE Eastern 
Essex 0.204 0.326 0.006 TRUE TRUE TRUE Eastern 
Hertfordshire 0.43 0.24 0.336 0 0 TRUE Eastern 
Norfolk 0.118 0.07 0.24 0 TRUE TRUE Eastern 
Suffolk 0.369 0.036 0.367 TRUE TRUE 0 Eastern 
Dyfed-Powys 0.138 0.307 0.198 TRUE 0 0 Wales 
Gwent 0.189 0.338 0.394 0 0 TRUE Wales 
North Wales 0.001 0.001 0.001 0 0 0 Wales 
South Wales 0.325 0.45 0.224 TRUE 0 TRUE Wales 
Avon and Somerset 0.206 0.42 0.107 0 TRUE TRUE South West 
Devon and Cornwall 0.389 0.01 0.076 TRUE 0 0 South West 
Dorset 0.314 0.371 0.467 TRUE 0 TRUE South West 
Gloucestershire 0.257 0.454 0.251 TRUE 0 0 South West 
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Wiltshire 0.065 0.097 0.413 TRUE TRUE 0 South West 
Metropolitan Police 0.105 0.073 0.037 TRUE TRUE TRUE South East 
Hampshire 0.034 0.012 0.114 TRUE 0 TRUE South East 
Kent 0.074 0.196 0.345 TRUE 0 0 South East 
Surrey 0.098 0.128 0.274 0 TRUE 0 South East 
Sussex 0.013 0.019 0.241 0 0 0 South East 
Thames Valley 0.001 0.001 0.001 0 0 0 South East 
 
 
