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Os sistemas informáticos têm um papel cada vez mais importante numa instituição. 
A sua complexidade requer uma monitorização constante de equipamentos de hardware e 
de software, de forma a garantir um sistema fiável, robusto e de alta produtividade. Os 
resultados dessa monitorização são informação imprescindível para qualquer responsável 
pela administração de redes. No entanto, é cada vez mais comum disponibilizar parte dessa 
informação ao utilizador final, de modo a que este tenha uma melhor perceção do estado 
dos serviços que utiliza. 
Neste trabalho, estudamos vários sistemas de monitorização de redes de domínio 
público, ressaltamos as suas funcionalidades, vantagens e desvantagens e definimos uma 
categorização. Nesta categorização, dividimos os sistemas em monitorização de estados e 
alarmística, e visualização gráfica de dados monitorizados. Com base neste estudo e 
categorização e atendendo às necessidades básicas principais do ambiente a ser 
monitorizado, a Escola Superior de Tecnologia da Saúde do Porto (ESTSP), desenvolvemos 
e implementamos um mecanismo de dashboard ajustado à população alvo do nosso 
sistema: estudantes, docentes e funcionários. Neste dashboard, reunimos toda a informação 
necessária, de forma gráfica, com visões diferentes para administrador e utilizador final, de 











Computer systems play an increasingly important role in an institution. Their 
complexity requires constant monitoring of hardware and software equipment to ensure a 
reliable, robust and high productivity system. The results of this monitoring are essential 
information for anyone responsible for network administration. However, it is increasingly 
common to provide some of this information to the end user, in order to provide a better 
perception of the status of the services they use.  
We studied various open source systems of network monitoring, highlighting their 
features, advantages and disadvantages and define a categorization. In this categorization, 
we divided the monitoring systems of states and alerts, and graphical visualization of 
monitored data. Based on this study and categorization and considering the basic needs of the 
main environment being monitored, the School of Health Technology of Porto (ESTSP), we 
developed and implemented a dashboard mechanism adjusted to the target population of our 
system: students, teachers and employees. In this dashboard, we gather all necessary 
information, in graphical form, with different views for administrator and end user, in a 
transparent manner, making use of the base monitoring systems chosen after our study.  
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Os sistemas e as redes informáticas estão em constante evolução e rápido crescimento 
em termos de dimensão e complexidade, tornando-se cada vez mais intrincada a sua gestão 
e manutenção por parte das equipas de Tecnologias de Informação. Adicionalmente, é comum 
coexistir uma grande heterogeneidade de dispositivos dentro da mesma estrutura, todos eles 
de um modo ou outro interligados entre si, de diversas formas, quer por rede, quer por outro 
tipo de conexão. 
Do pleno funcionamento destes sistemas dependem instituições, empresas, podendo uma 
pequena falha resultar em longas paragens dos sistemas. A responsabilidade recai em 
eliminar falhas, ou na minimização das mesmas e seus consequentes riscos, uma vez que, 
como referido, poderiam ter desfechos graves para as instituições e seus utilizadores, 
originando elevados prejuízos. 
Desta forma revela-se essencial que todos os sistemas sejam monitorizados em tempo 
real, lançando alertas, não só em caso de falha mas também, desejavelmente, prevendo e 
antecipando essas falhas, lançando avisos informando os técnicos de que o problema 
acontecerá caso não sejam encetadas as medidas adequadas.  
 
1.1. Contextualização 
Este estudo pretende trazer para a agenda uma temática que se prende com a 
monitorização de sistemas, tendo em consideração a sua aplicabilidade a um contexto 
institucional real. Como tal, representa um desafio acrescido por ser expectável propor mais 
do que soluções simples para questões exigentes do ponto de vista da gestão diária mas sim 
avançar pontos de discussão e destacar possibilidades que reflitam as preocupações dos 
administradores de rede da Escola Superior de Tecnologia da Saúde do Porto (ESTSP), bem 
como dos utilizadores finais [1]. 
As principais preocupações dos utilizadores são: 
 A fiabilidade dos sistemas informáticos; 
 A disponibilidade dos sistemas informáticos; 
 A colaboração do sistema de monitorização em situações adversas. Por exemplo, 
avisos e alertas no caso de haver problemas numa plataforma ou serviço online, 
uma impressora com encravamento ou falta de papel, a rede wireless com excesso 
de utilizadores ou access points com problemas, etc. 
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Atualmente, a monitorização de redes representa um elemento central na gestão de uma 
rede, a qual é definida como atividades, métodos, processos e ferramentas que suportam a 
operação e manutenção da rede. Uma forma comum de caracterizar a gestão de redes é 
através do padrão FCAPS [2], que será detalhado na secção 2.2.1, e o qual iremos ter em conta 
neste trabalho, nomeadamente, em três das cinco áreas funcionais do padrão, Fault 
Management, Accounting Management e Performance Management [3]. 
 
Nesta etapa de contextualização à qual nos propomos, importa também fazer uma breve 
resenha do entorno onde nos inserimos para desenvolver este trabalho. A ESTSP é 
atualmente, na área da Saúde, a maior Instituição de Ensino Superior em Portugal e é a 
terceira maior Escola do Instituto Politécnico do Porto - maior Instituição de Ensino Superior 
Politécnico em Portugal – contando com cerca de 2200 estudantes. Distingue-se não só pelo 
vasto leque de cursos que oferece, mas também pela sua dinâmica de crescimento com 
qualidade. De salientar que a ESTSP é uma Instituição de Ensino Superior devidamente 
certificada. O processo de Implementação do Sistema de Gestão da Qualidade (SGQ), pelo SO 
9001:2008, foi obtido a 12 de Agosto de 2011, com uma validade de três anos. É por isso 
imprescindível a melhoria contínua dos sistemas de informação e das ferramentas de 
monitorização associadas, no sentido de melhorar a qualidade dos serviços. 
 
1.2. Objetivos 
Com base nos requisitos necessários ao ambiente de aplicação deste estudo, temos como 
principais objetivos: 
a) Descrever as características dos sistemas de monitorização; 
b) Comparar sistemas de monitorização de redes e sistemas informáticos; 
c) Averiguar as possibilidades de exequibilidade de mobilização dos sistemas estudados 
ao contexto real da Escola Superior de Tecnologia da Saúde do Porto e selecionar o(s) 
que melhor se adequam; 
d) Aplicar os principais conceitos e funcionalidades do(s) sistema(s) selecionado(s) ao 
desenvolvimento de um Dashboard para a ESTSP, ou seja, um sistema de informação 
para monitorização de recursos para o utilizador final, em que se apresente 
informação relativa ao estado de determinados dispositivos, serviços ou outros 
equipamentos que sejam cruciais no funcionamento dos sistemas informáticos da 
instituição. 
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Tendo em conta os quatro objetivos acima propostos, e considerando que é pacífico 
afirmar que o último se enquadra claramente no desenvolvimento de uma aplicação 
informática, importa referir que nos centraremos neste último visto tratar-se do principal 
contributo deste estudo. 
A exploração da aplicabilidade dos sistemas de monitorização estudados e suas 
potencialidades ao contexto da ESTSP levou-nos a desenvolver uma nova plataforma, um 
Dashboard, que tem como principal intuito o interface com o utilizador final.  
É expectável e desejável que esta aplicação se torne uma ferramenta de trabalho de 
utilização diária que permita a monitorização de um contexto que envolve um parque 
informático com cerca de 300 computadores. É ainda de considerar que em termos de 
utilizadores, no limite poder-se-á ter, 2500 (contabilizando estudantes, docentes e não-
docentes) pessoas em rotatividade a utilizar este mesmo parque informático. Mais ainda, se 
dá relevo ao facto do bom funcionamento e correta utilização dos sistemas em questão 
(impressoras, rede local e sem fios, computadores, servidores, etc) depender desta aplicação. 
 
1.4. Organização do documento 
Este texto está organizado em capítulos estruturados da seguinte forma: 
Capitulo 1 – Introdução 
Neste capítulo é introduzido o tema do trabalho através da sua contextualização, os objetivos 
traçados, as contribuições para a comunidade académica e empresarial, e por fim, este ponto, 
o modo como está organizado o documento. 
 
Capítulo 2 – Sistemas de Monitorização 
Neste capítulo apresentamos a fundamentação e conceitos básicos de monitorização de 
sistemas, passando depois à descrição do protocolo de camada de aplicação SNMP, que vai 
ser utilizado pelas ferramentas de monitorização dos dispositivos. Faz-se uma breve 
abordagem aos modelos de gestão de redes atuais. E por fim, estuda-se os sistemas de 
monitorização de código aberto existentes atualmente, culminando numa comparação entre 
eles, com base em parâmetros específicos. 
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Capítulo 3 – NAGIOS 
Neste capítulo é feita uma análise detalhada ao sistema de monitorização de redes NAGIOS, 
descrevendo a sua arquitetura, configurações base, o modo como faz a verificação do estado 
dos hosts e serviços e, finalmente, os plug-ins utilizados. 
 
Capítulo 4 – ESTSP DASHBOARD 
Como descrito na introdução, o propósito do desenvolvimento do Dashboard foi o principal 
impulsionador deste trabalho, o que levou a todo o estudo e implementação das várias 
ferramentas de monitorização de redes e sistemas. Neste capítulo são então definidos os 
objetivos do Dashboard, o interface a desenvolver e as linguagens de programação a utilizar. 
É mostrada a estrutura dos ficheiros utilizada, tal como ficheiros de configuração e a sua 
aplicabilidade a outras instituições ou empresas. Por fim é exibido o interface real da 
aplicação em funcionamento. 
  
Capítulo 5 – Conclusão e Trabalhos Futuros 
Neste capítulo, que corresponde à súmula deste estudo, destacamos as principais ilações 
retiradas no decorrer do mesmo, bem como avançamos propostas e linhas de investigação 
futuras que possam complementar o trabalho ora desenvolvido. 
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2. MONITORIZAÇÃO DE SISTEMAS 
2.1. Fundamentos/Conceitos Básicos 
A monitorização de sistemas é hoje em dia crucial para o normal funcionamento de 
qualquer empresa. O administrador da rede deve ter a noção, em tempo real, do estado de 
todos os sistemas críticos, como por exemplo em servidores, o espaço em disco e a utilização 
do CPU e memória, o tráfego na rede e a largura de banda utilizada, entre outros. 
Para isso, têm sido desenvolvidas aplicações ao longo dos anos que possibilitam a 
monitorização automática dos sistemas. Essas aplicações têm como principal função a 
recolha de diversas informações úteis, vindas de diversas partes da rede. Essa recolha é 
normalmente feita por agentes que verificam o estado dos dispositivos de rede [4]. 
Com a expansão e aumento da complexidade das redes, as aplicações de monitorização 
de redes têm cada vez mais importância, e têm também de encontrar mais formas de 
verificação do estado dos dispositivos e dos serviços de rede. É por isso muito importante 
definir os objetivos a alcançar na monitorização de redes, e com esse intuito William Stallings 
[5] concluiu que três das cinco áreas funcionais do modelo de gestão de redes OSI (Open 
Systems Interconnect) constituíam esses objetivos, nomeadamente, performance monitoring, 
fault monitoring e account monitoring.  As outras duas áreas funcionais do modelo OSI que 
não estão relacionadas com a monitorização de sistemas são configuration management e 
security management [4]. A primeira está relacionada com a instalação e configuração de 
software, e a segunda, apesar de ser das mais importantes nos sistemas de informação, a 
segurança, pertence a outra área, os sistemas de antivírus, sistemas de firewall, entre outros. 
No que concerne ao primeiro objetivo, performance monitoring, ou seja, à medição da 
performance da rede são identificadas três questões: (1) a utilização da informação de 
performance para planeamento de expansão futura da rede e identificação de problemas de 
utilização da rede atuais, (2) o tempo de monitorização ser o suficiente para que seja possível 
estabelecer o modelo de comportamento da rede,  e (3) deve ser selecionado o que medir, por 
exemplo, disponibilidade do circuito, tempo de resposta, etc [4]. 
No segundo objetivo, fault monitoring, deve-se ter em conta, em primeiro lugar, em que 
camada de rede ocorre o problema, e em segundo, dependendo das características da rede, 
definir em que circunstâncias é considerado erro e quando não é. Por exemplo, erros de 
transmissão de dados só são considerados quando o número de erros ultrapassa um 
determinado valor [4]. 
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O terceiro objetivo, account monitoring trata de como os utilizadores utilizam a rede, por 
exemplo, que número de utilizadores utiliza os dispositivos de rede e com que frequência são 
utilizados [4]. 
As aplicações de monitorização de redes utilizam o modelo Gestor/Cliente. Quando 
comparamos com o modelo cliente/servidor, o gestor corresponde ao cliente e o agente 
corresponde ao servidor. Neste modelo o gestor dá instruções, controla e administra os 
agentes, enquanto que os agentes relatam os problemas ao gestor [6]. Esta troca de 
informação é levada a cabo através do protocolo SNMP (Simple Network Management 
Protocol), que será detalhado na secção 2.3.  
 
2.2. Modelos de gestão de redes 
Para uma monitorização eficiente e íntegra de sistemas e redes é necessário existirem 
padrões e guias que possam ser seguidos pelos responsáveis de tecnologias de informação, 
assim como por todos os utilizadores envolvidos na utilização dessas tecnologias de 
informação. Isto também porque é necessário muitas vezes efetuar comparações entre 
sistemas, e para isso utilizam-se esses mesmos padrões comparando-se as suas 
características e funcionalidades. 
Seguidamente será feita a análise de dois dos mais importantes padrões para sistemas de 
gestão de redes: FCAPS e ITIL. 
 
2.2.1. FCAPS 
FCAPS é o acrónimo de Fault, Configuration, Accounting, Performance e Security [2]. É um 
modelo padrão utilizado por sistemas de gestão de redes para gerir ambientes escaláveis e 
minimizar as falhas na rede. O modelo tornou-se padrão pela ISO para redes de comunicações 
mas mais tarde foi também estendida a redes de dados. 
A Figura 1 mostra a interação de cada área funcional da norma FCAPS, as quais serão 
detalhadas a seguir, onde é possível verificar que a gestão de segurança está ligada a todas as 
outras funções, dada a sua importância. É também evidente que a gestão de configuração é a 
função base das outras funções pois fornece os dados essenciais. 
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Figura 1 - Interação das funções FCAPS [7] 
Fault Management é a área responsável pela deteção, isolamento e correção de 
comportamentos anormais, no sentido de manter os serviços operacionais minimizando as 
falhas.  
Configuration Management é a função que faz a localização e recolha de informação 
sobre os dispositivos. É nesta área onde são instalados novos programas, novos 
equipamentos, modificados sistemas e removidos sistemas e programas obsoletos. 
Accounting Management efetua a medição da utilização da rede e é responsável pela 
imputação de custos aos utilizadores. É neste nível também que se determina como distribuir 
os recursos pelos utilizadores otimizando os custos de operação. 
Performance Management é a função responsável pela recolha de estatísticas e 
avaliação do desempenho em condições normais e degradadas, no sentido de encontrar 
melhorias que contribuam para o aumento da performance geral. 
Security Management como já mencionado anteriormente, é das funções mais 
importantes, e por isso está ligado a todas as funções, e é responsável por assegurar toda a 
segurança na rede e nos sistemas. É responsável por proteger a rede de acessos não 
autorizados, quer fisicamente quer acesso de utilizadores de rede sem autorização. 
 
2.2.2. ITIL 
ITIL (Information Technology Infrastructure Library) [8] [9]  é um conjunto de boas 
práticas para as tecnologias de informação que nasceu em 1980 na Inglaterra, na Central 
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Computer and Telecommunications Agency. A versão atual foi publicada em Abril de 2011 e 
conforme se pode ver na Figura 2, compreende cinco volumes: 
 ITIL Service Strategy 
 ITIL Service Design 
 ITIL Service Transition 
 ITIL Service Operation 
 ITIL Continual Service Improvement 
 
Figura 2 - Estrutura do ITIL [9] 
 
Antes de detalhar cada um dos pontos, importa definir o conceito de serviço (Figura 
3). Segundo a ITIL, serviço é a forma de fornecer valor acrescentado aos clientes, facilitando 
ou ajudando-os a alcançar os resultados desejados, sem que tenham de assumir os custos e 
os riscos específicos. Ou seja, o cliente quer e deve concentrar-se no seu negócio e não tem 
que se preocupar com detalhes da entrega do serviço. Por exemplo, no serviço de email, é 
gerado serviço quando o utilizador recebe ou envia um email, não se importando qual 
servidor ou software está a utilizar para atingir o fim que pretende. Outros exemplos de 
serviços são: suporte ao utilizador, aplicações de escritório, serviço de armazenamento de 
pastas de rede, aplicações web, entre outros. 
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Figura 3 - Conceito de Serviço no ITIL [9] 
Service Strategy é um conjunto de normas que ajudam as organizações a definir os 
serviços que pretendem desenvolver de acordo com a estratégia da própria organização, e de 
modo a que os objetivos do negócio sejam atingidos.    
Service Design é das fases mais importantes do ITIL, pois é nesta fase que são 
desenhados os serviços e processos definidos na fase anterior. São definidos os princípios do 
desenho e os métodos e estratégias para atingir os objetivos dos serviços. É nesta fase que 
são definidos por exemplo, o nível de serviço que vai ser prestado, a capacidade do serviço, a 
disponibilidade do serviço, entre outros, conforme Figura 4. 
 
Figura 4 - Processos ITIL [9] 
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Service Transition é a fase em que os serviços desenhados são colocados em produção. 
São disponibilizados ao utilizador todos os serviços garantindo que qualquer problema que 
ocorra nesta fase ou qualquer pormenor que cause impacto ao utilizador, esteja prevista a 
sua resolução rápida, minimizando esse impacto de forma a gerar valor para a organização. 
Fazem então parte deste conjunto de normas os seguintes processos: a gestão de mudança, a 
gestão de configurações e de ativos de serviço, a validação e testes dos serviços, entre outros.  
Service Operation é o conjunto de normas que fornece instruções para uma entrega 
efetiva e eficiente do serviço ao utilizador, bem como instruções de suporte de forma a 
assegurar que é fornecido valor acrescentado ao cliente. Nesta fase há um conjunto de 
processos a ter em conta para que a operação ocorra sem problemas, são eles a gestão de 
problemas, gestão de incidentes, gestão de eventos, gestão de acessos, gestão do helpdesk, 
entre outros. 
Continual Service Improvement é a última fase do ciclo e é aqui que se verifica se os 
objetivos definidos inicialmente foram atingidos, e o que se pode fazer para melhorar sempre 
esses objetivos. Fazem por isso parte deste ponto os processos de medição dos objetivos do 
serviço, relatórios do funcionamento do serviço e por fim, medidas para melhorar os níveis 
de serviço. 
 
2.2.3. FCAPS vs ITIL 
FACPS é um padrão que nasceu com a sua enfâse na gestão de redes de telecomunicações. 
As cinco categorias do FACPS, já enumeradas anteriormente, descrevem os cinco tipos de 
informação sobre a qual os sistemas funcionam, sem dar importância à vertente do negócio. 
O padrão ITIL foca-se na gestão do serviço baseado nas melhores práticas e tendo sempre em 
conta a organização do negócio. Ou seja, FCAPS privilegia a tecnologia enquanto o ITIL se foca 
no negócio, na qualidade do serviço prestado pela empresa [10]. 
 
2.3. Protocolo SNMP 
2.3.1. SNMP 
O SNMP (Simple Network Management Protocol) é um protocolo simples de gestão de 
redes, criado em 1988 devido à necessidade de um standard para gerir dispositivos IP 
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(Internet Protocol). A principal função deste protocolo consiste em fornecer aos 
administradores um conjunto simples de operações que permitem controlar os dispositivos 
remotamente [11]. 
Este conjunto de operações permite alterar o estado de um determinado dispositivo, 
como por exemplo, desativar uma interface de rede num router ou monitorizar a velocidade 
a que essa interface está a transmitir dados. Permitem também, por exemplo, monitorizar a 
temperatura de um switch de rede, ou gerar um alerta quando está muito elevada. Este 
protocolo permite ainda controlar outro tipo de dispositivos, tais como, sistemas Unix, 
sistemas Windows, impressoras, UPSs, entre outros. 
Atualmente, a entidade responsável por definir os protocolos standard que regem o 
tráfego na internet (IETF), tem aprovado três versões SNMP: 
 SNMP versão 1 (SNMPv1) é a versão inicial, em que a segurança é baseada em 
comunidades, que não são mais do que palavras passe que permitem às 
aplicações baseadas em SNMP ter acesso aos dispositivos; Tipicamente existem 
três comunidades SNMPv1: read-only, read-write e trap. 
 SNMP versão 2 (SNMPv2) é frequentemente referenciada como community-
string-based, e é tecnicamente chamada de SNMPv2c. É idêntica à versão 1, 
exceto no suporte para 64 bits. 
 SNMP versão 3 (SNMPv3) é versão mais recente, em que é acrescentada 
segurança. Foi adicionado suporte para autenticação segura e comunicação 
privada entre entidades. 
 
2.3.2. Agentes e Gestores 
No funcionamento do SNMP existem normalmente dois tipos de entidades que 
comunicam entre si, são elas os gestores e os agentes (Figura 5). 
Os gestores são servidores que executam algum tipo de software que permite executar 
comandos específicos aos dispositivos na rede e daí obter informação. Recebem também 
notificações dos dispositivos. São geralmente conhecidos por Network Management Stations 
(NMS). 
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 O agente encontra-se a executar no dispositivo que queremos gerir ou monitorizar, e 
é responsável por enviar a informação pedida pelo gestor, assim como notificações, quando 
o agente deteta uma mudança de estado no dispositivo. 
 
Figura 5 - Relação entre um NMS e um Agente [11] 
 O protoloco de transporte utilizado pelo SNMP para troca de informação entre o 
gestor e o agente é o User Data Protocol (UDP). A principal razão para o uso deste protocolo 
em detrimento do protocolo Transmission Control Protocol (TCP), prende-se com o facto do 
protocolo UDP ser conectionless, ou seja, não se estabelecem ligações entre os intervenientes, 
ao contrário do que acontece com o TCP. Isto traz vantagens principalmente quando estamos 
a falar de um protocolo que é usado, por exemplo, para descobrir problemas numa rede. 
Nesse caso, se usássemos o protocolo TCP, agravaria a situação dado que inundaria a rede 
com retransmissão de pacotes quando estes falhassem.  
 
2.3.3. MIB e SMI 
O protocolo SNMP pode ser visto em quatro partes principais: Management 
Information Base (MIB), Structure of Management Information (SMI), relações gestores 
agentes e, por fim, segurança, em particular no SNMP versão 3. 
MIBs são bases de dados com informação organizada hierarquicamente, representada 
em tabelas, campos e índices. Utiliza uma estrutura em árvores, em que os nós são 
identificados pelo Object ID (OID) e por um nome associado, como ilustrado na Figura 6. Por 
exemplo, o OID seguinte: 
1.3.6.1.2.1.4.21 - conforme podemos ver na Figura 6, pertence ao grupo que contém 
as informações do protocolo IP (1.3.6.1.2.1.4) e, neste caso específico, representa 
ipRouteTable (code 21).  
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A estrutura utilizada para a definição de dados dos objetos das MIBs é chamada de 
SMI, onde é utilizada a notação Abstract Sintax Notation (ASN.1) para descrever cada item, e 
Basic Encoding Rules (BER) para a transmissão dos dados ASN.1.  
 
Figura 6 - Sub-árvore de uma MIB (MIB II) [11] 
 
2.3.4. Operações SNMP 
Os agentes e os gestores comunicam entre si utilizando um conjunto de comandos, 
em que enviam mensagens no formato chamado Protocol Data Unit (PDU) [11]: 
 get 
 getnext 




 notification (SNMPv2 e SNMPv3) 
 inform (SNMPv2 e SNMPv3) 
 report (SNMPv2 e SNMPv3) 
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Não vamos detalhar cada comando, mas vamos mostrar um exemplo muito concreto 
com o comando get, para obter informação da localização de um router: 
 $ snmpget -v 1 -c public cisco.ora.com .1.3.6.1.2.1.1.6.0 
system.sysLocation.0 = "" 
 
 Neste exemplo, “–v 1” significa que está a ser usada a versão 1 do snmp; “-c 
public” significa que estamos a autenticar no router com a string de comunidade pública; 
“cisco.ora.com” é o nome do router que estamos a tentar obter informações; 
“.1.3.6.1.2.1.1.6.0” é a MIB onde está guardada a informação da localização do router. 
  
 
2.3.5. Autenticação e Segurança 
No SNMP v1, a autenticação é baseada em community strings, as quais identificam as 
permissões, que podem ser read-only ou read-write. Por defeito essas community strings 
denominam-se por “public” e “private”, respetivamente. Apesar de poderem ser alteradas 
pelo administrador de rede, estas circulam na rede sem encriptação, o que representa uma 
enorme falha de segurança. 
Nas versões SNMP 2 e 3, já estão implementadas regras de segurança, nomeadamente 
ao nível do agente, em que este mantém armazenada informação dos gestores que podem 
aceder, enviando traps de autenticação falhada quando alguém tenta aceder com uma 
community string errada. Além disso, estas chaves são agora encriptadas para evitar a sua 
descoberta por software de sniffing da rede, ou seja, por aplicações que analisam o tráfego de 
dados na rede e capturam e analisam os seus pacotes. 
 
2.3.6. RMON 
Remote  Network Monitoring (RMON) é um padrão utilizado para monitorização de 
redes, que não é mais do que uma MIB padrão do SNMP. Este padrão para monitorização 
remota oferece uma arquitetura de gestão distribuída para análise de tráfego, através da 
análise de estatísticas de pacotes na rede. Permite com isso identificar problemas na rede, as 
tendências de tráfego, ou seja, fazer uma gestão mais proactiva da rede [12].  
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2.4. Sistemas de Monitorização 
Nesta secção abordamos as principais plataformas open source para monitorização de 
sistemas e redes, sendo feita uma análise de cada uma, tendo em conta a sua arquitetura, 
funcionalidades e complexidade de instalação e configuração. É feita ainda uma separação 
entre sistemas de monitorização e de alarmística, e sistemas para representação gráfica e 
visualização dos dados obtidos da monitorização.  
 
2.4.1. Monitorização e Alarmística 
2.4.1.1. Nagios 
O Nagios [13] é o sistema de monitorização mais utilizado do mundo [14]. Nasceu em 
1999 [15] com o nome de NetSaint pela mão de Ethan Galstad.  
A sua arquitetura é constituída por um daemon e um conjunto de plugins que 
periodicamente recolhem informação sobre o estado dos objetos monitorizados. Esses 
objetos podem ser servidores, routers, switch, etc. Permite também monitorizar diferentes 
tipos de serviços, tais como ssh, carga de processador, memória em utilização, entre outros. 
A instalação para uma monitorização completa e abrangente não é trivial nem rápida, 
mas é compensada pela robustez e simplicidade da solução. Pois trata-se de edição de 
ficheiros de configuração manualmente, assim como da instalação de plugins, dependendo do 
tipo de host ou serviço a monitorizar.  
 
2.4.1.2. Zabbix 
O Zabbix [16] foi criado por Alexei Vladishev e atualmente é desenvolvido e suportado 
pela Zabbix SIA.  É um software que permite monitorizar diversos parâmetros de uma rede 
assim como estado e integridade de servidores. Toda essa informação é guardada em base de 
dados, tornando possível a geração de relatórios e estatísticas do estado dos sistemas através 
de interfaces gráficos disponibilizados para esse efeito. 
A sua arquitetura (Figura 7) é constituída por um componente central, o servidor; 
uma base de dados onde são guardadas todas as configurações e dados de monitorização 
recolhidos; o interface web, utilizado tanto para efetuar as configurações como para 
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visualizar o estado dos dispositivos monitorizados e estatísticas; um proxy que é opcional, 
mas pode ser útil para sistemas de grandes dimensões, pois permite distribuir a carga de 
monitorização de um servidor único; e, por fim, os agentes, que são instalados nos 
dispositivos a monitorizar, e têm como função monitorizar os recursos e aplicações locais e 
enviar o resultado ao servidor zabbix. 
 
Figura 7 - Arquitetura Zabbix [17] 
A instalação do Zabbix pode ser feita normalmente através de pacotes de instalação 
ou compilando o código fonte para utilizadores mais experientes, terminando com a 
instalação do interface gráfico, onde é exibido um passo a passo para concluir a instalação. As 
configurações podem ser todas feitas através do interface gráfico, desde a adição de hosts a 
monitorizar, até a configuração de gráficos ou notificações de problemas.  
 
2.4.1.3. Zenoss 
Zenoss [18] é um software de monitorização desenvolvido e mantido por Erik Dahl 
em 2002 e por uma vasta comunidade de programadores que contribui para o aumento das 
funcionalidades do sistema desenvolvendo novos plugins.  
Esta plataforma tem a particularidade de conseguir criar automaticamente uma base 
de dados com os dispositivos existentes na rede, através de uma ferramenta de descoberta 
de dispositivos na rede, criando um inventário completo de toda a infraestrutura a 
monitorizar. 
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A arquitetura do Zenoss (Figura 8) é constituída por quatro camadas: camada do 
utilizador, camada de dados, camada de processamento e camada de recolha de dados.  Na 
camada de utilizador está presente o interface web, onde é possível visualizar o estado dos 
dispositivos, efetuar configurações, gerar relatórios, entre outros. Na camada de dados temos 
três bases de dados separadas para guardar dados de performance usando RRDTool (ver 
secção 2.4.2.1) na primeira, configurações na segunda, e por último os eventos.   
A camada de processamento põe em comunicação as duas camadas adjacentes, através da 
execução de tarefas periódicas para monitorização dos dispositivos. Por fim, a camada de 
recolha contém serviços em execução que têm a função de recolher dados em dispositivos 
remotos, usando SNMP, SSH e WMI, e fornecê-los à camada de dados.   
 
Figura 8 - Arquitetura Zenoss [18] 
 
A instalação é relativamente simples, pois após a instalação normal do pacote de 
instalação ou da compilação do código fonte, é apresentado um interface gráfico onde num 
passo a passo se efetuam todas as configurações iniciais, onde se destaca um interface para 
descoberta automática ou manual dos dispositivos presentes na rede. 
 
2.4.1.4. Icinga 
Icinga é uma aplicação para monitorização de redes e sistemas que nasceu em 2009 
como um fork do Nagios [19]. Em 2012 foi criada uma nova versão que é mantida em paralelo 
com a versão inicial, chamada de Icinga2 [20], desenhada para monitorizar ambientes mais 
complexos e de maior dimensão, com interfaces novos, e com a capacidade de monitorização 
distribuída. 
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Figura 9 - Arquitetura Icinga [21] 
A arquitetura do Icinga (Figura 9) é composta por três componentes que funcionam em 
paralelo: Icinga Core, Icninga Web e IDODB (Icinga Data Out Database). A componente Icinga 
Core gere as tarefas de monitorização, recebendo os resultados das verificações dos diversos 
plugins, e enviando esses resultados para a base de dados (IDODB) através do interface 
IDOMOD e do serviço IDO2DB. O Icinga Web é a interface principal, onde é possível visualizar 
os resultados das verificações e enviar comandos para o Icinga Core. Por último, a IDODB é a 
base de dados onde é guardada toda a informação recolhida do estado dos hosts. 
As funcionalidades do Icinga são muito semelhantes às do Nagios, pois como já foi 
dito, trata-se de um descendente do Nagios. Por isso mesmo a maior parte dos plugins para o 
Nagios também funcionam no Icinga, tendo a seu favor um interface melhorado 
relativamente ao Nagios. 
Relativamente à instalação e configuração possui o mesmo grau de dificuldade do 
Nagios, pelos mesmos motivos anteriormente descritos. Exige a edição dos ficheiros de 
configuração manualmente, sem qualquer interface gráfico de apoio instalado de base. 
 
2.4.1.5. Centreon 
O Centreon [22] é mais um fork do Nagios, e surgiu com o intuito de conceber uma 
interface de configuração para o Nagios. Com o passar do tempo a plataforma foi evoluindo 
para uma ferramenta de monitorização de redes e sistemas, mas sempre a funcionar sobre o 
Nagios. O seu desenvolvimento é focado principalmente no interface gráfico e em novos 
plugins. 
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Na base da arquitetura (Figura 10) do Centreon [23] está o Nagios e o NDOUtils. 
Depois existem as seguintes componentes: Centreon Web Interface, Centreon Core, Centreon 
Storage, Centreon's SNMP Support, Cron Jobs e Centreon Nagios Plugins. Destes componentes 
importa apenas salientar que o Core é o daemon responsável pela comunicação e 
sincronização entre o servidor central e eventuais nós distribuídos de monitorização. O 
Storage tem a função de gerir os dados resultantes da monitorização dos hosts, fazendo o 
parsing dos ficheiros de dados e dos ficheiros de RRD. 
 
 
Figura 10 - Arquitetura do Centreon [24] 
As funcionalidades desta ferramenta são muito semelhantes às do Nagios dada a sua 
descendência, no entanto, existem uma série de funcionalidades adicionais no interface 
gráfico, que permitem ao utilizador uma melhor interatividade com a informação visualizada, 
assim como também a possibilidade de configuração de novas vistas dos resultados e 
diversos gráficos de estatísticas.  
Como por base está o Nagios, é necessária a instalação de base do Nagios associado 
por isso às dificuldades conhecidas, mas a instalação do Centreon é facilitada pois tem 
disponível um passo a passo durante a instalação e também paras as configurações iniciais. 
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Ganglia [25] nasceu na Universidade da Califórnia e é um sistema de monitorização 
distribuído e escalável para sistemas computacionais de alta performance, como os clusters 
e grids. É baseado numa estrutura hierárquica, orientada para grupos de clusters. Utiliza XML 
para representação de dados, XDR para os compactar e transportar, e RRDtool para guardar 
os dados e visualizar. Utiliza estruturas de dados e algoritmos estudados para obter um baixo 
consumo de recursos por nó e alta concorrência, permitindo assim escalabilidade, ou seja, 
permite monitorizar clusters com 2000 nós.  
 
Figura 11 - Arquitetura Ganglia [26] 
A sua arquitetura (Figura 11) [26] é composta pelo gmond, gweb, RRDtool (ver secção 
2.4.2.1) e gmetad. O gmond é o daemon que é instalado como serviço em todos os nós que 
queremos monitorizar. Este daemon recolhe vários tipos de métricas tal como velocidade de 
CPU, memória RAM, disco, processos ativos, entre outros. Seguidamente temos o gmetad que 
é o dameon responsável por recolher toda a informação obtida pelos gmond e guardá-la no 
formato RRD (Round Robin Database) (ver secção 2.4.2.1). Para uma visualização de toda a 
informação recolhida temos a componente gweb, que é o interface gráfico do Ganglia, é um 
frontend em PHP onde podemos visualizar todos os dados guardados pelo gmetad usando um 
browser. 
A instalação do Ganglia é relativamente simples, pois basta instalar as suas três 
componentes principais: instalar o gmond nas máquinas a monitorizar e no servidor, e 
instalar no servidor o gmetad e o gweb. São pacotes que se instalam facilmente com os 
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gestores de pacotes usuais de Linux, não havendo lugar a grandes configurações para o seu 
funcionamento inicial, apenas a definição em cada máquina do seu servidor de monitorização. 
 
2.4.2. Visualização Gráfica e Plugins 
2.4.2.1. RRDTool 
RRDTool [27] [28] é uma ferramenta criada por Tobias Oetiker que permite 
armazenar dados numa base de dados, também criada pelo mesmo autor, chamada de Round 
Robin Database (RRD). Os dados podem ser recolhidos de vários tipos de fonte, como por 
exemplo, tráfego num determinado interface de rede, carga de processamento de uma 
máquina, etc. Permite também analisar esses dados e apresentá-los graficamente para uma 
visualização mais simples. 
O objetivo principal da criação desta base de dados RRD foi a de melhorar a 
performance dos logs e reduzir a quantidade de dados a transferir entre a memória e o disco. 
Isso foi conseguido guardando os dados de forma round robin 1 , em áreas pré-alocadas, 
chamadas de round robin archives (RRA), dentro da base de dados RRD. Cada RRA possui 
propriedades especiais para resolução de tempo, dimensão e método de consolidação. Na 
Figura 12 pode-se observar o processo de atualização de uma RRD, onde existem três fontes 
de dados (DS) e vários ficheiros RRA. 
 
Figura 12 - Processo de atualização de uma RRD [28] 
                                                             
1 Round Robin é uma forma de organizar e escolher elementos de um grupo de maneira equitativa e de 
alguma ordem lógica, normalmente a partir do topo para o fim da lista, e depois começar de novo da 
lista, e assim sucessivamente.   
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O funcionamento da ferramenta RRDTool assenta em seis pontos importantes, são 
eles a aquisição de dados, a consolidação dessa informação, os ficheiros de dados RRD, os 
dados desconhecidos, os gráficos e, por fim, a deteção de comportamentos anormais. Na 
primeira fase, aquisição de dados, esta ferramenta consegue atualizar o ficheiro de logs com 
dados do sistema que está a monitorizar independentemente do intervalo de tempo definido, 
ou seja, automaticamente faz interpolação dos valores recebidos de modo a obter o valor 
pretendido para o intervalo de tempo definido. Segue-se a consolidação de dados, em que o 
RRDTool com a utilização de ficheiros RRD e os seus métodos de consolidação, consegue 
armazenar os dados de modo a ocupar o menor espaço em disco possível. Os ficheiros RRD 
guardam dados segundo um intervalo de tempo constante, e caso não haja dados para 
registar ou o valor adquirido seja anormal, a ferramenta atua fazendo uma verificação do 
número de casos desconhecidos e, colocando o valor como desconhecido nos casos em que 
este número for superior ao configurado. Na componente gráfica é permitido, além de gerar 
relatórios numéricos e gráficos, configurá-los em termos de dimensão, cor e informação 
adicional. Por fim, esta ferramenta permite ainda detetar comportamentos anormais, ou seja, 
possui um algoritmo que permite prever valores de uma série num intervalo de tempo, e caso 
o valor real venha a diferir demasiado do valor previsto, há um mecanismo que toma a 
decisão de que valor utilizar nessas situações. 
A instalação e configuração desta ferramenta não são triviais, pois é necessário 
conhecer em detalhe o funcionamento da ferramenta, as funções utilizadas e estudar os 
vários scripts de exemplo já desenvolvidos. Por isso mesmo, muitos utilizadores optam por 




O Cacti [29] é uma ferramenta que serve de interface gráfico alternativo e de mais 
simples configuração para o RRDTool. Armazena toda a informação necessária para criar 
gráficos e guardar esses dados em base de dados MySQL. 
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Figura 13 - Arquitetura do Cacti [30] 
A administração do Cacti é efetuada através do browser, ou seja, são definidos gráficos 
e templates para os hosts e serviços através de um interface gráfico, informação essa que fica 
guardada em tabelas MySQL. O “Poller” faz parte da arquitetura do Cacti e é responsável por 
efetuar as consultas aos sistemas que estão a ser monitorizados. O resultado dessas consultas 
é armazenado em ficheiros RRD (Round Robin Database) para numa terceira fase apresentá-
los graficamente (Figura 13). 
A instalação do Cacti contém várias dependências de outros pacotes de instalação, 
pelo que a forma mais simples de instalar é através de uma ferramenta de instalação de 
pacotes, APT (Advanced Packing Tool). A configuração inicial pode ser executada em apenas 
dois passos, a criação do equipamento a monitorizar e no segundo passo a associação do 
template do gráfico ao equipamento pretendido. 
 
2.4.2.3. NagVis 
O NagVis [31] é um add-on (extensão ou complemento) de visualização para o sistema 
de monitorização mais conhecido do mundo, o Nagios. É também compatível com o Icinga por 
este ser um fork do Nagios. 
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Figura 14 - Exemplo mapa NagVis [31] 
Através de dados fornecidos por backends, é possível visualizar o estado de objetos 
posicionados em mapas (Figura 14), organizados segundo diferentes layouts, por exemplo, 
físico, lógico, geográfico ou por processos de negócio. Esses dados podem ser obtidos quer 
por processos do Nagios, através do backend mklivestatus [32], quer por base de dados, 
através dos backends NDOUtils [33]/IDOUtils [34] ou merlin [35]. 
A sua instalação é relativamente simples, através da linha de comandos utilizando o 
script de instalação, obtém-se o NagVis a funcionar com a configuração base e mapas de 
exemplo. Depois basta utilizar o interface gráfico para adicionar novos mapas e incluir os 
objetos a monitorizar nesses mapas. 
 
2.4.2.4. Nagiosgraph 
O Nagiosgraph [36] nasceu em 2004 e é um add-on para o Nagios que permite 
recolher dados de performance do Nagios, colocá-los em ficheiros RRD, e gerar gráficos e 
relatórios web com esses dados. 
A sua arquitetura (Figura 15) é constituída por um ficheiro chamado “map” onde é 
definido como identificar os dados do Nagios e como guardá-los nos ficheiros RRD; um 
ficheiro chamado “insert.pl” que é um script em perl que utiliza a informação contida no 
ficheiro “map” para passar os dados do Nagios para os ficheiros RRD corretos; e por fim para 
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transformar os dados do Nagios em gráficos é utilizado o ficheiro “show.cgi”, ou seja, um 
conjunto de scritps cgi que gera gráficos com a os dados obtidos. 
 
Figura 15 - Arquitetura Nagiosgraph [36] 
A forma mais simples de instalar o Nagiosgraph é através do script de instalação 
contido no pacote de instalação. A configuração base é também simples, basta adicionar 
algumas configurações aos ficheiros de configuração do Nagios e adicionar links de acesso 
rápido no interface do Nagios aos serviços que queremos representar graficamente. 
 
2.4.2.5. Mrtg 
O MRTG (Multi Router Traffic Grapher) [37] é uma ferramenta utilizada para 
monitorizar tráfego em ligações de rede, que gera páginas HTML com imagens de gráficos em 
PNG permitindo uma visualização em tempo real do tráfego numa rede.  
Mais especificamente trata-se de um conjunto de scripts em Perl que utiliza SNMP 
para ler os contadores de tráfego dos routers, e programas em linguagem C para registar os 
dados de tráfego e criar gráficos que representam o tráfego da ligação de rede monitorizada. 
Pode também ser utilizado para outro tipo de monitorização, tal como carga do processador, 
sessões de login, entre outros. Isto porque consegue monitorizar qualquer tipo de informação 
que seja possível obter por SNMP. 
A sua instalação e configuração não é trivial, mas existem muitos manuais onde se 
pode seguir os passo a passo. Basicamente é necessário compilar e instalar o pacote do MRTG 
através da linha de comandos, e posto isto, passar à configuração através da edição de 
ficheiros “.cgf”. Pode ainda ser utilizado um script, o “cfgmaker”, que auxilia na criação dos 
ficheiros de configuração. 
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O PNP4Nagios [38] é um addon para o Nagios que analisa os dados de performance 
provenientes dos plugins do Nagios e grava-os em base de dados RRD.   
 
Figura 16 - Arquitetura PNP4Nagios (modo síncrono) [38] 
 A sua arquitetura varia de acordo com a complexidade e performance que se 
pretende. Na Figura 16 pode-se visualizar a interligação entre o Nagios, o PNP e os ficheiros 
RRD, no modo mais simples, o modo síncrono. Neste modo sempre que o Nagios invoca um 
comando para um host ou serviço, o resultado é enviado para o “process_perfdata.pl”, que por 
sua vez escreve os dados em ficheiros XML e atualiza os ficheiros RRD. Nos modos não 
síncronos, o Nagios envia os dados para ficheiros temporários para que não bloqueie a sua 
execução, pois enquanto chama o script process_perfdata.pl deixa de executar verificações. 
Quanto à instalação, é feita por linha de comandos, utilizando makefiles, conforme 
informação detalhada no site da ferramenta. A configuração para o modo síncrono é simples, 
tornando-se mais complexa quando se pretende mais performance e menos sobrecarga no 




O NConf [39] é uma ferramenta que permite, através de um interface gráfico, a 
completa configuração do Nagios. Esta ferramenta nasceu em 2006, mas só em 2009 foi 
disponibilizada ao público, com o intuito de dotar o Nagios de um interface gráfico para uma 
fácil e rápida edição dos seus ficheiros de configuração. 
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A ferramenta é baseada em PHP, Perl e MySQL. Na sua arquitetura (Figura 17), como 
já mencionado anteriormente, possui uma interface web em PHP e CSS, módulos de 
autenticação, uma base de dados onde são guardados todos os dados que são posteriormente 
enviados para os ficheiros de configuração do Nagios, tendo como intermediário um interface 
desenvolvido em Perl.  
 
Figura 17 - Arquitetura NConf [39] 
O principal benefício do NConf para os utilizadores são os modelos pré-definidos que 
contêm os serviços a monitorizar, comandos e parâmetros. Com estes modelos, sempre que 
é adicionado um host basta associar ao modelo pretendido e obtém-se a monitorização 
completa do host.   
 
Figura 18 - Aplicação de configuração a host [39] 
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Todo o host está associado a um collector (Figura 18), para que sempre que nova 
configuração seja gerada, todos os hosts associados àquele collector fiquem com a sua 
configuração atualizada.  
Para a instalação do NConf é possível utilizar a linha de comandos mas também está 
disponível um pacote que inclui um passo a passo com interface gráfico que facilita esta 
tarefa. A configuração inicial é gerada pelo NConf e enviada para ficheiros de formato 
compatível com o Nagios. Sempre que alguma alteração é efetuada no NConf é feito o deploy, 
ou seja, a transferência das configurações para o Nagios, mas para isso é também necessário 
fazer alterações no ficheiro de configurações geral do Nagios, ou seja, é necessário alterar a 
localização dos ficheiros de configuração. 
 
2.5. Comparação entre sistemas de monitorização 
Nesta secção começamos por descrever (Tabela 1) o conjunto de requisitos para o 
sistema de monitorização que iremos utilizar, identificando os dispositivos e serviços a 
monitorizar, assim como o tipo de resultado pretendido para cada um dos casos. 
Seguidamente é feita a comparação (Tabela 2 e Tabela 3) numa escala de pontos () de 
1 a 3, das aplicações estudadas e testadas, tendo em conta quatro aspetos importantes para 
este caso específico, nomeadamente, “Instalação e Configuração”, “Funcionalidades”, 
“Customização” e “Documentação e Suporte”. De salientar que as aplicações Zabbix, Zenoss, 
Icinga, Centreon e Ganglia não foram instaladas nem testadas, foram apenas estudadas. As 
restantes foram instaladas e testadas. 
Por fim conclui-se que ferramentas se selecionaram e as razões dessas escolhas. 
2.5.1. Conjunto de Requisitos 
Monitorização requerida Resultado esperado 
Disponibilidade dos dispositivos de rede, 
tais como servidores, switches,  access 
points, firewall, impressoras 
Mecanismos de verificação de tempos de 
resposta dos dispositivos. Alertas para 
tempos de resposta anormais ou notificação 
em caso de erro.  
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Disponibilidade dos serviços web Mecanismos de verificação da 
disponibilidade do serviço web com 
notificação em caso de erro 
Tráfego de entrada e saída na firewall e 
switches principais 
Possibilidade de análise dos valores de 
tráfego com a finalidade de detetar picos ou 
falhas  
Tráfego na rede wireless e número de 
utilizadores ligados 
Possibilidade de análise dos valores de 
tráfego na rede wireless com a finalidade de 
detetar picos, falhas, assim como análise do 
número de utilizadores ligados  
Espaço em disco e carga de processadores 
em servidores críticos 
Visualização da capacidade dos discos e 
carga de processamento, assim como 
notificações no caso do limite estar perto de 
ser atingido 
Deteção de problemas em impressoras de 
rede 
Visualização de níveis de toners, assim 
como notificações de erros, tais como 
encravamentos, falta de toner, entre outros 
Deteção de problemas de falhas de energia 
e temperatura de Datacenter 
Notificação de falhas de energia pela UPS, 
assim como de temperaturas fora do normal 
 
Tabela 1 – Requisitos dos Sistemas de Monitorização 
 
2.5.2. Comparação 
Para efetuar a comparação foram selecionados quatro critérios diferenciadores com 
a finalidade se concluir que software utilizar, pois todos os sistemas estudados respondem 
de uma ou outra forma ao conjunto de requisitos da Tabela 1. Estes critérios prendem-se com 
fatores ligados ao grau de complexidade de instalação e configuração, ao leque de 
funcionalidades existentes, ao grau de customização e possibilidade de extração de 
informação obtida, e por fim à qualidade e disponibilidade da documentação e suporte. Foram 
ainda separadas as ferramentas em dois tipos, monitorização e alarmística, e visualização 
gráficas, conforme Tabela 2  e Tabela 3, respetivamente. 
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Nagios    
Zabbix    
Zenoss    
Icinga    
Centreon    
Ganglia    
 











RRDTool    
Cacti    
NagVis    
Nagiosgraph    
Mrtg    
PNP4Nagios    
NConf    
 










Com base nos requisitos da tabela 1 e das ferramentas analisadas, e também de acordo 
com a opção de organização da secção 2.4., separou-se as ferramentas em dois tipos: as que 
fazem uma monitorização com o objetivo de obter o estado do host, ou seja, se está 
operacional ou não, e caso não esteja gera alarmes que são enviados ao administrador de rede 
(Tabela 2); e as ferramentas mais direcionadas para a geração de gráficos com base na recolha 
de diversos tipos de dados, tal como tráfego de rede, taxa de processamento, entre outros 
(Tabela 3). 
Esta separação é mais notória nas ferramentas analisadas por serem ferramentas 
gratuitas e de código aberto, porque nas ferramentas comerciais acaba por existir uma 
integração na mesma aplicação dos dois tipos. Mesmo nas ferramentas de código aberto 
existem versões comerciais já com essas funcionalidades que permitem aos administradores 
usarem apenas uma ferramenta para a sua administração completa de sistemas e redes. 
Para o primeiro tipo, monitorização de hosts e serviços com base no seu estado, foi 
selecionado o Nagios. Esta opção teve em conta variados aspetos evidenciados na tabela 2, os 
quais serão explicados seguidamente. Primeiro, porque é a ferramenta mais utilizada do 
mundo, pois tem ganho nos últimos anos vários prémios e reconhecimentos [14], como por 
exemplo de melhor aplicação do ano de monitorização de redes. Também por isso possui uma 
comunidade enorme, que dá apoio aos utilizadores no suporte e criação de novos plugins, 
sendo assim uma mais-valia para o fim que se pretendia, pois estava-se perante um parque 
informático relativamente heterogéneo, em que para se monitorizar tudo seria necessário 
por vezes criar novos plugins. Em segundo lugar, pretendia-se uma ferramenta que fosse 
flexível, o máximo configurável e com um código fonte transparente, ou seja, que fosse 
possível alterar qualquer comando, qualquer plugin, qualquer interface, no fundo qualquer 
linha de código, e ainda que permitisse exportar dados para outras aplicações. Pois um dos 
objetivos principais era o de construir um Dashboard personalizado e era necessário, de 
algum modo a interligação da ferramenta selecionada com esse Dashboard, o que acabou por 
ser feito através da consulta de informação em tempo real por meio de CGIs JSON. Por último, 
pretendia-se uma solução robusta, já amplamente testada e por isso praticamente sem bugs, 
com vista a um funcionamento a longo prazo, com o mínimo de intervenção possível. Foi 
portanto o Nagios que melhor respondeu ao conjunto de critérios enumerados. 
No que diz respeito a ferramentas de monitorização gráfica, a opção foi para o Cacti. 
Ponderou-se a hipótese de optar por plugins para o Nagios, tal como o Nagiosgraph, mas os 
resultados obtidos nos testes ficaram um pouco aquém, pois não se obteve a flexibilidade 
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gráfica pretendida na configuração dos gráficos, nem a qualidade pretendida, isto é, o 
interface é mais simplista e menos atrativo. O Cacti é também mais vantajoso devido à sua 
facilidade de configuração de novos gráficos e novos templates, além de que permite a fácil 
integração com o Dashboard desenvolvido. 
Concluindo este capítulo, importa ainda referir que tanto o Nagios como o Cacti, apesar 
de serem as escolhas adequadas para este cenário em concreto, a ESTSP, pode não ser 
adequado a outras realidades. Pois há que ter em conta aspetos como por exemplo, a urgência 
da implementação da solução; há ferramentas que permitem em poucas horas obter uma 
monitorização mais ou menos completa de toda a rede, mas perde-se características ou 
funcionalidades como por exemplo a configuração e customização pormenorizada da 
ferramenta, a monitorização detalhada de determinados componentes, no fundo não se tem 
controlo total sobre a solução implementada. Outro aspeto importante tem a ver com as 
ferramentas que derivam do Nagios; ao adotar o Nagios obtém-se uma ferramenta que está 
em permanente atualização, enquanto uma ferramenta derivada do Nagios, pode não 
acompanhar as atualizações do Nagios, pois podem tardar as atualizações dessa mesma 
ferramenta dado a comunidade de utilizadores ser muito menor. 
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O Nagios [13] é uma aplicação open source para monitorização de sistemas e redes. 
Tem como função principal observar o estado de dispositivos informáticos e dos serviços que 
estes executam. 
As principais funcionalidades [13] do Nagios são as seguintes: 
 Monitorização de serviços de rede, tal como, SMTP, POP3, http, PING, etc; 
 Monitorização de recursos de uma máquina, tal como, carga do processador, 
capacidade do disco, memória RAM, etc; 
 Desenho simples de plugins, que permite aos utilizadores facilmente desenvolver os 
seus próprios scripts de verificação de determinados serviços; 
 Verificação de serviços em paralelo; 
 Capacidade para definir uma hierarquia de rede usando “parentalidade” dos hosts 
permitindo a deteção e distinção entre dispositivos que estão “down” e 
“unreacheable”, ou seja, que estão desligados ou inalcançáveis na rede; 
  Notificações para contatos predefinidos quando ocorre um problema num serviço ou 
um dispositivo, assim como quando fica resolvido; 
 Capacidade para definir eventos para serem executados durante a ocorrência de 
determinados eventos em serviços ou dispositivos para uma resolução proactiva; 
 Rotação automática dos ficheiros de logs; 
 Suporte para implementação de monitorização redundante; 
 Interface web para visualização em tempo real do estado da rede, histórico de 
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3.1. Requisitos para instalação 
Os requisitos para instalação [13] do Nagios são: 
 Uma máquina com sistema operativo Linux (ou variante UNIX), com acesso à rede e 
com compilador de C instalado;  
 Um servidor web, preferencialmente Apache; 
 Gd library 1.6.3 ou superior, para visualização do mapa de estados e relatórios de 
tendências; 
 
3.2. Arquitetura do Nagios 
A arquitetura do Nagios é muito simples, é uma arquitetura servidor/agente, em que no 
servidor executa em permanência um daemon, e plugins enviam e recebem informação dos 
dispositivos na rede que se pretende monitorizar, através de agentes lá instalados [40].  
Em concreto, o Nagios é constituído por três componentes principais: 
- scheduler que executa no servidor todos os plugins ativos, em intervalos de tempo pré-
definidos, e conforme os resultados obtidos executa as ações também pré-determinadas em 
função de cada evento. 
- GUI (Graphical User Interface), o interface gráfico que nos mostra os estado dos hosts e 
dos serviços monitorizados, através de alertas (ok, warning, critical, unknown), 
acompanhado de cores para melhor perceção (verde, amarelo, vermelho, cinzento). Esta 
informação é gerada através da execução de CGIs. 
- plugins são configurados pelo administrador e têm a função de verificarem o estado de 
um host ou de um serviço em particular. Efetuam testes aos dispositivos e retornam o estado 
de acordo com os parâmetros definidos no plugin. 
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Figura 19 - Arquitetura Nagios [41] 
3.3. Configurações 
As configurações no Nagios são efetuadas em ficheiros de texto em que o seu nome tem 
a extensão “.cgf”, conforme a estrutura apresentada na Figura 19. Aqui são definidos desde os 
hosts e serviços a monitorizar, aos comandos a executar para efetuar as verificações, 
regularidade dessas verificações, entre outros. 
De seguida entraremos nos detalhes de cada um dos ficheiros de configuração mais 
importantes: 
 nagios.cgf  
Este é o ficheiro de configuração principal do Nagios. Aqui são definidos um conjunto 
de variáveis e caminhos para os restantes ficheiros de configuração. Um caminho 
muito importante aqui definido é o caminho para o ficheiro de logs, ou seja, para onde 
o Nagios vai escrever todos os erros que encontrar, por defeito é o seguinte, 
log_file=/usr/local/nagios/var/nagios.log. De seguida detalharemos outros aqui 
definidos, também importantes, porque é neles que iremos indicar por exemplo que 








Neste ficheiro são definidos macros para serem usadas nos ficheiros de configuração 
de comandos, como por exemplo, macro para o caminho do diretório onde se 
encontram os plugins. Se por acaso for necessário colocar os plugins num diretório 
diferente do usual, basta alterar o caminho nesta macro em vez de alterar em todas 
as definições de comandos. Podem ainda ser definidas aqui macros para utilizadores 
e passwords.  
 cgi.cfg 
Toda a interface do Nagios é criada através de um conjunto de scripts CGI, sendo que 
neste ficheiro são definidas as configurações gerais para o funcionamento de todos os 
outros ficheiros CGI. 
 htpasswd.users 
Os utilizadores com acesso ao Nagios e as respetivas passwords são guardadas neste 
ficheiro. Para adicionar novos utilizadores basta utilizar o seguinte comando: 
htpasswd /usr/local/nagios/etc/htpasswd.users <username> 
As configurações que falamos até agora estavam relacionadas com definições globais 
do Nagios. Agora iremos detalhar os ficheiros onde são colocadas as definições dos objetos a 
monitorizar. Dentro da pasta “objects” são normalmente colocados ficheiros de configurações 
de hosts, assim como ficheiros de configuração dos comandos a executar nas verificações 
(commands.cfg), os ficheiros com os grupos de contatos (contacts.cfg),  ficheiros de 
configuração de períodos de tempo (timeperiods.cfg), entre outros.  
  Esta estrutura de ficheiros é simplesmente um exemplo de organização das 
configurações que o Nagios estabeleceu por defeito, mas pode-se chegar ao limite de colocar 
todas as diretivas num único ficheiro. De seguida detalharemos as diretivas principais 
relacionadas com objetos:   
 Hosts 
Todos os equipamentos a monitorizar são definidos neste ficheiro. É por isso um dos 
ficheiros principais do Nagios. Aqui podemos definir, através do IP ou MAC address, 
os mais diversos equipamentos informáticos, como por exemplo, servidores, 
computadores de secretária, routers, switches, impressoras, etc. Podemos ainda 
definir as relações entre os equipamentos para que o Nagios possa, por exemplo, 
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distinguir entre um host down e um host unreachable, ou seja, se no caminho entre o 
Nagios e o host que estamos a monitorizar existir um host down, não podemos 
concluir que o host em questão está down ou up, mas sim unreachable. 
Exemplo (Figura 20) de definição de host:  
 
Figura 20 – Exemplo de Definição de Host 
o host_name – esta diretiva é usada para definir o nome curto que identifica o 
host. É usada na definição dos hostgroups e na definição dos serviços. 
o alias – esta diretiva é  usada para definir um nome longo ou descrição do host, 
para que seja mais fácil de o identificar. 
o address – esta diretiva é usada para definir o IP do host  
o parents – esta diretiva é usada para definir os “pais” deste host em particular. 
Esta diretiva é importante para verificar o alcance do host, ou seja, se está 
alcançável ou se está down, e também para a visualização do mapa de hosts. 
o check_command – esta diretiva é usada para especificar o nome curto do 
comando que deve ser usado para verificar se o host está up ou down. 
Tipicamente o comando usado é um ping ao host para verificar se há resposta. 
define host{ 
 
 host_name    bogus-router 
 alias     Bogus Router #1 
 address    192.168.1.254 
 parents    server-backbone 
 check_command   check-host-alive 
 check_interval   5 
 retry_interval   1 
 max_check_attempts  5 
 check_period   24x7 
 process_perf_data   0 
 retain_nonstatus_information 0 
 contact_groups   router-admins 
 notification_interval  30 
 notification_period  24x7 
 notification_options  d,u,r 
} 
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Caso responda dá ok, caso não obtenha resposta, o Nagios assume que está 
down ou unreachable, conforme teste às relações parentais. 
o check_interval – esta diretiva é usada para definir a regularidade com que o 
host é verificado. No exemplo acima é feito de 5 em 5 minutos, mas pode-se 
definir conforme a importância da disponibilidade do dispositivo. 
o retry_interval – esta diretiva é usada para definir o intervalo de tempo em 
que é feita uma nova verificação caso a anterior tenha dado resultado não OK.  
o max_check_attempts – esta diretiva é usa para definir o número de vezes em 
que o Nagios vai fazer nova verificação sempre que recebe como resultado um 
valor diferente de OK. 
o check_period – esta diretiva é usada para definir o nome curto do período de 
tempo em que o a verificação do host está ativa. No exemplo significa que está 
ativa 24 h por dia durante, 7 dias por semana, ou seja, sempre. 
o process_perf_data – esta diretiva é usada para determinar se o 
processamento de dados de performance está ativo ou não, ou seja, se dados 
opcionais são processados e passados a aplicações externas, como por 
exemplo, percentagem de pacotes perdidos, espaço livre em disco, carga de 
processamento, etc. 
o retain_nonstatus_information – esta diretiva é usada para determinar se o 
Nagios retém informação do estado dos hosts e serviços entre os reinícios do 
Nagios. 
o contact_groups – esta diretiva é usada para definir o grupo de contatos que 
devem ser notificados caso haja problemas ou recuperação de estados. 
o notification_interval – esta diretiva é utilizada para definir o intervalo de 
tempo em que o contato deve ser notificado novamente enquanto o estado 
não volta ao normal. 
o notification_period - esta diretiva é usada para definir o nome curto do 
período de tempo em que as notificações podem ser enviadas. No exemplo 
significa que está ativa 24 h por dia durante, 7 dias por semana, ou seja, 
sempre. 
o notification_options – esta diretiva determina em que situações devem ser 
enviadas notificações. No exemplo, d significa em caso de estado Down, u 
significa em caso de estado unreachable, e r significa em casos de recuperação 
para estado OK.  
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A definição dos serviços é usada para identificar quais os serviços que queremos 
monitorizar no host. Podem ser verificados diferentes tipos de serviços, tais como, 
POP, SMTP, HTTP, etc, ou outro tipo de métrica associada ao host, tal como, ping, 
número de utilizadores ligados, espaço em disco, etc.  
De seguida apresenta-se um exemplo (Figura 21) de definição de um serviço com 
algumas das diretivas essenciais: 
 
Figura 21 - Exemplo de Definição de Serviço 
o host_name – esta diretiva é usada para especificar o nome do host onde o 
serviço está a executar.  
o service_description – esta diretiva é usada para definir a descrição do 
serviço. 
o check_command – esta diretiva é usada para definir o nome curto do 
comando que o Nagios usa para verificar o estado do serviço, neste exemplo, 
check-disk é um comando pré-definido do Nagios utilizado para verificar o 
espaço em disco. 
define service{ 
 
 host_name   linux-server 
 service_description check-disk-sda1 
 check_command  check-disk!/dev/sda1 
 max_check_attempts 5 
 check_interval  5 
 retry_interval  3 
 check_period  24x7 
 notification_interval 30 
 notification_period 24x7 
 notification_options w,c,r 
 contact_groups  linux-admins 
} 
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o max_check_attempts – esta diretiva é usada para definir o número máximo 
de tentativas que o Nagios fará para verificar o estado do serviço caso o 
resultado seja diferente de OK. 
o check_interval – esta diretiva é usada para definir o intervalo de tempo entre 
cada verificação normal do serviço.  
o retry_interval – esta diretiva é utilizada para definir o intervalo de tempo 
entre cada nova verificação caso o resultado seja diferente de OK.  
o check_period – esta diretiva é usada para definir o nome curto do período de 
tempo em que o a verificação do serviço está ativa. 
o notification_interval – esta diretiva é usada para definir o intervalo de 
tempo em que o contacto é avisado novamente enquanto o estado do serviço 
não está restabelecido. 
o notification_period – esta diretiva é usada para definir o período de tempo 
em que as notificações estão ativas. 
o notification_options – esta diretiva é utilizada para definir que tipo de 
notificações são enviadas. No exemplo, “w, c, r”, significa que serão enviadas 
notificações no caso do serviço estar no estado Warning, Critical ou no caso 
de recuperar para o estado OK, respetivamente.  




Os comandos são utilizados nas verificações dos serviços, dos hosts, nas notificações 
e nos eventos. A definição do comando é constituída por duas diretivas, o nome do 
comando e a linha do comando, conforme o exemplo seguinte (Figura 22): 
  
 
Figura 22 - Exemplo de Definição de Comando 
define command{ 
 
 command_name check_pop 
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o command_name – é a diretiva que define o nome curto do comando, que 
depois pode ser referenciado na definição do host, do serviço ou do 
contato. 
o command_line – é a diretiva utlizada para definir o que é executado pelo 
Nagios quando o comando é chamado. Neste caso é executado o plugin 
check_pop ao host com o IP que é passado na macro $HOSTADDRESS$.  
Muitas outras diretivas podem ser adicionadas a cada uma das definições que foram aqui 
mostradas, encontrando-se mais em detalhe na documentação do Nagios: 
http://nagios.sourceforge.net/docs/nagioscore/4/en/objectdefinitions.html 
 
Já referenciamos três dos principais objetos das configurações, os hosts, os serviços e os 
comandos. Importa ainda mencionar os restantes objetos, mas sem entrarmos em detalhes, 
pois são mais simples porque têm menor número de diretivas: 
 Host group definitions 
A definição de grupos de hosts é utlizada para simplificar as configurações, tornando 
mais simples por exemplo a visualização do estado dos hosts no interface gráfico.  
 Service group definitions 
A definição de grupos de serviços tem semelhante utilidade à anterior, agrupar 
serviços de modo a simplificar configurações e visualizações de CGIs. 
 Contact definitions 
A definição de contatos é utilizada para identificar alguém a ser contatado quando o 
Nagios deteta um problema na rede. Aqui são definidos alguns parâmetros, tal como, 
nome, período em que é notificado ou tipos de notificações. 
 Contact group definitions 
À semelhança dos grupos anteriores, a definição de grupos de contatos serve para 
agrupar contatos para que os alertas sejam enviados para todos os contatos do grupo. 
 Time period definitions 
A definição dos períodos de tempo consiste numa lista de tempos durante os vários 
dias que são considerados válidos para notificações e verificação de serviços.  
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 Service dependency definitions 
A definição de dependência de serviços é uma configuração avançada e opcional, que 
permite suspender notificações ou verificações de serviços baseado no estado de 
outros serviços. 
 Service escalation definitions 
A definição de escalonamento de serviços é completamente opcional e permite 
escalonamento de notificações para um serviço em particular. Por exemplo, podemos 
definir que entre a 3ª notificação e a 5ª haverá um intervalo de 45 minutos, e também 
definir grupos de contactos diferentes para estas notificações. 
 Host dependency definitions 
A definição de dependência de hosts é uma configuração avançada e opcional, que 
permite suspender notificações ou verificações de hosts baseado no estado de outros 
hosts. 
 Host escalation definitions 
A definição de escalonamento de hosts é completamente opcional e permite 
escalonamento de notificações para um host em particular. Por exemplo, podemos 
definir que entre a 3ª notificação e a 5ª haverá um intervalo de 45 minutos, e também 




O Nagios efetua as verificações aos hosts através de um daemon em execução, nas quatro 
situações seguintes: 
 Conforme definido no host, o intervalo de tempo de verificação e o intervalo de 
tempo de nova verificação, em caso de não OK; 
 Quando um serviço associado ao host muda de estado; 
 Quando o host pertence a uma lógica de host alcançável, ou seja, quando para 
chegar ao host que se pretende monitorizar se tem de passar por outros também 
identificados pelo Nagios; 
 Quando estamos perante hosts dependentes; 
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Apesar de existirem apenas 3 estados possíveis, foi definido que as verificações feitas por 





Em que OK corresponde a UP, WARNING corresponde a UP ou DOWN, dependendo das 
configurações do Nagios, e por fim, UNKNOWN e CRITICAL correspondem a DOWN. 
 
Serviços 
O Nagios efetua as verificações de serviços através de um daemon em execução, nas 
seguintes situações: 
 Em intervalos regulares determinado na definição dos serviços; 
 Quando necessário no caso de verificações por dependências de serviços. 





Verificações Ativas e Passivas 
O Nagios tem a capacidade de monitorizar hosts e serviços de duas diferentes formas: 
ativamente (Figura 23) e passivamente (Figura 24). A principal diferença entre os dois tipos 
tem a ver com quem realiza efetivamente a verificação. Enquanto no caso da verificação ativa 
é o Nagios que inicia e realiza a verificação, na verificação passiva a verificação é realizada 
por aplicações externas. 
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As verificações ativas são iniciadas pelo daemon Nagios, mais concretamente pela check 
logic, em que um plugin é executado com base na informação que é pedida. O plugin efetua a 
verificação e retorna o estado do host ou serviço ao daemon do Nagios.  O Nagios processa os 
resultados e toma as ações apropriadas, quer sejam notificações, quer sejam eventos 
associados a determinados estados, como por exemplo, reiniciar um serviço. 
 
Figura 23 - Active Checks [13] 
 
Figura 24 - Passive Checks [13] 
Por outro lado, as verificações passivas funcionam do seguinte modo:  
 Uma aplicação externa (External Applications) verifica o estado do host ou 
serviço; 
 A aplicação externa escreve o resultado da verificação no ficheiro do Nagios 
(External Command File) destinado à escrita de resultados de verificações 
externas; 
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 Da próxima vez que o Nagios ler esse ficheiro através da External Command 
Logic irá colocar os resultados numa fila para serem processados mais tarde. 
 Periodicamente o Nagios processa os dados dessa fila  juntamente com os 
resultados das verificações ativas e toma as ações adequadas, tal como na 
verificação ativa descrita anteriormente. 
 
Tipos de Estado 
 O estado de um host ou serviço monitorizado é determinado por dois componentes, 
pelo estado do serviço ou host, ou seja, se está OK, WARNING, UP, DOWN, etc, e pelo tipo de 
estado, ou seja, se é do tipo soft state ou hard state. 
 Os soft states ocorrem quando o resultado obtido da verificação é não OK ou não UP, 
e enquanto não foram efetuadas novas verificações até ao máximo de tentativas definidas.  
 Quando o máximo de tentativas definidas é atingido e o resultado continua a ser não 
OK ou não UP, então o estado do host ou serviço passa para um estado chamado hard state.  
 Estes dois tipos de estados são importantes para o administrador pois permite por 
exemplo que as notificações sejam enviadas apenas quando o hard state é atingido. Enquanto 
que durante um soft state podem, por exemplo, ser ativados comandos para reagir aos 
problemas detetados no sentido de resolver a situação, tal como reiniciar um serviço, registar 
um evento numa base de dados, entre outros. 
 
3.5. Plugins 
O Nagios não possui nenhum tipo de mecanismo interno para realizar as verificações. 
Para isso utiliza programas externos para efetuar essas tarefas, que são designados por 
plugins. 
Os plugins são executáveis ou scripts desenvolvidos em perl ou shell, os quais podem ser 
executados através da linha de comandos, com a finalidade de descobrir o estado dos hosts 
ou serviços. 
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Figura 25 - Plugins no Nagios [13] 
 Na monitorização do Nagios, os plugins são vistos como uma camada de abstração 
entre o daemon Nagios que trata os resultados obtidos e os hosts e serviços a monitorizar 
(Figura 25). Isto significa que através do desenvolvimento de plugins podemos monitorizar 
qualquer tipo de serviço ou host que possamos pensar. O Nagios não tem qualquer 
conhecimento do que os plugins estão a monitorizar ou como estão a monitorizar, apenas de 
limita a tratar os resultados obtidos e a disponibilizar o estado do host ou serviço.  
 Existe um conjunto de plugins disponíveis no site oficial do Nagios para monitorizar 
vários tipos de serviços e hosts, tais como: HTTP, POP3, IMAP, FTP, SSH, DHCP, carga do CPU, 
espaço em disco, memória em uso, utilizadores ligados, servidores Unix/Linux, Windows, 
Routers e Switches de rede, etc. Mas podemos encontrar muitos mais, desenvolvidos por 
utilizadores do Nagios, para monitorizar o mais variado tipo de hosts e serviços.  
Foi o que se fez também no âmbito deste projeto. Houve a necessidade de monitorizar 
um wireless switch, para o qual não foram encontrados plugins na internet, e por isso foi 
desenvolvido um plugin para monitorizar o estado do wireless switch e o número de 
utilizadores ligados em tempo real, que se encontra detalhado no ponto seguinte.  
 
3.6. Plugin check_3com_wireless_switch_users 
Para monitorizar a rede wireless houve a necessidade de desenvolver um plugin 
específico (Figura 26), mais concretamente para obter o número de utilizadores ligados à 
rede em tempo real. Isto porque, depois de pesquisar em vários sites e comunidades não 
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existia nenhum plugin para o wireless switch em questão, que nos desse a informação 
pretendida. 
Para o desenvolvimento do plugin utilizou-se SNMP e foi essencial analisar o seu ficheiro 
MIB, e descobrir quais as OIDs que se alteravam quando dispositivos novos se ligavam à rede. 
Para essa análise foi usado o comando snmpwalk, que permite obter todas as OIDs presentes 
no dispositivo. Daí concluiu-se que sempre que algum dispositivo se ligava à rede, uma nova 
OID era criada, sempre com o OID base SNMPv2-
SMI::enterprises.43.50.5.4.1.1.1.1.4. A partir desse facto, apenas foi necessário 
contar o número de ocorrências desse OID para determinar o número de dispositivos ligados, 
através do comando “wc –l”. 
Sabendo o número de dispositivos ligados, e tendo em conta que a ideia era a de informar 
os utilizadores de qual o número de dispositivos estavam ligados em simultâneo e, avisar de 
que acima de um determinado número de dispositivos o serviço poderia degradar-se, definiu-
se que para um valor acima de 300, a rede está no estado Warning.  
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Figura 26 - Plugin check_3com_wireless_switch_users 
 
3.7. Addons 
Há um conjunto de extensões para o Nagios que permitem aumentar as suas 
funcionalidades ou integrá-lo com outras aplicações. Podem por exemplo servir para editar 
os ficheiros de configuração do Nagios num interface web, monitorizar hosts remotos, 
submeter verificações passivas, entre outros.  






num_of_users=`/usr/bin/snmpwalk -v 2c -c $community $hostname SNMPv2-
SMI::enterprises.43.50.5.4.1.1.1.1.4 | wc -l` 
 
 
if [ $num_of_users -ge 300 ] 
 then 
  nagios_status=1 
 fi 
 
if [ $nagios_status = 0 ] 
        then 
                echo -n "OK - $num_of_users users connected" 
                echo 
    exit 0 
        else 
 
                echo -n "WARNING - [$num_of_users] users connected 
(>300!!)" 
    echo 
                exit 1 
        fi 
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Os addons distinguem-se dos plugins pelo facto de serem extensões não embutidas no 
Nagios, ou seja, enquanto que um plugin faz parte do funcionamento do nagios para permitir 
a verificação dos hosts, os addons são aplicações externas que complementam as 
funcionalidades do Nagios. Por exemplo, fazendo uma comparação com um navegador de 
internet, a extensão do flash é um plugin que permite visualizar conteúdos flash no navegador, 
enquanto por exemplo uma barra de ferramentas é considerado um addon.   
De seguida detalharemos alguns dos addons mais utilizados pelos utilizadores Nagios. 
 
NRPE 
O NRPE é um addon que permite executar plugins em hosts remotos. Com este addon 
podemos monitorizar recursos locais tal como espaço em disco, memória em uso, entre 
outros, num host remoto. 
 
NSCA 
O NSCA é um addon que permite enviar os resultados de uma verificação passiva de hosts 
para o daemon Nagios em execução no servidor. 
 
NDOUTILS 
Este addon permite guardar em base de dados MySQL toda a informação do Nagios. 
 
 NSClient++ 
O NSClient++ [42] é um agente que pode ser instalado nos diferentes sistemas operativos, 
mas é mais utilizado para Windows. Permite monitorizar hosts e serviços remotos em tempo 
real, enviando os resultados para o Nagios.  Este plugin possibilita ainda a integração com 
outros plugin conhecidos, tal como, NRPE, NSCA, entre outros. 
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3.8. Interfaces do Nagios 
O Nagios está dotado de um conjunto de interfaces que permitem aos utilizadores, 
mediante autenticação, visualizar toda a informação recolhida pela aplicação. Seguidamente 
mostraremos os interfaces mais importantes do Nagios, seguindo a ordem do menu lateral 
esquerdo da aplicação. 
 
Tactical Overview – aqui é possível ter uma noção global e rápida do estado da rede através 
da visualização do número de hosts e serviços com problemas, e ainda as funcionalidades que 
se encontram ativadas, tais como notificações, verificações ativas e passivas, entre outros, 
como se pode visualizar na Figura 27. 
 
Map – neste interface o Nagios cria automaticamente um mapa com todos os hosts na rede 
que estão definidos nas configurações. A organização dos hosts no mapa é definida aquando 
da definição do host através da diretiva “parents”. É ainda possível selecionar diferentes tipos 
de apresentação, como por exemplo, circular, balanced tree, collapsed tree e depth layers, 
sendo que no exemplo da Figura 28, está selecionado o tipo circular.  
 
Hosts – na Figura 29 encontra-se o interface onde se pode visualizar o estado de cada host, 
independentemente do grupo a que pertence. Além disso, tem-se também uma visão geral do 
total de hosts e serviços.  
 
Services – este interface (Figura 30) é semelhante ao anterior, mas neste caso pode-se 
visualizar em detalhe o estado dos serviços associados a cada host. 
 
Services II – este interface (Figura 31) é o mesmo que o anterior mas, neste caso podemos 
visualizar um host com os serviços em erro, em que o estado é “Critical” e por isso as linhas 
aparecem com sombreado a vermelho.  
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Trends – na Figura 32 pode-se visualizar o gráfico correspondente ao estado de um host num 
determinado período de tempo, mais concretamente nos últimos 7 dias. Com este tipo de 
informação tem-se o historial de tendência de um host ou serviço. 
 
Alerts History – neste interface (Figura 33) pode-se visualizar o histórico de problemas nos 
hosts ou em algum em particular. É ainda possível filtrar esta listagem por tipo de problema. 
 
Performance Information – por fim, importa ainda referir o interface (Figura 34) onde é 
possível visualizar estatísticas do próprio sistema Nagios, tal como estatísticas sobre número 
de verificações por minuto, os tempos médios de execução das verificações, entre outros.  
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Figura 27 - Tactical Overview 
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Figura 28 - Map 
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Figura 29 - Hosts 
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Figura 30 – Services 
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Figura 31 - Services II 
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Figura 32 - Trends 
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Figura 33 - Alerts History 
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Figura 34 - Performance Information 
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4. ESTSP DASHBOARD 
Como já foi dito na introdução, o desenvolvimento do Dashboard foi um dos objetivos 
principais deste trabalho. Como também já foi demonstrado no capítulo anterior, é essencial 
para os administradores de redes e sistemas ter à sua disposição ferramentas que permitam, 
não só reagir proactivamente a possíveis problemas, como também ter a noção em tempo 
real de tudo o que está a acontecer na sua rede. Mas o que é ainda pouco comum, excetuando 
nas grandes empresas de tecnologias de informação [43] [44] [45], é a disponibilização ao 
utilizador final, neste caso aos docentes e alunos, informação em tempo real acerca dos 
dispositivos e serviços disponibilizados na rede. Informação esta que terá sempre de ser 
diferente do tipo de informação que um administrador de rede deve ter acesso. O utilizador 
final necessita apenas de informação acerca dos serviços e dispositivos que utiliza, e com 
menos detalhes de informação do que o administrador da rede. 
É aqui que introduzimos o Dashboard desenvolvido neste trabalho, uma ferramenta que 
apresenta o estado em tempo real de diversos serviços de rede. Desde os principais serviços 
web da instituição, até ao estado das impressoras de rede, pontos de acesso wireless, até ao 
tráfego de rede de e para o edifício, sempre em tempo real.  
  
4.1. Requisitos da Aplicação 
O principal intuito desta aplicação era dar ao utilizador comum a noção em tempo real do 
estado dos serviços informáticos que utiliza frequentemente no seu dia-a-dia. Essa 
informação teria que ser de fácil leitura e perceção, não havendo interesse em detalhar 
demasiado os problemas. Interessava sim dotar o utilizador de informação que lhe permitisse 
perceber de imediato, perante um problema ao aceder a algum serviço ou recurso 
informático disponibilizado pela ESTSP, se esse problema é de caracter geral e é visível no 
Dashboard, ou seja, se é comum a todos os utilizadores, ou se é exclusivo do próprio 
utilizador. 
 
Foram por isso selecionados um conjunto de serviços monitorizados a apresentar à 
comunidade, com base no nível de utilização e importância de disponibilidade: 
 Serviços Web 
o Portal da ESTSP 
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o Plataforma Moodle  
o Secretaria Online 
o Webmail  







o C452_Entrada_Piso0  
o C552_Professores_Piso1 
 
 Rede Wireless – número de utilizadores ligados 
 Access Points 
o AP-A51  
o AP-AE  
o AP-BIBLIOT  
o AP-CANTINA  
o AP-GINASIO  
o AP-INFORM  
o AP-LABRAD  
o AP-S13  
o AP-S22  
o AP-S31  
o AP-S42  
o AP-S48  
o AP-S58 
 
 Comunicações  
o É mostrado gráfico com a informação do tráfego total na rede, 
download e upload. 
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Foi pensada ainda uma caixa com alertas, caso fosse importante divulgar ou destacar 
alguma informação relacionada com os serviços disponibilizados, assim como um menu com 
links diretos para todos os serviços que se encontram monitorizados. 
De seguida encontra-se um diagrama UML de casos de uso (Figura 35), onde são 
identificados os atores e as funcionalidades que têm ao dispor. Mais detalhadamente, o 
utilizador pode visualizar o estado dos quatro diferentes tipos de informação mencionados 
anteriormente, o estado das aplicações web, o estado das impressoras, o estado da rede 
wireless e o estado das comunicações. Enquanto que o administrador, além da informação 
anterior, tem ainda acesso ao ficheiro de configurações do Dashboard, assim como ao 
interface de administração do Nagios.   
 








A arquitetura do Dashboard é constituída por três módulos, como se pode visualizar na 
Figura 36. O módulo principal, o “DASHBOARD”, é onde se faz a construção dos menus, das 
tabelas, dos ícones. A informação apresentada é obtida do Nagios através de consultas 
efetuadas pelo módulo “Queries JSON” aos CGIs JSON disponibilizados pelo Nagios. O módulo 
“Base de Hosts Visíveis” é utilizado como ficheiro de configuração do Dashboard, para 
permitir selecionar que hosts mostrar ou ocultar. 
 
 
Figura 36 - Arquitetura do Dashboard 
 
 
4.3. Tecnologias e Linguagens de Programação Utilizadas  
Para o desenvolvimento do Dashboard foram usados essencialmente PHP e HTML. Como 
um dos objetivos era de que o Dashboard pudesse ser visualizado nas diferentes plataformas, 
desde computadores até telemóveis ou tablets, recorremos a uma framework com design 
responsivo, isto é, que se adapta a qualquer dimensão de ecrã, chamada Bootstrap. [46] 
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Esta framework é de código aberto e permite desenvolver aplicações web de forma rápida 
e relativamente fácil, com a vantagem de que com um único código temos uma aplicação 
adaptada às variadas dimensões de ecrã dos diferentes dispositivos existentes atualmente. 
Possui um vasto conjunto de componentes prontos a usar desenvolvidos utilizando HTML, 
CSS e JavaScript, tais como, ícones, botões, barras de navegação, etiquetas, barras de 
progresso, entre outros. Foi por isso uma mais-valia para a construção do Dashboard, pois 
não era o objetivo do trabalho desperdiçar tempo na programação de páginas web, mas sim 
tornar públicos dados importantes aos utilizadores finais acerca dos serviços monitorizados. 
É possível descarregar o código fonte pré-compilado a partir do site oficial [46], o qual é 
organizado conforme a Figura 37. Os diretórios less/ js/ fonts/ são os códigos fonte 
para os CSS, JavaScript e ícones, respetivamente. Enquanto no diretório dist/ encontra-se 
todo o código anterior pré-compilado e pronto a usar em qualquer projeto. 
bootstrap/  
├── less/  
├── js/  
├── fonts/  
├── dist/  
│ ├── css/  
│ ├── js/  
│ └── fonts/  
└── docs/  
  └── examples/ 
 
Figura 37 – Estrutura de ficheiros Bootstrap 
Relativamente à informação apresentada no Dashboard, foi obtida através de duas 
ferramentas previamente instaladas, o Nagios e o Cacti. Seguidamente será detalhada a forma 
de obtenção dessa informação em cada um desses sistemas.  
 
4.3.1. Nagios 
O principal desafio era o de encontrar uma forma de extrair os dados do Nagios para 
os fazer figurar no Dashboard. Durante o desenvolvimento deste trabalho, surgiu uma nova 
funcionalidade no Nagios, a versão 4.0.4 passou a incluir CGIs em JSON [47], o que veio 
simplificar um pouco esta tarefa.  
Para enquadrarmos a solução adotada, importa fazer uma breve síntese do que é um 
CGI e em que consiste a tecnologia JSON.  
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O CGI (Common Gateway Interface) é uma tecnologia que permite gerar páginas 
dinâmicas através da passagem de parâmetros a aplicações web através do browser [48].  
JSON (JavaScript Object Notation) [49] é uma notação com um formato simples e leve 
de troca de dados, e de fácil leitura e escrita para os humanos, ao contrário do mais conhecido 
XML. Para os computadores é fácil de interpretar e gerar. É baseado na linguagem de 
programação JavaScript, e é constituído por duas estruturas: um conjunto de pares 
nome/valor, e uma lista ordenada de valores. 
Voltando ao Nagios, segue um exemplo da execução de um CGI JSON para obtenção da 
lista de hosts pertencentes ao grupo “network-printers”. O CGI foi o seguinte: 
http://172.26.5.20/nagios/cgi-
bin/statusjson.cgi?query=hostlist&hostgroup=network-printers 
E o resultado obtido foi seguinte (Figura 38): 
 
Figura 38 – JSON Query 
{ 
  "format_version": 0, 
  "result": { 
    "query_time": 1401404984000, 
    "cgi": "statusjson.cgi", 
    "query": "hostlist", 
    "query_status": "beta", 
    "program_start": 1401124241000, 
    "last_data_update": 1401404980000, 
    "type_code": 0, 
    "type_text": "Success", 
    "message": "" 
  }, 
  "data": { 
    "selectors": { 
      "hostgroup": "network-printers" 
    }, 
    "hostlist": { 
      "C280_Sala60_Piso1": 2, 
      "C360_Conselho_Cientifico_Piso1": 2, 
      "C451_Sala27_Piso1": 2, 
      "C452_Biblioteca_Piso0": 2, 
      "C452_Entrada_Piso0": 2, 
      "C552_Professores_Piso1": 2, 
      "NRG MPC2000 Academicos": 2, 
      "NRG MPC4000 Pres": 2, 
      "Xerox 7220 Aprovio_Contab": 4, 
      "Xerox 7220 NFAAC": 2, 
      "Xerox 7220 Presidencia": 2 
    } 
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Para geração destes dados em JSON o Nagios disponibilizou nesta última versão um 
interface para seleção da informação que queremos visualizar, o que facilita muito a obtenção 




Figura 39 - JSON Query Generator 
Através deste interface (Figura 39) é possível criar consultas no formato JSON de três 
tipos diferentes, consultas acerca do estado dos hosts e serviços, consultas acerca dos objetos 
existentes no Nagios e, por fim, consultas de informação arquivada nos logs do Nagios. 
 
4.3.2. Cacti 
O Cacti foi utilizado essencialmente para monitorizar o tráfego nos diferentes switches 
de rede. A sua instalação e configuração é relativamente simples para um administrador 
de redes e encontra-se detalhada em anexo neste documento. Aqui o principal objetivo 
era o de encontrar uma forma de exibir no nosso Dashboard os gráficos que se pretendiam 
tornar públicos. 
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Para isso foi necessário fazer uma configuração prévia no Cacti, ativar a conta de 
convidado do Cacti, uma vez que por defeito esta conta vem desativada. Este utilizador 
passa a ter acesso apenas à visualização dos gráficos (Figura 40).  
 
Figura 40 - Cacti conta de convidado 
 Após esta operação basta escolher o gráfico que pretendemos apresentar no 
Dashboard, neste caso escolhemos o gráfico que mostra o total de tráfego que entra e sai da 
ESTSP. É necessário também selecionar o tipo de gráfico que queremos visualizar, entre os 5 
tipos predefinidos: hora a hora, diário, semanal, mensal ou anual. 
 Finalmente, vemos qual o código fonte do gráfico selecionado e parametrizamos um 
URL, como por exemplo o que está presente no nosso Dashboard: 
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4.4. Estrutura de Ficheiros 
A estrutura de ficheiros do Dashboard (Figura 42) é muito simples e de fácil aplicação 
a outras realidades, pois é composta por três ficheiros em PHP e os restantes são ficheiros 
pertencentes à framework utilizada e já mencionada anteriormente, o bootstrap. Então os 
ficheiros são: 
 
Figura 42 - Estrutura de ficheiros do Dashboard 
No index.php temos a construção do dashboard em si, ou seja, a construção dos menus, 
das tabelas, dos ícones, entre outros, e é onde são colocadas as condições para apresentar por 
exemplo a cor dos ícones com base na informação vinda do Nagios. 
No ficheiro jsonqueires.php são executadas as consultas ao Nagios através dos CGIs 
JSON disponíveis no Nagios, e são executados através da função do PHP designada por 
curl_init. 
 
Figura 43 - Bloco de Código de Consulta de GCIs JSON 
├── index.php  





curl_setopt($cURL, CURLOPT_RETURNTRANSFER, true);  
$string = curl_exec($cURL); 
$phpArray = json_decode($string, true); 
$hostlist = $phpArray['data']['hostlist']; 
$printers  = Array(); 
foreach ($hostlist as $key=>$value) {      
 if  (in_array($key,$hosts_show)){  
   $linha= Array(); 
   $linha[0]=$key; 
   $linha[1]=$value;   
   $printers[] =$linha; 
 }            
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 Depois de executar a consulta com a função PHP referida, essa informação obtida está 
em formato JSON e por isso é descodificada com a função json_decode e colocada num array.  
 Posto isto, através de um ciclo for é percorrido esse array, e os hosts que tiverem 
permissão de visualização pública, são colocados num segundo array, assim como também o 
seu estado associado. 
 Um pormenor importante é do de fechar a execução com a função curl_close pois, 
enquanto permanecer aberta é impossível executar novas consultas. 
 Finalmente, no ficheiro config.php (Figura 44) são colocados em vetores, todos os 
hosts que pretendemos mostrar no Dashboard. Esta configuração é importante uma vez que 
desta forma podemos adicionar novos hosts ao Nagios sem que sejam mostrados 
automaticamente no Dashboard. Outra situação para que se torna útil é por exemplo quando 
o administrador pretende remover a visualização de um determinado host do Dashboard 
público por motivos vários, mas pretende continuar a manter a sua monitorização no Nagios. 
 







  "C360_Conselho_Cientifico_Piso1", 
  "C451_Sala27_Piso1", 
  "C452_Biblioteca_Piso0", 
  "C452_Entrada_Piso0", 
  "C552_Professores_Piso1", 
  "AP-A51", 
  "AP-AE", 
  "AP-BIBLIOT", 
  "AP-CANTINA", 
  "AP-GINASIO", 
  "AP-INFORM", 
  "AP-LABRAD", 
  "AP-S13", 
  "AP-S22", 
  "AP-S31", 
  "AP-S42", 
  "AP-S48", 
  "AP-S58", 
  "Www.estsp.ipp.pt", 
  "Paginas.estsp.ipp.pt", 
  "Moodle", 
  "Software Interno", 
  "Secretaria Online", 
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4.5. Interface da Aplicação 
O interface da aplicação (Figura 45) foi criado utilizando as funcionalidades da framework 
Bootstrap [46], como já referido no início deste capítulo. Foi ainda adaptado um tema para 
Bootstrap orientado já para os layouts tipo dos Dashboard que estamos habituados a 
visualizar [50]. 
 
Figura 45 - Aspeto do Dashboard 
  
Cada tabela está contida numa div, e é gerada dinamicamente, através de um ciclo for, 
conforme o número de hosts que estiverem definidos no ficheiro de configuração para serem 
apresentados. 
 A div com o gráfico contem o URL pré-configurado retirado do Cacti, e é atualizado 
em tempo real. 
 O Dashboard é atualizado de 90 em 90 segundos, seguindo a mesma lógica do Nagios. 
Para isso foi utilizado o seguinte código: 
 
 
<meta http-equiv="refresh" content="90"> 
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 Importa ainda destacar a versão para dispositivos móveis (Figura 46) em que o layout 
se adapta totalmente a qualquer dimensão de ecrã,  através da minimização do menu superior 
(Figura 47) para um único botão e das tabelas para uma disposição na vertical.  
 
Figura 46 - Dashboard mobile 
 
Figura 47 - Dashboard mobile - menu  
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5. CONCLUSÃO E TRABALHOS FUTUROS 
Sistemas computacionais têm sido cada vez mais utilizados com vários propósitos. A 
sua complexidade requer uma monitorização constante de equipamentos de hardware e de 
software, de forma a garantir um sistema fiável, robusto e de alta produtividade. Neste 
trabalho, estudamos sistemas de domínio público populares utilizados em diversos cenários 
e ambientes. Muitos são focados na recolha de dados do sistema enquanto outros são focados 
na visualização do sistema. Levando em consideração os requisitos do nosso ambiente, 
nomeadamente, a monitorização de servidores, switches, impressoras e access points, 
utilizamos o Nagios e o Cacti para a construção de um Dashboard dinâmico capaz de 
proporcionar à comunidade de utilizadores da ESTSP uma visão geral do estado dos serviços 
disponibilizados.  
Concomitantemente, as funções diárias dos administradores de redes da ESTSP estão 
agora mais facilitadas, tendo em conta as ferramentas disponíveis de monitorização 
instaladas. Estas ferramentas permitem ter a noção real e detalhada da rede, possibilitando 
uma mais rápida identificação de eventuais problemas, assim como também, a sua resolução 
se torna mais simplificada. 
Como limitação pode-se destacar a não existência de um sistema de envio de sms, pois 
seria importante o envio de alertas por sms para o telemóvel, além do envio de emails. No 
entanto, hoje em dia, a grande maioria dos telemóveis têm a possibilidade de receber emails, 
o que torna esta limitação um mal menor. De salientar ainda o facto de não ter sido possível 
testar todos os softwares de monitorização, tendo-se baseado a escolha essencialmente no 
estudo e comparações efetuadas, tendo em conta a documentação existente. 
 A adição de mais dipositivos ao Nagios e ao Cacti, assim como a monitorização de 
novos serviços dos dispositivos já adicionados, no sentido de alcançar a monitorização 
completa de toda a rede, constitui um dos principais trabalhos futuros. Na vertente de 
desenvolvimento, é também importante melhorar o Dashboard, dotando-o de mais 
informação e de um backoffice de administração, que permita definir, por meio de interfaces 
gráficas a informação que se pretende visualizar, ao contrário do existente, que é feito através 
de ficheiros de configuração. 
Em suma, conclui-se que os objetivos definidos foram satisfatoriamente alcançados. 
A instituição ficou dotada de um sistema de monitorização completo, que responde aos 
requisitos, tanto dos administradores de rede, como de toda a comunidade de utilizadores.   
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A) Instalação do Nagios [51] 
1. Pré-requisitos 
Alguns pacotes que necessários para a instalação do Nagios: 
apt-get install wget install build-essential apache2 php5-gd wget 
libgd2-xpm libgd2-xpm-dev libapache2-mod-php5 
 












usermod -a -G nagcmd nagios 
usermod -a -G nagcmd apache 
 
4. Instalação do Nagios 
 
tar zxvf nagios-4.0.8.tar.gz 


















cp -R contrib/eventhandlers/ /usr/local/nagios/libexec/ 
chown -R nagios:nagios /usr/local/nagios/libexec/eventhandlers 
 





5. Criação de utilizador para acesso web 
 
htpasswd –c /usr/local/nagios/etc/htpasswd.users nagiosadmin 
 
 
6. Instalação dos Plugins 
 
cd /tmp/nagios-plugins-2.0.3 




7. Configuração do serviço Nagios 
 
ln -s /etc/init.d/nagios /etc/rcS.d/S99nagios 
 




9. Atualização do Nagios 
wget http://osdn.dl.sourceforge.net/sourceforge/nagios/nagios-
x.y.z.tar.gz 
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B) Instalação do NConf [52] 
1. Pré-requisitos 
apt-get install apache2 php5 php5-mysql mysql-server perl libdbi-perl 
libdbd-mysql-perl gawk 
 





3. Definição de permissões 
tar zxvf nconf-1.3.0-0.tgz 
cd nconf 
chmod 777 config/ 
chmod 777 output/ 
chmod 777 static_cfg/ 
chmod 777 temp/ 
 
 
4. Criação da base de dados 
$> mysql -u root -p   
Enter password:   
mysql> CREATE DATABASE DBNAME;   
mysql> GRANT SELECT, INSERT, UPDATE, DELETE, CREATE, DROP, ALTER ON 
DBNAME.* \ 
TO 'DB_USER'@'localhost' IDENTIFIED BY 'DB_PASS'; 
 
 
5. Instalação do NConf 
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4.1. Verificação pré-requisitos 
 
 
4.2. Configuração da base de dados 
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4.4. Configuração da autenticação no NConf 
 
 




4.6. Remoção de ficheiros de instalação 
rm -rf INSTALL 
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C) Instalação do NRPE [53] 
Host 
 




2. Instalação dos plugins Nagios 
wget https://www.nagios-plugins.org/download/nagios-plugins-
2.0.3.tar.gz 







chown nagios.nagios /usr/local/nagios 
chown -R nagios.nagios /usr/local/nagios/libexec 
 
3. Instalação do xinetd 
apt-get install xinetd 
 
4. Instalação do NRPE daemon 
wget http://osdn.dl.sourceforge.net/sourceforge/nagios/nrpe-
2.15.tar.gz 
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5. Edição ficheiros de configuração 
Editar ficheiro /etc/xinetd.d/nrpe e adicionar IP do servidor. 
only_from = 127.0.0.1 <nagios_ip_address> 
 
Adicionar  a seguinte linha ao ficheiro /etc/services. 
nrpe 5666/tcp # NRPE 
 
Reinicar o serviço xinetd. 
service xinetd restart 
 
6. Teste do daemon localmente 
netstat -at | grep nrpe 
tcp 0 0 *:nrpe *:* LISTEN 
 
 
/usr/local/nagios/libexec/check_nrpe -H localhost 
NRPE v2.15 
 
7. Abertura de firewall 
iptables -I RH-Firewall-1-INPUT -p tcp -m tcp –dport 5666 -j ACCEPT 
 
service iptables save 
 
8. Edição de comandos NRPE 
vi /usr/local/nagios/etc/nrpe.cfg 
 
9. Testes aos comandos 
/usr/local/nagios/libexec/check_nrpe -H localhost -c check_users 
/usr/local/nagios/libexec/check_nrpe -H localhost -c check_load 
/usr/local/nagios/libexec/check_nrpe -H localhost -c check_hda1 
/usr/local/nagios/libexec/check_nrpe -H localhost -c check_total_procs 
/usr/local/nagios/libexec/check_nrpe -H localhost -c check_zombie_procs 
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2. Instalação do plugin 








3. Teste de comunicação entre o servidor e o cliente 
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B) Instalação do NagVis [54] 




tar zxvf nagvis-1.8b6.tar.gz 
 
 
2. Instalação utilizando o instalador 
cd nagvis-1.8b6 
chmod +x install.sh 
./install.sh 
 
rm -rf nagvis-1.8* 
 
3. Acesso ao NagVis 
http://<ip-servidor>/nagvis/frontend/nagvis-js/index.php 
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C) Instalação do Cacti [55] 
1. Pré-requisitos 
apt-get install snmp rrdtool apache2 php5 php5-mysql 
 
2. Download do Cacti (versão à data de 24-08-14) 
wget http://www.cacti.net/downloads/cacti-0.8.8b.tar.gz 
tar xvf cacti-0.8.8b.tar.gz  
 
mv cacti-0.8.8b /var/www/cacti  
cd /var/www/cacti 
 
3. Criação de base de dados 
mysql -u root –p 
 
CREATE DATABASE cacti;  
CREATE USER 'cacti'@'localhost' IDENTIFIED BY 'password'; 
GRANT ALL PRIVILEGES ON cacti.* TO 'cacti'@'localhost' 
 
mysql -u root -p cacti < cacti.sql 
 
4. Edição do ficheiro cacti/include/config.php 
$database_type = "mysql"; 
$database_default = "cacti"; 
$database_hostname = "localhost"; 
$database_username = "cacti"; 
$database_password = "password"; 
 
/* load up old style plugins here */ 
$plugins = array(); 
//$plugins[] = 'thold'; 
 
/* 
   Edit this to point to the default URL of your Cacti install 
   ex: if your cacti install as at http://serverip/cacti/ this 
   would be set to /cacti/ 
*/ 
FCUP 
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$url_path = "/cacti/"; 
 
/* Default session name - Session name must contain alpha characters */ 
#$cacti_session_name = "Cacti"; 
 
5. Programação de tarefa para o Cacti executar scripts de recolha de dados SNMP, com 
a adição ao /etc/crontab 
*/5 * * * * www-data php /path/to/cacti/poller.php > /dev/null 
 
6. Acesso ao Cacti 
http://<ip-servidor>/cacti 
Utilizador/Password = admin/cacti 
