Abstract FALCON (Fracturing And Liquid CONvection) is a hybrid continuous/discontinuous Galerkin finite element geothermal reservoir simulation code based on the MOOSE (Multiphysics Object-Oriented Simulation Environment) framework being developed and used for multiphysics applications. In the present work, a suite of verification and validation (V&V) test problems for FAL-CON was defined to meet the design requirements, and solved to the interests of enhanced geothermal system modeling and simulation. The intent for this test problem suite is to provide baseline comparison data that demonstrates the performance of FALCON solution methods. The test problems vary in complexity from a single mechanical or thermal process, to coupled thermo-hydro-mechanical processes in geological porous medium. Numerical results obtained by FALCON agreed well with either the available analytical solutions or experimental data, indicating the verified and validated implementation of these capabilities in FALCON. Whenever possible, some form of solution verification has been attempted to identify sensitivities in the solution methods, and suggest best practices when using the FALCON code.
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Introduction
Reliable reservoir performance predictions of enhanced geothermal systems (EGS) require accurate and robust modeling and simulation techniques for the coupled thermal-hydro-mechanical (THM) processes. Conventionally, these types of problems are solved using the operator-splitting methods, usually by coupling a subsurface flow, and heat transport simulator with a solid mechanics simulator via input files. One example of such an approach is Rutqvist et al. (2002) , where a widely used flow and heat transport simulator TOUGH2 (Pruess et al. 1999 ) is coupled to the commercial rock mechanics simulator FLAC (ITASCA Consulting Group 1997) via input files. During each time step, TOUGH2 and FLAC run sequentially with the output from one code as input to the other. Iterations between the codes during each step might be necessary if there is a strong dependence among processes and parameters. However, such operator splitting approaches are applicable only to loosely coupled problems and usually converge very slowly. For most enhanced geothermal systems, fluid flow, heat transport, and rock deformation are typically strongly nonlinearly coupled. An alternative is to solve the system of nonlinear partial differential equations that govern the system simultaneously using a fully coupled solution procedure for fluid flow, heat transport, and solid mechanics. This procedure solves for all solution variables (fluid pressure, temperature, and rock displacement fields) simultaneously, which leads to one large nonlinear algebraic system that is solved using a strongly convergent nonlinear solver. Developments over the past decades in the area of physics-based preconditioning, strongly convergent non-linear solvers such as the Jacobian-free Newton methods, and efficient linear solvers such the as the generalized minimal residual algorithm (GMRES), make such an approach competitive (Knoll and Keyes 2004) . Recently, a fully-coupled, hybrid continuous/discontinuous Galerkin finite element modeling tool for predicting the coupled fluid flow, heat transport, and rock deformation in a singly integrated code, namely FALCON (Fracturing And Liquid CONvection), has been developed at Idaho National Laboratory (Podgorney et al. 2010) . FALCON is being used at for the EGS design and modeling in partial support of the U.S. Department of Energy's FORGE (Frontier Observatory for Research in Geothermal Energy) program. More recently, FALCON has been released in public domain as an open-source software tool . FALCON features a second-order, hybrid continuous/discontinuous Galerkin finite element method for time-dependent, fully coupled THM processes in geological porous medium. In this hybrid method, the continuous Galerkin finite element (CGFE) method is used to discretize the mass conservation equation and geomechanical equilibrium equation, while the discontinuous Galerkin finite element (DGFE) method is used to discretize the energy conservation equation. This hybrid CGFE/DFFE method, by taking advantage of a hierarchical WENO (Weighted Essentially Non-Oscillatory) reconstruction scheme developed for DGFE by Luo et al. (2012 Luo et al. ( , 2013 , has successfully overcome the longstanding issue of unphysical oscillations observed at the presence of convection-dominated heat transport. In addition, thanks to the use of the automatic differentiation (AD) engine TAPENADE (Hascoet and Pascual 2013), a new component to simultaneously calculate the water/steam thermodynamic properties (i.e., density, internal energy, and viscosity) and their partial derivatives with respect to the nonlinear variables (e.g., pressure, and temperature in the case of single water phase) has been implemented in FALCON based on the IAPWS (International Association for the Properties of Water and Steam) industrial formulation 1997 (Wagner et al. 2000) . This AD approach delivers accurate partial derivatives, and thus has been an alternative to the original divided-differencing method in FALCON, which could produce large error in the case of strong nonlinearity, when a suitable denominator is difficult to determine.
FALCON was built as one of a number of applications using the MOOSE parallel computational framework. The MOOSE framework was originally developed for modeling multiphysics problems often encountered in nuclear reactor fuel performance analysis (Gaston et al. 2009 ). This framework allows for rapid development of multi-dimensional, parallel, implicit, fully coupled, nonlinear simulation capabilities, and employs a modular, pluggable architecture that greatly simplifies the process of adding new physical phenomena coupling of different physics. Linear algebra is handled through an abstract virtual interface, which makes it possible to use some of the most popular libraries such as PETSc (Portable, Extensible Toolkit for Scientific Computation) (Balay et al. 2014) and Trilinos (Heroux et al. 2005) . Verification testing is part of the FALCON application control process and ensures that FALCON is solving problems of interests to the FORGE and meeting design requirements. It is one component of a larger testing infrastructure. This paper is aimed at identifying verification problems and the FALCON solutions to those problems. More test problems will be added to the suite of verification and validation for flow simulation, as the FALCON code will change over time.
The rest of this paper is organized as follows: Sect. 2 first introduces the baseline THM governing equations employed by FALCON, and extends the discussion to the numerical methods developed and implemented in FAL-CON. Section 3 presents four test problems computed by FALCON: (1) conduction-dominated heat transport; (2) strongly convective heat transport; (3) thermally induced buoyant convection and instability; and (4) subsurface deformation due to a pressurized subsurface fracture. Section 4 gives a conclusion of the work in this paper, and outlook for future work.
Mathematical Models and Numerical Methods

Governing Equations
Mathematical models that describe the geothermal systems and geomechanics can be found in an abundance of literature (e.g., Brownell et al. 1977; Faust and Mercer 1979a, b; Jaeger et al. 2009 ). FALCON has been developed using both the pressure-temperature (P-T) and pressure-enthalpy (P-H) formulation (Podgorney et al. 2011 ). The P-T formulation is limited to single-phase simulation of watersaturated systems, while the P-H formulation can be used for both single-and two-phase systems. The P-T formulation, by design, is much simpler to implement and carries a significantly lower computational burden. Hence in keeping with our objective to verify and validate the first version of the FALCON code, we will not consider the much more complex two-phase water/steam system in this work, but only focus on the governing equations for the single-phase P-T formulation to be briefly introduced as below, where the liquid-phase water is taken as the working fluid.
First, the mass conservation equation for the fluid phase in porous medium may be written as:
When considering the momentum balance of the system, we assume that Darcy's law is valid, and that the momentum balance for the fluid phase may be represented as:
where rz is a vector of components (0, 0, -1) when gravity is taken to be aligned in the negative vertical direction. Combining Eqs.
(1) and (2) yields the following equation for liquid-phase water flow in a deformable, compressible geologic medium,
Second, if we assume that the thermal equilibrium exists between the fluid and solid phases and that the Boussinesq approximation is also valid, the energy conservation can be described in the following equation,
Finally, the momentum balance of the solid phase based on the classical linear thermo-poroelasticity theory can be described in the following equation,
which provides the stress equilibrium of the geomechanical system. Equation (5) is the general governing equation for thermo-poroelastic problems, and needs stressstrain law for closure. In this work, we have adopted linear elasticity and assumed infinite small strain that is often adopted in the classical linear elasticity theory. Above all, the set of Eqs. (3), (4), and (5) represents the governing equations for coupled thermo-hydro-mechanical (THM) processes in a deformable, compressible geological porous medium.
Hybrid Continuous/Discontinuous Finite Element Discretization
Initially in the FALCON code, Eqs. (3), (4), and (5) were discretized all using the continuous Galerkin finite element (CGFE) method. However, a longstanding weakness associated with the CGFE is that it will result in severe non-physical oscillations and even divergence of solution when used to simulate convection-dominated heat transport problems, where large local thermal gradients could be found in an EGS model (e.g., near the injection well and/or fractures). The streamline upstream-Petrov/Galerkin (SUPG) method (Brooks and Hughes 1982) was later implemented in FALCON. The SUPG method is able to eliminate the extensive oscillations in the underlying CGFE solution, except at the vicinities of large thermal gradients. A discontinuitycapturing scheme based on the SUPG (Hughes et al. 1986 ) was further implemented in FALCON, but tests showed that it was still not able to completely stabilize the solution at the presence of large thermal gradients. More recently, the discontinuous Galerkin finite element (DGFE) method (Cockburn et al. 2000) has been attempted in FALCON. The DGFE method, originally introduced for the solution of neutron transport (Reed and Hill 1973) , combines two advantageous features that are commonly associated to the CGFE method and the finite volume (FV) method. As in classical CGFE, accuracy is obtained by means of highorder polynomial approximation within an element rather than by wide stencils as in the case of FV. The physics of wave propagation is, however, accounted for by solving the Riemann problems that arise from the discontinuous Assessment of a Hybrid Continuous/Discontinuous Galerkin Finite Element Code for Geothermal… 721
representation of the solution across element interfaces. In this respect, the DGFE method is therefore similar to the FV method. In fact, the basic cell-centered FV methods exactly corresponds to DG (P0), that is, the DGFE using piecewise constant polynomials. However, like any higherorder methods, the DGFE also suffers from the non-physical oscillations in the vicinities of discontinuities that exist in problems governed by hyperbolic conservation laws.
In the present work, FALCON employs a hybrid CGFE/ DGFE method, where a reconstructed DGFE method based on a hierarchical WENO reconstruction scheme (Luo et al. 2012 (Luo et al. , 2013 ) is used for the spatial discretization of the energy conservation equation in Eq. (4), while the mass conservation equation in Eq. (3) and stress equilibrium equation in Eq. (5) are discretized using the CGFE. The WENO reconstruction scheme makes use of the invaluable information, namely the gradients of the cell-averaged solutions that are handily available in DGFE, thus making implementation of the WENO reconstruction scheme straightforward on unstructured grids in multi-dimensions. The resulting scheme keeps the full conservation of mass and energy, and is capable of eliminating the nonphysical spurious oscillations arising at the vicinity of discontinuities and local extrema. Numerical examples in the literature (Xia et al. 2014a, b) have shown that these methods are able to deliver the solutions without the underand over-shooting in a variety of fluid dynamics applications, while adequately retaining the desired accuracy at the vicinity of discontinuities.
Constitutive Relationships
The FALCON code provides two different constitutive models for calculating the density and viscosity of the liquid-phase water.
In the first option, two analytical equations are employed to calculate the water density and viscosity, respectively, within a limited range of temperature between 0 and 300°C (Graf 2009 ): 
This option is cheap in terms of computational costs, as the density and viscosity functions solely dependent on the temperature. The variations of water density and viscosity as well as their derivatives according to Eq. (6) and Eq. (7) are displayed in Figs. 1 and 2, respectively. Note that the ql/qT shown in and Fig. 2 (right) is at the scale of 10 -5 over the whole temperature range, which is trivial enough to be omitted when linearizing Eqs. (3) and (4). However, one inconvenience associated to this option is that, since Graf (2009) did not state the valid range of pressure for the above equations, users have to make sure that the water being modeled is of the liquid-phase, according to the pressure-temperature phase diagram of water (Chaplin 2011) . Empirically speaking, as long as the temperature of water in the reservoir and wells stays at reasonable temperatures, while the water is under sufficient pressure, the liquid state of water can be guaranteed, except for an unexpected loss of pressure in wells or pipes that can lead to the vaporization of water. Moreover, due to the low compressibility of liquid water, the density of water will change very little when water is subject to the change of pressure in reservoirs. Similarly, the viscosity of water also varies very little due to the change of pressure. For example, our study shows that within the range of temperature between 60 and 200°C, and pressure between 2 and 30 MPa, the errors in the calculated water density and viscosity by ignoring the effect of water pressure is at most 2 % when compared with those calculated using the second option that are based on both pressure and temperature. Therefore, despite the absence of dependence on water pressure, we may assume that Eqs. (6) and (7) are valid for general geothermal engineering conditions.
The second option adopts the IAPWS industrial formulation 1997 (denoted IAPWS-97) to calculate the phase thermodynamic properties (i.e., density, internal energy, and viscosity) of water and/or steam (Wagner et al. 2000) . This formulation uses pressure (B100 MPa) and temperature (B800°C) as input parameters, and returns density and internal energy, which can be applied in the liquid water, steam and supercritical regions. The formula of viscosity in IAPWS-97 uses density and temperature as input variables, and returns fluid viscosity of either water or steam, depending on the input density value. An update to the IAPWS-97 formulation was released in 2008 (Cooper and Dooley 2008) and has also been implemented. Despite the many advantages of IAPWS-97 for a large coverage of geothermal engineering conditions over the first option, the linearization of IAPWS-97 is not trivial, when it is required in an implicit solver. Though the Jacobian-free NewtonKrylov method available in FALCON does not require the developer to carry out the mathematical expressions for the true Jacobian or fill the Jacobian matrix which otherwise would be demanding in terms of development effort, yet the execution speedup is not guaranteed in actual cases. In other words, the computational burden shifts from Jacobian formation to residual calculation, as the matrix-vector product must be evaluated for each linear iteration step. If a large number of linear iterations are required to converge the nonlinear system in each nonlinear iteration step, this burden might overshadow the Jacobian formation and inversion. To combat this, preconditioning must be applied. However, even if the exact Jacobian is not necessary, it is still challenging to evaluate well-approximated thermodynamic property derivatives with respect to the nonlinear variables in the IAPWS-97 formulation, since the process is highly nonlinear and is not accessible in a closed form.
FALCON used to compute those derivatives using a simple divided-differencing (DD) algorithm, which is easy to implement and literally suitable for any targeted formula. However, the DD algorithm could generate less accurate derivatives, and result in numerical instability in linear iterations, especially when the coupled THM problems to be simulated are highly nonlinear. Thanks to the recent progress in the application of automatic differentiation (AD) techniques (Xia et al. 2014b) , FALCON has been able to partially replace the DD algorithm with a new AD generated code that is capable of efficiently calculating the thermodynamic properties and their exact partial derivatives with respect to the nonlinear variables (i.e., pressure, and temperature in the case of pressure-temperature based single liquid-phase formulation). The code was generated using an AD engine TAPENADE (Hascoet and Pascual 2013), and it currently includes only the liquid-phase region of water. However, we have not extended the AD approach to the two-phase liquid/steam region, as the implementation is quite non-trivial for the reason that the property calculations in the two-phase liquid/steam region involve an iterative solver, and the convergence criteria for the property derivative calculations are not necessarily the same with the corresponding property calculations themselves. Therefore the differentiation code generated by AD for this region cannot be inserted into the FALCON code directly. Proper convergence criteria for the property derivative calculations need to be determined and validated through various test cases, before the developed AD approach can be safely implemented for the full phase diagram of water. 
Conduction-Dominated Heat Transport
A simple problem of 1D time-dependent, conductiondominated heat transport is considered in this test case, as the quality of numerical solutions can be assessed through comparison with the analytical solution derived from the solution in Faust and Mercer (1979b) , by omitting the heat exchange between confined aquifer and rock matrix surrounding the aquifer. To obtain the analytical solution, the thermodynamic and transport properties, such as water density and viscosity are assigned as constants. Then the mass conservation equation in Eq. (3) is reduced to a Laplacian equation of pressure as below,
which gives a uniform velocity v w along the x-direction. Hence the coupled energy conservation equation reads as follows:
where q m c m = /q w c w ? (1 -/)q r c w for convenience, and T with a bar above denotes the normalized temperature, and is equal to (T -T 0 )/(T i -T 0 ). The T i and T 0 are the injection and initial temperature, respectively. The analytical solution to Eq. (9) given by Avdonin (1964) is as below: The FALCON simulations of this problem were conducted using the (1) FE (P1)-the 2nd-order CGFE method, and (2) rDG (P0P1)-the reconstructed 2nd-order DGFE method, respectively. The constant and variable thermodynamic properties of liquid-phase water were applied in each method, respectively. For the variable thermodynamic properties, the IAPWS-97 formulation was used for the FE (P1) solution, while the solely temperature-dependent formula was used for the rDG (P0P1) solution. The computed temperature and pressure profiles after a 5-year period of injection are displayed in Figs. 3 and 4, respectively. As one can observe, using the constant density and viscosity of liquid-phase water, the FE (P1) solution profiles (red line with ''?'' marks) and rDG (P0P1) solution profiles (blue line with circle marks) not only closely matched each other, but also agreed perfectly with the analytical solution of temperature (black dotted line), as shown in Fig. 3 . Furthermore, the FE (P1) solution profiles with the use of the IAPWS-97 formulation (red line with ''9'' marks) matched very well with the rDG (P0P1) solution profiles with the use of solely temperature-dependent formula (blue line with square marks) in both Figs. 3 and 4. Therefore, it has been verified that the FE (P1) and rDG (P0P1) numerical methods in FAL-CON can accurately solve the conduction-dominated heat transport for over a long time period of practical interest, and that the two options for calculating the density and viscosity of liquid water in FALCON can provide Fig. 3 Comparison of the numerical and analytical solutions to the temperature profile for the 1D conduction-dominated heat transport problem after 5 years of injection consistent solutions in this test case. In addition, it is worth noting that FALCON also delivered simulation results that matched well with those obtained by some other established codes for a similar but longer-period problem in a recent code comparison study project (Bahrami et al. 2015) . Above all, the verification of those components in the FALCON code in this simple problem has provided a partial basis for the design of other more complex coupled THM problems.
Strongly Convective Heat Transport
In this numerical experiment, we considered a strongly convective heat transport problem at a very high Peclet number in a 1D test case and a 3D test case, respectively. The objective of this problem is to validate the FALCON's numerical stabilization methods at the presence of an initial sharp thermal front. To make this 1D test case universally accessible and easily reproducible, we decoupled the energy conservation equation in Eq. (4) from the mass conservation equation in Eq. (3) by assuming a constant convective thermal propagation velocity V m = q w c w q/q mc m , and a constant diffusivity D m = K m /q m c m . Some unit material properties were used, i.e., q w c w q = 1, and q mc m = 1 with / = 1, whereas K m = 1 9 10 -5 . Thus, Eq. (4) can be reduced to a linear scalar partial differential equation by neglecting the source/sink term as below:
where U is the variable of interest (e.g., the non-dimensionalized temperature for heat transport in the present context). Consider the following initial condition in the 1D case for Eq. (11),
where the analytical solution to the set of Eqs. (11) and (12) can be expressed as follows (Trangenstein 2009) :
The performance of numerical solutions to the set of Eq. (11) and (12) can be assessed by comparing with the analytical solution in Eq. (13). The simulations of this 1D test case were conducted on a hexahedral mesh bounded between 0 and 1 in the x-direction, with uniform distribution and equal spacing of element side h = 0.01, as shown in Fig. 5 . So the element Peclet number, which is defined as Pe h = hV m /2D m , is equal to 500 in this case. The Dirichlet boundary condition of U = 1 was fixed at the boundary face of x = 0. On the other end, the free thermal outflow boundary condition was prescribed at the boundary face of x = 1, where the U values on the quadrature points of the face were interpolated from its host element. The noflow/adiabatic conditions were set at the rest of the boundaries. Besides, the second-order implicit backward difference formulation (BDF2) was used for the time integration.
Computations of the 1D test case were carried out using the five spatial solution methods respectively: (1) DG (P0)-the 1st-order DGFE method, (2) rDG (P0P1)-the least-squares and WENO reconstructed 2nd-order DGFE method, (3) DG (P1)-the standard 2nd-order DGFE method, (4) rDG (P1P1)-the WENO reconstructed 2nd-order DGFE method, and (5) squares and hierarchical WENO reconstructed 3rd-order DGFE method. The instantaneous numerical results were plotted against the analytical solution at four typical time stations of t = 0.2, 0.4, 0.6, and 0.8, as shown in Fig. 6 . A further detailed comparison is displayed as a zoom-in view in Fig. 7 . It can be seen that, the DG (P0) solution (red lines) is too dissipative to be practically useful, even though it is always oscillation free. In comparison, the rDG (P0P1) solution (green lines) can greatly improve the solution quality of the underlying DG (P0) without causing any non-physical oscillations. The DG (P1) solution (blue lines) without any stabilization treatment was included on purpose to show the non-physical over-and under-shootings near the thermal front. Note that those notorious oscillations associated with the high-order methods (C2nd-order) can never be eliminated or even reduced by simply refining the grid or using higher-order spatial discretization. A remedy to eliminate the non-physical oscillations for DG (P1) is to apply the WENO reconstruction, resulting in the rDG (P1P1) solution (purple lines) in the figure.
However as one can observe, although the rDG (P1P1) solution is more accurate than that of rDG (P0P1), the sharpness of the solution near the thermal front was a little diffused after the WENO process. Thanks to the hierarchical WENO reconstruction, the rDG (P1P2) solution (sky-blue lines) was able to improve the solution quality of rDG (P1P1) to some certain extent. Above all, it has been validated that the FALCON solution methods are able to deliver non-oscillatory and accurate simulation solutions for convection-dominated heat transport problems. Moreover, we recommend using rDG (P0P1) for large-scale problems, as it is sufficiently cost-effective for geothermal problems of practical interest. In the 3D test case, we consider the injection of cool liquid through a rock fracture, where the heat transport is again strongly convective by design. The geometric configuration of this case is displayed in Fig. 8 , where a fracture zone is represented using a zero-thickness sheet body imbedded in a non-dimensionalized unit cubical matrix block bounded by x = [-0.5, 0.5], y = [-0.5, 0.5] and z = [-0.5, 0.5]. A mixed-dimensional mesh consisting of 3000 quadrilateral elements (h = 0.01) for the fracture zone and 7425 hybrid tetrahedral/pyramidal elements for the matrix zone was used for the simulations. Accordingly, we used the p-T based coupled flow and heat transport formulation in a non-dimensionalized system, with the gravity and source terms neglected. The unit material properties specified in the 1D case were applied in this 3D case, in addition to the unit values for k and l. The initial conditions were p = 0 and T = 1 everywhere in the Fig. 7 The zoom-in view at the vicinity of location x = 0.2 for the FALCON solutions at t = 0.2, for the 1D convection-dominated heat transport with Pe h = 500 domain. To model an injection of cool liquid at constant pressure and temperature, we imposed the boundary conditions of p = 1 and T = 0 at the left side of the fracture (x = -0.5). The Dirichlet conditions of p = 0 and T = 1 were prescribed at the right side of the fracture (x = 0.5). The element Peclet number was designed to be 500 in the fracture. The BDF2 scheme was used for time integration. Three runs were carried out using the CGFE, SUPG, and rDG (P0P1) methods, respectively.
The simulation was started at the non-dimensionalized t = 0, and terminated at t = 0.8. The computed temperature contours in the fracture are displayed in Fig. 9 . In addition, the data was extracted along a sourced line pointing from (-0.5, 0, 0) to (0.5, 0, 0) to better visualize the quality of solution, as shown in Fig. 10 . Not surprisingly, extensive non-physical oscillations were observed in the temperature contours and profiles obtained by CGFE without any stabilization treatment. In comparison, the SUPG method has been able to effectively stabilize the solution over almost the whole domain, except near the vicinity of the thermal front, where the over-and undershootings can still be clearly seen. We also tried the discontinuity-capturing method based on SUPG (Hughes et al. 1986 ), but did not succeed in completely eliminating the oscillations. On the other side, rDG (P0P1) has delivered an oscillation-free solution in this 3D case, while retaining sufficient solution quality near the thermal front, indicating a superior method for the simulation of heat transport problems at high Peclet numbers.
Thermally Induced Buoyant Convection and Instability
In this numerical experiment, we examined a problem of density-driven free thermal convection in a 2D subsurface domain, which is similar to that detailed by Elder (1967) . An illustration of the problem is displayed in Fig. 11 , where a water saturated homogeneous isotropic medium was heated from the bottom, causing a large density change ([5 %) that led to the unstable fluid flow. The computational domain and boundary conditions chosen for this problem follows those detailed in Oldenburg and Pruess (1995) , but only half of the full domain was modeled in this case due to the symmetric nature of the problem. The size of the halved domain is 300 9 150 m 2 , ranging from 0 to 300 m in the horizontal x-direction, and -150 to 0 m in the vertical y-direction. This test case is meant to assess the quality of the linearized thermo-hydro system of equations derived from Eq. (3) and Eq. (4). Unlike the previous problems in which the diagonal preconditioning were sufficient for good convergence of the underlying linear solver in a geothermal simulation code, successful simulation of this problem in this case also relies on the quality of the off-diagonal entries of the preconditioning matrix that correspond to the gravitational term in Eq. (3). The use of diagonal preconditioning alone or poorly formulated offdiagonal part of the preconditioning matrix would only lead to divergence of the linear solver. The initial conditions chosen in this case are uniform temperature of T = 12°C over the entire domain, and hydrostatic pressure distribution with p = 101325 Pa at the top boundary. A constant temperature of T = 20°C was applied at the left half of the bottom boundary x = [0, 150], which initiated a density-driven instability into the system. Besides, the no-flow conditions were applied at the left and right boundaries, as well as at the right half of the bottom boundary x = [150, 300] m. The fluid density and viscosity were initialized at the values calculated from either Eqs. (6) and (7), or the IAPWS-97 formulation. This problem was specifically parameterized to be convection-dominated, and it has a large Rayleigh number (see Table 2 ), to test the stability. Also note that there was no need to provide the initial density and viscosity of water, as they can be precomputed based on the initial pressure and temperature distribution. A mesh consisting of 60 9 32 quadrilateral elements was used for the simulations. The grid points were uniformly distributed in the domain. The ''upward'' flows concentrated along the axis of symmetry were expected in the simulation results, as like those reported in Oldenburg and Pruess (1995) . The 2nd-order CGFE method was used for the solution, while the 2nd-order BDF2 scheme was used for time integration. The time-step size was held constant at 10,000 s, and the simulations were terminated at t = 5 9 10 8 s (about 15.85 years). Three runs were carried out using different options to calculate the density and viscosity of water, and their partial derivatives: (1) the solely temperature-dependent formula and corresponding analytical derivative; (2) the AD-based IAPWS-97 formulation and differentiation; and (3) the IAPWS-97 formulation with the divided differencing algorithm to calculate the partial derivatives. The computed temperature contours and fluid velocity traces are displayed in Figs. 12, 13, 14, respectively,  showing the upwelling of the warmer liquid, and the formation of thermal fingering. The three figures are visually identical to each other, which indicate the good consistency and robustness of the three options in FALCON to calculate the linearized water properties for very long-term simulation problems. Moreover, although the results of this problem are strongly grid-dependent, the major patterns of thermal fingering simulated on our relatively coarse mesh look similar to those in Oldenburg and Pruess (1995) , which were obtained on much finer meshes. For the FALCON simulations of this problem, details of the thermal fingering patterns could be further enriched using either refined meshes or automatic mesh refinement, for example, in Podgorney et al. (2011) . Nevertheless, the overall temperature solution field will not look much different than those presented in this test case even if further refined meshes were used.
Subsurface Deformation From a Pressurized Subsurface Fracture
The ground surface deformation due to a pressurized subsurface fracture, initially introduced in Bahrami et al. (2015) , is considered in this numerical experiment. In the 2D plane-strain geometry, a uniform pressure was applied on two fracture walls to represent the effect of the fluid in the fracture. The fracture is assumed to be rectangular in shape, and three inclination angles were considered. The solid medium was assumed to be isotropic and homogeneous, where linear elasticity applies. Numerical results can be compared with those available in the literature (Pollard and Holzhausen 1979) . The center of the fracture is at a subsurface depth of d in the vertical y-direction, with its coordinate to be (0, -d). The fracture is 2a wide in the horizontal x-direction with an inclination angle b. In the case of b = 0°, the width of the fracture spans from coordinate (-a, -d) to (a, -d). The geometric and material parameters are given in Table 3 . The computational domains and meshing information used for simulations were described in Table 4 , and the meshes are shown in Figs. 16, 17, and 18, respectively. The zero-displacement condition was prescribed at the bottom side of the domain, while no constraint was applied at the rest of the boundaries. Since this problem concerns the deformation of an infinite half space, the computational domain has to be sufficiently large so that the boundary conditions applied at the far-field should have a negligible effect on the near-field responses. If in situ stress is concerned, the pressure applied on the fracture surfaces p 0 should be considered the ''net pressure'', which is the difference between the fluid pressure and the in situ normal stress acting on the fracture plane. Anisotropy of the in situ stress will not affect the results for horizontal and vertical fractures, but will affect the results for oblique fractures (e.g., b = 45°) due to the shear stress on the fracture walls. Therefore, the setup of the problem implies isotropic in situ stress. Due to the relatively slow transient processes associated with fluid flow and heat transport compared with the transient processes in the solid phase, only the pseudo-static solution of this problem is considered. All the results are presented in a non-dimensionalized form. The vertical surface displacement d y is presented for x = [-4a, 4a]. The results were normalized by d ? = p 0 a(1-t)G, the maximum normal displacement of the walls of a 2D fracture in an elastic infinite domain, where G is the shear modulus. Figure 15 displays the comparison of the normalized vertical displacements of top surface along the normalized horizontal coordinate for b = 0, 45, and 90°can be compared. The results for b = 0 and 90°match closely with the available reference data. In addition, the computed contours of vertical displacement are shown in Figs. 16, 17, and 18 . The representation of displacements is exaggerated in visual effect, as the actual deformations are hardly visible. In conclusion, this test case demonstrates that the [-2000, 2000] , [-2000, 125] 
Conclusions
An open-source geothermal reservoir simulation code FALCON has been used for the modeling and simulation of a series of well-documented geotechnical problems. The numerical results indicated that the FALCON thermo-hydro-mechanical models and hybrid continuous/discontinuous Galerkin finite element methods offer a reliable numerical prediction that agree well with either the available analytical solution or experimental data for the aforementioned geotechnical problems. The future verification and validation efforts of the FALCON code will be focused on the more complex and challenging geothermal engineering problems.
