As face recognition technology has developed, it has become widely used in various applications such as door access control, intelligent surveillance, and mobile phone security. One of its applications is its adoption in TV environments to supply viewers with intelligent services and high convenience. In a TV environment, the in-plane rotation of a viewer's face frequently occurs because he or she may decide to watch the TV from a lying position, which degrades the accuracy of the face recognition. Nevertheless, there has been little previous research to deal with this problem. Therefore, we propose a new fuzzy system-based face detection algorithm that is robust to in-plane rotation based on the symmetrical characteristics of a face. Experimental results on two databases with one open database show that our method outperforms previous methods.
Introduction
With the rapid development of face recognition technology, it has been widely used in various applications such as authentication for financial transactions, access control, border control, and intelligent surveillance systems. Many studies on 2 dimensional (2D) face recognition have been performed [1] [2] [3] [4] [5] [6] with 2D face detection [7, 8] , and there have been also previous studies on 3D face recognition [9, 10] . They proposed fuzzy system-based facial feature fusion [1] , convolutional neural network (CNN)-based face recognition [2, 4, 6] , CNN-based pose-aware face recognition [3] , and performance benchmarking of face recognition [5] . In addition, CNN-based face detection [7] with performance benchmarking of face detection [8] was also introduced. Three-dimensional face recognition based on geometrical descriptors and 17 soft-tissue landmarks [9] and the 3D data acquired with structured light [10] were performed as well. However, most of these previous studies were done with face images or data of high pixel resolution which are captured at a close distance from camera.
Along with the recent development of digital TV, studies have analyzed the viewers that use intelligent TV technologies such as smart TV and Internet protocol TV [11] [12] [13] [14] [15] . An intelligent TV provides a personalized service to the viewer. It includes a camera to obtain identity information in order to receive consumer feedback [11] [12] [13] [14] [15] . In order to obtain the information of the viewer using this camera, a face analysis system is used that includes the functionalities of face detection, recognition, and expression recognition [11] [12] [13] [14] [15] . However, different from previous research on face detection and recognition [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] , because the camera is attached to the TV and the distance between the TV and viewer is far within the environment of watching TV, the input images are usually captured at a far Figure 1 shows the overall procedure of our face recognition system. Using an image captured by the web camera connected to the set-top box (STB) for the smart TV camera (see the detail explanations in Section 3.1), the region of interest (ROI) of the face is determined by image differences between the captured and (pre-stored) background images, morphological operations, and color filtering [32] . The face region is detected within the face ROI by the Adaboost method and image rotation. research. Then, the differences in the Y score, pixels, average, and histogram between the left and right halves of the candidate face box are used as the four features based on the symmetrical characteristics of a face.

The accuracy of face recognition is increased by selecting the face region whose credibility score is the highest for recognition. The remainder of this paper is organized as follows. In Section 2, we explain the proposed fuzzybased face recognition system. The experimental results with discussions and conclusions are described in Sections 3 and 4, respectively. Figure 1 shows the overall procedure of our face recognition system. Using an image captured by the web camera connected to the set-top box (STB) for the smart TV camera (see the detail explanations in Section 3.1), the region of interest (ROI) of the face is determined by image differences between the captured and (pre-stored) background images, morphological operations, and color filtering [32] . The face region is detected within the face ROI by the Adaboost method and image rotation. Incorrect face regions can be removed using verification based on GLDH. With the face candidates, four features are extracted. Using these four features and the fuzzy system, one correct face region is selected from among the candidates. This selected face region is recognized using a Incorrect face regions can be removed using verification based on GLDH. With the face candidates, four features are extracted. Using these four features and the fuzzy system, one correct face region is selected from among the candidates. This selected face region is recognized using a multi-level local binary pattern (MLBP). In previous research [32] , steps (1)- (4) and (7) of Figure 1 are used, and steps (5) and (6) are newly proposed in our research. Through steps (5) and (6) , one correct (upright) face candidate can be selected among multiple candidates, which can reduce the processing time and recognition error.
Proposed Face Recognition System

Overview of the Proposed Method
Detection and Verification of the Face Region
Using the image captured by the smart TV camera, the face ROIs are detected using image differencing (between the pre-stored background and current captured images), morphological operations, and color filtering [32] . The main goal of our research is face detection robust to in-plane rotation (not facial feature extraction or face recognition). Therefore, we use the simple method of using image differences in order to detect the rough ROI of the human body because this is not the core part of our research. Because the final goal of our research is to detect the correct face region (not the human body) from the roughly detected ROI of the human body, more accurate face ROI can be located by morphological operation, color filtering, and the Adaboost face detector with image rotation, which can reduce the error in the difference image caused by background change. That is, after the difference image is obtained by differencing (between the pre-stored background and current captured images), the area of the human body shows large difference values because the pixels within this area are different between the background and current captured image. Then, the rough area of the human body can be separated from other regions by image binarization. However, small holes inside the area of the human body in the binarized image still exist because some pixel values within this area can be similar between the background and current captured image. These holes give a bad effect on the correct detection of a face, and they can be removed by morphological operation. Because the area of the human body includes the hair, face, and body, the rough candidate region of a face can be separated by color filtering. Then, within the remaining area, more accurate face regions can be detected by the Adaboost face detector. To handle the in-plane rotation of a face, the multiple face regions are located by the face detector according to the in-plane rotation of the image.
The resulting image is shown in Figure 2a . Using the face ROIs, the face regions are detected by Adaboost and image rotation. The Adaboost algorithm is based on a strong classifier that is a combination of weak classifiers [17] . In a TV environment, the in-plane rotation of a viewer's face frequently occurs because he or she can watch the TV from a lying position, which degrades the accuracy of face detection. Therefore, we detected faces using Adaboost with the original image and six (in-plane rotated) images (at´45˝,´30˝,´15˝, 15˝, 30˝and 45˝). Because Adaboost detection is performed on the original image and six (in-plane rotated) images, multiple face boxes are detected even for areas that contain a single face, as shown in Figure 2b . multi-level local binary pattern (MLBP). In previous research [32] , steps (1)-(4) and (7) of Figure 1 are used, and steps (5) and (6) are newly proposed in our research. Through steps (5) and (6), one correct (upright) face candidate can be selected among multiple candidates, which can reduce the processing time and recognition error.
The resulting image is shown in Figure 2a . Using the face ROIs, the face regions are detected by Adaboost and image rotation. The Adaboost algorithm is based on a strong classifier that is a combination of weak classifiers [17] . In a TV environment, the in-plane rotation of a viewer's face frequently occurs because he or she can watch the TV from a lying position, which degrades the accuracy of face detection. Therefore, we detected faces using Adaboost with the original image and six (in-plane rotated) images (at −45°, −30°, −15°, 15°, 30° and 45°) . Because Adaboost detection is performed on the original image and six (in-plane rotated) images, multiple face boxes are detected even for areas that contain a single face, as shown in Figure 2b . From the multiple detected face boxes, as shown in Figure 2b , we select candidates for correct face boxes using GLDH, as shown in Figure 2c . We use the GLDH method to select the correct box because it uses the characteristics of face symmetry to find a vertical axis that optimally bisects the face region [32] . The GLDH is calculated by the pixel difference between the symmetrical positions based on the vertical axis that evenly bisects the face box. Therefore, in general, the more symmetrical the left and right halves of the candidate face box are, the sharper the GLDH is. The GLDHs are shown at the bottom of Figure 3 . The horizontal and vertical axes of the graphs respectively represent the gray-level difference (GLD) and number of occurrences [36] . It is often the case that the face is originally rotated horizontally (yaw). Therefore, if we vertically bisect the detected face box into two equal areas, the left and right areas are not inevitably symmetrical. Therefore, if the horizontal position of the vertical axis that evenly bisects the face box is defined as m, our system calculates the GLDHs at five (horizontal) positions (m − 10, m − 5, m, m + From the multiple detected face boxes, as shown in Figure 2b , we select candidates for correct face boxes using GLDH, as shown in Figure 2c . We use the GLDH method to select the correct box because it uses the characteristics of face symmetry to find a vertical axis that optimally bisects the face region [32] . The GLDH is calculated by the pixel difference between the symmetrical positions based on the vertical axis that evenly bisects the face box. Therefore, in general, the more symmetrical the left and right halves of the candidate face box are, the sharper the GLDH is. The GLDHs are shown at the bottom of Figure 3 . The horizontal and vertical axes of the graphs respectively represent the gray-level difference (GLD) and number of occurrences [36] . From the multiple detected face boxes, as shown in Figure 2b , we select candidates for correct face boxes using GLDH, as shown in Figure 2c . We use the GLDH method to select the correct box because it uses the characteristics of face symmetry to find a vertical axis that optimally bisects the face region [32] . The GLDH is calculated by the pixel difference between the symmetrical positions based on the vertical axis that evenly bisects the face box. Therefore, in general, the more symmetrical the left and right halves of the candidate face box are, the sharper the GLDH is. The GLDHs are shown at the bottom of Figure 3 . The horizontal and vertical axes of the graphs respectively represent the gray-level difference (GLD) and number of occurrences [36] . It is often the case that the face is originally rotated horizontally (yaw). Therefore, if we vertically bisect the detected face box into two equal areas, the left and right areas are not inevitably symmetrical. Therefore, if the horizontal position of the vertical axis that evenly bisects the face box is defined as m, our system calculates the GLDHs at five (horizontal) positions (m − 10, m − 5, m, m + It is often the case that the face is originally rotated horizontally (yaw). Therefore, if we vertically bisect the detected face box into two equal areas, the left and right areas are not inevitably symmetrical. Therefore, if the horizontal position of the vertical axis that evenly bisects the face box is defined as m, our system calculates the GLDHs at five (horizontal) positions (m´10, m´5, m, m + 5, and m + 10). If one of the five positions is the optimal vertical axis, the GLDH distribution at this position becomes a sharp shape with little variation. In an environment where a user is watching TV, severe rotation (yaw) of the user's head does not occur because he or she is looking at the TV. Therefore, the calculation of GLDH at these five positions can cope with all cases of head rotation (yaw). To measure the sharpness of the GLDH distribution, the Y score is calculated as follows [32, 37] :
where MEAN is the number of pixel pairs whose GLD falls within a specified range (which we set at 5) based on the mean of the GLDH distribution. A high MEAN represents a sharp GLDH distribution, which indicates that the corresponding bisected left and right face boxes are symmetrical. In addition, σ is the standard deviation of the distribution. Therefore, the higher the Y score, the more symmetrical the left and right halves of the face box are with respect to the vertical axis (the sharper the GLDH is).
The number of the face candidates is reduced using the Y score, as shown in Figure 2c . However, more than two face boxes still exist, even for a single face area, as shown in Figure 2c . Therefore, if multiple face candidates are used for face recognition, the processing time and face recognition error (false matches) will inevitably increase. In order to solve this problem, we propose a fuzzy-based method to select one correct face candidate. Details are given in Sections 2.3 and 2.4.
Obtaining Four Features Based on Symmetrical Characteristics of a Face for the Fuzzy System
In previous research [38, 39] , the characteristics of frontal face symmetry were used for face recognition. We also use four facial symmetry features as inputs for the fuzzy system. The four features (F 1 , F 2 , F 3 , and F 4 ) are shown below.
F 4 " Chi´square distance between HistoL and HistoR
In Equation (2), F 1 is calculated from the Y score of Equation (1) after normalizing it to the range of 0-1. In Equations (3)- (5), I(x, y) is the pixel value at position (x, y), and W and H are the width and height of the detected face box, respectively. Equations (3)- (5) represent the differences between the left and right halves of the candidate face box based on the vertical axis that evenly bisects the face box. Equations (3) and (4) show the exemplary case where the vertical axis is positioned at the half of W.
In Equation (5), HistoL and HistoR respectively represent the histograms of the left-half and right-half regions of a face box.
Features F 2 -F 4 are normalized to the range of 0-1. As explained before, the higher the Y score, the more symmetrical the left and right halves of the face box are with respect to the vertical axis. In addition, F 2 -F 4 show the dissimilarity between the left and right halves of the face box. Therefore, the more symmetrical the left and right halves of the face box are with respect to the vertical axis, the smaller F 1 , F 2 , F 3 , and F 4 become. To prove this, we show the F 1 -F 4 values according to the in-plane rotation of a face as shown in Figure 4 . As shown in Figure 4 , the greater the amount of in-plane rotation of a face region is, the larger the F 1 -F 4 values. That is, the more symmetrical the left and right halves of the face box are with respect to the vertical axis (the smaller the amount of in-plane rotation of a face region is), the smaller F 1 , F 2 , F 3 , and F 4 become. From that, we can confirm that the F 1 -F 4 (a) (1)- (3) face regions of (a); (d) F1-F4 values of (1)- (3) face regions of (c).
Determining a Single Correct Face Region Using a Fuzzy System
Definition of Fuzzy Membership Functions and Fuzzy Rule Tables
The four features F1, F2, F3, and F4 are used as inputs for the fuzzy system, and a single correct face box is its output. To achieve this, we define the input and output membership functions as shown (1)- (3) face regions of (a); (d) F 1 -F 4 values of (1)- (3) face regions of (c).
Determining a Single Correct Face Region Using a Fuzzy System
Definition of Fuzzy Membership Functions and Fuzzy Rule Tables
The four features F 1 , F 2 , F 3 , and F 4 are used as inputs for the fuzzy system, and a single correct face box is its output. To achieve this, we define the input and output membership functions as shown in Figure 5a ,b. Two linear functions respectively representing low (L) and high (H) are used as the input membership function. Three linear functions respectively representing low (L), medium (M), and high (H) are used as the output membership function. We acquire fuzzy output values using the input and output membership functions and the defuzzification method [40] [41] [42] [43] [44] .
in Figure 5a ,b. Two linear functions respectively representing low (L) and high (H) are used as the input membership function. Three linear functions respectively representing low (L), medium (M), and high (H) are used as the output membership function. We acquire fuzzy output values using the input and output membership functions and the defuzzification method [40] [41] [42] [43] [44] . As explained in Section 2.3, the more symmetrical the left and right halves of the face box are with respect to the vertical axis, the smaller F1, F2, F3, and F4 become. Based on this fact, we designed the fuzzy rule table shown in Table 1 . The fuzzy output values of L and H respectively represent smaller and larger amounts of symmetry of the left and right halves of the face box with respect to the vertical axis. 
Input 1 (F1 of Equation (2))
Input 2 (F2 of Equation (3)) Input 3 (F3 of Equation (4)) As explained in Section 2.3, the more symmetrical the left and right halves of the face box are with respect to the vertical axis, the smaller F 1 , F 2 , F 3 , and F 4 become. Based on this fact, we designed the fuzzy rule table shown in Table 1 . The fuzzy output values of L and H respectively represent smaller and larger amounts of symmetry of the left and right halves of the face box with respect to the vertical axis. 
Determining a Single Correct Face Region by Defuzzification
In this section, we explain the method for determining a single correct face region based on the output value of the fuzzy system. With one input feature from F 1 -F 4 of Equations (2)- (5), we can obtain two outputs using two input membership functions, as shown in Figure 6 .
In this section, we explain the method for determining a single correct face region based on the output value of the fuzzy system. With one input feature from F1-F4 of Equations (2)- (5), we can obtain two outputs using two input membership functions, as shown in Figure 6 . For example, if we assume that F1 (of (1) face box of Figure 5a ) is 0.9, 0.1 (L) and 0.9 (H) can be obtained from the L and H membership functions, respectively, as shown in Figure 6 . Similarly, if F2, F3, and F4 (of (1) face box of Figure 5a ) are assumed to be 0.9, three pairs of 0.1 (L) and 0.9 (H) can be obtained. Consequently, the four pairs of 0.1 (L) and 0.9 (H) are obtained from F1, F2, F3, and F4 using two input membership functions. Based on these four pairs of 0.1 (L) and 0.9 (H), we obtain the combined set as
With one subset, we can determine a single value (0.1 or 0.9) and a single symbol (L or H) based on the MIN or MAX methods [45, 46] and the fuzzy rule table of Table 1 .
For example, we can select 0.9 based on the MAX method with one subset (0.1 (L), 0.9 (H), 0.1 (L), 0.1 (L)). In addition, from the input of (L), (H), (L), and (L), we obtain (H) from Table 1 . Consequently, we obtain 0.9 (H), which we call the inference value (IV) in this paper. Because the number of components in the combined set of
.., (0.9 (H), 0.9 (H), 0.9 (H), 0.1 (L) , (0.9 (H), 0.9 (H), 0.9 (H), 0.9 (H))} is 16, we obtain 16 IVs.
We compared the performances of five defuzzification methods, the first of maxima (FOM), last of maxima (LOM), middle of maxima (MOM), mean of maxima (MeOM), and center of gravity (COG) For example, if we assume that F 1 (of (1) face box of Figure 5a ) is 0.9, 0.1 (L) and 0.9 (H) can be obtained from the L and H membership functions, respectively, as shown in Figure 6 . Similarly, if F 2 , F 3 , and F 4 (of (1) face box of Figure 5a ) are assumed to be 0.9, three pairs of 0.1 (L) and 0.9 (H) can be obtained. Consequently, the four pairs of 0.1 (L) and 0.9 (H) are obtained from F 1 , F 2 , F 3 , and F 4 using two input membership functions. Based on these four pairs of 0.1 (L) and 0.9 (H), we obtain the combined set as
.., (0.9 (H), 0.9 (H), 0.9 (H), 0.1 (L) , (0.9 (H), 0.9 (H), 0.9 (H), 0.9 (H))}. With one subset, we can determine a single value (0.1 or 0.9) and a single symbol (L or H) based on the MIN or MAX methods [45, 46] and the fuzzy rule table of Table 1 .
We compared the performances of five defuzzification methods, the first of maxima (FOM), last of maxima (LOM), middle of maxima (MOM), mean of maxima (MeOM), and center of gravity (COG) [40] [41] [42] [43] [44] . FOM, LOM, MOM, and MeOM select one output value from the outputs determined by the maximum IV (0.9 (M) of Figure 7a ). That is, FOM selects the first output value (S 2 of Figure 7a) , and LOM selects the last output value (S 3 of Figure 7a ). MOM selects the middle output ((S 2 + S 3 )/2). MeOM selects the mean of all the outputs. In Figure 7a , MeOM also selects the (S 2 + S 3 )/2.
Different from FOM, LOM, MOM, and MeOM which are based on the maximum IV, COG selects the center for the output based on the weighted average (S 5 of Figure 7c ) of all the regions defined by all the IVs (the combined area of three regions R 1 , R 2 , and R 3 of Figure 7b ). The method for calculating the weighted average by COG [42] [43] [44] is as follows:
Here, V and S respectively represent the variables for the vertical and horizontal axes of Figure 7b ,c and r F is the combined area of three regions, R1, R2, and R3, of Figure 7b . Finally, we select one correct face box whose calculated output value by the defuzzification method is the largest. For example, if the output values of (1), (2), and (3) face boxes of Figure 5a are respectively 0.51, 0.38, and 0.79, the (3) face box is finally selected as the correct one which is used for face recognition. 10 of 28 [40] [41] [42] [43] [44] . FOM, LOM, MOM, and MeOM select one output value from the outputs determined by the maximum IV (0.9 (M) of Figure 7a ). That is, FOM selects the first output value (S2 of Figure 7a ), and LOM selects the last output value (S3 of Figure 7a ). MOM selects the middle output ((S2 + S3)/2). MeOM selects the mean of all the outputs. In Figure 7a , MeOM also selects the (S2 + S3)/2. Different from FOM, LOM, MOM, and MeOM which are based on the maximum IV, COG selects the center for the output based on the weighted average (S5 of Figure 7c ) of all the regions defined by all the IVs (the combined area of three regions R1, R2, and R3 of Figure 7b ). The method for calculating the weighted average by COG [42] [43] [44] is as follows:
Here, V and S respectively represent the variables for the vertical and horizontal axes of Finally, we select one correct face box whose calculated output value by the defuzzification method is the largest. For example, if the output values of (1), (2), and (3) face boxes of Figure 5a are respectively 0.51, 0.38, and 0.79, the (3) face box is finally selected as the correct one which is used for face recognition. Figure 8 shows an example of the face boxes selected by the previous [32] and proposed methods. As shown in this figure, a more correct face box (where the left and right halves of the face box are more symmetrical) can be obtained using our method. Our system then recognizes faces using MLBP on the selected face box [32] . A more detailed explanation of the face recognition method can be found in [32] . As shown in this figure, a more correct face box (where the left and right halves of the face box are more symmetrical) can be obtained using our method. Our system then recognizes faces using MLBP on the selected face box [32] . A more detailed explanation of the face recognition method can be found in [32] . Figure 8 shows an example of the face boxes selected by the previous [32] and proposed methods. As shown in this figure, a more correct face box (where the left and right halves of the face box are more symmetrical) can be obtained using our method. Our system then recognizes faces using MLBP on the selected face box [32] . A more detailed explanation of the face recognition method can be found in [32] . 
Face Recognition Using MLBP
The detected face regions are used for MLBP face recognition. MLBP is based on the local binary pattern (LBP) method, which assigns a binary code to each pixel based on a comparison between the center and its neighboring pixels [47] . MLBP is presented as a histogram-based LBP (concatenation of many histograms), and the LBP is a particular case of MLBP. If the center value is equal to (or greater than) the neighboring pixel, 1 is assigned; if it is less than the neighboring pixel, 0 is assigned. This basic LBP is extended to a multi-resolution method that considers various numbers P of neighboring pixels and distances R between the center and neighboring pixels as follows [32] :
p , where spxq "
where g c is the gray value of the center pixel, g p (p = 1, . . . , P-1) are the gray values of the p that has equally spaced pixels on a circle of radius R, and spxq is the threshold function for x. The obtained LBP codes are classified into uniform and non-uniform patterns. Uniform patterns include the number of transitions between 0 and 1 and are 0, 1, or 2. Other patterns are non-uniform patterns. The uniform patterns usually represent edges, corners, and spots, whereas the non-uniform patterns do not contain sufficient texture information. The histograms of uniform and non-uniform patterns are obtained and extracted from various sub-block levels, as shown in Figure 9 [32]. 
where gc is the gray value of the center pixel, gp (p = 1, …, P-1) are the gray values of the p that has equally spaced pixels on a circle of radius R, and ) (x s is the threshold function for x. The obtained LBP codes are classified into uniform and non-uniform patterns. Uniform patterns include the number of transitions between 0 and 1 and are 0, 1, or 2. Other patterns are non-uniform patterns. The uniform patterns usually represent edges, corners, and spots, whereas the non-uniform patterns do not contain sufficient texture information. The histograms of uniform and non-uniform patterns are obtained and extracted from various sub-block levels, as shown in Figure 9 [32] . In order to extract the histogram features globally and locally, sub-blocks of the faces are defined at three levels (the upper (6 × 6), middle (7 × 7), and lower (8 × 8) face of Figure 9 ). Because the largersized sub-blocks are used in the first level (upper face), the global (rough texture) features can be obtained from this sub-block. That is because the histogram information is extracted from the larger area of a face. On the other hand, because the smaller-sized sub-blocks are used in the third level (lower face), the local (fine texture) features can be obtained from this sub-block. That is because the histogram information is extracted from the smaller area of a face. In order to extract the histogram features globally and locally, sub-blocks of the faces are defined at three levels (the upper (6ˆ6), middle (7ˆ7), and lower (8ˆ8) face of Figure 9 ). Because the larger-sized sub-blocks are used in the first level (upper face), the global (rough texture) features can be obtained from this sub-block. That is because the histogram information is extracted from the larger area of a face. On the other hand, because the smaller-sized sub-blocks are used in the third level (lower face), the local (fine texture) features can be obtained from this sub-block. That is because the histogram information is extracted from the smaller area of a face.
As shown in Figure 9d , all of the histograms for each sub-block are concatenated in order to form the final feature vector for face recognition. The dissimilarity between the registered and input face histogram features is measured by the chi-square distance
where E i is the histogram of the registered face, and I i is the histogram of the input face. By using the histogram-based distance, a small amount of misalignment between two face images from the same person can be compensated for. In order to deal with faces in various poses (horizontal (yaw) and vertical (pitch) rotation), the histogram feature of the input face is compared with the five registered ones (which were obtained when each user looked at five positions (left-upper, right-upper, center, left-lower, and right-lower positions) on the TV during the initial registration stage) using Equation (8) .
If the distance calculated by Equation (8) is less than a predetermined threshold, the input face is determined to be a registered person.
Experimental Results and Discussions
Descriptions of Our Databases
Our algorithm is executed in the environment of a server-client-based intelligent TV. We aim to adopt our algorithm into an intelligent TV that can be used in underdeveloped countries where people cannot afford to buy smart TVs with high performance and cost. Therefore, most functionalities of the intelligent TV are provided by a low-cost STB. Additional functionalities requiring a high processing time are provided by a high-performance server, which is connected to the STB by a network. In this environment, our algorithm is executed on a STB (microprocessor without interlocked pipeline stages (MIPS)-based dual core 1.5 GHz, 1 GB double data rate 3 (DDR3) memory, 256/512 MB negative-and (NAND) memory) and server (3.5 GHz CPU and 8 GB of RAM). The STP is attached to a 60 in TV.
Steps (1) and (2) of Figure 1 are performed on the STP, and steps (3) to (7) are performed on the server.
There are many face databases, e.g., FEI [48] , PAL [49] , AR [50] , JAFFE [51] , YouTube Faces [52] , the Honda/UCSD video database [53] , and the IIT-NRC facial video database [54] . However, most of them were not collected when a user was watching TV, and face images with in-plane rotation are not included. Therefore, we constructed our own database, which consists of images of users watching TV in natural poses, including face images with in-plane rotation. The database was collected using 15 people by separating them into five groups of three people for the experiments [32] . In order to capture images of users looking at the TV screen naturally, each participant was instructed to watch TV without any restrictions. As a result, we captured a total of 1350 frames (database I) (15 personsˆtwo quantities of participants (one person or three persons)ˆthree seating positions (left, middle, and right)ˆthree Z distances (1.5, 2, and 2.5 m)ˆfive trials (looking naturally)). In addition, a total of 300 images (database II) (five personsˆthree Z distances (1.5 m, 2 m, and 2.5 m)ˆtwo lying directions (left and right)ˆ10 images) were collected for experiments when each person is lying on his or her side [32] . For face registration for recognition, a total of 75 frames (15 peopleˆfive TV gaze points) were obtained at the Z distance of 2 m. Consequently, a total 1725 images were used for the experiments. We make our all databases (used in our research) [55] available for others to use in their own evaluations. Figure 10 shows examples of the experimental images. For registration, five images were acquired, as shown in Figure 10a , when each user looked at five positions on the TV. Figure 10b shows examples of the images for recognition, which were obtained at various Z-distances, seating positions, and lying directions. Figure 10c shows examples of database II. 
Experimental Results of the Face Detection and Recognition with Our Databases I and II
For the first experiment, we measured the accuracy of the face detection using database I. Accuracies were measured based on recall and precision, respectively, calculated as follows [32] :
where m is the total number of faces in the images; #FP and #TP are the number of false positives and true positives, respectively. False positives are cases where non-faces are incorrectly detected as faces. True positives are faces that are detected correctly. If the recall value is close to 1, the accuracy of the face detection is regarded as high. If the precision value is 1, all of the detected face regions are correct with an #FP of 0. As explained before, we measured the accuracies of the face detection according to the participant groups as shown in Table 2 . In Table 2 , recall and precision in the case of equal error rate (EER) are shown in bold type. EER means the error rate when the difference between the recall and precision is minimized in the trade-off relations between recall and precision. The reason why the recall at the EER point for Group 2 was lower than those for the other groups is that the face detection was not successful for the female who had hair occluding part her face and a small face. The reason why the precision at the EER point for Groups 2 and 3 is lower than those for other groups is that the colors of the subjects' clothes were similar to those of the facial skin, which caused false positives. 
Precision " #TP #TP`#FP (10) where m is the total number of faces in the images; #FP and #TP are the number of false positives and true positives, respectively. False positives are cases where non-faces are incorrectly detected as faces. True positives are faces that are detected correctly. If the recall value is close to 1, the accuracy of the face detection is regarded as high. If the precision value is 1, all of the detected face regions are correct with an #FP of 0. As explained before, we measured the accuracies of the face detection according to the participant groups as shown in Table 2 . In Table 2 , recall and precision in the case of equal error rate (EER) are shown in bold type. EER means the error rate when the difference between the recall and precision is minimized in the trade-off relations between recall and precision. The reason why the recall at the EER point for Group 2 was lower than those for the other groups is that the face detection was not successful for the female who had hair occluding part her face and a small face. The reason why the precision at the EER point for Groups 2 and 3 is lower than those for other groups is that the colors of the subjects' clothes were similar to those of the facial skin, which caused false positives.
In Table 3 , we measured the face detection accuracies according to the Z distances of the subjects in order to evaluate the effect of the change of image size (resolution). In Table 3 , recall and precision in the case of equal error rate (EER) are shown in bold type as well. The recall at the EER point at a Z distance of 2.5 m is lower than for other cases because the face sizes are small, which caused the face detection to fail. The rows in each group (or Z distance) in Tables 2 and 3 show the changes of recall according to the decreases of precision. Because the recall and precision usually have a trade-off relationship (with a larger recall, a smaller precision is obtained, and vice versa), the changes of recall according to the decrease of precision are presented in our paper in order to show the accuracies of our face detection method more clearly through the various combinations of recall and precision.
In Tables 4 and 5 , we respectively measured the accuracies of the face detection according to the seating positions and the number of participants in each image. As shown in Tables 4 and 5 , the face detection accuracy is similar, irrespective of the seating position and number of people in each image. For the second experiment, we measured the accuracy of the face recognition with database I for various defuzzification methods. As explained in Section 2.5, the MLBP histogram of the incoming face is compared (using the chi-squared distance) to the five images of three individuals used to train it and the nearest is chosen as the identity, provided the calculated matching distance is less than the threshold. That is, it is a nearest neighbor classifier and only three identities are included in the tests. We measured the accuracy of the face recognition using the genuine acceptance rate (GAR). As shown in Table 6 , the GAR by MOM with the MAX rule is higher than the GARs for other defuzzification methods. Using the MOM with the MAX rule, we compared the GAR of the proposed method to that of the previous one, as shown in Table 7 , where it is clear that the GAR of our method is higher than that of the previous method for all cases. Table 6 . Experimental results (genuine acceptance rate (GAR)) of the face recognition using the proposed method and various defuzzification methods (%). In Tables 8-10 , we compared the face recognition accuracy (GAR) of our method to that of the previous method with respect to the Z distance, sitting position, and number of people in each image, respectively. The GAR for various Z distances was measured in order to evaluate the effect of the change of the image size (resolution). The reason why the GAR at a Z distance of 2 m is higher than those at other Z distances is that the registration for face recognition was done with the face images captured at a Z distance of 2 m. The reason why the GAR at a Z distance of 2.5 m is lower than for other cases is that the face sizes in the images are smaller. As shown in Tables 8-10 , we confirm that the GARs of our method are higher than those of the previous method in all cases, and the GARs of our method are not affected by the Z distance, sitting position, or the number of people in each image. For the next experiments, we compared the GARs of various face recognition methods [47, [56] [57] [58] [59] [60] with our face detection method. In previous research [47] , Ahonen et al. proposed LBP-based feature extraction for face recognition. PCA has been widely used to represent facial features based on eigenfaces [56, 57] . Li et al. proposed a local non-negative matrix factorization (LNMF)-based method for the part-based representation of facial features [58] . In a previous study [59] , they proposed support vector machine-discriminant analysis (SVM-DA)-based feature extraction for face recognition in order to overcome the limitations of the linear discriminant analysis method that assumes that all classes have Gaussian density functions. Froba et al. proposed the modified census transform (MCT)-based facial feature extraction method which uses the average value of a 3ˆ3 pixel mask, in contrast to the LBP method which uses the center value of a 3ˆ3 pixel neighborhood [60] . As shown in Table 11 , the GAR of our MLBP-based recognition method with our face detection method is higher than those of other methods. By using the MLBP histogram features of three levels, as shown in Figure 9 , both local and global features can be efficiently used for face recognition, which improves the accuracy of the face recognition. As shown in Table 12 , the GARs of our MLBP-based recognition method with our face detection method are higher than others irrespective of the change of image resolution which is caused by the change of Z distance. As explained before, because the MLBP-based method can use both local and global features for face recognition, the change of image resolution affects the facial features less using MLBP compared to other methods. In Tables 11 and 12 , all the methods were applied to the same data of the face ROI detected by our face detection method for fair comparisons. Our research is mainly focused on selecting one correct (upright) face image among multiple (in-plane-rotated) face candidates (without the procedure of detecting eye positions or keypoints) based on a fuzzy system, and on enhancing the performance of face recognition by using only the selected face image. That is, the main goal of our research is face detection robust to in-plane rotation (not facial feature extraction or face recognition). In all the methods of Tables 11 and 12 , our face detection method is also commonly used. That is, PCA means PCA-based face recognition with our face detection method. In the same manner, LBP means LBP-based face recognition with our face detection method. Therefore, Tables 11 and 12 just show the accuracies of various face recognition methods with our face detection method. PCA, LBP and MCT are not originally designed to be robust to in-plane rotation. Nevertheless, the reason why we selected PCA, LBP and MCT, etc. (instead of state-of-the-art methods such as deep learning-based face recognition, etc.), for comparisons in Tables 11 and 12 is to show that our face detection method can be used with any kind of traditional or even old-fashioned method whose accuracies are lower than the state-of-the-art methods for face recognition. If we use a recognition method showing high accuracies such as the deep learning-based method in Tables 11 and 12 , it is difficult to analyze whether the high accuracies of recognition are caused by our face detection method or the recognition method itself. Therefore, we include only the comparisons with traditional methods in Tables 11 and 12. For the next test, we performed an additional experiment with database II, which includes extremely rotated faces, as shown in Figure 10c . The recall and precision of the face detection are, respectively, 96.67% and 99.39%, which are similar to those of database I in Tables 2-5 . As shown in Table 13 , the GAR of our method is 95.15%, which is higher than that of the previous method. In addition, the GAR of our method is similar to those of Tables 6-10. This result confirms that our method can be applied to highly rotated face images. Table 13 . Face recognition accuracy for images of highly rotated faces (database II).
Method
GAR (%)
MIN
Method GAR (%)
Previous method [32] 93.10 Proposed method 95.15 Figure 11 shows the examples for which our face recognition method is successful. Figure 12 shows the examples where the face recognition failed. The failures (left person of the left figure of Figure 12 and right person of the right figure of Figure 12 ) are caused by false matching by the MLBP method, although the correct face boxes are selected by our method. Our method (including fuzzy system-based face detection and MLBP-based face recognition) does not require any training procedure. Even for face candidate detection, we used the original Adaboost face detector provided by the OpenCV library (version 2.4.9 [61] ) without additional training. Therefore, all the experimental data were used for testing.
For the next experiment, we measured the processing time of our method. Experimental results show that the processing time per each image is approximately 152 ms. Therefore, our system can be operated at a speed of approximately six or seven frames per second. The processing time of our method is smaller than that of the previous method (185 ms) [32] because only a single face region is selected per individual for recognition. The target applications for TV of our method are the systems for automatic audience rating surveys, program recommendation services, personalized advertising, and TV child locks. Face detection and recognition do not necessary need to be executed at every frame (real-time speed) in these applications. Therefore, our system at the current processing speed of approximately six or seven frames per second can be used for these applications.
Previous research on rotation-invariant face detection exists [62, 63] . Their method can detect the Our method (including fuzzy system-based face detection and MLBP-based face recognition) does not require any training procedure. Even for face candidate detection, we used the original Adaboost face detector provided by the OpenCV library (version 2.4.9 [61] ) without additional training. Therefore, all the experimental data were used for testing.
Previous research on rotation-invariant face detection exists [62, 63] . Their method can detect the correct face region from the face images including various rotations of a face based on the real Adaboost method [62] . However, the processing time of their method is so high (about 250 ms for a 320ˆ240 image on a Pentium 4 2.4 GHz PC) that their method cannot be used in our system. In previous research [63] , they show that their method can also locate the correct face region from face images including various rotations of a face by a neural network. However, the processing time of their method is so high (about six seconds to process a 160ˆ120 pixel image on an SGI O2 workstation (Silicon Graphics Inc., Sunnyvale, CA, USA) with a 174 MHz R10000 processor (Silicon Graphics Inc., Sunnyvale, CA, USA)) that their method cannot be used in our system, either. In our system, the total processing time per one input image (1280ˆ720 pixels) by our method is taken as 152 ms on a desktop computer (3.5 GHz CPU and 8 GB of RAM) including the processing time of steps (1) and (2) of Figure 1 on a set-top box (STB) (MIPS-based dual core 1.5 GHz, 1 GB DDR3 memory, 256/512 MB NAND memory). Although the processing time of the previous methods [62, 63] includes only the procedure of face detection, our processing time of 152 ms includes both face detection and recognition. In addition, the face images in our research are considerably blurred as shown in Figure 13c ,d compared to those in their research because our face images are acquired at far distance of a maximum of 2.5 m (from the camera to the user). Therefore, their methods for face detection based on the training of the real Adaboost or a neural network are difficult to apply to face images in our research. 
Discussions
There has been a great deal of previous researches on keypoint detection of a face image in References [33] [34] [35] . However, in most previous research including References [33] [34] [35] , keypoint detection has been done with face images of high pixel resolution which are captured at close distance to the camera. In contrast, the input images captured at a far distance from the camera (maximum 2.5 m) are used in our research because our study aims at face recognition at far distances in the environment of watching TV. Consequently, the image pixel resolution of a face area is so low (less than 40 × 50 pixels), in addition to the blurring of the face image as shown in Figure 13c,d , that the previous methods of keypoint detection or eye detection are difficult to apply to the face images used in our research.
As an experiment, we measured the accuracies of eye detection by the conventional Adaboost eye detector [17] and subblock-based template matching [65] . Experimental results showed that the recall and precision of eye detection by the Adaboost eye detector within the detected face region were about 10.2% and 12.3%, respectively. In addition, the recall and precision of eye detection by subblock-based template matching within the detected face region were about 12.4% and 13.7%, respectively. These results show that reliable eye positions or keypoints are difficult to detect in our blurred face images of low pixel resolution. Therefore, the procedures of detecting keypoints, alignment (removing in-plane rotation), and face recognition cannot be used in our research.
To overcome these problems, we propose the method of selecting one correct (upright) face image among multiple (in-plane-rotated) face candidates (without the procedure of detecting eye positions or keypoints) based on a fuzzy system, and enhancing the performance of the face recognition by using only the selected face image. If we synthetically modify (manually rotate) the images of the open dataset, the discontinuous region (between the face and its surrounding areas) occurs in the image as shown in Figure 14b (from the YouTube dataset) and Figure 14e (from the Honda/UCSD dataset), which causes a problem in face detection and the correct accuracy of face detection is difficult to measure with these images. In order to prevent the discontinuous region, we can rotate the whole image. However, the background is also rotated as shown in Figure 14c ,f, where an unrealistic background (which does not exist in the real world) is produced in the rotated image, which affects the correct measurement of the face detection accuracy. In addition, we include the comparative experiments by our method with other rotation-invariant face detection methods [63] . Because our fuzzy-based method is applied to both databases I and II without any parameter tuning or training according to the type of database, the neural network of their method [63] is trained with all the images of databases I and II for fair comparison, and the testing performance are shown with databases I and II, separately.
As shown in Table 14 , the accuracy of face detection by our method is higher than that by the previous method with database I. The reason why the accuracy of the previous method is lower than that of our method is that the face images in database I are blurred and the pixel resolution of the face images in database I is very low, as shown in Figure 13c . As shown in Table 15 , the accuracy of face detection by our method is also higher than that of the previous method with database II. The reason why the accuracy of the previous method is lower than that of our method is that the pixel resolution of face images in database II is very low and there also exist many variations of in-plane rotation of the face images in addition to the blurring effect as shown in Figure 13d . 
Experimental Results with Labeled Faces in the Wild (LFW) Open Database
As the next experiment, we measured the accuracies of the face detection with the LFW database [64] . Because our research is mainly focused on face detection robust to the in-plane rotation of a face, face images including other factors such as severe out-of-plane rotation and occlusion, etc., are excluded by manual selection for experiments among the images of the LFW database. This manual selection was performed by four people (two males and two females). Two people are in their twenties and the other two people are in their thirties. All four people are not the developers of our system and did not take part in our experiments for unbiased selection. We gave instructions (to the four people) to manually select the face images by comparing the images of the LFW database with those of our databases I and II. Then, only the images (selected by the consensus of all four people) are excluded in our experiments.
In addition, we included the comparative results of our method and the previous method [64] . As shown in Table 16 , the accuracies of face detection by our method with the LFW database are similar to those with databases I and II of Tables 14 and 15 . In addition, our method outperforms the previous method [63] with the LFW database. 
Discussions
There has been a great deal of previous researches on keypoint detection of a face image in References [33] [34] [35] . However, in most previous research including References [33] [34] [35] , keypoint detection has been done with face images of high pixel resolution which are captured at close distance to the camera. In contrast, the input images captured at a far distance from the camera (maximum 2.5 m) are used in our research because our study aims at face recognition at far distances in the environment of watching TV. Consequently, the image pixel resolution of a face area is so low (less than 40ˆ50 pixels), in addition to the blurring of the face image as shown in Figure 13c,d , that the previous methods of keypoint detection or eye detection are difficult to apply to the face images used in our research.
To overcome these problems, we propose the method of selecting one correct (upright) face image among multiple (in-plane-rotated) face candidates (without the procedure of detecting eye positions or keypoints) based on a fuzzy system, and enhancing the performance of the face recognition by using only the selected face image.
If we synthetically modify (manually rotate) the images of the open dataset, the discontinuous region (between the face and its surrounding areas) occurs in the image as shown in Figure 14b (from the YouTube dataset) and Figure 14e (from the Honda/UCSD dataset), which causes a problem in face detection and the correct accuracy of face detection is difficult to measure with these images. In order to prevent the discontinuous region, we can rotate the whole image. However, the background is also rotated as shown in Figure 14c ,f, where an unrealistic background (which does not exist in the real world) is produced in the rotated image, which affects the correct measurement of the face detection accuracy.
As explained before, as shown in Figure 13c ,d, the pixel resolution of images used in our research of face recognition is very low in addition to the blurring effect of a face image compared to images in open databases such as the LFPW [33] , BioID [34] , HELEN [35] , YouTube Faces (Figure 14a) , and Honda/UCSD (Figure 14d ) datasets. These kinds of focused images of high pixel resolution cannot be acquired in our research environment of watching TV where the user's face is captured by a low-cost web camera at the Z distance of a maximum of 2.5 m between the camera and user (as shown in Figure 13c,d) . Therefore, the experiments with these open databases cannot reflect the correct measurement of the face recognition accuracy in the environment of watching TV. There is no other open database (acquired at the Z distance of a maximum of 2.5 m) that includes large areas of background and face images of in-plane rotation like our dataset includes, as shown in Figure 13c ,d.
Our method cannot deal with occluded or profiled faces. However, the cases of occluded or profiled faces do not occur in our research environment where the use is usually watching TV, as shown in Figure 10 . That is because more than two people do not occlude their faces and a profiled face caused by the severe out-of-plane rotation of a face cannot happen when watching TV. Therefore, we do not consider the cases of occluded or profiled faces in our research. 
Conclusions
In this paper, we proposed a new fuzzy-based face recognition algorithm that is robust to in-plane rotation. Among the multiple candidate face regions detected by image rotation and the Adaboost face detector, a single correct face region is selected by a fuzzy system and used for recognition. Experimental results using two databases show that our method outperformed previous ones. Furthermore, the performance of our method was not affected by changes in the Z distance, sitting position, or number of people in each image. By using a non-training-based fuzzy system, our method does not require a time-consuming training procedure, and the performance of our method is less affected by the kinds of databases on which it is tested.
As future work, we plan to research a way to combine our fuzzy-based method with a training-based one such as neural networks, SVMs, or deep learning. In addition, we would research a method of enhancing the accuracy of face recognition based on other similarity metrics (such as human vs. machine d-prime) instead of the chi-square distance. In addition, the metric validity would be also checked based on spatial-taxon contours instead of precision and recall when measuring the accuracies of face detection.
