Abstract. In this article we characterize some matrix classes with one member as m(p) or m0(p) or c(p) or c0(p). Some of these results generalize the existing results. Some are new proved in the general setting.
Introduction
Throughout the article w, γ, γ 0 , c, c 0 , ℓ ∞ denote the spaces of all, summable, summable to zero, convergent, null and bounded sequences respectively. The notion of statistical convergence of sequences was introduced by Fast [3] , Schoenberg [12] and Buck [1] independently. Later on the idea was exploited from sequence space point of view and linked with summability by Fridy [4] ,Šalát [11] , Kolk [5] , Rath and Tripathy [10] , Connor [2] , Tripathy ([14] , [15] ) and many others. The basic idea depends on the density of the subsets of N , the set of natural numbers. A subset E of N is said to have density δ(E) if δ(E) = lim n→∞ 1 n n k=1 χ E (k) exists, where χ E is the characteristic function of E.
A sequence (x k ) is said to be statistically convergent to L if for every ε < 0, δ({k ∈ N : |x k − L| ≥ ε}) = 0. We write x k stat −→ L or stat-lim x k = L. Tripathy and Sen [17] have generalized the notion on extending it for paranormed sequence spaces. The notion of paranormed sequence space was first studied by Nakano [9] and Simons [13] . Later on it was exploited by Maddox [8] , Lascarides and Maddox [7] , Lascarides [6] , Tripathy [16] and many others. Throughout p = (p k ) ∈ ℓ ∞ denote a non-negative sequence of real numbers. We write r k = 1 p k for all k ∈ N . The following known paranormed sequence spaces will be used.
The above spaces are paranormed by g((x k )) = sup
Preliminaries
The following results will be used for establishing the results of this article. 
In view of the above lemma and using standard techniques we have the following result. 
Then for any linear subspace X of ℓ ∞ (p), the following are equivalent:
X is complete with respect to g.
If k a nk converges uniformly to a n for each n ∈ N and for each k ∈ N,
Proof. (2.6)⇒(2.7). Suppose k a nk converges uniformly to a n for each n ∈ N and
Since the convergence of k a nk is uniform, so given 1 > ε > 0, there exists j 0 such that s j − a < ε h M for all j > j 0 . Thus we have a ∈ X, since X is complete.
Note 1. Taking p n = 1 for all n ∈ N , one will get Lemma 4 of Rath and Tripathy [10] as particular case.
Then by Abel's summation formula we have
The rest of the proof is a routine work in view of Lemma 2 and using standard techniques.
The proof of the following result is a routine work in view of Lemma 6.
The Main Results
In this section we establish the results of this article.
Proof. The necessity of (2.8) follows from the inclusion (γ, m(p)) ⊂ (γ, ℓ ∞ (p)) and Lemma 5 and that of (3.1) on considering the sequence e k = (0, 0, · · · 0, 1, 0, · · · ) in γ where the only 1 appears at the k-th place.
Sufficiency.
Hence by Lemma 1, Lemma 5 and (2.8) we have As ∈ m(p). This completes the proof of the theorem.
The proof of the following result is obvious in view of the above result.
Following the techniques of Tripathy [15] and the arguments of Theorem 1, we have the following result. Proof. The necessity of (2.8) follows from the inclusion (γ 0 , m(p)) ⊂ (γ 0 , ℓ ∞ (p)) and Lemma 7. The necessity of (3.2) follows on considering the series (s k ) whose k-th term is 1 and (k-1)-th term is −1 and rest are zero.
Putting S = 0 in (2.10) we have
Following the techniques of Theorem 1, it can be shown that As ∈ m(p). This completes the proof of the theorem.
The following result is an easy consequence of the above theorem. Proof. The necessity of (2.3) is clear in view of the inclusion (m(p), c) ⊂ (c(p), c). The necessity of (2.4) and (2.5) follow on considering the sequences e k and e = (1, 1, 1, · · · ) respectively.
Next suppose A ∈ (m(p), c) but lim n→∞ k∈S |a nk − α k |F r k = 0 for some F > 1. Let us define the matrix B = (b nk ) as follows:
Thus B / ∈ (ℓ ∞ , c), so there exists x = (x k ) ∈ ℓ ∞ with sup
Define the sequence y = (y k ) as follows:
Then y ∈ m(p). We have for each n ∈ N ,
Thus (A n y) / ∈ c by (3.7). Hence the necessity of (3.6) follows.
Thus Ay = (A n y) ∈ c whenever y ∈ c(p). Next we have
Therefore Az ∈ c. Hence A ∈ (m(p), c). This completes the proof of the theorem.
The proof of the following two results is a routine work in view of the proof of the above result. Proof. The necessity of (2.1) follows from the inclusion (m 0 (p), ℓ ∞ (q)) ⊂ (c 0 (p), ℓ ∞ (q)). Next let S ⊂ N be such that δ(S) = 0 and sup
Define a matrix B = (b nk ) as follows:
Hence B / ∈ (ℓ ∞ , ℓ ∞ (q)). Thus there exists x = (x k ) ∈ ℓ ∞ with sup n |x k | = 1 such that
othewise.
Then clearly (y k ) ∈ m 0 (p). But (A n y) / ∈ ℓ ∞ (q) by (3.9), as such we arrive at a contradiction. Thus the necessity of (3.8) follows.
Sufficiency. Let x = (x k ) ∈ m 0 (p). Then for a given 0 < ε < 1, δ(K) = δ({k ∈ N : |x k | p k < ε}) = 1 and |x k | p k < F for all k ∈ N . Let D = ε −1 , then D > 1. If k ∈ K, then |x k | < D −r k and for k / ∈ K, we have |x k | < F r k . We have Thus A ∈ (m 0 (p), ℓ ∞ (q)). This completes the proof of the theorem.
