We prove lower bounds for the error of optimal cubature formulae for d-variate functions from Besov spaces of mixed smoothness B α p,θ (G d ) in the case 0 < p, θ ≤ ∞ and α > 1/p, where
Introduction
This paper deals with optimal cubature formulae of functions with mixed smoothness defined either on the d-cube and supposed to compute a good approximation of the integral
within a reasonable computing time. The discrete set X n = {x j } n j=1 of n integration knots in [0, 1] d and the vector of weights Λ n = (λ 1 , ..., λ n ) with the λ j ∈ R are fixed in advance for a class
If the weight sequence is constant 1/n, i.e., if Λ n = (1/n, ..., 1/n) then we speak of a quasi-Monte-Carlo method (QMC) and we denote I n (X n , f ) := Λ n (X n , f ) .
The worst-case error of an optimal cubature formula with respect to the class F d is given by
Our main focus lies on integration in Besov-Nikol'skij spaces B α p,θ (G d ) of mixed smoothness α, where 0 < p, θ ≤ ∞ and α > 1/p. Let U α p,θ (G d ) denote the unit ball in B α p,θ (G d ). The present paper is a continuation of the second author's work [22] where optimal cubature of bivariate functions from U α p,θ (T 2 ) on Hammersley type point sets has been studied. Indeed, here we investigate the asymptotic of the quantity Int n (U α p,θ (G d )) where, in contrast to [22] , the smoothness α can now be larger or equal to 2. This by now classical research topic goes back to the work of Korobov [9] , Hlawka [8] , and Bakhvalov [2] in the 1960s. In contrast to the quadrature of univariate functions, where equidistant point grids lead to optimal formulas, the multivariate problem is much more involved. In fact, the choice of proper sets X n ⊂ T d of integration knots is connected with deep problems in number theory, already for d = 2.
Spaces of mixed smoothness have a long history in the former Soviet Union, see [1, 5, 13, 19] and the references therein, and continued attracting significant interest also in the last 5 years [23, 21, 6] . Temlyakov [18] studied optimal cubature in the related Sobolev spaces W α p (T 2 ) of mixed smoothness as well as in Nikol'skij spaces B α p,∞ (T 2 ) by using formulae based on Fibonacci numbers (see also [19, Thm. IV.2.6] ). This highly nontrivial idea goes back to Bakhvalov [2] and indicates once more the deep connection to number theoretical issues. In the present paper, we extend these results to values θ < ∞ and prove the relation Int n (U α p,θ (T 2 )) ≍ n −α (log n) (1−1/θ) + , n ∈ N . (1.4)
As one would expect, also Fibonacci quasi-Monte-Carlo methods are optimal and yield the correct asymptotic of Int n (U α p,θ (T 2 )) in (1.4) . Note that the case 0 < θ ≤ 1 is not excluded and the logterm disappears. Thus, the optimal integration error decays as quickly as in the univariate case. In fact, this represents one of the motivations to consider the third index θ. Note that the Fibonacci cubature formulae so far do not have a proper extension to d dimensions. Hence, the method in Corollary 3.2 below does not help for general d > 2. For a partial result in case 1/p < α ≤ 1 and arbitrary d let us refer to [10, 11, 12] .
Not long ago, Triebel [20, Chapt. 5] proved that if 1 ≤ p, θ ≤ ∞ and 1/p < α < 1 + 1/p, then 5) by using integration knots from Smolyak grids [16] . The gap between upper and lower bounds in (1.5) has been recently closed by the second named author [22] . Let us point out that, although we have established the correct asymptotic (1.4) for Int n (U α p,θ (T 2 )) in the periodic setting for all α > 1/p, it is still open for Int n (U α p,θ (I 2 )) and large α ≥ 1 + 1/p. One of the main contributions of this paper is the lower bound 6) for general d and all α > 1/p. As the main tool we use the B-spline representations of functions from Besov spaces with mixed smoothness based on the first author's work [6] . To establish (1.4) we exclusively used the Fourier analytical characterization of bivariate Besov spaces of mixed smoothness in terms of a decomposition of the frequency domain.
The results in the present paper (1.4) and (1.6) as well other particular results in [19] , [10, 11, 12] lead to the strong conjecture that
for all α > 1/p and all d > 1. In fact, the main open problem is the upper bound in (1.7) for d > 2 and α > 1. In a special case, namely for p = θ = ∞, 0 < α < 1 and [10, 11, 12] proved (1.7) in case 1/p < α ≤ 1 for the slightly smaller classes U α p,θ (I d ) with vanishing boundary values on the "upper" and "right" boundary faces of
Moreover, in the present paper we are concerned with the problem of optimal cubature on so-called Smolyak grids [16] , given by
where
The quantity of optimal cubature Int
For 0 < p, θ ≤ ∞ and α > 1/p, we obtain the correct asymptotic behavior
which, in combination with (1.4), shows that cubature formulae Λ s m (f ) on Smolyak grids G d (m) can never be optimal for Int n (U α p,θ (T 2 )). The upper bound of (1.10) follows from results on sampling recovery in the L 1 -norm proved in [6] . For surveys and recent results on sampling recovery on Smolyak grids see, for example, [4] , [6] , [14] , and [15] . To obtain the lower bound we construct test functions based on B-spline representations of functions from B α p,θ (T d ). In fact, it turns out that the errors of sampling recovery and numerical integration on Smolyak grids asymptotically coincide.
The paper is organized as follows. In Section 2 we introduce the relevant Besov spaces B α p,θ (G d ) and our main tools, their B-spline representation as well as a Fourier analytical characterization of bivariate Besov spaces B α p,θ (T 2 ) in terms of a dyadic decomposition of the frequency domain. Section 3 deals with the cubature of bivariate periodic and non-periodic functions from U α p,θ (G 2 ) on the Fibonacci lattice. In particular, we prove the upper bound of (1.4), whereas in Section 4 we establish the lower bound (1.6) for general d and all α > 1/p. Section 5 is concerned with the relation (1.10) as well the asymptotic behavior of the quantity of optimal sampling recovery on Smolyak grids.
Notation. Let us introduce some common notations which are used in the present paper. As usual, N denotes the natural numbers, Z the integers and R the real numbers. The set Z + collects the nonnegative integers, sometimes we also use N 0 . We denote by T the torus represented as the interval [0, 1] with identification of the end points. For a real number a we put a + := max{a, 0}. The symbol d is always reserved for the dimension in
with the usual modification in case p = ∞. The inner product between two vectors x, y ∈ R d is denoted by x · y or x, y . In particular, we have |x| 2 2 = x · x = x, x . For a number n ∈ N we set [n] = {1, .., n}. If X is a (quasi-)Banach space, the norm of an element f in X will be denoted by f X . For real numbers a, b > 0 we use the notation a b if it exists a constant c > 0 (independent of the relevant parameters) such that a ≤ cb. Finally, a ≍ b means a b and b a. 
The space of periodic functions B α p,θ (T d ) can be considered as a subspace of B α p,θ (I d ).
B-spline representations on I d
For a given natural number r ≥ 2 let N be the cardinal B-spline of order r with support [0, r], i.e.,
where χ(x) denotes the indicator function of the interval [0, 1] . We define the integer translated dilation
} be the set of s for which N k,s do not vanish identically on I d , and denote by Σ d (k) the span of the B-splines
there is the quasi-norm equivalence
with the corresponding change when p = ∞.
We extend the notation x + := max{0, x} to vectors x ∈ R d by putting
For a proof of the following lemma we refer to [6, Lemma 2.3].
, whenever the sum on the right-hand side is finite. The constant C is independent of g and ℓ .
As a next step, we obtain as a consequence of Lemma 2.2 the following result. Its proof is similar to the one in [6, Theorem 2.1(ii)] (see also [7, Lemma 2.5] ). The main tool is an application of the discrete Hardy inequality, see [6, (2.28 
Lemma 2.3 Let 0 < p, θ ≤ ∞ and 0 < α < min{r, r − 1 + 1/p}. Let further g be a continuous function on I d which is represented by a series
with convergence in C(I d ), and the coefficients c k,s satisfy the condition
with the change to sup for θ = ∞. Then g belongs the space B α p,θ (I d ) and
The tensor Faber basis in two dimensions
Let us collect some facts about the important special case r = 2 of the cardinal B-spline system. The resulting system is called "tensor Faber basis". In this subsection we will mainly focus on a converse statement to Lemma 2.3 in two dimensions.
To simplify notations let us introduce the set
The bivariate (non-periodic) Faber basis functions result from a tensorization of the univariate ones, i.e.,
:
see also [20, 3.2] . For every continuous bivariate function f ∈ C(I 2 ) we have the representation
where now
The following result states the converse inequality to Lemma 2.3 in the particular situation of the bivariate tensor Faber basis. For the proof we refer to [6, Thm. 4.1] or [20, Thm. 3.16] . Note that in the latter reference the additional stronger restriction 1/p < α < min{2, 1 + 1/p} comes into play. However, it is not needed for this relation.
Lemma 2.4 Let 0 < p, θ ≤ ∞ and 1/p < α < 2. Then we have for any f ∈ B α p,θ (I 2 ),
The following lemma is a periodic version of Lemma 2.3 for the tensor Faber basis. For a proof we refer to [22, Prop. 3.6] .
Lemma 2.5 Let 0 < p, θ ≤ ∞ and 1/p < α < 1 + min{1/p, 1}. Then we have for all f ∈ C(T 2 ),
whenever the right-hand side is finite. Moreover, if the right-hand side is finite, we have that f ∈ B α p,θ (T 2 ) .
Decomposition of the frequency domain
We consider the Fourier analytical characterization of bivariate Besov spaces of mixed smoothness. The characterization comes from a partition of the frequency domain. The following assertions have counterparts also for d > 2, see [21] . Here, we will need it just for d = 2.
Definition 2.6 Let Φ(R) be defined as the collection of all systems
Remark 2.7 The class Φ(R) is not empty. Consider the following example. Let ϕ 0 (x) ∈ C ∞ 0 (R) be smooth function with ϕ 0 (x) = 1 on [−1, 1] and ϕ 0 (x) = 0 if |x| > 2. For j > 0 we define
Now it is easy to verify that the system ϕ = {ϕ j (x)} ∞ j=0 satisfies (i) -(iv).
Now we fix a system {ϕ j } ∞ j=0 ∈ Φ(R). For j = (j 1 , j 2 ) ∈ Z 2 let the building blocks f j be given by
where we put f j = 0 if min{j 1 , j 2 } < 0.
is finite (usual modification in case q = ∞). Moreover, the quasi-norms · B α p,θ (T 2 ) and ·|B α p,θ (T 2 ) are equivalent.
Proof. For the bivariate case we refer to [13, 2.3.4] . See [21] for the corresponding characterizations of Besov-Lizorkin-Triebel spaces with dominating mixed smoothness on R d and T d .
Integration on the Fibonacci lattice
In this section we will prove upper bounds for Int n (U α p,θ (G 2 )) which are realized by Fibonacci cubature formulas. If G = T we obtain sharp results for all α > 1/p whereas we need the additional condition 1/p < r < 1 + 1/p if G = I. The restriction to d = 2 is due the concept of the Fibonacci lattice rule which so far does not have a proper extension to d > 2. The Fibonacci numbers given by
play the central role in the definition of the associated integration lattice. In the sequel, the symbol b n is always reserved for (3.1). For n ∈ N we are going to study the Fibonacci cubature formula
for a function f ∈ C(T 2 ), where the lattice X bn is given by
Here, {x} denotes the fractional part, i.e., {x} := x − ⌊x⌋ of the positive real number x. Note that Φ n (f ) represents a special Korobov type [9] integration formula. The idea to use Fibonacci numbers goes back to [2] and was later used by Temlyakov [18] to study integration in spaces with mixed smoothness (see also the recent contribution [3] ). We will first focus on periodic functions and extend the results later to the non-periodic situation.
Integration of periodic functions
We are going to prove the theorem below which extends 
the Fibonacci integration error.
Theorem 3.1 Let 1 ≤ p ≤ ∞, 0 < θ ≤ ∞ and α > 1/p. Then there exists a constant c > 0 depending only on α, p and θ such that
We postpone the proof of this theorem to Subsection 3.2.
Corollary 3.2 Let 1 ≤ p ≤ ∞, 0 < θ ≤ ∞ and α > 1/p. Then there exists a constant c > 0 depending only on α, p and θ such that
Proof. Fix n ∈ N and let m ∈ N such that
. Clearly, we have by Theorem 3.1
where τ represents the inverse Golden Ratio. The proof is complete.
Note that the case 0 < θ ≤ 1 is not excluded here. In this case we obtain the upper bound n −α without the log term. Consequently, optimal cubature for this model of functions behaves like optimal quadrature for B α p,θ (T). We conjecture the same phenomenon for d-variate functions. This gives one reason to vary the third index θ in [0, ∞].
Proof of Theorem 3.1
Let us divide the proof of Theorem 3.1 into several steps. The first part of the proof follows Temlyakov [19, pages 220,221] . To begin with we will consider the integration error R n (f ) for a trigonometric polynomial f on T 2 . Let f (x) = k∈Z 2f (k)e 2πik·x be the Fourier series of f . Then clearly, Φ n (f ) = k∈Z 2f (k)Φ n (e 2πik· ) and I(f ) =f (0). Therefore, we obtain
where Φ n (k) := Φ n (e 2πik· ) , k ∈ Z 2 . By definition, we have that
and hence
In fact, by the summation formula for the geometric series, we obtain from (3.5) that
) returns Φ n (k) = 1. Next we will study the structure of the set L(n) \ {0}. Let us define the discrete sets Γ(η) ⊂ Z 2 by
The following two Lemmas are essentially Lemma IV.2.1 and Lemma IV.2.2, respectively, in [19] . They represent useful number theoretic properties of the set L(n). For the sake of completeness we provide a detailed proof of Lemma 3.4 below.
Lemma 3.3
There exists a universal constant γ > 0 such that for every n ∈ N,
Proof. See Lemma IV.2.1 in [19] .
Lemma 3.4 For every n ∈ N the set L(n) can be represented in the form
Proof. LetL(n) = (ub n−2 − vb n−3 , u + 2v) : u, v ∈ Z .
Step 1. We proveL(n) ⊂ L(n). For k ∈L(n) we have to show that k 1 + b n−1 k 2 = ℓb n for some ℓ ∈ Z. Indeed, ub n−2 − vb n−3 + b n−1 (u + 2v) = ub n + vb n−2 + vb n−1 = b n (u + v).
Step 2. We prove L(n) ⊂L(n). For k = (k 1 , k 2 ) ∈ L(n) we have to find u, v ∈ Z such that the representation k 1 = ub n−2 − vb n−3 and k 2 = u + 2v holds true. Indeed, since k ∈ L(n), we have that
Putting v = k 2 − ℓ and u = 2ℓ − k 2 yields the desired representation.
In the following, we will use a different argument than the one used by Temlyakov to deal with the case θ = ∞. We will modify the definition of the functions χ s introduced in [19] before (2.37) on page 229. This allows for the an alternative argument in order to incorporate the case p = 1 in the proof of Lemma 3.5 below. Let us also mention, that the argument to establish the relation between (2.25) and (2.26) in [19] on page 226 requires some additional work, see Step 3 of the proof of Lemma 3.5 below. 
We further define the associated bivariate trigonometric polynomial
Our next goal is to estimate χ s p for 1 ≤ p ≤ ∞.
Lemma 3.5 Let 1 ≤ p ≤ ∞, s ∈ N 2 0 , and n ∈ N. Then there is a constant c > 0 depending only on p such that
Proof.
Step 1. Observe first by Lemma 3.4 that
It is obvious that det B n = b n , which will be important in the sequel. Clearly, if ε > 0 is small enough we obtain
We used the notation M ε := {z ∈ R 2 : ∃x ∈ M such that |x − z| ∞ < ε} for a set M ⊂ R 2 and Q(s) = {x ∈ R 2 : 2 s j −3 ≤ |x j | < 2 s j +3 , j = 1, 2} (modification in case s = 0). This proves (3.10) in case p = ∞.
Step 2. Let us deal with the case p = 1. By (3.11) we have that χ s (·) = η s (B * n ·), where η s is the trigonometric polynomial given by
By Poisson's summation formula we infer that
The homogeneity of the Fourier transform implies then
where the function v s is one of the four possible tensor products of the univariate functions v 0 and v depending on s. Since these functions are piecewise linear we obtain from (3.13) the relation η s 1 1.
Step 3. It remains to show η s (B * n ·) 1 η s 1 which implies (3.10) in case p = 1. In fact,
Note that B * n is a 2 × 2 matrix with integer entries. Therefore, the set B * n (0, 1) 2 is a 2-dimensional parallelogram equipped with four corner points belonging to Z 2 and |B * n (0, 1) 2 | = | det B * n | = b n . In order to estimate the right-hand side of (3.14) we will cover the set B * n (0, 1)
2 ) with properly chosen integer points k i , i = 1, ..., m. By employing the periodicity of η s this yields
Thus, the problem boils down to bounding the number m properly, i.e., by cb n , where c is a universal constant not depending on n. Since, B * n (0, 1) 2 is determined by four integer corner points, the length of each face is at least √ 2 for all n. Therefore, independently of n we need ℓ parallel translations p i + B * n (0, 1) 2 , i = 1, ..., ℓ, where the p i are integer multiples of the corner points of B * n (0, 1) 2 to floor a part F = ℓ i=1 (p i + B * n (0, 1) 2 of the plane R 2 which contains all squares
By comparing the area we obtain m ≤ |F | = ℓb n , where ℓ is universal. Using (3.15) we obtain finally η s (B * n ·) 1 η s 1 .
Step 4. In the previous steps we proved (3.10) in case p = 1 and p = ∞. What remains is a consequence of the following elementary estimate. If 1 < p < ∞, then
The proof is complete.
Now we are ready to prove the main result, Theorem 3.1. From the continuous embedding of B α p,θ (T 2 ) into B α p,1 (T 2 ) for 0 < θ < 1, it is enough to prove the theorem for 1 ≤ θ ≤ ∞. By (3.4) the integration is given by
is a smooth decomposition of unity according to Definition 2.6. By exploiting j∈N 2 0 ϕ j (x) = 1, x ∈ R 2 , we can rewrite the error as follows
Taking the support of the functions ϕ j into account, see Definition 2.6, we obtain by Lemma 3.3 that there is a constant c such that k∈L(n)\{0} ϕ j (k)f (k) = 0 whenever |j| 1 < log b n − c. Furthermore, by using the trigonometric polynomials χ j , introduced in Lemma 3.5, we get for j = 0 the identity
where δ j (f ) is defined in (2.8). Indeed, here we use the fact, that v j ≡ 1 on supp ϕ j . Hence, we can rewrite the error once again and estimate taking Lemma 3.5 into account
with 1/p + 1/p ′ = 1. Applying Hölder's inequality for 1/θ + 1/θ ′ = 1 we obtain (see Lemma 2.8)
for f ∈ U α p,θ (T 2 ), where we put J n := log b n − c. We decompose the sum on the right-hand side into 3 parts
The first sum yields (recall that α > 1/p)
Let us consider the second sum, the third one goes similarly. We have
Putting everything into (3.17) yields finally
Of course, we have to modify the argument slightly in case θ = 1, i.e., θ ′ = ∞. The sum in (3.17) has to be replaced by a supremum. Then we immediately obtain
n . Note that we do not have any log-term in this case. The proof is complete.
Integration of non-periodic functions
The problem of the optimal numerical integration of non-periodic functions is more involved. The cubature formula below is a modification of (3.2) involving additional boundary values of the function under consideration. Let n ∈ N and N = 5b n − 2 then we put (X bn is defined in (3.3))
Let us denote by
the cubature error for a non-periodic function f ∈ B α p,θ (I 2 ) with respect to the method Q N . The following theorem gives an upper bound for the worst-case cubature error of the method Q N with respect to the class U α p,θ (I 2 ).
Theorem 3.6 Let 1 ≤ p, θ ≤ ∞ and 1/p < α < 1 + 1/p. Let b n denote the nth Fibonacci number for n ∈ N, and N = 5b n − 2. Then we have
Proof. By (2.6) we can decompose a function f ∈ U α p,θ (I 2 ) into
and
The functions f 0 , ..., f 4 have vanishing boundary values and, therefore, are periodic functions on T 2 . Moreover, Lemmas 2.4 and 2.5 (and its univariate version) imply that f 0 ∈ U α p,θ (T 2 ) and f 1 , ..., f 4 ∈ U α p,θ (T) . Note that at this point the condition 1/p < α < 1 + 1/p is required. Applying the cubature formula Q N to (3.20) yields Taking the definition of Q N in (3.18) into account we deduce that 23) and
Analogously, we obtain
Additionally, we get
where we used the identity
Thus, (3.28) yields 
The important thing is that does not depend on k. Therefore, the sum on the right-hand side in (3.29) vanishes and we obtain (3.27) . Hence, (3.26) simplifies to
In the same way we obtain
Let us now estimate the error
By triangle inequality we obtain Note that the remaining error terms disappear, since by (3.30) the last four functions in the decomposition (3.22) are integrated exactly. Since f 0 ∈ U α p,θ (T 2 ) we obtain by Theorem 3.1 the bound
Let us now estimate the second summand in (3.31). By using (3.24) and the fact that f 1 ∈ U α p,θ (T) we see
Finally, by using (3.25) we can estimate the remaining terms in (3.31) in a similar fashion. Altogether we end up with (3.19) which concludes the proof.
Lower bounds for optimal cubature
This section is devoted to lower bounds for the d-variate integration problem. The following theorem represents the main result of this section.
Theorem 4.1 Let 0 < p, θ ≤ ∞ and α > 1/p. Then we have
Proof. Observe that
Fix an integer r ≥ 2 so that α < min{r, r − 1 + 1/p} and let ν ∈ N be given by the condition 2 ν−1 < r ≤ 2 ν . We define the function g on R by
Notice that g vanishes outside the interior of the closed interval I. Let the univariate functions g k,s on I defined for k ∈ Z + , s ∈ S 1 (k), by
and the d-variate functions g k,s on
We define the open d-cube
It is easy to see that every function g k,s is nonnegative in I d and vanishes in I d \ I k,s . Therefore, we can extend g k,s to R d so that the extension is 1-periodic in each variable. We denote this 1-periodic extension byg k,s . Let n be given and and X n = {x j } n j=1 be an arbitrary set of n points in T d . Without loss of generality we can assume that n = 2 m . Since I k,s ∩ I k,s ′ = ∅ for s = s ′ , and
By the equationg k,s (x) = N k+ν1,s (x), x ∈ I d , together with Lemma 2.3 and (2.3) we can verify that
By (4.6) we can choose the constant C so that g * ∈ U α p,θ . From the construction and the above properties of the function g k,s and the set I k,s , we have g * (x j ) = 0 for j = 1, ..., n. Hence, by (4.1) and (4.7) we obtain
This proves the theorem for the case θ ≥ 1.
To prove the theorem for the case θ < 1, we take k ∈ Z d + with |k| 1 = m + 1, and consider the function on
Similarly to the argument for g * , we can choose the constant C ′ such that g k ∈ U α p,θ and
We have g k (x j ) = 0 for j = 1, ..., n. Hence, by (4.1) and (4.8) we obtain
Let us conclude this section with presenting the correct asymptotical behavior of the optimal cubature error in the bivariate case, i.e., in periodic and non-periodic Besov spaces B α p,θ (G 2 ) with G = I, T. From Theorem 4.1 together with Theorem 3.1 we obtain Corollary 4.2 Let 1 ≤ p ≤ ∞, 0 < θ ≤ ∞. Then we have the following.
(ii) For 1/p < α < 1 + 1/p,
Remark 4.3 Note that the so far best known upper bound for Int n (U α p,θ (T 2 )) was restricted to α < 2, see [22, Thm. 4.7] . Corollary 4.2 shows in addition that the lower bound in Theorem 4.1 is sharp in case d = 2. We conjecture that this is also the case if d > 2. In fact, Markhasin's results [10, 11, 12] in combination with Theorem 4.1 verify this conjecture in case of the smoothness α being less or equal to 1. What happens in case α > 1 and d > 2 is open. However, there is some hope for answering this question in case 1/p < α < 2 by proving a multivariate version of the main result in [22, Thm. 4.7] , where Hammersley points have been used. In contrast to the Fibonacci lattice, which has certainly no proper counterpart in d dimensions, this looks possible.
Cubature and sampling on Smolyak grids
In this section, we prove asymptotically sharp upper and lower bounds for the error of optimal cubature on Smolyak grids. Note that the degree of freedom in the cubature method reduces to the choice of the weights in (1. Putting together Theorems 5.1 and 5.2 we obtain the asymptotically sharp error bounds for optimal sampling on Smolyak grids for U α p,θ (G d ). 
