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“Optimal” criteria for quantization are presented and compared to classical criteria and predictions. Thereby
several existing approaches involving hull computations for convex correlation polytopes are reviewed, dis-
cussed and exploited. Increasingly intertwined contexts impose ever tighter conditions on observables which
gradually cannot be satisfied by (quasi-)classical systems. In these regimes, observables of quantized systems
clearly outperform classical ones.
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I. BOOLE’S CONDITIONS OF POSSIBLE EXPERIENCE
Aleady George Boole, although better known for his sym-
bolic logic calculus of propositions aka Laws of Thought [1],
pointed out that the probabilities of certain events, as well as
their (joint) occurrence are subject to linear constraints [1–19].
A typical problem considered by Boole was the following [2,
p. 229]: “Let p1, p2, . . . , pn represent the probabilities given
in the data. As these will in general not be the probabilities
of unconnected events, they will be subject to other conditions
than that of being positive proper fractions, . . .. Those other
conditions will, as will hereafter be shown, be capable of ex-
pression by equations or inequations reducible to the general
form a1p1+ a2p2+ · · ·+ anpn+ a ≥ 0, a1,a2, . . . ,an,a being
numerical constants which differ for the different conditions in
question. These . . . may be termed the conditions of possible
experience.”
Independently, Bell [20] derived some bounds on classi-
cal joint probabilities which relate to quantized systems in-
sofar as they can be tested and falsified in the quantum regime
by measuring subsets of compatible observables (possibly by
Einstein-Podolsky-Rosen type [21] counterfactual inference)
– one at a time – on different subensembles prepared in the
same state. Thereby, in hindsight, it appears to be a bitter turn
of history of thought that Bell, a staunch classical realist, who
found wanting [22] previous attempts [23, 24], created one of
the most powerful theorems used against (local) hidden vari-
ables. The present form of the “Bell inequalities” is due to
Wigner [25] (cf. Sakurai [26, p. 241-243] and Pitowsky [27,
Footnote 13]. Fine [28] later pointed out that deterministic
hidden variables just amount to suitable joint probability func-
tions.
In referring to a later paper by Bell [29], Froissart [30, 31]
proposed a general constructive method to produce all “max-
imal” (in the sense of tightest) constraints on classical proba-
bilities and correlations for arbitrary physical configurations.
This method uses all conceivable types of classical correlated
outcomes, represented as matrices (or higher dimensional ob-
jects) which are the vertices [30, p. 243] “of a polyhedron
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which is their convex hull. Another way of describing this con-
vex polyhedron is to view it as an intersection of half-spaces,
each one corresponding to a face. The points of the poly-
hedron thus satisfy as many inequations as there are faces.
Computation of the face equations is straightforward but te-
dious.” That is, certain “optimal” Bell-type inequalities can be
interpreted as defining half-spaces (“below-above,” “inside-
outside”) which represent the faces of a convex correlation
polytope.
Later Pitowsky pointed out that any Bell-type inequality
can be interpreted as Boole’s condition of possible experi-
ence [27, 32–36]. Pitowsky does not quote Froissart but men-
tions [32, p. 1556] that he had been motivated by a (series
of) paper(s) by Garg and Mermin [37] (who incidentally did
not mention Froissart either) on Farkas’ Lemma. Their con-
cerns were linear constraints on pair distributions, derivable
from the existence of higher-order distributions; constraints
which turn out to be Bell-type inequalities; derivable as facets
of convex correlation polytopes. The Garg and Mermin paper
is important because it concentrates on the “inverse” prob-
lem: rather than finding high-order distributions from low-
order ones, they consider the question of whether or not those
high-order distributions could return random variables with
first order distributions as marginals. One of the examples
mentioned [37, p. 2] are “three dichotomic variables each of
which assumes either the value 1 or−1with equal probability,
and all the pair distributions vanish unless the members of the
pair have different values, then any third-order distribution
would have to vanish unless all three variables had different
values. There can therefore be no third-order distribution.”
(I mention this also because of the similarity with Specker’s
parable of three boxes [38, 39].) A very similar question had
also been pursued by Vorob’ev [40] and Kellerer [41, 42], who
inspired Klyachko [43], as neither one of the previous authors
are mentioned. [To be fair, in the reference section of an un-
published previous paper [44] Klyachko mentions Pitowsky
two times; one reference not being cited in the main text.]
2II. THE CONVEX POLYTOPE METHOD
The gist of the convex polytope method is the observation
that any classical probability distribution can be written as a
convex sum of all of the conceivable “extreme” cases. These
“extreme” cases can be interpreted as classical truth assign-
ments; or, equivalently, as two-valued states. A two-valued
state is a function on the propositional structure of elemen-
tary observables, assigning any proposition the values “0” and
“1” if they are (for a particular “extreme” case) “false” or
“true,” respectively. “Extreme” cases are subject to criteria
defined later in Section IV. The first explicit use [39, 45–47]
(see Pykacz [48] for an early use of two-valued states) of the
polytope method for deriving bounds using two-valued states
on logics with intertwined contexts seems to have been for
the pentagon logic, discussed in Sect. VIII C 2) and cat’s cra-
dle logic (also called “Ka¨fer,” the German word for “bug,” by
Specker), discussed in Sect. VIIID.
More explicitly, suppose that there be as many, say, k,
“weights” λ1, . . . ,λk as there are two-valued states (or “ex-
treme” cases, or truth assignments, if you prefer this denom-
inations). Then convexity demands that all of these weights
are positive and sum up to one; that is,
λ1, . . . ,λk ≥ 0, and
λ1+ . . .+λk = 1.
(1)
At this point a trigger warning regarding some upcoming
notation seems to be in order: the Dirac “ket notation” |vi〉
for vectors in a vector space is chosen to please the quantum
physicists, and to frustrate everybody else. (This might be
regarded as a physicist’s revenge for notations in other areas
than physics by many.) It needs to be kept in mind that this is a
mere matter of notation; and without any quantummechanical
connotation. (That is, quantum mechanics will not be intro-
duce in disguise through a tiny classical window, as Mermin
genially did [49].) A supercript “⊺” stands for transposition.
Suppose further that for any particular, say, the ith, two-
valued state (or the ith “extreme” case, or the ith truth assign-
ment, if you prefer this denomination), all the, say, m, “rele-
vant” terms – relevance here merely means that we want them
to contribute to the linear bounds denoted by Boole as con-
ditions of possible experience, as discussed in Sect.VI – are
“lumped” or combined together and identified as vector com-
ponents of a vector |xi〉 in an m-dimensional vector space Rm;
that is,
|xi〉=
(
xi1 ,xi2 , . . . .xim
)⊺
. (2)
Note that any particular convex [see Eq. (1)] combination
|w(λ1, . . . ,λk)〉= λ1|x1〉+ · · ·+λk|xk〉 (3)
of the k weights λ1, . . . ,λk yields a valid – that is consis-
tent, subject to the criteria defined later in Section IV –
classical probability distribution, characterized by the vector
|w(λ1, . . . ,λk)〉. These k vectors |x1〉, . . . , |xk〉 can be identi-
fied with vertices or extreme points (which cannot be repre-
sented as convex combinations of other vertices or extreme
points), associated with the k two-valued states (or “extreme”
cases, or truth assignments). Let V = {|x1〉, . . . , |xk〉} be the
set of all such vertices.
For any such subset V (of vertices or extreme points) of
Rm, the convex hull is defined as the smallest convex set in
Rm containingV [50, Sect. 2.10, p. 6]. Based on its vertices a
convex V -polytope can be defined as the subset of Rm which
is the convex hull of a finite set of vertices or extreme points
V = {|x1〉, . . . , |xk〉} in Rm:
P= Conv(V ) =
=
{ k
∑
i=1
λi|xi〉
∣∣∣λ1, . . . ,λk ≥ 0, k∑
i=1
λi = 1, |xi〉 ∈V
}
.
(4)
A convex H -polytope can also be defined as the intersec-
tion of a finite set of half-spaces, that is, the solution set of a
finite system of n linear inequalities:
P= P(A,b) =
{
|x〉 ∈ Rm
∣∣∣Ai|x〉 ≤ |b〉 for 1≤ i≤ n}, (5)
with the condition that the set of solutions is bounded, such
that there is a constant c such that ‖|x〉‖ ≤ c holds for all
|x〉 ∈ P. Ai are matrices and |b〉 are vectors with real com-
ponents, respectively. Due to the Minkoswki-Weyl “main”
representation theorem [50–56] every V -polytope has a de-
scription by a finite set of inequalities. Conversely, every H -
polytope is the convex hull of a finite set of points. There-
fore the H -polytope representation in terms of inequalities
as well as the V -polytope representation in terms of vertices,
are equivalent, and the term convex polytope can be used for
both and interchangeably. A k-dimensional convex polytope
has a variety of faces which are again convex polytopes of
various dimensions between 0 and k− 1. In particular, the 0-
dimensional faces are called vertices, the 1-dimensional faces
are called edges, and the k− 1-dimensional faces are called
facets.
The solution of the hull problem, or the convex hull com-
putation, is the determination of the convex hull for a given
finite set of k extreme points V = {|x1〉, . . . , |xk〉} in Rm (the
generall hull problem would also tolerate points inside the
convex polytope); in particular, its representation as the in-
tersection of half-spaces defining the facets of this polytope –
serving as criteria of what lies “inside” and “outside” of the
polytope – or, more precisely, as a set of solutions to a mini-
mal system of linear inequalities. As long as the polytope has
a non-empty interior and is full-dimensional (with respect to
the vector space into which it is imbedded) there are only in-
equalities; otherwise, if the polytope lies on a hyperplane one
obtains also equations.
For the sake of a familiar example, consider the regular 3-
cube, which is the convex hull of the 8 vertices in R3 of V ={
(0,0,0)⊺, (0,0,1)⊺, (0,1,0)⊺, (1,0,0)⊺, (0,1,1)⊺, (1,1,0)⊺,
(1,0,1)⊺, (1,1,1)⊺
}
. The cube has 8 vertices, 12 edges, and
6 facets. The half-spaces defining the regular 3-cube can be
written in terms of the 6 facet inequalities 0≤ x1,x2,x3 ≤ 1.
Finally the correlation polytope can be defined as the con-
vex hull of all the vertices or extreme points |x1〉, . . . , |xk〉 in
V representing the (k per two-valued state) “relevant” terms
3evaluated for all the two-valued states (or “extreme” cases, or
truth assignments); that is,
Conv(V ) =
{
|w(λ1, . . . ,λk)〉
∣∣∣∣∣∣|w(λ1, . . . ,λk)〉= λ1|x1〉+ · · ·+λk|xk〉 ,
λ1, . . . ,λk ≥ 0, λ1+ . . .+λk = 1, |xi〉 ∈V
}
.
(6)
The convex H -polytope – associated with the convex V -
polytope in (6) – which is the intersection of a finite number
of half-spaces, can be identified with Boole’s conditions of
possible experience.
A similar argument can be put forward for bounds on
expectation values, as the expectations of dichotomic E ∈
{−1,+1}-observables can be considered as affine transforma-
tions of two-valued states v ∈ {0,1}; that is, E = 2v− 1. One
might even imagine such bounds on arbitrary values of ob-
servables, as long as affine transformations are applied. Joint
expectations from products of probabilities transform non-
linearly, as, for instance E12 = (2v1− 1)(2v2− 1) = 4v1v2−
2(v1+ v2)− 1.
This method fails if, such as for Kochen-Specker configu-
rations, there are no or “too few” (such that there exist two or
more atoms which cannot be distinguished by any two-valued
state) two-valued states. In this case one my ease the assump-
tions; in particular, abandon admissibility, arriving at what has
been called non-contextual inequalities [57].
III. CONTEXT AND GREECHIE ORTHOGONALITY
DIAGRAMS
Henceforth a context will be any Boolean (sub-)algebra of
experimentally observable propositions. The terms block or
classical mini-universe will be used synonymously.
In classical physics there is only one context – and that is
the entire set of observables. There exist models such as par-
tition logics [46, 47, 58] – realizable by Wright’s generalized
urn model [59] or automaton logic [60–63], – which are still
quasi-classical but have more than one, possibly intertwined,
contexts. Two contexts are intertwined if they share one or
more common elements. In what follows we shall only con-
sider contexts which, if at all, intertwine at a single atomic
proposition.
For such configurations Greechie has proposed a kind of
orthogonality diagram [64–66] in which
1. entire contexts (Boolean subalgebras, blocks) are drawn
as smooth lines, such as straight (unbroken) lines, cir-
cles or ellipses;
2. the atomic propositions of the context are drawn as cir-
cles; and
3. contexts intertwining at a single atomic proposition are
represented as nonsmoothly connected lines, broken at
that proposition.
In Hilbert space realizations, the straight lines or smooth
curves depicting contexts represent orthogonal bases (or,
equivalently, maximal observables, Boolean subalgebras or
blocks), and points on these straight lines or smooth curves
represent elements of these bases; that is, two points on the
same straight line or smooth curve represent two orthogonal
basis elements. From dimension three onwards, bases may
intertwine [67] by possessing common elements.
IV. TWO-VALUEDMEASURES, FRAME FUNCTIONS
AND ADMISSIBILITY OF PROBABILITIES AND TRUTH
ASSIGNMENTS
In what follows we shall use notions of “truth assignments”
on elements of logics which carry different names for related
concepts:
1. The quantum logic community uses the term two-
valued state; or, alternatively, valuation for a total func-
tion v on all elements of some logic L mapping v : L→
[0,1] such that [68, Definition 2.1.1, p. 20]
(a) v(I) = 1,
(b) if {ai, i ∈N} is a sequence of mutually orthogonal
elements in L – in particular, this applies to atoms
within the same context (block, Boolean subal-
gebra) – then the two-valued state is additive on
those elements ai; that is, v(
∨
i∈N) = ∑i∈N v(ai).
2. Gleason has used the term frame function [67, p. 886]
of weight 1 for a separable Hilbert space H as a to-
tal, real-valued (not necessarily two-valued) function f
defined on the (surface of the) unit sphere of H such
that if {ai, i ∈ N} represents an orthonormal basis of H
then ∑i∈N f (ai) = 1. This must hold for all orthonormal
bases forming contexts (blocks) of the logic based on
H.
3. A dichotomic total function v : L→ [0,1] will be called
strongly admissible if
(a) within every contextC= {ai, i∈N}, a single atom
a j is assigned the value one: v(a j) = 1; and
(b) all other atoms in that context are assigned the
value zero: v(ai 6= a j) = 0. Physically this
amounts to only one elementary proposition being
true; the rest of them are false. (One may think of
an array of mutually exclusively firing detectors.)
(c) Non-contextuality, stated explicitly: The value of
any observable, and, in particular, of an atom in
which two contexts intertwine, does not depend
on the context. It is context-independent.
4. In order to cope with value indefiniteness (cf. Sec-
tion VIII F 4), a weaker form of admissibility has been
proposed [69–72] which is no total function but rather
is a partial function which may remain undefined (in-
definite) on some elements of L: A dichotomic partial
4function v : L→ [0,1] will be called admissible if the
following two conditions hold for every contextC of L:
(a) if there exists a a∈C with v(a) = 1, then v(b) = 0
for all b ∈C \ {a};
(b) if there exists a a ∈ C with v(b) = 0 for all b ∈
C \ {a}, then v(a) = 1;
(c) the value assignments of all other elements of the
logic not covered by, if necessary, successive ap-
plication of the admissibility rules, are undefined
and thus the atom remains value indefinite.
Unless otherwise mentioned (such as for contextual value
assignments or admissibility discussed in Section VIII F 4)
the quantum logical (I), Gleason type (II), strong admissibil-
ity (III) notions of two-valued states will be used. Such two
valued states (probability measures) are interpretable as (pre-
existing) truth assignments; they are sometimes also referred
to as a Kochen-Specker value assignment [73].
V. WHY CLASSICAL CORRELATION POLYTOPES?
A caveat seems to be in order from the very beginning: in
what follows correlation polytopes arise from classical (and
quasi-classical) situations. The considerations are relevant for
quantum mechanics only insofar as the quantum probabilities
could violate classical bounds; that is, if the quantum tests
violote those bounds by “lying outside” of the classical corre-
lation polytope.
There exist at least two good reasons to consider (correla-
tion) polytopes for bounds on classical probabilities, correla-
tions and expectation values:
1. they represent a systematic way of enumerating the
probability distributions and deriving constraints –
Boole’s conditions of possible experience – on them;
2. one can be sure that these constraints and bounds are
optimal in the sense that they are guaranteed to yield
inequalities which are best criteria for classicality.
It is not evident to see why, with the methods by which
they have been obtained, Bell’s original inequality [22, 29]
or the Clauser-Horne-Shimony-Holt inequality [74] should be
“optimal” at the time they were presented. Their derivation
involve estimates which appear ad hoc; and it is not immedi-
ately obvious that bounds based on these estimates could not
be improved. The correlation polytope method, on the other
hand, offers a conceptually clear framework for a derivation
of all all classical bounds on higher-order distributions.
VI. WHAT TERMSMAY ENTER CLASSICAL
CORRELATION POLYTOPES?
What can enter as terms in such correlation polytopes? To
quote Pitowsky [27, p. 38], “Consider n events A1,A2, . . . ,An,
in a classical event space . . . Denote pi = probability(Ai),
pi j = probability(Ai ∩ A j), and more generally pi1i2···ik =
probability
(
Ai1 ∩Ai2 ∩·· ·∩Aik
)
, whenever 1 ≤ i1 < i2 <
.. . < ik ≤ n. We assume no particular relations among the
events. Thus A1, . . . ,An are not necessarily distinct, they can
be dependent or independent, disjoint or non-disjoint etc.”
However, although the events A1, . . . ,An may be in any re-
lation to one another, one has to make sure that the respec-
tive probabilities, and, in particular, the extreme cases – the
two-valued states interpretable as truth assignments – prop-
erly encode the logical or empirical relations among events.
In particular, when it comes to an enumeration of cases, con-
sistency must be retained. For example, suppose one consid-
ers the following three propositions: A1: “it rains in Vienna,”
A3: “it rains in Vienna or it rains in Auckland.” It cannot be
that A2 is less likely than A1; therefore, the two-valued states
interpretable as truth assignments must obey p(A2) ≥ p(A1),
and in particular, if A1 is true, A2 must be true as well. (It
may happen though that A1 is false while A2 is true.) Also,
mutually exclusive events cannot be true simultaneously.
These admissibility and consistency requirements are con-
siderably softened in the case of non-contextual inequali-
ties [57], where subclassicality – the requirement that among
a complete (maximal) set of mutually exclusiver observables
only one is true and all others are false (equivalent to one im-
portant criterion for Gleason’s frame function [67]) – is aban-
doned. To put it pointedly, in such scenarios, the simultane-
ous existence of inconsistent events such as A1: “it rains in
Vienna,” A2: “it does not rain in Vienna” are allowed; that is,
p(“it rains in Vienna”) = p(“it does not rain in Vienna”) = 1.
The reason for this rather desperate step is that, for Kochen-
Specker type configurations, there are no classical truth as-
signments satisfying the classical admissibility rules; there-
fore the latter are abandoned. (With the admissibility rules
goes the classical Kolmogorovian probability axioms even
within classical Boolean subalgebras.)
It is no coincidence that most calculations are limited –
or rather limit themselves because there is no formal reasons
to go to higher orders – to the joint probabilities or expecta-
tions of just two observables: there is no easy “workaround”
of quantum complementarity. The Einstein-Podolsky-Rosen
setup [21] offers one for just two complementary contexts at
the price of counterfactuals, but there seems to be no general-
ization to three or more complementary contexts in sight [75].
VII. GENERAL FRAMEWORK FOR COMPUTING
BOOLE’S CONDITIONS OF POSSIBLE EXPERIENCE
As pointed out earlier, Froissart and Pitowsky, among
others such as Tsirelson, have sketched a very precise al-
gorithmic framework for constructively finding all condi-
tions of possible experience. In particular, Pitowsky’s later
method [27, 33–36], with slight modifications for very general
non-distributive propositional structures such as the pentagon
logic [39, 46, 47], goes like this:
1. define the terms which should enter the bounds;
2. (a) if the bounds should be on the probabilities: eval-
5uate all two-valuedmeasures interpretable as truth
assignments;
(b) if the bounds should be on the expectations: eval-
uate all value assignments of the observables;
(c) if (as for non-contextual inequalities) the bounds
should be on some pre-defined quantities: evalu-
ate all value definite pre-assigned quantities;
3. arrange these terms into vectors whose components are
all evaluated for a fixed two-valued state, one state at
a time; one vector per two-valued state (truth assign-
ment), or (for expectations) per value assignments of
the observables, or (for non-contextual inequalities) per
value-assignment;
4. consider the set of all obtained vectors as vertices of a
convex polytope;
5. solve the convex hull problem by computing the con-
vex hull, thereby finding the smallest convex poly-
tope containing all these vertices. The solution can
be represented as the half-spaces (characterizing the
facets of the polytope) formalized by (in)equalities –
(in)equalities which can be identified with Boole’s con-
ditions of possible experience.
Froissart [30] and Tsirelson [31] are not much different;
they arrange joint probabilities for two random variables into
matrices instead of “delineating” them as vectors; but this
difference is notational only. We shall explicitly apply the
method to various configurations next.
VIII. SOME EXAMPLES
In what follows we shall enumerate several (non-)trivial –
that is, non-Boolean in the sense of pastings [64, 65, 68, 76]
of Boolean subalgebras. Suppose some points or vertices in
Rn are given. The convex hull problem of finding the smallest
convex polytope containig all these points or vertices, given
the latter, will be solved evaluated with Fukuda’s cddlib pack-
age cddlib-094h [77] (using GMP [78]) implementing the
double description method [53, 79, 80]. In order to make it
accessible, all configurations and codes are explicitly enumer-
ated in an included supplemental material).
A. Trivial cases
1. Bounds on the probability of one observable
The case of a single variable has two extreme cases: false≡
0 and true≡ 1, resulting in the two vertices (0) as well as (1),
respectively. The corresponding hull problem yields a prob-
ability “below 0” as well as “above 1,” respectively; thus so-
lution this rather trivial hull problem yields 0 ≤ p1 ≤ 1. For
dichotomic expectation values ±1 a similar argument yields
−1≤ E1 ≤ 1.
2. Bounds on the (joint) probabilities and expectations of two
observables
The next trivial case is just two dichotomic (two values)
observables and their joint probability. The respective logic
is generated by the pairs (overline indicates negation) a1a2,
a1a¯2, a¯1a2, a¯1a¯2, representable by a single Boolean algebra
24, whose atoms are these pairs: a1a2,a1a¯2, a¯1a2, a¯1a¯2. For
single Boolean algebras with k atoms, there are k two-valued
measures; in this case k = 4.
For didactive purposes this case has been covered ad
nauseam in Pitowsky’s introductions [27, 32–36]; so it is
just mentioned without further discussion: take the prob-
abilities two observables p1 and p2, and a their joint
variable p12 and “bundle” them together into a vector
(p1, p2, p1∧ p2 ≡ p12 = p1p2)⊺ of three-dimensional vector
space. Then enumerate all four extreme cases – the two-
valued states interpretable as truth assignments – involving
two observables p1 and p2, and a their joint variable p12
very explicitly false-false-false, false-true-false, true-false-
false, and true-true-true, or by numerical encoding, 0-0-0,
0,1,0, 1,0,0, and 1-1-1, yielding the four vectors
|v1〉= (0,0,0)⊺ , |v2〉= (0,1,0)⊺ ,
|v3〉= (1,0,0)⊺ , |v4〉= (1,1,1)⊺ .
(7)
Solution of the hull problem for the polytope{
λ1|v1〉+λ2|v2〉+λ3|v3〉+λ4|v4〉
∣∣∣∣∣∣λ1+λ2+λ3+λ4 = 1,λ1,λ2,λ3,λ4 ≥ 0} (8)
yields the “inside-outside” inequalities of the half-spaces cor-
responding to the four facets of this polytope:
p1+ p2− p12 ≤ 1,
0≤ p12 ≤ p1, p2.
(9)
For the expectation values of two dichotomic observables
±1 a similar argument yields
E1+E2−E12 ≤ 1,
−E1+E2+E12 ≤ 1,
E1−E2+E12 ≤ 1,
−E1−E2−E12 ≤ 1.
(10)
3. Bounds on the (joint) probabilities and expectations of three
observables
Very similar calculations, taking into account three observ-
ables and their joint probabilities and expectations, yield
p1+ p2+ p3− p12− p13− p23+ p123 ≤ 1,
−p1+ p12+ p13− p123 ≤ 0,
−p2+ p12+ p23− p123 ≤ 0,
−p3+ p13+ p23− p123 ≤ 0,
p12, p13, p23 ≥ p123 ≥ 0.
(11)
6and
−E12−E13−E23 ≤ 1
−E12+E13+E23 ≤ 1,
E12−E13+E23 ≤ 1,
E12+E13−E23 ≤ 1,
−1≤ E123 ≤ 1.
(12)
B. Einstein-Podolsky-Rosen type “explosion” setups of joint
distributions without intertwined contexts
The first non-trivial (in the sense that the joint quan-
tum probabilities and joint quantum expectations violate the
classical bounds) instance occurs for four observables in an
Einstein-Podolski-Rosen type “explosion” setup [21], where
n observables are measured on both sides, respectively.
1. Clauser-Horne-Shimony-Holt case: 2 observers, 2
measurement configurations per observer
If just two observables are measured on the two sides, the
facets of the polytope are the Bell-Wigner-Fine (in the prob-
abilistic version) as well as the Clauser-Horne-Shimony-Holt
(for joint expectations) inequalities; that is, for instance,
0≤ p1+ p4− p13− p14+ p23− p24 ≤ 1,
−2≤ E13+E14+E23−E24 ≤ 2.
(13)
To obtain a feeling, Fig. 1(a) depicts the Greechie orthog-
onality diagram of the 2 particle 2 observables per particle
situation. Fig. 1(b) enumerates all two-valued states thereon.
At this point it might be interesting to see how exactly the
approach of Froissart and Tsirelson blends in [30, 31]. The
only difference to the Pitowsky method – which enumerates
the (two particle) correlations and expectations as vector com-
ponents – is that Froissart and later and Tsirelson arrange the
two-particle correlations and expectations as matrix compo-
nents; so both differ only by notation. For instance, Froissart
explicitly mentions [30, pp. 242,243] 10 extremal configura-
tions of the two-particle correlations, associated with 10 ma-
trices (
p13 = p1p3 p14 = p1p4
p23 = p2p3 p24 = p2p4
)
(14)
containing 0s and 1s (the indices “1, 2” and “3, 4” are as-
sociated with the two sides of the Einstein-Podolsky-Rosen
“explosion”-type setup, respectively), arranged in Pitowsky’s
case as vector(
p13 = p1p3, p14 = p1p4, p23 = p2p3, p24 = p2p4
)
. (15)
For probability correlations the number of different matrices
or vectors is 10 (and not 16 as could be expected from the 16
two-valued measures), since, as enumerated in Table I some
such measures yield identical results on the two-particle cor-
relations; in particular, v1,v2,v3,v4,v5,v9,v13 yield identical
matrices (in the Froissart case) or vectors (in the Pitowsky
case).
a1 a′1
a2 a′2
a3 ≡ b1 a′3 ≡ b′1
a4 ≡ b2 a′4 ≡ b′2
(a)
(b)
FIG. 1. (Color online) (a) Four contexts {a1,a′1}, {a2,a′2} on one
side, and {a3 ≡ b1,a′3 ≡ b′1}, {a4 ≡ b2,a′4 ≡ b′2} an the other side of
the Einstein-Podolsky-Rosen “explosion”–type setup are relevant for
a computation of the Bell-Wigner-Fine (in the probabilistic version)
as well as the Clauser-Horne-Shimony-Holt (for joint expectations)
inequalities; (b) the 24 two-valued measures thereon, tabulated in
Table I, which are used to compute the vertices of the correlation
polytopes. Full circles indicate the value “1≡true”
2. Beyond the Clauser-Horne-Shimony-Holt case: 2 observers,
more measurement configurations per observer
The calculation for the facet inequalities for two observers
and three measurement configurations per observer is straight-
forward and yields 684 inequalities [36, 81, 82]. If one consid-
ers (joint) expectations one arrives at novel ones which are not
of the Clauser-Horne-Shimony-Holt type; for instance [81,
7TABLE I. (Color online) The 16 two-valued states on the 2 parti-
cle two observables per particle configuration, as drawn in Fig. 1(b).
Two-particle correlations appear green. There are 10 different such
configurations, painted in red.
# a1 a2 a3 a4 a13 a14 a23 a24
v1 0 0 0 0 0 0 0 0
v2 0 0 0 1 0 0 0 0
v3 0 0 1 0 0 0 0 0
v4 0 0 1 1 0 0 0 0
v5 0 1 0 0 0 0 0 0
v6 0 1 0 1 0 0 0 1
v7 0 1 1 0 0 0 1 0
v8 0 1 1 1 0 0 1 1
v9 1 0 0 0 0 0 0 0
v10 1 0 0 1 0 1 0 0
v11 1 0 1 0 1 0 0 0
v12 1 0 1 1 1 1 0 0
v13 1 1 0 0 0 0 0 0
v14 1 1 0 1 0 1 0 1
v15 1 1 1 0 1 0 1 0
v16 1 1 1 1 1 1 1 1
p. 166, Eq. (4)],
−4≤−E2+E3−E4−E5+E14−E15+
+E24+E25+E26−E34−E35+E36,
−4≤ E1+E2+E4+E5+E14+E15+
+E16+E24+E25−E26+E34−E35.
(16)
Here a word of warning is in order: if one only evaluates the
vertices from the joint expectations (and not also the single
particle expectations), one never arrives at the novel inequali-
ties of the type listed in Eq. (16), but obtains 90 facet inequali-
ties; among them 72 instances of the Clauser-Horne-Shimony-
Holt inequality form, such as
E25+E26+E35−E36 ≤ 2,
E14+E15+E24−E25 ≤ 2,
−E25−E26−E35+E36 ≤ 2,
−E14−E15−E24+E25 ≤ 2.
(17)
They can be combined to yield (see also Ref. [81, p. 166,
Eq. (4)])
−4≤ E14+E15+E24+E26+E35−E36 ≤ 4. (18)
For the general case of n qubits, algebraic methods different
than the hull problem for polytopes have been suggested in
Refs. [83–86].
a4
a3
a5
a2
a1
FIG. 2. (Color online) Firefly logic with two contexts {a1,a2,a5}
and {a3,a4,a5} intertwined in a5.
C. Intertwined contexts
In the following we shall present a series of logics whose
contexts (representable by maximal observables, Boolean
subalgebras, blocks, or orthogonal bases) are intertwined; but
“not much:” by assumption and for convenience, contexts in-
tertwine in only one element; it does not happen that two con-
texts are pasted [64, 65, 68, 76] along two or more atoms.
(They nevertheless might be totally identical.) Such inter-
twines – connecting contexts by pasting them together – can
only occur from Hilbert space dimension three onwards, as
contexts in lower-dimensional spaces cannot have the same
element unless they are identical.
In Sect. VIII C 1 we shall first study the “firefly case”
with just two contexts intertwined in one atom; then, in
Sect. VIIIC 2, proceed to the pentagon configuration with five
contexts intertwined cyclically, then, in Sect. VIIID, paste
two such pentagon logics to form a cat’s cradle (or, by an-
other term, Specker’s bug) logic; and finally, in Sect. VIII E,
connect two Specker bugs to arrive at a logic which has a so
“meagre” set of states that it can no longer separate two atoms.
As pointed out already by Kochen and Specker [87, p. 70,]
this is no longer imbeddable into some Boolean algebra. It
thus cannot be represented by a partition logic; and thus has
neither any generalized urn and finite automata models nor
classical probabilities separating different events. The case of
logics allowing no two valued states will be covered consecu-
tively.
1. Firefly logic
Cohen presented [88, pp. 21, 22] a classical realization of
the first logic with just two contexts and one intertwining
atom: a firefly in a box, observed from two sides of this box
which are divided into two windows; assuming the possibil-
ity that sometimes the firefly does not shine at all. This fire-
fly logic, which is sometimes also denoted by L12 because it
has 12 elements (in a Hasse diagram) and 5 atoms, with the
contexts defined by {a1,a2,a5} and {a3,a4,a5} is depicted in
Fig. 2.
The five two-valued states on the firefly logic are enumer-
ated in Table II and depicted in Fig. 3.
These two-valued states induce [46] a partition logic re-
alization [47, 58] {{{1},{2,3},{4,5}},{{1},{2,5},{3,4}}}
which in turn induce all classical probability distributions, as
depicted in Fig. 4. No representation in R3 is given here; but
this is straightforward (just two orthogonal tripods with one
identcal leg), or can be read off from logics containing more
8TABLE II. Two-valued states on the firefly logic.
# a1 a2 a3 a4 a5
v1 0 0 0 0 1
v2 0 1 0 1 0
v3 0 1 1 0 0
v4 1 0 1 0 0
v5 1 0 0 1 0
v1 v2 v3
v4 v5
FIG. 3. (Color online) Two-valued measures on the firefly logic.
Filled circles indicate the value “1” interpretable as “true.”
such intertwined fireflies; such as in Fig. 6.
2. Pentagon logic
Admissibility of two-valued states imposes conditions and
restrictions on the two-valued states already for a single con-
text (Boolean subalgebra): if one atom is assigned the value
1, all other atoms have to have value assignment(s) 0. This
is even more so for intertwining contexts. For the sake of
an example, consider two firefly logics pasted along an entire
block, as depicted in Fig. 5. For such a logic we can state a
“true-and-true implies true” rule: if the two-valued measure
at the “outer extremities” is 1, then it must be 1 at its center
atom.
We shall pursue this path of ever increasing restrictions
through construction of pasted; that is, intertwined, contexts.
This ultimately yields to non-classical logics which have no
separating sets of two-valued states; and even, as in Kochen-
Specker type configurations, to logics which do not allow for
any two valued state interpretable as preassigned truth assign-
ments.
Let us proceed by pasting more firefly logics together in
“closed circles.” The next possibilities – two firefly logics
forming either a triangle or a square Greechie orthogonal
λ2+λ5
λ3+λ4
λ1
λ2+λ3
λ4+λ5
FIG. 4. (Color online) Classical probabilities on the firefly logic with
two contexts, as induced by the two-valued states, and subject to
λ1+λ2+λ3+λ4+λ5 = 1, 0≤ λ1, . . . ,λ5 ≤ 1.
a1
a2
a3 a4 a5
a6
a7
FIG. 5. (Color online) Two firefly logics pasted along an entire con-
text {a3,a4,a5} with the following property: if a two valued state v
is v(a1) = v(a6) = 1, or v(a1) = v(a7) = 1, or v(a2) = v(a6) = 1, or
v(a2) = v(a7) = 1, or then the “central atom” a4 must be v(a4) = 1.
No representation in R3 is given here; but this is straightforward; or
can be read off from logics containing more such intertwined fire-
flies; such as in Fig. 6.
TABLE III. (Color online) Two-valued states on the pentagon.
# a1 a2 a3 a4 a5 a6 a7 a8 a9 a10
v1 1 0 0 1 0 1 0 1 0 0
v2 1 0 0 0 1 0 0 1 0 0
v3 1 0 0 1 0 0 1 0 0 0
v4 0 0 1 0 0 1 0 1 0 1
v5 0 0 1 0 0 0 1 0 0 1
v6 0 0 1 0 0 1 0 0 1 0
v7 0 1 0 0 1 0 0 1 0 1
v8 0 1 0 0 1 0 0 0 1 0
v9 0 1 0 1 0 0 1 0 0 1
v10 0 1 0 1 0 1 0 0 1 0
v11 0 1 0 1 0 1 0 1 0 1
ve
1
2 0
1
2 0
1
2 0
1
2 0
1
2 0
diagram – have no realization in three dimensional Hilbert
space. The next diagram realizably is obtained by a pasting
of three firefly logics. It is the pentagon logic (also denoted
as orthomodular house [65, p. 46, Fig. 4.4] and discussed in
Ref. [13]; see also Birkhoff’s distributivity criterion [89, p. 90,
Theorem 33], stating that, in particular, if some lattice con-
tains a pentagon as sublattic, then it is not distributive [90])
which is subject to an old debate on “exotic” probability mea-
sures [91]. In terms of Greechie orthogonality diagrams there
are two equivalent representations of the pentagon logic: one
as a pentagon, as depicted [39] in Fig. 6 and one as a penta-
gram; thereby the indices of the intertwining edges (the non-
intertwining ones follow suit) are permuted as follows: 1 7→ 1,
9 7→ 5, 7 7→ 9, 5 7→ 3, 3 7→ 7. From a Greechie orthogonality
point of view the pentagon representation is preferable over
the pentagram, because the latter, although appearing more
“magic,” might suggest the illusion that there are more inter-
twining contexts and observables as there actually are.
As pointed out by Wright [91, p 268] the pentagon has 11
“ordinary” two-valued states v1, . . . ,v11, and one “exotic” dis-
persionless state ve, which was shown by Wright to have nei-
ther a classical nor a quantum interpretation; all defined on
the 10 atoms a1, . . . ,a10. They are enumerated in Table III.
and depicted in Fig. 7.
9& & =
a1
a2
a3
a4
a5a6
a7
a8
a9
a10
FIG. 6. (Color online) Orthogonality diagram of the pentagon
logic, which is a pasting of 3 firefly logcis (two of which share an
entire context), resulting in a pasting of five intertwined contexts
a = {a1,a2,a3}, b = {a3,a4,a5}, c = {a5,a6,a7}, d = {a7,a8,a9},
e = {a9,a10,a1}. They have a (quantum) realization in R3 con-
sisting of the 10 projections associated with the one dimensional
subspaces spanned by the vectors from the origin (0,0,0)⊺ to a1 =(
4
√
5,−
√√
5−2,√2
)⊺
, a2 =
(
− 4√5,−
√
2+
√
5,
√
3−√5
)⊺
,
a3 =
(
− 4√5,
√
2+
√
5,
√
3+
√
5
)⊺
, a4 =(√
5+
√
5,
√
3−√5,2
√
−2+√5
)⊺
, a5 =
(
0,−
√√
5−1,1
)⊺
,
a6 =
(
−
√
5+
√
5,
√
3−√5,2
√√
5−2
)⊺
, a7 =(
4
√
5,
√
2+
√
5,
√
3+
√
5
)⊺
, a8 =
(
4
√
5,−
√
2+
√
5,
√
3−√5
)⊺
,
a9 =
(
− 4√5,−
√√
5−2,√2
)⊺
, a10 =
(
0,
√
2,
√√
5−2
)⊺
, re-
spectively [66, Fig. 8, p. 5393]. Another such realization is
a1 = (1,0,0)
⊺, a2 = (0,1,0)
⊺, a3 = (0,0,1)
⊺, a4 = (1,−1,0)⊺,
a5 = (1,1,0)
⊺, a6 = (1,−1,2)⊺, a7 = (−1,1,1)⊺, a8 = (2,1,1)⊺,
a9 = (0,1,−1)⊺, a10 = (0,1,1)⊺, respectively [92].
These two-valued states directly translate into the classical
probabilities depicted in Fig. 8.
The pentagon logic has quasi-classical realizations in terms
of partition logics [46, 47, 58], such as generalized urn mod-
els [59, 91] or automaton logics [60–63]. An early realization
in terms of three-dimensional (quantum) Hilbert space can,
for instance, be found in Ref. [66, pp. 5392,5393]; other such
parametrizations are discussed in Refs. [43, 93–95].
The full hull problem, including all joint expectations of
dichotomic±1 observables yields 64 inequalities enumerated
in the supplementary material; among them
E12 ≤ E45, E18 ≤ E7,10,
E16+E26+E36+E48 ≤ E18+E28+E34+E59,
E14+E18+E28 ≤ 1+E12+E16+E26+E36+E48+E5,10.
(19)
The full hull computations for the probabilities p1, . . . , p10
on all atoms a1, . . . ,a10 reduces to 16 inequalities, among
v1 v2 v3
v4 v5 v6
v7 v8 v9
v10 v11 ve
FIG. 7. (Color online) Two-valued measures on the pentagon logic.
Filled circles indicate the value “1” interpretable as “true.” In the last
diagram non-filled circles indicate the value “ 12 .”
λ1+λ2+λ3
λ7+λ8+λ9+λ10+λ11
λ4+λ5+λ6
λ1+λ3+λ9+λ10+λ11
λ2+λ7+λ8λ1+λ4+λ6+λ10+λ11
λ3+λ5+λ9+λ3
λ1+λ2+λ4+λ7+λ11
λ6+λ8+λ10
λ4+λ5+λ7+λ9+λ11
FIG. 8. (Color online) Classical probabilities on the pentagon logic,
λ1+ · · ·+λ11 = 1, λ1, . . . ,λ11 ≥ 0, taken from Ref. [39].
them
+p4+ p8+ p9 ≥+p1+ p2+ p6,
2p1+ p2+ p6+ p10 ≥ 1+ p4+ p8.
(20)
If one considers only the five probabilities on the intertwin-
ing atoms, then the Bub-Stairs inequalitiy p1 + p3 + p5 +
p7 + p9 ≤ 2 results [93–95]. Concentration on the four
non-intertwining atoms yields p2 + p4 + p6 + p8 + p10 ≥
1. Limiting the hull computation to adjacent pair expecta-
tions of dichotomic±1 observables yields the Klyachko-Can-
Biniciogolu-Shumovsky inequality [43]
E13+E35+E57+E79+E91 ≥ 3. (21)
10
& =
a3 a4 a5
a2 a6
a1 a7
a13
a12 a8
a11 a10 a9
FIG. 9. (Color online) Greechie diagram of the Specker bug
(cat’s cradle) logic which results from a pasting of two pen-
tagon logics sharing three common contexts. It is a pasting of
seven intertwined contexts a = {a1,a2,a3}, b = {a3,a4,a5}, c =
{a5,a6,a7}, d = {a7,a8,a9}, e = {a9,a10,a11}, f = {a11,a12,a1},
g = {a4,a13,a10}. They have a (quantum) realization in R3 con-
sisting of the 13 projections associated with the one dimensional
subspaces spanned by the vectors from the origin (0,0,0)⊺ to
a1 =
(
1,
√
2,0
)⊺
, a2 =
(√
2,−1,−3
)⊺
, a3 =
(√
2,−1,1
)⊺
, a4 =
(0,1,1)⊺, a5 =
(√
2,1,−1
)⊺
, a6 =
(√
2,1,3
)⊺
, a7 =
(
−1,√2,0
)⊺
,
a8 =
(√
2,1,−3
)⊺
, a9 =
(√
2,1,1
)⊺
, a10 = (0,1,−1)⊺, a11 =(√
2,−1,−1
)⊺
, a12 =
(√
2,−1,3
)⊺
, a13 = (1,0,0)
⊺
, respec-
tively [99, p. 206, Fig. 1] (see also [66, Fig. 4, p. 5387]).
D. Combo of two intertwined pentagon logics forming a
Specker Ka¨fer (bug) or cat’s cradle logic
1. Specker’s bug (or Pitowsky’s cat’s cradle) “true implies false”
logic
The pasting of two pentagon logics results in ever tighter
conditions for two-valued measures and thus truth value as-
signments: consider the Greechie orthogonality diagram of a
logic drawn in Fig. 9. It was called “bug logic” by Specker
[96] because of the similar shape with a bug. Pitowsky called
it “cat’s cradle’ [97, 98] (see Ref [68, p. 39, Fig. 2.4.6] for
an early discussion). A partition logic, as well as a Hilbert
space realization can be found in Refs. [47, 66] There are 14
dispersion-free states which are listed in Table IV.
As already Pta´k and Pulmannova´ [68, p. 39, Fig. 2.4.6] as
well as Pitowsky [97, 98] have pointed out, the reduction of
some probabilities of atoms at intertwined contexts yields [39,
p. 285, Eq. (11.2)]
p1+ p7 =
3
2
− 1
2
(p12+ p13+ p2+ p6+ p8)≤ 3
2
. (22)
For two-valued measures this yields the “1-0” or “true implies
false” rule [100]: if a1 is true, then a7 must be false; because
TABLE IV. The 14 two-valued states on the Specker bug (cat’s cra-
dle) logic.
# a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13
v1 1 0 0 0 1 0 0 0 1 0 0 0 1
v2 1 0 0 1 0 1 0 0 1 0 0 0 0
v3 1 0 0 0 1 0 0 1 0 1 0 0 0
v4 0 1 0 0 1 0 0 0 1 0 0 1 1
v5 0 1 0 0 1 0 0 1 0 0 1 0 1
v6 0 1 0 1 0 1 0 0 1 0 0 1 0
v7 0 1 0 1 0 0 1 0 0 0 1 0 0
v8 0 1 0 1 0 1 0 1 0 0 1 0 0
v9 0 1 0 0 1 0 0 1 0 1 0 1 0
v10 0 0 1 0 0 0 1 0 0 0 1 0 1
v11 0 0 1 0 0 1 0 1 0 0 1 0 1
v12 0 0 1 0 0 1 0 0 1 0 0 1 1
v13 0 0 1 0 0 0 1 0 0 1 0 1 0
v14 0 0 1 0 0 1 0 1 0 1 0 1 0
λ10+λ11+
+λ12+λ13+λ14
λ2+λ6+
+λ7+λ8
λ1+λ3+λ4+
+λ12+λ13+λ14
λ4+λ5+λ6+
+λ7+λ8+λ9
λ2+λ6+λ8+
+λ11+λ12+λ14
λ1+λ2+λ3 λ7+λ10+λ13
λ1+λ4+λ5+
+λ10+λ11+
+λ12
λ4+λ6+λ9+
+λ12+λ13+λ14
λ3+λ5+λ8+
+λ9+λ11+λ14
λ5+λ7+λ8+
+λ10+λ11
λ3+λ9+
+λ13+λ14
λ1+λ2+λ4+
+λ6+λ12
FIG. 10. (Color online) Classical probabilities on the Specker bug
(cat’s cradle) logic; λ1 + · · ·+ λ14 = 1, 0 ≤ λ1, . . . ,λ14 ≤ 1, taken
from Ref. [39]. The two-valued states i= 1, . . . ,14 can be identified
by taking λ j = δi, j for all j = 1, . . .14.
(in a proof by contradiction), suppose a7 were true as well.
This would (by the admissibility rules) imply a3,a5,a9,a11 to
be false, which in turn would imply both a4 as well as a10,
which have to be true in one and the same context – a clear
violation of the admissibility rules stating that within a single
context there can only be atom which is true. This property,
which has already been exploited by Kochen and Specker [87,
Γ1] to construct both a logic with a non-separating, as well
as one with a non-existent set of two valued states. These
former case will be discussed in the next section. For the
time being, instead of drawing all two valued states separately,
Fig. 10 enumerates the classical probabilities on the Specker
bug (cat’s cradle) logic.
The hull problem yields 23 facet inequalities; one of them
relating p1 to p7: p1+ p2+ p7+ p6 ≥ 1+ p4, which is sat-
isfied, since, by subadditivity, p1 + p2 = 1− p3, p7 + p6 =
1− p5, and p4 = 1− p5− p3. This is a good example of a sit-
uation in which considering just Boole-Bell type inequalities
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h0
z1y
−
1
h1
y+2
z2
y−2
h2
y+3
z3
y−3
h3
y+1
FIG. 11. (Color online) Greechie diagram of the logic considered
by Yu and Oh [101, Fig. 2], whose set of two-valued states en-
forces at most one of the four atoms h0,h1,h2,h3 to be 1. The logic
has a (quantum) realization in R3 consisting of the 25 projections;
associated with the one dimensional subspaces spanned by the 13
vectors from the origin (0,0,0)⊺ to z1 = (1,0,0)
⊺, z2 = (0,1,0)
⊺,
z3 = (0,0,1)
⊺, y−1 = (0,1,−1)⊺, y−2 = (1,0,−1)⊺, y−3 = (1,−1,0)⊺,
y+1 = (0,1,1)
⊺
, y+2 = (1,0,1)
⊺
, y+3 = (1,1,0)
⊺
, h0 = (1,1,1)
⊺
, h1 =
(−1,1,1)⊺, h2 = (1,−1,1)⊺, h3 = (1,1,−1)⊺, respectively [101].
do not immediately reveal important aspects of the classical
probabilities on such logics.
A restricted hull calculation for the joint expectations on
the six edges of the Greechie orthogonality diagram yields 18
inequalities; among them
E13+E57+E9,11 ≤ E35+E79+E11,1. (23)
A tightened “true implies 3-times-false” logic depicted in
Fig. 11 has been introduced by Yu and Oh [101]. As can be
derived from admissibility in a straightforward manner, its set
of two-valued states enforces at most one of the four atoms
h0,h1,h2,h3 to be 1. Therefore, classically ph0 + ph1 + ph2 +
ph3 ≤ 1.
2. Kochen-Specker’s Γ1 “true implies true” logic
A small extension of the Specker bug logic by two contexts
extending from a1 and a7, both intertwining at a point c ren-
ders a logic which facilitates that, whenever a1 is true, so must
be an atom b1, which is element in the context {a7,c,b1}, as
depicted in Fig. 12.
The reduction of some probabilities of atoms at intertwined
a3
a4
a5
a2
a6
a1 b1
a7 b7
a13
a12
a8
a11
a10
a9
c
FIG. 12. (Color online) Greechie diagram of the Kochen-Specker
Γ1 logic [87, p. 68], which is an extension of the Specker bug logic
by two intertwining contexts at the bug’s extremities. The logic has
a (quantum) realization in R3 consisting of the 16 projections asso-
ciated with the one dimensional subspaces spanned by the vectors
from the origin (0,0,0)⊺ to the 13 points mentioned in Fig. 9, as
well as c= (0,0,1)⊺, b1 =
(√
2,1,0
)⊺
, b7 =
(√
2,−1,0
)⊺
, respec-
tively [99, p. 206, Fig. 1].
contexts yields (q1,q7 are the probabilities on b1,b7, respec-
tively), additionally to Eq. (22),
p1− p7 = q1− q7, (24)
which, as can be derived also explicitly by taking into account
admissibility, implies that, for all the 112 two-valued states,
if p1 = 1, then [from Eq. (22)] p7 = 0, and q1 = 1 as well as
q7 = 1− q1 = 0.
Besides the quantum mechanical realization of this logic
in terms of propositions identified with projection opera-
tors corresponding to vectors in three-dimensional Hilbert
space Tkadlec and this author [66, p. 5387, Fig. 4] (see also
Tkadlec [99, p. 206, Fig. 1]) have given an explicit collec-
tion of such vectors. As Tkadlec has observed (cf. Ref. [66,
p. 5390], and Ref. [102, p.]), the original realization suggested
by Kochen and Specker [87] appears to be a little bit “buggy”
as they did not use the right angle between a1 and a7, but this
could be rectified.
Notice that, if a second Specker bug logic is placed along b1
and b7, just as in the Kochen-Specker Γ3 logic [87, p. 70], this
imposes an additional “true implies false” condition; together
with the “true implies false” condition of the first logic this
implies the fact that a1 and a7 can no longer be separated by
a two-valued state: whenever one is true, the other one must
be true as well, and vice versa. This Kochen-Specker logic Γ3
will be discussed in the next Section VIII E.
Notice further that if we manage to iterate this process in
such a manner that, with every ith iteration we place another
Kochen-Specker Γ3 logic along bi, while at the same time in-
creasing the angle between bi and b1, then eventually we shall
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arrive at a situation in which b1 and bi are part of a context
(in terms of Hilbert space: they correspond to orthogonal vec-
tors). But admissibility disallows two-valued measures with
more than one, and in particular, two “true” atoms within a
single block. As a consequence, if such a configuration is re-
alizable (say, in 3-dimensional Hilbert space), then it cannot
have any two-valued state satisfying the admissibility crite-
ria. This is the Kochen-Specker theorem, as exposed in the
Kochen-Specker Γ3 logic [87, p. 69], which will be discussed
in Section VIII F.
E. Combo of two linked Specker bug logics
As we are heading toward logics with less and less “rich”
set of two-valued states we are approaching a logic depicted
in Fig. 13 which is a combination of two Specker bug logics
linked by two external contexts. It is the Γ3-configuration of
Kochen-Specker [87, p. 70] with a set of two-valued states
which is no longer separating: In this case one obtains the
“one-one” and “zero-zero rules” [100], stating that a1 oc-
curs if and only if b1 occurs (likewise, a7 occurs if and only
if b7 occurs): Suppose v is a two-valued state on the Γ3-
configuration of Kochen-Specker. Whenever v(a1) = 1, then
v(c) = 0 because it is in the same context {a1,c,b7} as a1.
Furthermore, because of Eq. (22), whenever v(a1) = 1, then
v(a7) = 0. Because b1 is in the same context {a7,c,b1} as
a7 and c, because of admissibility, v(b1) = 1. Conversely, by
symmetry, whenever v(b1) = 1, so must be v(a1) = 1. There-
fore it can never happen that either one of the two atoms a1
and b1 have different dichotomic values. (Eq. 24 is compat-
ible with these value assignments.) The same is true for the
pair of atoms a7 and b7.
Note that one needs two Specker bug logics tied together
(at their “true implies false” extremities) to obtain non-
separability; just extending one to the Kochen-Specker Γ1
logic [87, p. 68] of Fig. 12 discussed earlier to obtain “true
implies true” would be insufficient. Because in this case a
consistent two-valued state exists for which v(b1) = v(b7) = 1
and v(a1) = v(a7) = 0, thereby separating a1 from b1, and vice
versa. A second Specker bug logic is neded to elimitate this
case; in particular, v(b1) = v(b7) = 1.
Besides the quantum mechanical realization of this logic
in terms of propositions which are projection operators cor-
responding to vectors in three-dimensional Hilbert space sug-
gested by Kochen and Specker [87], Tkadlec has given [99,
p. 206, Fig. 1] an explicit collection of such vectors (see also
the proof of Proposition 7.2 in Ref. [66, p. 5392]).
The “1-1” or “true implies true” rule can be taken as an op-
erational criterion for quantization: Suppose that one prepares
a system to be in a pure state corresponding to a1, such that
the preparation ensures that v(a1) = 1. If the system is then
measured along b1, and the proposition that the system is in
state b1 is found to be not true, meaning that v(b1) 6= 1 (the
respective detector does not click), then one has established
that the system is not performing classically, because clas-
sically the set of two-valued states requires non-separability;
that is, v(a1) = v(b1) = 1. With the Tkadlec directions taken
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FIG. 13. (Color online) Greechie diagram of two linked Specker bug
(cat’s cradle) logics Γ3. The logic has a (quantum) realization in
R3 consisting of the 27 projections associated with the one dimen-
sional subspaces spanned by the vectors from the origin (0,0,0)⊺
to the 13 points mentioned in Fig. 9, the 3 points mentioned in
Fig. 12, as well as b2 =
(
1,−√2,−3
)⊺
, b3 =
(
−1,√2,−1
)⊺
, b4 =
(1,0,−1)⊺, b5 =
(
1,
√
2,1
)⊺
, b6 =
(
1,
√
2,−3
)⊺
, b8 =
(
1,
√
2,3
)⊺
,
b9 =
(
1,
√
2,−1
)⊺
, b10 = (1,0,1)
⊺
, b11 =
(
−1,√2,1
)⊺
, b12 =(
−1,√2,−3
)⊺
, b13 = (0,1,0)
⊺
, respectively [99, p. 206, Fig. 1].
Note that, with this realization, there is an additional context
{a13,c,b13} not drawn here, which imposes an additional constraint
v(a13)+ v(c)+ v(b13) = 1 on any two-valued measure v. (See also
the proof of Proposition 7.2 in Ref. [66, p. 5392].)
from Figs. 9 and 12, |a1〉 = (1/
√
3)
(
1,
√
2,0
)⊺
and |b1〉 =
(1/
√
3)
(√
2,1,0
)⊺
so that the probability to find a quan-
tized system prepared along |a1〉 and measured along |b1〉 is
pa1(b1) = |〈b1|a1〉|2 = 8/9, and that a violation of classical-
ity should occur with probability 1/9. Of course, any other
classical prediction, such as the “1-0” or “true implies false”
rule, or more general classical predictions such as of Eq. (22)
can also be taken as empirical criteria for non-classicality [39,
Sect. 11.3.2.]). These criteria for non-classicality are bench-
marks aside from the Boole-Bell type polytope method, and
also different from the full Kochen-Specker theorem.
As every algebra imbeddable in a Boolean algebra must
have a separating set of two valued states, this logic is
no longer “classical” in the sense of “homomorphically
(structure-preserving) imbeddable.” Nevertheless, two-valued
states can still exist. It is just that these states can no longer
differentiate between the pairs of atoms (a1,b1) as well as
(a7,b7). Partition logics and their generalized urn or finite au-
tomata models fail to reproduce two linked Specker bug log-
ics resulting in a Kochen-Specker Γ3 logic even at this stage.
Of course, the situation will become more dramatic with the
non-existence of any kind of two-valued state (interpretable
as truth assignment) on certain logics associate with quantum
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FIG. 14. (Color online) Proof (by contradiction) that chromatic sep-
arability of two linked Specker bug (cat’s cradle) logics Γ3 cannot
be achieved with three colors. In particular, a7 and b7 cannot be
separated, as this would result in the depicted inconsistent coloring:
suppose a red/green/blue coloring with chromatic admissibility (“all
three colors occur only once per context or block orBoolean subalge-
bra”) is possible. Then, if a7 is colored red and b7 is colored green, c
must be colored blue. Therefore, a1 must be colored red. Therefore,
a4 as well as a10 must be colored red (similar for green on the second
Specker bug), contradicting admissibility.
propositions.
Complementarity and non-distributivity is not enough to
characterize logics which do not have a quasi-classical (parti-
tion logical, set theoretical) interpretation. While in a certain,
graph coloring sense the “richness/scarcity” and the “num-
ber” of two-valued homomorphisms” yields insights into the
old problem of the structural property [103] by separating
quasi-classical from quantum logics, the problem of find-
ing smaller, maybe minimal, subsets of graphs with a non-
separating set of two-valued states still remains an open chal-
lenge.
The “true implies true” rule is associated with chromatic
separability; in particular, with the impossibility to separate
two atoms a7 and b7 with less than four colors. A proof is
presented in Fig. 14. That chromatic separability on the unit
sphere requires 4 colors is implicit in Refs. [104, 105].
F. Propositional structures without two-valued states
1. Gleason-type continuity
Gleason’s theorem [67] was a response to Mackey’s prob-
lem to “determine all measures on the closed subspaces of
a Hilbert space” contained in a review [106] of Birkhoff
and von Neumann’s centennial paper [107] on the logic of
quantummechanics. Starting from von Neumann’s formaliza-
tion of quantum mechanics [23, 24], the quantum mechanical
probabilities and expectations (aka the Born rule) are essen-
tially derived from (sub)additivity among the quantum con-
text; that is, from subclassicality: within any context (Boolean
subalgebra, block, maximal observable, orthonormal base) the
quantum probabilities sum up to 1.
Gleason’s finding caused ripples in the community, at least
of those who cared and coped with it [22, 87, 108–113]. (I re-
call having an argument with Van Lambalgen around 1983,
who could not believe that anyone in the larger quantum
community had not heard of Gleason’s theorem. As we ap-
proached an elevator at Vienna University of Technology’s
Freihaus building we realized there was also one very promi-
nent member of Vienna experimental community entering the
cabin. I suggested to stage an example by asking; and voila. . .)
With the possible exception of Specker who did not ex-
plicitly refer to the Gleason’s theorem in independently an-
nouncing that two-valued states on quantum logics cannot ex-
ist [38] – he must have made up his mind from other argu-
ments and preferred to discuss scholastic philosophy; at that
time the Swiss may have had their own biotope – Gleason’s
theorem directly implies the absence of two-valued states. In-
deed, at least for finite dimensions [114, 115], as Zierler and
Schlessinger [108, p. 259, Example 3.2] (even before publi-
cation of Bell’s review [22]) noted, “it should also be men-
tioned that, in fact, the non-existence of two-valued states is
an elementary geometric fact contained quite explicitly in [67,
Paragraph 2.8].”
Now, Gleason’s Paragraph 2.8 contains the following main
(necessity) theorem [67, p. 888]: “Every non-negative frame
function on the unit sphere S in R3 ir regular.” Whereby [67,
p. 886] “a frame function f [[satisfying additivity]] is regular
if and only if there exists a self-adjoint operator T defined on
[[the separable Hilbert space]] H such that f (|x〉) = 〈Tx|x〉
for all unit vectors |x〉.” (Of course, Gleason did not use the
Dirac notation.)
In what follows we shall consider Hilbert spaces of dimen-
sion n = 3 and higher. Suppose that the quantum system is
prepared to be in a pure state associated with the unit vector
|x〉, or the projection operator |x〉〈x|.
As all self-adjoint operators have a spectral decomposi-
tion [116, § 79], and the scalar product is (anti)linear in its
arguments, let us, instead ofT, only consider one-dimensional
orthogonal projection operators E2i = Ei = |yi〉〈yi| (formed
by the unit vector |yi〉 which are elements of an orthonor-
mal basis {|y1〉, . . . , |yn〉}) occurring in the spectral sum of
T= ∑
n≥3
i=1 λiEi, with In = ∑
n≥3
i=1 Ei.
Thus if T is restricted to some one-dimensional projection
operator E = |y〉〈y| along |y〉, then Gleason’s main theorem
states that any frame function reduces to the absolute square
of the scalar product; and in real Hilbert space to the square of
the angle between those vectors spanning the linear subspaces
corresponding to the two projectors involved; that is (note that
E is self-adjoint), fy(|x〉) = 〈Ex|x〉 = 〈x|Ex〉 = 〈x|y〉〈y|x〉 =
|〈x|y〉|2 = cos2∠(x,y).
Hence, unless a configuration of contexts is not of the star-
shaped Greechie orthogonality diagram form – meaning that
they all share one common atom; and, in terms of geometry,
meaning that all orthonormal bases share a common vector –
and the two-valued state has value 1 on its centre, as depicted
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FIG. 15. (Color online) Greechie diagram of a star shaped config-
uration with a variety of contexts, all intertwined in a single “cen-
tral” atom; with overlaid two-valued state (bold black filled circle)
which is one on the centre atom and zero everywhere else (see also
Refs. [70–72]).
in Fig. 15, there is no way how any two contexts could have
a two-valued assignment; even if one context has one: it is
just not possible by the continuous, cos2-form of the quan-
tum probabilities. That is (at least in this author’s believe)
the watered down version of the remark of Zierler and Sch-
lessinger [108, p. 259, Example 3.2].
2. Finite logics admitting no two-valued states
When it comes to the absence of a global two-valued state
on quantum logics corresponding to Hilbert spaces of di-
mension three and higher – where contexts or blocks can
be intertwined or pasted [76] to form chains – Kochen and
Specker [87] pursued a very concrete, “constructive” (in
the sense of finitary mathematical objects but not in the
sense of physical operationalizability [117]) strategy: they
presented finite logics realizable by vectors (from the ori-
gin to the unit sphere) spanning one-dimensional subspaces,
equivalent to observable propositions, which allowed for
lesser & lesser two-valued state properties. For the reason
of non-imbedability is is already enough to consider two
linked Specker bugs logics Γ3 [87, p. 70], as discussed in
Sect. VIII E.
Kochen and Specker went further and presented a proof by
contradiction of the non-existence of two-valued states on a
finite number of propositions, based on their Γ1 “true implies
true” logic [87, p. 68] discussed in Sect. 12, iterating them un-
til they reached a complete contradiction in their Γ2 logic [87,
p. 69]. As has been pointed out earlier, their representation
as points of the sphere is a little bit “buggy” (as could be ex-
pected from the formation of so many bugs): as Tkadlec has
observed, Kochen-Specker diagram Γ2 it is not a one-to-one
representation of the logic, because some different points at
the diagram represent the same element of corresponding or-
thomodular poset (cf. Ref. [66, p. 5390], and Ref. [102, p.]).
The early 1990’s saw an ongoing flurry of papers re-
casting the Kochen-Specker proof with ever smaller num-
bers of, or more symmetric, configurations of observables
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FIG. 16. The most compact way of deriving the Kochen-
Specker theorem in four dimensions has been given by Ca-
bello, Estebaranz and Garcı´a-Alcaine [124, 136]. For the sake
of demonstration, consider a Greechie (orthogonality) diagram of
a finite subset of the continuum of blocks or contexts imbed-
dable in four-dimensional real Hilbert space without a two-valued
probability measure. The proof of the Kochen-Specker the-
orem uses a pasting of nine tightly intertwined contexts a =
{a1,a2,a3,a4}, b = {a4,a5,a6,a7}, c = {a7,a8,a9,a10}, d =
{a10,a11,a12,a13}, e = {a13,a14,a15,a16}, f = {a16,a17,a18,a1},
g = {a6,a8,a15,a17} h = {a3,a5,a12,a14}, i = {a2,a9,a11,a18}.
They have a (quantum) realization in R4 consisting of the 18 pro-
jections associated with the one dimensional subspaces spanned
by the vectors from the origin (0,0,0,0)⊺ to a1 = (0,0,1,−1)⊺,
a2 = (1,−1,0,0)⊺, a3 = (1,1,−1,−1)⊺, a4 = (1,1,1,1)⊺, a5 =
(1,−1,1,−1)⊺, a6 = (1,0,−1,0)⊺, a7 = (0,1,0,−1)⊺, a8 =
(1,0,1,0)⊺, a9 = (1,1,−1,1)⊺, a10 = (−1,1,1,1)⊺, a11 =
(1,1,1,−1)⊺, a12 = (1,0,0,1)⊺, a13 = (0,1,−1,0)⊺, a14 =
(0,1,1,0)⊺, a15 = (0,0,0,1)
⊺
, a16 = (1,0,0,0)
⊺
, a17 = (0,1,0,0)
⊺
,
a18 = (0,0,1,1)
⊺
, respectively [57, Fig. 1].
(see Refs. [66, 73, 99, 102, 118–135] for an incomplete
list). Arguably the most compact such logic is one in four-
dimensional space suggested by Cabello, Estebaranz and
Garcı´a-Alcaine [124, 130, 136]. It consists of 9 contexts, with
each of the 18 atoms tightly intertwined in two contexts. Its
Greechie orthogonality diagram is drawn in Fig. 16.
In a proof by contradiction consider the particular subset of
real four-dimensional Hilbert space with a “parity property,”
as depicted in Figure 16. Note that, on the one hand, each
atom/point/vector/projector belongs to exactly two – that is,
an even number of – contexts. Therefore, any enumeration of
all the contexts occurring in the graph depicted in Figure 16
would contain an even number of 1s assigned. Because, due to
non-contextuality, any atom awith v(a) = 1 along one context
must have the same value 1 along the second context which is
intertwined with the first one – to the values 1 appeare in pairs.
Alas, on the other hand, in such an enumeration there are
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nine – that is, an odd number of – contexts. Hence, in order
to obey the quantum predictions, any two-valued state (inter-
pretable as truth assignment) would need to have an odd num-
ber of 1s – exactly one for each context. Therefore, there can-
not exist any two-valued state on Kochen-Specker type graphs
with the “parity property.”
Of course, one could also prove the nonexistence of any
two-valued state (interpretable as truth assignment) by ex-
haustive attempts (possibly exploiting symmetries) to assign
values 0s and 1s to the atoms/points/vectors/projectors occur-
ring in the graph in such a way that both the quantum predic-
tions as well as context independence is satisfied. This lat-
ter method needs to be applied in cases with Kochen-Specker
type diagrams without the “parity property;” such as in the
original Kochen-Specker proof [87]. (However, admissibility
(IV) is too weak for a proof of this type, as it allows also a
third, value indefinte, state, which spoils the arguments [72].)
3. Chromatic number of the sphere
Graph coloring allows another view on value
(in)definiteness. The chromatic number of a graph is
defined as the least number of colors needed in any total
coloring of a graph; with the constraint that two adjacent
vertices have distinct colors.
Suppose that we are interested in the chromatic number of
graphs associated with both (i) the real and (ii) the rational
three-dimensional unit sphere.
More generally, we can consider n-dimensional unit
spheres with the same adjacency property defined by orthog-
onality. An orthonormal basis will be called context (block,
maximal observable, Boolean subalgebra), or, in this particu-
lar area, a n-clique. Note that for any such graphs involving
n-cliques the chromatic number of this graph is at least be n
(because the chromatic number of a single n-clique or context
is n).
Thereby vertices of the graph are identified with points on
the three-dimensional unit sphere; with adjacency defined by
orthogonality; that is, two vertices of the graph are adjacent if
and only if the unit vectors from the origin to the respective
two points are orthogonal.
The connection to quantum logic is this: any context (block,
maximal observable, Boolean subalgebra, orthonormal basis)
can be represented by a triple of points on the sphere such that
any two unit vectors from the origin to two distinct points of
that triple of points are orthogonal. Thus graph adjacency in
logical terms indicates “belonging to some common context
(block, maximal observable, Boolean subalgebra, orthonor-
mal basis).”
In three dimensions, if the chromatic number of graphs is
four or higher, there does not globally exist any consistent col-
oring obeying the rule that adjacent vertices (orthogonal vec-
tors) must have different colors: if one allows only three dif-
ferent colors, then somewhere in that graph of chromatic num-
ber higher than three, adjacent vertices must have the same
colors (or else the chromatic number would be three or lower).
By a similar argument, non-separability of two-valued
states – such as encountered in Section VIII E with the Γ3-
configuration of Kochen-Specker [87, p. 70] – translates into
non-differentiability by colorings with colors less or equal to
the number of atoms in a block (cf. Fig. 14).
Godsil and Zaks [104, 105] proved the following results:
1. the chromatic number of the graph based on points of
real-valued unit sphere is four [104, Lemma 1.1].
2. The chromatic number of rational points on the unit
sphere S3∩Q3 is three [104, Lemma 1.2].
We shall concentrate on (i) and discuss (ii) later. As has
been pointed out by Godsil in an email conversation from
March 13, 2016 [137], “the fact that the chromatic number
of the unit sphere in R3 is four is a consequence of Gleason’s
theorem, from which the Kochen-Specker theorem follows by
compactness. Gleason’s result implies that there is no sub-
set of the sphere that contains exactly one point from each
orthonormal basis.”
Indeed, any coloring can be mapped onto a two-valued state
by identifying a single color with “1” and all other colors with
“0.” By reduction, all propositions on two-valued states trans-
late into statements about graph coloring. In particular, if the
chromatic number of any logical structure representable as
graph consisting of n-atomic contexts (blocks, maximal ob-
servables with n outcomes, Boolean subalgebras 2n, orthonor-
mal bases with n elements) – for instance, as Greechie orthog-
onality diagram of quantum logics – is larger than n, then there
cannot be any globally consistent two-valued state (truth value
assignment) obeying adjacency (aka admissibility). Likewise,
if no two-valued states on a logic which is a pasting of n-
atomic contexts exist, then, by reduction, no global consis-
tent coloring with n different colors exists. Therefore, the
Kochen-Specker theorem proves that the chromatic number
of the graph corresponding to the unit sphere with adjacency
defined as orthogonality must be higher than three.
Based on Godsil and Zaks finding that the chromatic num-
ber of rational points on the unit sphere S3∩Q3 is three [104,
Lemma 1.2] – thereby constructing a two-valued measure on
the rational unit sphere by identifying one color with “1” and
the two remaining colors with “0” – there exist “exotic” op-
tions to circumvent Kochen-Specker type constructions which
have been quite aggressively (Cabello has referred to this as
the second contextuality war [138]) marketed by allegedly
“nullifying” [139] the respective theorems under the umbrella
of “finite precision measurements” [140–145]: the support
of vectors spanning the one-dimensional subspaces associ-
ated with atomic propositions could be “diluted” yet dense, so
much so that the intertwines of contexts (blocks, maximal ob-
servables, Boolean subalgebras, orthonormal bases) break up;
and the contexts themselves become “free & isolated.” Un-
der such circumstances the logics decay into horizontal sums;
and the Greechie orthogonality diagrams are just disconnected
stacks of previously intertwined contexts. As can be expected,
proofs of Gleason- or Kochen-Specker-type theorems do no
longer exist, as the necessary intertwines are missing.
The “nullification” claim and subsequent ones triggered a
lot of papers, some cited in [145]; mostly critical – of course,
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not to the results of Godsil and Zaks’s finding (ii); how could
they? – but to their physical applicability. Peres even wrote
a parody by arguing that “finite precision measurement nul-
lifies Euclid’s postulates” [146], so that “nullification” of the
Kochen-Specker theorem might have to be our least concern.
4. Exploring value indefiniteness
Maybe one could, with all due respect, speak of “exten-
sions” of the Kochen-Specker theorem by looking at situations
in which a system is prepared in a state |x〉〈x| along direction
|x〉 and measured along a non-orthogonal, non-collinear pro-
jection |y〉〈y| along direction |y〉. Those extensions yield what
may be called [112, 147] indeterminacy. Indeterminacy may
be just another word for contextuality; but, as has been sug-
gested by the realist Bell, the latter term implicitly implies
that there “is something (rather than nothing) out there,” some
“pre-existing observable” which, however, needs to depend
on the context of the measurement. To avoid such implicit
assumption we shall henceforth use indeterminacy rather than
contextuality.
Pitowsky’s logical indeterminacy principle [112, Theo-
rem 6, p. 226] states that, given two linearly independent non-
orthogonal unit vectors |x〉 and |y〉 in R3, there is a finite set
of unit vectors Γ(|x〉, |y〉) containing |x〉 and |y〉 for which the
following statements hold:
1. There is no (not necessarily two-valued) state v on
Γ(|x〉, |y〉) which satisfies v(|x〉) = v(|y〉) = 1.
2. There is no (not necessarily two-valued) v on Γ(|x〉, |y〉)
which satisfies v(|x〉) = 1 and v(|y〉) = 0.
3. There is no (not necessarily two-valued) state v on
Γ(|x〉, |y〉) which satisfies v(|x〉) = 0 and v(|y〉) = 1.
Stated differently [147, Theorem 2,p 183], let |x〉 and |y〉
be two non-orthogonal rays in a Hilbert space H of finite di-
mension ≥ 3. Then there is a finite set of rays Γ(|x〉, |y〉) con-
taining |x〉 and |y〉 such that a (not necessarily two-valued)
state v on Γ(|x〉, |y〉) satisfies v(|x〉),(|y〉) ∈ {0,1} only if
v(|x〉) = v(|y〉) = 0. That is, if a system of three mutually
exclusive outcomes (such as the spin of a spin-1 particle in a
particular direction) is prepared in a definite state |x〉 corre-
sponding to v(|x〉) = 1, then the state v(|y〉) along some direc-
tion |y〉which is neither collinear nor orthogonal to |x〉 cannot
be (pre-)determined, because, by an argument via some set of
intertwined rays Γ(|x〉, |y〉), both cases would lead to a com-
plete contradiction.
The proofs of the logical indeterminacy principle presented
by Pitowsky and Hrushovski [112, 147] is global in the sense
that any ray in the set of intertwining rays Γ(|x〉, |y〉) in-
between |x〉 and |y〉 – and thus not necessarily the “begin-
ning and end points” |x〉 and |y〉 – may not have a pre-existing
value. (If you are an omni-realist, substitute “pre-existing” by
“non-contextual:” that is, any ray in the set of intertwining
rays Γ(|x〉, |y〉)may violate the admissibility rules and, in par-
ticular, non-contextuality.) Therefore, one might argue that
the cases (i) as well as (ii); that is, v(|x〉) = v(|y〉) = 1. as
well as v(|x〉) = 1 and v(|y〉) = 0 might still be predefined,
whereas at least one ray in Γ(|x〉, |y〉) cannot be pre-defined.
(If you are an omni-realist, substitute “pre-defined” by “non-
contextual.”)
This possibility has been excluded in a series of papers [69–
72] localizing value indefiniteness. Thereby the strong admis-
sibility rules coinciding with two-valued states which are total
function on a logic, have been generalized or extended (if you
prefer “weakened”) in such away as to allow for value defi-
niteness. Essentially, by allowing the two-valued state to be a
partial function on the logic, which need not be defined any
longer on all of its elements, admissability has been defined
by two rules (IV) of Section IV: if v(|x〉) = 1, then a measure-
ment of all the other observables in a context containing |x〉
must yield the value 0 for the other observables in this con-
text – as well as counterfactually, in all contexts including |x〉
and in mutually orthogonal rays which are orthogonal to |x〉,
such as depicted as the star-shaped configuration in Fig. 15.
Likewise, if all propositions but one, say the one associated
with |x〉, in a context have value 0, then this proposition |x〉 is
assigned the value 1; that is, v(|x〉) = 1.
However, as long as the entire context contains more than
two atoms, if v(|x〉) = 0 for some proposition associated with
|x〉, any of the other observables in the context containing |x〉
could still yield the value 1 or 0. Therefore, these other ob-
servables need not be value definite. In such a formalism, and
relative to the assumptions – in particular, by the admissibil-
ity rules allowing for value indefiniteness – sets of intertwined
rays Γ(|x〉, |y〉) can be constructed which render value indefi-
niteness of property |y〉〈y| if the system is prepared in state |x〉
(and thus v(|x〉) = 1). More specifically, sets of intertwined
rays Γ(|x〉, |y〉) can be found which demonstrate that, in ac-
cord with the “weak” admissibility rules (IV) of Section IV,
in Hilbert spaces of dimension greater than two, in accord
with complementarity, any proposition which is complemen-
tary with respect to the state prepared must be value indefinite
[69–72].
5. How can you measure a contradiction?
Clifton replied with this (rhetorical) question after I had
asked if he could imagine any possibility to somehow “op-
erationalize” the Kochen-Specker theorem.
Indeed, the Kochen-Specker theorem – in particular, not
only non-separability but the total absence of any two-valued
state – has been resilient to attempts to somehow “measure”
it: first, as alluded by Clifton, its proof is by contraction – any
assumption or attempt to consistently (in accordance with ad-
missibility) construct two-valued state on certain finite subsets
of quantum logics provably fails.
Second, the very absence of any two-valued state on such
logics reveals the futility of any attempt to somehow de-
fine classical probabilities; let alone the derivation of any
Boole’s conditions of physical experience – both rely on,
or are, the hull spanned by the vertices derivable from
two-valued states (if the latter existed) and the respective
correlations. So, in essence, on logics corresponding to
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Kochen-Specker configurations, such as the Γ2-configuration
of Kochen-Specker [87, p. 69], or the Cabello, Estebaranz
and Garcı´a-Alcaine logic [124, 136] depicted in Fig. 16 which
(subject to admissibility) have no two-valued states, classical
probability theory breaks down entirely – that is, in the most
fundamental way; by not allowing any two-valued state.
It is amazing how many papers exist which claim to “ex-
perimentally verify” the Kochen-Specker theorem. However,
without exception, those experiments either prove some kind
of Bell-Boole of inequality on single-particles (to be fair this
is referred to as “proving contextuality;” such as, for instance,
Refs. [148–152]); or show that the quantum predictions yield
complete contradictions if one “forces” or assumes the coun-
terfactual co-existence of observables in different contexts
(and measured in separate, distinct experiments carried out
in different subensembles; e.g., Refs. [136, 153–156]; again
these lists of references are incomplete.)
Of course, what one could still do is measuring all contexts,
or subsets of compatible observables (possibly by Einstein-
Podolsky-Rosen type [21] counterfactual inference) – one at
a time – on different subensembles prepared in the same
state by Einstein-Podolsky-Rosen type [21] experiments, and
comparing the complete sets of results with classical pre-
dictions [153]. For instance, multiplying all products of di-
chotomic ±1 observables within contexts, and summing up
the results in parity proofs such as for the Cabello, Estebaranz
and Garcı´a-Alcaine logic depicted in Fig. ref2016-pu-book-
chapter-qm-f-kspac must yield differences between the clas-
sical and the quantum predictions – in this case parity odd and
even, respectively.
6. Contextual inequalities
If one is willing to drop admissibility altogether while
at the same time maintaining non-contextuality – thereby
only assuming that the hidden variable theories assign values
to all the observables [157, Sect. 4, p. 375], thereby only
assuming non-contextuality [57], one arrives at contextual
inequalities [158]. Of course, these value assignments
need to be much more general as the admissibility re-
quirements on two-valued states; allowing all 2n (instead
of just n combinations) of contexts with n atoms; such as
1− 1− 1− . . .− 1, or 0− 0− . . .− 0. For example, Cabello
has suggested [57] to consider fourth order correlations
within all the contexts (blocks; really within single maximal
observables) constituting the logic considered by Cabello,
Estebaranz and Garcı´a-Alcaine [124, 136], and depicted
as a Greechie orthogonality diagram in Fig. 16. For the
sake of demonstration, consider a Greechie (orthogonality)
diagram of a finite subset of the continuum of blocks or
contexts imbeddable in four-dimensional real Hilbert space
without a two-valued probability measure. More explicitly,
the correlations are with nine tightly interconnected contexts
a = {a1,a2,a3,a4}, b = {a4,a5,a6,a7}, c = {a7,a8,a9,a10},
d = {a10,a11,a12,a13}, e = {a13,a14,a15,a16}, f =
{a16,a17,a18,a1}, g= {a6,a8,a15,a17} h = {a3,a5,a12,a14},
i= {a2,a9,a11,a18}, respectively.
A hull problem can be defined as follows: (i) assume that
each one of the 18 (partially counterfactual) observables
a1,a2, . . . ,a18 independently acquires either the definite
value “−1” or “+1,” respectively. There are 218 = 262144
such cases. Note that, essentially, thereby all information
on the intertwine structure is eliminated (the only remains
are in the correlations taken in the next step), as one treats
all observables to belong to a large Boolean algebra of
18 atoms a1,a2, . . . ,a18; (ii) form all the 9 four-order
correlations according to the context (block) structure
a1a2a3a4,a4a5a6a7, . . . ,a2a9a11a18, respectively; (iii) then
evaluate (by multiplication) each one of these nine observ-
ables according to the valuations created in (i); (iv) for
each one of the 218 valuations form a 9-dimensional vec-
tor (E1 = a1a2a3a4,E2 = a4a5a6a7, . . . ,E9 = a2a9a11a18)
⊺
which contains all the values computed in (iii), and consider
them as vertices (of course, there will be many duplicates
which can be eliminated) defining a correlation polytope;
(v) finally, solve the hull problem for this polytope. The
resulting 274 inequalities and 256 vertices (a reverse vertex
computation reveals 256 vertices; down from 218) confirms
Cabello’s [57] as well as other bounds [39, Eqs. (8)]; among
them
−1≤ E1 ≤ 1,
E1+ 7≥ E2+E3+E4+E5+E6+E7+E8+E9,
E1+E8+E9+ 7≥ E2+E3+E4+E5+E6+E7,
E1+E6+E7+E8+E9+ 7≥ E2+E3+E4+E5,
E1+E4+E5+E6+E7+E8+E9+ 7≥ E2+E3,
E1+E2+E3+E4+E5+E6+E7+E8+E9+ 7≥ 0.
(25)
Similar calculations for the pentagon and the Specker bug
logics, by “bundling” the 3rd order correlations within the
contexts (blocks, 3-atomic Boolean subalgebras), yield 32
(down from 210 = 1024 partially duplicate) vertices and 10
“trivial” inequalities for the bug logic, as well as 128 (down
from 213 = 8192 partially duplicate) vertices and 14 “trivial”
inequalities for the Specker bug logic.
IX. QUANTUM PROBABILITIES AND EXPECTATIONS
Since from Hilbert space dimension higher than two there
do not exist any two-valued states, the (quasi-)classical
Boolean strategy to find (or define) probabilities via the con-
vex sum of two-valued states brakes down entirely. Therefore,
as this happened to be [23, 24, 159–162], the quantum prob-
abilities have to be “derived” or postulated from entirely new
concepts, based upon quantities – such as vectors or projec-
tion operators – in linear vector spaces equipped with a scalar
product. One guiding principle should be that, among those
observables which are simultaneously co-measurable (that is,
whose projection operators commute), the classical probabil-
ity theory should hold.
Historically, what is often referred to as Born rule for cal-
culating probabilities, has been a statistical re-interpretation
of Schro¨dinger’s wave function [163, Footnote 1, Anmerkung
bei der Korrektur, p. 865], as outlined by Dirac [159, 160]
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(a digression: a small piece [164] on “the futility of war”
by the late Dirac is highly recommended; I had the hon-
our listening to the talk personally), Jordan [161], von Neu-
mann [23, 24, 162], and Lu¨ders [165–167].
Rather than stating it as axiom of quantum mechanics,
Gleason [67] derived the Born rule from elementary assump-
tions; in particular from subclassicality: within contexts – that
is, among mutually commuting and thus simultaneously co-
measurable observables – the quantum probabilities should
reduce to the classical, Kolmogorovian, form. In particular,
the probabilities of propositions corresponding to observables
which are (i) mutually exclusive (in geometric terms: corre-
spond to orthogonal vectors/projectors) as well as (ii) simul-
taneously co-measurable observables are (i) non-negative, (ii)
normalized, and (iii) finite additive; that is, probabilities (of
atoms within contexts or blocks) add up [168, Section 1].
As already mentioned earlier, Gleason’s paper made a high
impact on those in the community capable of comprehending
it [22, 87, 108–113]. Nevertheless it might not be unreason-
able to state that, while a proof of the Kochen-Specker the-
orem is straightforward, Gleason’s results are less attainable.
However, in what follows we shall be less concerned with ei-
ther necessity nor with mixed states, but shall rather concen-
trate on sufficiency and pure states. (This will also rid us of the
limitations to Hilbert spaces of dimensions higher that two.)
Recall that pure states [159, 160] as well as elementary yes-
no propositions [23, 24, 107] can both be represented by (nor-
malized) vectors in some Hilbert space. If one prepares a pure
state corresponding to a unit vector |x〉 (associated with the
one-dimensional projection operator Ex = |x〉〈x|) and mea-
sures an elementary yes-no proposition, representable by a
one-dimensional projection operator Ey = |y〉〈y| (associated
with the vector |y〉), then Gleason notes [67, p. 885] in the
second paragraph that (in Dirac notation), “it is easy to see
that such a [[probability]] measure µ can be obtained by se-
lecting a vector |y〉 and, for each closed subspace A, taking
µ(A) as the square of the norm of the projection of |y〉 on A.”
Since in Euclidean space, the projection Ey of |y〉 on A =
span(|x〉) is the dot product (both vectors |x〉, |y〉 are supposed
to be normalized) |x〉〈x|y〉= |x〉cos∠(|x〉, |y〉), Gleason’s ob-
servation amounts to the well-known quantummechanical co-
sine square probability law referring to the probability to find
a system prepared a in state in another, observed, state. (Once
this is settled, all self-adjoint observables follow by linearity
and the spectral theorem.)
In this line of thought, “measurement” contexts (orthonor-
mal bases) allow “views” on “prepared” contexts (orthonor-
mal bases) by the respective projections.
A. Comparison of classical and quantum form of correlations
In what follows quantum configurations corresponding to
the logics presented in the earlier sections will be considered.
All of them have quantum realizations in terms of vectors
spanning one-dimensional subspaces corresponding to the re-
spective one-dimensional projection operators.
The Appendix contains a detailed derivation of two-particle
correlation functions. It turns out that, whereas on the singlet
state the classical correlation function (A1) Ec,2,2(θ )=
2
pi θ−1
is linear, the quantum correlations (A11) and (D1) are of the
“stronger” cosine form Eq,2 j+1,2(θ ) ∝ −cos(θ ). A stronger-
than-quantumcorrelationwould be a sign functionEs,2,2(θ ) =
sgn(θ −pi/2) [169].
When translated into the most fundamental empirical level
– to two clicks in 2×2= 4 respective detectors, a single click
on each side – the resulting differences
∆E = Ec,2,2(θ )−Eq,2 j+1,2(θ )
=−1+ 2
pi
θ + cosθ =
2
pi
θ +
∞
∑
k=1
(−1)kθ 2k
(2k)!
(26)
signify a critical difference with regards to the occurrence of
joint events: both classical and quantum systems perform the
same at the three points θ ∈ {0, pi
2
,pi}. In the region 0< θ <
pi
2
, ∆E is strictly positive, indicating that quantum mechan-
ical systems “outperform” classical ones with regard to the
production of unequal pairs “+−” and “−+,” as compared
to equal pairs “++” and “−−.” This gets largest at θmax =
arcsin(2/pi)≈ 0.69; at which point the differences amount to
38% of all such pairs, as compared to the classical correla-
tions. Conversely, in the region pi
2
< θ < pi , ∆E is strictly
negative, indicating that quantum mechanical systems “out-
perform” classical ones with regard to the production of equal
pairs “++” and “−−,” as compared to unequal pairs “+−”
and “−+.” This gets largest at θmin = pi−arcsin(2/pi)≈ 2.45.
Stronger-than-quantum correlations [170, 171] could be of a
sign functional form Es,2,2(θ ) = sgn(θ −pi/2) [169].
In correlation experiments these differences are the reason
for violations of Boole’s (classical) conditions of possible ex-
perience. Therefore, it appears not entirely unreasonable to
speculate that the non-classical behaviour already is expressed
and reflected at the level of these two-particle correlations, and
not in need of any violations of the resulting inequalities.
X. MIN-MAX PRINCIPLE
Violation of Boole’s (classical) conditions of possible expe-
rience by the quantum probabilities, correlations and expec-
tations are indications of some sort of non-classicality; and
are often interpreted as certification of quantum physics, and
quantum physical features [172, 173]. Therefore it is impor-
tant to know the extent of such violations; as well as the ex-
perimental configurations (if they exist [174]) for which such
violations reach a maximum.
Functional analysis provides a technique to compute (maxi-
mal) violations of Boole-Bell type inequalities [175, 176]: the
min-max principle, also known as Courant-Fischer-Weyl min-
max principle for self-adjoint transformations (cf. Ref. [116,
§ 90], Ref. [177, pp. 75ff], and Ref. [178, Sect. 4.4,
pp. 142ff]), or rather an elementary consequence thereof: by
the spectral theorem any bounded self-adjoint linear operator
T has a spectral decomposition T = ∑ni=1 λiEi, in terms of
the sum of products of bounded eigenvalues times the asso-
ciated orthogonal projection operators. Suppose for the sake
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of demonstration that the spectrum is nondegenerate. Then
we can (re)order the spectral sum so that λ1 ≥ λ2 ≥ . . . ≥ λn
(in case the eigenvalues are also negative, take their absolute
value for the sort), and consider the greatest eigenvalue.
In quantum mechanics the maximal eigenvalue of a self-
adjoint linear operator can be identified with the maximal
value of an observation. Thereby, the spectral theorem sup-
plies even the state associated with this maximal eigenvalue
λ1: it is the eigenvector (linear subspace) |e1〉 associated
with the orthogonal projector Ei = |e1〉〈e1| occurring in the
(re)ordered spectral sum of T.
With this in mind, computation of maximal violations of all
the Boole-Bell type inequalities associated with Boole’s (clas-
sical) conditions of possible experience is straightforward:
1. take all terms containing probabilities, correla-
tions or expectations and the constant real-valued
coefficients which are their multiplicative factors;
thereby excluding single constant numerical values
O(1) (which could be written on “the other” side
of the inequality; resulting if what might look
like “T (p1, . . . , pn, p1,2, . . . , p123, . . .) ≤ O(1)” (usually,
these inequalities, for reasons of operationalizability, as
discussed earlier, do not include highter than 2rd order
correlations), and thereby define a function T ;
2. in the transition “quantization” step T → T substi-
tute all classical probabilities and correlations or ex-
pectations with the respective quantum self-adjoint
operators, such as for two spin- 1
2
particles enumer-
ated in Eq. (A6), p1 → q1 = 12 [I2±σ(θ1,ϕ1)] ⊗
I2, p2 → q2 = 12 [I2±σ(θ2,ϕ2)] ⊗ I2, p12 → q12 =
1
2
[I2±σ(θ1,ϕ1)] ⊗ 12 [I2±σ(θ2,ϕ2)], Ec → Eq =
p12+++ p12−−− p12+−− p12−+, as demanded by the
inequality. Note that, since the coefficients in T are all
real-valued, and because (A+B)† = A†+B† = (A+B)
for arbitrary self-adjoint transformations A,B, the real-
valued weighted sum T of self-adjoint transformations
is again self-adjoint.
3. Finally, compute the eigensystem of T; in particular
the largest eigenvalue λmax and the associated projector
which, in the non-degenerate case, is the dyadic product
of the “maximal state” |emax〉, or Emax = |emax〉〈emax|.
4. In a last step, maximize λmax (and find the associated
eigenvector |emax〉) with respect to variations of the pa-
rameters incurred in step (ii).
The min-maxmethod yields a feasible, constructivemethod
to explore the quantum bounds on Boole’s (classical) condi-
tions of possible experience. Its application to other situations
is feasible. A generalization to higher-dimensional cases ap-
pears tedious but with the help of automated formula manipu-
lation straightforward.
A. Expectations from quantum bounds
The quantum expectation can be directly computed from
spin state operators. For spin- 1
2
particles, the relevant opera-
tor, normalized to eigenvalues±1, is
T(θ1,ϕ1;θ2,ϕ2) =
[
2S 1
2
(θ1,ϕ1)
]
⊗
[
2S 1
2
(θ2,ϕ2)
]
. (27)
The eigenvalues are −1,−1,1,1 and 0; with eigenvectors for
ϕ1 = ϕ2 =
pi
2
,
(
−e−i(θ1+θ2),0,0,1
)⊺
,(
0,−e−i(θ1−θ2),1,0
)⊺
,(
e−i(θ1+θ2),0,0,1
)⊺
,(
0,e−i(θ1−θ2),1,0
)⊺
,
(28)
respectively.
If the states are restricted to Bell basis states |Ψ∓〉 =
1√
2
(|01〉∓ |10〉) and |Φ∓〉= 1√
2
(|00〉∓ |11〉) and the respec-
tive projection operators are EΨ∓ and EΦ∓ , then the corre-
lations, reduced to the projected operators EΨ∓EEΨ∓ and
EΦ∓EEΦ∓ on those states, yield extrema at −cos(θ1 − θ2)
for EΨ− , cos(θ1− θ2) for EΨ+ , −cos(θ1+ θ2) for EΦ− , and
cos(θ1+θ2) for EΦ+ .
B. Quantum bounds on the Clauser-Horne-Shimony-Holt
inequalities
The ease of this method can be demonstrated by
(re)deriving the Tsirelson bound [179] of 2
√
2 for the quan-
tum expectations of the Clauser-Horne-Shimony-Holt in-
equalities (13) (cf. Sect. VIII B 1), which compare to the clas-
sical bound 2. First note that the two-particle projection oper-
ators along directions ϕ1 = ϕ2 =
pi
2
and θ1,θ2, as taken from
Eqs. (A6) and (A3), are
q1,±1,2,±2(θ1,ϕ1 =
pi
2
,θ2,ϕ2 =
pi
2
) =
=
1
2
[
I2±σ(θ1, pi
2
)
]
⊗ 1
2
[
I2±σ(θ2, pi
2
)
]
.
(29)
Adding these four orthogonal projection operators according
to the parity of their signatures ±1±2 yields the expectation
value
Eq(θ1,ϕ1 =
pi
2
;θ2,ϕ2 =
pi
2
) =
= Eq(θ1,θ2) = p1+2++ p1−2−− p1+2−− p1−2+ =
=


0 0 0 e−i(θ1+θ2)
0 0 e−i(θ1−θ2) 0
0 ei(θ1−θ2) 0 0
ei(θ1+θ2) 0 0 0

 .
(30)
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Forming the Clauser-Horne-Shimony-Holt operator
CHSH(θ1,θ2,θ3,θ4) =
= Eq(θ1,θ3)+Eq(θ1,θ4)+Eq(θ2,θ3)−Eq(θ2,θ4).
(31)
The eigenvalues
λ1,2 =∓2
√
1− sin(θ1−θ2)sin(θ3−θ4),
λ3,4 =∓2
√
1+ sin(θ1−θ2)sin(θ3−θ4),
(32)
for θ1 − θ2 = θ3 − θ4 = ± pi2 , yield the Tsirelson bounds
±2√2. In particular, for θ1 = 0, θ2 = pi2 , θ3 = pi4 , θ4 = 3pi4 ,
Eq. (31) reduces to

0 0 0 −2i√2
0 0 0 0
0 0 0 0
2i
√
2 0 0 0

 ; (33)
and the eigenvalues are λ1 = 0, λ2 = 0, λ3 = −2
√
2, λ4 =
2
√
2; with the associated eigenstates (0,0,1,0)⊺, (0,1,0,0)⊺,
(i,0,0,1)⊺, (−i,0,0,1)⊺, respectively. Note that, by compar-
ing the components [49, p. 18] the eigenvectors associated
with the eigenvalues reaching Tsirelson’s bound are entan-
gled, as could have been expected.
If one is interested in the measurements “along” Bell
states, then one has to consider the projected operators
EΨ∓(CHSH)EΨ∓ and EΦ∓(CHSH)EΦ∓ on those states
which yield extrema at
λΨ∓ =∓
[
cos(θ1−θ3)+ cos(θ2−θ3)+
+cos(θ1−θ4)− cos(θ2−θ4)
]
,
λΦ∓ = cos(θ1+θ3)+ cos(θ2+θ3)+
+cos(θ1+θ4)− cos(θ2+θ4).
(34)
For θ1 = 0, θ2 =
pi
2
, θ3 =
pi
4
, θ4 =− pi4 , cos(θ1+θ3)= cos(θ2+
θ3) = cos(θ1+θ4)=−cos(θ2+θ4) = 1√
2
, and Eq. (34) yields
the Tsirelson bound λΨ∓ =∓2
√
2. Likewise, for θ1 = 0, θ2 =
pi
2
, θ3 =− pi4 , θ4 = pi4 , cos(θ1+θ3) = cos(θ2+θ3) = cos(θ1+
θ4) = −cos(θ2+θ4) = 1√
2
, and Eq. (34) yields the Tsirelson
bound λΦ∓ =∓2
√
2.
Again it should be stressed that these violations might be
seen as a “build-up;” resulting from the multiple addition of
correlations which they contain.
Note also that, only as single context can be measured on
a single system, because other context contain incompatible,
complementary observables. However, as each observable is
supposed to have the same (counterfactual) measurement out-
come in any context, different contexts can be measured on
different subensembles prepared in the same state such that,
with the assumptions made (in particular, existence and con-
text independence), Boole’s conditions of possible experience
should be valid for the averages over each subsensemble – re-
gardless of whether they are co-measurable or incompatible
and complementary. (This is true for instance for models with
partition logics, such as generalized urn or finite automaton
models.)
C. Quantum bounds on the pentagon
In a similar way two-particle correlations of a spin-one sys-
tem can be defined by the operator S1 introduced in Eq. (B2)
A(θ1,ϕ1;θ2,ϕ2) = S1(θ1,ϕ1)⊗S1(θ2,ϕ2). (35)
Plugging in these correlations into the Klyachko-Can-
Biniciogolu-Shumovsky inequality [43] in Eq. (21) yields the
Klyachko-Can-Biniciogolu-Shumovsky operator
KCBS(θ1, . . . ,θ5,ϕ1, . . . ,ϕ5) =
=A(θ1,ϕ1,θ3,ϕ3)+A(θ3,ϕ3,θ5,ϕ5)+A(θ5,ϕ5,θ7,ϕ7)+
+A(θ7,ϕ7,θ9,ϕ9)+A(θ9,ϕ9,θ1,ϕ1).
(36)
Taking the special values of Tkadlec [92], as enu-
merated in Cartesian coordinates in Fig. 6, which, is
spherical coordinates, are a1 =
(
1, pi
2
,0
)⊺
, a2 =
(
1, pi
2
, pi
2
)⊺
,
a3 =
(
1,0, pi
2
)⊺
, a4 =
(√
2, pi
2
,− pi
4
)⊺
, a5 =
(√
2, pi
2
, pi
4
)⊺
, a6 =(√
6, tan−1
(
1√
2
)
,− pi
4
)⊺
, a7 =
(√
3, tan−1
(√
2
)
, 3pi
4
)⊺
,
a8 =
(√
6, tan−1
(√
5
)
, tan−1
(
1
2
))⊺
, a9 =
(√
2, 3pi
4
, pi
2
)⊺
,
a10 =
(√
2, pi
4
, pi
2
)⊺
, yields eigenvalues of KCBS in{− 2.49546,2.2288,−1.93988,1.93988,−1.33721,
1.33721,−0.285881,0.285881,0.266666} (37)
all violating Eq. (21).
D. Quantum bounds on the Cabello, Estebaranz and
Garcı´a-Alcaine logic
As a final exercise we shall compute the quantumbounds on
the Cabello, Estebaranz and Garcı´a-Alcaine logic [124, 136]
which can be used in a parity proof of the Kochen-Specker
theorem in 4 dimensions, as depicted in Fig. 16 (where also
a representation of the atoms as vectors in R4 suggested by
Cabello [57, Fig. 1] is enumerated), as well as the dichotomic
observables [57, Eq. (2)] Ai = 2|ai〉〈ai|− I4 is used. The ob-
servables are then “bundled” into the respective contexts to
which they belong; and the context summed according to the
contextual inequalities from the Hull computation (25), and
introduced by Cabello [57, Eq. (1)]. As a result (we use Ca-
bello’s notation and not ours),
T=−A12⊗A16⊗A17⊗A18
−A34⊗A45⊗A47⊗A48−A17⊗A37⊗A47⊗A67
−A12⊗A23⊗A28⊗A29−A45⊗A56⊗A58⊗A59
−A18⊗A28⊗A48⊗A58−A23⊗A34⊗A37⊗A39
−A16⊗A56⊗A67⊗A69−A29⊗A39⊗A59⊗A69
(38)
The resulting 44 = 256 eigenvalues of T have numerical ap-
proximations as ordered numbers −6.94177 ≤ −6.67604 ≤
. . . ≤ 5.78503≤ 6.023, neither of which violates the contex-
tual inequality (25) and Ref. [57, Eq. (1)].
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XI. WHAT CAN BE LEARNED FROM THESE BRAIN
TEASERS?
When reading the book of Nature, she obviously tries to
tell us something very sublime yet simple; but what exactly is
it? I have the feeling that often discussants approach this par-
ticular book not with evenly-suspended attention [180, 181]
but with strong – even ideologic [182] or evangelical [183]
– (pre)dispositions. This might be one of the reasons why
Specker called this area “haunted” [184]. With these provisos
we shall enter the discussion.
Already in 1935 – possibly based to the Born rule for com-
puting quantum probabilities which differ from classical prob-
abilities on a global scale involving complementary observ-
ables, and yet coincide within contexts – Schro¨dinger pointed
out (cf. also Pitowsky [35, footnote 2, p. 96]) that [185, p. 327]
“at no moment does there exist an ensemble of classical states
of the model that squares with the totality of quantum me-
chanical statements of this moment.”[186] This seems to be
the gist of what can be learned from the quantum probabili-
ties: they cannot be accommodated entirely within a classical
framework.
What can be positively said? There is operational access
to a single context (block, maximal observable, orthonormal
basis, Boolean subalgebra); and for all that operationally mat-
ters, all observables forming that context can be simultane-
ously value definite. (It could formally be argued that an en-
tire star of contexts intertwined in a “true” proposition must
be value definite, as depicted in Fig. 15.) A single context
represents the maximal information encodable into a quantum
system. This can be done by state preparation.
Beyond this single context one can get “views” on that sin-
gle state in which the quantized system has been prepared. But
these “views” come at a price: value indefiniteness. (Value
indefiniteness is often expressed as “contextuality,” but this
view is distractive, as it suggests some existing entity which is
changing its value; depending on how – that is, along which
context – it is measured.)
This situation might not be taken as a metaphysical conun-
drum, but perceived rather Socratically: it should come as no
surprise that intrinsic [187], emdedded [188] observers have
no access to all the information they subjectively desire, but
only to a limited amount of properties their system – be it a
virtual or a physical universe – is capable to express. There-
fore there is no omniscience in the wider sense of “all that ob-
servers want to know” but rather than “all that is operational.”
Anything beyond this narrow “local omniscience covering
a single context” in which the quantized system has been
prepared appears to be a subjective illusion which is only
stochastically supported by the quantum formalism – in terms
of Gleason’s “projective views” on that single, value definite
context. Experiments may enquire about such value indefi-
nite observables by “forcing” a measurement upon a system
not prepared or encoded to be “interrogated” in that way.
However, these “measurements” of non-existing properties,
although seemingly posessing viable outcomes which might
be interpreted as referring to some alleged “hidden” proper-
ties, cannot carry any (consistent classical) content pertaining
to that system alone.
To paraphrase a dictum by Peres [189], unprepared contexts
do not exist; at least not in any operationally meaningful way.
If one nevertheless forcesmetaphysical existence upon (value)
indefinite, non-existing, physical entities the price, hedged
into the quantum formalism, is stochasticity.
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Appendix A: Two two-state particle correlations and
expectations
As has already been pointed out earlier, due to the Einstein-
Podolsky-Rosen explosion type setup [21] in certain (singlet)
states allowing for uniqueness [75, 190, 191] through coun-
terfactual reasoning, second order correlations appear feasible
(subject to counterfactual existence).
1. Classical correlations with dichotomic observables in a
“singlet” state
For dichotomic observables with two outcomes {0,1} the
classical expectations in the plane perpendicular to the direc-
tion connecting the two particles is a linear function of the
measurement angle [189]. Assume the uniform distribution of
(opposite but otherwise) identical “angular momenta” shared
by the two particles and lying on the circumference of the unit
circle, as depicted in Fig. 17; and consider only the sign of
these angular momenta.
The arc lengths on the unit circle A+(θ1,θ2) and
A−(θ1,θ2), normalized by the circumference of the unit circle,
correspond to the frequency of occurrence of even (“++” and
“−−”) and odd (“+−” and (“−+”) parity pairs of events, re-
spectively. Thus, A+(θ1,θ2) and A−(θ1,θ2) are proportional
to the positive and negative contributions to the correlation
coefficient. One obtains for 0≤ θ = |θ1−θ2| ≤ pi ; i.e.,
Ec,2,2(θ ) = Ec,2,2(θ1,θ2) =
1
2pi
[A+(θ1,θ2)−A−(θ1,θ2)]
=
1
2pi
[2A+(θ1,θ2)− 2pi ] = 2
pi
|θ1−θ2|− 1= 2
pi
θ − 1,
(A1)
where the subscripts stand for the number of mutually exclu-
sive measurement outcomes per particle, and for the number
of particles, respectively. Note that A+(θ1,θ2)+A−(θ1,θ2) =
2pi .
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FIG. 17. (Color online) Planar geometry demonstrating the classi-
cal two two-state particles correlation. The left circle represents the
positions on the unit circle which correspond to positive or nega-
tive measurement results O(θ1) ∈ {0,1} “along” direction θ1, re-
spectively. The second circle represents the positions on the unit
circle which correspond to positive or negative measurement results
O(θ2) ∈ {0,1} “along” direction θ2, respectively. The right circle
represents the positions on the unit circle which correspond to posi-
tive or negative products O(θ1)O(θ2) ∈ {0,1} of joint measurements
“along” directions θ1 and θ2. As only the absolute value of the dif-
ference of the two angles θ1 and θ2 enters, one may set |θ1−θ2|= θ .
2. Quantum dichotomic case
The two spin one-half particle case is one of the standard
quantum mechanical exercises, although it is seldom com-
puted explicitly. For the sake of completeness and with the
prospect to generalize the results to more particles of higher
spin, this case will be enumerated explicitly. In what follows,
we shall use the following notation: Let |+〉 denote the pure
state corresponding to (1,0)⊺, and |−〉 denote the orthogonal
pure state corresponding to (0,1)⊺.
a. Single particle observables and projection operators
Let us start with the spin one-half angular momentum ob-
servables of a single particle along an arbitrary direction in
spherical co-ordinates θ and ϕ in units of h¯ [192]; that is,
Mx =
1
2
(
0 1
1 0
)
,My =
1
2
(
0 −i
i 0
)
,Mz =
1
2
(
1 0
0 −1
)
.
(A2)
The angular momentum operator in some direction specified
by θ , ϕ is given by the spectral decomposition
S 1
2
(θ ,ϕ) = xMx+ yMy+ zMz
=Mx sinθ cosϕ +My sinθ sinϕ +Mz cosθ
=
1
2
σ(θ ,ϕ) =
1
2
(
cosθ e−iϕ sinθ
eiϕ sinθ −cosθ
)
=−1
2
(
sin2 θ
2
− 1
2
e−iϕ sinθ
− 1
2
eiϕ sinθ cos2 θ
2
)
+
+
1
2
(
cos2 θ
2
1
2
e−iϕ sinθ
1
2
eiϕ sinθ sin2 θ
2
)
=
1
2
{
1
2
[I2+σ(θ ,ϕ)]− 1
2
[I2−σ(θ ,ϕ)]
}
=
1
2
[F+(θ ,ϕ)−F−(θ ,ϕ)] .
(A3)
The orthonormal eigenstates (eigenvectors) associated with
the eigenvalues− 1
2
and + 1
2
of S 1
2
(θ ,ϕ) in Eq. (A3) are
|+〉θ ,ϕ = eiδ−
(
e−
iϕ
2 cos θ
2
,e
iϕ
2 sin θ
2
)⊺
,
|−〉θ ,ϕ = eiδ+
(
−e− iϕ2 sin θ
2
,e
iϕ
2 cos θ
2
)⊺
,
(A4)
respectively. δ+ and δ− are arbitrary phases. These orthogo-
nal unit vectors correspond to the two orthogonal projectors
F±(θ ,ϕ) = |±〉θ ,ϕ〈±|θ ,ϕ =
1
2
[I2±σ(θ ,ϕ)] (A5)
for the “+” and “−” states along θ and ϕ , respectively. By
setting all the phases and angles to zero, one obtains the orig-
inal orthonormalized basis {|−〉, |+〉}.
b. Substitution rules for probabilities and correlations
In order to evaluate Boole’s classical conditions of possi-
ble experience, and check for quantum violations of them, the
classical probabilities and correlations entering those classi-
cal conditions of possible experience have to be compared to,
and substituted by, quantum probabilities and correlations de-
rived earlier. For example, for n spin- 1
2
particles in states (sub-
script i refers to the ith particle) “+i” or“−i” along the direc-
tions θ1,ϕ1,θ2,ϕ2, . . . ,θn,ϕn, the classical-to-quantum substi-
tutions are [75, 193, 194]:
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p1,±1 → q1,±1 =
1
2
[I2±σ(θ1,ϕ1)]⊗ I2⊗·· ·⊗ I2︸ ︷︷ ︸
n− 1 factors
,
p2,±2 → q2,±2 = I2⊗
1
2
[I2±σ(θ2,ϕ2)]⊗ I2⊗·· ·⊗ I2︸ ︷︷ ︸
n− 2 factors
,
...
p1,±1,2,±2 → q1,±1,2,±2 =
=
1
2
[I2±σ(θ1,ϕ1)]⊗ 1
2
[I2±σ(θ2,ϕ2)]⊗ I2⊗·· ·⊗ I2︸ ︷︷ ︸
n− 2 factors
,
...
p1,±1,2,±2,...,(n−1),±n−1,n,±n →
→ q1,±1,2,±2,...,(n−1),±n−1,n,±n =
=
1
2
[I2±σ(θ1,ϕ1)]⊗ 1
2
[I2±σ(θ2,ϕ2)]⊗·· ·
· · ·⊗ 1
2
[I2±σ(θn,ϕn)] ;
(A6)
with σ(θ ,ϕ) defined in Eq.(A3).
c. Quantum correlations for the singlet state
The two-partite quantum expectations corresponding to the
classical expectation value Ec,2,2 in Eq. (A1) can be defined
to be the difference between the probabilities to find the two
particles in identical spin states (along arbitrary directions)
minus the probabilities to find the two particles in different
spin states (along those directions); that is, Eq,2,2 = q++ +
q−− − (q+− + q−+), or q=q++ + q−− = 12
(
1+Eq,2,2
)
and
q 6= = q+−+ q−+ = 12
(
1−Eq,2,2
)
.
In what follows, singlet states |Ψd,n,i〉 will be labelled by
three numbers d, n and i, denoting the number d of outcomes
associated with the dimension of Hilbert space per particle,
the number n of participating particles, and the state count i in
an enumeration of all possible singlet states of n particles of
spin j = (d− 1)/2, respectively. For n = 2, there is only one
singlet state (see Ref. [75] for more general cases).
Consider the singlet “Bell” state of two spin- 1
2
particles
|Ψ2,2,1〉= 1√
2
(|+−〉− |−+〉)
=
1√
2
[(1,0)⊺⊗ (0,1)⊺− (0,1)⊺⊗ (1,0)⊺]
=
(
0,
1√
2
,− 1√
2
,0
)⊺
.
(A7)
The density operator ρΨ2,2,1 = |Ψ2,2,1〉〈Ψ2,2,1| is just the pro-
jector of the dyadic product of this vector.
Singlet states are form invariant with respect to arbi-
trary unitary transformations in the single-particle Hilbert
spaces and thus also rotationally invariant in config-
uration space, in particular under the rotations [195,
Eq. (7–49)] |+〉 = ei ϕ2
(
cos θ
2
|+′〉− sin θ
2
|−′〉
)
and |−〉 =
e−i
ϕ
2
(
sin θ
2
|+′〉+ cos θ
2
|−′〉
)
.
The Bell singlet state satisfies the uniqueness prop-
erty [190] in the sense that the outcome of a spin state mea-
surement along a particular direction on one particle “fixes”
also the opposite outcome of a spin state measurement along
the same direction on its “partner” particle: (assuming loss-
less devices) whenever a “plus” or a “minus” is recorded on
one side, a “minus” or a “plus” is recorded on the other side,
and vice versa.
d. Quantum predictions
We now turn to the calculation of quantum predictions. The
joint probability to register the spins of the two particles in
state ρΨ2,2,1 aligned or anti-aligned along the directions de-
fined by (θ1, ϕ1) and (θ2, ϕ2) can be evaluated by a straight-
forward calculation of
qΨ2,2,1±1±2 (θ1,ϕ1;θ2,ϕ2)
= Tr
{
ρΨ2,2,1 · [F±1 (θ1,ϕ1)⊗F±2 (θ2,ϕ2)]
}
=
1
4
{
1− (±11)(±21)
[
cosθ1 cosθ2+
+sinθ1 sinθ2 cos(ϕ1−ϕ2)
]}
.
(A8)
Since q=+q 6= = 1 and Eq,2,2 = q=−q 6=, the joint probabil-
ities to find the two particles in an even or in an odd number of
spin-“− 1
2
”-states when measured along (θ1, ϕ1) and (θ2, ϕ2)
are in terms of the correlation coefficient given by
q= = q+++ q−− =
1
2
(
1+Eq,2,2
)
=
1
2
{1− [cosθ1 cosθ2− sinθ1 sinθ2 cos(ϕ1−ϕ2)]} ,
q 6= = q+−+ q−+ =
1
2
(
1−Eq,2,2
)
=
1
2
{1+[cosθ1 cosθ2+ sinθ1 sinθ2 cos(ϕ1−ϕ2)]} .
(A9)
Finally, the quantum mechanical correlation is obtained by
the difference q=− q 6=; i.e.,
Eq,2,2 (θ1,ϕ1,θ2,ϕ2) =
=− [cosθ1 cosθ2+ cos(ϕ1−ϕ2)sinθ1 sinθ2] .
(A10)
By setting either the azimuthal angle differences equal to zero,
or by assuming measurements in the plane perpendicular to
the direction of particle propagation, i.e., with θ1 = θ2 =
pi
2
,
one obtains
Eq,2,2(θ1,θ2) =−cos(θ1−θ2),
Eq,2,2(
pi
2
,
pi
2
,ϕ1,ϕ2) =−cos(ϕ1−ϕ2).
(A11)
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Appendix B: Two three-state particles
1. Observables
The single particle spin one angular momentum observ-
ables in units of h¯ are given by [192]
Mx =
1√
2

0 1 01 0 1
0 1 0

 ,My = 1√
2

0 −i 0i 0 −i
0 i 0

 ,
Mz =

1 0 00 0 0
0 0 −1

 .
(B1)
Again, the angular momentum operator in arbitrary direc-
tion θ , ϕ is given by its spectral decomposition
S1(θ ,ϕ) = xMx+ yMy+ zMz
=Mx sinθ cosϕ +My sinθ sinϕ +Mz cosθ
=


cosθ e
−iϕ sinθ√
2
0
eiϕ sinθ√
2
0 e
−iϕ sinθ√
2
0 e
iϕ sinθ√
2
−cosθ


=−F−(θ ,ϕ)+ 0 ·F0(θ ,ϕ)+F+(θ ,ϕ),
(B2)
where the orthogonal projectors associated with the eigen-
states of S1(θ ,ϕ) are
F− =


sin2 θ
2
− e−iϕ cosθ sinθ√
2
− 1
2
e−2iϕ sin2 θ
− eiϕ cosθ sinθ√
2
cos2 θ e
−iϕ cosθ sinθ√
2
− 1
2
e2iϕ sin2 θ e
iϕ cosθ sinθ√
2
sin2 θ
2

 ,
F0 =


cos4 θ
2
e−iϕ cos2 θ2 sinθ√
2
1
4
e−2iϕ sin2 θ
eiϕ cos2 θ2 sinθ√
2
sin2 θ
2
e−iϕ sin2 θ2 sinθ√
2
1
4
e2iϕ sin2 θ
eiϕ sin2 θ2 sinθ√
2
sin4 θ
2


F+ =


sin4 θ
2
− e−iϕ sin2
θ
2 sinθ√
2
1
4
e−2iϕ sin2 θ
− eiϕ sin2
θ
2 sinθ√
2
sin2 θ
2
− e−iϕ cos2
θ
2 sinθ√
2
1
4
e2iϕ sin2 θ − eiϕ cos2
θ
2 sinθ√
2
cos4 θ
2

 , .
(B3)
The orthonormal eigenstates associated with the eigenval-
ues +1, 0, −1 of S1(θ ,ϕ) in Eq. (B2) are
|−〉θ ,ϕ = eiδ0
(
− 1√
2
e−iϕ sinθ ,cosθ , 1√
2
eiϕ sinθ
)⊺
,
|0〉θ ,ϕ = eiδ+1
(
e−iϕ cos2 θ
2
, 1√
2
sinθ ,eiϕ sin2 θ
2
)⊺
,
|+〉θ ,ϕ = eiδ−1
(
e−iϕ sin2 θ
2
,− 1√
2
sinθ ,eiϕ cos2 θ
2
)⊺
,
(B4)
respectively. For vanishing angles θ = ϕ = 0, |−〉= (0,1,0)⊺,
|0〉= (1,0,0)⊺, and |+〉= (0,0,1)⊺, respectively.
2. Singlet state
Consider the two spin-one particle singlet state
|Ψ3,2,1〉= 1√
3
(−|00〉+ |−+〉+ |+−〉). (B5)
Its vector space representation can be explicitly enumerated
by taking the direction θ = ϕ = 0 and recalling that |+〉 =
(1,0,0)⊺, |0〉= (0,1,0)⊺, and |−〉= (0,0,1)⊺; i.e.,
|Ψ3,2,1〉= 1√
3
(0,0,1,0,−1,0,1,0,0)⊺ . (B6)
Appendix C: Two four-state particles
1. Observables
The spin three-half angular momentum observables in units
of h¯ are given by [192]
Mx =
1
2


0
√
3 0 0√
3 0 2 0
0 2 0
√
3
0 0
√
3 0

 ,
My =
1
2


0 −√3i 0 0√
3i 0 −2i 0
0 2i 0 −√3i
0 0
√
3i 0

 ,
Mz =
1
2


3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3

 .
(C1)
Again, the angular momentum operator in arbitrary direc-
tion θ , ϕ can be written in its spectral form
S 3
2
(θ ,ϕ) = xMx+ yMy+ zMz
=Mx sinθ cosϕ +My sinθ sinϕ +Mz cosθ
=


3cosθ
2
√
3
2
e−iϕ sinθ 0 0√
3
2
eiϕ sinθ cosθ
2
e−iϕ sinθ 0
0 eiϕ sinθ − cosθ
2
√
3
2
e−iϕ sinθ
0 0
√
3
2
eiϕ sinθ − 3cosθ
2


=−3
2
F− 32 −
1
2
F− 12 +
1
2
F+ 12
+
3
2
F+ 32
.
(C2)
2. Singlet state
The singlet state of two spin-3/2 observables can be found
by the general methods developed in Ref. [75]. In this case,
25
this amounts to summing all possible two-partite states yield-
ing zero angular momentum, multiplied with the correspond-
ing Clebsch-Gordan coefficients
〈 j1m1 j2m2|00〉= δ j1, j2δm1,−m2
(−1) j1−m1√
2 j1+ 1
(C3)
of mutually negative single particle states resulting in total
angular momentum zero. More explicitly, for j1 = j2 =
3
2
,
|ψ4,2,1〉 can be written as
1
2
(∣∣∣∣ 32 ,−32
〉
−
∣∣∣∣−32 , 32
〉
−
∣∣∣∣ 12 ,−12
〉
+
∣∣∣∣−12 , 12
〉)
. (C4)
Again, this two-partite singlet state satisfies the unique-
ness property. The four different spin states can be identi-
fied with the Cartesian basis of 4-dimensional Hilbert space∣∣ 3
2
〉
= (1,0,0,0)⊺,
∣∣ 1
2
〉
= (0,1,0,0)⊺,
∣∣− 1
2
〉
= (0,0,1,0)⊺,
and
∣∣− 3
2
〉
= (0,0,0,1)⊺, respectively, so that
|ψ4,2,1〉= (0,0,0,1,0,0,−1,0,0,0,1,0,−1,0,0,0)⊺ . (C5)
Appendix D: General case of two spin j particles in a singlet
state
The general case of spin correlation values of two parti-
cles with arbitrary spin j (see the Appendix of Ref. [169] for
a group theoretic derivation) can be directly calculated in an
analogous way, yielding
EΨ2,2 j+1,1(θ1,ϕ1;θ2,ϕ2) ∝
∝ Tr
{
ρΨ2,2 j+1,1 [S j(θ1,ϕ1)⊗S j(θ2,ϕ2)]
}
=− j(1+ j)
3
[cosθ1 cosθ2+ cos(ϕ1−ϕ2)sinθ1 sinθ2] .
(D1)
Thus, the functional form of the two-particle correlation co-
efficients based on spin state observables is independent of the
absolute spin value.
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Appendix E: Supplemental Material: cddlib codes of examples
Fukuda’s cddlib package cddlib-094h can be obtained from
the package homepage [77]. Installation on Unix-type operat-
ing systems is with gcc; the free library for arbitrary precision
arithmetic GMP (currently 6.1.2) [78], must be installed first.
In its elementary form of the V-representation, cddlib takes
in the k vertices |v1〉, . . . , |vk〉 of a convex polytope in an m-
dimensional vector space as follows (note that all rows of vec-
tor components start with “1”):
V−r ep r e s en t a t i on
begin
k m+1 number type
1 v 11 . . . v 1m
. . . . . . . . . . . . . . .
1 v k1 . . . v km
end
cddlib responds with the faces (boundaries of halfs-
paces), as encoded by n inequalities A|x〉 ≤ |b〉 in the H-
representation as follows:
H−r ep r e s en t a t i on
begin
n m+1 number type
b −A
end
Comments appear after an asterisk.
1. Trivial examples
a. One observable
The case of a single variable has two extreme cases: false≡
0 and true≡ 1, resulting in 0≤ p1 ≤ 1:
∗ one v a r i a b l e
∗
V−r ep r e s en t a t i on
begin
2 2 i n t e g e r
1 0
1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
2 2 r e a l
1 −1
0 1
end
b. Two observables
The case of two variables p1 and p2, and a joint variable
p12, result in
p1+ p2− p12 ≤ 1, (E1)
−p1+ p12 ≤ 0, (E2)
−p2+ p12 ≤ 0, (E3)
−p12 ≤ 0, (E4)
and thus 0≤ p12 ≤ p1, p2.
∗ two v a r i a b l e s : p1 , p2 , p12=p1∗p2
∗
V−r ep r e s en t a t i on
begin
4 4 i n t e g e r
1 0 0 0
1 0 1 0
1 1 0 0
1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
4 4 r e a l
1 −1 −1 1
0 1 0 −1
0 0 1 −1
0 0 0 1
end
For dichotomic expectation values ±1,
∗ two e x p e c t a t i o n v a l u e s : E1 , E2 , E12=E1∗E2
∗
V−r ep r e s en t a t i on
begin
4 4 i n t e g e r
1 −1 −1 1
1 −1 1 −1
1 1 −1 −1
1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
4 4 r e a l
1 −1 −1 1
1 1 −1 −1
1 −1 1 −1
1 1 1 1
end
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c. Bounds on the (joint) probabilities and expectations of three
observables
∗ f o u r j o i n t e x p e c t a t i o n s :
∗ p1 , p2 , p3 ,
∗ p12=p1∗p2 , p13=p1∗p3 , p23=p2∗p3 ,
∗ p123=p1∗p2∗p3
V−r ep r e s en t a t i on
begin
8 8 i n t e g e r
1 0 0 0 0 0 0 0
1 0 0 1 0 0 0 0
1 0 1 0 0 0 0 0
1 0 1 1 0 0 1 0
1 1 0 0 0 0 0 0
1 1 0 1 0 1 0 0
1 1 1 0 1 0 0 0
1 1 1 1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
8 8 r e a l
1 −1 −1 −1 1 1 1 −1
0 1 0 0 −1 −1 0 1
0 0 1 0 −1 0 −1 1
0 0 0 1 0 −1 −1 1
0 0 0 0 1 0 0 −1
0 0 0 0 0 1 0 −1
0 0 0 0 0 0 1 −1
0 0 0 0 0 0 0 1
end
If single observable expectations are set to zero by assump-
tion (axiom) and are not-enumerated, the table of expectation
values may be redundand.
The case of three expectation value observables E1, E2 and
E3 (which are not explicitly enumerated), as well as all joint
expectations E12, E13, E23, and E123, result in
−E12−E13−E23 ≤ 1 (E5)
−E123 ≤ 1, (E6)
E123 ≤ 1, (E7)
−E12+E13+E23 ≤ 1, (E8)
E12−E13+E23 ≤ 1, (E9)
E12+E13−E23 ≤ 1. (E10)
∗ f o u r j o i n t e x p e c t a t i o n s :
∗ [ E1 , E2 , E3 , no t e x p l i c i t l y enumera t ed ]
∗ E12=E1∗E2 , E13=E1∗E3 , E23=E2∗E3 ,
∗ E123=E1∗E2∗E3
V−r ep r e s en t a t i on
begin
8 5 i n t e g e r
1 1 1 1 1
1 1 −1 −1 −1
1 −1 1 −1 −1
1 −1 −1 1 1
1 −1 −1 1 −1
1 −1 1 −1 1
1 1 −1 −1 1
1 1 1 1 −1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
6 5 r e a l
1 1 1 1 0
1 0 0 0 1
1 0 0 0 −1
1 1 −1 −1 0
1 −1 1 −1 0
1 −1 −1 1 0
end
2. 2 observers, 2 measurement configurations per observer
From a quantum physical standpoint the first relevant case
is that of 2 observers and 2 measurement configurations per
observer.
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a. Bell-Wigner-Fine case: probabilities for 2 observers, 2
measurement configurations per observer
The case of four probabilities p1, p2, p3 and p4, as well as
four joint probabilities p13, p14, p23, and p24 result in
−p14 ≤ 0 (E11)
−p24 ≤ 0 (E12)
+p1+ p4− p13− p14+ p23− p24 ≤ 1 (E13)
+p2+ p4+ p13− p14− p23− p24 ≤ 1 (E14)
+p2+ p3− p13+ p14− p23− p24 ≤ 1 (E15)
+p1+ p3− p13− p14− p23+ p24 ≤ 1 (E16)
−p13 ≤ 0 (E17)
−p23 ≤ 0 (E18)
−p1− p4+ p13+ p14− p23+ p24 ≤ 0 (E19)
−p2− p4− p13+ p14+ p23+ p24 ≤ 0 (E20)
−p2− p3+ p13− p14+ p23+ p24 ≤ 0 (E21)
−p1− p3+ p13+ p14+ p23− p24 ≤ 0 (E22)
−p1+ p14 ≤ 0 (E23)
−p2+ p24 ≤ 0 (E24)
−p3+ p23 ≤ 0 (E25)
−p3+ p13 ≤ 0 (E26)
−p1+ p13 ≤ 0 (E27)
−p2+ p23 ≤ 0 (E28)
−p4+ p24 ≤ 0 (E29)
−p4+ p14 ≤ 0 (E30)
+p2+ p4− p24 ≤ 1 (E31)
+p1+ p4− p14 ≤ 1 (E32)
+p2+ p3− p23 ≤ 1 (E33)
+p1+ p3− p13 ≤ 1. (E34)
∗ e i g h t v a r i a b l e s : p1 , p2 , p3 , p4 ,
∗ p13 , p14 , p23 , p24
∗
V−r ep r e s en t a t i on
begin
16 9 i n t e g e r
1 0 0 0 0 0 0 0 0
1 0 0 0 1 0 0 0 0
1 0 0 1 0 0 0 0 0
1 0 0 1 1 0 0 0 0
1 0 1 0 0 0 0 0 0
1 0 1 0 1 0 0 0 1
1 0 1 1 0 0 0 1 0
1 0 1 1 1 0 0 1 1
1 1 0 0 0 0 0 0 0
1 1 0 0 1 0 1 0 0
1 1 0 1 0 1 0 0 0
1 1 0 1 1 1 1 0 0
1 1 1 0 0 0 0 0 0
1 1 1 0 1 0 1 0 1
1 1 1 1 0 1 0 1 0
1 1 1 1 1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
24 9 r e a l
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1
1 −1 0 0 −1 1 1 −1 1
1 0 −1 0 −1 −1 1 1 1
1 0 −1 −1 0 1 −1 1 1
1 −1 0 −1 0 1 1 1 −1
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
0 1 0 0 1 −1 −1 1 −1
0 0 1 0 1 1 −1 −1 −1
0 0 1 1 0 −1 1 −1 −1
0 1 0 1 0 −1 −1 −1 1
0 1 0 0 0 0 −1 0 0
0 0 1 0 0 0 0 0 −1
0 0 0 1 0 0 0 −1 0
0 0 0 1 0 −1 0 0 0
0 1 0 0 0 −1 0 0 0
0 0 1 0 0 0 0 −1 0
0 0 0 0 1 0 0 0 −1
0 0 0 0 1 0 −1 0 0
1 0 −1 0 −1 0 0 0 1
1 −1 0 0 −1 0 1 0 0
1 0 −1 −1 0 0 0 1 0
1 −1 0 −1 0 1 0 0 0
end
b. Clauser-Horne-Shimony-Holt case: expectation values for 2
observers, 2 measurement configurations per observer
The case of four expectation values E1, E2, E3 and E4
(which are not explicitly enumerated), as well as all joint ex-
pectations E13, E14, E23, and E24 result in
+E13−E14−E23−E24 ≤ 2 (E35)
−E24 ≤ 1 (E36)
−E23 ≤ 1 (E37)
−E13+E14−E23−E24 ≤ 2 (E38)
−E14 ≤ 1 (E39)
−E13−E14+E23−E24 ≤ 2 (E40)
−E13−E14−E23+E24 ≤ 2 (E41)
−E13 ≤ 1 (E42)
−E13+E14+E23+E24 ≤ 2 (E43)
+E24 ≤ 1 (E44)
+E23 ≤ 1 (E45)
+E13−E14+E23+E24 ≤ 2 (E46)
+E14 ≤ 1 (E47)
+E13+E14−E23+E24 ≤ 2 (E48)
+E13+E14+E23−E24 ≤ 2 (E49)
+E13 ≤ 1. (E50)
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∗ f o u r j o i n t e x p e c t a t i o n s :
∗ E13 , E14 , E23 , E24
∗
V−r ep r e s en t a t i on
begin
16 5 i n t e g e r
1 1 1 1 1
1 1 −1 1 −1
1 −1 1 −1 1
1 −1 −1 −1 −1
1 1 1 −1 −1
1 1 −1 −1 1
1 −1 1 1 −1
1 −1 −1 1 1
1 −1 −1 1 1
1 −1 1 1 −1
1 1 −1 −1 1
1 1 1 −1 −1
1 −1 −1 −1 −1
1 −1 1 −1 1
1 1 −1 1 −1
1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
16 5 r e a l
2 −1 1 1 1
1 0 0 0 1
1 0 0 1 0
2 1 −1 1 1
1 0 1 0 0
2 1 1 −1 1
2 1 1 1 −1
1 1 0 0 0
2 1 −1 −1 −1
1 0 0 0 −1
1 0 0 −1 0
2 −1 1 −1 −1
1 0 −1 0 0
2 −1 −1 1 −1
2 −1 −1 −1 1
1 −1 0 0 0
end
c. Beyond the Clauser-Horne-Shimony-Holt case: 2 observers, 3
measurement configurations per observer
∗ 6 e x p e c t a t i o n s :
∗ E1 , . . . , E6
∗ 9 j o i n t e x p e c t a t i o n s :
∗ E14 , E15 , E16 , E24 , E25 , E26 , E34 , E35 , E36
∗ 1 ,2 ,3 on one s i d e
∗ 4 ,5 ,6 on o t h e r s i d e
∗
V−r ep r e s en t a t i on
begin
64 16 i n t e g e r
1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 −1 1 1
−1 1 1 −1 1 1 −1
1 1 1 1 1 −1 1 1 −1
1 1 −1 1 1 −1 1
1 1 1 1 1 −1 −1 1 −1
−1 1 −1 −1 1 −1 −1
1 1 1 1 −1 1 1 −1 1
1 −1 1 1 −1 1 1
1 1 1 1 −1 1 −1 −1 1
−1 −1 1 −1 −1 1 −1
1 1 1 1 −1 −1 1 −1 −1
1 −1 −1 1 −1 −1 1
1 1 1 1 −1 −1 −1 −1 −1
−1 −1 −1 −1 −1 −1 −1
1 1 1 −1 1 1 1 1 1
1 1 1 1 −1 −1 −1
1 1 1 −1 1 1 −1 1 1
−1 1 1 −1 −1 −1 1
1 1 1 −1 1 −1 1 1 −1
1 1 −1 1 −1 1 −1
1 1 1 −1 1 −1 −1 1 −1
−1 1 −1 −1 −1 1 1
1 1 1 −1 −1 1 1 −1 1
1 −1 1 1 1 −1 −1
1 1 1 −1 −1 1 −1 −1 1
−1 −1 1 −1 1 −1 1
1 1 1 −1 −1 −1 1 −1 −1
1 −1 −1 1 1 1 −1
1 1 1 −1 −1 −1 −1 −1 −1
−1 −1 −1 −1 1 1 1
1 1 −1 1 1 1 1 1 1
1 −1 −1 −1 1 1 1
1 1 −1 1 1 1 −1 1 1
−1 −1 −1 1 1 1 −1
1 1 −1 1 1 −1 1 1 −1
1 −1 1 −1 1 −1 1
1 1 −1 1 1 −1 −1 1 −1
−1 −1 1 1 1 −1 −1
1 1 −1 1 −1 1 1 −1 1
1 1 −1 −1 −1 1 1
1 1 −1 1 −1 1 −1 −1 1
−1 1 −1 1 −1 1 −1
1 1 −1 1 −1 −1 1 −1 −1
1 1 1 −1 −1 −1 1
1 1 −1 1 −1 −1 −1 −1 −1
−1 1 1 1 −1 −1 −1
1 1 −1 −1 1 1 1 1 1
1 −1 −1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 1 1
−1 −1 −1 1 −1 −1 1
1 1 −1 −1 1 −1 1 1 −1
1 −1 1 −1 −1 1 −1
1 1 −1 −1 1 −1 −1 1 −1
−1 −1 1 1 −1 1 1
1 1 −1 −1 −1 1 1 −1 1
1 1 −1 −1 1 −1 −1
1 1 −1 −1 −1 1 −1 −1 1
−1 1 −1 1 1 −1 1
1 1 −1 −1 −1 −1 1 −1 −1
1 1 1 −1 1 1 −1
35
1 1 −1 −1 −1 −1 −1 −1 −1
−1 1 1 1 1 1 1
1 −1 1 1 1 1 1 −1 −1
−1 1 1 1 1 1 1
1 −1 1 1 1 1 −1 −1 −1
1 1 1 −1 1 1 −1
1 −1 1 1 1 −1 1 −1 1
−1 1 −1 1 1 −1 1
1 −1 1 1 1 −1 −1 −1 1
1 1 −1 −1 1 −1 −1
1 −1 1 1 −1 1 1 1 −1
−1 −1 1 1 −1 1 1
1 −1 1 1 −1 1 −1 1 −1
1 −1 1 −1 −1 1 −1
1 −1 1 1 −1 −1 1 1 1
−1 −1 −1 1 −1 −1 1
1 −1 1 1 −1 −1 −1 1 1
1 −1 −1 −1 −1 −1 −1
1 −1 1 −1 1 1 1 −1 −1
−1 1 1 1 −1 −1 −1
1 −1 1 −1 1 1 −1 −1 −1
1 1 1 −1 −1 −1 1
1 −1 1 −1 1 −1 1 −1 1
−1 1 −1 1 −1 1 −1
1 −1 1 −1 1 −1 −1 −1 1
1 1 −1 −1 −1 1 1
1 −1 1 −1 −1 1 1 1 −1
−1 −1 1 1 1 −1 −1
1 −1 1 −1 −1 1 −1 1 −1
1 −1 1 −1 1 −1 1
1 −1 1 −1 −1 −1 1 1 1
−1 −1 −1 1 1 1 −1
1 −1 1 −1 −1 −1 −1 1 1
1 −1 −1 −1 1 1 1
1 −1 −1 1 1 1 1 −1 −1
−1 −1 −1 −1 1 1 1
1 −1 −1 1 1 1 −1 −1 −1
1 −1 −1 1 1 1 −1
1 −1 −1 1 1 −1 1 −1 1
−1 −1 1 −1 1 −1 1
1 −1 −1 1 1 −1 −1 −1 1
1 −1 1 1 1 −1 −1
1 −1 −1 1 −1 1 1 1 −1
−1 1 −1 −1 −1 1 1
1 −1 −1 1 −1 1 −1 1 −1
1 1 −1 1 −1 1 −1
1 −1 −1 1 −1 −1 1 1 1
−1 1 1 −1 −1 −1 1
1 −1 −1 1 −1 −1 −1 1 1
1 1 1 1 −1 −1 −1
1 −1 −1 −1 1 1 1 −1 −1
−1 −1 −1 −1 −1 −1 −1
1 −1 −1 −1 1 1 −1 −1 −1
1 −1 −1 1 −1 −1 1
1 −1 −1 −1 1 −1 1 −1 1
−1 −1 1 −1 −1 1 −1
1 −1 −1 −1 1 −1 −1 −1 1
1 −1 1 1 −1 1 1
1 −1 −1 −1 −1 1 1 1 −1
−1 1 −1 −1 1 −1 −1
1 −1 −1 −1 −1 1 −1 1 −1
1 1 −1 1 1 −1 1
1 −1 −1 −1 −1 −1 1 1 1
−1 1 1 −1 1 1 −1
1 −1 −1 −1 −1 −1 −1 1 1
1 1 1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
684 16 r e a l
4 0 −1 1 −1 −1 0 1 −1 0 1 1 1 −1 −1
1
[ . . . ]
4 1 1 0 1 1 0 1 1 1 1 1 −1 1 −1
0
[ . . . ]
end
3. Pentagon logic
4. Probabilities but no joint probabilities
Here is a computation which includes all probabilities but
no joint probabilities:
∗ t e n p r o b a b i l i t i e s :
∗ p1 . . . p10
∗
begin
11 11 i n t e g e r
1 1 0 0 1 0 1 0 1
0 0
1 1 0 0 0 1 0 0 1
0 0
1 1 0 0 1 0 0 1 0
0 0
1 0 0 1 0 0 1 0 1
0 1
1 0 0 1 0 0 0 1 0
0 1
1 0 0 1 0 0 1 0 0
1 0
1 0 1 0 0 1 0 0 1
0 1
1 0 1 0 0 1 0 0 0
1 0
1 0 1 0 1 0 0 1 0
0 1
1 0 1 0 1 0 1 0 0
1 0
1 0 1 0 1 0 1 0 1
0 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
l i n e a r i t y 5 12 13 14 15 16
begin
16 11 r e a l
0 0 0 0 0 0 1 0 0 0 0
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0 0 0 0 0 0 0 0 1 0 0
0 −1 0 0 1 0 0 0 1 0 0
0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0
1 −1 −1 0 1 0 −1 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0
1 −2 −1 0 1 0 −1 0 1 0 0
0 1 1 0 −1 0 0 0 0 0 0
0 1 1 0 −1 0 1 0 −1 0 0
1 −1 −1 0 0 0 0 0 0 0 0
−1 1 1 1 0 0 0 0 0 0 0
0 −1 −1 0 1 1 0 0 0 0 0
−1 1 1 0 −1 0 1 1 0 0 0
0 −1 −1 0 1 0 −1 0 1 1 0
−1 2 1 0 −1 0 1 0 −1 0 1
end
+p6 ≥ 0 (E51)
+p8 ≥ 0 (E52)
−p1+ p4+ p8 ≥ 0 (E53)
+p4 ≥ 0 (E54)
+p1 ≥ 0 (E55)
−p1− p2+ p4− p6 ≥−1 (E56)
+p2 ≥ 0 (E57)
−2p1− p2+ p4− p6+ p8 ≥−1 (E58)
+p1+ p2− p4 ≥ 0 (E59)
+p1+ p2− p4+ p6− p8 ≥ 0 (E60)
−p1− p2 ≥−1 (E61)
+p1+ p2+ p3 ≥ 1 (E62)
−p1− p2+ p4+ p5 ≥ 0 (E63)
+p1+ p2− p4+ p6+ p7 ≥ 1 (E64)
−p1− p2+ p4− p6+ p8+ p9 ≥ 0 (E65)
2p1+ p2− p4+ p6− p8+ p10 ≥ 1. (E66)
5. Joint Expectations on all atoms
This is a full hull computation taking all joint expectations
into account:
∗ 45 p a i r e x p e c t a t i o n s :
∗ E12 . . . E910
∗
V−r ep r e s en t a t i on
begin
11 46 r e a l
1 −1 −1 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1 1
−1 1 −1 1 −1 1 1 −1 1 −1 1 −1 −1 −1 1 −1
1 1 −1 1 −1 −1 −1 1 1 −1 −1 1
1 −1 −1 −1 1 −1 −1 1 −1 −1 1 1 −1 1 1 −1 1 1
1 −1 1 1 −1 1 1 −1 1 1 −1 1 1 −1 −1 1 −1
−1 1 −1 1 1 −1 1 1 −1 −1 1
1 −1 −1 1 −1 −1 1 −1 −1 −1 1 −1 1 1 −1 1 1 1
−1 1 1 −1 1 1 1 −1 −1 1 −1 −1 −1 1 −1 1 1
1 −1 1 1 1 −1 −1 −1 1 1 1
1 1 −1 1 1 −1 1 −1 1 −1 −1 1 1 −1 1 −1 1 −1
−1 −1 1 −1 1 −1 1 1 −1 1 −1 1 −1 −1 1 −1
1 −1 −1 1 −1 1 −1 1 −1 −1 1 −1
1 1 −1 1 1 1 −1 1 1 −1 −1 1 1 1 −1 1 1 −1 −1
−1 −1 1 −1 −1 1 1 1 −1 1 1 −1 1 −1 1 1 −1
−1 1 1 −1 −1 −1 1 1 −1 −1
1 1 −1 1 1 −1 1 1 −1 1 −1 1 1 −1 1 1 −1 1 −1
−1 1 −1 −1 1 −1 1 −1 1 1 −1 1 −1 1 1 −1 1
−1 −1 1 −1 1 −1 1 −1 1 −1
1 −1 1 1 −1 1 1 −1 1 −1 −1 −1 1 −1 −1 1 −1 1
1 −1 1 1 −1 1 −1 −1 1 1 −1 1 −1 −1 −1 1
−1 1 1 −1 1 −1 −1 1 −1 −1 1 −1
1 −1 1 1 −1 1 1 1 −1 1 −1 −1 1 −1 −1 −1 1 −1
1 −1 1 1 1 −1 1 −1 1 1 1 −1 1 −1 −1 −1 1
−1 1 1 −1 1 1 −1 1 −1 1 −1
1 −1 1 −1 1 1 −1 1 1 −1 −1 1 −1 −1 1 −1 −1 1
−1 1 1 −1 1 1 −1 −1 −1 1 −1 −1 1 1 −1 1 1
−1 −1 1 1 −1 −1 −1 1 1 −1 −1
1 −1 1 −1 1 −1 1 1 −1 1 −1 1 −1 1 −1 −1 1 −1
−1 1 −1 1 1 −1 1 −1 1 −1 −1 1 −1 −1 1 1
−1 1 −1 −1 1 −1 1 −1 1 −1 1 −1
1 −1 1 −1 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1
−1 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1 −1
1 −1 −1 1 −1 1 −1 1 −1 −1 1 −1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
l i n e a r i t y 35 12 13 14 15 16 17 18 19 20 21
22 23 24 25 26 27 28 29 30 31 32 33 34 35
36 37 38 39 40 41 42 43 44 45 46
begin
46 46 r e a l
1 0 −1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
1 1 0 0 0 0 0 −1 0 0 0 0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 −1 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
−1 −1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 −1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 −1 −1 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 1 0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
1 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 −1 0 1 0 0 0 0 0 −1 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 1 0 −1
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
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0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
−1 −1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 −1 −1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
−1 −1 0 1 0 −1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
1 0 −1 −1 0 1 0 −1 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
1 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
−1 −1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 1 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 0 −1 0 1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 1 0 −1 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
1 0 −1 −1 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 1 0
−1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 −1 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
−1 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1
0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1
0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 −1 0 0 0 0 0 0 0 −1 0 0 0 0 1 0
−1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −1 0 1 0 0 0 0 0 −1 0 1 0 0 1 0
−1 0 0 0 0 0 0 0 −1 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0
1 1 0 −1 0 1 0 −1 0 0 0 0 0 1 0 −1 0 0 0 0
1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0
0 0 0 0 0 −1 0 1 0 0 0 0 0 −1 0 1 0 0 1 0
−1 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 −1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 −1 0 1 0 0 0 0 −1
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0
1 0 −1 −1 0 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0
−1 0 1 1 0 0 0 1 0 0 0 0 0 1 0 0 0 0 −1 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0
1 0 0 0 0 −1 0 0 0 0 0 0 0 −1 0 0 0 0 1 0
−1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 −1 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0
1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1
end
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E13+E14−E34 ≤ 1,(E67)
−E12+E18+E28 ≤ 1,(E68)
E14+E18−E48 ≤ 1,(E69)
E12−E14−E26+E34−E36 ≤−1,(E70)
E12+E13+E26+E36 ≤ 0,(E71)
−E13−E14+E16−E18+E36+E48 ≤ 0,(E72)
−E12−E16−E26 ≤ 1,(E73)
E16−E18+E26−E28 ≤ 0,(E74)
E26−E28−E34+E36+E48 ≤ 1,(E75)
E14−E16+E34−E36 ≤ 0,(E76)
−E13−E14−E26+E28−E36−E48 ≤ 0,(E77)
E12−E14−E15 ≤−1,(E78)
E13+E14−E16−E17 ≤ 0,(E79)
E12−E14+E16−E18−E19 ≤−1,(E80)
−E1,10+E13+E14−E16+E18 ≤ 1,(E81)
−E12−E13−E23 ≤ 1,(E82)
E12−E14−E24 ≤−1,(E83)
E14−E25 ≤ 0,(E84)
−E13−E14−E26−E27 ≤ 0,(E85)
E14+E26−E28−E29 ≤ 0,(E86)
−E12−E13−E14−E2,10−E26+E28 ≤ 0,(E87)
−E12−E34−E35 ≤ 1,(E88)
E34−E36−E37 ≤−1,(E89)
E13+E14+E26−E28−E34+E36−E38 ≤ 1,(E90)
−E12−E13−E14−E26+E28−E39 ≤ 0,(E91)
E14+E26−E28−E3,10 ≤ 0,(E92)
E12−E45 ≤ 0,(E93)
E34−E36−E46 ≤−1,(E94)
E36−E47 ≤ 0,(E95)
E12+E34−E36−E48−E49 ≤−1,(E96)
−E14+E36−E4,10+E48 ≤ 0,(E97)
E16+E26−E34+E36−E56 ≤ 1,(E98)
−E16−E26−E36−E57 ≤ 0,(E99)
E18+E28−E48−E58 ≤ 0,(E100)
E16−E18+E26−E28−E34+E36+E48−E59 ≤ 0,(E101)
−E12+E14−E16+E18−E26+E28−E36−E48−E5,10 ≤ 1,(E 02)
E34−E67 ≤ 0,(E103)
E16−E18+E26−E28−E34+E36+E48−E68 ≤ 0,(E104)
E18+E28−E48−E69 ≤ 0,(E105)
−E18+E26−E28+E36+E48−E6,10 ≤ 0,(E106)
E13+E14−E16+E18−E78 ≤ 1,(E 07)
−E13−E14−E18−E26+E34−E36−E79 ≤−1,(E108)
E18−E7,10 ≤ 0,(E109)
E16+E26−E34+E36−E89 ≤ 1,(E 10)
E13+E14−E16−E8,10 ≤ 0,(E111)
−E12−E13−E9,10 ≤ 1.(E 12)
6. Bub-Stairs inequality
If one considers only the five probabilities on the intertwin-
ing atoms, then the following Bub-Stairs inequality p1+ p3+
p5+ p7+ p9 ≤ 2, among others, results:
∗ f i v e p r o b a b i l i t i e s on i n t e r t w i n i n g c o n t e x t s
∗ p1 , p3 , p5 , p7 , p9
∗
V−r ep r e s en t a t i on
begin
11 6 i n t e g e r
1 1 0 0 0 0
1 1 0 1 0 0
1 1 0 0 1 0
1 0 1 0 0 0
1 0 1 0 1 0
1 0 1 0 0 1
1 0 0 1 0 0
1 0 0 1 0 1
1 0 0 0 1 0
1 0 0 0 0 1
1 0 0 0 0 0
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
11 6 r e a l
0 0 0 1 0 0
1 0 0 0 −1 −1
0 1 0 0 0 0
1 0 −1 −1 0 0
2 −1 −1 −1 −1 −1
1 −1 −1 0 0 0
0 0 0 0 1 0
1 −1 0 0 0 −1
1 0 0 −1 −1 0
0 0 1 0 0 0
0 0 0 0 0 1
end
One could also consider probabilities on the non-
intertwining atoms yielding; in particular, p2+ p4+ p6+ p8+
p10 ≥ 1.
∗ f i v e p r o b a b i l i t i e s
∗ on non− i n t e r t w i n i n g atoms
∗ p2 , p4 , p6 , p8 , p10
∗
V−r ep r e s en t a t i on
begin
11 6 i n t e g e r
1 0 1 1 1 0
1 0 0 0 1 0
1 0 1 0 0 0
1 0 0 1 1 1
1 0 0 0 0 1
1 0 0 1 0 0
1 1 0 0 1 1
1 1 0 0 0 0
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1 1 1 0 0 1
1 1 1 1 0 0
1 1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
11 6 r e a l
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
−1 1 1 1 1 1
0 1 0 0 0 0
0 0 0 1 0 0
1 1 −1 1 −1 −1
1 −1 1 −1 −1 1
1 1 −1 −1 1 −1
1 −1 1 −1 1 −1
1 −1 −1 1 −1 1
end
a. Klyachko-Can-Biniciogolu-Shumovsky inequalities
The following hull computation is limited to adjacent
pair expectations; it yields the Klyachko-Can-Biniciogolu-
Shumovsky inequality E13+E35+E57+E79+E91 ≥ 3:
∗ f i v e j o i n t E x p e c t a t i o n s :
∗ E13 E35 E57 E79 E91
∗
V−r ep r e s en t a t i on
begin
11 6 r e a l
1 −1 1 1 1 −1
1 −1 −1 −1 1 −1
1 −1 1 −1 −1 −1
1 −1 −1 1 1 1
1 −1 −1 −1 −1 1
1 −1 −1 1 −1 −1
1 1 −1 −1 1 1
1 1 −1 −1 −1 −1
1 1 1 −1 −1 1
1 1 1 1 −1 −1
1 1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
11 6 r e a l
1 0 0 0 1 0
1 0 0 0 0 1
1 0 1 0 0 0
3 1 1 1 1 1
1 1 0 0 0 0
1 0 0 1 0 0
1 1 −1 1 −1 −1
1 −1 1 −1 −1 1
1 1 −1 −1 1 −1
1 −1 1 −1 1 −1
1 −1 −1 1 −1 1
end
−E79 ≤ 1 (E113)
−E91 ≤ 1 (E114)
−E35 ≤ 1 (E115)
−E13−E35−E57−E79−E91 ≤ 3 (E116)
−E13 ≤ 1 (E117)
−E57 ≤ 1 (E118)
−E13+E35−E57+E79+E91 ≤ 1 (E119)
+E13−E35+E57+E79−E91 ≤ 1 (E120)
−E13+E35+E57−E79+E91 ≤ 1 (E121)
+E13−E35+E57−E79+E91 ≤ 1 (E122)
+E13+E35−E57+E79−E91 ≤ 1. (E123)
7. Two intertwined pentagon logics forming a Specker Ka¨fer
(bug) or cat’s cradle logic
a. Probabilities on the Specker bug logic
A Mathematica [198] code to reduce probabilities on the
Specker bug logic:
Reduce [
p1 + p2 + p3 == 1
&& p3 + p4 + p5 == 1
&& p5 + p6 + p7 == 1
&& p7 + p8 + p9 == 1
&& p9 + p10 + p11 == 1
&& p11 + p12 + p1 == 1
&& p4 + p10 + p13 == 1 ,
{p3 , p11 , p5 , p9 , p4 , p10 } , R ea l s ]
˜ ˜ ˜ ˜ ˜ ˜ Mathemat i ca r e s pon s e
p1 == 3 / 2 − p12 / 2 − p13 / 2 − p2 / 2 − p6 / 2 − p7
− p8 / 2 &&
p3 == − (1/2) + p12 / 2 + p13 / 2 − p2 / 2 + p6 / 2 +
p7 + p8 / 2 &&
p11 == − (1/2) − p12 / 2 + p13 / 2 + p2 / 2 + p6 / 2
+ p7 + p8 / 2 &&
p5 == 1 − p6 − p7 && p9 == 1 − p7 − p8 &&
p4 == 1 / 2 − p12 / 2 − p13 / 2 + p2 / 2 + p6 / 2 − p8
/ 2 &&
p10 == 1 / 2 + p12 / 2 − p13 / 2 − p2 / 2 − p6 / 2 +
p8 / 2
Computation of all the two-valued states thereon:
Reduce [ p1 + p2 + p3 == 1 && p3 + p4 + p5 == 1
&& p5 + p6 + p7 == 1 &&
p7 + p8 + p9 == 1 && p9 + p10 + p11 == 1 &&
p11 + p12 + p1 == 1 &&
40
p4 + p10 + p13 == 1 && p1 ˆ2 == p1 && p2 ˆ2
== p2 && p3 ˆ2 == p3 &&
p4 ˆ2 == p4 && p5 ˆ2 == p5 && p6 ˆ2 == p6 &&
p7 ˆ2 == p7 && p8 ˆ2 == p8 &&
p9 ˆ2 == p9 && p10 ˆ2 == p10 && p11 ˆ2 == p11
&& p12 ˆ2 == p12 &&
p13 ˆ2 == p13 ]
˜ ˜ ˜ ˜ ˜ ˜ Mathemat i ca r e s pon s e
( p9 == 0 && p8 == 0 && p7 == 1 && p6 == 0 &&
p5 == 0 && p4 == 0 &&
p3 == 1 && p2 == 0 && p13 == 0 && p12 == 1
&& p11 == 0 &&
p10 == 1 && p1 == 0) | | ( p9 == 0 && p8 ==
0 && p7 == 1 && p6 == 0 &&
p5 == 0 && p4 == 0 && p3 == 1 && p2 == 0
&& p13 == 1 && p12 == 0 &&
p11 == 1 && p10 == 0 && p1 == 0) | | ( p9
== 0 && p8 == 0 &&
p7 == 1 && p6 == 0 && p5 == 0 && p4 == 1
&& p3 == 0 && p2 == 1 &&
p13 == 0 && p12 == 0 && p11 == 1 && p10 ==
0 &&
p1 == 0) | | ( p9 == 0 && p8 == 1 && p7 == 0
&& p6 == 0 && p5 == 1 &&
p4 == 0 && p3 == 0 && p2 == 0 && p13 == 0
&& p12 == 0 &&
p11 == 0 && p10 == 1 && p1 == 1) | | ( p9 ==
0 && p8 == 1 &&
p7 == 0 && p6 == 0 && p5 == 1 && p4 == 0
&& p3 == 0 && p2 == 1 &&
p13 == 0 && p12 == 1 && p11 == 0 && p10 ==
1 &&
p1 == 0) | | ( p9 == 0 && p8 == 1 && p7 == 0
&& p6 == 0 && p5 == 1 &&
p4 == 0 && p3 == 0 && p2 == 1 && p13 == 1
&& p12 == 0 &&
p11 == 1 && p10 == 0 && p1 == 0) | | ( p9 ==
0 && p8 == 1 &&
p7 == 0 && p6 == 1 && p5 == 0 && p4 == 0
&& p3 == 1 && p2 == 0 &&
p13 == 0 && p12 == 1 && p11 == 0 && p10 ==
1 &&
p1 == 0) | | ( p9 == 0 && p8 == 1 && p7 == 0
&& p6 == 1 && p5 == 0 &&
p4 == 0 && p3 == 1 && p2 == 0 && p13 == 1
&& p12 == 0 &&
p11 == 1 && p10 == 0 && p1 == 0) | | ( p9 ==
0 && p8 == 1 &&
p7 == 0 && p6 == 1 && p5 == 0 && p4 == 1
&& p3 == 0 && p2 == 1 &&
p13 == 0 && p12 == 0 && p11 == 1 && p10 ==
0 &&
p1 == 0) | | ( p9 == 1 && p8 == 0 && p7 == 0
&& p6 == 0 && p5 == 1 &&
p4 == 0 && p3 == 0 && p2 == 0 && p13 == 1
&& p12 == 0 &&
p11 == 0 && p10 == 0 && p1 == 1) | | ( p9 ==
1 && p8 == 0 &&
p7 == 0 && p6 == 0 && p5 == 1 && p4 == 0
&& p3 == 0 && p2 == 1 &&
p13 == 1 && p12 == 1 && p11 == 0 && p10 ==
0 &&
p1 == 0) | | ( p9 == 1 && p8 == 0 && p7 == 0
&& p6 == 1 && p5 == 0 &&
p4 == 0 && p3 == 1 && p2 == 0 && p13 == 1
&& p12 == 1 &&
p11 == 0 && p10 == 0 && p1 == 0) | | ( p9 ==
1 && p8 == 0 &&
p7 == 0 && p6 == 1 && p5 == 0 && p4 == 1
&& p3 == 0 && p2 == 0 &&
p13 == 0 && p12 == 0 && p11 == 0 && p10 ==
0 &&
p1 == 1) | | ( p9 == 1 && p8 == 0 && p7 == 0
&& p6 == 1 && p5 == 0 &&
p4 == 1 && p3 == 0 && p2 == 1 && p13 == 0
&& p12 == 1 &&
p11 == 0 && p10 == 0 && p1 == 0)
b. Hull calculation for the probabilities on the Specker bug logic
∗ 13 p r o b a b i l i t i e s on atoms a1 . . . a13 :
∗ p1 . . . p13
∗
V−r ep r e s en t a t i on
begin
14 14 r e a l
1 1 0 0 0 1 0 0 0 1 0 0 0 1
1 1 0 0 1 0 1 0 0 1 0 0 0 0
1 1 0 0 0 1 0 0 1 0 1 0 0 0
1 0 1 0 0 1 0 0 0 1 0 0 1 1
1 0 1 0 0 1 0 0 1 0 0 1 0 1
1 0 1 0 1 0 1 0 0 1 0 0 1 0
1 0 1 0 1 0 0 1 0 0 0 1 0 0
1 0 1 0 1 0 1 0 1 0 0 1 0 0
1 0 1 0 0 1 0 0 1 0 1 0 1 0
1 0 0 1 0 0 0 1 0 0 0 1 0 1
1 0 0 1 0 0 1 0 1 0 0 1 0 1
1 0 0 1 0 0 1 0 0 1 0 0 1 1
1 0 0 1 0 0 0 1 0 0 1 0 1 0
1 0 0 1 0 0 1 0 1 0 1 0 1 0
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
l i n e a r i t y 7 17 18 19 20 21 22 23
begin
23 14 r e a l
0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 1 1 0 −1 0 1 0 −1 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 1 1 0 −1 0 0 0 0 0 0 0 0 0
0 1 2 0 −2 0 1 0 −1 0 0 0 0 0
0 0 1 0 −1 0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 1 0 −1 0 1 0 −1 0 1 0 0 0
1 0 0 0 −1 0 0 0 0 0 −1 0 0 0
1 −1 −1 0 1 0 −1 0 1 0 −1 0 0 0
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1 −1 −1 0 0 0 0 0 1 0 −1 0 0 0
1 −1 −1 0 0 0 0 0 0 0 0 0 0 0
1 −1 −1 0 1 0 −1 0 0 0 0 0 0 0
−1 1 1 1 0 0 0 0 0 0 0 0 0 0
0 −1 −1 0 1 1 0 0 0 0 0 0 0 0
−1 1 1 0 −1 0 1 1 0 0 0 0 0 0
0 −1 −1 0 1 0 −1 0 1 1 0 0 0 0
−1 1 1 0 −1 0 1 0 −1 0 1 1 0 0
0 0 −1 0 1 0 −1 0 1 0 −1 0 1 0
−1 0 0 0 1 0 0 0 0 0 1 0 0 1
end
The resulting face inequalities are
−p4 ≤ 0, (E124)
−p6 ≤ 0, (E125)
−p1− p2+ p4− p6+ p8 ≤ 0, (E126)
−p1 ≤ 0, (E127)
−p1− p2+ p4 ≤ 0, (E128)
−p1− 2p2+ 2p4− p6+ p8 ≤ 0, (E129)
−p2+ p4− p6 ≤ 0, (E130)
−p2 ≤ 0, (E131)
−p10 ≤ 0, (E132)
−p8 ≤ 0, (E133)
−p2+ p4− p6+ p8− p10 ≤ 0, (E134)
+p4+ p10 ≤+1, (E135)
+p1+ p2− p4+ p6− p8+ p10 ≤+1, (E136)
+p1+ p2− p8+ p10 ≤+1, (E137)
+p1+ p2 ≤+1, (E138)
+p1+ p2− p4+ p6 ≤+1, (E139)
−p1− p2− p3 ≤−1, (E140)
+p1+ p2− p4− p5 ≤ 0, (E141)
−p1− p2+ p4− p6− p7 ≤−1, (E142)
+p1+ p2− p4+ p6− p8− p9 ≤ 0, (E143)
−p1− p2+ p4− p6+ p8− p10− p11 ≤−1, (E144)
+p2− p4+ p6− p8+ p10− p12 ≤ 0, (E145)
−p4− p10− p13 ≤−1. (E146)
c. Hull calculation for the expectations on the Specker bug logic
∗ (13 e x p e c t a t i o n s on atoms a1 . . . a13 :
∗ E1 . . . E13 no t enumera t ed )
∗ 6 j o i n t e x p e c t a t i o n s E1∗E3 , E3∗E5 , . . . ,
E11∗E1
∗
V−r ep r e s en t a t i on
begin
14 7 i n t e g e r
1 −1 −1 −1 −1 −1 −1
1 −1 1 1 −1 −1 −1
1 −1 −1 −1 1 1 −1
1 1 −1 −1 −1 −1 1
1 1 −1 −1 1 −1 −1
1 1 1 1 −1 −1 1
1 1 1 −1 −1 −1 −1
1 1 1 1 1 −1 −1
1 1 −1 −1 1 1 1
1 −1 −1 −1 −1 −1 −1
1 −1 −1 1 1 −1 −1
1 −1 −1 1 −1 −1 1
1 −1 −1 −1 −1 1 1
1 −1 −1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
l i n e a r i t y 1 18
begin
18 7 r e a l
1 0 0 0 1 0 0
1 −1 0 0 1 −1 0
1 −1 1 −1 1 −1 0
1 0 0 −1 1 −1 0
1 0 1 0 0 0 0
1 1 0 0 0 0 0
1 1 −1 1 0 0 0
1 0 0 1 0 0 0
1 1 −1 0 −1 0 0
1 0 0 0 −1 0 0
1 0 −1 1 −1 0 0
1 1 −1 1 −1 1 0
1 0 0 −1 0 0 0
1 −1 1 −1 0 0 0
1 −1 0 0 0 0 0
1 0 0 0 0 1 0
0 0 −1 0 0 −1 0
0 −1 1 −1 1 −1 1
end
d. Extended Specker bug logic
Here is theMathematica [198] code to reduce probabilities
on the extended (by two contexts) Specker bug logics:
Reduce [
p1 + p2 + p3 == 1
&& p3 + p4 + p5 == 1
&& p5 + p6 + p7 == 1
&& p7 + p8 + p9 == 1
&& p9 + p10 + p11 == 1
&& p11 + p12 + p1 == 1
&& p4 + p10 + p13 == 1
&& p1 + pc + q7 ==1
&& p7 + pc + q1 ==1 ,
{p3 , p11 , p5 , p9 , p4 , p10 , q3 , q11 , q5 , q9 ,
q4 , q10 , p13 , q13 , pc } ]
˜ ˜ ˜ ˜ ˜ ˜ Mathemat i ca r e s pon s e
p1 == p7 + q1 − q7 && p3 == 1 − p2 − p7 − q1
+ q7 &&
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p11 == 1 − p12 − p7 − q1 + q7 && p5 == 1 −
p6 − p7 &&
p9 == 1 − p7 − p8 && p4 == −1 + p2 + p6 + 2
p7 + q1 − q7 &&
p10 == −1 + p12 + 2 p7 + p8 + q1 − q7 &&
p13 == 3 − p12 − p2 − p6 − 4 p7 − p8 − 2 q1
+ 2 q7 &&
pc == 1 − p7 − q1
Computation of all the 112 two-valued states thereon:
Reduce [ p1 + p2 + p3 == 1 && p3 + p4 + p5 == 1
&& p5 + p6 + p7 == 1 &&
p7 + p8 + p9 == 1 && p9 + p10 + p11 == 1 &&
p11 + p12 + p1 == 1 &&
p4 + p10 + p13 == 1 && p1 ˆ2 == p1 && p2 ˆ2
== p2 && p3 ˆ2 == p3 &&
p4 ˆ2 == p4 && p5 ˆ2 == p5 && p6 ˆ2 == p6 &&
p7 ˆ2 == p7 && p8 ˆ2 == p8 &&
p9 ˆ2 == p9 && p10 ˆ2 == p10 && p11 ˆ2 == p11
&& p12 ˆ2 == p12 &&
p13 ˆ2 == p13 && q1 ˆ2 == q1 && q7 ˆ2 == q7
&& pc ˆ2 == pc ]
˜ ˜ ˜ ˜ ˜ ˜ Mathemat i ca r e s pon s e
q7 == 0 && q1 == 0 && pc == 0 && p9 == 0 &&
p8 == 0 && p7 == 1 &&
p6 == 0 && p5 == 0 && p4 == 0 && p3 == 1
&& p2 == 0 && p13 == 0 &&
p12 == 1 && p11 == 0 && p10 == 1 && p1 ==
0) | | ( q7 == 0 &&
q1 == 0 && pc == 0 && p9 == 0 && p8 == 0
&& p7 == 1 && p6 == 0 &&
p5 == 0 && p4 == 0 && p3 == 1 && p2 == 0
&& p13 == 1 && p12 == 0 &&
p11 == 1 && p10 == 0 && p1 == 0) | |
[ . . . ]
| | ( q7 == 1 && q1 == 1 && pc == 1 && p9 ==
1 && p8 == 0 &&
p7 == 0 && p6 == 1 && p5 == 0 && p4 == 1
&& p3 == 0 && p2 == 1 &&
p13 == 0 && p12 == 1 && p11 == 0 && p10 ==
0 && p1 == 0)
8. Two intertwined Specker bug logics
Here is theMathematica [198] code to reduce probabilities
on two intertwined Specker bug logics:
Reduce [
p1 + p2 + p3 == 1
&& p3 + p4 + p5 == 1
&& p5 + p6 + p7 == 1
&& p7 + p8 + p9 == 1
&& p9 + p10 + p11 == 1
&& p11 + p12 + p1 == 1
&& p4 + p10 + p13 == 1
&& q1 + q2 + q3 == 1
&& q3 + q4 + q5 == 1
&& q5 + q6 + q7 == 1
&& q7 + q8 + q9 == 1
&& q9 + q10 + q11 == 1
&& q11 + q12 + q1 == 1
&& q4 + q10 + q13 == 1
&& p1 + pc + q7 ==1
&& p7 + pc + q1 ==1 ,
{p3 , p11 , p5 , p9 , p4 , p10 , q3 , q11 , q5 , q9 ,
q4 , q10 , p13 , q13 , pc } ]
˜ ˜ ˜ ˜ ˜ ˜ Mathemat i ca r e s pon s e
p1 == p7 + q1 − q7 && p3 == 1 − p2 − p7 − q1
+ q7 &&
p11 == 1 − p12 − p7 − q1 + q7 && p5 == 1 −
p6 − p7 &&
p9 == 1 − p7 − p8 && p4 == −1 + p2 + p6 + 2
p7 + q1 − q7 &&
p10 == −1 + p12 + 2 p7 + p8 + q1 − q7 && q3
== 1 − q1 − q2 &&
q11 == 1 − q1 − q12 && q5 == 1 − q6 − q7 &&
q9 == 1 − q7 − q8 &&
q4 == −1 + q1 + q2 + q6 + q7 && q10 == −1 +
q1 + q12 + q7 + q8 &&
p13 == 3 − p12 − p2 − p6 − 4 p7 − p8 − 2 q1
+ 2 q7 &&
q13 == 3 − 2 q1 − q12 − q2 − q6 − 2 q7 − q8
&& pc == 1 − p7 − q1
a. Hull calculation for the contexual inequalities corresponding to
the Cabello, Estebaranz and Garcı´a-Alcaine logic
∗ (13 e x p e c t a t i o n s on atoms A1 . . . A18 :
∗ no t enumera t ed )
∗ 9 4 t h o r d e r e x p e c t a t i o n s A1A2A3A4
A4A5A6A7 . . . A2A9A11A18
∗
V−r ep r e s en t a t i on
begin
262144 10 r e a l
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 −1 −1 1 1
1 1 1 1 1 1 −1 1 1 −1
[ [ . . . ] ]
1 1 1 1 1 1 −1 1 1 −1
1 1 1 1 1 1 −1 −1 1 1
1 1 1 1 1 1 1 1 1 1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
274 10 r e a l
1 0 0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0 1 0
7 −1 −1 −1 −1 −1 −1 1 1 1
7 −1 −1 −1 −1 −1 1 −1 1 1
7 −1 −1 −1 −1 1 −1 −1 1 1
7 −1 −1 −1 1 −1 −1 −1 1 1
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7 −1 −1 1 −1 −1 −1 −1 1 1
7 −1 1 −1 −1 −1 −1 −1 1 1
7 1 −1 −1 −1 −1 −1 −1 1 1
1 0 0 0 0 0 0 1 0 0
7 −1 −1 −1 −1 −1 1 1 −1 1
7 −1 −1 −1 −1 1 −1 1 −1 1
7 −1 −1 −1 1 −1 −1 1 −1 1
7 −1 −1 1 −1 −1 −1 1 −1 1
7 −1 1 −1 −1 −1 −1 1 −1 1
7 1 −1 −1 −1 −1 −1 1 −1 1
7 −1 −1 −1 −1 −1 1 1 1 −1
7 −1 −1 −1 −1 1 −1 1 1 −1
7 −1 −1 −1 1 −1 −1 1 1 −1
7 −1 −1 1 −1 −1 −1 1 1 −1
7 −1 1 −1 −1 −1 −1 1 1 −1
7 1 −1 −1 −1 −1 −1 1 1 −1
1 0 0 0 0 0 1 0 0 0
7 −1 −1 −1 −1 1 1 −1 −1 1
7 −1 −1 −1 1 −1 1 −1 −1 1
7 −1 −1 1 −1 −1 1 −1 −1 1
7 −1 1 −1 −1 −1 1 −1 −1 1
7 1 −1 −1 −1 −1 1 −1 −1 1
7 −1 −1 −1 −1 1 1 −1 1 −1
7 −1 −1 −1 1 −1 1 −1 1 −1
7 −1 −1 1 −1 −1 1 −1 1 −1
7 −1 1 −1 −1 −1 1 −1 1 −1
7 1 −1 −1 −1 −1 1 −1 1 −1
7 −1 −1 −1 −1 1 1 1 −1 −1
7 −1 −1 −1 1 −1 1 1 −1 −1
7 −1 −1 1 −1 −1 1 1 −1 −1
7 −1 1 −1 −1 −1 1 1 −1 −1
7 1 −1 −1 −1 −1 1 1 −1 −1
7 −1 −1 −1 −1 1 1 1 1 1
7 −1 −1 −1 1 −1 1 1 1 1
7 −1 −1 1 −1 −1 1 1 1 1
7 −1 1 −1 −1 −1 1 1 1 1
7 1 −1 −1 −1 −1 1 1 1 1
1 0 0 0 0 1 0 0 0 0
7 −1 −1 −1 1 1 −1 −1 −1 1
7 −1 −1 1 −1 1 −1 −1 −1 1
7 −1 1 −1 −1 1 −1 −1 −1 1
7 1 −1 −1 −1 1 −1 −1 −1 1
7 −1 −1 −1 1 1 −1 −1 1 −1
7 −1 −1 1 −1 1 −1 −1 1 −1
7 −1 1 −1 −1 1 −1 −1 1 −1
7 1 −1 −1 −1 1 −1 −1 1 −1
7 −1 −1 −1 1 1 −1 1 −1 −1
7 −1 −1 1 −1 1 −1 1 −1 −1
7 −1 1 −1 −1 1 −1 1 −1 −1
7 1 −1 −1 −1 1 −1 1 −1 −1
7 −1 −1 −1 1 1 −1 1 1 1
7 −1 −1 1 −1 1 −1 1 1 1
7 −1 1 −1 −1 1 −1 1 1 1
7 1 −1 −1 −1 1 −1 1 1 1
7 −1 −1 −1 1 1 1 −1 −1 −1
7 −1 −1 1 −1 1 1 −1 −1 −1
7 −1 1 −1 −1 1 1 −1 −1 −1
7 1 −1 −1 −1 1 1 −1 −1 −1
7 −1 −1 −1 1 1 1 −1 1 1
7 −1 −1 1 −1 1 1 −1 1 1
7 −1 1 −1 −1 1 1 −1 1 1
7 1 −1 −1 −1 1 1 −1 1 1
7 −1 −1 −1 1 1 1 1 −1 1
7 −1 −1 1 −1 1 1 1 −1 1
7 −1 1 −1 −1 1 1 1 −1 1
7 1 −1 −1 −1 1 1 1 −1 1
7 −1 −1 −1 1 1 1 1 1 −1
7 −1 −1 1 −1 1 1 1 1 −1
7 −1 1 −1 −1 1 1 1 1 −1
7 1 −1 −1 −1 1 1 1 1 −1
1 0 0 0 1 0 0 0 0 0
7 −1 −1 1 1 −1 −1 −1 −1 1
7 −1 1 −1 1 −1 −1 −1 −1 1
7 1 −1 −1 1 −1 −1 −1 −1 1
7 −1 −1 1 1 −1 −1 −1 1 −1
7 −1 1 −1 1 −1 −1 −1 1 −1
7 1 −1 −1 1 −1 −1 −1 1 −1
7 −1 −1 1 1 −1 −1 1 −1 −1
7 −1 1 −1 1 −1 −1 1 −1 −1
7 1 −1 −1 1 −1 −1 1 −1 −1
7 −1 −1 1 1 −1 −1 1 1 1
7 −1 1 −1 1 −1 −1 1 1 1
7 1 −1 −1 1 −1 −1 1 1 1
7 −1 −1 1 1 −1 1 −1 −1 −1
7 −1 1 −1 1 −1 1 −1 −1 −1
7 1 −1 −1 1 −1 1 −1 −1 −1
7 −1 −1 1 1 −1 1 −1 1 1
7 −1 1 −1 1 −1 1 −1 1 1
7 1 −1 −1 1 −1 1 −1 1 1
7 −1 −1 1 1 −1 1 1 −1 1
7 −1 1 −1 1 −1 1 1 −1 1
7 1 −1 −1 1 −1 1 1 −1 1
7 −1 −1 1 1 −1 1 1 1 −1
7 −1 1 −1 1 −1 1 1 1 −1
7 1 −1 −1 1 −1 1 1 1 −1
7 −1 −1 1 1 1 −1 −1 −1 −1
7 −1 1 −1 1 1 −1 −1 −1 −1
7 1 −1 −1 1 1 −1 −1 −1 −1
7 −1 −1 1 1 1 −1 −1 1 1
7 −1 1 −1 1 1 −1 −1 1 1
7 1 −1 −1 1 1 −1 −1 1 1
7 −1 −1 1 1 1 −1 1 −1 1
7 −1 1 −1 1 1 −1 1 −1 1
7 1 −1 −1 1 1 −1 1 −1 1
7 −1 −1 1 1 1 −1 1 1 −1
7 −1 1 −1 1 1 −1 1 1 −1
7 1 −1 −1 1 1 −1 1 1 −1
7 −1 −1 1 1 1 1 −1 −1 1
7 −1 1 −1 1 1 1 −1 −1 1
7 1 −1 −1 1 1 1 −1 −1 1
7 −1 −1 1 1 1 1 −1 1 −1
7 −1 1 −1 1 1 1 −1 1 −1
7 1 −1 −1 1 1 1 −1 1 −1
7 −1 −1 1 1 1 1 1 −1 −1
7 −1 1 −1 1 1 1 1 −1 −1
7 1 −1 −1 1 1 1 1 −1 −1
7 −1 −1 1 1 1 1 1 1 1
7 −1 1 −1 1 1 1 1 1 1
7 1 −1 −1 1 1 1 1 1 1
1 0 0 1 0 0 0 0 0 0
7 −1 1 1 −1 −1 −1 −1 −1 1
7 1 −1 1 −1 −1 −1 −1 −1 1
7 −1 1 1 −1 −1 −1 −1 1 −1
7 1 −1 1 −1 −1 −1 −1 1 −1
7 −1 1 1 −1 −1 −1 1 −1 −1
7 1 −1 1 −1 −1 −1 1 −1 −1
7 −1 1 1 −1 −1 −1 1 1 1
7 1 −1 1 −1 −1 −1 1 1 1
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7 −1 1 1 −1 −1 1 −1 −1 −1
7 1 −1 1 −1 −1 1 −1 −1 −1
7 −1 1 1 −1 −1 1 −1 1 1
7 1 −1 1 −1 −1 1 −1 1 1
7 −1 1 1 −1 −1 1 1 −1 1
7 1 −1 1 −1 −1 1 1 −1 1
7 −1 1 1 −1 −1 1 1 1 −1
7 1 −1 1 −1 −1 1 1 1 −1
7 −1 1 1 −1 1 −1 −1 −1 −1
7 1 −1 1 −1 1 −1 −1 −1 −1
7 −1 1 1 −1 1 −1 −1 1 1
7 1 −1 1 −1 1 −1 −1 1 1
7 −1 1 1 −1 1 −1 1 −1 1
7 1 −1 1 −1 1 −1 1 −1 1
7 −1 1 1 −1 1 −1 1 1 −1
7 1 −1 1 −1 1 −1 1 1 −1
7 −1 1 1 −1 1 1 −1 −1 1
7 1 −1 1 −1 1 1 −1 −1 1
7 −1 1 1 −1 1 1 −1 1 −1
7 1 −1 1 −1 1 1 −1 1 −1
7 −1 1 1 −1 1 1 1 −1 −1
7 1 −1 1 −1 1 1 1 −1 −1
7 −1 1 1 −1 1 1 1 1 1
7 1 −1 1 −1 1 1 1 1 1
7 −1 1 1 1 −1 −1 −1 −1 −1
7 1 −1 1 1 −1 −1 −1 −1 −1
7 −1 1 1 1 −1 −1 −1 1 1
7 1 −1 1 1 −1 −1 −1 1 1
7 −1 1 1 1 −1 −1 1 −1 1
7 1 −1 1 1 −1 −1 1 −1 1
7 −1 1 1 1 −1 −1 1 1 −1
7 1 −1 1 1 −1 −1 1 1 −1
7 −1 1 1 1 −1 1 −1 −1 1
7 1 −1 1 1 −1 1 −1 −1 1
7 −1 1 1 1 −1 1 −1 1 −1
7 1 −1 1 1 −1 1 −1 1 −1
7 −1 1 1 1 −1 1 1 −1 −1
7 1 −1 1 1 −1 1 1 −1 −1
7 −1 1 1 1 −1 1 1 1 1
7 1 −1 1 1 −1 1 1 1 1
7 −1 1 1 1 1 −1 −1 −1 1
7 1 −1 1 1 1 −1 −1 −1 1
7 −1 1 1 1 1 −1 −1 1 −1
7 1 −1 1 1 1 −1 −1 1 −1
7 −1 1 1 1 1 −1 1 −1 −1
7 1 −1 1 1 1 −1 1 −1 −1
7 −1 1 1 1 1 −1 1 1 1
7 1 −1 1 1 1 −1 1 1 1
7 −1 1 1 1 1 1 −1 −1 −1
7 1 −1 1 1 1 1 −1 −1 −1
7 −1 1 1 1 1 1 −1 1 1
7 1 −1 1 1 1 1 −1 1 1
7 −1 1 1 1 1 1 1 −1 1
7 1 −1 1 1 1 1 1 −1 1
7 −1 1 1 1 1 1 1 1 −1
7 1 −1 1 1 1 1 1 1 −1
1 0 1 0 0 0 0 0 0 0
7 1 1 −1 −1 −1 −1 −1 −1 1
7 1 1 −1 −1 −1 −1 −1 1 −1
7 1 1 −1 −1 −1 −1 1 −1 −1
7 1 1 −1 −1 −1 −1 1 1 1
7 1 1 −1 −1 −1 1 −1 −1 −1
7 1 1 −1 −1 −1 1 −1 1 1
7 1 1 −1 −1 −1 1 1 −1 1
7 1 1 −1 −1 −1 1 1 1 −1
7 1 1 −1 −1 1 −1 −1 −1 −1
7 1 1 −1 −1 1 −1 −1 1 1
7 1 1 −1 −1 1 −1 1 −1 1
7 1 1 −1 −1 1 −1 1 1 −1
7 1 1 −1 −1 1 1 −1 −1 1
7 1 1 −1 −1 1 1 −1 1 −1
7 1 1 −1 −1 1 1 1 −1 −1
7 1 1 −1 −1 1 1 1 1 1
7 1 1 −1 1 −1 −1 −1 −1 −1
7 1 1 −1 1 −1 −1 −1 1 1
7 1 1 −1 1 −1 −1 1 −1 1
7 1 1 −1 1 −1 −1 1 1 −1
7 1 1 −1 1 −1 1 −1 −1 1
7 1 1 −1 1 −1 1 −1 1 −1
7 1 1 −1 1 −1 1 1 −1 −1
7 1 1 −1 1 −1 1 1 1 1
7 1 1 −1 1 1 −1 −1 −1 1
7 1 1 −1 1 1 −1 −1 1 −1
7 1 1 −1 1 1 −1 1 −1 −1
7 1 1 −1 1 1 −1 1 1 1
7 1 1 −1 1 1 1 −1 −1 −1
7 1 1 −1 1 1 1 −1 1 1
7 1 1 −1 1 1 1 1 −1 1
7 1 1 −1 1 1 1 1 1 −1
7 1 1 1 −1 −1 −1 −1 −1 −1
7 1 1 1 −1 −1 −1 −1 1 1
7 1 1 1 −1 −1 −1 1 −1 1
7 1 1 1 −1 −1 −1 1 1 −1
7 1 1 1 −1 −1 1 −1 −1 1
7 1 1 1 −1 −1 1 −1 1 −1
7 1 1 1 −1 −1 1 1 −1 −1
7 1 1 1 −1 −1 1 1 1 1
7 1 1 1 −1 1 −1 −1 −1 1
7 1 1 1 −1 1 −1 −1 1 −1
7 1 1 1 −1 1 −1 1 −1 −1
7 1 1 1 −1 1 −1 1 1 1
7 1 1 1 −1 1 1 −1 −1 −1
7 1 1 1 −1 1 1 −1 1 1
7 1 1 1 −1 1 1 1 −1 1
7 1 1 1 −1 1 1 1 1 −1
7 1 1 1 1 −1 −1 −1 −1 1
7 1 1 1 1 −1 −1 −1 1 −1
7 1 1 1 1 −1 −1 1 −1 −1
7 1 1 1 1 −1 −1 1 1 1
7 1 1 1 1 −1 1 −1 −1 −1
7 1 1 1 1 −1 1 −1 1 1
7 1 1 1 1 −1 1 1 −1 1
7 1 1 1 1 −1 1 1 1 −1
7 1 1 1 1 1 −1 −1 −1 −1
7 1 1 1 1 1 −1 −1 1 1
7 1 1 1 1 1 −1 1 −1 1
7 1 1 1 1 1 −1 1 1 −1
7 1 1 1 1 1 1 −1 −1 1
7 1 1 1 1 1 1 −1 1 −1
7 1 1 1 1 1 1 1 −1 −1
7 1 1 1 1 1 1 1 1 1
1 1 0 0 0 0 0 0 0 0
7 1 −1 −1 −1 −1 −1 −1 −1 −1
7 −1 1 −1 −1 −1 −1 −1 −1 −1
7 −1 −1 1 −1 −1 −1 −1 −1 −1
7 −1 −1 −1 1 −1 −1 −1 −1 −1
7 −1 −1 −1 −1 1 −1 −1 −1 −1
7 −1 −1 −1 −1 −1 1 −1 −1 −1
45
7 −1 −1 −1 −1 −1 −1 1 −1 −1
7 −1 −1 −1 −1 −1 −1 −1 1 −1
7 −1 −1 −1 −1 −1 −1 −1 −1 1
1 0 0 0 0 0 0 0 0 −1
1 0 0 0 0 0 0 0 −1 0
1 0 0 0 0 0 0 −1 0 0
1 0 0 0 0 0 −1 0 0 0
1 0 0 0 0 −1 0 0 0 0
1 0 0 0 −1 0 0 0 0 0
1 0 0 −1 0 0 0 0 0 0
1 0 −1 0 0 0 0 0 0 0
1 −1 0 0 0 0 0 0 0 0
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e v e r s e v e r t e x compu t a t i on
V−r ep r e s en t a t i on
begin
256 10 r e a l
1 −1 −1 −1 −1 −1 −1 1 1 1
1 −1 −1 −1 −1 −1 1 −1 1 1
1 −1 −1 −1 −1 1 −1 −1 1 1
1 −1 −1 −1 1 −1 −1 −1 1 1
1 −1 −1 1 −1 −1 −1 −1 1 1
1 −1 1 −1 −1 −1 −1 −1 1 1
1 1 −1 −1 −1 −1 −1 −1 1 1
1 1 −1 −1 −1 −1 −1 1 1 −1
1 −1 1 −1 −1 −1 −1 1 1 −1
1 −1 −1 1 −1 −1 −1 1 1 −1
1 −1 −1 −1 1 −1 −1 1 1 −1
1 −1 −1 −1 −1 1 −1 1 1 −1
1 −1 −1 −1 −1 −1 1 1 1 −1
1 1 −1 −1 −1 −1 1 −1 1 −1
1 −1 1 −1 −1 −1 1 −1 1 −1
1 −1 −1 1 −1 −1 1 −1 1 −1
1 −1 −1 −1 1 −1 1 −1 1 −1
1 −1 −1 −1 −1 1 1 −1 1 −1
1 1 −1 −1 −1 −1 1 1 1 1
1 −1 1 −1 −1 −1 1 1 1 1
1 −1 −1 1 −1 −1 1 1 1 1
1 −1 −1 −1 1 −1 1 1 1 1
1 −1 −1 −1 −1 1 1 1 1 1
1 1 −1 −1 −1 1 −1 −1 1 −1
1 −1 1 −1 −1 1 −1 −1 1 −1
1 −1 −1 1 −1 1 −1 −1 1 −1
1 −1 −1 −1 1 1 −1 −1 1 −1
1 1 −1 −1 −1 1 −1 1 1 1
1 −1 1 −1 −1 1 −1 1 1 1
1 −1 −1 1 −1 1 −1 1 1 1
1 −1 −1 −1 1 1 −1 1 1 1
1 1 −1 −1 −1 1 1 −1 1 1
1 −1 1 −1 −1 1 1 −1 1 1
1 −1 −1 1 −1 1 1 −1 1 1
1 −1 −1 −1 1 1 1 −1 1 1
1 1 −1 −1 −1 1 1 1 1 −1
1 −1 1 −1 −1 1 1 1 1 −1
1 −1 −1 1 −1 1 1 1 1 −1
1 −1 −1 −1 1 1 1 1 1 −1
1 1 −1 −1 1 −1 −1 −1 1 −1
1 −1 1 −1 1 −1 −1 −1 1 −1
1 −1 −1 1 1 −1 −1 −1 1 −1
1 1 −1 −1 1 −1 −1 1 1 1
1 −1 1 −1 1 −1 −1 1 1 1
1 −1 −1 1 1 −1 −1 1 1 1
1 1 −1 −1 1 −1 1 −1 1 1
1 −1 1 −1 1 −1 1 −1 1 1
1 −1 −1 1 1 −1 1 −1 1 1
1 1 −1 −1 1 −1 1 1 1 −1
1 −1 1 −1 1 −1 1 1 1 −1
1 −1 −1 1 1 −1 1 1 1 −1
1 1 −1 −1 1 1 −1 −1 1 1
1 −1 1 −1 1 1 −1 −1 1 1
1 −1 −1 1 1 1 −1 −1 1 1
1 1 −1 −1 1 1 −1 1 1 −1
1 −1 1 −1 1 1 −1 1 1 −1
1 −1 −1 1 1 1 −1 1 1 −1
1 1 −1 −1 1 1 1 −1 1 −1
1 −1 1 −1 1 1 1 −1 1 −1
1 −1 −1 1 1 1 1 −1 1 −1
1 1 −1 −1 1 1 1 1 1 1
1 −1 1 −1 1 1 1 1 1 1
1 −1 −1 1 1 1 1 1 1 1
1 1 −1 1 −1 −1 −1 −1 1 −1
1 −1 1 1 −1 −1 −1 −1 1 −1
1 1 −1 1 −1 −1 −1 1 1 1
1 −1 1 1 −1 −1 −1 1 1 1
1 1 −1 1 −1 −1 1 −1 1 1
1 −1 1 1 −1 −1 1 −1 1 1
1 1 −1 1 −1 −1 1 1 1 −1
1 −1 1 1 −1 −1 1 1 1 −1
1 1 −1 1 −1 1 −1 −1 1 1
1 −1 1 1 −1 1 −1 −1 1 1
1 1 −1 1 −1 1 −1 1 1 −1
1 −1 1 1 −1 1 −1 1 1 −1
1 1 −1 1 −1 1 1 −1 1 −1
1 −1 1 1 −1 1 1 −1 1 −1
1 1 −1 1 −1 1 1 1 1 1
1 −1 1 1 −1 1 1 1 1 1
1 1 −1 1 1 −1 −1 −1 1 1
1 −1 1 1 1 −1 −1 −1 1 1
1 1 −1 1 1 −1 −1 1 1 −1
1 −1 1 1 1 −1 −1 1 1 −1
1 1 −1 1 1 −1 1 −1 1 −1
1 −1 1 1 1 −1 1 −1 1 −1
1 1 −1 1 1 −1 1 1 1 1
1 −1 1 1 1 −1 1 1 1 1
1 1 −1 1 1 1 −1 −1 1 −1
1 −1 1 1 1 1 −1 −1 1 −1
1 1 −1 1 1 1 −1 1 1 1
1 −1 1 1 1 1 −1 1 1 1
1 1 −1 1 1 1 1 −1 1 1
1 −1 1 1 1 1 1 −1 1 1
1 1 −1 1 1 1 1 1 1 −1
1 −1 1 1 1 1 1 1 1 −1
1 1 1 −1 −1 −1 −1 −1 1 −1
1 1 1 −1 −1 −1 −1 1 1 1
1 1 1 −1 −1 −1 1 −1 1 1
1 1 1 −1 −1 −1 1 1 1 −1
1 1 1 −1 −1 1 −1 −1 1 1
1 1 1 −1 −1 1 −1 1 1 −1
1 1 1 −1 −1 1 1 −1 1 −1
1 1 1 −1 −1 1 1 1 1 1
1 1 1 −1 1 −1 −1 −1 1 1
1 1 1 −1 1 −1 −1 1 1 −1
1 1 1 −1 1 −1 1 −1 1 −1
1 1 1 −1 1 −1 1 1 1 1
1 1 1 −1 1 1 −1 −1 1 −1
46
1 1 1 −1 1 1 −1 1 1 1
1 1 1 −1 1 1 1 −1 1 1
1 1 1 −1 1 1 1 1 1 −1
1 1 1 1 −1 −1 −1 −1 1 1
1 1 1 1 −1 −1 −1 1 1 −1
1 1 1 1 −1 −1 1 −1 1 −1
1 1 1 1 −1 −1 1 1 1 1
1 1 1 1 −1 1 −1 −1 1 −1
1 1 1 1 −1 1 −1 1 1 1
1 1 1 1 −1 1 1 −1 1 1
1 1 1 1 −1 1 1 1 1 −1
1 1 1 1 1 −1 −1 −1 1 −1
1 1 1 1 1 −1 −1 1 1 1
1 1 1 1 1 −1 1 −1 1 1
1 1 1 1 1 −1 1 1 1 −1
1 1 1 1 1 1 −1 −1 1 1
1 1 1 1 1 1 −1 1 1 −1
1 1 1 1 1 1 1 −1 1 −1
1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 −1 −1
1 1 1 1 1 1 1 −1 −1 1
1 1 1 1 1 1 −1 1 −1 1
1 1 1 1 1 1 −1 −1 −1 −1
1 1 1 1 1 −1 1 1 −1 1
1 1 1 1 1 −1 1 −1 −1 −1
1 1 1 1 1 −1 −1 1 −1 −1
1 1 1 1 1 −1 −1 −1 −1 1
1 1 1 1 −1 1 1 1 −1 1
1 1 1 1 −1 1 1 −1 −1 −1
1 1 1 1 −1 1 −1 1 −1 −1
1 1 1 1 −1 1 −1 −1 −1 1
1 1 1 1 −1 −1 1 1 −1 −1
1 1 1 1 −1 −1 1 −1 −1 1
1 1 1 1 −1 −1 −1 1 −1 1
1 1 1 1 −1 −1 −1 −1 −1 −1
1 1 1 −1 1 1 1 1 −1 1
1 1 1 −1 1 1 1 −1 −1 −1
1 1 1 −1 1 1 −1 1 −1 −1
1 1 1 −1 1 1 −1 −1 −1 1
1 1 1 −1 1 −1 1 1 −1 −1
1 1 1 −1 1 −1 1 −1 −1 1
1 1 1 −1 1 −1 −1 1 −1 1
1 1 1 −1 1 −1 −1 −1 −1 −1
1 1 1 −1 −1 1 1 1 −1 −1
1 1 1 −1 −1 1 1 −1 −1 1
1 1 1 −1 −1 1 −1 1 −1 1
1 1 1 −1 −1 1 −1 −1 −1 −1
1 1 1 −1 −1 −1 1 1 −1 1
1 1 1 −1 −1 −1 1 −1 −1 −1
1 1 1 −1 −1 −1 −1 1 −1 −1
1 1 1 −1 −1 −1 −1 −1 −1 1
1 −1 1 1 1 1 1 1 −1 1
1 1 −1 1 1 1 1 1 −1 1
1 −1 1 1 1 1 1 −1 −1 −1
1 1 −1 1 1 1 1 −1 −1 −1
1 −1 1 1 1 1 −1 1 −1 −1
1 1 −1 1 1 1 −1 1 −1 −1
1 −1 1 1 1 1 −1 −1 −1 1
1 1 −1 1 1 1 −1 −1 −1 1
1 −1 1 1 1 −1 1 1 −1 −1
1 1 −1 1 1 −1 1 1 −1 −1
1 −1 1 1 1 −1 1 −1 −1 1
1 1 −1 1 1 −1 1 −1 −1 1
1 −1 1 1 1 −1 −1 1 −1 1
1 1 −1 1 1 −1 −1 1 −1 1
1 −1 1 1 1 −1 −1 −1 −1 −1
1 1 −1 1 1 −1 −1 −1 −1 −1
1 −1 1 1 −1 1 1 1 −1 −1
1 1 −1 1 −1 1 1 1 −1 −1
1 −1 1 1 −1 1 1 −1 −1 1
1 1 −1 1 −1 1 1 −1 −1 1
1 −1 1 1 −1 1 −1 1 −1 1
1 1 −1 1 −1 1 −1 1 −1 1
1 −1 1 1 −1 1 −1 −1 −1 −1
1 1 −1 1 −1 1 −1 −1 −1 −1
1 −1 1 1 −1 −1 1 1 −1 1
1 1 −1 1 −1 −1 1 1 −1 1
1 −1 1 1 −1 −1 1 −1 −1 −1
1 1 −1 1 −1 −1 1 −1 −1 −1
1 −1 1 1 −1 −1 −1 1 −1 −1
1 1 −1 1 −1 −1 −1 1 −1 −1
1 −1 1 1 −1 −1 −1 −1 −1 1
1 1 −1 1 −1 −1 −1 −1 −1 1
1 −1 −1 1 1 1 1 1 −1 −1
1 −1 1 −1 1 1 1 1 −1 −1
1 1 −1 −1 1 1 1 1 −1 −1
1 −1 −1 1 1 1 1 −1 −1 1
1 −1 1 −1 1 1 1 −1 −1 1
1 1 −1 −1 1 1 1 −1 −1 1
1 −1 −1 1 1 1 −1 1 −1 1
1 −1 1 −1 1 1 −1 1 −1 1
1 1 −1 −1 1 1 −1 1 −1 1
1 −1 −1 1 1 1 −1 −1 −1 −1
1 −1 1 −1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1 −1 −1
1 −1 −1 1 1 −1 1 1 −1 1
1 −1 1 −1 1 −1 1 1 −1 1
1 1 −1 −1 1 −1 1 1 −1 1
1 −1 −1 1 1 −1 1 −1 −1 −1
1 −1 1 −1 1 −1 1 −1 −1 −1
1 1 −1 −1 1 −1 1 −1 −1 −1
1 −1 −1 1 1 −1 −1 1 −1 −1
1 −1 1 −1 1 −1 −1 1 −1 −1
1 1 −1 −1 1 −1 −1 1 −1 −1
1 −1 −1 1 1 −1 −1 −1 −1 1
1 −1 1 −1 1 −1 −1 −1 −1 1
1 1 −1 −1 1 −1 −1 −1 −1 1
1 −1 −1 −1 1 1 1 1 −1 1
1 −1 −1 1 −1 1 1 1 −1 1
1 −1 1 −1 −1 1 1 1 −1 1
1 1 −1 −1 −1 1 1 1 −1 1
1 −1 −1 −1 1 1 1 −1 −1 −1
1 −1 −1 1 −1 1 1 −1 −1 −1
1 −1 1 −1 −1 1 1 −1 −1 −1
1 1 −1 −1 −1 1 1 −1 −1 −1
1 −1 −1 −1 1 1 −1 1 −1 −1
1 −1 −1 1 −1 1 −1 1 −1 −1
1 −1 1 −1 −1 1 −1 1 −1 −1
1 1 −1 −1 −1 1 −1 1 −1 −1
1 −1 −1 −1 1 1 −1 −1 −1 1
1 −1 −1 1 −1 1 −1 −1 −1 1
1 −1 1 −1 −1 1 −1 −1 −1 1
1 1 −1 −1 −1 1 −1 −1 −1 1
1 −1 −1 −1 −1 1 1 1 −1 −1
1 −1 −1 −1 1 −1 1 1 −1 −1
1 −1 −1 1 −1 −1 1 1 −1 −1
1 −1 1 −1 −1 −1 1 1 −1 −1
1 1 −1 −1 −1 −1 1 1 −1 −1
47
1 −1 −1 −1 −1 1 1 −1 −1 1
1 −1 −1 −1 1 −1 1 −1 −1 1
1 −1 −1 1 −1 −1 1 −1 −1 1
1 −1 1 −1 −1 −1 1 −1 −1 1
1 1 −1 −1 −1 −1 1 −1 −1 1
1 −1 −1 −1 −1 −1 1 1 −1 1
1 −1 −1 −1 −1 1 −1 1 −1 1
1 −1 −1 −1 1 −1 −1 1 −1 1
1 −1 −1 1 −1 −1 −1 1 −1 1
1 −1 1 −1 −1 −1 −1 1 −1 1
1 1 −1 −1 −1 −1 −1 1 −1 1
1 −1 −1 −1 −1 −1 −1 1 −1 −1
1 −1 −1 −1 −1 −1 1 −1 −1 −1
1 −1 −1 −1 −1 1 −1 −1 −1 −1
1 −1 −1 −1 1 −1 −1 −1 −1 −1
1 −1 −1 1 −1 −1 −1 −1 −1 −1
1 −1 1 −1 −1 −1 −1 −1 −1 −1
1 1 −1 −1 −1 −1 −1 −1 −1 −1
1 −1 −1 −1 −1 −1 −1 −1 1 −1
1 −1 −1 −1 −1 −1 −1 −1 −1 1
end
b. Hull calculation for the contexual inequalities corresponding to
the pentagon logic
∗ (10 e x p e c t a t i o n s on atoms A1 . . . A10 :
∗ no t enumera t ed )
∗ 5 3 t h o r d e r e x p e c t a t i o n s A1A2A3 A3A4A5
. . . A9A10A1
∗ ob t a i n e d t h r ough r e v e r s e Hul l compu t a t i on
V−r ep r e s en t a t i on
begin
32 6 r e a l
1 1 −1 −1 −1 −1
1 1 −1 −1 −1 1
1 1 −1 −1 1 −1
1 1 −1 −1 1 1
1 1 −1 1 −1 −1
1 1 −1 1 −1 1
1 1 −1 1 1 −1
1 1 −1 1 1 1
1 1 1 1 −1 −1
1 1 1 1 −1 1
1 1 1 1 1 1
1 1 1 1 1 −1
1 1 1 −1 1 1
1 1 1 −1 1 −1
1 1 1 −1 −1 1
1 1 1 −1 −1 −1
1 −1 1 1 1 1
1 −1 1 1 1 −1
1 −1 1 1 −1 1
1 −1 1 1 −1 −1
1 −1 1 −1 1 1
1 −1 1 −1 1 −1
1 −1 1 −1 −1 1
1 −1 1 −1 −1 −1
1 −1 −1 1 1 1
1 −1 −1 1 1 −1
1 −1 −1 1 −1 1
1 −1 −1 1 −1 −1
1 −1 −1 −1 1 1
1 −1 −1 −1 1 −1
1 −1 −1 −1 −1 1
1 −1 −1 −1 −1 −1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
10 6 r e a l
1 0 0 0 0 1
1 0 0 0 1 0
1 0 0 1 0 0
1 0 1 0 0 0
1 1 0 0 0 0
1 0 0 0 0 −1
1 0 0 0 −1 0
1 0 0 −1 0 0
1 0 −1 0 0 0
1 −1 0 0 0 0
end
c. Hull calculation for the contexual inequalities corresponding to
Specker bug logics
∗ (13 e x p e c t a t i o n s on atoms A1 . . . A13 :
∗ no t enumera t ed )
∗ 7 3 t h o r d e r e x p e c t a t i o n s A1A2A3 A3A4A5
. . . A11A12A1 A4A13A10
∗ ob t a i n e d t h r ough r e v e r s e Hul l compu t a t i on
V−r ep r e s en t a t i on
begin
128 8 r e a l
1 1 −1 −1 −1 −1 −1 −1
1 1 −1 −1 −1 −1 −1 1
1 1 −1 −1 −1 −1 1 −1
1 1 −1 −1 −1 −1 1 1
1 1 −1 −1 −1 1 −1 −1
1 1 −1 −1 −1 1 −1 1
1 1 −1 −1 −1 1 1 −1
1 1 −1 −1 −1 1 1 1
1 1 −1 −1 1 −1 −1 −1
1 1 −1 −1 1 −1 −1 1
1 1 −1 −1 1 −1 1 −1
1 1 −1 −1 1 −1 1 1
1 1 −1 −1 1 1 −1 −1
1 1 −1 −1 1 1 −1 1
1 1 −1 −1 1 1 1 −1
1 1 −1 −1 1 1 1 1
1 1 −1 1 −1 −1 −1 −1
1 1 −1 1 −1 −1 −1 1
1 1 −1 1 −1 −1 1 −1
1 1 −1 1 −1 −1 1 1
1 1 −1 1 −1 1 −1 −1
1 1 −1 1 −1 1 −1 1
1 1 −1 1 −1 1 1 −1
1 1 −1 1 −1 1 1 1
1 1 −1 1 1 −1 −1 −1
48
1 1 −1 1 1 −1 −1 1
1 1 −1 1 1 −1 1 −1
1 1 −1 1 1 −1 1 1
1 1 −1 1 1 1 −1 −1
1 1 −1 1 1 1 −1 1
1 1 −1 1 1 1 1 −1
1 1 −1 1 1 1 1 1
1 1 1 1 −1 −1 −1 −1
1 1 1 1 −1 −1 −1 1
1 1 1 1 −1 −1 1 −1
1 1 1 1 −1 −1 1 1
1 1 1 1 −1 1 −1 −1
1 1 1 1 −1 1 −1 1
1 1 1 1 −1 1 1 −1
1 1 1 1 −1 1 1 1
1 1 1 1 1 1 −1 −1
1 1 1 1 1 1 −1 1
1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 −1
1 1 1 1 1 −1 1 1
1 1 1 1 1 −1 1 −1
1 1 1 1 1 −1 −1 1
1 1 1 1 1 −1 −1 −1
1 1 1 −1 1 1 1 1
1 1 1 −1 1 1 1 −1
1 1 1 −1 1 1 −1 1
1 1 1 −1 1 1 −1 −1
1 1 1 −1 1 −1 1 1
1 1 1 −1 1 −1 1 −1
1 1 1 −1 1 −1 −1 1
1 1 1 −1 1 −1 −1 −1
1 1 1 −1 −1 1 1 1
1 1 1 −1 −1 1 1 −1
1 1 1 −1 −1 1 −1 1
1 1 1 −1 −1 1 −1 −1
1 1 1 −1 −1 −1 1 1
1 1 1 −1 −1 −1 1 −1
1 1 1 −1 −1 −1 −1 1
1 1 1 −1 −1 −1 −1 −1
1 −1 1 1 1 1 1 1
1 −1 1 1 1 1 1 −1
1 −1 1 1 1 1 −1 1
1 −1 1 1 1 1 −1 −1
1 −1 1 1 1 −1 1 1
1 −1 1 1 1 −1 1 −1
1 −1 1 1 1 −1 −1 1
1 −1 1 1 1 −1 −1 −1
1 −1 1 1 −1 1 1 1
1 −1 1 1 −1 1 1 −1
1 −1 1 1 −1 1 −1 1
1 −1 1 1 −1 1 −1 −1
1 −1 1 1 −1 −1 1 1
1 −1 1 1 −1 −1 1 −1
1 −1 1 1 −1 −1 −1 1
1 −1 1 1 −1 −1 −1 −1
1 −1 1 −1 1 1 1 1
1 −1 1 −1 1 1 1 −1
1 −1 1 −1 1 1 −1 1
1 −1 1 −1 1 1 −1 −1
1 −1 1 −1 1 −1 1 1
1 −1 1 −1 1 −1 1 −1
1 −1 1 −1 1 −1 −1 1
1 −1 1 −1 1 −1 −1 −1
1 −1 1 −1 −1 1 1 1
1 −1 1 −1 −1 1 1 −1
1 −1 1 −1 −1 1 −1 1
1 −1 1 −1 −1 1 −1 −1
1 −1 1 −1 −1 −1 1 1
1 −1 1 −1 −1 −1 1 −1
1 −1 1 −1 −1 −1 −1 1
1 −1 1 −1 −1 −1 −1 −1
1 −1 −1 1 1 1 1 1
1 −1 −1 1 1 1 1 −1
1 −1 −1 1 1 1 −1 1
1 −1 −1 1 1 1 −1 −1
1 −1 −1 1 1 −1 1 1
1 −1 −1 1 1 −1 1 −1
1 −1 −1 1 1 −1 −1 1
1 −1 −1 1 1 −1 −1 −1
1 −1 −1 1 −1 1 1 1
1 −1 −1 1 −1 1 1 −1
1 −1 −1 1 −1 1 −1 1
1 −1 −1 1 −1 1 −1 −1
1 −1 −1 1 −1 −1 1 1
1 −1 −1 1 −1 −1 1 −1
1 −1 −1 1 −1 −1 −1 1
1 −1 −1 1 −1 −1 −1 −1
1 −1 −1 −1 1 1 1 1
1 −1 −1 −1 1 1 1 −1
1 −1 −1 −1 1 1 −1 1
1 −1 −1 −1 1 1 −1 −1
1 −1 −1 −1 1 −1 1 1
1 −1 −1 −1 1 −1 1 −1
1 −1 −1 −1 1 −1 −1 1
1 −1 −1 −1 1 −1 −1 −1
1 −1 −1 −1 −1 1 1 1
1 −1 −1 −1 −1 1 1 −1
1 −1 −1 −1 −1 1 −1 1
1 −1 −1 −1 −1 1 −1 −1
1 −1 −1 −1 −1 −1 1 1
1 −1 −1 −1 −1 −1 1 −1
1 −1 −1 −1 −1 −1 −1 1
1 −1 −1 −1 −1 −1 −1 −1
end
˜ ˜ ˜ ˜ ˜ ˜ c d d l i b r e s p on s e
H−r ep r e s en t a t i on
begin
14 8 r e a l
1 0 0 0 0 0 0 1
1 0 0 0 0 0 1 0
1 0 0 0 0 1 0 0
1 0 0 0 1 0 0 0
1 0 0 1 0 0 0 0
1 0 1 0 0 0 0 0
1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 −1
1 0 0 0 0 0 −1 0
1 0 0 0 0 −1 0 0
1 0 0 0 −1 0 0 0
1 0 0 −1 0 0 0 0
1 0 −1 0 0 0 0 0
1 −1 0 0 0 0 0 0
end
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d. Min-max calculation for the quantum bounds of two-two-state
particles
(∗
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
∗ )
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ S t a r t Mathemat i ca Code
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
(∗
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
∗ )
(∗ o l d s t u f f
<<Algebra ‘ ReIm ‘
Normal i ze [ z ] : = z / S q r t [ z . Con j uga t e [ z ] ] ; ∗ )
(∗ De f i n i t i o n of ”my” Tensor P roduc t ∗ )
(∗ a , b a r e nxn and mxm−ma t r i c e s ∗ )
MyTensorProduct [ a , b ] :=
Table [
a [ [ C e i l i n g [ s / Length [ b ] ] , C e i l i n g [ t / Length [
b ] ] ] ] ∗
b [ [ s − F loo r [ ( s − 1) / Length [ b ] ] ∗ Length [ b
] ,
t − F loo r [ ( t − 1) / Length [ b ] ] ∗ Length [ b
] ] ] , {s , 1 ,
Length [ a ]∗ Length [ b ]} , { t , 1 , Length [ a ]∗
Length [ b ] } ] ;
(∗ De f i n i t i o n of t h e Tensor P roduc t between
two v e c t o r s ∗ )
TensorP roduc tVec [ x , y ] :=
F l a t t e n [ Tab le [
x [ [ i ] ] y [ [ j ] ] , { i , 1 , Length [ x ]} , { j , 1 ,
Length [ y ] } ] ] ;
(∗ De f i n i t i o n of t h e Dyadic P roduc t ∗ )
Dyad icP roduc tVec [ x ] :=
Table [ x [ [ i ] ] Con j uga t e [ x [ [ j ] ] ] , { i , 1 ,
Length [ x ]} , { j , 1 ,
Length [ x ] } ] ;
(∗ De f i n i t i o n of t h e s igma ma t r i c e s ∗ )
v e c s i g [ r , t t , p ] :=
r ∗{{Cos [ t t ] , S in [ t t ] Exp[− I p ]} , {S in [ t t ]
Exp [ I p ] , −Cos [ t t ]}}
(∗ De f i n i t i o n of some v e c t o r s ∗ )
B e l l B a s i s = ( 1 / S q r t [ 2 ] ) {{1 , 0 , 0 , 1} , {0 , 1 ,
1 , 0} , {0 , 1 , −1,
0} , {1 , 0 , 0 , −1}};
Ba s i s = {{1 , 0 , 0 , 0} , {0 , 1 , 0 , 0} , {0 , 0 ,
1 , 0} , {0 , 0 , 0 , 1}} ;
( ∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 PARTICLES
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
( ∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 S t a t e System
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 2
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 2
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 2
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 2
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 2
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 2
∗ )
(∗ De f i n i t i o n of s i n g l e t s t a t e ∗ )
vp = {1 , 0} ;
vm = {0 , 1} ;
p s i 2 s = ( 1 / S q r t [ 2 ] ) ∗ ( TensorP roduc tVec [ vp , vm]
−
TensorP roduc tVec [vm , vp ] )
Dyad icP roduc tVec [ p s i 2 s ]
(∗ De f i n i t i o n of o p e r a t o r s ∗ )
(∗ De f i n i t i o n of one−p a r t i c l e o p e r a t o r ∗ )
M2X = ( 1 / 2 ) {{0 , 1} , {1 , 0}} ;
M2Y = ( 1 / 2 ) {{0 , −I } , { I , 0}} ;
M2Z = ( 1 / 2 ) {{1 , 0} , {0 , −1}};
E i g e nv e c t o r s [M2X]
E i g e nv e c t o r s [M2Y]
E i g e nv e c t o r s [M2Z]
S2 [ t , p ] := F u l l S imp l i f y [M2X ∗S in [ t ] Cos [ p ]
+ M2Y ∗S in [ t ] S in [ p ] + M2Z ∗Cos [ t ] ]
F u l l S imp l i f y [ S2 [ \ [ The t a ] , \ [ Ph i ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [ S2 [ P i / 2 , 0 ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [ S2 [ P i / 2 , P i / 2 ] ] ]
/ / Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [ S2 [ 0 , 0 ] ] ] / /
Mat r ixForm
Assuming [{0 <= \ [ The t a ] <= Pi , 0 <= \ [ Ph i ] <=
2 P i } , F u l l S imp l i f y [ E igensys t em [ S2 [ \ [
The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a ] ,
Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
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F u l l S imp l i f y [
Normal i ze [
E i g e nv e c t o r s [ S2 [ \ [ The t a ] , \ [ Ph i ] ] ] [ [ 1 ] ] ] , {
Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
ES2M[ \ [ The t a ] , \ [ Ph i ] ] := {−Eˆ(− I \ [ Ph i ] )
Tan [ \ [ The t a ] / 2 ] , 1}∗Cos [ \ [ The t a ] / 2 ] ∗E ˆ ( I
\ [ Ph i ] / 2 )
ES2P [ \ [ The t a ] , \ [ Ph i ] ] := {Eˆ(− I \ [ Ph i ] ) Cot
[ \ [ The t a ] / 2 ] , 1}∗ S in [ \ [ The t a ] / 2 ] ∗E ˆ ( I \ [
Ph i ] / 2 )
F u l l S imp l i f y [ES2M[ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ES2M [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES2P [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ ES2P [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES2P [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ES2M[ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a
] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
ProjectorES2M [ \ [ The t a ] , \ [ Ph i ] ] :=
F u l l S imp l i f y [ Dyad icP roduc tVec [ES2M[ \ [
The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a ] , Rea l s
] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
P r o j e c t o rES2P [ \ [ The t a ] , \ [ Ph i ] ] :=
F u l l S imp l i f y [ Dyad icP roduc tVec [ ES2P [ \ [
The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a ] , Rea l s
] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
ProjectorES2M [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
P ro j e c t o rES2P [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
(∗ v e r i f i c a t i o n of s p e c t r a l form ∗ )
F u l l S imp l i f y [ ( −1 / 2 ) ProjectorES2M [ \ [ The t a ] , \ [
Ph i ] ] + ( 1 / 2 ) P r o j e c t o rES2P [ \ [ The t a ] , \ [ Ph i
] ] , {Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
S i n g l e P a r t i c l e S p i nOn eHa l f eO b s e r v a b l e [ x , p ]
:= F u l l S imp l i f y [ ( 1 / 2 ) ( I d e n t i t yM a t r i x
[ 2 ] + v e c s i g [ 1 , x , p ] ) ] ;
S i n g l e P a r t i c l e S p i nOn eHa l f eO b s e r v a b l e [ \ [ The t a
] , \ [ Ph i ] ] / / Mat r ixForm
Eigensys t em [ F u l l S imp l i f y [
S i n g l e P a r t i c l e S p i nOn eHa l f eO b s e r v a b l e [ x , p
] ] ]
(∗ De f i n i t i o n of s i n g l e o p e r a t o r s f o r
o c c u r r e n c e of s p i n up ∗ )
S i n g l e P a r t i c l e P r o j e c t o r 2 f i r s t [ x , p , pm ] :=
MyTensorProduct [ 1 / 2 ( I d e n t i t yM a t r i x [ 2 ]
+ pm∗ v e c s i g [ 1 , x , p ] ) , I d e n t i t yM a t r i x
[ 2 ] ]
S i n g l e P a r t i c l e P r o j e c t o r 2 s e c o n d [ x , p , pm ]
:= MyTensorProduct [ I d e n t i t yM a t r i x [ 2 ] ,
1 / 2 ( I d e n t i t yM a t r i x [ 2 ] + pm∗ v e c s i g [ 1 , x ,
p ] ) ]
(∗ De f i n i t i o n of two−p a r t i c l e j o i n t o p e r a t o r
f o r o c c u r r e n c e of s p i n up \
and down∗ )
J o i n t P r o j e c t o r 2 [ x1 , x2 , p1 , p2 , pm1 ,
pm2 ] := MyTensorProduct [ 1 / 2 (
I d e n t i t yM a t r i x [ 2 ] + pm1∗ v e c s i g [ 1 , x1 , p1
] ) , 1 / 2 ( I d e n t i t yM a t r i x [ 2 ] + pm2∗ v e c s i g
[ 1 , x2 , p2 ] ) ]
(∗ De f i n i t i o n of p r o b a b i l i t i e s ∗ )
(∗ P r o b a b i l i t y of c on c u r r e n c e of two equa l
e v e n t s f o r two−p a r t i c l e \
p r o b a b i l i t y i n s i n g l e t B e l l s t a t e f o r
o c c u r r e n c e of s p i n up ∗ )
J o i n t P r o b 2 s [ x1 , x2 , p1 , p2 , pm1 , pm2 ]
:=
F u l l S imp l i f y [
Tr [ Dyad icP roduc tVec [ p s i 2 s ] . J o i n t P r o j e c t o r 2 [
x1 , x2 , p1 , p2 , pm1 ,
pm2 ] ] ]
J o i n t P r o b 2 s [ x1 , x2 , p1 , p2 , pm1 , pm2 ]
J o i n t P r o b 2 s [ x1 , x2 , p1 , p2 , pm1 , pm2 ] / /
TeXForm
(∗ sum of j o i n t p r o b a b i l i t i e s add up t o one ∗ )
F u l l S imp l i f y [
Sum[ J o i n t P r o b 2 s [ x1 , x2 , p1 , p2 , pm1 , pm2 ] , {
pm1 , −1, 1 , 2} , {pm2 , −1,
1 , 2} ] ]
(∗ P r o b a b i l i t y of c on c u r r e n c e of two equa l
e v e n t s ∗ )
P2Es [ x1 , x2 , p1 , p2 ] =
F u l l S imp l i f y [
Sum[ Un i t S t ep [ pm1∗pm2 ]∗
J o i n t P r o b 2 s [ x1 , x2 , p1 , p2 , pm1 , pm2 ] , {
pm1 , −1, 1 , 2} , {pm2 , −1,
1 , 2 } ] ] ;
P2Es [ x1 , x2 , p1 , p2 ]
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(∗ P r o b a b i l i t y of c on c u r r e n c e of two non−equa l
e v e n t s ∗ )
P2NEs [ x1 , x2 , p1 , p2 ] =
F u l l S imp l i f y [
Sum[ Un i t S t ep [−pm1∗pm2 ]∗
J o i n t P r o b 2 s [ x1 , x2 , p1 , p2 , pm1 , pm2 ] , {
pm1 , −1, 1 , 2} , {pm2 , −1,
1 , 2 } ] ] ;
P2NEs [ x1 , x2 , p1 , p2 ]
(∗ Expe c t a t i o n f u n c t i o n ∗ )
E xp e c t a t i o n2 s [ x1 , x2 , p1 , p2 ] =
F u l l S imp l i f y [ P2Es [ x1 , x2 , p1 , p2 ] − P2NEs [ x1
, x2 , p1 , p2 ] ]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ Min−Max
c a l c u l a t i o n of t h e quantum c o r r e l a t i o n
f u n c t i o n ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
J o i n t E x p e c t a t i o n 2 [ t 1 , t 2 , p1 , p2 ] :=
MyTensorProduct [ 2 ∗ S2 [ t1 , p1 ] , 2 ∗ S2 [
t2 , p2 ] ]
F u l l S imp l i f y [
E igensys t em [
J o i n t E x p e c t a t i o n 2 [ t 1 , t 2 , p1 , p2 ] ] ]
/ / Mat r ixForm
F u l l S imp l i f y [
E igensys t em [
DyadicP roduc tVec [ p s i 2 s ] . J o i n t E x p e c t a t i o n 2 [
t1 , t2 , p1 , p2 ] . Dyad icP roduc tVec [
p s i 2 s ] ] ] / / Mat r ixForm
F u l l S imp l i f y [
E igensys t em [
J o i n t E x p e c t a t i o n 2 [ P i / 2 , P i / 2 , p1 , p2 ]
] ] / / Mat r ixForm
F u l l S imp l i f y [
E igensys t em [
DyadicP roduc tVec [ p s i 2 s ] . J o i n t E x p e c t a t i o n 2 [
P i / 2 , P i / 2 , p1 , p2 ] . Dyad icP roduc tVec
[ p s i 2 s ] ] ] / / Mat r ixForm
psi2mp = ( 1 / S q r t [ 2 ] ) ∗ ( TensorP roduc tVec [ vp , vm
] +
TensorP roduc tVec [vm , vp ] )
psi2mm = ( 1 / S q r t [ 2 ] ) ∗ ( TensorP roduc tVec [ vp , vp
] −
TensorP roduc tVec [vm , vm ] )
p s i 2pp = ( 1 / S q r t [ 2 ] ) ∗ ( TensorP roduc tVec [ vp , vp
] +
TensorP roduc tVec [vm , vm ] )
F u l l S imp l i f y [
E igensys t em [
DyadicP roduc tVec [ psi2mp ] . J o i n t E x p e c t a t i o n 2
[ P i / 2 , P i / 2 , p1 ,
p2 ] . Dyad icP roduc tVec [ psi2mp ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [
E igensys t em [
DyadicP roduc tVec [ psi2mm ] . J o i n t E x p e c t a t i o n 2
[ P i / 2 , P i / 2 , p1 ,
p2 ] . Dyad icP roduc tVec [ psi2mm ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [
E igensys t em [
DyadicP roduc tVec [ p s i 2pp ] . J o i n t E x p e c t a t i o n 2
[ P i / 2 , P i / 2 , p1 ,
p2 ] . Dyad icP roduc tVec [ p s i 2pp ] ] ] / /
Mat r ixForm
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ Min−Max
c a l c u l a t i o n of t h e T s i r e l s o n bound
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
J o i n t P r o j e c t o r 2R e d [ p1 , p2 , pm1 , pm2 ] :=
J o i n t P r o j e c t o r 2 [ P i / 2 , P i / 2 , p1 , p2 ,
pm1 , pm2 ]
F u l l S imp l i f y [ J o i n t P r o j e c t o r 2R e d [ p1 , p2 ,
pm1 , pm2 ] ]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ p l a u s i b i l i t y
check ∗ )
J o i n t P r ob2sRed [ p1 , p2 , pm1 , pm2 ] :=
F u l l S imp l i f y [
Tr [ Dyad icP roduc tVec [ p s i 2 s ] .
J o i n t P r o j e c t o r 2R e d [ p1 , p2 , pm1 , pm2 ] ] ]
J o i n t P r ob2sRed [ p1 , p2 , pm1 , pm2 ]
F u l l S imp l i f y [
J o i n t P r ob2sRed [ p1 , p2 , 1 , 1 ] +
Jo i n tP r ob2sRed [ p1 , p2 , −1, −1] −
Jo i n t P r ob2sRed [ p1 , p2 , −1, 1 ] −
Jo i n t P r ob2sRed [ p1 , p2 , 1 , −1]]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ end p l a u s i b i l i t y
check ∗ )
TwoP a r t i c l eE xp e c t a t i o n sR ed [ p1 , p2 ] :=
J o i n t P r o j e c t o r 2R e d [ p1 , p2 , 1 , 1 ] +
J o i n t P r o j e c t o r 2R e d [ p1 , p2 , −1, −1] −
J o i n t P r o j e c t o r 2R e d
[
p1
,
p2
,
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−1,
1 ]
−
J o i n t P r o j e c t o r 2R e d
[
p1
,
p2
,
1 ,
−1]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ p l a u s i b i l i t y
check ∗ )
F u l l S imp l i f y [ Tr [ Dyad icP roduc tVec [ p s i 2 s ] .
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1 ] ] ]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ end p l a u s i b i l i t y
check ∗ )
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1 ] / /
Mat r ixForm
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1 ] / / TeXForm
E i g e nv a l u e s [
ComplexExpand [
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ] ]
F u l l S imp l i f y [
E i g e nv a l u e s [
ComplexExpand [
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ] ] ]
F u l l S imp l i f y [
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ]
(∗ o b s e r v a b l e s a l ong p s i s i n g l e t ∗ )
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
p s i 2 s ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B1
] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ) .
Dyad icP roduc tVec [ p s i 2 s ] ] ]
F u l l S imp l i f y [
Tr igExpand [
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
p s i 2 s ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 ,
P i / 4 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , P i / 4 ]
+
TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 , −P i / 4 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , −P i
/ 4 ] ) . Dyad icP roduc tVec [
p s i 2 s ] ] ] ] ]
(∗ o b s e r v a b l e s a l ong p s i + ∗ )
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
psi2mp ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 ,
B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ) .
Dyad icP roduc tVec [ psi2mp ] ] ]
F u l l S imp l i f y [
Tr igExpand [
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
psi2mp ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 ,
P i / 4 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , P i / 4 ]
+
TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 , −P i / 4 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , −P i
/ 4 ] ) . Dyad icP roduc tVec [
psi2mp ] ] ] ] ]
(∗∗∗ o b s e r v a b l e s a l ong ph i + ∗∗∗ )
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
psi2mm ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 ,
B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ) .
Dyad icP roduc tVec [ psi2mm ] ] ]
F u l l S imp l i f y [
Tr igExpand [
E i g e nv a l u e s [
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ComplexExpand [
DyadicP roduc tVec [
psi2mm ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 ,
−P i / 4 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , −P i
/ 4 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 , P i / 4 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , P i
/ 4 ] ) . Dyad icP roduc tVec [
psi2mm ] ] ] ] ]
(∗∗∗ o b s e r v a b l e s a l ong ph i + ∗∗∗ )
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
p s i 2pp ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 ,
B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B1 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [A1 , B2 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [A2 , B2 ] ) .
Dyad icP roduc tVec [ p s i 2pp ] ] ]
F u l l S imp l i f y [
Tr igExpand [
E i g e nv a l u e s [
ComplexExpand [
DyadicP roduc tVec [
p s i 2pp ] . ( TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 ,
−P i / 4 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , −P i
/ 4 ] +
TwoP a r t i c l eE xp e c t a t i o n sR ed [ 0 , P i / 4 ] −
TwoP a r t i c l eE xp e c t a t i o n sR ed [ P i / 2 , P i
/ 4 ] ) . Dyad icP roduc tVec [
p s i 2pp ] ] ] ] ]
e. Min-max calculation for the quantum bounds of two three-state
particles
(∗
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
∗ )
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ S t a r t Mathemat i ca Code
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
(∗
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
∗ )
(∗ o l d s t u f f
<<Algebra ‘ ReIm ‘
Normal i ze [ z ] : = z / S q r t [ z . Con j uga t e [ z ] ] ; ∗ )
(∗ De f i n i t i o n of ”my” Tensor P roduc t ∗ )
(∗ a , b a r e nxn and mxm−ma t r i c e s ∗ )
MyTensorProduct [ a , b ] :=
Table [
a [ [ C e i l i n g [ s / Length [ b ] ] , C e i l i n g [ t / Length [
b ] ] ] ] ∗
b [ [ s − F loo r [ ( s − 1) / Length [ b ] ] ∗ Length [ b
] ,
t − F loo r [ ( t − 1) / Length [ b ] ] ∗ Length [ b
] ] ] , {s , 1 ,
Length [ a ]∗ Length [ b ]} , { t , 1 , Length [ a ]∗
Length [ b ] } ] ;
(∗ De f i n i t i o n of t h e Tensor P roduc t between
two v e c t o r s ∗ )
TensorP roduc tVec [ x , y ] :=
F l a t t e n [ Tab le [
x [ [ i ] ] y [ [ j ] ] , { i , 1 , Length [ x ]} , { j , 1 ,
Length [ y ] } ] ] ;
(∗ De f i n i t i o n of t h e Dyadic P roduc t ∗ )
Dyad icP roduc tVec [ x ] :=
Table [ x [ [ i ] ] Con j uga t e [ x [ [ j ] ] ] , { i , 1 ,
Length [ x ]} , { j , 1 ,
Length [ x ] } ] ;
(∗ De f i n i t i o n of t h e s igma ma t r i c e s ∗ )
v e c s i g [ r , t t , p ] :=
r ∗{{Cos [ t t ] , S in [ t t ] Exp[− I p ]} , { S in [ t t ]
Exp [ I p ] , −Cos [ t t ]}}
(∗ De f i n i t i o n of some v e c t o r s ∗ )
B e l l B a s i s = ( 1 / S q r t [ 2 ] ) {{1 , 0 , 0 , 1} , {0 , 1 ,
1 , 0} , {0 , 1 , −1,
0} , {1 , 0 , 0 , −1}};
Ba s i s = {{1 , 0 , 0 , 0} , {0 , 1 , 0 , 0} , {0 , 0 ,
1 , 0} , {0 , 0 , 0 , 1}} ;
( ∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 3 S t a t e System
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 3
∗ )
(∗ De f i n i t i o n of o p e r a t o r s ∗ )
(∗ De f i n i t i o n of one−p a r t i c l e o p e r a t o r ∗ )
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M3X = ( 1 / S q r t [ 2 ] ) {{0 , 1 , 0} , {1 , 0 , 1} ,{0 ,
1 , 0}} ;
M3Y = ( 1 / S q r t [ 2 ] ) {{0 , −I , 0} , { I , 0 , −I } ,
{0 , I , 0}} ;
M3Z = {{1 , 0 , 0} , {0 , 0 , 0} ,{0 , 0 , −1}};
E i g e nv e c t o r s [M3X]
E i g e nv e c t o r s [M3Y]
E i g e nv e c t o r s [M3Z]
S3 [ t , p ] := M3X ∗ S in [ t ] Cos [ p ] + M3Y ∗S in [ t
] S in [ p ] + M3Z ∗Cos [ t ]
F u l l S imp l i f y [ S3 [ \ [ The t a ] , \ [ Ph i ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [ S3 [ P i / 2 , 0 ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [ S3 [ P i / 2 , P i / 2 ] ] ]
/ / Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [ S3 [ 0 , 0 ] ] ] / /
Mat r ixForm
Assuming [{0 <= \ [ The t a ] <= Pi , 0 <= \ [ Ph i ] <=
2 P i } , F u l l S imp l i f y [ E igensys t em [ S3 [ \ [
The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a ] ,
Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
F u l l S imp l i f y [ ComplexExpand [
Normal i ze [
E i g e nv e c t o r s [ S3 [ \ [ The t a ] , \ [ Ph i ] ] ] [ [ 1 ] ] ] , {
Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
ES3M[ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
ComplexExpand [
Normal i ze [
E i g e nv e c t o r s [ S3 [ \ [ The t a ] , \ [ Ph i ] ] ] [ [ 1 ] ] ] ∗ E
ˆ ( I \ [ Ph i ] ) , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ]
ES3M[ \ [ The t a ] , \ [ Ph i ] ]
ES3P [ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
ComplexExpand [
Normal i ze [
E i g e nv e c t o r s [ S3 [ \ [ The t a ] , \ [ Ph i ] ] ] [ [ 2 ] ] ] ∗ E
ˆ ( I \ [ Ph i ] ) , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ]
ES3P [ \ [ The t a ] , \ [ Ph i ] ]
ES30 [ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
ComplexExpand [
Normal i ze [
E i g e nv e c t o r s [ S3 [ \ [ The t a ] , \ [ Ph i ] ] ] [ [ 3 ] ] ] ∗ E
ˆ ( I \ [ Ph i ] ) , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ]
ES30 [ \ [ The t a ] , \ [ Ph i ] ]
F u l l S imp l i f y [ES3M[ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ES3M [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES3P [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ ES3P [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES30 [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ ES30 [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES3P [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ES3M[ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a
] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES3P [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ ES30 [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a
] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
F u l l S imp l i f y [ ES30 [ \ [ The t a ] , \ [ Ph i ] ] . Con j uga t e
[ES3M[ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [ The t a
] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ]
P r o j e c t o rES30 [ \ [ The t a ] , \ [ Ph i ] ] :=
F u l l S imp l i f y [ ComplexExpand [
DyadicP roduc tVec [ ES30 [ \ [ The t a ] , \ [ Ph i ] ] ] ,
{Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
ProjectorES3M [ \ [ The t a ] , \ [ Ph i ] ] :=
F u l l S imp l i f y [ ComplexExpand [
DyadicP roduc tVec [ES3M[ \ [ The t a ] , \ [ Ph i ] ] ] ,
{Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
P r o j e c t o rES3P [ \ [ The t a ] , \ [ Ph i ] ] :=
F u l l S imp l i f y [ ComplexExpand [
DyadicP roduc tVec [ ES3P [ \ [ The t a ] , \ [ Ph i ] ] ] ,
{Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
P r o j e c t o rES30 [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
ProjectorES3M [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
P ro j e c t o rES3P [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
P ro j e c t o rES30 [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
/ / TeXForm
ProjectorES3M [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
/ / TeXForm
P ro j e c t o rES3P [ \ [ The t a ] , \ [ Ph i ] ] / / Mat r ixForm
/ / TeXForm
(∗ v e r i f i c a t i o n of s p e c t r a l form ∗ )
F u l l S imp l i f y [0 ∗ P ro j e c t o rES30 [ \ [ The t a ] , \ [ Ph i
] ] + (−1) ∗ ProjectorES3M [ \ [ The t a ] , \ [ Ph i
] ] + (+1 ) ∗ P ro j e c t o rES3P [ \ [ The t a ] , \ [ Ph i
] ] , {Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] / / Mat r ixForm
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(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ g e n e r a l o p e r a t o r
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
Operator3GEN [ \ [ The t a ] , \ [ Ph i ] ] :=
F u l l S imp l i f y [LM ∗ ProjectorES3M [ \ [ The t a
] , \ [ Ph i ] ] + L0 ∗ P ro j e c t o rES30 [ \ [ The t a
] , \ [ Ph i ] ] + LP ∗ P ro j e c t o rES3P [ \ [ The t a
] , \ [ Ph i ] ] , {Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ;
Operator3GEN [ \ [ The t a ] , \ [ Ph i ] ]
J o i n t P r o j e c t o r 3GEN [ x1 , x2 , p1 , p2 ] :=
MyTensorProduct [ Operator3GEN [ x1 , p1 ] ,
Operator3GEN [ x2 , p2 ] ] ;
v3p = {1 , 0 , 0} ;
v30 = {0 , 1 , 0} ;
v3m = {0 , 0 , 1} ;
p s i 3 s = ( 1 / S q r t [ 3 ] ) ∗(−TensorP roduc tVec [ v30 ,
v30 ] + TensorP roduc tVec [ v3m , v3p ] +
TensorP roduc tVec [ v3p , v3m ] )
Expecta t ion3sGEN [ x1 , x2 , p1 , p2 ] :=
F u l l S imp l i f y [ Tr [ Dyad icP roduc tVec [ p s i 3 s ] .
J o i n t P r o j e c t o r 3GEN [ x1 , x2 , p1 , p2 ] ] ] ;
Expecta t ion3sGEN [ x1 , x2 , p1 , p2 ]
Ex3 [LM , L0 , LP , x1 , x2 , p1 , p2 ] : =
F u l l S imp l i f y [ 1 / 1 92 (24 L0 ˆ2 + 40 L0 (LM +
LP ) + 22 (LM + LP ) ˆ2 −
32 (LM − LP ) ˆ2 Cos [ x1 ] Cos [ x2 ] +
2 (−2 L0 + LM + LP) ˆ2 Cos [
2 x2 ] ( ( 3 + Cos [2 ( p1 − p2 ) ] ) Cos [2 x1 ]
+ 2 S in [ p1 − p2 ] ˆ 2 ) +
2 (−2 L0 + LM + LP) ˆ2 ( Cos [2 ( p1 − p2 ) ] +
2 Cos [2 x1 ] S in [ p1 − p2 ] ˆ 2 ) −
32 (LM − LP ) ˆ2 Cos [ p1 − p2 ] S in [ x1 ] S in [ x2
] +
8 (−2 L0 + LM + LP) ˆ2 Cos [ p1 − p2 ] S in [2
x1 ] S in [2 x2 ] ) ] ;
Ex3 [−1 ,0 ,1 , x1 , x2 , p1 , p2 ]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ n a t u r a l s p i n o b s e r v a b l e s
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
J o i n t P r o j e c t o r 3NAT [ x1 , x2 , p1 , p2 ] :=
MyTensorProduct [ S3 [ x1 , p1 ] , S3 [ x2 , p2 ] ] ;
Expecta t ion3sNAT [ x1 , x2 , p1 , p2 ] :=
F u l l S imp l i f y [ Tr [ Dyad icP roduc tVec [ p s i 3 s ] .
J o i n t P r o j e c t o r 3NAT [ x1 , x2 , p1 , p2 ] ] ] ;
Expecta t ion3sNAT [ x1 , x2 , p1 , p2 ]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ Kochen−Specker o b s e r v a b l e s
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
(∗
S3 [ t , p ] := M3X ∗S in [ t ] Cos [ p ] + M3Y ∗ S in [ t
] S in [ p ] + M3Z ∗Cos [ t ]
MM3X[ \ [ Alpha ] ] := F u l l S imp l i f y [ S3 [ P i / 2 , \ [
Alpha ] ] ] ;
MM3Y[ \ [ Alpha ] ] := F u l l S imp l i f y [ S3 [ P i / 2 , \ [
Alpha ]+ P i / 2 ] ] ;
MM3Z[ \ [ Alpha ] ] := F u l l S imp l i f y [ S3 [ 0 , 0 ] ] ;
SKS[ \ [ Alpha ] ] := F u l l S imp l i f y [ MM3X[ \ [
Alpha ] ] .MM3X[ \ [ Alpha ] ] + MM3Y[ \ [ Alpha ] ] .
MM3Y[ \ [ Alpha ] ] + MM3Z[ \ [ Alpha ] ] .MM3Z[ \ [
Alpha ] ] ] ;
F u l l S imp l i f y [SKS[ \ [ Alpha ] ] ] / / Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [SKS[ 0 ] ] ] / /
Mat r ixForm
F u l l S imp l i f y [ ComplexExpand [SKS[ P i / 2 ] ] ] / /
Mat r ixForm
Assuming [{0 <= \ [ The t a ] <= Pi , 0 <= \ [ Ph i ] <=
2 P i } , F u l l S imp l i f y [ E igensys t em [SKS[ \ [
Alpha ] ] ] , {Element [ \ [ Alpha ] , Rea l s ] } ] ]
∗ )
Ex3 [ 1 , 0 , 1 , \ [ The t a ] 1 , \ [ The t a ] 2 , \ [ Cu r l yPh i
] 1 , \ [ Cu r l yPh i ] 2 ]
Ex3 [ 0 , 1 , 0 , \ [ The t a ] 1 , \ [ The t a ] 2 , \ [ Cu r l yPh i
] 1 , \ [ Cu r l yPh i ] 2 ]
Ex3 [ 1 , 0 , 1 , P i / 2 , P i / 2 , \ [ Cu r l yPh i ] 1 , \ [
Cu r l yPh i ] 2 ]
Ex3 [ 0 , 1 , 0 , P i / 2 , P i / 2 , \ [ Cu r l yPh i ] 1 , \ [
Cu r l yPh i ] 2 ]
Ex3 [ 1 , 0 , 1 , \ [ The t a ] 1 , \ [ The t a ] 2 , 0 , 0 ]
Ex3 [ 0 , 1 , 0 , \ [ The t a ] 1 , \ [ The t a ] 2 , 0 , 0 ]
(∗ min−max compu t a t i on ∗ )
(∗ d e f i n e d i cho t omi c o p e r a t o r based on sp in −1
e x p e c t a t i o n va l ue , t a k e \ [ Ph i ] = P i / 2
∗ )
(∗ old , i n v a l i d p a r am e t e r i z a t i o n
A[ \ [ The t a ]1 , \ [ The t a ]2 ] :=
MyTensorProduct [ S3 [ \ [ The t a ] 1 , P i / 2 ] ,
S3 [ \ [ The t a ] 2 , P i / 2 ] ]
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(∗ Form t h e Klyachko−Can−B i n i c i o go l u−
Shumovsky o p e r a t o r ∗ )
T [ \ [ The t a ]1 , \ [ The t a ]3 , \ [ The t a ]5 , \ [ The t a
]7 , \ [ The t a ]9 ] :=
A[ \ [ The t a ] 1 ,\ [ The t a ] 3 ] + A[ \ [ The t a ] 3 ,\ [ The t a
] 5 ] +
A[ \ [ The t a ] 5 ,\ [ The t a ] 7 ] + A[ \ [ The t a ] 7 ,\ [
The t a ] 9 ] +
A[ \ [ The t a ] 9 ,\ [ The t a ] 1 ]
F u l l S imp l i f y [
E i g e nv a l u e s [
F u l l S imp l i f y [
T [ \ [ The t a ] 1 , \ [ The t a ] 3 , \ [ The t a ] 5 , \ [ The t a
] 7 , \ [ The t a ] 9 ] ] ] ]
F u l l S imp l i f y [
E i g e nv a l u e s [
T [2 P i / 5 , 4 P i / 5 , 6 P i / 5 , 8 P i / 5 , 2 P i ] ] ]
∗ )
A[ \ [ The t a ]1 , \ [ The t a ]2 ,\ [ Cu r l yPh i ]1 , \ [
Cu r l yPh i ]2 ] := MyTensorProduct [ S3
[ \ [ The t a ] 1 , \ [ Cu r l yPh i ] 1 ] , S3 [ \ [ The t a
] 2 , \ [ Cu r l yPh i ] 2 ] ]
(∗ Form t h e Klyachko−Can−B i n i c i o go l u−
Shumovsky o p e r a t o r ∗ )
T [ \ [ The t a ]1 , \ [ The t a ]3 , \ [ The t a ]5 , \ [ The t a
]7 , \ [ The t a ]9 , \ [ Cu r l yPh i ]1 , \ [ Cu r l yPh i
]3 , \ [ Cu r l yPh i ]5 , \ [ Cu r l yPh i ]7 , \ [
Cu r l yPh i ]9 ] :=
A[ \ [ The t a ] 1 ,\ [ The t a ] 3 , \ [ Cu r l yPh i ]1 ,\ [
Cu r l yPh i ] 3 ] + A[ \ [ The t a ] 3 ,\ [ The t a ] 5 ,\ [
Cu r l yPh i ] 3 ,\ [ Cu r l yPh i ] 5 ] +
A[ \ [ The t a ] 5 ,\ [ The t a ] 7 ,\ [ Cu r l yPh i ] 5 ,\ [
Cu r l yPh i ] 7 ] + A[ \ [ The t a ] 7 ,\ [ The t a ] 9 ,\ [
Cu r l yPh i ] 7 ,\ [ Cu r l yPh i ] 9 ] +
A[ \ [ The t a ] 9 ,\ [ The t a ] 1 ,\ [ Cu r l yPh i ] 9 ,\ [
Cu r l yPh i ] 1 ]
A1 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {1 ,0 ,0 } ] ;
A2 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {0 ,1 ,0 } ] ;
A3 = (∗ Coord i na t eT r an s f o rmDa t a [ ”
C a r t e s i a n ” −> ” S p h e r i c a l ” , ”Mapping ” ,
{0 ,0 ,1 } ] ∗ ) {1 ,0 , P i / 2} ;
A4 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {1 ,−1 ,0 } ] ;
A5 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {1 ,1 ,0 } ] ;
A6 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {1 ,−1 ,2 } ] ;
A7 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {−1 ,1 ,1 } ] ;
A8 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {2 ,1 ,1 } ] ;
A9 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {0 ,1 ,−1 } ] ;
A10 = Coo rd i na t eT r an s f o rmDa t a [ ” C a r t e s i a n ”
−> ” S p h e r i c a l ” , ”Mapping ” , {0 ,1 ,1 } ] ;
F u l l S imp l i f y [
E i g e nv a l u e s [
F u l l S imp l i f y [
T [ A1 [ [ 2 ] ] , A3 [ [ 2 ] ] , A5 [ [ 2 ] ] , A7 [ [ 2 ] ] ,
A9 [ [ 2 ] ] , A1 [ [ 3 ] ] , A3 [ [ 3 ] ] , A5 [ [ 3 ] ] ,
A7 [ [ 3 ] ] , A9 [ [ 3 ] ] ] ] ] ]
{A1 ,
A2 ,
A3 ,
A4 ,
A5 ,
A6 ,
A7 ,
A8 ,
A9 ,
A10} / / TexForm
f. Min-max calculation for two four-state particles
(∗
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
∗ )
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ S t a r t Mathemat i ca Code
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
(∗
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
∗ )
(∗ o l d s t u f f
<<Algebra ‘ ReIm ‘
Normal i ze [ z ] : = z / S q r t [ z . Con j uga t e [ z ] ] ; ∗ )
(∗ De f i n i t i o n of ”my” Tensor P roduc t ∗ )
(∗ a , b a r e nxn and mxm−ma t r i c e s ∗ )
MyTensorProduct [ a , b ] :=
Table [
a [ [ C e i l i n g [ s / Length [ b ] ] , C e i l i n g [ t / Length [
b ] ] ] ] ∗
b [ [ s − F loo r [ ( s − 1) / Length [ b ] ] ∗ Length [ b
] ,
t − F loo r [ ( t − 1) / Length [ b ] ] ∗ Length [ b
] ] ] , {s , 1 ,
Length [ a ]∗ Length [ b ]} , { t , 1 , Length [ a ]∗
Length [ b ] } ] ;
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(∗ De f i n i t i o n of t h e Tensor P roduc t between
two v e c t o r s ∗ )
TensorP roduc tVec [ x , y ] :=
F l a t t e n [ Tab le [
x [ [ i ] ] y [ [ j ] ] , { i , 1 , Length [ x ]} , { j , 1 ,
Length [ y ] } ] ] ;
(∗ De f i n i t i o n of t h e Dyadic P roduc t ∗ )
Dyad icP roduc tVec [ x ] :=
Table [ x [ [ i ] ] Con j uga t e [ x [ [ j ] ] ] , { i , 1 ,
Length [ x ]} , { j , 1 ,
Length [ x ] } ] ;
(∗ De f i n i t i o n of t h e s igma ma t r i c e s ∗ )
v e c s i g [ r , t t , p ] :=
r ∗{{Cos [ t t ] , S in [ t t ] Exp[− I p ]} , {S in [ t t ]
Exp [ I p ] , −Cos [ t t ]}}
(∗ De f i n i t i o n of some v e c t o r s ∗ )
B e l l B a s i s = ( 1 / S q r t [ 2 ] ) {{1 , 0 , 0 , 1} , {0 , 1 ,
1 , 0} , {0 , 1 , −1,
0} , {1 , 0 , 0 , −1}};
Ba s i s = {{1 , 0 , 0 , 0} , {0 , 1 , 0 , 0} , {0 , 0 ,
1 , 0} , {0 , 0 , 0 , 1}} ;
( ∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 4 S t a t e System
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
% ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ 2 x 4
∗ )
(∗ De f i n i t i o n of o p e r a t o r s ∗ )
(∗ De f i n i t i o n of one−p a r t i c l e o p e r a t o r ∗ )
M4X = ( 1 / 2 ) {{0 , S q r t [ 3 ] , 0 , 0 } ,{ Sq r t [ 3 ] , 0 , 2 , 0
} ,{0 , 2 , 0 , S q r t [ 3 ] } ,{0 , 0 , S q r t [ 3 ] , 0 }} ;
M4Y = ( 1 / 2 ) {{0,− Sq r t [ 3 ] I , 0 , 0 } ,{ Sq r t [ 3 ] I
,0 ,−2 I , 0} ,{0 , 2 I ,0 ,− Sq r t [ 3 ] I } ,{0 , 0 , S q r t [ 3 ]
I , 0 } } ;
M4Z = ( 1 / 2 ) {{3 ,0 ,0 ,0 } ,{0 , 1 , 0 , 0
} ,{0 ,0 ,−1 ,0} ,{0 ,0 ,0 ,−3}} ;
E i g e nv e c t o r s [M4X]
E i g e nv e c t o r s [M4Y]
E i g e nv e c t o r s [M4Z]
S4 [ t , p ] := F u l l S imp l i f y [M4X ∗S in [ t ] Cos [ p
] + M4Y ∗S in [ t ] S in [ p ] + M4Z ∗Cos [ t ] ] ;
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ g e n e r a l o p e r a t o r
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
LM32 =−3/2;
LM12 =−1/2;
LP32 =3 / 2 ;
LP12 =1 / 2 ;
ES4M32 [ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [
Ph i ] <= 2 P i } , Normal i ze [
E i g e nv e c t o r s [ S4 [ \ [ The t a ] , \ [ Ph i
] ] ] [ [ 1 ] ] ] ] , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ;
ES4P32 [ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [ Ph i
] <= 2 P i } , Normal i ze [
E i g e nv e c t o r s [ S4 [ \ [ The t a ] , \ [ Ph i
] ] ] [ [ 2 ] ] ] ] , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ;
ES4M12 [ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [ Ph i
] <= 2 P i } , Normal i ze [
E i g e nv e c t o r s [ S4 [ \ [ The t a ] , \ [ Ph i
] ] ] [ [ 3 ] ] ] ] , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ;
ES4P12 [ \ [ The t a ] , \ [ Ph i ] ] := F u l l S imp l i f y [
Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [ Ph i
] <= 2 P i } , Normal i ze [
E i g e nv e c t o r s [ S4 [ \ [ The t a ] , \ [ Ph i
] ] ] [ [ 4 ] ] ] ] , {Element [ \ [ The t a ] , Rea l s
] , E lement [ \ [ Ph i ] , Rea l s ] } ] ;
J o i n t P r o j e c t o r 4GEN [ x1 , x2 , p1 , p2 ] :=
Tenso rP roduc t [ S4 [ x1 , p1 ] , S4 [ x2 , p2 ] ] ;
v4P32 = ES4P32 [ 0 , 0 ]
v4P12 = ES4P12 [ 0 , 0 ]
v4M12 = ES4M12 [ 0 , 0 ]
v4M32 = ES4M32 [ 0 , 0 ]
p s i 4 s = ( 1 / 2 ) ∗ ( TensorP roduc tVec [ v4P32 , v4M32
]−TensorP roduc tVec [ v4M32 , v4P32 ] −
TensorP roduc tVec [ v4P12 , v4M12 ] +
TensorP roduc tVec [ v4M12 , v4P12 ] )
Expecta t ion4sGEN [ x1 , x2 , p1 , p2 ] := Tr [
Dyad icP roduc tVec [ p s i 4 s ] .
J o i n t P r o j e c t o r 4GEN [ x1 , x2 , p1 , p2 ] ] ;
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F u l l S imp l i f y [ Expecta t ion4sGEN [ x1 , x2 , p1 , p2
] ]
(∗ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ g e n e r a l c a s e ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ∗ )
EPPMM1[L4M32 , L4M12 , L4P12 , L4P32 ,
\ [ The t a ] , \ [ Ph i ] ] := Assuming [{0 < \ [
The t a ] < Pi , 0 <= \ [ Ph i ] <= 2 P i } ,
F u l l S imp l i f y [
L4M32 ∗ Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [
Ph i ] <= 2 P i } ,
F u l l S imp l i f y [
Dyad icP roduc tVec [
ES4M32 [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ] + L4M12 ∗
Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [
Ph i ] <= 2 P i } ,
F u l l S imp l i f y [
Dyad icP roduc tVec [
ES4M12 [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]+
L4P32 ∗ Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [
Ph i ] <= 2 P i } ,
F u l l S imp l i f y [
Dyad icP roduc tVec [
ES4P32 [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]+
L4P12 ∗ Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [
Ph i ] <= 2 P i } ,
F u l l S imp l i f y [
Dyad icP roduc tVec [
ES4P12 [ \ [ The t a ] , \ [ Ph i ] ] ] , {Element [ \ [
The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ]
] ]
EPPMM1[−1 ,−1 ,1 ,1 ,\ [ The t a ] , \ [ Ph i ] ] / /
Mat r ixForm
Join tP ro j ec to r4PPMM1 [L4M32 , L4M12 , L4P12
, L4P32 , x1 , x2 , p1 , p2 ] :=
Assuming [{0 < \ [ The t a ] < Pi , 0 <= \ [ Ph i ]
<= 2 P i } ,
F u l l S imp l i f y [ Tenso rP roduc t [EPPMM1[L4M32 ,
L4M12 , L4P12 , L4P32 , x1 , p1 ] ,EPPMM1[
L4M32 , L4M12 , L4P12 , L4P32 , x2 , p2 ] ] ,
{Element [ \ [ The t a ] , Rea l s ] ,
E lement [ \ [ Ph i ] , Rea l s ] } ] ] ;
Expectation4PPMM1 [ L4M32 , L4M12 , L4P12 ,
L4P32 , x1 , x2 , p1 , p2 ] := Tr [
Dyad icP roduc tVec [ p s i 4 s ] .
Jo in tP ro j ec to r4PPMM1 [L4M32 , L4M12 ,
L4P12 , L4P32 , x1 , x2 , p1 , p2 ] ] ;
F u l l S imp l i f y [ Expectation4PPMM1 [−1 ,−1 ,1 ,1 , x1 ,
x2 , p1 , p2 ] ]
Emmpp[ x1 ]= F u l l S imp l i f y [ Expectation4PPMM1
[−1 , −1, 1 , 1 , x1 , 0 , 0 , 0 ] ] ;
Emppm[ x1 ]= F u l l S imp l i f y [ Expectation4PPMM1
[−1 , 1 , 1 , −1, x1 , 0 , 0 , 0 ] ] ;
Empmp[ x1 ]= F u l l S imp l i f y [ Expectation4PPMM1
[−1 , 1 , −1, 1 , x1 , 0 , 0 , 0 ] ] ;
(∗∗∗∗∗∗∗∗∗∗∗ minmax c a l c u l a t i o n
∗∗∗∗∗∗∗∗∗∗∗∗∗)
v12 = Normal i ze [ { 1 , 0 , 0 , 0 } ] ;
v18 = Normal i ze [ { 0 , 1 , 0 , 0 } ] ;
v17 = Normal i ze [ { 0 , 0 , 1 , 1 } ] ;
v16 = Normal i ze [ { 0 ,0 ,1 ,−1 } ] ;
v67 = Normal i ze [ { 1 ,−1 ,0 ,0 } ] ;
v69 = Normal i ze [ { 1 ,1 ,−1 ,−1 } ] ;
v56 = Normal i ze [ { 1 , 1 , 1 , 1 } ] ;
v59 = Normal i ze [ { 1 ,−1 ,1 ,−1 } ] ;
v58 = Normal i ze [ { 1 ,0 ,−1 ,0 } ] ;
v45 = Normal i ze [ { 0 ,1 ,0 ,−1 } ] ;
v48 = Normal i ze [ { 1 , 0 , 1 , 0 } ] ;
v47 = Normal i ze [ { 1 ,1 ,−1 ,1 } ] ;
v34 = Normal i ze [ { −1 ,1 ,1 ,1 } ] ;
v37 = Normal i ze [ { 1 ,1 ,1 ,−1 } ] ;
v39 = Normal i ze [ { 1 , 0 , 0 , 1 } ] ;
v23 = Normal i ze [ { 0 ,1 ,−1 ,0 } ] ;
v29 = Normal i ze [ { 0 , 1 , 1 , 0 } ] ;
v28 = Normal i ze [ { 0 , 0 , 0 , 1 } ] ;
A12 = 2 ∗ DyadicP roduc tVec [ v12 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A18 = 2 ∗ DyadicP roduc tVec [ v18 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A17 = 2 ∗ DyadicP roduc tVec [ v17 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A16 = 2 ∗ DyadicP roduc tVec [ v16 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A67 = 2 ∗ DyadicP roduc tVec [ v67 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A69 = 2 ∗ DyadicP roduc tVec [ v69 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A56 = 2 ∗ DyadicP roduc tVec [ v56 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A59 = 2 ∗ DyadicP roduc tVec [ v59 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A58 = 2 ∗ DyadicP roduc tVec [ v58 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A45 = 2 ∗ DyadicP roduc tVec [ v45 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A48 = 2 ∗ DyadicP roduc tVec [ v48 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A47 = 2 ∗ DyadicP roduc tVec [ v47 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A34 = 2 ∗ DyadicP roduc tVec [ v34 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A37 = 2 ∗ DyadicP roduc tVec [ v37 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A39 = 2 ∗ DyadicP roduc tVec [ v39 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A23 = 2 ∗ DyadicP roduc tVec [ v23 ] −
I d e n t i t yM a t r i x [ 4 ] ;
A29 = 2 ∗ DyadicP roduc tVec [ v29 ] −
I d e n t i t yM a t r i x [ 4 ] ;
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A28 = 2 ∗ DyadicP roduc tVec [ v28 ] −
I d e n t i t yM a t r i x [ 4 ] ;
T=− MyTensorProduct [ A12 , MyTensorProduct [
A16 , MyTensorProduct [ A17 , A18 ]] ]−
MyTensorProduct [ A34 , MyTensorProduct [
A45 , MyTensorProduct [ A47 , A48 ]] ]−
MyTensorProduct [ A17 , MyTensorProduct [
A37 , MyTensorProduct [ A47 , A67 ]] ]−
MyTensorProduct [ A12 , MyTensorProduct [
A23 , MyTensorProduct [ A28 , A29 ]] ]−
MyTensorProduct [ A45 , MyTensorProduct [
A56 , MyTensorProduct [ A58 , A59 ]] ]−
MyTensorProduct [ A18 , MyTensorProduct [
A28 , MyTensorProduct [ A48 , A58 ]] ]−
MyTensorProduct [ A23 , MyTensorProduct [
A34 , MyTensorProduct [ A37 , A39 ]] ]−
MyTensorProduct [ A16 , MyTensorProduct [
A56 , MyTensorProduct [ A67 , A69 ]] ]−
MyTensorProduct [ A29 , MyTensorProduct [
A39 , MyTensorProduct [ A59 , A69 ] ] ] ;
S o r t [N[ E i g e nv a l u e s [ F u l l S imp l i f y [T ] ] ] ]
˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ ˜ Mathemat i ca r e sponds wi th
−6.94177 , −6.67604 , −6.33701 , −6.28615 ,
−6.23127 , −6.16054 , −6.03163 , \
−5.96035 , −5.93383 , −5.84682 , −5.73132 ,
−5.69364 , −5.56816 , −5.51187 , \
−5.41033 , −5.37887 , −5.30655 , −5.19379 ,
−5.16625 , −5.14571 , −5.10303 , \
−5.05058 , −4.94995 , −4.88683 , −4.81198 ,
−4.76875 , −4.64477 , −4.59783 , \
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−3.23809 , −3.18265 , −3.14344 , −3.09402 ,
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−2.98647 , −2.88163 , −2.84532 , −2.80141 ,
−2.76377 , −2.72709 , −2.67779 , \
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−2.48594 , −2.46943 , −2.42826 , \
−2.40909 , −2.3199 , −2.27146 , −2.26781 ,
−2.23017 , −2.19853 , −2.14537 , \
−2.1276 , −2.1156 , −2.08393 , −2.02886 ,
−2.01068 , −1.95272 , −1.90585 , \
−1.8751 , −1.81924 , −1.80788 , −1.77317 ,
−1.71073 , −1.67061 , −1.61881 , \
−1.58689 , −1.56025 , −1.52167 , −1.47029 ,
−1.43804 , −1.41839 , −1.39628 , \
−1.33188 , −1.2978 , −1.26275 , −1.24332 ,
−1.17988 , −1.16121 , −1.12508 , \
−1.06344 , −1.04392 , −0.981618 , −0.9452 ,
−0.93099 , −0.902773 , \
−0.866424 , −0.847618 , −0.797269 , −0.749678 ,
−0.718776 , −0.667079 , \
−0.655403 , −0.621519 , −0.563475 , −0.535886 ,
−0.505914 , −0.488961 , \
−0.477695 , −0.438752 , −0.413149 , −0.385094 ,
−0.329761 , −0.313382 , \
−0.267465 , −0.251247 , −0.186771 , −0.162663 ,
−0.135313 , −0.115949 , \
−0.0388241 , −0.0285473 , 0 .0336107 , 0 .0472502 ,
0 .0664514 , 0 .0818923 , \
0 . 137393 , 0 . 170784 , 0 . 18296 , 0 . 254586 ,
0 . 311604 , 0 . 337846 , 0 . 347853 , \
0 . 351775 , 0 . 395505 , 0 . 422414 , 0 . 481815 ,
0 . 515078 , 0 . 57488 , 0 . 600515 , \
0 . 655748 , 0 . 703362 , 0 . 727865 , 0 . 763394 ,
0 . 782482 , 0 . 81889 , 0 . 844406 , \
0 . 888659 , 0 . 920904 , 1 . 00356 , 1 . 02312 ,
1 . 03976 , 1 . 08469 , 1 . 1021 , \
1 . 11609 , 1 . 14654 , 1 . 20192 , 1 . 22992 , 1 . 28624 ,
1 . 29287 , 1 . 32196 , \
1 . 36147 , 1 . 43187 , 1 . 52158 , 1 . 5859 , 1 . 61094 ,
1 . 62377 , 1 . 66645 , \
1 . 68222 , 1 . 77266 , 1 . 8082 , 1 . 86793 , 1 . 92219 ,
1 . 94603 , 1 . 98741 , \
2 . 04197 , 2 . 06058 , 2 . 12728 , 2 . 16917 , 2 . 20299 ,
2 . 20934 , 2 . 2568 , \
2 . 34362 , 2 . 38008 , 2 . 38999 , 2 . 44382 , 2 . 47456 ,
2 . 49679 , 2 . 57822 , \
2 . 62572 , 2 . 63375 , 2 . 67809 , 2 . 73929 , 2 . 81403 ,
2 . 82569 , 2 . 87209 , \
2 . 94084 , 2 . 94773 , 2 . 99356 , 3 . 03768 , 3 . 0484 ,
3 . 09975 , 3 . 2194 , 3 . 26743 , \
3 . 2782 , 3 . 30107 , 3 . 41633 , 3 . 43565 , 3 . 49832 ,
3 . 62058 , 3 . 6639 , 3 . 7087 , \
3 . 78394 , 3 . 83644 , 3 . 94999 , 3 . 98744 , 4 . 01948 ,
4 . 12536 , 4 . 33452 , \
4 . 37928 , 4 . 42565 , 4 . 47313 , 4 . 53695 , 4 . 71925 ,
4 . 84841 , 4 . 90328 , \
4 . 95742 , 5 . 0169 , 5 . 17123 , 5 . 28471 , 5 . 39555 ,
5 . 68376 , 5 . 78503 , 6 .023}
