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ABSTRACT
We present the first spatially resolved mass outflow rate measurements (M˙out) of the optical emission
line gas in the narrow line region (NLR) of a Seyfert 2 galaxy, Markarian 573. Using long slit spectra
and [O III] imaging from the Hubble Space Telescope and Apache Point Observatory in conjunction
with emission line diagnostics and Cloudy photoionization models, we find a peak outflow rate of
M˙out ≈ 3.4 ± 0.5 M⊙ yr
−1 at a distance of 210 pc from the central supermassive black hole (SMBH).
The outflow extends to distances of 600 pc from the nucleus with a total mass and kinetic energy of
M ≈ 2.2 × 106M⊙ and E ≈ 5.1 × 10
54 erg, revealing the outflows to be more energetic than those
in the lower luminosity Seyfert 1 galaxy NGC 4151 (Crenshaw et al. 2015). The peak outflow rate
is an order of magnitude larger than the mass accretion and nuclear outflow rates, indicating local
in-situ acceleration of the circumnuclear NLR gas. We compare these results to global techniques that
quantify an average outflow rate across the NLR, and find the latter are subject to larger uncertainties.
These results indicate that spatially resolved observations are critical for probing AGN feedback on
scales where circumnuclear star formation occurs.
Subject headings: galaxies: active – galaxies: individual (Mrk 573) – galaxies: kinematics and dynamics
– galaxies: Seyfert – ISM: jets and outflows
1. INTRODUCTION
1.1. Feedback from Mass Outflows in Active Galaxies
Observations suggest that active galactic nuclei (AGN)
are supermassive black holes (SMBHs) at the centers of
galaxies that liberate immense amounts of energy as they
accrete matter from the interstellar medium. As this
energy propagates into the host galaxy, it can deliver
feedback in the form of powerful outflows of ionized and
molecular gas that may be key to understanding the ob-
served correlations between SMBHs and their host galax-
ies. Specifically, these “AGN winds” may regulate the
SMBH accretion rate and clear the bulge of star forming
gas (Ciotti & Ostriker 2001; Hopkins et al. 2005; Kor-
mendy & Ho 2013; Heckman & Best 2014; Fiore et al.
2017), thereby establishing the observed relationship be-
tween SMBH mass and the stellar velocity dispersion of
stars in the bulge (M• − σ⋆; Ferrarese & Merritt 2000;
Gebhardt et al. 2000; Batiste et al. 2017). Outflows
may also affect chemical enrichment of the intergalac-
tic medium (Hamann & Ferland 1999; Khalatyan et al.
1 Department of Physics and Astronomy, Georgia State Uni-
versity, 25 Park Place, Suite 605, Atlanta, GA 30303, USA; reval-
ski@astro.gsu.edu
2 Institute for Astrophysics and Computational Sciences, De-
partment of Physics, The Catholic University of America, Wash-
ington, DC 20064, USA
3 Astrophysics Science Division, Goddard Space Flight Center,
Code 665, Greenbelt, MD 20771, USA
4 Naval Research Laboratory, Washington, DC 20375, USA
5 Department of Astronomy, University of Wisconsin–
Madison, 475 North Charter Street, Madison, WI 53707, USA
6 National Science Foundation Graduate Research Fellow
(DGE-1550139)
7 James Webb Space Telescope NASA Postdoctoral Program
Fellow
† Based on observations made with the NASA/ESA Hubble
Space Telescope, obtained from the Data Archive at the Space
Telescope Science Institute, which is operated by the Association
of Universities for Research in Astronomy, Inc., under NASA con-
tract NAS 5-26555.
⋆ Based in part on observations obtained with the Apache
Point Observatory 3.5 m telescope, which is owned and operated
by the Astrophysical Research Consortium.
2008) and the development of large-scale structure in the
early universe (Scannapieco & Oh 2004; Di Matteo et al.
2005).
To better understand feedback from outflows, espe-
cially in unresolved high redshift quasars, it is helpful
to perform detailed studies on nearby Seyfert galaxies (z
≤ 0.1, Lbol ≈ 10
43 − 1045 erg s−1, Seyfert 1943) because
they have bright, spatially resolved ionization structures.
Early studies focusing on ultraviolet (UV) and X-ray ab-
sorbers found that they are likely driven outward before
most of the mass reaches the inner accretion disk, with
mass outflow rates 10 − 1000 times larger than the mass
accretion rates (Crenshaw et al. 2003; Veilleux et al. 2005;
Crenshaw & Kraemer 2012; King & Pounds 2015).
A logical next step is to quantify feedback from mass
outflows on larger scales in the narrow emission line re-
gion (NLR), which is composed of ionized gas at dis-
tances of ∼ 1 − 1000 parsecs (pc) from the central
SMBH with densities of nH ≈ 10
2 − 106 cm−3 (Peter-
son 1997). Kinematic studies of the NLR reveal outflows
of ionized gas, often with a biconical geometry (Cren-
shaw et al. 2010; Mu¨ller-Sa´nchez et al. 2011; Fischer et
al. 2013, 2014; Bae & Woo 2016; Mu¨ller-Sa´nchez et al.
2016; Nevin et al. 2016), that exhibit wide opening an-
gles as compared to narrow relativistic jets that are only
present in 5-10% of AGN (Rafter et al. 2009). Following
the precedent of others, we define the true NLR to be
that with outflow kinematics driven by the AGN, while
the extended narrow line region (ENLR) is ionized gas at
larger radii exhibiting primarily galactic rotation (Unger
et al. 1987).
Feedback can be quantified through mass outflow rates
(M˙ = Mv/δr) and energetic measures, where all quan-
tities are corrected for observational projection effects
(Crenshaw & Kraemer 2012; Crenshaw et al. 2015). Stud-
ies during the past decade have produced “global” mea-
surements of these quantities that average over the spa-
tial extent of the NLR, and find a range of outflow rates
and energetics using geometric (Barbosa et al. 2009; Rif-
2 Revalski et al.
fel et al. 2009; Storchi-Bergmann et al. 2010; Mu¨ller-
Sa´nchez et al. 2011; Riffel & Storchi-Bergmann 2011a;
Riffel et al. 2013; Scho¨nell et al. 2014, 2017; Schnorr-
Mu¨ller et al. 2014; Gofford et al. 2015; Mu¨ller-Sa´nchez
et al. 2016; Nevin et al. 2018; Wylezalek et al. 2017)
and luminosity based techniques (Liu et al. 2013; Fo¨rster
Schreiber et al. 2014; Genzel et al. 2014; Harrison et al.
2014; McElroy et al. 2015; Karouzos et al. 2016; Schnorr-
Mu¨ller et al. 2016; Villar-Mart´ın et al. 2016; Bae et al.
2017; Bischetti et al. 2017; Leung et al. 2017).
These global techniques are advantageous because they
provide measurements relatively quickly; however, de-
tailed spatial information is lost. We can leverage the
power of spatially resolved NLR observations to not only
quantify feedback from the outflows, but also reveal in de-
tail where energy is deposited. With this goal, Crenshaw
et al. (2015) conducted a pilot study to quantify the mass
outflow rates at each point along the NLR in the nearby
Seyfert 1 galaxy NGC 4151 (z = 0.00332, D = 13.3 Mpc).
Using their previous kinematic and photoionization mod-
els (Das et al. 2005; Kraemer et al. 2000a) in conjunction
with narrow-band [O III] imaging (Kraemer et al. 2008),
they found a peak outflow rate of M˙out ≈ 3.0 M⊙ yr
−1
at a distance of 70 pc from the SMBH, with the outflow
extending to ∼ 140 pc. This outflow rate exceeds that of
the UV/X-ray absorbers and the calculated mass accre-
tion rate based on the AGN bolometric luminosity (Cren-
shaw & Kraemer 2012), indicating that NLR outflows
may provide significant feedback to their host galaxies.
This result has motivated us to quantify feedback from
NLR outflows in a sample of nearby Seyfert galaxies. In
this first paper, we present our results for the Seyfert
2 AGN Markarian 573 (Mrk 573, UGC 01214, UM 363)
and give a detailed methodology modeled after Crenshaw
et al. (2015) that we will apply to additional AGN. This
process consists of determining the mass of ionized gas
from high spatial resolution spectroscopy (§2), emission
line diagnostics (§3), [O III] imaging (§4), and detailed
photoionization models (§5). We then calculate mass
outflow rates and energetics (§6), presenting our results,
discussion, and conclusions in §7, §8, and §9, respectively.
1.2. Physical Characteristics of Markarian 573
Mrk 573 was chosen as an ideal candidate to refine the
techniques developed by Crenshaw et al. (2015) because
the NLR displays distinct kinematic signatures of outflow
and rotation that have been well characterized by previ-
ous studies (Tsvetanov 1989b; Tsvetanov & Walsh 1992;
Afanasiev et al. 1996; Ruiz et al. 2005; Schlesinger et al.
2009; Fischer et al. 2010, 2017). Mrk 573 is also a more
rapidly accreting and luminous AGN than NGC 4151,
allowing us to probe NLR outflows in a more energetic
regime (Kraemer et al. 2009). Finally, there are high
quality spectroscopic and imaging data available from
archival resources and our own observing programs.
The central AGN resides in an S0 host galaxy with an
(R)SAB(rs) classification (de Vaucouleurs et al. 1995).
There are measured redshifts from stellar kinematics
(z = 0.01718, Nelson & Whittle 1995) and 21 cm observa-
tions (z = 0.01721, Springob et al. 2005). The former is
most consistent with the NLR gas kinematics and corre-
sponds to cz ≈ 5150 km s−1. We adopt H0 = 71 km s
−1
Mpc−1, corresponding to a Hubble distance of 72 Mpc
Fig. 1.— A 20′′x20′′ contrast enhanced structure map from the
HST WFPC2 image of Mrk 573 using the F606W filter (Pogge
& Martini 2002; Fischer et al. 2010). Bright regions correspond to
[O III] and continuum emission, while darker regions are dust lanes.
The position of the 0.′′2 HST STIS slit is shown in green, the APO
DIS 2.′′0 slit is shown in red, and the central Gemini NIFS 3′′x3′′
field from Fischer et al. (2017) is shown in blue.
and a spatial scale of ∼ 350 pc/′′ on the sky.
As a type 2 AGN under the unified model (Khachikian
& Weedman 1974; Osterbrock 1981; Antonucci & Miller
1985; Antonucci 1993; Netzer 2015), Mrk 573 displays
narrow permitted and forbidden lines and was suspected
to house a hidden BLR (Kay 1994; Tran 2001) that
was detected with deep spectropolarimetric observations
(Nagao et al. 2004a,b; but see also Ramos Almeida
et al. 2008, 2009a). The central SMBH has a mass
of Log(MBH/M⊙) = 7.28 (Woo & Urry 2002; Bian &
Gu 2007) and radiates at a bolometric luminosity of
Log(Lbol/erg s
−1) = 45.5 ± 0.6 (Mele´ndez et al. 2008a,b;
Kraemer et al. 2009). This corresponds to an Eddington
ratio of L/LEdd ≈ 0.75.
Extensive studies of Mrk 573 have revealed a biconical
illumination cone of radiation, creating a highly ionized
NLR and ENLR spanning several kpc (Koski 1978; Tsve-
tanov et al. 1989a; Haniff et al. 1991; Kinney et al. 1991;
Tsvetanov & Walsh 1992; Pogge & De Robertis 1993;
Erkens et al. 1997; Alonso-Herrero et al. 1998; Storchi-
Bergmann et al. 1998a; Mullaney & Ward 2008; Dopita
et al. 2015). The advent of space-based and adaptive
optics observations unveiled rich structure, including ion-
ized arcs of emission, spiral dust lanes, and a so dubbed
“linear feature” of emission line knots extending along
a position angle (PA) of ∼ 125◦ (Pogge & De Robertis
1995; Malkan et al. 1998; Ferruit et al. 1999; Martini et
al. 2001; Pogge & Martini 2002). This feature is coinci-
dent with a triple-lobed radio source that displays possi-
ble interaction with the ENLR (Ulvestad & Wilson 1984;
Unger et al. 1987; Haniff et al. 1988; Whittle et al. 1988;
Tsvetanov 1989b; Capetti et al. 1996; Falcke et al. 1998;
Ferruit 2002). Several of these features can be seen in
our structure map in Figure 1.
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2. OBSERVATIONS
2.1. Hubble Space Telescope (HST) Spectra & Imaging
The archival Space Telescope Imaging Spectrograph
(STIS) spectra were retrieved from the Mikulski Archive
at the Space Telescope Science Institute and calibrated
as part of a detailed study that classified the NLR kine-
matics in a large sample of Seyfert galaxies (Fischer et
al. 2013, 2014). The observations were obtained on 2001
October 17 as a part of Program ID 9143 (PI: R. Pogge)
utilizing the 52′′ x 0.′′2 slit with G430L and G750M grat-
ings. The G430L observations span 2845 − 5760 A˚ at
a dispersion of 2.744 A˚ pixel−1, and the G750M obser-
vations span 6285 − 6875 A˚ at a dispersion of 0.555 A˚
pixel−1. Both data sets have a spatial resolution of
0.′′05078 pixel−1. Data reduction consisted of aligning the
spatially offset exposures using the peaks of the under-
lying continua to within half a pixel, median combining,
and hot pixel removal. We extracted spectra spatially
summed over two pixel intervals to match the angular
resolution along the slit, and further data reduction de-
tails are given in Kraemer et al. (2009) and Fischer et al.
(2010).
The slit position of −71.◦2 spatially samples the bright
nuclear emission and extended arcs, but misses the linear
feature of bright emission line knots extending roughly
parallel to the radio feature along PA ∼ 125◦. The posi-
tion of the HST STIS slit relative to the NLR is shown in
Figure 1 and the extracted spectra are shown in Figure
2.
The [O III] imaging observations were conducted on
1995 November 12 with the HST Wide Field and Plan-
etary Camera 2 (WFPC2) on the WF2 camera with a
plate scale of 0.′′0996 pixel−1 as part of Program ID 6332
(PI: A. Wilson). Two 600 s exposures were taken through
the FR533N ramp filter with a wavelength center of 5093
A˚, centering on the [O III] λ5007 emission line at the
redshift of Mrk 537. The images were retrieved and cali-
brated by Schmitt et al. (2003a,b) to study the extended
[O III] morphologies of Seyfert galaxies, and data reduc-
tion details are given in those papers.
2.2. Apache Point Observatory (APO) Spectra
To characterize NLR emission that falls outside of the
narrow STIS slit, we utilized supplementary observations
taken with the Dual Imaging Spectrograph (DIS) on the
Astrophysical Research Consortium’s Apache Point Ob-
servatory (ARC’s APO) 3.5 meter telescope in Sunspot,
New Mexico. The DIS employs a dichroic element that
splits light into blue and red channels, allowing for simul-
taneous data collection in the Hβ and Hα portions of the
spectrum. Here we focus on our observations along PA
= 103◦ with a 2.′′0 slit and B/R1200 gratings that were
originally presented in our study of the NLR and ENLR
kinematics of Mrk 573 (Fischer et al. 2017).
These data consist of two 900 s exposures taken on 2013
December 3 at a mean airmass of 1.214 with 1.′′6 seeing.
The blue channel spans 4190−5455 A˚ at a dispersion and
spatial resolution of 0.6148 A˚ pixel−1 and 0.′′42 pixel−1,
respectively. The red channel spans 5995− 7180 A˚ at a
dispersion and spatial resolution of 0.5796 A˚ pixel−1 and
0.′′40 pixel−1, respectively. The corresponding spectral
resolutions are approximately 1.23 and 1.16 A˚ in the blue
and red channels, respectively, yielding resolving powers
of R ≈ 3400 – 6200 across the spectra.
We completed a new reduction of the data using the
latest calibrations following standard techniques in IRAF
(Tody 1986).10 This consisted of bias subtraction, image
trimming, bad pixel replacement, flat fielding, Laplacian
edge cosmic ray removal (van Dokkum 2001), and image
combining. Wavelength calibration was completed using
comparison lamp images taken immediately before the
science exposures, and flux calibration with the airmass
at mid exposure using the standard stars Feige 110 and
BD+28 (Oke 1990). The DIS dispersion and spatial di-
rections are not precisely perpendicular, so we fit a line to
the underlying galaxy continuum and resampled the data
to a new grid to ensure that measurements of different
emission lines from the same pixel row sample the same
spatial location. We extracted spectra over single pixel
spatial intervals to probe large-scale NLR gradients.
3. SPECTRAL ANALYSIS
3.1. Gaussian Template Fitting
We identified emission lines in the spectra using previ-
ous studies and photoionization model predictions. Care
was taken to measure weak lines that serve as tempera-
ture or density diagnostics to constrain the physical con-
ditions in the NLR gas. We fit all emission lines with
S/N > 2, and tentatively identified lines that fell be-
low this threshold at all positions, including He I+Fe II
λ4923, [Fe VII] λ5158, [Fe VI] λ5176, [N I] λ5199,
[Fe XIV] λ5303, [Ca V] λ5310, and [Ar X] λ5536 (Storchi-
Bergmann et al. 1996).
Photoionization modeling requires accurate emission
line flux ratios for comparison. To accomplish this we
fit gaussian profiles to all emission lines at each spatial
extraction using a template method that calculates the
centroids and widths of all lines based on the best fit
to the strong, velocity resolved Hα emission line. We
found that Hα produced more accurate centroid predic-
tions than the stronger [O III] emission line due to the
higher spectral resolution of the G750M data, and we
corrected the line widths to maintain the same intrinsic
velocity width as the template and account for the differ-
ent line-spread functions of the gratings. The height was
free to vary to encompass the total line flux, with errors
calculated from the residuals between the data and fits.
This method has the flexibility to fit multiple kinematic
components and heavily blended lines; however, informa-
tion is lost about intrinsic differences in the radial ve-
locity and full width at half maximum (FWHM) of in-
dividual lines. While studies have shown that the radial
velocity or FWHM can correlate with the critical density
or ionization potential of an emission line (Whittle 1985;
De Robertis & Osterbrock 1986; Kraemer & Crenshaw
2000b; Rodr´ıguez-Ardila et al. 2006), our goal was to ob-
tain accurate emission line fluxes. We conducted tests
and found the integrated fluxes from free versus tem-
plate fitting methods differed by ∼ 2 – 8%, and that the
template method produced more accurate fits to weak
emission lines in noisy regions. A single exception is the
10 IRAF is distributed by the National Optical Astronomy Ob-
servatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
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Fig. 2.— Spectral traces of the nucleus spatially summed over 0.′′2 and 2.′′0 for the STIS and DIS data, respectively. From top to bottom
are HST STIS G430L, HST STIS G750M, APO DIS B1200, and APO DIS R1200 spectra. The spectra are shown at observed wavelengths,
and emission line ratios relative to Hβ are given in Table 1.
[Fe X] λ6375 line that is blue shifted relative to all other
lines, as noted by Kraemer et al. (2009) and Schlesinger
et al. (2009). In this case the fluxes agree to within 15%.
3.2. Ionized Gas Kinematics
Calculating mass outflow rates requires knowing the
NLR mass and its radial velocity at each location. The
kinematics of Mrk 573 have been studied extensively,
exhibiting a linearly increasing velocity profile with dis-
tance from the nucleus, followed by a turnover and linear
decrease (Tsvetanov &Walsh 1992; Afanasiev et al. 1996;
Schlesinger et al. 2009; Fischer et al. 2010, 2017).
To determine accurate outflow velocity laws, we fit a
series of linear functions to single row extractions of the
[O III] emission line velocity centroids. We used these
fits to derive the observed velocity of the gas at each pro-
jected radial distance, as shown in Figure 3. The outflow
terminates at ∼ 1.′′7 (600 pc), beyond which galactic rota-
tion dominates (Fischer et al. 2017). The spectra display
a single kinematic component at all locations, except for
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a weak secondary line at +0.′′25 that was not fit.
From our results presented in Fischer et al. (2017) we
adopt a host disk inclination of i = 38◦ with the north-
east (NE) side of the disk closest to us, a revision from
our earlier model (Fischer et al. 2010), and in agree-
ment with previous findings (Pogge & De Robertis 1995).
We assume the NLR gas is approximately coplanar with
the stellar disk (Keel 1980; Afanasiev et al. 1996; Xan-
thopoulos 1996; Afanasiev et al. 1998; Schmitt & Kinney
2000) and is flowing radially along the disk (Fischer et al.
2017). The PAs of the inner disk and NLR are approxi-
mately 97◦ and 128◦, respectively. This yields an offset
of ϕ = 31◦ between the disk and NLR major axes. While
the HST spectral slit is not exactly parallel to the NLR
major axis, all material out to ∼ 0.′′6 can travel along the
NLR major axis and remain within the spectral slit, so
we adopt this angle (ϕ = 31◦) for deprojecting the ve-
locities. With this model of radial outflow, the observed
Doppler velocities were deprojected to their intrinsic val-
ues via
Vint(i, ϕ) =
(
Vobs
sin(i)sin(ϕ)
)
, (1)
where Vint and Vobs are the intrinsic and observed veloci-
ties for an inclination i and phase angle ϕ from the major
axis. This is similar to the expression for rotational ve-
locities, with the final term sine instead of cosine. The
true distance from the SMBH is calculated from the ob-
served distance and inverting the equation for distance
from the center of an ellipse,11
Rint(i, ϕ) =
√
R2obs
(
cos2(ϕ) +
sin2(ϕ)
cos2(i)
)
, (2)
where Rint and Robs are the intrinsic and observed dis-
tances for an inclination i and phase angle ϕ from the
major axis. We adopt the convention that i = 0◦ is face
on and i = 90◦ is edge on. The phase angle ϕ is defined
such that ϕ = 0◦ is along the major axis and ϕ = 90◦ is
along the minor axis.
With our adopted angles (i = 38◦, ϕ = 31◦) the intrin-
sic velocities are ∼ 3.15 times larger than the observed
values. Thus the peak observed outflow velocity of ∼ 350
km s−1 corresponds to an intrinsic velocity of 1100 km
s−1, typical of Seyferts (Fischer et al. 2013, 2014).
3.3. Emission Line Ratios
We used the integrated line fluxes to calculate emission
line ratios relative to the standard hydrogen Balmer (Hβ)
emission line at each position along the NLR (Table 1).
Near the nucleus, lines with a wide range of ionization
potentials (IPs) are seen, from neutral [O I] to [Fe X] with
an IP of 234 eV. The number and fluxes of detectable
lines decreases steadily with increasing distance from the
nucleus until the bright arcs of emission are encountered
at ∼ 1.′′8. Fits were made to all visible emission lines
across the NLR, but only emission within ∼ 1.′′7 of the
nucleus displays kinematic signatures of outflow and are
11 Our terminology assumes that the distances from the central
SMBH and the “nucleus”, as defined by the peak [O III] emission,
are the same; however, there is evidence that AGN nuclei and their
SMBHs can be offset by tens of pc (Kraemer et al. 2010; Comerford
et al. 2017).
Fig. 3.— Observed HST STIS [O III] and Hα kinematics shown
with filled circles and empty squares, respectively. The best fit
linear velocity laws are shown as dashed green lines. SE is to the
left and NW is to the right.
included in our tables and models presented here. All
measurements are available by request to M.R.
Before interpreting the line ratios, we applied a redden-
ing correction using a standard galactic reddening curve
(Savage & Mathis 1979) and color excesses calculated
from the observed Hα/Hβ ratios, assuming an intrinsic
recombination value of 2.90 (Osterbrock & Ferland 2006).
The extinction was calculated from
E(B − V ) ≡ −
2.5log
(
Fo
Fi
)
Rλ
=
2.5log
(
(Hα/Hβ)i
(Hα/Hβ)o
)
RHα −RHβ
, (3)
where E(B − V ) is the color excess, Aλ is the extinction
in magnitudes, Rλ is the reddening value at a particular
wavelength, and Fo and Fi are the observed and intrinsic
fluxes, respectively. The flux ratios can be expanded to
the intrinsic and observed Hα/Hβ ratios, and the galac-
tic reddening values are RHα ≈ 2.497 and RHβ ≈ 3.687.
Corrected line ratios relative to Hβ are then given by
Hint = Hobs · 10 exp[0.4 · E(B − V ) · (Rj −RHβ)], (4)
where Hint and Hobs are the intrinsic and observed emis-
sion line ratios and Rj is the reddening value at the wave-
length of the emission line being corrected. Uncertainties
were propagated from the Hα and Hβ fit errors.
Several extractions had Hα/Hβ ≤ 2.90 within errors,
and for these locations we assumed no reddening. At
two locations, 0.′′15 and 0.′′25 NW of the nucleus, this
procedure derived large extinctions, and the resulting
corrected line ratios were unphysically large in the blue
portion of the spectrum. Our investigations concluded
that residual sub-pixel offset in the spatial direction be-
tween the G430L and G750M spectra, combined with an
extremely steep flux gradient at those locations, was the
most plausible explanation. Another possibility is pref-
erential absorption of Hβ, which can be enhanced by a
young-intermediate age (10−100 Myr) stellar population.
Stellar population modeling of Mrk 573 is consistent with
an old nuclear stellar population (Alonso-Herrero et al.
1998; Gonza´lez Delgado et al. 2001; Raimann et al. 2003;
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TABLE 1
Observed HST STIS Emission Line Ratios
Emission Line +0.′′46 +0.′′36 +0.′′25 +0.′′15 +0.′′05 –0.′′05 –0.′′15 –0.′′25 –0.′′36 –0.′′46
O III λ3133 ... ± ... ... ± ... ... ± ... ... ± ... 0.25 ± 0.06 0.25 ± 0.03 0.28 ± 0.02 0.20 ± 0.05 ... ± ... ... ± ...
He II λ3203 ... ± ... ... ± ... ... ± ... ... ± ... 0.12 ± 0.02 0.15 ± 0.02 0.22 ± 0.03 0.10 ± 0.05 ... ± ... ... ± ...
[Ne V] λ3346 ... ± ... ... ± ... ... ± ... ... ± ... 0.65 ± 0.05 0.64 ± 0.04 0.81 ± 0.05 0.40 ± 0.05 ... ± ... ... ± ...
[Ne V] λ3426 1.92 ± 0.30 2.44 ± 0.78 ... ± ... 1.78 ± 0.47 1.88 ± 0.15 1.79 ± 0.12 1.96 ± 0.19 1.22 ± 0.08 0.87 ± 0.07 ... ± ...
[Fe VII] λ3586 ... ± ... ... ± ... ... ± ... ... ± ... 0.16 ± 0.02 0.17 ± 0.03 0.15 ± 0.02 ... ± ... ... ± ... ... ± ...
[O II] λ3727 1.75 ± 0.28 1.55 ± 0.20 2.24 ± 1.01 1.67 ± 0.28 0.86 ± 0.05 0.68 ± 0.06 0.87 ± 0.04 1.11 ± 0.07 1.53 ± 0.10 1.85 ± 0.36
[Fe VII] λ3759 ... ± ... ... ± ... ... ± ... 0.33 ± 0.05 0.36 ± 0.03 0.28 ± 0.02 0.18 ± 0.01 0.06 ± 0.02 ... ± ... ... ± ...
[Ne III] λ3869 1.44 ± 0.30 0.90 ± 0.20 ... ± ... 1.26 ± 0.17 1.09 ± 0.10 0.85 ± 0.06 1.06 ± 0.10 1.02 ± 0.07 0.94 ± 0.06 1.50 ± 0.18
He I λ3889a ... ± ... ... ± ... ... ± ... 0.24 ± 0.07 0.22 ± 0.02 0.16 ± 0.02 0.18 ± 0.02 0.10 ± 0.01 0.24 ± 0.03 ... ± ...
[Ne III] λ3969b ... ± ... ... ± ... ... ± ... 0.35 ± 0.07 0.52 ± 0.04 0.37 ± 0.03 0.44 ± 0.06 0.38 ± 0.04 0.43 ± 0.07 ... ± ...
[S II] λ4074 ... ± ... ... ± ... ... ± ... ... ± ... 0.18 ± 0.05 0.10 ± 0.02 0.08 ± 0.03 ... ± ... ... ± ... ... ± ...
Hδ λ4102 ... ± ... ... ± ... ... ± ... ... ± ... 0.26 ± 0.03 0.25 ± 0.02 0.25 ± 0.02 0.22 ± 0.03 ... ± ... ... ± ...
Hγ λ4340 ... ± ... ... ± ... 0.40 ± 0.30 0.59 ± 0.11 0.52 ± 0.03 0.45 ± 0.03 0.48 ± 0.05 0.42 ± 0.03 0.42 ± 0.05 0.64 ± 0.09
[O III] λ4363 ... ± ... ... ± ... ... ± ... 0.28 ± 0.08 0.27 ± 0.02 0.22 ± 0.02 0.22 ± 0.03 0.19 ± 0.03 ... ± ... ... ± ...
He II λ4686 ... ± ... ... ± ... ... ± ... 0.39 ± 0.07 0.46 ± 0.03 0.50 ± 0.03 0.51 ± 0.04 0.46 ± 0.03 0.40 ± 0.03 ... ± ...
[Ar IV] λ4711 ... ± ... ... ± ... ... ± ... ... ± ... 0.07 ± 0.01 0.11 ± 0.01 0.12 ± 0.02 0.10 ± 0.01 ... ± ... ... ± ...
[Ar IV] λ4740 ... ± ... ... ± ... ... ± ... ... ± ... 0.12 ± 0.01 0.11 ± 0.01 0.12 ± 0.02 0.07 ± 0.01 ... ± ... ... ± ...
Hβ λ4861 1.00 ± 0.13 1.00 ± 0.11 1.00 ± 0.38 1.00 ± 0.13 1.00 ± 0.05 1.00 ± 0.05 1.00 ± 0.04 1.00 ± 0.05 1.00 ± 0.04 1.00 ± 0.08
[O III] λ4959 5.25 ± 0.69 4.00 ± 0.52 5.09 ± 2.10 4.87 ± 0.73 4.45 ± 0.27 4.40 ± 0.28 4.72 ± 0.29 4.52 ± 0.38 4.53 ± 0.22 5.36 ± 0.59
[O III] λ5007 15.55 ± 2.01 11.44 ± 1.58 13.05 ± 5.58 14.06 ± 2.14 13.49 ± 0.81 13.53 ± 0.86 13.93 ± 0.79 13.53 ± 1.11 13.17 ± 0.65 16.07 ± 1.58
[O I] λ6300 ... ± ... ... ± ... ... ± ... 1.48 ± 0.21 0.38 ± 0.02 0.17 ± 0.01 0.18 ± 0.01 ... ± ... ... ± ... ... ± ...
[S III] λ6312 ... ± ... ... ± ... ... ± ... 0.15 ± 0.03 0.08 ± 0.01 0.05 ± 0.01 0.06 ± 0.01 ... ± ... ... ± ... ... ± ...
[O I] λ6363 ... ± ... ... ± ... ... ± ... 0.47 ± 0.07 0.14 ± 0.01 0.07 ± 0.00 0.05 ± 0.00 ... ± ... ... ± ... ... ± ...
[Fe X] λ6375 ... ± ... ... ± ... ... ± ... 1.20 ± 0.17 0.39 ± 0.03 0.16 ± 0.01 0.06 ± 0.00 ... ± ... ... ± ... ... ± ...
[N II] λ6548 1.31 ± 0.20 0.57 ± 0.09 2.16 ± 0.84 3.22 ± 0.42 0.91 ± 0.05 0.42 ± 0.02 0.47 ± 0.02 0.57 ± 0.05 0.63 ± 0.05 0.21 ± 0.17
Hα λ6563 5.69 ± 0.75 2.85 ± 0.31 7.09 ± 2.70 13.70 ± 1.81 4.51 ± 0.23 2.53 ± 0.14 2.69 ± 0.14 2.32 ± 0.15 2.26 ± 0.12 2.57 ± 0.21
[N II] λ6584 3.79 ± 0.49 2.35 ± 0.26 5.06 ± 1.94 8.71 ± 1.17 2.35 ± 0.15 1.25 ± 0.08 1.27 ± 0.06 1.49 ± 0.11 1.56 ± 0.11 1.71 ± 0.15
[S II] λ6716 ... ± ... ... ± ... 1.25 ± 0.50 1.70 ± 0.24 0.45 ± 0.03 0.22 ± 0.01 0.27 ± 0.02 0.33 ± 0.03 0.49 ± 0.03 0.53 ± 0.06
[S II] λ6731 ... ± ... ... ± ... 1.21 ± 0.48 2.18 ± 0.30 0.59 ± 0.04 0.32 ± 0.02 0.35 ± 0.02 0.40 ± 0.04 0.59 ± 0.05 0.53 ± 0.12
Hβ Flux×10−15 0.119±0.015 0.234±0.025 0.113±0.043 0.447±0.058 3.172±0.152 3.350±0.166 2.101±0.078 1.205±0.062 0.534±0.020 0.154±0.012
Note. — Observed emission line ratios relative to Hβ at each spatial distance from the nucleus in arcseconds, with positive numbers corresponding
to the NW direction and negative to the SE. Emission lines were fit using widths and centroids calculated from fits to Hα and error bars are the
quadrature sum of the fractional flux uncertainty in Hβ and each respective line. Rows marked with “... ± ...” represent nondetections. Wavelengths
are approximate vacuum values used as markers in Cloudy. a blend of He I 3889 + [Fe V] 3892 + H8. b blend of [Ne III] 3968 + Hǫ 3970.
TABLE 2
Reddening-Corrected HST STIS Emission Line Ratios
Emission Line +0.′′46 +0.′′36 +0.′′25† +0.′′15† +0.′′05 –0.′′05 –0.′′15 –0.′′25 –0.′′36 –0.′′46
O III λ3133 ... ± ... ... ± ... ... ± ... ... ± ... 0.46 ± 0.07 0.25 ± 0.06 0.28 ± 0.04 0.20 ± 0.08 ... ± ... ... ± ...
He II λ3203 ... ± ... ... ± ... ... ± ... ... ± ... 0.21 ± 0.02 0.15 ± 0.03 0.22 ± 0.04 0.10 ± 0.06 ... ± ... ... ± ...
[Ne V] λ3346 ... ± ... ... ± ... ... ± ... ... ± ... 1.07 ± 0.08 0.64 ± 0.11 0.81 ± 0.09 0.40 ± 0.11 ... ± ... ... ± ...
[Ne V] λ3426 3.93 ± 0.63 2.44 ± 0.83 ... ± ... 4.96 ± 1.00 3.01 ± 0.22 1.79 ± 0.29 1.96 ± 0.25 1.22 ± 0.31 0.87 ± 0.24 ... ± ...
[Fe VII] λ3586 ... ± ... ... ± ... ... ± ... ... ± ... 0.24 ± 0.02 0.17 ± 0.04 0.15 ± 0.02 ... ± ... ... ± ... ... ± ...
[O II] λ3727 2.97 ± 0.42 1.55 ± 0.24 4.09 ± 3.20 3.55 ± 0.54 1.21 ± 0.07 0.68 ± 0.09 0.87 ± 0.07 1.11 ± 0.21 1.53 ± 0.32 1.85 ± 0.40
[Fe VII] λ3759 ... ± ... ... ± ... ... ± ... 0.69 ± 0.10 0.50 ± 0.04 0.28 ± 0.04 0.18 ± 0.01 0.06 ± 0.02 ... ± ... ... ± ...
[Ne III] λ3869 2.28 ± 0.36 0.90 ± 0.21 ... ± ... 2.44 ± 0.33 1.47 ± 0.11 0.85 ± 0.10 1.06 ± 0.11 1.02 ± 0.17 0.94 ± 0.17 1.50 ± 0.22
He I λ3889a ... ± ... ... ± ... ... ± ... 0.46 ± 0.09 0.30 ± 0.02 0.16 ± 0.02 0.18 ± 0.02 0.10 ± 0.02 0.24 ± 0.05 ... ± ...
[Ne III] λ3969b ... ± ... ... ± ... ... ± ... 0.64 ± 0.10 0.68 ± 0.05 0.37 ± 0.04 0.44 ± 0.06 0.38 ± 0.07 0.43 ± 0.10 ... ± ...
[S II] λ4074 ... ± ... ... ± ... ... ± ... ... ± ... 0.23 ± 0.05 0.10 ± 0.02 0.08 ± 0.03 ... ± ... ... ± ... ... ± ...
Hδ λ4102 ... ± ... ... ± ... ... ± ... ... ± ... 0.33 ± 0.03 0.25 ± 0.03 0.25 ± 0.02 0.22 ± 0.04 ... ± ... ... ± ...
Hγ λ4340 ... ± ... ... ± ... 0.54 ± 0.36 0.86 ± 0.12 0.62 ± 0.03 0.45 ± 0.04 0.48 ± 0.05 0.42 ± 0.05 0.42 ± 0.07 0.64 ± 0.10
[O III] λ4363 ... ± ... ... ± ... ... ± ... 0.40 ± 0.08 0.32 ± 0.02 0.22 ± 0.02 0.22 ± 0.03 0.19 ± 0.03 ... ± ... ... ± ...
He II λ4686 ... ± ... ... ± ... ... ± ... 0.44 ± 0.07 0.49 ± 0.03 0.50 ± 0.03 0.51 ± 0.04 0.46 ± 0.03 0.40 ± 0.03 ... ± ...
[Ar IV] λ4711 ... ± ... ... ± ... ... ± ... ... ± ... 0.07 ± 0.01 0.11 ± 0.01 0.12 ± 0.02 0.10 ± 0.01 ... ± ... ... ± ...
[Ar IV] λ4740 ... ± ... ... ± ... ... ± ... ... ± ... 0.12 ± 0.01 0.11 ± 0.01 0.12 ± 0.02 0.07 ± 0.01 ... ± ... ... ± ...
Hβ λ4861 1.00 ± 0.13 1.00 ± 0.11 1.00 ± 0.38 1.00 ± 0.13 1.00 ± 0.05 1.00 ± 0.05 1.00 ± 0.04 1.00 ± 0.05 1.00 ± 0.04 1.00 ± 0.08
[O III] λ4959 5.02 ± 0.69 4.00 ± 0.52 4.84 ± 2.12 4.57 ± 0.73 4.32 ± 0.27 4.40 ± 0.28 4.72 ± 0.29 4.52 ± 0.39 4.53 ± 0.23 5.36 ± 0.59
[O III] λ5007 14.53 ± 2.02 11.44 ± 1.59 11.93 ± 5.60 12.02 ± 2.15 12.90 ± 0.81 13.53 ± 0.88 13.93 ± 0.80 13.53 ± 1.15 13.17 ± 0.73 16.07 ± 1.59
[O I] λ6300 ... ± ... ... ± ... ... ± ... 0.38 ± 0.21 0.26 ± 0.02 0.17 ± 0.02 0.18 ± 0.02 ... ± ... ... ± ... ... ± ...
[S III] λ6312 ... ± ... ... ± ... ... ± ... 0.04 ± 0.03 0.05 ± 0.01 0.05 ± 0.01 0.06 ± 0.01 ... ± ... ... ± ... ... ± ...
[O I] λ6363 ... ± ... ... ± ... ... ± ... 0.12 ± 0.07 0.09 ± 0.01 0.07 ± 0.01 0.05 ± 0.00 ... ± ... ... ± ... ... ± ...
[Fe X] λ6375 ... ± ... ... ± ... ... ± ... 0.29 ± 0.17 0.26 ± 0.03 0.16 ± 0.02 0.06 ± 0.00 ... ± ... ... ± ... ... ± ...
[N II] λ6548 0.67 ± 0.22 0.57 ± 0.11 0.89 ± 0.92 0.69 ± 0.43 0.59 ± 0.06 0.42 ± 0.06 0.47 ± 0.04 0.57 ± 0.14 0.63 ± 0.17 ... ± ...
Hα λ6563 2.90 ± 0.84 2.85 ± 0.44 2.91 ± 2.95 2.91 ± 1.85 2.90 ± 0.27 2.53 ± 0.38 2.69 ± 0.25 2.32 ± 0.55 2.26 ± 0.58 2.57 ± 0.38
[N II] λ6584 1.92 ± 0.55 2.35 ± 0.37 2.06 ± 2.12 1.82 ± 1.20 1.51 ± 0.17 1.25 ± 0.19 1.27 ± 0.11 1.49 ± 0.36 1.56 ± 0.41 1.71 ± 0.26
[S II] λ6716 ... ± ... ... ± ... 0.48 ± 0.54 0.33 ± 0.24 0.28 ± 0.03 0.22 ± 0.03 0.27 ± 0.03 0.33 ± 0.09 0.49 ± 0.14 0.53 ± 0.09
[S II] λ6731 ... ± ... ... ± ... 0.47 ± 0.52 0.41 ± 0.31 0.37 ± 0.04 0.32 ± 0.05 0.35 ± 0.03 0.40 ± 0.11 0.59 ± 0.17 0.53 ± 0.14
E(B-V) 0.61 ± 0.12 0.00 ± 0.10 0.70 ± 0.80 0.88 ± 0.15 0.40 ± 0.05 0.00 ± 0.13 0.00 ± 0.07 0.00 ± 0.21 0.00 ± 0.23 0.00 ± 0.11
Note. — Same as in Table 1 with line ratios corrected for galactic extinction using a galactic reddening curve (Savage & Mathis 1979). The
Hα/Hβ ratios were fixed at 2.90 and negative E(B-V) values were set to zero. Error bars are the quadrature sum of the fractional flux uncertainty
in Hβ and each respective line along with the reddening uncertainty. “†” indicates a row with secondary correction to the reddening (§3.3); original
values for +0.′′15 and +0.′′25 were E(B-V) = 1.42 ± 0.12 and 0.82 ± 0.37, respectively.
Ramos Almeida et al. 2009a), although some studies have
found evidence of recent star formation within the inner
few hundred pc (Riffel et al. 2006, 2007; Diniz et al. 2017).
To quantify any absorption, we measured the equivalent
width (EW) of Hβ by comparing the integrated line flux
to the surrounding continuum level. For most nuclear
extractions (r < 0.′′5) we measured EWs > 30 A˚. For po-
sitions +0.′′15 through +0.′′46 we found EWs ≈ 6− 12 A˚,
indicating possible absorption at the ≤ 10% level. These
studies and measurements, together with a lack of visi-
ble absorption in the higher order Balmer lines, suggests
that stellar absorption is a minor secondary affect. For
positions +0.′′15 and +0.′′25 we used the Hα/Hγ ratios
to calculate the extinction values for the blue spectrum
to obtain more physically realistic line ratios to compare
with our models. The shortest wavelength lines such as
[O II] and [Ne V] at these two positions retain a minor
residual over correction.
Mass Outflows in the NLR of Mrk 573 7
Fig. 4.— BPT ionization diagrams for [N II], [S II], and [O I] for all measurements within 2′′ of the nucleus. HST STIS and APO
DIS points are in blue and orange circles, respectively. Further extended emission also shows AGN ionization (Fischer et al. 2017). The
demarcation lines for distinguishing ionization mechanisms are from Kewley et al. (2001, 2006); Kauffmann et al. (2003).
3.4. Emission Line Diagnostics
The dereddened line ratios allow us to limit our model
parameter ranges by constraining the abundances, ion-
ization, temperature, and density of the gas at each loca-
tion. We ultimately used these diagnostics to extrapolate
a density law to larger distances where there are not suf-
ficient emission lines to create detailed photoionization
models.
3.4.1. Ionization
To properly model the NLR, we confirmed that
our HST and APO spectra, which have vastly differ-
ent spatial resolutions and slit widths, both sample
completely AGN ionized gas using Baldwin–Phillips–
Terlevich (BPT) diagrams shown in Figure 4 (Baldwin et
al. 1981; Veilleux & Osterbrock 1987). These diagrams
exploit ratios of emission lines with small wavelength sep-
arations to avoid the effects of extinction. Specifically,
the ratio of [O III] λ5007/Hβ λ4861 compared to [N II]
λ6584, [S II] λλ6716, 6731, and [O I] λ6300, relative to
Hα λ6563.
These tests indicate that all of the NLR gas partic-
ipating in the outflow is ionized by the central AGN,
in agreement with previous findings (Unger et al. 1987;
Kraemer et al. 2009; Schlesinger et al. 2009; Fischer et
al. 2017). All of the line ratios fall in the AGN/Seyfert
regions of the diagrams using the explored separation cri-
teria (Kewley et al. 2001, 2006; Kauffmann et al. 2003,
see also Stasin´ska et al. 2006; Schawinski et al. 2007; Kew-
ley et al. 2013a,b; Mele´ndez et al. 2014; Ba¨r et al. 2017).
[S II] arises from low ionization gas, and we interpret the
points near the AGN/LINER border as emission from
gas that is subject to a partially absorbed, or “filtered”,
ionizing spectrum, as discussed in §5.1.
In addition, He II λ4686/Hβ λ4861 is useful for con-
straining the column density of the gas (NH cm
−2). As
radiation propagates through the NLR gas, both emis-
sion lines strengthen until He II ionizing photons (E >
54.4 eV) are exhausted. As a result, He II/Hβ is ∼ 1 in
optically thin (matter-bounded) gas and reduces to ∼ 0.2
in optically thick (radiation-bounded) gas, with the ex-
act values dependent on the SED. Intermediate values
indicate a mixture of these cases and are representative
of our ratios in Table 2.
3.4.2. Abundances
Elemental abundances play an important role in deter-
mining the heating and cooling balance within the gas
and are determined by the true abundances and the frac-
tion of each element trapped in dust grains. NLR abun-
dances are typically solar or greater, but are observed to
vary between objects over the range Z ≈ 0.6 − 1.8 Z⊙
(Storchi-Bergmann et al. 1998b; Hamann & Ferland 1999;
Nagao et al. 2006; Dors et al. 2014, 2015; Castro et al.
2017).
We determined the abundances of elements across the
NLR of Mrk 573 by first finding the abundance of oxy-
gen and then scaled other elements by that factor. We
adopt solar abundances (Z⊙) from Asplund et al. (2009),
which lists oxygen as Log(O/H)+12 = 8.69. For Mrk
573 we determined the oxygen abundance using equa-
tions 2 and 4 from Storchi-Bergmann et al. (1998b) and
Castro et al. (2017), respectively, which compare the ra-
tios of strong emission lines in the spectra. These yield
a mean oxygen abundance of Log(O/H)+12 = 8.78, or
Z = 1.29 ± 0.26 Z⊙. The distributions are shown in
Figure 5, with errors propagated from the individual un-
certainties in the equations. This result neglects a minor
density-dependent correction that would decrease points
near the nucleus and increase outer points by ≤ 0.04 dex.
This abundance is in excellent agreement with the
global NLR value found by Dors et al. (2015) and Castro
et al. (2017) for Mrk 573. Other relationships in Storchi-
Bergmann et al. (1998b) and Dors et al. (2015) yielded
higher and lower abundances, respectively, and were not
included due to their sensitivities to the ionizing spec-
trum and temperature, as discussed in those papers.
From this result we adopted a NLR metallicity of
Z ≈ 1.3 Z⊙ for all elements, with nitrogen scaled by Z
2
as it is enhanced by secondary nucleosynthesis processes
(Hamann et al. 2002; Nagao et al. 2006).
3.4.3. Temperature
Density sensitive line ratios that are useful for deter-
mining masses also exhibit a weak temperature depen-
dence that must be accounted for to derive accurate den-
sities (Osterbrock & Ferland 2006; Draine 2011). The
strongest indicator of the electron density (ne cm
−3) in
our data is the [S II] λλ6716/6731 ratio. We employed
the available temperature dependent ratio of [O III]
λλ4363/5007 that may come from hotter gas and scaled
it to derive a temperature of the [S II] gas (Wilson et al.
1997). The measured [O III] ratios and photoionization
model predictions are shown in Figure 6.
The temperature sensitive [O III] line ratio only
changes appreciably due to density affects for ne > 10
4
cm−3 as [O III] λ5007 begins to be collisionally sup-
pressed. For the APO DIS data the observed [S II]
λλ6716/6731 ratios do not drop below 0.5, indicating
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Fig. 5.— Oxygen abundance as a function of distance from the
nucleus using the methods of Storchi-Bergmann et al. (1998b) and
Castro et al. (2017) in black circles and gray squares, respectively,
for the HST STIS data. The lower and upper dotted green lines
represent one and two times solar abundance values, respectively.
SE is to the left and NW is to the right.
ne < 10
4 cm−3 over any range of temperatures typically
seen in NLRs, so we derived temperatures from [O III]
in the low density limit.
We calculated Cloudy (Ferland et al. 2013) photoion-
ization models over a wide range of parameters and found
the mean [S II] temperature to be ∼ 0.18 − 0.25 dex
cooler than the mean [O III] emitting gas. We adopted
the upper end of this range for scaling because the [S II]
emissivity peaks deeper within a cloud as the gas begins
to become neutral. The uncertainty in this scaling from
model to model variation is ∼ 0.1 dex.
Using this procedure we determined the mean tem-
perature of T[O III] = 13, 500 ± 650 K for our APO
data (corresponding to an Hγ reddening-corrected flux
ratio of λ4363/λ5007 = 0.0175± 0.0017) and T[O III] =
13, 450 ± 750 K for the HST data. These values are
in excellent agreement with previous studies (Tsvetanov
& Walsh 1992; Spinoglio et al. 2000; Schlesinger et al.
2009). Adopting T[S II] = T[O III] − 0.25 dex we find
T[S II] = 7590±375 K, with uncertainties calculated from
the variation in the derived temperatures.
3.4.4. Density
We derived the electron density (ne cm
−3) at each lo-
cation using the observed [S II] λλ6716/6731 line ratios,
aforementioned temperature, and photoionization model
grids. Each ratio was matched to the closest grid value
and corresponding density, and the results are shown in
Figure 6. Errors were propagated from the original fit
residuals, temperature uncertainties, and grid step size.
We fit independent power laws to the density profiles in
either direction from the nucleus, with points beyond the
outflow (r > 1.′′7) not included in the fit. Interestingly,
the density profiles have shallow power law indexes with
ne ∝ r
−0.4 − r−0.6. This overall decreasing profile is
consistent with the previous study by Tsvetanov &Walsh
(1992); however, we derive a peak nuclear density that is
2–3× higher due to the lack of atmospheric smearing in
the high spatial resolution HST spectra. This is a clear
demonstration of the powerful selection effects that arise
in blended ground based observations.
Finally, within the NLR some elements heavier than
hydrogen will contribute more than one electron per nu-
clei, and the electron density will be higher than the hy-
drogen density. From models we adopt the conversion
nH = 0.85× ne (Crenshaw et al. 2015).
Fig. 7.— Top: A portion of the HST WFPC2 [O III] image
with overlaid elliptical semi-annuli representing rings of constant
distance from the nucleus in black. The color bar gives fluxes in
units of 10−15 erg s−1 cm−2. Bottom: The azimuthally summed
[O III] semi-annuli fluxes; SE is to the left and NW is to the right.
Typical errors are smaller than the size of the points.
4. IMAGE ANALYSIS
To account for the NLR mass outside of our spectral
slit observations, we employ [O III] imaging and use the
physical quantities derived from the spectra and models
to convert [O III] fluxes to mass at each point along the
NLR. Here we improve on the methodology of Crenshaw
et al. (2015) by dividing the NLR in half, which is neces-
sary due to the asymmetry of the velocity laws and NLR
flux distribution on either side of the nucleus.
We determined the total [O III] flux as a function of
distance from the nucleus by analyzing an HST WFPC2
[O III] image of Mrk 573 using the Elliptical Panda rou-
tine within the SAOImage DS9 image software (Joye &
Mandel 2003). We constructed a series of concentric semi-
ellipses centered on the nucleus with spacings equal to the
spatial sampling of our extracted HST spectra (2 pixels,
or 0.′′10156). The ellipticity for each ring was calculated
based on our adopted inclination of 38◦ via b/a = cos(i),
where a and b are the major and minor axis lengths,
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Fig. 6.— Top left: The theoretical behavior of the [O III] λλ4363/5007 line ratio as a function of temperature for several densities
calculated using Cloudy. Bottom left: The derived temperature of the [O III] emitting gas for the HST STIS and APO DIS data sets
in blue and orange circles, respectively. The mean of T[O III] = 13, 500 ± 650 K was calculated for all points within ±1.
′′7 of the nucleus.
Top right: The theoretical conversion of the [S II] λλ6716/6731 ratios to electron density for several temperatures calculated using Cloudy.
Bottom right: The derived [S II] densities and power law fits with SE to the left and NW to the right.
respectively. A portion of the [O III] image with over-
laid semi-annuli and the resulting azimuthally summed
flux profile are shown in Figure 7. Errors were calcu-
lated from line-free regions in the image, and we derived
σ ≈ 2 · 10−17 erg s−1 cm−2 pixel−1, in agreement with
that found by Schmitt et al. (2003a). The error in any
given annulus was calculated as
√
Npix ·σ, where Npix is
the number of pixels in the annulus. Typical fractional
errors are < 1%.
5. PHOTOIONIZATION MODELS
To accurately convert the [O III] image fluxes (Figure
7) to the amount of mass at each position in the NLR, we
created photoionization models that match the physical
conditions of the emitting clouds in our high spatial res-
olution HST STIS spectra. This is critical because the
emissivity of the gas will depend on the physical condi-
tions at each location, and detailed models are needed to
derive a scale factor between [O III] flux and mass. To
model our dereddened line ratios (Table 2), we employed
the Cloudy photoionization code version 13.04 and all
hotfixes (Ferland et al. 2013).
5.1. Input Parameters
To create a physically consistent model, Cloudy must
be able to determine the number and energy distribution
of photons striking the face of a cloud of known composi-
tion and geometry. The first of these is described by the
ionization parameter (U), which is a ratio of the number
of ionizing photons to the number of atoms at the face of
the cloud, and is given by (Osterbrock & Ferland 2006,
§13.6)
U =
1
4pir2nHc
∫ ∞
ν0
Lν
hν
dν, (5)
where r is the radial distance of the emitting cloud from
the AGN, nH is the hydrogen number density cm
−3, and
c is the speed of light. The integral represents the num-
ber of ionizing photons s−1 emitted by the AGN, Q(H),
across the spectral energy distribution (SED). Specifi-
cally, Q(H) =
∫∞
ν0
(Lν/hν)dν, where Lν is the luminosity
of the AGN as a function of frequency, h is Planck’s con-
stant, and ν0 = 13.6eV/h is the ionization potential of
hydrogen (Osterbrock & Ferland 2006, §14.3). 12
For our SED we adopted the broken power law of Krae-
mer et al. (2009), with Lν ∝ ν
α and α = −1.0 for energies
< 13.6 eV, α = −1.5 for 13.6 eV ≤ hν < 0.5 keV, and
12 Within the X-ray community the ionization parameter is fre-
quently described by ξ = Li/nHr
2, where Li is the radiation energy
density between 1 and 1000 Rydbergs (13.6 eV–13.6 keV). A close
approximation for typical Seyfert power law SEDs is Log(U) =
Log(ξ) – 1.5 (Crenshaw & Kraemer 2012).
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Fig. 8.— A portion of the intrinsic and transmitted SEDs for
different absorber column densities, with Log(NH) = 21.50− 21.60
best matching the observations.
α = −0.8 for energies above 0.5 keV, with low and high
energy cutoffs at 1 eV and 100 keV, respectively. Krae-
mer et al. (2009) determined Q(H) ≈ 6 · 1054 photons
s−1, similar to earlier studies (Wilson et al. 1988).
With this ionizing photon luminosity it is difficult to
explain the presence of strong low ionization lines such
as [S II] at small distances from the nucleus that form
at low ionization parameters ∼ log(U) = –3. In order to
maintain physical continuity in Equation 5 the resulting
densities would be much higher than the critical density
of [S II], and these lines would be collisionally suppressed.
Two possible explanations are that either the gas is high
out of the NLR plane and only close to the nucleus in
projection, or that some of the NLR gas is exposed to
a heavily filtered continuum where much of the ionizing
flux has been removed by a closer in absorber (Ferland
& Mushotzky 1982; Binette et al. 1996; Alexander et al.
1999; Collins et al. 2009; Kraemer et al. 2009). Our pre-
vious studies concluded that the NLR material is approx-
imately coplanar with the host disk (Fischer et al. 2017),
and we adopt the later explanation that was successfully
modeled by Kraemer et al. (2009). Using a filter with
Log(U) = –1.50 the best fitting column densities for the
absorber were Log(NH) = 21.50–21.60 cm
−2, similar to
Kraemer et al. (2009).
To fully model the gas, we use multiple components
with different ionization states, which we refer to as
“HIGH”, “MED” and “LOW” ION ionization compo-
nents. The HIGH and MED ION components were di-
rectly ionized by the AGN SED, while the LOW ION
component was calculated using the filtered SED. The
intrinsic SED and filtered continua for several absorber
column densities are shown in Figure 8.
The composition of the gas is specified by the abun-
dances, dust content, and corresponding depletions of cer-
tain heavy elements out of gas phase into dust grains. We
adopt abundances of ∼ 1.3 Z⊙, as determined in §3.4.2.
The inclusion of dust is important, as it removes coolants
from the gas and contributes to photoelectric heating
(van Hoof et al. 2001, 2004; Weingartner & Draine 2001;
Draine 2003, 2011; Weingartner et al. 2006; Kru¨gel 2008).
In more highly ionized gas, strong iron emission indi-
cates the gas is primarily dust free (Nagao et al. 2003).
In addition, we examined the International Ultraviolet
Explorer (IUE) spectrum of Mrk 573 (MacAlpine 1988).
The IUE aperture encompasses a large portion of the
NLR such that the spectrum is heavily weighted toward
the denser gas that is emitting most efficiently. Nonethe-
less, MacAlpine (1988) reports Lyα/C IV λ1549 = 8.0.
Our dusty models predict this ratio to be ∼ 0.6 for a
typical HIGH ION component, while for a dust free and
optically thin model, it is ∼ 7. This indicates dust free
gas, as there is little to no suppression of Lyα, and was
further motivation to adopt a dust free HIGH ION com-
ponent. From previous studies a dust content of approx-
imately half the levels seen in the ISM reproduce the
observed medium and low ionization lines seen in the
spectra (Collins et al. 2009; Kraemer et al. 2009), and
we adopt that for MED and LOW ION.
The exact logarithmic abundances relative to hydrogen
by number for dust free models are: He = -1, C = -3.47,
N = -3.92, O = -3.17, Ne = -3.96, Na = -5.76, Mg = -4.48
Al = -5.55, Si = -4.51, P = -6.59, S = -4.82, Ar = -5.60,
Ca = -5.66, Fe = -4.40, and Ni = -5.78. For models with
a dust level of 0.50 relative to the ISM, we accounted for
the depletion of certain heavy elements onto graphite and
silicate grains. Nitrogen is not depleted, as it is deposited
onto ice mantles in grains that dissociate in the NLR
(Seab & Shull 1983; Snow & Witt 1996; Collins et al.
2009). The logarithmic abundances relative to hydrogen
by number for these dusty models are: He = -1, C =
-3.59, N = -3.92, O = -3.21, Ne = -3.96, Na = -5.76,
Mg = -4.74, Al = -5.81, Si = -4.76, P = -6.59, S = -
4.82, Ar = -5.60, Ca = -5.92, Fe = -4.66, and Ni = -6.04.
We consider only the effects of the default atomic data
within Cloudy on our predictions (see, e.g. Juan de Dios
& Rodr´ıguez 2017; Laha et al. 2017 for discussions).
5.2. Model Selection
With these input parameters, we ran grids of models
over a range of ionization parameters for each location
along the slit located a distance r from the nucleus. From
Equation 5 the only unknown quantities are U and nH,
so for each U we solved for the corresponding density to
maintain physical continuity. If U and nH are allowed
to vary independently, then the corresponding distance
r would be incorrect. The number density of the LOW
ION component was constrained to a small range encom-
passing typical errors around the power law fits in Figure
6, while a range of densities were explored for the HIGH
and MED ION components, as they are less constrained.
Using the limits from our diagnostics in §3, we explored
a range of parameters for number and column density,
column density of the filter, and number of components.
We then add fractional combinations of the multiple com-
ponents to create a final composite model that matches
the total observed Hβ luminosity.
To determine the best fit model at each location, we
employed a simple numerical scheme that computed the
model line ratios for all possible fractional combinations
of our HIGH, MED, and LOW ION components across
our range of parameters. No assumptions were made
about the number of components, and the technique
could find that one, two, or three components was a
best fit to the observations. Model/dereddened line ra-
tios were calculated for each composite model, with an
ideal match having a ratio of one.
Our criteria for a successful fit were the following. The
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TABLE 3
Cloudy Model Input Parameters
Distance Comp Ionization Column Number Dust Input
from ION Parameter Density Density Content SED
Nucleus Name Log(U) Log(NH) Log(nH) Relative Type
(arcsec) (unitless) (cm−2) (cm−3) to ISM (I/F)
(1) (2) (3) (4) (5) (6) (7)
0.46 High -0.70 21.90 2.44 0.0 I
0.46 Med -1.40 21.60 3.14 0.5 I
0.46 Low -2.83 22.10 2.20 0.5 F
0.36 High -1.20 21.30 3.16 0.0 I
0.36 Med -1.50 21.00 3.46 0.5 I
0.36 Low -2.82 21.80 2.40 0.5 F
0.25 High -1.10 19.70 3.37 0.0 I
0.25 Med -1.50 21.30 3.77 0.5 I
0.25 Low -2.70 22.00 2.60 0.5 F
0.15 High -0.60 22.00 3.32 0.0 I
0.15 Med -1.40 20.20 4.12 0.5 I
0.15 Low -1.82 21.80 3.70 0.5 F
0.05 High -0.70 19.80 4.37 0.0 I
0.05 Med -1.40 21.40 5.07 0.5 I
0.05 Low -2.61 22.60 3.90 0.5 F
-0.05 High -1.10 22.20 4.77 0.0 I
-0.05 Med -1.60 20.20 5.27 0.5 I
-0.05 Low -0.96 22.70 3.80 0.5 F
-0.15 High -0.70 20.10 3.42 0.0 I
-0.15 Med -1.70 20.20 4.42 0.5 I
-0.15 Low -1.92 21.70 3.80 0.5 F
-0.25 High ... ... ... ... I
-0.25 Med -1.80 20.20 4.07 0.5 I
-0.25 Low -2.16 21.60 3.60 0.5 F
-0.36 High -0.60 19.80 2.56 0.0 I
-0.36 Med -1.70 21.90 3.66 0.5 I
-0.36 Low -2.48 21.72 2.80 0.5 F
-0.46 High -0.70 21.90 2.44 0.0 I
-0.46 Med -1.40 21.50 3.14 0.5 I
-0.46 Low -2.83 22.10 2.20 0.5 F
Note. — The Cloudy photoionization model input parameters.
The columns are: (1) position, (2) component name, (3) log10
ionization parameter, (4) log10 column density, (5) log10 number
density, (6) dust fraction relative to ISM, and (7) the implemented
SED (Intrinsic/Filtered, see §5.1). The ionization parameters for
LOW ION models are computed by Cloudy using the filtered SED.
sensitive diagnostics lines of [O III], [N II], and [S II]
must match the observations to within 30%. In addition,
the column density sensitive He II λ4686 line ratios must
match within 10%. Furthermore, we imposed the limits
that all remaining lines must match their predicted value
within a factor of five, and the global model/dereddened
ratios must center on a mean of unity to within 20%.
In cases where a position was well matched by two or
more similar models, we chose the composite model that
best matched the strong emission lines and those sensi-
tive to column density, as these should provide the most
realistic mass determination. For all but one position
(−0.′′25) three components produced the best fit. The
best fit absorber column density was Log(NH) = 21.50 for
positions +0.′′15, −0.′′05, −0.′′15, and−0.′′25, and Log(NH)
= 21.60 for all other positions. The input and output pa-
rameters for these best fit models are given in Tables
3 and 4, respectively. The final predicted emission line
ratios from all components weighted by their fractional
contributions are given in Table 5.
5.3. Model Comparison to the Observations
The comparison between our dereddened and model
emission line ratios is shown in Figure 9. The dashed
unity line indicates an exact match, and all points be-
tween the dotted lines represent agreement to within bet-
ter than a factor of three. A variety of factors contribute
to the deviations of each line from an exact match, in-
TABLE 4
Cloudy Model Output Parameters
Distance Comp Fraction Log(FHβ) Cloud Cloud Cloud
from ION of Total Model Surface Model Model
Nucleus Name Model Flux Area Thickness Depth
(arcsec) (cgs) (pc2) (pc) (pc)
(1) (2) (3) (4) (5) (6) (7)
0.46 High 0.10 -0.80 39. 9.3 0.6
0.46 Med 0.65 -0.47 120. 0.9 1.7
0.46 Low 0.25 -1.51 502. 25.7 7.2
0.36 High 0.30 -0.60 18. 0.4 0.3
0.36 Med 0.45 -0.58 26. 0.1 0.4
0.36 Low 0.25 -1.39 93. 8.1 1.3
0.25 High 0.20 -2.00 1618. <0.1 23.1
0.25 Med 0.50 0.08 33. 0.1 0.5
0.25 Low 0.30 -1.02 252. 8.1 3.6
0.15 High 0.25 0.15 103. 1.6 1.5
0.15 Med 0.15 -0.76 498. <0.1 7.1
0.15 Low 0.60 -0.03 374. 0.4 5.3
0.05 High 0.25 -1.01 2057. <0.1 29.4
0.05 Med 0.60 1.43 18. <0.1 0.3
0.05 Low 0.15 0.57 33. 1.6 0.5
-0.05 High 0.55 1.82 2. 0.1 <0.1
-0.05 Med 0.30 0.40 26. <0.1 0.4
-0.05 Low 0.15 0.70 7. 2.6 0.1
-0.15 High 0.05 -1.66 311. <0.1 4.4
-0.15 Med 0.45 -0.42 164. <0.1 2.3
-0.15 Low 0.50 -0.02 71. 0.3 1.0
-0.25 High 0.00 ... ... ... ...
-0.25 Med 0.40 -0.75 177. <0.1 2.5
-0.25 Low 0.60 -0.42 124. 0.3 1.8
-0.36 High 0.25 -2.85 6173. 0.1 88.2
-0.36 Med 0.60 -0.10 26. 0.6 0.4
-0.36 Low 0.15 -1.35 117. 2.7 1.7
-0.46 High 0.05 -0.80 3. 9.3 <0.1
-0.46 Med 0.70 -0.48 21. 0.7 0.3
-0.46 Low 0.25 -1.51 81. 25.7 1.2
Note. — The best fitting Cloudy model output parameters.
The columns are: (1) position, (2) component name, (3) fraction
of model contributing to the final Hβ luminosity, (4) log10 Hβ
model flux (erg s−1 cm−2), (5) surface area of the emitting gas,
(6) gas cloud thickness (NH/nH), and (7) depth into the plane of
the sky.
cluding a poor gaussian fit, low S/N, accuracy of atomic
data, and the accuracy of our multi-component models.
Here we discuss deviations greater than a factor of three
within errors for the important diagnostic lines at each
position.
The positions at larger radial distances from the nu-
cleus (±0.′′46, ±0.′′36, ±0.′′25) all show excellent agree-
ment between the observations and models. The appar-
ent under-prediction of lines in the blue at +0.′′46, +0.′′25,
and +0.′′15 is indicative of the residual over-extinction
correction discussed in §3.3. As the ratios are over-
corrected by a factor of ∼ 1.5− 2, their apparent under-
prediction by a similar factor indicates a good fit. The
large errors in the red at +0.′′25 and +0.′′15 are due to
the large reddening uncertainties (§3.3).
For positions at small radial distances from the nu-
cleus (±0.′′15 and ±0.′′05) with up to 28 emission lines, we
also find excellent agreement between the observations
and models. The sole exception is the over-prediction
of the neutral oxygen doublet [O I] λλ6300,6363. For
these positions, we explored using less stringent criteria
on [O III], [N II], [S II], and He II, which decreased the
over-prediction from ∼ 4.5 times to ∼ 3.8 times, at the
expense of other line fits.
The collisionally excited [O I] emission line is strongest
in the neutral zone of a cloud, and is sensitive to the tem-
perature (Kraemer et al. 2000a) and gas turbulence (Moy
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Fig. 9.— The composite Cloudy model line ratios divided by the dereddened values for each position. The dashed unity lines indicate an
exact match, while the dotted lines are factor of three difference intervals (tick marks are logarithmically spaced for even ratio distributions
above and below the unity line). Points above the unity line are over-predicted by the models, while points below the unity line are
under-predicted. Lines with no data point were too weak to measure at that location.
& Rocca-Volmerange 2002). This may indicate an excess
of X-rays transmitted by the absorbing filter, increasing
the temperature in the neutral zone. Because the extrac-
tion bin is ∼ 0.′′1x0.′′2 (2x4 pixels, ∼ 36x72 pc) some of
the lower ionization material could be slightly offset from
the peak [O III] emission, but still within the spectral ex-
traction bin, as seen in Mrk 3 (Collins et al. 2009). As
the centers of these two extractions are just ∼18 pc from
the nucleus, the X-ray flux could be artificially high if
the material is located toward the extremes of the bins.
Given the excellent agreement of all other diagnostic lines
at these locations, we opted against further fine tuning.
Our multi-component photoionization models are con-
sistent with pure AGN ionization from the central source.
As noted by others (Schlesinger et al. 2009), we do not see
any evidence for shock ionization in the outflow regions
(see, e.g. Schlesinger et al. 2009; Maksym et al. 2016,
2017; Terao et al. 2016, and references therein for dis-
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Fig. 10.— Left: The derived scale factor at each location for converting [O III] image fluxes to mass. The mean is indicated by the
green dashed line. Middle: The derived mass profile in units of 105M⊙ across the NLR. Right: The calculated mass outflow rates before
azimuthal summation. The HST STIS and APO DIS data are in blue and orange, respectively. SE is to the left and NW is to the right.
cussions on shocks). Our composite models qualitatively
agree with the IUE UV line ratios, indicating that we
are likely encompassing a significant portion of the UV
emitting gas in our models and resulting outflow rates.
5.4. Physical Implications of the Models
Using our models, we derived several physical quanti-
ties at each position that are given in Table 4. First, there
is the surface area of the emitting clouds (A = LHβ/FHβ).
Next, we confirmed that the physical thicknesses of the
clouds (NH/nH) were smaller than our bin size to en-
sure they fit within the slit extraction (2 pixels). Finally,
we calculated the summed depths of the clouds into the
plane of the sky by dividing the cloud area by the pro-
jected slit width (∼ 70 pc), to verify they were smaller
than the scale height of the disk and ionizing bicone.
It is important to note that each component may not
be co-located within the extraction bin, as the emission
is spread across 0.′′2 (4 pixels) in the spectral direction
(Collins et al. 2009).
6. CALCULATIONS
We calculate the mass at each point along the HST
STIS slit using the extinction-corrected Hβ and Cloudy
model Hβ fluxes. For our multi-component models, the
mass in each photoionized component is calculated sepa-
rately by dividing up the Hβ luminosity in each compo-
nent, and then they are summed.
6.1. Ionized Mass in the Slit
The ionized gas mass in each slit extraction (Mslit) for
a given Hβ luminosity is given by (Peterson 1997; Cren-
shaw et al. 2015)
Mslit = NHµmp
(
L(Hβ)
F (Hβ)m
)
, (6)
where NH is the total model hydrogen column density
(predominantly ionized, with only trace amounts of neu-
tral and molecular phases), µ is the mean mass per pro-
ton (∼ 1.36 for solar, ∼ 1.40 for our abundances), mp
is the mass of a proton, F (Hβ)m is the Hβ model flux,
and L(Hβ) is the luminosity of Hβ calculated from the
observed flux and distance. That is,
L(Hβ) = 4piD2F (Hβ)i, (7)
where D is the distance to the galaxy and F (Hβ)i is
the intrinsic flux corrected for extinction at each point
(§3.3). Conceptually, Equation 6 determines the area of
the emitting clouds through the ratio of the luminosity
and flux, and then multiplies this by the column density,
or projected number of particles per unit area, to yield
the total number of particles. Multiplying this by the
mean mass per particle gives the total ionized mass.
6.2. Ionized Mass Profile from [O III] Imaging
These calculations yield a direct conversion between
the luminosity of the Hβ emission line and the ionized
gas mass, specifically, the number of Hβ photons emitted
per unit mass at a given density. If high quality Hβ
emission line imaging of the NLR were available, then
those fluxes and our model densities could be used to
directly calculate the gas mass at all spatial locations.
For Mrk 573, only high spatial resolution [O III] imaging
is available. The flux of Hβ and [O III] are related simply
by the [O III]/Hβ ratio, and thus the mass per unit Hβ
luminosity is also proportional to the observed [O III]
flux within a scale factor. Specifically,
S =
(
MslitnH
Fλ5007
)
, (8)
whereMslit is the ionized mass in the slit calculated from
Equation 6, nH is the fractional weighted mean hydrogen
number density (cm−3) for all components, and Fλ5007
is the extinction-corrected [O III] emission line flux from
our spectra. We take an average value of the scale fac-
tors from each location (Figure 10), which exhibit some
scatter due to variations in the [O III]/Hβ ratios across
the NLR. This scale factor allows us to derive masses
from observed [O III] image fluxes rather than Hβ lumi-
nosities. The total ionized mass for a given image flux is
then
Mion = S
(
F[O III]
nH
)
. (9)
For this analysis, F[O III] is the flux in each image semi-
annulus of width δr (Figure 7) and nH is the hydrogen
number density.
The calculated scale factors are shown in Figure 10.
The mean scale factor is S = 1.25±0.14×1021 M⊙ cm
−1
erg−1 s, and the 1σ error corresponds to a fractional
uncertainty of 11.3%. For position −0.′′36 the calculated
scale factor was > 3σ from the mean, possibly due to an
anomalous corrected Hβ flux, and was replaced with a
mean value. The scale factor uncertainty in Crenshaw et
al. (2015) was calculated using a standard error, while
we have adopted the standard deviation. This can result
in larger fractional errors for the mass outflow rates, but
should yield a more realistic estimate of the uncertainty
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TABLE 5
Predicted Cloudy Model Emission Line Ratios
Line 0.′′46 0.′′36 0.′′25 0.′′15 0.′′05 –0.′′05 –0.′′15 –0.′′25 –0.′′36 –0.′′46
He II λ3203 0.15 0.28 0.17 0.19 0.21 0.19 0.23 0.18 0.18 0.14
[Ne V] λ3346 0.48 0.85 0.55 0.59 0.63 0.76 0.70 0.44 0.32 0.44
[Ne V] λ3426 1.32 2.32 1.50 1.63 1.73 2.09 1.91 1.20 0.87 1.22
[Fe VII] λ3586 0.22 0.36 0.30 0.43 0.40 0.31 0.23 0.11 0.29 0.17
[O II] λ3727 2.20 1.48 2.24 0.84 0.88 0.52 0.66 0.99 1.13 2.20
[Fe VII] λ3759 0.30 0.50 0.42 0.60 0.56 0.43 0.32 0.15 0.40 0.23
[Ne III] λ3869 1.56 0.95 1.36 1.42 1.56 1.36 1.20 1.21 1.13 1.62
He I λ3889 0.35 0.49 0.31 0.23 0.33 0.38 0.33 0.35 0.29 0.36
[Ne III] λ3969 0.63 0.45 0.57 0.59 0.63 0.58 0.53 0.53 0.50 0.65
[S II] λ4074 0.10 0.05 0.08 0.09 0.11 0.09 0.08 0.09 0.09 0.09
Hδ λ4102 0.26 0.26 0.26 0.27 0.26 0.26 0.27 0.26 0.26 0.26
Hγ λ4340 0.47 0.47 0.47 0.48 0.47 0.48 0.48 0.47 0.47 0.47
[O III] λ4363 0.25 0.25 0.19 0.20 0.37 0.30 0.20 0.19 0.17 0.26
He II λ4686 0.37 0.68 0.40 0.45 0.48 0.44 0.54 0.44 0.42 0.35
[Ar IV] λ4711 0.06 0.07 0.04 0.04 0.01 0.03 0.05 0.05 0.04 0.07
[Ar IV] λ4740 0.06 0.07 0.05 0.06 0.07 0.10 0.09 0.08 0.05 0.06
Hβ λ4861 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
[O III] λ4959 5.05 3.63 4.01 5.06 4.63 5.08 4.52 4.71 4.07 5.38
[O III] λ5007 15.21 10.93 12.07 15.23 13.94 15.28 13.61 14.17 12.24 16.19
[O I] λ6300 1.68 1.12 1.48 0.79 1.09 0.74 0.59 0.56 1.12 1.60
[S III] λ 6312 0.05 0.03 0.05 0.04 0.04 0.02 0.04 0.05 0.04 0.05
[O I] λ6363 0.54 0.36 0.47 0.25 0.35 0.23 0.19 0.18 0.36 0.51
[Fe X] λ6375 0.03 0.01 0.02 0.26 0.23 0.01 0.05 0.00 0.40 0.01
[N II] λ6548 0.76 0.62 0.79 0.48 0.41 0.25 0.40 0.44 0.60 0.74
Hα λ6563 2.88 2.84 2.86 2.83 2.82 2.82 2.82 2.85 2.81 2.88
[N II] λ6584 2.25 1.82 2.33 1.42 1.21 0.73 1.19 1.30 1.78 2.18
[S II] λ6716 0.72 0.39 0.50 0.32 0.22 0.17 0.23 0.33 0.57 0.68
[S II] λ6731 0.56 0.29 0.41 0.40 0.32 0.25 0.30 0.39 0.52 0.53
Note. — The predicted Cloudy emission line ratios for our final composite models with the fractional weightings of each component
given in Table 4. Cloudy version 13.04 does not predict O III λ3133.
at any individual point given the [O III]/Hβ variations
across the NLR.
Ideally our density law and resulting masses would
be determined from detailed photoionization models at
all locations along the NLR. However, at distances of
r > 0.′′5 from the nucleus, only the [O III] and Hα emis-
sion lines are strong enough to get reliable measurements
in our high spatial resolution HST data. This is due to
intrinsically lower fluxes further from the nucleus, in com-
bination with the PA of the HST slit that does not follow
the linear feature of bright emission line knots.
To obtain masses for r = 0.′′5 − 1.′′7 from the nucleus,
we derived a hybrid technique employing our scale factor
and then derived the gas density at each distance from
our power law fits to the [S II] lines in our APO DIS
data, as shown in Figure 6. The APO observations have
lower spatial resolution, but the wider slit encompasses
significantly more NLR emission. Our testing showed
that at distances of r ≥ 0.′′5 from the nucleus the ioniza-
tion state of the gas drops enough such that the density
derived from [S II] is approximately equal to that of a
multi-component model. In this way we were able to ex-
tend our mass outflow measurements from 175 pc to 600
pc.
Using our scale factor and the densities from our pho-
toionization models (for r < 0.′′5) and [S II] power law fits
(for r = 0.′′5− 1.′′7), we calculated the total mass in each
image semi-annulus from Equation 9. The NLR mass
profile is shown before (Figure 10) and after (Figure 11)
azimuthal summation. The bump in the mass profile be-
tween 500 and 600 pc is due to the partial inclusion of the
bright arc of emission in the southwest. The total mass of
ionized gas in the NLR for r < 1.′′7 is ∼ 2.2×106M⊙ with
∼ 10% of that contained in the HST spectral slit used to
create our photoionization models and scale factor.
6.3. Outflow Parameters
Finally, we calculate the mass outflow rates (M˙out) in
units of M⊙ yr
−1 at each position along the NLR using
M˙out =
(
Mv
δr
)
, (10)
where M is the semi-annular mass, v is the deprojected
velocity corrected for inclination and position angle on
the sky (§3.2), and δr is the deprojected width for each
extraction. Deprojecting the distances results in a bin
width that is 7.8% larger than the observed value; thus
each deprojected measurement spans δr ≈ 38.3 pc.
In addition to mass outflow rates, a variety of energetic
quantities can be determined, including kinetic energies,
momenta, and their flow rates. These quantites yield
information about the amount of AGN energy deposited
into the NLR. The kinetic energy is given by
E =
1
2
Moutv
2, (11)
The time derivative of this is the kinetic luminosity (also
referred to as the energy injection or flow rate),
LKE = E˙ =
1
2
M˙outv
2, (12)
where we only include contributions from pure radial out-
flow (a σv term is sometimes added to the energy bud-
get to account for gas turbulence). Finally, the momenta
(p =Moutv) and momenta flow rates (p˙ = M˙outv) are use-
ful quantities that can be compared to the AGN bolomet-
ric luminosity, as well as the photon momentum (L/c),
to quantify the efficiency of the NLR in converting radia-
tion from the AGN into the radial motion of the outflows
(Zubovas & King 2012; Costa et al. 2014).
We obtain a single radial profile for each quantity by
azimuthally summing the values derived for the SE and
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NW semi-annuli. The mass outflow rates prior to sum-
mation can be seen in Figure 10, with the asymmetry due
to the nature of the velocity laws and mass distributions.
7. RESULTS
7.1. Mass Outflow Rates & Energetics
In Figure 11 and Table 6 we present our mass out-
flow rates and energetics as functions of distance from
the nucleus for Mrk 573. We also show the results for
NGC 4151 from Crenshaw et al. (2015) for comparison.
Data are available in machine-readable form by request
to M.R. The outflow has a maximum radial extent of 600
pc from the nucleus and contains a total ionized gas mass
ofM ≈ 2.2×106M⊙. This mass is similar to other Seyfert
galaxies such as Mrk 3 (Collins et al. 2009). The total ki-
netic energy summed over all distances is E ≈ 5.1× 1054
erg.
The mass outflow rates rise to a peak value of M˙out ≈
3.4 ± 0.5 M⊙ yr
−1 at a distance of 210 pc from the
nucleus and then steadily decrease to zero at ∼ 600 pc,
which is the extent of our velocity law exhibiting outflow.
The kinematics at further distances are consistent with
rotation. The overall shapes of the profiles are a con-
volution of the velocity laws and mass profiles, exhibit-
ing minor fluctuations on top of the overall increasing
followed by decreasing trends. The dashed lines repre-
sent the mass outflow rates and energetics that would
be observed if the amount of mass in the central bin
(M ≈ 5.9 × 103M⊙) was allowed to propagate through
the velocity profile. At 210 pc where the outflow peaks,
this is ∼ 27 times smaller than the observed value, in-
dicating that the outflow is not a steady state nuclear
outflow, but that material is accelerated in-situ from its
local location in the NLR.
The mass profiles for the SE and NW semi-annuli (Fig-
ure 10) are asymmetric, such that their summed radial
mass outflow rates (Table 6) are not represented by a sim-
ple average of the velocity laws, but by a mass weighted
mean. The appropriate mean velocity profile is found by
solving Equation 10 with the final mass and mass out-
flow rates (Table 6). The mean velocity profile does not
reach the peak deprojected velocity of 1100 km s−1, as
the two halves of the velocity law peak at different radial
distances (Figure 3).
Compared to the AGN bolometric luminosity of Mrk
573, Log(Lbol) = 45.5± 0.6 erg s
−1 (Kraemer et al. 2009),
the peak kinetic luminosity reaches < 0.1% of Lbol, but
see also the discussion in §8.2. The momentum flow rate
can be compared to the photon momentum (L/c) of ion-
izing flux emanating from the AGN. The photon momen-
tum from the bolometric luminosity is p˙ ≈ 1.05 × 1035
Dyne, and the peak momentum flow rate is p˙ ≈ 2.5×1034
Dyne. Thus the peak outflow momentum rate is ∼ 25%
of the AGN’s photon momentum.
The outflow velocities trending to zero near the nucleus
naturally leads to small outflow rates at small radial dis-
tances. In Fischer et al. (2017) we found evidence of mul-
tiple high velocity (FWHM ∼ 1000 km s−1) kinematic
components near the nucleus using our high spatial reso-
lution Gemini Near-Infrared Field Spectrograph (NIFS)
observations. If the FWHM is taken to be a more rep-
resentative signature of the outflow velocities near the
nucleus, then the three innermost outflow rates would
increase to ∼ 2.2, 3.6, and 4.8 M⊙ yr
−1, respectively.
We also assumed that the NLR material is moving radi-
ally along the NLR major axis (PA = 128◦), rather than
the STIS slit PA. If this angle were used, the projection
effects would be more significant (ϕ = 12◦), with the
peak deprojected velocities reaching ∼ 2700 km s−1, and
the mass outflow rates would increase by a factor of ∼
2.48. From our modeling in Fischer et al. (2017), and the
typical observed velocities in Seyferts, we consider this
to be less probable and retain our conservative result.
Furthermore, we have neglected contributions to the
mass outflow rates and energetics from ablation of gas off
the spiral dust lanes at distances of 600–750 pc. Here the
kinematics are generally consistent with rotation; how-
ever, the [O III] and Hα velocity centroids show a system-
atic separation ∼ 100 km s−1 that is not seen at larger
radial distances. This separation is most likely due to
ablation of material off the faces of the ionized arcs in
rotation, and we do not include it in our results.
Finally, our assumptions about outflows and the spe-
cific velocity and density laws may not be accurate for
material outside of the nominal bicone, along the NLR
minor axis. If we restrict our semi-annuli to azimuthal
angles within the ionizing bicone, which has a large open-
ing angle (§8.1.1), the mass and outflow rates decrease
by ∼ 20%.
In the ENLR (r > 1.′′7), the density drops very slowly
and ne ≈ 150–200 cm
−3. Adopting this density range,
our scale factor, and extended [O III] image fluxes, we
find the ENLR mass is ∼ 6− 7×106 M⊙. Thus the mass
of the NLR+ENLR is ∼ 8 − 9×106 M⊙, indicating that
∼ 25% of the ionized gas exhibits outflow kinematics.
7.2. Comparison with NGC 4151
The mass outflows in Mrk 573 are significantly more
powerful than those in NGC 4151, as shown by the en-
ergetics in Figure 11. This is because the total ionized
NLR mass participating in the outflow is ∼ 2.2×106 M⊙
in Mrk 573, a factor of seven greater than NGC 4151’s
∼ 3×105 M⊙ (Crenshaw et al. 2015). Another notable
difference is the extent of the outflows, which reach ∼
600 pc in Mrk 573, but only ∼ 140 pc for NGC 4151.
These results can be understood by comparing the
physical properties of these two AGN. Mrk 573 has a
SMBH mass of Log(MBH) = 10
7.28 M⊙ (Woo & Urry
2002; Bian & Gu 2007), a bolometric luminosity of
Lbol ≈ 10
45.5 erg s−1, and a corresponding accretion rate
of m˙acc ≈ 0.44 M⊙ yr
−1 (assuming m˙acc = L/ηc
2 with
η = 0.1, Peterson 1997). For NGC 4151 these values are
Log(MBH) = 10
7.66 M⊙ (Bentz et al. 2006), Lbol ≈ 10
43.9
erg s−1, and m˙acc ≈ 0.013 M⊙ yr
−1. Thus despite the
similar SMBH masses in these two objects their bolomet-
ric luminosities and corresponding accretion rates differ
by ∼ 1.6 dex, yielding L/LEdd ≈ 0.75 for Mrk 573 and
L/LEdd ≈ 0.01 for NGC 4151.
Mrk 573 is releasing significantly more energy into the
NLR, allowing for higher velocity outflows containing
more mass that are driven to larger distances. Inter-
estingly, the masses, velocities, and extraction sizes con-
spire so both objects have peak outflow rates ∼ 3 M⊙
yr−1. For this reason, comparing the outflow energetics
between objects may be more insightful.
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Fig. 11.— From top left to bottom right are the azimuthally summed mass profiles, mass outflow rates, kinetic energy profiles, kinetic
energy outflow rates, momentum profiles, and momentum outflow rates for Mrk 573 and NGC 4151 (Crenshaw et al. 2015). The dashed
lines represent the profiles that would result from the mass in the center bin (M ≈ 5.9 × 103M⊙) traveling through the velocity profile.
The value at each distance is the quantity contained within that extraction bin of width δr = 38.3 pc.
8. DISCUSSION
8.1. Comparison with Global Outflow Rates
We refer to single value mass outflow rates that are
derived from mean conditions across the entire NLR as
“global” outflow rates. There are two common techniques
for obtaining global outflow rates. The first is to derive
a geometric model, typically an ionized bicone, and fill
it with material diluted by a filling factor to account for
clumpiness. The second converts the observed luminosity
of a hydrogen recombination line (e.g. Hβ, Pβ) to mass
based on a mass-luminosity scaling relationship. We ex-
amine our results in the context of these techniques to
explore systematics and uncertainties, and to compare
with other AGN in a broader framework.
8.1.1. Geometric Approach
The geometric approach can take the form M˙out =
2mpnevAf , where mp is the proton mass, ne is the elec-
tron density, v is the outflow velocity, A is the area of
the bicone, f is a volume filling factor, and the factor
of two accounts for two symmetric bicones (e.g. Mu¨ller-
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TABLE 6
Radial Mass Outflow and Energetic Results
Distance Velocity Mass M˙ Energy E˙ Momentum P˙
(pc) (km s−1) (105 M⊙) (M⊙ yr−1) (1053 erg) (1041 erg s−1) (1046 dyne s) (1034 dyne)
(1) (2) (3) (4) (5) (6) (7) (8)
19.2 106.7 0.06 ± 0.01 0.02 ± 0.00 0.01 ± 0.00 0.00 ± 0.00 0.01 ± 0.00 0.00 ± 0.00
57.5 342.0 0.31 ± 0.03 0.28 ± 0.05 0.36 ± 0.06 0.11 ± 0.02 0.21 ± 0.02 0.06 ± 0.01
95.8 580.7 0.69 ± 0.08 1.08 ± 0.17 2.33 ± 0.37 1.15 ± 0.18 0.80 ± 0.09 0.39 ± 0.06
134.1 667.8 0.89 ± 0.10 1.58 ± 0.25 3.92 ± 0.63 2.22 ± 0.35 1.18 ± 0.08 0.66 ± 0.11
172.4 689.8 1.07 ± 0.12 1.96 ± 0.31 5.25 ± 0.84 3.32 ± 0.53 1.46 ± 0.13 0.89 ± 0.14
210.7 781.3 1.61 ± 0.18 3.35 ± 0.54 11.03 ± 1.76 8.98 ± 1.44 2.50 ± 0.48 1.87 ± 0.30
249.1 744.7 1.43 ± 0.16 2.84 ± 0.45 9.53 ± 1.52 8.11 ± 1.30 2.12 ± 0.36 1.61 ± 0.26
287.4 637.7 1.61 ± 0.18 2.74 ± 0.44 8.12 ± 1.30 6.17 ± 0.99 2.04 ± 0.34 1.37 ± 0.22
325.7 463.0 1.35 ± 0.15 1.67 ± 0.27 3.96 ± 0.63 2.56 ± 0.41 1.24 ± 0.12 0.67 ± 0.11
364.0 355.1 1.48 ± 0.17 1.40 ± 0.22 2.86 ± 0.46 1.61 ± 0.26 1.05 ± 0.12 0.48 ± 0.08
402.3 267.3 1.12 ± 0.13 0.80 ± 0.13 1.46 ± 0.23 0.71 ± 0.11 0.60 ± 0.03 0.25 ± 0.04
440.6 224.0 1.13 ± 0.13 0.67 ± 0.11 1.16 ± 0.19 0.46 ± 0.07 0.50 ± 0.03 0.20 ± 0.03
478.9 204.8 1.17 ± 0.13 0.64 ± 0.10 0.68 ± 0.11 0.18 ± 0.03 0.48 ± 0.02 0.11 ± 0.02
517.3 86.3 1.95 ± 0.22 0.45 ± 0.07 0.35 ± 0.06 0.06 ± 0.01 0.33 ± 0.01 0.06 ± 0.01
555.6 28.0 2.75 ± 0.31 0.21 ± 0.03 0.06 ± 0.01 0.00 ± 0.00 0.15 ± 0.00 0.01 ± 0.00
593.9 13.6 2.90 ± 0.33 0.10 ± 0.02 0.02 ± 0.00 0.00 ± 0.00 0.08 ± 0.00 0.00 ± 0.00
Note. — Numerical results for the mass and energetic quantities as a function of radial distance. Columns are (1) deprojected distance
from the nucleus, (2) mass weighted mean velocity, (3) gas mass in units of 105 M⊙, (4) mass outflow rates, (5) kinetic energies, (6) kinetic
energy outflow rates, (7) momenta, and (8) momenta flow rates. These results, shown in Figure 11, are the sum of the individual radial
profiles calculated for the SE and NW semi-annuli (see Figures 7 and 10). The value at each distance is the quantity contained within the
annulus of width δr = 38.3 pc.
Sa´nchez et al. 2011). The filling factor accounts for the
clumpiness of the gas and the fact that it does not fill the
entire volume of the ionization cone. This method has
the advantage of yielding quick estimates once a geomet-
ric model is adopted, but variations in the filling factor
from object to object and across the NLR can result in
uncertainties > 1 dex. This is compounded by assuming
the outflow rates of each bicone are symmetric, which is
not accurate for Mrk 573 (Figure 10). When models are
not available, this discrepancy might be reduced by es-
timating the filling factor observationally for individual
objects, which can be done using the luminosity of Pβ
when spectra are available (Riffel & Storchi-Bergmann
2011b; Mu¨ller-Sa´nchez et al. 2016).
For comparing with this technique, we adopt a mean
velocity (rather than a maximum) that is representative
of the majority of the outflow. We also adopt the hydro-
gen number density as compared to the electron density,
with the two related by nH ≈ 0.85× ne (§3.4.4). We use
our range of observed [S II] densities, a biconical geome-
try with a half opening angle of 38◦, and radial extent of
600 pc to encompass the observed emission, and a range
of NLR filling factors from the literature (f ≈ 0.001−0.1,
Storchi-Bergmann et al. 2010; Mu¨ller-Sa´nchez et al. 2011;
Nevin et al. 2018). We find M˙out ≈ 8− 800 M⊙ yr
−1 for
ne = 200 cm
−3, and M˙out ≈ 65 − 6500 M⊙ yr
−1 for
ne = 1500 cm
−3. These values are significantly higher
than those derived using our photoionization models.
This discrepancy can be traced to the filling factors.
From the volume of our biconical geometry intercepted
by the slit, and the volumes of our model clouds, we cal-
culate a mean filling factor of f ≈ 5.9 × 10−5. Using
this filling factor, we find M˙out ≈ 0.5 − 4 M⊙ yr
−1 for
ne = 200 − 1500 cm
−3, which comfortably encompass
our model derived outflow rates. It is important to note
that our filling factor is arbitrarily low. If we adopted a
geometry with material constrained to a disk, the filling
factor would increase as the corresponding volume de-
creases, yielding the same mass outflow rates. For these
reasons it is critical to calculate filling factors for individ-
ual objects.
Using the geometric technique to estimate mass out-
flow rates for the NLR of NGC 4151, Storchi-Bergmann
et al. (2010) found a global outflow rate of ∼ 2.4 M⊙
yr−1 using f = 0.11 (biconical) or f = 0.025 (spheri-
cal). Similarly, Mu¨ller-Sa´nchez et al. (2011) found ∼ 9
M⊙ yr
−1 using f = 0.001. These values are in overall
agreement with the peak value of ∼ 3.0 M⊙ yr
−1 from
Crenshaw et al. (2015). This indicates that the two tech-
niques can derive comparable mass outflow rates when
calculated from physically motivated choices for the ve-
locity, density, geometry, and filling factor of the system.
8.1.2. Luminosity Approach
The second technique that is closer to the methodol-
ogy employed here is to convert an observed luminos-
ity (e.g. Hβ, Hα, [O III]) to mass using a simple rela-
tionship that assumes uniform NLR conditions and that
scales with density. This type of relationship is the same
as that given in Equation 6, with the mass typically
determined using a scaling relationship based on a sin-
gle emission line and density, in contrast to our multi-
component models that account for material of different
densities and ionization states at the same spatial loca-
tion. Employing the techniques of Nesvadba et al. (2006)
and Bae et al. (2017), we calculate the NLR mass as
M = (9.73× 108M⊙)× LHα,43 × n
−1
e,100, where LHα,43 is
the Hα luminosity in units of 1043 erg s−1, and n−1e,100 is
the electron density in units of 100 cm−3. Here we used
the [O III] luminosity scaled by the average Hα/[O III] ra-
tio as a proxy for LHα. From this we derive M˙out ≈ 5−35
M⊙ yr
−1 for ne = 1500− 200 cm
−3, the full range of our
observed [S II] densities. The corresponding NLR mass
estimate is ∼ 1-7 times larger than that found from our
models (∼ 2.2×106 M⊙), highlighting the difference be-
tween employing a single density and multi-density gas
phases at each location.
This method can have the advantage of deriving mass
outflow rates with smaller systematic uncertainties than
the geometric approach, but requires an accurate Balmer
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emission line luminosity or proxy obtained from spec-
troscopy or narrow-band imaging. As luminosity and
density are physical indicators of the total gas mass (Pe-
terson 1997), we strongly encourage the use of luminos-
ity based methods for deriving total masses and outflow
rates to avoid uncertain filling factors and geometries.
8.1.3. Recommendations for Comparison
The methodology used here that was modeled after
Crenshaw et al. (2015) has the advantage of deriving spa-
tially resolved mass outflow rates with small uncertain-
ties that are critical for probing AGN feedback on scales
of tens of parsecs in the NLRs of nearby AGN. However,
this requires high quality spectroscopy and imaging, or
optical Integral Field Unit (IFU) spectroscopy and de-
tailed, time-intensive photoionization modeling. For tar-
gets where these data are unavailable, both of the tech-
niques above can provide estimates of the global mass
outflow rate with larger uncertainties.
The derived mass outflow rates will depend strongly
on the choices of velocity, density, and geometry of the
system. Different conventions throughout the literature
can result in estimated mass outflow rates spanning ∼
3 orders of magnitude for individual objects! (see, e.g
Karouzos et al. 2016; Bischetti et al. 2017; Nevin et al.
2018; Perna et al. 2017 for discussions).
When spatially resolved kinematics and density pro-
files are unfeasible, we would recommend using an av-
erage or flux weighted average velocity, as this will be
more representative of the majority of the outflow than
the peak velocity. In addition, densities should be de-
termined from spectra whenever possible, as individual
objects can vary significantly from typical NLR values,
and the density profile as a function of radius can span
more than a factor of 10 as shown here. [S II] is typically
a strong choice in optical spectra, with the caveat that it
will generally yield a lower limit to the electron density,
as [S II] is a lower ionization line with a peak emissivity
toward the neutral zone of a cloud such that additional
material can be hiding in the neutral phase because it is
not contributing electrons to the ionized gas. In addition,
higher ionization gas will generally have a lower density
that is not probed by [S II]. Finally, the radial extent of
the outflow must be determined precisely, which is only
possible with spatially resolved spectroscopy.
The mass, kinetic energy, and momentum at each dis-
tance (Figure 11) may be added to obtain enclosed totals;
however, the rates cannot. A continuous flow originating
near the nucleus, shown by the dotted line in Figure 11,
represents the minimum outflow rate. When in-situ ac-
celeration is included, gas is driven at all distances and
the total mass reaching the outer boundary will be larger.
This requires an integration over time, assuming the gas
travels without being destroyed, and is not equivalent to
summing the mass outflow rates. The average outflow
rate across all bins, and the area under the outflow curve
representing the total momentum, are invariant to the
number of bins. For these reasons, comparing the total
outflow energetics between objects is more straightfor-
ward.
For a direct comparison with global outflow rates, we
consider larger spatial extractions such that each bin con-
tains more mass and must travel a larger δr. Reducing
this to a single point withM ≈ 2.2×106M⊙ and δr = 600
pc results in a global mass outflow rate of ∼ 2M⊙ yr
−1
for a mean velocity of 550 km s−1.
8.2. Implications for Feedback
The global kinetic luminosity (M = 2.2 × 106M⊙,
δr = 600 pc, V = 550 km s−1) of the outflow in Mrk
573 is LKE/LBol ≈ 0.4–0.8% of the AGN bolometric lu-
minosity (Lbol ≈ 10
45.5 erg s−1, Kraemer et al. 2009).
This is in the range of 0.5%–5% used in some models
of efficient feedback (Di Matteo et al. 2005; Hopkins &
Elvis 2010) and is similar to the values reported for NGC
4151 (Storchi-Bergmann et al. 2010; Mu¨ller-Sa´nchez et al.
2011; Crenshaw et al. 2015). However, it is important to
note that local AGN already have well-established bulges,
so comparing to models of effective feedback for higher
redshift AGN requires further investigation.
Our results indicate that most of the outflow is acceler-
ated in-situ within the NLR and does not originate from
near the nucleus. This is seen in that the peak mass out-
flow rate is much greater than what would result from
the amount of mass near the nucleus following the radial
velocity law, as shown by the dashed line in Figure 11.
The only nuclear outflow scenario that could produce the
observed result would be if the nuclear outflow rate de-
creased and increased in a fashion exactly matching the
shape and travel time of a cloud along the velocity profile,
requiring inordinate fine tuning.
Our modeling is consistent with the conclusions of Fis-
cher et al. (2017) that the NLR outflows are radiatively
driven. Recently, Mou et al. (2017) also explored the
possibility that these outflows are circumnuclear clouds
accelerated by an accretion disk wind. Their numerical
simulations of the NLR outflows in NGC 4151 match the
mass outflow rates and kinetic luminosities, with some
discrepancy in the velocity turnover at larger radii. The
high temperatures of the model winds indicate they may
be difficult to detect observationally. The comparison of
these types of models to radiative driving for the more
powerful outflows in Mrk 573 and other AGN should
yield valuable physical insight into the launching mecha-
nisms responsible for NLR outflows.
A variety of metrics are employed in the literature
to determine if outflows deliver “effective” feedback to
their host galaxies by impacting star formation (Leung
et al. 2017). This can include triggering star forma-
tion through positive feedback (Silk 2013; Mahoro et al.
2017), quenching star formation through negative feed-
back (Wylezalek & Zakamska 2016), or more complex in-
teractions (Zubovas & Bourne 2017). These comparisons
require accurate star formation rates (SFRs), which are
typically estimated through Hα luminosities. Determin-
ing SFRs for AGN is difficult due to the contamination
by AGN ionized gas (Imanishi et al. 2011). Successful
techniques include using estimates in wavebands where
the AGN is weakly emitting, utilizing high spatial reso-
lution optical IFU data to separate the emission (Davies
et al. 2016), and the emission from hydrocarbons that
are excited by star forming regions (Shipley et al. 2013,
2016). A detailed investigation of the SFR is beyond
the scope of this work, and future observations with the
James Webb Space Telescope (JWST) will enable spa-
tially resolved distribution studies of star-forming excited
hydrocarbons (Kirkpatrick et al. 2017).
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8.3. Missing Mass: X-ray & Molecular Outflows
These results account for the optical and some UV
emission line gas; however, AGN outflows are also seen in
more highly ionized UV/X-ray gas that is not accounted
for in our mass outflow rates. For NGC 4151, Wang et al.
(2011) found a mass outflow rate of M˙out ≈ 2.1 M⊙ yr
−1
for the X-ray emitting gas, while Crenshaw & Kraemer
(2012) derived a mass outflow rate of M˙out ≈ 0.3 − 0.7
M⊙ yr
−1 for the UV/X-ray absorbers, indicating two ad-
ditional important outflow components. The presence
of an ultrafast outflow (UFO) traveling at 0.1c with a
much smaller mass outflow rate (M˙out ≈ 0.003 − 0.04
M⊙ yr
−1) than the NLR outflows, but comparable ki-
netic luminosity (E˙ ∼ 1042 − 1043 erg s−1), underscores
the need to study outflows across all spatial scales and
energy regimes (Schurch et al. 2003; Kraemer et al. 2005,
2006; Piro et al. 2005; Tombesi et al. 2010, 2011, 2012).
Studies of Mrk 573 in the X-rays (Ferland & Oster-
brock 1986; Awaki et al. 1991) with Chandra and XXM-
Newton (Guainazzi et al. 2005; Paggi et al. 2012; Rey-
naldi et al. 2012) have found very highly ionized gas
including the Fe XXV Kα line. Photoionization mod-
eling by Bianchi et al. (2010) and Gonzalez-Martin et al.
(2010) found that two high ionization components were
needed to describe the X-ray gas. It is interesting to note
that the ionization parameters of our highest ionization
components begin to approach the conditions of the com-
ponents modeled in the X-rays, suggesting a natural con-
tinuum of physical conditions in the NLR, as mentioned
by Gonzalez-Martin et al. (2010). If this X-ray material
is outflowing, it may contribute significantly to feedback.
At much lower temperatures, AGN driven outflows of
molecular hydrogen (H2) have been observed (Sturm et
al. 2011; Feruglio et al. 2015; Janssen et al. 2016; Rupke
et al. 2017). There are several H2 lines present in near in-
frared spectra of Mrk 573 (Veilleux et al. 1997; Fischer et
al. 2017) that probe warmer molecular gas, and we pre-
sented a kinematic map showing signatures of outflow
in Fischer et al. (2017). In future work we will address
the contribution of warm molecular outflows to the over-
all feedback and energetics of Mrk 573. While the total
mass in the warm molecular gas phase is significantly
smaller than the optical emission line gas, it may repre-
sent the warm skin of the more massive cold molecular
reservoirs that form stars. Probing the cold H2 in detail
will require radio observations with observatories such as
the Atacama Large Millimeter Array (ALMA).
9. CONCLUSIONS
We used long slit spectroscopy, [O III] imaging, and
Cloudy photoionization models to determine the mass
outflow rates and energetics as functions of distance from
the nucleus in the Seyfert 2 galaxy Mrk 573. This is the
second spatially resolved outflow rate for an AGN, and
the first for a type 2. Our conclusions are as follows:
1. The outflow contains M ≈ 2.2× 106M⊙ of ionized
gas, with a total kinetic energy of E ≈ 5.1 × 1054
erg. This is significantly more ionized gas and en-
ergy than the NLR outflow in the lower luminosity
Seyfert 1 galaxy NGC 4151 (Crenshaw et al. 2015).
2. We find that the outflows extend to ∼ 600 pc, reach-
ing a peak mass outflow rate of M˙out ≈ 3.4 ± 0.5
M⊙ yr
−1 at a distance of 210 pc from the SMBH.
Our spatially resolved measurements are consistent
with in-situ acceleration of the circumnuclear gas.
3. The global kinetic luminosity of the outflow is
LKE/LBol ≈ 0.4− 0.8% of the AGN bolometric lu-
minosity. This is similar to values used in feedback
models and those reported for NGC 4151.
4. Methods for determining global outflow rates are
subject to larger uncertainties if photoionization
models are not used, and luminosity-based meth-
ods are preferred over geometric, as they invoke
physical tracers of the gas mass. All techniques re-
quire accurate gas densities, mean velocities, and
system geometry. Spatially resolved outflow rates
cannot be added to obtain global estimates.
5. Our results account for the UV/optical emission
line gas, and multi-wavelength studies of individual
AGN are needed to understand the importance of
additional outflow components including hot X-ray
and cold molecular gas phases.
In the future we will apply these techniques to addi-
tional Seyferts to uncover correlations between the NLR
mass outflows and properties of the host AGN, and com-
pare with estimated SFRs to quantify how effective NLR
outflows are at delivering feedback in nearby AGN.
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