On sesquilinear forms over fields with involution  by Tupan, Alexandru
Linear Algebra and its Applications 428 (2008) 254–258
Available online at www.sciencedirect.com
www.elsevier.com/locate/laa
On sesquilinear forms over fields with involution
Alexandru Tupan
Department of Mathematics, University of Wisconsin – River Falls, River Falls, WI 54022, USA
Received 23 July 2007; accepted 30 August 2007
Available online 22 October 2007
Submitted by R.A. Horn
Abstract
Let k be a field of characteristic /= 2 with an involution σ . A matrix A is split if there is a change of
variables Q such that (Qσ )TAQ consists of two complementary diagonal blocks. We classify all matrices
that do not split. As a consequence we obtain a new proof for the following result. Given a square matrix A
there is a matrix S such that (Sσ )TAS = AT and Sσ S = I .
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1. Introduction
Let k be a field of characteristic /= 2 with an involution σ ∈ Aut(k) (σ can be the identity). The
action of σ will be denoted exponentially. As usual, Mn(k) denotes the ring of n × n matrices over
k and Z∗ = (Zσ )T for all Z ∈ Mn(k). A matrix A ∈ Mn(k) is called split if there is an invertible
matrix Q such that Q∗AQ consists of two complementary diagonal blocks. Any matrix is a direct
sum of non-split diagonal blocks. In this note we will classify all matrices that are non-split.
The problem of classifying indecomposable sesquilinear forms was solved by several people (see
[3,4]). Using a different approach, we will give a short and algorithmic proof.
Our arguments are organized as follows. We break our discussion in two different cases,
depending on the Hermitian part Ah of A. The first case: Ah is nonsingular. In this situation
it is useful to replace A with a triplet (V ,<,>,), where V = kn, the product <,> is Her-
mitian, induced by Ah on V , and  : V → V is the skew-Hermitian operator corresponding to
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A−1h (A − Ah). The problem of splitting A is then equivalent to the problem of splitting V as an
orthogonal sum of simple -modules. In Theorem 1 we solve this problem. The second case: Ah
is degenerate. In this situation we prove that the non-split matrices fall into several very simple
classes. See Theorem 2 for details. As a corollary of Theorem 1 we will prove
Theorem A. There is a σ -linear isometry φ : V → V with φφ−1 = − and φ2 = 1.
Here φ is a σ -linear map if it is additive and φ(λv) = λσφ(v) for all λ ∈ k and v ∈ V . A
σ -linear map φ is called isometric if < φv, φw >=< v,w >σ for all v,w ∈ V . Theorem A is
equivalent to the ∗-congruence problem of A and AT, if Ah is nonsingular. In fact, a matrix S
corresponds to the σ -linear map φv = Svσ , where v ∈ kn is a a column vector. An elementary
exercise shows that S∗AS = AT is equivalent to φ being isometric, with φφ−1 = −, and
SσS = 1 is equivalent to φ2 = 1. If Ah is singular, then the classification provided by Theorem
2 implies that A and AT are ∗-congruent. Since any matrix is a direct sum of non-split diagonal
blocks, we get a new proof for the following recent result of Horn and Sergeichuk [1]: For every
A ∈ Mn(k), there exists an invertible matrix S such that S∗AS = AT and SσS = 1. Less general
versions of this result have appeared in several other papers. For a comprehensive list of references,
the reader can consult [1].
2. Results
2.1. The non-degenerate case
Let (V ,<,>) be a non-degenerate Hermitian inner product space, finite dimensional over
k, and let  : V → V be a skew-Hermitian operator. We regard V as a k[X]-module, via the
canonical algebra morphism k[X] → k[]. Then < Qv,w >=< v,Q∗w > for all Q ∈ k[X],
where Q∗(X) = Qσ(−X). Given P ∈ k[X] we let VP denote the subspace of V annihilated by
P  for some   0.
Lemma 1. There exist monic irreducible polynomials P1, . . . , Pr ∈ k[X] such that
V = (VP1 + VP ∗1 ) ⊥ · · · ⊥ (VPr + VP ∗r ). (1)
Proof. We show that if P,Q ∈ k[X] are coprime, then VP ⊥ VQ∗ . Indeed,
< v,w >=< RPv,w > + < Sv, (Q∗)w >= 0,
where R, S ∈ k[X] satisfy RP + SQ = 1 and v ∈ VP , w ∈ VQ∗ ,   0.
Next we prove that if P,Q ∈ k[X] are coprime and the product PQ annihilates V , then
V = VP ⊕ VQ. In fact 1 = RP + QS for some R, S ∈ k[X] and if v ∈ V , then RPv ∈ VQ and
QSv ∈ VP are the components of v in the decomposition. Clearly VP ∩ VQ = 0. Induction on
the number of prime factors of the minimal polynomial of  gives (1). 
Let P ∈ k[X] be monic, irreducible. Below we describe basic non-degenerate subspaces of
VP + VP ∗ . Given u ∈ V , we define Ann(u) to be the ideal of k[X] consisting of all polynomials
annihilating u. Fix v, v∗ ∈ V with Ann(v) = (P ) and Ann(v∗) = (P ∗).
Lemma 2. (i) If < P−1v, v∗ >/= 0 and k[X]v, k[X]v∗ are isotropic, then k[X]v + k[X]v∗ is
non-degenerate.
(ii) If P = ±P ∗ and < P−1v, v >/= 0, then k[X]v is non-degenerate.
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Proof. (i) Let w = P iQv ∈ k[X]v, with Q,P coprime. Let Q′ ∈ k[X] be an inverse of Q mod
P . If w∗ = (P −1−iQ′)∗v∗, then < w,w∗ >=< P−1v, v∗ >/= 0. Part (ii) is similar. 
Next we prove our main decomposition result. We use the observation that for a non-degenerate
subspace W of V one has W ∩ W⊥ = (0) and V = W ⊥ W⊥.
Theorem 1. The space V is an orthogonal direct sum of non-degenerate subspaces k[X]v +
k[X]v∗ or k[X]v as described in Lemma 2.
Proof. By Lemma 1 we may assume that V = VP + VP ∗ , where P ∈ k[X] is monic irreduc-
ible. First assume P /= ±P ∗. If v ∈ VP with Ann(v) = (P ), then there is v∗ ∈ VP ∗ such that
< P−1v, v∗ >/= 0 (VP ⊥ VP , by proof of Lemma 1). Then (P ∗)−1v∗ /= 0. If v is chosen with
 maximum possible, then k[X]v + k[X]v∗ is non-degenerate by (i) of Lemma 2. Consider its
complement and finish inductively.
Next assume P = ±P ∗. Then V = VP . Choose v1 ∈ V with Ann(v1) = (P ) with  maximal,
and v2 ∈ V with < P−1v1, v2 >/= 0. If k[X]vi are degenerate (i = 1, 2), then < P−1vi, vi >=
0. For λ ∈ k we define w = λv1 + v2. We have
< P−1w,w >= λ < P−1v1, v2 > ±λσ < P −1v1, v2 >σ.
If σ /= 1, then there is λ ∈ k× such that < P−1w,w >/= 0, i.e., k[X]w is non-degenerate (either
λ = 1 or λ not fixed by the action of σ will do). The same is true when σ is trivial and P −1 =
(P ∗)−1 (take λ = 1).
The case when σ is trivial and P −1 = −(P ∗)−1 requires a special discussion. In this case
P = −P ∗, so P(X) = X and 2|. We claim that there is w = v1 +∑−1i=1 xiXiv2 such that k[X]w
is isotropic (xi ∈ k). We have w ⊥ X−1w. Next solve for x1 from
w ⊥ X−2w :< v1, X−2v1 > +2x1 < v1, X−1v2 >= 0.
Recursively, one can solve for x1, . . . , x−1 by reducing each condition w ⊥ Xiw to a linear
equation. Our claim follows. Similarly, find w∗ = v2 +∑−1i=1 yiXiw so that k[X]w∗ is isotropic.
Then k[X]w + k[X]w∗ is non-degenerate by (i) of Lemma 2. 
2.2. Proof of Theorem A
If V = k[X]v + k[X]v∗, with v, v∗ satisfying (i) of Lemma 2, then we define φ on the basis
elements of k[X]v by φXiv = (−1)iXiv∗. Similarly, put φXiv∗ = (−1)iXiv and extend φ by
σ -linearity. Check isometry
< φXiv, φXjv∗ >= (−1)i+j < Xiv∗, Xjv >=< Xiv,Xjv∗ >,
(the action of X is skew-Hermitian). Obviously φ2 = 1. The case V = k[X]v with v as in (ii) of
Lemma 2 is similar. By Theorem 1 these are all the interesting cases.
2.3. The degenerate case
As before, Ah denotes the Hermitian part of A. Consider a Hermitian matrix H ∈ Mn(k). A
matrix U ∈ Mn(k) is called unitary with respect to H if U∗HU = H .
Theorem 2. Let A ∈ Mn(k) be non-split. Assume that Ah is degenerate. Then A is congruent to
one of the following matrices.
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −1
1 0 1
1 0 −1
1 0
.
.
.
0 (−1)n−1
1 α
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −I2
I2 0 I2
I2 0 −I2
I2 0
.
.
.
0 I2
I2 J
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
(
here J =
(
0 −1
1 0
))
.
Proof. Let r = n − rank(Ah). We can assume that A =
(
A0 −B∗
B ∗
)
, where A0 is an r × r skew-
Hermitian block. If A0 /= 0, then we can use elementary operations to get a block partition
A0 =
(
A′
∗
)
, where A′ /= 0 is one or two dimensional; in the latter case A′ = J . Row and
(conjugate) column operations extend this to a splitting of A with top diagonal block A′. But A
is non-split, so excluding the cases r = n ∈ {1, 2}, we may assume that A =
(
0 −B∗
B C
)
, where
C is (n − r)-dimensional, Ch is nonsingular, and B is of rank r .
We claim that the column space of B is isotropic with respect to the Hermitian nonsingular
form C−1h . If not, consider the matrix identity(
Ir
Q
)(
0 −B∗
B Ch
)(
Ir
Q∗
)
=
(
0 −(QB)∗
QB QChQ
∗
)
.
Since Q defines an isometry between the forms
(x, y) 
→ x∗(Ch)−1y and (x, y) 
→ x∗(QChQ∗)−1y,
we could first diagonalize the form C−1h and then find Q unitary with respect to C
−1
h such that
(1, 0, . . . , 0)T belongs to the column space of QB. By column operations, followed by conjugate
row operations, we could now assume that B =
(
1 0
0 ∗
)
and C =
(
δ 0
0 ∗
)
, where the top diagonal
corners are one dimensional. Then rows/columns 1 and r + 1 split A, which is false. Thus C−1h
vanishes on the column space of B. Using a hyperbolic enlargement (see §2.4), assume that C−1h
admits a diagonal partition whose top corner is
(
0 Ir
Ir 0
)
. Then we construct a square matrix Q,
unitary with respect to C−1h , such that QB =
(
Ir
0
)
: the column space of
(
Ir
0
)
is also isotropic with
respect to C−1h , so by a hyperbolic enlargement, any linear isomorphism between the column
spaces of B and
(
Ir
0
)
can be extended to an isometry of the full space. Next use row/column
operations to get
A =
⎛
⎜⎜⎝
0 −Ir
Ir 0 Ir
Ir A1 −B∗1
B1 C1
⎞
⎟⎟⎠ ,
where A1 = −A∗1 and the Hermitian part of C1 is nonsingular.
The above reduction argument can now be repeated for the lower (n − 2r) corner ofA, provided
that we preserve our first 2r rows/columns. But this can be done by adding multiples of the last
block to the second block of rows/columns, in order to remove the Hermitian part above −B∗1 ,
thanks to the fact that the Hermitian part of C1 is nonsingular. Then we add multiples of the first
block of rows and columns to remove the extra skew-Hermitian parts.
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Recursively, we partition A into r-dimensional blocks with alternating ∓Ir above the diagonal
and Ir below the diagonal. All diagonal blocks are zero except for the lowest corner which is
either Hermitian or skew-Hermitian. The first case forces r = 1, otherwise A would be split by
the rows/columns of index ≡ 1(mod r). The same reason shows that r  2 in the second case,
with equality when the bottom corner reduces to J . 
2.4. Hyperbolic enlargement
In this part we recall a basic result. As before, σ ∈ Aut(k) is an involution and (V ,<,>) is a
non-degenerate Hermitian space over k. Let H(v,w) denote the plane generated by two linearly
independent vectors v,w ∈ V .
Theorem (Hyperbolic enlargement). Let W ⊂ V be an isotropic subspace. Then there is a basis
{w1, . . . , ws} of W, isotropic vectors v1, . . . , vs ∈ V, and a subspace V ′ ⊂ V satisfying
V = H(w1, v1) ⊥ · · · ⊥ H(ws, vs) ⊥ V ′.
The above result can be proved, for example, by extending to Hermitian forms the standard
argument used for symmetric forms (e.g., see Lemma 10.1, pp. 590–591 of [2]).
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