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Consider the Fisher information matrix H1, corresponding to the estimation of the variances a tt. Consider the marginal involving the responses i15adisupos that from this marginal a sample of n~i i k.. ) is drawn. It is then seen that H is a linear function of the n's. Supnose that the cost of taking an observation on the jth response is ,0 and that a total amount of money ý' is available for the collectio of sampnles. The problem considered in this paper is the following. How to choose the n's subject to the cost restriction, such that the determinant of Hf is maximized. A complete solution is obtained for the case n = 2. When D = 3, some partial results are obtained. In particular, it is shown that when all the costs arc equal, and the correlations are etnual, then the best design is obtained by using a complete samnle.
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LINK A multiresponse design problem, posed in a somewhat different fashion has been considered by Hocking and Smith (1971) .
In this paper, we consider a multiresponse design problem when such parameters are to be estimated. The optimization under the given cost restriction, is done with respect to maximizing the determinant of the fixed information matrix cnrresponding to these parameters.
2.
Preliminaries.
Consider the problem of designing an experiment for estimating the unknown dispersion matrix E = ((a ts)), (t,s = 1,2,...,p) of a p-variate normal distribution whose mean vector is assumed to be known and equal ..
1}) of iesponses is measured.
Thus u -s the number of all non-J empty subsets of {l,2,...,p}, and n. is the number of units in S.. The j I subsets R. are assumed to be ordered in any arbitrary but fixed manner.
We also assume that the elements of R. are such that 1 < Z < J. <...< t. < p. Our objective is to obtain an optimal set of values of the n. under I these cost limitations.
By "optimal" we mean the sample should be such as to maximize the "amount of information" obtained from the data within our financial limitations.
In this paper, we choose our measure of information to be the 
1). j=1
This is equivalent to maximizing Z*n!, subject to E*(C /p.)n! = 1, where E* denotes summation over jEJ, where J = {j~p j 0). Let j* be a value of j such that (cj/pj) attains a minimum (over restriction of j in J) when j j*. Then clearly, a solution of the problem is: Take n. 0 O, if I j # j*, and take n, P
(1/y.,).
This clearly leads to .,r* . Clearly, the optimal design is an HM design. Also, it is easily checked that this HM design reduces to an SM design if and only if p < Cpl/P-1).
4.
The case of uncorrelated responses.
In the case of uncorrelated responses, the Fisher's information matrix 2 H reduces to a diagonal matrix with htt= (2N t)/t , (t = 1,2,...,p)
where N E n.. Our problem is to maximize the objective function For the case of a bivariate population, let n 1 and n 2 be the sizes of the univariate samples fr~om the marginals of the first and second responses, respectively. The size of the bivariate sample will be denoted by n 3 . Also, p will denote the correlation coefficient P 1 2 . The Fisher's information matrix H is given by
We proceed now to find the optimum design under the determinant criterion.
We want to choose nl, n 2 and n 3 so as to maximize l!" or, equivalently,
Q Z n 1 n 2 + a(n 1 + n 2 )n 3 + bn 3 2, subject to (5.3) d = n1d1 + n2d2 + n3 9 where
and b > a > 1, can be easily checked. We also find that p(D) -*(D*) = 1 0 n 2 > 0. This completes the proof.
Thus, we will restrict attention to HM designs only, by taking n 2 = 0, and nl,n 3 > 0. Our problem is reduced to that of maximizing Q = anln 3 + bn 3 2 , subject to d = d1nI + n 3 , nl,n 3 > 0. It is obvious here that the choice 
6.
The case p = 3.
Consider a general incomplete sample from a 3-variate normal population.
Let us assume that the variances are unknown, while the (3 x 3) correlation matrix ( ( rs ) ) (r,s = 1,2,3) is known and the mean is equal to the zero vector.
For simplicity we shall use the notation: Pjk = Pi' where (i,j,k) c F, and F is the set of (the six) permutations of (1,2,3). Thus this notation means 023 = P = Pi Pl2 = P21 = P = P31 P2"
after some calculations, that the elements h.. of Fisher's information
1]
matrix, in this case, are (for (i,j,k)£F) given by and where ni(i=l,2,3), nji(i~j; i,j = 1,2,3) and n 1 2 3 are, respectively, the sample sizes from the corresponding univariate marginals, bivariate marginals and the parent distribution. Define, for (i,j,k)EF,
Assume that thr' total money available for taking samples is 1. Our objective is to find a determindLion of n' = (nl,n 2 ,n 3 ,n 1 2 ,n 1 3 ,n 2 3 ,n 1 2 3 )
which maximizes IHI or, equivalently, the quantity Q, where A direct attack on this problem, by way of expanding Q as a cubic in the 7 elements of n, seems to be unwieldy. The subsequent sections will offer alternative methods of approach.
7. The perturbation method.
We start by assuming that the design D(n) is optimal, i.e. for any The sign of Q(n + 6) -Q(n) is the same as that of Pl' provided that 6 and consequently the c's and the O's are such that P0 is negligible compared to P By the use of (7.2), the polynomial P1 can be expressed directly in terms of 6 as: (cc-b.c.).
Let a* denote the coefficient ul 6123 in (7.5), i.e., (7.6) a * ba + b 2 a 2 + b 3 3 + c 1 1 + c282 + c383.
Substituting in (7.5), the value of 6123 using the cost condition (7.4), we get
Invoking Theorem (6.1) and observing that the 6's in (7.7) must bc nonnegative numbers (n + 6 is a design) which can be taken sufficiently small so that JP.1 < IP 1 1, we obtain Corollary 7.1: A necessary condition for the Sh model tci be optimal is that,
The GIM Model.
Consider the GIM design D with n > 0, and let n denote the coefficient of 6123 in (7.3), i.e. Substituting for 6123 from (7.4) in (7.3), we get According to theorem (7.1), a necessary condition for a design D to be optimal, is that P1 be negative. Moreover, since the 6's can be both negative and positive (the n's > 0), their coefficients must vanish. The quantity n defined in (7.8), after some simplification, takes on the value n 2(a3b2b3 + a 3 b1 b3 2b3c3d3 + 2c C2d3 a3c12 a3c22)n12n123 2 222 
Again we remark here that (a) and (h) above with the cost restriction 1 = gln1 + f3n12 + fnl23 form a set of three equations from which we find the values of n 1 , n 1 2 and n 1 2 3 . These values should satisfy the inequalities (c), (d), (e) and (f). 
' di 6 lk ci61 2 3 2f6123 + E*(gi
Obviously, if such 6 exists and the design D(n + 6) has cost 1, then D(n) is inadmissible.
From (8.1) we can solve, in terms of 6123, for the rest of the unknowns and obtain
6123.
Substituting the above values in the inequality (8.1) and multiplying both sides by 2d 1 d2d3 < 0, we obtain
Using (6.1), the last inequality is seen to be equivalent to
By observing that the case p 1 P 2 P 3 • 0, gives rise to a positive value for the term in brackets in (8.6), and makes (61,62,63) of the same sign as 6123, and 612,613,623 of a sign opposite to that of 6123, and using a small negative value of 6123, we are led to Theorem 8.1. A design D(n) in whi'h ý 1 ,n 2 ,n 3 and n 1 2 3 are positive, is inadmissible if PiP2p3 < 0.
In the following we shall assume that P1 = P 2 p 3 = P, say. For this case, we get Proof: Suppose the theorem is not true, and let D(n) be a design in which *I< n 2 and r < n 2 3 " Construct the design D*(n*) where n* = (n 2 ,nI, n*nn12,n13'r23,n123). This completes the proof.
9.
The case of equal costs and correlation coefficients.
In this section we study the case where for all i, we have P. = and 1 P. =O. We first state a result for later use. IMI.
It can also be easily checked that M*: U cx(M). is at least as good as D, where v1 (n + n2 + n 3)/3, and v2 (n12 + + n 1 3 + n 23)/3.
Remark:
The extension of this result to general p is immediate. we find
[ 2ac -bd
This is a cubic polynomial in m, with coefficient of 3 havig the same sign as (x -2x )(X, x being non-negative). Proof: This follows by using successively theorem 9.1, corollary 9.1, and lemmas 9.9 and 9.3.
