Abstract-In this paper, we present a novel architecture and learning algorithm for a multilayered echo state machine (ML-ESM). Traditional echo state networks (ESNs) refer to a particular type of reservoir computing (RC) architecture. They constitute an effective approach to recurrent neural network (RNN) training, with the (RNN-based) reservoir generated randomly, and only the readout trained using a simple computationally efficient algorithm. ESNs have greatly facilitated the real-time application of RNN, and have been shown to outperform classical approaches in a number of benchmark tasks. In this paper, we introduce a novel criteria for integrating multiple layers of reservoirs within the ML-ESM. The addition of multiple layers of reservoirs are shown to provide a more robust alternative to conventional RC networks. We demonstrate the comparative merits of this approach in a number of applications, considering both benchmark datasets and real world applications.
Over the last decade, the ESN has been recognized as the most efficient network structure for training RNNs. It was invented independently in the seminal works of Jaeger [20] , who termed these RNNs "ESNs." Maass et al. [21] developed a similar approach for spiking neural networks and termed the derived model: "liquid state machine." These two pioneering methodologies have given rise to the novel paradigm of reservoir computing (RC) [22] .
The standard ESMs are state-space models with fixed state transition structure ("the reservoir") and an adaptable readout form for the state space. Adding more connected layers inside the state space of fixed state transition structures are expected to improve the overall performance of the model. Sequentially connecting each fixed state transition structure externally with other transition structures creates a long term memory cycle for each. This gives the multiple layer ESM (ML-ESM) proposed in this paper, the capability to approximate with better accuracy, compared to the state-of-the-art ESN-based approaches.
ESN [20] is a popular type of RC network mainly composed of three layers of "neurons": an input layer, which is connected with random and fixed weights to the next layer, and forms the reservoir. The neurons of the reservoir are connected to each other through a fixed random, sparse matrix of weights. Normally only about 10% of the weights in the reservoir are nonzero. The weights from the reservoir to the output neurons are trained using error descent. Only weights from the reservoir to the output node are trainable. In this paper, we present a novel multiple layer reservoir network of ESM. To achieve this, we have introduced a new set of nontrainable weights which leads to a stronger synaptic connection between neurons of more than one reservoirs, as part of the ESM.
We first define the idea of a reservoir as follows. W in indicates the weight from the N u inputs u to the N x reservoir units x, W indicates the N x × N x reservoir weight matrix, and W out indicates the (N x + 1) × N y weight matrix connecting the reservoir units to the output units, denoted by y. Typically N x N u . W in is fully connected and the weights are trainable.
The supervised training and testing of the ESN is conducted by updating the reservoir state and network output as follows:
x(t + 1) = (1 − γ )h(Wx(t) + W in u(t + 1))
+ W outỹ (t)) + γ x(t) (1) y(t + 1) = W readout [x(t + 1); u(t + 1)]
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where x(t) is the state of reservoir at time t. W is the weight matrix of neurons inside the reservoir, i.e., the matrix of the weights of the synaptic connection between the reservoir neurons. u(t) is the input signal fed to the network at time t.ỹ is the target value of the readout (i.e., the desired network output) at time t. y(t) is the predicted value of the readout at time t. γ ≥ 0 is the retainment rate of the reservoir network (with γ > 0 if leaky integrator neurons are considered). W in and W out are the randomly initialized weights of u(t) and y(t), and h(.) is the activation function of the reservoir. In this paper we will be considering hyperbolic tangent reservoir neurons, i.e., h(.) = tanh(.). To achieve an echo state property, the reservoir connection matrix W is typically scaled as W ← αW/λ max , where |λ max | is the spectral radius of W and 0 < α < 1 is a scaling parameter [23] . ESN training is essentially based on teacher-forced calculation of the corresponding reservoir states {x(t)} T t=1 using (1), and application of a simple regression algorithm (e.g., linear regression or ridge regression) to train the readout weights W readout on the resulting dataset {x(t)} T t=1 [24] . Initially all the weight matrices to the reservoir (W, W in , W out ) are initialized randomly. The state of the reservoir is initially set to zero, i.e., x(0) = 0.
This paper is organized as follows. The next section of this paper explains how multiple layer echo machine can be trained in a supervised manner. The natural approach here is to adapt only the weights of the ML-ESM to the output connections. Essentially, this trains readout functions which transform the multiple layer ESN into the desired output signal. This section also defines multiple layer echo states and provides equivalent characterizations.
The third section demonstrates the comparative analysis of the proposed method with the standard state-ofthe-art benchmark approaches, considering Mackey-Glass series dataset, Henon map, nonlinear autoregressive moving average (NARMA) sequence, an artificially generated figure 8 dataset, 15 classification problems, Reuter-21578 and finally predicting human motion using Carnegie Mellon University (CMU) MoCap dataset.
Finally, Section IV concludes with the comparative discussion and points out open problems.
II. MULTIPLE LAYER ECHO STATE MACHINE
Very early on, Minsky and Papert [25] left open the possibility that multilayer networks may be capable of better performance. Recently, this idea has virtually exploded with impressive successes across a wide variety of applications [26] - [28] .
The idea of ML-ESM is explained by first fixing the technology. We consider discrete-time neural networks with K input units, R i , where i = 1, 2, 3, . . . , N internal reservoir units, J number of neurons inside each reservoir and L output units. Activations from the input units at time step t are u(n) = (u 1 (t), . . . , u K (t)), of more than one internal units are x(n) = (x 1 (t), . . . , x N (t)) where x 1 (n) = (x 11 (t), . . . , x 1J (t)), and of output units y(n) = ( y 1 (t), . . . , y L (t)). Real-valued connection weights are collected in a J × K weight matrix W in = (w in ij ) for the input weights, in an J × J matrix
for the connections to the output units. Fig. 1 shows the basic network architecture of ML-ESM.
The internal activations for both training and testing of N reservoir units inside an ESM is updated according to 
The output is computed according to
where γ ≥ 0 is the retainment rate of the reservoir networks inside the ESM which can vary in each layer (with γ > 0 if leaky integrator neurons are considered). Initially all the weight matrices for each layer inside the ESM (W internal , W external ) and W out are initialized randomly. To achieve an echo state property with N reservoir connections inside the ML-ESM, the internal reservoir connection matrix W internal and the external reservoir connection matrix W external are typically scaled as W internal ← αW internal /λ in-max and W external ← αW external /λ ex-max , where |λ in-max | is the spectral radius of W internal and |λ ex-max | is the spectral radius of W external .
In this paper, we consider the input sequences at first layer (u(n)) n J εU j , where U is required as compact. We use shorthandū −+∞ ,ū +∞ ,ū −∞ , andū −h to denote input sequences for all the {1, 2, 3, . . . , N} layers of ESM which are leftright infinite (J = Z), right-infinite (J = k, k + 1, . . . for some k Z), left-infinite, and finite of length h, respectively. The network state operator T is used to write x(n + h) = T(x 1 (n).....x N (n), y(n),ū h ) to denote the network states that results from an iterated application of (3) if the input sequence is fed into the network at time t and had output y(n).
Thus our analysis for multiple layers of ESM will rely specifically on the following generic setup: 1) input to first layer is drawn from a compact input space U and 2) all network states of each layer lie in a compact set A. These conditions as in [20] can be termed as standard compactness conditions. Definition 1: Assume the network has no output feedback connections and the network maintaining standard compactness condition. Then, the ML-ESM has {1, . . . , N} echo states, if the network state x 1 (n) to x N (n) are uniquely determined by any left-infinite input sequenceū −∞ . Equivalently stating the echo state property for ML-ESM is to say that there exist input echo functions E = (e 1 , . . . , e n ) for each layer of machine, where e i : U −N → R, such that for all left-infinite input histories the current network state for each layer are 
Definition 2: 1) A state sequence at each layer
(where A ⊂ R L admissible states inside each layer) is called compatible with an input sequence from first layer
to Nth layerx
if at first layer
to Nth layer
A network state at each layer is end-compatible with input sequence if there exists a state sequence at each layer
2) Similarly, a left-right-infinite state sequencex ∞ is called compatible with an input sequence u ∞ starting from first layer, if
to Nth layer if
3) A network state x A is called end-compatible with an input sequenceū −∞ if there exists a state sequence from first layer
and
to Nth layer 
such that
Metaphorically, the state x i (n) of each layer can be understood as an echo of the input history. As demonstrated in [29] , that smaller reservoir size often yield better networks with higher probability. On the contrary, as mentioned in [14] the random connectivity and weight structure of the reservoir with smaller size is unlikely to be optimal and does not give a clear insight into the reservoir dynamics [30] . The only way as demonstrated in this paper to find out the best approximation with smaller reservoir size is by initializing more than one layers of reservoirs inside an ESM.
Proposition 1: Assume a sigmoid network at each layer with unit output function f i = tanh. 1) Let the internal weight matrix W internal and external weight matrix W external satisfy γ max = ∧ < 1 is its largest singular value.
2) Let the internal and external weight matrix at each layer have a spectral radius |λ max | > 1, where λ max is an eigenvalue of internal and external weight matrix with the largest absolute value. Then the network has an asymptotically unstable null state from 1 to N layers of an ESM. Proof:
shrinks by a factor ∧ < 1 at every step, regardless of the input.
2) The null state input sequence along all the layers 0 −∞ U −N is compatible with the null state sequencē 0 −∞ . But if |λ max > 1| then the null state is not asymptotically stable which implies the existence of another state sequence compatible with the null input sequence which results in violation of echo state property along each layer. Proposition 2: Assume standard compactness conditions and a multiple layer network without output feedback. Assume that T is continuous in state and input from first to last layer. Then the properties of being state contracting, state forgetting and input forgetting are all equivalent to the multiple layer network having echo states along each layer.
Proof: "state contracting ⇒ echo state": Assume that ML-ESM has no echo states along multiple layers, that is (14) where D + be the set of all identical pairs (
compatible with some input sequences. This implies that there exist a strictly growing sequence (h i ) i≥0 N N , finite input sequences along each layer
"state contracting ⇒ state forgetting": Assume the multiple layer network is not state forgetting. This implies that there exist a left-infinite input sequenceū −∞ , a strictly growing index sequence 
III. EXPERIMENTS
In this section, we provide a thorough experimental evaluation of ML-ESM model, considering: 1) Mackey-Glass series dataset, which provides the most classical benchmark tasks for time series modeling; 2) Henon map, which is a discrete-time dynamical system exhibiting a characteristic chaotic behavior; 3) NARMA sequence which generates a sequence using an NARMA model; 4) an artificially generated figure 8 dataset with the points of the figure moving around very quickly, and each cycle comprising only few points; 5) robust evaluation of the proposed method compared with the standard benchmark techniques on 15 classification problems (see Table VI ); 6) Reuter-21578, a popular dataset mostly used for evaluating text mining algorithms; and 7) finally, predicting human motion using CMU MoCap dataset [31] . In all the experimental evaluations, we consider reservoirs comprising analog neurons, with tanh transfer functions. To demonstrate the advantages of the proposed ML-ESM, we also evaluate linear regression-based ESNs, ridge regression-based ESNs, and SVESM models with -insensitive loss functions [10] , using the same reservoirs as the evaluated multiple layer ESN model.
Our source codes were developed in MATLAB, and made partial use of the RC toolbox [22] . The implementation of the SVESM method was based on the library of support vector machine of [32] , written in C, hence providing a computationally more efficient implementation in comparison to the rest of the evaluated methods. Therefore, the execution times of the evaluated algorithm are not fully comparable. Our experiments were executed on a Intel Core i7 CPU 3770 @ 3.40 GHz machine with 16.0 GB of RAM. Table I summarizes the configuration details of the employed reservoirs in the considered experiments.
In our experiments, the weights of the input u(t), stored in the matrix W in , the reservoir weight matrix W and the external reservoir weight matrix W ex in terms of multiple layer ESM, are drawn randomly with a uniform distribution over (−0.1, 0.1). The results provided in the remainder of this section are averages over five different random reservoir initializations. Finally, training of all ESN-based methods was conducted using fivefold cross validation.
A. Mackey-Glass Series
The Mackey-Glass delay differential equation has provided classical benchmark tasks for time series modeling. The Mackey-Glass delay differential equation in a discrete time setting is approximated as
where the stepsize δ typically set to δ = 1/10 [20] , [23] . The resulting time-series is later rescaled into the range [−1, 1] by application of a tangent-hyperbolic transform y ESN (t) = tanh(y(t) − 1), so that it can be used to train ESNs with tanh activation function in the reservoir. The system behave chaotic for values of the delay time τ < 16.8. The training sequence for our experiment was generated from (18) with a delay time τ = 17, similar to [9] and [20] . The single and multiple layer ESN-based models were trained using a signal comprising 6000 time points, and initial transient was washed out by employing a reservoir warm-up time of 100 steps. Subsequently, evaluation of single and multiple layer ESN-based models were conducted by simulating the trained models using new time series of 250 samples, with a reservoir warm-up time of 100 time steps. We compare the performance of the considered models by calculating the obtained normalized absolute error (NAE) on a specific prediction horizon using the simulated network outputs. The NAE on a t-step prediction horizon reads as
where s 2 is the empirical variance of the actual target signal. Prediction on a t-step horizon in all the evaluated models was conducted by iteratively applying the predictor t times in a generative mode, where on each step it takes its own most recent prediction to do the next prediction. We consider a commonplace selection for the Mackey-Glass system prediction horizon, i.e., prediction 84 and 120 steps after the washout time elapses [20] . The obtained results are provided in Table II and Fig. 2 . These results are produced by calculating the mean and standard deviation of the obtained performance metrics over 50 test sequences (where execution of each test sequence includes first training of 6000 time points, initial transient of 100 steps washed out, testing of 250 time points with a reservoir warm-up time of 100 time steps followed by a prediction horizon of 84, 120 upto 150 time steps). We observe that ML-ESM with linear and ridge regression outperformed the considered alternatives, being capable of obtaining much lower NAE 84 , NAE 120 , and NAE t (mean NAE t ) values. We also find that the performance of the SVESM is worse than the performance of the rest of the considered methods. Another comment we would like to make is the overwhelming computational cost of the SVESM method. The SVESM method required more than 2.99993 × 10 3 s to execute only 50 test sequences for each prediction horizon (84, 120, 150) of the estimation algorithm. Fig. 3 further shows the comparison of single layer ESN with the proposed ML-ESM over 150 prediction time points of 50 test sequences. Fig. 3(a) demonstrates the results by using linear regression technique whereas Fig. 3(b) shows results by using ridge regression technique. It can be seen clearly in both Fig. 3(a) and (b) that adding layers in the beginning further lowers the NAE at each time step and then gradually increases with very little difference. This clearly shows that the behavior of ML-ESM with Mackey dataset maximally minimizes Finally, to provide a better insight into how the proposed ML-ESM method compares with its alternatives in regards to the imposed computational burden, we would like to mention that under our optimized MATLAB implementation, the ridge regression-based ML-ESM required roughly 73 s close to ridge regression-based ESN which required 65 s to execute only 50 test sequence for each prediction horizon (84, 120, 150). This shows that the computational time required by ML-ESM is far better than ESVM (2.99993 × 10 3 ) and when compared with single layer ESN offers a very good tradeoff between computational complexity and sequential data modeling performance.
B. Figure 8 Dataset
In this experiment, we evaluate the effectiveness of our multiple layer ESN model in learning complex sequential patterns. For this purpose, we consider an artificially generated figure 8 dataset with the points of the figure moving around very quickly, and each cycle comprising only few points. To obtain this signal, we use the artificially created function figure8_dataset which generates the figure 8 whose circles are centered at (384, 302) and (384, 722), with a radius of 210 and a channel width of 79, i.e., 1.5 cm.
The evaluated model was trained using a sequence of 600 data points from the figure 8 trajectory, and no reservoir warm up was employed. On the sequel the trained models were evaluated over 600 time steps. In Fig. 4 , we provide the trajectories produced by the evaluated methods. As we observe, the ML-ESM using both linear and ridge regression technique works considerably better than the SVESM and the linear regressionbased ESN, and slightly better than the ridge regression-based ESN. Specifically the ridge regression-based ESN yields a normalized root mean square error (NRMSE) equal to 0.0085, whereas the ML-ESM using ridge regression technique yields an NRMSE equal to 0.00002588.
C. Henon Map
In this section, we consider another typical benchmark in the field of RNNs, the Henon map chaotic process [33] . It is a discrete-time dynamical system exhibiting a characteristic chaotic behavior. Henon map receives as input a 2-D point y(t) = [y 1 , y 2 ], and maps it to a new point 
where α = 1.4 and β = 0.3. The starting point of the Henon map considered in our experiment is y(0) = 0.
In our experiments, the analyzed ESN-based models, were trained using the first 1000 samples of the Henon map. The initial transient was washed out by employing a reservoir warm-up time of 100 steps. Afterward, evaluation was conducted by using the trained models to generate the next 2000 samples of the Henon map, with the employed reservoirs being teacher-driven for the first 100 time points. The performance of the analyzed models in terms of the obtained NAE 84 , NAE 120 , NAE 400 , and NAE t metrics is depicted in Table III. As we observe, the ML-ESM model using both ridge and linear regression technique performs better than the considered alternatives. This happened due to the externally connected structures temporally creating a long term memory cycle. This approved in reducing the error compared to the standard state-of-the-art time series learning approaches. It is worth noting that SVESM is the worst performing method in this experiment. 
D. NARMA Sequence
In this section, we consider a sequence of NARMA model. The sequence at the beginning includes a ramp-up transient. The output of the NARMA sequence model depend on past and present values of the input as well as the output
where y i , x i , and η i are the output, input, and noise, respectively. M x denote the output and input memory orders. The NARMA sequence equation is approximated as
where input sequence x is an array of size equivalent to twice the sequence length. Output sequence y i is an array of size equivalent to the sequence length. The length of the sequence in our experiment was 1000. The constant variable a and b were initialized with 0.7 and 0.1 which were used to generate a linear sequence. The NRMSE and mean square error (MSE) of the ESN-based models are shown in Table IV . Again ML-ESM with linear and ridge regression techniques outperformed the standard linear and ridge regression-based ESN as well as the SVESM model. Fig. 5 further shows the comparison of single layer ESN with the proposed multiple layer ESN using the same range of data samples. Fig. 5(left) shows the results by using linear regression technique whereas Fig. 5(right) demonstrates the results using ridge regression. It can be clearly seen in Fig. 5(left) and (right) that the error first maximally decreases using two-layer with the proposed multiple layer ESN in comparison to the single layer ESN; and then remain steady in the following layers from 3 to 5 with a slight and steady increase on addition of each layer. It can be clearly seen in Table IV and Fig. 5 that multiple layer ESN produced best results with two and three layers where it significantly outperformed the standard ESN using both linear and ridge regression techniques. SVESM model like with Henon map dataset in Section III-C did not perform well with this NARMA sequence too. This is basically due to the poor prediction performance of the SVESM method at some time points, which adversely affects the average method performance.
E. 15 Benchmark Classification Problems
In this section, the 15 multivariate benchmark datasets are considered from UCI machine learning repositories [34] , [35] (see Table VII ). The performance of all the methods including the ML-ESM and other state-of-the-art RNN-based time series learning approaches were inconclusive. This is due to the time series learning nature of the proposed method and other state-of-the-art approaches which proved more useful in other time series chaotic predictive task demonstrated in this paper. However, still the proposed ML-ESM using both linear and ridge regression outperformed compared to the other standard benchmark techniques. This happened only due to the externally connected transition structures sequentially creating a long term memory cycle which further helped in reducing the error compared to the standard state-of-the-art time series learning approaches.
F. Reuters-21578 Textual Corpus
Reuter-21578 [36] is a popular dataset mostly used for evaluating text mining algorithms. Due to the consistency of concepts and the connected component nature of this corpus [37] we have selected this corpus for evaluating the strength of the proposed methods in comparison to the standard state-of-the-art.
The Reuters corpus contains 21 578 documents grouped into 135 clusters. It is very unbalanced, with some large clusters more than 300 times larger than some small ones. We have considered the ModeApte version of this corpus which discards documents with multiple category labels, and only selects the categories with more than ten documents. This left 8123 documents in total of 65 categories.
We exactly followed the ModeApte split of training and testing documents which provides 5946 training documents and 2347 testing documents. Overall after preprocessing, this corpus contains 18 933 distinct terms. The NAE of testing dataset using SVESM, the standard state-of-the-art ESN-based techniques and the proposed multiple layer ESN using both linear and ridge regression are shown in Table VIII . Further since the weight matrices of the ML-ESM in the beginning are normally initialized randomly. To test their effect on the output we initialized the weight matrices including the input weight matrix, internal weight matrices within each reservoir and external weight matrices between reservoirs of each layer with different spectral radius. The spectral radius of the weight matrices co-determines: 1) the effective time constant of the ML-ESM (larger spectral radius implies slower decay of impulse response) and 2) the amount of nonlinear interaction of input components through time (larger spectral radius implies longer range interactions). The gradual effect on NAE due to the change in spectral radius of the weight matrices and the number of reservoir layers is demonstrated in Fig. 6 . Fig. 6(a) shows the output of ML-ESM using linear regression and Fig. 6(d) shows the output using ridge regression technique. First, it is observed that while using linear regression technique, the use of less number of layers with the gradual increase in spectral radius slightly increases the error. Whereas using ridge regression technique decreases the error with less number of layers and the gradual increase in the spectral radius. This implies that particularly on this dataset, longer range interaction between the input components specifically while using linear regression do not proved useful in improving the performance of the ML-ESM. Further using both linear and ridge regression technique, with the increase in the number of layers and the gradual decrease in the spectral radius of the weight matrices significantly decreases the error in the beginning whereas the difference became lesser reaching to constant in the end.
Second, Fig. 6(b) and (e) again shows the output of error of the ML-ESM using linear and ridge regression techniques. This time the effect on error is observed by varying the number of neurons inside each reservoir and the number of layers of the proposed method. The spectral radius is held fixed equal to 1.25 throughout the experiment for both techniques. First, it is observed that for both linear and ridge regression techniques, lesser number of neurons inside each reservoir produces lesser error using multiple layers of reservoir inside an ESM. Second, the highest variation in error from low to high is observed using two layers inside the ML-ESM. The variation of error is observed much greater in linear regression compared to ridge regression technique. Lastly, for both techniques higher the neurons inside each reservoir larger was the error produced with smaller number of layers rather than larger number of layers.
Third, Fig. 6 (c) and (f) shows the output for both ML-ESM using again linear and ridge regression techniques. In these two subfigures, the effect on the error is analyzed by sequentially changing the number of neurons inside each reservoir and the spectral radius of the weight matrices. It can be again clearly seen in these two subfigures that higher number of neurons inside each reservoir increases the error compared to where lesser number of neurons are used. The proposed method with ridge regression came out overall slightly better compared to the other. Further this means that multiple layers of the proposed method produces best approximation with lesser number of neurons inside each reservoir compared to the standard state-of-the-art which is normally observed better worker with larger number of neurons.
Finally, after comparing both linear and ridge regression outputs with the proposed method in all the subfigures of Fig. 6 ; in this particular dataset the additional smoothing capability and employment of regularization in ridge regression came out as a comparatively better performer in comparison to the linear regression technique.
In accordance with the configurations of Table I for this dataset, the comparison of the proposed ML-ESM with the standard state-of-the-art ESN using both linear and ridge regression techniques and the SVESM method is also regulated. Here too the ML-ESM outperformed the standard ESN by improving the predicted accuracy and reducing the error. SVESM's performance in this particular experiment as shown in Table VIII was not bad but computationally was very expensive in comparison to other ESN-based approaches.
G. MoCap Human Motion Modeling
In this experiment, we train the evaluated method using four walking sequences, one running sequence, one bending sequence, one washing sequence and one dancing sequence from the CMU MoCap dataset [31] . The considered training sequence, corresponding to five different subjects, are obtained from the CMU database files: 35_02, 02_03, 16_21, 02_06, 02_10, 05_02, 03_01, and 06_01. In the sequel, we use 50% of each considered video as training set of the evaluated algorithms and the remaining fifty percent as the testing set. In Table V , we provide the NRMSEs obtained by each of the considered method. Similarly in Figs. 8 and 9 , we have shown the selected frame from the testing dataset of each considered video to show the difference between the actual testing frame and the predicted frame using linear and ridge regression with the proposed ML-ESM. It can be clearly seen from Figs. 8 and 9 that the two right columns which show the predicted output of ML-ESM using both linear and ridge regression technique; predict human motion almost correctly compared with the actual frame with slight vibration/noise to be seen on the moving part and very clear on the remaining part. The NRMSE shown in Table V clearly reflects the predicted output of frames visualized in Figs. 8 and 9 . This enable us to conclude that adding another layer in ML-ESM predict comparatively better compared to predictions of SVESM and single layer ESM using both linear and ridge regression techniques. Further we tested the performance of our proposed method from 2-5 layers and compared it with single layer ESN using both linear and ridge regression shown in Fig. 7 . Fig. 7(left) shows the output using linear regression whereas Fig. 7(right) shows the output using ridge regression technique. There is always a slight decrease in error noted by adding more than one layers compared with single layer ESN in every video file. The decrease mostly occurs in layer 2 or 3 whereas in the remaining layers the error is seen mostly steady. Bearing also in mind that running these experiments took around 45 s for the ML-ESM, and more than 1 h in the case of SVESM, it becomes apparent that ML-ESM is a favorable alternative over SVESM in this application.
IV. CONCLUSION
In this paper, we proposed a new multiple layer ESN modeling of sequential data, namely ML-ESM. On a number of widely used time series benchmarks of different characteristics and origins as well as by conducting a theoretical analysis we have shown the following. 1) A multiple layers connected cyclic topology is often sufficient for obtaining better performance comparable to those of simple standard cyclic topology.
2) A competitive multiple layer cyclic reservoir network can be constructed in a completely deterministic manner.
3) The state forgetting, state contracting, and input forgetting properties are all equivalent to the multiple layer network having echo state property along each layer. 4) The null state input sequence along all the layers of the ML-ESM is compatible with the null state sequence. 5) The addition of multiple layers of reservoir provide a more robust alternative to conventional RC networks. Additionally, with respect to the standard single layer ESN methodologies for sequential data modeling, we observe that our method is overwhelmingly more accurate in terms of reducing the error and computationally competitive as well. Similarly with respect to existing support vector machinebased ESN methodologies, such as SVESM [10] . Our method is computationally more efficient, especially in cases where large data corpora have to be processed.
A few open issues of the ML-ESM that we aim to address in the near future include: 1) detailed theoretical and comparative experimental evaluation of the model using different kinds of reservoir kernels and benchmark datasets; 2) derivation of multiobjective optimization criteria that can help select the appropriate number of layers, number of neurons in each reservoir, learning, adaptation, etc. for a particular task; and 3) adaptation of multiple layer reservoir network in an unsupervised fashion for appropriate tasks and evaluating the role of topological organization of reservoirs inside an ML-ESM.
