This paper presents two new novelty discrimination models for uncorrelated patterns based on neural modelling. The first model uses a single neuron with Hebbian learning and works well when the number of memorised patterns is less than 0.046N (N, the number of inputs). The second model is based on checking the value of the energy function of a Hopfield network. By sacrificing the ability to extract patterns -not needed for familiarity detection -an amazing jump from the normal capacity for retrieval of 0.145N to a capacity for novelty discrimination of 0.023N 2 is achieved. In addition, both models give some insight on the effect of déjà vu, since there is always a very small probability of detecting novel patterns as familiar.
Introduction
The ability to discriminate between novel and familiar sensory inputs is crucial for survival in humans and animals. The human familiarity discrimination memory has very high storage capacity. In particular, we can often tell if a stimulus is familiar to us, even if we cannot recognise it. This paper proposes two new methods of discrimination between novel and familiar input patterns using neural networks. In the first model, the familiarity discrimination is performed by a single neuron with Hebbian learning. In the second model, the energy function of a Hopfield network is used explicitly to ascertain novelty. The proposed approach is very different from all existing algorithms, which assume that the patterns are strongly correlated. These algorithms compress information and perform discrimination either by discovering the underlying distribution of familiar patterns and finding outliers, or by constructing prototypes of the patterns' classes. Here, patterns are assumed to be uncorrelated and compression is achieved by encoding the information about familiar patterns in the weights of neural networks. It is then no longer possible to extract stored patterns explicitly, but it is still possible to discriminate familiarity effectively and efficiently.
Both models have higher storage capacity for familiarity discrimination than for retrieval, which is also a feature of the human brain. Although the models are not designed to be biologically plausible, they may still provide some insight on the mechanisms of familiarity discrimination and the effect of déjà vu.
The paper is organised as follows. Section 2 briefly reviews several existing neural network implementations for discrimination. In section 3, a single-neuron familiarity detector model is described. Section 4 shows how a small probability of error produces a kind of déjà vu effect. Section 5 presents the familiarity discrimination algorithm using Hopfield networks. Finally, section 6 concludes the paper.
Related Work
Several neural network architectures for the task of discrimination between novelty and familiarity have been proposed [6, 8] . Very commonly ART network or some its variants are used (e.g., [1, 3] ). In an ART network, there is one neuron for each class of inputs and the weights of the neuron represent the most common input pattern from the neuron's class. During the learning, if an input pattern is not sufficiently similar to any of the patterns stored in existing neurons, then a new class neuron is added to the network [1] . Hence, discrimination between novel and familiar patterns is part of the learning algorithm.
Novelty discrimination may be used in industrial applications to signal abnormal behaviour of a system given sufficient data concerning its normal behaviour. Using these data it is possible to estimate the density distribution of the normal data and then during the novelty detection process, check whether the incoming pattern fits this distribution [7] .
Checking whether a pattern is familiar may be done in the early stages of information processing in a Hopfield network [2] . The fraction of neurons, which change their states during the early stages of processing, is lower after delivering a familiar pattern than for novel patterns [2] . In the program presented in [2] , discrimination is effected by checking the value of this fraction. The program checks familiarity before the end of retrieval from the associative memory, even for patterns, which are remembered so weakly that they cannot be retrieved [2] . Our second proposed model extends and formalises this idea.
3. Single-Neuron Familiarity Detector
The Model
Our first model assumes a single neuron with N inputs. Let us denote the inputs by x j and the output by y. Let P be the number of stored patterns in the neuron. The bit j of pattern µ is denoted by ξ j µ and may be equal to -1 or +1 (-1 corresponds to the inactive state of the neuron and +1 to the active state). Initially, all weights are set to 0. For each learnt pattern, the weights are modified according to the Hebb rule:
The resulting weights (after learning of all P patterns) are thus equal to:
Let us define the membrane potential of the neuron by:
Then, the value of the membrane potential after delivering one of the stored patterns to the network (for example ξ Since the ξ j µ may be equal to -1 or +1, then its square is always equal to 1, and the first term in (4) is equal to 1. Assuming random patterns, the second term is just a noise factor with binomial distribution and hence, it can be approximated with a normal distribution θ(µ,σ), with mean µ = 0 and standard
Similarly, it may be shown that the membrane potential for a random pattern, which is not correlated with any of the stored patterns, is:
Since in both cases the noise has a mean of zero, the average value of h for stored patterns is 1, while for novel patterns it is 0. Therefore, by taking as threshold the middle value 0.5, we can define the behaviour of the neuron by:
If the noise θ is small enough then the neuron defined by (7) behaves as a familiarity detector: y = -1 for novel patterns and y = +1 for familiar patterns.
Theoretical Prediction of Capacity
The neuron works well if the noise is smaller than the absolute value of the threshold. The larger the number of stored patterns, the higher the noise θ (see equations (5) and (6)). Let us say that the neuron is working well if the probability of making an error is less than 1%. An error occurs if the noise is higher than the threshold. To calculate the maximal acceptable number of stored patterns P max , we must solve:
where Pr denotes probability. Equation (8) is equivalent to:
Since the noise may be estimated by a normal distribution, equation (9) 
Simulation Results
The model was implemented in C++ and tested with respect to P max . For each number of inputs N, and for each number of stored patterns P, the behaviour of the neuron was tested on 200 patterns. Among these patterns, 100 were the stored patterns and 100 were random patterns for which the absolute value of the correlation with each stored pattern was less than 0.5. While P increases, the proportion of wrong answers also increases. For each number of inputs N, P max is taken as the maximal number of stored pattern P, for which the error rate is less than or equal to 1%. The comparison of experimental results and theoretical predictions for the single-neuron model capacity is shown in Figure 1 . In this work, a correlation coefficient of at least 0.5 is used as the criterion to determine familiarity. Other criteria may be implemented by changing the value of the threshold in equation (7) . Considerations on finding the correct threshold may be found in [3] .
Network Error and Déjà vu
In déjà vu situations, something that has never been seen before appears familiar. In the theoretical capacity estimation of section 3.2, we assumed some acceptable error probability, namely 1%. Hence, the familiarity detector neuron may classify a novel pattern as familiar and thus give rise to the sensation of déjà vu.
By decreasing the number of stored patterns P, one can decrease the probability of error of the neuron. However, even for P = 2, there is at least one possibility of déjà vu:
The pattern defined in equation (12) is the pattern for which the value of the membrane potential is the highest possible because this is the pattern, which is the most correlated to the vector of weights. From equation (2), it is clear that ξ déjà vu is a "mixture of all stored patterns". Figure 2 shows the example of déjà vu for three stored patterns and the corresponding values of membrane potentials. One can see that the déjà vu has the highest membrane potential (i.e., seems most familiar to the neuron). Using signal-to-noise analysis, it may be shown that for retrieval tasks the capacity of the Hopfield model is as follows [4] : P N < 0185 .
(15)
The energy function is defined by: The value of the energy function is usually lower for stored patterns and higher for other patterns [4] . The (twice) value of the energy function after delivering to the network one of the stored patterns, (e.g., ξ Similarly, it may be shown that the (twice) value of the energy after delivering a random pattern, which is not correlated with any stored pattern, is equal to:
As in section 3.1, in both cases ((18), (19) ) the noise has mean zero, and the average value of 2E for stored patterns is -N, while for novel patterns it is 0. Therefore, by taking as threshold the middle value -N/2, we can define a familiarity discrimination criterion, namely, if 2E < -N/2, or equivalently E < -N/4, then the pattern is considered familiar, otherwise it is novel.
Theoretical Prediction of Capacity
The familiarity discrimination algorithm presented in section 5.1 works well when the noise θ is small. As in section 3.2, we consider the algorithm as working well if the probability of error is less than 1%. An error occurs if the noise is higher than the threshold N/2. To calculate the maximal acceptable number of stored patterns P max , we must solve the following equation: It can be seen from equations (21) and (11), that the capacity per neuron in the second model is exactly half of that in the first model. This is due to the fact that both algorithms use the same mechanism, but in the Hopfield model, the weights are symmetrical. Therefore, each piece of information is stored twice. In other words, half of the weights do not bring any information, and hence the capacity is halved.
Simulation Results
The model was implemented in C++ and was tested as in section 3.3, except that for each number of neurons 1000 patterns were used. The results are shown in Figure 3 . Figure 3 . Storage capacity of the Hopfield network for familiarity discrimination and retrieval tasks Figure 3 shows that the theoretical predictions of storage capacity for the familiarity discrimination task match the experimental results very closely. Figure 3 also shows the traditionally accepted capacity of the Hopfield model (i.e., the capacity for the retrieval task as computed by equation (15)). The capacity for the familiarity discrimination task is much higher than that of the retrieval task. In practice, this means that it is possible to find out if a pattern is familiar even if it is remembered so weakly that it is not possible to retrieve it. As mentioned above, the human brain also has this feature. Furthermore, familiarity discrimination may be performed in one step by computing the energy function. Hence, it is much faster than retrieval, which requires the whole relaxation process. This is consistent with psychological experiments on animals, where familiarity discrimination is performed faster than recognition [2] .
Déjà vu in Hopfield Networks
As in the single-neuron model, the effect of déjà vu may be observed in the Hopfield model. Here, spurious attractors are déjà vu since, by definition, they have lower energy than stored patterns [4] . Mixed states, which produce déjà vu for single neuron novelty detectors, are spurious attractors only for a very small number of stored patterns P < 0.05N [4] . For higher numbers of stored patterns, spurious attractors also exist but they are not mixed states [4] .
It seems surprising that the spurious attractors, which so strongly limit storage capacity for the retrieval task, do not hinder equally the capacity for the familiarity discrimination task (see Figure 3) . The reason for this is that the spurious attractors represent energy minima and the relaxation process is a kind of hill climbing in a high-dimensional energy landscape. In the case of retrieval, an error occurs when a state adjacent to the state representing the delivered pattern is a spurious attractor. In the case of familiarity discrimination, an error occurs when the delivered pattern is itself a spurious attractor (see Figure 4) . Since the energy landscape has N dimensions, each state has N adjacent states. Hence, during retrieval, there are N times more "opportunities" to make a mistake than during familiarity discrimination. It follows that the capacity of the Hopfield network for familiarity discrimination is about N times larger than for retrieval. In summary, although spurious attractors are not very common, they are often found during the relaxation process of the Hopfield network. By decreasing the number of stored patterns, the probability of error for familiarity discrimination may be decreased. However, patterns giving rise to déjà vu will still exist for P > 1 as is the case for the single neuron familiarity detector. For small P, the probability of generating such a pattern is very small, since the number of all possible patterns is 2
N
. This may explain why we, as humans, do not experience déjà vu too often. However, it is not surprising that we occasionally do so, given the large number of patterns we are exposed to during our lifetime.
Asymmetric Connections
According to equations (11) and (21), the capacity per neuron in the second model is exactly half of that in the first model. This is due to the fact that both algorithms use the same mechanism, but in the Hopfield model, Error, when any neighbour of current state is a spurious attractor the weights are symmetric. Therefore, each piece of information is stored twice. In other words, half of the weights do not bring any information, and hence the capacity is halved.
The capacity of the Hopfield network for familiarity discrimination may remain the same after removing half of the connections from the network in a way satisfying the following constraints: -If there is a connection from neuron i to neuron j, then there is no connection from j to i. -Each neuron is connected to half of the neurons.
We implemented the model with asymmetric connection and tested its capacity in a way similar to that described in section 5.3. The comparison of capacities (obtained in simulations) of the Hopfield network with asymmetric connections and the fully connected network is shown in Figure 5 . The storage capacity per synapse of the network with asymmetric connections is twice as high as in the case of the fully connected network. Therefore, the capacity per synapse of the Hopfield network with asymmetric connections is exactly the same as the capacity per synapse of the single neuron model.
Conclusion
This paper presents two algorithms for novelty discrimination. The first uses a single neuron with Hebbian learning and the second uses the energy function of a Hopfield network. The models are shown to have very high storage capacity for this task -proportional to the number of synapses. This is in contrast to the capacity of the Hopfield model for the retrieval task, which is proportional to the number of neurons. The proposed models also give some possible insight into the phenomenon of déjà vu, because this kind of error always exists in both models. Future work will focus on creating a detailed model of familiarity discrimination in the brain.
