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Nonlinear Quasi Complementarity Problems 
MOHAMMED ASLAM NOOR 
Mathematical Sciences, King Fahd University of Petroleum and Minerals 
Abetract. An iterative algorithm is given to obtain the approximate solution of a new class of 
complementarity problems. It is shown that the approximate solution obtained by the iterative 
scheme converges to the exact rolution. Several special cases are also discussed. 
1. INTRODUCTION 
Complementarity theory has become a rich source of inspiration in both mathematical and 
engineering sciences. Complementarity theory has been extended and generalized in various 
directions to study a wide class of problems arising in optimization and control, mechanics, 
operations research, fluid flow through porous media, economics and transportation equi- 
librium, etc. Related to the complementarity problem, there is also a variational inequality 
problem. In fact, it is known that if the underlying set in both these problems is a convex 
cone, then complementarity problem and variational inequality problem are equivalent. This 
equivalence has been used quite effectively in suggesting unified and general algorithms for 
solving complementarity problems, see Ahn [l] and Noor [2,3,4]. 
Motivated and inspired by the recent research work going on in these fields, we consider 
and study a new unified and general algorithm for an other class of complementarity prob- 
lems known as nonlinear quasi complementarity problem. This class of problems includes 
both linear and nonlinear complementarity problems as special cases. Using the variational 
inequality approach, we propose and analyze an algorithm for obtaining the approximate 
solution of nonlinear quasi complementarity problem. Our results are an extension and 
improvements of the previously known results. 
2. FORMULATION AND BASIC RESULTS 
We denote the inner product and norm on R” by (., .) and I[.]] respectively. We now 
consider the problem of the type: For a continuous mapping T and a point-to-point mapping 
m form R” into itself, we consider the problem of finding u such that 
u - m(u) 1 0, Tu + A(u) 10, (u - m(u), Tu + A(u)) = 0, (2.1) 
where A is a nonlinear mapping from R” into itself. The problem of type (2.1) is known 
as nonlinear quasi complementarity problem. For the mathematical formulation and appli- 
cations, see Mosco [S] and Bensoussan and Lions [6], where they have shown how various 
impulse control and optimal stopping problems can be formulated as infinite dimensional 
nonlinear quasi compldmentarity~problems; 
Tu + A(u) E K*(u) and (u - m(u), Tu -+ A(u)) = 0, 
where K*(u) is the polar cone of K(u). In many important applications 
following form: 
K(u) = m(u) + I< 
P-2) 
[S], K(u) has the 
(2.3) 
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Related to these complementarity problems, there are variational inequality problems. 
The nonlinear quasi variational inequality problem is to find u E K(U) such that 
(2% + A(u), v - u) 2 0, for all v E K(u). (2.4) 
For the mathematical formulation and applications, see iMosco [5] and Bensoussan and Lions 
(61 and Noor [12]. 
3. MAIN RESULTS 
We need the following results, the first of which is a generalization of a result of Kara- 
mardian 191, Pang [13] and Noor [14]. 
Lemma 3.1: If li is the positive cone in R”, then u E K(u), defined by (2.3) is a solution 
of (2.2) if and only if u satisfies the variational inequality (2.4). 
Proof: The proof is similar to that of lemma 3.1 in [13,14]. 
Lemma 3.2: For K(u) given by (2.3), u E K(u) is a solution of quasi variational inequality 
(2.4) if and only if u satisfies the relation. 
u = m(u) + Pk [u - p(Tu + A(u)) - m(u)] (3.1) 
where p > 0, m is an arbitrary point-to-point mapping and Pk is the projection of R” into 
K. 
Proof: Its proof is similar to that of theorem 3.1 in [14]. 
From lemmas 3.1 and 3.2, we conclude that the solution of (2.2) may be obtained by 
computing the fixed point of F where 
F(U) = m(U) -I- Pk [U - p(TU + A(u)) - m(U)]. 
On the basis of these observations, we now suggest the following new unified algorithm for 
the generalized nonlinear quasi complementarity problem (2.2). 
Algorithm 3.1: 
For any given us E R”, compute 
Un+l = m(u,) + PK[u, - p(Tu, + A(un)) - m(u,>] (3.2) 
where p > 0 is a constant. 
In order to discuss the convergence properties of the Algorithm 3.1, we need the following 
concepts. 
)efinition 3.1 
An operator T : If + Tn is called: 
(i) Coercive, if there exists a constant a > 0 such that 
(Tu,u) 2 c~jlu11~, for all u E K (3.3) 
(ii) Continuous (bounded), if there is a constnat fl > 0 such that 
(Tu,v) 5 PIlull llvll, for all u,U E IC (3.4) 
(iii) Lipschitz continuous, if there exists a constant < > 0 such that 
lb - TV]] 5 t]]u - v]], for all u,v E K. (3.5) 
We now study those conditions under which the approximate solution obtained by Algo- 
rithm 3.1 converges to the exact solution of the generalized nonlinear quasi complementarity 
problem (2.2), which is the main motivation of our next result. 
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THEOREM 3.1. Let the point-to-point mapping m be Lipschitz continuous with constant 7 
and K be a closed convex cone in R”. If the mapping T is coercive continuous, and if u and 
u,+l are solutions satisfying (2.2) and (3.2), respectively, then 
u,+l - u in R”, 
for 
6 < p < (o _ < + 27[ + J(o - t + 27EY - 4(7 - 72)(132 - t2> 
(P2 - ?) 
, (o - < + 270 > 2(& - r2)(P2 - t2) and 7 < i, where < is the Lipschitz constant of the 
nonlinear operator il. 
Proof: Let u E I\(u) be the solution of the problem (2.2), then by lemmas 3.1 and 3.2, 
it follows that u E I<(U) can be characterized by the relation (3.1). Hence from (3.1) and 
(3.2), we have 
Ihtl - ~11 = llm(un> - m(u) + PK[u, - p(Tu, + A(G)) - m(u,)] 
-PK[u - p(Tu + A(u)) - m(u>]ll. 
since PK iS nonexpansive [12], 
L 2llm(u,) - m(u)11 + llun - u - p(Tu, - Tu)ll 
+~llA(un> - A(u>ll 
I 2(-t + A>lbn - ull + lbn - u - A+% - Tu)ll 
Again using (3.3) and (3.4), we obtain 
llun - u - p(Tun - Tu)II’ _< (1 + p2P2 - 2~)11% - ~11~. 
(3.6) 
(3.7) 
Hence, from (3.6) and (3.7), it follows that 
IlUntl - 41 L wh - 41, 
where 0 = (27 + [p + Jl - 2ap + P2p2) < 1 for 
~f+zy<+~ (a - t + k&)2 - 4(7 - r2)(P2 - r2) 
P2 - t2 
, 
(o - [ + 27<) > 2&r - r2)(p2 - t2) and 7 < 3. 
Since 0 < 1, the fixed point problem (3.1) has a unique solution and consequently the 
iterate u ,,+I converges to the exact solution u of (2.2), which is the required result. 
4. CONCLUSION 
We have only shown the possibility that the projection techniques can be used successfully 
to suggest iterative algorithms such as algorithm 3.1. A detailed analysis of this class of 
complementarity problems both analytically and numerically will constitute and immediate 
and interesting subject of future study. Development and improvement of an implementable 
algorithm of this class of complementarity problems deserve further research efforts. 
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