We describe a general method to prove meromorphic continuation of dynamical zeta functions to the entire complex plane under the condition that the corresponding partition functions are given via a dynamical trace formula from a family of transfer operators. Further we give general conditions for the partition functions associated with general spin chains to be of this type and provide various families of examples for which these conditions are satisfied.
Introduction
The dynamical zeta functions of interest in this paper are generating functions of the form (1) ζ R (z) := exp
associated with sequences Z n n∈N in C. If the Z n arise as partition functions of a dynamical system, the notion of dynamical zeta functions or Ruelle zeta functions has been introduced by Ruelle in [21] and [22] . Naming and special form of these functions are motivated by concrete examples from statistical mechanics. The partition function encodes the statistical properties of a system in thermodynamic equilibrium. It depends on the temperature, the volume, and the microstates of a finite number of particles. We will consider partition functions of the form (2) Z n = n1 ν=0 (−1) ν trace G n ν or Z n = det(1 − Λ n ) trace G n for large n. In the first case one has a (possibly) infinite family of compact operators G ν , called transfer operators, such that the corresponding Schatten norms satisfy n1 ν=0 G no ν S1(Hν ) < ∞. In the second case one has as a transfer operator G together with an auxiliary operator Λ. We will refer to formulae of the type (2) as dynamical trace formulae. Examples of such dynamical zeta functions derived from trace formulae of the type (2) have been treated repeatedly in the literature, see e.g. [9] , [11] , [26] , [27] , [12] , [15] , [14] , [4] , [5] , [18] , [19] . Unlike other kinds of zeta functions such as Riemann's, Selberg's, or Artin's zeta function, our dynamical zeta function is an exponential of a power series, hence itself a power series. Considering s → ζ R (e −s ) one obtains a function which is holomorphic in a right half plane, provided ζ R has a non-zero radius of convergence. Zeta functions typically occur as a kind of generating functions for collections of objects like prime numbers or prime geodesics and it is natural to ask for their analytic properties. In particular, in order to prove asymptotic results for counting functions it is important to know whether the zeta functions have meromorphic continuations to a larger set or even to the entire complex plane. Moreover, one wants to obtain information on the location of the poles. We will show that this kind of information can indeed be provided if the partition function can be written via dynamical trace formulae. More precisely, we show that such dynamical zeta functions are quotients of regularized Fredholm determinants, one factor for each transfer operator (see Theorem 2.1 and Theorem 2.3). Thus they have representations as Euler products, and it is possible to give a spectral interpretation for its zeros and poles. Results of the kind sketched above become interesting only if one has a sufficient supply of examples of partition functions with the desired properties. We provide a general principle how to construct such examples from (classical) spin chains. To describe these, we consider a Hausdorff space F equipped with a finite measure ν, and let A : F × F → {0, 1} be a ν ⊗ ν-measurable function, which we call a transition matrix. Then Ω A := {ξ ∈ F N | A(ξ i , ξ i+1 ) = 1 ∀i} will be referred to as a configuration space. Further we fix an interaction A ∈ C b (Ω A ). These data, together with the left shift τ : F N → F N , (τ ξ) k := ξ k+1 , are called a spin chain or, more technically, a one-sided one-dimensional matrix subshift. With such a matrix subshift we associate a dynamical partition function A(τ k (x 1 . . . x n )) dν n (x 1 , . . . , x n ), where x 1 . . . x n := (x 1 , . . . , x n , x 1 , . . . , x n , . . .) and x n+1 := x 1 . Consider the special case of A = 0, and let ρ n : F N → F n , ξ → (ξ 1 , . . . , ξ n ) be the projection. Then Z n (0) = ν n ρ n ({ξ ∈ Ω A | τ n ξ = ξ}) , which measures the number of closed τ -orbits in Ω A with period length n with respect to the a priori measure ν. In particular, if the system is a full shift, i. e., A ≡ 1, then Z n (0) = ν(F ) n . For general non-interacting matrix subshifts it is possible to show (see Proposition 5.1) that there is an operator G A such that Z n (0) = trace G n A . If the interaction A is non-zero we have to make more assumptions in order to guarantee such trace representations of the partition function. See Theorem 5.3 for a precise formulation. Its proof depends on a two special types of trace formulae. One (see Lemma 1.6) is elementary but subtle and deals with iterates of averages of Hilbert-Schmidt operators. The other (see Theorem 4.6) deals with composition operators on Fock spaces and is based on a fixed point formula of Atiyah and Bott. In order to satisfy the hypotheses of Theorem 5.3 one has to verify certain estimates which boil down to asking for a rather rapid decay of the interactions (see Theorem 6.2) . Nevertheless, the theorem is strong enough to produce, among others, all the corresponding results scattered in the literature quoted above (see Example 6.5). The paper is organized as follows. In Section 1 we recall some key definitions and provide a number of technical results concerning traces and determinant in infinite dimensions used later in the paper. In Section 2 we show how to continue dynamical zeta functions meromorphically if a dynamical trace formula holds. Section 3 contains a description of the composition operators that are instrumental in the construction of dynamical trace fromulae for spin chains in Section 5. The underlying trace formulae for these operators are proven in Section 4. In Section 6 we apply our results to Ising type spin chains and give examples for interactions for which our results can be applied.
By [2, Thm. XI.1.1] this estimate implies that for any n o ∈ N ≥p the n oregularized determinant 
is entire for every fixed A ∈ S p (H) and has the representation
where the coefficients c n (A) are defined by 
For |z| sufficiently small one has
Let (λ j ) j be the eigenvalues of A ∈ S p (H), then one has the Euler product
where
The identity (⋆) can be obtained as a consequence of the power series expansion of log(1 − z). The Euler product expansion (8) shows that the zeros of z → det no (1 − zA) are in bijection with the eigenvalues of A. 
. It based on the estimate |f no (z)| ≤ exp Γ no |z| no for some constant Γ no > 0. Using (8) one derives from this the slightly sharper estimate
The following criterion for the convergence of infinite products of regularized determinants will turn out to be useful.
converges absolutely and locally uniformly to an entire function of z.
Proof. Note that the function f no from Lemma 1.1 is of the form f no (z) − 1 = z no h no (z) for some entire function h no . Further, c := sup ν∈N0 G ν is finite. Hence |h no (λ j (zG ν ))| ≤ sup |w|≤|z| c |h no (w)| =: c z for all eigenvalues λ j (zG ν ) of zG ν . Now the hypothesis implies that
is finite. Thus the infinite product ∞ ν=0 j f no (λ j (zG ν )) converges, and by Lemma 1.1 it is equal to ∞ ν=0 det no (1 − zG ν ). This proves the claim. Proposition 1.4. Let H 1 and H 2 be two Hilbert spaces and n o ∈ N. Pick A ∈ S no (H 1 ) and B ∈ S no (H 2 ). If we denote the eigenvalues of B by λ j (B), we have
Proof. For |z| < A IV.6.1]) applied to the trace class operators B n (n ≥ n o ) yields
Here we used that for z in the chosen range the inner double series converges absolutely and locally uniformly. By Lemma 1.1 the left hand side is an entire function in z. Therefore analytic continuation shows that the identity holds for all z ∈ C if we can show that also the right hand side is an entire function in z.
But that follows from Lemma 1.3 applied to the family G j := λ j (B) A. 
and the estimate
For the special case of a finite rank operator B with spectrum λ 1 , . . . , λ d Proposition 1.4 implies that
where for α ∈ {0, 1} d we set λ α := d j=1 λ αj j . Approximating Schatten class operators by finite rank operators one derives the following proposition:
Proof. (i) For any d ∈ N let pr d ∈ End(H 2 ) be the orthogonal projection onto the space spanned by the first d generalized eigenvectors of B and
, so that (12), applied to the B d , implies the claim.
(ii) We know that
In view of (i) it only remains to show that
Expanding both sides in terms of the eigenvalues of B we see that it suffices to show
For this kind of rearrangement it is enough to verify the summability condition (16) from Lemma 1.3, i. e., the finiteness of
To show this, we recall that the eigenvalues of the trace class operator ∧ ν B are the λ α with |α| = ν and note that 
In this case T satisfies
for all n ≥ 2. Moreover, for these n we have
Proof. Suppose first that (13) defines a Hilbert-Schmidt operator. Fix orthonormal bases (e i ) i∈N , (f j ) j∈N for L 2 (F, dν) and H, respectively. Then, by Parseval's identity, one has
Conversely, if (14) holds, we reverse this calculation and conclude that not only the integral (13) converges for almost all σ, but also that it defines a HilbertSchmidt operator on L 2 (F, dν)⊗H. Now assume that T is Hilbert-Schmidt. Then for n ≥ 2 the operator T n is trace class and a simple induction argument shows that
By the first part of the proof the S xj are Hilbert-Schmidt (for almost all x j ), hence the compositions S xn • . . .
• S x1 are trace class. Now the trace of T n can be calculated as follows
We claim that trace T n can be rewritten as
Note that (by Fourier expansion and induction)
for any orthonormal basis (h i ) i∈N for H and Hilbert-Schmidt operators S i on H. Setting
for i, j ∈ N, we can rewrite G n as
The identity
is trace class and by [7, Ex. X. 1.18] its trace can be obtained by integrating the integral kernel along the diagonal. If G n is trace class, we have
Thus, to prove the claim it suffices to show that
. Using the technical Lemma 1.7 below, we obtain the estimate
, which proves the claim. To conclude the proof of the lemma one verifies the
for n ≥ 2, which can be done similarly as in the case n = 1.
If ν is a finite measure on F , g : F 2 → C is bounded, and F S x 2 S2(H) dν(x) is finite, Lemma 1.6 shows that the associated operator T is Hilbert-Schmidt. Lemma 1.7. Let n ≥ 2 and suppose that the functions
using the convention that i n+1 = i 1 .
Proof.
We proceed by induction. The case n = 2 follows from the estimate
To do the induction step considerã
and induction yields
Meromorphic Continuation
The following theorem is an analog of a result of D. Mayer (see [14, Thm. 7.17] ) proven there in the context of generalized Perron-Frobenius operators associated with expanding maps. 
Then the dynamical zeta function ζ R associated with (Z n ) n∈N admits a meromorphic continuation to the entire plane. It is given by the formula
Proof. We treat the case of finitely many non-zero operators first, say
and obtains that this is a finite product of meromorphic functions. We turn the general case. By (16) the sequence G no ν S1(Hν ) tends to zero as ν → ∞, so the minimum min{ G no ν −1 S1(Hν ) | ν ∈ N 0 } > 0 exists. Using the convergence criterion from Lemma 1.3 we see that the quotient of infinite products
converges absolutely and locally uniformly for all z ∈ C.
Corollary 2.2. Given two Hilbert spaces H and H
n and trace A trace B = trace (A ⊗ B) for all trace class operators A and B, the identity (10) implies that
Note here that the estimate (11) provides the summability condition (16) . In fact,
Now we can apply Theorem 2.1 to finish the proof.
Consider the case of a dynamical zeta function in the presence of the dynamical trace formula of the type
We obtain a better understanding the zeros and poles of the zeta function calculating the regularized determinants as infinite products involving the eigenvalues of Λ. In fact, combining Proposition 1.5 with Corollary 2.2 yields the following spectral interpretation of the poles and zeros of ζ R .
Theorem 2.3. Given two Hilbert spaces H and H
Then the meromorphic continuation of ζ R is given by the formula
Composition Operators on Fock Spaces
We start by briefly recalling some basic properties of reproducing kernel spaces of holomorphic functions on not necessarily finite dimensional manifolds. Our basic reference for this material is [16] , although we choose a different normalization. Let H ⊂ C E be a Hilbert space consisting of complex valued functions on a set E. The space H is called a reproducing kernel Hilbert space (RKHS), if for
. . , n). These concepts are connected by the following fact, cf. [16, I.1]: If H ⊂ C E is a RKHS, then the function k : E × E → C defined by k(x, y) := ev x • ev * y is a positive definite reproducing kernel for H. Moreover, for all f ∈ H, x ∈ E one has (17) |f
Since the span of the kernel functions k w (w ∈ E) is dense in H, a bounded operator T on H is uniquely determined by its "integral kernel"
The integral kernel of the adjoint T * of T is obtained from
Recall that the Bargmann-Fock space F (C m ) is defined as the space of entire functions F :
where dz denotes Lebesgue measure on C m . It is a RKHS with reproducing kernel k(z, w) = exp π z|w . 
Proof. We use the reproducing kernel property for the reproducing kernels k
and e
This shows that C A and C A * are adjoint.
implies the claim.
Using Lemma 3.1 we obtain (i) If P : H → H is a projection, then C P ∈ End(F (H)) is a projection.
(ii) If P : H → H is self-adjoint, then C P ∈ End(F (H)) is self-adjoint.
(iii) As a consequence of (i) and (ii) we see that if P : H → H is an orthogonal projection, then C P ∈ End(F (H)) is an orthogonal projection.
(iv) Let P : H → H be an orthogonal projection. For p : H → P H, z → P z we have P = p * p and pp * = id P H . Hence C p : F (P H) → F (H) is an isometric embedding.
(v) With the identification F (P H) ∼ = C p (F (P H)) ⊂ F(H) we can view F (P H) as a subspace of F (H). Moreover, F (P H) has a reproducing kernel, namely the kernel of F (H) restricted to P H × P H.
Lemma 3.2. Let P n : H → H be a sequence of orthogonal projections converging to the identity in the strong operator topology. Then the sequence C Pn ∈ End(F (H)) of orthogonal projections converges in the strong operator topology to the identity on F (H) as n → ∞.
Proof. For all z ∈ H one has P n z −→ z as n → ∞. Since F (H) ⊂ C(H), we have for all f ∈ F(H)
Using the reproducing kernel property, this can be rewritten as
Since the functions k z (z ∈ H) form a total subset of F (H), this implies weak operator convergence which on a Hilbert space coincides with the strong operator convergence.
Parts of the following proposition can be found in [10, II.].
Proposition 3.3. Let P n : H → H be an ascending sequence of orthogonal projections with n-dimensional range converging in the strong operator topology to the identity, i. e., P n H ⊂ P n+1 H. Set pr n : H → H n := P n H, z → P n z. A function f belongs to the Fock space F (H), defined as the RKHS with reproducing kernel k(z, w) = exp(π z|w ), if and only if the following three conditions hold:
In this case, this supremum equals
Proof. We already observed that F (H) ⊂ O(H), hence (i) and (ii) hold for f ∈ F(H). For m ∈ N we introduce
By Lemma 3.2 one gets
Suppose, conversely that f : H → C satisfies (i) -(iii). The bounded sequence C Pm f m∈N in C(H) has a weakly convergent subsequence with limit f . Hence f ∈ F(H) and f
Viewing F (H m ) as a subspace of F (H m+1 ), Parseval's identity implies that the sequence c m (f ) indexed by m ∈ N is monotonically increasing.
Let E be a set and V a space of complex valued functions on E. A (weighted or generalized) composition operator is an operator T : V → V of the form
where φ : E → C, ψ : E → E are given functions. If the multiplication part is trivial, i. e., φ ≡ 1, then T is called a (classical) composition operator. Let E, F be non-empty sets. Let φ x : E → C, ψ x : E → E for each x ∈ F , and
. Then a simple induction argument yields the composition law
Remark 3.4. Let 0 < q < 1 and ψ : X → X be a function on a normed space (X, · ) with ψ(z) − ψ(w) ≤ q z − w for all z, w ∈ X. Then ψ is called a contraction. Set (20) r
Let r > r ψ and |z| ≤ r. Then the estimate
Remark 3.5. Let (X, · ) be a normed space, ψ : X → X be a contraction in the sense of Proposition 3.4, and φ : X → C a continuous function. Let r > r ψ with r ψ as in (20), and T be the weighted composition operator
(i) Let g ∈ C(K r ), then T g belongs to C(K δr ) for some δ > 1. In fact, if z ∈ K δr and δ < (ii) Every eigenfunction of T for a non-zero eigenvalue belongs to C(X). To see this, let f ∈ C(K r ) be an eigenfunction of T for a non-zero eigenvalue ρ. Hence by iterating relation (i) n-times we get f = ρ −n T n f ∈ C(K δ n r ) for some δ > 1. Since X = r>0 K r , we conclude that f ∈ C(X).
A Trace Formula for Composition Operators
Let U ⊂ C k be an open bounded complex domain. Let A ∞ (U ) denote the space of holomorphic functions on U which are continuous on the closure U of U . Clearly, A ∞ (U ) is a Banach space with respect to the supremum norm. The following theorem, due to D. Ruelle ([21] , see also [12, Appendix B], [13] for the infinite dimensional case) is based on a fixed point formula of Atiyah and Bott (cf. [1] ). 
is nuclear of order zero with trace given by the Atiyah-Bott type fixed point formula 
Let f an eigenfunction of T for a non-zero eigenvalue ρ. Then f is entire and there exist c 1 ,
Proof. Let f be an eigenfunction of T for a non-zero eigenvalue ρ. For n ∈ N we have f = ρ −n T n f which by (19) is given as
where ψ (k) is the k-th iterate of ψ. As in Remark 3.5 (ii) one shows that f is entire, thus belongs to . One can find constants c 1 , c 2 > 0 such that c 1 ln z ≤ n(z) ≤ c 2 ln z for all z > r ψ . Remark 3.4 implies that ψ (n(z)) (z) ≤ r, and hence
By the maximum principle we know that the supremum sup w ≤ z |φ(w)| is attained for some w with w = z . Theorem 4.3. Let b ∈ C m , A ∈ Gl(m; C) with A < 1, and φ : C m → C an entire function which can be estimated by |φ(z)| ≤ c exp(a z ) for some constants a, c > 0. Let T be the composition operator given by
is a trace class operator with
for all B(0; r) := z ∈ C Proof. The affine map ψ(z) = Az + b is a contraction with q = A < 1 and
Thus T | F (C m ) is a nuclear map on a Hilbert space, and hence of trace class. Let f ∈ A ∞ (B(0; r)) be an eigenfunction of T corresponding to a non-zero eigenvalue ρ. By Lemma 4.2 the eigenfunction f satisfies the estimate
This upper bound is Lebesgue-integrable on C m , and thus f belongs to F (C m ). This shows that every non-zero eigenvalue of T | A ∞ (B(0;r)) is an eigenvalue of T | F (C m ) , hence the traces coincide and by Theorem 4.1 they have the stated value.
Let T be a trace class operator on a Hilbert space H ⊂ L 2 (Z, dm) with reproducing kernel k. Then by general theory the trace is given by integrating the integral kernel (18) along the diagonal,
Thus Theorem 4.3 yields the non-trivial integral identity
Let H be a separable Hilbert space and F (H) the associated Fock space. Fix a, b ∈ H, and A ∈ End(H). Consider the (possibly unbounded) composition operator
If H is finite dimensional and A < 1, then by Theorem 4.3 the operator K a,b,A is trace class, hence compact.
Proposition 4.4. Let (H, · · ) be a finite dimensional Hilbert space.
(i) Let a, b ∈ H, A ∈ End(H) with A < 1, and K a,b,A ∈ End(F (H)) be the corresponding composition operator (22) . (ii) If A is positive, then K b,b,A is positive and trace class with
Proof. The operator K a,b,A has integral kernel k K a,b,A (z, w) = e π z|a e π Az+b|w = exp π( z|a + b|w + Az|w ) , from which one easily gets the integral kernel
Similarly one confirms that
A is selfadjoint and a = b. A compact selfadjoint operator is positive iff all its eigenvalues are positive. By an argument given in [13, III] we know the spectrum of 
Let K := K a,b,A and K := γ K β,β,Λ ∈ End(F (H)) be the corresponding composition operators (22) . Then K = |K| = √ K ⋆ K, and
Proof. The composition operator K ∈ End(F (H)) is positive by Prop. 4.4 (ii).
For all f ∈ F(H) one has by Prop. 4.4 (iii)
For Λ, β, γ chosen as above we get
by the uniqueness of the operator square root. The trace norm of K is equal to the trace of K, which is given by Prop. 4.4 (ii). In view of
Similarly to the proof of Lemma 4.5 one shows that √ KK ⋆ is given by
Theorem 4.6. Let a, b ∈ H, A ∈ S 1 (H) with A < 1, and consider the weighted composition operator
is given by (Kf )(z) := γ e π z|β f (Λz + β), where
(ii) The operator K is trace class with
Proof. As in Lemma 4.5 one gets K = |K| = √ K ⋆ K. It remains to show that the trace norm of K, i. e., the trace of K is finite. Let P n : H → H be an ascending sequence of orthogonal projections with n-dimensional range converging to the identity in the strong operator topology. Set pr n : H → H n := P n H, z → P n z. 
Let {v α | α ∈ I m } be an orthonormal basis for F (H m ), hence
The left hand side is monotonically increasing as m → ∞. If it is bounded, it has limit trace K. By the Atiyah-Bott formula from Prop. 4.4 (ii) we have
identifying Λ m ∈ End(H m ) with pr * m Λ m pr m = P m ΛP m ∈ End(H). Lemma 3.2, together with [2, Thm. IV 5.5], shows that the pointwise convergence P m ΛP m → Λ is in trace norm. Therefore the following limit exists:
Thus K and K are trace class. By Lemma 3.2 and [2, Thm. IV 5.5] the sequence of trace class operators C Pm KC Pm converges to K in trace norm, hence the Atiyah-Bott fixed point formula from Proposition 4.4 allows to calculate
where we view A m , a m , and b m as operator on, respectively vectors in, H. A similar approximation argument, combined with Lemma 4.5, also yields
As
where φ : Z → C, ψ : Z → Z are fixed functions. Then the Hilbert-Schmidt norm of T is equal to
In fact: T has the integral kernel k T (z, w) = φ(z) k(ψ(z), w) and
by the reproducing kernel property.
Corollary 4.7. Let a, b ∈ H, A ∈ S 2 (H) with A < 1. Then the weighted composition operator
is Hilbert-Schmidt with
Proof. We use that K We note that AA ⋆ = A 2 < 1 and AA ⋆ ∈ S 1 (H). Hence the assertion follows from Theorem 4.6.
Dynamical Trace Formulae for Spin Chains
Lemma 3.1 allows to describe the partition function of a non-interacting matrix subshift as the trace of an operator, which is then called a transfer operator. In the special case of a finite alphabet F this result is well-known.
Proposition 5.1. Let (F, ν, A, 0) be a matrix subshift with vanishing interaction. Then for n ≥ 2 the integral operator
associated with the transition matrix A satisfies the dynamical trace formula
Proof. The operator G A can be seen as T in Lemma 3.1, where all the operators S x := id : C → C are trivial. Hence G A is Hilbert-Schmidt and the traces of its iterates are given by Lemma 3.1. Comparison of the formulae with (3) now proves the claim.
Let (F, ν, A, A) be a matrix subshift, where the interaction A is of the following form: Let B ∈ S p (H) for some p < ∞ with ρ spec (B) < 1. For x ∈ F assume that one has a x , b x ∈ H, q x ∈ C such that for ξ = (
Here we assume absolut convergence of the series. We interprete A(ξ) as the sum of the potential term q x1 and the sum of two-body interactions between the first particle and the particles at positions i ∈ N >1 . Let B ∈ S p (H) for some p < ∞ with ρ spec (B) < 1, then one can choose n ∈ N large enough such that B n has operator norm less than one and is trace class, since the spectral radius can be characterized via
and B n ∈ S max(1,p/n) (H). For all n ∈ N and x = (x n , . . . , x 1 ) ∈ F we set q(n;
For n ∈ N such that B n ∈ S 2 (H) with B n < 1 we define (depending on a x , b x ∈ H, and q x ∈ C) a function c(n; ·) : F n → R via (26) c(n; x) := exp 2Re(q(n;x))+π a(n;x)
The following proposition describes the type of operators we will use to build our dynamical trace formula:
Proposition 5.2. Let F = ∅ be an index set, H be a Hilbert space, and B ∈ End(H). Given a x , b x ∈ H, and q x ∈ C for x ∈ F , consider the operator
Fix n ∈ N and x 1 , . . . , x n ∈ F . Then
Proof. For any family
for all x 1 , . . . , x n ∈ F . In particular, if A x (z) = q x + π z a x and ψ x (z) = b x + Bz for some a x , b x ∈ H, q x ∈ C, and B ∈ End(H) as above, we have to consider mixed iterates of affine maps: Let V be a complex vector space, B : V → V a linear operator, and b x ∈ V for x ∈ F . Then induction shows that
for all k ∈ N, x 1 , . . . , x k ∈ F , and z ∈ V . This implies for x = (x n , . . . ,
= exp q(n; x) + π z a(n; x) f B n z + b(n; x) , which yields the first claim. Now Corollary 4.7 gives the stated Hilbert-Schmidt norm formula and the invariance of F (H).
Recall the matrix subshift (F, ν, A, A) with interaction function A from (23) and the operators M x defined via (27) . The following theorem provides a dynamical trace formula for the corresponding partition function Z n (A) defined via (3).
Theorem 5.3. Suppose there exists n o ∈ N such that c(n o ; ·) is ν no -integrable. Then there exists an index n 1 ∈ N such that for all n ≥ n 1 the iterates M n of the Ruelle-Mayer type transfer operator
Proof. By Lemma 3.1 one has forH :
There exists n 1 ∈ N such that for all n ≥ n 1 we have B n ∈ S 1 (H) and B n < 1. By Proposition 5.2 (and, possibly, by enlarging n 1 ) the operator M n is trace class for all n ≥ n 1 . By Lemma 1.6 the trace of M n is given by
using the convention that x n+1 = x 1 . Proposition 5.2 shows that for all choices of x = (x n , . . . , x 1 ) ∈ F n the trace formula from Theorem 4.6 can be applied to the operator
with a(n; x), b(n; x), and q(n; x) as in (24) and (25) . The inner product occurring in (29) can be rewritten as
Extending the finite sequence b x1 , . . . , b xn ∈ H to an n-periodic sequence, i. e., setting b x k+ln := b x k for all k = 1, . . . , n and l ∈ N 0 , we obtain
This together with (28), (29), and (3) completes the proof.
We note that unless B ∈ S 2 (H) with B < 1, we cannot show M to be a bounded operator on L 2 (F, dν)⊗F(H).
Ising Type Interactions
In this section we present some explicit models known from the physics literature for which Theorem 5.3 actually provides dynamical trace formulae. A detailed description of these models can be found in [19] . Another application of Theorem 5.3 are hard rod type models, which are studied in [19] and [20] . We consider a matrix subshift (F, ν, A, A), where the interaction is of the form β A (q,r,d) with
Here r : F × F → C is called an interaction matrix, d ∈ ℓ 1 N a distance function, and q ∈ C b (F ) a potential. The extra parameter β ∈ C is usually called the inverse temperature. In this context the dynamical partition function Z n (β A (q,r,d) ) as defined in (3) coincides with the usual partition function for the two-body interaction with respect to (q, r, d) and periodic boundary condition (see [19, Cor 1.11.3] ). We will assume additional properties of the distance function and the interaction matrix. A list of examples will be given in Examples 6.1 and 6.5. An interaction matrix r is said to be of Ising type, if there exists a finite number of functions s i , t i :
The minimal number M is called the rank of r. Ising's original model [6] he took F = {±1}, the so called spin- 1 2 model, in order to describe ferromagnetism of a solid, where the spins of the electrons can only take values in a set with two elements, "spin up" or "spin down".
(ii) Let F ⊂ H be a bounded subset of a finite dimensional Hilbert space (H, · · ). Then any bilinear form β on H defines an interaction matrix of Ising type via r(x, y) := β(x, y). In fact: Choose an orthonormal basis (e j ) j=1,...,dim H for H, then
x e i β(e i , y).
Note that r has rank less or equal to dim H.
(iii) The (generalized) Stanley M -vector model, cf. [24] , is a special case of (ii): Take H = R M with r(x, y) = x y and
to be the (M −1)-sphere with radius s > 0 equipped with the (normalized) surface measure ν on F .
The following table gives a list of physical models which can be seen as applications of Stanley's M -vector model. Depending on the parameter M these models have special names.
Proof. By assumption the sets
Choose m ∈ N large enough such that B m has operator norm less than one and is Hilbert-Schmidt. Proposition 5.2, applied to B M , shows that the associated function c(m; ·) is bounded, hence integrable. Thus we can apply Theorem 5.3 to M β which proves the claim. 
are trace class and satisfy
By the canonical identification
N the Ruelle-Mayer transfer operator can be rewritten as (ii) Polynomial-exponential:
is a polynomial and λ ∈ C with 0 < |λ| < 1 is the decay rate. Remark 6.7 below shows that d ∈ D 1 . (iv) Suitable infinite superpositions of exponentially decaying terms:
Example: Pick a holomorphic function f on the unit disk with f (0) = 0, 0
We conclude this section with the verification of the various claims made in Example 6.5. We start with some obvious facts on finite-range interactions.
Remark 6.6. For ρ 0 ∈ N >1 let
(i) Then S ρ0 is a ρ 0 -step nilpotent matrix with spectral radius ρ spec (S ρ0 ) = 0.
(ii) Let d : N → C be a finite range distance function, say d(k) = 0 for all k > ρ 0 , λ ∈ C × , and
where e 1 = (1, 0, . . . , 0).
Fix an additional decay parameter λ with |λ| < 1. Then (λS ρ0 ) k < 1 for all k ∈ N and the dynamical trace formula for the Ruelle-Mayer transfer operator built from λS ρ0 holds for all n ∈ N (instead just for n ≥ ρ 0 in the case λ = 1).
be the unipotent (lower) triangular matrix with entries
and the binomial formula implies
. . .
for all k ∈ N, and induction yields
Consequently, for c := c 0 , . . . , c p ∈ C p+1 and x = 0 we have g(k+1) on these spaces.
(ii) For all z ∈ ℓ p N, n ∈ N 0 , k ∈ N, we have (S n g z) k = g(k)
g(k+n) z k+n .
(iii) S g : ℓ 2 N → ℓ 2 N belongs to the Schatten class S p (ℓ 2 N). It is not normal, and it satisfies ρ spec (S g ) < 1 as well as det(1 − S n g ) = 1 for all n ≥ p. Therefore ((S g S * g )(ξ)) k = g(k) g(k+1)
2 ξ k , which shows that S g S * g is diagonal with respect to the standard basis. We can read off the singular numbers of S g being the square roots of the diagonal entries of S g S * g . By assumption they belong to ℓ p N. On the other hand ((S * g S g )(ξ)) k = 0, i = 1,
The operator norm of S . Then for all k ∈ N one has g(k) g(k + n) = g(k) g(k + 1)
which tends to zero as n → ∞. Hence we can find n ∈ N such that S n g < 1 and hence ρ spec (S g ) < 1. With respect to the standard basis of ℓ 2 N the operator S g is an upper triangular matrix with zeros along the diagonal, hence det(1 − S n g ) = 1 for all n ≥ n 0 . As a consequence of (ii) we have
for all n ∈ N 0 , l ∈ N, which immediately implies that δ ) defines S g ∈ S 1 (ℓ 2 N) with S g < 1.
To prove the claim note first that g(1) = 1 and g satisfies the summability condition from Proposition 6.8: For δ > 1 and j ≥ 0 we have
which is finite for all p > 0. Hence the corresponding weighted shift operator S g : ℓ 2 N → ℓ 2 N is trace class. Moreover, S g has operator norm bounded by exp(−γ) < 1. It remains to show that v d ∈ ℓ 2 N. We proceed similar to the previous estimate (31). For 0 < ǫ 1 < γ, 0 < ǫ 2 ≤ δ − 1, by our assumptions on the lower order term a we can find a constant C > 0 such that
This proves the claim and hence shows that Proposition 6.8 (iv) applies to d.
(iii) For d ∈ D q for some q it would be sufficient that v d ∈ ℓ 2 N and (31) holds for some p < ∞. These observations allow to weaken the conditions on the lower order term. For instance, the sequence a might grow like k → exp(γ k δ−1−ǫ ) for all ǫ > 0.
