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ABSTRACT 
In the linear model {y,Xp,V}, the inefficiency of the ordinnry least squares 
estimator of Xp can be measured as the difference of the covariance matrices of the 
ordinary least squares estimator and the best linear unbiased estimator of Xp. Rao 
(1985) gave an upper bound for the trace of this difference, assuming that the 
covariance matrix V is positive definite. In this paper, we generalize this result to the 
situation when V is allowed to be singular. 
1. INTRODUCTION 
Let the triplet 
M = (y>XfW) (1.1) 
denote the general linear model where y is an n X 1 observable random 
vector with expectation vector Xf3 and covariance matrix CM y = V. Fur- 
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thermore, X is an n X p nonnull known matrix of rank r(X) = r, B is a 
p X 1 vector of unknown parameters, and V is an n X n known symmetric 
nonnegative definite matrix with rank r(V) = u( > r). 
In this paper we are in particular interested in the relative goodness of the 
ordinary least squares estimator (OLSE) of Xp with respect to the best linear 
unbiased estimator (BLUE). As is well known, we have 
OLSE(XP) = Xi = fi = Hy, (1.2) 
where H = XX+ and X+ denotes the Moore-Penrose inverse of X. One 
general representation for the BLUE of XP is the following: 
BLUE(XP) = Xp* = p* = [H - HVM(MVM) + ]y, (IS) 
where M = I,, - H. 
There is no unique way to measure the relative performance of the 
OLSE, as pointed out by Bloomfield and Watson (197,5, p. 122). When X has 
full column rank and V is positive definite, then following Watson (1955), we 
may consider the ratio 
4= 
det(ao p*) 
det(& @) 
= (1 - p;> ... (1 - p;>, (I4 
where pi denotes the ith largest canonical correlation between Hy and My 
[cf. Bartmann and Bloomfield (1981, p. 6811. 
Another possibility is to consider how well the conditions for the equality 
of OLSE and BLUE are satisfied. As was shown by Rao (1967) and Zyskind 
(1967), one necessary and sufficient condition for OLSE to be BLUE is 
HV=VH; (1.5) 
for further discussion on the equality of OLSE and BLUE, refer to Puntanen 
and Styan (1989). With the condition (1.5) in mind, Bloomfield and Watson 
(1975) considered the commutator 
The difference C equals 
expect the OLSE to be 
c=m-VH. (1.6) 
zero if and only if I; = p*, and hence we may 
bad when C is “large.” Bloomfield and Watson 
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measured the size of C by its Euclidean norm. Let us denote 
Q- = i tr(C’C) = tr(HVMV), (1.7) 
where C’ is the transpose of C and tr(*) d enotes the trace. Assuming that V is 
a given positive definite matrix with eigenvalues A, 2 A, > ... 2 A,, > 0, 
Bloomfield and Watson (1975) proved that 
TG f ,;: (hi - A,,_,+,)‘, k = min( r, n - r), (1.8) 
t=l 
and that the maximum of T is obtained in the same situation as the minimum 
of 4. [Note that Bloomfield and Watson should have i instead of f in their 
formula (4.5).] For the minimum of 4 see also Knott (1975). 
The third approach is to study the difference of the covariance matrices of 
OLSE and BLUE: 
D =.GWU I; -cue p* =cuo(ji - p*). (1.9) 
In particular, the trace of D seems to be a natural measure of the goodness of 
OLSE; let us denote 
6 = trD = tr[HVM(MVM)+ MVH]. (1.10) 
Assuming that X has only one cohimn x, x’x = 1, and V is positive 
definite, Styan (1983) showed that 
x’vx - (x’v-lx)-’ < (A;‘” - A;~~‘)‘. (1.11) 
When V is positive definite, it was proved by Rao [1985, (2.911 that for any 
n x r matrix G such that G’ G = I,, 
tr[G’AG - (G/A-%-‘I G i (A;/~ - A![?~+~)“, (1.12) 
i=l 
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where A = diag(A,, A,, . . . , A,,) and k = min(r, n - r). As a consequence 
[Rae (1985, 2.24)], we have 
6 < i (/ii’/” - /VP+ J2, (1.13) 
i=l 
where k = min(r, n - r) and r = r(X). The purpose of this paper is to find 
the upper bound for 6 when V is allowed to be singular. 
2. RESULTS 
Let A, > A, > *** > A,, > 0 denote the ordered eigenvalues of V, and 
let f,,f,,.. . , f,, denote the corresponding orthonormalized eigenvectors, so 
that 
V=FAF’, F=(f,:f,: .‘- :f”), A,=diag(A,,A, ,..., A,), u=r(V). 
The first part of Theorem 1 considers the situation when the column 
space of X is contained in the column space of V, that is, 
2?(X) c i??(V). (2.1) 
The condition (2.1) is trivially satisfied if V is positive definite, and hence it is 
of interest only when V is singular. When (2.1) holds, we have, according to 
Zyskind and Martin (1969) the following representations: 
p* = x(x7+x) + xrv+y, (2.2) 
coup* = x(x’v+x) + X’, (2.3) 
where actually all Moore-Penrose inverses can be replaced by any generalized 
inverses. 
THEOREM 1. Consider the linear model {y, Xf3, V). 
(a) If %7(X) c g(V), then 
S = tr(- I; -- CL*) < 2 (A:/’ - AhL:+1)2, 
i= I 
(2.4) 
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where m = min(r, v - r), r = r(X), and u = r(V). 
(b) In the general case, 
s < c (A;” - A:/:+ J, 
i=l 
(2.5) 
where s = min( r, t - r> and t = r(X : V). 
Proof. We first prove part (a). Let the columns of X, form an orthonor- 
ma1 basis for e(X). Since g(X) c k??(V), there exists a u X r matrix U such 
that 
X, = FU, (2.6) 
where U’ U = I,. Hence we have 
tr(m $.) = tr(HVH) = tr(FUU’F’Fh ,F’FUU’F’) 
= tr( U’ A ,U) (2.7) 
Further, it is straightforward to show [cf. Puntanen (1987, p. 52)] that 
c#p* = X,(X;,V+X,) -‘xi,. (2.8) 
Substituting (2.6) and FATIF’ = Vf ’ mto (2.8) and taking the trace yields 
tr(mo p*) = tr (U' AI lU)el, (2.9) 
and so we obtain the upper bound (2.4) for 6 by applying (1.12). 
To prove part (b), we first denote 
T=V+cXX’, 
where c > 0. Then under the model 
M, = (y>XP,T), 
(2.10) 
(2.11) 
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we have the covariance matrices of the OLSE and BLUE: 
GW@: M,) = HTH, (2.12) 
cuu(p*; M,) = HTH - HTM(MTM)+ MTH. (2.13) 
Because TM = VM, we get 
MG( r;; M,.) -c&q p*; M,.) =cuL(ji) -&w(p*). (2.14) 
Hence we have to maximize 
s = tr[-( r;; M,.) -mo( p*; M,.)] (2.15) 
Since under M,. we have ‘r??(X) c g(T), we can apply part (a), which yields 
6 < c [ch)/‘(T) - “h){;+,(T)]‘, 
i=l 
(2.16) 
where t = r(T) = r(X: V), s = min(r, t - r>, and chi(.) denotes the ith 
largest eigenvalue of the matrix argument. Furthermore, we have 
A, < ch,(V + cXX’) < Ai + co, i = l,...,n, (2.17) 
where 8 = ch,(XX’). Substituting (2.17) into (2.16) gives 
s 
6 < c [( Ai + coy - A:/:,,]’ 
i=l 
for all c > 0. (2.18) 
Letting c approach 0, the result (2.5) follows. n 
An alternative upper bound for 6 is given in Theorem 2. In this theorem 
we consider the canonical correlations between Hy and My. Let u denote 
the number of unit canonical correlations between Hy and My. It was shown 
by Puntanen (1985, Lemma 1) that 
u = dim[‘&‘(VH) n g(VM)] (2.19) 
One necessary and sufficient condition for the equality u = 0 [Puntanen 
(1987, Lemma 3.4.111 is the following: 
g’(x) = F(x) n g’(v) + g(X) n FL(V), (2.20) 
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LEMMA. Let u = dim[g(VH) n %?(VM)] = 0, and let the columns ofan 
n x (n - r> matrix Z he an orthonormul basis for the orthocomplement of 
‘S(X), that is, ZZ’ = M. Then 
Z’V+Z - (Z7Z)’ 
Proof. In the proof of Theorem 
u = 0, then 
is nonnegatizje rlefinite. (2.21) 
1 in Puntanen (1986) it is shown that if 
(X;Y+X,) + = x;yx,, - x;,xq Z’VZ) + Z’vx,, (2.22) 
where E’l (V) denotes the orthocomplement of E’(V). In the proof of 
Theorem 2 we need the following lemma. 
The proof is based on the Banachiewicz-Schur representation of the Moore- 
Penrose inverse of the partitioned matrix (X,) : Z>‘V(X,, : Z); see also Marsaglia 
and Stym (1974, Corollary 2) and Baksalary and Puntanen (1991, Corollary 
1). It is clear that if u = 0, then corresponding to (2.22) we have 
(ZTZ)’ = Z’VfZ - z’v+x~,(x;,v+x,) + x;,v+z, (2.23) 
from which (2.21) follows. n 
THEOREM 2. Consider the linear model {y,Xp,V}, and a.ssume that 
there are no unit canonical correlations between Hy and My, that is, 
u = dim[E’(VH) n E’(VM)] = 0. Then 
(2.24) 
where k = min( r, n - r). 
Proof. By straightforward calculation we observe that 
S = tr[HYM(MVM)+ MVH] = tr[(Z’VZ)+ Z’VHVZ]. (2.25) 
Furthermore, the lemma above implies that 
6 < tr[(Z’V+Z)Z’VHVZ] = tr(V+MVHVM). (2.26) 
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By an inequality of von Neumann (1937) [cf. Marshall and Olkin (1979, p. 
514)] we have 
tr(AB) < ch,(A) tr(B) (2.27) 
for all nonnegative definite matrices A and B. Using (2.27) in (2.26), we 
obtain the inequality 
6 < $ tr(VHVM) 
” 
(2.28) 
Bloomfield and Watson (1975) found the upper bound (1.8) for tr(VHVM) 
= r when V is positive definite, but it is easy to show [Puntanen (1987, p. 
67)] that when V is singular the maximum of T is the same as in (1.8) also for 
a singular V. Thus (1.8) together with (2.28) yields the required inequality 
(2.24). n 
It is worth noting that if ‘i??(X) c @Y(V), then of course u = 0 and the 
upper bound 6, (say) of Theorem 2 is applicable. However, we will next 
show that in this situation the upper bound 6, (say) of Theorem 1 is always 
superior to 6,. 
Let us assume that E’(X) c @Y(V), and let 
s 
6, = c (hj/’ - A;/;+ ,y, 
i=l 
6, = & ,i (Ai - A,,_,+$, (2.29) 
u r=l 
where s = min(r, t - r), t = r(X: V) = u, k = min(r, n - r). It is obvious 
that 
A!/2 + A’/? 
l< ’ 
v--r+ I 
2h’/” > i 
” 
Assume that d. = A!/” I I - A’/” u ,+,>(A i=L 
by rEi yields 
A!/” _ Ai/2 Ai - Au-i+ 1 
I v-i+1 < 2A’/’ u 
1,. . . ) u. (2.30) 
, s. Then multiplying (2.30) 
i = l,...,s, (2.31) 
where the last inequality follows from the ordering of the eigenvalues. Taking 
the sum of squares in (2.31) leads to 
6, = k (A;/” - A;/;+$ < & ,t ( Ai - A,,~i+,)e. (2.32) 
i= I ” 1=1 
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Since s < k, we observe that S, < 6, for all nonnegative definite V such that 
G?‘(X) c g(V). Note that if dj = Al’” - A!,(:+, = 0 for some i, then we have 
the equality in the first part of (2.31). Actually, when &T(X) C EO’), then 
6, = 6, if and only if V is a multiple of the identity matrix. 
However, when e(X) c ‘6+‘(V) does not hold, then neither one of the 
upper bounds 6, and 6, is superior to the other for all nonnegative definite 
V. As an example we may consider the linear model where V = 
diag(h,, A,,O,O), A, > A, > 0; and 
X= 
lo 1 
0 0 
0 0. 
,1 0 1 
(2.33) 
In this situation u = 0, and as a matter of fact, the OLSE equals the BLIJE. 
Furthermore, t = 3, s = 1, k = 2, and 
6, = A,, 
A: + A; 
6, = ~ 
4A, 
(2.34) 
If, for example, A, = 4 and A, = 3, then 6, > S,, but when A, = 4 and 
A, = 1, then 6, < 6,. 
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