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Resumen. Los Sistemas de Detección de Intrusos (IDS) se han convertido en 
herramientas importantes para mantener en las TI los niveles de seguridad 
esperados. Es importante que estos IDS ofrezcan sus funcionalidades de forma 
que su espectro de detección sea amplio sin que se vea afectado su rendimiento, 
a la vez que mantiene características como dinamismo, escalabilidad y facilidad 
de gestión. Es tan importante dotar al IDS de estas características a nivel de 
modelo como ofrecer un sustento tecnológico que lo haga viable. Para ello, este 
artículo propone una Arquitectura Orientada a servicios, de N.Niveles y 
componentes distribuido para soportar un modelo IDS.  
1   Introducción 
A pesar de todas las ventajas presentadas por los Sistemas de Detección de Intrusos 
(IDS) como herramientas de seguridad, los resultados alcanzados aún no superan las 
expectativas [1-6]. Los administradores de red exigen herramientas de fácil gestión, 
adaptabilidad dinámica a los cambios de ambiente y escalabilidad por una parte y por 
otra que los IDS mantengan un amplio espectro de detección a la vez que la eficiencia 
de clasificación sea óptima [7-9]. 
Para obtener un IDS que cuenten con todas estos requerimientos se definió un 
modelo IDS [10] que utiliza técnicas de Reducción de características unida a un 
clasificador neuronal para lograr espectro de detección y eficiencia de procesamiento 
unido a un grupo de procesos que dotan al modelo de facilidad de gestión, 
escalabilidad y dinamismo. 
El enfoque general del modelo se muestra en la figura 1. Dentro de la definición de 
cada uno de los procesos se incluyen procesos de entrenamiento y evaluación para 
obtener dinamismo en la propuesta [11]. 
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Fig. 1 .Procesos principales del Modelo General de IDS . 
Después de definidos los conceptos y funcionalidades principales del modelo de 
IDS, se hace necesario proponer los recursos software y hardware que le dan 
viabilidad y establecer una estructura y organización de todos los elementos 
involucrados.  
La primera decisión importante que tomamos para definir la arquitectura es la 
búsqueda de una arquitectura distribuida que contribuya con las metas generales, 
perseguidas dentro del Modelo, de escalabilidad, despliegue, adaptación a los cambios 
y facilidad de gestión. De forma general el Modelo Arquitetural de IDS 
(ModArqIDS), está definido por una capa de aplicación, una capa de middleware y 
una capa física. En la capa de aplicación se encuentran distribuidos los componentes 
de software implementando las funcionalidades fundamentales del IDS y obviando las 
particularidades de la capa física gracias a la capa middleware que les ofrece el 
soporte necesario para la comunicación con la esta capa física (figura 2). 
 
 
Fig. 2 .Arquitectura Global del Modelo General de IDS . 
 
Con el objetivo de ir más allá de la comunicación ad-hoc ofrecida por las 
arquitecturas distribuidas, se utiliza el paradigma de Arquitectura Orientada a 
Informe
detección
Tráfico 
TCP/IP
Acción 
respuesta
Motor 
Respuesta
(pMRa)
Motor 
Reducción 
(pMR)
Motor 
Detección
(pMD)
Red
Tráfico 
TCP/IP 
reducido
<<goal>>
Maximizar Eficiencia
Detección
Capa Física
Red de Computadoras
Capa de Middleware
Capa de Aplicación
 Propuesta de arquitectura para IDS 143 
 
Servicios como patrón de comunicación entre los componentes de software que 
ofrecen servicios y se comportan como servicios de red. De esta forma, se logra que 
éstos ofrezcan sus funcionalidades de manera abierta y puedan ser accedidos a través 
de los mecanismos estándar definidos por SOA.  
Por otra parte, para la interacción con los usuarios se utiliza el patrón 
arquitectónico Modelo-Vista-Controlador (MVC) que garantiza una correcta 
separación entre la interfaz de usuario y la lógica de negocio a través de un 
componente de control. 
Estos patrones generales definen el comportamiento global del sistema y logran 
que éste se acerque a las metas de escalabilidad, dinamismo y despliegue perseguidas. 
Resumiendo, de manera general, el ModArqIDS se describe como una arquitectura de 
n-Niveles basada en componentes software distribuidos bajo los patrones 
arquitectónicos SOA [12,13] y MVC [14]. 
Existen diferentes vistas o modelos en los que se puede dividir la descripción de 
una arquitectura de software [15,16]. La especificación del ModArqIDS se basa en 
dos modelos fundamentales para la arquitectura: Modelo Conceptual de la 
Arquitectura y Modelo Físico de la Arquitectura. 
El presente artículo describe los modelos conceptuales y físicos de la arquitectura 
distribuida que se propone para viabilizar un modelo IDS. 
2   Modelo Conceptual de la Arquitectura 
Para obtener una descripción global del diseño y la estructura del sistema utilizamos 
el Modelo Conceptual de la Arquitectura técnica definida en [16] y la definición de 
servicios SOA definida en [17]. De esta forma se establecen los conceptos principales 
de la arquitectura mediante la definición de los distintos elementos y sus relaciones 
empleando patrones arquitectónicos y de diseño. 
La descripción conceptual de la arquitectura técnica del ModArqIDS se realiza a 
través de un diagrama de capas [18] y niveles adaptado al caso concreto del IDS que 
estamos definiendo. Para ello se describen los elementos de las diferentes capas 
funcionales, tanto de servicios como de aplicación. Al mismo tiempo, el diagrama 
recoge los diferentes niveles lógicos en los que se han ubicado las distintas capas 
funcionales de la aplicación.  
Un elemento importante a tener en cuenta dentro de esta arquitectura híbrida de n-
Niveles con Arquitectura Orientada a Servicios, es la diferencia existente entre los 
servicios SOA y los servicios de la capa de servicios del modelo de n-Niveles. Los 
servicios SOA son los que se corresponden con las principales funcionalidades del 
modelo que se ofrecerán como servicios web y que en este caso se corresponden con 
los agentes del ModFunIDS. Por otra parte los servicios de la capa de servicios son 
los que sirven de middleware a la aplicación para comunicarse con la capa física 
funcionando como una capa de abstracción. 
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2.1 Definición de Servicios SOA 
Como primera tarea de la definición de la arquitectura, identificamos los 
principales servicios SOA que se utilizarán en la misma. Para el modelo conceptual 
de la arquitectura del ModArqIDS se utilizó la estrategia de selección de servicios 
descrita en [17]. En este caso distribuimos los servicios SOA en tres capas 
fundamentales: capa de aplicación o utilidades, capa de negocio y capa de 
orquestación como se muestra en la figura 3. 
 
 
Fig. 3. Distribución por capas de los agentes SOA del ModArqIDS. 
De esta forma, el servicio IDS orquesta el funcionamiento de todo el sistema a 
través de las relaciones con los servicios de la capa de negocio. El Reductor se 
desempeña como un servicio de negocio que utiliza las funcionalidades brindadas por 
los servicios Sensor, Capturador y PCA. Por otra parte, el servicio Clasificador, se 
apoya en el servicio SOM para llevar a cabo sus funcionalidades. De igual forma, el 
componente de Respuesta utiliza los servicios ejecutor y analizador. Para el 
entrenamiento, el Entrenador General los servicios Entrenador PCA y Entrenador 
SOM, se apoyan en los servicios Seleccionar paquetes, Preprocesar PCA, Entrenar 
PCA, Generar conjunto, Preprocesar SOM y Entrenar SOM que se brindan como 
servicios de utilidades. Por último el componente de Evaluación lleva a cabo sus 
funcionalidades a través del servicio Evaluar Modelo. 
Cada uno de los servicios definidos a partir del análisis funcional realizado dentro 
del ModFunIDS, se clasifica según su funcionalidad como servicio de orquestación, 
de negocio o de utilidades [19] como se muestra en la tabla 1. Los servicios de 
utilidades presentan mayor carácter de reutilización por estar alejados de la lógica del 
negocio y tratarse de funcionalidades generales. Los servicios de negocio, contienen 
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lógica del negocio propia del sistema en cuestión. Adicionalmente dentro de los 
servicios de utilidades se define el servicio Generador conjunto como un servicio de 
control, ya que en realidad es una composición de Seleccionador de paquetes y PCA 
para la obtención de un conjunto de paquetes reducidos.  
Estos servicios SOA forman parte de la capa de aplicación del modelo de n-
Niveles y con el objetivo de ganar en claridad en el diagrama de la figura 4 los 
servicios son agrupados por la funcionalidad general que desempeñan, que en este 
caso se corresponde con los modelos de agentes del capítulo anterior, como se 
muestra en la tabla 1. 
Tabla 1. Clasificación de servicios. 
Servicio Capa Funcionalidad 
Reductor negocio 
Reducción 
Sensor negocio 
Capturador utilidades 
Seleccionar Datos utilidades 
PCA utilidades 
Clasificador negocio Clasificación SOM utilidades 
Administrador negocio 
Respuesta Ejecutor utilidades 
Analizador utilidades 
Entrenador General negocio 
Entrenamiento 
Entrenar PCA negocio 
Entrenar SOM negocio 
Seleccionador de paquetes. utilidades 
Entrenador PCA utilidades 
Entrenador SOM utilidades 
Generador conjunto utilidades y de 
control 
Evaluador negocio Evaluación Evaluador de modelo utilidades 
 
Con la ubicación de los componentes dentro de las diferentes capas y niveles se 
busca distribución y escalabilidad, siendo éstos objetivos globales del MIDS, así como 
separación del desarrollo de la aplicación con respecto a la infraestructura e 
independencia de las tecnologías con las que finalmente se implante la aplicación.  
2.1 Arquitectura Técnica 
Persiguiendo los objetivos anteriores, para el diseño de la arquitectura técnica del 
IDS nos basamos tanto en el patrón arquitectónico SOA, para la comunicación entre 
los componentes que proporcionan servicios como en el MVC para la comunicación 
del usuario con el sistema. Adicionalmente se utiliza como patrón de diseño, el patrón 
Facade [14, 20] para agrupar diferentes interfaces en una que funcione como punto de 
acceso, y el patrón Adapter [14, 20] para implementar proxys para el trabajo con los 
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sistemas de información y los sistemas heredados. La figura 4 muestra el diagrama 
correspondiente al modelo conceptual de la arquitectura técnica, con los principales 
componentes de la capa de aplicación distribuido por niveles y los servicios 
middleware en los que se apoyan. 
 
 
Fig. 4. Modelo conceptual de la arquitectura técnicas del ModArqIDS. 
La capa de aplicación tiene como primer nivel lógico el Nivel de usuario. En este 
se modelan tanto el Administrador de Sistemas en calidad de usuario que accede al 
sistema como los servicios consumidores cuando necesitan acceder a un proveedor de 
servicio. En este caso los servicios SOA que conforman el núcleo IDS cuando se 
comportan como consumidores de servicios, forman parte del nivel de usuario pero 
acceden al sistema a través del Controlador SOA. En el gráfico enmarcamos los 
diferentes servicios como consumidores para modelar que en realidad uno de ellos es 
el que está accediendo bajo esta condición. 
Siguiendo el patrón MVC, el Nivel de usuario cuenta además con el Controlador 
Vista que realiza la función de interfaz de usuario, y es responsable de la presentación 
y la entrada. De esta manera se separa la lógica de negocio del procesamiento 
necesario para la interacción usuario-sistema. 
Dentro del Nivel de acceso, para el control y personalización del acceso teniendo 
en cuenta el rol de usuario, se utiliza el Coordinador Trabajo. Éste utiliza el Servicio 
de perfiles y el Servicio de Seguridad para llevar a cabo sus funcionalidades. 
Para el acceso de los servicios al sistema, se utiliza el Controlador SOA como 
intermediario entre proveedores y consumidores. Éste es el encargado del análisis y 
verificación de los mensajes SOAP para llevar a cabo las funciones de seguridad, 
control de acceso, envío de peticiones de servicio al nivel de negocio y envío de 
respuestas de los servicios a los clientes.  
El Nivel de negocio engloba la lógica principal de la aplicación. En éste se 
encuentra los servicios SOA principales: Reducción, Clasificación, Respuesta, 
Entrenamiento y Evaluación, que para ganar en claridad lo describimos como Núcleo 
IDS para minimizar el número de relaciones ya que pueden hacer más engorroso el 
modelo. El Controlador Actividad es el encargado de controlar y ejecutar la secuencia 
de procesos del Núcleo IDS utilizando para ello las descripciones de flujo de trabajo 
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que le llegan a través del Servicio de Workflow, cuando el acceso es a través de 
usuarios. Este componente, además, ofrece una interfaz común para el acceso a las 
diferentes funcionalidades del IDS, respondiendo de esta manera al patrón de diseño 
Facade. De igual forma, cuando el acceso es a través de servicios consumidores, el 
Controlador Orquestación se encarga de orquestar los procesos. 
El Controlador Actividad constituye, unido al Nivel de acceso, la implementación 
del controlador del MVC donde el Núcleo IDS se corresponde con el modelo. De esta 
manera se logra una separación de responsabilidades que permite aumentar tanto la 
escalabilidad como la reutilización. 
Por último el Nivel de recursos modela los recursos y sistemas de información 
utilizados por el IDS. Para mantener aislado la funcionalidad del sistema de la forma 
en que son almacenados los datos se utiliza un Adaptador Recursos como 
implementación del patrón de diseño Adapter para el acceso a los sistemas de 
información. Por otra parte, otro Adaptador Recursos se encarga del acceso a las 
descripciones WSDL proveniente del registro de los servicios SOA. Por último se 
modela un Adaptador Aplicación para abstraer la comunicación con sistemas 
heredados. 
2   Modelo Físico de la Arquitectura 
El Modelo Conceptual de la Arquitectura se centra en aspectos lógicos y de diseño del 
sistema, mientras que el modelo físico ofrece una vista más cercana a la 
implementación, haciendo hincapié en la reutilización y el rendimiento de los 
diferentes componentes. 
Para representar el modelo físico, UML [21] propone el diagrama de componentes 
desde el punto de vista de implementación y el diagrama de despliegue para 
especificar la distribución de los recursos físicos en los diferentes nodos. 
El diagrama de componentes mostrado en la figura 5 muestra una vista estática de 
la implementación a través de la relación entre los principales componentes 
identificados dentro del ModArqIDS. Cada uno de estos componentes es un 
empaquetamiento físico de un grupo de elementos lógicos y para lograr mayor 
comprensión se han agrupado a su vez en paquetes por funcionalidades. Por ello, la 
figura 6 completa el diagrama de componentes desplegando los elementos que se 
encuentran dentro de los paquetes de Reducción y Entrenamiento. 
El componente Captura agrupa las clases y colaboraciones encargadas de capturar 
los paquetes TCP/IP que circulan por la red y comunicarse con el componente Sensor 
para hacer llegar al Seleccionar Datos los paquetes que debe seleccionar.  
El componente Seleccionar Datos utiliza el archivo Reglas Selección para aplicarlo 
como filtro inicial de selección de variables. Una vez pre-filtrados los datos, el 
archivo Modelo PCA sirve de base para la reducción de las variables en el 
componente PCA.  
De igual manera se lleva a cabo la clasificación de los paquetes a través del 
componente Clasificación y se responde ante las intrusiones detectadas con el 
componente Respuesta. El dinamismo y autogestión del sistema se lleva a cabo a 
través de los componentes Evaluación y Entrenamiento respectivamente. 
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Fig. 5. Diagrama de los principales componentes del ModArqIDS. 
 
 
Fig. 6. Diagrama de los principales componentes de los paquetes Reducción y Entrenamiento. 
Es de suma importancia para el modelo físico de la arquitectura utilizar un 
diagrama de despliegue que muestre la configuración de los diferentes equipos físicos 
(nodos) y los componentes que se distribuyen en estos. 
Un elemento importante para el despliegue de la aplicación es el concepto de 
contenedor de componentes [16]. Cada contenedor agrupa a un conjunto de 
componentes y contiene una capa middleware a través de los servicios definidos. 
Cada equipo físico puede albergar uno o más contenedores. 
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La figura 7 muestra la estructura interna de un contenedor de componentes. Éste 
cuenta con una capa de aplicación donde se ubican los componentes y otra de 
middleware para proveer a estos componentes de los servicios funcionales básicos. 
 
 
Fig. 7. Estructura interna del contenedor de componentes. 
Los componentes de la capa de aplicación aportan al contenedor la capacidad de 
especializarse, identificándose de esta forma, diferentes tipos de contenedores. Si bien 
en la estructura de la figura 7 se han incluido todos los servicios, en la práctica y con 
el objetivo de optimizar recursos, cada contenedor contendrá únicamente aquellos 
servicios que precisen los componentes a los cuales darán soporte. 
Cada componente cuenta con interfaces para la comunicación con el resto de los 
componentes y con una interfaz adicional para interactuar con el middleware. A modo 
de ejemplo en la figura 8 se muestra el componente IDS con sus interfaces.  
 
Fig. 8. Interfaces del componente IDS. 
Luego, a partir de los componentes mostrados en las figuras 5 y 6, definimos un 
contenedor IDS que controla la ejecución de los procesos del sistema, uno de 
sensorización que se separó de la reducción por ser una tarea auto-contenida y con 
potencial de reutilización, otro de reducción, uno de detección que incluye tanto los 
componentes de clasificación como los de respuesta y otro de gestión de modelos que 
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incluye los componentes de entrenamiento y los de evaluación de los modelos SOM y 
PCA. La tabla 2 muestra un resumen de los contenedores con los componentes que 
contienen. 
Tabla 2. Distribución de componentes por contenedores. 
Contenedor Componentes 
IDS IDS 
Sensorización Sensor, Capturador 
Reducción Reducción , Seleccionar Datos, PCA 
Detección Clasificación, SOM, Respuesta, Analizador, Ejecutor 
Gestión de 
Modelos 
Evaluación, Evaluar Modelo, Entrenamiento, 
Entrenamiento PCA, Seleccionar Paquetes, 
Preprocesar PCA, Buscar PCs, Entrenamiento SOM, 
Generador Conjunto, Preprocesar SOM, Buscar 
Modelo SOM 
 
Para describir mejor la relación entre contenedores en una instancia de la 
aplicación IDS, es imprescindible tratar las cardinalidades entre ellos. En este caso 
hemos fijado que en una instancia del sistema el contenedor IDS puede controlar el 
funcionamiento de uno o varias instancias del resto de los contenedores. Luego, 
siguiendo la secuencia de procesos fijamos que los contenedores con mayor carga de 
procesamiento pueden hacerse cargo de solo un contenedor que responda a las 
funcionalidades que le preceden, de esta forma un contenedor de sensorización puede 
abastecer a varios de reducción mientras que el de reducción solo puede responder a 
uno de sensorización. Igual relación existe entre el contenedor de reducción y el de 
detección. Por su parte es el de Gestión de Modelos puede hacerse cargo de varias 
instancias de detección y reducción como se muestra en la figura 9. 
La definición de los principales contenedores de componentes de nuestra 
arquitectura permite lograr los objetivos de escalabilidad y distribución perseguidos 
dentro del ModArqIDS. De esta manera es posible replicar aquellos contenedores 
cuya funcionalidad se necesite potenciar en una situación específica, por ejemplo para 
buscar mayor rendimiento de detección se puede duplicar el contenedor que se 
encarga de dicha funcionalidad. Por otra parte, ante alguna modificación del modelo, 
es posible actuar sobre los elementos afectados con el menor impacto posible sobre el 
resto del sistema por estar ante una arquitectura eminentemente distribuida. 
Para llevar a cabo el despliegue de los contenedores hay que tener en cuenta el 
concepto de nodo. En este caso entendemos como nodo un recurso computacional que 
esté dotado de capacidad de procesamiento y memoria [22]. 
En vista de que cada componente ha sido diseñado a nivel de modelo para obtener 
eficiencia en funcionamiento y consumo de recursos, las funcionalidades más ligeras 
pueden ser incluso, ofrecidas por dispositivos embebidos que contengan la capacidad 
de procesamiento y memoria necesaria logrando de esta forma soluciones menos 
costosas [23,24]. Otra característica deseable de los dispositivos embebidos a utilizar 
es que contengan dos interfaces de red que permitan emplear una de ellas para las 
tareas de gestión y de esta manera no sobrecargar el tráfico de red con tráfico propio 
del sistema (figura 10). 
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Fig. 9. Relaciones de cardinalidad entre los contenedores de componentes del IDS. 
 
Fig. 10. Estructura física del dispositivo embebido. 
Por ello, en el diagrama de despliegue de la figura 11 se utiliza para representar los 
diferentes nodos el estereotipo utilizado con esos fines en UML. De manera general 
cada uno de los cinco tipos de contenedores definido puede situarse en un nodo 
diferente, aunque en el diagrama de despliegue que se propone se utiliza un único 
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nodo para los contenedores de sensorización y reducción con el objetivo de reducir el 
consumo de recursos de red generado por el tráfico necesario entre estos 
componentes.  
Dentro del diagrama de despliegues hemos señalado los nodos que contienen los 
contenedores de sensorización-reducción y detección, como los que proponemos para 
implementar dentro de dispositivos embebidos por ser los que llevan a cabo las 
operaciones menos densas en cuanto a consumo de recursos tanto de procesamiento 
como de memoria. 
 
Fig.11. Diagrama de despliegue. 
4   Conclusiones 
Para alcanzar los objetivos del perseguido por el Modelo IDS, se proponen una 
arquitectura híbrida de n-Niveles y componentes distribuidos que utiliza los patrones 
arquitectónicos SOA para la comunicación entre servicios y MVC para la 
comunicación con los usuarios. De esta forma con los componentes distribuidos se 
logra distribución de funcionalidades y escalabilidad de la aplicación. 
El Modelo Arquitectural del IDS se describió a través de una componente 
conceptual y otra componente física. Dentro del modelo conceptual de la arquitectura 
se definieron los principales servicios SOA que brindan sus funcionalidades a través 
de servicios web bajo un enfoque de arquitectura orientada a servicios. Además se 
obtiene una visión global del sistema a través del diagrama de capas y niveles que 
permite ubicar cada uno de los componentes según su funcionalidad en la capa y nivel 
que le correspondan.  
Por otra parte, el modelo físico de la arquitectura describe los componentes físicos 
y sus relaciones, así como su distribución por contenedores. Adicionalmente se 
propone un diagrama de despliegue de los contenedores de componentes, dejando 
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como línea abierta la propuesta de una configuración concreta dentro de una red de 
computadoras por no formar parte de los objetivos de esta investigación. 
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