Introduction
Quantum computation is a generalization of classical computation [33, 42] . Therefore, it is interesting to investigate the cases in which quantum computation is superior to classical computation. In automata theory, many superiority results have been obtained mostly for quantum finite automata 1 (QFAs) [1, 3, 5, 6, 8, 17, 20, 21, 28, 29, [38] [39] [40] [41] [42] and a few for QFAs with counters [7, 18, 30, 36, 43, 44] and for QFAs with a stack [13, 20, 23, 24] .
In this paper, we present many new results about how the quantumness and in some cases randomness adds power to the one-way and realtime computational models, i.e. multihead finite and pushdown automata, counter automata, etc. Then, we present some open problems and conjectures for the further investigations. We also give some new results about classical computation.
Due to their restricted definitions, early QFA models and their variants were shown to be less powerful than their classical counterparts for many cases [1, 2, 17, 22, 43] . In fact, these models do 2 Abuzer Yakaryılmaz not reflect the full power of quantum computation [34] . Therefore, we use "modern" definitions for the quantum models (e.g. [4, 15] ).
After a concise background given in Section 2, we present our results in Section 3, in which we classify the results under four subsections: (3.1) nondeterminism, (3.2) blind counter automata, (3.3) multihead finite automata, and (3.4) multihead pushdown automata.
Background
We specifically give the definitions of three models in order to trace the proofs presented in the paper: generalized finite automaton, one-way quantum finite automaton, and realtime quantum automaton with one-blind counter. The quantum models are defined based on a generic template that is given in Subsection (3.2). We refer the reader to [10, 14, 16, 27, 31] for the definitions of classical machines; to [15, 42] for the definitions of the QFAs generalizing their classical counterparts; and, to [25] for a standard reference of quantum computation.
Throughout the paper, we use the following notations: Σ not containing ¢ and $ (the left and right end-markers) denotes the input alphabet;Σ = Σ ∪ {¢, $}; Q is the set of (internal) states; q 0 ∈ Q is the initial state; Q a ⊆ Q is the set of accepting states; δ is the transition function; f M (w) is the accepting probability (or value) of machine M on w; w i is the i th symbol of w; |w| is the length of w; |w| σ is the number of the occurrence of σ in w, where w ∈ Σ * . The list of abbreviations used for models is given below:
where (i) A σ∈Σ 's are |Q| ×|Q|-dimensional real valued transition matrices, and, (ii) v 0 and f are real valued initial (column) and final (row) vectors, respectively. For an input string, w ∈ Σ * , the acceptance value of w associated by G is defined as
Generic templete for quantum machines
Now, we briefly describe a general framework for quantum machines allowing to implement general quantum operators (see [35, 42] for details). Each quantum machine has a special component, a finite register, not considered as a part of the configurations, with alphabet Ω having a distinguished symbol ω 1 (the initial symbol). In each step of the transition, (i) the register is reset to |ω 1 ; (ii) as a part of the transition, a symbol is written on the register; and, (iii) the finite register is discarded. For one-way models, we have a set of outcomes ∆ = {a, r, n} (Ω is partitioned into there pairwise disjoint subsets, i.e. Ω τ ∈∆ ) and, before discarding process, a projective measurement is applied on the register. That is, P = {P τ ∈∆ | P τ = ω∈Ωτ |ω ω|}, and the following actions are performed with respect to the outcomes: (a) or (r) the computation is halted and the input is accepted or rejected, respectively, (n) the computation continues. For realtime models, the decision on the input is given after reading the whole input by a projective measurement, applied on the space spanned by the internal states, i.e. P = {P a , I − P a | P a = q∈Qa |q q|}. For the models with blind counters, an additional measurement is done on the counters to check whether their values are zero or not. Figure 1 : Matrix E A quantum machine operates on the space spanned by its configurations. The computation begins with the initial configuration and continues until terminated. The transitions between the configurations are determined by the transition function. Let C w M , shortly C, be the configuration set of M for a given input w ∈ Σ * . All transitions of M on w can be summarized
In our algorithms, we use a special kind of quantum transformation, N-way QFT (quantum Fourier transform) [17, 36, 37] . Let N > 1 be a integer. The N-way QFT is the transformation
from the domain elements d 1 , . . . , d N to the range (target) elements r 1 , . . . , r N , where r N is the distinguished target elements. The QFT can be used to check whether separate computational paths of a quantum program that are in superposition have converged to the same configuration at a particular step. Assume that the program has previously split to N paths, say s j (1 ≤ j ≤ N), each of which have the same amplitude. We assume that s j (when having d j ) enters to s j,1 , . . . , s j,N by the QFT. If s j,l = s j ′ ,l for each j = j ′ , then none of the target elements is interfered with each other and so the distinguished target exists with probability 1 N , where 1 ≤ l ≤ N. Otherwise, if each s j makes the QFT in different computational steps, then we obtain the same result. But, if all of them make the QFT simultaneously, then all targets are interfered with each other and only the distinguished target survives with probability 1.
Nondeterminism
It was shown in [39] that L ⊆ Σ * ∈ NQAL if and only if L is defined by a GFA, say G, as follows:
We show our results in this section based on this equivalence. 
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We already know that the class of languages recognized by 1NFAs (reps., 1NPDAs) is a proper subset of the class of languages recognized by rtQFAs (resp., 1QPDA) in nondeterministic mode [24, 39] . We give a stronger version of these results by using noncontextfree language
Proof. (See Appendix A for a complete proof) We can design a GFA to calculate the value of (|w| a − |w| b ) on a specified internal state. By tensoring this machine with itself, we can obtain the value of (|w| a − |w| b ) 2 . Similarly, we can also calculate the value of
Additionally, this value is multiplied by 0 if the input is not of the form a + b + c + . Therefore, the last result is a positive integer if w ∈ L ijk and it is zero if w / ∈ L ijk .
Corollary 1. In nondeterministic mode, the class of the languages recognized by classical machines is a proper subset of the class of the languages recognized by quantum machines for any model between finite automaton and one-head pushdown automaton.
Now we give a separation result between deterministic and nondeterministic automata with blind counters. Note that, every one-way versions of these models can be easily converted to ones operating in realtime. (let p i be the i th prime (1 ≤ i ≤ k)) (i) at the beginning, the value of the internal state of G corresponding to the initial state of D is 1, and, (ii) if the value of the i th counter is updated by 1 (resp., −1), then the value of the state is multiplied by p i (resp.,
Suppose that, the computation of D ends in state q on input w. Let q ′ be the internal state of G corresponding to q and c q ′ be the value of q ′ . It can be easily be verified that c q ′ = 1 if and only if all counters of D are set to zeros at the end of the computation. The value of (c q ′ − 1)
In [12] , it is shown that L say cannot be recognized by a rtQFA with unbounded error (and so L say / ∈ NQAL and L say / ∈ NQAL [42] ), where
Superiority of one-way and realtime quantum machines and new directions 7 However, it can be easily be shown that L say can be recognized by a rtN1BCA: two b's (those can also be the same) can be selected nondeterministically and by using a blind counter, the lengths of the substrings before the first b and after the second b can be compared.
Corollary 2. For any k ∈ Z + , the class of languages recognized by 1DkBCAs is a proper subset of the class of languages recognized by 1NkBCAs.
Blind counter automata
can be recognized by a rtQ1BCA with negative one-sided error bound ǫ.
Proof. Let N ≥ 2 and M upal,N = (Q, Σ, Ω, δ, q 0 , Q a ) be a rtQ1BCA, where
The details of δ is given in Figure 2 . (The missing part of δ can be easily be completed.)
We show that M upal,N recognizes L upal with negative one-sided error bound , we obtain the desired machine. We begin with two trivial cases: (i) if the input is empty string, then it is accepted with probability 1; (ii) if the input begins with a b, then it is rejected with probability 1. So, we assume the input to begin with an a in the remaining part. After reading the first a, the computation is split into N different paths, path j (1 ≤ j ≤ N), with amplitude
and the counter value is increased by j in path j . Each path keeps the same increment strategy as long as reading a's. After reading a b, each path switches to a decrement strategy such that the counter value is decreased by j in path j as long as reading b's.
If an a is read after a b, path j passes to rejecting-path j , in which the input is rejected with probability 1 at the end. Otherwise, the input is of the form a m b n , where m > 0 and n ≥ 0,
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and before reading $, the machine is in the following superposition (of the configurations):
Note that, if m = n, then we have
Thus, after reading $, each path enters an N-way QFT. That is, (i) if m = n, all configurations are interfered with each other and only |(p N , 0) remains with probability 1 and so the input is accepted exactly; (ii) if m = n, none of the configuration is interfered and so the input is accepted with probability 1 N -before the measurement, the configurations with p N exist in the superposition as
Note that, in case of m = n, the configurations with an internal state different than q N are observed with probability 1 − 1 N at the end. Proof. We use the idea presented in the proof of Lemma 1 after making a small modification. Let N ≥ 2 and M upal * ,N = (Q, Σ, Ω, δ, q 0 , Q a ) be a rtQ1BCA, where
The details of δ is given in Figure 3. (The missing part of δ can be easily be completed.)
a (the first a after reading a b)
rejecting-path j (1 ≤ j ≤ N − 1) a b $ δ(r j , a) = (r j , 0, ωr) δ(r j , b) = (r j , 0, ωr) δ(r j , $) = (r j , 0, ωr) Suppose that the input is of the form (a , the computation enters rejecting-path j 's, in which the input is rejected certainly at the end. The same procedure is repeated for each (a + b + ) block that is followed by an a in path k 's. When reading $, the computation again enters a final QFT in path k 's such that the distinguished target is a configuration with the accepting state p N .
Therefore, the members of L * upal are accepted exactly and the nonmebers are rejected with probability at least 1 − , we obtain the desired machine.
In [14] , it was shown that L * upal cannot not recognized by any 1DkBCAs, where k ∈ Z + .
Corollary 3. For any k ∈ Z + and ǫ ∈ (0, 
), the class of languages recognized by 1DkBCAs is a proper subset of the class of the languages recognized by rtQkBCAs with error bound ǫ.
Conjecture 1. L *
upal cannot be recognized by any 1PkBCA with bounded error, where k > 0.
Multihead finite automata
Let L upal(t) and L ′ upal(t) be the following languages:
respectively. It was shown in [19] that for any k, there exists a t > 0 such that language L ′ upal(t) cannot be recognized by any 1NkFA. We can argue the same argument also for L upal(t) since any 1NkFA recognizing L upal(t) can be converted to a 1NkFA recognizing L ′ upal(t) in a straightforward way. On the other hand, we show that, for any ǫ ∈ (0, 1 2 ), L upal(t) can be recognized by a 1QFA or a 1P3FA with negative one-sided error bound ǫ. Proof. We use a similar technique described in the proof of Lemma 1. Let N = 1 ǫ and M upal (1) ,N = (Q, Σ, Ω, δ, q 0 , Ω a , Ω r ) be a 1QFA, where
and Ω r = {ω r }. The details of δ is given in Figure 4 . (The missing part of δ can be easily be completed.) , we obtain the desired machine.
On symbol ¢, the computation is split into N different paths, say path i (1 ≤ i ≤ N), with amplitude
. If the input does not contain exactly one b, it is rejected in each path. We assume the input of the form a m ba n (m, n ≥ 0) in the remaining part. Before (resp., after) reading symbol b, path j waits j (resp., N − j + 1) step(s) on each a, and so, path j arrives on $ after making m(j) + n(N − j + 1) stationary movements. After reading $, each path makes a QFT: the input is accepted in the distinguished target and it is rejected, otherwise.
It can be easily verified that for any j 1 = j 2 , path j 1 and path j 2 arrive on $ simultaneously if and only if m = n, where 1 ≤ j 1 , j 2 ≤ N. In other words, each path makes the N-way QFT at the same time if and only if m = n. That is, (i) if m = n (the succeed case), all paths are interfered with each other and only configuration |(q N , |w| + 2) remains with probability 1 and so the input is accepted exactly; (ii) otherwise (the failure case), none of the paths is interfered with the others and so the input is accepted with probability at most
), language L upal(t) can be recognized by a 1QFA with negative one-sided error bound ǫ, where t > 0.
Proof. (Sketch) The proof can be obtained by generalizing the technique presented in the proof of Lemma 2. Suppose that the input is of the form
(Otherwise, the input is rejected exactly.) The algorithm has t stages. In the first stage, the equality of m t and n t are compared. If so, the computation goes to next stage with probability 1. Otherwise, the input is rejected with probability 1 − 1 N and the computation goes to next stage with probability 1 N . In the second stage, the equality of m t−1 and n t−1 are compared in the same manner. The computation continues in this way and in the last stage, the input is accepted instead of going to next stage. Therefore, for the members, the input is accepted with probability 1 and for the nonmembers the input is accepted with probability at most Superiority of one-way and realtime quantum machines and new directions 11 1. On symbol ¢, the computation is split into N paths with equal amplitudes, say path j 1 (1 ≤ j 1 ≤ N) . After reading the first b, the computation is again split into N paths with equal amplitudes, i.e. path j 1 is split into N paths path j 1 ,j 2 (1 ≤ j 1 , j 2 ≤ N) . This process is repeated until reading the (t−1) th b. Thus, after reading the (t−1) th b, each path has t indexes, i.e. path j 1 ,...,jt (1 ≤ j k ≤ N and 1 ≤ k ≤ t). Note that, any path with index (j 1 , j 2 , . . . , j k ′ ) (1 ≤ k ′ ≤ t) is responsible to compare numbers m k ′ and n k ′ .
2. Before (resp., after) reading the t th b, if j is the last one in the index (of the path), then, it waits j (resp., N − j + 1) steps over each a.
3. After reading the t th b, all paths start to make N-way QFT over each b in order to compare the numbers under their responsibility. After the QFT, the computation continues with the paths, from which the current paths were created in the previous steps (i.e. technically the rightmost one is dropped from the index) with probability 1 in the succeed case and with probability 1 N in the failure case. Note that, in the failure case, the computation is terminated and the input is rejected with probability 1 − ), the class of languages recognized by 1DkFAs is a proper subset of the class of the languages recognized by 1QkFAs with error bound ǫ.
In [11] , Freivalds showed that, for any ǫ ∈ (0, 1 2 ), L eq(t) can be recognized by a rtP1BCA with negative one-sided error bound ǫ, where t > 0 and
In fact, it is not hard to modify the Freivalds' algorithm in order to show that, for any ǫ ∈ (0, 1 2 ), rtP1BCA can recognize L upal(t) with negative one-sided error bound ǫ. Moreover, since the task of any counter can be implemented by two heads, we can argue the following result. Proof. Let M and M ′ be respectively the given rtP1BCA and the 1P3FA simulating M. The heads of M ′ can be named as follows: H i is the head simulating the input head of M and H 1 and H 2 are responsible to implement the blind counter of M. The input is sequentially read by H i as M does and for any increment (resp., decrement) operation on the counter, H 1 (resp., H 2 ) moves one square to the right. When H i reads the right end-marker and enters an accepting state, both H 1 and H 2 are tested whether they are on the same square or not (they start to travel towards to the right end-marker ($) with the same speed and the test is passed if they read $ simultaneously). If so, the input is accepted, otherwise, it is rejected. By using t heads, it is not hard to show that a 1QFA can recognize language L neq(t) with any error bound less than 1 3 , where {w ∈ {a 1 , . . . , a t , b 1 , . . . , b t } * | ∀i ∈ {1, . . . , t}(|w| a i = |w| b i )}. 1 3 , where t > 1 and L gt(t) = {w ∈ {a 1 , . . . , a t , b 1 , . . . , b t } * | ∀i ∈ {1, . . . , t}(|w| a i > |w| b i )}?
Multihead pushdown automata
It was shown in [9] that L twin(t) , namely twin languages, cannot be recognized by a 1NPDkA if and only if t > k 2
, where t > 0, k > 1, and
Note that, L twin(t) can be recognized by a 1DkFA whenever t ≤ k 2
[27] and so for this language neither nondeterminism nor a pushdown storage is helpful. Theorem 6. L twin(2t) can be recognized by a 1PkFA with negative one-sided error bound 1 2 ,
Proof. We assume the input of the form -if not, it is rejected exactly -
At the beginning, the computation is split into two branches, say branch 1 and branch 2 , with probability
. By using k heads, the pairs (w 1 , u 1 ), . . . , (w t , u t ) and (w t+1 , u t+1 ), . . . , (w 2t , u 2t ) are compared deterministically in branch 1 and branch 2 , respectively. 1 3 .
It is an open problem whether L twin (= L twin(1) ) can be recognized by a 1PPDA with bounded error [36] . Therefore, it is interesting to ask the following question.
Question 3. For a given t > 0, let k be the minimum integer such that L twin(t) is recognized by a 1PkFA with an error bound at most 1 3 . Is there any k ′ < k such that L twin(t) can be recognized by a 1PPDk
′ A with error bound 1 3 ?
It was shown in [36] that L twin can be recognized by a rtQPDA with negative one-sided bounded error 1 2 . Therefore, a quantum machine can make one more comparison of a pair by using a pushdown storage for any twin language.
Corollary 8. For a given t > 0, let k be the minimum number such that L twin(t) is recognized by a 1PkFA with negative one-sided error bound 1 2 . Then, L twin(t) can be recognized by a 1QPD(k-1)A with negative one-sided error bound 1 2 . 1 3 is properly contained in the class of languages recognized by 1QPDkAs with error bound 
Question 4. Is the class of languages recognized by 1PPDkAs with error bound
?
If we allow the error bound bigger than 1 3 , we can obtain the following results. , where t > 0.
Proof. We assume the input of the form -if now, it is rejected exactlyw 1 c · · · cw t cu t c · · · cu 1 (w i , u i ∈ {a, b} * , 1 ≤ i ≤ t).
An integer, say i, is selected from the set {1, . . . , t} with probability 1 t at the beginning. Then, the substrings w i and u i are compared by the rtQPDA algorithm for L twin given in [36] . Theorem 8. L twin(t) can be recognized by a 1P2FA (or 1Q2FA) with negative one-sided error bound 1 −
