Abstract. We study the asymptotic emergence of the complete synchronization of Kuramoto oscillators with hierarchical leadership. We show that asymptotic complete frequency synchronization occurs for some class of initial phase configurations, when Kuramoto oscillators are scattered on the nodes of a directed graph with a hierarchical leadership topology and the coupling strength is sufficiently large. This generalizes previous studies on the complete synchronization of Kuramoto oscillators on connected and symmetric graphs. We also provide several numerical results to confirm our analytical results.
Introduction
The synchronization of many weakly coupled oscillators often appears in natural systems, e.g., two pendulum clocks suspended from the same bar, the flashing of fireflies, the singing of crickets and hand clapping by audiences in a concert hall, etc. (see [1, 5] ), which were first reported by C. Huygens in the scientific literature. The rigorous mathematical study of these systems was started forty years ago by the two pioneers Winfree [39] and Kuramoto [24] . They introduced simple phase models for weakly coupled oscillators and showed how the synchronized behavior of their phase models can emerge from the competing mechanisms of intrinsic randomness and nonlinear coupling. Recently, the study of the synchronization process of weakly coupled oscillators has emerged as an active research area because of its diverse applications in areas such as social opinion formation, formation control of unmanned aerial vehicles (UAV), and the control of automatic robot systems etc. ( [31, 38] ). These applications can be reformulated as a synchronization process of weakly coupled oscillators in complex networks, and the crucial component when understanding such a synchronization process is elucidating the interplay between the network structure (topology) and dynamics of oscillators. For a detailed survey of this issue, please refer to [4] .
In this study, we investigate the emergence of the asymptotic complete synchronization (ACS) of Kuramoto oscillators, where the underlying network has a hierarchical leadership (HL) structure. The complete synchronization problem is to look for sufficient conditions for the initial phase configurations and parameters (e.g. the natural frequency distribution and coupling strength) leading to ACS. For a detailed discussion, we refer to survey papers and books [1, 7, 23, 36] .
We next introduce the Kuramoto model with an HL structure. Consider a digraph D consisting of a vertex-set V := {1,...,N } and an edge set A. Let ψ ij ≥ 0 be the capacity of the edge connecting from the i-th vertex to the j-th vertex. Suppose that Kuramoto oscillators are located at the vertices and the interactions between them are registered in the capacity (or adjacent) matrix ψ = (ψ ij ). Kuramoto oscillators can be visualized as active point rotors moving on the unit circle S 1 ⊂ C. More specifically, let x i be the position of the i-th rotor and we rewrite x i = e √ −1θi , θ i ∈ R via the polar coordinate. Then the dynamics of Kuramoto oscillators in a network with HL structure is governed by the following ODE system in R N :
ψ ji sin(θ j − θ i ), t>0, θ i (0) = θ i0 , i= 1,...,N, (1.1) where K > 0 is the uniform coupling strength, and Ω i represents the intrinsic natural frequency of the i-th oscillator drawn from some distribution function g = g(Ω).
For the complete graph ψ ij = 1 N , Ermentrout [16] found a critical coupling strength, when all oscillators became phase-locked, independent of the number of oscillators. The linear stability of the phase-locked state has been studied in several papers, e.g. van Hemmen and Wreszinski [37] , Mirollo and Strogatz [27, 28, 29] , Aeyels and Rogge [2] , Bonilla, Neu, and Spigler [6] , and De Smet and Aeyels [13] using tools such as Lyapunov functions and spectral graph theory. Recently the ACS problem on the complete graph has been systematically studied in [8, 9, 10, 14, 17, 19, 21, 32] . On the other hand, Jadbabaie et al [22] addressed ACS of Kuramoto oscillators on undirected connected graphs by combining the techniques from control theory and graph theory.
The main result of this paper is to establish ACS for asymmetric and directed graphs with HL structure (see Definition 2.2 in Section 2). In general, when the capacity matrix ψ = (ψ ij ) is not symmetric, the standard energy estimate does not work due to the nonconservation of overall phase, so the previously mentioned methods in [9, 14] cannot be applied to the current situation. Nevertheless even if the capacity matrix ψ is asymmetric, it is triangular, and this enables us to use the induction method to derive the exponential decay of the deviations from the phase of the global leader.
The rest of the paper consists of five sections. In Section 2, we present definitions of the ACS and HL, and we provide several estimates on Adler type equations [3, 8] as well as discussing Lyapunov functions to be used in later sections. In sections 3 and 4, we provide rigorous ACS estimates for identical and nonidentical Kuramoto oscillator groups with HL. In Section 5, we provide several numerical results consistent with the analytical results in previous sections. Finally Section 6 is devoted to the summary of the main results.
Preliminaries
In this section, we first provide the definitions of the ACS and HL topology. Then we briefly present several key estimates on Adler type equations and discuss Lyapunov functions which will be crucially used in later sections. First we provide a definition of ACS for the system (1.1).
Definition 2.1. Let G := {θ i } be the group of Kuramoto oscillators whose dynamics is governed by the system (1.1). The system G has ACS if and only if all transversal frequency differences converge to zero asymptotically:
For a given coupling strength, oscillators with small natural frequencies relative to the coupling strength will be locked, whereas oscillators with large natural frequencies will move around the circle without locking. As the coupling strength K is increased from zero to some critical value, the number of phase-locked oscillators will increase accordingly, whereas when it reaches to some critical coupling strength, all the oscillators will be phase-locked, i.e., their relative phases will become constant. We refer to this state as the "complete synchronization". It is well known [17] that the complete synchronization cannot occur within finite time, so the complete synchronization should be understood in a time-asymptotic sense.
Definition 2.2. The adjacent capacity matrix ψ = [ψ ij ] has an "HL" structure if and only if the matrix ψ satisfies the following two conditions:
1. Followers are influenced only by leaders, i.e.,
2. The leader set of the i-th oscillator L(i) := {j : 1≤ j ≤ i, ψ ji > 0} is not empty for all i > 1.
Remark 2.3.
1. The concept of HL was first introduced by J. Shen [34] for both the discrete and continuous-time Cucker-Smale flocking models [12] , while Cucker and Dong [11] later improved the flocking result for a discrete-time flocking model [34] .
2. The adjacent matrix ψ with an HL structure is a triangular matrix, and hence ψ is asymmetric.
3. Note that the first oscillator with phase θ 1 is not influenced by other oscillators, so it is invariant under the flow (1.1):
However the phase state of the first oscillator affects the rest of oscillators. Therefore, we call it the global leader.
For the system (1.1) with a symmetric and connected topology, the standard energy method based on the 2 -norm of the fluctuations does work for the complete synchronization problem as in [18, 20] . In contrast, for the system (1.1) with a general asymmetric network structure, there is no general systematic method for ACS. In the following analysis, the hierarchical structure plays a key role in the ACS problem. In [25] , Li and Xue introduced another interesting interaction topology called a rooted leadership (in short RL), which is more general than HL in the sense that the hierarchy is dropped in RL.
A generalized Adler equation.
In this part, we present several estimates for a generalized Adler equation. These estimates will be used in the ACS estimates in sections 3 and 4.
Consider a generalized Adler equation:
where A * , B * , and η * are positive constants, while ε(t) and η(t) are continuous functions of t.
Lemma 2.4. Let y = y(t) be a solution to (2.1) satisfying the a priori condition
Then y decays to zero exponentially fast:
where A and B are given by the following relations:
Proof. We multiply (2.1) by sgn(y(t)) and use the fact that sgn(y)siny = sin|y| ≥ sinα α |y|, for |y| < α to derive the Gronwall's inequality for |y|:
where we used the relations
Then we apply the standard Gronwall's lemma for (2.2) to obtain
This implies the desired result.
In the following lemma, we consider a simple situation where the coefficients functions ε(t) and η(t) in (2.1) are simply positive constants. In this case, we can find an implicit representation of the solutions by integrating the Adler equation:
Lemma 2.5. The solution y = y(t) to (2.3) satisfies the following representations:
2. Case 2 (ε = η):
3. Case 3 (ε > η):
Proof. The proof can be found in Appendix D of [8] .
Remark 2.6. 2 ) monotonically. Moreover, it follows from the implicit representation formula that if the initial data y 0 is sufficiently close to the stable equilibrium y e , then the solution y(t) converges to the equilibrium y e exponentially fast, more precisely,
2. For the case where ε < 0 and |ε| < η, we can obtain analogous results except that the stable equilibrium y e := sin
Lyapunov functions.
In this part, we discuss the Lyapunov functions measuring the complete synchronization in Definition 2.1.
The diameters of the frequency sets {ω i :=θ i } and {Ω i } are defined as
For the ACS analysis, we will study the time evolution for the function D(ω(·)), and show that D(ω(·)) approaches to zero asymptotically. Thus the function D(ω) serves as a Lyapunov function for the ACS problem.
On the other hand, van Hemmen et al [37] proposed a Lyapunov function for the original Kuramoto model with identical oscillators and an all-to-all coupling:
Then the original Kuramoto model can be written as a gradient system with analytic potential H:
In [22] , Jadbabaie et al studied the Kuramoto model on undirected graphs by considering a Lyapunov function based on the square of the order parameter given by
where e is the number of edges and B is the incidence matrix of the graph. Of course, the key part, 1 e cos(B θ), possesses the advantage of the potential function H. However, it is impossible to construct such a potential function for the Kuramoto model with an asymmetric network topology, such as an HL interaction. To show the necessity, let us suppose that the Kuramoto oscillators system can be reformulated as a gradient system with an analytic potential f , i.e.,
Then f must satisfy
This yields ψ lk = ψ kl , l = k, i.e., ψ is symmetric.
ACS for identical oscillators
In this section, we present ACS for identical Kuramoto oscillators with an HL structure. First, we show that the phase fluctuations around θ 1 are uniformly bounded by π, once the diameter of the set of initial phases is strictly less than π. Then, from this rough a priori information, we use the method of induction to show that the fluctuations in fact decay to zero exponentially fast. This induction argument crucially depends on the triangular structure of the capacity matrix ψ = [ψ ij ].
We would like to remark that the synchronization result for identical oscillators appears in other literatures [15, 26, 30, 33] . However, we prefer to present a simple proof by using the method of induction, which provides a motivation for the analysis for non-identical oscillators in the next section.
Existence of a positively invariant set.
In this part, we consider the complete phase synchronization of Kuramoto oscillators with the same natural frequency Ω:θ
Note that the first oscillator θ 1 is not influenced by other oscillators, so that it rotates on the circle with a constant speed Ω:
When the asymptotic complete phase synchronization occurs, i.e.,
the phases of all the oscillators should approach to θ 1 asymptotically, so it would be reasonable to consider the fluctuations around θ 1 :
Obviously the fluctuationθ i satisfieṡ
We next define the extremal phase fluctuations for a set of phases {θ i ∈ R}:
Then the phase diameter is the difference of the extremal phase fluctuations:
Note that the solution to system (3.2) is real-analytic and the extremal phase fluc- 
coincides with the classic derivative, i.e.,Ḋ(θ(t)) =θM (t) −θm(t), t∈ (t k−1 ,t k ), k = 1,2,.... Throughout this paper, we use the usual notations (Ḋ(θ(t)) and
) to denote the classic derivative for almost all time t and the upper Dini derivative at collision time t k .
We next define an admissible class of initial configurations and extremal phase fluctuations:
We have the following lemma.
be the global smooth solution to (3.1) with the initial phase θ 0 :
Then we have θ(t) ∈ S 1 , ∀t ≥ 0.
Proof.
• Case 1 (D(θ 0 ) = 0): In this case, we havê
i.e.,θ 0 is in the equilibrium state of the system (3.2). Hence we havê
We now define a set
Clearly T 1 is not empty, because δ ∈ T 1 . We now claim that
The proof of the claim: Suppose this is not the case, i.e., T * 1 < ∞. Then there exists a sequence of finite numbers of collision times {t i } n i=0 such that
where we used the fact that
Then again, based on the continuity of D(θ(t)), there exists δ > 0 such that
This contradicts to the statement that T * 1 = supT 1 . Therefore T * 1 = ∞ and we have D(θ(t)) < π, t > 0.
Exponential complete synchronization.
In this part, we reinforce the rough estimate D(θ) < π to get the refined exponential decay estimate of D(θ(t)) using the induction method.
be the global solution to (3.1) with the initial configuration θ 0 ∈ S 1 . Then for any 0 < δ 1, there exist positive constants
Proof. Note that
Thus, it suffices to show that
We prove the estimate (3.3) by the induction method.
• (Initial step): It follows from (3.2) thaṫ
We now use the fact
Thus we have an exponential decay ofθ 2 :
t , t≥ 0.
We set
• (Inductive step): Suppose that the result holds for the sub-group {1,2,...,k − 1} with k ≥ 2, i.e., there exist A k−1 and B k−1 such that
Then it follows from (3.2) thaṫ
where L(k) is the leader set of the k-th oscillator as defined in Definition 2.2. Note that the leader set L(k) satisfies
To apply Lemma 2.4, we set
Then we use (3.5) to find
On the other hand, due to (3.5), for any δ > 0, there exists
This yields
We also note from Lemma 3.1 that
Note that (3.6)-(3.10) satisfy the framework of Lemma 2.4. Hence, it follows from Lemma 2.4 that we have
where A k and B k are given by the following iterative relations:
Note that the decay rate B k is non-increasing, i.e., B k ≤ B k−1 . Therefore (3.11) holds for any k ≥ 2.
Remark 3.3. Note that as δ → 0, the decay rate B k in (3.3) satisfies the relation
i.e., asymptotically as δ → 0, the decay rate B k should only depend on K, [ψ ij ], and θ 0 .
ACS for nonidentical oscillators
In this section, we present a complete synchronization estimate for nonidentical Kuramoto oscillators. Basically, we will follow the same method as in previous section, i.e., we first show that the existence of a positively invariant set, and then we derive a decay estimate for the frequency by differentiating the Kuramoto model.
4.1.
A three-oscillator system. As a motivation, we first consider a threeoscillator system under the HL topology: We set
Then we have
It is easy to see that ϕ i and Δ i satisfẏ Note that if the phase θ i is strictly confined in an arc with a length π 4 , the difference ϕ i is confined in a small region (|ϕ i | ≤ c < π/2). Thus we can use the above dynamics (4.3) to derive the frequency synchronization. We first show the existence of a positively invariant set for (4.3). In order to do this, in this subsection we choose ε to satisfy the following conditions:
Note that the above ε does exist as long as {ψ ij } is HL. In fact, HL means that ψ 12 > 0 and ψ 13 + ψ 23 > 0. Therefore we have the following estimate.
Lemma 4.1. Suppose that the coupling strength K and initial data θ 0 satisfy 
Step A: Note that ϕ 1 = θ 1 − θ 2 satisfieṡ
Then it follows from Lemma 2.5 and Remark 2.2 that
where ϕ ∞ 1 and λ 1 are given as follows.
∈ (−ε,ε), and λ 1 := (Kψ 12 ) 2 − Δ 2 1 .
Step B: We will use the dynamics of |ϕ 2 | derived from (4.3). We first multiply the second equation in (4.3) by ϕ 2 to find
We now define a set and its supremum:
Since |ϕ 20 | < ε < π 4 and |ϕ 2 | is continuous, there exists δ 1 > 0 such that
Hence δ 1 ∈ T 2 , i.e., T 2 is not empty. We next claim that
The proof of claim: Suppose not, i.e., T * 2 < ∞. Then by the continuity of |ϕ 2 |, there exists δ 2 > 0 such that
Then, on the time interval [0,T * 2 + δ 2 ), equation (4.8) leads to an estimate as follows:
where we used the identity
We now consider the following ODE:
Thanks to (4.5) and (4.6), the equilibrium y e of the above ODE satisfies
which yields
On the other hand, since the one-dimensional flow y, originating at y(0) < ε < π 4 , always monotonically approaches the stable equilibrium solution y e , we have
We now use (4.9) and the comparison principle of ODEs to derive
Again by the continuity of |ϕ 2 |, there exists δ 3 > 0 such that
This contradicts the fact that T * 2 = supT 2 . Therefore T * 2 = ∞ and
Finally we combine (4.7) and (4.10) to get the desired result.
Proposition 4.2.
Under the same assumptions in Lemma 4.1, the system (4.1)-(4.2) has ACS. More precisely, as t → ∞, we have
where μ := ψ 13 cos(
Proof. We set
and differentiate the system (4.1) or (4.3) to geṫ
(4.11) (i) For the decay estimate of ω 1 , we use (4.7) to see
This implies In (4.11), we combine (4.12) and (4.13) to obtaiṅ ω 2 ≤ K(ψ 12 + ψ 13 )ω 10 e −K(ψ12 cosε)t − Kμω 2 , t≥ 0.
Then the standard Gronwall's lemma implies that for t ≥ 0,
A large system with N ≥ 4.
In this part, we study ACS for a large system with N ≥ 4.
Recall the Kuramoto model with an HL topology: 14) subject to initial data
Following the settings in the previous case, we set
Then the ϕ i 's satisfẏ
We define Γ * and D n by
Then D i is an increasing sequence:
The following lemma presents a sufficient condition for the phases {θ i } to remain in some region. Lemma 4.3. Consider the Kuramoto system (4.14) with N ≥ 4. Let D ∞ ∈ (0, π 2 ), and let Γ * be given by (4.15). Let κ ∈ (0,D ∞ ) and ε be positive constants such that
Suppose θ i0 ∈ (0,ε),i = 1,...,N , and that the coupling strength K satisfies
. (4.17)
Then for any solution to (4.14) with initial data θ 0 = (θ 10 ,...,θ N 0 ), we have
Proof. We derive a relaxation estimate for ϕ i inductively, i.e., we first estimate ϕ 1 , and then ϕ 2 , and so on.
Step A: (Estimate on ϕ 1 ). As in Step A in the proof of Lemma 4.1, we know that |ϕ 1 (t)| ≤ ε, t ≥ 0, and |ϕ 1 (t) − ϕ Step B: (Estimate on ϕ i , i= 2,...,N − 1). Suppose that for the sub-group {1,2,...,l}, D l−1 := sup t>0 S l−1 (t) exists and
We now consider the equation for ϕ l :
We multiply the above equation by ϕ l to get
We define a set and its supremum:
First note that
This means that there exists a T 0 > 0 such that
Thus T 0 ∈ T 3 , i.e., T 3 is not an empty set. We next claim that
The proof of claim: Suppose not, i.e., T * 3 < ∞. By continuity there exists δ 4 > 0 such that
Then it follows from (4.19) that
where we used
Consider the following ODE:
(4.20)
Then by the comparison principle of ODEs, it is easy to see that 
.
Moreover, Lemma 2.5 and Remark 2.6 tell us that, y(t), originating at y(0) < ε, monotonically approaches y ∞ as t → ∞, and therefore
With the assumptions on K and (4.15), we apply Lemma 2.2 to see that
We use the above relation and (4.21)-(4.22) to find
Here we used the assumption (ii) which states ε < κ. Consequently we have On the other hand, it follows from (4.16) and (4.18) that
Hence the same procedure to derive (4.23) can be done inductively for S i , i = 1,...,l − 1 for all t ≥ 0. Thus we have
This again yields
We iterate the relations (4.24) and (4.25) with sinD 1 ≤ sinε to obtain sin max
where we used the assumptions on κ and ε. Therefore we have
By the continuity of S l , there exists a δ 5 > 0 such that
This contradicts the fact that T * 3 is the supremum of T 3 . Hence T * 3 = ∞ and we have
This concludes the desired result.
Remark 4.4. The HL structure implies that Γ * is well-defined, and the right-hand side of (4.17) is finite. This means that the conditions of Lemma 4.3 are feasible.
We now give the main result in this section. 
i.e., exponential complete synchronization will occur asymptotically.
Proof. We use the induction method to derive the asymptotic decay of ω i . It follows from Lemma 4.2 that
• Step A (Initial step): Note that ω 1 satisfies
Hence we have ω 1 (t) ≤ ω 10 e −Kψ12(cosε)t .
•
Step B (Induction step): Suppose that ω i , i≤ k − 1 satisfies
We next show that ω k decays asymptotically. We differentiate the system (4.14) to derive the equation for ω k (=φ k ): 27) where L(ω 1 ,ω 2 ,...,ω k−1 ) denotes a linear combination of ω 1 ,ω 2 ,...,ω k−1 with uniformly bounded coefficients. Based on the induction hypothesis (4.26), L(ω 1 ,ω 2 ,...,ω k−1 ) exponentially converges to 0:
However, because
Then we use a variant of Gronwall's lemma (see Appendix A) to find
Remark 4.6. If the coupling strength K is sufficiently small, the ACS cannot be formed asymptotically. This can be seen easily in the three-oscillator system shown in Section 4.
, then the right hand side of (4.3) cannot be zero. In this situation, φ := θ 1 − θ 2 is either strictly increasing (Ω := Ω 1 − Ω 2 > 0) or strictly decreasing (Ω := Ω 1 − Ω 2 < 0). This means that the first two oscillators periodically meet each other and drift on the circle.
Simulations
In this section, we present several numerical simulations for the Kuramoto system with an HL topology. In all the simulations, we employed the 4-th order Runge-Kutta scheme where N = 100.
Identical oscillators.
In this part, we consider the numerical simulations of complete synchronization for identical oscillators under HL. Without loss of generality, we choose the natural frequency to be zero. The HL topology and coupling strength K are taken as follows:
This topology means that the leader set of the i-th oscillator is L(i) = {1,2,...,i − 1}. In this setting, the Kuramoto system under consideration is given by
The initial phases {θ i0 } 100 i=1 are generated randomly in the interval (0,
In order to make a comparison between HL and all-to-all coupling, we also use the the same initial configurations and parameters to simulate the following system: The simulation results are shown in figure 5.1 and table 5.1. In particular, figure 5.1 (a) and table 5.1 show that the decay of phase diameter for the Kuramoto system under HL is much slower than that in the system with all-to-all coupling. Figure 5 .1 (b) shows that the HL coupling makes the phases of all oscillators follow the fixed phase of the global leader, which explains the meaning of leadership. 
Nonidentical oscillators.
In this part, we present the simulation results for the Kuramoto model for nonidentical oscillators. For simplicity, we select an interaction topology (and the initial phases and parameters) to be the same as in Section 5.1, in which case the system reads
sin(θ j − θ i ), i= 2,...,100.
The natural frequencies Ω i are chosen randomly and distributed uniformly in the unit interval (0,1). We also use the same initial configuration and parameters to perform a simulation with an all-to-all coupling case:
sin(θ j − θ i ), i= 1,...,100.
The simulation results are shown in figure 5.2 and table 5.2. In particular, figure 5.2 (a) and table 5.2 show that the decay of the frequency diameter for the Kuramoto system under HL structure is much slower than that of the original system with all-toall coupling structure. Figure 5 .2 (b) reveals that the group of oscillators will follow upon the leader, i.e., asymptotically they have the same frequency as the leader.
Conclusion
In this study, we addressed an asymptotic complete synchronization problem for the Kuramoto oscillators with an HL topology. The HL topology is interesting because it is asymmetric, which makes it difficult to obtain any analytical results for complete synchronization. For Kuramoto oscillators over networks with symmetric topologies, the total sum of the phases is invariant up to a constant linear motion. This simple consideration is crucial if we are to perform analytical studies using an energy method. To the best of our knowledge, no systematic methodology is available for investigating the complete synchronization problem for Kuramoto oscillators in a network with an asymmetric topology. However due to the triangular structure of the adjacent coupling matrix in the interaction topology, we can use the induction method to derive exponential decay estimates for the relative frequency differences. Note that in Theorem 3.2, we see that the convergence rates toward the synchronization is nonincreasing as the size of system goes to infinity. In fact, some numerical simulations suggest "a kind of glassy behavior" in the convergence of fluctuations, which needs to be proved rigorously. We leave the rigorous verification of this phenomenon as a future project. Proof. Note that y satisfies y + αy ≤ f.
We multiply the above differential inequality by e αt and integrate the resulting relation from s = 0 to s = t to find e αt y − y 0 ≤ 
