Background: Changes in temperature and precipitation pattern seriously affect the amount of river runoff coming into Dam Lake. These changes could influence the operating conditions of reservoir systems such as Jor hydropower reservoir system (Malaysia) with the total capacity of 150 MW. So, it is necessary to analyze the effect of changes in weather parameters on the river runoff and consequently, the hydropower production. Methods: In this research, LARS-WG was used to downscale the weather parameters such as daily minimum temperature, maximum temperature, and precipitation based on one of the general circulation sub-model (HADCM3) under three emission scenarios, namely, A1B, A2, and B1 for the next 50 years. Then, the artificial neural network (ANN) was constructed, while rainfall and evapotranspiration were used as input data and river runoff as output data to discover the relationship between climate parameters and runoff at the present and in the future time. Results: It was revealed that the monthly mean temperature will increase approximately between 0.3-0.7°C, while the mean monthly precipitation will vary from -22% to +22% in the next 50 years. These changes could shift the dry and wet seasons and consequently, change the river runoff volume. In most months, the results of models integration showed reductions in river runoff. Conclusion: It can be concluded that the output of hydropower reservoir system is highly dependent on the river runoff. So, the impacts of climate changes should be considered by the reservoir operators/ managers to reduce these impacts and secure water supplies.
Introduction
Climate changes affect temperature and precipitation patterns and consequently, influence water supply quantities. Due to limited adaptive capacities in dealing with extreme events, developing countries such as Malaysia are very vulnerable to climate changes (1) . Due to the increasing water demand for industrial development and population growth, it is necessary to investigate the potential impacts of climate variability on water resources. These changes could influence the operating conditions of reservoir systems. Accordingly, one of the hydropower reservoir system, namely, Jor hydropower reservoir system with a total capacity of 150 MW in Perak, Malaysia, was chosen as a case study. Carnesale and Chameides declared that the main sources of recent climate changes and global warming are human activities, the industrial revolution, heating processes, especially burning fossil fuels for producing energy, deforestation, agricultural activities, and land use change (2) . Researchers use observations and theoretical models to study past and future climatic conditions. The most reliable theoretical methods are general circulation models (GCMs), which are constructed based on the physical sciences. In order to plan future climate models in a large-scale (country-level), GCMs use observed data. Meanwhile, some techniques should be applied to convert the coarse resolution (country-level) of GCMs into the fine-resolution (regional-level) data of climate parameters. These techniques are called "downscaling" (3, 4) . One of the most efficient, popular, and inexpensive downscaling methods is long ashton research stationweather generator (LARS-WG), which was expanded by Semenov and Barrow (5) . In order to simulate climate parameters in a daily scale for both present and future conditions at a single site, LARS-WG was used (6) (7) (8) (9) . To calibrate the model, the observed daily weather data were analyzed. During calibration process, the observed weather data are analyzed using LARS-WG to determine the statistical characteristics and build a site-specific cumulative probability distribution (CPDs) for climate parameters such as minimum temperature (Tmin), maximum temperature (Tmax), precipitation, and solar radiation. Semi-experimental distributions like frequency distributions are used to analyze the dry/wet spell lengths, solar radiation, and daily precipitation of observed data. Then, for the Tmin and Tmax, Fourier series is applied. In the generation process, the site-specific file is used. In order to generate optional time-series for synthetic weather parameters, random selection of values of the suitable distributions, the probability distributions of climatic variables are used. In order to estimate the probability distribution of dry/wet series of precipitation, Tmin, and Tmax in a daily scale, a semi-empirical distribution, namely, the CPD function is used (10) . For more information about LARS-WG equations, it is recommended to refer to Semenov and Barrow (11), and Hassan et al (12) . The above-mentioned climate parameters significantly affect the volume of water coming into a reservoir. The amount of water supply is a key factor in reservoir system operation. So, it is requisite to predict the amount of stream flow feeding a reservoir to improve the system operation and reduce the negative impacts of climate variation to simulate and predict the runoff, several methods such as stochastic model, conceptual model, and physically-based distributed model were used. Due to time-and space-based precipitation patterns, basin characteristics, the great number of parameters embedded in the model processing, and nonlinear compound relationships in the transformation of rainfall into runoff, these models were used in accompany with some estimations (13) . In order to overcome these difficulties, black box models such as artificial neural networks (ANNs) have been attracted the attention of researchers. Kisi and Kerem Cigizoglu compared various ANN techniques to predict both short-and long-term daily stream flows (14) . Nourani applied emotional ANN for modelling daily rainfall-runoff (15) . In this research, the climate of Jor reservoir, which is located in the Perak state of Malaysia, was investigated regarding the changes in precipitation, minimum temperature, and maximum temperature. In order to downscale the climate changes based on one of the GCMs sub-models (called HadCM3), the LARS-WG is used as a tool for generating weather statistically. The LARS-WG downscales the climate variables according to HadCM3 under three scenarios of emission, namely, A2, B1, and A1B. Afterwards, ANN is integrated to predict future stream flow coming into Jor reservoir. The procedure of each model will be explained in the next section.
Materials and Methods

Downscaling by the LARS-WG Model
Model calibration
The LARS-WG computes the statistical properties of each weather parameter according to the observed data. During the calibration process, a series of daily synthetic weather data were generated. A random number generator selects weather parameters from the site-specific CPDs and the properties of synthetic weather data were similar to those of observed data. The process of generation needs the number of years to be selected for simulation, like a random seeds that is controlling the stochastic weather generation. When the variables are different from a day to another, different random seeds create similar weather statistics (16) . In the present study, the number of years and random seeds were taken as 50 and 541, respectively.
Model validation
During the calibration process, the statistical parameters were obtained. These parameters afterwards were used to create synthetic climate variables by means of statistical properties similar to the observed weather data. During the validation process, the statistical properties of the synthetic and observed weather data were compared to test the capabilities of LARS-WG for simulation of precipitation, Tmax, and Tmin, and also to determine whether it is appropriate for use or not. The LARS-WG facilitates this process using the Q-test option to determine how well it simulates the above-mentioned observed weather parameters. This downscaling tool applies some statistical tests such as the Kolmogorov-Smirnov (KS), student t test, and F-test to determine if mean values, standard deviations, and distributions of the synthetic data significantly differ from the observed weather data.
Synthetic weather data generation
The LARS-WG generates synthetic weather data by synthesizing the statistical feature files, which were obtained in the calibration process from the observed weather data with a scenario file embedded data of precipitation changes, solar radiation, temperature variability, mean temperature, and wet/dry series duration. This tool thereafter creates daily weather parameters according to the emission scenarios simulated by GCMs sub-models, while monthly changes of each parameter are embedded in the scenarios (17) .
Generation of climate scenarios
A daily climate scenario can be generated by perturbing the parameters of distributions for a certain site with the predicted Δ-changes, which are derived from regional or global climate models. The baseline parameters calculated from the observed dataset, can be adjusted using Δ-changes based on each emission scenario for future period to create climate scenarios for a certain future period. Climate variables afterwards will be predicted by the GCM sub-model (HadCM3). In the present research, three emission scenarios, namely, A1B, A2, and B1 were applied to predict the future climate parameters. These scenarios have different prospects for the future. A1B indicates a balanced socioeconomic and environmental development in the future; A2 assumes that the socioeconomic development remains the same till future; and B1 indicates that future development is very compatible with the environment (18) . The predictions were done based on the HadCM3 model, proposed by many researchers (19, 20) . UK meteorological office research centre proposed HadCM3 (21) . Since this model does not require flux adjustments for producing a realistic scenario, using 360 days per year, where each month has 30 days with a spatial grid of 2.5° latitude × 3.75° longitude, it is considered as a unique model among GCMs models (22) . The whole process of generating weather parameters by the LARS-WG method is summarized in Figure 1 .
Artificial neural networks
ANNs are information processing systems that mimic the human brain functions. In ANN structure, there are a number of processing elements called neurons. The neurons connect to each other by weights (23) . The neurons are embedded in layers. The neurons in each layer are linked to the neurons in the adjacent layers. The strength of the connection between two neurons in adjacent layers is determined by the layers' weights. The basic structure of ANN consists of three layers: input, hidden, and output layers. The input layer is the layer, where the data are imported into the network. In the hidden layer, the imported data are processed, and in the output layer, the output of ANN is generated. ANN models generally could be a 'feed forward' or 'feedback' network. Due to the nature of the problem, the feed forward network was chosen. In this type of network, the input layer data goes into the output layer only in the forward direction to specify the weight matrix and find the relationship between the input/output data. The most important stage in developing an ANN is the training stage. Based on the learning rules in the training stage, the network weights and biases should be adjusted, which is a problem. In order to solve this problem, back propagation learning rule is applied to train the network. Back propagation is a part of the gradient descent method. ANN processing system interconnects the neural computing elements based on the back propagation in a parallel manner. In the process of back propagation, the errors from the output layer elements and also the errors from the hidden layer elements are specified. Afterwards, until obtaining the minimum error between the target and computed outputs, the network weights are continuously adjusted and revised (24) . Training pairs are chosen from the training set and based on the inputs used for training pairs, the network computes the outputs. Training pairs compare the network obtained results with the outputs. According to the ANN output, the weights add biases to all neurons, adjusted by a coefficient based on the difference between target and calculated output (errors), target and the derivation of the sigmoid function. For more information about ANN with back propagation training, it is recommended to refer to Fahlman (25) . The back propagation ANN structure is illustrated in Figure 2 .
Model Development
Here, an ANN is expanded to determine the rainfallrunoff relationship (Figure 3) . To construct the model, three parameters in a daily scale were used such as rainfall, river discharge, and evapotranspiration. Rainfall data was collected from Empangan station, river discharge data was collected from Tenaga Nasional Berhad (TNB), and evapotranspiration was estimated using the HargreavesSamani (HS) equation. Only observed minimum and maximum temperatures were used by HS to estimate evapotranspiration. For more information about this equation, it is recommended to refer (26, 27) . Where ET0 is evapotranspiration (mm/day), 0.0135 is a factor to convert American units to the international system of units, K Rs is the adjustment coefficient of radiation, commonly equal to 0.17 (28) , R a is the extraterrestrial radiation (mm/day), and T min , T max , and T a are the minimum, maximum, and average daily air temperature (°C), respectively. Moreover, the input layer consists of two parameters (evapotranspiration and rainfall), while the river discharge makes the output layer. The dataset was randomly divided into two subsets including the training set and testing set, while 70% of data were used for training and the rest (30%) was applied as a testing set.
Model Evaluation
To assess the performance of the developed ANN model, four statistical measurements including Nash-Sutcliffe efficiency coefficient (E), correlation coefficient (r), root mean square error (RMSE), and mean bias error (MBE), were used (26) . RMSE and MBE were used to evaluate the capability of the model for the prediction of data from a calibrated model. The other statistics (E and r) measure the difference between observed data and simulated data (27) . These statistical criteria were calculated based on the following equations. Nash-Sutcliffe efficiency coefficient (E) 
Correlation coefficient (r) 
Models integration (LARS-WG with ANN)
In the last stage, the future Min and Max temperature data (LARS-WG output) were used to estimate the future evapotranspiration using HS equation. The future evapotranspiration data and the generated rainfall data in the future (LARS-WG output) were imported to training ANN to predict the future stream flow coming into the reservoir. The integrated model of LARS-WG with ANN is presented in Figure 4 .
Study area and data collection In Figure 5 , Jor reservoir is shown in the Perak state, Malaysia (17) . This reservoir is a part of the Batang Padang hydroelectric project, which collects the water from 3 rivers, namely, Jor, Sekam, and Batang Padang River, and also the water of Sultan Yussuf Power Station. The collected water transfer to underground power station of Sultan Idris II through Menglang tunnel. Meanwhile, changes in weather parameters such as temperature increase, significantly influence water availability and power output. So, prediction of future climate parameters at Jor Reservoir is of great importance. In order to provide the LARS-WG input, the weather data of the closet stations to the Jor reservoir were collected (Table 1) . (Figure 6 ). Although the amount of monthly observed and simulated data in the mentioned months are not equal but they are almost the same, which can be neglected compared to 10 months that LARS-WG could completely simulate the equality of monthly mean minimum and maximum temperatures and match very well (with exact number in most months) with the observed historical data. It was found that LARS-WG is able to simulate the extreme temperature. Moreover, the output results of monthly rainfall show that the model perfectly simulates the monthly mean rainfall (0 out of 12) compared to the monthly rainfall variance (4 out of 12) ( Table 2 ). Monthly standard deviation and average of observed and simulated rainfall are presented in Figure 7 . As shown in this figure, LARS-WG could perfectly simulate the mean monthly rainfall like the observed data. However, it could not simulate the monthly standard deviation of parameters like the monthly mean of the same parameters. In most statistical downscaling research, models struggle to capture the equal standard deviations and the output model was less than the standard deviation of observed data. Hashmi et al applied LARS-WG and SDSM downscaling models to evaluate these models for the prediction of future parameters in the Clutha watershed located in South Island, New Zealand. The output results showed that the downscaling models had difficulties to capture the standard deviation of observed rainfall (29) .
Results
LARS-WG calibration and validation results
Prediction of weather data based on the A1B, A2, and B1 scenarios The average monthly observed minimum temperature (dashed line) and changes in M/Tmin compared to the observed data in 2011-2030 under the emission scenarios A1B, A2, and B1 (column charts), are shown in Figure  8A . As shown in this figure, due to global warming, Min temperature will increase in all months in the future.
The above-mentioned scenarios show an increase in the minimum temperature about 0.3 to 0.7°C in the future. Scenarios follow a uniform shape, which shows a strong correlation and close agreement among GCM outputs. The results show that the highest discrepancy between observed and simulated data was obtained on March (+0.65) and April (+0.60), respectively, and the lowest increment was observed on September (+0.43) by scenario A1B. Among the selected scenarios, A2, B1, and A1B, respectively showed the trends of increment from the lowest to the highest difference. The same procedure was applied for monthly maximum temperature and the results are represented in Figure  8B . The monthly maximum temperature will increase approximately between 0.3-0.7°C in 2011-2030. The significant difference between baseline and future values occurs on January and March (about 0.7°C increase in temperature), and the lowest one will be occurred on September (+0.4) by scenario A1B. In an overall, mean temperature will be increased in a whole year at Jor Dam Lake in the future. This increase happens because the area has undergone a very rapid urbanization, transportation, and buildings development. These developments have increased temperature in this area. Monthly mean observed rainfall (dashed line) and changes in the monthly rainfall compared to the observe data (column charts) during 2011-2030 are shown in Figure 9 . The increase or decrease in the total monthly rainfall are shown by positive and negative numbers, respectively. The greatest decrease in rainfall will occur on March with -44.5 mm decrease by A1B and the highest decrease will occur on October by 58.36 mm by scenario A2. In an overall, differences between future and baseline rainfall in these months varied from -20% to +20%. The amount of rainfall will decrease in most months, which could directly influence water supply and consequently, the output of power production.
ANN calibration and validation results
In this research, the dataset was categorized into two sets. The training set comprises 70% of the dataset and 30% of the data was used for testing set. Significant property of ANN is the number of neurons in the hidden layers, which should be selected to make an ANN. The best number was found to be 10 neurons by trials/errors. The proposed architecture was used to predict runoff for the main river feeding the Jor reservoir. Afterwards, the network was used for the prediction of future runoff coming to Jor reservoir. The input data of the network comprise of two components, including rainfall and evapotranspiration. The daily data of rainfall (mm) were collected from the Empangan Jor station and the daily evapotranspiration data (mm) were estimated using HS equation. Batang Padang stream flow made an output data of the model. Four statistical measurements were used to evaluate the network performance ( Table 3 ). The Nash-Sutcliffe efficiency coefficient was used to assess the predictive power of hydrological models, which was obtained 0.94 in training set and 0.92 in the testing set. According to these results, the network has an appropriate power. A correlation coefficient is a measure to determine the strength and direction of the relationship between two or more variables, which found to be 0.93 in training set and 0.96 in testing set. These results show that the ANN has highly empowered to determine the relationship between input and output data. RMSE and MBE were used to determine the differences between predicted values by the model and observed values. The results show the capability of ANN as a simulator and predictor. 
Discussion
In order to investigate the stream flow response to future climate scenarios, the outputs of LARS-WG based on the A1B, A2, and B1 emission scenarios were used. The minimum and maximum temperature results of scenarios were used to estimate the future evapotranspiration using HS equation. Afterwards, the daily evapotranspiration and rainfall of each scenario were imported to the trained ANN model to predict future stream flow based on the A1B, A2, and B1 scenarios. The results of monthly mean stream flow at present and based on the emission scenarios are shown in Figure 11 . The results demonstrate that while the difference between the scenarios in each month are not significant, there are discrepancies between monthly mean stream flow in the future and present times. For example, it is clear that the amount of stream flow will decrease on January, March, September, and November. These decrements can be justified due to evapotranspiration increase and rainfall decrease in these months. Another research was also conducted in Malaysia to investigate the effects of climate changes on the stream flow for the Bernam river basin. They found that the trend of stream flow in the future is consistent with the future monthly changes in the rainfall and temperature patterns. The predicted increase in temperature could increase the daily evapotranspiration and interfere with the decrease in stream flow directly (30) . Moreover, it seems that climate changes can not only influence the amount of stream flow, but also shift the peak flow from November to October and exchange dry month from February to January in the future. This variation directly affects water availability in the reservoir. As discussed earlier, the highest variation in temperature and the highest decrease in rainfall were obtained in March. These results are completely shown in Figure 11 . It is evident that the amount of future stream flow on March will decrease from 5.05 to 4.85 m 3 /s. It can be concluded that the amount of rainfall and evapotranspiration directly affect the future stream flow (31) . This study can be used by manager and operator of Jor reservoir (Malaysia) to modify and improve the reservoir operation based on the future stream flow. So, similar studies can be applied for the management of water resources in other places in the world. It is recommended to use and evaluate the other weather generator for downscaling the climate data in the future. In addition, due to lack of access to land use and soil type maps in this area, only evapotranspiration and rainfall were used to predict the stream flow. So, it is proposed to use more data for the prediction of stream flow.
Conclusion
In this research, an integrated model of LARS-WG and ANN was used to predict the future stream flow feeding the Jor Dam Lake. Jor reservoir is a part of the Batang Padang Hydropower project with the entire capacity of 150 MW. Since the amount of water availability directly affects the power production output, therefore, it is crucial to predict the water coming to the reservoir to advise and help managers improve the reservoir system operation policy in order to reduce the negative effects of global warming and climate variability. Accordingly, one of the most promising downscaling techniques (LARS-WG) was used to simulate the observed weather parameters from 1984-2012. Afterwards, one of the sub models in GCM (HADCM3) was used to predict the climate parameters in the next 50 years under three emission scenarios, A1B, A2, and B1. The output results demonstrate that an average monthly temperature will increase approximately between 0.3-0.7°C and mean monthly precipitation will change from -22% to +22% in the next 50 years. Increasing the temperature directly affects the amount of precipitation and shifts the dry and wet months. The ANN, thereafter, was constructed to simulate and predict the effects of climate changes on river runoff. The results demonstrated that the ANNs models are effective and applicable, especially in problems, which the properties of the processes are difficult to describe by the physical equations. The present research indicates the potential of ANN for simulating the nonlinear hydrologic behaviour of watersheds. The output of ANN showed that the amount of stream flow will decrease in most months. Since river runoff is the key factor in hydropower production output, the prediction of stream flow could help managers improve and revise the reservoir system operation policy in securing the water availability and mitigate the negatives effects of climate variability. 
