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Abstract. We consider learning-based variants of the cµ rule for scheduling in single and parallel server
settings of multi-class queueing systems.
In the single server setting, the cµ rule is known to minimize the expected holding-cost (weighted queue-
lengths summed over classes and a fixed time horizon). We focus on the problem where the service rates
µ are unknown with the holding-cost regret (regret against the cµ rule with known µ) as our objective. We
show that the greedy algorithm that uses empirically learned service rates results in a constant holding-cost
regret (the regret is independent of the time horizon). This free exploration can be explained in the single
server setting by the fact that any work-conserving policy obtains the same number of samples in a busy
cycle.
In the parallel server setting, we show that the cµ rule may result in unstable queues, even for arrival
rates within the capacity region. We then present sufficient conditions for geometric ergodicity under the
cµ rule. Using these results, we propose an almost greedy algorithm that explores only when the number of
samples falls below a threshold. We show that this algorithm delivers constant holding-cost regret because
a free exploration condition is eventually satisfied.
Key words : queueing systems, learning, cµ rule, stability
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1. Introduction. We consider a canonical scheduling problem in a discrete-time, multi-class,
multi-server parallel server queueing system. In particular, we consider a system with U distinct
queues, and K distinct servers. Each queue corresponds to a different class of arrivals; arrivals
queue i are Bernoulli(λi), i.i.d across time. Service rates µij are heterogeneous across every pair of
queue i and server j (i.e., a “link”). At each time step, a central scheduler may match at most one
queue to each server. Services are also Bernoulli; thus jobs may fail to be served when matched,
and in this case the policy is allowed to choose a different server for the same job in subsequent
time step(s). Jobs in queue i incur a holding cost ci per time step spent waiting for service. Letting
Qi(t) denote the queue length of queue i at time t, the performance measure of interest up to time
T is the cumulative expected holding cost incurred up to time T :
T∑
t=1
∑
i∈[U ]
ciE [Qi(t)] .
(All our analysis extends to the case where the objective of interest is a time-discounted cost, i.e.,
where the t’th term is scaled by βt, where the discount factor satisfies 0<β < 1.)
Our emphasis in this paper is on solving this problem when the link service rates are a priori
unknown; the scheduler only learns the link service rates by matching queues to servers, and
observing the outcomes. We use as our benchmark the cµ rule for scheduling, when link service
rates are known. The cµ rule operates as follows: at each time step, each link from a nonempty
queue i to server j is given a weight ciµij; all other links are given weight zero. The server then
chooses a maximum weight matching on the resulting graph as the schedule for that time step.
It is well known that when there is only a single server, this rule delivers the optimal expected
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2holding cost among all feasible scheduling policies. Further, there has been extensive analysis of
the performance and optimality properties of this rule even in multiple server settings. (See related
work below.)
When service rates are unknown, we measure the performance of any policy using (expected)
regret at T : this is the expected difference between the cumulative cost of the policy, and the
cumulative cost of the cµ rule. Our goal is to characterize policies that minimize regret. In typical
learning problems such as the stochastic multiarmed bandit (MAB) problem, optimal policies
must resolve an exploration-exploitation tradeoff. In particular, in order to minimize regret, the
policy must invest effort to learn about unknown actions, some of which may later prove to be
suboptimal—and thus incur regret in the process. In such settings, any optimal policy incurs regret
that increases without bound as T →∞; for example, for the standard MAB problem, it is well
known that optimal regret scales as O(lnT ) [1, 3, 15].
In this paper, we show a striking result: in a wide range of settings, the empirical cµ rule—
i.e., the cµ rule applied using the current estimates of the mean service rates—is regret optimal,
and further, the resulting optimal regret is bounded by a constant independent of T . Thus, in
such settings there is no tradeoff between exploration and exploitation. The scheduler can simply
execute the optimal schedule given its current best estimate of the services rates of the links. In
other words, the empirical cµ rule benefits from free exploration.
We make three main contributions: (1) regret analysis of the empirical cµ rule in the single server
setting; (2) stability analysis of the cµ rule in the multi-server setting; and (3) subsequent regret
analysis of the empirical cµ rule in the multi-server setting. We summarize these contributions
below.
1. Learning in the single-server setting. We begin our analysis by focusing on the single-
server setting, where the cµ rule is known to be optimal on any finite time horizon. This setting
admits a particularly elegant analysis, due to the following two observations. First, the empirical
cµ rule is work-conserving, as is the benchmark cµ rule with known service rates. Second, all
work-conserving scheduling policies have the property that they induce the same busy period
distribution on the queueing system. Using this observation, we can couple the empirical cµ
rule to the cµ rule with known service rates, and divide our analysis into epochs defined by busy
periods. At the end of any busy period, all queue lengths are identical in both systems: namely,
zero. We show that after a sufficiently large number of busy periods have elapsed (namely,
O(lnT )), with high probability the empirical cµ rule has sufficient knowledge of each arm that
it exactly matches the cµ rule going forward. Finally, we use the fact that any work-conserving
policy induces a queue-length process that is geometrically ergodic to show that the expected
regret is bounded by a constant.
2. An interlude: Stability in the multi-server setting. Next, we turn our attention to regret
analysis in the setting of multiple servers. Here, however, we face a challenge: in contrast to the
single-server setting, where the cµ rule is known to be optimal, with multiple servers the cµ
rule may not even be stabilizing, despite the availability of sufficient service capacity. Further,
somewhat surprisingly there are no known general results in the literature on stability of the
parallel server cµ rule. In order to carry out regret analysis, of course, we require such conditions;
therefore we develop them for our analysis. These results are of independent interest.
We provide three results on stability. First, we construct a class of examples that demonstrate
that the rule need not be stabilizing. Second, we develop a general condition for stability of the
cµ rule on a particular class of queueing networks, where the rule takes the form of a hierarchical
static priority rule. Informally, these are networks where the configuration of service rates and
costs is such that a priority structure among the queues can be embedded in a hierarchical graph.
In particular, we show for these systems that stability is equivalent to geometric ergodicity of
the resulting queue-length process. This condition is not directly over model primitives; thus in
3our third result we provide a stronger sufficient condition for geometric ergodicity of the cµ rule
that can be directly checked on model primitives for a generic scheduling problem. We show a
number of network configurations for which this condition holds.
3. Learning in the multi-server setting. Having determined a sufficient condition for stability,
we turn our attention to learning in the multi-server setting. We show that for problem instances
where the cµ rule with known service rates yields a geometrically ergodic queue length process,
the empirical cµ rule yields a difference in queue lengths with the benchmark that decays at
least polynomially with time. As in the single server setting, this again results in O(1) regret,
following two insights that parallel our analysis of the single-server setting: first, that the system
eventually reaches a state of “free exploration”; and second, that the tails of the busy period
can be shown to sufficiently light.
1.1. Related work. Many variants of the dynamic stochastic scheduling problem, for both
discrete and continuous time queueing networks, have been long studied [17, 21]. Conventionally,
it has been studied in the Markov decision process framework where it is assumed that the service
rates are known a priori, and the proposed solution is usually an index type policy that schedules
non-empty queues according to a static priority order based on the mean service time and holding-
costs. The simplest variant of the problem is that of a multi-class single-server system for which
the cµ rule has been shown to be optimal in different settings [6, 7, 12]. Klimov [14] extended the
cµ rule to multi-class single-server systems with Bernoulli feedback. Van Mieghem [23] studies the
case of convex costs for a G/G/1 queue and proves the asymptotic optimality of the generalized cµ
rule in heavy traffic. Ansell et al. [2] develop the Whittle’s index rule for an M/M/1 system with
convex holding-costs.
The works in [5, 11] study a simple parallel server model—the N-network, which is a two queue,
two server model with one flexible and one dedicated server—and propose policies that achieve
asymptotic optimality in heavy traffic. Glazebrook and Mora [9] consider the parallel server system
with multiple homogeneous servers and propose an index rule that is optimal as arrival rates
approach system capacity. Lott and Teneketzis [16] also study the parallel server system with
multiple homogeneous servers and derive sufficient conditions to guarantee the optimality of an
index policy. Mandelbaum and Stolyar [18] study the continuous time parallel server system with
non-homogeneous servers and convex costs. They prove the asymptotic optimality of the generalized
cµ rule in heavy traffic. Among the above papers, only [6, 7, 12, 16] consider the holding-cost across
a finite horizon. The rest have their objective as the infinite horizon discounted and/or average
costs. Our work provides results for both the finite horizon discounted cost and finite horizon total
cost problems.
Another framework in which the problem can be studied is the stochastic multi-armed bandit
problem, where the aim is to minimize the regret in finite time. Traditional work in the space of
MAB problems focuses on the exploration-exploitation tradeoff and investigates various exploration
strategies to achieve optimal regret [1, 3, 15]. More recently, exploration-free or greedy algorithms
have been studied and shown to be effective in a few contexts. [19] studies the linear bandit problem
in the Bayesian setting and shows asymptotic optimality of a greedy algorithm with respect to
the known prior. For a variant of the linear contextual bandits, Bastani et al. [4] propose to
reduce exploration by dynamically deciding to incorporate exploration only when it is clear that
the greedy strategy is performing poorly. For a slightly different variant of the linear contextual
bandits, Kannan et al. [13] show that perturbing the context randomly and dynamically can give
non-trivial regret bounds for the greedy algorithm with some initial training. In a similar vein, our
work proposes to reduce exploration through a conditional-exploration strategy. We show that this
policy eventually transforms into a purely greedy strategy because the system naturally provides
free exploration.
41.2. Organization of the paper. We describe the queueing model and main objective of this
work in Section 2. In Section 3, we present the analysis for the single server system. In Section 4,
we show that the stability region for the cµ rule is a strict subset of the capacity region and
give sufficient conditions for geometric ergodicity under the cµ rule. In Section 5, we extend the
analysis presented in Section 3 to parallel server systems and show constant order regret when the
system is geometrically ergodic under the cµ rule. Appendix A is devoted to the study of a special
class of scheduling rules called hierarchical rules, for which we exhibit a recursive procedure which
verifies geometric ergodicity from the system parameters. The more technical proofs are organized
in Appendices B–F.
2. Problem Setting. We describe the model, the objective, and the cµ rule.
2.1. Parallel server system with linear costs. Consider a discrete-time parallel server
system with U queues (indexed by i ∈ [U ]) and K servers (indexed by j ∈ [K]). Jobs arrive to
queue i according to a Bernoulli process with rate λi independent of other events. Denote the joint
arrival process by Bernoulli(λ). At any time, a server can be assigned only to a single job and
vice-versa; however, multiple servers are allowed to be assigned to different jobs in the same queue.
For convenience of exposition, we assume that jobs are assigned according to FCFS. At any time,
the probability that a job from queue i assigned to server j is successfully served is µi,j independent
of all other events. We denote this joint service distribution by Bernoulli(µ). Jobs that are not
successfully served remain in the queue and can be reassigned to any server in subsequent time-
slots. The queues have infinite capacity, and ci denotes the waiting cost per job per time-slot for
queue i. For this system, a scheduling rule is defined as one that decides, at the beginning of every
time-slot, the assignment of servers to queues. It is assumed that
(i) the outcome of an assignment is not known in advance, i.e., in any time-slot, whether or not a
scheduled job is served successfully can be observed only at the end of the time-slot;
(ii) the waiting cost per job is known for all the queues.
We study the learning variant of the problem, and therefore make the additional assumption that
(iii) the arrival rates and success probabilities are unknown.
For T time-slots, the expected total waiting cost in finite time is given by
J(T ) := E
[
T∑
t=1
U∑
i=1
ciQi(t)
]
. (1)
HereQi(t) is the queue-length of queue i at the beginning of time-slot t, with the evolution dynamics
given by the equation
Q(t+ 1) =
(
Q(t)−S(t))+ +A(t) ∀t≥ 0,
where A(t) and S(t) are the arrival vector and allocated service vector respectively. In (1), the
instantaneous waiting cost is a linear function of the queue-lengths.
Definition 2.1 (Stability). For a Markov policy φ, i.e., a scheduling rule that makes deci-
sions in every time-slot based on the current queue-state, the system is said to be stable under φ
if the chain Q(t) is positive recurrent and∫
ZU+
‖q‖1 pi(dq)<∞,
where pi is its invariant distribution.
5For a given service rate (success probability) matrix µ and a Markov policy φ, let the stability
region Cφ(µ) be the set of all arrival rates for which the system is stable under φ. The capacity
region of the parallel server system with service rate matrix µ is given by C(µ) := ∪φCφ(µ). The
capacity region can be characterized by the class of static-split scheduling policies.
C(µ) =
{
λ : λ< diag(µM),M ∈PK×U
}
,
where PK×U is the set of all K ×U right stochastic matrices.
2.2. The cµ rule. In this paper, we focus on the cµ rule with linear costs for the parallel
server system. This rule (see Algorithm 1), which is a straightforward generalization of the single
server cµ rule, allocates servers to jobs based on a priority rule determined by the product of the
waiting cost and success probability.
Algorithm 1 The cµ Algorithm with costs c and rates µ
At time t:
Solve the following max weight optimization problem:
maximize
∑
i,j
ciµi,jxij
subject to
∑
i
xij ≤ 1;∑
j
xij ≤Qi(t);
xij ∈ {0,1}.
Assign a job from queue i to server j if and only if xij = 1 in the resulting solution.
For a single server system, and when the success probabilities for all the links are known a priori,
it has been established that the cµ rule optimizes the expected total waiting cost over a finite time
horizon [6]. For a parallel server system, there are no known algorithms that achieve optimal cost as
in a single server system. For waiting costs that are strictly convex in queue-lengths, Mandelbaum
and Stolyar [18] prove that, in heavy-traffic, the generalized cµ rule optimizes the instantaneous
waiting cost asymptotically.
In order for the cµ rule to be unambiguously defined, we impose the assumption that
∆ := min
j,j′∈[K]
min
i,i′∈[U ]
{|ciµi,j − ci′µi′,j| ∧ |ciµi,j − ciµi,j′ | : µi,j 6= 0 , i 6= i′, j 6= j′} > 0 . (2)
Our interest lies in designing scheduling algorithms that can mimic the cµ rule in the absence
of channel statistics. We evaluate an algorithm based on a finite time performance measure called
regret. Conventionally, in bandit literature, regret measures the difference in the performance objec-
tive between an adaptive algorithm and a genie algorithm that has an a priori knowledge of the
system parameters. For our problem, the genie algorithm applies the cµ rule at every step, using
the service matrix µ. Therefore, regret here is defined as the difference between total waiting costs
(given by equation (1)) under the proposed algorithm and the cµ algorithm. For any given param-
eter set (λ,µ) such that λ∈ Ccµ(µ), we study the asymptotic behavior of regret as the time-period
T tends to infinity.
63. Learning the cµ Rule—Single Server System. We first consider the single server
system in order to highlight a few key aspects of the problem. We later extend our discussion
and results to the parallel-server case in Section 5. For the single server system, we propose a
natural ‘learning’ extension of the cµ algorithm, which we refer to as the cµˆ algorithm, or cµˆ rule.
This scheduling algorithm applies the cµ rule using empirical means for µ obtained from past
observations as a surrogate for the actual success probabilities. Let us denote the queue-lengths
under the cµˆ and cµ rules by Q and Q∗ respectively. Further, we denote the regret of the cµˆ
algorithm by
Ψ(T ) := J(T )−J∗(T ),
where J(T ) and J∗(T ) are the respective expected total waiting costs.
We show that the queue-length error for the cµˆ algorithm decays geometrically with time. It then
follows that the regret scales as a constant with increasing T for any λ ∈ Ccµ(µ). It is interesting
to observe that this scaling is achieved only by using the empirical means in every time-slot,
without an explicit explore strategy. Our results show that this scheduling policy delivers free
exploration due to some unique properties of the single server system, as we describe further
below (see Proposition 3.1). For single server systems, the definition in (2) takes the form ∆ :=
mini 6=j|ciµi− cjµj|> 0.
Proposition 3.1. For any (λ,µ,c,Q(0)) such that λ ∈ Ccµ(µ), there exist constants C0 > 0
and ρ∈ (0,1) such that
E
[∥∥Q(t)−Q∗(t)∥∥
1
]≤C0ρt
for any t ∈N. In particular, there exists a constant C independent of T such that the regret Ψ(T )
satisfies limsupT→∞Ψ(T ) =C.
Before proving the result, we briefly outline the intuition. The result relies on the following key
observation.
Observation 1. The distribution of busy cycles is the same for all work conserving scheduling
policies in a single server system.
This can be confirmed by considering a stochastically equivalent system where, for any i ∈ [U ],
jobs arrive to queue i with i.i.d. inter-arrival times distributed as Geom(λi) and i.i.d. service times
distributed as Geom(µi). In such a system, a scheduling algorithm only decides which part of the
work is completed in each time slot and therefore, all work conserving algorithms give the same
busy cycle.
We now see how Observation 1 can be used to prove Proposition 3.1. This observation implies
that the cµˆ and cµ systems have the same queue length (equal to 0) at the end of their common
busy cycles. In order for the estimated priority order by the cµˆ algorithm to agree with cµ, it needs
sufficient number of samples for all the links. Since the number of samples for each queue at the
end of a busy cycle is equal to the total work (in terms of service time) arrived to the queue, it is
sufficient to consider the end of a busy cycle by which the system has seen at least O(log t) arrivals
to every queue. Thus, every work conserving policy has the same number of samples for each of the
links at the end of a busy cycle. Finally, we exploit the fact that busy periods have geometrically
decaying tails to show that as a consequence, the cµˆ algorithm makes the same scheduling decision
as the cµ rule after a random time τ that has finite expectation. This argument is a clear example
of free exploration, since there is no need to incorporate an explicit exploration strategy into the
scheduling algorithm as long as it is work conserving.
Proof of Proposition 3.1. The crux of the proof lies in characterizing the random time τ after
which the cµˆ algorithm makes the same scheduling decision as the cµ rule in all future time-
slots. In any time-slot t, the cµˆ algorithm makes the same scheduling decision as the cµ rule if (i)
Q(t) =Q∗(t), and (ii) the estimated priority order agrees with the cµ rule at t.
7Our argument crucially relies on Observation 1. We start by noting that the queue-length process
under any work-conserving algorithm is geometrically ergodic and the busy cycle lengths have
geometrically decaying tails. Specifically, there exist constants r1, r2 > 1 and C1 > 0 such that the
first hitting time of the state q= 0, denoted by τ0, satisfies
E [rτ02 ]≤C1r‖Q(0)‖11 . (3)
To formalize the intuition in the paragraph preceding the proof, let t′ = b t
k0
c where k0 :=
max
{
1, U log r1+log r2
log(ρ1r2)
}
for some ρ1 ∈ (0,1), and let τ(t′) be the end of the busy period that contains
t′. Then from (3), using Markov’s inequality, we have
P [τ(t′)≥ t− t′]≤ C1r
‖Q(0)‖1+Ut′
1
rt−t
′
2
≤C1r‖Q(0)‖11 ρt1, (4)
where the second inequality follows by the definition of k0. Now, let µˆ
(n)
i be the average number of
successes in the first n assignments of the server to queue i. Consider the following two events:
1. E1 :=
{∑t′
l=1Ai(l)>
λit
′
/2 ∀i∈ [U ]
}
,
2. E2 :=
{
ci|µˆ(n)i −µi|< ∆/2 ∀n≥ λit′/2,∀i∈ [U ]
}
.
Then, conditioned on E1 ∩ E2, the cµˆ algorithm agrees with the cµ rule after t′, and therefore its
queue-length equals that of cµ after t′ + τ(t′). Thus, given E= E1 ∩ E2 ∩ {τ(t′)< t− t′}, we have
Q(t) =Q∗(t). It is easy to show the following using the Chernoff–Hoeffding bound for Bernoulli
random variables.
P [Ec1] +P [Ec2]≤C2ρt2, (5)
for some C2 > 0 and ρ2 ∈ (0,1).
Using bounds (4), (5), for any norm function ‖·‖, we have
E
[∥∥Q(t)−Q∗(t)∥∥]=E [∥∥Q(t)−Q∗(t)∥∥1Ec]
≤ (‖Q(0) + t1‖)P [Ec]
≤ (‖Q(0) + t1‖)
(
C1r
‖Q(0)‖1
1 ρ
t
1 +C2ρ
t
2
)
≤C0ρt,
for some C0 > 0 and ρ∈ (0,1). This also shows that the regret Ψ(T ) scales as O(1) with T .
Ψ(T ) =
T∑
t=1
E
[
U∑
i=1
ci
(
Qi(t)−Q∗i (t)
)]≤(max
i∈[U ]
ci
) T∑
t=1
E
[∥∥Q(t)−Q∗(t)∥∥
1
]
≤
(
max
i∈[U ]
ci
)
C0ρ
1− ρ . 
Remark 3.1. Note that an O(1) scaling with T also holds for regret with discounted cost for
any discount factor.
4. Stability of the cµ Rule for Parallel Server Systems. As for the single server system,
we are interested in upper bounds on regret for the parallel server system. In the proof of Proposi-
tion 3.1, we crucially used the property of identically distributed busy cycles over work conserving
policies. Note that, in this case, the stability region of cµ rule (or any work conserving policy) is
the entire capacity region, and the busy cycles have exponentially decaying tails for any arrival
rate in this region.
8In this section, we show for the parallel server system that the cµ rule (which is based on linear
costs) does not necessarily ensure stability for all arrival rates in the capacity region. In particular,
it is not throughput optimal for a general parallel server system. In Subsection 4.2, we characterize
a subset of the stability region of cµ rule for which the busy cycles have exponentially decaying
tails.
4.1. Instability of the cµ rule in the general case. As defined in Subsection 2.2, the cµ
rule allocates server j to a job in the queue that maximizes ciµi,j. We show that such a static
priority policy, which prioritizes queues irrespective of their queue-lengths (other than their being
non-empty) could be detrimental to the stability of the system. For e.g., in any 2× 2 system with
c2µ2,1 < c1µ1,1, c2µ2,2 < c1µ1,2, the cµ rule prioritizes Q1 over Q2 for allocation of both the servers,
which results in service allocation to Q2 only when there are less than 2 jobs in Q1. It is intuitively
clear that such a policy is not stabilizing if the arrival rate of Q2 is larger than the service rate
that this policy can allocate to Q2. We formalize this in the theorem below, where we characterize
the set of arrival rates outside the stability region of the cµ rule for a class of 2× 2 systems.
Theorem 4.1. For any 2×2 system with service rates µ, costs c, and arrival rates λ satisfying
c2µ2,1 < c1µ1,1, c2µ2,2 < c1µ1,2, µ1,2 <µ1,1, (6)
and
λ1 <µ1,1 +µ1,2, λ2 > pi1(0)µ2,1 +pi1({0,1})µ2,2, (7)
where pi1 is the stationary distribution of the Markov chain {Q1(l)}l>0, there exist positive constants
b1, b2, t0 depending on (λ,µ) such that
P [Q2(t)< b2t]≤ exp (−b1t) ∀ t≥ t0.
It is easy to construct an example of a 2× 2 system with parameters λ,µ,c satisfying (6) and
(7) and with λ ∈ C(µ). This shows that for 2× 2 systems, the stability region of the cµ rule is, in
general, a strict subset of the capacity region. Below, we give such an example:
Example 4.1. Pick any µ1,1, µ1,2, λ1 ∈ (0,1) such that µ1,1 >µ1,2, and µ1,1 >λ1. For this choice
of µ1,1, µ1,2, λ1, let pi1 be the stationary distribution of Q1 when served by both servers. Now pick
µ2,1, µ2,2, λ2 ∈ (0,1) such that µ2,2 >λ2 > pi1(0)µ2,1 +pi1({0,1})µ2,2. Next, choose c1, c2 > 0 such that
c2µ2,1 < c1µ1,1, and c2µ2,2 < c1µ1,2. Clearly, λ∈ C(µ), since µ1,1 >λ1 and µ2,2 >λ2. Thus, since the
system parameters satisfy (6) and (7), it follows by Theorem 4.1 that λ /∈ Ccµ(µ).
The criterion for instability in Theorem 4.1 is rather sharp, and this is evidenced by the following
result.
Theorem 4.2. Any 2×2 system with service rates µ and costs c satisfying (6) is stable under
the cµ rule if and only if
λ1 <µ1,1 +µ1,2, and λ2 < pi1(0)µ2,1 +pi1({0,1})µ2,2, (8)
where pi1 is the stationary distribution of the Markov chain {Q1(l)}l>0. In addition, (8) implies that
the queueing process Q(t) =
(
Q1(t),Q2(t)
)
is geometrically ergodic under the cµ rule. In particular,
there exists a function V : Z2+→ [1,∞), such that e1‖q‖1 ≤V(q)≤ e2‖q‖1 for some positive constants
1 and 2, and constants ρ∈ (0,1), B > 0 and a finite set B, such that PV(q)≤B1B+ρV(q), where
P denotes the transition kernel of the chain Q(t). It is well known that this implies that there exist
constants γ > 0 and C > 0 such that τ, the first hitting time of the state q= 0, satisfies
E
[
(ρ/2)τ
]≤Ceγ‖Q(0)‖1 ∀Q(0)∈Z2+ . (9)
The proofs of Theorems 4.1 and 4.2 can be found in Appendix B.
94.2. Sufficient conditions for geometric ergodicity of the cµ system. We now obtain
sufficient conditions for the busy cycles to have exponentially decaying tails in terms of the param-
eters (λ,µ). This condition, in particular, implies that the queue-length process is geometrically
ergodic.
Let Ql := {q ∈ ZU+ : ‖q‖1 = l} for l ∈ Z+. For any q ∈ QK , let Ri(q) denote the total service rate
assigned by the cµ rule to queue i when the queue-state is q. If
λ ·α< min
q∈QK
(R(q) ·α), (10)
for some α > 0 , α ∈ PU , where PU is the probability simplex in RU , then we can construct an
appropriate Lyapunov function for which the one-step drift given by the cµ algorithm is negative
outside a finite set. This enables us to show the following tail probability bound for the busy period
of the cµ system.
Lemma 4.1. Let τ0 denote the first hitting time of the state q= 0 under the cµ rule. If Condi-
tion (10) is true for some α> 0 , α∈PU , then there exist constants C1, C2, C3 such that, for any
κ∈R,
P
[
τ0 >C1κ log t+C2Q(0) ·α+C3
]
≤ 1
tκ
. (11)
Details of the proof of this lemma are given in Appendix C.
Below, we explicitly derive sufficient conditions given by (10) for a couple of examples. Further,
for the case of the N-network in Example 4.3 (which is a special case of the 2 × 2 network in
Theorem 4.2), we compare it with the stability region.
Example 4.2. Consider the 2×K example where queue 1 has priority over queue 2 for all
K servers. Without loss of generality, let µ1,1 > µ1,2 > · · · > µ1,K , and let pi be the stationary
distribution of Q1 (note that, in every time-slot, service offered to Q1 is independent of the current
queue-length of Q2). Then, the stability region C
cµ is given by
λ1 <
∑
k∈[K]
µ1,k, and λ2 <
K−1∑
q=0
pi(q)
K∑
k=q+1
µ2,k.
We now obtain a subset of the region (10) by choosing specific values of α. For α= (1,1), (10) is
satisfied if
λ1 +λ2 <
∑
k∈[K]
µ2,k.
To see this, note that for any 1≤ q≤K, we have
R1(q,K − q) +R2(q,K − q)≥R1(q− 1,K − q+ 1) +R2(q− 1,K − q+ 1).
Therefore,
min
q∈QK
(R(q) ·α) =R2(0,K) =
∑
k∈[K]
µ2,k,
which shows that the region given by (10) contains λ1 +λ2 <
∑
k∈[K] µ2,k.
Example 4.3. Consider the N-network, i.e., a 2 × 2 system with µ2,1 = 0, and let the first
queue have higher priority according to the cµ rule, i.e., c2µ2,2 < c1µ1,2. This is a special case of the
2× 2 system in Theorem 4.2. Let pi be the stationary distribution of Q1. A closed form expression
for pi can be found in Appendix F. Thus, for this system, we can determine the stability region
analytically through (8). Moreover, as seen in Theorem 4.2, we have geometric ergodicity in all of
the stability region Ccµ(µ). Below, we compare the region given by (10) with Ccµ(µ).
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Case 1: µ1,1 ≥ µ1,2 – Server 1 is allocated to Queue 1 when it has only a single job in its
queue. In this case, as discussed above, the stability region Ccµ(µ) is given by
λ1 <µ1,1 +µ1,2, and λ2 < (pi({0,1}))µ2,2 ,
whereas, Condition (10) is equivalent to
λ2 <
(
1− λ1
µ1,1 +µ1,2
)
µ2,2.
This is the stability region of a 2× 1 cµ system where the server has rates µ1,1 + µ1,2 to the first
queue and µ2,2 to the second queue.
Case 2: µ1,1 ≤ µ1,2 – Server 2 is allocated to Queue 1 when it has only a single job in its
queue. In this case, the stability region Ccµ(µ) is given by
λ1 <µ1,1 +µ1,2, and λ2 < pi(0)µ2,2 ,
whereas, Condition (10) is equivalent to
λ2 <
(
1− λ1
µ1,2
)+
µ2,2 .
In this example, while Condition (10) does not cover the entire stability region, the region it
covers is “close” to the stability region in some limiting regimes. For example, in Case 1, when
µ1,1max{µ1,2, λ1}, we can show that
pi({0,1})≈ pi(0)≈ 1− λ1
µ1,1
≈ 1− λ1
µ1,1 +µ1,2
.
Similarly, in Case 2, when µ1,2 µ1,1, µ1,2 >λ1, and µ1,21−µ1,2 
4λ1µ1,1
1−λ1 , we can show that
pi(0)≈ 1− λ1
µ1,2
.
5. Learning the cµ Rule—Parallel Server System.
5.1. The cµˆ algorithm. We now propose a learning extension of the cµ rule for the parallel
server system. Recall that the number of samples for a link in any time-slot is the number of
times it has been scheduled before that time-slot. For the single server system, a sufficient number
of samples can be ensured without explicit exploration due to the stabilizing property of work-
conserving policies, all of which have the same busy periods. However, this property does not
hold in general for the parallel server system, and thus, a straightforward extension of the cµ rule
based on empirical means without explicit exploration may not obtain enough samples to learn the
system. The following example shows how a naive extension of the cµ rule could fail to stabilize a
2× 2 network.
Example 5.1. Consider a 2 × 2 network with service rates µ, costs c, and arrival rates λ
satisfying
µ1,2 <λ1 <µ1,1, µ2,1 <λ2 <µ2,2, c1 = c2.
Clearly, this network is stable under the cµ rule. We show that, under the policy that does not
explore and schedules according to the empirical estimates of the service rates, the queues have
linear growth with positive probability. For any i, j ∈ {1,2}, l ∈N, let µˆli,j be the empirical estimate
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of µi,j with l samples. Let E be the event that µˆ
1
1,1 = µˆ
1
2,2 = 0 and µˆ
1
1,2 = µˆ
1
2,1 = 1. Conditioned on the
event E (which has a positive probability), the cµˆ algorithm schedules only links (1,2) and (2,1)
after obtaining the initial samples. Using Hoeffding’s inequality, we can derive concentrations for the
total number of arrivals to each of the queues and the total service offered by links (1,2) and (2,1)
to show that there exist constants t0 ∈N, b > 0 such that P [min{Q1(t),Q2(t)}> bt ∀t > t0]> 0.
As a solution to the above problem, we propose an algorithm that dynamically decides to explore
if the number of samples falls below a threshold. We refer to this as the cµˆ algorithm for parallel
server networks, and define it in Algorithm 2 below.
5.1.1. Dynamic explore—conditional -greedy. In each time-slot, the algorithm explores
conditionally based on the number of samples, i.e., uses an -greedy policy if the minimum number
of samples over all links is below some threshold. More specifically, let:
1. E be a collection of U assignments such that their union covers the complete bipartite graph;
2. Ni,j(t) be the number of samples of link (i, j) at time t;
3. Nmin(t) = mini,jNi,j(t);
4. Υ(t) = max
{
1,2 log3(t− 1)};
5. µˆ(t) be the estimated rate matrix at time t.
At time t, if Nmin(t)<Υ(t), the algorithm decides to explore with probability poly(log t)/t, otherwise
it follows the cµ rule using the estimated rate matrix µˆ(t).
Algorithm 2 The cµˆ algorithm for parallel server networks
At time t,
ε(t)← 1{Nmin(t)<Υ(t)},
B(t)← independent Bernoulli sample of mean min{1,3U log2 t
t
}.
if ε(t)∧B(t) = 1 then
Explore: Schedule from E uniformly at random.
else
Exploit: Schedule according to the cµ rule with parameters µˆ(t).
end if
5.2. O(1) regret for the cµˆ algorithm. In Theorem 5.1, we prove a regret bound that scales
as a constant with increasing T for a subset of the capacity region. This subset is given by the
region in which the cµ algorithm achieves exponentially decaying busy cycles. In the theorem which
follows, we show that the queue-length error for the cµˆ algorithm decays super-polynomially with
time if (11) is satisfied. Again, as in the single server system, this translates to an O(1) regret.
Theorem 5.1. For any (λ,µ,c,Q(0)) such that (11) is satisfied, we have
lim
t→∞
tkE
[∥∥Q(t)−Q∗(t)∥∥
1
]
= 0
for any k ∈N. In particular, there exists a constant C independent of T such that the regret Ψ(T )
satisfies limsupT→∞Ψ(T ) =C.
As for the single server system, the main idea in proving Theorem 5.1 is to characterize the coupling
time of the queue-lengths of the actual and the genie systems. More specifically, we show that the
queue-length of the cµˆ system at time t does not exceed that of the genie system with probability
O(1/poly(t)). For this, we first show in Lemma D.1 that the cµˆ algorithm obtains sufficient number
of samples due to its conditional explore policy, thus enabling the algorithm to agree with the cµ
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rule in its exploit phase after time
√
t. In turn, this ensures exponentially decaying tails for the
busy cycles after time
√
t according to Lemma 4.1.
This concentration for the busy cycles can be used to further show that the following two ‘events’
occur with polynomially high probability:
1. That the algorithm does not need to explore in the latter half of (0, t] (Lemma D.2). This can
be explained as follows: whenever the system hits the zero state, there is a positive probability
that only selective queues are non-empty in the subsequent time-slots. Therefore, for any work-
conserving algorithm, every link has a positive probability of being scheduled at the beginning
of a new busy cycle. If the algorithm stabilizes the system well enough to ensure that it hits the
zero state regularly, then it obtains a sufficient number of samples without explicit exploration.
We use the busy cycle tail bound in Lemma 4.1 to show that the system hits the zero state
often enough to give at least θ/2×√t samples in the first half of (0, t] (The constant θ depends
on the system parameters). This ensures that the algorithm does not need to explore in the
latter half of (0, t].
2. That the system hits the zero state at least once in the latter half of (0, t] (Lemma D.3). This
can be verified using the busy cycle concentration in Lemma 4.1.
Next, we show (in Lemma D.5) the following monotonicity property for the cµ rule: if two systems
with identical parameters, and initial queue-states satisfying Q(0)≤Q∗(0) element-wise follow the
cµ algorithm, then the same ordering of their respective queue-states is maintained in subsequent
time-slots, i.e., Q(t)≤Q∗(t) for all t > 0.
To summarize the argument, we have with polynomially high probability that (i) the cµˆ algorithm
agrees with the cµ rule while exploiting after time
√
t (Lemma D.1), (ii) it only exploits in the
latter half of (0, t] and does not explore (Lemma D.2), and (iii) the system reaches the zero state
(which is smaller than any state that the genie system could be in) at least once in the latter half
of (0, t] (Lemma D.3). Thus, the monotonicity property (in Lemma D.5 in Appendix D) shows
that the cµˆ system always maintains a queue-length not exceeding that of the genie system after
it first hits the zero state in the latter half of (0, t]. Effectively, at time t, the regret is positive
only with probability o(1/poly(t)) which gives us the required decay of expected queue-length error
in Theorem 5.1.
The proofs of Theorem 5.1 and Lemmas D.1 to D.3 are given in detail in Appendices D and E,
respectively.
The degradation of convergence rate of the queue-length error from exponential in a single server
system to super-polynomial in a parallel server system can be explained by the addition of explicit
exploration in the cµˆ algorithm for the latter. In this situation, we can only show that the cµˆ
algorithm needs to explore with a probability that vanishes at a polynomial rate. However, for
exponential convergence, one needs to establish that the algorithm deviates from the cµ rule with
a probability that vanishes at an exponential rate. Designing algorithms with the best achievable
convergence rates is an area of future work.
5.3. Extension to other genie policies. We now discuss the scope of generalizing the
results in this paper to scheduling policies other than the cµ algorithm. Consider the bipartite
graph with queues and servers as the nodes and the links between them as the edges. We define a
static priority rule as a scheduling policy which allocates servers to non-empty queues according
to a given priority order for the links. For example, the cµ rule is a static priority rule where the
priority order of the links is given by the descending order of their weights {ciµi,j}. Now, consider
genie algorithms that are based on static priority rules, i.e., in every time-slot, the same priority
order is used to assign servers to non-empty queues. If the cµ algorithm is replaced by any static
priority genie algorithm, the same proof technique given above can be applied if the monotonicity
property in Lemmas D.5 and E.1 holds for the corresponding static priority rule. This monotonicity
property can be proved for any rule with queue priority, i.e., a static priority rule where queues
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have a specified order of priority and, for each queue, the links are ordered according to their
service rates to that queue. Therefore, the regret bound in Theorem 5.1 also holds for algorithms
where the exploit rule in Algorithm 2 is replaced by rules with queue priority.
Moreover, Lemma 4.1 holds for any static priority algorithm, whereas the region of arrival
rates given by Condition (10) depends on the priority rule for a general parallel server system. In
Appendix A, we show that exponential tail bounds for busy cycles hold within the entire stability
region for a special class of policies that we refer to as hierarchical rules. Thus, for a hierarchical
rule that satisfies the monotonicity property, we can show O(1) regret for Algorithm 2 (with the
cµ rule replaced by the hierarchical rule) within the entire stability region.
Appendix A: Stability of hierarchical rules in parallel-server networks. In this sec-
tion we extend the results of Theorems 4.1 and 4.2, and show a special class of rules for which
geometric ergodicity holds in the entire stability region.
Consider a queueing network with U classes of customers and K servers. The queues are labeled
as 1, . . . ,U and the servers as 1, . . . ,K. Set I= {1, . . . ,U} and J= {1, . . . ,K}. Each queue can be
served by a subset of servers, and each server can serve a subset of queues. For each i ∈ I, let
J(i)⊂ J be the subset of servers that can serve queue i, and for each j ∈ J, let I(j)⊂ I be the subset
of queues that can be served by server j. For each i∈ I and j ∈ J, if queue i can be served by server
j, we denote i∼ j as an edge in the bipartite graph formed by the nodes in I and J; otherwise, we
denote i  j. Let E be the collection of all these edges. Let G = (I ∪ J,E) be the bipartite graph
formed by the nodes (vertices) I∪ J and the edges E. We assume that G is connected.
A static priority rule can be identified with a permutation of the edges of the graph G, i.e.,
one–to–one map σ : E→{1, . . . , |E|} defined by the priority rule – σ(e)< σ(e′) if edge e has higher
priority than edge e′.
Definition A.1 (Hierarchical Rule). For a static priority rule σ and for any i and i′ with
J(i)∩J(i′) 6=∅, we say that il i′ if σ(i, j)< σ(i′, j) for all j ∈ J(i)∩J(i′). A static priority rule σ is
hierarchical if l defines a partial order on I, and for any i and i′ with J(i)∩ J(i′) 6=∅, either il i′
or i′l i.
It is easy to see that if G is a tree, then every static priority rule is hierarchical.
In the rest of this section, we study only hierarchical rules.
A.1. Hierarchical decomposition. Consider a queueing network with graph G, parameters
λ and µ, with λ ∈ C(µ), under a hierarchical static priority rule σ. We let I(1) = I, J(1) = J,
E(1) = E, G(1) = (I(1)∪J(1),E(1)) = G, µ(1) =µ, and denote by Î(1) the minimal elements of I(1) under
≺σ. The dependence on the arrival rates is suppressed in this notation, since at each step of the
decomposition the arrival rates match the original ones λ, while the service rates are modified.
Consider the subgraph with queue nodes Î(1) and server nodes Ĵ(1) :=∪i∈Î(1)J(i). Since Î(1) consists
of minimal elements, it follows that J(i)∩ J(i′) =∅ if i, i′ ∈ Î(1) and i 6= i′. Hence each queue Qi,
i ∈ Î(1) forms a Markov process, which is geometrically ergodic, since λ ∈ C(µ). Let pi(1)i , i ∈ Î(1),
denote the stationary distribution of Qi.
Next, we remove the nodes Ĵ(1) and associated edges from G(1), and denote the resulting graph,
which might not be connected, by G(2) = (I(2) ∪ J(2),E(2)). We let Î(2) denote the minimal elements
of I(2) under ≺σ. Removing these nodes and and associated edges from G(2), we obtain a graph
G(3) = (I(3) ∪ J(3),E(3)), and so on by induction. We let m denote the largest integer such that
G(m) 6=∅.
Let I˘(k) := Î(1) ∪ · · · ∪ Î(k), k ≤m, and let Q(k) denote the queueing process restricted to I˘(k). It
is clear that this is Markov. Provided that it is positive recurrent, we let pi(k) denote its invariant
probability measure.
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A.2. The structure of the transition kernels. Let i ∈ Î(k+1) for some k ∈ {1, . . . ,m− 1}.
It is clear that the transition kernel of Qi depends on q
(k), and thus takes the form Pi(q
′
i | qi,q(k)).
Due to the hierarchical rule, a server j ∈ J(i) may not be available to queue Qi if the queues Q(k)
have sufficient size. It is evident then that the transition kernel of Qi has the following structure.
There exists a finite partition {Ai,` : `= 1, . . . , ni} of Zk+ and associated transition kernels {Pi,` : `=
1, . . . , ni}, with each Pi,` corresponding to a queue with arrival rate λi and served by a subset of
the servers J(i), such that
Pi(q
′
i | qi,q(k)) =
ni∑
`=1
1Ai,`(q
(k))Pi,`(q
′
i | qi) . (12)
We illustrate this via the following example. Consider the ‘W’ network in Figure 1.
Figure 1. Figure to demonstrate the structure of the transition kernels.
It is clear that
P2(q
′
2 | q2, q1) = 1{0}(q1)P[λ2;µ2,1,µ2,2] +1{0}c(q1)P[λ2;µ2,2] , (13)
where we use the notation P[λ2;µ2,2] to denote the transition kernel of a single-queue, single-server
system with parameters λ2 and µ2,2. Continuing, we also have
P3
(
q′3 | q3, (q1, q2)
)
= 1A3,1(q1, q2)P[λ3,µ3,2] +1A3,2(q1, q2)P[λ3] , (14)
with A3,1 = (Z+ × {0}) ∪ {(0,1)}, and A3,2 = Ac3,1. Here P[λ3] corresponds to a transient process,
with arrivals but no service.
Next we discuss the ergodic properties of the ‘W’ network in Figure 1. Suppose that the arrival
rates lie in the capacity region. Then of course λ1 < µ1,1 and Q1(t) is a geometrically ergodic
Markov chain with stationary distribution pi1. It follows by (13) and the proof of Theorems 4.1
and 4.2 that if
pi1({0})µ2,1 +µ2,2 > λ2 , (15)
then the chain Q(2) =
(
Q1(t),Q2(t)
)
is geometrically ergodic, and if the opposite inequality holds in
(15), then it is transient. Continuing, assume (15), and let pi(2) denote the stationary distribution
of Q(2)(t). Applying the same reasoning to (14), it follows that if
pi(2)(A3,1)µ3,2 > λ3 , (16)
then Q(3) =
(
Q1(t),Q2(t),Q3(t)
)
is geometrically ergodic, otherwise it is not. Thus, combining the
above discussion with Theorem 4.2, it is clear that the queueing process
(
Q1(t),Q2(t),Q3(t)
)
is
geometrically ergodic if and only if (15) and (16) hold.
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A.3. The averaged kernel. Recall the notation introduced in Subsection A.3. Suppose that
the queueing process Q(k) is geometrically ergodic, and as introduced earlier, let pi(k) denote its
invariant probability measure. We define the averaged kernel P i of (12) by
P i(q
′
i | qi) =
ni∑
`=1
pi(k)(Ai,`)Pi,`(q
′
i | qi) .
Recall that each kernel Pi,` corresponds to a single-queue system with arrival rate λi, and service
rates µi,j for a subset J˜i,` ⊂ J(i) of the original server nodes (J˜i,` might be empty). For each j ∈ J(i)
define
A˜i,j :=
⋃
{` : j∈J˜`}
Ai,` . (17)
It is clear that ∑
q′i∈Z+
q′iPi,`(q
′
i | qi)− qi = λi−
∑
j∈J˜i,`
µi,j ∀ qi ≥ |J(i)| .
A direct computation then shows that∑
q′i∈Z+
q′iP i(q
′
i | qi)− qi = λi−
∑
j∈J(i)
pi(k)(A˜i,j)µi,j ∀ qi ≥ |J(i)| . (18)
It is evident then that the averaged kernel P i corresponds to a geometrically ergodic chain (transient
chain) if the right hand side of (18) is negative (positive).
A proof that is identical to those in Theorems 4.1 and 4.2 then asserts the following. We use the
notation introduced in Subsections A.1 and A.2, and (17).
Theorem A.1. Consider a queueing network with graph G, parameters λ and µ, with λ∈ C(µ),
under a hierarchical rule σ. Suppose that Q(k) for some k ∈ {1, . . . ,m−1}, is geometrically ergodic,
and let pi(k) denote its invariant probability measure. Then the chain Q(k+1) is geometrically ergodic
if and only if ∑
j∈J(i)
pi(k)(A˜i,j)µi,j > λi ∀ i∈ Î(k+1) . (19)
The following corollary is immediate from Theorem A.1.
Corollary A.1. Consider a queueing network as in Theorem A.1. Then the queueing process
is stable iff it is geometrically ergodic, and this is equivalent to (19) for all k= 1, . . . ,m− 1.
Example A.1. We demonstrate Theorem A.1 for the hierarchical rule in Figure 2.
Figure 2. A parallel-server network under a hierarchical rule.
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Here Q(1) =Q3, Q
(2) = (Q2,Q3,Q4), and Q
(3) =Q. Necessary and sufficient conditions for stability
and geometric ergodicity are the following.
µ3,2 +µ3,3 > λ3 ,
pi(1)({0})µ4,3 > λ4 ,
µ2,1 +pi
(1)({0,1})µ2,2 > λ2 ,
pi(2)
({0}×Z+×Z+)µ1,1 > λ1 .
Example A.2. Consider a network such that 1∼ j for all j ∈ J (J(1) = J), and J(i) is a singleton
for i= 2, . . . ,U . This class of graphs includes the ‘N’ network and the ‘W’ network, and we refer
to it as a generalized N network. Suppose a hierarchical policy is given such that σ(1, j)> σ(i, j)
for i ∈ I(j) \ {1}, j ∈ J. It is straightforward to verify that the necessary and sufficient conditions
from Corollary A.1 are
1−
∑
i∈I(j)\{1}
λi
µi,j
> 0 ∀ j ∈ J , and
∑
j∈J
(
1−
∑
i∈I(j)\{1}
λi
µi,j
)
µ1,j > λ1 .
Thus the queueing process is geometrically ergodic for all λ∈ C(µ).
Example A.3. This is an example of a queueing network with λ∈ C(µ) that is not stabilizable
under any static priority policy. Consider a a 2× 3 ‘M’ network. For  > 0 a scaling parameter, we
choose λ and µ such that λ1 = µ1,1 + , λ2 = µ2,3 + , and µ1,2 = µ2,2 = 3. Thus
λ1−µ1,1
µ1,2
=
1
3
<
2
3
=
µ2,2 +µ2,3−λ2
µ2,2
,
which shows that λ∈ C(µ).
Now, let pi1 (pi2) denote the stationary distribution of Q1 (Q2) under the static priority policy
that gives higher priority to Queue 1 (Queue 2) in assigning Server 2. It can be shown that we can
select  sufficiently small so that
min{pi1({0,1}),pi2({0,1})}< 1
3
.
For such an , we have
pi2({0,1})µ1,2 +µ1,1 <λ1 , and pi1({0,1})µ2,2 +µ2,3 <λ2 ,
which shows that no static priority policy is stable.
Appendix B: Proofs of Theorems 4.1 and 4.2.
Proof of Theorem 4.1. Consider a 2× 2 system with service rates µ such that µ2,1 <µ1,1, µ2,2 <
µ1,2, and arrival rates λ ∈ C(µ) under the cµ rule. Let the arrivals, instantaneous service rates
and queue-lengths of the 2× 2 system at time t be denoted by A(t), R(t) and Q(t) respectively.
Without loss of generality, we assume that Q(1) = 0.
Now, consider the Markov chain
{
Q1(t)
}
t≥0. We show that this Markov chain is geometrically
ergodic, i.e., there exists a function V : Z+→ [1,∞], a finite set B, and constants γ < 1, b <∞ such
that
E [V (Q1(t+ 1)) |Q1(t)]≤ γV (Q1(t)) + b1
{
Q1(t)∈B
}
. (20)
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Since λ1 <µ1,1 +µ1,2, we have
E
[
e(R1,1(t)+R1,2(t))
]
= (1−µ1,1)(1−µ1,2) + ((1−µ1,1)µ1,2 + (1−µ1,2)µ1,1)e+µ1,1µ1,2e2
= 1 + (µ1,1 +µ1,2) (e− 1) +µ1,1µ1,2 (e− 1)2
> 1 +λ1 (e− 1)
=E
[
eA1(t)
]
.
Therefore, the drift condition (20) is satisfied with
V (x) = ex, B= {0,1}, b= e2, and γ =E [eA1(t)](E[e(R1,1(t)+R1,2(t))])−1.
Let the function f : Z+→ [0,2] be defined as
f(q1) := 1
{
q1 = 0
}
µ2,1 +1
{
q1 ∈ {0,1}
}
µ2,2.
Since
{
Q1(t)
}
t≥0 is geometrically ergodic, from [8, Theorem 0.2], there exists a constant b0 such
that for any  > 0 and t∈N,
P
[
t∑
l=1
f(Q1(l))>E
[
t∑
l=1
f(Q1(l))
]
+ 2t
]
≤ e−2b02t. (21)
Moreover, since Q1(1) ∈ B, from [8, Lemma 0.7], we can conclude that there exists a constant
M <∞ such that for any t∈N,
E
[
t∑
l=1
f(Q1(l))
]
≤ (pi1(0)µ2,1 +pi1({0,1})µ2,2)t+M. (22)
Now, let
b2 :=
1
4
(
λ2−pi1(0)µ2,1−pi1({0,1})µ2,2
)
,
and fix positive constants a, b, c such that
a + 2b + 2c ≤ 2b2. (23)
Given the events
t∑
l=1
A2(l)≥ (λ2− a)t, (24)
t∑
l=1
(
1
{
Q1(l) = 0
}
R2,1(l) +1
{
Q1(l)∈ {0,1}
}
R2,2(l)
)≤ t∑
l=1
f(Q1(l)) + 2bt, (25)
and
t∑
l=1
f(Q1(l))>E
[
t∑
l=1
f(Q1(l))
]
+ 2ct, (26)
we have
Q2(t)≥
t∑
l=1
(
A2(l)−1
{
Q1(l) = 0
}
R2,1(l)−1
{
Q1(l)∈ {0,1}
}
R2,2(l)
)
≥ (λ2− a)t−
t∑
l=1
f(Q1(l))− 2bt (27)
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≥ (λ2− a− 2b)t−E
[
t∑
l=1
f(Q1(l))
]
− 2ct (28)
≥ (λ2− a− 2b− 2c)t−
(
(pi1(0)µ2,1 +pi1({0,1})µ2,2) t+M
)
(29)
≥
(
λ2− (pi1(0)µ2,1 +pi1({0,1})µ2,2)− (a + 2b + 2c)
)
t−M
≥ 2b2t−M, (30)
where lower bound (27) follows from (24) and (25), (28) from (26), (29) from (22), and (30) from
the definition of b2 and (23).
Using the Azuma–Hoeffding bound for bounded martingales, we can obtain the inequalities
P [(24) is false ]≤ exp(−22at),
P [(25) is false ]≤ exp(−22bt).
These along with (21) give
P [Q2(t)< 2b2t−M ]≤ exp(−22at) + exp(−22bt) + exp(−2b02ct).
Therefore, for b1 := min (
2
a, 
2
b , b0
2
c) and
t0 := min
{
l≥ M
b2
: exp(−22at) + exp(−22bt) + exp(−2b02ct)≤ exp (−b1t) ∀t≥ l
}
,
we have the required result, i.e.,
P [Q2(t)< b2t]≤ exp(−b1t) ∀t≥ t0 . 
Proof of Theorem 4.2. Let V1(q1) := e
δ1q1 The process Q1(t) is time-homogeneous Markov and
satisfies the drift inequality
E
[
V1
(
Q1(t+ 1)
) |Q1(t) = q1]−V1(q1) ≤ κ˜01{q1=0,1}− κ˜1V1(q1) , (31)
for some positive constants κ˜0 and κ˜1 which depend only on δ1 and the parameters, for all δ1 > 0
sufficiently small. Let P˜t(q1, · ) denote the t-step transition probability of Q1(t). It is well known
(see [20]) that (31) implies that Q1 is geometrically ergodic, and with pi1 denoting its stationary
distribution we have ∥∥P˜t(q1, · )−pi1( · )∥∥TV ≤ C˜1V1(q1)ρt1 ∀ t≥ 0 . (32)
for some positive constants C˜1 and ρ1 ∈ (0,1), which depend on δ1.
We first show that the chain Q(t) =
(
Q1(t),Q2(t)
)
is positive recurrent under the cµ rule. We
calculate F (q1, q2) :=E
[
Q2(t+1) |Q1(t) = q1,Q2(t) = q2
]−q2 for different values of q1 and q2. Recall
that
c2µ2,1 < c1µ1,1, c2µ2,2 < c1µ1,2, µ1,2 <µ1,1.
We also assume, without loss of generality, that µ2,2 >µ2,1. Thus we have
F (q1, q2) = λ2−µ2,1−µ2,2 , if q2 > 1 , q1 = 0 ,
F (q1, q2) = λ2−µ2,2 , if q2 = 1 , q1 = 0 ,
F (q1, q2) = λ2−µ2,2 , if q2 > 0 , q1 = 1 ,
F (q1, q2) = λ2 , if q1 ∈ {0,1}c ,
F (q1, q2) = λ2 , if q2 = 0 .
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So we can write
F (q1, q2) = λ2−1{0}(q1)µ2,1−1{0,1}(q1)µ2,2 + F˜ (q1, q2) ,
with
F˜ (q1, q2) = µ2,11{0}(q1)1{0,1}(q2) +µ2,21{0,1}(q1)1{0}(q2) .
Let Pq denote the probability measure on the canonical space of the chain Q(t) starting from
(Q1(0),Q2(0)) = q = (q1, q2), and Eq the corresponding expectation operator. Defining Λ := λ2 −
pi1({0})µ2,1−pi1({0,1})µ2,2, and using (32), we obtain
Eq
[
F
(
Q1(t),Q2(t)
)]
= λ2−µ2,1Pq
(
Q1(t) = 0
)−µ2,2Pq(Q1(t)∈ {0,1})+Eq[F˜ (Q1(t),Q2(t))]
= Λ− [Pq(Q1(t) = 0)−pi1({0})]µ2,1− [Pq(Q1(t)∈ {0,1})−pi1({0,1})]µ2,2
+Eq
[
F˜
(
Q1(t),Q2(t)
)]
≤ Λ + C˜1V1(q1)
(
µ2,1 +µ2,2
)
ρt1 +Eq
[
F˜
(
Q1(t),Q2(t)
)]
. (33)
Thus, using (33) in a telescoping series, we have
Eq
[
Q2(T )
]− q2 ≤ ΛT + C˜1
1− ρ1
(
µ2,1 +µ2,2
)
V1(q1) +
T−1∑
t=0
Eq
[
F˜
(
Q1(t),Q2(t)
)]
.
Dividing by T and letting T →∞, we obtain
lim inf
T→∞
1
T
T−1∑
t=0
Pq
(
Q1(t)∈ {0,1},Q2(t)∈ {0,1}
) ≥ − Λ
µ2,1 +µ2,2
,
where we use the fact that F˜ (q1, q2) ≤ (µ2,1 + µ2,2)1{0,1}(q1)1{0,1}(q2). Suppose that Λ< 0. Since
the chain Q(t) is irreducible and aperiodic, this shows that it has a unique invariant probability
measure pi, thus establishing positive recurrence.
We next strengthen this to geometric ergodicity. Let V (q1, q2) denote the mean hitting time
to (0,0) starting from (q1, q2). We write this as V (q1, q2) = Eq
[
τ(0,0)
]
. This is finite by positive
recurrence. It is clear by the strong Markov property that V (q1, q2 + 1)≤ E(q1,q2+1)
[
τ(0,{0,1})]+
E(0,1)
[
τ(0,0)
]
. Also by the monotonicity property, we have Eq
[
τ(0,0)
] ≥ E(q1,q2+1)[τ(0,{0,1})].
Thus V (q1, q2 +1)−V (q1, q2) is bounded uniformly in (q1, q2). Another way of arguing is as follows.
Consider two chains, the first starting at (q1, q2), and the second starting at (q1, q2 + 1) along a
given sample path (that is a given realization of the Bernoulli variables). Then at the time the first
chain hits (0,0) the second chain is at either (0,1) or (0,0). It is evident then by the preceding
argument that the number M defined by
M := max
{
V (q1 + i, q2 + j)−V (q1, q2) : i, j ∈ {0,1} , (q1, q2)∈Z2+
}
(34)
is finite.
Given that M in (34) is finite, the theorem is a direct consequence of [22, Theorem 2.1], together
with the fact that V (q)≥ c‖q‖1 for some constant c > 0. This completes the proof.
Next, we consider the case Λ≥ 0. We argue by contradiction. Suppose that Q(t) is stable. Note
that (33) can also be written in the form
Eq
[
F
(
Q1(t),Q2(t)
)] ≥ Λ− C˜1V1(q1)(µ2,1 +µ2,2)ρt1 +Eq[F˜ (Q1(t),Q2(t))] . (35)
Using (35) in a telescoping series, together with the fact that F˜ (q1, q2) ≥ (µ2,1 +µ2,2)1{(0,0)})(q1, q2),
we obtain
lim inf
T→∞
1
T
T−1∑
t=0
Pq
(
Q1(t) = 0,Q2(t) = 0
) ≤ lim inf
T→∞
1
T
Eq
[
Q2(T )
]
= 0
where the equality in the above display follows by the hypothesis that Q(t) is stable. Thus Q(t) is
not positive recurrent, and this contradicts the hypothesis that it is stable. 
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Appendix C: Proof of Lemma 4.1. Let α ∈ PU be such that (10) is satisfied. We first
note that the set of all possible queue-server assignments made by the cµ rule at time l when
‖Q(l)‖1 ≥K is the same as the set of all possible assignments when ‖Q∗(l)‖1 =K. Therefore,
min
l≥K
min
q∈Ql
(R(q) ·α) = min
q∈QK
(R(q) ·α)>λ ·α.
Let 0 :=λ ·α−minq∈QK (R(q) ·α). Now, consider the process {Y (l) :=Q(l) ·α}. We use the drift
conditions in [10] to obtain first hitting time bounds. Note that if Y (l)≥K‖α‖∞, then ‖Q(l)‖1 ≥K
and therefore, the one-step drift satisfies
E
[
Y (l+ 1)−Y (l) |Q(l), Y (l)>K‖α‖∞
]≤λ ·α−R(Q(l)) ·α≤−0.
In addition, we also have that |Y (l+1)−Y (l)| ≤K‖α‖∞. Therefore, from [10, Theorem 2.3], there
exist constants η and 0<ρ< 1 such that, for any l >
√
t, the first hitting time of the process Y to
the set {y≤K‖α‖∞}, denoted as τK , satisfies
E [sτK |Q(0)]≤ eη(Y (0)−K‖α‖∞) s− 1
1− ρs + 1 ∀s∈ (1, ρ). (36)
We use this result to show exponential tail bounds for busy periods. Let
YK := {q 6= 0 : q ·α≤K‖α‖∞}.
The Markov process {Q(l)}l>0 is irreducible. Therefore, there exists an integer m> 0 such that
p := min
q∈YK
P [τ0 ≤m |Q(0) = q]> 0.
Note that xm
(
eηm
(
x−1
1−ρx
)
+ 1
)
is a continuous increasing function of x and takes the value 1 at
x= 1. Therefore, we can find an s∈ (1, ρ−1) such that
sm
(
eηm
(
s− 1
1− ρs
)
+ 1
)
<
1
1− p .
Let
M := max
q∈YK
E [sτ0 |Q(0) = q] , and q∗ ∈ arg max
q∈YK
E [sτ0 |Q(0) = q] .
Also, let
YK;m := {q 6= 0 : 0< q ·α−K‖α‖∞ ≤m}.
We can obtain an upper bound for M as follows.
M =E [sτ0 |Q(0) = q∗]
≤ psm +
∑
q∈YK
P
[
Q(m) = q,τ0 >m
∣∣Q(0) = q∗]smM
+
∑
q∈YK+mU
P
[
Q(m) = q,τ0 >m
∣∣Q(0) = q∗]smE [sτK ∣∣Q(0) = q]M
≤ psm + (1− p)smM
(
eηm‖α‖1
s− 1
1− ρs + 1
)
,
where the last inequality follows from (36). This gives us
M ≤ ps
m
1− (1− p)sm
(
eηm‖α‖1 s−1
1−ρs + 1
) <∞.
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For any q ∈ YcK , we have
E
[
sτ0
∣∣Q(0) = q]≤E [sτK ∣∣Q(0) = q]M
≤M
(
eη(q·α−K‖α‖∞)
s− 1
1− ρs + 1
)
.
Using the Chernoff bound, for any r ∈N, we get
P
[
τ0 > r
∣∣Q(0) = q]≤ s−rE [sτ0 ∣∣Q(0) = q]
≤ s−rM
(
eη(q·α−K‖α‖∞)
s− 1
1− ρs + 1
)
≤ 1
tκ
if
r≥ κ log t
log s
+
η
log s
q ·α+ 1
log s
(
log(2M) +
(
log
(
s− 1
1− ρs
))+
− ηK‖α‖∞
)
.
This gives us the desired result by choosing C1 =
1
log s
, C2 =
η
log s
and
C3 =
1
log s
(
log(2M) +
(
log
(
s− 1
1− ρs
))+
− ηK‖α‖∞
)
. 
Appendix D: Proof of Theorem 5.1. In the proof of Theorem 5.1 we use probability
estimates of the following events.
1. E2: after time
√
t the cµˆ algorithm agrees with the cµ rule.
2. E3: ε(l) = 0 for all l ∈ (t/2, t], where ε is as in Algorithm 2.
3. E4: Q(l) = 0 for some l ∈ (t/2, t].
4. E5: Q
∗(l) = 0 for some l ∈ (t/2, t].
The following lemmas show that the probability of the complement of these events decays super
polynomially with t. Specifically, for any k ∈N, we have the following.
Lemma D.1. P [Ec2] = o
(
1
tk+1
)
.
Lemma D.2. P [Ec3 ∩E2] = o
(
1
tk+1
)
.
Lemma D.3. P [Ec4 ∩E2] = o
(
1
tk+1
)
.
Lemma D.4. P [Ec5] = o
(
1
tk+1
)
.
Remark D.1. In both Appendix D and Appendix E, we use order notation to denote asymp-
totics with increasing t (and not with increasing T as in the main section). The constant factors
in these asymptotic guarantees depend on k and the parameters of the system.
Proofs of Lemmas D.1 to D.3 are given in Appendix E. We skip the proof of Lemma D.4 as it is
similar to that of Lemma D.3.
Now, recall that the service offered by each of the links is i.i.d. across time with mean given by
the rate matrix µ. In order to prove Theorem 5.1, we use the following alternate construction of
the service process for the cµˆ and cµ systems, which gives the same regret as the original service
process. For each i∈ [U ], let {Ui(s)}s>0 be a sequence of independent Unif(0,1) random variables.
Also, define the sequence of random variables {Zi(s)}s≥0 as follows:
Zi(s) =Zi(s− 1) + max{Qi(s),Q∗i (s)} ∀s∈N , Zi(0) = 0 .
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Now, consider any time slot l ∈N. For both the systems, let us index the jobs at time l in the
each of the queues in the order of their arrival, i.e., smaller index for earlier arrivals. Since the
service discipline is FCFS, this is also the order of their service. If a job with index n in queue i is
assigned server j, then it gets service equal to 1
{
Ui(Zi(l− 1) + n)> 1− µi,j
}
. To verify that this
construction generates service realizations that are independent across time and with the correct
mean rate, note that for any n> 0,
E
[
1
{
Ui(Zi(l− 1) +n)> 1−µi,j
} | Fl−1]= µi,j,
where Fl−1 is the history at time l−1, i.e., the σ-algebra of all the random variables generated until
time l−1. For this modification of the service process, we have Q(t) =Q∗(t) with high probability,
as asserted by the following lemma.
Lemma D.5. If t≥ 4, then P[Q(t) =Q∗(t) |E2 ∩E3 ∩E4 ∩E5]= 1 a.s.
Proof. Consider the two systems (cµˆ and cµ) at any time l ∈N. Now, note that, if Q(l)≤Q∗(l),
and if at time l the cµˆ algorithm agrees with the cµ rule, then the following monotonicity property
is satisfied: For every assignment made in the genie system, the corresponding job (with the same
index) in the cµˆ system, if it exists, is assigned to a server with higher or equal success probability.
For the modified service process given above, this monotonicity property implies that, for any job
that is successfully served in the cµ system, the corresponding job in the cµˆ system, if it exists, is
also successfully served. Therefore Q(l+ 1)≤Q∗(l+ 1).
Now, given E2 ∩ E3 ∩ E4, we have Q(l) = 0 ≤Q∗(l) for some l ∈ (t/2, t]. Since the cµˆ algorithm
follows the cµ rule with correct ordering in the interval (t/2, t], we have by induction, Q(t)≤Q∗(t).
By a similar argument, given E2 ∩ E3 ∩ E5, we have Q∗(t)≤Q(t). Combining the two, gives us
the required result, i.e., P
[
Q(t) =Q∗(t) |E2 ∩E3 ∩E4 ∩E5
]
= 1 a.s. 
We are now ready for the proof of Theorem 5.1.
Proof of Theorem 5.1. For any norm function ‖·‖, given Lemmas D.1 to D.4, we have
E
[∥∥Q(t)−Q∗(t)∥∥
1
]≤ (P [Ec2] +P [E2 ∩Ec3] +P [E2 ∩Ec4] +P [Ec5])(∥∥Q(0) + t1∥∥) = o( 1tk
)
,
which gives us
lim
t→∞
tkE
[∥∥Q(t)−Q∗(t)∥∥
1
]
= 0.
The above result also implies that the regret scales as a constant with T . This can be seen as
follows:
Ψ(T ) =
T∑
t=1
E
[
U∑
i=1
ci
(
Qi(t)−Q∗i (t)
)]≤(max
i∈[U ]
ci
) T∑
t=1
E
[∥∥Q(t)−Q∗(t)∥∥
1
]≤C, 
for sufficiently large T and some constant C which is independent of T .
Remark D.2. It is easy to see that the above proof holds for discounted cost under any
discount factor.
Appendix E: Proofs of Lemmas D.1 to D.3.
Proof of Lemma D.1. Let L := b√tc and Γ(L) := max{l ≤ L : ε(l) = 0}. We first show that
Nmin(L)≥ log2 t. Note that Γ(L)> 0 implies that Nmin(Γ(L))≥Υ(Γ(L)).
Now, fix some arbitrary sequence to the U assignments in E and let {X(s), s∈N} denote a
sequence of i.i.d. discrete random variables which are uniformly distributed value in [U ]. These
random variables denote the assignment chosen when the algorithm decides to explore. Note that
Nmin(L)≥Nmin(Γ(L)) + min
i∈[U ]
{
L∑
s=Γ(L)+1
B(s)1
{
X(s) = i
}}
.
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Therefore,
{
Nmin(L)< log
2 t
}∩{Γ(L) = l} (for some l ∈ [L]) implies that
min
i∈[U ]
{
L∑
s=l+1
B(s)1
{
X(s) = i
}}
< log2 t−Υ(l).
This gives us
P
[
Nmin(L)< log
2 t
]
=
L∑
l=0
P
[{
Nmin(L)< log
2 t
}∩{Γ(L) = l}]
≤
L∑
l=0
∑
i∈[U ]
P
[
L∑
s=l+1
B(s)1
{
X(s) = i
}
< log2 t−Υ(l) + 1
]
. (37)
Now, note that for any i ∈ [U ], {B(s)1{X(s) = i}, s∈N} are independent Bernoulli random vari-
ables with mean
E
[
B(s)1
{
X(s) = i
}]
= min
{
1,3
log2 l
l
}
.
The sum of their means can be lower bounded as follows. Let C4 := min
{
l : 1
3
≥ log2 x
x
}
. For any
t2 > t1 > 0,
E
[
t2∑
l=t1+1
B(l)1
{
X(l) = l
}]
=
t2∑
l=t1+1
min
{
1,3
log2 l
l
}
≥ 3
∫ t2+1
t1+1
log2 l
l
dl−C4
(
∵ 3log
2 l
l
≤ 2 ∀l
)
= log3(t2 + 1)− log3(t1 + 1)−C4.
Similarly, we can also compute the following upper bound.
E
[
t2∑
l=t1+1
B(l)1
{
X(l) = l
}]≤ (log3 t2− log3 t1) .
Now, for L= b√tc and for any l ∈ {0,1, . . . ,L}, let
ξl :=E
[
L∑
s=l+1
B(s)1
{
X(s) = l
}]
.
Using the above bounds, we get
log3(
√
t)− log3(l+ 1)−C4 ≤ ξl ≤ log3(
√
t) ∀0≤ l≤L.
Let C5 := max
{
l : 1
8
log3 l < log5/2 l+ log2 l+C4 + 3
}
. Then, for t > C5, we have
ξl−
√
8 log2 tξl ≥ log3(
√
t)− log3(l+ 1)−C4− log5/2 t
≥ log2 t−Υ(l) + 1,
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where the last inequality follows by the definition of C5 and using the fact that log
3(l + 1) −
2 log3(l−1)≤ log3(l+1)−Υ(l)≤ 2 ∀l≥ 2. Now, using the Chernoff bound for independent Bernoulli
variables, we have
P
[
L∑
s=l+1
B(s)1
{
X(s) = i
}
< log2 t−Υ(l) + 1
]
≤ P
[
L∑
s=l+1
B(s)1
{
X(s) = i
}≤ ξl−√8 log2 tξl]
≤ exp (−4 log2 t) .
Using this in (37), we get
P
[
Nmin(L)< log
2 t
]
= o
(
1
tk+1
)
. (38)
Let Ri,j,n denote the outcome (1 if success, 0 otherwise) of the n
th assignment of the server j to
queue i. Note that {Ri,j,n}n≥1 are i.i.d. Bernoulli random variables with mean µi,j. Let µˆi,j,n be
the average number of successes in the first n assignments of the server j to queue i, i.e., µˆi,j,n =
1
n
∑n
i=1Ri,j,n. Recall the definition of ∆ in (2). Using Hoeffding’s inequality for i.i.d. Bernoulli
random variables, we obtain∑
i∈[U ],j∈[K]
∞∑
n=log2 t
P
[
ci|µˆi,j,n−µi,j| ≥ ∆/2
]≤ ∑
i∈[U ],j∈[K]
∞∑
n=log2 t
2exp
(
−∆
2
2
n
)
≤ 2UK exp
(
−∆
2
2
log2 t
) ∞∑
n=0
exp
(
−∆
2
2
n
)
=
2UK exp
(
−∆2
2
log2 t
)
1− exp
(
−∆2
2
)
= o
(
1
tk+1
)
.
Combining the above inequality with (38), we have,
P [Ec2]≤ P
[
Nmin(L)< log
2 t
]
+
∑
i∈[U ],j∈[K]
∞∑
n=log2 t
P
[
ci|µˆi,j,n−µi,j| ≥ ∆/2
]
= o
(
1
tk+1
)
. 
E.1. A coupled queueing system. In order to prove Lemmas D.2 and D.3, we construct a
coupled queueing system which has U queues and K servers with the same link rate distribution
as the original system—given by Bernoulli(µ). Denote the queue-length of the coupled system at
any time l by Q˜(l). For 1≤ l ≤ b√tc+ 1, we have Q˜(l) =Q(1) + (l− 1)1. For l >√t, the system
evolves as follows. Recall that {B(l), l= 1,2 . . .} are independent Bernoulli samples used in the cµˆ
algorithm to choose between exploration and exploitation. Arrivals to the coupled queueing system
are given by
A˜(l) =B(l)⊕A(l) ∀l >√t,
where ⊕ denotes the binary XOR operator. In every time-slot l >√t, servers are assigned to the
queues in the coupled system according to the cµ rule. Therefore, starting from time b√tc+ 1,
the process {Q˜(l)}l>√t represents the queue-length evolution of a cµ system with arrival rates
{Q˜(l)}l>√t.
Recall that the service offered by each of the links is i.i.d. across time, with mean given by the
rate matrix µ. We use the alternate construction of the service process for the original and coupled
systems used in the proof of Lemma D.5. This results in the same marginal distribution for both
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the systems as the i.i.d. service process. In analogy to Lemma D.5, we can show that for this
modification of the service process the queue-lengths given by the cµˆ algorithm do not exceed the
queue-lengths in the coupled queueing system. This is stated in the following lemma, whose proof
is very similar to that of Lemma D.5.
Lemma E.1. We have P
[
Q(l)≤ Q˜(l) |E2
]
= 1 for all 1≤ l≤ t.
We use Lemma E.1 in the proofs of Lemmas D.2 and D.3 to obtain tail bounds on the busy
cycles of the cµˆ system. Let
θ := min
i∈[U ]
(
λiΠi′∈[U ],i′ 6=i (1−λi′)
)K (
Πj∈[K] (1−µi,j)
)K−1
. (39)
Proof of Lemma D.2. We prove this lemma in two steps:
(a) Let
E3(a) :=
{
t/2∑
l=1
1
{
Q(l) = 0
}≥ b√tc}.
Then P
[
Ec3(a) ∩E2
]
= o
(
1
tk+1
)
.
(b) For any l ∈N, i∈ [U ], let El,i be the event that, in the first K slots of the lth busy cycle, there
are no arrivals to any queue except queue i which has K arrivals, and in the first K − 1 slots,
all servers have zero service to queue i. Define the Bernoulli random variables Xl,i := 1
{
El,i
}
,
and the event
E3(b) :=
{
min
i∈[U ]
b√tc∑
l=1
Xl,i ≥ θ
2
b√tc
}
,
where θ is as in (39). Then P
[
Ec3(b)
]
= o
(
1
tk+1
)
.
Consider any t such that
b√tc ≥max
{
2 (C1(k+ 2) log t+C2 +C3 + 1) ,
4
θ
log3(t)
}
.
That E3(a) ∩ E3(b) implies E3 can be seen as follows : since b
√
tc ≥ 4
θ
log3(t), given E3(a) ∩ E3(b), for
any l ∈ (t/2, t], we have
Nmin(l)≥Nmin(t/2 + 1)≥ θ
2
b√tc ≥Υ(l).
This implies that ε(l) = 0 ∀l ∈ (t/2, t]. Therefore,
P [Ec3 ∩E2]≤ P
[
Ec3(a) ∩E2
]
+P
[
Ec3(b)
]
= o
(
1
tk+1
)
.
To prove part (a), note that, by Lemma E.1, we have
P
[
Ec3(a) ∩E2
]≤ P[ t/2∑
l=1
1
{
Q˜(l) = 0
}
< b√tc
]
.
Now, let τ˜1, τ˜2, . . . , τ˜b√tc be the first b
√
tc busy cycle lengths of the coupled queueing system. Since
the coupled queueing system behaves like the cµ system after time
√
t, we can use Lemma 4.1 to
obtain tail bounds for its busy periods. Using that (C1(k+ 2) log t+C2 +C3 + 1)
√
t≤ t/2, we have
P
[
t/2∑
l=1
1
{
Q˜(l) = 0
}
<
√
t
]
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≤ P
[
τ˜1 >
√
t+C1(k+ 2) log t+C2
√
t+C3
]
+
b√tc∑
m=2
P [τ˜m >C1(k+ 2) log t+C3]
≤ 1
tk+2
+
√
t
tk+2
= o
(
1
tk+1
)
.
We now prove part (b). Note that for any given i, Xl,i, l ∈N are i.i.d. Bernoulli variables with
mean
E [Xl,i] =
(
λiΠi′∈[U ],i′ 6=i (1−λi′)
)K (
Πj∈[K] (1−µi,j)
)K−1
.
Therefore, using part (a) and the Chernoff bound for the sum of these Bernoulli variables, we
obtain
P
[
Ec3(b)
]≤∑
i∈[U ]
P
[b√tc∑
l=1
Xl,i <
θ
2
b√tc
]
≤U exp
(−θ
8
√
t
)
= o
(
1
tk+1
)
.
This proves the lemma. 
Proof of Lemma D.3. Using Lemma E.1, we have
P [Ec4 ∩E2]≤ P
[
Q˜(l) 6= 0 ∀l ∈ (t/2, t]
]
.
Consider any t such that b√tc ≥ 2 (C1(k+ 3) log t+C2 +C3 + 1), and let τ˜1, τ˜2, . . . , τ˜t/2+1 be the first
t/2+1 busy cycle lengths of the coupled queueing system. Then, since C1(k+3) log t+(C2 + 1)
√
t+
C3 ≤ t/2, the event
{
τ˜1 ≤
√
t+C1(k+ 3) log t+C2
√
t+C3
}
implies that the first busy period ends
before time t/2 and the event ∩t/2+1m=2 {τ˜m ≤C1(k+ 3) log t+C3} implies that Q˜(l) hits the zero state
at least once in (t/2, t] after the first busy cycle.
By Lemma 4.1, we have P
[
τ˜1 >C1(k+ 3) log t+ (C2 + 1)
√
t+C3
]≤ 1/tk+3, and similarly, for all
m> 1, P [τ˜m >C1(k+ 3) log t+C3]≤ 1/tk+3. The union bound gives us
P
[
Q˜(l) 6= 0 ∀l ∈ (t/2, t]
]
≤ P
[
τ˜1 >C1(k+ 3) log t+ (C2 + 1)
√
t+C3
]
+
t/2+1∑
m=2
P [τ˜m >C1(k+ 3) log t+C3] = o
(
1
tk+1
)
. 
Appendix F: Stationary Distribution of a Single-Queue Two-Server System. In this
section, we derive expressions for the stationary distribution of the queue process in a 2×1 system.
Let λ be the arrival rate and µ1, µ2 be the server rates such that µ1 is given higher priority. The
transition probabilities (for states higher than 0,1) are
p+1 = λ(1−µ1)(1−µ2);
p−1 = (1−λ)((1−µ1)µ2 + (1−µ2)µ1) +λµ1µ2;
p−2 = (1−λ)µ1µ2.
The balance equations for the Markov chain are given by:
λpi0 = (1−λ)µ1pi1 + p−2pi2;
λ(1−µ1)pi1 = (p−1 + p−2)pi2 + p−2pi3;
p+1pii = (p−1 + p−2)pii+1 + p−2pii+2 ∀i≥ 2.
If we can find a root α∈ (0,1) for the quadratic equation
p+1 = (p−1 + p−2)x+ p−2x
2,
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then we can get a closed form expression for pi which satisfies
pii+1 = αpii ∀i≥ 2;
λ(1−µ1)pi1 = ((p−1 + p−2) + p−2α)pi2;
λpi0 = (1−λ)µ1pi1 + p−2pi2;
piT1 = 1.
For this, we need
α :=
1
2p−2
(
−(p−1 + p−2) +
√
(p−1 + p−2)2 + 4p+1p−2
)
< 1
⇐⇒
√
(p−1 + p−2)2 + 4p+1p−2 < (p−1 + p−2) + 2p−2
⇐⇒ (p−1 + p−2)2 + 4p+1p−2 < (p−1 + p−2)2 + 4(p−1 + p−2)p−2 + 4p2−2
⇐⇒ p+1 < p−1 + 2p−2
⇐⇒ λ< µ1 +µ2.
(40)
Therefore, for any stable system, for α given in (40), we have pii+1 = αpii for all i≥ 2,
p+1
α
pi2 = λ(1−µ1)pi1,
(
(1−λ)µ1 + αp−2
1−µ2
)
pi1 = λpi0, and pi0 +pi1 +
pi2
1−α = 1,
from which we obtain
pi0 =
(
1 +
(
λ
(1−λ)µ1 + αp−21−µ2
)(
1 +
α
(1−α)(1−µ2)
))−1
;
pi0 +pi1 =
(
1 +
λ
(1−λ)µ1 + αp−21−µ2
)
pi0.
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