In this paper, we investigate wave propagation in orthotropic poroelastic media by studying the timedomain poroelastic equations. Both the low frequency Biot's (LF-Biot) equations and the Biot-JohnsonKoplik-Dashen (Biot-JKD) models are considered. In LF-Biot equations, the dissipation terms are proportional to the relative velocity between the fluid and the solid by a constant. Contrast to this, the dissipation terms in the Biot-JKD model are in the form of time convolution (memory) as a result of the frequency-dependence of fluid-solid interaction at the underlying microscopic scale in the frequency domain. The dynamic tortuosity and permeability described by Darcy's law are two crucial factors in this problem, and highly linked to the viscous force. In the Biot model, the key difficulty is to handle the viscous term when the pore fluid is viscous flow. In the Biot-JKD dynamic permeability model, the convolution operator involves order 1/2 shifted fractional derivatives in the time domain, which is challenging to discretize.
Introduction
Poroelastic materials are abundant in nature, and wave propagation in those media is widely studied in many fields such as industrial foams, spongy bones, and petroleum rocks. M. A. Biot proposed the most widely used constitutive equations for wave propagation in a saturated porous medium, see [3, 4] in 1956 and [5] in 1962. Biot's theory predicts there are three waves propagating in isotropic poroelastic materials: fast P waves, which are analogous to standard elastic P wave, shear waves analogous to S waves, and slow P waves where the fluid expands while the solid contract, or vice versa. For Biot's equations, there are two frequency regimes separated by the critical frequency f c which depends on the material properties; frequencies higher than f c are referred to as high frequency, otherwise as low frequency. In low frequency, the fluid within the pores is assumed to be of Poiseuille type, and the friction is a linear function of the relative velocity between pore fluid and the solid matrix frame. The energy dissipates as a result of the viscous nature of the pore fluid and its interaction with the solid frame at the pore scale. The fast P waves and shear waves are lightly damped, and the slow P waves are strongly damped and propagate at a significantly slower speed than the other two waves through the medium. Therefore, the slow P waves are significant near the locations of the sources or material heterogeneities. The stiffness of the Biot system remains the major challenge in the simulation procedure. In high frequency, the viscous effect is proportional to the relative velocity by a constant that is frequency-dependent; this frequency dependence is to correct for the departure from laminar flow. In the time domain, this frequency dependence results in an order 1/2 shifted fractional derivative. Therefore, modeling task in high frequency will face more challenges with discretizing the fractional derivative and storing the solutions of whole past steps. In 1956, Biot firstly gave an expression of the control mode in high frequency, which is effective for particular geometries [4] . In 1987, Johnson-Koplik-Dashen (JKD) [25] put forward a general model of dynamic permeability, where the inertia interaction and viscous efforts are accounted for all frequencies. In this model, in the time domain, the fractional derivative which equals a time convolution product with a singular kernel was introduced. In 1993, [2] , Avellaneda and Torquato derived that the permeability can be represented as the Stieltjes function, which is valid for all pore space geometry. In 1993, Pride et al. derived a drag force model for more general materials geometries [36] .
Many researchers did a variety of works to describe poroelasticity analytically and numerically. Selvadurai [39] gave a review of analytical solution for geomechanics. The uniqueness of the solutions for Biot's equations with the corresponding boundary conditions were studied by Deresiewicz and Skalak [17] . Detournay and Cheng [18] obtained an analytical solution in the Laplace transform domain and then transformed to the time domain. Gilbert, Hsiao and Xu [21] presented a variational formulation for the fluid-bone interaction problem by utilizing the modified Biot's equations and the boundary integral equation. Buchanan, Gilbert and Khashanah [8] obtained the time-harmonic solutions for cancellous bone by using the finite element method. Numerical approaches for poroelasticity started from 1980s. Carcione et al. [11] provided a literature review for previous works. Garg [20] used the finite difference method to model poroelasticity in one dimension, which seems to be the earliest numerical results, further works include Mikhailenko [32] , Hassanzadeh [24] , Dai et al. [15] , Chiavassa and Lombard [13] . Santos and Oreña [38] firstly used the finite element method to investigate the low frequency Biot's equations. Furthermore, other methods, such as the boundary element method by Attenborough, Berry, and Chen [1] , the spectral element method [33] and [40] have been used to study this problem. Discontinuous Galerkin (DG) method also has been used to study poroelasticity, such as that of de la Puente et al. [16] as well as the recent works of Chen, Luo and Feng [12] , Dudley Ward, Lähivaara and Eveson [19] . Lemoine, Ou and Leveque [26] firstly used high-resolution finite volume method to model poroelasticity in the time domain, and further works on the interaction of poroelastic and fluid were in [27] . Masson and Pride [31] defined a time convolution product to discretize the fractional derivative. Lu and Hanyga [30] developed a new method to calculate the shifted fractional derivative without storing and integrating the entire velocity histories. Recent years, Chiavassa and Lombard et al. [6, 7] used an optimization procedure to approach the fractional derivative. Numerical works in the 1970s and 1980s focused on isotropic poroelasticity, and the earliest work on anisotropic poroelasticity was Carcione [9] in 1996, where an algorithm for heterogeneous linear anisotropic porous media were developed for both low and high frequencies.
The purpose of this paper is to simulate wave propagation for transverse porous media. For the LFBiot equations, we use the direct method to handle the viscous term, which is different from the splitting method [16, 26, 13] ; both the single material and heterogeneous materials with point source tests are considered. For the Biot-JKD equations, we applied the technique developed in [35] for dealing with the memory term and solve the augmented Biot-JKD equations, which deal with the memory terms by using auxiliary variables derived from the JKD-tortuosity. The main idea in [35] is to utilize the Stieltjes function representation of the JKD dynamic tortuosity in frequency domain [34] to obtain its multipoint Padé approximation. Analytical Inverse Laplace transform is then applied to this approximation to obtain the time-domain approximation of the memory term as a sum of relaxation kernel with different relaxation times convoluted with the unknown relative velocity between fluid and solid. Each of these terms is referred to as an auxiliary memory variable and it can be easily shown to satisfy a local time ordinary differential equations, which is different from the models in [30, 6, 7] . This new system, termed Augmented Biot-JKD equation in [35] has no explicit memory terms, thus the procedure for handling the system is much easier due to the absence of the fractional derivative. For numerical simulations, we use the Runge-Kutta discontinuous Galerkin (RKDG) method. The first DG method was proposed in 1973 by Reed and Hill to solve a time independent linear hyperbolic equation [37] . The high order RKDG method was further developed by Cockburn and Shu [14] , and thereafter, DG methods and their several variants have been successfully applied to study many problems in sciences and engineering. This paper is organized as follows. In Section 2, we present the mathematical formulation of the governing equations. A brief description of the RKDG method is included in Section 3. In Section 4, we present the derivation of analytic plane waves solutions. Numerical examples are presented to illustrate the accuracy of the method and the properties of waves in Section 5. Finally, the conclusion is given in Section 6.
Governing equations
In this section, we will give the governing equations of wave propagation in poroelastic media. The governing equations can be considered as the homogenized equations of the equations in the microscale (Stokes equations for the pore fluid and linear elastodynamics for the solid with no-slip conditions on the fluid-solid interface). Therefore, at the macroscopic level, the fluid and solid are considered to coexist at every point in the poroelastic material. Let u be the skeleton solid displacement vector, U the fluid displacement vector, and w := φ(U − u) be the relative motion of the fluid scaled by the porosity φ and ζ := −∇ · w be the variation in fluid content. The solid velocity v and the relative fluid velocity q are given as follows v :=u, q :=ẇ, (2.1)
where the dot˙represents derivative with respect to time t. For the poroelastic problem, the critical frequency (Biot characteristic frequency) is defined by f ci := φη 2πα∞iκiρ f = ωci 2π , i = x, y, z, where η is the dynamic viscosity of the pore fluid, ρ f the density of pore fluid, α ∞i the static tortuosity and κ i the static permeability in the x i direction. Frequency below the critical frequency is low frequency regime, otherwise is high frequency regime.
Low frequency Biot Equations
In this section, we present the wave equations in low frequency (Biot model). These contents are mainly based on [3, 10, 26] .
The constitutive relation
To describe Biot equation, we assume the solid matrix consists of isotropic material, and the pore space is connected and filled with fluid. We also assume that the anisotropic of the solid matrix is resulted from the microstructure. Furthermore, the poroelastic materials are assumed to be transversal isotropic media, which have the properties of possessing three orthogonal symmetry axes. Let the z axis be the symmetry axis, the stress-strain relations for a transversely isotropic elastic material has the following form:
where the elastic stiffness tensor C, stress variables τ , and strain variables ǫ are defined as 
Strain energy for transversely isotropic poroelastic materials
With the z axis being the symmetry axis, the strain energy density of the Biot equation for transversal isotropic materials in three dimensional is defined as follows 
3K s ,
where K s and K f are the bulk modulus of the skeleton and pore fluid respectively. Having obtained the strain-energy expression, the total stresses (skeleton plus pore pressure) are given by:
or equivalently
Similarly, the formulation of pore pressure
Kinetic energy and dissipation potential
The kinetic energy density in anisotropic medium can be expressed as 10) where R is the induced mass matrix. Suppose all the three matrices have the diagonal form of P = diag(a 1 , a 2 , a 3 ), R = diag(r 1 , r 2 , r 3 ) and T = diag(t 1 , t 2 , t 3 ). The mass coefficients has the significance that the relative fluid flow through the pores is not uniform and satisfy the equations
where ρ s is the density of constituent solid, r i = φρ f (1 − α ∞i ) is the induced parameter and ρ = (1 − φ)ρ s + φρ f is the bulk density of the media. The expression of (2.11) is based on the assumption that there is no relative motion between fluid and solid, more details can be found in [10] .
Based on the velocity vectors (2.1), the kinetic energy density (2.10) can be rewritten as
(2.12)
In low frequency, the fluid flow inside the porous is assumed to be the Poiseuille type. In this situation, the dispassion potential in an anisotropic medium only depends on the relative motion between fluid and solid and has the form of
where K is the static permeability tensor. Assume K has the same principal direction as P, R, T, which indicates K = diag(κ 1 , κ 2 , κ 3 ). This assumption simplifies the dissipation to
(2.14)
Governing equations for plane-strain case
In this work, we mainly consider the two dimensional plane-strain conditions in the xz plane, thus all the components related to e 23 will be omitted. Here we will present the governing equations of wave propagation in porous media. With the kinetic energy density and dissipation potential, the equations of motion for solid are given by 15) which is equivalent to
Similarly, the equations of motion for the fluid are 17) or equivalently
The solid-fluid motion equations are given by adding (2.16) and (2.18)
Since p = ∂V ∂ζ , equation (2.18) can be reduced to
The motion equation (2.19 ) is known as the conservation of momentum equations, and (2.20) is the Darcy's law in the low frequency regime. The two equations can be rewritten as the following explicit form of
where
Furthermore, assume the solid and fluid external sources are S = (s 1 , s 3 , s 5 , 0, 0, s f , 0, 0) T , by differentiating equations (2.8) and (2.9) with respect to time, we can gain the stress-strain relations for the plane-strain case:
(2.26)
The first order system for wave propagation in poroelastic media consists of the motion equations (2.21)-(2.24) and the stress-strain relations (2.25)-(2.28) in the following form of balance law
) is the flux function and h(Q) is the viscous term, S is the external source, via
It was proved that the system (2.29) is a hyperbolic system in [26] .
Biot-JKD equations
In the principal coordinates, the general poroelastic wave equations have the following form 34) where ⋆ denotes the time-convolution operator andα j is the inverse Laplace transform of the dynamic tortuosity α j (ω) with ω being the frequency. Here the one-sided Laplace transform of a function f (t) is defined asf
We note that the viscodynbamic operator Y defined in Equation (7.213) in [10] is related toα j by a constant,
As a special case of the general Biot equations, equation (2.20) in low frequency Biot's equations corresponds toα
where δ(t) is the Dirac function and H(t) the Heaviside function. This low-frequency tortuosity function corresponds to
The Biot-JKD equations refer to a special case when α j in the general Biot's equations is the JKD dynamic tortuosity function T j (ω) defined in [25] 
It is shown in [34] that T j (ω) has a simple pole at ω = 0 with strength ηφ ρ f κj and has a branch cut on the ω-plane along the half line
] after choosing an appropriate branch. Utilizing the representation formula for T j (ω) derived in [34] , it was proved in [35] that for q(x, t), t ≤ 0, the Biot-JKD equations can be very well approximated by the following so-called Augmented Biot-JKD equations that have no explicit memory terms,
where the auxiliary variables Θ xj k with j = 1, 2, 3 and
The constants r j k and p j k , k = 1, · · · , M are related to the the pole-residue approximation for α j (ω) for the frequency range relevant to the point source spectral content; they can be computed with very high accuracy with the algorithms presented in [35] . The representation formula of α j (ω) guarantees that r j k > 0 and p j k < 0. With this notation, the Darcy's law for the plain strain case in the xz plane can be written 40) where I is the 2 × 2 unit matrix. The motion equations of the fluid-solid are the same as the low frequency case
Combining (2.40) and (2.41), we then get the following motion equations
42)
Furthermore, the stress-strain relations (2.25)-(2.28) stay the same as the low-frequency case
48)
The governing equations (2.42)-(2.49) can be written in the following form of balance law.
is the viscous term, S is the external source, via
We note that the system (2.50) -(2.53) has the same structure as the one for LF-Biot equations, and call this system as the Augmented Biot-JKD equations since the auxiliary variables are added to the original system yielding a new system with a larger scale. The auxiliary variables in (2.39) satisfying a pure ODE system (2.37) are different with those in [7, 30, 19] . In the Augmented Biot-JKD equations, the auxiliary variables only depend on themselves and the relative fluid velocities, and thus the related components of the flux functions are all zero, making the system very simple to be simulated for interface fluxes when heterogeneous materials are considered. All our numerical simulations are based on equations (2.29) and (2.50). In low frequency, the system (2.29) has been proved to be a hyperbolic system in [26] . In high frequency, according to the property of auxiliary variables, we claim that the system (2.50) is also a hyperbolic system because the structure of its Jacobian is the same as low frequency case except for zero components.
RKDG method
In this section, we apply the Runge-Kutta discontinuous Galerkin (RKDG) method [14] to explore the first order hyperbolic systems (2.29) and (2.50).
Space discretization
Let the computational domain be Ω = [
and be partitioned by an uniform rectangular mesh I = I i,j , i = 1, ...N x , j = 1, ...N z , where N x , N z are the total number of cells in x axis and z axis respectively and
Then, we define the approximation space consisting of piecewise polynomials
where P n (I i,j ) denotes the set of polynomials of degree up to n defined on I i,j . For instance, choosing ϕ l i,j (x, z), l = 1, 2, ..., deg = (n + 1)(n + 2)/2 to be the local basis of P n (I i,j ), the numerical solution, Q h , inside I i,j then can be expressed as
In order to seek the approximate solution Q h ∈ V n h , we consider the weak formulations of (2.29) and (2.50). Multiplying systems (2.29) and (2.50) with a test function v(x, z), and integrating by parts over a cell I i,j , we obtain
where ds is the boundary measure and n e = (n x , n z ) is the outward unit normal to edge e of the cell I i,j . Now assume both the solution Q and the test function v comes from the approximation space V n h , the DG scheme is:
where h e,Ii,j (x, z, t) is the numerical flux. In this work, we use the Lax-Friedrichs flux (local)
where F is the flux function and α e,Ii,j is an estimate of the biggest eigenvalue of Jacobian matrix in a neighborhood of the edge e of the cell I i,j .
Time discretization
After the space discretization, we can obtain an ODE system of
) by inverting the mass matrix. For the fully discrete system, we use strong stability preserving (SSP) high order Runge-Kutta [22] time discretizations to achieve better accuracy in time. Such discretizations can be expressed as a convex combination of the forward Euler method, and thus they maintain strong stability properties in any semi-norm of the forward Euler step. Let {t n } N n=0 be a partition of [0, T ], with time step ∆t, the third order total variation diminishing (TVD) Runge-Kutta method is given as follows:
Also, it is known that the CFL number is very important for the stability of the method. The time step ∆t is dynamically determined by ∆t = CFL
where s x and s z are the speeds in x and z directions respectively, the maxima are computed over all cell elements.
Limiter, boundary and initial conditions
In the simulation, if the solutions are not smooth and the RKDG method is applied, limiting operators are often needed to enhance the stability of the method and eliminate spurious oscillations in the numerical solutions. In this work, the total variation bounded (TVB) minmod slope limiter is applied to the numerical examples in Sections 5.2 to 5.6. The limiters can be implemented either component by component or in local characteristic fields. Usually, the limiter can improve the behavior of the solution, but it also decreases the order of accuracy of the solutions.
In this work, we deal with the boundary conditions by using ghost cells. For the plane wave test cases, the boundary conditions are implemented through the L 2 projection of the exact boundary data onto the ghost cells. Outflow boundary conditions are used in all the exterior source examples, where the ghost elements values are treated by using the same polynomial representation as in the adjacent interior elements. The numerical solutions are initialized in the same way as boundary conditions when investigating the convergence results and are set to be 0 in the point source examples.
Analytic plane wave solution
This section is mainly about the analytic solution for the first order equation. We use the same method given in [26] to determine the analytic solution. Assume that the particle velocity and stress have the plane wave form, we define the velocity vector
and the stress vector
where V 0 , T 0 are constant vectors which relate to the amplitudes, ω is the prescribed angular frequency. k = (k x , k z ) = (kl x , kl z ) is the wave vector to be determined, k is the wave number and l x and l z are the direction cosine satisfying l where F is a matrix with the form of
l z c u 13
Substituting the plane wave to the motion equations (2.19)-(2.20) and (2.40)-(2.41) gives another system as
where Γ and L are matrices, given by 
Equations (4.1) and (4.2) lead to the following equation
which is an eigenvalue problem with four eigenvalues and corresponding eigenvectors. The analytic plane wave solutions are obtained by solving this equation and choosing the eigenvalue ω k 2 and eigenvector V 0 .
Numerical results
We now illustrate a series of numerical examples to demonstrate the performance our RKDG solver, described in Section 3, for the wave propagation in orthotropic porous media. We first examine the accuracy of our code by using exact plane waves in low frequency case. Next, we concentrate on some point source examples both in homogeneous and heterogeneous media in low frequency. Finally the high frequency model is verified through simulating some point source examples both in single and heterogeneous media. The coefficients of the materials are listed in Table 1 , the poles p x,z j and residuals r x,z j used in the high frequency tests are listed in Table 4 . In the implementation of numerics, without loss of generality, the principal directions of the material are assumed to be coincide with the global coordinate axes. Table 2 : Q E error and order of the inviscid case by DG method
Plane wave convergence results for LF-Biot equations -the inviscid case
As the first example, we verify the high order accuracy of the RKDG method by varying the mesh size. We choose the inviscid orthotropic sandstone (η = 0) to be the computational material, whose properties are listed in Table 1 . In the inviscid case, the viscous dissipation term is omitted, and the system (2. Since the stress components are about seven orders of magnitude larger than the velocities, we use 1-norm:= Ω Qij,n−Qij,e E dxdz Ω dxdz introduced in [26] to measure the errors between our numerical results and the analysis plane wave solutions. The energy norm · E has the explicit form of
where the superscript H presents the complex conjugate transpose, and the matrix E is positive. For the inviscid case, the analytic plane wave solutions have the form of Q = Q 0 exp (i(k x x + k z z − wt)) with real wave number k and amplitude Q 0 , which can be separated into follows:
where Q r and Q i are real part and imaginary part of Q. Clearly, for the energy norm, there exists the fact that
In the implementation of the simulation, we calculate the real and imaginary energy errors at every cell and then add them up to obtain the total error. Table 2 shows that the proposed RKDG methods have accuracy order of n + 1 order for P n approximations with n = 1, 2, and therefore they are optimal. Table 3 : Q E error and order of the viscous case by DG method
Plane wave convergence results for LF-Biot equations -the viscous case
In this section, we consider the example that the fluid inside the porous is viscous, where the system (2.29) becomes a dissipative system with the viscous property being included. Because the dissipation term has its own decay timescale and is independent of the computational grid, the equation (2.29) is a stiff system of partial differential equation for some large scale cell sizes. Handling the viscous term is a difficult problem in the numerical simulation. In [26, 16, 7] , a splitting method is used to deal with the viscous term, in which the dissipation term is exactly solved by solving an ODE system. Thanks to the stability property of the RKDG method, the computational time step is automatically smaller than the viscous decay time so that we could use the direct method to calculate the viscous term.
The computational domain is [−0.6, 0.6]m × [−0.6, 0.6]m in the xz plane and the computational material is the viscous orthotropic sandstone with viscousity η = 0.001. In this example, the domain is partitioned with a series of uniform meshes of 100-200-400-800. We choose the incident direction to be (l x , l z ) = (1, 0) and the angular frequency of the plane waves is fixed at 10 4 rad/s. The initial data are obtained by setting t = 0 for the analytic plane waves, and the numerical solution is obtained by using the L 2 projection of the initial data. Boundary conditions are handled by setting the ghost cells with the exact value of the analytic plane waves, and the parameters of the approximation solution in ghost cells are assigned by using the L 2 projection of the boundary data. The final time is T 1 = 1.25 × 10 −4 s, which is 1.25 periods of the fast wave and S wave. The CFL numbers equal to 0.3 for the first order polynomial approximation and 0.18 for the second order polynomial approximation.
Similarly, assume that the analytic plane wave solutions for the viscous case have the form of Q = Q 0 exp(i(kl x x+kl z z−ωt)), the wave number k and amplitude Q 0 are complex numbers since the dissipation term is included. Denote Q 0 = a + ib and k = c + id. Then we can obtain the real and imaginary as follows
where i is the imaginary unit, a, b, c, d are real numbers. We compute the error at every cell and then add them up to get the total error of the problem. As in the inviscid example, we use the 1-norm to measure the errors between the numerical results and analytic plane waves. The results are presented in Table 3 . From the results, we can see that n + 1 accuracy order is achieved for P n approximations of the RKDG method.
Point source for LF-Biot equations
In this example, we present the results of the point source located in a homogeneous orthotropic medium. The poroelastic materials are orthotropic sandstone and epoxy-glass whose properties are given in Table 1 
where f src is the peak frequency of the wavelet, t d is the time delay. The peak frequencies of the wavelet are f src = 3730 Hz for sandstone and f src = 3135 Hz for glass, which are below the Biot characteristic frequency f c and belong to the low frequency range. The source with a time delay of 0.0004s acts on τ zz and p simultaneously, with peak intensity +1P a·m 2 /s and −1P a·m 2 /s, respectively. The simulation time is 0.00156s for sandstone and 0.0018s for glass, respectively. In this example, both inviscid and viscous pore fluids are considered.
The computation domain is covered by a uniform mesh of rectangular 501 × 501 grid cells, in which the odd number of grid cells ensures the point source to be located in a single cell. The initial condition is set to be Q = 0, and the values of ghost cells are set by using outflow boundary conditions. The CFL number is 0.3 for the first order approximation and 0.18 for the second order approximation. In this example, the componentwise limiter with M = 50 is used in the simulation, and the effects are the same if the local characteristic projection limiter is used. The snapshots results of the solid-particle velocities are shown in Figure 1 . From the results, we can observe that the point source generate the three waves: f ast P wave, S wave and slow P wave. The Slow P wave in the viscous case becomes diffusive wave centered at the source location. These results are consistent with the results of J. M. Carcione et al. [10] , de la Puente et al. [16] and M. Y. Ou et al. [26] . 
Heterogenous domain for LF-Biot equations
After testing the homogeneous material with the point source, in this example we focus on the case for which the computation domain is composed of multiple materials. The upper is isotropic shale, and the lower is isotropic sandstone whose properties are described in Table 1 . The waves, in this case, will reflect, transmit and interconvert into each other at the material interface, which makes the wave propagation in this multiple materials becomes more complicated than the single case.
The computational domain is Ω = [0, 1500]m × [0, 1400]m in xz plane with the material interface at z = 700m. Again the point source of the Ricker wavelet is located at (x, z) = (750m, 900m), acting on the components of the z direction normal stress τ zz and the fluid pressure p with peak intensities +2.3 × 10 13 P a · m 2 /s and −2.3 × 10 13 P a · m 2 /s, respectively. For comparison, we choose the peak frequencies to be 50 Hz and 4000 Hz with the time delay 0.04s and 0.00025s respectively. This choice of the source is based on de la Puente et al. [16] and M. Y. Ou et al. [26] . In order to investigate the behavior of the solid particle velocities, three receivers of (x 1 , z 1 ) = (950m, 750m), (x 2 , z 2 ) = (950m, 650m) and (x 3 , z 3 ) = (950m, 500m) marked with ⋆ in Figure 2 are chosen to record the solution information.
The computational domain is partitioned with 1421 × 1360 uniform rectangle elements, where the odd number is to ensure the source is located in the interior of an element. The simulation starts with the initial condition of Q = 0. Outflow boundary condition is used and the element boundaries are chosen to coincide with the interface boundary. The CFL number is 0.3 for the first order approximation and 0.18 for the second order approximation in this example. The total simulation time is 0.5s both for the two frequency. The componentwise limiter with M = 50 is used in this example and there is no visible difference in the results when the limiter is implemented in the local characteristic fields. Figure 2 shows the snapshot results of the solid particle velocities component v z at t = 0.25s for both f src =50 Hz and f src =4000 Hz, and the relative time histories of the solid x and z velocities at the three receivers are shown in Figure 3 . For the 50 Hz case, the results are in agreement with those presented in de la Puente et al. [16] and M. Y. Ou et al. [26] . 
Single material test for Biot-JKD equations
In this section, we run the Augmented Biot-JKD equations and the Biot Diffusive Approximation (Biot DA) equations to compare the solutions of the Biot-JKD system obtained by two different methods. The computational material is orthotropic glass1/epoxy1 with the properties listed in Table 1 and the critical frequencies are f cx = 25.5K Hz and f cz = 85K Hz.
In order to confirm the validation of the augmented system (2.36) -(2.38), we choose the center frequency of the wavelet to be f src =200K Hz to run the test listed in [7] . Furthermore, to demonstrate the difference of solutions between the low frequency regime and the Augmented Biot-JKD equations in high frequency regime, we choose the center frequency of f src =4K Hz to run another test. The poles p 2 m for 4K Hz, which include about 10 and 6 fast P waves respectively. The receiver at (0.004m, 0.004m) is chosen to record the solutions' behavior for both High and Low frequency regimes. The two domains are partitioned with 700 × 700 and 900 × 900 uniform rectangle elements respectively. The point source located at the center of the domain is used to emit cylindrical waves and is only applied on the component of τ xz . The point source has the form of S=g(t)h(x,z), here g(t) is a Ricker wavelet with the time delay this test. The total simulation time is 2.72 × 10 −5 s for 200K Hz and 6.73 × 10 −4 s for 4K Hz, which include about 5 and 3 periods of the fast P wave respectively. Figure 4 shows the pressure p with f src = 200K Hz for the Augmented Biot-JKD system (2.50) and for the LF-Biot equations (2.29) . In this test case, the solutions of Biot-JKD equations by the two different methods are indistinguishable and the one by Biot-DA is analogous to the results shown in [7] .
The counterparts for f src =4K Hz are presented in Figure 5 , from which we can see that the LF-Biot equations are a good approximation to the Biot-JKD equations in this frequency range, which is well below the critical frequencies. 
Couple test for Biot-JKD equations
Based on the results of the single material for the Augmented Biot-JKD model, in this subsection, we move to consider the test that the domain consists of two isotropic materials.
The computational domain is Ω = [−0.15, 0.15] 2 m in xz plane, which is separated by the interface line of z = 0m and is partitioned with 700 × 700 uniform rectangle elements. The upper and lower domains are both isotropic materials coming from x and z directions of orthotropic glass1/epoxy1, where the critical frequencies are f cx = 25.5K Hz and f cz = 85K Hz, respectively. The point source S=g(t)h(x,z) located at (0m, 0m) is used to emit cylindrical waves, where −g(t) is Ricker wavelet given in (5.4) and h(x, z) is the truncated Gaussian function given in (5.5). The center frequency for the point source is 200K Hz and the poles p 
200K(Hz) Directions
Directions fsrc and the source is only applied on the component of τ xz . The total simulation time is 2.72 × 10 −5 s, which is about 5 periods long for the fast P wave. The initial condition is set to be zero and the boundary condition is chosen to be outflow boundary condition. In the implement of simulation, the CFL = 0.15 and componentwise limiter are used in this test.
Two receivers R 0 (x 1 , z 1 ) = (0.01m, 0.025m) and R 1 (x 2 , z 2 ) = (0.01m, −0.025m) marked with ⋆ in Figure 6 are selected to record the time evolution of the pressure. For comparison, we also use RKDG method to run the Biot DA model [7] . Figure 6 shows the results of the pressure p with f src = 200K Hz for the Augmented Biot-JKD system (2.50) and the Biot-DA model, from which we can seen that the solutions from the two methods are consistent.
Conclusion and future works
In this paper, we use the RKDG method to investigate wave propagation in orthotropic poroelastic media across the full range of frequencies solving the low-frequency (LF)-Biot equations and the Biot-JKD equations, in which the frequency-dependent drag force is described by a memory term. For the LF-Biot equations, we consider both inviscid and viscous cases. For the inviscid case, accuracy is tested by computing the convergence orders between our numerical solutions and the analytic plane wave solutions, homogenous and heterogeneous examples with a point source are all considered. For the viscous case, the problem is a stiff system, and the dissipative source term is directly calculated using RKDG method with time steps that are small enough to satisfy the stability condition. Such a way to handle the viscous term is different from the previous works [26, 16] , where the balance law is split into a propagative part and a diffusive part. For the Biot-JKD equations, the memory term is dealt with by using the technique developed in [35] and the new system is termed the Augmented Biot-JKD equations. The poles and residues required for this method are computed from the frequency domain JKD tortuosity function with high accuracy.
The simulation results we present in this paper are the very first numerical implementation for solving the Augmented Biot-JKD equations. For comparison, the fractional derivative approaches proposed in the literature are also implemented. For our test cases, the Augmented Biot-JKD equations and the fractional derivative approach give almost identical results. One of the advantages of the Augmented Biot-JKD approach is in its simplicity for implementation, another is the zero components of the flux for the auxiliary variables, which can simplify the system. Furthermore, the Augmented Biot-JKD approach has higher efficiency by avoiding discretizing the fractional derivative and storing the history solutions. Numerical examples so far are only based on poroelastic media. One of our future work is to expand our method to some other problems whose governing equations contain viscous effects and can be expressed as a Stieltjes function. Another is the problem of the fluid-solid interaction with a bounded transverse poroelastic medium enclosed by the unbounded homogeneous compressible inviscid fluid. In addition, we will also consider the problem that a bounded transverse poroelastic or elastic medium immerses in electromagnetic waves.
