



QoS-aware Mobility Management in IP-based 
Communication Networks 
Analysis, Design and Implementaion 
 
 
Dissertation Zur Erlangung des  




vorgelegt der Fakultät für Informatik und Automatisierung 
der Technischen Universität Ilmenau 
 




 1. Gutachter: Prof. Dr.-Ing. habil. A. Mitschele-Thiel  
2. Gutachter Prof. Dr. rer. nat. habil. J. Seitz 
3. Gutachter PD Dr. O. Waldhorst 
 
Tag der Einreichung: 06.05.2012 





QoS-aware Mobility Management in IP-based 
Communication Networks 
Analysis, Design and Implementation 
 
 
Copyright © 2012 
by 
 
































I would like first to express that I am indebted to all those who gave me the possibility to 
complete this thesis. I want to thank the Integrated Communication Systems (ICS) research 
group for giving me permission to commence this thesis in the first instance, to do the neces-
sary research work and to use the research group laboratories and data. I have further to thank 
ICS members who did efforts in discussions and reviews of my work. Especially, I would like 
to show my appreciation to my colleague Ausama Yousef for his encouragement and help. 
I am deeply indebted to my supervisor Prof. Dr.-Ing. habil. Andreas Mitschele-Thiel 
(Doktorvater) from the Ilmenau University of Technology. His continuous support as well as 
stimulating suggestions and encouragement significantly assisted me in improving my scien-
tific research, writing skills and successfully completing my thesis. I would like also to thank 
Prof. Jochen Seitz and PD Dr. Oliver Waldhorst for being co-supervisor of the thesis. Espe-
cially, I would like to express my gratitude to my colleague Dr. Ali Diab for his support and 
encouragement.  
 I want to thank my parents and my brothers who have always believed in me and have sup-
ported all my decisions vorbehaltlos and my scientific activities. I must not forget the people 
who encouraged me in my professional life and especially Prof. Salman Ajib. 
Finally, I want to thank the person who shared this adventure more closely with me, which 
was my constant motivation, the one with whom I lived the best years of my life, my love 
Ourouba. I further want to give my special thanks to my children, Yousef and Salma, whose 

















Ubiquitous access to information anywhere, anytime and anyhow is an important feature of 
future all-IP mobile communication networks, which will interconnect various systems and be 
more dynamic and flexible. The deployment of these networks, however, requires overcoming 
many challenges. One of the main challenges of interest for this work is how to provide Qual-
ity of Service (QoS) guarantees in such highly dynamic mobile environments.  
As known, mobility of Mobile Nodes (MNs) affects the QoS in mobile networks since QoS 
parameters are made for end-to-end communications. Therefore, it is a challenge to develop 
new solutions capable of supporting seamless mobility while simultaneously providing QoS 
guarantees after handoffs. Addressing this challenge is the main objective of this dissertation, 
which provides a comprehensive overview of mobility management solutions and QoS mech-
anisms in IP-based networks followed by an insight into how mobility management and QoS 
solutions can be coupled with each other. Following the highlight of the state of art along with 
the pros and cons of existing approaches, the dissertation concludes that hybrid strategies are 
promising and can be further developed to achieve solutions that are capable of simultaneous-
ly supporting mobility and QoS, simple from the implementation point of view, efficient and 
applicable to future all-IP mobile communication networks.  
Based on this, the dissertation proposes a new hybrid proposal named QoS-aware Mobile IP 
Fast Authentication Protocol (QoMIFA). Our proposal integrates MIFA as a mobility man-
agement protocol with RSVP as a QoS reservation protocol. MIFA is selected due to its capa-
bility of the provision of fast, secure and robust handoffs, while RSVP is chosen because it 
presents the standard solution used to support QoS in existing IP-based networks. The hybrid 
architecture is retained by introducing a new object, called “mobility object”, to RSVP in or-
der to encapsulate MIFA control messages.  
Following the specification of the new proposal, the dissertation also evaluates its perfor-
mance compared to the well-known Simple QoS signaling protocol (Simple QoS) by means 
of simulation studies modeled using the Network Simulator 2 (NS2). The evaluation compris-
es the investigation of the impact of network load and MN speed. The performance measures 
we are interested in studying comprise the resource reservation latency, number of dropped 
packets per handoff, number of packets sent as best-effort per handoff until the reservation is 
accomplished and probability of dropping sessions. Our simulation results show that QoMIFA 
is capable of achieving fast and smooth handoffs in addition to its capability of quickly re-
serving resources after handoffs. Considering the impact of network load, QoMIFA outper-
forms Simple QoS in all studied scenarios (low- , middle- and high-loaded scenarios). With 
respect to the impact of MN speed, it can be observed that the impact of ping-pong effects is 
seen with both protocols and results in higher resource reservation latency, more dropped 
packets per handoff and more best-effort packets per handoff at low speeds than at higher 
ones. The worst impact of ping-pong effects is seen at a speed of 3 km/h when employing 
QoMIFA and Simple QoS, respectively. However, QoMIFA remains performing significantly 
better than Simple QoS under all studied MN speeds and can even properly serve MNs mov-
ing at high speeds. 
Following the simulative evaluation, the dissertation estimates the signaling cost of both stud-
ied protocols with respect to the location update and packet delivery cost. Our results show 
that QoMIFA achieves the above mentioned performance improvements at the cost of greater 





Der allgegenwärtige Zugang zu Informationen, jederzeit und überall, ist ein wichtiges Merk-
mal künftiger All-IP-Mobilfunktnetze, die verschiedene Systeme miteinander verbinden, da-
bei dynamischer und flexibler sein werden. Der Einsatz dieser Netze erfordert es jedoch, viele 
Herausforderungen zu überwinden. Eine der wichtigsten im Rahmen dieser Arbeit, ist die 
Frage, wie Quality of Service (QoS) Eigenschaften  in solchen hoch                               dyna-
mischen, mobilen Umgebungen zu garantieren sind.  
Bekanntermaßen beeinflusst die Mobilität von Mobilknoten (MN) die Dienstgüte in mobilen 
Netzen, da QoS-Parameters für die Ende-zu-Ende-Kommunikation vereinbart werden. Daher 
müssen Lösungen entwickelt werden, die nahtlose Mobilität, bei gleichzeitigen QoS-
Garantien nach Handoffs, unterstützen. Diese Herausforderung ist das Hauptziel der vorlie-
genden Dissertation, die einen umfassenden Überblick über die bestehenden Mobilitäts- und 
QoS-Managment-Lösungen in IP-basierten Netzen liefert, gefolgt von einem Einblick in Me-
thoden zur Kopplung von Mobilitätsmanagement und QoS-Lösungen. Nach Betrachtung der 
Vor- und Nachteile bestehender Ansätze, kommt die Dissertation zu dem Schluss, dass hybri-
de Strategien vielversprechend sind und zu praktikablen Lösungen weiterentwickelt werden 
können, die sowohl Mobilitäts- als auch QoS-Anforderungen                                    auf effizi-
ente Weise, in allen zukünftigen IP-Mobilfunknetzen erfüllen können.  
Auf dieser Grundlage schlägt die Dissertation ein neues Hybrid-Protokoll, genannt "QoS-
aware Mobile IP Fast Authentication Protocol" (QoMIFA), vor. Unser Vorschlag integriert 
MIFA als Mobilitäts-Management-Protokoll mit RSVP als QoS Reservierungsprotokoll. MI-
FA wird aufgrund seiner Fähigkeit zu schnellen, sicheren und robusten Handoffs gewählt. 
RSVP hingegen dient als Standardlösung zur Bereitstellung von QoS in bestehenden IP-
basierten Netzen. Unter Einhaltung der Hybrid-Architektur wird RSVP um ein neues Objekt, 
genannt "Mobility Object" erweitert, welches MIFA-Kontrollnachrichten kapselt.  
Nach der Spezifikation des neuen Vorschlags, bewertet die Dissertation auch seine Leistung 
im Vergleich zu dem bekannten "Simple QoS Signaling Protocol" (Simple QoS), mittels Si-
mulationsstudien, modelliert mit dem "Network Simluator 2" (NS2). In der Auswertung wer-
den der Einflusses der Netzwerklast und der Geschwindigkeit des Mobilknotens untersucht. 
Die hierzu verwendeten Leistungsparameter umfassen die Ressourcen-Reservierungs-Latenz, 
die Anzahl verlorener Pakete pro Handoff, die Anzahl der, vor Abschluss der Reservierung, 
mit Best-Effort-Eigenschaften übertragenen Pakete pro Handoff und die Wahrscheinlichkeit 
von Verbindungsabbrüchen. Unsere mittels Simulation erzielten Ergebnisse zeigen, dass 
QoMIFA schnelle und nahtlose Handoffs mit schneller Ressourcenreservierung nach 
Handoffs kombinieren kann. Unter Berücksichtigung des Einflusses der Netzwerklast, ist 
nachweisbar, dass QoMIFA eine besser Leistung als Simple QoS in allen untersuchten Szena-
rien mit geringer, mittlerer und hoher Last erreicht. Bei Betrachtung des Einflusses der Bewe-
gungsgeschwindigkeit des Mobilknotens auf die Leistung, lassen sich unter beiden Protokol-
len Ping-Pong-Effekte beobachten, welche zu höheren Ressourcen-Reservierungs-Latenzen, 
mehr verlorenen Paketen und mehr Best-Effort-Paketen pro Handoff bei geringeren Ge-
schwindigkeiten führen. Der stärkste Einfluss dieser Pinp-Pong-Effekte ist jeweils bei 3 km/h 
zu beobachten. Allerdings verhält sich QoMIFA unter allen untersuchten Bewegungsge-
schwindigkeiten besser als Simple QoS und kann Mobilknoten auch bei hohen Geschwindig-
keiten bedienen. In Anschluss an die simulationsgestützte Evaluierung, schätzt die Dissertati-
on die Signalisierungskosten beider Protokolle unter Betrachtung der Kosten für Ortslokalise-
rung und Paketzustellung. Im Ergebnis erreicht QoMIFA die zuvor genannten Leistungsver-
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Chapter 1: Introduction 
 
Ubiquitous access to information anywhere, anytime and anyhow is a main feature of 4th 
Generation (4G) mobile communication networks, which will interconnect heterogeneous 
systems, e.g. GSM1, UMTS2, LTE3, etc., via a common IP-core. 4G networks are therefore, 
called all-IP and expected to be more dynamic and flexible, provide higher bandwidth at low-
er costs, serve fixed and mobile subscribers even those moving at high speeds, etc. However, 
to reach the ambitious goals of all-IP networks, many challenges must be overcome. One of 
the essential challenges is how to provide Quality of Service (QoS) guarantees in such highly 
dynamic mobile environments. Overcoming this challenge is the main focus of this disserta-
tion, which will provide a comprehensive analysis of the problem and propose a suitable solu-
tion capable of providing QoS guarantees for mobiles moving inside such access networks. 
This chapter introduces the dissertation and provides a detailed analysis of the problem state-
ments addressed in this dissertation, followed by the objectives and contributions of this 
work.  Chapter 1 is structured as follows: section  1.1 briefly overviews some basic principles 
and the architecture of all-IP mobile communication networks. Section  1.2 discusses the prob-
lem statements. The objectives and main contributions of this work are listed in section  1.3. 
Finally, the dissertation outline is presented in section  1.4. 
1.1 All-IP Mobile Communication Networks 
As known, the Internet is a collection of networks (termed as subnets as well), eachcomprises 
a set of interconnected hosts.Each host is identified by means of a unique IP address, which 
consists of two parts. The first part stands for the subnet, while the second identifies the host 
inside this subnet [Hal96]. The interconnection between subnets is done by means of routers 
operating specific routing protocol, e.g. the Internet Protocol version 4 (IPv4) [Pos81] or ver-
sion 6 (IPv6) [DHi98]. Wireless IP-based access networks are constructed using principles 
similar to those of the Internet. The difference is that each access network consists of a set of 
Access Points/Base Stations (APs/BSs) serving mobile devices moving around. Furthermore, 
each access network interconnects with the global Internet via specific gateway(s). Notice that 
mobile devices are IP-based as well and should, therefore, be assigned a topology-correct IP 
address. 
The tremendous success of the Internet, the demand for being always-on regardless of users’ 
locations, the wide range of new up-coming applications requiring high bandwidth, etc. are 
the main drivers towards an all-IP architecture [Dia10]. The new architecture is defined as a 
collection of entities that provide a set of capabilities for the provision of IP services to users 
based on IP technology where various access systems can be connected [3GPP-TR], see Fig-
ure  1.1.  
Achieving the ambitious goals of all-IP architecture requires overcoming several challenges, 
e.g. support of seamless mobility, guarantee of QoS for mobiles moving around, guarantee of 
a secure communication and data exchange, etc. 
                                                          
1 Global Standard for Mobile communication (GSM) is the European standard of 2nd generation (2G) mobile communication 
networks [ESTI]. 
2 Universal Mobile Telecommunication System (UMTS) [3GPP] is the standard of 3rd generation mobile communication 
systems (3G). 
3 Long Term Evolution (LTE) [3GPP-L] is the development of 3GPP’s UMTS towards an all-IP architecture. LTE enhances 
the spectrum efficiency and reduces the control and user plane latency. It also provides lowered costs for operators and us-
ers. 




Figure  1.1: All-IP architecture [3GPP-TR] 
1.2 Problem Statements 
As a Mobile Node (MN) moves from one AP/BS to another, the responsibility of serving this 
MN will be transferred to the new AP/BS. The transfer of the responsibility from one AP/BS 
to another is referred to as a handoff. So as to satisfy real-time requirements during and after 
handoffs, three main issues should be considered. 
1. First, handoff time should be minimized, so that ongoing applications do not suffer 
from any impairment due to the user mobility. This implies that there should be a 
check of resources availability and fast reservation of these resources, in case they are 
available, after or even during handoffs. Keep in mind that QoS parameters are made 
for an end-to-end communication. Many problems are encountered, therefore, due to 
handoffs, e.g. the availability of resources in the new location, fast and efficient re-
sources reservation after handoffs, etc. 
2. Resources that are no longer needed by the MN after the MN hands off must be re-
leased as fast as possible to be available for other users. 
As mentioned in the previous section, the Internet will be a major part of future all-IP mobile 
communication networks and is assumed to deliver services at lower costs than currently ob-
tained from today’s mobile communication systems. Different radio access networks are in-
terconnected with the Internet via gateways that represent IP routers. Moreover, MNs moving 
in the ranges of these radio access networks are, in principle, IP hosts. This implies that mo-
bility management solutions and QoS techniques that should be employed in future all-IP 
mobile communication networks are IP-based. The IP address represents the point of attach-
ment. This address is required to establish sessions between the MN and its communication 
partner. When the MN changes the point of attachment, a new topology-correct IP address 
will be assigned to it. Altering the IP address while the MN has active sessions may result in a 
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vation of resources on the path between the MN and its communication partner, the availabil-
ity of required resources should be checked during or even before the handoff. Moreover, the 
resources must be reserved after or even during the handoff as quickly as possible to mini-
mize QoS degradations.  
Mostly, mobility management and QoS problems are handled separately, although they relate 
to each other as we mentioned above. Therefore, it is a challenge to develop new solutions 
capable of supporting seamless mobility while simultaneously providing QoS guarantees dur-
ing and after handoffs. Addressing this challenge is the main objective of this dissertation, 
which provides a detailed investigation of the mentioned problems, highlights the state of the 
art and proposes a new approach to simultaneously support mobility management and QoS in 
future all-IP mobile communication networks while satisfying the requirements of real-time 
applications. 
1.3 Objectives and Contributions 
1.3.1 Objectives 
As mentioned in the previous section, this dissertation addresses how QoS can be guaranteed 
in all-IP mobile communication networks while considering mobility of users. More concrete, 
it focuses on the coupling between mobility management and QoS techniques in these net-
works, so that both mobility and QoS are simultaneously supported. Thus, the main goal of 
this work is to develop a new solution that couples well-known QoS mechanisms and mobili-
ty management solutions in a way capable of satisfying real-time requirements. Therefore, the 
main objectives of this work are defined as follows: 
1. Study the possibilities to couple QoS and mobility management techniques.  
2. Development of a solution capable of providing the required QoS guarantees dur-
ing and after handoffs. The new solution should:  
a. provide mechanisms for an in-advance proof of resources availability in the new 
point of attachment, 
b. minimize or even eliminate the latency required to reserve resources on the new 
path and release the resources reserved previously on the old path, 
c. use resources efficiently, 
d. reduce signaling overhead, 
e. be scalable and flexible and 
f. assure security. 
1.3.2 Contributions 
Throughout the dissertation, the following contributions have been made: 
1. A brief review of mobility management solutions in IP-based networks. More spe-
cifically, mobility management in different layers of the TCP/IP reference model is 
presented. 
2. A thorough overview and discussion of QoS provision mechanisms in IP-based 
networks. 
3. An in-depth analysis of how QoS can be provided and, simultaneously, mobility 
managed in future all-IP mobile communication networks. 
  1.4 Dissertation Outline 
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4. A comprehensive review of the approaches coupling between mobility manage-
ment solutions and QoS mechanisms along with a discussion of the pros and cons of 
each approach. Following the review, a qualitative comparison of the described ap-
proaches with respect to the tunneling problem, triangular routing problem, double 
reservation of resources during handoffs, passive reservation, dependency on layer 2 
triggers, network topology, new nodes that should be introduced to the network, nodes 
that should be updated and security is provided. The comparison provides readers with 
a summary of the state of art that clearly highlights where the research has to focus on. 
5. Development of a robust and secure solution capable of providing fast and seamless 
mobility management while guaranteeing QoS during and after handoffs. The new so-
lution advances the state of art since it achieves performance improvements without 
a. wasting network resources,  
b. constraining the network topology or  
c. introducing new intermediate nodes.  
This solution is called QoS-aware Mobile IP Fast Authentication protocol 
(QoMIFA) and couples Mobile IP Fast Authentication protocol (MIFA) [Dia10] as a 
mobility management protocol with the resource ReSerVation Protocol (RSVP) 
[BZB97] as a protocol for reserving resources.  
6. Investigation of the advancement of the state of art provided by the developed so-
lution is done by means of mathematical analysis and simulation studies modeled in 
the Network Simulator 2 (NS2)1 [NS2]. The studies evaluate QoMIFA compared to 
Simple QoS2. The simulative evaluation focuses on studying the impact of network 
load and MN speed on the performance deploying real-time traffic. The performance 
figures studied comprise the  
a. resource reservation latency,  
b. number of dropped packets per handoff,  
c. number of packets sent as best-effort per handoff until the reservation is accom-
plished and  
d. probability of dropping sessions.  
The mathematical analysis estimates the signaling cost of both studied protocols with 
respect to the location update and packet delivery cost.  
1.4 Dissertation Outline 
This dissertation is structured as follows:  Chapter 2 provides a brief overview of mobility 
management in IP-based communication networks. The chapter briefly describes mobility 
management in different layers of the TCP/IP reference model and overviews the mobility 
management approaches necessary to follow the following chapters of the dissertation.   
A review of well-known mechanisms used to provide QoS in IP-based networks is presented 
in  Chapter 3. This chapter provides a qualitative comparison of QoS mechanisms at the end, 
as well. The qualitative comparison is done with respect to the type of resource reservation, 
scope of resource reservation, initiation of resource reservation, states stored in routers, 
transport protocols used, scalability, complexity, QoS guarantees that can be provided, sup-
port of mobility and security. 
                                                          
1 NS2 is a widely-used discrete event simulator. It is targeted at the simulation of wired as well as wireless networks. This 
simulator will be briefly described in  Chapter 6. 
2 Simple QoS couples Mobile IP version 4 (MIPv4) [Per02] and RSVP to support mobility and QoS. This protocol will be 
explained in detail in  Chapter 4. 
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 Chapter 4 provides a thorough review of the approaches for the coupling of mobility man-
agement solutions and QoS mechanisms. This chapter also provides a qualitative comparison 
of the described approaches with respect to the tunneling problem, triangular routing problem, 
double reservation of resources during handoffs, passive reservation, dependency on layer 2 
triggers, network topology, new nodes that should be introduced to the network, nodes that 
should be updated and security. 
 Chapter 5 details the specification of the developed approach (i.e. QoMIFA), while  Chapter 6 
provides an evaluation of the new approach compared to Simple QoS by means of simulation 
studies modeled in NS2. The evaluation comprises the study of the impact of network load 
and MN speed. The performance figures studied in this evaluation include the resource reser-
vation latency, number of dropped packets per handoff, number of packets sent as best-effort 
per handoff until the reservation is accomplished and probability of dropping sessions. 
 Chapter 7 investigates the signaling cost resulting from employing QoMIFA as compared to 
Simple QoS. The signaling cost investigated comprises the location update as well as packet 
delivery cost.  The chapter also provides a study of the performance gain while taking the 
related cost into account. 
Finally, the main obtained results and some proposals for future work are concluded 
in  Chapter 8.   
 6 
 
Chapter 2: Mobility Management in Mobile Communi-
cation Networks 
 
As mentioned in  Chapter 1, suitable IP-based mobility management solutions are necessary to 
realize one of the main goals of all-IP networks, i.e. always-on connectivity. Thus, a thorough 
understanding of IP-based mobility management is essential. For this purpose, an insight into 
the main principles and approaches of such mobility management is provided in this chapter. 
This chapter is structured as follows: section  2.1 introduces basic principles of IP-based mo-
bility management, mobility management requirements. Section  2.2 briefly reviews network 
layer mobility management approaches necessary to follow the next chapters of this disserta-
tion.  Finally, a conclusion of the main results is provided in section  2.3. 
2.1 Overview 
As mentioned in [Dia10], wireless IP-based mobile communication networks are divided into 
wired and wireless parts. The wireless part comprises APs that enable MNs to communicate 
with other fixed or mobile terminals. As a MN moves outside of the coverage area of its cur-
rent AP and enters the coverage area of a new AP, the responsibility of serving the MN must 
be transferred to the new AP. This procedure is called a handoff and comprises three phases: 
handoff detection, initiation and execution. During the handoff detection phases, the MN de-
tects that the current AP is no longer available. This triggers the initiation phase, in which a 
new AP should be detected. Following this, the execution phase should be performed, which 
includes an exchange of control messages, also termed signaling. 
It is known that QoS figures (such as delay1, jitter2, reliability3 and bandwidth4, etc.) affected 
by users’ mobility. Thus, according to [Dia10], solutions for mobility management in IP-
based networks should consider the following requirements. 
1. A fixed identifier of the MN should be kept regardless of MN’s movements. 
2. A proper interworking with IP routing and features should be guaranteed. 
3. The MN should be able to be located by its communication partners after movements. 
4. Applications’ impairments should be minimized or even eliminated. 
5. The cost for mobility support (e.g. location update cost, packet delivery cost, etc.) 
should be minimized. 
6. No new security vulnerabilities are allowed to be introduced to the network. 
7. Scalability, robustness and employability must be guaranteed by concept. 
As mentioned above, when the MN moves beyond the coverage area of its current AP and 
enters the range of a new AP, it has to establish a new wireless link with the new detected AP. 
The procedures required to establish wireless links are referred to as link layer or layer 2 mo-
bility and are implemented in the first layer of the TCP/IP reference model. Notice that alt-
hough these procedures are implemented in the first layer of the TCP/IP reference model and 
                                                          
1 Delay refers to the time required to forward a data packet from a certain source to a certain destination. 
2 Jitter defines the variation of data packets delay at the destination. 
3 Reliability expresses how applications can tolerate packet loss. 
4 Bandwidth represents the data transmission capability of a network. 
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the TCP/IP reference model does not have a layer named data link layer, they are referred to 
in the literature as link layer or layer 2 mobility procedures. The name comes from the 
ISO/OSI reference model, since both the physical and data link layer are combined to form 
the first layer of the TCP/IP reference model. 
Mobility procedures are performed below the second layer of the TCP/IP reference model if 
the new and old APs are located in the same subnet. If this is not the case and, instead, a 
change in the subnet occurs, a higher layer mobility scheme is required to enable the MN to 
be reachable again from elsewhere in the Internet. This scheme can be implemented either in 
the Internet layer1, transport layer or application layer. It is also possible that multiple layers 
cooperate to support mobility, i.e. hybrid layer mobility.  
Supporting mobility functions in the network layer (i.e. Internet layer) aims at the transparen-
cy to higher layer protocols, e.g. Transmission Control Protocol (TCP) [Pos81a] and the User 
Datagram Protocol (UDP) [Pos80], etc. Transparency means that the protocols of the higher 
layer should not notice the mobility of MNs. Thus, no updates are required to these protocols. 
Changing the infrastructure to achieve such transparency is, however, permitted. Well-known 
examples include Mobile IP version 4 (MIPv4) [Per02] and version 6 (MIPv6) [JPA04], Mo-
bile IP Fast Authentication protocol version 4 (MIFAv4) [Dia10], Mobile IP Regional Regis-
tration (MIPRR) [FJP07], Cellular IP (CIP) [Val99] and Handoff-aware Wireless Access In-
ternet Infrastructure (HAWAII) [RLT00], etc. Network layer mobility management tech-
niques play a major role in this dissertation. Therefore, these techniques will be described in 
greater detail in this chapter. 
The major benefit obtained from implementing mobility management functions in the 
transport layer is the achievement of end-to-end mobility management without changing the 
infrastructure. The basic idea is to allow end-hosts to take care of mobility. More concrete, 
TCP and/or UDP should be updated to support mobility. Examples include the Radial Recep-
tion Control Protocol (R2CP) [HKZ03], the Mobile Multimedia Streaming Protocol (MMSP) 
[MYO03], Freeze-TCP [Sch03], TCP Redirection (TCP-R) [FYT97], etc.  
In the gateway-based mobility management protocols, the connection between the MN and 
the CN is split into two connections by means of a gateway. The first connection is between 
the CN and the gateway, while the second is between this gateway and the MN. In such a 
way, the updates required due to movements of MNs are restricted to the connection between 
the MN and the gateway. Examples include Indirect TCP (I-TCP) [BBa95], Mobile TCP (M-
TCP) [HAg97], etc. 
Application layer mobility follows different principles than those followed by the transport 
and network layer mobility. The main motivation is also to provide mobility support without 
changing the infrastructure. The basic idea is to utilize the IP telephony infrastructure and 
extend it to fulfill mobility requirements. Application layer mobility extends, in principle, the 
Session Initiation Protocol (SIP) [HSS99], [SRo99], which allows users to establish sessions 
containing multiple media streams between each other. The extension associates each perma-
nent user identifier with a temporary IP address or host name, see [SWe00].  Well-known 
example is the Hierarchical Mobile Session Initiation Protocol (HMSIP) protocol [VPK03], 
[VPK03a]. 
Notice that all principles and approaches presented above are single layer-based. It is, howev-
er, known that each layer contributes either positively or negatively to mobility support. So, it 
makes sense to let more than one layer contribute to support mobility efficiently through the 
development of multi-layer mobility management approaches. The basic idea is to enable 
                                                          
1 The solutions implemented in this layer are referred to in the literature mostly as network layer or layer 3 mobility man-
agement solutions, see [Dia10]. 
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cross-layer signaling interaction, so that more than one layer can interact to support mobility. 
Examples of cross-layer architectures are presented in [WAb03] and [WMa03]. A more de-
tailed description of the above presented approaches and principles can be found in [Dia10]: 
2.2 Network Layer Mobility Management 
As mentioned in section  2.1, network layer mobility management aims at the transparency to 
higher layer protocols and allows, for the benefit of this purpose, some updates to network 
topologies. The approaches supporting mobility in the network (i.e. Internet) layer are catego-
rized into terminal- and network-based solutions based on whether MNs are involved in mo-
bility activities or not, see [Dia10]. 
Terminal-based mobility management solutions say that MNs must contribute to allow for 
further provision of their services while moving. In other words, they must support mobility 
and, thus, must install specific software if mobility is desired.  
On the contrary to terminal-based mobility management, the basic principle of network-based 
mobility management is the excluding of MNs from mobility management procedures. Ac-
cess networks must execute all mobility procedures on behalf of MNs, which, therefore, do 
not require mobility support. As a result, all nodes with legacy IP stacks can be mobile. 
The solutions belonging to both terminal- and network-based categories are broadly classified 
into macro and micro mobility management solutions based on whether handoffs are pro-
cessed globally or locally. In the following only an insight into the approaches necessary to 
follow the next chapters of the dissertation will be provided. For more details regarding mo-
bility management issues, the reader is referred to [Dia10]. 
2.2.1 Mobile IP 
As stated in [DMA04], MIP is a well-known standard developed by the Internet Engineering 
Task Force (IETF) [IETF] to enable the MNs supporting the TCP/IP reference model to be 
mobile. It comes in two versions, namely MIPv4 and MIPv6. 
Network topology: MIPv4 introduces two new entities to the network, namely a Home Agent 
(HA) and a Foreign Agent (FA). The HA is a router located in the MN’s home network and is 
responsible for authenticating, authorizing and serving the MN inside the home network as 
well as forwarding the data packets to the MN when residing outside of the home network. 
The FA is a router controlling the subnet currently being visited by the MN. MIPv6 has a sim-
ilar network topology. However, no FAs are required since normal IPv6 Access Routers 
(ARs) are sufficient. Figure  2.1 shows an example network topology of MIP. Notice that the 
communication partner of the MN is called a Corresponding Node (CN). 




Figure  2.1: An example network operating MIP 
Basic idea: the basic idea of MIP is to assign each MN two IP addresses. The first is perma-
nent and called Home Address (HoA), while the second is temporal and referred to as Care of 
Address (CoA). The HoA is the address of the MN in its home network and acts as a unique 
identifier of the MN. On the contrary, the CoA is an address representing the current point of 
attachment. The CoA is registered with the HA, so that the HA always knows where to find 
the MN. When a CN wants to communicate with a MN, it transmits data packets to the MN’s 
HoA. These data packets pass the HA based on the standard IP routing. The HA in turns in-
tercepts, encapsulates and forwards the packets to the CoA. Changing the CoA always neces-
sitates a re-registration with the HA.  
Operation overview of MIPv4: each FA advertises its properties by means of a periodic 
Agent Advertisement (Agnt_Adv) messages. As the MN moves outside of the range of its 
current AP, it must first establish a new wireless link with a new, adequate AP. After or even 
during the establishment of this link, the MN must check whether it is still in the same subnet 
or not. This is normally done advertisement-based. The basic idea is pretty simple and says 
that the receipt of Agnt_Adv messages from a new FA means that the MN has moved to a 
new subnet.  
Once the MN detects that it has changed its subnet and is assigned a new CoA, it notifies it’s 
HA of the newly acquired CoA. For this purpose, the MN transmits a Registration Request 
(Reg_Rqst) message to the HA, which authenticates and authorizes the MN. Following this, 
the HA replies a Registration Reply (Reg_Rply) message to the MN. Following a successful 
registration with the HA, the MN will be available again. The handoff procedure of MIPv4 is 









Figure  2.2:  MIPv4 handoff procedure 
Operation overview of MIPv6: in general, MIPv6 functions similar to MIPv4. After the MN 
receives a Router Advertisement (RA) message from a new AR, it configures a new CoA and 
notifies the HA and the CN of the newly acquired CoA. This is done by exchanging Binding 
Update (BU) and Binding Acknowledgement (BA) messages with both the HA and the CN, 
see Figure  2.3. 
 
Figure  2.3: MIPv6 handoff procedure 
As a CN wants to communicate with a MN, it first looks for a valid mobility binding for this 
MN. If no valid binding is found, the CN transmits data packets towards the MN’s HoA. The 
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HA intercepts the packets and tunnels them to the MN’s current CoA. On the contrary, if the 
CN has found a valid mobility binding, it transmits the packets directly to the CoA.  
Pros and cons: the main advantage of MIP is the allowance of the nodes that implement the 
TCP/IP reference model to be mobile. This protocol is, however, not capable of providing 
seamless handoffs. Keep in mind that the HA, and possibly the CN as well, must be notified 
of each change in the point of attachment. Clearly, this produces a considerable latency and 
signaling, as well, especially if the HA is far away. Therefore, MIP is stated to be suitable for 
supporting global mobility. A further drawback of MIP is the triangular routing, since data 
packets forwarded to the MN are routed in most cases to the HA. Triangular routing can be 
seen clearly when MIPv4 is used. For MIPv6, this problem exists, as well. However, as the 
route optimization is part of the specification of MIPv6, triangular routing is less critical than 
by MIPv4. Notice that the triangular routing implies tunneling of data packets, which also 
causes more overhead. In addition to the long handoff latency, considerable signaling and 
triangular routing, MIPv4 suffers from the ingress filtering problem. Keep in mind that the 
MN uses its HoA for the uplink traffic. Clearly, this IP address will be detected as a topologi-
cally-incorrect IP address and will be dropped, if the FA operates an ingress filter. The ingress 
filtering problem does not appear when using MIPv6 due to the use of the configured CoA as 
a source address for uplink traffic. 
2.2.2 Regional Registration for MIPv4 (MIPRR) 
Network topology: MIPRR [FJP07] extends the principles of MIP and deploys a hierarchical 
network topology containing two or more hierarchy levels. A Gateway Foreign Agent (GFA) 
forms the top hierarchy level and controls the whole domain. The FAs providing IP connec-
tivity form the undermost hierarchy level. Nodes supporting mobility and located in the ac-
cess domain between FAs and the GFA form one or more hierarchy level(s) between the FAs 
and the GFA. These nodes are named Regional Foreign Agents (RFAs).  
Basic idea: each MN is assigned two CoAs additional to the HoA. The first CoA is registered 
with the HA when the MN moves into a new domain. This CoA is called a Global CoA 
(GCoA) and is normally the address of the GFA. Notice that the GCoA does not change as 
long as the MN moves inside the same domain. The second CoA is termed Local CoA 
(LCoA) and determines the current point of attachment inside the domain. The LCoA is 
changed each time the MN changes the point of attachment and is updated at the GFA or pos-
sibly a RFA.  
Operation overview: the operation of the protocol is relatively simple and can be summa-
rized as follows: as the MN is switched on or moves into a new domain, it registers the GCoA 
with the HA employing MIPv4, as Figure  2.4 shows. The registration process is termed inter-
domain mobility management. 




Figure  2.4: Inter-domain mobility management employing MIPRR 
Tracking of movements inside the domain is handled locally without notifying the HA. This 
is done by exchanging a regional Reg_Rqst and a regional Reg_Rply message with the cross-
over node, which can be either a RFA or the GFA. This kind of movement is called intra-
domain mobility management, see Figure  2.5 (the crossover node assumed to be a RFA).  
  
Figure  2.5: Intra-domain mobility management employing MIPRR 
As mentioned while discussion of MIP, when a CN wants to communicate with a MN, it 
transmits data packets to the HoA of the MN. These packets bypass the HA based on the 
standard IP-routing. The HA in turn intercepts and tunnels the packets towards the CoA of the 
MN. Notice that the CoA is the address of the GFA when employing MIPRR. Assuming that 
there exist only one hierarchy level of RFAs between the GFA and FAs, tunneled packets will 
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re-tunnels the packets towards the FA whose serves the MN currently resides inside its 
range.The FA de-tunnels the packets and forwards them to the MN. Notice that the MN re-
ceives the packets as they originate from the CN.  
Pros and cons: MIPRR handles movements of MNs locally as long as MNs remain in the 
same domain. Of course, this reduces the handoff latency, number of lost packets, etc. as 
compared to MIP. That MIPRR requires a hierarchical network topology can be seen as a 
drawback since this prohibits employing MIPRR in existing topologies where such a hierar-
chy does not exist. Moreover, the construction of the required hierarchy implies the introduc-
tion of new intermediate nodes to handle the mobility locally. A main drawback of MIPRR is 
the single point of failure, since any crash or error in the GFA strongly degrades performance 
and may prohibit offering the mobility service. The security is not considered in the protocol. 
There should be mechanisms to secure the control messages exchanged between the HA and 
the GFA as well as between the MN and the GFA/RFAs. 
2.2.3 Mobile IP Fast Authentication Protocol 
So as to avoid the problems of MIP and achieve seamless handoffs, MIFA has been devel-
oped. This protocol enables fast resuming of communication without waiting for the registra-
tion with the HA, and possibly the CN, to be completed [DMA04]. 
Network topology: the network topology deployed when using MIFA is the same as used by 
MIP.  
Basic idea: MIFA uses a simple idea saying that movements of MNs from any subnet are 
normally limited to a small set of neighboring subnets. In other words, each subnet can con-
struct a group of candidate subnets, to which the MNs currently served by the subnet may 
move. These groups are termed Layer 3-Frequent Handoff Regions (L3-FHRs). Thus,  
providing neighbor subnets in advance with knowledge of the possible incoming MNs aids in 
accelerating the network layer handoff. More concrete, the authentication and authorization of 
MNs is delegated to these subnets, so that MNs must only contact the server controlling the 
new subnet to resume their communication following the handoff.  
Operation in IPv4 overview: MIFA can be operated in two modes, namely reactive and pre-
dictive mode. The predictive mode realizes the make-before-break principle and is possible 
for MNs that are capable of receiving signals from more than one AP at the same time. The 
reactive mode is based on the break-before-make principle. It is possible for the MNs capable 
of listening to only one AP at the same time. The predictive mode is the default operation 
mode. If the predictive mode could not be operated, the reactive mode is fired. 
The operation of MIFA can be briefly described as follows: when the MN is powered on, it 
establishes a wireless link first and then waits for an Agnt_Adv message. The Agnt_Adv mes-
sage follows the specification of MIP. One bit from the reserved bits in the message (termed 
as MI flag) is utilized as a flag indicating the support of the MIFA protocol.  
After the MN receives an Agnt_Adv message with the MI bit set, it first checks whether the 
message has been issued by the HA or a FA. Let us suppose that the MN is located in the 
range of a foreign subnet. The MN proceeds with the initial registration procedure, which is 
done using MIP. This procedure implies exchanging Reg_Rqst and Reg_Rply messages with 
the HA. During the initial registration procedure, two Security Associations (SAs) are gener-
ated. One is used to secure the control messages exchanged between the HA and the current 
FA (the key is 𝐾1𝐹𝐴,𝐻𝐴), while the other is between the MN and the current FA (the key 
is 𝐾1𝑀𝑁,𝐹𝐴). How the keys are generated and distributed is described in detail in [Dia10]. In 
addition to these both SAs, a third SA ( 𝐾2𝑀𝑁,𝐹𝐴), along with two random variables (𝑅1′  and 




′ ), are generated and distributed to the MN.  𝐾2𝑀𝑁,𝐹𝐴 will be used to secure the control 
messages that will be exchanged between the MN and the next new FA, with which the MN 
will associate after the next movement.  It should be noticed that in most cases the new FA 
will be a member of the L3-FHR of the current FA. Figure  2.6 shows the initial registration 
procedure described above. 
 
Figure  2.6: MIFA initial registration procedure 
Following the initial registration procedure, the current FA executes the initial authentica-
tion exchange procedure to obtain the data required to authenticate and authorize the MN 
during the next registration with the subsequent new FA. The procedure is executed as fol-
lows: first a SA (the key is 𝐾2𝐹𝐴,𝐻𝐴) is generated. This SA will be used to secure the control 
messages that will be exchanged between the HA and the next new FA, which will host the 
MN after the next movement. The newly generated key and random variables (𝑅1′  and 𝑅2′ ) are 
transmitted to the HA by means of a Movement Probability Notification (M_P_Not) message. 
As the HA receives the M_P_Not message, it generates two authentication values, referred to 
as 𝐴𝑢𝑡ℎ1 and 𝐴𝑢𝑡ℎ2. The authentication values are calculated by applying a hash algorithm 
on the random variables and some additional information related to the MN. For more details 
about how these values are generated, the reader is referred to [Dia10]. 𝐴𝑢𝑡ℎ1 is what the MN 
has to send with the Reg_Rqst message during the next registration, while 𝐴𝑢𝑡ℎ2 is the value 
the HA has to generate and send with the Reg_Rply message. Figure  2.7 shows the initial 
authentication exchange procedure illustrated above. Notice that the initial registration and 
initial authentication exchange procedures are executed once (only after the MN is switched 











Figure  2.7: MIFAv4 initial authentication exchange procedure 
The normal operation of MIFAv4 in all handoffs following the initial registration and initial 
authentication exchange procedures implies executing two main procedures, namely the in-
formation distribution and handoff procedure. The information distribution procedure 
aims at notifying the neighbor FAs of the possible incoming MN. This procedure is simple 
and implies sending a M_P_Not message to each member of the current L3-FHR. The 
M_P_Not message contains all information neighbor FAs require to authenticate the MN. 
This information is termed MN-specific data. 
The handoff procedure in reactive mode is shown in Figure  2.8. After the MN moves out of 
the area of its serving FA and receives an Agnt_Adv message from a new FA, it transmits a 
Reg_Rqst message to this new FA. The Reg_Rqst message contains a MIFA authentication 
extension that includes the authentication value 𝐴𝑢𝑡ℎ1. Once the new FA receives and suc-
cessfully authenticates the Reg_Rqst, it compares the authentication value 𝐴𝑢𝑡ℎ1 sent from 
the MN with the value of 𝐴𝑢𝑡ℎ1 that the HA has previously calculated (notice that this value 
has been distributed as part of the MN-specific data). The MN is trusted by the HA, if the two 
authentication values match. 
 
Figure  2.8: MIFAv4 operation in reactive mode 
In order to inform the old FA, the new FA sends a Previous FA Notification (PFA_Not) mes-
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sage and then begins forwarding data packets to the new CoA. In addition to the notification 
of the old FA, a new SA (the key is 𝐾3𝑀𝑁,𝐹𝐴) as well as two new random variables (𝑅1′  and 
𝑅2
′ ) are generated. The new key will be used to secure the control messages that the MN will 
exchange with the subsequent new FA. The new variables (𝑅1′  and 𝑅2′ ) will be used to calcu-
late the authentication values during the next registration with the subsequent new FA. Fol-
lowing this, the new FA transmits a Reg_Rply message to the MN. This message contains 
𝐴𝑢𝑡ℎ2, the new random variables and the newly generated SA
1. As the MN receives the 
Reg_Rply message and successfully authenticates it, the MN declares the handoff to be suc-
cessfully completed.  
After the new FA sends a Reg_Rply message to the MN, a new SA (the key is  𝐾3𝐹𝐴,𝐻𝐴) is 
generated to be used for securing the control messages that the subsequent new FA will ex-
change with the HA. Following this, the new FA sends a HA Notification (HA_Not) message 
to the HA, see Figure  2.8. The message contains the newly generated SA and random varia-
bles. When the HA receives the HA_Not message and successfully authenticates it, the HA 
responds by transmitting a HA Acknowledgement (HA_Ack) message, containing the infor-
mation required to construct the MN-specific data, to the new FA. Moreover, the HA redirects 
the tunnel from the old FA to the new one. 
The last task the new FA must do is the distribution of MN-specific data to all members of its 
L3-FHR. For this purpose, the new FA executes the information distribution procedure dis-
cussed previously. 
The handoff procedure in predictive mode is shown in Figure  2.9. Once the MN notices that a 
handoff to a new subnet will occur in the near future, it fires a Layer 2-trigger (L2-trigger)2. 
The trigger prompts the MN to begin the layer 3 handoff in advance. For this purpose, the 
MN exchanges a Proxy Router Solicitation (Pr_Rt_Sol) message and a Proxy Router Adver-
tisement (Pr_Rt_Adv) message with the old FA. The Pr_Rt_Adv message provides infor-
mation about the new FA. Of course, the MN needs this information to proceed with the 
handoff. Following this, the MN constructs and sends a Reg_Rqst message to the new FA via 
the old one. As the old FA receives this message, it issues an Initial Acknowledgement 
(Int_Ack) message to the MN and forwards the Reg_Rqst further to the new FA.  
The new FA authenticates the Reg_Rqst and behaves similarly to when operating in the reac-
tive mode. Following a successful authentication and authorization of the MN, the new FA 
notifies the old FA by means of a Reg_Rply message. Moreover, the new FA generates two 
new random variables and a new SA to be used to secure the control messages that should be 
exchanged between the HA and the subsequent new FA. The new SA and random variables 
are transmitted to the HA with a HA_Not message. The HA in turn calculates the new authen-
tication values and sends them along with the information required to construct the MN-
specific data to the new FA with a HA_Ack message. Clearly, at this time the HA begins tun-
neling data packets destined for the MN to the new CoA. 
As the old FA detects a Layer 2-Link Down (L2-LD) trigger3, it forwards the MN’s data 
packets to the new FA, which buffers them until a Layer 2-Link Up (L2-LU) trigger4 is 
raised. The appearance of the L2-LU trigger prompts the new FA to send a Reg_Rply mes-
sage to the MN containing the new random variables, 𝐴𝑢𝑡ℎ2, as well as a newly generated 
key ( 𝐾3𝑀𝑁,𝐹𝐴)  to authenticate the messages that should be transmitted between the MN and 
                                                          
1 Notice that all SAs are transmitted encrypted (not as clear text), see [Dia10]. 
2 L2-trigger is used to predict handoffs prior to a break of the wireless link. 
3 L2-LD trigger provides notification that the old wireless link with the old FA has just been destroyed. 
4 L2-LU trigger indicates that the new wireless link with the new FA has just been constructed. 
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the subsequent new FA. Following the Reg_Rply, the MN resumes its communication on 
downlink as well as on uplink.  
The last task is the distribution of MN-specific data to the members of the L3-FHR of the new 
FA. This is done by the execution of the information distribution procedure. 
 
Figure  2.9: MIFAv4 operation in predictive mode 
Pros and cons: MIFA eliminates the most problems MIP suffers from. It achieves seamless 
handoffs without restricting the network topology or introducing new intermediate nodes be-
yond those currently known from MIP. Sure, this simplifies the employment of this protocol 
in existing IP-based networks, which is a great advantage. Triangular routing and ingress fil-
tering problems remain in MIFA unsolved. Considering security, this protocol does not add 
any new vulnerability. It is even more secure than other protocols, since authentication and 
authorization are required when exchanging any control message between any two nodes (i.e. 
a FA, the HA and the MN) in the network 
2.3 Conclusion 
This chapter has addressed the mobility management issues. The pros and cons of implement-
ing mobility procedures in the different layers of the TCP/IP reference model have been dis-
cussed as well. Because network layer mobility management plays a major role in this disser-
tation, this chapter provided an insight into the main principles and approaches of network 
layer mobility. From the investigation of network layer mobility, one notices that substantial 
effort has been made to support fast and seamless handoffs. However, QoS was not a key is-
sue in existing approaches for mobility management. Although supporting fast as well as 
seamless handoffs is essential to provide QoS guarantees, it is not enough, since issues such 
as the check of the availability of required resources in the new subnet, reservation of these 
resources, etc. should be considered as well, which is not the case in existing mobility man-
agement solutions. 






















Chapter 3: Quality of Service in Mobile Communication 
Networks  
 
As mentioned in the  Chapter 1, “all-IP” is a seminal future of mobile communication net-
works. These networks aim at offering ubiquitous access to information as well as use of ser-
vices anytime, anywhere and anyhow. They follow the pattern “everything over IP, IP over 
everything” and aim at providing a wide range of services beyond voice communication, e.g. 
e-banking, video conferencing, AtHome Desktop, etc. We also mentioned in  Chapter 1 that 
the provision of QoS in such networks is one of the essential challenges that we will address 
in this dissertation. 
This chapter provides an insight into the challenge mentioned above and is structured as fol-
lows: section  3.1 addresses the question: What is QoS? This section provides a definition of 
QoS and describes the different types and attributes. We then review the basic mechanisms of 
QoS in section  3.2. Section  3.3 discusses QoS in IP-based networks and describes known 
mechanisms and protocols for QoS in detail.  
3.1 What Is QoS?  
3.1.1 Definition of QoS 
Different organizations use different definitions of QoS, for example: 
• ISO 8402 defines the word quality as “the totality of characteristics of an entity that 
bear on its ability to satisfy stated and implied needs” [ISO 8402]. 
• The word quality is defined by ISO 9000 as “the degree to which a set of inherent 
characteristics fulfills requirements” [ISO 9000]. 
• ITU-T (Recommendation E.800 [ITU-TE.800]) and ETSI [ETSI- ETR003] define 
QoS as: “the collective effect of service performance which determines the degree of 
satisfaction of a user of the service”. 
• IETF defines QoS as “the ability to segment traffic or differentiate between traffic 
types in order for the network to treat certain traffic flows differently from others. QoS 
encompasses the service categorization and the overall performance of the network for 
each category.” [ETSI-TR102].  
One may notice that all definitions reflect similar meanings of QoS. From the network point 
of view, QoS is defined as the ability of a network element (e.g. a network node, an applica-
tion, etc.) to have level(s) of assurance that the traffic handled by this element as well as the 
service(s) requirements offered by the element can be satisfied.  
The meanings of QoS change based on many factors, e.g. the application the user runs, the 
conditions under which the application is being used, etc. Furthermore, QoS meanings range 
from the perception of service users to a set of parameters necessary to assure particular quali-
ty [Mar07]. 
Three types of QoS are identified in [Har01], namely intrinsic, perceived and assessed QoS. 
Under the Intrinsic QoS (I-QoS) indicates the quality assurance that the network itself directly 
provides. I-QoS is typically described by means of objective parameters such as packet loss, 
throughput, delay, etc. Under Perceived QoS (P-QoS) one understands the quality perceived 
by users. P-QoS reflects how satisfied users are with the service. P-QoS is measured by the 
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“average opinion” of users. Assessed QoS (A-QoS) expresses the intention of a user to con-
tinue using a specific service, see [Mar07] and [Har01]. The three types of QoS mentioned 
heavily relate to each other. If very good objective performance is provided by the network 
(e.g. low delay, low packet loss, etc.), users will appreciate this and, thus, continue using the 
services of this network. In other words, if I-QoS is high, P-QoS will be high, as well. This 
may lead to an improvement in A-QoS. Keep in mind that users may not perceive an object 
performance increase or decrease as an I-QoS variation. The study of the relation between 
QoS types is certainly a topic of great importance and gains, therefore, great attention. Note 
that telecommunication companies invest great economic efforts in designing and implement-
ing newly developed schemes, protocols, etc. They expect, therefore, great acceptance by us-
ers. If, for example, a specific algorithm produces performance improvement of 30 % con-
cerning a certain performance metric (e.g. 30 % lower delay, lower packet loss, etc.), this will 
appear as a positive result from the I-QoS point of view. However, it is very important to in-
vestigate whether users will appreciate this improvement or not.  
A-QoS relates to the P-QoS and, of course, implicitly to the I-QoS. Again, this relation is not 
straightforward since A-QoS is affected by factors other than users’ perception, e.g. market-
ing and commercial aspects. For instance, users may accept degradation in service quality if 
the service is offered for free, see [Mar07]. 
At the moment, QoS is offered in terms of I-QoS Service Level Specification (SLS), which is 
“a set of parameters and their values which together define the service offered to traffic” 
[Gro02]. The SLS is a part of the Service Level Agreement (SLA) between a service provider 
and a service user. The SLA is a contract signed from both the service provider and the user. 
This contract describes the policies applied to provide certain SLS for that user, see [Mar07]. 
3.1.2 QoS Metrics  
Most important metrics concerning IP-based networks include IP packet transfer delay, IP 
packet delay variation (also known as jitter), IP packet loss ratio, IP packet error ratio and 
bandwidth [ITU-T-Y.1541], [ITU-T-Y.1540]. The following provides a more detailed de-
scription of these metrics. 
IP packet transfer delay: the IP packet transfer delay represents the delay required for a 
packet to be sent from a sender via a network to a receiver. This delay includes the processing 
delays the packet experiences within the routers on the path from the sender to the receiver as 
well as the transmission delays across the links on this path. Applications typically set an up-
per bound for this delay (termed as play-out time) and consider each packet experiencing a 
transfer delay exceeding this upper bound as lost. The IP packet transfer delay is termed IP 
packet end-to-end delay, as well. 
IP packet delay variation (jitter): the IP packet delay variation is the variation in the end-to-
end delays that IP packets experience at a receiver. Jitter is introduced by queue delays within 
routers that process various traffic passing through shared resources. Jitter heavily affects re-
al-time applications such as voice, video, etc. High levels of jitter are not acceptable by such 
applications. 
IP packet loss ratio: the IP packet loss ratio is the ratio of packets that get lost during an ac-
tive session to those that are sent from a sender. This metric occurs in: 
• wireless connections due to interferences, weather changes, handoffs between cells, 
etc. and 
• routers (congestion points) due to the limited buffering capacities.  
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The IP packet loss ratio is critical since it highly affects applications that use TCP.   
IP packet error ratio: the IP packet error ratio is the ratio of packets experiencing errors to 
those sent on the path from a sender to a receiver during an active session. This metric is also 
critical since it results in possible data loss, retransmissions, etc.   
Bandwidth: the bandwidth of a network link is the maximum transmission rate that can be 
maintained between the two end-points of the link. In this way, the bandwidth maintained for 
traffic on a path from a sender to a receiver is restricted based on many factors such as the 
physical infrastructure specifications of the path, the type of traffic, number of other flows 
sharing the resources on this path, etc. The higher the bandwidth the application can obtain, 
the higher the throughput of the application. 
Of course some applications may require other QoS metrics, such as the skew1. Moreover, 
each application requires a different combination of some/all metrics discussed above and 
possibly additional metrics, as well, in order to maintain the required QoS. For instance, video 
streaming requires low IP packet end-to-end delay, low jitter and high bandwidth. Such an 
application, however, tolerates some loss of IP packets and is not heavily interrupted when it 
receives some packets containing errors. 
3.1.3 QoS Guarantees 
Based on [Hoa03] and [Fer90], QoS guarantees can be either deterministic or statistical guar-
antees. Deterministic QoS guarantees are provided as hard bounds on performance metrics, 
e.g. a specific value for the jitter, end-to-end delay, loss ratio, etc. These guarantees have the 
form 𝑣𝑎𝑟 ≤ 𝑏𝑜𝑢𝑛𝑑 where var is a performance metric that has an upper bound and bound is 
user-specified.  
On the contrary to deterministic QoS, statistical guarantees place no hard bounds on perfor-
mance metrics. Instead, they provide a probability that this bound will be satisfied. These 
guarantees have the form 𝑝𝑟𝑜𝑏(𝑣𝑎𝑟 ≤ 𝑏𝑜𝑢𝑛𝑑) ≥ 𝑃 where P is the lower bound of the proba-
bility that the performance metric var will be satisfied. 
3.1.4 Concatenation of QoS Guarantees 
Meeting QoS guarantees is fundamentally an end-to-end issue – that is, from application to 
application. In the context of interconnected communication networks, end-to-end QoS is not 
easy to realize and will certainly be composed of a combination of edge-to-edge QoS guaran-
tees from individual networks. It is, however, essential that edge-to-edge QoS guarantees are 
hidden from applications and thus provide an end-to-end QoS guarantees from the applica-
tions’ point of view, see Figure  3.1 and [Hoa03].  Note that each edge-to-edge QoS guarantee 
should be able to provide the required end-to-end QoS parameters (e.g. delay, jitter, band-
width, etc.) regardless of the mechanisms applied to realize the edge-to-edge QoS, more de-
tails will be provided in section  3.3.2.1.  
                                                          
1 Skew expresses the difference between the delays packets belonging to different media encounter, e.g. voice and video 
within a video conference service. The larger the skew, the less the voice and the video within the videoconference are syn-
chronized (users experience poor dubbing) [Mar07]. 
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3.1.5 Relative and Absolute QoS 
The services that a network offers are normally classified into several service categories, 
which are treated individually [FHu98]. Relative QoS relates to this differential handling. The 
network provides a kind of guarantee that the traffic of a higher class will receive in most cas-
es better handling than all lower classes. At any network situation, not worse handling than all 
lower classes is guaranteed [Hoa03]. The definition of absolute QoS is done by means of 
quantitative performance metrics. Examples are statements like “no packet loss”, “end-to-end 
delay of lower than 150 msec”, etc., see [Hoa03]. 
3.1.6 QoS Specification 
Based on the layered model known from communication systems, a QoS layered model was 
developed, as well [CCH94], [Hoa03], see Figure  3.2. As the figure shows, one distinguishes 
four layers, namely: user level, application level, system level and network level QoS. User 
level QoS relates to the QoS users notice and perceive. Application level QoS is determined 
by parameters of the application level, e.g. resolution, frame rate, etc. System level QoS re-
lates to operating system parameters. Finally, network level QoS is captured by network pa-
rameters, e.g. throughput, packet loss, error rate, etc. 
 
Figure  3.1:  Concatenation of QoS guarantees 
ReceiverSender
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As described in [Hoa03] and [ACH96], QoS specification is primarily user- rather than sys-
tem-oriented. Therefore, QoS specification focuses on capturing user or application level QoS 
requirements and management policies, and mapping them, after that, into different layers.  
A wider view of QoS specification that focuses not only on the user and/or application level 
QoS is presented in [HLa97]. The authors define this QoS specification as a triple of a service 
descriptor, a traffic descriptor and a QoS profile. The QoS profile is used to determine the 
attributes of the application, the regulation of traffic and the guaranteed QoS. [ACH96] pro-
vides an even more detailed view and illustrates that QoS specification encompasses a flow 
synchronization specification, a flow performance specification, a level of service, QoS man-
agement policies and a cost of service. The flow synchronization specification determines the 
degree of synchronization between multiple related flows [LGh90], e.g. audio and video 
flows in a video conference. The flow performance specification specifies performance met-
rics of the user’s flow [Par92] in a quantitative way, e.g. jitter, loss rates, etc. On the contrary 
to the flow performance specification, the level of service determines performance metrics in 
a qualitative way. This allows for a distinction between hard1, firm2 and soft3  performance 
guarantees [Ami07]. In other words, the level of service captures the degree of certainty that 
the QoS requirements requested will actually be honored. The QoS management policies 
specify the QoS adaptation degree as well as scaling actions to be carried out when the con-
tracted QoS is violated [CCH95]. For instance, the play-out time of a specific video stream 
may be adapted in response to variations in the end-to-end delay so that the distortion of the 
video presented remains perceptually minimal. The service cost captures the price the user is 
willing to incur for the level of service he required. For sure, the cost of service plays major 
role. The user may accept QoS deterioration if the service he uses is offered for free. On the 
contrary, the user will not accept any QoS distortion if his service is financially expensive.  
                                                          
1 Hard real-time system: defines a hard limit (deadline) that cannot be missed - otherwise a negative effect is imparted on the 
system.  
2 In contrast to hard real-time system, the deadline from a firm real-time system may be missed. If this occurs, a zero value is 
imparted on the system.  
3 Similar to the firm real-time system. However, if this deadline is missed, the value imparted on the system after the deadline 
decreases monotonically to zero.  
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3.2 QoS Mechanisms 
QoS mechanisms are selected based on the defined QoS specification, the resources available 
and the resource management policies applied. One distinguishes between two categories of 
QoS mechanisms, namely static and dynamic QoS mechanisms [ACH96]. Static QoS mecha-
nisms are termed QoS provision mechanisms, they deal with end-to-end QoS negotiation 
phases. Dynamic QoS mechanisms are known also as QoS control and management mecha-
nisms, they relate to media-transfer phases. The reason behind the distinction between QoS 
control and management mechanisms is the different timescale they operate on. QoS control 
mechanisms operate on a faster timescale than QoS management mechanisms. Concerning 
QoS provision mechanisms, we distinguish between five components, namely service specifi-
cation, QoS mapping, admission testing, QoS negotiation and resource reservation protocols. 
The service specification component captures the QoS requirements related to call setup or 
participation time [Hoa03]. The QoS mapping component describes how QoS requirements 
have to be translated between various levels (i.e. application level, system level, etc.). The 
admission testing component, also known as admission control, describes the functions that 
decide whether a new request can be accommodated or not. The QoS negotiation component 
determines the way in which all communication parties reach an agreed specification of QoS 
[ACH96].  Resource reservation protocols are responsible for the allocation of resources ac-
cording to the QoS specification the user requested.  
With respect to QoS control mechanisms, one also distinguishes five fundamental compo-
nents, which are flow shaping, flow scheduling, flow policing, flow control and flow syn-
chronization [ACH96].  The flow shaping component regulates flows depending on either 
user or network supplied performance specifications. The regulation is achieved, for instance, 
by regulating a fixed throughput or statistical performance metrics (e.g. sustainable rate, 
burstiness, etc.). The flow scheduling component controls the forwarding of flows within 
schedulers. The flow policing component observes whether the QoS contracted between a 
user and a provider is being maintained. Flow policing is essential in cases where administra-
tive and/or charging boundaries are being crossed. The flow control component determines 
how to deal with the resources allocated. It is normally implemented either using open- or 
closed-loop schemes, [ACH96], [Jac93] and [Jai95]. Finally, the flow synchronization com-
ponent controls the ordering of events and the precise timing of multimedia interactions. 
It is commonly agreed upon that just committing resources and providing real-time control 
are often not sufficient to maintain an agreed QoS level. There is a need for additional QoS 
management mechanisms to ensure that the contracted QoS is sustained. QoS management 
is, in principle, similar to QoS control from a functionally point of view. However, it operates 
on a slower timescale [PSt95]. QoS management mechanisms include QoS monitoring, 
maintenance, adaptation and degradation. QoS monitoring techniques are applied to trace on-
going QoS levels. Of course, the more often the QoS monitoring techniques are executed, the 
more overhead is produced and the more accurate the monitoring is. The time, over which a 
certain parameter is monitored, is selected based on QoS management policies that may be 
specified in cooperation with the user, e.g. using certain QoS signaling mechanisms. The QoS 
maintenance has the function of sustaining QoS. This is achieved by comparing the monitored 
to the expected QoS and making decisions based on the results of the comparison, e.g. tuning 
operations to maintain the QoS provided. The QoS adaptation determines how applications 
adapt to fluctuations in the end-to-end QoS, see [PSt95] and [FSV97]. The QoS degradation 
signals the user that the QoS level he requested can no longer be sustained. In response, the 
user decides how to proceed, e.g. accept the available QoS level, adapt to the QoS level of-
fered, etc. see [ACH96]. 
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3.3 QoS in IP-based Networks  
As often mentioned in this work, the Internet is continually expanding and providing many 
types of services with various resource demands. It is well-known that the current Internet 
architecture was designed to provide best-effort services. The necessity to satisfy the ever 
increasing demands for QoS guarantees has motivated companies, engineers and researches to 
develop new approaches capable of providing different levels of QoS. Therefore, it is helpful 
to provide an insight into the approaches designed to enhance IP-based networks, especially 
the Internet, with QoS capabilities. 
3.3.1 Integrated Services Architecture 
The Integrated Services architecture (IntServ) [BCS94] aims at providing real-time applica-
tions with QoS guarantees. It is well known that the Internet, as originally designed, offers no 
QoS guarantees. Of course, before real-time applications are widely in use, the Internet archi-
tecture should be extended to provide real-time QoS. Moreover, the extension should support 
unicast and multicast applications. Extending the Internet to realize these goals is the purpose 
of the IntServ architecture. 
IntServ is a per-flow QoS model. Each flow is a packet stream that requires a specific QoS 
level and is identified by the 5-tuple “IP source address, IP destination address, protocol, 
TCP/UDP source port and TCP/UDP destination port”. The routers implementing IntServ 
should support appropriate QoS for each flow. The functions that IntServ-enabled routers 
support to create such different QoS include traffic control and resource reservation. Traffic 
control, in turn, is implemented by three components, namely a packet scheduler, packet clas-
sifier and an admission control. 
Resource reservation is carried out by a specific protocol. This protocol is necessary to create 
and maintain flow-specific states in end-hosts as well as in each router along the path between 
the end-hosts. Note that invoking states in routers is a fundamental change to the Internet ar-
chitecture, since the Internet was designed based on the concept that says: routers should be 
kept simple and all flow-related states should be placed in end systems [Cla88]. This concept 
is one of the main points that led to the robustness and tremendous success of the Internet. 
Thus, to create states in routers while preserving the robustness of the Internet, the states are 
created “soft” and deleted if not explicitly refreshed. The standard resource reservation proto-
col that IntServ architecture employs is the Resource reSerVation Protocol (RSVP), see 
[BCS94] and [BZB97]. 
Figure  3.3 displays the structure of an IP router that implements the IntServ architecture. As 
the figure shows, the router implements two main functional parts, namely a forwarding and a 
backbone part.  




Figure  3.3:  Structure of an IP router with IntServ support [BCS94] 
The forwarding part handles each packet passing through the system. Therefore, it involves a 
hardware assist containing three main components, namely an input driver, an Internet for-
warder and an output driver. The Internet forwarder forwards the packets based on their IP 
headers. This component implements a classifier to classify incoming packets and forward 
them accordingly to the adequate output driver which, in practice, implements a packet 
scheduler. 
The backbone part is recommended to be implemented as software. It creates data structures 
required to control the forwarding part. The routing agent implements a specific routing pro-
tocol (e.g. IP) and constructs a database to assist in making routing decisions. The reservation 
setup agent implements a protocol to reserve resources. If the admission control mechanism 
decides to accommodate a new request, the required changes to the classifier as well as packet 
scheduler database are done. The management agent is used to manage the work of the router 
as a whole. It should be able to modify the entries of the classifier as well as packet scheduler 
databases and to create new admission control policies. 
The structure of a host that supports the IntServ architecture is similar with the addition of 
applications. Rather than forwarding packets, the packets originate from applications and ter-
minate in applications.  
Based on the IntServ model, there are two service types, namely guaranteed [SPG97] and 
controlled-load services [Wro97a]. The guaranteed service guarantees that packets will arrive 
at their destinations within a certain delay bound and will not be discarded within queues. It is 
assumed, however, that the traffic of the user remains within its specified parameters. This 
service is intended for applications requiring a firm end-to-end delay bound, e.g. video and 
voice applications. The controlled-load service is intended for a wide range of applications 
such as file download, adaptive real-time applications, etc. These applications tolerate a cer-
tain amount of packet loss and delay and have been shown to work well in non- or low-loaded 
networks. However, they quickly degrade with increasing loads. The basic idea of controlled-
load service is to make the end-to-end behavior, applications operating between certain 
sources and destinations experience, tightly approximates the behavior visible to applications 
when exchanging best-effort traffic in low-loaded networks. Note that the controlled-load 
service does not use specific parameters preferred and provided by end-users, e.g. the required 
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service closely equivalent to what the user sees in case it exchanges best-effort traffic under 
low load situations. 
3.3.1.1 Resource ReSerVation Protocol (RSVP) 
The Resource reSerVation Protocol (RSVP) [BZB97], [BEB95] is a setup protocol designed 
to be used by the IntServ architecture for resource reservation within the Internet. The purpose 
of RSVP is the creation of flow-specific states in routers and hosts and thus the allocation of 
resources on these elements. RSVP was designed to deliver a robust, scalable, flexible and 
heterogeneous resource reservation setup for both unicast and multicast applications. This led 
to a number of basic features as [BEB95] mentioned, namely: 
• Support of point-to-point, point-to-multipoint as well as multipoint-to-multipoint 
communication models. 
• Employment of receiver-initiated reservation procedures to enable scaling well for a 
large number of receivers. This strategy works especially well in multicast scenarios, 
in which reservations for separate receivers are merged in crossover nodes residing in 
the multicast tree root, see Figure  3.4.  
 
Figure  3.4:  Receiver-initiated reservation for unicast and multicast scenarios 
• Management of soft states to achieve robustness and simplicity as well as guarantee 
that reserved resources will be released under all circumstances. Soft states time out if 
not periodically refreshed.  
• Separation of reservations from routing since RSVP is a pure reservation setup proto-
col. The routing protocol decides how control messages should be routed towards the 
destination. RSVP solely creates the states on this path.  
Operation of RSVP for unicast applications: the operation of RSVP for such applications is 
relatively simple and can be described as follows: when a sender would like to reserve re-
sources for an application, it transmits a PATH message towards the receiver. The PATH 
message contains objects describing the QoS parameters required. These objects are summa-
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• A sender template (SENDER_TEMPLATE) object: defines the format of data packets 
that the sender will generate and has the form of a filter specification (FIL-
TER_SPEC), which could be used to select the packets of the sender from others in 
the same session or link. 
• A sender traffic specification (SENDER_TSPEC) object: specifies the characteristics 
of the data flow that the sender will generate.  
• A previous hop (PHOP) object: contains the previous hop address, which is the ad-
dress of the interface in the previous hop, through which the PATH message was sent. 
• The session object: is contained in every RSVP control message. It contains the IP 
destination address, IP protocol ID and generalized destination port. 
• An optional advertisement specification (ADSPEC) object: carries the advertising One 
Pass With Advertising (OPWA1) information for the flow. 
• TIME_VALUES object: contains the value of the refresh period applied to refresh the 
resources reserved. 
Each router residing on the path between communicating peers that is capable of satisfying 
the request creates a state, termed path state, for the sender and the specific flow. As men-
tioned earlier, the states are stored soft and refreshed periodically as long as the resources are 
required. Each state is primarily defined by the SENDER_TEMPLATE and the SESSION 
object. Of course, all other objects present in the PATH message are stored in the state, as 
well.  
Once the receiver receives a PATH message, it responds by sending a reservation request 
(RESV message) upstream to the sender. The RESV message follows the exact path that the 
concerned PATH message followed. Each RESV message contains mainly the following ob-
jects: 
• The session object: contains, as mentioned earlier, the IP destination address, the IP 
protocol ID and a generalized destination port. 
• The TIME_VALUES object: contains, as cited above, the value of the refresh period 
applied to refresh the reserved resources. 
• The STYLE object: determines the reservation style and any style-specific information 
that does not exist in the FLOWSPEC or FILTER_SPEC objects. 
• The FLOW SPECification (FLOWSPEC) object: defines the desired QoS. 
• The FILTER SPECification (FILTER_SPEC) object: defines the subset of session da-
ta packets that should be handled according to the QoS specification specified in the 
FLOWSPEC object. 
Each router or end-host reserves the required resources once it receives a RESV message for 
the flow, for which a PATH message has been previously received. Moreover, the RESV 
message creates and maintains states, termed reservation states, in each node along the path 
from the receiver to the sender including the sender itself. The operation of RSVP for unicast 
applications is illustrated in Figure  3.5.  
                                                          
1 As stated in [BZB97], the basic reservation model for RSVP is termed “one pass”. This model implies that the receiver 
transmits a reservation requests to the sender. Each router on this path makes an independent decision regarding the re-
quests, i.e. accept or reject. Using this model, the receiver cannot determine what the end-to-end service will look like. 
Therefore, an enhancement to this model (the OPWA model) was proposed in which RSVP control messages (PATHs) are 
sent downstream to the receiver in order to gather information to help predict end-to-end behavior. 





Figure  3.5:  Operation of RSVP for unicast applications 
Operation of RSVP for muticast applications: the operation of RSVP for such applications 
is, in principle, similar to the operation for unicast applications. It is well known that a mul-
ticast tree is constructed from a sender to a group of receivers. The sender sends first a PATH 
message to the receivers. Each node belonging to the multicast tree and having more than one 
node, participating in the multicast tree beneath it, duplicates the PATH message and for-
wards them further. As mentioned above, each PATH message creates and maintains a path 
state. Once a receiver receives a PATH message, it responds by sending a RESV message 
towards the sender. The RESV message causes resources to be reserved and reservation states 
to be created as well as maintained. It is important to note that RESV messages originating 
from different branches of a multicast tree for the same sender must be merged in crossover 
nodes as these messages travel upstream. Other operation aspects are similar to those dis-
cussed for unicast applications. 
3.3.1.2 Pros and Cons 
As is apparent from the discussion above, the IntServ architecture works on the basis of a per-
flow or per-customer QoS model and therefore delivers high QoS guarantees. The wide varie-
ty of applications and services that the proposed architecture can serve is a main advantage. 
The soft state principle mentioned is a main advantage, as well, since it ensures that resources 
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will always be released if not in use. The soft state principle can, however, be seen as a disad-
vantage, namely in terms of signaling overhead. That is, renewing these states requires a peri-
odical exchange of PATH and RESV messages.  
When a network provider would like to support the IntServ architecture, he must update all 
routers in his domain. Of course, this complicates the employment of this architecture. More-
over, as the network grows, the IntServ architecture begins to suffer since all nodes on the 
paths between senders and receivers should support the IntServ model.    
3.3.2 Differentiated Services Architecture  
Differentiated Services (DiffServ) Architecture [BBC98] is proposed to provide a scalable 
and flexible QoS model for the Internet. The DiffServ architecture depends on the following 
two basic principles, see Figure  3.6. 
• The computational complexity should be shifted to the routers residing on the do-
main’s boundaries, called edge or boundary routers. Other routers located inside the 
domain remain simple and are termed core or interior routers.  
• QoS is provided based on a per-traffic class model rather than per-traffic flow or per-
customer model. This implies that traffic of various users is handled in the same man-
ner if belonging to the same class. Of course, this reduces the overhead1 and conse-
quently improves the scalability as compared to the IntServ architecture.  
 
Figure  3.6:  Basic principles of DiffServ architecture 
As shown in Figure  3.6, edge routers interconnect the DiffServ domain with other DiffServ or 
non-DiffServ domains. All traffic is routed into/from the domain through these routers, which 
should be able to classify incoming traffic into a small number of classes, as Figure  3.7 
shows. Moreover, tasks such as admission control and traffic conditioning are also imple-
mented in edge routers. The main task of edge routers, however, is the prediction of the Per-
Hob Behavior (PHB), which is defined in [BBC98] as “a description of the externally observ-
able forwarding behavior of a DiffServ node applied to a particular DiffServ behavior aggre-
                                                          
1 Note that smaller number of states should be stored as compared to the IntServ architecture. Thus, the overhead resulting 
from the storage, maintenance and release of the states is also reduced. 
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gate”. This simply refers to the prediction of how a traffic flow mapped to a certain traffic 
class will be handled by other DiffServ nodes residing inside the DiffServ domain. 
 
Figure  3.7:  Operation of an edge router  
The classification of traffic is done using two primary types of classifiers, namely Behavior 
Aggregate (BehAgg) and Multi-Field (MF) classifiers. The BehAgg classifier classifies in-
coming packets based on the Differentiated Services Codepoint (DSCP) values of the IP 
header, which is used to choose the PHB. However, the MF classifier classifies packets de-
pending on other fields such as source address, destination address, source port, destination 
port, protocol ID, etc. Sure, the MF classifier is more complex than the BehAgg classifier. 
As cited above, the prediction of PHBs is a major task within the DiffServ domain. Failed 
predictions result primarily in undesirable effects, e.g. QoS deterioration, inaccurate resource 
allocation, etc. The DiffServ working group [IETFDiff] divides the PHBs into three types, 
namely Expedited Forwarding (EF) [DCB02], Assured Forwarding (AF) [HBW99] and best-
effort. The EF PHB is designed to support low delay, low loss and low jitter services by guar-
anteeing that EF packets are served at or above a certain configured rate independent of the 
intensity of other non-EF traffic attempting to transit the node. The AF PHB is intended to 
provide different levels of forwarding assurance for IP packets. It defines four AF classes - 
each is allotted a certain amount of resources. Each IP packet within an AF class is assigned 
one of three possible drop precedence probabilities. The lower the drop precedence probabil-
ity that the packet has, the higher the importance of the packet is. Best-effort PHB is the de-
fault behavior of the Internet traffic. This PHB does not support any performance guarantee 
nor does it define a QoS level. 
3.3.2.1 Enhancements to the DiffServ Architecture 
Resource Management in DiffServ (RMD): as mentioned above, the DiffServ architecture 
was mainly developed to avoid the scalability and complexity problems the IntServ architec-
ture suffers from. This is done by providing services on an aggregated rather than per-flow 
basis and pushing as many per-flow states as possible to network edges. The proposed 
DiffServ architecture, however, does not provide any means to enable nodes outside the do-
main to dynamically reserve resources or receive indications of resources availability inside 
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SLAs [Gro02] statically define what the accepted traffic parameters a certain user generates 
are. 
The concept of Resource Management in DiffServ (RMD) was introduced to enable the dy-
namic reservation of resources inside DiffServ domains [WSK02], [MPS01] and [CTS02]. 
RMD mainly describes the following: 
• Mapping of individual resource reservation requests into PHBs at ingress nodes. 
• Hop-per-hop admission control based on the PHBs that the domain has. Interior nodes 
admit resources employing one of two possible operation modes: a measurement-
based mode (also termed stateless mode) and a reservation-based mode (also referred 
to as reduced state mode1). Sure, the hop-per-hop admission control negatively affects 
the scalability of RMD since interior nodes have to do other tasks than just forward-
ing.  
• A method to forward original reservation requests across the domain up to border 
nodes and even beyond. 
• A Congestion control algorithm to notify border nodes of congestions inside the do-
main due to sudden failures (e.g. link error and rerouting of data as a result). This al-
gorithm should be capable of terminating an appropriate number of flows to dynami-
cally handle congestions. 
The two main tasks of RMD are admission and congestion control. As mentioned above, the 
admission control is done using either measurement- or reservation-based mode. The meas-
urement-based algorithm continuously measures traffic levels and available resources in inte-
rior nodes. The algorithm can, therefore, predict whether a new request can be accepted or 
not. The reservation-based algorithm reserves resources for PHBs that are currently handled 
by interior nodes. In this context, ingress nodes aggregate individual flows into PHBs and 
dynamically signal the change in the resources required for each PHB being handled. Of 
course, the reservation-based algorithm is used in cases where hard bounds on the resources 
are necessary, while the measurement-based algorithm is used for services that are capable of 
tolerating changes in the number of resources available. 
The congestion control algorithm is based on probing. Interior nodes set thresholds for the 
traffic of PHBs. Border nodes transmit special packets for probing across the domain. Interior 
nodes re-mark the DSCP field of probing packets when pre-defined thresholds of PHBs are 
exceeded. Moreover, exceeding a pre-defined threshold of a certain PHB results in re-marking 
all packets of the PHB, as well. In this way, border nodes can admit new flows requesting 
resources. 
IntServ over DiffServ: to benefit the advantages of both IntServ and DiffServ architectures, 
the authors in [BFY98] propose combining and interoperating between IntServ and DiffServ. 
The basic scenario is to deploy the IntServ end-to-end architecture across a network contain-
ing one or more DiffServ regions, see Figure  3.8. IntServ-aware nodes classify data packets 
on per-flow basis based on their IP addresses and port numbers. DiffServ-capable nodes sup-
port admission control and classify data packets into a limited number of aggregated classes 
of flows depending on the DSCP values present in IP headers. 
                                                          
1 Reduced state mode differs from the stateful mode in terms of the kind of states stored. In other words, the reduced state 
mode stores states that do not contain as much information as the states maintained by the stateful mode. 




Figure  3.8: Basic scenario of IntServ over DiffServ architecture 
As the sender would like to allocate resources, it transmits a PATH message containing ade-
quate RSVP objects. The PATH message travels through the network towards the receiver 
and is processed in each RSVP-aware node that the message passes through. As the PATH 
message crosses an ingress node of the DiffServ domain, the message is forwarded transpar-
ently1 across the DiffServ domain. It is worth mentioning that both ingress and egress nodes 
are IntServ-aware nodes, as well. In our example, the ingress node will maintain a state for 
the PATH message. When the message leaves the DiffServ domain, it will be handled again 
by RSVP-aware nodes until the message reaches the receiver, which responds by sending a 
RESV message. 
The RESV message returns back on the same path towards the sender and transits the 
DiffServ domain transparently, as well. The RESV message results in reserving resources 
only in all RSVP-aware nodes within non-DiffServ domains. The sender begins sending data 
after receiving the RESV message. Data packets use the resources reserved in non-DiffServ 
domains. However, as they reach the ingress node, they are assigned an adequate DSCP val-
ue. Data packets are forwarded according to the assigned PHB until they leave the DiffServ 
domain. The benefits of the proposal can be summarized as follows: 
• The scalability problem of IntServ is solved, because IntServ parameters can be trans-
lated into DiffServ codepoints and vice versa. In this way, the network scales better. 
However, this involves more intensive processing in edge nodes (i.e. more complex 
ingress and egress nodes) and slight extra processing in the core network (mainly to 
forward PATH and RESV messages transparently). 
• The performance of the DiffServ architecture is enhanced due to the use of RSVP as a 
mechanism to provide end-to-end reservations across networks.  
3.3.2.2 Pros and Cons 
As often mentioned, the DiffServ architecture offers QoS on the basis of per-class traffic ra-
ther than per-flow or per-customer QoS model. This principle reduces the complexity2. How-
ever, it does not offer as strong QoS guarantees as that the IntServ architecture provides.  
                                                          
1 This means that the PATH message will not be handled as a control message nor assigned to a certain class. 
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The key issue in the DiffServ architecture is the prediction of the PHB(s) since PHB(s) de-
termine(s) whether new requests will be accepted and specifie(s) how incoming traffic will be 
handled in interior nodes. An accurate prediction is the key to a successful employment of this 
architecture. This implies that border routers must have an accurate view of the domain and 
the resources currently available. The later also includes traffic that border routers are current-
ly handling as well as the amount of traffic they possibly expect in the near future. Means of 
providing such capabilities are not discussed in detail in the DiffServ architecture and are a 
complex issue. 
Let us now discuss the deployment of DiffServ domains. When a network provider would like 
to employ the DiffServ architecture, he must update all routers in his domain. Sure, this com-
plicates the employment of this architecture. Note that network providers may update edge 
routers only. Sure, the prediction of PHBs in this case is more difficult and less accurate than 
when updating all routers in the network. However, QoS guarantees remains manageable. 
Note also that the support of new traffic classes and the management of the domain are sim-
pler than in other architectures. 
3.3.3 Multiprotocol Label Switching (MPLS) Architecture  
MPLS [RVC01] is an architecture developed to provide a fast switching and routing of traffic 
flows throughout the network. MPLS is a 2.5 layer protocol when considering the TCP/IP 
reference model. Note that the MPLS architecture is independent of the protocols of both lay-
er 2 and 3. 
MPLS does not specify a new QoS architecture. Rather, it utilizes the principles the DiffServ 
architecture defined, see section  3.3.2. A main feature of MPLS is the Traffic Engineering 
(TE) capabilities [AMA99] it provides. TE aims at the optimization of the use of network 
resources in an intelligent way, thus, improving network performance as a whole. The follow-
ing overviews the basics of MPLS and provides an insight into its work with the DiffServ as 
well as its TE capabilities. 
3.3.3.1 Basics of MPLS  
As known, as a packet of a connectionless network layer protocol (e.g. IP) traverses network 
routers, routing decisions are done in each router independently. Of course, the information 
included in routing headers is considerably more than that required to select the next hop. 
Choosing the next hop can, thus, be considered as a composition of two tasks, the first assigns 
each packet into a Forwarding Equivalence Class (FEC) and the second maps the selected 
FEC to a next hop. MPLS addresses that in existing network layer protocols, the assignment 
of packets to FECs is done each time a packet enters a router. Therefore, it proposes that this 
assignment is done just once as the packet enters the network. The specific FEC is encoded as 
a short fixed length value (20 bits long) termed “label” used to select the next hop. In subse-
quent hops, no assignment to a FEC is done anymore. Rather, the packet is sent to next hop 
after replacing the old label with the new one. Note that each router may have its own labels, 
which necessitates the change of the label while forwarding the packet, see Figure  3.11, 
which shows an example scenario with MPLS deployment. The figure also illustrates the 
basic principles of MPLS. As the figure shows, the path packets belonging to a specific FEC 
take is referred to as a Label Switched Path (LSP). 




Figure  3.9: An example scenario with MPLS architecture 
The operation of MPLS is pretty simple and depicted in the figure. The network layer routing 
protocol assumed in the example scenario is IP. Once an IP packet enters an MPLS domain, 
the specific Label Switching Router (LSR)1 assigns it a label (label 50 in the example) based 
on the label-FEC bindings2. This LSR is called an ingress LSR. Following that, the packet is 
forwarded to the next hop. Note that the next hop is determined based on the label. The next 
LSR swaps the old label with a new one (label 20 in the example) and forwards the packet to 
the next LSR and so on. Once the packet traverses outside of the MPLS domain, the label is 
deleted and the IP packet is forwarded based on the standard IP protocol. 
As we mentioned above, the paths packets take are termed LSPs. The paths are controlled 
either independently or in an ordered manner, see [RVC01]. Independent LSP control simply 
mimics the behavior of IP. This means: each LSR makes an independent decision to bind a 
certain label to a specific FEC. In ordered LSP control, a label is bound to a particular FEC in 
the ingress LSR3. This ensures that traffic of a particular FEC follows a specific path with a 
particular set of properties. 
So as to enable forwarding of packets based on labels, LSRs have to exchange information 
about how they assign labels to FECs (label-FEC bindings). Such information is exchanged 
by means of a specific label distribution protocol. In fact, some existing protocols have been 
extended to piggyback label-FEC bindings, see [RVC01]. New label distribution protocols are 
also developed, see [RVC01]. 
3.3.3.2 MPLS and the DiffServ Architecture  
As we noted, MPLS uses the principles of the DiffServ architecture. So, the functions imple-
mented in DiffServ ingress and egress nodes are implemented in ingress and egress LSRs, see 
Figure  3.11. Note that the same PHBs specified in the standard DiffServ architecture are fur-
ther used. 
                                                          
1 A router that supports the MPLS architecture. 
2 The rules that determine which labels are assigned to which FECs. 
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Figure  3.10: The DiffServ architecture over MPLS 
So as to support the DiffServ architecture over MPLS, LSRs must be capable of coping with 
the DSCP values of the DiffServ architecture, i.e. an adequate mapping between DSCPs and 
labels should be carried out. The problem here is that MPLS specifies only 8 different PHBs 
(3-bits for Experimental-bits field (EXP) of the MPLS header, see [RRT01]. This came origi-
nally from the 3-bits precedence in Type of Service field of the IP header, see [Pos81]). The 
DiffServ architecture can specify considerable more PHBs (64 possible DSCPs). To achieve 
such mapping, MPLS uses either an EXP-Inferred-PSC 1  LSP (E-LSP) or a Label-only-
Inferred-PSC LSP (L-LSP). E-LSP is used in situations where networks support up to 8 
PHBs. In such cases, the EXP field of the MPLS header is sufficient to express the PHB in-
side MPLS domains. Thus, the label tells the LSR where to forward the packet and the EXP 
determines the PHB. On the contrary to E-LSP, L-LSP is applied when the number of PHBs 
the specific domain offers exceeds 8. This implies that it is not possible to express the PHB by 
means of the EXP field. In such cases, the labels themselves are used to convey PHBs. Sure, 
some labels will be reserved for PHBs, while the others will be further used to determine the 
next hop. 
3.3.3.3 MPLS Traffic Engineering  
Traffic Engineering (TE) refers to the process responsible of selecting a particular path for a 
specific traffic, so that given constraints (bandwidth, delay, etc.) are not violated [Cisco92]. 
The goal is to optimize the utilization of network resources and achieve a reliable network 
operation. 
TE involves the following components [Cisco92]: 
• Information distribution: responsible of the distribution of information related to the 
network topology, constraints pertained to links (e.g. available resources), errors, etc. 
• Path selection algorithm: responsible of selecting the paths that obey the given con-
straints. 
• Route setup protocol: applied to signal the setup of LSPs. 
                                                          
1 PHB Scheduling Class (PSC) is a set of one or more PHB(s) applied to a behavior aggregate that belongs to a specific 
Ordered Aggregate (OA). For instance EF PHB is a PSC with a single PHB, namely the EF itself. 
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• Link admission control: used to decide which tunnel may have resources and ob a new 
request can be accommodated or not. 
• TE control: responsible of the establishment and maintenance of trunks1. 
The wide-employed route setup protocol is RSVP-TE [ABG01]. The protocol operates in a 
similar manner as the standard RSVP. The sender sends an RSVP-TE PATH message towards 
the receiver2. The PATH message creates and maintains soft sates. The message also con-
tains, as known, a set of objects. Important are the Explicit Route Object (ERO) and the Rec-
ord Route Object (RRO). The ERO identifies the route from the sender to receiver. The 
PATH message follows this route3. The RRO keeps track of the LSRs traversed by the PATH 
message. 
The receiver responds by sending an RSVP-TE message towards the sender. The RSVP-TE 
message follows the path the PATH message followed (stored in the RRO object). It is worth 
mentioning that the RSVP-TE message results in the distribution of labels for the LSPs be-
tween the sender and receiver. These labels are carried with the RESV message in an object 
named label object. The result is an LSP tunnel between the sender and receiver. All packets 
belonging to this tunnel are assigned the same label and handled the same within the LSP tun-
nel. 
3.3.3.4 Pros and Cons  
Because MPLS utilizes the principles of the DiffServ architecture, it inherits the pros and 
cons of this architecture, see section  3.3.2.2. Additional advantages of MPLS are obtained 
from the TE capabilities, which enable the establishment of LSP tunnels with given parame-
ters. This improves the QoS guarantees than can be provided. Sure, the main pros of MPLS is 
the fast forwarding of data packets due to the dependency on short labels rather than long 
headers (as by IP). Keep in mind, however, that this implies considerable signaling to distrib-
ute labels and operate TE capabilities. 
3.3.4 Next Steps In Signaling (NSIS) Framework 
The Next Steps In Signaling (NSIS) [HKL05] framework was developed by the IETF NSIS 
working group [IETFNSIS] and aims at the development of an extensible and generic signal-
ing framework to signal information concerning data flows along their paths in the network. 
NSIS assumes that the paths data flows take are determined independent of the signaling it-
self. The signaling problem in this context is similar to that encountered by RSVP. NSIS 
aims, however, at the generalization of the signaling problem with two intentions. The first 
states that NSIS framework components should be usable in different parts of the Internet and 
for different needs without requiring a complete end-to-end deployment. The second high-
lights that signaling, in principle, is intended for more purposes than just resource reservation, 
e.g. security, mobility, etc.  
Figure  3.11 shows an example scenario with NSIS deployment. The scenario shows a single 
data flow running between a sender and a receiver via three routers. The example shows that 
it is not necessary to implement NSIS Entities (NEs) in all network nodes. 
                                                          
1  Trunking is a concept applied to enable communications system to provide clients with network access by sharing a set of 
links, channels, etc. instead of providing them to each client individually [Tru12]. 
2 We assume that the sender and receiver are parts of the MPLS network and operate RSVP-TE. 
3 Note that this object is constructed based on the information distributed inside the network. This object maybe also changed 
by any LSR on the path. The change is done, of course, using certain administrative policies. 




Figure  3.11: An example scenario with NSIS deployment 
NSIS considers two basic signaling paradigms, namely a path-coupled and a path-decoupled 
paradigm. Signaling messages are routed in the path-coupled paradigm only via the NEs ex-
isting on the data path, see the figure above. Between NEs, the paths taken by signaling mes-
sages may differ from that taken by data. The path-decoupled paradigm does not require that 
signaling messages be routed only via NEs residing on the data path. NEs not residing on the 
data path, however, must be aware of the data path. 
One notices from the above description that the NSIS framework aims at flexibility. Thus, in 
order to achieve a modular and flexible solution for the NSIS requirements, the NSIS signal-
ing framework is divided into two layers:  
• a lower generic layer responsible for transporting signaling messages in the network 
independent of any signaling application and  
• an upper layer specific for signaling applications.  
The lower generic layer is referred to as the NSIS Transport Layer Protocol (NTLP), while 
the layer responsible for hosting signaling applications uses the term NSIS Signaling Layer 
Protocol (NSLP). Both layers are displayed in Figure  3.12. 
 





































• Routing of per-flow
signaling messages
• Discovery of the next
NSIS-aware node
• Transport of signaling
message
• Reusing of existing
transport and
security protocols
 3.3 QoS in IP-based Networks 
38 
 
Taking a deeper look at Figure  3.12, one notices that the NTLP layer is designed as a struc-
tured layer, as well. The design employs pre-existing security and transport protocols, e.g. 
TLS, UDP, TCP, IPSec, etc., under a common messaging sub-layer named General Internet 
Signaling Transport (GIST), see [SHa10]. GIST provides a common service for diverse sig-
naling applications to enable the transfer of signaling applications’ messages in both direc-
tions along the path of their flows. It is worth mentioning that the GIST sub-layer does not 
handle signaling applications’ states. Rather, it only manages its own states and configures the 
underlying security and transport protocols to ensure the transfer of signaling messages on 
behalf of signaling applications. More concrete, two main tasks should be solved by the 
GIST, as [SHa10] highlights, namely: 
• Routing: handles the transportation of signaling messages between adjacent NSIS-
aware nodes and, if necessary, establishes addressing and identity information about 
neighbor NSIS-aware nodes. 
• Transport: delivers signaling messages to the adjacent NSIS-aware node. 
The NSLP layer hosts diverse signaling applications, e.g. IntServ, QoS NSLP [MKM10]. The 
following provides an insight into well-known applications in this context.  
3.3.4.1 QoS NSLP  
QoS NSLP is a protocol developed for reserving resources along paths from senders to re-
ceivers. The functional design of QoS NSLP is basically similar to that of RSVP. The proto-
col creates, manages and maintains soft states in NSIS-aware nodes along data paths. QoS 
NSLP uses four control messages rather than two, as RSVP does. The messages are listed 
below: 
• QUERY message: used to discover available resources along a certain data path. 
• RESERVE message: creates, modifies, maintains or deletes reservation states stored in 
NSIS-aware nodes along a path of data. 
• RESPONSE message: an acknowledgement that indicates the receipt of either a RE-
SERVE or QUERY message. 
• NOTIFY message: the message notifies in case of errors. 
QoS NSLP is flexible since both sender-initiated and receiver-initiated scenarios are possible. 
Figure  3.13 shows an example network topology with QoS NSLP support. As the figure 
shows, QoS NSLP Entity (QNE) is an NSIS entity with QoS NSLP support. QoS NSLP Initi-
ator (QNI) stands for the first node in the sequence of QNEs that initiates and issues a reser-
vation request for a session (i.e. the first QNE that issues a RESERVE message). QoS NSLP 
Receiver (QNR) represents the last node in the sequence of QNEs that receives and handles a 
reservation request (i.e. the last QNE that consumes the RESERVE message) for a session. 




Figure  3.13: An example network topology with QoS NSLP support 
Sender-initiated reservation is shown in Figure  3.14. The QNI first constructs a RESERVE 
message with a QoS SPECification (QSPEC) object carried with it. This object characterizes 
the QoS required. The message is passed to the GIST, which transfers it to the next QNE. 
There, the message is delivered by the GIST to the QoS NSLP protocol, which handles it 
based on the QSPEC object included. Following that, the QoS NSLP protocol generates a new 
RESERVE message based on the one received and passes it to the GIST that transfers it to the 
next QNE. The same processing is done in further QNEs along the path up to the QNR, which 
consumes the incoming RESERVE message and does not forward it further. 
 
Figure  3.14:  Sender-initiated reservation employing QoS NSLP 
In the case the RESERVE message includes a Request Identification Information (RII) object, 
which indicates that a RESPONSE message should be returned to the QNI, the QNR con-
structs a RESPONSE message and passes it to the GIST, which transfers it back to the QNE 
that has sent the related RESERVE message. Notice that the resources are reserved along the 
path by means of the RESERVE message. In this way, the time required to build, refresh or 
update a session is RTT/2, where Round Trip Time (RTT) denotes the time to exchange a 
RESERVE and a RESPONSE message between the QNI and the QNR. 
The receiver-initiated reservation is displayed in Figure  3.15. The key issue here is that the 
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QUERY message to be transferred by the GIST to the receiver (the QNI). The message gath-
ers information about resources available along the path as well as the ability of concerned 
QNEs to satisfy the request. This information is carried within a QSPEC object. Notice that 
no RESPONSE message is sent by any QNE on the path to indicate the receipt of the QUERY 
message, as Figure  3.15 depicts.  
 
  
 Figure  3.15:  Receiver-initiated reservation employing QoS NSLP 
As the QNI processes the QUERY message, it constructs a RESERVE message, based on the 
QUERY message received and passes it to the GIST. The GIST then transfers the message 
back to the QNR using the same path taken by the QUERY message. The procedure is similar 
to that discussed for the sender-initiated reservation, as Figure  3.14 illustrates. 
The fact that receiver-initiated and sender-initiated reservations are possible is not the only 
feature that makes QoS NSLP eminently advanced. Additional features contribute to this as 
well - mentionable are the following: 
• Bidirectional reservations can be made either by binding two sender-initiated reserva-
tions or sender-initiated and receiver-initiated reservations.  
• Various QoS approaches are supported, e.g. IntServ, DiffServ, etc. The key idea is to 
construct and process the QSPEC object based on the QoS approach being applied. 
• QoS NSLP supports layered reservations, also termed layering. Layering simply 
means that a specific QNE, residing on the path signaling messages traverse, may con-
struct a new QSPEC object that encapsulates the original one if necessary to allow 
special handling for QoS inside parts of the network, as it will be illustrated in the ex-
ample below. Layered reservations are helpful in various scenarios. For instance, 
when certain parts of the network support one or more local QoS models, local 
transport characteristics (e.g. use of GIST unreliable transfer mode instead of the reli-
able one), local combination of several per-flow reservations into an aggregate reser-
vation, etc. An example is shown in Figure  3.16. The example shows a scenario that 
contains a local domain with a local QoS model that is different from that supported 
by other parts of the network. As the figure illustrates, when one of the QNEs residing 
on the local domain borders receives a RESERVE message from outside this local 
domain, the QNE (Ingress QNE) in question constructs a new local QSPEC object that 
encapsulates the end-to-end QSPEC object. Of course, the local QSPEC object is built 
based on the end-to-end QSPEC object. QNEs of the local domain handle then the lo-
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transferred outside the local domain, the local QSPEC object is replaced by the end-to-
end QSPEC object. 
 
Figure  3.16: An example for layered reservations 
• To enhance scalability, QoS NSLP supports reduced refreshes, which simply means 
that the RESERVE messages used to refresh existing reservations are abbreviated 
forms of those applied to reserve the resources. In other words, all unnecessary fields 
are excluded from the mentioned RESERVE messages. 
• To reduce signaling traffic traversing the network, QoS NSLP supports summary re-
freshes and summary tear messages. This simply means that a single control message 
is sent to refresh/tear down a group of sessions. 
• QoS NSLP supports session binding to express relations between sessions. Session 
binding reflects a unidirectional relation between various sessions. This is helpful in 
many applications such as video conferencing since a session for voice transmission 
and another for video are normally established. There is, of course, a dependency be-
tween both sessions. Mostly, when one is terminated, the other should be terminated, 
as well. 
• As highlighted above, there may be dependency between sessions. This implies that 
there could also be relation between control messages. QoS NSLP addresses this issue, 
as well. So as to reduce reservation states stored in QNEs and, as a result, reduce the 
processing load for signaling messages, diverse per flow reservations can be combined 
into one aggregate reservation.  
3.3.4.2 Enhancements to the NSIS Framework   
NSIS Resource Management in DiffServ (NSIS RMD) QoS model: the NSIS RMD 
[BWK10] was developed to provide a scalable and dynamic QoS Model (QoSM) within NSIS 
networks that contain DiffServ domains. The protocol model of NSIS RMD QoSM is shown 
in Figure  3.17. The figure shows an RMD-enabled DiffServ domain with QNE ingress and 
egress nodes. Internal nodes can be either QNE or NSIS unaware nodes, as the figure illus-
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trates. The QNI and QNR are not part of the RMD domain. Rather, they represent the initiator 
and receiver of QoS reservation requests. 
QNI, QNR and edge nodes of the RMD domain maintain QoS NSLP as well as NTLP states 
and are, therefore, stateful nodes. Interior NSIS-aware nodes are NTLP stateless and either 
QoS NSLP stateless or reduced state nodes1.  
 
Figure  3.17: Protocol model of NSIS RMD QoSM 
Figure  3.18 illustrates the way in which control messages are exchanged within NSIS RMD 
domains. The figure shows a sender-initiated scenario. Notice that due to the fact that the QoS 
models used within the RMD domain can be different from those applied outside the domain, 
the reduced states that interior nodes maintain can be updated independent of the states stored 
for end-to-end per-flow reservations. This is why one sees different RESERVE messages 
within the RMD domain (RESERVE and RESERVE` messages) in Figure  3.18. One type of 
RESERVE messages (RESERVE in the figure) is associated with end-to-end per-flow reser-
vation states, while the other type (RESERVE` in the figure) is associated with the reduced 
states stored within the RMD domain. 
 
Figure  3.18: Sender-initiated reservation with reduced state interior nodes 
A sender-initiated reservation is done as follows: first, a RESERVE message is created by the 
QNI and transmitted with an adequate QSPEC to the QNR. When the RESERVE message 
                                                          
1 Interior NSIS-aware nodes will be QoS NSLP stateless for the measurement-based admission control mechanism and QoS 
NSLP reduced state for the reservation-based admission control mechanism since interior nodes store reduced states for 
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arrives to an RMD ingress node, a local RMD QSPEC is constructed by the ingress node 
based on the original QSPEC carried by the original RESERVE message. The RMD QSPEC 
is transmitted with an intra-domain RESERVE message (RESERVE` in the figure) to the 
QNR. Of course, the intra-domain RESERVE message is also sent applying the GIST data-
gram signaling mechanism and results in the reservation of resources inside the RMD domain. 
Meanwhile, the original RESERVE message is also sent to the QNR but does not result is 
reserving resources. When the RESERVE` message reaches an egress node, a local RE-
SPONSE message (RESPONSE` in the figure) is transmitted back to the ingress node. More-
over, when the egress node receives the original RESERVE message, it forwards it towards 
the QNR. Notice that when the egress node receives a RESPONSE message, it forwards the 
message to the QNI, see Figure  3.18. 
Signaling IntServ controlled-load service with NSIS: as mentioned in section  3.3.1, the 
controlled-load service aims at realizing the concept stating: let the end-to-end behavior that 
is visible to applications running between two end-points tightly approximates the behavior 
that the applications observe when they exchange best-effort traffic in low-loaded networks. 
This type of service was mainly developed for the IntServ architecture, see section  3.3.1 for 
details. This section describes how the controlled-load service can also be signaled within the 
NSIS framework. That is, how RSVP control messages are mapped to QoS NSLP messages, 
in order to support the controlled-load service in networks supporting both protocols. 
QoS NSLP carries QoS-specific information in objects termed QSPEC, as mentioned in sec-
tion  3.3.4.1. There are many types of QSPEC objects, namely QoS-Desired, QoS-Available, 
QoS-Reserved and QoS-Minimum objects. Of course, only a subset of these objects is nor-
mally carried by a single control message. The QoS-Desired object contains the QoS parame-
ters that the application prefers. The QoS-Available object is used to describe the QoS param-
eters that can be offered to the application. The QoS-Reserved object describes the resources 
actually reserved. The QoS-Minimum object is normally included with the QoS-Desired ob-
ject, in order to signal that the resources specified in the QoS-Desired object can be degraded 
to the level specified in the QoS-Minimum object in case not enough resources are available. 
In order to support controlled-load service in NSIS networks, it is essential to translate the 
RSVP objects into the NSIS QSPEC objects presented above. It is also essential to map be-
tween RSVP control messages and QoS NSLP control messages. Based on [KFS12], the 
RSVP PATH message is mapped onto the QoS NSLP QUERY message, the QoS NSLP RE-
SERVE message is sent instead of the RSVP RESV message, while the RSVP RESVConf 
message is replaced by the QoS NSLP RESPONSE message. The objects included in the 
mentioned control messages are presented in Table  3-1. 
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QoS NSLP RESERVE 
QoS-Desired  
QoS-Available 
RSVP RESVConf  
QoS NSLP RESPONSE QoS-Reserved  
Table  3-1: The objects included in RSVP and QoS 
NSLP control messages 
An RSVP PATH message normally carries a SENDER_TSPEC and an optional ADSPEC 
object. The SENDER_TSPEC specifies the traffic that the sender will send, while the AD-
SPEC object carries the advertising OPWA information for the flow, as described in sec-
tion  3.3.1.1. The RESV message carries, in typical operation scenarios, the FLOWSPEC ob-
ject to the sender. This message results in reserving resources, as mentioned earlier. If a con-
firmation is required, the sender transmits a RESVConf message to the receiver to indicate 
that the end-to-end reservation has been established successfully.  
QoS NSLP carries objects with similar tasks to those carried by RSVP control messages. The 
QNI sends a QUERY message with a QoS-Desired, an optional QoS-Available and an op-
tional QoS-Minimum object. The QoS-Desired object specifies the resources desired by the 
sender, while the QoS-Available object reflects what is actually available. The QoS-Minimum 
indicates to which grade QoS is allowed to be degraded. The RESERVE message that the 
QNR issues to the QNI normally conveys the same objects that the QUERY message carried 
and results in reserving resources. As a confirmation, a RESPONSE message with a QoS-
Reserved object is sent back to the QNR. 
In brief, routers that support both RSVP and QoS NSLP and are border routers to either 
RSVP or NSIS sub-domains should translate between the control messages that we presented 
above so that controlled-load service is provided, see Figure  3.19. Note that the sender as well 
as receiver in the figure has support for RSVP only. The translation between RSVP and QoS 
NSLP control messages is done in the border routers of the QoS NSLP domain, as the figure 
shows.  




Figure  3.19: Provision of controlled-load service in networks containing IntServ/RSVP and 
QoS NSLP domains 
3.3.4.3 Pros and Cons 
After providing an overview of the NSIS framework, let us now discuss the related pros and 
cons. As mentioned earlier, NSIS presents a generic signaling framework to signal infor-
mation concerning data flows along their paths in the network. In other words, the NSIS 
framework supports a wide range of signaling applications that may have goals far beyond the 
reservation of resources, for security aspects for instance. Even for providing QoS guarantees, 
various QoS signaling applications with different QoS models including the IntServ and 
DiffServ architectures can be applied. This enables simple application of NSIS framework to 
new- and already-deployed networks. Furthermore, the architecture of NSIS is flexible and 
also extensible in terms of integration of new signaling applications and new NSIS-aware 
nodes. Moreover, the architecture of NSIS enables existing protocols such as TCP, UDP, 
TLS, etc. to be used. 
In contrast to IntServ and DiffServ architectures, the NSIS framework considers mobility by 
concept. The basic concept concerning mobility depends on assigning each new session a 
unique session identifier upon establishing the session. Note that the session may include var-
ious flows. After the MN moves to a new point of attachment, it begins establishing a new 
session. The new session is established using the same session identifier the MN had before 
the movement. Session flows identifiers, however, are assigned new. Sure, the establishment 
of the session implies exchanging signaling messages. As the signaling passes through an 
NSIS-aware node that has the same session identifier, this node maps the new flow identifiers 
to the old ones and replies to the MN directly. In this way, mobility is supported in a simple 
fashion. Of course, the focus in this context is on the avoidance of a full re-establishment of 
new sessions after movements rather than the support of fast and seamless mobility. 
Since QoS NSLP is developed for the NSIS framework, the advantages of this protocol are 
advantages of the NSIS framework as well, e.g. the support of sender-initiated, receiver-
initiated and bidirectional reservations, the support of layered reservations, support of reduced 
and summary refreshes, etc. 
ReceiverSender
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In addition to the wide range of advantages we mentioned, there are also many disadvantages 
of the NSIS framework. First, this framework is still under development. Therefore, there are 
many open issues under discussion, especially concerning its implementation. Although the 
architecture of NSIS offers scalability and extensibility, it suffers from complexity. As one 
can see, NSIS-aware nodes are more complex than IntServ- or DiffServ-enabled nodes. Fur-
thermore, there is no support for multicast yet. 
3.3.5 Qualitative Analysis 
This section summarizes the chapter by a qualitative comparison of the main four QoS archi-
tectures presented, namely IntServ, DiffServ, MPLS (with the DiffServ architecture and the 
TE capabilities) and NSIS, with respect to the  
• type of resource reservation, 
• scope of resource reservation, 
• initiation of resource reservation, 
• states stored in nodes, 
• transport protocols used, 
• scalability, 
• complexity, 
• QoS guarantees that can be provided, 
• support of mobility and 
• security 
is presented in Table  3-2.  The first 7 metrics are important from the service provider/network 
operator point of view. These metrics relate to questions like, how resources are reserved, 
which network nodes are allowed to initiate a new reservation, how reservation states are 
maintained, how complex is the architecture, does it scale, etc. the last three metrics are of 
interest from the user side. Notice that users care of the QoS guarantees they get. Further-
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Architecture IntServ DiffServ MPLS NSIS 
Type of resource 
reservation Per-flow Per-class (aggregated) 
Per-class (ag-
gregated) Both 
Scope of resource 
reservation 
End-to-end (assum-
ing that all nodes 
between the sender 
and receiver are 
IntServ-enabled) 
Edge-to-edge  (as-
suming that the 
sender and receiver 












source reservation Receiver-initiated 
Controlled by ingress 
routers 
• Controlled by 
ingress LSRs 
(when RSVP-








States stored in 
nodes Soft states (per flow) 
  No states (The stand-
ard architecture does 
not necessitate storing 
states. However, most 
implementations and 
some extensions to 
the standard architec-
ture require creating 
and maintaining states 
for classes handled) 
• No states 
(when RSVP-
TE not used) 
• Soft states 
(when RSVP-
TE is applied) 
• Soft states, NSIS 
can store full 
states (termed as 
stateful) 
• Reduced states 
• No state (termed 
as stateless) 
Transport of control 
messages UDP UDP UDP UDP/ TCP 
Scalability1 P G:VG G:VG VG 
Complexity Low Middle Middle High 
QoS guarantees that 
can be provided 
• Highest QoS 
guarantees (guaran-
teed services) 




• Relative high QoS 
guarantees (EF PHB)  
• Middle QoS guar-
antees (AF PHB) 
• Relative high 
QoS guarantees 
(EF PHB) 
• Middle QoS 
guarantees (AF 
PHB) 




Support of Mobility No No No Yes 




Table  3-2: Qualitative comparison of IntServ, DiffServ, MPLS  and NSIS 
In terms of the type of resource reservation, the IntServ architecture reserves resources for 
each flow, while DiffServ and MPLS aggregate flows into classes. The NSIS architecture 
                                                          
1 P: Poor, M: Middle, G: Good, VG: Very good. When this field contains, for example, M:G, this indicates a variation be-
tween middle and good. 
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may contain per-flow and/or per-class QoS models. This depends on the QoS application be-
ing implemented.  
With respect to the scope of resource reservation, the IntServ architecture aims at supporting 
end-to-end reservations. Notice that the sender and receiver should be IntServ-enabled nodes 
and all nodes in-between are aware of IntServ, as well. DiffServ and MPLS architecture sup-
port edge-to-edge reservations since resources are negotiated between ingress and egress rout-
ers/LSRs of the domain. NSIS, as mentioned above, is capable of supporting various scenari-
os. Thus, it can provide end-to-end, edge-to-edge and host-to-edge reservations. This depends 
on the QoS signaling application being operated. 
Let us now discuss how resource reservation procedures are initiated as well as which kinds 
of states are stored inside nodes when employing the three studied architectures. As described 
earlier, the IntServ architecture employs a receiver-initiated resource reservation protocol, 
namely RSVP, which stores soft states inside routers in addition to end-hosts. The NSIS ar-
chitecture is capable of supporting sender- and receiver-initiated resource reservation scenari-
os. The main protocol developed is QoS NSLP, which also maintains soft states. However, as 
NSIS is a framework capable of supporting diverse QoS signaling applications, various types 
of states can be maintained accordingly. Thus, NSIS supports stateful as well as reduced 
states. Moreover, NSIS-aware nodes may be stateless when no storing of states is necessary, 
as we mentioned while discussing the NSIS RMD. Reservation within DiffServ domains is 
done in a different manner since the reservation is controlled by ingress routers and achieved 
based on domain-wide polices. In the basic architecture, no states are maintained. However, 
in most implementations and enhancements, per-class states are necessary. Considering 
MPLS, reservations of LSPs are controlled by ingress LSRs when MPLS is applied within a 
DiffServ architecture. However, when RSVP-TE is used, LSPs are reserved based on a re-
ceiver-initiated basis. No states are stored when RSVP-TE not used, while soft sates are main-
tained in case RSVP-TE is applied. 
Considering the transport protocols used to transfer control messages, one notices that 
IntServ, DiffServ and MPLS use UDP, while NSIS is capable of utilizing both UDP and TCP. 
Regarding scalability and complexity, Table  3-2 shows that the IntServ architecture scales 
poorly. However, it is the least complex architecture among the three. DiffServ and MPLS 
scale better than IntServ but are also more complex. The best architecture in terms of scalabil-
ity is NSIS. It is, however, the most complex one compared to IntServ, DiffServ and MPLS.  
Let us now consider the QoS guarantees that the studied architectures are capable of provid-
ing. The IntServ architecture supports either guaranteed or controlled-load services. Guaran-
teed services provide the highest QoS guarantee, while controlled-load services attempt to 
enforce networks to behave as they do when carrying low loads, even when they are heavily 
loaded. In other words, these services provide low-high QoS guarantees. The DiffServ archi-
tecture provides, in general, medium QoS guarantees. It operates two PHBs, namely EF and 
AF. Both PHBs do not provide as hard guarantee as the guaranteed service, the IntServ archi-
tecture supports. They are, however, in most scenarios better than controlled-load services. 
MPLS is similar to the DiffServ architecture in terms of QoS guarantees. NSIS provides vari-
ous QoS guarantees varying from hard to loose ones based on the QoS signaling application 
supported.  
With respect to the support of mobility, the chapter showed that mobility is only supported by 
the NSIS architecture. Security is also considered when developing the NSIS architecture in 
the context of the possibility to utilize pre-existing security protocols, e.g. TLS. IntServ, 
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As mentioned in previous chapters, there should be solutions capable of simultaneously han-
dling mobility management and QoS to meet the requirements of future all-IP networks. The 
basic principle to do this is to couple the solutions for mobility management and QoS, so that 
handoffs are accomplished and in-parallel required resources reserved. To provide an insight 
into how such coupling can be achieved, this chapter reviews well-known techniques capable 
of coupling between mobility and QoS solutions. 
The rest of this chapter is organized as follows: section  4.1 discusses how does mobility of 
users affect QoS, while section  4.2 presents how mobility management techniques can be 
coupled with QoS mechanisms. Following that, well-known approaches accomplishing such a 
coupling are presented in section  4.3,  4.4 and  4.5. Section  4.6 provides a qualitative compari-
son between the reviewed approaches with respect to the tunneling problem, triangular rout-
ing problem, double reservation of resources during handoffs, passive reservation, dependen-
cy on layer 2 triggers, network topology, new nodes that should be introduced to the network, 
nodes that should be updated and security. Finally, section  4.7 concludes this chapter with the 
main results. 
4.1 How Does Mobility of Users Affect QoS? 
As we mentioned in section  3.1.1, the QoS focuses on users’ satisfaction. Thus, mobility will 
negatively impact QoS if services disruptions result due to the mobility of users. In the fol-
lowing, we will discuss how an example basic QoS mechanism (IntServ) will interwork with 
mobility protocols. The example applies RSVP as a resource reservation protocol, while the 
mobility protocol used for clarification is the basic protocol, MIP. Following that, some issues 
concerning the other studied QoS mechanisms will be mentioned. 
Let us first assume that the MN resides in the range of a FA and resources are reserved on the 
path from the CN to the FA serving the MN. Let us accept at this moment that resources are 
reserved on the whole path, although this is not really true. We will explain the reason later on 
in this section. When the MN moves to a new subnet served by a new FA, the MN loses the 
connection and stops receiving data packets. Note that data packets are further sent since the 
network is not notified of the new location yet. The MN will first establish a new wireless link 
with the new detected AP. Thereafter, it has to detect the change in the subnet, which in case 
of its occurrence prompts a configuration of a new CoA and then a new registration with the 
HA. The registration is done, of course, via MIP, see Figure  4.1 (a). 
After the HA gets notified of the new CoA, downlink data packets are sent to the new location 
of the MN. Transmitting uplink data packets, however, starts after the MN completes the MIP 
procedure. Note that neither downlink nor uplink data packets obtain QoS guarantees at this 
moment since no resources are reserved yet, this implies that they are sent as best-effort, see 
the figure. Of course, other impacts appear as well. For instance, MIP uses triangular routing 
paths which contribute without intention to increase the end-to-end delay and, as known, 
packets delivered with delays exceeding a play-out time are considered lost. Sure, best-effort 
packets are a subject to such delays, while packets handled with QoS guarantees rarely see 
such situations. 





Figure  4.1: Interwork between RSVP and MIP 
The exchange of data as best-effort remains until the resource reservation lifetime is about to 
expire. After that, RSVP comes into play. Note that RSVP does not note that the path has 
been changed, it only refreshes the reservations. Assuming the uplink session first, the refresh 
procedure is done, as already known, by sending a PATH message to the CN, which responds 
by a RESV message. Note that the PATH message is routed via the standard IP, while RESV 
message traverses the HA. This presents a serious problem since the RESV message has to 
follow the same path the concerning PATH message followed. The solution for such problem 
is the use of a reverse tunnel, which forces both PATH and RESV messages to be exchanged 
via the HA. Exchanging RSVP control messages on a triangular route means, however, that 
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the RESV message will, in practice, be tunneled to the new location of the MN, where it is 
de-tunneled and forwarded to its destination. So all routers on the path between the HA and 
the FA serving the MN will not recognize the RESV message and, as a result, will not reserve 
resources. Similar behavior is seen by the downlink RSVP session. The problem mentioned is 
known as tunneling problem. Keep in mind that we have assumed above that the resources are 
reserved on the whole path and noted that this is not true. The reason is the tunneling problem 
we already discussed. After the resource reservation procedure (or more accurate the refresh 
procedure) is accomplished, data packets obtain the contracted QoS guarantees. Note, howev-
er, that data packets are sent via the tunnel from the HA to the current subnet without QoS 
guarantees. 
The figure also shows that resources are double reserved on parts of the path between the CN 
and the MN. More concrete, they are double reserved between the HA and the CN, see 
Figure  4.1 (b). Note that the figure shows doubled resources on other parts of the path. This is 
only because the semantic of RSVP is end-to-end. In practice there is no resources reserved 
between the HA and the FA that serves the MN. Although the resources reserved on the old 
path will be released after timeout, they are blocked for other users before they are released. 
This is, for sure, a serious problem. 
Let us now summarize the issues discussed in this section: 
1. Due to the movement, the MN loses the connection with the old FA. This implies that 
the MN loses its data. 
2. Receipt of data (as best-effort) starts after the MN completes the handoff procedure.  
3. Receipt of data as best-effort remains until RSVP notes that it has to refresh the reser-
vation. 
4. After the resources are reserved on the new path, QoS guarantees are retained (only on 
parts of the path). 
5. Main problems noticed include the tunneling problem and double resource reservation. 
Note that to minimize the number of dropped packets, handoff latency must be minimized. To 
accelerate the retaining of QoS guarantees, RSVP must be notified directly after the handoff 
is declared to be completed or even before. Furthermore, other work around is necessary to 
handle the tunneling and double resource reservation problems. 
Similar problems arise when using DiffServ or NSIS frameworks instead of the IntServ archi-
tecture. The differences are in the applied QoS provision mechanisms that may differ. In addi-
tion, the double resource reservation problem disappears when employing NSIS because it 
notices that the reservation is for the same flow.  
All in all, mobility must be managed while keeping QoS in mind. So, to enable proper inter-
action between mobility management protocols and QoS mechanisms, they should be coupled 
with each other. How such coupling can be achieved is handled in the next section. 
4.2 How Can Mobility and QoS Techniques be Coupled? 
There are three basic strategies to couple mobility management solutions and QoS mecha-
nisms, see [GRu05] and [MLM02]. The first strategy attempts to integrate the solutions for 
both QoS and mobility in a single protocol. Mostly, new extensions to solutions of mobility 
management are implemented so that QoS can be handled or vice versa. The approaches that 
follow this strategy are referred to as hard-coupled solutions1. These approaches are stated to 
perform very well and be efficient as both tasks, mobility and QoS, are considered in their 
                                                          
1 Hard-coupled solutions are referred to sometimes in the literature as closely-coupled solutions [MLM02], tight-coupling 
solutions and integrated solutions [MIND02]. 
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design, see [GRu05]. This, however, makes them complex1 and less applicable to current as 
well as future networks, since they require many changes in network nodes and even topolo-
gies, see [Man03] and [LVM01]. Well-known examples are the Wireless Lightweight Reser-
vation Protocol (WLRP) [Par03] and mobile extensions to RSVP [AAg97]. 
Other researchers argue that solutions for mobility management and QoS should be kept sepa-
rate. However, the operation of one affects the operation of the other. Thus, these solutions 
are termed loose-coupled solutions and do not perform as well and nor are they as efficient as 
compared to hard-coupled solutions. Keep in mind that because both QoS and mobility are 
handled separately, the signaling resulting is more than when handling them in one protocol 
as hard-coupling solutions do, see [MLM02]. They are, however, less complex and more ap-
plicable to current and future networks. Most existing approaches for the coupling between 
mobility management and QoS follow this strategy. Well-known examples are Mobile RSVP 
(MRSVP) [TBB01], Hierarchical Mobile RSVP (HMRSVP) [TLL03], Localized RSVP 
(LRSVP) [MRa03], NSIS with Advanced reservations [LKL08] and NSIS-based semi-
proactive resource reservation [TMT08]. 
The third strategy represents a compromise between the both strategies mentioned above. The 
basic idea is to keep the solutions for mobility management and QoS separate from the im-
plementation point of view (same as loose-coupled solutions). Both solutions, however, 
should work together, so that they look like one protocol, also similar to hard-coupled solu-
tions. In this way, such hybrid solutions inherit the properties of both hard- and loose-coupled 
ones. Most existing hybrid techniques, however, perform worse and are less efficient than 
hard-coupled solutions. They do, however perform better and are more efficient than loose-
coupled ones. Furthermore, hybrid techniques are less complex and more applicable to current 
and future networks than hard-coupled solutions. Compared to loose-coupled techniques, they 
are more complex and less applicable, see [AMD07] and [AMD10]. Well-known examples 
are RSVP and MIPv6 interoperation framework [SSL01], QoS extension for NSIS in MIPv6 
environments [LPN07], etc. 
The following provides an insight into the three strategies and investigates well-known solu-
tions present. The investigation focuses on presenting the basic idea of each approach, its op-
eration overview and pros and cons focusing on the 
• triangular routing problem,  
• tunneling problem, which is practically a consequence of the triangular routing, 
• double reservation of resources, 
• reservation of resources in adjacent subnets, also known as passive reservation,  
• dependency on layer 2 triggers, 
• deployed network topology,  
• new nodes that should be introduced to the network, 
• nodes that should be updated and 
• security. 
4.3 Hard-Coupled Approaches 
As mentioned in section 4.2, hard-coupled solutions attempt to build new extensions for exist-
ing protocols or propose new approaches that support mobility simultaneously with QoS. To 
provide more detailed view, this section reviews well-known hard-coupled solutions. 
                                                          
1 In terms of implementation. 
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4.3.1 Wireless Lightweight Reservation Protocol (WLRP) 
WLRP employs RSVP to allocate resources in wireless environments [Par03]. It aims at over-
coming the scalability problem of RSVP through lower per connection state storage1 and few-
er control messages.  
Network topology and basic principles: Figure  4.2 illustrates the network topology and 
basic operation principles of WLRP. Reservations in the wired part are handled via the stand-
ard RSVP. The basic idea here is to reserve resources passively in neighbor BSs, to which the 
MN probably may move. Passive resources will be activated after handoffs, thus, QoS guar-
antee quickly retrieved.  
 
Figure  4.2: Network topology and basic principles employing WLRP 
Operation overview: as the figure shows, the MN sends periodic reports to its serving BS. 
This periodic reports contain a mobility as well as an application profile of the MN (these 
profiles are referred to as Mob-Profile and App-Profile, respectively). The Mob-Profile speci-
fies the BSs that the MN may move to in the future, while the App-Profile comprises the QoS 
parameters (i.e. loss negotiability2, loss profile3 and handover quality4) that the MN aims at 
having. The serving BS requests the BSs existing in the Mob-Profile to passively reserve the 
resources satisfying the QoS parameters included in the App-Profile. This is achieved by 
sending a Passive PATH message to each of these BSs [MSi00], see Figure  4.3.  
                                                          
1 In contrast to RSVP, which stores one state for each flow, WLRP stores one state per connection. In other words, it stores a 
state for each MN that currently resides in the range of the BS or has reserved resources passively in this BS. This state 
conveys all flows of the MN. 
2 Loss negotiability quantifies the QoS degradation that the currently running application is capable of tolerating. This param-
eter is necessary to avoid rejecting or dropping the reservation in the case of overload. 
3 Loss profile can be either a distributed or bursty loss. Distributed loss means that the loss of separate packets can be tolerat-
ed, e.g. when operating video applications. In contrast, bursty loss indicates that any loss in a part of a data frame means the 
loss of the whole frame; this is the case for FTP applications. 
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Figure  4.3: Operation overview of WLRP 
Once a BS receives a Passive PATH message, it responds by sending a Passive RESV mes-
sage and reserves resources for the MN passively. The BS uses the reserved resources, how-
ever, for best-effort traffic as long as the MN is located outside the range of this BS. Once the 
MN moves into the range of a new BS, the resources passively reserved for the MN will be 
activated. To achieve a smooth handoff, the new BS notifies the old one, which forwards the 
data destined for the MN to the new location. In this way, the MN guarantees its QoS. Other 
resources reserved passively for the MN on other BSs are released after a timeout. Active 
reservations employing WLRP are released either explicitly using TEARDOWN messages or 
after a timeout, during which no traffic passes the network to the MN. 
Performance evaluation: simulation results presented in [Par03] proof that employing 
WLRP significantly reduces the blocking and dropping probability as compared to best-effort 
service. WLRP is capable of providing seamless handoffs and simultaneously reserving re-
sources on the new BS. As compared to RSVP, WLRP does not require sending refresh mes-
sages to refresh the reservations since active reservations are hard and should be released by 
means of TEARDOWN messages or after the resources are not used for a certain time.  
Pros and cons: as WLRP considers only the wireless part of the network and leaves the 
standard RSVP operating in the wired part, it does not address the tunneling problem1. For the 
same reason, the triangular routing problem as well as the double reservation of resources 
                                                          
1 The tunneling problem is faced when the MN, residing in a range of a foreign subnet and reserving an end-to-end session to 
the CN, communicates with the CN via the HA (triangular route). The HA must tunnel data packets to the MN’s CoA. The-
se tunneled packets are not recognized by the reserved end-to-end session. 
MN New BS Old BSNeighbor BSs
Passive PATH





passively for the MN
Notify the old BS of the MN’s new location
Data
Resources reserved passively
are released after a timeout
Resources reserved for the MN
are released after a timeout within
no traffic passes to the MN








  Chapter 4: Coupling between QoS and Mobility Management Solutions 
55 
 
during handoffs is not addressed as well. WLRP relies on passive reservation of resources to 
achieve the performance improvements we mentioned above. Although passive reserved re-
sources are utilized for best-effort traffic as long as the specific MN does use them and also 
are reserved on a soft state basic, this is seen as a drawback since these resources cannot be 
used to serve other users operating services different than best-effort. This problem clearly 
arises in dense networks, especially when serving large amount of MNs. In such situations, 
significant amount of bandwidth will be reserved for best-effort.  
WLRP requires that MNs periodically sends Mob- and App-Profiles. This implies that MNs 
depend on layer 2 triggers to generate these profiles, this makes WLRP technology-specific. 
The periodic transmission of Mob- and App-Profiles implies considerable signaling over 
wireless links as well.  
Although the hard state of active reservations can be seen as an advantage, such a state may 
result in some problems. For instance, in case the MN is crashed or the radio link with the 
MN has been broken for any reason, the network will not be able to release the resources until 
the resources are not being used for a certain time. Clearly, this results in a waste of resources. 
For the employment of WLRP, one notices that WLRP does not introduce new nodes to the 
network and requires updating only MNs and BSs. Considering security issues, WLRP does 
not address them in its design. 
4.3.2 Mobile Extensions to RSVP 
The proposal presented in [AAg97] intends to extend RSVP signaling to support mobility. For 
the benefits of this purpose, three classes of reservations are defined, namely committed, qui-
escent and transient reservations. Committed reservations refer to the traditional form of res-
ervation and allocation of resources. This form is used by the standard RSVP. Resources are 
reserved in quiescent reservations, however, not allocated (the MN is not within the subnet 
yet). These resources can be allocated temporarily for other MNs. However, they should be 
preempted when they become activated. Transient reservations are those quiescent ones cur-
rently allocated temporarily for other MNs. 
Network topology and basic principles: the basic idea of the proposal is the construction of 
a dynamic multicast tree that is centered on the current subnet and additionally includes 
neighbor subnets, see Figure  4.4, which shows the network topology and basic principles of 
the proposal. The root of the multicast tree is called a fulcrum node. There exist a committed 
reservation between the fulcrum node and the subnet hosting the MN. Other branches of the 
multicast tree accommodate either quiescent or transient reservations. When the MN moves to 
a neighbor subnet, the quiescent reservations are activated, thus, QoS guarantee quickly re-
trieved. The multicast tree is also adapted, and so on.  




Figure  4.4: Network topology and basic principles employing the mobile extensions to 
RSVP proposal 
Operation overview: the operation of the proposal requires many extensions to the standard 
RSVP. First, the RSVP engine in the MN should be extended to include a mobility manage-
ment agent. The task of this agent is to predict future locations of the MN, thus, predicting 
new possible subnets. This agent also signals to the predicted subnets to trigger joining the 
multicast tree and establishing quiescent reservations. Second, the RSVP engine in the sub-
nets is extended in two intentions. The first is a virtual receiver, while the second are extra 
control messages. Virtual receivers act as proxies for MNs. The extra control messages in-
clude PATHCom, RESVCom, PATHQui, RESVQui, PATHTra and RESVTra messages. 
These messages are used to establish and maintain the three types of reservations mentioned. 
Let us now briefly discuss how this proposal operates. When the MN is powered on, it estab-
lishes a committed reservation with the CN. This is done by exchanging PATHCom and 
RESVCom messages with the CN. Following that, the mobility management agent imple-
mented in the MN predicts the possible new candidate subnets and periodically signals them 
to prompt joining the multicast tree and the establishment as well as maintenance of quiescent 
reservations. The quiescent reservations are achieved by exchanging PATHQui and RESVQui 
messages with the fulcrum node. Note that no quiescent reservations achieved beyond the 
fulcrum node. When the MN moves into the range of a neighbor subnet, the quiescent reser-
vation achieved previously on its behalf is activated. Note that the resources not required an-
ymore, will not be refreshed, thus, released after timeout. 
Performance evaluation: it is obvious that the proposal enables MNs to move freely inside 
the network while maintaining QoS guarantees. This reduces the number of packets getting 
lost due to handoffs and those encountering end-to-end delays more than the play-out time 
when comparing to the standard RSVP.  
Pros and cons: because the proposal focuses on extending RSVP to improve the performance 
for mobiles, neither the tunneling nor the triangular routing problems are addressed. Concern-
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to merge committed and quiescent reservations provides a non optimal solution for the prob-
lem. This is because, resources may be reserved doubled on the paths between the fulcrum 
node and the old as well as new subnet. 
A main advantage of the proposed technique is that the performance improvements are ob-
tained without reserving resources passively. However, MNs should be capable of tracking 
their movements. In other words, the technique is technology-dependent (it relies on layer 2 
triggers). 
Lets us now discuss the employability of the proposal. The discussion introduced above 
shows that the proposed technique does not restrict network topology. However, a hierar-
chical topology would be better. A fulcrum node must be introduced to the network. Moreo-
ver, considerable updates are required since MNs as well as all domain subnets and RSVP-
enabled nodes must be extended to implement the extensions discussed in this section. Sure, 
this negatively affects the employability of the proposal. In terms of security, one notes that 
the proposal does not address issues related to security. 
4.4 Loose-Coupled Approaches 
As mentioned in section 4.2, loose-coupled solutions separate between the protocols manag-
ing mobility and those handling QoS from the implementation point of view. However, the 
operation of one of them influences the operation of the other. So as to provide an insight into 
loose-coupled solutions, well-known approaches will be reviewed in this section. 
4.4.1 Mobile RSVP (MRSVP) 
MRSVP [TBB01] extends RSVP to support mobility. It distinguishes between two types of 
resource reservations, namely active and passive reservations. The resources reserved actively 
are those the MN currently uses, while the resources reserved passively are the resources re-
served for MNs expected to come into the subnet in the near future.  
Network topology and basic principles: Figure  4.5 shows the network topology as well as 
basic principles of MRSVP. The agent serving the MN is called a local proxy agent, while the 
agents to which the MN may move from the local proxy agent are referred to as remote proxy 
agents. The figure also shows that the MN is assigned to an anchor point in the network (typi-
cally a crossover node). The anchor point manages the active and passive reservations for the 
MN. Note that as active and passive reservations share the same link inside the access do-
main, they will be merged with each other to avoid doubled reservations. The required 
FLOWSPECs in the resulting combined reservation is determined according to the IntServ 
model, see [Wro97]. Note also that MRSVP does not constrain the topology deployed. How-
ever, a hierarchical topology would be better. 
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Figure  4.5:  Network topology and basic principles employing MRSVP 
Operation overview: first, the MN determines, by means of a proxy discovery protocol 
[TBB01], the IP addresses of the remote proxies to which the MN will probably move. The 
operation of this protocol implies the exchange of a remote Agent Solicitation (remote 
Agnt_Sol) and a remote Agent Advertisement (remote Agnt_Adv) messages between the MN 
and each remote proxy agent via the local one, see Figure  4.6. Following that, the MN regis-
ters itself with the HA and eventually the CN1 according to MIP. Note that the example pro-
vided in the figure below considers MIPv4. 
                                                          
1 In case the MN operates MIPv4, it registers with the HA only. However, when MIPv6 is employed, the MN must register 
with the CN, as well. 
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The resource reservation procedure for downlink sessions employing MRSVP is illustrated in 
Figure  4.7. As shown, the MN sends periodic Mobility SPECification (MSPEC) messages 
containing the addresses of remote proxy agents to its anchor node. In addition, the MN sends 
periodic SPECification (SPEC) messages to each remote proxy to notify it of the required 
QoS metrics (FLOWSPEC, ADSPEC and flow identification). It is worth noting that the an-
chor node may be the CN or the HA. Notice that if the MN uses route optimization, it makes 
sense to select the CN as an anchor point, while the HA should function as an anchor point for 
the traffic sent on the triangular route. 
Let us assume that the HA is the anchor point as the figure shows. The CN sends a PATH 
message to the MN. This PATH message passes the HA, which in turn sends a PATH mes-
sage to the local proxy as well as each remote proxy. The local proxy responds with an active 
RESV message, while each remote proxy replies with a passive RESV message. Notice that 
passive RESV messages have, in principle, the same structure as active RESV messages. 
However, they are used to reserve resources in advance for the MN. These resources are 
termed passive resources. Once the HA receives the active RESV message from the local 
proxy, it forwards it to the CN. Passive RESV messages will not be forwarded beyond the 
HA. As the MN moves into the range of one of the remote proxy agents, resources reserved 
passively for the MN will be switched to active. This switching is assumed to be carried out 
as the MN attempts to register itself employing MIP. 
 
Figure  4.7: Operation overview of  MRSVP (resource reservation for downlink sessions) 
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Resource reservation for uplink sessions is achieved in a similar way, see Figure  4.8. Notice 
that PATH messages are issued from the local as well as remote proxies towards the anchor 
point (the HA), which forwards only a PATH message to the CN. Once the HA receives the 
active RESV message from the CN, it transmits an active RESV message to the local proxy as 
well as a passive RESV to each remote proxy. It should be noticed that MRSVP in the case of 
triangular routing uses RSVP tunnels to enable resource reservation at the routers within the 
tunnel. Furthermore, to release the unwanted passive reservations, the MN sends Terminate 
messages to its proxy agents. The proxy agents send a RESV TEARDOWN or PATH 
TEARDOWN message to tear down the passive reservations unless some other users share 
these reservations. 
In the case of multicasting to a MN that operates as a receiver, the MN joins the multicast 
group and notifies all its remote proxies to join the multicast group, as well. In addition, the 
MN also sends a SPEC to each of its remote proxy agents. The sender sends a PATH message 
 
Figure  4.8:   Operation overview of  MRSVP (resource reservation for uplink sessions)  
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to the multicast destination address. Once the MN receives an active PATH message, the MN 
responds with an active RESV message towards the sender. If any of the remote proxy agents 
receives a passive PATH message, it replies a passive RESV message. Notice that the mul-
ticast routing protocol employed determines the routes of active and passive reservations. 
The authors define in [TBA99] three service classes to be provided by networks that employ 
MRSVP, namely mobility-independent guaranteed service class, mobility-independent pre-
dictive service class and mobility-dependent predictive service class. The mobility-
independent guaranteed service class is appropriate for delay-intolerant applications. This 
service class guarantees that MNs obtain the QoS required as long as their movements are 
limited to the remote proxies present in the MSPEC messages and their traffic characteriza-
tions do not change during the currently active sessions. MNs admitted to mobility-
independent predictive service class obtain the predictive QoS rather than the absolute guar-
anteed level as long as movements of MNs are restricted to the proxies existing in the MSPEC 
messages and MNs’ traffic characterizations do not change during the currently active ses-
sions. This service class is appropriate for delay-tolerant applications. The mobility-dependent 
predictive service class offers services similar to those of mobility-independent predictive 
service class. However, the MN occasionally fails to obtain the predictive QoS level and, 
thus, suffers from service degradation. The sessions of such MNs are even allowed to be 
dropped for the benefit of the flows of both other service classes. The mobility-dependent 
predictive service class is adequate, therefore, for applications that can tolerate data loss, ses-
sions dropping, etc. 
Performance evaluation: simulation results presented in [TBA99] show that employing 
MRSVP negatively affects network utilization since many resources will be passively re-
served, thus, network utilization reduced. The decrease in network utilization will not be sig-
nificant, however, if suitable multiplexing of mobility-independent and mobility-dependent 
flows is permitted. In addition, the flow dropping rate is reduced in such cases as compared to 
the case in which all flows in the network are mobility-dependent. 
Pros and cons: one can conclude from the above discussion that MRSVP provides QoS guar-
antees while moving in the network. In this way, MNs, in general, do not suffer from service 
degradation due to movements. No statements are made, however, on how MNs’ velocities 
affect these guarantees. Moreover, the accurate definition of remote proxies is challenging, 
especially at high speeds. This requires MNs to track their movements, which consumes their 
power. Furthermore, this implies dependency on layer 2 triggers, which makes MRSVP tech-
nology-specific and implies considerable signaling over wireless links.  
MRSVP employs the standard RSVP to reserve resources. Thus, both tunneling and double 
resource reservation problem appear. Note that due to the usage of anchor points to merge 
passive and active reservations, the double resource reservation problem is minimized. The 
triangular routing problem arises, as well, since MIP is used as a mobility management proto-
col. With respect to passive reservation of resources, MRSVP reserves resources passively to 
improve the performance. Sure, this reduces the network utilization as mentioned above. Fur-
thermore, this problem will be more critical in dense networks, especially when large amount 
of MNs are served. In addition, passive reservation of resources results in wasting resources. 
Another drawback of MRSVP is its complexity in terms of implementation. Keep in mind 
also that MRSVP does not constrict network topology. However, it introduces anchor points 
to the network. In addition, updates should be accomplished on MNs, CNs, HA and all prox-
ies in the domain. Considering security issues, MRSVP does not address them in its design. 
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4.4.2 Hierarchical Mobile RSVP (HMRSVP) 
HMRSVP attempts to utilize the principles of micro mobility management to localize the re-
source reservation inside the access domain. For this purpose, HMRSVP integrates between 
RSVP and the MIPRR protocol.  
Network topology and basic principles: Figure  4.9 shows the network topology and basic 
principles for intra- and inter-domain handoffs. Note that HMRSVP uses the same topology 
used by MIPRR protocol, see section  2.2.2. The RSVP session between the MN and the CN is 
split into two sessions by the GFA. Movements of the MN inside the domain affect only the 
reservations to the GFA, while the resources reserved between the GFA and the CN remain 
unaffected. Clearly, this results in a significant reduction of the resource reservation latency 
after handoffs. To guarantee that the reservation of resources will not take a long time when 
moving between different access domains, HMRSVP reserves resources passively for the 
MNs that are located on the domain boundaries and may move into another domain.  
 
Figure  4.9: Network topology and basic principles employing HMRSVP 
Operation overview: once the MN is switched on, it registers the address of the GFA with 
the HA as it’s CoA (Global CoA (GCoA)) and registers the address of the local proxy1 with 
the GFA as the current point of attachment (Local CoA (LCoA)). Following this, the MN 
transmits a Receiver Mobility SPECification (Receiver MSPEC) message to the CN to notify 
it of the current location of the MN2, see Figure  4.10. Then, the RSVP session is established 
between the CN and the MN. Notice that the RSVP session consists, in principle, of two ses-
sions as mentioned previously (one between the CN and the GFA and the other between the 
GFA and the MN). It should be mentioned that HMRSVP messages are tunneled using RSVP 
tunnels, when the MN is not located in its home network, to enable resources to be reserved at 
the routers within the tunnel. 
                                                          
1 The local proxy corresponds to the current FA in the specification of MIPRR. 
2 The MN notifies the CN of the GCoA.  
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Figure  4.10: Initial registration and resource reservation employing HMRSVP 
When the MN moves between proxies of the same domain, it must perform an intra-domain 
handoff. In this way, the MN registers itself first with the GFA by exchanging regional 
Reg_Rqst and regional Reg_Rply messages with the GFA. Once the GFA is informed of the 
new LCoA of the MN, it notifies the HMRSVP module, which exchanges active PATH and 
active RESV messages with the proxy serving the MN. The intra-domain handoff is depicted 
in Figure  4.11. 
 
Figure  4.11: Intra-domain handoff employing HMRSVP 
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When the MN moves into an overlapping area between the boundaries of two different access 
domains, it must execute an inter-domain handoff. This is achieved as follows: the MN per-
forms a home registration by sending a multiple simultaneous Reg_Rqst to the HA via the 
detected proxy belonging to the new domain. The HA, in turn, adds the newly acquired CoA 
to the CoAs list of the MN and replies with a Reg_Rply to the MN via the GFA and the local 
proxy in the new domain. The MN then sends a receiver SPEC message to the new proxy to 
inform it of the QoS parameters that the MN aims at having. In addition, the MN notifies the 
CN of the newly acquired CoA by transmitting a Receiver MSPEC message to it. Once the 
CN receives the Receiver MSPEC message, it proceeds with reserving resources passively in 
the new domain. For this purpose, the CN sends an end-to-end passive PATH message to-
wards the new proxy via the GFA of the new domain. The new proxy, in turn, responds by 
sending an end-to-end passive RESV message. Notice that although the exchanged passive 
PATH and RESV messages are end-to-end messages, they result in two RSVP tunnels as 
mentioned previously, CNGFA and GFAlocal proxy. The resources reserved passively 
can be borrowed by other MNs as long as the MN is not located in the range of the new sub-
net. Clearly, this requires defining adequate policies to manage such resources borrowing. As 
the MN moves into the new access domain, the passively reserved resources will be switched 
to active. The inter-domain handoff is depicted in Figure  4.12. 




Figure  4.12: Inter-domain handoff employing HMRSVP 
Performance evaluation: simulation results provided in [TLL03] show that employing 
HMRSVP and MRSVP enable MNs to have stable data rate while moving inside the network. 
Both outperform RSVP in this context since no stable data rate can be provided by RSVP. 
HMRSVP outperforms MRSVP, however, in terms of reservation blocking1, forced termina-
tion2 and session completion3 probabilities. The main advantages of HMRSVP can be seen in 
                                                          
1 Reservation blocking probability is the probability that an active MN fails in reserving resources for a new RSVP session 
for a new data stream. 
2 Forced termination probability is the probability that an active MN fails to reserve resources after the handoff. 
3 Session completion probability is the probability that the MN successfully completes its session after the handoff. 
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its ability to reserve resources very quickly and reduce the waste of resources as compared to 
MRSVP since passive reservations are restricted to inter-domain handoffs only. 
Pros and cons: from the discussion above, one can see that HMRSVP localizes the signaling 
for handoffs as well as resource reservations inside the domain as long as movements of the 
MN are restricted to the proxies of this domain. This enables fast resource reservation to be 
achieved after handoffs. In addition, restricting the passive resource reservation to inter-
domain handoffs increases the efficiency of resource use as compared to MRSVP. However, 
the MN still has to predict its possible new proxies for inter-domain handoffs, which is chal-
lenging, especially when moving at high speeds. Sure, the prediction of possible new proxies 
consumes the power of the MN and implies dependency on layer 2 triggers. This makes 
HMRSVP technology-specific. 
Although HMRSVP reserves resources passively when the MN will probably move to a new 
domain, the success of this reservation strongly depends on the speed of the MN as well as the 
size of the overlapping area. A main drawback of HMRSVP is the single point of failure, 
since all traffic and signaling must pass the GFA controlling the domain. 
HMRSVP addresses the tunneling problem inside the domains. However, in case MIP is used 
to support inter-domain mobility and triangular routing is used to forward data packets to the 
GFA that controls the domain serving the MN, tunneling as well as triangular routing problem 
exists since the standard RSVP is applied outside HMRSVP domains. Concerning the double 
reservation of resources, HMRSVP does not address it. Thus, this problem may appear when 
employing HMRSVP. 
Concerning the employability of HMRSVP, one notices that this protocol constrains network 
topology since it requires a hierarchical network architecture. Furthermore, it introduces new 
nodes to the network since MIPRR protocol is used as a mobility management protocol inside 
the domain. As known, this protocol requires GFAs to be present. In addition, MNs, CNs, 
HA, GFA and all FAs of the domain should be updated to enable operating HMRSVP. Of 
course, the update of CNs negatively affects the employability of HMRSVP. Concerning se-
curity, HMRSVP does not address it. 
4.4.3 Simple QoS 
Network topology and basic principles: Simple QoS loosely couples RSVP and MIPv4. The 
network topology deployed is the same as that of MIPv4. In addition to the end-to-end RSVP 
session established on the triangular route between the CN and the MN (CNHAMN), 
there is another RSVP session established for the tunnel present between the HA and the FA 
currently serving the MN. The main goal of this RSVP session is to handle packets tunneled 
by MIP from the HA to the MN’s new location and not handled by the end-to-end RSVP ses-
sion. Figure  4.13  presents the network topology and basic principles of Simple QoS protocol. 




Figure  4.13: Network topology and basic principles employing the Simple QoS protocol 
Operation overview: Simple QoS requires modification to MIPv4 and RSVP engines. The 
modification to MIP includes adding a Q bit to the Agnt_Adv message to advertise the sup-
port of Simple QoS protocol. A similar Q bit is added to the Reg_Rqst message, as well, to 
signal that the MN supports Simple QoS. One distinguishes between two cases of operation 
based on whether the MN is a receiver or a sender.  
Let us first consider the case where the MN operates as a receiver and assume that the MN is 
located in its home network. Once a CN would like to communicate with a MN, the CN es-
tablishes an end-to-end RSVP session. As the MN moves away, it re-registers with the HA 
employing MIPv4. When the HA is notified of the MN’s new location, it establishes a RSVP 
session for the tunnel between itself and the FA currently serving the MN in case such a ses-
sion does not exist previously. This RSVP session will be referred to as RSVP tunnel in the 
following. After that data packets forwarded to the MN, they will be intercepted and tunneled 
to the current FA through the reserved RSVP tunnel. Moreover, once the HA receives a 
PATH message from a CN, it tunnels the PATH message towards the current FA. The current 
FA, in turn, de-tunnels and forwards the PATH to the MN. The RESV message the MN sends 
is handled in a similar way and tunneled through a reverse tunnel from the current FA to the 
HA. The authors state in [TSZ99] that the tunnel between the HA and a FA is used for all 
MNs registered with the HA and currently located in the range of the FA. Thus, the FLOW-
SPEC of this tunnel is the sum1 of all FLOWSPECs of those MNs. When new MNs move 
into the range of the FA, only the FLOWSPEC of the tunnel will be adjusted.  
Let us now consider the second case where the MN is a sender and assume that the MN is 
located in the range of a FA. In this case, the MN sends the PATH message towards the CN. 
Here, the PATH message may not bypass the HA, which complicates the reservation process. 
Therefore, a reverse tunnel should be established, in case it does not already exist, between 
the current FA and the HA. The reservation process is done in a similar way as when the MN 
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acts as a receiver. In [TSZ99], an enhancement for the uplink reservation is proposed that 
does not require a reverse tunnel. Instead, the PATH message climbs up until it reaches a 
crossover node, which is defined as the first node located on both the old and new path be-
tween the MN and the CN. This crossover node returns a RESV message directly towards the 
MN. Figure  4.14  and Figure  4.15  show the two operation cases discussed above. 
 
Figure  4.14: Operation of the Simple QoS protocol (the MN operates as a receiver) 
 
Figure  4.15: Operation of the Simple QoS protocol (the MN operates as a sender) 
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Performance evaluation: simulation results show that Simple QoS reduces the QoS disrup-
tion after handoffs as compared to the plain RSVP. It reduces the number of packets getting 
lost due to handoffs and those encountering end-to-end delays more than the play-out time.  
Pros and cons: Simple QoS does not suffer from the tunneling problem since an RSVP tun-
nel is established between the HA and the FA currently serving the MN. This tunnel is also 
used for all MNs served by the specific FA, which implies efficiency in resource use. Howev-
er, a considerable overhead due to the mentioned RSVP tunnel is involved. Notice that the 
establishment of this tunnel does not result in the avoidance of the double reservation of re-
sources problem, since this tunnel does not consider a possible existence of crossover nodes 
on the path between the HA and the current FA. The triangular routing is also a drawback of 
this solution, since MIPv4 is applied as a mobility management protocol. 
The advantages of Simple QoS are obtained without reserving resources passively or forcing 
the MN to track its movements, i.e. this protocol does not rely on layer 2 triggers. Concerning 
the employability of Simple QoS, one notices that this protocol neither constrain network to-
pology nor introduce new nodes to the network.  However, updates to MNs, the HA and all 
FAs of the domain are necessary. 
4.4.4 Localized RSVP (LRSVP) 
Network topology and basic principles: the main objective of LRSVP is to localize the 
RSVP signaling in an access network by introducing a new proxy (called LRSVP proxy) to 
split the RSVP session into two sessions. The first session is between the CN and LRSVP 
proxy, while the second is between this proxy and the MN. The MN’s movements inside the 
access domain only result in updating the RSVP session to the LRSVP proxy, while the ses-
sion from this proxy to the CN remains unchanged, see Figure  4.16, which shows the network 
topology as well as basic principles of LRSVP.  
Operation overview: two new control messages are introduced to RSVP, namely PATH Re-
quest and PATH Request Tear messages. The MN sends the first message to request a PATH 
message from the LRSVP proxy to accelerate the reservation reestablishment for down-
streams, while the second message is used to tear down a downlink reservation (i.e. request 
the LRSVP proxy to send a PATH TEARDOWN message). In addition to the new messages 
introduced, LRSVP proposes a new flag, referred to as LI flag, to be added to all RSVP mes-
sages. Setting this flag means that control messages should be processed locally and not be 
sent beyond the LRSVP proxy. 




Figure  4.16: Network topology and basic principles employing LRSVP 
After the MN moves into the range of a new subnet and accomplishes the handoff, it must 
reserve the resources either on uplink, downlink or on both directions. This depends on the 
session that the MN currently has . The uplink reservation is straightforward and occurs ac-
cording to the standard RSVP. The difference is that the control messages involved contain 
the LI flag set. In detail, the MN sends a PATH message towards the CN. The message will 
be intercepted by the LRSVP proxy, since the LI flag is set. Subsequently, the LRSVP replies 
with a RESV message towards the MN. Downstream reservation is achieved in a slightly dif-
ferent manner, since the MN first sends a PATH Request message to force the LRSVP proxy 
to send a PATH message to the MN. Notice that the PATH Request message includes the IP 
address of the CN as the destination address. However, the message will not be forwarded 
beyond the LRSVP proxy due to the existence of the LI bit in this message. Once the MN 
receives the PATH message, it responds with a RESV message. Figure  4.17  illustrates the 
reservation process, where the MN reserves an uplink as well as a downlink RSVP session 
after the handoff. The messages colored with red are used to reserve resources on downlink, 
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Figure  4.17: Resource reservation after the handoff employing LRSVP (the MN reserves 
resources for the downlink as well as uplink) 
The authors in [MRa03] propose an enhancement to LRSVP by conveying the functions of 
LRSVP proxy in a crossover node, which is defined as the node shared by the old and new 
path towards the MN.  
Performance evaluation: implementation results presented in [Man03] show that LRSVP is 
capable of quickly repairing the reservation after handoffs. The end-to-end delay by GSM-like 
flows could even be reduced in the applied testbed from 55 to 20 msec when packets classifi-
cation and scheduling are used in ARs in addition to resource reservation. 
Pros and cons: LRSVP localizes the reservation of resources and enables a quick reservation 
after handoffs. Clearly, this reduces the QoS degradation resulting from handoffs. However, 
the support of LRSVP requires, in addition to introducing a new node to the network (LRSVP 
proxy), updating MNs and all RSVP-enabled nodes inside the domain, which complicates the 
applicability of this solution. Moreover, how MNs can determine the address of LRSVP 
proxy is not well investigated. Note also that LRSVP constrains network topology, since a 
hierarchical topology is required. 
Neither the tunneling nor the triangular routing problem is addressed by LRSVP, since these 
problems relate to the mobility management protocol applied. Moreover, the double reserva-
tion of resources problem is not addressed, as well. Keep in mind that repairing the reserva-
tion after handoffs between the LRSVP proxy and the MN does not consider a possible exist-
ence of crossover nodes on the path between the LRSVP proxy and the MN. The enhance-
ment proposed in [MRa03] avoids, however, the double reservation of resources problem. 
A main advantage of LRSVP is that it achieves the mentioned performance improvements 
while avoiding passive reservation of resources and tracking MNs movements. In other 
words, LRSVP does not rely on layer 2 triggers. Security issues are, however, a problem, 
since the LRSVP proxy should be able to authenticate and authorize all control messages ex-
changed with MNs, which is challenging.  
MN New AR CNLRSVP Proxy
PATH Request [sent towards  CN (LI bit is set)]
RSVP session
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handoff completed
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PATH [LI bit is set ]
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4.4.5 Multicast-based Mobility Support Employing RSVP 
Network topology and basic principles: the main idea of this [CHu00] is to utilize mul-
ticast-based mobility management principles to support mobility as well as QoS. More con-
crete, a multicast tree centered on the current location of the MN and additionally including 
subnets located in the surroundings is established. MNs’ movements are then modeled as 
transitions of multicast group memberships, i.e. joining and leaving the multicast group. The 
proposed technique assumes three kinds of reservations, namely conventional, predictive and 
temporary reservation. Conventional reservation denotes the resources reserved on the path 
from the CN to the MN in the current location. These resources are active and allocated for 
the MN. On the contrary to the conventional reservation, the predictive reservation expresses 
the resources reserved on the paths from the CN to neighbor subnets to enable smooth 
handoffs without QoS degradations. Clearly, resources reserved predictively are inactive. 
Temporarily reserved resources are those reserved predictively for MNs not currently located 
in the subnet and used temporarily by other MNs. Once an owner of resources reserved inac-
tively moves into the network, the temporary use of these resources must be aborted.  
Figure  4.18  presents the network topology of the proposed technique along with the basic 
principles described above. A mobility proxy is a proxy supporting the described technique 
and serving a subnet. It can be compared with a FA/AR using MIP. Notice that the network 
topology includes a merging point, which is the point that merges between the conventional 
and predictive reservations for the same flow to avoid the double reservation problem. 
 
Figure  4.18: RSVP multicast-based mobility support (network topology and basic principles) 
Operation overview: the handoff procedure of the proposal is pretty simple and can be sum-
marized as follows. As the MN is switched on or moves into the range of a mobility proxy for 
the first time, resources are reserved on the path between the CN and the MN (conventional 
reservation). In addition, the MN sends a SessionSpec message including the multicast ad-
dress of the MN’s flow to the neighbor mobility proxies. This forces these proxies to join the 
multicast tree and reserve resources in advance (predictive reservation). As the MN moves 
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ventional and so on. It is worth noting that when the old multicast tree branch is pruned, the 
MN’s predictive reservation reserved there is removed. 
Performance evaluation: simulation results provided in [CHu00] show that the service deg-
radation as well as packet end-to-end delay due to handoffs when employing the proposed 
RSVP multicast-based mobility support is substantially lower than when employing Simple 
QoS protocol. Moreover, packet jitter during handoffs is minimized due to the fast forwarding 
of data after handoffs (using the multicast tree). However, the proposed technique requires 
considerable overhead due to the predictive reservation. 
Pros and cons: besides the performance improvements advantages obtained from the pro-
posal, there are some disadvantages, as well. A main disadvantage is that the MN must predict 
the neighbor mobility proxies and notify them to join the multicast tree. This requires MNs to 
be able to track their movements (i.e. relaying on layer 2 triggers) and consumes, as known, 
their power. Failing in the prediction of neighbor mobility proxies results in significant QoS 
degradation. 
The tunneling and triangular routing problems appear based on the data forwarding path used. 
In other words, in case MIP triangular routing is used, both problems appear. Otherwise, the 
mentioned problems do not exist. The double reservation of resources problem is not optimal-
ly solved. This is due to the introduction of merging/anchor points to merge conventional and 
predictive reservations. However, resources may be double reserved after handoffs due to the 
usage of RSVP, which, as known, suffers from this problem. 
The proposal achieves the performance improvements discussed based on predictive resource 
reservation, which, of course, negatively affects the efficiency of resources use. Concerning 
the employability of the proposal, one notices that no restrictions are made on network topol-
ogy. However, mobility proxies and merging/anchor points should be introduced to the net-
work. Moreover, MNs should be updated to operate the proposal. Security issues are not ad-
dressed in the context of the proposed technique. 
4.4.6 Seamless NSIS-based QoS Guarantees with Advance Resource Reserva-
tion 
The approach proposed in [LKL08] is based on the NSIS framework and aims at supporting 
fast resource reservation after handoffs.  
Network topology and basic principles: the basic idea lies in enhancing the QoS NSLP pro-
tocol with in-advance resource reservation capabilities. More concrete, three modules are in-
troduced to the QoS NSLP protocol, namely a crossover node discovery, advance resource 
reservation and a localized state update module. The crossover node discovery module is re-
sponsible for the in-advance detection of the crossover node, which is defined as the node on 
the old path with a route to the new subnet that will host the MN. The detection depends on a 
mobility prediction based on layer 2 information. The advance resource reservation module is 
used to achieve in-advance reservation of resources between the detected crossover node and 
the new location of MN. The localized state update module takes care of the states that should 
be created on the QNEs residing on the new path. Figure  4.19 provides the enhanced architec-
ture of NSIS, while Figure  4.20 presents the network architecture and basic principles of the 
approach. 




Figure  4.19: Enhanced architecture of NSIS 
 
Figure  4.20: Network topology and basic principles of the proposal 
Operation overview: as mentioned above, the detection of the crossover node depends on a 
mobility prediction based on layer 2 information. To enable such prediction, the authors of 
this approach rely on principles similar to those presented in [FPC05], [Mal07], [SZC04] and 
[TYC05]. They assume that wireless cells overlap and the MN is capable of detecting beacons 
from candidate APs and selecting the AP with the strongest signal. When the MN detects the 
new AP, it transmits a QoS NSLP NOTIFY message containing the MAC address of the de-
tected AP and a HO_INIT flag to the old AR, see Figure  4.21. The HO_INIT flag is set to 
indicate that a handoff will occur in the near future. Once the old AR receives the NOTIFY 
message, it resolves the IP address of the new AR using a neighbor AR mapping table that 
contains the IP addresses of neighbor ARs and MAC addresses of APs served by them. Fol-
lowing this, the old AR replaces the destination address of the Message Routing Information 
(MRI) object present in the NOTIFY message with the IP address of the new AR. The updat-
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has a route to the new AR. If this is the case, this QNE will be selected as a crossover node. 
Afterwards, the crossover node responds by sending a NOTIFY message towards the MN. 
This message contains a flag, referred to as CRN_DCVD flag, to indicate that the crossover 
node has been detected. Simultaneously, the crossover node exchanges a stateless RESERVE 
and stateless RESPONSE with the new AR. Both messages are used to prepare reservation 
states on the path between the crossover node and the new AR. Notice that only reservation 
states are recorded and no resources are reserved at this moment. The resources will be used 
for other MNs until the MN moves into the range of the new AR. After the MN hands off to 
the new AR and accomplishes the layer 3 handoff employing MIP, it transmits a NOTIFY 
message including the Handoff_Done flag to the crossover router. The flag Handoff_Done 
indicates that the handoff has been accomplished. The NOTIFY message causes each QNE on 
the path towards the crossover node to activate the advance resource reservation module. 
Once the crossover node receives the NOTIFY message, it issues a state update message to-
wards the CN to update the session. Simultaneously, it sends a RESERVE message with the 
Teardown flag set to the old AR to release the resources reserved. 
 
Figure  4.21: Crossover node discovery and handoff procedure employing the proposed ap-
proach 
Performance evaluation: the authors have evaluated the proposed approach compared to the 
standard NSIS. Both schemes have been implemented in an experimental testbed and evaluat-
ed with respect to the average data transmission rate, average time required to re-establish 
sessions after handoffs and Peak Signal-to-Noise Ratio (PSNR). The average data transmis-
sion rate as well as the average session’s re-establishment time after handoffs was measured 
employing UDP traffic. PSNR was measured while streaming MPEG videos from a CN to a 
MN moving in the testbed. Evaluation results have shown that the proposed approach outper-
forms the standard NSIS with respect to the average data transmission rate and average time 
required to re-establish sessions after handoffs. The proposal is even capable of maintaining a 
stable data rate after handoffs even in high-loaded network (93.5 Mbps background traffic in 




[MAC address of the detected AP, 
HO_INIT flag, MRI]
•Resolves the IP address of new AR
•Replaces the destination address of MRI
with the address of new AR















 4.4 Loose-Coupled Approaches 
76 
 
the experiment). Considering PSNR, the experiments have shown that the proposed mecha-
nism restores a stable data rate after a short service disruption due to the handoff and, thus, 
minimizes the PSNR. The standard NSIS suffers from significant video quality degradation 
after handoffs due to the high load in the network. 
Pros and cons: although the proposal shows good performance due to its in-advance reserva-
tion, this mainly depends on the assumption that the MN is always capable of tracking its 
movements and detecting the new AR. This necessitates dependency on layer 2 triggers and 
makes the approach hardware-specific. Failing to correctly predict movements results in high 
service disruption. Moreover, the speed and size of overlapping areas play a major role. There 
are no studies analyzing this till now. The fact that only the crossover node should be detect-
ed, which alone will be responsible for establishing the session to the new location of the MN, 
may result in a suboptimal path between the CN and the MN (CN  crossover node  MN), 
especially in mesh-based networks. A main advantage of the proposal is that the in-advance 
reservation stores only the states on the new path and does not actually reserve resources. 
Thus, there is no waste of resources. 
The tunneling as well as triangular routing problem is not addressed in the proposal. Both 
problems depend on the mobility management protocol applied. For instance, in case MIPv4 
is applied as a mobility management protocol and data packets are forwarded via a triangular 
route, both problems appear. A main advantage of the proposal is the avoidance of the double 
reservation of resources problems, since crossover nodes are responsible of the reservation. 
Concerning the network topology, no restrictions are made. However, a hierarchical topology 
would be better. To enable an employment of the proposal, NSIS-aware nodes should be in-
troduced to the network. Moreover, MNs, CNs, ARs and all NSIS-enabled nodes locating in 
the access network should be updated. In terms of security, it is provided by the GIST, which 
depends on existing authentication and key exchange protocols [MKM10]. 
4.4.7 NSIS-based Semi-Proactive Resource Reservation 
Network topology and basic principles: the approach presented in [TMT08] aims at accel-
erating the reservation of resources after handoffs by means of a semi-proactive resource res-
ervation procedure. The proposal assumes an NSIS framework and uses QoS NSLP as a QoS 
signaling protocol. The approach’s developers state that the protocols working proactively 
produce significant improvement in the performance (e.g. fast resource reservation, reduced 
lost packets, etc.) since they reserve resources in advance. This results, however, in a waste of 
resources, since resources are typically reserved in more than one candidate subnet. Moreo-
ver, these resources cannot be used by other MNs even if the MN has not yet started the 
handoff. The problem will be more critical if the handoff itself was not successful. Therefore, 
in order to maintain the performance improvement resulting from proactive approaches with-
out wasting resources, a semi-proactive algorithm is proposed. The basic idea of this algo-
rithm says that the protocol should do as much as possible proactively. Resource reservation, 
however, must be accomplished after the handoff. For this purpose, the developers of this 
approach propose that all required GIST states are created before the handoff occurs. RE-
SERVE messages, however, are allowed to be sent after handoff completion. 
Operation overview: let us first consider the receiver-initiated reservation and assume that 
the MN is close to the sender of the data flow, see Figure  4.22. As the MN, or possibly the 
QNR closest to the MN1, notices that a handoff is about to happen, it issues a QUERY mes-
                                                          
1 In case the MN, itself, does not support NSIS and even may exist in a domain that uses different QoS mechanisms. Howev-
er, the current domain contains gateway(s) capable of interacting with NSIS-based domains. In this case, the gateway(s) 
will be the QNR closest to the MN. 
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sage to the CN, or possibly the QNI closest to the CN1. The CN in turn waits until the handoff 
is completed and sends a RESERVE message to the MN/closest QNR to reserve resources on 
the new path. Once the MN/closest QNR receives the RESERVE message, it responds by 
sending a RESPONSE message. 
 
Figure  4.22: Semi-proactive reservation (receiver-initiated) 
Sender-initiated reservation works in a somewhat similar manner. As the CN or possibly the 
QNI closest to the CN is informed that a handoff may happen in the near future, it sends a 
QUERY message to the MN on the new path or possibly the QNR closest to the MN’s new 
location. After handoff completion, the MN/closest QNR waits for a RESERVE message 
from the CN/closest QNI. As the MN/closest QNR receives this message, it responds by send-
ing a RESPONSE message. The sender-initiated procedure is displayed in Figure  4.23. 
 
Figure  4.23: Semi-proactive reservation (sender-initiated) 
                                                          
1 In case the CN, itself, does not support NSIS. However, it is located in a domain that has gateway(s) capable of interacting 
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So as to achieve seamless handoffs, data packets should be buffered in the crossover node, 
which is defined as the last NSIS-aware node before the path between the CN and the MN’s 
old location diverges from the path between the CN and the new MN’s location.  
Performance evaluation: the analysis of the proposal has shown that the semi-proactive res-
ervation procedure used reduces the time required to reserve resources on the new path. 
Moreover, the buffering in the crossover node does not significantly distrub the QoS after 
handoffs. 
Pros and cons: the main advantage of the proposal is that the mentioned performance im-
provements are achieved without wasting resources, since resources are reserved only after 
handoffs’ completion. However, the semi-proactive resource reservation procedure requires 
MNs to be able to track their movements and detect the possible new subnets and, conse-
quently, possible crossover nodes (a crossover node to each new predicted subnet). Sure, this 
consumes MNs power and implies considerable overhead as well as dependency on layer 2 
triggers. 
For sender-initiated reservation, the CN/closest QNI should trigger the semi-proactive 
handoff procedure as it detects that the MN will make a handoff in the near future. How the 
CN/closest QNI gets notified of possible movements of the MN is not discussed. 
Since the resource reservation is done using QoS NSLP protocol, the proposal suffers neither 
from the tunneling nor triangular routing nor double resource reservation problem. For the 
network topology required, the proposal does not constrain the topology. Furthermore, to em-
ploy the proposal, NSIS-aware nodes should be introduced to the network and MNs (or clos-
est QNRs), CNs (or closest QNIs) and all NSIS-enables nodes locating in the domain must be 
updated. 
Concerning security, it is provided by the GIST and, as known, depends on existing authenti-
cation and key exchange protocols. 
4.5 Hybrid Approaches 
As mentioned in section  4.2, hybrid techniques attempt to leave the implementations of proto-
cols responsible for mobility management separate from those handling QoS, similar to loose-
coupled solutions. From the operation point of view, however, both work as integrated solu-
tions for mobility management and QoS, as is the case with hard-coupled approaches. It is 
clear, then, that hybrid solutions inherit the properties of both hard- and loose-coupled solu-
tions. 
Most known hybrid techniques are less efficient than hard-coupled ones. However, they are 
also less complex and, thus, more applicable to future mobile communication networks. 
Compared to loose-coupled techniques, hybrid approaches are, in principle, more complex 
and less applicable to future mobile communication networks. In order to discuss this catego-
ry of solutions in more details, well-known hybrid solutions will be investigated. 
4.5.1 RSVP and MIPv6 Interoperation Framework 
A proposal to interoperate RSVP with MIPv6 in order to simultaneously support QoS and 
mobility is presented in [SSL01].  
Network topology and basic principles: the basic ideas include encapsulating mobility in-
formation within RSVP control messages, on the one hand, and achieving a flow-transparent 
QoS model by keeping a unique flow identifier regardless of MN’s movements, on the other. 
In order to convey mobility information, a new RSVP object named “mobility object” is in-
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troduced. So as to maintain a unique flow identifier, the MN’s HoA is chosen as the flow 
identifier for RSVP sessions. The routing of RSVP control messages, however, is done based 
on the CoA. The network topology and basic principles of the proposal are illustrated in Fig-
ure  4.24. 
Operation overview: the operation of the approach is rather simple and distinguishes be-
tween two cases, namely whether the MN acts as a Mobile Sender (MS) or Mobile Receiver 
(MR). For the first case where the MN acts as a MS, the MN immediately sends a PATH 
message towards the CN after completing the layer 2 handoff and acquiring a new CoA. The 
PATH message contains the mobility information of the MN encapsulated in a mobility ob-
ject. As the crossover router, termed Sender Nearest Common Router (SNCR), receives the 
PATH message, it responds directly by sending a RESV message to the MN. Notice that the 
PATH message is further transmitted to the CN, which replies with a RESV message contain-
ing the mobility information encapsulated in a mobility object. However, this RESV message 
only refreshes the reservation and does not allocate resources (see Figure  4.24 and 
ure  4.25, which show the network topology along with basic principles and the handoff pro-
cedure for the case where the MN is acting as a MS, respectively). In addition to sending the 
RESV message, the SNCR sends a RSVP TEARDOWN message to the MN on the old path 
to release the resources allocated for the MN on this path. 
 
Figure  4.24: Network topology and basic principles of RSVP and MIPv6 interoperation 
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Figure  4.25: Handoff procedure employing  RSVP and MIPv6 interoperation framework 
(the MN operates as a MS) 
For the case where the MN acts as a MR, the PATH message should be sent from the CN or 
the crossover router, termed as Receiver Nearest Common Router (RNCR), see Figure  4.26. 
Of course, the MN will consume a considerable amount of time waiting for the PATH mes-
sage after the handoff. To avoid this, the MN transmits a PATHREQ message towards the 
CN. As the RNCR receives this message, it exchanges PATH and RESV messages with the 
MN’s new CoA. In addition, the RNCR releases the resources on the old path. 
 
Figure  4.26: Handoff procedure employing  RSVP and MIPv6 interoperation framework 
(the MN operates as a MR) 
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Performance evaluation: simulation results presented in [SSL01] show that the proposed 
flow-transparent QoS model minimizes the time required to reserve resources after handoffs 
as well as the overhead resulting from this reservation compared with the non flow-
transparent QoS model1. Based on the deployed topology, the proposed scheme achieves a 
reduction of 13.9 % to 95.1 % in terms of data packet loss during handoffs as compared to the 
non flow-transparent QoS model. With respect to the number of data packets experiencing 
more delay than the allowed play-out time and, thus, considered to be lost, the proposed 
scheme drops 77 % to 100 % less than the non flow-transparent QoS model. Considering ro-
bustness against control messages dropping, the flow-transparent QoS model is significantly 
better. 
Pros and cons: based on the analysis introduced above, one can see that significant perfor-
mance improvements have been achieved due to the maintenance of unique flow identifiers 
for RSVP sessions in spite of the MNs movements. The design of the proposal enables the 
localization of the reservation of new resources as well as the release of old ones after 
handoffs, which is the main reason behind the fast handoffs achieved. In addition, the mainte-
nance of unique flow identifiers for RSVP sessions and the dependency on crossover nodes to 
quickly complete reservations after handoffs eliminate the double resource reservation prob-
lem. 
Because MIPv6 is applied as a mobility management protocol, the proposal does not suffer 
from the tunneling and the triangular routing problem as long as triangular routing is not ex-
plicitly applied. 
A main advantage of the proposal is that the obtained performance improvements do not ne-
cessitate passive reservations or tracking MNs movements and prediction of possible new 
ARs. Furthermore, no network restrictions are required. However, all RSVP-enabled nodes 
should be introduced to the network and should be updated to understand the proposal. The 
updates must be achieved on MNs and CNs, as well, which negatively affects the employment 
of the proposal. A main drawback of the proposed scheme is the lack of security, since securi-
ty issues have not yet been addressed. 
4.5.2 QoS Extension for Next Step in Signaling in Mobile IPv6 Environment  
Network topology and basic principles: the basic idea of the technique proposed in 
[LPN07] is to integrate the control messages of QoS NSLP protocol within MIPv6 control 
messages, so that resources are reserved during the registration process of MIPv6. To enable 
such integration, the authors propose an addition of a new IPv6 extension header to convey 
QoS NSLP messages. 
Operation overview: the proposal is rather simple, since it employs MIPv6 only after the 
handoff. To clarify this, let us first consider the receiver-initiated reservation. When the MN 
moves into the range of a new AR, it sends a BU message carrying the RESERVE message 
towards the CN2. As a crossover node (i.e. a node that currently has a QoS NSLP state for the 
MN) receives this message, it responds by sending a  RESERVE message with the Teardown 
flag set to the MN’s old location to release the resources reserved on the old path. As the CN 
receives the BU message, it responds by sending a BA message with a RESPONSE message 
encapsulated inside. Keep in mind that all QoS NSLP enabled-nodes located on the path be-
                                                          
1 The non flow-transparent QoS model is the model that uses the standard RSVP after the handoff, which requires reserving 
resources on the whole new path between the CN and the new MN’s location. 
2 We assume that route optimization is applied. Clearly, a BU and BA will be exchanged with the HA. However, these mes-
sages will be built according to standard specification of MIPv6 
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tween the MN and the CN must detect QoS NSLP messages encapsulated inside MIPv6 con-
trol messages and react accordingly. The above described procedure is shown in Figure  4.27. 
  
Figure  4.27: Handoff procedure (receiver-initiated reservation) 
The sender-initiated reservation works in a similar way. However, the BU message does not 
carry a QoS NSLP message with it. As soon as the CN receives the BU message, it transmits 
a BA message conveying a QUERY message. Once the MN receives the BA and extracts the 
QUERY, it responds according to the standard QoS NSLP specification. Similar to the NSIS-
based semi-proactive resource reservation, this approach buffers the packets directed to the 
MN at the crossover node during the handoff. 
Performance evaluation: asimple performance evaluation based on simple analytical models 
was achieved in [LPN07]. The analysis has shown that the proposed approach significantly 
accelerates the reservation after the handoff as compared to the basic QoS NSLP protocol. 
Moreover, due to the transmission of a RESERVE message with the Teardown flag set direct-
ly after the crossover node receives the RESERVE message, the resources on the old path are 
released very quickly.  
Pros and cons: the proposal does not suffer from the tunneling and the triangular routing 
problem, since MIPv6 is applied as a mobility management protocol. Of course, the route 
optimization is assumed as a default routing mechanism. Sure, in case the triangular routing is 
applied, both problems appear. 
A main advantage of the proposal is that it eliminates the double resource reservation problem 
due to the usage of QoS NSLP. Moreover, the proposal relies neither on passive reservations 
nor on layer 2 triggers. 
Although the proposed technique does not constrain network topology, a main drawback of it 
is that all QoS NSLP nodes as well as the nodes supporting MIPv6 must be updated. Notice 
that QoS NSLP nodes have to process MIPv6 control messages to extract QoS NSLP messag-
es, while MIPv6-enabled nodes have to consider an extra mobility header in MIPv6 control 
messages. This disadvantage complicates the applicability of the proposal and negatively af-
fects its scalability. Keep in mind also that All NSIS-enabled nodes should be introduced to 
the network. Similar to the proposals that depend on the NSIS framework, security is provid-
ed by GIST. Sure the integration of QoS NSLP control messages inside MIPv6 control mes-
MN New AR Crossover Node
BU
Old AR











  Chapter 4: Coupling between QoS and Mobility Management Solutions 
83 
 
sages also benefits from the security actions related to MIPv6, e.g. the authentication of 
MIPv6 control messages. 
4.6 Qualitative Comparison 
A detailed comparison between the schemes described in this chapter with respect to the  
• tunneling problem, 
• triangular routing problem, 
• double reservation of resources, 
• passive reservation,  
• dependency on layer 2 triggers, 
• network topology,  
• new nodes that should be introduced to the network, 
• nodes that should be updated and 
• security  
is presented in Table  4-1.  
Note that the tunneling and triangular routing problems affect the QoS the user receives. The-
se problems produce extra delay to packets and eventual degradation in QoS. The double res-
ervation of resources and passive reservation problems are of a special importance from the 
service provider/network operator point of view, since they affect the efficiency in terms of 
the use of resources. Dealing with resources efficiently enables the provider to reduce the cost 
of operating the solution proposed and also to serve more users. The dependency on layer 2 
triggers, network topology, the number of new nodes and those that should be updated deter-
mine how complex the employment of the new proposal will be. Security is an important met-
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1 The tunneling problem is the problem faced mostly when the MN residing in a range of a foreign subnet and reserves an end-to-end session to the CN it communicates with (via the HA). However, 
due to the movements, the HA must tunnel data packets to the MN’s CoA. These tunneled packets are not recognized by the reserved end-to-end session. 
2 Beyond the nodes that should be introduced to support MIP. 

































































































































Simple QoS No Yes 
Yes (RSVP tunnel is reserved be-
tween the HA and new FA regard-
less of the existence of crossover 






HA, MNs and 




LRSVP In case MIP is used to 
support mobility 
In case MIP is used to 
support mobility 
Yes (because the reservation inside 
the LRSVP domain should always 
be repaired between the MN and 
LRSVP proxy after handoffs (no 
crossover nodes considered)) 
No No Hierar-chical 
LRSVP 
proxy 
MNs and all 
RSVP-
enabled nodes 







Yes (in case MIP 
triangular routing is 
used)/ No (in case 
routing optimization 
is applied) 
Yes (in case MIP trian-
gular routing is used)/ 
No (in case routing 
optimization is applied) 
Yes (due to the introduce of merg-
ing/anchor points, this problem is 
















Yes (in case MIPv4 is 
applied as a mobility 
management protocol 
and data packets are 
forwarded via a trian-
gular route)/ NO (in 
case MIPv6 is used) 
Yes (in case MIPv4 is 
applied as a mobility 
management protocol 
and data packets are 
forwarded via a triangu-
lar route)/ NO (in case 

















ARs and all 
NSIS-enables 
nodes locating 




                                                          
1 The tunneling problem is the problem faced mostly when the MN residing in a range of a foreign subnet and reserves an end-to-end session to the CN it communicates with (via the HA). However, 
due to the movements, the HA must tunnel data packets to the MN’s CoA. These tunneled packets are not recognized by the reserved end-to-end session. 
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Table  4-1: Comparison of the studied protocols coupling mobility management and QoS 
                                                          
1 The tunneling problem is the problem faced mostly when the MN residing in a range of a foreign subnet and reserves an end-to-end session to the CN it communicates with (via the HA). However, 
due to the movements, the HA must tunnel data packets to the MN’s CoA. These tunneled packets are not recognized by the reserved end-to-end session. 
2 Beyond the nodes that should be introduced to support MIP. 
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With respect to the tunneling problem, one observes that most described solutions suffer from 
this problem, since resources are reserved between the CN and the MN’s new location, on the 
one hand, and  data packets are mostly tunneled between the HA and the new subnet hosting 
the MN, on the other hand. This prevents tunneled packets after handoff from being recog-
nized as packets for the MN that reserved the resources, thus, degrades QoS. The main reason 
for this problem is the aim at end-to-end QoS guarantees between the CN and the MN. In 
principle, the solutions that employ MIPv4 in triangular routing mode, such as LRSVP (in 
case MIPv4 is used to support mobility), MRSVP, HMRSVP (only in case MIPv4 is used to 
support inter-domain mobility and triangular routing is used to forward data packets to the 
GFA that controls the domain serving the MN), RSVP multicast-based mobility support and 
seamless NSIS-based QoS guarantees with advanced reservation, suffer from the tunneling 
problem. Of course, employing route optimization avoids this drawback. The techniques 
based on MIPv6 typically do not suffer from the tunneling problem since CNs support mobili-
ty and route optimization is applied in most cases. Simple QoS employs MIPv4 in triangular 
routing mode. However, it does not suffer from the tunneling problem. The reason behind this 
is the building of an extra RSVP session between the HA and the new subnet serving the MN 
to serve tunneled packets. WLRP focuses on resource reservation on wireless links and does 
not address issues like the tunneling problem. The triangular routing problem is related to the 
tunneling problem. In general, the solutions that suffer from the tunneling problem also suffer 
from the triangular routing problem since the tunneling problem is a result of the triangular 
routing. Consequently, the approaches that can cope with the tunneling problem do not suffer 
from the triangular routing problem.  
Considering the double reservation of resources, it can be noticed that most solutions have 
focused on this problem and provided solutions for it. The solutions that use RSVP as a QoS 
signaling protocol solve this problem based on one of four principles. The first says that all 
RSVP nodes should be updated to be able to change the flow specification of RSVP sessions 
after handoffs, so that no new reservation is necessary if a node currently has a reservation for 
the same MN and the same flow. RSVP and MIPv6 interoperation framework is an example 
of such approaches. The second principle is motivated from the fact that changing all RSVP 
nodes is not possible in practice and will prevent the deployment of the proposed solutions in 
real networks. So, it would be better to introduce merging/anchor points to the network to 
merge passive and active reservations so that no double resource reservation will result. 
Clearly, this may not eliminate the double resource reservation problem. However, it mini-
mizes the affected resources. Mobile extensions to RSVP, MRSVP and RSVP multicast-
based mobility support approaches are example of such schemes. The third principle aims at 
localizing the resource reservation inside certain domains by splitting the session in interme-
diate nodes. Thus, movements of MNs affect only the sessions established between the MNs 
and these intermediate nodes, while the sessions between the intermediate nodes themselves 
and CNs are not affected. Obviously, such principles speak against end-to-end reservations. 
Therefore, a considerable effort should be done to make this splitting transparent to CNs and 
possibly to MNs, as well. Examples of such solutions include HMRSVP and LRSVP. Again, 
this principle does not present a complete solution, since double resource reservation may 
appear inside the domains due to the use of the plain RSVP. However, the resources affected 
due to this problem are minimized. The fourth principle is a mix of the above three principles 
and is utilized by Simple QoS, since this solution attempts to preserve an end-to-end session 
and, at the same time, uses an anchor point (the HA) to establish the reservation after the 
handoff until the end-to-end reservation is built. In addition, Simple QoS enables the anchor 
point as well as the new FA to change the specifications of the tunnel reserved between them 
without necessitating a new reservation. Although, Simple QoS invests major efforts to cope 
with double resource reservation problem, the problem may appear because of the tunnel re-
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served between the HA and the new FA. Keep in mind that this tunnel is reserved regardless 
of the existence of nodes that are parts of the paths between the HA and the old FA as well as 
new FA. The solutions that employ NSIS as a QoS signaling protocol do not suffer from the 
double resource reservation problem, since this problem is avoided in NSIS by concept. 
Regarding passive reservation, one can distinguish between three kinds of strategies. The first 
strategy states: to provide a guarantee of maintaining a certain QoS level, the developed 
scheme should work proactively and resources should be reserved passively in neighbor sub-
nets, to which the MN is predicted to move. Clearly, this provides the best guarantee that QoS 
degradation will not take place. However, wasted resources are the result of such guarantees. 
Examples of approaches following this strategy are: WLRP, MRSVP and RSVP multicast-
based mobility support. The second strategy attempts to solve the problem of wasted re-
sources resulting from the passive reservation by working in a semi-proactive way, so that 
states are created in-advance in new predicted subnets. However, the reservation of resources 
occurs after the completion of handoffs. This provides a guarantee of a certain QoS level, as 
well. Obviously, the probability of maintaining this guarantee is less than that offered by the 
solutions employing the first strategy. Mobile extensions to RSVP, seamless NSIS-based QoS 
guarantees with advanced reservation and NSIS-based semi-proactive resource reservation are 
examples of approaches built based on the second strategy. The techniques following the first 
and second strategies require MNs to be capable of predicting their movements and, thus, rely 
mostly on link layer information. The third strategy states that passive reservation should be 
avoided and the QoS guarantees have to be provided in a way other than passively reserving 
resources, e.g. by introducing intermediate nodes to split RSVP sessions, etc. Examples in-
clude HMRSVP, Simple QoS, LRSVP, QoS extension for NSIS in MIPv6 environment and 
RSVP and MIPv6 interoperation framework. The schemes implementing the principles of the 
third strategy provide the minimum guarantees that MNs will not suffer from QoS degrada-
tion after handoffs. They do not, however, place any requirements on MNs regarding tracking 
of movements. Considering the dependency on layer 2 triggers, it is clear that the approaches 
working in a proactive or semi-proactive way depend on layer 2 triggers, while the schemes 
that operate in a fully reactive manner do not. It is obvious as well that the dependency on 
layer 2 triggers mostly makes the approaches technology-dependent and violates the separa-
tion between the layers of the TCP/IP reference model.  
Let us now compare the studied approaches with respect to the network topology required. 
We can see that only HMRSVP and LRSVP require a hierarchical network topology, while 
the other techniques studied do not put any restrictions on the topology. Notice that the tech-
niques that require deploying a hierarchical topology work properly only if such a topology is 
used. On the contrary, the techniques that do not put any restrictions on the topology can be 
used deploying both hierarchical and mesh-based topologies. In most cases, however, mesh 
topologies are more adequate.  
Regarding the new nodes that should be introduced to the network, one can notice that only 
the solutions that attempt to use merging/anchor points or localize the reservation of resources 
inside a certain domain (as long as the movements of MNs are restricted to subnets belonging 
to the domain) introduce new nodes to the network, e.g. Mobile extensions to RSVP, 
MRSVP, HMRSVP, RSVP multicast-based mobility support and LRSVP. Clearly, the small-
er the number of new nodes that should be introduced to the network, the better the approach 
and the smaller the cost it produces. Keep in mind that we do not consider the nodes that 
should be introduced to operate MIP, i.e. the HA and FA/AR. 
Considering the nodes that should be updated in the network, all solutions require updates. 
The fewest updates are required by RSVP multicast-based mobility support, which requires 
updating the MNs only. Clearly, the schemes requiring few updates are better than those ne-
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cessitating many updates. Notice that the new nodes that should be introduced to the network 
are not considered here. 
Taking the security into account, one can clearly see that the proposed approaches do not con-
sider security as a main part of their specification. Security is applied in the mobility man-
agement protocol or is ensured through extra applications. Even the schemes that depend on 
the NSIS framework relay on existing security protocols. 
The analysis of previous work showed that there are several prior efforts to develop solutions 
capable of coupling mobility management and QoS techniques in a way enabling the 
achievement of seamless handoffs simultaneously with QoS guarantees so that real-time ap-
plications’ requirements are satisfied. The approaches have attempted to achieve the men-
tioned goals either by working proactively or semi-proactively or by localizing mobility and 
resource reservation inside access networks. However, the applied mobility management pro-
tocols are stated to be unable to achieve seamless handoffs, see [Dia10] for details. Clearly, 
this significantly reduces performance and prohibits the capability of satisfying real-time ap-
plications. Therefore, there is a need to develop a new solution that  
1. uses a mobility management solution capable of achieving seamless handoffs even for 
MNs moving at high speeds, 
2. localizes the mobility management as well as resource reservation actions that should 
be achieved after handoffs without restricting the physical network topology or intro-
ducing new intermediate nodes beyond the nodes currently known from the standard 
mobility management solution, i.e. MIP, 
3. minimizes the nodes that should be updated, 
4. satisfies real-time requirements by doing some proactive tasks without relying on layer 
2 information and 
5. secures resource reservation after handoffs. 
To meet the above mentioned requirements, a new solution named QoS-aware Mobile IP Fast 
Authentication protocol (QoMIFA) has been developed. The new solution integrates MIFA as 
a mobility management protocol with RSVP as a QoS reservation protocol [AMB06], 
[AMD10]. MIFA is selected due to the fast and secure handoffs it provides, while RSVP is 
chosen because it presents the standard solution used to support QoS in current IP networks. 
The specification of QoMIFA is the topic of the next  chapter. 
4.7 Conclusion 
This section has reviewed and analyzed previous efforts to couple mobility management and 
QoS techniques. The main results obtained from the analysis can be summarized as follows:  
• From the performance point of view, the literature states that the best solutions are the 
hard-coupled ones. This is because these solutions typically perform resource reserva-
tions after handoffs more quickly than the approaches of the other two strategies.  Hy-
brid approaches come next, while loose-coupled solutions are the worst. 
• From the efficiency point of view, the literature also states that hard-coupled are again 
the best solutions, as this kind of solution handles mobility as well as QoS at the same 
time. They require fewer signaling messages than when QoS and mobility are dealt 
with using a separate solution for each. Therefore, hard-coupled schemes consume less 
network resources to operate. Again, hybrid techniques come next followed by loose-
coupled schemes. 
• From the complexity point of view, previous studies show that hard-coupled solutions 
are the most complex. Hybrid solutions are not as complex as hard-coupled solutions, 
however, more complex than loose-coupled techniques. 
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• With respect to the applicability to current and future mobile communication net-
works, loose-coupled solutions are stated in the literature to be the best. Hybrid tech-
niques come next, followed by hard-coupled ones. 
One notices from the analysis that, although hybrid solutions inherit properties of both hard- 
and loose-coupled techniques, they still perform worse than hard-coupled solutions and are 
also less efficient. Therefore, further development of hybrid solutions to perform as well and 
be as efficient as hard-coupled solutions is challenging and will be of major interest. Facing 
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The previous chapter has shown that hybrid solutions are promising. However, considerable 
work is still necessary to develop solutions capable of satisfying real-time requirements, while 
still as good (in terms of efficiency and performance) as hard-coupled solutions and as simple 
(in terms of performance) and deployable as loose-coupled schemes. Therefore, we propose 
QoMIFA [AMB06], [AMD10] to meet these requirements. QoMIFA is a semi-proactive hy-
brid protocol that integrates RSVP as a QoS reservation technique and uses MIFA as a mo-
bility management protocol. 
The new proposal is the focus of this chapter, which is structured as follows: section  5.1 pro-
vides the basic ideas of the proposal, while section  5.2 briefly presents the operation over-
view. The detailed operation of QoMIFA is provided in section  5.3. The error recovery mech-
anisms provided by our new proposal are detailed in section  5.4. Finally, the chapter is con-
cluded in section  5.5. 
5.1 Basic Ideas 
Semi-proactive behavior: based on the L3-FHRs that MIFA employs, movements of MNs 
can be predicted; thus, MNs-specific data are distributed in advance. This enables a fast re-
authentication of MNs after handoffs and, thus, a fast resumption of communication. This can 
be further utilized to discover the availability of resources on the subnets located in the cur-
rent subnet’s vicinity, where the MN will likely move. Notice that resources should not be 
reserved in advance to avoid wasting resources. Thus, it is beneficial to follow the semi-
proactive behavior, which says: do as most as you can in advance without reserving resources. 
Reservation should occur after the handoff takes place. Therefore, the semi-proactive behav-
ior of QoMIFA implies that the current subnet notifies the members of its L3-FHR of incom-
ing MNs, so that these members can check in advance whether they have resources available 
and, if so, store RSVP states in advance, see [AMD10]. This significantly accelerates the ac-
tual allocation of resources after handoffs.  
Hybrid structure: so as to retain the hybrid structure a new object called “mobility object” is 
introduced to RSVP. This object is used to encapsulate MIFA control messages. In this way, 
the MN only operates RSVP after the handoff and transmits MIFA control messages encapsu-
lated inside the new introduced RSVP object. QoMIFA-enabled nodes handle the content of 
the mobility object, while standard RSVP-enabled nodes ignore this object. 
As already mentioned above, RSVP states will be stored in advance in the members of the 
current subnets’ L3-FHR. To enable the integration of MIFA and RSVP, these RSVP states 
are extended to include the MN-specific data, see Figure  5.1 for the basic concept of 
QoMIFA. 




Figure  5.1: Basic ideas of QoMIFA 
Split the end-to-end RSVP session: the review of the state of the art has shown that one of 
the basic principles used to accelerate the reservation of resources after handoffs is splitting 
the end-to-end session in a certain intermediate node, so that only the resources between MNs 
and this intermediate node are updated after handoffs. Of course, this may have negative im-
pacts on the end-to-end session (between the MN and CN) in case the intermediate node does 
not accurately synchronize with the end-to-end session. Therefore, in order to utilize this prin-
ciple without introducing intermediate nodes, we decided to split the end-to-end session in the 
HA, which must synchronize with the end-to-end RSVP session so that no break in the end-
to-end RSVP session is experienced, see Figure  5.1. 
QoMIFA initiatives: although the basic ideas utilized by QoMIFA are used by previous work 
as well, QoMIFA is not a pastiche of borrowed concepts. In addition to the distillation of the 
mentioned basic principles and their synthesis into a coherent architecture, QoMIFA enables 
achieving a significant performance improvement with neither constraining the network to-
pology nor MNs, which is not achieved by previous work even those employing one or more 
of the concepts discussed. Moreover, QoMIFA is not technology-specific and does not rely on 
measurements achieved by the MN to determine possible new candidates as most previous 
work does. Important to note that MIFA itself is newly developed and has shown great per-
formance improvements against its counterparts which motivated us to further develop this 
protocol towards QoS support. A major contribution in this concern is also the way MIFA is 
coupled with RSVP to form a hybrid solution that advances existing hybrid solutions and ap-
proaches the performance of hard-coupled ones since QoMIFA extends the old reservation 
with an additional bidirectional RSVP sessions between the old and new location of the MN. 
In this way, the time required to reserve resources on the new path is hidden and not essential 
anymore. 
5.2 Operation Overview 
QoMIFA uses the same network topology that MIFA and MIP deploy, see Figure  5.2 and 
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Handoff procedure and uplink RSVP session: when the MN moves into the range of a new 
subnet, it first listens to an Agnt_Adv message from the FA serving the new subnet. The 
Agnt_Adv message can alternatively be solicited by broadcasting an Agnt_Sol message. After 
receiving an Agnt_Adv message, the MN exchanges PATH and RESV messages with the 
new FA, this in turn exchanges PATH and RESV messages with the old FA. Each PATH and 
RESV message contains a mobility object encapsulating a certain MIFA control message. The 
MN, new FA and old FA handle the mobility object and update the mobility binding of the 
MN if a successful registration occurs. Simultaneously, they reserve resources. The result of 
this briefly described procedure is an uplink RSVP session between the old FA and the MN, 
see Figure  5.2. 
 
 Figure  5.2: Handoff procedure and establishment of an uplink RSVP session after the 
handoff 
Uplink data transmission with QoS guarantees: data communication is resumed on the 
uplink direct after the uplink RSVP session is established between the MN and the old FA. In 
other words, the uplink data transmission with QoS guarantees is first resumed via the old FA 
until the new resources between the HA and the new FA are reserved. Notice that this for-
warding implies that the resources reserved between the HA and the old FA remain in use 
while the handoff procedure is in progress. 
Downlink RSVP session: to establish a downlink RSVP session, the old FA simply exchang-
es PATH and RESV messages with the MN. Notice that the old FA begins establishing the 
downlink RSVP session when it receives notification of the MN’s new location. Moreover, 
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Figure  5.3: Establishment of a downlink RSVP session 
Downlink data transmission with QoS guarantees: after the downlink RSVP session is 
established between the old FA and the MN, downlink data packets will be forwarded from 
the old FA to the MN’s new location with QoS guarantees. Note that downlink data transmis-
sion with QoS guarantees is also resumed via the old FA until the new resources on the new 
path are reserved.  
Handoff completion: as mentioned above, the MN resumes its communication with QoS 
guarantees without waiting for the handoff to be completed by the HA. However, to optimize 
the route between the HA and the new FA as well as to enable a continuation of the semi-
proactive procedure of QoMIFA, the new FA exchanges PATH and RESV messages with the 
HA. This results in two RSVP sessions (one for the uplink and one for the downlink) between 
the HA and the new FA. Clearly, the resources reserved between the HA and the old FA as 
well as between the old FA and the new FA are no longer necessary. Therefore, they will be 
released. 
Semi-proactive behavior: the last step QoMIFA should perform is the semi-proactive proce-
dure, which implies that the new FA notifies its L3-FHR members of the possible incoming 
MN, so that the current members of the L3-FHR store RSVP states that include the MN-
specific data required to authenticate and authorize the MN after the subsequent handoff, see 
Figure  5.4. Again no resources are reserved in advance before the actual handoff takes place. 
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Figure  5.4: Semi-proactive procedure employing QoMIFA 
5.3 Detailed Description of QoMIFA Operation 
In order to operate QoMIFA, some updates are necessary. First, Agnt_Adv messages should 
be extended to include a QoMIFA flag (termed QM flag) to advertise the support of QoMIFA 
protocol. Agnt_Sol messages must also contain a similar flag to indicate that MNs prefer to 
use QoMIFA. 
When the MN is powered on, it executes the initial registration and initial authentication ex-
change procedures known from MIFA. Then, the current FA performs the semi-proactive 
state creation procedure. This procedure is responsible for the establishment of RSVP states in 
the current L3-FHR members, thus, testing the availability of resources. When the MN moves 
into the range of a new FA, which is normally a member of the L3-FHR of the old FA, the 
MN executes a handoff procedure employing QoMIFA. Thereafter, the new FA performs the 
semi-proactive state creation procedure once more, and so on. The following describes in de-
tail the above mentioned procedures. 
5.3.1 Initial Registration and Initial Authentication Exchange Procedures 
When the MN is switched on, it first establishes a wireless link and then waits for an 
Agnt_Adv message. After the MN receives an Agnt_Adv message with the QM flag set, it 
registers while initially employing MIPv4. The initial registration implies exchanging a 
Reg_Rqst and a Reg_Rply message between the MN and the HA.  
Following the initial registration procedure, the initial authentication exchange procedure of 
MIFA is executed. The procedure implies the exchange of a M_P_Not and a M_P_Ack mes-
sage between the current FA and the HA. This procedure aims at exchanging data that enables 
the use of MIFA during the subsequent registration with the new FA (e.g. authentication in-
formation, HA’s features, etc.). The initial registration and initial authentication exchange 
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Figure  5.5: Initial registration and initial authentication exchange procedures 
Notice that the initial registration as well as the initial authentication exchange procedure is 
executed once (only after the MN is switched on or wants to connect to the Internet for the 
first time). 
5.3.2 Initial Reservation Procedure 
The initial reservation procedure differs based on the role that the MN takes, i.e. receiver, 
sender or both. The following discusses all cases.  
The MN operates as a receiver: when a CN wants to establish a downlink RSVP session 
with a MN, the CN transmits a PATH message towards the MN’s home address. When the 
HA receives the PATH message, it first checks whether the MN is located in the home net-
work or currently resides in a visited network. Assuming that the MN is located in the range 
of a FA, the HA begins establishing a downlink RSVP session with the MN. This simply oc-
curs by exchanging a PATH and a RESV message with the MN. After the HA has established 
the mentioned downlink RSVP session, the HA maps this session to the end-to-end RSVP 
session that the CN attempts to establish and responds to the CN by sending a RESV mes-
sage. In this way, the RSVP session is split in the HA without breaking the end-to-end princi-
ples. The above mentioned procedure is shown in Figure  5.6. 
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Figure  5.6: Initial reservation procedure (the MN operates as a receiver) 
The MN operates as a sender: after the MN completes the MIPv4 handoff procedure, it 
transmits a PATH message towards the HA. To enable splitting the uplink RSVP session in 
the HA while taking the end-to-end uplink RSVP session into account, a new RSVP object is 
introduced. This object is called “session split object” and is used to carry the address of the 
CN and inform the HA that it must establish an uplink RSVP session with the CN. This object 
is carried with the PATH message that the MN sends to the HA, see Figure  5.7.  
 
Figure  5.7: Initial reservation procedure (the MN operates as a sender) 
After the HA receives the PATH message, it begins establishing an uplink RSVP session with 
the CN. For this purpose, the HA exchanges PATH and RESV messages with the CN. Fol-
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lowing this, the HA responds to the MN by sending a RESV message. The procedure de-
scribed above results in the establishment of two uplink RSVP sessions, one is between the 
CN and the HA, while the second is between the HA and the MN. Notice that the HA does 
not respond to the MN before assuring that the resources on the links to the CN have been 
reserved. Moreover, the PATH message that the HA sends to the CN looks like a PATH mes-
sage sent from the MN’s HoA (the HA uses the MN’s HoA as a source address). Clearly, this 
aims at maintaining the end-to-end semantic. 
The MN operates as a sender and a receiver: in this case, resources will be reserved on 
both the downlink and the uplink. For this purpose, the procedures described above are exe-
cuted in parallel.  
5.3.3 Semi-Proactive State Creation Procedure 
After the current FA obtains all data required to authenticate and authorize the MN during the 
registration with the next new FA using MIFA (i.e. the MN-specific data that the current FA 
obtains after the initial authentication exchange procedure, see section  2.2.3), the semi-
proactive state creation procedure is executed, see Figure  5.8. The goals of this procedure 
include the notification of the current L3-FHR’s members of the incoming MN, the examina-
tion of resource availability and a prior creation of RSVP PATH states in these members. The 
semi-proactive state creation procedure simply implies an exchange of PATH and RESV 
messages between the current FA and each member of its L3-FHR. PATH messages include 
the MN-specific data encapsulated in mobility objects and do not require resources to be re-
served. It is worth mentioning that each member of the current L3-FHR checks the availabil-
ity of resources for the downlink, uplink or both. This depends on the content of the mobility 
objects, which must clearly indicate whether the MN acts as a receiver, sender or both. RESV 
messages contain mobility objects indicating the results of the procedure (e.g., states stored, 
resources available, resources not available, etc.). 
 
Figure  5.8: Semi-proactive state creation procedure 
5.3.4 Handoff Procedure 
Similar to the initial reservation procedure, the handoff procedure differs based on the role the 
MN carries out, i.e. receiver, sender or both.  
5.3.4.1 The Mobile Node Operates as a Receiver 
Movement and handoff start: once the MN moves to one of the neighboring FAs and re-
ceives an Agnt_Adv message with the QM flag set, the MN issues a PATH message towards 
the new FA. The PATH message includes a mobility object that transports the Reg_Rqst mes-
Current FA
FAs in the current L3-FHR
PATH [MO (MN-specific data, role of the MN), the bandwidth required = 0]
RESV[MO (results of the procedure)]
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sage of MIFA inside, see Figure  5.9. Notice that because the MN acts as a receiver, no re-
sources will be reserved for the uplink traffic. 
 
Figure  5.9: Handoff procedure employing QoMIFA (the MN operates as a receiver) 
Local authentication in the new FA: the new FA in turn authenticates and authorizes the 
MN first. Keep in mind that the new FA received the MN-specific data during the semi-
proactive state creation procedure, so it can simply authenticate and authorize the MN (more 
details can be found in [Dia10]).  
Notifying the old FA and the HA: if the authentication and authorization of the MN are suc-
cessful, the new FA sends a PATH message to the old FA with a mobility object containing 
the PFA_Not message of MIFA. The PFA_Not message is used to notify the old FA of the 
MN’s new CoA. Subsequently, the new FA transmits a PATH message towards the HA. This 
PATH message includes a mobility object that encapsulates the HA_Not message of MIFA. 
As mentioned in section  2.2.3, this message is used to inform the HA about the MN’s new 
CoA, which will result in the forwarding of data packets directly to the new CoA. Notice that 
both PATH messages mentioned above (the PATH message from the new to old FA and that 
from the new FA to the HA) do not require resources to be reserved, since no uplink traffic is 
issued by the MN (i.e. the bandwidth required is set to 0).  
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Resuming the downlink communication and completion of the handoff from the MN’s 
point of view: when the old FA receives the PATH message from the new FA, it responds by 
sending a RESV message that contains the PFA_Ack message of MIFA. The PFA_Ack mes-
sage is used to inform the new FA that the old FA has been successfully notified. Clearly, the 
RESV message does not result in reserving any resources. At this moment, the old FA begins 
forwarding the MN’s data packets to the MN’s new CoA. Notice, however, that these packets 
are sent as best-effort without QoS guarantees at the moment, because no RSVP downlink 
session has been established yet. Once the new FA receives the RESV message from the old 
FA, it sends a RESV message to the MN. This message contains the Reg_Rply message of 
MIFA conveyed in a mobility object. When the MN receives the RESV message and success-
fully extracts and authenticates the Reg_Rply message present in the mobility object, the 
handoff is declared to be completed from the MN’s point of view. 
Establishment of a downlink RSVP session: once the old FA is notified of the new MN’s 
CoA, it sends a PATH message to the new FA to begin the resource reservation for the down-
link traffic. Notice again that, at this moment, the old FA begins forwarding data packets to 
the MN’s new location, as mentioned above. After the new FA receives the PATH message, it 
sends a PATH message to the MN, which replies with a RESV message to begin reserving 
resources for the downlink traffic. The new FA, in turn, sends a RESV message to the old FA. 
This results in a downlink RSVP session between the old and new FA as well as between the 
new FA and the MN. In this way, downlink data packets will then be sent using the estab-
lished RSVP session. This enables the MN to receive its service with the QoS required, again 
without waiting for a response from the HA. 
Completion of the handoff and establishment of a downlink RSVP session between the 
HA and the new FA: when the HA receives the PATH message with the HA_Not encapsu-
lated in the mobility object, it responds by sending a RESV message to the new FA with a 
mobility object containing the HA_Ack message of MIFA. Of course, this RESV message 
does not reserve any resources, since there is no uplink traffic between the new FA and the 
HA. The HA_Ack message is used to transfer the MN-specific data required to authenticate 
and authorize the MN during the registration with the subsequent new FA, for more details 
see [Dia10]. For the downlink traffic, the HA exchanges a PATH and a RESV message with 
the new FA, see Figure  5.9. It is obvious that the time required to notify the HA and to estab-
lish a downlink session between the HA and the new FA is not crucial, since the MN first 
resumes its communication via the old FA1.  
Releasing the resources not required: after establishing the downlink RSVP session be-
tween the HA and the new FA, there is no longer a need for resources on the old path nor be-
tween the old and new FA. Therefore, these resources will be released using RSVP 
TEARDOWN messages. 
In advance preparation for the subsequent handoff: after completing the above mentioned 
steps, the new FA again executes the semi-proactive state creation procedure to enable the 
MN to use QoMIFA during the subsequent handoff. 
5.3.4.2 The Mobile Node Operates as a Sender 
The handoff procedure when employing QoMIFA for the case in which the MN operates as a 
sender is shown in Figure  5.10.  
                                                          
1 We assume, here, that the HA is far away from the new FA, while the old FA is located in the vicinity. Therefore, the old 
FA is notified of the MN’s new CoA earlier than the HA.  




Figure  5.10: Handoff procedure employing QoMIFA (the MN operates as a sender) 
Initiation of the handoff and local authentication in the new FA: again, when the MN 
moves into the range of a new FA and receives a new Agnt_Adv message with the QM flag 
set, the MN transmits a PATH message with a mobility object that transports the Reg_Rqst 
message of MIFA. When the new FA receives the PATH message and extracts the Reg_Rqst 
message encapsulated within, it first authenticates and authorizes the MN.  
Notifying the old FA and the HA: after successful authentication and authorization of the 
MN, the new FA transmits a PATH message to the old FA and a PATH message to the HA. 
The PATH message sent to the old FA includes a mobility object containing the PFA_Not 
message of MIFA, while the PATH message sent to the HA contains a mobility object with 
the HA_Not message inside. 
Establishment of an uplink RSVP session and completion of the handoff from the MN’s 
point of view: once the old FA receives the PATH message sent by the new FA, it replies 
with a RESV message carrying a mobility object that encapsulates the PFA_Ack message of 
MIFA. The RESV message results in the reservation of the required resources on the path to 
the new FA. After the new FA receives the RESV message, it sends a RESV message with a 
mobility object that conveys the Reg_Rply message of MIFA. When the MN receives the 
RESV message and successfully extracts and authenticates the Reg_Rply message, it declares 
the handoff to be completed from its point of view. Simultaneously to the handoff, the RSVP 
session for the uplink traffic has been established. Thus, the MN resumes its uplink communi-
cation directly after the handoff without QoS degradations. 
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Handoff completion: once the HA receives the PATH message that the new FA has sent, it 
replies by sending a RESV message to the new FA with a mobility object conveying the 
HA_Ack message of MIFA. This RESV message reserves the required resources for the up-
link traffic. 
Releasing the resources not required: after establishing the uplink RSVP session between 
the HA and the new FA, the resources reserved on the old path as well as between the old and 
new FA are no longer necessary. Therefore, they will be released using RSVP TEARDOWN 
messages. 
In advance preparation for the subsequent handoff: again, after completing the steps de-
scribed above, the new FA executes the semi-proactive state creation procedure to enable the 
MN to use QoMIFA during the next handoff. 
5.3.4.3 The Mobile Node Operates as a Sender and Receiver 
When the MN simultaneously operates as a sender and a receiver, the handoff procedure em-
ploying QoMIFA is the same as when the MN operates only as a receiver with one exception 
– namely the MN reserves resources for the uplink traffic, as well. 
5.4 Error Recovery Mechanisms 
The errors QoMIFA handles are grouped into the following groups: 
• Loss of QoMIFA support 
• Control messages dropping 
• Absence of the MN-specific data in the new FA 
• Movement to a none-member of the current FA’s L3-FHR 
• Unavailability of required resources on members of the current L3-FHR 
The following section discusses how QoMIFA recovers from the mentioned errors. 
5.4.1 Loss of QoMIFA Support 
As mentioned previously, each FA advertises its support of QoMIFA by setting the QM flag 
in its Agnt_Adv message. If the MN obtains an advertisement without the QM flag set, it as-
sumes that QoMIFA is not supported. One distinguishes here between two cases, namely 
whether MIFA is supported or not: 
• First, if MIFA is supported, the MN operates MIFA in reactive mode. Notice that the 
FA supporting MIFA sets a MI flag in the advertisement. After completing the 
handoff from the MN’s point of view (i.e. after the MN receives the Reg_Rply mes-
sage), the MN initiates an uplink RSVP session with the HA, if required. Obviously, 
the MN uses the standard RSVP in this case. If only downlink traffic is exchanged, the 
HA establishes the required RSVP session when it is notified of the handoff. 
• Second, if MIFA is not supported, MIP is employed. The reservation of resources is 
done after handoff completion similar as in the first case. 
5.4.2 Control Messages Dropping 
As only RSVP messages are exchanged when employing QoMIFA, the dropping of control 
messages should be handled by RSVP itself. As known, RSVP relies mainly on the refresh 
mechanism to recover from errors resulting from the dropping of control messages. However, 
this is not sufficient to recover the dropping of RSVP control messages. Keep in mind that the 
dropping of PATH and RESV messages means a dropping of MIFA control messages, as well 
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– thus, disturbing the usage of mobility service. Therefore, QoMIFA addresses the reliability 
issue and proposes an extension to RSVP to improve it. QoMIFA extends the RSVP engine 
implemented in FAs, HA and MNs to include a retransmission timer for the RSVP control 
messages that either carry mobility objects or aim at the establishment of a new RSVP ses-
sions. We will discuss how this mechanism works for the exchange of PATH and RESV mes-
sages between the HA and the new FA, see Figure  5.11.  
 
Figure  5.11: Dropping of RSVP control messages exchanged between the HA and the new 
FA (PATH and RESV messages carry mobility objects) 
When the new FA transmits a PATH message to the HA that includes a mobility object or 
aims at the establishment of a new RSVP session, the new FA initiates a retransmission timer 
for this message. The value of this timer is initiated to 2*RTT, where RTT is the round trip 
time between the new FA and the HA. The receipt of a corresponding RESV message prior to 
the timer expiration results in resetting this timer. Otherwise, the PATH message is retrans-
mitted once more and the timer value doubled. The retransmission takes place a certain 
amount of times after the new FA declares that the HA is not reachable. Notice that the 
RSVP-enabled routers located on the path between the new FA and the HA treat the retrans-
mitted PATH messages as refresh messages since RSVP does not support control messages 
retransmission. In addition, both the new FA and the HA handle the refresh messages based 
on the standard RSVP specification. 
The recovery of control messages dropping between entities participating in the handoff pro-
cedure employing QoMIFA (inclusive the MN) is handled in the same way, as mentioned 
above. 
5.4.3 Absence of the MN-Specific Data in the New FA 
QoMIFA assumes that the new FA already has the MN-specific data stored in the RSVP-state 
for the MN. If this is not the case and the new FA receives a PATH message containing a 
mobility object with a Reg_Rqst message encapsulated inside, it first checks whether it 
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lated in the mobility object) or not. If the old FA is known, the new FA assumes that the old 
FA could not contact it during the semi-proactive state creation procedure. This may happen, 
for instance, if the PATH message sent from the old FA during the semi-proactive state crea-
tion procedure had been lost due to unexpected reasons. Of course, the new FA will not be 
able to employ QoMIFA in this case. Therefore, it transmits the PATH message without any 
modification to the old FA. The old FA then authenticates the MN based on the specification 
of MIFA and transmits a RESV message to the new FA. The RESV message contains two 
mobility objects – the first conveys a Reg_Rply message, while the second includes the MN-
specific data. The new FA, in turn, transmits RESV message with a mobility object containing 
the Reg_Rply message to the MN and proceeds with the use of QoMIFA. Figure  5.12 shows 
this case above. 
 
Figure  5.12: Movement to a member of the L3-FHR of the old FA. However, the new FA 
does not have the MN-specific data 
If the new FA does not know the old FA, it behaves the same as in the case where the MN 
moves to a non-member of the current FA’s L3-FHR. This is explained in the following sec-
tion 
5.4.4 Movement to a None-Member of the Current FA’s L3-FHR 
As often mentioned that the MN relies on the L3-FHRs in its operation. However, it is possi-
ble for the MN to move into the range of a none-member of the L3-FHR of the old FA1. In 
this case, the MN will starts operating QoMIFA after the receipt of the Agnt_Adv message 
which, as noted before, includes the QM flag set. The new FA detects that it neither knows 
the old FA nor has the MN-specific data that enable pushing QoMIFA forth. Therefore, the 
new FA replies to the MN by sending a PATHErr message with a mobility object containing a 
Reg_Rply message. The Reg_Rply indicates that the registration is denied and the error code 
will be “MN and old FA not known”. This case is shown in Figure  5.13.  
                                                          
1 This may occur in many cases. For instance, the FA is newly integrated in the network, the construction of the L3-FHR was 
not completed, the new FA could not be detected by the old FA because no MNs have moved there before, etc. In any case, 
this situation will be temporal and the new FA will be integrated in the L3-FHR of the old FA after the new FA is detected. 
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Figure  5.13: Movement to a none-member of the L3-FHR of the old FA 
When the MN receives the PATHErr message and detects the error that has occurred, it pro-
ceeds with the initial registration followed by the initial reservation procedure. Of course, this 
will disrupt communication. However, the goal in this case is to recover the communication 
capability rather than achieve a seamless and fast handoff with QoS guarantees. The new FA 
proceeds with the initial authentication exchange and semi-proactive state creation procedures 
to enable operating QoMIFA in the subsequent handoff. In addition, the new FA tries to at-
tend the L3-FHR of the old FA. This is done based on the standard specification of MIFA by 
exchanging a Member Join Request (Mem_Join_Rqst) and a Member Join Response 
(Mem_Join_Resp) message with the old FA after establishing a trust between the new and old 
FA, as shown in Figure  5.14. For details about how a trust can be established between the new 
and old FA, the reader is directed to [Dia10] 
 
Figure  5.14:  The new FA joins the L3-FHR of the old FA 
5.4.5 Unavailability of Required Resources on Members of the Current L3-
FHR 
The major issue that affects QoS guarantees for MNs besides the fast reservation of resources 
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state creation procedure since each member of the current L3-FHR checks whether the re-
sources required for the MN are available and reports the results of this check to the current 
FA. This report shows the grade to which the resources can be provided to the MN. For in-
stance, a grade of 100 % means that the resources are available, a grade of 80 % means that 
only 80 % of the resources can be offered to the MN, and so on. If the resources are available 
on all members of the current L3-FHR, everything is in order and nothing should be carried 
out. However, if some neighbors are not or only partially capable of offering the resources 
required, the current FA notifies the MN by sending a resource check message to the MN. 
This message contains information about the FAs that will not or only partially satisfy the 
MN’s requirements. It is assumed that the MN implements some applications that enable it to 
adapt the applications running to cope with resources that are temporarily not available, e.g. 
reducing the throughput, freezing some applications, etc. Therefore, when the MN moves to 
one of the FAs listed in the resource check message, the MN should adapt its applications’ 
behavior based on the resources available.  
5.5 Conclusion 
The chapter has described our solution (QoMIFA) for providing simultaneous support of mo-
bility and QoS. QoMIFA is a semi-proactive solution that couples in a hybrid manner between 
RSVP as a protocol for resources reservation and MIFA as a mobility management protocol. 
QoMIFA depends on the L3-FHRs MIFA employs. As known, each L3-FHR contains the 
neighbor FAs the MN may move to from the current FA. The principle of L3-FHRs enables 
the prediction of MNs’ movements and the in-advance distribution of MNs-specific data, 
which enables a fast re-authentication of MNs after handoffs. Moreover, QoMIFA follows a 
semi-proactive behavior since the current FA notifies the members of its L3-FHR of incoming 
MNs (through the distribution of MNs-specific data). Therefore, these members check in ad-
vance if they have resources available and create, in case of success, RSVP states. The reser-
vation of resources takes place, however, after handoffs. 
The hybrid structure is obtained via introducing a new RSVP-object called “mobility object". 
This object encapsulates MIFA control messages so that the MN operates only RSVP after the 
handoff and transmits MIFA control messages encapsulated inside the new introduced RSVP-
object. In this way, both protocols are implemented separately. However, they operate as one 
protocol. 
QoMIFA is robust since it provides mechanisms to recover from most failures that may hap-
pen like, loss of QoMIFA support, control messages dropping, absence of MNs-specific data, 
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In order to evaluate QoMIFA compared to Simple QoS, both are modeled in NS2 and simu-
lated deploying the same network topology under the same assumptions. As mentioned previ-
ously, Simple QoS is a well-known loose-coupled protocol and, as currently known, loose-
coupled solutions are widely employed. Furthermore, the qualitative comparison in sec-
tion  4.6 showed that this protocol presents one of the best loose-coupled protocols and is used 
as basis for comparison in related work. For these reasons it was selected as a candidate to 
compare with QoMIFA. Note that although there are other solutions in the literature that make 
performance improvements compared to Simple QoS, we have decided to select Simple QoS 
because this protocol is better when we consider other metrics like no dependency on layer 2 
triggers, no restrictions on network topology, no need for passive reservations, etc. No hard-
coupled solutions are evaluated in this study because they are not widely employed due to 
their complexity as well as their less applicability to future networks. 
NS2 provides the basic Mobile IP functionalities which were extended to model MIFA in 
previous works, see [Dia10]. The basic RSVP implementation is developed at 
the University of Bonn (implementation details can be found in [Gre99]). The basic RSVP 
implementation was extended in the scope of this work to operate on wireless links. Follow-
ing that, the extended RSVP implementation was integrated with MIFA to create QoMIFA 
protocol. To model Simple QoS, the extended RSVP implementation was integrated with MIP 
functionalities the standard NS2 provides, see [Fre09] for implementation details. 
In the following, a brief overview of NS2 is introduced in sections  6.1, the applied simulation 
scenario is described and the performance measures of interest are presented in sections  6.2 
and  6.3, respectively. Thereafter, the obtained results are discussed. Concretely, the chapter 
investigates the impact of network load in section  6.4 and the impact of MN speed in sec-
tion  6.5. The main results of this chapter are concluded in section  6.6. 
6.1 Network Simulator (NS2) 
The simulator is a well-known open-source project that aims at the development of event-
oriented software to be used to model, test and evaluate wired as well as wireless networks1. 
NS2 uses two programing languages, namely C++ and Object-oriented Tool control language 
(OTcl). The reason why two languages are used lies in the tasks NS2 has to achieve. More 
concrete, protocols, traffic applications, etc. require fast execution time and are rarely changed 
after building NS2. Thus, a language like C++ is necessary. On the contrary, tasks like the 
definition of network topologies, parameters, etc. are often changed during the simulation. 
Therefore, an interpreted language such as OTcl is necessary. Thus, the simulator provides 
two classes hierarchy, compiled and an interpreted classes hierarchy. Both hierarchies interact 
and exchange data with each other.  
For analysis purposes, it is possible to write information about specific events in specific log 
files. These files are processed and examined manually or via tools, e.g. visualized using the 
Network animator Nam [Nam] or presented using the XGraph tool [XGra]. 
                                                          
1 The upcoming version of NS2 is called NS3 and still now under development. It is even in the initial phase. Because many 
protocols and features are not implemented yet, we have decided to use NS2 in our simulation studies.  
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6.2 Simulation Assumptions 
The simulative evaluation was achieved deploying a hierarchical topology1, see Figure  6.1. 
The figure depicts a domain of 4 sub-domains, each has the same structure. Each sub-domain 
includes 4 FAs. The assumed distance between the cells’ centers of two neighbor FAs is 198 
m. The coverage area of each FA is assumed as a circle with a radius of 112 m. A gateway 
(GW) is placed on the uppermost level of the domain hierarchy. This GW interconnects the 
domain with other nodes located outside the domain. The distance between the GW and each 
FA in the domain is 4 hops. There are 160 MNs in the domain, 10 equally distributed MNs in 
the coverage area of each FA. The MNs connect to the network via IEEE 802.11 wireless 
links with a bandwidth of 5.5 Mbps. The access points applied in the simulation fit the Lucent 
WaveLANs [Lucent97].  
 
Figure  6.1: Assumed scenario 
All MNs are registered with the same HA, which is located outside the domain. Active MNs 
communicate with 6 CNs, which are also located outside the domain. The transmission delay 
on each wired ethernet link inside the domain is 5 msec. Each link connecting the crossover 
node in each sub-domain with the FA beneath it in the sub-domain has a bandwidth of 1 
Mbps, while each of the links connecting the crossover node with the GW has a bandwidth of 
4 Mbps2. The link between the HA and the GW has a transmission delay of 150 msec and a 
                                                          
1 The reason why we selected a hierarchical topology is motivated from the studies done in [Dia10]. These studies showed 
that a mesh topology is better adequate for both MIP (used in Simple QoS) and MIFA (applied in QoMIFA) than a hierar-
chical one. The hierarchical topology strongly affects the performance of MIFA, while the performance of MIP is slightly 
affected. Therefore, we have selected the hierarchical topology to study the performance of QoMIFA compared to Simple 
QoS in a topology more adequate to Simple QoS than to QoMIFA. This makes the results more meaningful. Furthermore, 
the topology used in our studies is similar to the topology used to evaluate MIFA in [Dia10] compared to a range of macro- 
and micro-mobility management protocols, where MIFA shows significant performance improvements. 
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bandwidth of 32 Mbps1. The links between the GW and CN1, CN2, CN3, CN4, CN5 and 
CN6 have delays of 27, 23, 28, 27, 23 and 28 msec, respectively. Each of these links has a 
bandwidth of 16 Mbps. During the simulation, we tracked the selected active MN(s). The se-
lected MN(s) move(s) from FA0 to FA15. The tracked MN uses Eager Cell Switching (ECS)2 
algorithm to trigger handoffs. For more clarity, the simulation assumptions are summarized in 
Table  6-1. 
 
Table  6-1: Simulation assumptions 
The main goal of our analysis is to investigate how network load and MN speed affect the 
performance of the studied protocols in the selected scenario. To study the impact of network 
load, the number of active MNs in the range of each FA is changed between 4, 6 and 8. An 
active MN is tracked while moving at a speed of 36 km/h from the first to last FA in each 
studied scenario. Notice that each active MN reserves resources in the network and exchanges 
a constant bit rate UDP stream with its communication partner on uplink and downlink. Each 
UDP stream has a packet arrival rate of 10 packets per second and a packet size of 1000 bytes. 
                                                          
1 Note that the GW interconnects 4 crossover nodes (each with a link of 4 Mbps  16 Mbps) from the domain with the CNs 
and the HA. Because the traffic from CNs should bypass the HA, the link between the GW and the HA is made 32 Mbps. 
2 A movement detection algorithm. It assumes frequent location changes and, thus, initiates a handoff direct after the receipt 
of a new Agnt_Adv message [Dia10]. 
Scenario  
Number of FAs 16 FAs 
Distance between neighbor FAs 198 m 
Radius of the coverage area of  each 
FA 112 m 
MNs in the scenario 160 MNs (10 equally distributed in the range of each FA) 
Wireless links 
IEEE 802.11 (5.5 Mbps) 
The Access points applied in the simulation fit 
the 914 MHz Lucent WaveLANs 
Links bandwidth  
Crossover node in each sub-domain 
 FA beneath it 1 Mbps 
Crossover  node in each sub-domain 
 GW 4 Mbps 
GW HA 32 Mbps 
GW  CN1, CN2, CN3, CN4, 
CN5 and CN6  16 Mbps 
Links delay  
Crossover node in each sub-domain 
 FA beneath it 5 msec 
Crossover  node in each sub-domain 
 GW 5 msec 
GW  HA 150 msec 
GW  CN1, CN2, CN3, CN4, 
CN5 and CN6 27, 23, 28, 27, 23 and 28 msec 
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In addition to the traffic of active MNs, an uplink and a downlink constant bit rate UDP best-
effort traffic is exchanged between a CN and a MN (different from the active MNs) located in 
the range of each FA. This traffic represents background traffic only and, clearly, does not 
reserve resources. The packet arrival rate of each stream of this best-effort traffic is also 10 
packets per second and the packet size is 1000 bytes. Remaining MNs that are neither active 
nor exchange best-effort traffic are considered idle and only generate signaling traffic.  
Considering the loads mentioned above, one derives that the links inside the sub-domains are 
loaded to approximately 42 % when each FA hosts 4 active MNs in addition to the MN that 
exchanges best-effort traffic. When each FA serves 6 and 8 active MNs in addition to the MN 
that exchanges best-effort traffic, wired links in each sub-domain are loaded to 58 % and      
74 %, respectively. Sure, the tracked MN generates extra load in the networks. Note also that 
we excluded the signaling traffic resulting from all MNs, which is not negligible. As a result, 
the loads mentioned express low-, middle- and high-loaded network. 
To investigate the impact of MN speed on the performance of QoMIFA and Simple QoS, sim-
ilar assumptions as those mentioned above are considered. However, each FA serves 6 active 
MNs, one MN with best-effort traffic and 3 idle MNs. It is worth noting that the observed MN 
moves from the first to last FA with a speed alternating between that of a pedestrian (3 km/h), 
a cyclist (20 km/h), a car driver inside a city (50 km/h) and a car driver on an autobahn (120 
km/h). 
In order to ensure reliable simulation results, several measurements were conducted. That is, 
each scenario was repeated 20 times, resulting in 300 handoffs for each measurement. Finally, 
it is worth mentioning that we simulate handovers only. We assume that L3-FHRs are truly 
constructed and the MN-specific data are successfully distributed in advance. Thus, the MN 
always moves to a member of the current L3-FHR. Recovering from control messages drop-
ping is included in the simulation. 
6.3 Performance Measures  
The performance measures we are interested in comprise the following: 
1. Resource reservation latency: this metric includes the handoff latency1 employing the 
used mobility management protocol and the time required to complete the reservation 
of resources. This metric will be studied for uplink and downlink sessions separately. 
2. Number of dropped packets per handoff: the packets dropped per handoff on downlink 
are the packets getting lost between the time after which the MN loses the link with 
the old FA and the time at which the MN begins receiving packets on downlink. The 
packets that get lost per handoff on uplink are those the MN sends after losing the link 
with the old FA and before the handoff is completed employing the mobility manage-
ment protocol used. The simulation studies conducted do not include buffering of data 
packets due to handoffs neither on downlink nor on uplink. 
3. Number of packets sent per handoff as best-effort until the reservation is accom-
plished: best-effort packets sent per handoff on downlink are those transmitted after 
the HA (for Simple QoS) or the old FA (for QoMIFA) is notified of the MN’s new 
CoA and before resource reservation for downlink traffic is completed. On uplink, 
best-effort packets are sent between the time after which the MN completes the 
handoff and the time at which the MN finishes the reservation of resources for the up-
link session. The number of packets sent as best-effort until resources are reserved is a 
very important performance measure since this parameter determines how long the us-
                                                          
1 The handoff latency includes a movement detection time, which represents the duration between the time after which the 
MN loses the link with the old FA and the time at which the MN discovers the new FA’s IP address. 
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er obtains his service without QoS guarantee. One may argue that best-effort packets 
are sent during a short time duration, which makes this metric not that important. Alt-
hough this is true in general, best-effort packets will result in a considerable QoS deg-
radation if their amount exceeds certain thresholds. Therefore, it is important to study 
this metric. 
4. Probability of dropping sessions: this metric represents the likelihood that RSVP-
sessions reserved for active and moving MNs are dropped due to handoffs. To study 
this performance measure, the number of active and also observed MNs is varied be-
tween 4 and 8 MNs in a low network load scenario (4 active MNs in the range of each 
FA). It should be noted that these extra observed MNs are added to the previous sce-
nario which originally contains 160 MNs, as written earlier. 
For clarity, the performance measures of interest are illustrated in Figure  6.2. 
 
Figure  6.2: Performance measures of interest 
6.4  Impact of Network Load  
6.4.1 Resource Reservation Latency 
6.4.1.1  Uplink  
Figure  6.3 displays the distribution function of the resource reservation latency on uplink 
when employing both protocols in the studied scenario under the above mentioned loads.  
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Figure  6.3: Resource reservation latency on uplink with QoMIFA and Simple QoS 
under different network loads  
This figure shows that the time required to reserve resources on uplink employing both 
QoMIFA and Simple QoS follows, in general, similar behavior under the studied loads. Con-
cerning performance, QoMIFA is significantly better than Simple QoS. The reason lies in the 
way QoMIFA combines mobility and RSVP control messages. This coupling results in simul-
taneously executing handoffs and reserving resources. This is not the case for Simple QoS, 
which completes the handoff first and then reserves resources. 
Let us first consider the situation in which each FA serves 4 active MNs. Our simulation re-
sults show that while resources on uplink are reserved in less than 232 msec in 90 % of 
handoffs employing QoMIFA, the reservations are accomplished in less than 544 msec when 
employing Simple QoS for the same number of handoffs. The reason is mentioned above and 
the result is expected since QoMIFA manages mobility and QoS simultaneously, while Sim-
ple QoS handles mobility first and QoS after that. Based on that, Simple QoS will take the 
double of the time QoMIFA consumes and even longer, which is proven by our simulation 
results. The difference in the performance of both protocols when the number of active MNs 
in each cell goes up to 6 remains comparable to that when each FA hosts 4 active MNs. In-
creasing the number of active MNs hosted by each FA to 8 results in a clear deterioration in 
performance for Simple QoS. Figure  6.4 shows that QoMIFA requires no more than 294 msec 
to reserve resources on uplink for 90 % of the handoffs. Simple QoS, however, reserves re-
sources on uplink in less than 693 msec for the same number of handoffs.  Again, the reason 
is mentioned above. 
Similar results are displayed in Figure  6.4, which shows the average latency required to re-
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Figure  6.4: Average resource reservation latency on uplink when employing QoMIFA and 
Simple QoS under different network loads  
The simulation results show that QoMIFA is 67 %, 64 % and 59 % better than Simple QoS 
when each FA hosts 4, 6 and 8 active MNs, respectively.  
6.4.1.2  Downlink 
Let us now study the time required to reserve resources for the downlink traffic, see Fig-
ure  6.5.  
 
Figure  6.5: Reservation latency on downlink with QoMIFA and Simple QoS under different 
network loads  
The first result that can be obtained from this figure is that QoMIFA is significantly faster 
than Simple QoS with respect to the time required to reserve resources on downlink. This is 
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session between the old CoA and the new one. In contrast, Simple QoS must first contact the 
HA and then establish an RSVP tunnel between the HA and the new FA. It can also be ob-
served that the performance of QoMIFA with respect to the time required to reserve resources 
on downlink follows a similar pattern as its performance in terms of the time required to re-
serve resources for uplink traffic in about 30 % of the handoffs. In the remaining 70 % of the 
handoffs, one notices that QoMIFA is on downlink more affected by the load than on uplink. 
Of course, this is because, uplink sessions are first established between the old and new FA. 
After that, downlink sessions are built. The time required to reserve resources for Simple QoS 
follows similar behavior as that QoMIFA follows. The reason for this is that the PATH mes-
sage sent to the HA from the MN operating Simple QoS is intercepted by the crossover router 
located on both the path between the HA and old FA and the path between the HA and the 
new FA. The crossover router answers directly by sending a RESV message. Notice that there 
is no reverse tunnel used between the new FA and the HA for uplink traffic, see [TSZ99]. On 
the contrary, resource reservation on downlink when operating Simple QoS is triggered before 
starting the reservation for uplink (as the HA receives the Reg_Rqst message). The reserva-
tion for uplink starts even before the completion of that for downlink (as the MN receives the 
Reg_Rply message). 
Similar results to those shown in Figure  6.4 can be observed in Figure  6.6, which presents the 
average time required to reserve resources on downlink employing QoMIFA and Simple QoS 
under the loads mentioned in section  6.3. 
 
Figure  6.6: Average resource reservation latency on downlink when employing QoMIFA and 
Simple QoS under different network loads  
The figure shows a clear performance improvement when employing QoMIFA compared to 
Simple QoS. The reason for this was mentioned above while discussing Figure  6.6. According 
to the simulation results, QoMIFA outperforms Simple QoS by 57 %, 40 % and 26 % when 
the number of active MNs in the range of each FA varies between 4, 6 and 8, respectively.  
In addition to the results discussed above, one notes that the resource reservation latency on 
downlink is longer than that on uplink when employing QoMIFA. This is not the case, how-






































  Chapter 6: Performance Evaluation 
115 
 
6.4.2 Number of Dropped Packets per Handoff 
6.4.2.1 Uplink 
Figure  6.7 shows the distribution function of the number of dropped packets per handoff on 
uplink when employing QoMIFA and Simple QoS in the studied topology under the men-
tioned loads. The figure shows that QoMIFA results in significant performance improve-
ments. The figure also depicts approximately similar behavior as that observed in Figure  6.2. 
Our simulation results show that QoMIFA and Simple QoS drop no more than 6 and 7 pack-
ets per handoff in 99 % of the handoffs in networks containing 64 (4 in the range of each FA) 
and 96 (6 in the range of each FA) active MNs, respectively. Increasing the number of active 
MNs in the network to 128 strongly deteriorates the performance of both QoMIFA and Sim-
ple QoS. 
 
Figure  6.7: Number of dropped  packets per handoff on uplink with QoMIFA and Simple 
QoS under different network loads  
Let us now consider the average number of dropped packets per handoff for both protocols, 
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Figure  6.8: Average number of dropped packets per handoff on uplink when employing 
QoMIFA and Simple QoS under different network loads  
The results show that QoMIFA drops 35 %, 32 % and 26 % fewer packets than Simple QoS 
when the number of active MNs in the range of each FA is 4, 6 and 8, respectively. This is 
because QoMIFA executes registration and reservation simultaneously. However, Simple 
QoS waits until the HA is notified and reserves the resources following that.  
6.4.2.2 Downlink 
The distribution function of the number of dropped packets per handoff on downlink when 
employing both studied protocols in the deployed scenario under the mentioned loads is 
shown in Figure  6.9. Let us first discuss a network that serves 64 active MNs (4 active MNs 
in the coverage area of each FA). One can see that while no more than 1 packet gets lost in 86 
% of the handoffs when using QoMIFA, Simple QoS may drop till 4 packets in 99 % of the 
handoffs. Increasing the number of active MNs in the range of each FA to 6 does not result in 
a considerable change in the behavior of both protocols, see the figure. As the load further 
increases, the performance of both protocols becomes more and more closed to each other. In 
this case, both QoMIFA and Simple QoS suffer from significant packet loss. However, 
QoMIFA still performs better. Note that the figure also shows a comparable behavior to that 

















































Figure  6.9: Number of dropped packets per handoff on downlink with QoMIFA and Simple 
QoS under different network loads  
Let us now consider the average number of dropped packets per handoff on downlink, see 
Figure  6.10.  
 
Figure  6.10: Average number of dropped packets per handoff on downlink when employing 
QoMIFA and Simple QoS under different network loads  
One can clearly see that the average number of dropped packets per handoff increases with 
increasing network load. This is expected, since handoff latency increases, thus, more packets 
are lost during the handoff. The figure also shows that Simple QoS results in significantly 
more dropped packets than QoMIFA under all studied loads. The reason behind this behavior 
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tacting the old FA. On the contrary, Simple QoS requires a registration with the HA each time 
the MN moves in the network. This registration normally takes more time, especially if the 
network is high-loaded. According to the achieved results, QoMIFA reduces the average 
number of dropped packets by 67 %, 50 % and 37 % as compared to Simple QoS when the 
number of active MNs in the range of each FA is 4, 6 and 8, respectively.  
6.4.3 Number of Best-Effort Packets Sent per Handoff 
6.4.3.1 Uplink 
A main advantage of QoMIFA is that it never forwards packets as best-effort on uplink re-
gardless of the network load. This means that the user directly obtains his service with a QoS 
guarantee. The reason for this is simply the hybrid-coupling feature of QoMIFA, since it ex-
changes PATH and RESV messages conveying MIFA control messages with the new and old 
FAs after the handoff. After these messages, the handoff is completed from the MN’s point of 
view and resources are reserved for uplink traffic. As opposed to QoMIFA, Simple QoS al-
ways sends packets as best-effort on uplink. This is because of the loose-coupling principle 
that Simple QoS follows, since the handoff is first executed and then resources are reserved. 
Clearly, the number of packets sent as best-effort per handoff increases as network load in-
creases, see Figure  6.11. 
 
Figure  6.11: Average number of best-effort packets sent per handoff on uplink when employ-
ing QoMIFA and Simple QoS under different network loads  
6.4.3.2 Downlink 
In contrast to the performance of QoMIFA on uplink, some packets are sent as best-effort on 
downlink. The reason for this is that the old FA responds after it gets notified of the new 
MN’s CoA (via a PATH message containing mobility information encapsulated in a mobility 
object) with a RESV message reserve resources on uplink. Following this, the old FA begins 
forwarding downlink data packets and exchanges simultaneously PATH and RESV messages 
with the MN to reserve resources on downlink. Therefore, some packets are sent as best-effort 
until the reservation is completed.  
Figure  6.12  provides the average number of packets sent as best-effort per handoff when em-
ploying both studied protocols under the assumed loads. The figure shows that QoMIFA 














































Figure  6.12: Average number of best-effort packets sent per handoff on downlink when em-
ploying QoMIFA and Simple QoS under different network loads  
The reason for this is that the MN operating Simple QoS first registers with the HA. After the 
HA is notified, it begins forwarding data packets as best-effort to the new CoA and proceeds 
with reserving resources for the downlink session. This, of course, requires a considerable 
amount of time, which results in the forwarding of a considerable number of data packets 
without QoS guarantees. Keep in mind that the HA is normally far a way from the new FA. 
Clearly, this degrades the performance and is undesirable. According to our simulation re-
sults, Simple QoS increases the average number of packets sent as best-effort by 40 to 71 % 
as compared to QoMIFA under the studied network loads.  
6.4.4 Probability of Dropping Sessions 
As we mentioned in section  6.3, to study the probability of dropping sessions, the number of 
tracked MNs is varied between 4 and 8 in a scenario where each FA hosts 4 active MNs. The 
probability of dropping of sessions is calculated for both uplink and downlink sessions. Fig-
ure  6.13 shows the distribution function of the probability of dropping sessions employing 
QoMIFA and Simple QoS in the studied scenario when the number of tracked MNs is 4, 6 
and 8.  The first result one derives is that QoMIFA performs significantly better than Simple 
QoS.  The more the number of MNs trying to establish sessions, the more the probability of 
dropping sessions. This is clearly deduced from the figure, since the sessions are dropped due 




















































Figure  6.13: Probability of dropping sessions with QoMIFA and Simple QoS in the studied 
scenario  
Let us first consider 4 tracked MNs in a network serving 64 active MNs. One can clearly see 
that Simple QoS is outperformed by QoMIFA. Our simulation results show that the probabil-
ity that QoMIFA reserves sessions successfully reaches 0.852. This probability reaches, how-
ever, only 0.426 by Simple QoS. The figure shows that 52 % performance improvement in 
terms of no sessions dropping results when employing QoMIFA as compared to Simple QoS. 
Furthermore, the number of handoffs with unsuccessful reservation requests during or after 
handoffs is minimized by 82 % when employing QoMIFA. 
It is expected that the performance of both protocols deteriorates as the number of tracked 
MNs increases to 6. The figure provides that the number of handoffs that do not face any ses-
sion dropped due to handoffs is 22 % and 23 % with QoMIFA and Simple QoS, respectively. 
The number of handoffs in which all sessions are dropped due to MNs movements is 6 % us-
ing QoMIFA. These handoffs are, however, 38 % of all handoffs when employing Simple 
QoS.  
Sure, a further increase in the number of tracked MNs results in further deteriorating the per-
formance for both protocols, see the figure. Note that the reason for the well performance of 
QoMIFA is the usage of old RSVP sessions temporarily until new ones are established. This 
makes any dropping in new sessions between the new FA and the HA not so crucial.   
Figure  6.14 presents the average probability of dropping sessions resulting from using both 
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Figure  6.14: Average probability of dropping sessions when employing QoMIFA and Simple 
QoS in the studied scenario  
The figure shows that the average value of the probability of dropping sessions increases for 
both protocols as network load goes up. Again, the figure shows that Simple QoS is outper-
formed by QoMIFA. An improvement in performance of 84 %, 80 %, 62, 44 % and 45 % 
results when the number of tracked MNs is 4, 5, 6, 7 and 8, respectively.  
6.5 Impact of Mobile Node Speed 
6.5.1 Resource Reservation Latency 
6.5.1.1  Uplink 
Figure  6.15 shows the distribution function of the resource reservation latency on uplink when 



































Figure  6.15: Resource reservation latency on uplink with QoMIFA under different MN 
speeds  
As the figure shows, the speed of MNs affects the resource reservation latency for uplink traf-
fic. Concrete, when the observed MN moves at a speed of 3 km/h, the resource reservation 
latency is higher than that required to reserve resources when the MN moves at a speed of 20 
km/h. As the MN moves at a speed of 50 km/h, it takes longer time to reserve resources than 
at a speed of 20 km/h in all handoffs. Moving at a speed of 120 km/h significantly deteriorates 
the performance.   
At first glance, the results obtained at a speed of 3 km/h looks unexpected. This is due to the 
fact that the ping-pong effects often appear at slow speeds. The MN spends 5.61 sec inside the 
overlapping area while moving at a speed of 3 km/h (the length of the MN’s path inside the 
overlapping area between each two neighbor FAs is 5 m). Thus, the MN often switches be-
tween the old and new FA. Taking into account the fact that the quality of the old wireless 
link quickly deteriorates while moving inside the overlapping area away from the old FA as 
well as the poor quality of the new wireless link, many handoffs will not be accomplished 
successfully. Of course, this will result in a higher latency. Increasing the speed of MNs re-
duces the time the MNs spend inside the overlapping area and, with that, the ping-pong ef-
fects. This, in turn, results in improved performance. Increasing the speed to 120 km/h results 
in a long movement detection time, since the MN crosses the cells very quickly, this produces 
a considerably high latency, as the Figure  6.15 shows.   
Figure  6.16 displays the distribution function of the resource reservation latency on uplink 
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Figure  6.16: Resource reservation latency on uplink with Simple QoS under different MN 
speeds  
From the figure, it is apparent that Simple QoS follows approximately similar behavior as 
QoMIFA does. Simple QoS takes at 3 km/h more time to complete the resource reservation 
on uplink than at 20 km/h and 50 km/h in about 92 % of the handoffs. The reason for this is 
the ping-pong effects discussed above. Increasing the MN speed to 120 km/h results in a clear 
performance degradation, since the MN crosses cells very quickly and requires more time to 
detect the movement at this speed than at lower speeds.   
Let us now compare both protocols to each other, see Figure  6.17 which provides the average 
resource reservation latency on uplink when employing QoMIFA and Simple QoS under the 
studied MN speeds. 
  
Figure  6.17: Average resource reservation latency on uplink when employing QoMIFA and 
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The figure shows a significant performance improvement when employing QoMIFA as com-
pared to Simple QoS. QoMIFA at 3, 20, 50 and 120 km/h is faster than Simple QoS by 62 %, 
65 %, 61 % and 47 %, respectively.  Note that the average time required to reserve resources 
on uplink increases by 12 % as MN speed decreases from 3 to 20 km/h when using QoMIFA. 
The reason for this is reducing the ping-pong handoffs discussed earlier. Thereafter, we see an 
increase in the average time required to reserve resources on uplink (increase by 12 %) as MN 
speed increases from 20 to 50 km/h. This is simply because of increasing the probability of 
dropping packets while increasing the MN speed to 50 km/h. Moving faster results in a signif-
icant deterioration in performance as mentioned earlier (long movement detection time). 
However, one sees 6 % decrease by Simple QoS when the speed of the tracked MN increases 
to 20 km/h. Following that, the resource reservation latency increases by 3 % and 25 % at 
speeds of 50 and 120 km/h, respectively.  
6.5.1.2 Downlink 
The distribution function of the resource reservation latency on downlink when employing 
QoMIFA in the studied scenario while the MN moves at the mentioned speeds is shown in 
Figure  6.18.  
 
Figure  6.18: Reservation latency on downlink with QoMIFA under different MN speeds 
Again, the figure depicts that the MN speed significantly affects the amount of time required 
to reserve resources for the downlink traffic. One notices that the behavior observed in Fig-
ure  6.15 is similar to that observed in this figure. Notice that ping-pong effects appear in 
about 57 % of the handoffs when the MN moves at a speed of 3 km/h.  Similar behavior is 
observed when comparing the results when the observed MN moves at a speed of 50 km/h to 
that at 3 km/h. Increasing the MN speed to 120 km/h results in a considerable deterioration in 
performance.  
The main result observed is that the ping-pong effects are not that clear visible when speaking 
about the resource reservation latency on downlink as the case we saw on uplink. It is agreed 
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MN often switches between the old FA and the new one. Note, however, that the uplink 
RSVP sessions are built first and downlink sessions after that. So, in many cases, a new ping-
pong handoff will be triggered before the reservation of downlink session is initiated. The 
network continues the reservation for the uplink RSVP session and starts a new handover fol-
lowing that. These cases are excluded from our calculation. 
Figure  6.19 shows the distribution function of the resource reservation latency on the down-
link when employing Simple QoS in the studied scenario under different MN speeds.  
  
Figure  6.19: Resource reservation latency on downlink with Simple QoS under different MN 
speeds 
Again, similar behavior to that seen in the last discussed figure can be observed in this figure, 
as well. When the MN operating Simple QoS moves at a speed of 20 km/h, the resource res-
ervation latency on downlink almost less than when the MN moves at a speed of 3 km/h. The 
reason for this is the ping-pong effects discussed earlier. When the MN increases its speed to 
50 km/h, the resource reservation latency on downlink goes in general up. However, ping-
pong effects remain observable. Increasing the speed to 120 km/h deteriorates the perfor-
mance. Although the ping-pong effects disappear at this speed, the performance gets down 
due to the increased movement detection time. 
Figure  6.20 presents the average resource reservation latency on downlink when employing 
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Figure  6.20: Average resource reservation latency on downlink when employing QoMIFA 
and Simple QoS under different MN speeds 
Similar results to those derived from Figure  6.17 can be seen in Figure  6.20. QoMIFA is sig-
nificantly better than Simple QoS. It reserves resources 43 %, 44 %, 42 % and 33 % faster 
than Simple QoS when the speed of the MN is 3, 20, 50 and 120 km/h, respectively. The av-
erage resource reservation latency decreases by 6 % when using QoMIFA as the MN speed 
increases from 3 to 20 km/h. Thereafter, this latency increases by 5 % when moving at 50 
km/h. The reason for this was highlighted earlier. At a speed of 120 km/h, the resource reser-
vation latency increases by 33 % once more due to the increased movement detection time. 
Similar behavior can be seen by Simple QoS, the average resource reservation latency de-
creases by 4 % as the MN speed increases from 3 to 20 km/h and increases by 3 % when the 
MN speed goes up to 50 km/h. The resource reservation latency experiences an increase by 23 
% as the speed of the MN increases to 120 km/h. The reasons for this were investigated in 
section  6.5.1.1.  
6.5.2 Number of Dropped Packets per Handoff  
6.5.2.1 Uplink 
Figure  6.21 shows the distribution function of the number of dropped packets per handoff on 
uplink when employing QoMIFA under the studied MN speeds. For the same reasons high-
lighted while discussing Figure  6.15, the number of dropped packets per handoff at a speed of 
3 km/h is slightly more than that at a speed of 20 km/h. As the MN speed increases to 50 
km/h, the number of packets get dropped per handoff goes up. However, the ping-pong effect 
remains observable. At a speed of 120 km/h, the performance deteriorates clearly. It should be 
noted that the curves shown in Figure  6.21 are not gradual (like staircase) since the number of 
dropped packets is an integer value, not real as by the resource reservation latency. 
Let us now discuss the obtained results in more details. QoMIFA drops more than 5 packets 
per handoff at all studied speeds in about 33 % of handoffs. This implies that even at high 
speed it is expected that QoMIFA will operate well. The number of dropped packets per 
handoff does not exceed 6 packets in 89 % of the handoffs when the MN moves at a speed of 
3, 20 and 50 km/h. Due to the expected performance deterioration at high speeds, the number 
of packets get dropped per handoff while moving at 120 km/h reaches 11 packets per handoff 














































Figure  6.21: Number of dropped packets per handoff on uplink with QoMIFA under 
different MN speeds 
The behavior of Simple QoS is similar to that observed in Figure  6.16, see Figure  6.22. This 
is expected since there should be a relation between the latency required to reserve resources 
and the number of dropped packets, see Figure  6.2. Our simulation results show that the MN 
operating Simple QoS drops no more than 8 packets per handoff at a speed of 3, 20, 50 and 
120 km/h in approximately 52 % of the handoffs. This means that even at slow speed, one 
may expect that Simple QoS will not perform well. While the number of dropped packets per 
handoff does not exceed 8 packets at MN speeds of 3, 20 and 50 km/h  in approximately 96 % 
of handoffs, the number of dropped packets per handoff reaches 15 packets when the MN 
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Figure  6.22: Number of dropped packets per handoff on uplink when employing Sim-
ple QoS under different MN speeds 
Figure  6.23 presents the average number of dropped packets per handoff on uplink when em-
ploying QoMIFA and Simple QoS under the studied MN speeds. 
  
Figure  6.23: Average number of dropped packets per handoff on uplink when employing 
QoMIFA and Simple QoS under different MN speeds 
It is expected that the same behavior observed when analyzing the time required to reserve 
resources on uplink (see Figure  6.15) will be seen here, as well. According to our simulation 
results, QoMIFA outperforms Simple QoS by 30 %, 31 %, 29 % and 25 % when the speed of 
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Figure  6.24 plots the distribution function of the number of dropped packets per handoff on 
downlink when employing QoMIFA under the studied speeds. 
 
Figure  6.24: Number of dropped packets per handoff on downlink with QoMIFA un-
der different MN speeds 
The figure shows similar behavior to that observed in Figure  6.18. One observes that 
QoMIFA drops no more than 1 packet in approximately 42 % of the handoffs when the 
tracked MN moves at a speed of 3, 20, 50 and 120 km/h. Again, this implies that there is a 
good probability that QoMIFA will serve MNs moving at high speeds as good as those mov-
ing at slow speeds. In approximately 74 % of the handoffs, no more than 4 packets are 
dropped per handoff when the tracked MN moves at a speed of 120 km/h. In the remaining 
handoffs, the performance of QoMIFA clearly deteriorates at this speed. 
In Figure  6.25, Simple QoS follows similar behavior to that seen in Figure  6.19. One can no-
tice that, in 50 % of the handoffs, Simple QoS drops no more than 4 packets at all studied 
speeds. The worst performance is seen in the remaining handoffs when the MN moves at a 
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Figure  6.25: Number of dropped packets per handoff on downlink with Simple QoS 
under different MN speeds 
Let us now compare the average number of packets get lost per handoff on downlink when 
employing QoMIFA to that resulting when using Simple QoS, see Figure  6.26. 
  
Figure  6.26: Average number of dropped packets per handoff on downlink when employing 
QoMIFA and Simple QoS under different MN speeds 
The figure shows that QoMIFA reduces the number of dropped packets per handoff by 52 %, 
53 %, 51 % and 39 % compared to Simple QoS when the speed of the MN is 3, 20, 50 and 
120 km/h, respectively. It is worth noting that the same behavior is observed on downlink 
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6.5.3 Number of Best-Effort Packets Sent per Handoff  
6.5.3.1 Uplink 
Figure  6.27 presents the average number of packets sent as best-effort per handoff until the 
MN reserves resources for uplink traffic. The figure shows that QoMIFA sends no packets as 
best-effort on the uplink. The reason is the same highlighted while discussing the impact of 
network load in section  6.4.3.1. Considering Simple QoS, the number of best-effort packets 
decreases by 16 % as the MN speed increases from 3 to 20 km/h.  The reason behind this be-
havior is the ping-pong effect mentioned earlier. Increasing the MN speed to 50 km/h results 
in increasing the number of best-effort packets by 3 %. A further increase in MN speed to 120 
km/h results in increasing the number of best-effort packets by 1 %.  
  
Figure  6.27: Average number of best-effort packets sent per handoff on uplink when employ-
ing QoMIFA and Simple QoS under different MN speeds 
 6.5.3.2 Downlink 
Figure  6.28 displays the average number of packets sent as best-effort per handoff on down-
link and shows similar results to those derived from Figure  6.20. QoMIFA reduces the num-
ber of best-effort packets by 45 %, 52 %, 55 % and 49 % when the speed of the MN is 3, 20, 
50 and 120 km/h, respectively. The reasons for this were already discussed in sections  6.4.3.2 
and  6.5.1.2. 
 
Figure  6.28: Average number of best-effort packets sent per handoff on downlink when em-

































































































The main results of our simulation studies can be summarized as follows: 
1. The impact of the network load 
Increasing the network load results in an increase in the resource reservation latency, number 
of dropped packets per handoff, number of packets sent as best-effort per handoff and proba-
bility of dropping sessions.  
• For resource reservation latency, QoMIFA is up to 67 % and 57 % faster than 
Simple QoS on uplink and downlink, respectively.  
• Considering the number of lost packets per handoff, QoMIFA reduces the dropped 
packets by 25 to 35 % on uplink and 37 to 67 % on downlink as compared to Sim-
ple QoS.  
• For best-effort packets, QoMIFA reduces the number of packets sent as best-effort 
per handoff by 40 to 71 % on downlink as compared to Simple QoS and complete-
ly eliminates these packets on uplink. 
• Regarding the probability of dropping sessions , QoMIFA reduces this probability 
by 44 to 84 % compared to Simple QoS when the number of tracked MNs is 
changed between 4 and 8 in networks, where each FA hosts 4 active MNs and, one 
MN with background traffic. 
2. The impact of MN speed 
The impact of the ping-pong effect is seen by both protocols and causes higher resource res-
ervation latencies, more dropped packets per handoff and more best-effort packets per handoff 
at low speeds than at higher ones. The worst impact of the ping-pong effect is seen at a speed 
of 3 km/h when employing QoMIFA and Simple QoS. It is worth mentioning that the ping-
pong effect is heavily affected by metrics such as the size of overlapping area, the movement 
detection method applied and parameters relating to the handoff, e.g. the handoff threshold. 
The author in [Dia10] sates that the ECS method is not appropriate for slow speeds, the Lazy 
Cell Switching (LCS)1 method would be better. At high speeds, however, ECS method should 
be used. Therefore, it will make sense to adapt the movement detection algorithm as well as 
handoff parameters to the speed of the MN. Furthermore, a good network planning will, for 
sure, have major contribution. The results of our simulations can be summarized as follows:  
• Considering the resource reservation latency, QoMIFA is up to 65 % faster on up-
link and up to 44 % faster on downlink as compared to Simple QoS.  
• For the number of dropped packets per handoff, QoMIFA reduces the dropped 
packets by 25 % to 31 % on uplink and by 39 to 53 % on downlink as compared to 
Simple QoS.  
• QoMIFA reduces the number of best-effort packets sent per handoff by 45 to 55 % 
on downlink as compared to Simple QoS and completely eliminates such packets 
on uplink.  
All in all, there is a great performance improvement when employing QoMIFA as compared 
to Simple QoS. Our new proposal is capable of serving MNs well in low- and high-loaded 
networks. Furthermore, QoMIFA achieves its work quickly even when operating on MNs 
moving at high speeds. 
                                                          
1 This method follows the philosophy: do not achieve a handoff until it is absolutely necessary. The MN tries to detect a new 
FA after the lifetime of the last Agnt_Adv message received expires. 
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Although the comprehensive simulation studies done in this chapter are meaningful, further 
evaluation is necessary and even from other points of view, namely the cost QoMIFA induces 




Chapter 7: Analysis of Signaling Cost  
 
The simulation studies presented in  Chapter 6 have showen that QoMIFA presents a solution 
capable of simultaneously handling mobility and QoS in a faster and smoother manner than 
the well-known loose-coupled protocol, Simple QoS, in low-, middle- and high-load networks 
as well as for MNs moving at low and high speeds. Naturally, this is desirable from a perfor-
mance point of view and certainly appreciated by users and service providers. However, a 
comprehensive study must consider an additional point of view, namely the signaling cost that 
both protocols generate. Signaling cost has a special importance for service providers and 
network administrators, since it determines the cost to be considered when employing one of 
both protocols within a certain backbone.  
Achieving such a comprehensive study is the goal of this chapter, which is structured as fol-
lows: section  7.1 discusses the generic mathematical model used in this study. Section  7.2 
discusses the application of the mathematical model to both studied protocols, QoMIFA and 
Simple QoS. This section introduces the assumptions that we use in our analysis, the network 
topology that we deploy and the movement models that we apply. This is followed by the 
parameterization of QoMIFA and Simple QoS. Section  7.3 presents the results obtained, 
while section  7.4 concludes the chapter.  
7.1 Review of the Applied Generic Mathematical Model  
In [Dia10], a generic model for the analysis of mobility management protocols was intro-
duced. The parameters of the model were selected on the basis of the studied protocols, de-
ployed network topologies and applied mobility scenarios. The model is used to analyze the 
performance and signaling cost of mobility management protocols while taking into account 
control message dropping1. Performance is analyzed with respect to the average handoff la-
tency and expected average number of dropped packets per handoff, while signaling cost is 
estimated regarding the location update, packet delivery and total cost. The model proposed in 
[Dia10] is used in the study achieved in this chapter. 
Since the protocols we aim to analyze are also mobility management protocols, the model is 
used to estimate the cost resulting from both QoMIFA and Simple QoS in addition to analyz-
ing their support for QoS. The location update cost is the cost resulting from the mobility 
binding updates after movements. The packet delivery cost is the cost required to forward data 
packets along the path from the CN to the new location of the MN. The total cost is the sum 
of both location update and packet delivery costs using an adequate weighting factor. Note 
that we did not use the model to analyze performance, since only average handoff latency and 
expected average number of packets dropped per handoff can be calculated via the mathemat-
ical model. Metrics such as resource reservation latency, sessions dropping probability, etc. 
cannot be calculated using this model. Note also that we decided to investigate the signaling 
using the mathematical model rather than the simulation since simulations analyzing signaling 
costs only consider counting control messages, which is not enough from our point of view. 
Sure, other metrics can be built in the simulation to increase the accuracy of the results con-
                                                          
1 Dropping of control messages has considerable impact on the performance. It is, however, negligible when we consider 
signaling since the dropping of a control message results in waiting for a timeout before retransmitting the control message 
again. This results in more dropped packets, higher latency, etc. From the signaling point of view, this results in only re-
transmitting the control message, which does not result in a significant impact on the signaling cost. Therefore, it was ne-
glected in the model. 
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cerning signaling. This is, however, complicated and time consuming, which makes the math-
ematical model more adequate for such measurements. 
The following briefly introduces the generic mathematical model developed in [Dia10], be-
ginning with the basic assumptions followed by the applied mobility models as well as the 
assumed network topology. After that, we briefly present the manner in which location up-
date, packet delivery and total cost are calculated.  
7.1.1 Basic Assumptions 
The model assumes that the MN moves only within one domain. The domain is interconnect-
ed with the global Internet via a gateway (abbreviated as GW in the model). IP-connectivity is 
offered by means of nodes referred to as Mobility Agents (MAs). In real scenarios, a MA can 
be an AR, a FA, etc. In addition to MAs, the domain contains nodes with mobility support 
called Mobility Routers (MRs) that are neither MAs nor the GW, see Figure  7.1, which shows 
an example domain. The figure shows that each MR interconnects an average number of MAs 
(referred to as ν) with the GW. 
 
Figure  7.1: An example domain (𝑧 =9, 𝜗= 3 and  ν = 3)  
The input parameters that the model uses are listed in Table  7-1. 
Parameter Definition 
𝒛 Number of nodes that offer IP-connectivity inside the studied domain. 
N Number of neighbors of a node that offers IP-connectivity inside the stud-
ied domain. 
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ν Average number of MAs each MR interconnects with the gateway. 
𝑫𝒙,𝒚 Number of hops between two nodes, x and y (also termed the distance be-
tween node x and y). 
𝑫�𝒙,𝒚 Average number of hops between two nodes, x and y. 
𝑻𝒓 Average residence time inside the coverage area of each MA. This term 
determines how long the MN is located inside the region of each MA. 
𝑻𝒄𝒙,𝒚𝒔  Transmission cost resulting from transmitting a control message on the 
path from node x to y. 
𝑻𝒄𝒙,𝒚𝑫  Transmission cost resulting from transmitting a data packet on the path 
from node x to y. 
 𝒂?`? Processing cost of a control message in node x. 
𝒅𝒙 Processing cost of a data packet in node x. 
λ Packet arrival rate. 
Table  7-1: Parameters assumed in the generic mathematical model introduced in [Dia10] 
In addition, the model defines the parameters listed in Table  7-1. 
Parameter Definition 
𝒍𝒖𝒄𝒙 Location update cost resulting from updating the location of the MN at node x. 
𝒑𝒅𝒄𝒙,𝒚 Packet delivery cost resulting from forwarding data packets on the path from node x to y. 
Table  7-2: Parameters defined in the generic mathematical model introduced in [Dia10] 
Most macro mobility management protocols update their mobility bindings at the HA (e.g. 
MIP). Some macro mobility management protocols actualize their mobility bindings at the old 
MA (e.g. MIFA in reactive mode) or even at the new MA (e.g. MIFA in predictive mode). 
Most micro mobility management protocols register with MRs and/or the GW as long as MNs 
remain moving within the same domain (e.g. MIPRR updates its mobility bindings at MRs 
and the GW, while HMIPv6 registers only with the GW). Some mobility management proto-
cols choose one or more specific nodes and always update their mobility bindings at those 
nodes, e.g. AFA. Thus, the node(s) at which a mobility management protocol updates its mo-
bility bindings can be either the HA, MR, GW, old MA, new MA, a specific node in the do-
main or a subset of the nodes we already mentioned. In the following, we refer to the control 
message that the MN transmits to update its mobility bindings as an update message. The 
node at which the MN updates its mobilitybindings after movements is referred to as the 
Binding Update node (𝐵𝑈𝑛𝑜𝑑𝑒 ). Any specific node that is chosen to be a  𝐵𝑈𝑛𝑜𝑑𝑒 and is 
different from the HA, GW, MR, old MA and new MA is called an Anchor Point (𝐴𝑁𝑃). Any 
node inside the domain with mobility support and is different from the HA, GW, MR, old 
MA, new MA and  𝐴𝑁𝑃 is called an Intermediate Node (𝐼𝑛𝑁𝑜𝑑𝑒). 
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In order to capture the variation in the 𝐵𝑈𝑛𝑜𝑑𝑒  from protocol to protocol, a vector             
𝐵 = [ 𝐽𝑀𝑅   𝐽𝐺𝑊   𝐽𝐻𝐴   𝐽𝑀𝐴−𝑀𝑅   𝐽𝑀𝐴−𝐺𝑊   𝐽𝐴𝑁𝑃] is assumed. 𝐽𝑥  represents the probability that 
mobility bindings are updated at node x. 𝐽𝑀𝐴−𝑀𝑅 is the probability that mobility bindings are 
updated at the old or new MA1 when one of the MRs is the crossover router on the old and 
new path between the CN and the MN2. 𝐽𝑀𝐴−𝐺𝑊 has a similar meaning to 𝐽𝑀𝐴−𝑀𝑅. However, 
the crossover router is the GW. A distinction between these two terms is necessary to model 
the hierarchical topologies, for more details see [Dia10]. Finally, the last assumption of the 
study is a downlink and an uplink constant bit rate UDP stream exchanged between the CN 
and the MN with a packet arrival rate (λ) for each. 
7.1.2 Movement Models 
The generic mathematical model does not restrict the movement models that can be applied. 
The model only necessitates calculating the probabilities that MN’s move between the MAs 
interconnected with the GW via the same or different MRs. Note that the velocity of MNs is 
not considered in the model.  
Although no restrictions on movement models are made, as mentioned above, the model in-
troduces a probabilistic model to further simplify its application. The probabilistic model first 
assumes two probabilities, namely 𝑞𝑖 and 𝑃𝑖,𝑗. 𝑞𝑖 is the probability that the MN is turned on 
inside the coverage area of 𝑀𝐴𝑖. 𝑃𝑖,𝑗 is the transition probability between 𝑀𝐴𝑖 and 𝑀𝐴𝑗  (i.e. 
the probability that the MN moves from 𝑀𝐴𝑖 to 𝑀𝐴𝑗).  𝑃 denotes the matrix that collects the 
transition probabilities between the MAs in the domain. This matrix has the form given be-











































As known, the network topology in use does not affect movement patterns of MNs. In reality, 
movements of MNs from a certain MA are restricted to one of the MAs located in the geo-
graphical neighborhood of the MA. An example movement pattern is plotted in Figure  7.2. 
The probabilities not listed are assumed to be zero. 
                                                          
1 Note that we use one term to express this probability, since the mobility management protocol under study will update its 
mobility bindings either at the old or the new MA. 
2 Eventually, there may exist more than one crossover router on the old and new path between the CN and the MN. However, 
we mean here that a MR is the first crossover router we pass through when going upstreams from the MN to the CN. 




Figure  7.2: An example movement pattern 
Based on a start vector 𝑄0 = [𝑞1   𝑞2   …   𝑞𝑧  ] and a recursive equation, 𝑄𝑛+1 = 𝑄𝑛 ∗ 𝑃 the 
probabilities that a MN is attached to each MA in the steady state of the system can be written 








Based on the assumption stating that the MN moves only within one domain, one expects that 
the MN moves from a certain MA to a new MA that is either connected to the same MR as 
the old MA or to a different MR. As mentioned above, the model requires the probabilities 
that MNs move between MAs interconnected with the GW via the same MR (termed 𝑅) or 
different MR’s (termed 𝐺). These probabilities can be derived from equations (2) and (3), 
where 𝑃(𝑀𝑅𝑛) stands for the probability that the MN moves between the MAs connected to 
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7.1.3 Network Topology 
As mentioned in  7.1.1, the domain contains 𝑧  MAs capable of offering IP-connectivity,          
𝜗 MRs with mobility support residing somewhere inside the domain, standard IP routers and a 
GW to interconnect the domain with other external networks. Nodes such as the HA and CNs 
are assumed to be located outside the domain under study. Based on this assumption, a 3-level 
logical hierarchical topology - namely MAs, MRs and a GW - is constructed, see Figure  7.3, 
which plots an example network topology and the corresponding logical hierarchical struc-
ture. It is worth mentioning that  𝜗 can be set to 0 if no MRs are contained in the studied to-




















































Figure  7.3: An example network topology and the corresponding logical hierarchical struc-
ture (𝑧 =9, 𝜗 = 3 ) 
To model a network topology, both the wireless and wired parts of the network should be 
considered. The wireless part depends on the radio access technology in use (TDMA, CDMA, 
FDMA, OFDMA, etc.). In other words, the delay and cost resulting from transmitting a mes-
sage or a data packet over the air is assumed based on the used radio access technology. The 
distance between a MN and a MA is 1 hop. To consider the wired part, the analysis must also 
consider the access technology, since this affects the delay and the cost produced when a con-
trol message or a data packet is transmitted over a wired link. Of course, other factors should 
not be neglected, e.g. bandwidth, load of the link, etc. All metrics mentioned strongly depend 
on the distance between various network nodes, e.g. 𝐷𝑀𝐴,𝑀𝑅 , 𝐷𝑀𝐴,𝐺𝑊 , 𝐷𝑛𝑒𝑤𝑀𝐴,𝑜𝑙𝑑𝑀𝐴 , etc. 
These distances can be derived by counting the number of hops on the shortest path when 
employing a symmetrical hierarchical topology. However, in networks with asymmetrical 
hierarchical or mesh topologies, these distances vary from movement to movement and, there-
fore, should be calculated as average values. Of course, movement patterns should be consid-
ered in this context, as well. 
Based on the discussion introduced above, the average distance between MAs and the GW 






GWMAjiiMA,GW jiwhereDpPD j ,,
__
**     (5) 






MAMAjiiAoldMA,newM jiwhereDpPD ij ,,
__
**  (6) 
In order to calculate the average distance between MAs and a MR, one must first consider 
each MR individually, see Figure  7.4. For 𝑀𝑅𝑛  and the set of MAs located beneath it 
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(𝐼(𝑀𝑅𝑛)), the average distance between the MAs contained in the set 𝐼(𝑀𝑅𝑛) and 𝑀𝑅𝑛 can 




Figure  7.4: An example sub-domain consisting of a MR (MR1 in Figure  7.3) and the MAs 
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Following the calculation of the average distance between each MR located in the domain and 
the MAs residing beneath it, the average distance between MAs and MRs of the domain can 
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The basic idea behind the calculation of the average distance between MAs and MRs in the 
way we have written above is as follows: each MR and all MAs located beneath it are consid-
ered as a single sub-domain containing a MN that moves only inside this sub-domain. Based 
on this idea, the probability that a MN will reside in the coverage area of each MA belonging 
to the sub-domain in addition to the transition probabilities between the MAs contained in 
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each MR located in the domain and the MAs located beneath it, the analysis must consider all 
MRs in the domain and, thus, calculate the average distance between the MAs and these MRs. 
7.1.4 Signaling Cost Estimation 
As we mentioned earlier, signaling cost mainly includes the location update and packet deliv-
ery cost. The total cost is then the sum of both these costs using an adquate weighting factor. 
These costs will be modeled in the next following. 
7.1.4.1 Location Update Cost 
The location update cost resulting from updating the location of the MN at the 𝐵𝑈𝑛𝑜𝑑𝑒 can 
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where 𝑘1  represents the number of control messages transmitted on the wireless link during a handoff. 𝑘2  expresses the number of control messages to be exchanged between the current 
MA and the 𝐵𝑈𝑛𝑜𝑑𝑒 within a handoff. 𝑘1′ ,𝑘2′   and 𝑘3′   represent the number of times the up-
date message has been processed in the current MA, 𝐵𝑈𝑛𝑜𝑑𝑒 and 𝐼𝑛𝑁𝑜𝑑𝑒 , respectively. 𝑛𝑖 
represents the number of intermediate nodes (𝐼𝑛𝑁𝑜𝑑𝑒). 𝛾′′ is used to capture any extra cost 
appearing during the movement, e.g. movement tracking, notifications of neighbors, etc. Nat-
urally, 𝛾′′is protocol-specific and may be calculated via protocol-specific equations. 
Based on [Dia10], the term 𝑇𝑐𝑥,𝑦𝑠   on a wired link is proportional to the distance 𝐷𝑥,𝑦 with a 
proportional constant 𝛿𝑠, while this term on a wireless link is 𝜌 times more than on a wired 
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To capture the location update cost for all possible 𝐵𝑈𝑛𝑜𝑑𝑒, a location update cost          vec-
tor is defined as  𝐿𝑈𝐶 = [ 𝑙𝑢𝑐𝑀𝑅   𝑙𝑢𝑐𝐺𝑊   𝑙𝑢𝑐𝐻𝐴   𝑙𝑢𝑐𝑀𝐴−𝑀𝑅   𝑙𝑢𝑐𝑀𝐴−𝐺𝑊   𝑙𝑢𝑐𝐴𝑁𝑃].  𝑙𝑢𝑐𝑀𝑅 , 𝑙𝑢𝑐𝐺𝑊 , 𝑙𝑢𝑐𝐻𝐴 𝑎𝑛𝑑  𝑙𝑢𝑐𝐴𝑁𝑃 capture the location update cost when the 𝐵𝑈𝑛𝑜𝑑𝑒 is the 
MR, GW, HA and the 𝐴𝑁𝑃, respectively.  𝑙𝑢𝑐𝑀𝐴−𝑀𝑅 represent the location update cost when 
the old MA or new MA if the crossover router is a MR while 𝑙𝑢𝑐𝑀𝐴−𝐺𝑊 is the location update 
cost when old MA or new MA if the crossover router is the GW. The vector 𝐿𝑈𝐶 is protocol-
specific, e.g. 𝐿𝑈𝐶 = [0   𝑙𝑢𝑐𝐺𝑊   0   0   0   0] means that the mobility is controlled only by the 
GW inside the domain. 
Based on the equations defined above, the average location update cost per time unit can be 
calculated from equation (15). 
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7.1.4.2 Packet Delivery Cost 
Packet delivery cost consists of two terms, namely the transmission cost of data packets and 
the processing cost incurred in participating nodes. Notice that processing cost is defined here 
as the cost resulting from movements of MNs, e.g. the cost required to encapsulate and de-






𝑝𝑑𝑐𝐶𝑁,𝑀𝑁 is the packet delivery cost per time unit that data packets incur on the path from the 
CN to the MN, while 𝐹𝑐ℎ𝑎𝑛𝑑𝑜𝑓𝑓 is the cost produced when data packets are forwarded due to 
handoffs, e.g. forwarding of data packets from the old to the new MA to ensure seamless 
handoffs.  
To capture the processing cost at the nodes that may reside on the path                                   
between the CN and the MN, a protocol-specific processing cost vector 
𝑑 = [ 𝑑𝑀𝑅    𝑑𝐺𝑊   𝑑𝐻𝐴   𝑑𝑜𝑀𝐴   𝑑𝑛𝑀𝐴   𝑑𝐼𝑛𝑁𝑜𝑑𝑒] is defined. This vector contains the cost result-
ing from forwarding data packets in the MR, GW, HA, old MA, new MA and all 𝐼𝑛𝑁𝑜𝑑𝑒𝑠, 
respectively. Again, this cost results from the mobility of MNs and not from the standard rout-
ing of data packets. 
Based on the discussion introduced in this section, 𝑝𝑑𝑐𝐶𝑁,𝑀𝑁  and 𝐹𝑐ℎ𝑎𝑛𝑑𝑜𝑓𝑓  are calculated 



























=  (18) 
where 𝑘9 is the number of MAs to which data packets are forwarded due to handoffs, since 
some  protocols multicast data packets during handoffs to a set of candidate MAs. ∆ is the 
average time duration, during which data packets are transmitted to 𝑘9  MAs. The forwarding 
of data packets due to handoffs is triggered when handoffs begin, or even earlier, and stopped 
after handoffs are completed. The node responsible for controlling the mentioned data for-
warding is referred to as a Control Node (𝐶𝑜𝑛𝑡𝑁𝑜𝑑𝑒). The node that forwards data packets to 
𝑘9  MAs during the handoff is termed as Routing Node (𝑅𝑁𝑜𝑑𝑒). It is worth mentioning that 
the vector 𝑑 used to calculate 𝑝𝑑𝑐𝐶𝑁,𝑀𝑁  and 𝐹𝑐ℎ𝑎𝑛𝑑𝑜𝑓𝑓 may not be the same. Moreover, the 
elements of the vector may be calculated using protocol-specific equations. 
Again, 𝑇𝑐𝑥,𝑦𝐷   on a wired link is proportional to the distance 𝐷𝑥,𝑦 with a proportional constant 
𝛿𝐷, while 𝑇𝑐𝑥,𝑦𝐷  on a wireless link is  𝜌  times more than on a wired link. Based on this, equa-
tions (19) and (20) are defined as follows. 
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7.1.4.3 Total Cost 
As mentioned in section  7.1, the total cost is the sum of both location update and packet de-
livery costs using an adequate weighting factor. Thus, the total cost per time unit can be writ-
ten as in equation (23). 𝜑 is a weighting factor that expresses the importance of the location 
update cost against the packet delivery cost. 
TimeUnitTimeUnitTotal
pdclucC *)1(* ϕϕ −+=  (23) 
7.1.5 Validation of the Mathematical Model 
The mathematical model we use in our study was validated in [Dia10] compared to simula-
tions as well as a real testbed. The model was applied to certain topologies under certain cir-
cumstances and parameters, which are further used for the simulations as well as the testbed. 
Validation results showed that the generic mathematical model presented provides sound 
evaluation of mobility management protocols in low-loaded networks. The accuracy of the 
generic mathematical model lies in a range of ±23 % when comparing to simulation results 
under various loads and ±30 % when comparing to real testbed results.  
So, because the scenario applied in our signaling cost investigation presents a low-load sce-
nario, the results the generic mathematical model delivers are accurate based on the validation 
results shown above. 
7.2 Application of the Generic Mathematical Model  
This section discusses the application of the generic mathematical model introduced in sec-
tion  7.1 to both studied protocols, namely QoMIFA and Simple QoS. The section first intro-
duces the basic assumptions, on which our analysis is based. Following that, the deployed 
network topology and the applied movement models are presented. Finally, the parameteriza-
tion of QoMIFA and Simple QoS is introduced. 
7.2.1 Basic Assumptions 
As often mentioned in this chapter, the goal of our study is to investigate the location update 
and packet delivery cost. For this purpose, our study makes the following assumptions: 
1. Regarding the location update cost 
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a. The location update cost comprises both the signaling used to register with the 
𝐵𝑈𝑛𝑜𝑑𝑒 and the signaling issued to reserve resources. 
b. After the MN detects a movement to a new cell, it always exchanges a solicitation 
and an advertisement with the new detected MA directly after the completion of 
the layer 2 handoff (the establishment of a wireless link). 
c. Because our analysis focuses on the signaling cost resulting from handoffs, the 
analysis considers neither the cost resulting from the initial registration, nor the 
cost required to refresh the reserved resources, nor the cost produced when re-
sources are released. One must also consider that the cost necessary for the refresh 
and release of resources is comparable in the two studied protocols, since this cost 
relates to the path between the MN and the CN, which is almost identical in both 
protocols. Note that although QoMIFA reserves resources between the old and 
new FA to accelerate the handoff, these resources are temporal and will be re-
leased with the resources reserved on the old path once the resources on the new 
path are reserved. The extra cost resulting from the release is negligible and not 
considered. The refresh of resources on the new path between the MN and the CN 
is the same in both protocols and is, therefore, not considered in our study as men-
tioned. 
d. For simplicity, we assume that all reservations are bidirectional. 
e. Similar assumptions to those followed by the studies implemented in [JAk02] and 
[Dia10] are followed. The cost required to transmit signaling messages is assumed 
to be available (i.e. 𝑇𝑐𝑥,𝑦𝑆   is available). The cost required to process messages in 
MRs, the GW, the HA, MAs and 𝐼𝑛𝑁𝑜𝑑𝑒𝑠 is also assumed to be available. The 
cost can be expressed as the delay necessary to process and transmit control mes-
sages. Other assumptions are also allowed, e.g. considering criteria such as the 
available bandwidth, expenses necessary to operate a particular node, etc. 
2.  Regarding the packet delivery cost 
a. Our study investigates the packet delivery cost incurred between the CN and the 
MN. 
b. Similar to the location update cost, we assume that the cost required to transmit 
and process data packets is available (i.e. 𝑇𝑐𝑥,𝑦𝐷   is available). 
c. Although all reservations are bidirectional, only the packet delivery cost for the 
downlink will be calculated and analyzed. This is because the packet delivery cost 
for the uplink traffic is the same as produced by the downlink traffic based on our 
assumptions discussed in section  7.1.1. 
d. The packet arrival rate (λ) for both downlink and uplink CBR UDP streams is 
equal to 50 packets per second. 
7.2.2 Applied Network Topology 
The network topology used in our analysis is shown in Figure  7.5. As the figure illustrates, 
the topology used in the analysis that we aim to achieve is the same as that used in the simula-
tion.  




Figure  7.5: Network topology applied 
The parameters of the assumed network topology are provided in Table  7-3. The values of the 
proportional constants 𝛿𝒔 and 𝛿𝐷 as well as 𝜌 are taken from [Dia10]. 
𝜹𝒔 𝜹𝑫 𝝆 𝑫𝑴𝑨,𝑴𝑹 𝑫𝑴𝑨,𝑮𝑾 𝑫𝑮𝑾,𝑯𝑨 𝑫𝑮𝑾,𝑪𝑵 𝑫𝑪𝑵,𝑯𝑨 
0.5 0.05 10 2 hops 2 hops 30 hops 5 hops 35 hops 
Table  7-3: The parameters of the network topology deployed 
Notice that the number of hops between the GW and the HA is 30. This corresponds to a de-
lay of 150 msec in the topology used for the simulation (i.e. the delay for each hop is 5 msec), 
see section  6.2. Other distances are calculated in a similar manner. Notice that other parame-
ters such as the delay on wireless links, the delay on each wired link, etc. are not shown in the 
table, since they are not required in our cost analysis.  
7.2.3 Applied Movement Models 
To achieve a comprehensive analysis of signaling cost, the neighbor graph of the MAs located 
in the domain is first assumed to be as displayed in Figure  7.6. Notice that the figure only 
shows the transitions from MA0 to its neighbors. All other transitions from any given MA to 
its neighbors are similar. We assume that all MAs located inside a circle with a radius of 198 










4 sub-domains like 
this sub-domain are 
used
MA0 MA1 MA2 MA3
2 Hops
35 Hops




Figure  7.6: Movement model applied (mesh scenario) 
For simplicity, we assume that the MN is turned on with an equal probability inside the cov-
erage area of each MA, i.e. 𝑞1   = 𝑞2  = ⋯  = 𝑞15  = 0.0625. Furthermore, the MN is capa-
ble of moving from any given MA to 𝑁 − 1  others with an equal probability ( 1
𝑁−1
) , where 
𝑁 − 1 is the number of the given L3-FHR members of that MA, as Figure  7.6 shows. Based 






































































From this matrix one drives that 𝑅 is 0.3 and 𝐺 is 0.7. 
MA0 MA1 MA2 MA3
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The second mobility model under study is the same movement model applied in the simula-
tion, see Figure  7.1. The MN turns on in the range of MA0 with a probability equal to 1, i.e. 
𝑞1   = 𝑞2  = ⋯  = 𝑞15  = 0. The transitions between MAs are shown in Figure  7.7.  
  
Figure  7.7: Movement model applied (linear scenario) 






































































Based on this matrix, we can derive that 𝑅 will be 0.8 and 𝐺 will be 0.2. 
7.2.4 Application of the Generic Mathematical Model to QoMIFA 
The MN that employs QoMIFA contacts the old MA to quickly resume its communication 
while the registration with the HA is in progress. Thus, there are two 𝐵𝑈𝑛𝑜𝑑𝑒𝑠 from the cost 
point of view, namely the old MA and the HA. The vector 𝐵 is written as follows: 𝐵 =[0   0   𝑅 + 𝐺   𝑅   𝐺   0]. This vector indicates that the MN updates its mobility bindings at the 
HA after all movements. The bindings are actualized at the old MA in 𝑅 % via the MRs and 
in 𝐺  % via the GW. In a similar way, the location update cost vector (𝐿𝑈𝐶 ) is defined 
MA0 MA1 MA2 MA3
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as [0   0   𝑙𝑢𝑐𝐻𝐴   𝑙𝑢𝑐𝑀𝐴−𝑀𝑅   𝑙𝑢𝑐𝑀𝐴−𝐺𝑊   0] . 𝑙𝑢𝑐𝐻𝐴 , 𝑙𝑢𝑐𝑀𝐴−𝑀𝑅  and 𝑙𝑢𝑐𝑀𝐴−𝐺𝑊  are calculated 
using equation (11). The parameters required to calculate  𝑙𝑢𝑐𝑀𝐴−𝑀𝑅 and 𝑙𝑢𝑐𝑀𝐴−𝐺𝑊 are pro-
vided in Table  7-4. 𝛾′′ represents the cost experienced when exchanging a solicitation and an 
advertisement with the new MA.  
𝒌𝟏 𝒌𝟐 𝒌𝟏′  𝒌𝟐′  𝒌𝟑′  𝒂𝑴𝑨′  𝒂𝑩𝑼𝒏𝒐𝒅𝒆′  𝒂𝑰𝒏𝑵𝒐𝒅𝒆′  𝒏𝒊 𝜸′′ 𝑫𝒄𝒖𝒓𝒓𝒆𝒏𝒕𝑴𝑨,𝑩𝑼𝒏𝒐𝒅𝒆 
4 4 4 2 0 10 25 0 0 2 ∗ 𝜌 ∗ 𝛿𝑠 4 hops (crossover router is a MR) 
8 hops (crossover 
router is the GW) 
Table  7-4: Parameters required to calculate 𝑙𝑢𝑐𝑀𝐴−𝑀𝑅 and 𝑙𝑢𝑐𝑀𝐴−𝐺𝑊 when employing 
QoMIFA 
The parameters necessary to compute 𝑙𝑢𝑐𝐻𝐴  are provided in Table  7-5. The value of  
𝑘1 is set to 0 when calculating 𝑙𝑢𝑐𝐻𝐴 because the HA is notified by the new MA and not by 
the MN. 
𝒌𝟏 𝒌𝟐 𝒌𝟏′  𝒌𝟐′  𝒌𝟑′  𝒂𝑴𝑨′  𝒂𝑩𝑼𝒏𝒐𝒅𝒆′  𝒂𝑰𝒏𝑵𝒐𝒅𝒆′  𝒏𝒊 𝜸′′ 𝑫𝒄𝒖𝒓𝒓𝒆𝒏𝒕𝑴𝑨,𝑩𝑼𝒏𝒐𝒅𝒆 
0 4 2 2 0 10 25 0 0 
𝑎𝑀𝐴
′+ 2 ∗ 𝑁𝑎𝑣 ∗ 𝛿𝑠 +𝐷�𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑀𝐴,𝑛𝑒𝑖𝑀  34 hops 
Table  7-5: Parameters required to calculate 𝑙𝑢𝑐𝐻𝐴 when employing QoMIFA 
 𝛾′′ represents the cost resulting from the notification of neighbor MAs of the incoming MN.  
𝑁𝑎𝑣 indicates the average number of MAs in the L3-FHRs. This term can be written as in 














where 𝑁𝑖   is the number of MAs present in the L3-FHR of 𝑀𝐴𝑖. 𝐷�𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑀𝐴,𝑛𝑒𝑖𝑀𝐴  is the aver-
age distance between the current MA and its neighbor. The distance  
𝐷𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑀𝐴,𝑛𝑒𝑖𝑀𝐴 is equal to 4 hops when the crossover router is a MR and 8 hops when the 
crossover router is the GW. Thus, 𝐷�𝑐𝑢𝑟𝑟𝑒𝑛𝑡𝑀𝐴,𝑛𝑒𝑖𝑀𝐴 = 4 ∗ 𝑅 + 8 ∗ 𝐺.  
Let us now investigate the packet delivery cost. Because data packets are forwarded from the 
CN to the MN via a triangular route (CN  HA  current MA  MN), the processing cost 
vector required to calculate 𝑝𝑑𝑐𝐶𝑁,𝑀𝑁  is equal to  [0   0   𝑑𝐻𝐴   0   𝑑𝑛𝑀𝐴   0], where 𝑑𝐻𝐴 and 
𝑑𝑛𝑀𝐴 are computed using equations (25) and (26), respectively.   
λη *d
HA 1
=  (25) 
λη *d
MA 2
=  (26) 
𝜂1 
and 𝜂2  represent the packet delivery processing cost constants in the HA and a MA, re-
spectively. We assume in our study that both 𝜂1 
and 𝜂2 are equal to 1. 
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QoMIFA forwards data packets during handoffs from the old to the new MA. Thus, the pro-
cessing cost vector applied to compute 𝐹𝑐ℎ𝑎𝑛𝑑𝑜𝑓𝑓  is equal to [0   0   0   𝑑𝑜𝑀𝐴   𝑑𝑛𝑀𝐴   0] . 
Moreover, the old MA forwards data packets during the handoff only to the new MA. This 
means that 𝑘9 is equal to 1. The 𝐶𝑜𝑛𝑡𝑁𝑜𝑑𝑒 that stops the forwarding of data packets is the 
HA, whereas  𝑅𝑁𝑜𝑑𝑒 is the old MA. The average value of ∆  is assumed to be 305 msec for 
the mesh scenario and 315 msec for the linear one. These values are calculated as follows: the 
new MA simultaneously sends two PATH messages after the MN hands off to its range, one 
towards the old MA with a PFA_Not message encapsulated in a mobility object and another 
to the HA carrying a HA_Not message. The average time the old MA requires to get notified 
of the new CoA is 36 msec when applying the first mobility scenario and 26 msec when ap-
plying the second mobility scenario. The time required to inform the HA (i.e. the time at 
which the HA receives the PATH message) is equal to 171 msec. This means that the old MA 
will forward data packets for 135 msec and 145 msec until the HA gets notified when apply-
ing the mesh and linear scenario, respectively. Let us assume that the HA has just sent a data 
packet before it received the PATH message from the new MA. This data packet requires 170 
msec to reach the old MA. This means that the old MA continues to forward data packets to 
the new MA for a duration of 305 msec and 315 msec when applying the mesh and linear 
scenario, respectively.  
7.2.5 Application of the Generic Mathematical Model to Simple QoS 
Simple QoS first employs MIPv4 and then establishes an RSVP tunnel between the new MN 
and the HA. Therefore, the signaling cost resulting from MIPv4 will be discussed first before 
discussing that resulting from the RSVP tunnel. 
In the case of MIPv4, the MN that employs MIPv4 updates its bindings always at the HA. In 
other words, the  𝐵𝑈𝑛𝑜𝑑𝑒  is the HA. As a result, the vector 𝐵  is equal to                     [0   0   𝑅 + 𝐺   0   0   0] . The location update cost vector ( 𝐿𝑈𝐶 ) is equal to [0   0   𝑙𝑢𝑐𝐻𝐴   0   0   0], where 𝑙𝑢𝑐𝐻𝐴  is calculated using equation (11). The parameters re-
quired for the computation of 𝑙𝑢𝑐𝐻𝐴 are provided in Table  7-6. Again, 𝛾′′ results from the 
exchange of a solicitation and an advertisement message with the new MA. 
𝒌𝟏 𝒌𝟐 𝒌𝟏′  𝒌𝟐′  𝒌𝟑′  𝒂𝑴𝑨′  𝒂𝑩𝑼𝒏𝒐𝒅𝒆′  𝒂𝑰𝒏𝑵𝒐𝒅𝒆′  𝒏𝒊 𝜸′′ 𝑫𝒄𝒖𝒓𝒓𝒆𝒏𝒕𝑴𝑨,𝑩𝑼𝒏𝒐𝒅𝒆 
2 2 2 1 0 10 25 0 0 2 ∗ 𝜌 ∗ 𝛿𝑠 34 hops 
Table  7-6:  Parameters required to calculate 𝑙𝑢𝑐𝐻𝐴 when employing MIPv4  
As mentioned above, Simple QoS establishes a bidirectional RSVP tunnel between the new 
MA and the HA following the handoff. From the cost point of view, the 𝐵𝑈𝑛𝑜𝑑𝑒 is the HA. 
The vector B  is thus equal to [0   0   𝑅 + 𝐺   0   0   0] , while the location update cost vector 
(𝐿𝑈𝐶 ) is equal to [0   0   𝑙𝑢𝑐𝐻𝐴   0   0   0]. Again, 𝑙𝑢𝑐𝐻𝐴  is computed using equation (11). 
Other parameters necessary for the calculation of 𝑙𝑢𝑐𝐻𝐴  are provided in Table  7-7. Notice 
that ''γ  is set to 0 because no extra messages are exchanged other than the PATH and RESV 
messages exchanged between the new MA and the HA. 
𝒌𝟏 𝒌𝟐 𝒌𝟏′  𝒌𝟐′  𝒌𝟑′  𝒂𝑴𝑨′  𝒂𝑩𝑼𝒏𝒐𝒅𝒆′  𝒂𝑰𝒏𝑵𝒐𝒅𝒆′  𝒏𝒊 𝜸′′ 𝑫𝒄𝒖𝒓𝒓𝒆𝒏𝒕𝑴𝑨,𝑩𝑼𝒏𝒐𝒅𝒆 
0 4 2 2 0 10 25 0 0 0 34 hops 
Table  7-7: Parameters required to calculate  𝑙𝑢𝑐𝐻𝐴 when establishing the bidirectional RSVP 
tunnel  
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Let us now discuss the packet delivery cost. Similar to QoMIFA, the processing cost vector 
required to calculate 𝑝𝑑𝑐𝐶𝑁,𝑀𝑁  is equal to [0   0   𝑑𝐻𝐴   0   𝑑𝑛𝑀𝐴   0] because data packets are 
forwarded via a triangular route (CN  HA  current MA  MN). 𝑑𝐻𝐴 and 𝑑𝑛𝑀𝐴  can be 
calculated using equations (25) and (26), respectively. Again, 𝜂1 
and 𝜂2 are assumed to be 1. 
Furthermore, there is no forwarding of data packets during the handoff when Simple QoS is 
used. This implies that the term 𝐹𝑐ℎ𝑎𝑛𝑑𝑜𝑓𝑓 is equal to 0. 
7.3 Analytical Results 
This section estimates the cost resulting from both studied protocols. It first goes through the 
location update cost employing both assumed mobility models and then discusses the packet 
delivery cost.  
7.3.1 Location Update Cost 
Figure  7.8 shows the location update cost experienced when applying both studied protocols 
as a function of the residence time (𝑇𝑟) when the mesh scenario is applied. As can be seen in 
Figure  7.8, the location update cost has a negative exponential distribution as a function of the 
residence time for both studied protocols, i.e. the location update cost decreases exponentially 
with increasing residence time. 
  
Figure  7.8: Location update cost experienced when employing both studied protocols as a 
function of the residence time (𝑇𝑟) when applying the mesh mobility scenario 
Although QoMIFA only transmits RSVP messages that carry MIFA control messages, where-
as Simple QoS employs MIP first followed by RSVP, QoMIFA results in 34 % greater loca-
tion update cost than Simple QoS according to our results. The main reason behind this is that 
QoMIFA notifies the old MA in addition to the HA, while Simple QoS only depends on in-
forming the HA. Furthermore, QoMIFA in-advance informs adjacent MAs of incoming MNs, 
which produces extra cost. 
Similar results are observed when applying the linear scenario, see Figure  7.9. Our results 
indicate that Simple QoS generates 28 % smaller location update cost than QoMIFA. The 
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Figure  7.9: Location update cost experienced when employing both studied protocols as a 
function of the residence time (𝑇𝑟) when applying the linear mobility scenario 
One also notices from both figures that the applied mobility scenario does not have a strong 
impact on the location update cost. Sure, more mobility scenarios should be considered to 
strengthen this result. 
7.3.2 Packet Delivery Cost 
Figure  7.10 displays the packet delivery cost resulting from both studied protocols as a func-
tion of the packet arrival rate (𝜆) when the mesh scenario is applied. The residence time in the 
figure is 120 sec. Notice that the packet delivery cost depends mainly on the path between the 
MN and the CN. This cost is not strongly related to the applied movement model since the 
number of hops between the MN and the CN does not change when the MN changes the point 
of attachment in the assumed network topology. Therefore, we focus only on the mesh scenar-
io. 
  
Figure  7.10: Packet delivery cost experienced when employing both studied protocols as a 
function of the packet arrival rate (𝜆) when applying the mesh scenario 
As shown in the figure, the packet delivery cost resulting from both protocols is approximate-
ly equal. According to our results, QoMIFA generates only 0.09 % greater packet delivery 
cost than Simple QoS. The reason for this is the forwarding of data packets from the old to the 
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This chapter provided a comprehensive investigation of the signaling cost resulting from the 
employment of QoMIFA as compared to Simple QoS. Evaluation metrics comprised the loca-
tion update and packet delivery cost. The main results of our studies in this chapter can be 
summarized as follows: 
• The location update cost has a negative exponential distribution as a function of the 
residence time. 
• QoMIFA results in a greater location update cost than Simple QoS. 




Chapter 8: Conclusions and Outlook 
 
The chapter is structured as follows: section  8.1 summarizes the main results and section  8.2 
discusses issues that can be considered topics for future research built on the results obtained 
from this dissertation. 
8.1. Conclusions 
The dissertation has highlighted that the ambitious goals of all-IP networks cannot be reached 
without overcoming many challenges. An important challenge and also the challenge of inter-
est for this dissertation, is “how can we provide QoS guarantees in such highly dynamic mo-
bile environments.” In other words, how can QoS be guaranteed while considering mobility of 
users? The dissertation showed that the problem addressed necessitates solutions to quickly 
achieve handoffs, reserve resources after handoffs and release resources not required any-
more. 
As known, the mobility problem lies in the dichotomy of IP addresses since theses IP ad-
dresses indicate the geographical location of MNs. When a MN changes the point of attach-
ment, it will be assigned a new topology-correct IP address. Altering the IP address during 
ongoing sessions normally results in a communication disruption. Moreover, if services with 
QoS demands are operated, the availability of required resources should be checked during or 
even before the handoff.  
The dissertation stated that mobility management and QoS problems are handled separately, 
although they relate to each other. Therefore, the development of new solutions capable of 
supporting seamless mobility while simultaneously providing QoS guarantees is the main 
goal of the dissertation. 
To highlight the state of art,  Chapter 2 briefly reviewed mobility management solutions in IP-
based networks. The review concludes: “network layer mobility management is the most 
suitable for future all-IP mobile communication networks”. The review presented 
in  Chapter 2 showed that the support of fast and seamless handoffs is crucial for QoS provi-
sion, however, not enough. Issues such as the check of the availability of required resources in 
the new subnet, reservation of these resources, etc. should be considered, as well. 
To investigate the QoS issue, a thorough overview of QoS provision mechanisms in IP-based 
networks in addition to their pros and cons were provided in  Chapter 3 . The chapter showed 
that QoS solutions aim at improving the overall performance of the system with the goal of 
“user satisfaction”. The analysis of existing QoS mechanisms and architectures showed that 
the focus is only on QoS guarantees provision with no/minimal consideration of mobility.  
After discussing both mobility management and QoS issues separately, the coupling between 
them was studied in  Chapter 4. In brief, there are three basic strategies to couple between mo-
bility management and QoS approaches, namely hard- coupling, loose-coupling and hybrid 
strategies. While hard-coupled solutions aim at integrating the solutions of both QoS and mo-
bility in a single protocol, loose-coupled techniques keep mobility management approaches 
separate from QoS mechanisms. Any change in one of them, however, may produce actions in 
the other. Hybrid approaches attempt to keep the solutions of mobility management and QoS 
separate from the implementation point of view, yet allow them to work together, so that they 
look like one protocol. Following the review, a qualitative comparison of the described ap-
proaches was provided. The main results of the comparison can be summarized as follows: 
there have been several prior efforts to couple between mobility management and QoS tech-




niques in a way capable of achieving seamless handoffs simultaneously with QoS guarantees. 
The main principles of these approaches are either the work proactively, semi-proactively or 
the localization of mobility and resource reservations inside access networks. These ap-
proaches employ, however, mobility management protocols that are stated to be unable to 
achieve seamless handoffs. The main outcome of the analysis done in the chapter says: the 
hybrid strategy is promising because it inherits properties of both hard- and loose-coupling 
strategies. However, further developments of it to perform as well and be as efficient as hard-
coupled solutions is challenging and will be of major interest. Facing this challenge was the 
main motivation behind the development of our new proposal named QoMIFA. 
QoMIFA is detailed in  Chapter 5. Our proposal integrates MIFA as a mobility management 
protocol with RSVP as a QoS reservation protocol. MIFA was selected due to its capability of 
the provision of fast, secure and robust handoffs, while RSVP is chosen because it presents 
the standard solution used to support QoS in current IP-based networks. QoMIFA is a hybrid 
protocol. The hybrid architecture is retained by introducing a new object called “mobility ob-
ject” to encapsulate MIFA control messages within RSVP messages. QoMIFA works proac-
tively, since it further uses the principle of L3-FHRs employed in MIFA. Based on this prin-
ciple, the current subnet in advance notifies the members of its L3-FHR of incoming MNs, so 
that these members can in advance check whether they have resources available and, if so, 
creates RSVP states. Of course, this significantly accelerates the actual allocation of resources 
after handoffs. QoMIFA is capable of achieving fast handoffs and simultaneously reserving 
resources without wasting network resources, constraining the network topology or intro-
ducing new intermediate nodes to the network more than those known from the standard 
protocol, MIP. Furthermore, QoMIFA is robust since it provides mechanisms to recover from 
most failures that may happen such as the loss of QoMIFA support, control message drop-
ping, etc.  
A detailed evaluation of QoMIFA compared to Simple QoS was achieved in  Chapter 6 by 
means of simulation studies modeled in NS2. The evaluation focused on studying the impact 
of network load and MN speed on the performance of both protocols. With respect to the im-
pact of network load, increasing the network load results in increasing the resource reserva-
tion latency per handoff, number of dropped packets per handoff, number of packets sent as 
best-effort per handoff and probability of dropping sessions for both studied protocols. 
QoMIFA performs, however, significantly better than Simple QoS under all studied loads. 
Furthermore, QoMIFA does not send packets as best-effort on uplink. Regarding the impact 
of MN speed, the impact of ping-pong effects is observed with both protocols and causes 
more resource reservation latency, dropped packets and best-effort packets per handoff at low 
speeds than at higher ones. The worst impact of ping-pong effects is seen at a speed of 3 
km/h. Our simulation, however, results say: QoMIFA clearly outperforms Simple QoS under 
low as well as high speeds. 
 Chapter 7 evaluated QoMIFA from another point of view, namely from the signaling cost 
point of view. Our results indicated that QoMIFA results in greater location update cost and 
slightly higher packet delivery cost than Simple QoS.  
8.2. Outlook  
Based on the topics handled in the dissertation, many suggestions and ideas to improve this 
work appear. These suggestions are recommendations for future work on the field of mobility 
management as well as QoS and summarized in the following: 
• Blocking of resources: as known, RSVP suffers from resource blocking due to the 
limitation of resources and double resource reservation on the same path for the same 
session. This problem is also observed when employing QoMIFA due to the use of 




RSVP. Although resource blocking problem could be simply avoided by updating all 
nodes in the access domain, we have decided not to do it so, because the aim is the 
minimization of RSVP updates to simplify the employment of QoMIFA (i.e. only FAs 
and the HA should actualize RSVP). Thus, it is interesting to handle the question of: 
“how the resource blocking problem could be avoided without updating all nodes of 
the access domain”. 
• Further simulation studies: in our scenarios, the analysis has focused on a unicast 
hierarchical scenario and studied the impact of network load and MN speed. Further 
simulation studies considering multicast scenarios are of a great interest. In addition, 
other performance metrics are also interesting such as the probability of blocking ses-
sions for instance. Furthermore, comparisons to other protocols in addition to Simple 
QoS are also of interest. 
• Further investigation of signaling cost: both QoMIFA and Simple QoS cost were 
analyzed in terms of location update and packet delivery cost. Comparing QoMIFA 
with a wide range of protocols coupling between mobility management and QoS tech-
niques is interesting. Moreover, other studies such as the impact of the applied mobili-
ty model and network topology on the cost are of a great interest. 
• Utilizing the NSIS framework: NSIS framework is a generalized signaling frame-
work that enables a simple integration of QoS mechanisms. Thus, it is interesting to 
study the use of NSIS and, more specifically, the use of QoS-NSLP instead of RSVP. 
This will enable sender- as well as receiver-based reservations in addition to the capa-
bility of somewhat supporting mobility in terms of not reserving resources on the 
whole path after the handoff. Currently, a proposal to couple between MIFA and QoS-
NSLP was introduced [AMD08]. This proposal is termed the Mobility management 
aware next step In Signaling for All-IP Mobile communication networks (MaISAM). 
This proposal should be specified in detail. Thereafter, comprehensive simulation 
studies are necessary. 
• The development of QoMIFA in predictive mode: QoMIFA works until now in re-
active mode. The predictive mode will further enhance the performance of QoMIFA. 
Thus, the analysis of this mode will be a great contribution. 
• The integration of route optimization mode: QoMIFA forwards data via a triangular 
route. Extending QoMIFA to operate route optimization mode will further enhance the 
performance. Therefore, the investigation of this issue will also be a great contribu-
tion. 
• The development of QoMIFA for IPv6 networks: the proposal is developed for 
IPv4 networks, since IPv4 is a dominant routing protocol in the current Internet and 
will be a major part of future networks even when widely integrating IPv6. However, 
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