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Abstract
Low dimensional carbon systems are of immense interest in condensed matter physics
due to their exceptional and often startling electric and magnetic properties. In this
dissertation we consider two of these materials - graphene and nanocrystalline dia-
mond. The effect of synthesis parameters on the quality of graphene is examined and
it is found that controlling the partial pressure of the synthesis gases plays a criti-
cal role in determining the quality of the sample. Superconductivity in Boron doped
nanocrystalline diamond (B-NCD) is considered and weak localisation along with a
Berezinsky-Kosterlitz-Thouless (BKT) transition is identified in the samples. Further-
more we explore theoretically the problem of electric transport through a double quan-
tum dot system coupled to a nanomechanical resonator. We find resonant tunnelling
when the difference between the energy levels of the dots equals an integer multiple of
the resonator frequency, and that while initially increasing the electron phonon cou-
pling (g) increases the current through the sample further increase in g inhibits electric
transport through the quantum dots.
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Overview
Technological advancement relies heavily on the constant improvement of our knowledge
of matter and materials. An endless spiral of creating new materials, measuring the
properties of these materials, probing the relationships between materials and their
properties and predicting how new materials will behave constantly drives science and
engineering to new heights allowing us to manipulate materials to obtain desired results
improving technology and paving the way for further discoveries. Research in the field
of solid state physics therefore includes the three aspects of synthesis, measurement
and theoretical calculation. In this work we will examine each of these three aspects in
turn whilst considering a different material at each stage. This enables us to build up
a more complete understanding of the field.
In part I we begin by exploring the synthesis of graphene. Chemical vapour deposition
is the main technique used to grow graphene where we are able to consider which
of pressure, methane flow time, methane flow rate or synthesis gas partial pressure
contributes most significantly to the quality of graphene grown. We then briefly consider
graphene growth by laser ablation in terms of sample position.
After considering how synthesis parameters influence the micro and nano structure of
materials, part II then examines how these micro and nano structures influence the
transport properties of materials. This problem is studied in the context of boron
doped nanocrystalline diamond (B-NCD). By considering this problem we are able to
expand and therefore generalize our understanding into a different material whilst still
being able to apply some of the concepts (e.g. grain boundaries) previously discussed for
graphene into the new B-NCD material. We perform resistance-temperature, resistance-
magnetic field, current-voltage and differential resistance-current measurements and
discuss our results within superconducting fluctuation theory.
Finally, in part III, theoretical aspects of condensed matter physics are considered. We
have chosen to study the problem of transport through a double quantum dot system
with strong electron phonon coupling as this can be related to the study of diamond
materials (which possess unusually strong electron phonon coupling). The quantum
master equation approach is used, an approximated equation widely used in condensed
matter physics. Furthermore by taking full counting statistics, not only the current but
also the shot noise and Fano Factor associated with the transport can be calculated.
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Three of the aspects of condensed matter physics are thus considered in turn, each
within the context of a different material. The findings will show how synthesis param-
eters influence the structure of material grown, how the structure of a material deter-
mines its electrical and magnetic properties and how understanding these relationships
can allow us to perform calculations predicting the properties of materials with various
parameters, allowing us to design new and improved materials, ever progressing the
advance of technology.
3
Part I
Graphene and Material Synthesis
4
Chapter 1
Introduction and Background
What makes graphene so special? What are the unique properties of this material? Why
is so much research undertaken on the production of this material? In this chapter we
list the reasons why graphene is such an intensely studied material as a motivation
for our investigation into growth optimisation and discuss the literature on synthesis
techniques. Then in Chapter 2 we evaluate the results of our synthesis and identify
crucial parameters to determine a route to growth optimisation.
1.1 Graphene: The Wonder Material
Graphite consists of layered sp2 bonded carbon with strong in plane bonds and weak
bonding between the planes. Single layer graphite, called graphene, is a novel material
only discovered as recently as 2004 [11]. It can be viewed as the basic building block of
all carbon allotropes (see Figure 1.1 and subsection 1.1.1) and offers huge potential in
terms of new physics. The zero energy band gap [11] material commonly synthesised
via mechanical cleavage of Highly Orientated Pyrolytic Graphite (HOPG) or Chemical
Vapour Deposition (CVD) can be treated within the theory of massless Dirac fermions
[12]. The analysis is closely related to that of topological insulators [13], wherein sur-
face properties differ from the bulk behaviour. Unlike topological insulators, however,
graphene has low spin orbit coupling leading to large phase coherence such that a super
current has been found to flow through this two dimensional (2D) material [14].
1.1.1 Forms of Carbon
With four valence electrons carbon is not only able to form a vast number of different
bond types with other elements but can also bond with itself in different and complex
ways. Hybridization may occur allowing all four bonds to become symmetric (bond
5
Figure 1.1: The diversity of carbon allotropes. A brief explanation of the forms of
carbon is given in subsection 1.1.1[1]
angle 109.5◦) which when bonded with itself gives rise to a highly crystalline diamond
structure. While naturally occurring diamond is rare, it is possible to synthesise small
scale nanodiamond and nano-crystalline diamond in the laboratory for research. Hy-
bridization of two of the p orbitals with the s orbital results in three equal bonds in the
plane forming a honeycomb (hexagonal) structure. The remaining electron forms a pi
(pi) bond either above or below the plane such that the nature of these pi bonds distin-
guishes different types of materials. If the electrons bond to the hexagonal planes above
and below itself this creates the three dimensional (3D) structure known as graphite,
if the bonds are to neighbouring electrons such that only the single layer of hexagonal
in plane bonds exist the material is called graphene. If hydrogen atoms are bonded
with the pi electrons we call the material graphane. Other elements can also bond to
graphene sheets and are named accordingly. If two or more graphene sheets are placed
in vertical succession such that the electrons from one layer bond to the electrons from
another layer we call this graphite. Graphite is the most common form of carbon. Ad-
ditionally it is possible to “bend” the graphene into a sphere. Various carbon spheres,
known as fullerenes, exist but the most widely known is the C60 which is composed of
60 carbon atoms. Two other forms of carbon worth mentioning are carbon chains in
organic molecules, usually bonded to hydrogen, and amorphous carbon in which no long
range order can be seen. It is thus clear that graphene can be seen as a building block
of graphite, carbon nanotubes and fullerenes and that understanding the structure of
graphene comprises a large section in the understanding of carbon in general.
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1.1.2 Structure of Graphene
The real space lattice structure of graphene is hexagonal as mentioned above due to
symmetry in the bonding. Due to the bipartite lattice of graphene we can distinguish
between different types of graphene known as armchair and zigzag, see Figure 1.2.
Armchair graphite will contain an edge of -A-A-A- or -B-B-B- sublattice carbon atoms
whereas a zigzag cut contains consecutive carbon atoms belonging to alternating sub
lattices, -A-B-A-B-A-. Furthermore we can take a graphene sheet and roll it up into
what are known as carbon nanotubes, again we can distinguish between armchair and
zigzag structures depending on the edge along which the graphene is rolled.
Figure 1.2: Two possible edge state configurations of graphene or graphene derived
materials: armchair (horizontal dashed line) and zigzag (vertical dashed line) [2]
1.1.3 Disorder and Defects in Graphene
Disorder and defects are prevalent in graphene samples and inevitably affect their elec-
trical transport properties. Two types of defects common in graphene are vacancy and
hydrogen chemosorption. Theoretically defects are necessary in graphene to maintain
thermodynamic stability by preventing long range order in a 2D object which would
imply broken continuous symmetry violating the Hohenberg-Mermin-Wagner theorem
[15] [16]. For implementation in devices the presence of a small tunable band gap
is desirable. For this reason extensive research has gone into opening a band gap in
graphene materials [17] [18] [19] [20].
This has been attempted through geometry (creating nanoribbons or quantum dots)
or doping (such as oxidation, hydrogenation or even fluoridation). Hydrogenation has
resulted in band gaps of the order of E = 0.4 meV [21]. By changing the geometry of
graphene either as nanoribbons or in creating quantum dots we are able to open up a
band gap. Graphene has been found to be weakly ferromagnetic at room temperature
7
Figure 1.3: Diagram showing the band structure of graphene [3]
[22], however, most studies showing magnetism in graphene have been linked to disorder
(chemical or structural) and edge states [23]. The bipartite lattice structure with in-
equivalent lattice sites A and B (and opposite spins on each site) allows for the material
to obtain a net magnetisation if there is a disproportionate number of A or B sites due
to edge effects (armchair or zigzag) or disorder and defects within the material. Defects
on the same sub-lattice give rise to ferromagnetic ordering whilst defects occurring on
opposite sub-lattices give rise to antiferromagnetic ordering [24]. Even theories which
predict superconductivity in graphene invariably allow for, if not rely on, defects and
disorder.
1.1.4 Electrical Transport Properties of Graphene
The band structure of graphene is shown in Figure 1.3. From the diagram we can
see that for ideally pure graphene the conduction band of the electrons touches the
valence of the holes at six points. The Fermi Energy is generally taken to lie exactly
between the two although some studies of few layered graphite have claimed an overlap
between these two bands [11]. The points at which the bands touch are known as the
Dirac points. Graphene’s zero energy band gap allows us to change the charge carriers
(electrons↔ holes) without an energy cost through the electric field effect [11]. We see
from the band structure that graphene has a reduced carrier density at the Dirac point,
reducing carrier scattering and contributing to the high conductivity in the material.
The electrons (and holes) have a linear energy dispersion around such bands and can
therefore be treated as massless Dirac fermions obeying the Dirac equation.
Both Anderson (strong) and weak localisation have been found in graphene [25] and
may be related to disorder and defects which are common in all samples regardless
of synthesis method used. The free electrons which become localised are those at the
top of the conduction band or near the Fermi energy and this high density of localised
pi states could play an important role in determining the conductivity of graphene
especially at low temperatures. Weak localisation in graphene is sensitive to both
8
inelastic phase breaking and elastic scattering mechanisms [26]. Weak localisation is
difficult to detect in graphene as it requires the presence of strong inter-valley coupling.
Furthermore, while bilayer graphene with a Berry phase of 2pi is predicted to display
weak localisation pure graphene with a Berry phase of pi is conversely predicted to
portray anti-weak localisation. Thus making the it extremely difficult to detect weak
localisation in samples which have a mixture of one and two layered regions.
Because of the large density of localised pi states near the Fermi energy, the electrical
conduction is expected to follow variable range hoping through localised states near
the Fermi level [27]. The interaction between carbon nuclei in graphene is fairly weak
and so we are able to describe the system in terms of a tight binding model. Electrons
are tightly bound to their nucleus and do not interact with each other. The effective
Hamiltonian in the tight binding model is given by McCann [28]
H = ν(ξσxpx + σypy)
ν =
−√3at
2~
t = < φA(r −RA,i)|H|φB(r −RR,`)>
where ξ = ±1 denotes which sub-lattice we are referring to, σ is the Pauli spin matrix,
p is the momentum , a is the lattice constant, ~ the reduced Plank’s constant and t
depends on the wave function and Hamiltonian where a numerical value of -3.033 eV
[29] can be used.
Graphene has also displayed other noteworthy transport properties such as quantised
Hall resistance (also known as the integer quantum hall effect) [30] and minimum con-
ductivity of σxx =
e2
h
(where e is the elementary charge and h Planks constant) which
has been found even at zero carrier density [12]. High electrical [12] and thermal con-
ductivity [31] arise due to the low [12] effective electron mass of electrons in graphene.
Some theoretical calculations have predicted ballistic transport for pristine graphene
[32]. Graphene has also been suggested as a potential superconductor due to its low
carrier density at the Fermi level. In pristine graphene there are very few defects and
so localisation lengths of the order of µm have been found, allowing electrons to move
freely through the material. Unfortunately, we expect localisation lengths to decrease
with increasing number of layers due to the introduction out of plane bonding and dis-
order in three dimensions. Thus localisation features are not present in multi-layered
graphite. This stresses the importance for viable production methods for high qual-
ity single layer graphene as the lauded transport properties diminish drastically with
increasing number of layers.
1.1.5 Applications of Graphene
Although graphene is a fairly new material research on optimising its growth is essential
as a wide range of applications and potential applications of this novel material have
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already been identified and are currently being pursued. Graphene has been identified
as a possible material for photodetectors [33], superconductors [34] and heat dissipaters
[31] [35]. It has been suggested as an extremely sensitive gas detector [36]. Another
application identified for graphene is in the field of spintronics [37] [38]. Currently we
may be reaching the limits of silicon based storage technologies [39] and in order to
create devices which are able to store and process information at ever increasing speeds
we are required to search for new materials with novel properties which can meet
these requirements. For conventional electronics transistors and diodes containing p-n
junctions use the charge of an electron in order to write, store, and read information.
The next development, however, will be a change to spintronics where signals can be
encoded, stored, processed and decoded as spin up or spin down states. Through
interaction with polarised light reading and writing a specific spin orientation onto
a material is possible and giant magnetoresistance can be used to select signals of a
specific polarisation [40]. Therefore interest exist in finding a material with a large spin
coherence length which will be able to preserve spin orientation over long distances.
Furthermore, researchers have successfully used graphene to create spin valves where
one research group observed a 10% change in the resistance of a graphene sample
with the change from parallel polarised to antiparallel polarised spins injected with a
NiFe electrode [41]. Graphene can also be used for field effect transistors [42]. Finally
graphene is of interest in other fields as well such as biological and medical research
where it can be used for drug delivery [43] or to increase the yield of DNA [44]. It is
therefore apparent that due to the large number and diversity of graphene applications
we will be required to determine methods of graphene synthesis and understand how
these can be optimised for these applications.
1.2 Synthesis Techniques
The tremendous amount of research performed on graphene necessitates a proficient
and practical means for its production. To date many synthesis techniques have been
developed, inter alia mechanical cleavage, chemical processes, chemical vapour deposi-
tion (CVD) and laser ablation.
1.2.1 Micro-mechanical Cleavage
Graphene can be easily synthesized using the “scotch tape” method. In this process a
small amount of Highly Orientated Pyrolytic Graphite (HPOG) is transferred onto a
piece of scotch tape. The tape is then repeatedly pressed together and cleaved to divide
the graphene until only a single layer is present. This layer is then transferred onto a
SiO2 wafer exactly 300 nm thick. The size of the wafer is crucial as this will allow for
an interference pattern. Although this was the first method of graphene synthesis it
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is extremely time consuming and very limited in the size of graphene films produced.
This method also does not allow for scaling required for industrial production.
1.2.2 Chemical Vapour Deposition
Chemical Vapour Deposition (CVD) is a synthesis technique commonly used to produce
thin films samples. A substrate material is placed in the CVD chamber and volatile
precursor chemicals are then added to the chamber. High temperatures facilitate the
decomposition of precursor gases and the growth of layered material on the substrate.
Depending on the type and relative amounts of precursors used a large range of solid
thin film materials can be created. CVD synthesis can be classified according to the
pressure of the chamber as atmospheric pressure, low pressure or ultra high vacuum
CVD. Furthermore depending on the direction of flow of chemicals across the sample we
distinguish between vertical or horizontal CVD. Enhanced processes such as microwave
assisted CVD, Hot filament CVD and others exist. Although predominantly used as a
thin film synthesis technique in the laboratory the properties of CVD make it ideal to
use as a coating method for industrial applications. CVD can also be used to produce
bulk samples over longer periods of time. CVD is well established as a growth technique
for graphene with substrates usually being copper [45] or nickel [46]. This method can
be easily scaled and has already been used to form large samples of graphene [45].
CVD synthesis also lends itself readily to the production of doped samples by simply
changing the input gasses which allows easy comparison between samples of different
compositions.
1.2.3 Graphene by Laser Ablation
While CVD may be the most commonly used technique for graphene production, it
is not the only method and we also investigated the possibility of producing graphene
by laser ablation. Apart from a reduction in production time laser ablation also has
the added advantage of heating only the target area and this allows for the possibility
of removing the additional heating, increasing energy efficiency. Laser ablation has
already been established as a method for material production including in the field of
carbon studies where it is used to produce carbon nano-tubes (CNT) and fullerenes.
Our procedure for graphene synthesis by laser ablation is described in the next chapter.
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Figure 1.4: Image showing the colour variations of a sample of graphene on SiO2 taken
from Ouyang et al. [4]. The umbers on the image correspond to the umber of graphene
layers.
1.3 Characterization
1.3.1 Optical Microscopy
Graphene is transparent and so cannot be seen optically. Nevertheless, when transferred
onto 300 nm thick SiO2 the interference patterns make it possible to accurately measure
the number of layers of graphene based on the colour. The exact shade, however, has
been found to depend on the light source [47] [4] [48] and so optical images can be used
to compare variations in the number of layers across a sample or to compare various
samples studied under the same conditions but should not be compared with an outside
colour scale unless it has been first verified that the type and intensity of the light source
are identical. An example of an optical image showing the number of graphene layers
is shown in Figure 1.4.
1.3.2 SEM Imaging
Scanning Electron Microscopy (SEM) can be used to view details of a sample not
accessible through usual light microscope techniques. By using electrons with a much
smaller de Broglie smaller wavelength than that of photons in light, images have been
taken on even the Angstrom scale. A beam of electrons is shot onto a sample. Sensitive
magnets are used to guide the beam so that it sweeps the sample. The electrons are
either absorbed or reflected at the surface of the object depending on the nature of the
sample. By analysing the reflected beam we are able to form an image of the surface
of the material. SEM is therefore a surface technique. As such SEM can be used to
determine the percent coverage of graphene on a copper substrate.
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1.3.3 Raman Spectroscopy
Raman spectroscopy is a popular tool for material characterization as it is non destruc-
tive, it does not require large sized sample in order to analyse the material, it can be
used for materials in solid, liquid and even gaseous phase and it can easily be coupled
to other testing methods such as adding a magnetic field.
In Raman spectroscopy a photon source is shown onto the material. These photons
can be scattered back either with an increase in frequency, a decrease in frequency or
with no change in frequency. As expected energy and momentum must be conserved
in all cases and so we find that we only get a shift in photon frequency at specific
allowed phonons corresponding to allowed vibrational and rotational modes within the
molecule. Situations where the light is simply elastically scattered (Rayleigh scattering)
are not of interest here and so all returning signals with frequency close to the input
frequency are filtered out with a notch filter. By its very nature Raman spectroscopy
deals with the photon-phonon interactions.A schematic diagram of Raman spectroscopy
is shown in Figure 1.5.
Figure 1.5: Schematic representation of Raman spectroscopy. [5]
A Raman spectrometer contains a laser source, the beam is split into two, and one
branch is shone onto the sample. The reflection from the sample is then compared
with the original beam which has been stored and transfered back into the the system
through the use of charge coupled device (CCD) detectors.
The Raman spectrum of graphene comprises three main peaks. These are the D peak,
the G peak and the 2D peak.
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• The G peak occurs at 1580 cm−1 and is present in all graphitic materials. It is
due to the E2g mode at the Billion zone centre [49] which is doubly degenerate
containing both a transverse optic and longitudinal optic mode of the in plane
vibration. A single phonon is created for each incident photon. The phonon is
created at the centre of the Brillouin zone of the Γ point.
• The D band is often referred to as the defect band as it is due to the defects in
the zone edge near to the K point. The intensity of the D band is also found
to increase with fewer layers [50]. It is possible to reduce the number of defects
through annealing and this has been shown for samples of 1-4 layers at annealing
temperatures up to 500 ◦C where the ID/IG ratio decreases continually with
Figure 1.6: Raman active modes of
graphene [6]
increases in temperature and
increases in the number of lay-
ers [51]. The D band can also
depend on the method of transfer
where spin coating was shown to
have no effect in causing disorder
[52].
• The 2D band is due to the K
+ ∆ K doubly resonant phonons
at the zone boundary. Here
two phonons with opposite mo-
menta are emitted per each inci-
dent photon. In samples contain-
ing more than one graphene layer
the dispersion of the pi electrons
causes the 2D peak to “split” and
so it is fitted by a number of peaks
rather than a single peak [53]. For
folded graphene the frequency of
the 2D band increases [52]. In-
teractions between the graphene
and substrate may change the G
band and 2D band of the Ra-
man spectrum slightly but these
results are small for single layer
graphene and the interaction de-
creases with increasing number of
layers [52].
Theoretically Raman peaks should be Lorentzian in shape, however, due to system
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resolution Gaussiain peaks occur. Raman in graphite has also been found to be up to
50 times more efficient than Raman in diamond and as such we expect the G peak to
be more prominent than the D peak for equal amounts of sp2 and sp3 hybridisation.
1.4 Prospects
Graphene has been shown to be a important material and although only relatively re-
cently discovered already research into a wide array of possible application has begun.
Ever increasing demands for improving technologies will drive the search for materi-
als with novel properties that can be both applied to improving existing devices and
explored for new applications. Industrial scale production of graphene will require a
thorough knowledge of how the synthesis parameters affect sample quality. Micro-
mechanical cleavage was first used but is limited in terms of scaling. Chemical vapour
deposition has already been identified as the most feasible method towards large scale
production. Studies have shown that the electric and magnetic transport properties
measured may differ from sample to sample based on the exact physical structure such
as edge effects or disorder and defects. Because of this, incorporation of graphene
into future devices may become problematic if variances in sample quality leads to
unpredictable or ungovernable behaviour. It is therefore imperative that the scientific
community is better able to understand the exact role each synthesis parameter plays
in the resulting physical structure of a graphene sample. Once we fully understand the
exact mechanism of graphene growth in chemical vapour deposition or other synthesis
methods we will be better equipped to improve the precision in sample quality and
thereby greatly enhance and expedite the development of graphene based devices and
other graphene technologies.
We will therefore proceed to investigate whether changes in pressure, the gas flow times
or the gas flow rates play the most dominant role in determining graphene growth.
We will use Raman spectroscopy as a simple and effective characterisation tool. Our
results will allow us to identify the most effective route towards optimisation of graphene
growth.
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Chapter 2
Synthesis, Results, Discussion and
Conclusions
2.1 Synthesis
2.1.1 Chemical Vapour Deposition
The growth of graphene by CVD is influenced by a myriad number of parameters, we
therefore investigate which of these parameters would form the best route for optimi-
sation of graphene growth. The methodology is explained below.
Cleaning: We synthesised graphene on strips of 99.9999% pure copper foil (as the
adsorption of carbon from copper is less sensitive than nickel to the cool down rate)
obtained from Sigma Alderich. The copper strips were cleaned by rinsing in acetone for
10 s, rinsing in distilled water for 10 s, ultrasonicating in acetic acid for 10 min, rinsing
with acetone for 10 s, rinsing with distilled water for 10 s and then finally rinsing in
isoproponol for 10 s. In the above procedure the acetone acts as a general solvent to
clean the copper, distilled water removes any residue left by the acetone. The crucial
steps involve the acetic acid which reacts with any oxide layers on the surface and the
isoproponyl which is used for the final cleaning.
Annealing: The strip is then place in a silica tube ≈ 1 m long, which is then inserted
into a horizontal furnace. The system is evacuated to a base pressure of 20 mbar using
a rotary pump. The system is heated to 1000 ◦C under an Argon atmosphere. Prior to
the introduction of carbon into the system the copper substrates are first annealed for
an hour in hydrogen at a flow rate of 14 standard cubic centimetres (sccm). Annealing
is performed as it is believed to change the grain size within the copper [45]. The
thermal expansion of copper is 17× 10−6, whereas graphene has a negative coefficient
of thermal expansion [54], this means that while the copper substrate shrinks on cooling
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the graphene is actually growing, potentially introducing disorder while increasing the
graphene coverage. An image of one of our samples taken with a JEOL JSM-7001F
Scanning Electron Microscope (SEM) clearly showing the copper grains is given in
Figure 2.1.1.
Synthesis reaction: After annealing the pressure is set, CH4 (and when applicable
Nitrogen) is introduced at ≈ 25 (10) sccm and the H2 flow rate is adjusted when it is
necessary. After 10-20 min the oven is switched off and the system cools naturally, When
the temperature is below 600 ◦C (± 1 hour) the methane (and nitrogen) is turned off
though the hydrogen remains until the temperature is below 300 ◦C. As CH4 enters the
chamber and is carried by the vacuum towards the Cu substrate. The molecules become
agitated and the copper acts as a catalyst for the dissociation of the molecule. H2 is
also known to catalyse the adsorption of carbon from methane onto the substrate [55].
The CH4 then undergoes successive H abstraction leaving just C which is absorbed with
exponentially decreasing density into the copper. Carbon atoms with sp3 hybridization
are more able to form pi bonds with the d orbitals of the copper whereas the smaller
s orbital hydrogen atoms bond diatomically and are carried out of the system. The
adsorbed carbon atoms are then in a regular arrangement corresponding to the grain
structure of the copper. As the system cools the new methane molecules have less
energy and are less likely to dissociate, furthermore the solubility of carbon in copper
decreases such that equilibrium is reached of a single layer of atoms on the copper
surface.
Figure 2.1: SEM image of one of our graphene sample showing the size and distribution
of copper grains.
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2.1.2 Laser Ablation
Furthermore, we also synthesised graphene by laser ablation. A photographic repre-
sentation of various parts of the laser ablation equipment is shown in Figure 2.2. The
copper samples were cleaned following the same procedure as mentioned in the chemical
vapour deposition system. The samples were then placed in the silica tube at various
distances from the graphite target. The tube was evacuated and Argon gas was passed
through at flow rate of 50 sccm. Following all required safety precautions the Laser was
then turned on at extremely low power to ensure that the target was correctly aligned
with the beam. The laser was then switched off and the system heated. Although
laser ablation should not require a heated system we nonetheless heated our system in
order to keep conditions constant across our two synthesis methods. Once the system
had reached 1000 ◦C the copper strip was annealed under a flow of H2 at 14 sccm for
one hour. The laser was then again turned on this time to full power. After 5 min
the oven was switched off and the system began to cool while with both the hydrogen
(gas flow inlet) and carbon (laser ablation) sources present analogous to cooling with
a continuing methane flow in the CVD method. After another 12 minutes the laser
was switched off. This corresponded to a temperature of around 700 ◦C. The system
was then cooled further under hydrogen environment until 300 ◦C at which time the
hydrogen was removed and the system cooled under vacuum conditions. The vacuum
was removed when the temperature was low enough such that gasses in the air would
not influence the composition and quality of the sample.
Figure 2.2: Photographs of the Laser Ablation set up
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2.2 Structural Characterisation
Optical microscopy and Raman spectroscopy was used to characterize the samples.
Graphene itself is an optically transparent material and so the grain boundaries of the
Raman spectrum will also shift slightly depending on the frequency of the laser source.
All our results are for a laser of 532 nm wavelength. Although the optical photographs
show inhomogeneity of the samples, Raman spectroscopy collected at various places
along the sample showed similar spectra. Even samples with vastly different optical ap-
pearances (compare Figures 2.3, 2.4 and 2.13) gave similar graphene like Raman spectra
highlighting the importance of using Raman spectroscopy and not optical methods as
a suitable characterization technique. The black regions shown Figure 2.13 correspond
to graphitic material.
Figure 2.3: Optical photograph of a graphene on copper sample
As discussed in the previous chapter it is understood that in CVD growth of graphene
on copper that the carbon dissolves and adsorbs as the temperature decreases. However,
it may be possible that at high flow rates and long flow times the carbon content in the
copper saturates, further carbon atoms may not necessarily all be removed with the
flow out of the silicon tube instead some carbon may bond to the surface of the copper.
This carbon is most likely to bond in the form of graphitic or amorphous carbon chunks.
As the temperature cools the carbon that was dissolved in the copper absorbs and a
layer of graphene with graphitic chunks on top is formed. We must state here that we
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did not notice any link between the presence of these graphitic chunks and the grain
boundary positions in the underlying copper.
Figure 2.4: Optical photograph of a graphene on copper sample
2.3 Transfer
In order to transfer the graphene the samples were first spin coated with a layer of
Polymethylmethacrylate (PMMA). The sample is then heated at 120◦ C for 5 minutes
in order to allow the PMMA to set. After this the sample is placed in a solution of which
etches away the copper. The etching process takes approximately 30 hours. Finally the
only the PMMA and Graphene remain. This is then rinsed briefly (a few seconds) in
a 0.1 mol·dm−3 solution of HCl to remove any remaining nitric acid. The solution is
then repeatedly rinsed in deionised water. Finally the material is placed on a cleaned
300 nm SiO2 capped Si wafer and the PMMA is removed with acetone. The process is
illustrated in Figure 2.5. An optical image of one of our samples of graphene which has
been transferred is shown in Figure 2.6.
The effect of the transfer process is considered by examining the Raman spectrum before
and after transfer. Here we show only the raw data (comparing the peaks qualitatively
rather than quantitatively). Immediately we observe the different substrates. Copper
is not Raman active but gives a broad background. This background is not present
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Figure 2.5: Schematic diagram showing the steps involved in the transfer of graphene
Figure 2.6: Optical image of one of our samples transferred onto SiO2.
in after transfer, rather we see a sharp Silicon peak at 520 cm−1, this peak is has a
higher relative intensity in sample B as sample B is thinner after transfer. In sample
A we see an additional peak at 975 cm−1 which is due to a thin film of SiO2 on
Si [56]. Two small satellite peaks appear on either side of the 2D peak in sample A
after transfer, however these are not of interest here. After transfer we also find the
introduction of a D peak in sample A, as well as an increases the ratio of the 2D peak
height to the G peak height the introduction of a D peak. The transfer process must
therefore decreases the amount of material as well as introduces a large quantity of
disorder into the system. This is due to an increase in the percentage of sp3 hybridized
bonding in the material. The C-Cu bond is broken during the etching leaving dangling
bonds, these dangling bonds could then bond to each other forming sp3 hybridized
bonds. Furthermore when spin coating with PMMA the surface atoms will bond to the
PMMA, breaking their sp2 hybridization and forming sp3 bonds. The D band may also
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Sample A before transfer Sample A after transfer
Sample B before transfer Sample B after transfer
Figure 2.7: Raman spectrum of samples before and after transfer to SiO2
be enhanced during transfer of the graphene onto a SiO2 as the interaction may cause
dislocations, vacancies or dangling bonds [52]. Furthermore the transfer may result in
a loss of material increasing the D peak.
By using multi peak fitting and spectroscopy analysis (baseline and peak) tools available
within Origin Pro 8 we have determined the relative (normalised to G peak) intensity
of the peaks. The results are summarised in Table 2.4.
Table 2.1: Table comparing relative intensities of Raman peaks for samples before and
after transfer
D peak intensity
(a.u.)
(a.u.)
G peak
Intensity
(a.u.)
2D peak
Intensity
(a.u.)
Before Transfer 1 0.332
After Transfer 0.567 1 1.237
We suspect that during the transfer of our graphene we are creating folded graphene.
Folded graphene simply consist of a layer of graphene bent over itself geometrically so
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as to form a region which contains two or more layers of graphene. The properties
of folded graphene are compromise of the properties of single layer graphene (SLG)
and bilayer graphene (BLG). Folded graphene has unique properties which may lead to
interesting applications. Folded graphene may obtain an AB or AA stacking sequence
although it is likely that a small angle misalignment (twist) will occur between the
layers.
Folded graphene occurs most naturally when a graphene sheet suspended in a liquid
bends under the flow of the liquid. As most methods for the transfer of graphene
require at least one step where graphene is suspended in a liquid this is the usual
mechanism by which graphene becomes bent. This method is not clearly defined and
so leads to unpredictable bending patterns. Nevertheless graphene can be intentionally
and controllably folded through the application of a mechanical force. This principle is
applied when the edge of a graphene sheet is bent over by nanomanipulators or similar
techniques. TEM has also been used to manipulate suspended graphene and can be
helpful in inducing folds.
Although graphene can be unintentionally folded during transfer some groups have
managed to fold graphene in a deliberate and controlled manner. It has been found
that the line along which the graphene is folded - armchair or zigzag axis - will lead to
different folding configurations and different properties.
One means of quantifying folded graphene is through electron nano-diffraction. As
mentioned previously graphene folding may induce a twist, this is described by α which
is the angle between the lattice vector a1 and the direction normal to the folding axis.
Folded graphene contains two competing energies, an increase of bending energy due
to the curved surface and a decrease in binding energy due to the formation of weak
van der Waal forces between the layers.
Folded graphene may have a spectrum which appears similar to SLG but can be differ-
entiated by the blue shifted 2D peak. For SLG the peak occurs at 2674 cm−1 whereas
for folded graphene it is between 2678 and 2686 cm−1 [52].
2.4 Number of layers
A variety of methods exist as to the classification of the number of layers of graphene.
Single layer graphene has been found to have an I2D/IG ratio of ≈ 4 [57], a pure
Lorentzian for the 2D peak, and a 2D peak position of < 2700 cm−1 [58]. In addition the
situation is complicated further as the orientation of stacking layers has been found to
influence the results. We found in general that our samples all had a I2D/IG ratio of less
than one, however, by considering both the G and 2D peak positions and comparing this
with the information in Ferrari [58] we conclude that our samples have peak positions
consistent with single layer graphene. It has been proposed that graphene growth
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proceeds with a single layer which covers the entire surface and that subsequent layers
grow underneath this initial single layer [59]. We therefore theorise that our samples
consisted of a single layer of graphene under which at varies points we find graphitic
material. We will therefore use the I2D/IG ratio as a measure of sample quality in this
work where samples with a higher ratio contain fewer or smaller graphitic under-layers.
2.5 Results
We grew numerous samples of graphene under varying conditions such as changing the
synthesis pressure, the ratio and amounts of synthesis gas and the time for which the
synthesis gas was introduced in order to determine which parameters most sensitively
affected the quality of the sample grown. We also considered graphene growth by laser
ablation.
2.5.1 Pressure
In order to establish the effect of pressure on the synthesis of graphene we compare
two synthesis runs shown in Figure 2.8. The graph shown compares the synthesis with
pressure of 30 mbar and 50 mbar. In both cases the temperature was set at 1000 ◦C,
the H2 flow rate was 7 sccm, and the methane flow rate was 20 sccm. The Raman
spectrum was taken and the data processed to remove spikes due to cosmic rays. The
large background arising from the copper substrate was subtracted. The data was then
normalised to the height of the G peak. Finally the two spectra were given a vertical
offset for ease of comparison. The relative peak intensities (normalised to the G peak
intensity) are shown in Table 2.2.
Table 2.2: Table comparing relative intensity of Raman peaks for samples grown under
30 mbar and 50 mbar.
Pressure (mbar)
D peak intensity
(a.u.)
G peak Intensity
(a.u.)
2D peak Intensity
(a.u.)
30 - 1 0.8685
50 0.2970 1 0.4714
If the pressure is increased to the region of 100 mbar it was found that the copper is
completely discoloured and the Raman spectrum show a series of very broad peaks in
the region around 2800 cm−1 to 3000 cm−1 attributed to hydrocarbons. At this higher
pressure the hydrogen is not able to escape the surface but rather continuous collisions
allow the hydrogen to bond to the carbon layer. Subsequent methane molecules are
now deposited on the hydrocarbon film and again the hydrogen does not escape, rather
a large amount of material remains deposited on the copper surface. The copper also
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Figure 2.8: Graph comparing two graphene samples grown under different pressures.
becomes discoloured to a rust colour; this may indicate the presence of copper oxide.
Whilst every effort is taken to evacuate the chamber remnant oxygen atoms could still
possibly be present and while at low pressure the concentration may be negligible the
likelihood of oxidation increases with pressure.
It has been found that graphene samples grown on copper in low pressure CVD systems
(0.014 mbar) have fewer defects than graphene grown in atmospheric pressure CVD (980
mbar) [60]. A decrease in pressure is expected to be accompanied by an increase in
the graphene grain size, this would correspond to fewer defects and a lower D peak
intensity [61]. Low pressure growth requires lower methane and hydrogen flow rates.
Low pressure has been found to be more conducive to large samples [61]
2.5.2 Methane Flow time
The length of time for which methane is bled through the CVD chamber can be exam-
ined as a route towards optimising graphene growth. The results are shown in Figure
2.9, The other synthesis conditions were temperature of 1000 ◦C, pressure of 40 mbar,
H2 flow rate of 10 sccm, and methane flow rate of 25 sccm.
The relative intensities of the peaks (normalised to the G peak intensity) are shown in
Table 2.3.
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Figure 2.9: Raman spectra for two samples synthesised with different methane flow
times.
Table 2.3: Table comparing relative intensity of Raman peaks for samples grown with
different methane flow times
Methane Flow Time
(min)
G peak Intensity
(a.u.)
2D peak Intensity
(a.u.)
55 1 0.562
75 1 0.411
By increasing the methane flow rate we increase the density of carbon atoms reaching
the copper surface and increase the grain density [55] Nevertheless we need a sufficiently
high methane flow rate to ensure the entire copper surface is covered and the material
is homogeneous. Our results are inconclusive as to the effect of methane flow rate on
the number of layers (methane flow rate and 2D peak height). The carbon dissolved in
copper reaches an equilibrium which is why the number of layers is largely independent
of time.
2.5.3 Methane Flow Rate
By increasing the methane flow rate we increase the density of carbon atoms reaching
the copper surface and increase the grain density. Nevertheless we need a sufficiently
high methane flow rate to ensure the entire copper surface is covered and the material is
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homogeneous. The results of two samples grown with different methane flow rates are
shown in Figure 2.10. The other experimental parameters were Temperature = 1000
◦C, Pressure = 50 mbar, Hydrogen flow rate = 7 sccm and methane flow time = 55
min.
Figure 2.10: graph showing Raman spectroscopy results for two samples grown with
different methane flow rates
From our results we can see that a flow rate of 30 sccm (as compared with a flow
rate of 20 sccm) resulted in a slightly higher 2D peak, generally taken a measure of
the quality of graphene. As discussed in the methane flow time section we see that
an increase in the amount of carbon available increases the sample quality, yet, unlike
the methane flow time we find that we have not reached saturation. The saturation
amount of methane would therefore be above 30 sccm. We also note that by increasing
the amount of methane we are changing the methane to hydrogen ratio. We propose
that the ratio of carbon to hydrogen to other gases is of more importance in determining
whether the carbon atoms hybridise as sp2 or sp3, thereby determining the number of
layers formed. We thus proceeded to study the ratio of synthesis gases.
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Figure 2.11: Raman spectra for hydrogen = 10 sccm and methane = 25 sccm (black),
hydrogen = 10 sccm, methane = 10 sccm (red), hydrogen = 12 sccm, methane = 30
sccm and nitrogen = 10 sccm (blue) and finally hydrogen = 12 sccm, methane = 30
sccm and nitrogen = 15 sccm (green).
Table 2.4: Table comparing relative intensities of Raman peaks for samples grown with
different partial pressures of synthesis gases
D peak
intensity
(a.u.)
(a.u.)
G peak
Intensity
(a.u.)
2D peak
Intensity
(a.u.)
H10M25 - 1 0.2325
H10M25N10 0.4962 1 1.0161
H12M30N10 - 1 0.4350
H12M30N15 - 1 0.7200
2.5.4 Partial Pressure
We have included nitrogen gas in the synthesis gases. Our results shown in Figure 2.11
indicate a decrease in the 2D peak with Nitrogen incorporation. Previously other groups
studied the effect of nitrogen doping on the Raman spectrum from the perspective of
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shifting of the peaks as well as the effect on the intensity of peak heights.These studies
have shown Nitrogen doping induces a small shift in the G band (1569 to 1571 cm−1
[62] and is also accompanied by a slight decrease in the D band intensity. Conversely
Sheng et. al. [63] found that doping shifted the G band to lower wavenumbers. A third
study by Wu et. al. [64] did not consider the shift of the peaks but rather demonstrated
a clear decrease in the 2D peak intensity with Nitrogen concentration.
By considering the results shown in Figure 2.11 we find higher H2 and lower CH4 flow
rates yield preferable results. By comparing the results when hydrogen = 10 sccm and
methane = 25 sccm with the results obtained when hydrogen = 10 sccm, methane = 25
sccm and nitrogen = 10 sccm we immediately notice that the latter spectrum has more
peaks, these are attributed to additional vibration modes due to the defects arising
when nitrogen substitutes for carbon. The same is true when we consider the results
for hydrogen = 12 sccm and methane = 30 sccm and compare the spectrum for lower
(10 sccm) and higher (15 sccm) nitrogen flow rates. The nitrogen introduces additional
peaks into the spectrum at approximately 2300 cm−1, 2470 cm−1, 3370 cm−1 and 3500
cm−1 in the Raman spectrum, indicating that Nitrogen is not only acting as a dilution
gas but is also displacing carbon resulting in the introduction of new Raman modes.
We note that at higher methane flow rates we find a much larger D peak suggesting that
C-C bonds form in preference to C-H bonds at these increased flows. H2 plays a crucial
role in the synthesis, promoting the sp3 to sp2 hybridization transition of the carbon
bonds so that graphite like and not diamond like carbonaceous material is formed.
However, these results reflect the quality of graphene in a small region, for large scale
production where uniformity of the sample is important it has been found that samples
grown without any hydrogen are more uniform [65]. When growing graphene one must
therefore a thinner, more one dimensional, sample is required in which case a hydrogen
to methane to nitrogen ratio of 2:5:2 is suggested or if a uniform sample is required in
which case a ratio of 2:5:0 is suggested.
2.5.5 Graphene Synthesis by Laser Ablation
Raman spectroscopy for graphene by laser ablation is shown below. Positions are
labelled alphabetically where A denotes sample in the position closest to the target.
Figure 2.12 shows the Raman spectra from two sample sets (20 and 21) with intensity
values normalised for easy comparison. The normalised peak intensities are given in
2.5. An optical photograph of sample 21B on copper is given in Figure 2.13. By
comparing samples 20B, 20E and 20F we see that the sample at position B has a much
larger 2D to G intensity ratio, indicating a higher quality. Samples at position A (≈ 10
cm from target) did not show any 2D peak and are thus not included in Figure 2.12.
We therefore find that close to the target large “chunks” of carbonaceous material is
deposited on the substrate without graphene formation. The smaller carbon clusters
containing single carbon atoms are carried further by the plume to position B where
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they are deposited and are able to form graphene.
Figure 2.12: Raman spectra of few layer graphite averaged over different points on the
sample. The number in the legend refers to the date on which the sample was produced
and the letter denotes the position form the target compare 2.5.
Table 2.5: Table comparing the relative intensity of Raman peaks for samples placed
at different positions during Laser Ablation
Sample Name
Approximate
distance from
target (cm)
D peak intensity
(a.u.)
G peak Intensity
(a.u.)
2D peak Intensity
(a.u.)
21B 20 0.8719 1 0.4152
20B 20 0.1535 1 1.09567
20E 50 0.1821 1 0.4835
20F 60 0.2321 1 0.3623
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Figure 2.13: Optical photograph of a graphene on copper sample prepared by laser
ablation
2.6 Conclusion
The dependence of the electric and transport properties of graphene on the physical
characteristics implies a variance in performance of graphene devices due to changes in
synthesis conditions. We have investigated the effect of pressure, methane flow time,
ratios of synthesis gasses and even different production methods in order to determine
which parameters require strict control during synthesis. We also determine the best
route towards optimisation of graphene growth necessary for industrial applications
explored for this novel material. Graphene growth at both low and high pressures was
achieved and samples could be grown with little deterioration from pressure fluctuations.
Furthermore we found that saturation of carbon on the substrate surface implied that
increasing the flow time of methane did not adversely affect the quality of the sample.
The ratio of synthesis gasses was further explored and found to sensitively affect the
quality of graphene formed with lower methane partial pressures resulting in ha higher
percentage of sp63 bonding. Partial pressure of synthesis gasses is then identified as
optimisation parameter and can be manipulated in order to create graphene samples
with desired characteristics. Finally we studied the production of graphene by laser
ablation. Here the quality of graphene produced can be controlled by changing the
distance between the substrate and the target. Substrates place approximately 60 cm
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from the target produced good quality graphene. Nonetheless, even samples placed
further from the target produced few layer graphite and so we may conclude that laser
ablation is a potential route for graphene synthesis although applications for industry
may be limited by scaling factors.
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Part II
B-NCD and Superconductivity
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Chapter 3
Introduction to Superconductivity
After studying the effect of synthesis parameters on the quality of graphene produced
by CVD as well as exploring the possibilities of producing graphene via laser ablation
we found that the quality of graphene depends most sensitively on the ratio of synthe-
sis gasses. Defects and disorder in the 2D graphene play a crucial role in its transport
properties [66]. In three dimensional system of nanocrystalline diamond grains of sp3
hybridised carbon are separated by graphitic sp2-C grain boundaries, the presence of
which contributes substantially to the transport. The role of grains and grain bound-
aries in this 3D system is now studied as we examine two boron doped nano crystalline
diamond samples. These samples have been grown with different ratios of the syn-
thesis gases resulting in different grain sizes. The amount of trimethylboron (TMB)
introduced in the synthesis of these samples directly affects the average grain size. By
studying two samples with small and large grain sizes we directly expand on our work
in the previous chapter by further revealing the dependence of not only the sample’s
chemical structure but also the vital link between growth conditions and electronic
properties. The effect is highlighted by our studying of the superconducting - normal
state transition where the two samples with slight differences in their synthesis param-
eters reveal fundamental differences in their behaviours. The number and size of the
grains plays a key role in determining the low temperature behaviour of the samples.
We begin first by examining superconductivity in general with particular focus on the
development of crucial ideas in the main theories for the superconducting mechanism.
We then move on to examine of superconductivity in boron doped diamond before
presenting the results of our measurements on the two samples.
3.1 Discovery of Superconductors
In 1911 H Kamerling Onnes discovered the first superconductor; a material able to
conduct electricity with zero resistance when below a critical temperature TC = 4.2K
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[67] and ever since the idea of superconductors has continued to spark interest within
the condensed matter community. Nevertheless, inherent limitations exist in this ex-
citing field. Superconductors only conduct dissipationlessly below some critical current
(Ic), similarly there is also a critical field Hc beyond which superconductivity breaks
down corresponding exactly to the field which induces the critical current. In some
superconducting alloys an external magnetic field beyond Hc1 begins to penetrate the
superconductor as free vortices within the material until Hc2 where superconductivity
disappears completely. The two critical field behaviours are classified as Type I and
Type II superconductors respectively [68, 69].
By the 1980’s many superconducting pure materials and alloys had been found, yet
surprisingly experimental results showed the best conductors such as copper were not
superconducting, whereas materials with poor conduction at room temperature be-
came superconductors at low temperatures. The discovery of superconductivity in
La2−xBaxCuO4 [70] was an even more astounding result, not only as it was a ce-
ramic but also as the transition temperature of 92 K was far above the Tc = 30 K
limit for electron-phonon interaction mediated superconductivity as described by the
Bardeen-Cooper-Schrieffer (BCS) theory [71]. Superconductivity at this temperature
also allowed cooling by liquid nitrogen rather than the more expensive liquid helium,
thus making study on superconductors more accessible to the wider community. The
discovery was immediately followed by superconductivity in many other cuprates (ma-
terials containing CuO2 planes (shown in Figure 3.1(a)) which only superconduct when
doped).
In 2008 superconductivity was found in a new type of iron-based material, namely
LaO1−xFxFeAs [72] and this marked a new branch of superconductors known as Iron
based superconductors (FeSC). Again such results were unexpected as previous exper-
iments showed superconductivity breaks down in the presence of large magnetic fields,
and it was assumed that ferromagnetic materials such as Fe would not support super-
conductivity. FeSC all contain an FeX plane shown in Figure 3.1(b), where X = As, P,
S, Se or Te [73] and they have been found to be type II superconductors.
(a) (b)
Figure 3.1: Diagram showing a) CuO2 planes of the cuprates [7] b) FeX plane [8]
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3.2 Theory of Superconductivity
3.2.1 Ginzburg Landau
The theory of superconductivity was first described by Ginzburg and Landau who
studied the phase transitions. The theory was developed in analogy to superfluids.
According to the Bose Einstein condensate theory, a superfluid forms when a number
of bosons condense into a superfluid state. The Ginzburg Landau theory considers
superconductivity to be similar to superfluidity. A number of electrons n condense into
the superconducting state such that the fraction of atoms in the condensate with n ≤ 1
above the transition and n = 1 below the transition. Ginzburg and Landau adopted
this concept and described superconductivity as a second order phase transition with
the order parameter being given by n (the fraction of electrons in the superconducting
state) [74]. The order parameter is considered to be positive above the temperature
Tc and negative below this. In order to account for more than one degree of freedom
(change in resistance and change in magnetic state resulting from the transition) the
superconductivity order parameter is complex. The order parameter (ψ) can be found
defined as
αψ + β|ψ|2ψ + 1
2m
(−i~∇− 2eA)2ψ = 0. (3.1)
where α and β were listed as parameters; m and e are the mass and charge of an electron
respectively, ~ is the reduced Plank’s constant and A is the vector potential.
Although the Ginzburg Landau theory was not a complete theory of superconductivity
it laid important groundwork for future theories.
3.2.2 Conventional Superconductors and the BCS
The first widely accepted theory for superconductivity was proposed in 1957- the BCS
theory [75] at a time when only conventional superconductors were known. The BCS
theory begins with the postulate that electrons are able to attract and form Cooper
pairs. Furthermore, the Cooper pairs have integer spin which allows us to treat them
as bosons which are able to form a condensate where Schrieffer wrote down the many
particle wave function. Finally the energy of the Cooper pair is slightly lower than
the energy of the unpaired electrons, opening up an effective gap in the single particle
excitation spectrum.
The independent electron model allows us to neglect Coulomb repulsion and the positiv-
ity of the potential term is explained in the BCS theory by drawing on electron-phonon
interactions. Electron motion through the medium distorts the lattice, setting up vibra-
tions (phonons). A second electron is attracted to the distorted lattice left in the wake
of the first electron. This is only possible because of the differences in the time scales
of the electron and lattice. The original electron has moved far from the site before
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the vibration modes are realized and so the second electron feels the attraction without
being repelled by the electron. In this way, electrons can form pairs when separated in
real space with the maximum separation being the coherence length ξ usually of the
order of 10 to 100 nm. The pairing occurs so as to form a zero spin and zero angular
momentum singlet ψ = ψ↑,k + ψ↓,k′ . Charge carrier symmetry exist and the theory can
be interpreted in terms of holes rather than electrons. We exploit this fact when dealing
with the theoretical aspects of p-doped superconductors.
Due to the nature of the condensation, particles in the condensate have a lower energy
than particles in the normal state. This gap in the single particle excitation energy
allows the formation of bosonic Cooper pairs to become energetically favourable. The
lower energy Cooper pairs do not cross back into the higher energy unpaired states.
This aids superconductivity in allowing large numbers of boson like Cooper pairs to
become “trapped” in a condensate like state in this gap. In the study by Bardeen et
al. [75] an isotropic medium was assumed, adequate for metallic superconductors, and
so an energy gap of the form of an s wave was used. The size of the gap is found to
depend on temperature, decreasing as we move to higher temperatures which is why
the superconducting phase of most superconductors only occurs at low temperatures.
Finally for the complete BCS theory it becomes necessary for many Cooper pairs to
“condense” into a single state as described by the order parameter. The theory is similar
to that for Bose-Einstein condensates. In such theories of coherent states it becomes
useful, rather than to deal with the number density which can now vary, to formulate
our theories in terms of the phase as this should be coherent in a condensate.
The Hamiltonian for the interaction between electrons with the electron-phonon mech-
anism included is
H =
∑
k,k′,s,s′
~ω
(Ek − Ek′)− (~ω)2 [c
†
k′−k,s′ck′,s′c
†
k′+k,sck,s] +HCoul. (3.2)
Where an electron in a state with wavenumber k and spin s scatters into a state with
wavenumber k′ and spin s′ by means of a phonon of energy ~ω where the interaction is
controlled by the creation and annihilation operators.
According to the BCS theory the critical temperature is related to the energy gap as
∆
Tc
= 1.7639 (3.3)
where kB is Boltzman’s constant, Tc the critical temperature and ∆ the energy gap [?].
In summary then the BCS theory details the prerequisites for superconductivity as
Cooper pairs (some pairing mechanism), the creation of an energy gap and a con-
densate (phase coherence). Studies have revealed that the charge associated with the
superconductivity (from quantized flux measurements) is indeed twice the elementary
charge, 2e, supporting the notion of Cooper pairs.
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3.2.3 The Cuprates and Spin Fluctuations
Unlike conventional superconductors the cuprates (superconductors made from compos-
ite materials containing CuO planes) had much high transition temperatures, compli-
cated structures and were usually insulating ceramics (implying weak electron-phonon
couplings) and could not be explained using the BCS theory. The resonating Valence
Bond (RVB) model described by Anderson and Baskaran emerged as the best descrip-
tion of these materials.
(a) (b)
Figure 3.2: a) Typical phase diagram of the superconducting cuprates [9]. b) Diagram
showing the antiferromagnetic spin arrangement. [7].
An underlying similarity of all the cuprate superconductors was found to be the neces-
sity of some form of impurity site. While the phase diagram as a function of doping
percentage differs from cuprate to cuprate it was found that by assuming that only
a portion of the dopants act as charge carriers we can reduce this to a surprisingly
generic phase with typical behaviour shown in Figure 3.2(a). An antiferromagnetic
phase associated with a Mott insulator [76] occurs for the highly ordered (low temper-
ature with small doping levels) parent state. Adding p-type dopants into the system
creates what is known as the pseudogap with properties deviating from the “normal”
state. Doping introduces both charge carriers and disorder to the system causing the
antiferromagnetic symmetry to be broken. Superconductivity is found at higher doping
levels and low temperatures though further increases in doping levels cause a transition
to a Fermi liquid state. This suggests two approaches to understanding superconduc-
tivity in cuprates, depending on which doping level extreme we consider. On one hand
the antiferromagnetic Mott insulating behavior on the left can be modified through
the inclusion of dopants. On the other hand we can consider the Fermi liquid state
on the far right and modify this theory by gradually decreasing the number of impu-
rities. Most studies follow the former as the theory of Mott insulators involves strong
correlations, already familiar from the BCS theory. Furthermore it offers a wider range
of unconventional physics in the pseudogap region, such as resistivity linearity in tem-
perature, which is more likely to provide us with excellent insight into the nature of
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superconducting transitions.
(a)
Figure 3.3: Various arrangements of spin pairs in the resonating Valence Band (RVB)
model [10]
The Mott insulating behaviour arises from the doubly ionised d9 configuration of the
Cu; while we would normally predict this to be metallic, the strong electron-electron
repulsion forces insulating behaviour. The d orbital electrons of the copper then bond
to p orbital electrons in the oxygen. This is the site for spin fluctuation in the prevalent
theory for cuprate superconductivity- the RVB model applied by Anderson [76]. Essen-
tially this model describes a spin liquid state in a frustrated antiferromagnet. We have
a non-degenerate ground state. The spins on adjacent copper ions can pair up. Because
the material is antiferromagnetic we have spin up pairing with spin down and so form
the spin zero singlet (see Figure 3.2(b)). Nothing in the theory specifies which electrons
pair with which and so a particular electron is just as likely to pair with the electron on
its right as it would be to pair with the electron on its left and various arrangements
of spin singlets are possible (Figure 3.3(a)). In actual fact what we really have is a
superposition of such states and hence resonating. Undoped these singlets continue to
be insulating, nevertheless upon doping we either add excess electrons or we break a
singlet leaving an unpaired electron and a hole. The resonating or quantum fluctuating
nature of the singlets allows them to move degenerately from one configuration to the
next, hence, the term spin fluctuation.
As mentioned previously the electron-phonon interaction pairing mechanism postu-
lated in the BCS theory did not allow for the high transition temperatures seen in the
cuprates, rather we consider spin fluctuations as a pairing mechanism.
It has been argued that these Cooper pairs indeed exist in the Cuprates even at tem-
peratures above the transition temperature and that the transition signals, not the
formation of pairs but rather the establishment of coherence amongst the pairs [77].
The pseudogap in the phase diagram of the cuprates can be identified with the energy
gap properties above the critical temperature. As a cuprate transits from a higher tem-
perature “normal” state to a low temperature superconducting state some symmetry
is broken. That is in breaking the spin singlet and introducing lone electrons we have
broken a global symmetry causing a phase transition.
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3.2.4 Fe Superconductors
Despite substantial progress in the theoretical descriptions new theories and mecha-
nisms were necessitated with the new discovery of superconductivity in materials con-
taining Fe, a ferromagnetic material. For these Fe based superconductors (FeSC) the
Cooper pairs must still have zero total angular momentum [78], nevertheless, neither
electron-phonon interactions nor spin fluctuations offer satisfactory pairing mechanisms
as both predicted superconductivity to be incompatible with ferromagnetism. One pro-
posed mechanism is anti-ferromagnetic fluctuations [73]. In FeSC the energy gap is
represented by s± where s implies the symmetry and ± specifies the different behavior
for electrons and holes [79]. Complications in the theory also arise due to the discon-
tinuous Fermi surface [80]. In FeSC the d orbital is believed to play a crucial role. Note
that the presence of three dimensional (3D) FeX superconducting planes overrides any
previous ideas of a 2D high temperature superconductivity theory. Furthermore an-
other immediate difference is that unlike copper, Fe can be easily magnetized, that is
spin interactions can be expected to play a role in the superconducting nature of such
materials. Spin fluctuation can enhance electron-lattice coupling [81].
The phase diagram for two different Fe-based superconductors is shown in Figure 3.4.
Figure 3.4: Phase diagram of two Fe-based superconductors [8].
In summary we have considered the history of superconductivity. We have briefly looked
at some of the properties and classifications of superconductors. Furthermore, Cooper
pairs, phase coherence and the presence of an energy gap have been given as the three
historical fundamental aspects of any theory of superconductivity. These aspects have
been considered for the main superconductivity theories viz. BCS and RVB.
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3.3 Properties and Classifications of Superconduc-
tors
While all superconductors exhibit the phenomenon of zero resistance and the Meissner
effect, their other properties are so varied as to frustrate efforts to obtain single mech-
anism which is able to explain all of superconductivity. The ranks of superconductors
currently include such diverse materials as pure metals, ceramics, magnetic materials,
carbon materials, organic materials and many more as the list is constantly expanded.
In this section we consider some of the properties of superconductors and how they
are classified to be studied. Superconductors can be classified based on their magnetic
properties, characteristic lengths or according to the type of materials they are made
of.
3.3.1 Diamagnetism
A superconductor is a perfect diamagnetic material when in its superconducting state.
When in an external field they set up currents which create a magnetic field which
exactly cancels the external field, In this way there is a net zero magnetic field inside
the superconductor. Diamagnetic materials have
B = 0
=⇒ M = −H
=⇒ χ = −1
Above Hc2 type II superconductors display the usual magnetic features of the mate-
rial, be it paramagnetic, antiferromagnetic or ferromagnetic. Below Hc1 they behave
much as a type I superconductor. Between the two critical magnetic fields quantized
magnetic flux enters type II superconductors through vortices. Impurities, defects or
other structurally disordered sites act as pinning centres, preventing the vortices from
moving freely through the material.
3.3.2 Meissner Effect
All Superconductors exhibit the Meissner effect [82], wherein a superconductor expels
magnetic flux as it transits from a non-superconducting to a superconducting state at a
constant external magnetization. There is then no field deep inside the superconductor.
Near the surface it is possible for a magnetic field to penetrate, decaying exponentially
with a characteristic depth called the penetration depth λ discussed below.
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3.3.3 London Penetration depth
In a type I superconductor we find all magnetic flux is expelled below a certain critical
magnetic field and above this field superconductivity vanishes instantaneously. In type
II superconductors we distinguish between three regions viz. below Hc1 no magnetic
flux can penetrate the sample and “pure” superconductivity occurs. Between Hc1 and
Hc2 magnetic flux begins to penetrate the sample with the creation of free vortices and
dissipation ensues. Above Hc2 magnetic flux penetrates the sample entirely and we have
normal state properties. Regardless of these definitions, however, it has been found that
some magnetic field always penetrates (exponentially decreasing) the surface region of
superconductors. The depth to which the magnetic field penetrates the sample is known
as the London penetration depth. Typical penetration depths are of the order of tens
of nanometres. The London penetration depth is defined in terms of the magnetic field
inside a superconductor given by
B(x) = B0e
−x
λL
λL =
√
m
µ0nsq2
ns = n0
[
1−
(
T
Tc
)4]
. (3.4)
Where λL the London penetration depth, B(x) the magnetic field at a point x inside
the superconductor, B0 is the magnetic field at the surface of the superconductor, x the
distance from the surface, m is the effective mass of the charge carriers, q is the charge
of the Cooper pairs (2e due o the pairing), ns is the charge carrier density of electrons
in the superconducting state (described in section 3.2.1), n0 is the total charge carrier
density, T the temperature and Tc the critical temperature.
The current through a superconductor is then given in terms of the London penetration
depth as
Jy(x) =
cBz(0)
4piλ
e
−x
λL (3.5)
Where c is a constant and the other symbols have the meanings defined above.
The London penetration depth is a temperature-dependent property of the supercon-
ductor itself and can be used to determine how the superconducting material will inter-
act with a magnetic field. The ratio of the London penetration depth to the coherence
length is also used to classify materials as type I or type II superconductors and will
be discussed below.
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3.3.4 Coherence Length
Coherence length was a concept first introduced by Pippard to explain discrepancies
between theoretical and measured London penetration depths in some samples. Pippard
proposed that the electrons are not entirely independent but rather can average their
interaction with the external magnetic field over some distance therefore creating some
non-local coherence between the electrons and a magnetic field. The length scale over
which this interaction is valid is the coherence length. Within specific theories the
coherence length has been interpreted to have specific physical interpretations.
The coherence length is inversely proportional to the energy gap in the analysis of type
II superconductors we use the equation
ξ0 =
~vF
2∆
.. (3.6)
The coherence length is also temperature dependent as the energy gap contains tem-
perature dependence.
It has been found that if two superconducting materials are separated by a non-
superconducting material of length smaller than the coherence length superconduc-
tivity can persist. This is known as a Josephson junction. Local superconductivity
can also manifest as global superconductivity provided that the maximum size of non-
superconducting regions is smaller than the coherence length. Coherence lengths are
therefore important in determining whether a material will exhibit local or global su-
perconductivity at a particular temperature.
3.3.5 Electron mean free path
The electron mean free path is the typical length scale of the electrons within a material.
It is given by
` = τvF (3.7)
where vF is the Fermi velocity within the material and τ the lifetime.
3.3.6 Type I and type II superconductors
Type I and type II superconductors can be classified on the ratio of their London
penetration depth to their coherence length. If λ
ξ
< 1√
2
the material is a type I super-
conductor, if the ratio is larger the material is a type II superconductor.
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For type II superconductors the two critical fields are given by Kittel [83] as
Hc1 ≈ Φ0
4piλ2
ln
(
λ
ξ
)
(3.8)
Hc2 =
Φ0
2piξ2
(3.9)
where Φ0 = 2.0679× 10−15 Tm−2 is the flux quantum and all other symbols have their
previously used definitions. The formula for the lower critical field is an approximation
and can only be used in for λ
ξ
>> 1. The critical fields are also temperature dependent
themselves and the formulae refer to the critical field at 0 K.
3.3.7 Clean and Dirty Superconductors
The purity of a superconductor is described by the ratio of the electron mean free path
to the coherence length. In the limit of no defects in a material a superconductor is
described as clean, this occurs when `/ξ  1. Dirty superconductors (`/ξ  1) gen-
erally have many defects. Type I superconductors are generally clean whereas type II
superconductors can exist as either clean or dirty superconductors. Dirty supercon-
ductors are closely linked to the concept of granularity and disorder as a sample with
smaller grain sizes will have a smaller electron mean free path. Disorder reduces elec-
tron mean free path in a similar manner. The coherence length gives an indication of
electron-electron interactions at a distance and so is not substantially affected by grain
boundaries and disorder. Therefore, by introducing disorder, defects or smaller grains
we increase the “dirtiness” of a sample. Local superconductivity has been associated
with dirty and disordered superconductors. Superconducting fluctuations are also more
prominent in dirty superconductors.
3.4 Superconducting Fluctuations
The term superconducting fluctuations is used as a general term to encompass various
quantum processes which affect the superconducting state of the system. These pro-
cesses are understood to change the conductivity of a sample in a particular temperature
range near the critical temperature but they are not considered to be the mechanism for
superconductivity. Superconducting fluctuations are indicative of the presence of ad-
ditional quantum states (additional mechanisms) and can be due to weak localisation,
the Coulomb contribution in the particle hole channel (diffusion channel), the Coulomb
contribution in the particle particle channel (Cooper channel) or Aslamazov-Larkin and
Maki-Thompson fluctuations [84].
Superconducting fluctuations are the result of Cooper pairs outside of the condensate
state. They form due to non-equilibrium Cooper pairs which form alternative transport
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channels. Superconductivity fluctuations are proportional to the amount of disorder
[85] and have only been observed in highly doped samples. They are most readily
observed in thin films and dirty superconductors. Low dimensionality and “geometric
frustrations” can result in quantum fluctuations [86]. Superconductivity fluctuations
broaden the transition of the resistance-temperature curve.
3.4.1 Localisation
Localisation is the confinement of a charge carrier in a specific regions of space, which
results in an increase in resistivity. Localisation can be roughly divided into strong (An-
derson) or weak localisation although other types of localisation (eg. Mott localisation)
have been identified and discussed [87]. The characteristic size of these confinement
regions is known as the localisation length ξL.
Weak Localisation
An electronic wave function passing a defect in a material may experience a phase shift.
If this phase shift is an integer multiple of 2pi we obtain constructive interference. This is
known as the Aharonov-Bohm effect. Electronic wave functions travelling clockwise or
anticlockwise around a full cycle 2pi interfere constructively and continue to propagate,
wave functions travelling fractions of cycles will interfere destructively and average to
zero. Reducing the conductivity of the sample. It is therefore favourable for electrons
to propagate in these full cycles and thus become localised around the disorder. Weak
localisation arises due to the disorder in a system. Weak localisation occurs at low
temperatures as phase coherence of the electronic wave functions is a prerequisite and
it is destroyed by the increase in thermal energy. The temperature dependence of the
conductance of a sample with 3D weak localisation is given by Du et al. [88] as
G(0, T ) = G0 + a1T
0.35 + a2T
0.5
a1 =
S
l
e2
2pi2~Lφ
a2 =
S
l
e2
4pi~2
(
4
3
− 3
2
F
)(√
kB
~D
)
. (3.10)
Where S is the cross sectional area of the sample, l the length of the sample, Lφ is the
de-phasing length, F is the electron screening factor in three dimensions and D is the
diffusion constant for the electron electron interactions.
For very small fields weak localisation induces a negative magnetoresistance as has
been observed in B-NCD [89]. The dependence of the conductivity of a sample on the
external magnetic field due to weak localisation is given by
σ(B)− σ(0) = − e
2
2pi2~
[
ln
Bc
B
− ψ
(
1
2
+
Bc
B
)]
. (3.11)
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Localisation Length
The magnetic length, given by
ξL =
√
h
4eB
(3.12)
shows the dependence of the localisation on magnetic field. Because weak localisation
relies on the phase coherence of the two partial waves it is destroyed by a magnetic field.
Weak localisation effects are more apparent at low magnetic fields, and are even more
visible due to the fact that electron-electron interaction (a competing phenomenon) is
independent of magnetic field.
The number of these weak localisation orbits also increase with decreasing temperature.
Weak localisation can be thought of as arising due to potential fluctuations caused by
disorder of defects in a sample. At high temperatures these fluctuations are within
the kBT energy range and so are classically accessible. As we cool the sample down
the kBT band narrows and the potential fluctuations are now in classically forbidden
regions and act as obstacles around which charge carriers become weakly localised. The
localisation length then depends on temperature as:
ξL(T ) =
hvF
4kBT
(3.13)
As the temperature and magnetic field decrease further we find that the localisation
lengths increase to the point where the orbits may begin to overlap. At this point the
Pauli Exclusion Principle prevents more than one charge carrier to be in this ground
state. However, spin ordering between the different localised charge carriers may cause
spin flip which allows for Cooper pairing. The energy gap between the paired and
unpaired states would then be given by:
∆
2
=
µ0µ
2
B
b3
(3.14)
Where µB is the magnetic permeability of the sample, µ0 the permeability of free space
and b is the characteristic length of the orbits at which pairing occurs and is estimated
to be the length of the covalent bonds in diamond
Weak localisation has been suggested as a possible mechanism for superconductivity in
B-NCD. Boron sites may act as localisation centres in B-NCD therefore heavily doped
samples would have an increase in localisation. Increasing the number of defects may
create a crossover to Anderson localisation.
Other Superconducting Fluctuations
Superconductivity fluctuations can also be caused by Aslomzov-Larkin or Maki-Thompson
effects. Aslomzov-Larkin effects can change the magnetoresistance of a sample although
this change is only significant at temperatures very close to the transition temperature.
Maki-Thompson effects are based on a theory for clean superconductors. Neither con-
tribution is important in the studies of boron doped diamond superconductors.
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3.4.2 BKT Theory
The Berezinskii – Kosterlitz – Thouless or BKT theory deals with vortex states in 2D
systems. Conventional theories of phase transitions are complicated in 2D materials
as we cannot classically transition from an ordered to disordered state in a 2D system
through symmetry breaking. The BKT phase transition occurs without spontaneous
symmetry breaking. Bound vortices describe vortex anti-vortex (vortex in the opposite
direction) pairs. In a BKT transition bound vortex - anti-vortex states at low tempera-
tures and magnetic fields can be broken apart increasing either the thermal or magnetic
field. Vortex creation is only energetically favourable below some critical temperature
(not the same as the superconducting transition temperature) which can be found by
considering the energetics of the non vortex (bound vortex) and free states. The the-
ory explains a transition occurring in a material and could therefore possibly be used
to study the transitions between local and global coherence within a superconducting
sample. At low temperatures the vortex anti-vortex pairs are bound together in an en-
ergetically favourable state. As either the thermal or magnetic energy is increased the
bound vortex pairs dissociate into free vortices. These vortices begin to move through
the lattice causing dissipation of energy. BKT transitions have been found in inho-
mogeneous materials near to the metal insulator transition such as exists in heavily
doped NCD. We consider the angular momentum and spin orbital momentum inside
the material. Below this critical temperature vortices determines the transport voltage
which is proportional to current. Above the critical temperature where we have bound
vortex pairs we find that the voltage is approximately proportional to current cubed.
3.5 Superconductivity in B-NCD
Tremendous research into superconductivity has found that a single theory cannot be
used to describe all superconductivity. Although various overarching models exist which
are useful in describing superconductivity in certain classes of materials we still find
that the specific mechanism of superconductivity depends on the specifics of the mate-
rial. In particular for materials with conventional electron phonon coupling diamond is
predicted to have the highest critical temperature, nonetheless, a relatively low critical
temperature suggests the possibility of either an alternative mechanism or the pres-
ence of competing quantum processes. Research into superconductivity in boron doped
diamond is therefore of keen interest.
3.5.1 Discoveries of Superconductivity in Carbon
Superconductivity in carbon materials have been found when doping C60 [90], graphite
[14], 4-Angstrom carbon nanotubes [91], and diamond [92]. Superconductivity has not
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been found in graphene. The claim of superconductivity in boron doped diamond has
since been confirmed in both single crystalline diamond and CVD grown boron doped
nanodiamond. It is noted here that superconductivity has not been found in Nitrogen
doped NCD.
3.5.2 Superconductivity in Diamond
While electron-electron interactions within diamond are very weak and pure diamond
forms an insulator with a band gap of 5.5 eV [93], phonon interactions within diamond
are unusually strong. Diamond is the best thermal conductor found to date with the
highest Debye temperature [94]. Theoretical calculations suggest that optical phonons
within diamond can bond strongly to holes at the small pockets around the gamma
point introduced from boron doping [95]. This “electron-phonon” coupling would lead
to BCS type superconductivity in boron doped diamond.
Boron doped diamond has been studied by various groups in order to determine the
mechanism. The importance of electron electron correlations has been noted. Much
research has been undertaken in this field with a number of measurements following
the BCS theory [96], [97],[98], [99] and references therein. A second likely mechanism
for superconductivity is resonating valence bonds similar to the cuprates due to the
importance of electron correlation which results in singlet coupling of the holes on the
randomly distributed boron centres as suggested by Baskaran et al. [86]. Of interest
here is not only the nature of superconductivity itself but the quantum processes which
may be present in a sample and lead to superconducting fluctuations.
3.5.3 Nitrogen Doped Diamond
Unlike B-NCD, nitrogen doped nanocrystalline diamond is not a superconductor. The
differences between nitrogen and boron doping therefore can provide useful insight
into the nature of the superconducting state of B-NCD. The particle hole asymmetry
may arise from the different doping forms. Boron is substitutionally incorporated and
nitrogen forms deep impurity centres. The sign of the charge carriers may influence
the conductivity as boron, a p type donor, can act as a localisation center for electrons
whereas nitrogen, a n type donor, does not. This, however, will only contribute towards
other quantum processes in the material and not to the superconductivity itself as will
be discussed later. According to the most fundamental (Drude) model of transport,
conductivity is inversely related to the effective mass of the charge carrier and so the
difference in conductivity behaviour may be due to an lower effective mass of the holes
(B-NCD) than the electrons (N-NCD). The London penetration depth is also directly
proportional to effective mass, thus we may find that in Nitrogen doped nanocrystalline
diamond samples the London penetration depth is of the order of the sample size
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destroying the superconducting state.
3.5.4 Boron Concentration
The role of boron concentration on the metallic, insulating or superconducting state of
diamond has been widely studied. Boron forms deep impurity centres in diamond. In-
creasing the boron concentration increases the level of defects and disorder in the sample
[89]. Grain size for nanocrystalline diamond samples will also depend on the amount of
boron. Increasing the boron concentration (≥ 1022 cm−3) leads to an insulator to metal
transition [92]. The critical boron concentration required for a superconducting state
has been found as 2.3×1020 cm−3 and 2.9×1020 cm−3 [100] where the difference in val-
ues is believed to arise due to the granularity of the system [100]. Increasing the boron
concentration increases the average carrier concentration and decreases the mobility
although the relationship may not be linear. When the boron concentration is below
3×1020 cm−3 the carrier concentration is lower than the boron concentration. At boron
concentrations above 3 × 1020 cm−3 the carrier concentration exceeds the boron con-
centration do to distortion of the Fermi surface [101]. We can therefore postulate that
at these higher nB levels some phase transition beyond increasing boron concentration
occurs. Increasing the level of boron doping increases the lattice constant [101]. Re-
sistivity also decreases with increasing doping concentration. Some studies have shown
that the boron dopant accounts for half the electron phonon coupling strength [102],
therefore for electron phonon mediated superconductivity, increasing the boron concen-
tration should increase the critical temperature. The critical temperature has indeed
been found to increase with boron doping, nevertheless, it may reach a saturation level
depending on the orientation of the doping plane [101].
Effects of changes in boron concentration should then only be studied qualitatively and
not quantitatively as samples prepared using different methods may result in different
“effective boron concentrations”. Differences in results obtained by various researchers
using the same boron doping concentration also indicates that boron doping of NCD is
produces inhomogeneous samples with variations of boron concentrations in different
grains. If samples are inhomogeneous we could find the sample properties are strongly
dependent on where measurements are performed. Local effects could also arise in the
properties of these materials.
3.5.5 Superconducting Gap
In order to understand the mechanism responsible for superconductivity in boron doped
diamond, many groups have studied the superconducting gap. These studies allow us
to determine which conditions facilitate the opening (or closing) of such a gap and
provide insight into the nature of the superconducting transition. In diamond it has
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been found that a pseudogap (decrease in the density of states away from the Fermi
energy) exists. Scanning tunnelling spectroscopy (STS), photoemission spectroscopy
and direct transport measurements have been used to study the superconducting gap
[103] [104]. Temperature dependent studies of the gap showed that the differential
conductance could be fitted in some regions with the BCS theory while this theory
broke down in other regions [103] [105]. The results of Mandal et al. [106] work showed
how at a critical current ≈ 90 nA, superconductivity breaks down in their patterned
nanowires causing a spike in the resistance (dV/dI) although Joule heating leads to some
hysteresis. At fields of up to 2 T a pronounced dip was found (at zero bias voltage)
in the differential resistance which was attributed to superconductivity persisting in
some of the diamond grains despite the high field. Interestingly, there was found to
be a difference in the differential resistance when the magnetic field was applied in the
plane and perpendicular to the device which may be indicative of periodicity in the
microstructure of the films. STS measurements have also been performed by Zhang et
al. [107] taken in the absence of a magnetic field at different points along the sample to
establish the local behaviour and the effects of grain boundaries. Their results showed
a dip in the dI/dV curve at zero voltage which varied according to the position on the
sample.
3.6 Summary
The most common theories for superconductivity including the Ginzburg-Landau, BCS,
and Mott insulators have been introduced and their advantages applications and scope
discussed. Material properties of superconductors have been defined and discussed.
Furthermore the theory of superconducting fluctuations was introduced. Finally we
considered superconductivity in carbon in general and B-NCD in particular. We dis-
cussed the role of boron concentration and the measurements of the superconducting
gap.
50
Chapter 4
Experimental, Results and
Discussion
4.1 Synthesis
Samples were prepared by Vaclav Petrak at the Institute of Physics, Czech Academy
of Science. Samples were grown using microwave plasma enhanced Chemical Vapour
Deposition (MP-CVD). Boron concentrations of the order of 2.8 × 1021cm−3 (2.0 ×
1021cm−3) were achieved by using 99% (95%) CH4 in H2 with a ratio of TMB to
methane of 4 000 ppm and introduced into a 850 ◦C chamber at a total pressure of ≈
100 mbar. The samples are named 1% and 5% respectively. The Microwave power was
1.4 kW. Samples are typically ≈ 430 nm thick with a grain size of 50 - 70 nm (20 - 30
nm).
4.2 Experimental Set-up
The low temperature measurements were performed using a cryogen free cryogenic
system (Cryogenic Ltd design). The cryogenic system is cooled using two closed but
thermally interfaced loops. In the first loop 4He is pumped from the Helium dump with
a scroll pump and circulated. When enough helium is in the system the valves are closed
(an automation of the cryogenic system software). The system is then further pumped
down, reducing the pressure on the Helium and cooling to 40 K. The second loop also
uses low pressure 4He and is able to reduce the temperature to 4 K. The two loops are
in thermal contact in the variable temperature insert which is thermally insulated by
means of a very good vacuum P< 10−7 bar. The 4 K loop is then in thermal contact
with the probe container into which the probe containing the sample is placed. The
pressure in the probe container can be adjusted up or down to increase or decrease
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vapour pressure. A higher pressure allows thermal equilibrium to be reached sooner
but once the desired temperature has been found the pressure can be decreased slightly
to increase insulation so that the sample does not heat too quickly. Temperatures
lower than 4 K can be achieved using a specially designed 3He probe. This probe again
contains a closed cycle where low pressure on the 3He lowers the temperature to 0.3 K.
The probe which is at room temperature must first be evacuated before the gate valve
is opened and the probe inserted into the probe container in the Variable Temperature
Insert (VTI). This is to minimise heat loss. The temperature of the system is monitored
and controlled using a Lakeshore 340 Temperature controller.
A magnetic field can be set using a superconducting NbSn magnet to range between
magnetic fields of -12 and 12 T. Our samples were always inserted in a configuration
perpendicular to the magnetic field. The magnet can be controlled through the software
and the number, step and ramp rate of the magnetic field can be set for any particular
sequence.
When the sample is placed on the probe silver paste was used to make contact (as it is
known to make good contact to diamond) in the van der Pauw configuration. Electronic
signals can then be carried with low noise to the sample at extremely low temperature
and despite minimum loss. The current was ramped and the potential measured using a
Keithley 2400 source meter and a Keithley 2182 A nanovoltmeter. The software allows
for setting the current to increase in regular units at a set rate. We measured current
voltage characteristics with a four probe configuration from -20 µA to 20 µA. We used
reverse averaging of two measurements in all our results. The software is controlled
using Labview virtual instruments sequence editor.
4.3 Superconductivity in the 1% Sample
4.3.1 Resistance-Temperature Measurements
While early research in the field focused on the study of the superconducting state an
ever increasing amount of work is being devoted to studying the nature of the transition
itself. As seen earlier when discussing the phase diagram of the cuprates, some materials
may have more than one non-superconducting or normal phase and as such more than
one type of transition may occur depending on the level of doping in the sample [100].
Superconducting transitions offer insight as to the mechanism of superconductivity. In
order to clarify the nature of the transition we began by taking preliminary resistance-
temperature measurements.
From Figure 4.1, the RT curve of the 1% sample. We see that the transition temperature
lies around 1.5 K, however, the exact transition temperature cannot be defined due to
the broad nature (between 1.4 and 4 K) of the transition. Our measurements show
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Figure 4.1: Graph showing low temperature RT behaviour of the 1% sample at B= 0
T. The main figure shows temperatures just above the transition temperature with a
weak localisation fit. Insert shows measured data for the entire range.
a broad transition indicating that two or more physical behaviours are present in the
sample. This may be due to two competing types of interaction of two distinct phases
within the material. We first examine the effect of the granularity of the sample and
then move on to consider competing interaction types. The normal state resistance of
the sample is of the order of 100 Ω. Above Tc resistance decreases with temperature
as expected for weak localisation. The data has been fitted to equation 3.10 with
parameters G0 = 8.816 mS, a1 = −1.39× 10−3 and a2 = 7.14× 10−4. We notice good
agreement between the data and the fit for the low temperatures immediately preceding
the transition.
4.3.2 Magnetoresistance Measurements
The magnetoresistance of the 1% sample is shown in Figure 4.2. The London penetra-
tion depth can be found from Equation 3.4 and is ≈ 60 nm in the 1% sample. The
sample displays a critical magnetic field Hc1 = 1.5 T at T = 0.44 K, although supercon-
ductivity is still present in the innermost parts of the sample until the magnetic field
increases beyond Hc2 = 3.4 T. Above the critical field the magnetoresistance increases
slightly with an increase in magnetic field as would be expected for metallic samples.
Using the higher critical field we find that the coherence length in the samples is ≈ 9.8
nm. The ratio λ
ξ
≈ 6 >> 1√
2
which confirms we are dealing with a type II supercon-
ductor. The blue line shows the magnetoresistance at 1.7 K. This shows the expected
behaviour of a normal state with an increase in resistance as magnetic field increases.
The sample showed symmetry with respect to the direction (parallel or anti-parallel)
of the field as would be expected for non-magnetised materials.
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Figure 4.2: Magnetoresistance of the 1% sample taken at 0.44 K The blue line corre-
sponds to 1.7 K and the green to 0.5 K
From the coherence length we can calculate the superconducting gap. We use a Fermi
energy of 0.4 eV for boron doped diamond (n = 2 × 1021 cm−3) [97] and find that a
superconducting energy gap of ≈ 1.6 meV at 0.5 K. This is slightly larger than values
of 0.26 and 0.285 meV measured by Sacepe et al. [108], however, their measurements
were performed at 70 mK and as the superconducting energy gap is proportional to
temperature we would expect our energy gap to be larger.
4.3.3 IV Measurements
We have taken two sets of IV curves for the 1% sample at both low temperature low
magnetic field and at high temperature and high magnetic field shown in Figure 4.3.
The inset shows the superconducting state (gradient =0 Ω) at T = 0.35 K and magnetic
fields between 0 and 0.03 T. In the main figure we observe the IV characteristics at 1.7
K. At these higher temperatures and fields we find that curves are linear portraying
Ohmic behaviour. The slope of the curve also increases predictably with increasing
magnetic field as we would expect from our results of the magnetoresistance between
0.4 and 1.7 T.
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Figure 4.3: IV graph for the 1% sample. The main figure shows the IV curves taken at
magnetic fields ranging from 0.04 to 0.17 T at 1.7 K. The colour scheme in the legend
indicates the magnetic field strength where purple corresponds to B=0 and Red to B
= 0.17 T. Inset shows low temperature (0.4 K) low magnetic field (0 to 0.03 T) results.
4.4 Superconductivity in the 5% sample
4.4.1 Magnetoresistance Measurements
Resistance-temperature measurements (not shown here) revealed a broad transition
indicating the presence of two or more physical processes competing within the sample
at low temperature. Weak localisation, vortex state or other magnetic interactions may
possibly occur within the material. This could give us insight as to possible mechanisms
for superconductivity. The magnetoresistance of the samples was therefore studied in
order to determine their sensitivity to and interaction with an external magnetic field.
In Figure 4.4 we show the magnetoresistance for the 5 % sample taken at two temper-
atures; 0.4 K which is below the transition temperature and 2.29 K which is above the
transition temperature. Below the transition temperature, the curve can be broken up
into three regions, the “normal” region above 4.2 T, a transition region between 2.2 and
4 T and the superconducting region from 0 to 2.2 T. Above the transition temperature,
the sample shows positive magnetoresistance consistent with metallic behaviour. The
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Figure 4.4: Magnetoresistance of the 5% sample taken at 0.4 and 2.29 K
negative magnetoresistance seen between 2.2 and 4T has been previously observed in
samples with weak localisation [100] and associated with disorder and defects in a ma-
terial. We can use the upper critical field to estimate the coherence length as ξ = 8.9
nm. We also note that the London penetration depth found from Equation 3.4 and is
≈ 50 nm in the 5% sample. Again our ratio λ
ξ
≈ 5 >> 1√
2
confirming that our B-NCD
sample is indeed a type II superconductor.
4.4.2 IV Measurements
Superconductivity is only present at extremely low temperatures, magnetic fields and
currents in the 5% sample. Although at high temperatures, the IV curves of the 5%
sample (Figure 4.5) are linear indicating magnetic ohmic behaviour we find that at
lower fields non-ohmic or non metallic behaviour occurs. To illustrate this more clearly
we have shown the IV curves for low magnetic fields in Figure 4.6 which shows the
absence of superconductivity even at very low magnetic fields. According to the BKT
theory voltage should be directly proportional to the current below the transition and
proportional to the current cubed above the transition. We have fitted these two power
law dependences to the voltage-current curves at 0 and 0.3 T, shown on a log-log scale
in Figure 4.7.
4.4.3 Differential Resistance
The differential resistance for the 5% sample is shown in Figure 4.8. We find that the
differential resistance is zero for zero magnetic fields between currents of -10 µA and
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Figure 4.5: IV curves for the 5% sample. The colour scheme in the legend indicates the
magnetic field strength where purple corresponds to B=0 and Red to B = 4 T.
Figure 4.6: IV curves for the 5% sample at low magnetic fields taken at 0.35 K. The
same colour scheme as previous is used for easy comparison where purple corresponds
to B=0 and Red to B = 4 T.
10 µA. All other curves shown are at higher magnetic fields and higher currents with
non-zero resistance, demonstrating that superconductivity in the sample breaks down
in the presence of even a small field. The low critical temperature, critical current and
critical magnetic field indicate the delicate nature of the superconducting state in the
sample.
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Figure 4.7: Fits to the B = 0 T and B = 0.2 T IV curves showing the transition from
power law = 1 to power law = 3 fits.
Figure 4.8: Differential resistance of the 5 % sample. , The colour scheme in the legend
indicates the magnetic field strength where purple corresponds to B=0 and Red to B
= 4 T, temperature increased slightly during measurement form 0.3 K at the lowest
magnetic fields to 0.4 K at the highest magnetic fields.
.
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4.5 Discussion
4.5.1 Granularity
The critical temperature for boron doped single crystalline diamond is Tc ≈ 4 K, whereas
for B-NCD the critical temperature is Tc ≈ 2 K. This can be attributed to the difference
in granularity. It has been observed that increasing the granularity of the system de-
creases the critical temperature and critical magnetic field [109] [110]. Therefore larger
grains such as we find in the 1% sample would be more likely to be superconducting
at a higher temperature. Smaller average grain sizes and larger doping levels such as
occur in the 5% sample would result in a lower transition temperature. This indeed is
seen in our samples where the critical temperature for the 1% sample is higher than the
critical temperature for the 5% sample. Furthermore, by comparing our magnetoresis-
tance measurements for the 1% sample (Figure 4.2) and the 5% sample (Figure 4.4) we
find that this is also true of the magnetic dependence as well. Boron doping reduces
the grain size, increasing the amount of disordered grain boundaries [111]. These grains
are coupled to each other via weak link coupling across the graphitic grain boundaries.
While these superconductivity has not been confirmed in these graphitic grain bound-
aries transmission of Cooper pairs through the material acting as Josephson junctions is
well known. We suggest that phase coherence between superconducting electron pairs
may be distorted at grain boundaries, thus resulting in less granular samples displaying
superconductivity at higher temperatures and magnetic fields.
4.5.2 Inhomogeneity and Local superconductivity
The broadening of the transition may be due to the granular and inhomogeneous nature
of the samples. Ekimov et al. [92] classified their boron doped polycrystalline sample
as an inhomogeneous based on its resistive variations below the transition temperature
and attributed this inhomogeneity to the boron doping. Boron concentrations in many
samples are measured using techniques which are only sensitive to bulk properties; we
therefore postulate that the boron concentration may vary across the different grains.
Individual grains within a sample acquire different boron concentrations following a
probabilistic distribution determined during synthesis. As the transition temperature is
dependent on boron concentration we will find that grains with different boron concen-
trations become superconductive at different temperatures, broadening the transition
curve. The critical global boron doping level necessary to induce superconductivity
has been found to vary 2.3 × 1020cm−3 ≤ nc ≤ 2.9 × 1020 cm−3 [100]. This variation
can be explained in terms of inhomogeneity. Global superconductivity is only observed
when a “short circuit” of superconducting grains is achieved. This requires a path-
way of grains which all have boron concentration above the critical level. However,
because the boron concentration is a probabilistic distribution samples with the same
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bulk boron concentration may not both have a “short circuit” path, resulting in one
sample superconducting while the other sample does not. This effect is known as local
superconductivity and has been observed in other 2D materials. The thin film nature
of our B-NCD samples could therefore be a good candidate for local superconductivity.
The inhomogeneous distribution of superconducting regions which are associated with
the granularity of a particular region is also discussed by Sacepe et al. [108].
4.5.3 Superconducting fluctuations
Broadening of the transition temperature is due to superconducting fluctuations which
arise due to competing physical phenomenon within the material or from the existence
of two physically different phases in the sample. Weak localisation has been suggested
as a mechanism for superconductivity in B-NCD. aˆ Boron doping acts as impurities
and localisation centres. As electrons become localised the Boron atoms can cause a
spin flip in some of the electrons inducing the formation of superconducting pairing
of opposite spin electrons. Superconductivity induced by weak localisation would be
extremely sensitive to the presence of even a small magnetic field, as this would be
sufficient to align the spins and prevent the formation of Cooper pairs. We see such
magnetic dependence our samples.
4.5.4 Superconductivity gap
We notice that in the differential conductance of the 5% sample there is a peak in
conductance around zero field. At Magnetic fields greater than 2.2 T we notice a local
decrease in the conductance at zero field. Sacepe et al. [112] noticed a similar decrease
in conductivity accompanied by an absence of the usual coherence peaks in highly
disordered samples. It is thus not surprising that we find such results in our more
disordered (higher doped) sample. We therefore have the opening of a superconducting
gap in the 5% sample suggesting that the magnetic field splits the energy states. Such
a magnetic dependence would imply a magnetic nature of the superconducting state.
We consider BKT as a magnetic effect in the next section.
4.5.5 BKT transition
According to the BKT theory a transition form a unbound to bound vortex anti-vortex
pairs is accompanied by a change in the dependence of voltage on current. We have
fitted these dependencies to the data from the 5% sample shown on a log log scale in
Figure 4.7. We find a fair fit to the data for low magnetic fields and a good fit at
high magnetic fields. This suggests that vortex states may indeed contribute to the
breaking of superconductivity in the 5% sample, consistent with the theory of type II
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superconductors. The broad nature of the magnetic transition seen in our results is
also indicative of a transition consisting of vortex states.
4.6 Conclusion
We have measured the low temperature magnetic behaviour of the two samples. We
found that the 1% (smaller boron concentration, larger average grain size) had a higher
critical temperature and critical magnetic field compared with the 5% sample. We de-
termined that the granular nature of the samples was responsible for the dependence
of local superconductivity and the broadening of the superconductor-insulator transi-
tion. We examined weak localisation and BKT transitions as a competing mechanism
existing in the samples at low temperatures and giving rise to the normal (insulating)
state. Fits to the IV curves of low and high magnetic fields for the 5% sample agreed
with the theory of BKT transitions confirming the vortex theory. Finally we found that
the mechanism for superconductivity was magnetic in nature suggesting vortex states.
The existence of a number of physical features at these low temperatures represent a
wealth of information in these low dimensional carbon systems which can be studied
for various applications.
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Part III
Transport through a double
quantum dot system and the
Quantum Master Equation
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Chapter 5
Introduction to Quantum Master
Equations
5.1 Quantum Dot and Quantum Master Equation
(QME) Formalism.
5.1.1 Quantum Dots
Most calculations in theoretical physics are studied by modelling the atom or another
structure as a quantum dot (QD), a potential able to confine one or more electrons.
The quantum dot is then an effective two level system. Quantum dot calculations
allow us to study and predict the behaviour of systems whose quantum effects are non-
negligible. This occurs when we decrease the size of our system to be comparable to the
size of atoms. Experimentally quantum dots are nanodots made from semiconducting
material. Of interest is not only the study of states of the quantum dots but more
importantly here the transport through the quantum dots or the study of the change
of state of the quantum dots. Traditionally electrons entering and leaving the dot are
treated analogously to transport where the electron source is called the left lead with
a high chemical potential and the electron drain is known as the right lead with a low
chemical potential. The quantum dot can then interact directly with itself (electron-
electron interactions within the atom) with other dots, with the leads, or with some part
of the environment. The environment can serve as a charge, spin, thermal or phonon
bath. Ultimately we would like to use a series of many quantum dots to theoretically
model transport through many atoms, however, in practice most models deal only with
single, double or triple quantum dots where scaling should follow straightforwardly. If
we are able to predict, manipulate and control the state of an electron in a dot we are
essentially able to control a two state system and this can be used in future as qubits.
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5.1.2 Density Matrices and Open Quantum Systems
Classical systems can be represented by the state of the system, nevertheless, in quan-
tum mechanics we find that a system may be in some probabilistic superposition of
states given by
|ψ〉 = ψ1|ψ1〉+ ψ2|ψ2〉+ ....ψn|ψn〉
In open quantum systems in which the system interacts with a bath or reservoir (and as
such energy, momentum, charge, spin etc. are not necessarily conserved in the system
but only more generally in the system and bath) decoherence of the state of the system
can result from system - bath interactions. We find that the state of the system in
general becomes entangled with the state of the bath. In place of two independent
state vectors for the system-bath configuration we define a density matrix which allows
us to encode the extra information from the system bath interaction. The density
matrix is defined as
ρ = |ψ〉〈ψ|
We are then able to formulate our quantum equations in terms of the density matrix.
One important property of the density matrix is
Tr[ρ] = 1. (5.1)
We can use the density matrix to find the average of any quantum mechanical operator
as
〈O〉 = Tr[ρO].
When working with dissipative (thermodynamically open) quantum systems it is cus-
tomary to use the reduced density matrix
ρS = TrBρSB
where S is the system and B is the bath. This is used in connection with von Neumann
measurements where we measure only the state of the system (and not the bath).
Finally we note that although the system and bath are quantum entangled we can
assume that the system is prepared such that initially they are independent so that
ρ(0) = ρS(0)⊗ ρB(0). (5.2)
5.1.3 The Quantum Master Equation
The time evolution of the system is given by
U(t) = e
−iHt
~ .
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Where U is a unitary matrix such that
U †U = I
with I the identity matrix.
In an open quantum system the state or density matrix of a system can change due to
interactions with the environment. The equation of motion for the density operator is
most concise in the interaction picture where we find the von Neuman equation.
i~
dρIT
dt
= [V I(t), ρIT (t)]. (5.3)
Where V represents the interaction terms in the Hamiltonian. The solution in general
can be written as
ρIT (t) = ρ
I
T (0) +
1
i~
∫ t
0
dt′[V I(t′), ρIT (t
′)].
A second iteration gives
ρIT (t) = ρ
I
T (0) +
1
i~
∫ t
0
dt′[V I(t′), ρIT (0)] +
1
(i~)2
∫ t
0
dt′
∫ t′
0
dt′′[V I(t′), [V I(t′′), ρIT (t
′′)]].
By assuming the interaction V is weak we are able to use a Born approximation and
truncate the series at the second term. The Born approximation is a commonly used
approximation in quantum mechanics when a potential is weak.
ρIT (t) = ρ
I
T (0) +
1
i~
∫ t
0
dt′[V I(t′), ρIT (0)] +
1
(i~)2
∫ t
0
dt′
∫ t′
0
dt′′[V I(t′), [V I(t′′), ρIT (t
′′)]].
We then differentiate in order to obtain our equation of motion.
dρIT (t)
dt
=
1
i~
[V I(t), ρIT (0)] +
1
(i~)2
∫ t
0
dt′′[V I(t), [V I(t′′), ρIT (t
′′)]].
Although the equation is most simply expressed in the Interaction picture we never-
theless need to convert it into the more standard Schro¨dinger picture as this is the
picture in which we will detail our Hamiltonian. Conversion into the picture uses the
non interacting part of the Hamiltonian
ρI = e
iH0t
~ ρ(t)e
−iH0t
~
VI = eiH0tV e−iH0t
The conversion gives us the equation.
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dρT (t)
dt
=
1
i~
[V, e
iH0t
~ ρT (0)e
−iH0t
~ ]− 1
i~
[H0, ρT (t)]
+
1
(i~)2
∫ t
0
dt′′[V, e
iH0(t
′′−t)
~ [V, ρT (t)]e
−iH0−(t′′−t)
~ ]
Finally we take the trace over the bath to obtain the equation in terms of the reduced
density matrix.
dρ(t)
dt
=
1
i~
TrB[V, e
iH0t
~ ρT (0)e
−iH0t
~ ]− 1
i~
TrB[H0, ρT (t)]
+
1
(i~)2
∫ t
0
dt′′TrB[V, e
iH0(t
′′−t)
~ [V, ρT (t)]e
−iH0−(t′′−t)
~ ]
Equation 5.4 is a general form of the quantum master equation, it can be simplified
further by substituting in the exact form of the Hamiltonian and interaction of the
problem.
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Chapter 6
Problem Specification and
Calculations
After considering the general theory for quantum dot calculations using the quantum
master equation we now describe a particular problem. Diamond is a material with rel-
atively strong electron phonon interactions and so we have chosen the double quantum
dots coupled to an oscillator in an arbitrary strong coupling regime studied by Wang et
al. [113] as our basis problem. Varying the strength of electron phonon coupling and
in particular extending it to the strong coupling regime creates links with experimental
devices and shows the effect of high frequency speeds to the quality of the signal. High
frequency capabilities will be needed in ever improving technology as new levels reached
place an increasing demand on the speed of information processing required.
6.1 Model
Transport through quantum dots is studied in order to understand transport phe-
nomenon on a microscopic and nanoscopic scale. The model which we are using is
shown in Figure 6.1. Two quantum dots are equally coupled to a nano-mechanical
resonator. The resonator in turn couples with the thermal environment. The electron
source is given as the left lead which we will later assume has a Fermi Dirac distribution
= 1 and the right lead, which we will later assume to have a Fermi Dirac distribution =
0, acts as an electron drain. The total Hamiltonian is made up of terms from the con-
tribution of each component and the interactions between the components are shown
on the diagram which will be discussed below.
In order to study the transport through quantum dots we must chose a system with at
least two quantum dots otherwise only dot-lead interaction can be probed, Furthermore
in systems consisting of three or more quantum dots the arrangements of the dots
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Figure 6.1: Schematic showing the particulars of the quantum dot nano-mechanical
resonator which we are considering
becomes important and closed loop weak localisation has been found in triple dot
systems. We therefore have chosen a system with only two quantum dots which we will
refer to as the left |L > or right |R > dot. We include the effect of Coulomb repulsion
such that we do not allow two electrons in the same quantum dot. We assume a
difference in the energy levels of the two quantum dots of . If the dots were isolated
(no oscillator) we would then expect infinite transport when the dots are degenerate
( = 0) and decreasing transport as the energy difference is increased. The tunnelling
between the dots is represented by δ. The Hamiltonian of the two quantum dots is then
given as follows.
HQD = 
2
|L〉 〈L| − 
2
|R〉 〈R|+ ∆ |L〉 〈R|+ ∆ |R〉 〈L| (6.1)
We leave the type on nano-mechanical resonator unspecified requiring only that its
Hamiltonian follows the standard form in second quantisation.
HR = ωba†a (6.2)
The electron phonon interaction is the main focus of this work. Most problems only
consider weak electron phonon interactions, however, strong electron phonon interac-
tions have been found to lead to interesting and important physics. Strong electron
phonon coupling has been found to lead to bistability and memory effects [114]. Elec-
tron phonon coupling has also been identified as the cause of satellite peaks and unusual
temperature dependence of peak conductance [115]. Experimentally electron phonon
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interactions are studied via neutron scattering experiments. The electron phonon in-
teraction is given by
HDR = g(|L〉 〈L| − |R〉 〈R|)(a† + a) (6.3)
We include the nano-mechanical resonator and the dot-resonator interactions within
the system Hamiltonian in order to allow for us to study arbitrary large resonator-dot
couplings. Because of this classification of system and bath we can still use the usual
Born approximation employed in the quantum master equation. Markovian approxi-
mations would also be valid due to the relative time scales of the system (quantum dots
and resonator) and bath (environment and leads).
We include an electron source and drain in terms of a left lead and right lead. Al-
though some groups have eliminated the need for leads by using radiation to probe
quantum systems we include the leads in order to maintain the link with conventional
experimental techniques. The Hamiltonian of the leads is given as
HL =
∑
j
jkcjkc
†
jk. (6.4)
Where the sum is over j = l, r left and right leads and k momentum states. We have
assumed that there is no coupling between the leads themselves. A variable external
voltage is accommodated by allowing the chemical potential of the leads to vary.
Finally we need to specify the interaction between the leads and the quantum dots.
HDL =
∑
j,k
ηjk |j〉 〈0| cjk + hc (6.5)
6.2 Hamiltonian
The total Hamiltonian is then given by
HQD = 
2
|L〉 〈L| − 
2
|R〉 〈R|+ ∆ |L〉 〈R|+ ∆ |R〉 〈L|
+ωba
†a+ g(|L〉 〈L| − |R〉 〈R|)(a+ a†)
+
∑
j,k
jkcjkc
jkc†jk +
∑
j,k
ηjk |j〉 〈0| cjk + hc. (6.6)
6.3 Full Counting Statistics
Historically we have only been interested in studying the current voltage properties of
a signal, however in this approach a host of other information is lost. Full counting
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statistics is a method derived to easily calculate the “statistics” of a set of data. Rather
than simply calculating the mean and the standard deviation, by using full counting
statistics we find one “expression” from which all these (and more) statistical quantities
may be found. This expression is known as the cumulative generating function and it is
in fact a distribution. This is similar to moments in statistical mechanics where the first
moment is the average, the second moment the variance, the third moment the skewness
etc. In analogy when we specify the current we are only specifying the average of some
data which would be more fully specified if we were to give the standard deviation
and skewness. To keep all this extra information we introduce a counting parameter
χ which can be set to zero at any time returning us to our original equations. The
cumulatives are found by taking the derivative of the cumulative generating function.
In order to introduce a counting parameter into a quantum dot equation we simply
evoke the following
Hnew = e
inχ
2 Holde
−inχ
2
ρnew = ρold (6.7)
where n is the quantity we wish to count, We are now able to introduce a cumulative
generating function which is a function of χ. From this function we can find the current,
noise etc.
6.4 QME for the quantum dot problem
The exact form of the Hamiltonian specified above can be substituted into Equation
5.4 in order to obtain the specific quantum master equation for our problem. We do
not show the details of these calculations, we simply show Equation 6 of Wang et al.
[113] below.
d
dt
ρ = −i[Hs, ρ]
−ΓL
2
[SLS
†
Lρ− 2S†LρSL + ρSLS†L]
−ΓR
2
[S†RSRρ− 2SRρS†Reiχ + ρS†RSR]
+
γb
2
[−a†aρ+ 2aρa† − ρa†a] (6.8)
Where HS is the system Hamiltonian. ΓL is the spectral function of the left lead. ΓR
is the spectral function of the right lead. χ is the full counting parameter and γb is the
spectral function induced by the thermal environment.
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Here we have used
SL = |0〉〈L| (6.9)
S†L = |L〉〈0| (6.10)
SR = |0〉〈R| (6.11)
S†R = |R〉〈0| (6.12)
n,m = n − m
ωj(n,m) =
1
2
Γj(n,m)fj(n,m)
νj(n,m) =
1
2
Γj(n,m)[1− fj(n,m)]
Γj(n,m) = 2pik|ηjk|2δ(n,m − jk)
6.5 Coherent Phonon Basis
In order to solve the equation we project into the coherent phonon basis. Ultimately our
results will be independent of the basis we chose, nevertheless some arguments in favour
of a coherent phonon basis have been given. Firstly this vastly reduces the number of
equations we need to deal with as the problem becomes over-complete and so rapid
convergence of the results is obtained. The use of coherent of Fock states interfaces
easily with our Hamiltonian which has been set down simply in terms of creation and
annihilation operators. In this problem we are considering the effect of the phonon
coupling with the electrons and so a coherent phonon basis allows us to
ρj,in,m =j 〈n| 〈j| ρSχ |i〉 |m〉i (6.13)
where |n〉x and |m〉x are Fock states in the coherent phonon basis. The full list of the
creation and annihilation operators in this formalism is given in the appendix.
6.6 Calculations
In order to determine the current and shot noise through the quantum dot system we
need to determine the density matrix as a function of time, that is, we must solve
Equation 6.8.
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6.6.1 Calculations for ρ00n,m term
Calculating the first term (commutator)
From equations B.1 and B.2
0 〈n| 〈0| [Hs, ρ] |0〉 |m〉0 = 0 〈n| 〈0|Hsρ |0〉 |m〉0 −0 〈n| 〈0| ρHs |0〉 |m〉0
= 0 〈n| 〈0|ωba†aρ |0〉 |m〉0 −0 〈n| 〈0| ρωba†a |0〉 |m〉0
= ωb0 〈n| a†a 〈0| ρ |0〉 |m〉0 − ωb0 〈n| 〈0| ρ |0〉 a†a |m〉0
= ωb0 〈n|n 〈0| ρ |0〉 |m〉0 − ωb0 〈n| 〈0| ρ |0〉m |m〉0
= ωb(n−m)ρ00n,m
Calculating the second term
The second term is
−ΓL
2 0
〈n| 〈0|SLS†Lρ− 2S†LρSL + ρSLS†L )|0〉 |m〉0
Expanding this we get
= −ΓL
2 0
〈n| 〈0|SLS†Lρ |0〉 |m〉0 + ΓL0 〈n| 〈0|S†LρSL |0〉 |m〉0 −
ΓL
2 0
〈n| 〈0| ρSLS†L |0〉 |m〉0
Using the definitions for SL (equation 6.9) and S
†
L (equation 6.10) we have
= −ΓL
2 0
〈n| 〈L|S†Lρ |0〉 |m〉0 −
ΓL
2 0
〈n| 〈0| ρSL |L〉 |m〉0
= −ΓL
2 0
〈n| 〈0| ρ |0〉 |m〉0 ∗ −
ΓL
2 0
〈n| 〈0| ρ |0〉 |m〉0
= −ΓLρ00n,m
Calculating the third term
The third term is
−ΓR
2 0
〈n| 〈0|S†RSRρ− 2SRρS†Reiχ + ρS†RSR )|0〉 |m〉0
Expanding this we have
=
−ΓR
2 0
〈n| 〈0|S†RSRρ |0〉 |m〉0+ΓR0 〈n| 〈0|SRρS†Reiχ |0〉 |m〉0
−ΓR
2 0
〈n| 〈0| ρS†RSR |0〉 |m〉0
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Using the definitions of SR (equation 6.11) and S
†
R (equation 6.12) we can simplify as
follows
= ΓR0 〈n| 〈R| ρeiχ |R〉 |m〉0
= ΓR
∑
k
∑
l
0R〈l|m〉0〈n|k〉RρRRk,l eiχ
Calculating the fourth term
The fourth term is
γb
2 0
〈n| 〈0| − a†aρ+ 2aρa† − ρa†a )|0〉 |m〉0
Expanding this we get
= −γb
2 0
〈n| 〈0| a†aρ |0〉 |m〉0 + γb0 〈n| 〈0| aρa† |0〉 |m〉0 −
γb
2 0
〈n| 〈0| ρa†a |0〉 |m〉0
By applying the relevant creation and annihilation operator (Equation A.1) we find
= −nγb
2 0
〈n| 〈0| ρ |0〉 |m〉0+
√
(m+ 1)(n+ 1)γb0 〈n+ 1| 〈0| ρ |0〉 |m+ 1〉0−m
γb
2 0
〈n| 〈0| ρ |0〉 |m〉0
Finally we can condense this to find
= −γb
2
(n+m)ρ00n,m + γb
√
(m+ 1)(n+ 1)ρ00n+1,m+1
The combined results
d
dt
ρ00n,m = ωb(n−m)ρ00n,m − ΓLρ00n,m −
γb
2
(n+m)ρ00n,m
+
√
(m+ 1)(n+ 1)γbρ
00
n+1,m+1
+ΓR
∑
k
∑
l
0R〈l|m〉0〈n|k〉RρRRk,l eiχ
6.6.2 Calculations for ρLLn,m term
Calculating the first term
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = L 〈n| 〈L|Hsρ |L〉 |m〉L −L 〈n| 〈L| ρHs |L〉 |m〉L
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Using equations B.3 and B.4 we get
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = L 〈n| 〈L|

2
ρ |L〉 |m〉L
+L 〈n| 〈R|∆ρ |L〉 |m〉L
+L 〈n| 〈L|
(
g(a† + a) + ωba†a
)
ρ |L〉 |m〉L
−L 〈n| 〈L| ρ 
2
|L〉 |m〉L
−L 〈n| 〈L| ρ∆ |R〉 |m〉L
−L 〈n| 〈L| ρ
(
g(a† + a) + ωba†a
) |L〉 |m〉L
Using equations A.5 and A.6, we can simplify.
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = +∆L 〈n| 〈R| ρ |L〉 |m〉L −∆L 〈n| 〈L| ρ |R〉 |m〉L
+ωb
(
L 〈n| 〈L|
(
A†A− α2) ρ |L〉 |m〉L)
−ωb
(
L 〈n| 〈L| ρ
(
A†A− α2) |L〉 |m〉L)
Because α2 is independent of ρ the those terms cancels leaving us with
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = +∆L 〈n| 〈R| ρ |L〉 |m〉L −∆L 〈n| 〈L| ρ |R〉 |m〉L
+ωb
(
L 〈n| 〈L|A†Aρ |L〉 |m〉L
)− ωb (L 〈n| 〈L| ρA†A |L〉 |m〉L)
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = +∆L 〈n| 〈R| ρ |L〉 |m〉L −∆L 〈n| 〈L| ρ |R〉 |m〉L
+ωb(n−m) (L 〈n| 〈L| ρ |L〉 |m〉L)
Inserting a completeness relation we find
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = +∆
∑
k
L〈n|k〉RR 〈k| 〈R| ρ |L〉 |m〉L −∆
∑
L
〈n| 〈L| ρ |R〉 |k〉R R〈k|m〉L
+ωb(n−m) (L 〈n| 〈L| ρ |L〉 |m〉L)
Finally this becomes
L 〈n| 〈L| [Hs, ρ] |L〉 |m〉L = ∆
∑
k
L〈n|k〉RρRLk,m −∆
∑
ρLRn,kR〈k|m〉L + ωb(n−m)ρLLn,m
Calculating the second term
The second term is
−ΓL
2 L
〈n| 〈L| [SLS†Lρ− 2S†LρSL + ρSLS†L] |L〉 |m〉L
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= −ΓL
2 L
〈n| 〈L|SLS†Lρ |L〉 |m〉L+ΓLL 〈n| 〈L|S†LρSL |L〉 |m〉L−
ΓL
2 L
〈n| 〈L| ρSLS†L |L〉 |m〉L
Using the definitions of S†L and SL in equations 6.9 and 6.10
= ΓLL 〈n| 〈0| ρ |0〉 |m〉L
= ΓL
∑
k
∑
l
L〈n|k〉00〈l|m〉Lρ00k,l
Calculating the third term
The third term is
−ΓR
2 L
〈n| 〈L| [S†RSRρ− 2SRρS†Reiχ + ρSRS†R] |L〉 |m〉L
Expanding this out we have
= −ΓR
2 L
〈n| 〈L|S†RSRρ |L〉 |m〉L + ΓRL 〈n| 〈L|SRρS†Reiχ |L〉 |m〉L −
ΓR
2 L
〈n| 〈L| ρSRS†R |L〉 |m〉L
which vanishes.
Calculating the fourth term
The fourth term is given by
γb
2 L
〈n| 〈L| [−a†aρ+ 2aρa† − ρa†a] |L〉 |m〉L
Expanding this we have
= −γb
2 L
〈n| 〈L| a†aρ |L〉 |m〉L + γbL 〈n| 〈L| aρa† |L〉 |m〉L −
γb
2 L
〈n| 〈L| ρa†a |L〉 |m〉L
Using our modified creation and annihilation operators given in equation A.5 we find.
= −γb
2 L
〈n| 〈L| (A†A− α(A† + A) + α2)ρ |L〉 |m〉L
+γbL 〈n| 〈L| (A− α)ρ(A† − α) |L〉 |m〉L
−γb
2 L
〈n| 〈L| ρ(A†A− α(A† + A) + α2) |L〉 |m〉L
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Multiplying this out gives
= −γb
2 L
〈n| 〈L|A†Aρ |L〉 |m〉L + α
γb
2 L
〈n| 〈L|A†ρ |L〉 |m〉L
+α
γb
2 L
〈n| 〈L|Aρ |L〉 |m〉L − α2
γb
2 L
〈n| 〈L| ρ |L〉 |m〉L
+γbL 〈n| 〈L|AρA† |L〉 |m〉L − αγbL 〈n| 〈L|Aρ |L〉 |m〉L
−αγbL 〈n| 〈L| ρA† |L〉 |m〉L + α2γbL 〈n| 〈L| ρ |L〉 |m〉L
−γb
2 L
〈n| 〈L| ρA†A |L〉 |m〉L + α
γb
2 L
〈n| 〈L| ρA† |L〉 |m〉L
+α
γb
2 L
〈n| 〈L| ρA |L〉 |m〉L − α2
γb
2 L
〈n| 〈L| ρ |L〉 |m〉L
Noting that the α2 terms cancel and applying the creation and annihilation operators
= −γb
2
nL 〈n| 〈L| ρ |L〉 |m〉L + α
γb
2
√
nL 〈n− 1| 〈L| ρ |L〉 |m〉L − α
γb
2
√
n+ 1L 〈n+ 1| 〈L| ρ |L〉 |m〉L
+γb
√
(n+ 1)(m+ 1)L 〈n+ 1| 〈L| ρ |L〉 |m+ 1〉L
−γb
2
mL 〈n| 〈L| ρ |L〉 |m〉L − α
γb
2
√
m+ 1L 〈n| 〈L| ρ |L〉 |m+ 1〉L + α
γb
2
√
mL 〈n| 〈L| ρ |L〉 |m− 1〉L
Which can finally be written in our notation as
= −γb
2
(n+m)ρLLn,m + γb
√
(n+ 1)(m+ 1)ρLLn+1,m+1
+α
γb
2
√
nρLLn−1,m − α
γb
2
√
n+ 1ρLLn+1,m
+α
γb
2
√
mρLLn,m−1 − α
γb
2
√
m+ 1ρLLn,m+1
The combined results
d
dt
ρLLn,m = +ωb(n−m)ρLLn,m −
γb
2
(n+m)ρLLn,m + γb
√
(n+ 1)(m+ 1)ρLLn+1,m+1
+α
γb
2
√
nρLLn−1,m − α
γb
2
√
n+ 1ρLLn+1,m + α
γb
2
√
mρLLn,m−1 − α
γb
2
√
m+ 1ρLLn,m+1
+∆
∑
k
L〈n|k〉RρRLk,m −∆
∑
ρLRn,kR〈k|m〉L + ΓL
∑
k
∑
l
L〈n|k〉00〈l|m〉Lρ00k,l
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6.6.3 Calculations with ρRRn,m
Calculating the first term
Using equations B.3 and B.4 we get
R 〈n| 〈R| [Hs, ρ] |R〉 |m〉R = −R 〈n| 〈R|

2
ρ |R〉 |m〉R
+R 〈n| 〈L|∆ρ |R〉 |m〉R
+R 〈n| 〈R|
(−g(a† + a) + ωba†a) ρ |R〉 |m〉R
+R 〈n| 〈R| ρ 
2
|R〉 |m〉R
−R 〈n| 〈R| ρ∆ |L〉 |m〉R
+R 〈n| 〈R| ρ
(
g(a† + a)− ωba†a
) |R〉 |m〉R
Using equations A.5 and A.6 we can simplify.
R 〈n| 〈R| [Hs, ρ] |R〉 |m〉R = +∆R 〈n| 〈L| ρ |R〉 |m〉R −∆R 〈n| 〈R| ρ |L〉 |m〉R
+ωb
(
R 〈n| 〈R|
(
B†B − α2) ρ |R〉 |m〉R)
−ωb
(
R 〈n| 〈R| ρ
(
B†B − α2) |R〉 |m〉R)
Again the α2 terms cancels and we can simplify this as
R 〈n| 〈R| [Hs, ρ] |R〉 |m〉R = +∆
∑
k
R〈n|k〉LρLRk,m −∆
∑
ρRLn,kL〈k|m〉R + ωb(n−m)ρRRn,m
Calculating the second term
The second term is
−ΓL
2 R
〈n| 〈R| [SLS†Lρ− 2S†LρSL + ρSLS†L] |R〉 |m〉R
Expanded out this is
= −ΓL
2 R
〈n| 〈R|SLS†Lρ |R〉 |m〉R+ΓLR 〈n| 〈R|S†LρSL |R〉 |m〉R−
ΓL
2 R
〈n| 〈R| ρSLS†L |R〉 |m〉R
Which vanishes.
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Calculating the third term
The third term is
−ΓR
2 R
〈n| 〈R| [S†RSRρ− 2SRρS†Reiχ + ρS†RSR] |R〉 |m〉R
Which expanded out is
= −ΓR
2 R
〈n| 〈R|S†RSRρ |R〉 |m〉R+ΓRR 〈n| 〈R|SRρS†Reiχ |R〉 |m〉R−
ΓR
2 R
〈n| 〈R| ρS†RSR |R〉 |m〉R
By using the definitions of SR (equation 6.11) and S
†
R (equation 6.12) we have
= −ΓR
2 R
〈n| 〈R| ρ |R〉 |m〉R −
ΓR
2 R
〈n| 〈R| ρ |R〉 |m〉R
= −ΓRρRRn,m
Calculating the fourth term
The fourth term is
γb
2 R
〈n| 〈R| [−a†aρ+ 2aρa† − ρa†a] |R〉 |m〉R
Which expanded out gives
= −γb
2 R
〈n| 〈R| a†aρ |R〉 |m〉R + γbR 〈n| 〈R| aρa† |R〉 |m〉R −
γb
2 R
〈n| 〈R| ρa†a |R〉 |m〉R
By using the coherent phonon creation and annihilation operators from equation A.5
we have
= −γb
2 R
〈n| 〈R| (B†B + α(B† +B) + α2)ρ |R〉 |m〉R
+γbR 〈n| 〈R| (B + α)ρ(B† + α) |R〉 |m〉R
−γb
2 R
〈n| 〈R| ρ(B†B + α(B† +B) + α2) |R〉 |m〉R
Expanding this fully and noting that the α2 terms cancel out we have.
= −γb
2 R
〈n| 〈R|B†Bρ |R〉 |m〉R −
γb
2
αR 〈n| 〈R|B†ρ |R〉 |m〉R −
γb
2
αR 〈n| 〈R|Bρ |R〉 |m〉R
+γbR 〈n| 〈R|BρB† |R〉 |m〉R + γbαR 〈n| 〈R|Bρ |R〉 |m〉R + γbαR 〈n| 〈R| ρB† |R〉 |m〉R
−γb
2 R
〈n| 〈R| ρB†B |R〉 |m〉R −
γb
2
αR 〈n| 〈R| ρB† |R〉 |m〉R −
γb
2
αR 〈n| 〈R| ρB |R〉 |m〉R
Finally we apply our creation and annihilation operators to obtain
= −γb
2
(n+m)ρRRn,m −
γb
2
α
√
nρRRn−1,m +
γb
2
α
√
n+ 1ρRRn+1,m +
γb
2
α
√
m+ 1ρRRn,m+1 −
γb
2
α
√
m− 1ρRRn,m−1
+γb
√
(n+ 1)(m+ 1)ρRRn+1,m+1
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Combining the results
d
dt
ρRRn,m = ωb(n−m)ρRRn,m −
γb
2
(n+m)ρRRn,m − ΓRρRRn,m
+∆
∑
k
R〈n|k〉LρLRk,m −∆
∑
ρRLn,kL〈k|m〉R
−γb
2
α
√
nρRRn−1,m +
γb
2
α
√
n+ 1ρRRn+1,m +
γb
2
α
√
m+ 1ρRRn,m+1 −
γb
2
α
√
m− 1ρRRn,m−1
+γb
√
(n+ 1)(m+ 1)ρRRn+1,m+1
6.6.4 Calculations with ρRLn,m
Calculating the first term
R 〈n| 〈R| [Hs, ρ] |L〉 |m〉L = R 〈n| 〈R|Hsρ |L〉 |m〉L −R 〈n| 〈R| ρHs |L〉 |m〉L
To calculate this we make use of equations B.3 and B.6
R 〈n| 〈R| [Hs, ρ] |L〉 |m〉L = −

2R
〈n| 〈R| ρ |L〉 |m〉L
+∆R 〈n| 〈L| ρ |L〉 |m〉L
+R 〈n| 〈R| (−g(a† + a) + ωba†a)ρ |L〉 |m〉L
− 
2R
〈n| 〈R| ρ |L〉 |m〉L
−∆R 〈n| 〈R| ρ |R〉 |m〉L
−R 〈n| 〈R| ρ(g(a† + a) + ωba†a) |L〉 |m〉L
We now use the definitions given in A.5 and A.6.
R 〈n| 〈R| [Hs, ρ] |L〉 |m〉L = −R 〈n| 〈R| ρ |L〉 |m〉L
+∆R 〈n| 〈L| ρ |L〉 |m〉L −∆R 〈n| 〈R| ρ |R〉 |m〉L
+ωbR 〈n| 〈R| (B†B − α2)ρ |L〉 |m〉L − ωbR 〈n| 〈R| ρ(A†A− α2) |L〉 |m〉L
Which reduces to
R 〈n| 〈R| [Hs, ρ] |L〉 |m〉L = −ρRLn,m + ∆
∑
k
R〈n|k〉LρLLk,m −∆
∑
k
R〈k|m〉LρRRn,k + ωb(n−m)ρRLn,m
Calculating the second term The second term is
−ΓL
2 R
〈n| 〈R| [SLS†Lρ− 2S†LρSL + ρSLS†L] |L〉 |m〉L
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Expanding this out we get
= −ΓL
2 R
〈n| 〈R|SLS†Lρ |L〉 |m〉L+ΓLR 〈n| 〈R|S†LρSL |L〉 |m〉L−
ΓL
2 R
〈n| 〈R| ρSLS†L |L〉 |m〉L
Which vanishes.
Calculating the third term
The third term is
−ΓR
2 R
〈n| 〈R| [S†RSRρ− 2SRρS†Leiχ + ρS†RSR] |L〉 |m〉L
We expand this
= −ΓR
2 R
〈n| 〈R|S†RSRρ |L〉 |m〉L+ΓRR 〈n| 〈R|SRρS†Leiχ |L〉 |m〉L−
ΓR
2 R
〈n| 〈R| ρS†RSR |L〉 |m〉L
Only the first term remains and we find
= −ΓR
2 R
〈n| 〈R| ρ |L〉 |m〉L
= −ΓR
2
ρRLn,m
Calculating the fourth term
The fourth term is
γb
2 R
〈n| 〈R| [−a†aρ+ 2aρa† − ρa†a] |L〉 |m〉L
Expanding this out we find
= −γb
2 R
〈n| 〈R| a†aρ |L〉 |m〉L + γbR 〈n| 〈R| aρa† |L〉 |m〉L −
γb
2 R
〈n| 〈R| ρa†a |L〉 |m〉L
Writing this out fully in terms of our coherent phonon basis creation and annihilation
operators and noting that the α2 terms cancel
= −γb
2 R
〈n| 〈R|B†Bρ |L〉 |m〉L −
γb
2
αR 〈n| 〈R|B†ρ |L〉 |m〉L −
γb
2
αR 〈n| 〈R|Bρ |L〉 |m〉L
+γbR 〈n| 〈R|BρA† |L〉 |m〉L − γbαR 〈n| 〈R|Bρ |L〉 |m〉L + γbαR 〈n| 〈R| ρA† |L〉 |m〉L
−γb
2 R
〈n| 〈R| ρA†A |L〉 |m〉L +
γb
2
αR 〈n| 〈R| ρA† |L〉 |m〉L +
γb
2
αR 〈n| 〈R| ρA |L〉 |m〉L
−2γbα2R 〈n| 〈R| ρ |L〉 |m〉L
Which is then
= −γb
2
(n+m)ρRLn,m − 2γbα2ρRLn,m + γb
√
(n+ 1)(m+ 1)ρRLn+1,m+1
−γb
2
α
√
nρRLn−1,m −
3γb
2
α
√
n+ 1ρRLn+1,m +
γb
2
α
√
mρRLn,m−1 +
3γb
2
α
√
m+ 1ρRLn,m+1
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Combining the results
d
dt
ρRLn,m = ωb(n−m)ρRLn,m − ρRLn,m −
γb
2
(n+m)ρRLn,m − 2γbα2ρRLn,m −
ΓR
2
ρRLn,m
+∆
∑
k
R〈n|k〉LρLLk,m −∆
∑
k
R〈k|m〉LρRRn,k
−γb
2
α
√
nρRLn−1,m −
3γb
2
α
√
n+ 1ρRLn+1,m +
γb
2
α
√
mρRLn,m−1 +
3γb
2
α
√
m+ 1ρRLn,m+1
+γb
√
(n+ 1)(m+ 1)ρRLn+1,m+1
6.6.5 Calculations with ρLRn,m
Calculating the first term
L 〈n| 〈L| [Hs, ρ] |R〉 |m〉R = L 〈n| 〈L|Hsρ |R〉 |m〉R −L 〈n| 〈L| ρHs |R〉 |m〉R
From equations B.4 and B.6 we find
L 〈n| 〈L| [Hs, ρ] |R〉 |m〉R = L 〈n| 〈L|

2
ρ |R〉 |m〉R
+L 〈n| 〈R|∆ρ |R〉 |m〉R
+L 〈n| 〈L| g(a† + a)ρ |R〉 |m〉R
+L 〈n| 〈L|ωba†aρ |R〉 |m〉R
+L 〈n| 〈L| ρ 
2
|R〉 |m〉R
−L 〈n| 〈L| ρ∆ |L〉 |m〉R
+L 〈n| 〈L| ρ |R〉 g(a† + a) |m〉R
−L 〈n| 〈L| ρ |R〉ωba†a |m〉R
Using the definitions given in A.5 and A.6
L 〈n| 〈L| [Hs, ρ] |R〉 |m〉R = L 〈n| 〈L| ρ |R〉 |m〉R
+∆L 〈n| 〈R| ρ |R〉 |m〉R −∆L 〈n| 〈L| ρ |L〉 |m〉R
+ωbL 〈n| 〈L| (A†A− α2)ρ |R〉 |m〉R − ωbL 〈n| 〈L| ρ(B†B − α2) |R〉 |m〉R
Which reduces to
L 〈n| 〈L| [Hs, ρ] |R〉 |m〉R = ρLRn,m + ∆
∑
k
LnkRρ
RR
k,m −∆
∑
k
LkmRρ
LL
n,k + ωb(n−m)ρLRn,m
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Calculating the second term
The second term is
−ΓL
2 L
〈n| 〈L| [SLS†Lρ− 2S†LρSL + ρSLS†L] |R〉 |m〉R
Expanding this out we have
= −ΓL
2 L
〈n| 〈L|SLS†Lρ |R〉 |m〉R+ΓLL 〈n| 〈L|S†LρSL |R〉 |m〉R−
ΓL
2 L
〈n| 〈L| ρSLS†L |R〉 |m〉R
Which vanishes
Calculating the third term
The third term is
−ΓR
2 L
〈n| 〈L| [S†RSRρ− 2SRρS†Reiχ + ρS†RSR] |R〉 |m〉R
Expanding this out we have
= −ΓR
2 L
〈n| 〈L|S†RSRρ |R〉 |m〉R+ΓRL 〈n| 〈L|SRρS†Reiχ |R〉 |m〉R−
ΓR
2 L
〈n| 〈L| ρS†RSR |R〉 |m〉R
Only the third term remains and we find
= −ΓR
2 L
〈n| 〈L| ρ |R〉 |m〉R
= −ΓR
2
ρLRn,m
Calculating the fourth term
The fourth term is
γb
2 L
〈n| 〈L| [−a†aρ+ 2aρa† − ρa†a] |R〉 |m〉R
Expanding this out we have
= −γb
2 L
〈n| 〈L| a†aρ |R〉 |m〉R + γbL 〈n| 〈L| aρa† |R〉 |m〉R −
γb
2 L
〈n| 〈L| ρa†a |R〉 |m〉R
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In terms of our coherent phonon basis creation and annihilation operators (equation
A.5) this is
= −γb
2 L
〈n| 〈L|A†Aρ |R〉 |m〉R +
γb
2
αL 〈n| 〈L|A†ρ |R〉 |m〉R +
γb
2
αL 〈n| 〈L|Aρ |R〉 |m〉R
+γbL 〈n| 〈L|AρB† |R〉 |m〉R + γbαL 〈n| 〈L|Aρ |R〉 |m〉R − γbαL 〈n| 〈L| ρB† |R〉 |m〉R
−γb
2 L
〈n| 〈L| ρB†B |R〉 |m〉R −
γb
2
αL 〈n| 〈L| ρB† |R〉 |m〉R −
γb
2
αL 〈n| 〈L| ρB |R〉 |m〉R
−2γbα2L 〈n| 〈L| ρ |R〉 |m〉R
Which gives us
= −γb
2
(n+m)ρLRn,m − 2γbα2ρLRn,m
+
γb
2
α
√
nρLRn−1,m +
3γb
2
α
√
n+ 1ρLRn+1,m −
γb
2
α
√
mρLRn,m−1 −
3γb
2
α
√
m+ 1ρLRn,m+1
+γb
√
(n+ 1)(m+ 1)ρLRn+1,m+1
Combining the results
d
dt
ρLRn,m = ωb(n−m)ρLRn,m + ρLRn,m −
ΓR
2
ρLRn,m −
γb
2
(n+m)ρLRn,m − 2γbα2ρLRn,m
+∆
∑
k
LnkRρ
RR
k,m −∆
∑
k
LkmRρ
LL
n,k
+
γb
2
α
√
nρLRn−1,m +
3γb
2
α
√
n+ 1ρLRn+1,m −
γb
2
α
√
mρLRn,m−1 −
3γb
2
α
√
m+ 1ρLRn,m+1
+γb
√
(n+ 1)(m+ 1)ρLRn+1,m+1
We have then calculated all the matrix elements to complete the quantum master
equation in the coherent phonon basis.
dρnm(t)
dt
= Mnmρnm(t) (6.14)
Where ρnm is a 5nmax × 1 vector and Mnm is a 5nmax × 5nmax matrix. Ideally the sum
should be performed from n = 0 to nmax =, nevertheless the results converge quickly
with increasing nmax. Due to the huge computational costs involved we only performed
our calculations up to nmax = 5. The calculations were performed using Mathematica.
The results of the calculations is given in the next chapter.
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Chapter 7
Results Discussion and Conclusion
7.1 Transport Dependence on Energy Difference
We begin by considering current as a function of energy difference. Electrons transition
freely with maximum probability between degenerate states, yet we know from Fermi’s
Golden rule that the transition probability decreases with an increase in the energy
difference between the two states. We expect then that at g = 0 with no coupling
between the electrons on the dot and the phonons of the resonator, the current should
be an even function maximum when the energy levels are aligned ( = 0) and decreasing
thereafter. This can be seen in our results shown in Figure 7.1
If a quantised energy source (nano-mechanical resonator) is provided external to the
two states we find resonant transitions with high probabilities at regular intervals cor-
responding to the quantised energy states of the resonator. For g > 0 we expect the
current to display oscillatory behaviour at regular intervals  = n×~ω, and, as we have
set ~ = ω = 1 we expect these resonant peaks to occur at integer values of . For a
small electron phonon coupling, g (between the quantum dots and the nano-mechanical
resonator) transitions at low energy differences are dominated by Fermi’s Golden Rule
and the resonances are comparably smaller. Only at large energy differences where the
probability of transitions due to Fermi’s Golden rule becomes negligible, does the small
electron phonon coupling dominate and the resonances in this region are comparatively
larger. By contrast if the electron phonon coupling g is large this process dominates
at lower as well as higher energy differences and we would expect large resonances at
small  decreasing with an increase in  as the probability of an exchange of n phonons
with the resonator decreases with increasing n. We see this in our results in Figure 7.1.
Nevertheless, the results of Wang et. al. [113] rather then showing this decrease show
an increase in the average current for increasing  for g = 1.5.
In performing the calculations we should take the sum over phonon states from n = 1
to n =∞, however, due to the the large computational costs and the rapid convergence
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of the system, we should be safely able to truncate sooner. Wang et al. [113] found
it performed their calculations from n = 1 to n = 30. Nevertheless, we ourselves
were only able to perform the calculation to nmax = 5. We therefore find that for
 ≥ nmax we notice that rather than the resonator absorbing a phonon of this energy
difference allowing the transition to occur a phonon is supplied by the resonator to the
dot decreasing the current can causing resonant dips at these energies. The resonance
absorption is therefore attributed to the limited number of phonon modes. Because we
do not have enough phonon modes, at higher energy levels the resonator is not able to
provide the necessary phonon and we find a dip instead of a peak. However it is still
important to observe that these “peaks” occur at integer values of the energy difference.
Our graphs also show splitting of the resonant peaks. We found that this occurs even
when we increase the number of data points. Splitting of energy levels in small quantum
dots has been found to occur due to confinement when the excited Bohr radius is larger
than the diameter of the quantum dot. If the energy level of one of the quantum dots
splits we will expect a double peak in current spectrum. Simultaneous splitting of the
energy levels in both dots would lead to a four fold splitting in the current spectrum
which we do not observe. Splitting of energy levels may also arise due to the crystal
structure of the environment. In such a case we would expect (and observe) no effect
when g = 0 as the dots are only indirectly coupled to the environment via the resonator.
We further consider the effects of symmetric tunnelling rates. We consider the current
for ΓL = ΓR = 0.01 and γ = 0.05. By setting the energy levels of the leads to be
equal we remove the natural potential difference and we can notice immediately that
the current becomes four orders of magnitude smaller. Fermi’s Golden rule is still
obeyed for the g = 0 case although this curve has been broadened. We can examine
the effect of the resonator environment coupling by considering the g = 0.5 and g = 1.5
curves. For small couplings of γ = 0.01 the resonant behaviour of the current is clearly
visible, nonetheless, when we increase the coupling to γ = 0.05 we find that damping
occurs. Whereas before transitions from the left quantum dot to the right quantum
dot only occurred when the energy difference between them was an integer multiple
of the resonator frequency we now find transitions when  ± δ = ω where δ is an
energy supplied by the environment. The resonance peak then becomes broader and
consequently shorter. These results can be seen in Figure 7.2.
Finally we consider the intrinsic lifetime of resonant states which is only dependent of
the resonance width for elastic tunnelling [116]. The peak width varies with broader
peaks at lower energy differences, showing less stable states, to very narrow peaks at
higher energies. Consistent with the claim that transitions involving higher energies
are less likely as the probability of simultaneous electron-phonon transitions providing
the necessary energy is smaller, we find that these higher energy states are less likely to
de-excite. Our results show this with narrow peaks (longer lifetimes) at higher energies.
Furthermore, if we increase the coupling of the resonator to the thermal environment we
find that the states have shorter lifetimes as they are more likely to de-excite. We have
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Figure 7.1: Current as a function of energy difference. We used ΓL = 0.1, ΓR = 0.001,
∆ = 0.1, γ = 0.01 and ω = 1. We took the sum over phonon states to nmax =5
Figure 7.2: Current as a function of energy difference. We used ΓL = 0.01, ΓR = 0.01,
∆ = 0.1, γ = 0.05 and ω = 1. We took the sum over phonon states to nmax =5
86
used ωb = 1 as our unit of energy so that the average lifetime of our states is given by t
= ∆E/ωb ≈ 4.7/ωb. If the resonator frequency (ωb) is set at smaller values it is easier
for the quantum dots to access a wide range of energies through the electron-phonon
coupling and as such the state is more stable with a larger lifetime. Typical nano-
mechanical resonators have frequencies from MHz to GHz [117] and so will produce
lifetimes from ns to µs consistent with measurements of lifetimes by other groups [118],
[119].
In applications where a narrow current range is required a low resonator environment
coupling will be suitable ensuring a large current at the specified energy, nevertheless,
in applications in which a steady current is required a larger resonator environment
coupling can be used to average out the current.
Shot noise is a measure of the “fundamental noise” which arises due to the discrete
nature of the charges. Thus we expect shot noise to display a similar trend to the
current. By considering Figures 7.1 and 7.3 we see that this is true. At places of
resonance with increase current flow we find that the shot noise is also here enhanced.
However the two are always proportional as can be seen by considering the Fano factor.
We also find that shot noise increases at larger  which was not seen by Wang et al
[113]. Shot noise becomes important when dealing with systems of molecular size.
The Fano factor is a measure used to quantify the dispersion of a probability distribution
of random processes. It is defined as the ratio of the variance to the mean within a
window period. In condensed matter physics the Fano factor is the ratio of the shot
noise to current in a conductor. The value of the Fano Factor can be used to determine
what type of distribution best describes the system. Processes where the probability of
an event occurring is small are best described by the Poisson distribution (a specific case
of the binomial distribution) which gives a Fano Factor of 1. Poisson distributions are
useful as they are the most easily scalable and therefore we would like to study systems
with Poissonian distributions. A binomial distribution has a Fano factor between 0
and 1 and a negative binomial distribution will have a Fano factor greater than one.
A Fano factor above one represents over-dispersed data which indicates clusters in
the data. In terms of current flow this is not desirable, clustering of electron flow
may lead to increased heating effects whereas periods of below average transport may
lead to discharging of capacitative components in series with the quantum dot device.
Conversely a Fano factor below 1 represents under-dispersed data. This smooth steady
current is more desirable. While a Fano factor of one exists for independent Poissionian
processes a Fano factor not equal to one indicates that the data is somewhat dependent,
that is we have interactions between our processes.
Our results shown in Figure 7.4 show that for no electron phonon coupling the Fano
factor is independent of the energy difference. This implies that in isolated quantum
dot systems the shot noise is directly proportional to the current irrespective of the
energy difference. The value of the Fano factor is ≈ 1.02 which is slightly higher than
the expected Poissonian value of one. However we still find qualitative agreement. For
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Figure 7.3: Shot Noise as a function of energy difference. We used ΓL = 0.1, ΓR = 0.001,
∆ = 0.1, γ = 0.01 and ω = 1. We took the sum over phonon states to nmax =5
Figure 7.4: Fano Factor as a function of energy difference. We used ΓL = 0.1, ΓR =
0.001, ∆ = 0.1, γ = 0.01 and ω = 1. We took the sum over phonon states to nmax =5
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low electron phonon coupling we have a Fano factor less than one corresponding to
a binomial process. This arises from the linear nature of our problem, we have two
possible processes - either an electron transfers from one dot to the next or not and
as such the transport can be described by a binomial distribution. For higher electron
phonon coupling we introduce dot-resonator interactions such that the process is no
longer binomial or Poissonian. Upon increasing the energy difference between the two
quantum dots we find the probability of electrons transitioning through the system
becomes at all non integer values of the energy gap (tunnelling has become negligible
in this region), resulting in a Fano Factor of ≈= 1 at all large non integer  values.
7.2 Transport dependence on Electron Phonon Cou-
pling
The variations of current with electron phonon coupling strength is shown in Figure ??.
For degenerate quantum dots at  = 0 we expect transport properties to be independent
of the electron phonon coupling strength and our results show this. While integer values
of the electron phonon coupling create resonances which enhance the current through
the sample, degeneracy in the energy levels of the two quantum dots overshadows this
effect at low temperature. This can be seen in our graph where the current is much
higher when their is no energy difference. Following our previous discussion on the
effect of the energy difference on the current we could expect minimal current at non
integer values of . we can also expect to find lower currents when  is larger. This
is evident in our results where the current at  = −0.5 is ≈ 0.08 and the current at
 = 1.5 is ≈ 0. We also would expect that if the energy difference between the two dots
grows successively larger we will reach a maximum energy difference beyond which no
current flows regardless of the coupling strength. This result is illustrated by the  = 3
curve which shows no noticeable current. The behaviour of the  = 1 curve portrays
interesting behaviour. At extremely low couplings a small current flows as would be
expected, increasing with increasing coupling strength in the region 0 < g < 0.2. The
current then decreases upon further increase in the coupling strength. This result has
been seen previously [113]. Charge, Energy and momenta are exchanged preferably
in the electron-phonon channel rather than the electron-electron channel, with the
result that current (charge) does not flow from the left to right quantum dot. These
interference effects could arise due to a number of factors; the charge carriers could gain
(lose) energy from (to) the resonator and thereby fall into a higher (lower) no longer
degenerate energy level of the left quantum dot. As we have assumed using the Coulomb
repulsion the presence of one electron precludes another electron from passing through
and so the current drops to zero. It is also possible that a bound electron-phonon state
can arise causing the current to drop to zero. Here we find that the resonator creates
an additional channel with a quantum dot reducing the effective transport through the
dot-dot channel. Upon further increase of the electron phonon coupling the behaviour
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again reverses. A strong current falling off to zero with increasing electron phonon
coupling could be used a switch in circuits, however, a lack of information regarding
the possibility of electrically changing the coupling strength inside a material prevents
a definitive approach into future uses of this application. A single study by Qu et al.
[120] has shown that it is possible to alter the electron phonon coupling by stimuli
outside of the synthesis process, nevertheless, mush work remains to be done in order
to both confirm and expound on this result.
Unlike the dependence on energy difference we find that the shot noise behaves very
differently to current with regards to the strength of the electron phonon coupling.
The curves for  = -1, -0.5 and 1.5 behave as expected and as discussed in terms of
the current. For  = 0 we find that initially the shot noise is high but decreases with
increasing coupling strength. This was also seen by Wang et al. [113]. If we increase
the coupling more we find that the noise increases again. Shot noise contributions
from random processes within the system therefore dominate leading to unpredictable
behaviour.
Wang et al. argue that at higher electron phonon coupling, electron phonon scatter-
ing induces localisation which suppresses the current. Electron phonon scattering can
only occur in cases in which their is a change in electron state. For an electron to
become localised there must be two different paths (including forward and backwards)
in real space along which a electron can travel in a closed loop in order to interfere
constructively. If we have a single quantum dot of a single energy level we find that
localisation is impossible. If we consider two quantum dots we can create a closed loop
by considering the path dot 1 - dot 2 - dot 1 and so localisation is only possible in cases
where a mechanism exists both for the transition of an electron from dot 1 to dot 2 but
also for an electron to move back from dot 2 to dot 1. Alternatively in a single quan-
tum dot we can have localisation if the quantum dot. As the electron phonon coupling
increase we find that the phonons now cause scattering of the electrons back into the
quantum dots creating a weak localisation type of effect which impedes current flow.
Electron phonon scattering is temperature dependent as T 5 and so we would expect at
higher temperatures the phonon modes are more active, the electron phonon scattering
increases localisation occurs and the current decreases. In order to better understand
the nature of the shot noise especially as it relates to the current we again study the
Fano factor. In Figure 7.7 we see the variations of the Fano factor with electron phonon
coupling strength. We can see the presence of Fano resonances for all the curves with
positive  values. There is no relation between the energy difference and the position
of the Fano resonance. We postulate that at high electron phonon couplings a form of
localisation occurs resulting in reduced current.
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Figure 7.5: Current as a function of g for ΓL = 0.1, ΓR = 0.001, ∆ = 0.1, γ = 0.01 and
ω = 1. We took the sum over phonon states to nmax =10
Figure 7.6: Shot Noise as a function of g for ΓL = 0.1, ΓR = 0.001, ∆ = 0.1, γ = 0.01
and ω = 1. We took the sum over phonon states to nmax =10
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Figure 7.7: Fano Factor as a function of g for ΓL = 0.1, ΓR = 0.001, ∆ = 0.1, γ = 0.01
and ω = 1. We took the sum over phonon states to nmax =10
7.3 Conclusion
We have successfully used a quantum master equation to study the transport through
a double quantum dot system coupled to a nano mechanical quantum oscillator with
arbitrary coupling strength. We found the current obeyed Fermi’s Golden Rule and also
displayed resonant tunnelling when the energy difference between the two dots corre-
sponded to an integer multiple of the resonator frequency. The lifetime of the resonant
states is inversely proportional to the width of the energy peak and we increases as the
energy difference between the two quantum dots increases. We found symmetric tun-
nelling rates reduced the current and broadened the resonance peaks providing smaller
but smoother current. The Fano factor was considered and used to identify regions
as being Binomial, Poissonian or Negative binomial. Next we considered the effect of
electron phonon coupling strength. We found that when the the energy difference was
a non integer value of the resonator frequency the current remained independent of the
coupling strength. Very large coupling strengths between the dot and the resonator
result in lower currents through the dots. Our results demonstrate the reliability of
using full counting statistics in a coherent phonon basis to study transport through
quantum dots in the strong electron-phonon coupling regime.
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Chapter 8
Conclusion
Low dimensional carbon systems are of interest in a number of applications. In this
work we investigated the synthesis of 2D graphene. Changes in pressure, methane
flow time, methane flow rate, methane to hydrogen ratio and partial pressure of all
synthesis gasses were considered. We were able to determine the key factors which
influence graphene growth are the ratio of synthesis gases. While samples can only be
grown in specific pressure regions the variations in quality due to changes in pressure
are not sufficient to suggest this as a route towards optimisation. We determined that
the time for which the methane is in the chamber and the methane flow rate have little
influence on the quality of graphene grown.
Superconductivity in two B-NCD samples was studied. We examined resistance-temperature,
magnetoresistance, current-voltage as well as differential current characteristics of two
samples grown with different boron concentrations. The samples were found to be type
II superconductors.The presence of grain boundaries in the samples was found to play
a crucial role in the superconductivity. The samples displayed 2D-like behaviour. The
importance of superconducting fluctuations in type II superconductors was discussed
and we found the presence of a superconducting fluctuation - weak localisation. We
also identified a BKT transition in the 5% sample.
Furthermore we were able to use a quantum master equation to study transport through
a double quantum dot system. By using coherent phonon states we were able to use
arbitrary strong electron phonon coupling. We found resonant peaks when the energy
difference between the quantum dots was an integer multiple of the nano mechanical
resonator frequency. By allowing for any strength of the electron phonon coupling this
work can easily be applied to studies of material with strong electron phonon couplings,
in particular diamond.
We have therefore researched three parts of the field of condensed matter physics.
The various parts of this dissertation can then be used together to provide a sweeping
overview of the field of condensed matter.
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Appendix A
Creation and Annihilation
Operators
The full list of the creation and annihilation operators in the coherent phonon basis is
given below.
a |m〉0 =
√
m |m− 1〉0
a† |m〉0 =
√
m+ 1 |m+ 1〉0
a†a |m〉0 = m |m〉0
0 〈n| a† = 0 〈n− 1|
√
n
0 〈n| a = 0 〈n+ 1|
√
n+ 1
0 〈n| a†a = 0 〈n|n
A |m〉L =
√
m |m− 1〉L
A† |m〉L =
√
m+ 1 |m+ 1〉L
A†A |m〉L = m |m〉L
L 〈n|A† = L 〈n− 1|
√
n
L 〈n|A = L 〈n+ 1|
√
n+ 1
L 〈n|A†A = L 〈n|n
B |m〉R =
√
m |m− 1〉R
B† |m〉R =
√
m+ 1 |m+ 1〉R
B†B |m〉R = m |m〉R
R 〈n|B† = R 〈n− 1|
√
n
R 〈n|B = R 〈n+ 1|
√
n+ 1
R 〈n|B†B = R 〈n|n (A.1)
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Where we have defined A, A†, B and B† as
A = a+ α (A.2)
A† = a† + α (A.3)
B = a† − α (A.4)
B† = a− α (A.5)
with
α =
g
wb
(A.6)
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Appendix B
Projections
Below is the list of some of the projections used in our calculations.
Hs |0〉 = ωba†a |0〉 (B.1)
〈0|Hs = 〈0|ωba†a (B.2)
Hs |L〉 = 
2
|L〉+ ∆ |R〉+ g |L〉 (a† + a) + ωba†a |L〉 (B.3)
〈L|Hs = 〈L| 
2
+ 〈R|∆ + g 〈L| (a† + a) + 〈L|ωba†a (B.4)
Hs |R〉 = − 
2
|R〉+ ∆ |L〉 − g |R〉 (a† + a) + |R〉ωba†a (B.5)
〈R|Hs = −〈R| 
2
+ 〈L|∆− g 〈R| (a† + a) + 〈R|ωba†a (B.6)
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