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Abstract
A stability formula is given for the singular Hopf bifurcation arising in singularly perturbed
systems of the form x˙= f (x, y, ), y˙= g(x, y, ) in this paper. The derivation of the formula
is based on a reduction technique and on an existing stability formula for Hopf bifurcation.
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1. Introduction and main result
Let us consider singularly perturbed systems of the form
{
x˙ = f (x, y, ), f : Rn × Rm × R→ Rn,
y˙ = g(x, y, ), g : Rn × Rm × R→ Rm, (1.1)
where  = 0 is a small perturbation parameter and  ∈ R a bifurcation parameter.
A large class of physical systems (power systems, nonlinear networks, etc.) can be
modelled by (1.1). It has been shown that in a neighborhood of an equilibrium where
det gy = 0 there is a smooth curve (called Hopf curve)  = () in the ,  plane such
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that a closed orbit of small amplitude may bifurcate from the equilibrium, namely a
Hopf bifurcation may occur in system (1.1) for  = (). This bifurcation is called a
singular Hopf bifurcation. This kind of singular Hopf bifurcations in a general setting
have been probably ﬁrst investigated in [14], and further analyzed in detail in [3,17].
It is well known that the stability of closed orbits can be determined according to
the sign of a normal form coefﬁcient, sometimes called Lyapunov constant. As far
as we know, the Lyapunov constant for the bifurcating closed orbits in singular Hopf
bifurcations in (1.1) has been given by a formula explicitly in terms of derivatives of f
and g only in a two-dimensional case, i.e., n = m = 1, see [12,2], and such a formula
in a higher-dimensional case is not available in the literature. It has been pointed out
that for large systems it would be highly desirable to derive explicit formulas for such
normal form coefﬁcients so that they can be directly evaluated . . ., see [14, p. 768].
The difﬁculty we have in higher-dimensional case for the determination of the sign of
a Lyapunov constant for singular Hopf bifurcations is that the dependence of the con-
stant on the parameter  is much more complicated than that of in the two-dimensional
case. The current paper is aimed to present such an explicit formula for the stability of
the bifurcating closed orbits in singular Hopf bifurcations in (1.1) for general n, m. Be-
fore introducing our main result, let us recall results on the singular Hopf bifurcations
in [3,17].
We assume that f and g are smooth enough, and
(i) det gy = 0 and det (f,g)(x,y) = 0 at an equilibrium P0 = (x0, y0, 0) of (1.1).
The assumption (i) implies that the equilibrium P0 is not a fold point and that there
is uniquely a piece of smooth path P() = (x(), y(), ) of equilibria of (1.1) for
 ∈ (0 − , 0 + ) with (x(0), y(0)) = (x0, y0). For convenience we denote by
L(, ) the linearization of (1.1) at P(), namely
L(, ) =
(
A() B()
Ct () D()
)
:=
(
fx fy
gx gy
)
(P ()). (1.2)
Furthermore, we assume that
(ii) The matrix D(0) has an algebraically simple eigenvalue zero.
(iii) 20 := −tCt (0)B(0) > 0, where ,  ∈ Rm are chosen to satisfy ker(D(0)) =
span{}, ker(D(0)t ) = span{} with t = 1.
(iv) tD′(0) = 0, or equivalently dd det(D())=0 = 0.(v) The remaining m−1 eigenvalues of D(0) and all the n−1 roots of the polynomial
p() have negative real parts, where p() is deﬁned by
p() = det
(
A− I B
Ct D
)
=0
.
We note that p() is a polynomial of degree n− 1 due to assumption (ii). It has been
proved that under assumptions (i)–(iv) there is a unique so-called Hopf curve  = ()
which smoothly depends on  in a small interval (0, 0) such that the linearization
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L((), ) has two algebraically simple eigenvalues ±i() with () = 1/2̂(),
where ̂() is smooth in (−0, 0) with ̂(0) = 0, and the eigenvalue crossing
condition holds. It has been also proved that assumption (v) implies that L((), ) has
no other eigenvalues on the imaginary axis, namely the non-resonance condition holds.
Therefore, assumptions (i)–(v) above implies that a singular Hopf bifurcation occurs
for system (1.1). We note that for the Hopf bifurcation to occur, assumption (v) can be
weakened so that the remaining m− 1 eigenvalues of D(0) and all the n− 1 roots of
the polynomial p() have nonzero real parts. Assumption (v) is needed for the stability
analysis of singular Hopf bifurcations.
The main result of this paper, formulated in the following Theorem 1.1, is to present
an explicit formula as a stability criterion for the singular Hopf bifurcation in a general
setting.
Theorem 1.1. The singular Hopf bifurcation occurring in system (1.1) under the as-
sumptions (i) to (v) above is stable or unstable if  < 0 or  > 0, where  is given
by  = 1 + 2 and
1 = t gyy
(
t gxfyy
20
+ (
t gxfxfy)(
t gyy)
40
+ 
t gxy(fy,)
20
)
+t gyyy,
2 = t gyy
(
t gxfy	1
20
− (
t gxfxfy	2)(
t gyy)
40
− 
t gyy(, 	2)
20
)
+t gxy(
,)+ t gyy− t gyy(	3,)− 3t gyy(, 	1),
where 	1, 	2, 	3 ∈ Rm, 
 ∈ Rn and  ∈ R are determined in the following way:(
gy 
t 0
)(
	1
∗
)
=
(
gyy
0
)
,
(
gy 
t 0
)(
	2
∗
)
=
(
gxfy
0
)
, (1.3)
(
fx fy
gx gy
)(



)
=
(−2
0
)
,
(
gy 
t 0
)(
	3
∗
)
=
(
gx

0
)
, (1.4)
 = t,  = fyy− fy	1 + c1(fxfy− fy	2)+ c2fy, (1.5)
c1 = t gyy/20,
c2 = (t gxfyy− t gxfy	1 + c1t gxfxfy− c1t gxfy	2)/20,
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all the partial derivatives above take value at (x0, y0, 0), and , ∈ Rm are given in
assumption (iii), the symbol ∗ in (1.3) and (1.4) denotes some constant which is easily
determined, but will not be used and so need not be speciﬁed.
We will call  a stability constant of (1.1). Obviously, the value of  depends on
the choice of the vectors ,, but its sign is independent of these choices. We note
that the computation of 1 is direct, while the expression of 2 includes some vectors
to be determined. This is the reason we divide  into two parts 1, 2. We also note
that the coefﬁcient matrix in (1.3) is nonsingular due to assumption (ii).
The derivation of Theorem 1.1 is based on a stability formula below presented by
Beyn and Göke [5]. Their formula is an improved version of Theorem 27.14 of Amann
[1, p. 436].
Theorem 1.2 (Beyn and Göke, [5]). Consider an ordinary differential equation z˙ =
F(z), where F : RN → RN is smooth. Assume that F(z0) = 0 and the jacobian
Fz at z0 has a pair of algebraically simple eigenvalues ±i ( > 0) and no other
eigenvalues on the imaginary axis. Then a Lyapunov constant l associated with the
eigenvalues ±i is given by
l = [a12(a11 + a22)− b12(b11 + b22)+ a22b22 − a11b11]/
+a111 + a122 + b222 + b112 + 3(c1,11 + d2,22)+ 2(c2,12 + d1,12),
+(c1,22 + d2,11), (1.6)
where
aij = t1Fzzij , aijk = t1Fzzzijk, ck,ij = t1Fzzkij ,
bij = t2Fzzij , bijk = t2Fzzzijk, dk,ij = t2Fzzkij
(1.7)
for i, j, k = 1, 2, the vectors i ,j ∈ RN are chosen to satisfy
Fz(1,2) = (1,2)
(
0 −
 0
)
,
(
t1
t2
)
Fz =
(
0 −
 0
)(
t1
t2
)
, tij = ij ,
(1.8)
here ij denotes the Kronecker symbol and ij ∈ RN are determined by

−Fz 2I 0
−I −Fz I
0 −2I −Fz


11
12
22
 =

11
12
22
 , (1.9)
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where 
11 = Fzz11 − a111 − b112,
12 = Fzz12 − a121 − b122,
22 = Fzz22 − a221 − b222,
(1.10)
all the derivatives above take values at z0.
The signiﬁcance of the Lyapunov constant l is well known. In fact l/16 is the cubic
coefﬁcient of the normal form of the vector ﬁeld F(z) associated with the eigenvalues
±i. If an additional parameter  (usually called bifurcation parameter) generically
enters the vector ﬁeld F(z, ), then a family of periodic solutions of z˙ = F(z, )
bifurcating from an equilibrium, namely a Hopf bifurcation occurs. If we additionally
assume that the remaining n − 2 eigenvalues of Fz at the equilibrium have negative
real parts, then the periodic solutions are stable or unstable if l < 0 or l > 0, see [9,
p. 151].
There are several stability formulas of real or complex form for Hopf bifurcations in
the literature. Such formulas have been derived through Lyapunov–Schmidt reduction
or the center manifold reduction. For the former, see for example, Golubitsky and
Schaeffer [8, p. 352], Amann [1, Theorem 27.14, p. 437], Farr et al. [6], and for the
latter, see for example, Kuznesov [10, p. 178], Marsden and McCracken [11, p. 127].
We will use the center manifold reduction to give a simple and short proof of Theorem
1.2 in Appendix. It should be emphasized that our proof works well only under the
assumption that the jacobian Fz has no other eigenvalues on the imaginary axis. This
assumption is stronger than the nonresonance condition required in Lyapunov–Schmidt
reduction for Hopf bifurcations.
Let us now give some remarks on Theorem 1.2. The linear system (1.9) is obviously
equivalent to  (F
2
z + 42I )12 = −Fz12 − (22 − 11),
Fz11 = 212 − 11,
Fz22 = −212 − 22,
(1.11)
which is easier to solve. The coefﬁcient matrices of (1.11) and hence that of (1.9)
are nonsingular if and only if none of ±2i, 0 is an eigenvalue of Fz. Hence (1.9) is
uniquely solvable under the assumption of Theorem 1.2.
It is clear that the value of the Lyapunov constant l depends on the choice of the
vectors i , j determined by (1.8). However, the sign of l is independent of these
choices. In fact using Lemma 3.1 in Section 3 one can prove that if {1,2,t1,t2}
and {̂1, ̂2, ̂t1, ̂
t
2} are two sets of vectors such that (1.8) hold, then the two Lyapunov
constants l and l̂ determined by them have the relation l̂ = (a2 + b2)l, where a, b are
determined by ̂1 + i̂2 = (a + ib)(1 + i2) and a2 + b2 > 0. For convenience, the
vectors i ,j ∈ RN satisfying (1.8) will be called coordinated eigenvectors of Fz with
respect to the eigenvalues ±i.
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The main part of the paper is devoted to a proof of Theorem 1.1. The idea of the
proof is simple: we construct a set of suitable coordinated eigenvectors associated with
the system
{
x˙ = f (x, y, ()),
y˙ = g(x, y, ()), or z˙ = F(z, ), (1.12)
such that the resulting Lyapunov constant l() has the form l() = 2+O(1/2), where
 is given as in Theorem 1.1. Since l() depends on  in terms of relations (1.6)–(1.10),
the dependence is far from easy to analyze.
Let us now outline the rest of the paper. In Section 2, we consider the stability
formula in case n = 1 and in case m = 1. In Section 3, we give a proof of Theorem
1.1 for the case m = 1. The proof for the general case is given in Section 4 through a
reduction technique. In Appendix, we present a short proof of Theorem 1.2 and record
expressions of some relevant coefﬁcients and vectors.
2. Special cases
In this section, we consider the stability constant  in Theorem 1.1 in case n = 1
and in case m = 1. In both cases the expression of 2 can be simpliﬁed. First let us
note that the vector  in (1.5) satisﬁes t gx = 0 at P0.
Case n = 1. We ﬁrst note in this case that  = 0, because the scalar t gx = 0
(20 = −t gxfy > 0) and t gx = 0. It follows from  = 0 that 
 = 0, 	3 = 0 and
 = 0, see (1.4). Therefore the stability formula in Theorem 1.1 reads
 = t gyy
(
t gxfyy
20
+ (
t gxfxfy)(
t gyy)
40
+ 
t gxy(fy,)
20
)
+t gyyy+ t gyy
(
t gxfy	1
20
− (
t gxfxfy	2)(
t gyy)
40
−
t gyy(, 	2)
20
)
− 3t gyy(, 	1),
where (
gy 
t 0
)(
	1
∗
)
=
(
gyy
0
)
,
(
gy 
t 0
)(
	2
∗
)
=
(
gxfy
0
)
,
all the derivatives above take values at (x0, y0, 0).
Case m = 1. In this case ,  are scalar and can be taken as  =  = 1. We easily
obtain from the linear equations (1.3) and (1.4) that 	1 = 	2 = 	3 = 0. Therefore, the
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stability formula in Theorem 1.1 reads
 = gyy
(
gxfyy
20
+ (gxfxfy)gyy
40
+ gxyfy
20
)
+ gyyy + gxy
+ gyy, (2.1)
where 
, are determined by(
fx fy
gx gy
)(



)
=
(−2
0
)
,  = fyy + gyy
20
fxfy + gxfyy
20
fy
+ (gxfxfy)gyy
40
fy, (2.2)
where gy = 0 ∈ R and all the derivatives above take values at (x0, y0, 0). In the
case m = n = 1, we have 
 = 0 and  = 0 as noted in the case n = 1. Therefore,
expression (2.1) takes a more simple form  = ̂/20 with
̂ = gyy(gxfyy − fxgyy + fygxy)− fygxgyyy
and ̂ plays a same role as the stability constant . Note that 20 = −gxfy .
Example 2.1 (Van der Pol Oscillator). Consider Van der Pol oscillators of the form
x˙ = y,
y˙ = −x − y − y3. (2.3)
Here  ∈ R is treated as a bifurcation parameter and  an additional parameter. The
system models a simple nonlinear network, see [14]. It is well known that this system
exhibits Hopf bifurcations. System (2.3) has an obvious equilibrium (x, y) = (0, 0) for
all ,, and a singular Hopf point corresponds to  = 0 ( is arbitrary). It is trivial to
check that assumptions (i)–(v) in Section 1 hold, the Hopf curve  = () is proved to
be () ≡ 0, and ̂ = −6. Hence the singular Hopf bifurcation is stable (unstable) if
 > 0 ( < 0). Note that the case  = 0 corresponds to a linear oscillator.
3. Proof of Theorem 1.1 for m = 1
In this section we prove Theorem 1.1 for the case m = 1. Let us ﬁrst recall as-
sumptions (i)–(v) of Theorem 1.1. For simplicity we denote by L() the linearization
of (1.12), namely
L() =
(
A() b()
ct () d()
)
:=
(
fx fy
gx gy
)
(P (())). (3.1)
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Note that d(0) = 0 and L() has a pair of purely imaginary and algebraically simple
eigenvalues ±i() with
() = 1/2̂(), ̂(0) = 0 > 0, 20 = −(ctb)|=0 > 0. (3.2)
We assume that 0 is so small that the matrix ̂2()I + A2() is nonsingular for
 ∈ (0, 0).
Now we construct a suitable set of coordinated eigenvectors of L() with respect
to the eigenvalues ±i(). We note that {1,2,t1,t2} form a set of coordinated
eigenvectors of Fz to ±i if and only if 1 + i2 (resp. 1 + i2) is an eigenvector
of Fz (resp. F tz ) to −i (resp. i) and tij = ij .
Lemma 3.1. Let M be a real square matrix and ±i ( > 0) algebraically simple
eigenvalues of M. Then for a given eigenvector 1+ i2 of M to the eigenvalue −i,
there is a unique eigenvector 1+i2 of Mt to the eigenvalue i such that tij = ij .
Lemma 3.1 is in fact an equivalent version of Lemma 2.4 of [8, p. 364] or Lemma
26.23 of [1, p. 405] which expresses the bi-orthogonality of the right and left eigen-
vectors. The proof of Lemma 3.1 only involves elementary linear algebra and hence is
here omitted, see the cited references. The next lemma shows that the matrix L() has
a set of coordinated eigenvectors of special form with respect to the eigenvalues ±i.
Lemma 3.2. For the smooth matrix L() deﬁned by (3.1) there are uniquely 1(),
2(), 1(), 2() ∈ Rn and 1(), 2() ∈ R1 such that(
A b
ct d
)(
1 2
1 1
)
=
(
1 2
1 1
)(
0 −
 0
)
, (3.3)
(
t1 1
t2 2
)(
A b
ct d
)
=
(
0 −
 0
)(
t1 1
t2 2
)
, (3.4)
(
t1 1
t2 2
)(
1 2
1 1
)
=
(
1 0
0 1
)
(3.5)
and k , tk , k are determined by{
̂1 := −(̂2I + A2)−1(1/2Ab + ̂b), 1 = 1/2̂1,
̂2 := −(̂2I + A2)−1(1/2Ab − ̂b), 2 = 1/2̂2,
(3.6)
{
̂
t
1 := 1/2t1 = −ct (1/2A1 − ̂2I )(̂2I + A2)−1,
̂
t
2 := 1/2t2 = −ct (1/2A2 + ̂1I )(̂2I + A2)−1,
(3.7)
38 Y. Lijun, Z. Xianwu / J. Differential Equations 206 (2004) 30–54{
1 = 1/2− 1/2ct (1/2A1 − ̂2I )(̂2I + A2)−2Ab,
2 = 1/2− 1/2ct (1/2A2 + ̂1I )(̂2I + A2)−2Ab. (3.8)
Proof. The last component of an arbitrary eigenvector of L() to −i() is nonzero
because ̂2I + A2 is nonsingular. Therefore, we can take the last component to be
1 + i. Hence there exist 1(), 2() ∈ Rn such that (3.3) hold. One solves 1 and
2 from (3.3) and obtains k = 1/2̂k , and ̂k are given by (3.6). The existence of
k() and k() is due to Lemma 3.1. Expression (3.7) follows from (3.4), and (3.8)
from (3.5) and (3.6). 
We expand expressions (3.6)–(3.8) and obtain
{
̂1 = −b/̂− 1/2Ab/̂2 + A2b/̂3 +O(3/2),
̂2 = b/̂− 1/2Ab/̂2 − A2b/̂3 +O(3/2),
(3.9)
{
2̂t1 = ct/̂− 1/2
(
ctA/̂2 + (ctAb)ct/̂4)+O(),
2̂t2 = −ct/̂− 1/2
(
ctA/̂2 + (ctAb)ct/̂4)+O(), (3.10)
{
21 = 1+ 1/2ctAb/̂3 − 
(
ctA2b/̂4 + (ctAb)2/̂6)+O(3/2),
22 = 1− 1/2ctAb/̂3 − 
(
ctA2b/̂4 + (ctAb)2/̂6)+O(3/2). (3.11)
Here and in the following, the symbol O() denotes some function h() which
satisﬁes |h()|C|| for a positive constant C as  goes to zero.
Let l() denote the Lyapunov constant determined by the coordinated eigenvectors
we just constructed. We will prove that l() = 2+O(1/2), where  is given by (2.1).
Let  ∈ (0, 0) be ﬁxed and all partial derivative in the following be evaluated at
(z(), ) = (x(), y(), ) without explicit indication. It is computationally convenient
to divide l into three parts l = l1 + l2 + l3, where
l1 = [a12(a11 + a22)− b12(b11 + b22)+ a22b22 − a11b11]/,
l2 = a111 + a122 + b222 + b112,
l3 = 3(c1,11 + d2,22)+ 2(c2,12 + d1,12)+ (c1,22 + d2,11).
(3.12)
Elementary computations yield
Fzz
(
i
1
)(
j
1
)
=
(
2fxx̂i̂j + 3/2fxy(̂i + ̂j )+ fyy
gxx̂i̂j + 1/2gxy(̂i + ̂j )+ gyy
)
, (3.13)
Fzzz
(
i
1
)(
j
1
)(
k
1
)
=
(
O()
gyyy +O(1/2)
)
. (3.14)
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Noting that tk = ̂
t
k/
1/2 and k = 1/2 +O(1/2) we obtain from (3.14) that aijk =
gyyy/2+O(1/2), bijk = gyyy/2+O(1/2) and so
l2 = 2gyyy +O(1/2). (3.15)
Now we compute aij , bij according to (1.7). The expressions of aij , bij are quite long
and therefore given in Appendix in order not to obscure our discussion. Consequently,
we obtain
l1 = 2gyy
(
gxfyy
20
+ gxfxfygyy
40
+ gxyfy
20
)
+O(1/2). (3.16)
In the following we consider the computation of l3() in (3.12). Let us recall the
deﬁnitions of ck,ij and dk,ij
(
ck,ij
dk,ij
)
=
(
t1 1
t2 2
)
Fzz
(
k
1
)(
	ij
ij
)
,
(
	ij
ij
)
= ij ∈ Rn+1, (3.17)
the vector ij are determined by
 −L 2I 0−I −L I
0 −2I −L
 1112
22
 =
 1112
22
 , (3.18)
see (1.9), where L = L() is given by (3.1) and
ij = Fzz
(
i
1
)(
j
1
)
− aij
(
1
1
)
− bij
(
2
1
)
. (3.19)
It follows from (3.17) that
(
ck,ij
dk,ij
)
=
(
t1 1
t2 2
)(
fxxk	ij + fxy(kij + 	ij )+ fyyij
gxxk	ij + gxy(kij + 	ij )+ gyyij
)
=
(
1
1
)
(gxy	ij + gyyij )/2+O(1/2)
and so
l3 = 2gxy(	11 + 	12 + 	22)+ 2gyy(11 + 12 + 22)+O(1/2). (3.20)
40 Y. Lijun, Z. Xianwu / J. Differential Equations 206 (2004) 30–54
Now, we want to determine the limits of the vector 	11 + 	12 + 	22 and the scalar
11 + 12 + 22 as  → 0. An expansion of ij
ij () = 
(


)
+O(3/2),  = fyy + gyy
20
fxfy + gxfyy
20
fy + (gxfxfy)gyy
40
fy,
(3.21)
is given in Lemma A.1 in Appendix, and the constant  is also explicitly given there
in terms of the derivatives of f and g, but is not used here. Let us give a remark which
we need later.
Remark 3.3. The vector  given by (3.21) satisﬁes gx = 0 at (x0, y0, 0).
Now let us consider the linear system (3.18).
Proposition 3.4. The unique solution ij () of the linear system (3.18) satisﬁes
(
	11(0)
11(0)
)
=
(
	0
0
)
=
(
	22(0)
22(0)
)
,
(
	12(0)
12(0)
)
=
(
0
0
)
, (3.22)
where 	0 and 0 are determined by
(
fx fy
gx gy
)(
	0
0
)
= −
(

0
)
, (3.23)
the derivatives above take value at (x0, y0, 0).
Proof. We rewrite (3.18) in an equivalent form
 (L
2 + 42I )12 = −L12 − (22 − 11),
L11 = 212 − 11,
L22 = −212 − 22,
(3.24)
see (1.11). We divide by  the ﬁrst equation of (3.24) and then obtain
[(
bct + 420I 0∗ 320
)
+O()
](
	12
12
)
= −
(
A b
ct d
)[(

∗
)
+O(1/2)
]
+O(). (3.25)
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It follows from (3.25) that 	12 = O(), 12 = O(1/2). Consequently the second and
third Eqs. of (3.24) have the form
(
A b
ct d
)(
	

)
=
(−+O(3/2)
O(1/2)
)
, (3.26)
which is equivalent to
(
A b
ct d
)(
	

)
=
(−
0
)
+O(1/2). (3.27)
Now the conclusion follows from (3.27). 
It follows from (3.22) and (3.20) that
l3 = 2gxy
+ 2gyy+O(1/2), (3.28)
where 
 and  are determined by (2.2). Now (3.13), (3.14) and (3.28) imply that
l = 2+O(1/2), where  is given by (2.1), namely Theorem 1.1 holds for m = 1.
4. Proof of Theorem 1.1 for m > 1
In this section, we prove Theorem 1.1 for the general case m > 1. Consider system
(1.12) which we rewrite here as
{
x˙ = f (x, y, ()),
y˙ = g(x, y, ()), or z˙ = F(z, ). (4.1)
Recall assumptions (i)–(v) of Theorem 1.1 in Section 1. For simplicity we denote by
L() the linearization L((), ) given by (1.2), where  = () denotes the Hopf curve.
The strategy of the proof is a reduction of the case m > 1 to the case m = 1.
4.1. Reduction
In this subsection we relate the system (4.1) to its reduction of the case m = 1.
Lemma 4.1. For the matrix L() there exists a smooth nonsingular matrix R() of the
form
R() =
(
In
P
)(
In+1
Q Im−1
)
(4.2)
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which brings L() to a triangular block form
R−1()L()R() =
(
L1() B1()
D1()
)
=: M(), (4.3)
where P is a nonsingular constant matrix of order m such that P−1D(0)P = diag(0, J )
and J is a nonsingular matrix of order m− 1, D1 is a smooth matrix of order m− 1
with D1(0) = J , L1() has the form
L1() =
(
A1() b1()
ct1() d1()
)
which has eigenvalues ±i(), and Q = Q() is a smooth matrix of (m−1)× (n+1).
Furthermore if we write P, P−1, Q in a block form
P = (, P1), P−1 =
(
t
St1
)
, Q = (Q1, q), (4.4)
q ∈ Rm−1, P1, S1 are matrices of n× (n− 1), then we have
B1 =
(
BP1

t
)
, 
(0) = 0, q(0) = 0, Q1(0) = −J−1St1Ct . (4.5)
A proof of Lemma 4.1 can be found in [4,17, Theorem 3.1]. The idea of the proof
is just application of the implicit function theorem. We omit the details here.
Now we make a linear transformation z = R()w for (4.1) and obtain a new system

x˙ = f (x, 
, ()),
u˙ = t g(x, 
, ()),
v˙ = h(x, u, v, ),
or w˙ = G(w, ), (4.6)
where G(w, ) = R−1F(Rw, ), (x, u, v) ∈ Rn × R× Rm−1 and

 = u+ P1v + P1Q1x + P1qu, h = St1g − (t g)q − Q1f.
Corresponding to the equilibrium z() = (x(()), y(())) of (4.1), which is simply de-
noted by z() = (x(), y()), system (4.6) has an equilibrium w() = (x(), u(), v())t
:= R−1z(). Consider the associated n+ 1 dimensional system
{
x˙ = f̂ (x, u, ),
u˙ = ĝ(x, u, ), or ˙̂z = F̂ (̂z, ), (4.7)
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where ẑ = (x, u), F̂ = (f̂ , ĝ) ∈ Rn+1, and
f̂ (x, u, ) = f (x,, ()), ĝ(x, u, ) = t g(x,, ()),  = 
(x, u, v(), ).
The linearization of (4.7) at the equilibrium ẑ() = (x(), u())t is just L1() due
to Lemma 4.1. A stability constant of (4.7) can be obtained from the conclusions in
Section 3. We will relate the stability constant of (4.7) to that of (4.1).
4.2. Coordinated eigenvectors
Now let us construct suitable coordinated eigenvectors of L() and L1() with respect
to the eigenvalues ±i(). Let 1(), 2() ∈ Rn be given such that(
A1 b1
ct1 d1
)(
1 2
1 1
)
=
(
1 2
1 1
)(
0 −
 0
)
,
where k() = 1/2̂k() with ̂2(0) = −̂1(0) = f̂u/0, and expansion (3.9) holds,
see Lemma 3.2. Consequently we have
M
1 21 1
0 0
 =
1 21 1
0 0
( 0 −
 0
)
.
According to Lemma 3.1 there k ∈ Rn, k ∈ R and k ∈ Rm−1 such that the vectors11
0
 ,
21
0
 , (t1, 1, t1), (t2, 2, t2) (4.8)
form a set of coordinated eigenvectors of the matrix M(), and so does the vectors
R
11
0
 , R
21
0
 , (t1, 1, t1)R−1, (t2, 2, t2)R−1 (4.9)
for the matrix L(). Hence, we have a set of coordinated eigenvectors
(
1
1
)
,
(
2
1
)
, (t1, 1), (
t
2, 2) (4.10)
for L1(). Let us investigate the vectors k .
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Lemma 4.2. The vectors 1(), 2() ∈ Rm−1 in (4.8) satisfy
k() = 1/2̂k(), ̂2(0) = −̂1(0) = t gxfyP1J−1/(20), (4.11)
where ̂k() are continuous, P1 is the matrix deﬁned in (4.4) and the derivatives take
values at (x0, y0, 0).
Proof. It follows from the deﬁnition that(
t1 1 
t
1
t2 2 
t
2
)(
L1 B1
0 D1
)
=
(
0 −
 0
)(
t1 1 
t
1
t2 2 
t
2
)
. (4.12)
It follows from the deﬁnition of B1 in (4.5) and ̂tk = 1/2tk that
(t1, 
t
2)
(
D1 −I
I D1
)
= −1/2(̂t1BP1, ̂
t
2BP1)+O(). (4.13)
Putting ̂t1(0) = −̂
t
2(0) = ĝx/(20) = t gx/(20) into (4.13) we obtain the conclu-
sion. 
4.3. Computation of l1 and l2
Let l() and l̂() denote the Lyapunov constants determined by the coordinated
eigenvectors (4.9) and (4.10) for systems (4.1) and (4.7), respectively. In the following
we relate l() to l̂(). Note that l̂() is obtainable, see Section 3.
Let {aij , bij , · · ·} and {̂aij , b̂ij , · · ·} denote the two sets of coefﬁcient obtained from
the two sets of the coordinated eigenvectors, respectively, namely
aij = (t1, 1, t1)R−1Fzz
R
i1
0
 , R
j1
0
 , etc. (4.14)
âij = (t1, 1)F̂zˆzˆ
(
i
1
)(
j
1
)
, etc.. (4.15)
Recall the deﬁnitions of l1, l2, l3 in (3.12), and we deﬁne l̂1, l̂2, l̂3 in an obvious way
using âij , b̂ij , · · ·, and so l̂ = l̂1 + l̂2 + l̂3.
It follows from (4.11) that aijk − âijk = O(1/2), bijk − b̂ijk = O(1/2), and so
l2 − l̂2 = O(1/2). Recalling l̂2 = 2ĝuuu +O(1/2) given by (3.15), we obtain
l2 = 2ĝuuu +O(1/2). (4.16)
Now we consider l1 − l̂1. To do so we need to estimate aij − âij and bij − b̂ij .
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Lemma 4.3. The coefﬁcients aij , âij , bij , b̂ij satisfy the relations
aij − âij = −1/2
(
c0
20
)
+O(), bij − b̂ij = 1/2
(
c0
20
)
+O(), (4.17)
where c0 := t gxfy	1 ∈ R and 	1 := P1J−1St1gyy ∈ Rm. Furthermore, the vector
	1 can be uniquely determined by(
gy 
t 0
)(
	1
∗
)
=
(
gyy
0
)
. (4.18)
Proof. It follows from deﬁnitions (4.14) and (4.15) that
aij − âij = t1hzˆzˆ
(
i
1
)(
j
1
)
= 1/2̂t1huu +O(). (4.19)
It follows from the deﬁnition of h in (4.6) that huu = St1gyy. Putting the expression
of 1 in (4.11) into (4.19) we obtain the ﬁrst relation of (4.17). Similarly we obtain
the second one. Now let us prove (4.18). It follows from P−1gyP = diag(0, J ) that
(
P−1 0
0 1
)(
gy 
t 0
)(
P 0
0 1
)
=
 0 1J
1 0

and therefore
(
gy 
t 0
)−1
=
(
P 0
0 1
) 0 1J−1
1 0
( P−1 0
0 1
)
=
(
P1J−1St1 
t 0
)
.
conclusion (4.18) follows. 
It is easy to prove that the coefﬁcient matrix of (4.18) is nonsingular. The determi-
nation of 	1 by solving (4.18) is normally easier than a direct computation of P1J−1St1
in the deﬁnition of 	1.
Using relation (4.17) and noting âij = ĝuu/2 +O(1/2) and b̂ij = ĝuu/2 +O(1/2)
(see (3.13)) we can obtain l1− l̂1 = 2(c0/20)ĝuu+O(1/2). It follows from (3.16) that
l̂1 = 2ĝuu
(
ĝx f̂uu
20
+ ĝx f̂x f̂uĝuu
40
+ ĝxuf̂u
20
)
+O(1/2)
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and so we have
l1 = 2ĝuu
(
ĝx f̂uu
20
+ ĝx f̂x f̂uĝuu
40
+ ĝxuf̂u
20
+ c0
20
)
+O(1/2). (4.20)
4.4. Computation of l3
In this subsection, we will directly determine l3 without establishing an estimate for
l3 − lˆ3. Recall the deﬁnition of l3:
l3 = 3(c1,11 + d2,22)+ 2(c2,12 + d1,12)+ (c1,22 + d2,11), (4.21)
ck,ij , dk,ij are deﬁned by
(
ck,ij
dk,ij
)
=
(
t1 1 
t
1
t2 2 
t
2
)
R−1Fzz
R
k1
0
 , ij
 , (4.22)
ij are determined by
 −L 2I 0−I −L I
0 −2I −L
 1112
22
 =
 1112
22
 , (4.23)
ij are given by
ij = Fzz
R
i1
0
 , R
j1
0
− aijR
11
0
− bijR
21
0
 . (4.24)
It follows from (4.23) that
 −M 2I 0−I −M I
0 −2I −M
R−111R−112
R−122
 =
R−111R−112
R−122
 . (4.25)
If we denote
R−1ij =
(
sij
tij
)
, sij ∈ Rn+1, tij ∈ Rm−1, (4.26)
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then it follows from the special form of M in (4.3) that Eq. (4.25) can be decomposed
into two different ones−D1 2I 0−I −D1 I
0 −2I −D1
 t11t12
t22
 =
 1112
22
 , (4.27)
 −L1 2I 0−I −L1 I
0 −2I −L1
 s11s12
s22
 =
 ̂11 + B1t11 + r11̂12 + B1t12 + r12
̂22 + B1t22 + r22
 , (4.28)
where
̂ij = F̂zˆzˆ
(
i
1
)(
i
1
)
− âij
(
1
1
)
− b̂ij
(
2
1
)
, (4.29)
B1 is deﬁned in (4.3) and has form (4.5), and ij , rij are given by
ij = hzˆzˆ
(
i
1
)(
j
1
)
, rij =
(
(̂aij − aij )1 + (̂bij − bij )2
(̂aij − aij )+ (̂bij − bij )
)
. (4.30)
Now let us consider ck,ij and dk,ij . It follows from (4.22) that(
ck,ij
dk,ij
)
=
(
t1 1
t2 2
)
F̂zˆzˆ
(
k
1
)
sij +
(
t1 1
t2 2
)
F̂zˆv
(
k
1
)
tij +O(1/2)
=
(
1
1
)
(ĝxupij + ĝuuij + ĝuvtij )/2+O(1/2),
where
sij =
(
pij
ij
)
, pij ∈ Rn, ij ∈ R1.
Therefore, l3 can be given by
l3 = 2ĝxu(p11 + p12 + p22)+ 2ĝuu(11 + 12 + 22)
+2ĝuv(t11 + t12 + t22)+O(1/2). (4.31)
It follows from (4.27) that tij = −J−1huu +O(1/2) and so
t11 + t12 + t22 = −3J−1huu +O(1/2). (4.32)
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Now we want to determine the ﬁrst two sums of (4.31) using Proposition 3.4. First an
expansion of ̂ij is given by
̂ij = 
(
̂
̂
)
+O(3/2), ̂ = f̂uu + ĝuu
20
f̂x f̂u + ĝx f̂uu
20
f̂u + (ĝx f̂x f̂u)ĝuu
40
f̂u,
(4.33)
see Lemma A.1 in Appendix,  is a constant in which we are not interested. By an
elementary computation we obtain
B1tij = 
(−B	1
∗
)
+O(3/2), rij =
(−c0f̂u/20 +O(3/2)
O(1/2)
)
.
Therefore we have
̂ij + B1tij + rij =
(
∗ +O(3/2)
O(1/2)
)
, ∗ = ̂− B	1 − c0f̂u/20, (4.34)
Lemma 4.4. For ∗ given in (4.34) we have ĝx∗ = 0, where the derivatives take
values at (x, u, ) = (x0, 0, 0).
Proof. It follows from Remark 3.3 that ĝx ̂ = 0. We note that ĝx f̂u = −20 and
ĝxB	1 = t gxfy	1 = c0. Therefore the conclusion holds. 
Now we apply Proposition 3.4 to the linear system (4.28) and obtain
p11 + p12 + p22 = 	∗ +O(1/2), 11 + 12 + 22 = ∗ +O(1/2), (4.35)
where 	∗ and ∗ are determined by(
f̂x f̂u
ĝx ĝu
)(
	∗
∗
)
=
(−2∗
0
)
, (4.36)
the jacobian takes value at (x, u, ) = (x0, 0, 0). It follows from (4.32) and (4.35) that
l3 = 2ĝxu	∗ + 2ĝuu∗ − 6ĝuvJ−1huu +O(1/2). (4.37)
Now it follows from (4.37), (4.20), (4.16) that l = 2+O(1/2) where
 = ĝuu
(
ĝx f̂uu
20
+ ĝx f̂x f̂uĝuu
40
+ ĝxuf̂u
20
+ c0
20
)
+ ĝuuu
+ĝxu	∗ + ĝuu∗ − 3ĝuvJ−1huu.
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4.5. Expression of  in terms of derivatives of f and g
Now let us express  in terms of derivatives of the original functions f, g. We recall
the deﬁnition of f̂ , ĝ in (4.7) and note that
P1Q1 = −P1J−1St1gx, f̂x = fx + fyP1Q1, ĝx = t gx, etc.
(see (4.5)), and so we obtain  = 1 + 2 where
1 = t gyy
(
t gxfyy
20
+ (
t gxfxfy)(
t gyy)
40
+ 
t gxy(fy,)
20
)
+t gyyy
2 = t gyy
(
2t gxfy	1
320
− (
t gxfy	2)(
t gyy)
40
− 
t gyy(, 	2)
20
)
+t gxy(	∗,)+ t gyy∗ − t gyy(	3,)− 3t gyy(, 	1), (4.38)
where
	1 = P1J−1St1gyy, 	2 = P1J−1St1gxfy, 	3 = P1J−1St1gx	∗.
We note that the computation of 1 is direct, while the expression of 2 includes
the vectors 	1, 	2, 	3, 	∗ and the scalar ∗ and they are to be determined. As we have
shown in the proof of Lemma 4.3, the vectors 	1, 	2, 	3 can be determined by(
gy 
t 0
)(
	1
∗
)
=
(
gyy
0
)
,
(
gy 
t 0
)(
	2
∗
)
=
(
gxfy
0
)
,
(
gy 
t 0
)(
	3
∗
)
=
(
gx	
∗
0
)
.
Now we consider the computation of 	∗ and ∗ determined by (4.36).
Lemma 4.5. The vector 	∗ and the scalar ∗ deﬁned by (4.36) can also be given by
	∗ = 
, ∗ = t, (4.39)
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where 
 and  are determined by(
fx fy
gx gy
)(



)
=
(−2∗
0
)
. (4.40)
Proof. Replacing the derivatives of f̂ and ĝ by that of f and g in (4.36) we obtain(
fx − fyP1J−1St1gx fy
t gx 0
)(
	∗
∗
)
=
(−2∗
0
)
. (4.41)
Recalling the deﬁnitions of P, P1 and St1 in (4.4), (4.5) we have(
In 0
0 P−1
)(
fx fy
gx gy
)(
In 0
0 P
)(
In+1 0
−J−1St1gx Im−1
)
=
 fx − fyP1J−1St1gx fy fyP1t gx 0 0
0 0 J
 . (4.42)
Now (4.39) follows from and (4.40)–(4.42). 
Now we express ∗ deﬁned in (4.34) in terms of derivatives of f, g:
∗ = fyy− fy	1 + c1(fxfy− fy	2)+ c2fy, (4.43)
c1 = t gyy/20,
c2 = (t gxfyy− t gxfy	1 + c1t gxfxfy− c1t gxfy	2)/20.
If we replace 	∗, ∗, ∗ by 
, , , respectively, then the expression of 2 in (4.38)
coincides with that of Theorem 1.1. Therefore Theorem 1.1 holds for all n,m 1.
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Appendix A
In this section we want to present a simple proof of Theorem 1.2 and to record
some coefﬁcients aij , bij which have been used in Section 3.
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A.1. Proof of Theorem 1.2
It follows from the assumptions on F that there is a real nonsingular matrix
P of order N such that
P−1FzP = diag(, J ),  =
(
0 −
 0
)
,
where J denotes a nonsingular real matrix of order N − 2, the derivative takes value
at z0. We decompose the matrices P and P−1 in the following way:
P = (P1, P2), P−1 =
(
Qt1
Qt2
)
, P1,Q1 ∈ RN,2, P2,Q2 ∈ RN,N−2.
Let P1 = (1,2), Q1 = (1,2) with i ,j ∈ RN . It is easy to check that
1,2,
t
1,
t
2 satisfy (1.8). A linear transformation x = x0 + Pw brings the system
x˙ = F(x) to w˙ = P−1F(Pw + z0). Let w = (	, )t with 	 ∈ R2,  ∈ RN−2, then
the dynamics of the new vector ﬁeld near w = 0 is determined by a two-dimensional
reduced system 	˙ = F̂ (	) := Qt1F(h(	)), where h(	) = P1	 + P2(	) + z0 and  is
determined by
′(	)Qt1F(h(	))−Qt2F(h(	)) = 0, (0) = 0, ′(0) = 0, (A.1)
see, e.g. [15, p. 196]. Now we expand the reduced system and obtain
	˙ = 	+ (1/2)Qt1Fzz(P1	)2 + (1/6)
×
(
Qt1Fzzz(P1	)
3 + 3Q1Fzz(P1	, P2			2)
)
+ · · · , (A.2)
where the derivatives of F and  take value at z = z0, and 	 = 0, respectively. If
we denote F̂ and 	 component-wise by F̂ = (f, g) and 	 = (u, v), then a Lyapunov
constant l of the two-dimensional system (A.2) is given by
l = [fuv(fuu + fvv)− guv(guu + gvv)+ fvvgvv − fuuguu]/
+fuuu + fuvv + gvvv + guuv,
where the partial derivatives take value at (u, v) = (0, 0), see [9, p. 152]. It is not
difﬁcult to express second- and third-order derivatives of f and g at (u, v) = (0, 0) in
terms of F and consequently we obtain
l = [a12(a11 + a22)− b12(b11 + b22)+ a22b22 − a11b11]/
+a111 + a122 + b222 + b112 +,
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where aij , aijk , bij , bijk are deﬁned in (1.7) and
 = 3t1Fzz(1, P2uu)+ 2t1Fzz(2, P2uv)+ t1Fzz(1, P2vv)
+3t2Fzz(2, P2vv)+ 2t2Fzz(1, P2uv)+ t2Fzz(2, P2uu).
A crucial step of our proof is to show that the unknown vectors 11 := P2uu, 12 :=
P2uv and 22 := P2vv can be determined by (1.9). Differentiating (A.1) twice we
have 
2uv − Juu = Qt2Fzz11,
(vv − uu)− Juv = Qt2Fzz12,−2uv − Jvv = Qt2Fzz22.
(A.3)
In the derivation of (A.3) we have used the relation Q2FzP2 = J . It follows from
FzP = Pdiag(, J ) and PP−1 = I that P2J = FzP2, P2Qt2 = I − P1Qt1. Now
multiplying (A.3) with P2 from the left we have
212 − Fz11 = (I − P1Qt1)Fzz11,
(22 − 11)− Fz12 = (I − P1Qt1)Fzz12,−212 − Fz22 = (I − P1Qt1)Fzz22.
Note that P1Qt1Fzzij = aij1 + bij2, so we obtain (1.9). Hence Theorem 1.2
holds. 
A.2. Expansions of aij , bij and ij
Lemma A.1. The coefﬁcients aij , bij and the vectors ij determined by the coordinated
eigenvectors in Lemma 3.2 have the following expansions:
a11 = gyy/2+ 1/2
(
ctfyy
20
− gxyb
0
+ (c
tAb)gyy
230
)
− s11+O(3/2),
a22 = gyy/2+ 1/2
(
ctfyy
20
+ gxyb
0
+ (c
tAb)gyy
230
)
− s22+O(3/2),
a12 = gyy/2+ 1/2
(
ctfyy
20
+ (c
tAb)gyy
230
)
− s12+O(3/2),
b11 = gyy/2+ 1/2
(
−c
tfyy
20
− gxyb
0
− (c
tAb)gyy
230
)
− t11+O(3/2),
b22 = gyy/2+ 1/2
(
−c
tfyy
20
+ gxyb
0
− (c
tAb)gyy
230
)
− t22+O(3/2),
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b12 = gyy/2− 1/2
(
ctfyy
20
+ (c
tAb)gyy
230
)
− t12+O(3/2),
ij () = 
(


)
+O(3/2),
where the constants sij ,tij , ∈ R and the vector  ∈ Rn are given by
s11 = t22 = c
tfxyb
20
+ c
tAfyy
220
+ (c
tAb)(ctfyy)
240
− gxxb
2
220
+ gxyAb
20
+ (c
tAb)(gxyb)
40
+ (c
tA2b)gyy
240
+ (c
tAb)2gyy
260
,
s22 = t11 = −c
tfxyb
20
+ c
tAfyy
220
+ (c
tAb)(ctfyy)
240
− gxxb
2
220
+ gxyAb
20
− (c
tAb)(gxyb)
40
+ (c
tA2b)gyy
240
+ (c
tAb)2gyy
260
,
s12 = t12 = c
tAfyy
220
+ (c
tAb)(ctfyy)
240
+ gxxb
2
220
+ gxyAb
20
+ (c
tA2b)gyy
240
+ (c
tAb)2gyy
260
,
 = fyy + gyy
20
Ab + c
tfyy
20
b + (c
tAb)gyy
40
b,
 = c
tAfyy
20
+ (c
tAb)(ctfyy)
40
+ (c
tA2b)gyy
40
+ (c
tAb)2gyy
60
.
Proof. The expansions follow from elementary but lengthy computations according to
deﬁnitions (1.7), (1.8) using expansions (3.9)–(3.11) and (3.13). 
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