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Abstract
For a von Neumann algebra M acting on a Hilbert space H with a cyclic
and separating vector ξ0, we investigate the structure of Dirichlet forms on
the natural standard form associated with the pair (M, ξ0). For a general
Lindblad type generator L of a conservative quantum dynamical semigroup
on M, we give sufficient conditions so that the operator H induced by L via
the symmetric embedding of M into H to be self-adjoint. It turns out that
the self-adjoint operator H can be written in the form of a Dirichlet operator
associated to a Dirichlet form given in [23]. In order to make the connection
possible, we also extend the range of applications of the formula in [23].
1 Introduction
The purpose of this work is to investigate the structure of Dirichlet forms on a von
Neumann algebraM acting on a Hilbert space H with a cyclic and separating vector
ξ0. We are looking for a connection between Lindblad type generators of conservative
quantum dynamical semigroup(q.d.s.) onM [19] and Dirichlet operators associated
to Dirichlet forms introduced in [23]. In order to make the connection possible we
first extend the range of applications of the formula of Dirichlet forms in [23]. We
then consider a general Lindblad type generator L of a conservative q.d.s. on M.
We give sufficient conditions under which the operator H induced by L via the
symmetric embedding ofM into H is self-adjoint. It turns out that the self-adjoint
operator H can be expressed in the form of a Dirichlet operator associated to a
Dirichlet form given in [23]. In this sense, the Dirichlet forms constructed in [23]
can be considered to be natural.
The need to construct Markovian semigroups on von Neumann algebras, which
are symmetric with respect to a non-tracial state, is clear for various applications to
open systems[14], quantum statistical mechanics[10] and quantum probability[4, 1,
1
24], Although on the abstract level we have quite well-developed theory[13, 16, 17],
the progress in concrete applications is very slow. One of the reasons is that the
general structure of Dirichlet forms for non-tracial states is not well-understood
compared to the tracial case[2, 3, 6, 12]. For constructions of Dirichlet forms for
non-tracial states, we refer to [8, 9, 11, 18, 20, 21, 25, 23] and the references there
in. In [23], we gave a general construction method of Dirichlet forms on standard
forms of von Neumann algebras. The method has been used to construct (translation
invariant) symmetric Markovian semigroups for quantum spin systems[23], the CCR
and CAR algebras with respect to quasi-free states[8, 9] and quantum mechanical
systems[7].
Let us describe the content of this paper briefly. Let M be a σ-finite von Neu-
mann algebra acting on a Hilbert space H with a cyclic and separating vector ξ0 for
M. Let ∆ and J be the modular operator and modular conjugation respectively
associated with the pair (M, ξ0)[10]. Denote by σt, t ∈ R, the group of modular au-
tomorphisms : σt(A) = ∆
itA∆−it, A ∈ M. The map j :M→M′ is the antilinear
∗-isomorphisms defined by j(A) := JAJ , A ∈ M, where M′ denotes the commu-
tant of M. For any λ > 0, denote by Mλ the dense subset of M consisting every
αt-analytic element of M with a domain containing the strip {z ∈ C : |Im z| ≤ λ}.
As mentioned before, we are looking for a connection between Lindblad type
generators and Dirichlet operators associated to Dirichlet forms constructed in [23].
To make a connection possible, we need to extend the range of applications of the
formula given in [23]. In [23], we constructed a Dirichlet form for any x ∈ M1/4
and admissible function f [23, Theorem 3.1]. In this paper, we consider the function
f0 : R→ R given by
f0(t) = 2(e
2pit + e−2pit)−1. (1.1)
The function f0 will play a special role. We extend the construction of Dirichlet
forms to the function f0 in Theorem 2.1.
We next consider the generators of conservative q.d.s. on M. The most natural
generator would be the following Lindblad type generator [19, 24] :
L(A) =
∞∑
k=1
{y∗kykA− 2y∗kAyk + Ay∗kyk}+ i[Q,A], A ∈M, (1.2)
where yk ∈ M, k ∈ N, and
∑∞
k=1 y
∗
kyk converges strongly. Here we have used
the notation [A,B] := AB − BA, ∀A,B ∈ M. However, in order to avoid the
convergence problems in the study of (1.2)(see Remark 2.2 (c)), we concentrate to
the case in which only finite yk’s in (1.2) are not zero.
For given {y1, y2, · · · , yn} ⊂ M1/2 and Q = Q∗ ∈M1/2, we consider the following
Lindblad type generator L of a conservative q.d.s. :
L : M→M,
L(A) =
n∑
k=1
y∗kykA− 2y∗kAyk + Ay∗kyk + i[Q,A], A ∈M. (1.3)
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Consider the following symmetric embedding [13]:
i0 : M→H,
i0(A) = ∆
1/4Aξ0, A ∈M,
and define the operator H on H by
H∆1/4Aξ0 = ∆
1/4L(A)ξ0, A ∈M. (1.4)
If H is self-adjoint, H generates a symmetric Markovian semigroup on H[13].
Let L :M→M be given as (1.3). Put xk := σi/4(yk), k = 1, 2, · · · , n. Assume
that the following property holds:
n∑
k=1
xkj(xk) =
n∑
k=1
x∗kj(x
∗
k). (1.5)
Then the operator H associated to L by the relation (1.4) is self-adjoint if and only
if Q is given by
Q =
n∑
k=1
Qk (1.6)
where
Qk = i
∫
σt
(
x∗kσ−i/2(xk)− σi/2(x∗k)xk
)
f0(t) dt, (1.7)
where f0 is the function given in (1.1). Moreover, under the condition (1.5), the
self-adjoint operator H can be written as
H =
n∑
k=1
Hk,
where each Hk, k = 1, 2, · · · , n, is the Dirichlet operator associated to the Dirichlet
form constructed in [23] with x = xk and f = f0. See Theorem 2.2 for details. Thus
conditions (1.5) and (1.6) are sufficient conditions for H = H∗.
In Section 5, we give a brief discussion on necessary and sufficient conditions
for H = H∗ and show that, if ξ0 defines a tracial state: 〈ξ0, ABξ0〉 = 〈ξ0, BAξ0〉,
∀A,B ∈ M, then the conditions (1.5) and (1.6) are also necessary conditions for
H = H∗. Thus we believe that the conditions (1.5) and (1.6) are very close to
necessary conditions for H = H∗ for any non-tracial ξ0.
We organize the paper as follows: In Section 2, we introduce notation, definitions
and necessary terminologies in the theory of noncommutative Dirichlet forms in the
sense of Cipriani[13]. We then list our main results(Theorem 2.1, Proposition 2.1
and Theorem 2.2). We prove Theorem 2.1 in Section 3, and Proposition 2.1 and
Theorem 2.2 in Section 4 respectively. In Section 5, we give a brief discussion on the
necessary and sufficient conditions for H = H∗, and on the map L onM associated
to a Dirichlet operator H for a general admissible function.
3
2 Notation, Definitions and Main Results
In this section, we first first introduce necessary terminologies in the theory of Dirich-
let forms and Markovian semigroups on standard form of von Neumann algebras[13]
and then list our main results.
Let M be a σ-finite von Neumann algebra acting on a complex Hilbert space H
with an inner product 〈·, ·〉. Let ξ0 ∈ H be a cyclic and separating vector forM. We
use ∆ and J to denote respectively, the modular operator and the modular conju-
gation associated with the pair (M, ξ0)[10]. The associated modular automorphism
group is denoted by σt: σt(A) = ∆
itA∆−it, ∀A ∈M, t ∈ R. The map j :M→M′
is the antilinear ∗-isomorphism defined by j(A) = JAJ, A ∈M.
The natural positive cone P associated with the pair (M, ξ0) is the closure of
the set
{Aj(A)ξ0 : A ∈M}.
By a general result, the closed convex cone P can be obtained by the closure of the
set
{∆1/4AA∗ξ0 : A ∈M}
and this cone P is self-dual in the sense that{
ξ ∈ H : 〈ξ, η〉 ≥ 0, ∀η ∈ P
}
= P.
For the details we refer [5] and Section 2.5 of [10].
The form (M,H,P, J) is the standard form associated with the pair (M, ξ0). We
shall use the fact that H is the complexification of the real subspace HJ =
{
ξ ∈ H :
〈ξ, η〉 ∈ R, ∀η ∈ P
}
, whose elements are called J-real: H = HJ ⊕ iHJ . The cone
P gives rise to a structure of ordered Hilbert space on HJ (denoted by ≤) and to an
anti-unitary involution J onH, which preserves P andHJ : J(ξ+iη) = ξ−iη, ∀ξ, η ∈
HJ . Also note that any J-real element ξ ∈ HJ can be decomposed uniquely as a
difference of two mutually orthogonal, positive elements, called the positive and
negative part of ξ, respectively : ξ = ξ+ − ξ−, ξ+, ξ− ∈ P and 〈ξ+, ξ−〉 = 0. The
order interval {η ∈ H : 0 ≤ η ≤ ξ0} will be denoted by [0, ξ0]. This is a closed
convex subset of H, and we shall denote the nearest point projection onto [0, ξ0] by
η 7→ ηI .
A bounded operator A on H is called J-real if AJ = JA and positive preserving
if AP ⊂ P. The semigroup {Tt}t≥0 is said to be J-real if Tt is J-real for any
t ≥ 0 and it is called positive preserving if Tt is positive preserving for any t ≥ 0.
A bounded operator A : H → H is called sub-Markovian (with respect to ξ0) if
0 ≤ ξ ≤ ξ0 implies 0 ≤ Aξ ≤ ξ0. A is called Markovian if it is sub-Markovian and
also Aξ0 = ξ0. A semigroup {Tt}t≥0 is said to be sub-Markovian (with respect to ξ0)
if Tt is sub-Markovian for every t ≥ 0. The semigroup {Tt}t≥0 is called Markovian
if Tt is Markovian for every t ≥ 0.
4
Next, we consider a sesquilinear form on some linear manifold of H : E(·, ·) :
D(E)×D(E)→ C. We also consider the associated quadratic form: E [·] : D(E)→ C,
E [ξ] := E(ξ, ξ). A real valued quadratic form E [·] is said to be semi-bounded if
inf{E [ξ] : ξ ∈ D(E), ||ξ|| = 1} = −b > −∞. A quadratic form (E , D(E)) is
said to be J-real if JD(E) ⊂ D(E) and E [Jξ] = E [ξ] for any ξ ∈ D(E). For a
given semi-bounded quadratic form E , one considers the inner product given by
〈ξ, η〉λ := E(ξ, η)+λ〈ξ, η〉, for λ > b. The form E is closed if D(E) is a Hilbert space
for some of the above norms. The form E is called closable if it admits a closed
extension.
Associated to a semi-bounded closed form E , there are a self-adjoint operator
(H,D(H)) and a strongly continuous, symmetric semigroup {Tt}t≥0. Each of the
above objects determines uniquely the others according to well known relations (see
[26] and Section 3.1 of [10]).
A J-real, real-valued, densely defined quadratic form (E , D(E)) is called Marko-
vian with respect to ξ0 ∈ P if
η ∈ D(E)J implies ηI ∈ D(E) and E [ηI ] ≤ E [η],
where D(E)J := D(E) ∩ HJ . A closed Markovian form is called a Dirichlet form.
Next, we collect main results of [13]. Let (E , D(E)) be a J-real, real valued,
densely defined closed form. Assume that the following properties hold:
(a) ξ0 ∈ D(E), (2.1)
(b) E(ξ, ξ) ≥ 0 for ξ ∈ D(E),
(c) ξ ∈ D(E)J implies ξ± ∈ D(E) and E(ξ+, ξ−) ≤ 0.
Then E is a Dirichlet form if and only if E(ξ, ξ0) ≥ 0 for all ξ ∈ D(E) ∩ P. The
above result follows from Proposition 4.5 (b) and Proposition 4.10 (ii) of [13].
The following is Theorem 4.11 of [13] : Let {Tt}t≥0 be a J-real, strongly continu-
ous, symmetric semigroup on H and let (E , D(E)) be the associated densely defined
J-real, real valued quadratic form. Then the followings are equivalent.
(a) {Tt}t≥0 is sub-Markovian. (2.2)
(b) (E , D(E)) is a Dirichlet form .
We refer the reader to [13] for the details.
Next, we give an extended version of the general construction method developed
in [23]. For any λ > 0, denote by Iλ the closed strip given by
Iλ = {z : z ∈ C, |Im z| ≤ λ}. (2.3)
Let us introduce the notion of admissible functions [23].
Definition 2.1 An analytic function f : D → C on a domain D containing the
strip I1/4 is said to be admissible if the following properties hold:
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(a) f(t) ≥ 0 for ∀t ∈ R,
(b) f(t+ i/4) + f(t− i/4) ≥ 0 for ∀t ∈ R,
(c) there exist M > 0 and p > 1 such that the bound
|f(t+ is)| ≤M(1 + |t|)−p
holds uniformly in s ∈ [−1/4, 1/4].
We remark that there exist a non-trivial admissible function[23, Lemma 3.1].
Next, we consider the function f0 : R→ R given by
f0(t) = 2(e
2pit + e−2pit)−1. (2.4)
The function f0 will play important roles in the sequels. Using the residue integration
method, it is easy to check that
2
∫
(e2pit + e−2pit)−1eikt dt = (ek/4 + e−k/4)−1. (2.5)
See also the expression in P. 94 of [10]. One can see that f0 has an analytic extension,
denoted by f0 again, to the interior of I1/4. On the boundary of I1/4, it defines a
distribution, and satisfies the equality
f(t+ i/4) + f(t− i/4) = δ(t)
in the sense of distribution. Thus even if f0 is not an admissible function, it is almost
admissible.
For any λ > 0, denote by Mλ the dense subset of M consisting of every σt-
analytic element with a domain containing Iλ. By Proposition 2.5.21 of [10], any
A ∈ Mλ is strongly analytic. In the following, the inner product 〈·, ·〉 on H is
conjugate linear in the first and linear in the second variable. For given x ∈M1/4 and
an admissible function f or else f = f0, define a sesquilinear form E : H×H −→ C
by
E(η, ξ) (2.6)
=
∫ 〈(
σt−i/4(x)− j(σt−i/4(x∗))
)
η,
(
σt−i/4(x)− j(σt−i/4(x∗))
)
ξ
〉
f(t)dt
+
∫ 〈(
σt−i/4(x
∗)− j(σt−i/4(x))
)
η,
(
σt−i/4(x
∗)− j(σt−i/4(x))
)
ξ
〉
f(t)dt
The form is positive and bounded. The self-adjoint operator H associated to the
form is given by
H =
∫ (
σt+i/4(x
∗)− j(σt+i/4(x))
) (
σt−i/4(x)− j(σt−i/4(x∗))
)
f(t) dt (2.7)∫ (
σt+i/4(x)− j(σt+i/4(x∗))
) (
σt−i/4(x
∗)− j(σt−i/4(x))
)
f(t) dt
The following result is an extended version of Theorem 3.1 of [23].
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Theorem 2.1 Let f be either an admissible function or else f = f0 and x ∈ M1/4.
Let (E ,H) be the quadratic form associated to the sesquilinear form defined as in
(2.6) : E [ξ] = E(ξ, ξ). Let H be the self-adjoint operator associated with (E ,H).
Then the following properties hold:
(a) Hξ0 = 0,
(b) E is J-real
(c) E(ξ+, ξ−) ≤ 0 ∀ξ ∈ HJ .
Furthermore the form (E ,H) is a Dirichlet form.
The proof of the theorem will be given in the next section. It may be worth to
compare Theorem 3.1 of [23] and Theorem 2.1 in the above, and give a comment on
possible extensions of Theorem 2.1.
Remark 2.1 (a) In [23], the properties (a),(b) and (c) in Theorem 2.1 were proved
under assumptions that x = x∗ ∈ M, f is admissible and that there exist a constant
M > 0 such that the bound
sup
s∈[−1/4,1/4]
‖σt+is(x)‖ ≤M
holds uniformly in t ∈ R. Notice that if one writes
x1 :=
1√
2
(x+ x∗), x2 :=
i√
2
(x− x∗), (2.8)
then E(η, ξ) can be written as
E(η, ξ) = 1
2
{E1(η, ξ) + E2(η, ξ)}, (2.9)
where Ej(η, ξ), j = 1, 2 is the form corresponding to xj, i = 1, 2, respectively. Thus
one may assume that x is self-adjoint. On the other hand, the above bound need to
prove the property (c) by Cauchy’s integral theorem. We will give another proof of
the property (c) which do not use the above bound.
(b) In applications, one may choose {xk}∞k=1 ∈M1/4 which generates M, and f ,
where f is an admissible function or else f = f0. For each k ∈ N, let (Ek,H) be the
Dirichlet form obtained from (2.6) with x = xk. Let (E , D(E)) be the sesquilinear
form defined by
D(E) = {ξ ∈ H :
∞∑
k=1
Ek(ξ, ξ) <∞},
E(η, ξ) =
∞∑
k=1
Ek(η, ξ), η, ξ ∈ D(E).
If D(E) is dense in H, then (E , D(E)) is a Dirichlet form [13, Theorem 5.2]. The
above method has been used in [8, 9]. Also it may be possible to extend Theorem 2.1
to the case in which x is an unbounded operator affiliated with M [8, 7].
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As discussed in Introduction, we will consider Lindblad type generators of con-
servative q.d.s. on M and their symmetric embeddings. Recall that M1/2 denotes
the dense subset of M consisting of every σt-analytic element with a domain con-
taining the strip I1/2. For given y ∈ M1/2 and Q = Q∗ ∈ M1/2, we first consider
the following Lindblad type generator of a q.d.s. on M :
L : M→M
L(A) = y∗yA− 2y∗Ay + Ay∗y + i[Q,A], A ∈M, (2.10)
where [A,B] := AB−BA, A,B ∈M. Consider the following symmetric embedding
[13] :
i0 : M→H
i0(A) = ∆
1/4Aξ0, A ∈M, (2.11)
and define the operator H on H by
H∆1/4Aξ0 = ∆
1/4L(A)ξ0, A ∈M. (2.12)
It is easy to see that H is self-adjoint if and only if L satisfied the following KMS
symmetry [13, 16] : For any A,B ∈M1/4
〈σ−i/4(L(A))ξ0, σ−i/4(B)ξ0〉 = 〈σ−i/4(A)ξ0, σ−i/4(L(B))ξ0〉.
According to [13, Proposition 2.4 and Theorem 2.12], the map L generates a (weak*
continuous) KMS symmetric, conservative q.d.s. onM if and only if H generates a
(strongly continuous) symmetric Markovian semigroup on H. The following result
can be considered as a structure theorem for Dirichlet forms on the standard form
(M,H,P, J) associated to the pair (M, ξ0).
Proposition 2.1 For given y ∈ M1/2 and Q = Q∗ ∈ M1/2, let L : M → M be
given as (2.10). Put x := σi/4(y). Assume that the relation
xj(x) = x∗j(x∗) (2.13)
holds. Let H be the operator on H defined as (2.12). Then H is self-adjoint if and
only if Q is given by
Q = i
∫ (
σt(x
∗)σt−i/2(x)− σt+i/2(x∗)σt(x)
)
f0(t) dt, (2.14)
where f0 is the function given in (2.4). Moreover the self-adjoint operator H can be
expresses in the form of the Dirichlet operator given as (2.7) with f = f0.
The proof of the above Proposition will be produced in Section 4. The following
result is a generalization of Proposition 2.1.
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Theorem 2.2 Let yk, k = 1, 2, · · · , n, be elements of M1/2, and Q = Q∗ ∈ M1/2.
Let L be the map of M into itself given by
L(A) =
n∑
k=1
(y∗kAyk − 2y∗lAyk + Ay∗kyk) + i[Q,A], A ∈M. (2.15)
Put xk := σi/4(y), k = 1, 2, · · · , n. Assume that the relation
n∑
k=1
xkj(xk) =
n∑
k=1
x∗kj(x
∗
k) (2.16)
holds. Let H be the operator on H defined as (2.12). Then H is self-adjoint if and
only if Q is given by
Q =
n∑
k=1
Qk (2.17)
where each Qk, k = 1, 2, · · · , n, is given as in (2.14) with x replaced by xk. Moreover
the self-adjoint operator can be written as
H =
n∑
k=1
Hk,
where each Hk, k = 1, 2, · · · , n, is given as (2.7) with x = xk and f = f0.
We give comments on the conditions (2.16) and its consequences and possible
extension of Theorem 2.2 to the general Lindblad type generator given in (1.2):
Remark 2.2 (a) The conditions (2.16) and (2.17) are sufficient conditions for the
map L given in (2.15) to be KMS symmetric, or equivalently the operator H induced
by L to be self-adjoint. If ξ0 is tracial : 〈ξ0, ABξ0〉 = 〈ξ0, BAξ0〉, ∀A,B ∈ M, then
the conditions (2.16) and (2.17) are also necessary conditions for L to be (KMS)
symmetric. See Section 5.
(b) This condition (2.16) is equivalent to the following condition:
n∑
k=1
σi/4(x
∗
k)Aσ−i/4(xk) =
n∑
k=1
σi/4(xk)Aσ−i/4(x
∗
k), ∀A ∈M. (2.18)
See Lemma 4.1 (b). In terms of xk’s, L(A) in (2.15) is given by
L(A) =
n∑
k=1
{σi/4(x∗k)σ−i/4(xk)A− 2σi/4(x∗k)Aσ−i/4(xk) + Aσi/4(x∗k)σ−i/4(xk)}
+i[Q,A].
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For given {x1, x2, · · · , xn} ⊂ M1/4, let {x˜1, x˜2, · · · , x˜2n} ⊂ M1/4 be the family of
self-adjoint elements defined by
x˜2k =
1√
2
(xk + x
∗
k), x˜2k−1 =
i√
2
(xk − x∗k), k = 1, 2, · · · , n.
Then, under the condition (2.18), the KMS symmetric map L can be written as
L(A) =
1
2
2n∑
k=1
Lk(A), (2.19)
where for k = 1, 2, · · · , 2n,
Lk(A) = σi/4(x˜k)σ−i/4(x˜k)A− 2σi/4(x˜k)Aσ−i/4(x˜k) + Aσi/4(x˜k)σ−i/4(x˜k)
+i[Qk, A], (2.20)
where Qk is given by (2.14) with x = x˜k.
(c) For any family {xk}∞k=1 ⊂M1/4 of self-adjoint elements, consider the follow-
ing Lindblad type generator
L(A) =
∞∑
k=1
Lk(A), A ∈M, (2.21)
where each Lk(A), k ∈ N, is given by (2.20) with xk replacing x˜k. Since each Lk,
k ∈ N, is KMS symmetric, the map L given above is formally KMS symmetric, and
the operator H induced by L is given by
H =
∞∑
k=1
Hk (2.22)
where each Hk is the Dirichlet operator given by (2.7) with f = f0 and xk replacing
x. The expressiions in (2.21) and (2.22) are still formal. In order to give rigorous
meanings to the expressions, one has to give dense domains D(L) and D(H) such
that the right hand sides of (2.21) and (2.22) are well-defined. Since Qk and Hk
, k ∈ N, are given by integral forms as in (2.14) and (2.7) respectively, the task
would not so simple. It would be very nice if one can give a sufficient condition on
{xk}∞k=1, which is easy to verify for concrete models, such that the right hand sides
of (2.21) and (2.22) converge in a appropriate sense. See Remark 2.1 (b).
3 Proof of Theorem 2.1
Before proving Theorem 2.1, let us introduce linear maps on L(H) which will be
used frequently in the sequels. For any λ > 0, denote by Lλ(H) the dense subset of
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L(H) consisting of every σt-analytic element of L(H) with a domain containing the
strip Iλ. Let D1/4 and D−1/4 be the linear maps on L(H) defined by
D(D1/4) = L1/4(H),
D1/4(A) = σ−i/4(A), A ∈ L1/4(H), (3.1)
and
D(D−1/4) = L1/4(H),
D−1/4(A) = σi/4(A), A ∈ L1/4(H). (3.2)
Put
T := D1/4 +D−1/4, (3.3)
S := D1/4 −D−1/4.
Let I0 be the linear map defined by
D(I0) = L(H),
I0(A) =
∫
σt(A)f0(t)dt, A ∈ L(H), (3.4)
where f0 is the function given in (2.4).
We have the following result which will be used in the proofs of the results in
Section 2.
Lemma 3.1 The relations
TI0(A) = I0T (A) = A
hold for any A ∈ L1/4(H). That is, T is invertible and T−1 = I0.
Proof: The proof of the above lemma is essentially contained in the proof of Theorem
2.5.14(Tomita-Takesaki theorem) of [10]. Since the method of the proof will be used
in the proof of Theorem 2.1, we produce the proof.
As a relation between bilinear forms on D(∆1/4) ∩D(∆−1/4), one has
T (A) = ∆1/4A∆−1/4 +∆−1/4A∆1/4, A ∈ L(H).
Now take η, ξ ∈ D(∆1/4) ∩D(∆−1/4). Then it follows that for any A ∈ L1/4(H)
〈η, T (I0(A))ξ〉 = 〈∆1/4η, I0(A)∆−1/4ξ〉+ 〈∆−1/4η, I0(A)∆1/4ξ〉
=
∫ (〈∆−it+1/4η, A∆−it−1/4ξ〉+ 〈∆−it−1/4η, A∆−it+1/4ξ〉) f0(t) dt. (3.5)
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Denote by h the generator of ∆it : h := log(∆). Using the spectral decomposition
of h:
h =
∫
µ dE(µ),
one obtains that
〈η, T (I0(A))ξ〉
=
∫
f0(t)
{∫
d2〈E(µ)η, AE(ρ)ξ〉 (e(µ−ρ)/4 + e−(µ−ρ)/4) ei(µ−ρ)t} dt.
The domain restrictions on η and ξ allow interchange of the order of integrations
and one has
〈η, T (I0(A))ξ〉 (3.6)
=
∫
d2〈E(µ)η, AE(ρ)ξ〉 (e(µ−ρ)/4 + e−(µ−ρ)/4) ∫ f0(t)ei(µ−ρ)t dt
=
∫
d2〈E(µ)η, AE(ρ)ξ〉
= 〈η, Aξ〉,
where the first step uses the Fourier relation in (2.5). Thus as a relation between
bilinear forms in D(∆1/4) ∩D(∆−1/4), we have
T (I0(A)) = A.
For any A ∈ L1/4(H), I0(A) ∈ L1/4(H) and T (I0(A)) ∈ L(H). Since D(∆1/4) ∩
D(∆−1/4) is dense in H. the above equality holds as a relation between bounded
operators. It follows from the definitions of T and I0 in (3.3) and (3.4) respectively
that T and I0 commute on L1/4(H). This completes the proof of the lemma. 
We now turn to the proof of Theorem 2.1.
Proof of Theorem 2.1. The proof of the properties (a) and (b) is same as that in
the proof of Theorem 2.1 of [23]. See also the proof of Theorem 2.1 of [8].
We prove that property (c). By the expression of E(η, ξ) in (2.6), E(ξ+, ξ−) can
be written as
E(ξ+, ξ−) = E (1)(ξ+, ξ−) + E (2)(ξ+, ξ−)
= (I(1) + II(1)) + (I(2) + II(2)), (3.7)
where
I(1) =
∫ (〈σt−i/4(x)ξ+, σt−i/4(x)ξ−〉+ 〈σt−i/4(x∗)ξ−, σt−i/4(x∗)ξ+〉) f(t) dt (3.8)
II(1) = −
∫ (〈σt−i/4(x)ξ+, j(σt−i/4(x∗))ξ−〉+ 〈j(σt−i/4(x∗))ξ+, σt−i/4(x)ξ−〉) f(t) dt,
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and I(2) and II(2) are obtained from I(1) and II(1), respectively, replacing x by x∗ in
the above. Here we have used the fact that 〈Jη, Jξ〉 = 〈ξ, η〉 in I(1).
As a consequence of Theorem 4(7) of [5], Mξ+⊥Mξ−, which implies I(1) = 0
and I(2) = 0. Next, we consider II(1). It can be checked that σt−is(x)
∗ = σt+is(x
∗)
and j(σt+is(x)) = σt−is(j(x)) for any x ∈M1/2 and s ∈ [−1/4, 1/4], and so
〈σt−i/4(x)ξ+, j(σt−i/4(x∗))ξ−〉 = 〈ξ+, σt+i/4(x∗j(x∗))ξ−〉,
〈j(σt−i/4(x∗))ξ+, σt−i/4(x)ξ−〉 = 〈ξ+, σt−i/4(xj(x))ξ−〉.
It follows from the definition of II(1) in (3.8) that
II(1) = −
∫
〈ξ+, σt+i/4(x∗j(x∗))ξ−〉f(t) dt
−
∫
〈ξ+, σt−i/4(xj(x))ξ−〉f(t) dt
Replacing x by x∗ in the above, we obtain the expression of II(2). Thus we get
II = II(1) + II(2)
= −
∫
〈ξ+, T (σt(xj(x) + x∗j(x∗))) ξ−〉f(t) dt. (3.9)
We first consider the case for f = f0. From the definition of I0 in (3.4) and
Lemma 3.1, we have
II = −〈ξ+, T (I0(xj(x) + x∗j(x∗)))ξ−〉
= −〈ξ+, (xj(x) + x∗j(x∗))ξ−〉
≤ 0.
Here we have used the fact that Aj(A)ξ− ∈ P for any A ∈M.
Next we consider any admissible function f . For any η, ζ ∈ D(∆1/4)∩D(∆−1/4),
consider the following expression:
B(η, ζ) := −
∫
〈η, T (σt(xj(x) + x∗j(x∗)))ζ〉f(t) dt. (3.10)
Employing the method similar to that used to obtain the first relation of (3.6) from
(3.5), we have
B(η, ζ)
= −
∫
d2〈E(µ)η, (xj(x) + x∗j(x∗))E(ρ)ζ〉(e(µ−ρ)/4 + e−(µ−ρ)/4)
·
∫
f(t)ei(µ−ρ) dt.
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We now use the bound (c) in Definition 2.1 and Cauchy’s integral theorem to con-
clude that
(e(µ−ρ)/4 + e−(µ−ρ)/4)
∫
f(t)ei(µ−ρ) dt
=
∫
(f(t− i/4) + f(t+ i/4)) ei(µ−ρ)t dt,
and so
B(η, ζ)
= −
∫
d2〈E(µ)η, (xj(x) + x∗j(x∗))E(ρ)ζ〉 (f(t− i/4) + f(t+ i/4)) ei(µ−ρ)t dt
= −
∫
〈η, σt(xj(x) + x∗j(x∗))ζ〉 (f(t− i/4) + f(t+ i/4)) dt.
Thus as a relation between bilinear form on D(∆1/4) ∩D(∆−1/4), one has∫
T (σt(xj(x) + x
∗j(x∗)))f(t) dt (3.11)
=
∫
σt(xj(x) + x
∗j(x∗))(f(t+ i/4) + t(t− i/4)) dt.
Since the linear operators in the above are well-defined bounded operators by the
bound (c) and the fact that xj(x)+x∗j(x∗) ∈ L1/4(H) and since D(∆1/4)∩D(∆−1/4)
is dense in H, the relation (3.11) holds as a relation between bounded operators. It
follows from (3.9) and (3.11) that
II = −
∫
〈ξ+, σt(xj(x) + x∗j(x∗))ξ−〉(f(t+ i/4) + t(t− i/4)) dt
≤ 0.
Here we have used the property (c) in the Definition 2.1 and the fact that σt(Aj(A))ξ− =
σt(A)j(σt(A))ξ− ∈ P for any A ∈M. This proved the property (c).
Clearly E(ξ, ξ) ≥ 0, ∀ξ ∈ H. Thus the properties (a), (b) and (c) in (2.1) hold.
Since
(
σ−i/4(B)− j(σ−i/4(B∗))
)
ξ0 = 0 for any B ∈ M1/4, E(ξ, ξ0) = 0 for any
ξ ∈ P. Thus E is a Dirichlet form by Proposition 4.5(b) and Proposition 4.10 (ii) of
[13]. 
4 Proofs of Proposition 2.1 and Theorem 2.2
In this section we prove Proposition 2.1 and Theorem 2.2. We first establish relations
equivalent to (2.13) and (2.16) respectively:
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Lemma 4.1 (a) For a given x ∈M1/4, the relation (2.13) holds if and only if
σi/4(x)Aσ−i/4(x
∗) = σi/4(x
∗)Aσ−i/4(x)
for any A ∈M.
(b) For given {x1, x2, · · · , xn} ⊂ M1/4, the relation (2.16) holds if and only if
n∑
k=1
σi/4(xk)Aσ−i/4(x
∗
k) =
n∑
k=1
σi/4(x
∗
k)Aσ−i/4(xk)
for any A ∈M.
Proof: (a) By acting D−1/4 on the both sides of (2.13), it can be checked that the
condition (2.13) is equivalent to the following condition:
σi/4(x)j(σ−i/4(x)) = σi/4(x
∗)j(σ−i/4(x
∗))
Since j(σ−i/4(B))ξ0 = σ−i/4(B
∗)ξ0 for any B ∈M1/4. one has that for any A ∈M
σi/4(x)j(σ−i/4(x))Aξ0 = σi/4(x)Aσ−i/4(x
∗)ξ0,
σi/4(x
∗)j(σ−i/4(x
∗))Aξ0 = σi/4(x
∗)Aσ−i/4(x)ξ0.
Since Mξ0 is dense, (2.13) holds if and only if
σi/4(x)Aσ−i/4(x
∗)ξ0 = σi/4(x
∗)Aσ−i/4(x)ξ0.
for any A ∈M. Since ξ0 is a separating vector, we proved (a).
(b) If one replaces x and xk and sums over k from 1 to n in the above, the proof
of the part (b) follows from that of the part (a). 
We now turn to the proof of Proposition 2.1. Recall the definitions of the linear
maps D1/4, D−1/4, T, S and I0 on L(H) defined as in (3.1) - (3.4).
Proof of Proposition 2.1. Notice that for any y ∈M1/2 and A ∈ L1/2(H) equalities
∆1/2Aξ0 = σ−i/2(A)ξ0, (4.1)
yξ0 = J∆
1/2y∗ξ0 = j(σ−i/2(y
∗))ξ0
hold. Let L be given as in (2.10). A direct computation yields
∆1/4L(A)ξ0 = ∆
1/4(y∗y − 2y∗j(σ−i/2(y∗)) + j(σ−i/2(y∗y)))Aξ0
+∆1/4(iQ− ij(σ−i/2(Q)))Aξ0
= D1/4(y
∗y − 2y∗j(σ−i/2(y∗))− j(σ−i/2(y∗y)))σ−i/4(A)ξ0
+i
(
D1/4(Q)−D1/4(j(σ−i/2(Q)))
)
σ−i/4(A)ξ0
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Thus it follows from (2.12) and the above relation that
H = D1/4(y
∗y − 2y∗j(σ−i/2(y∗))− j(σ−i/2(y∗y)))
+iD1/4(Q)− iD1/4(j(σ−i/2(Q))).
Since D1/4(j(σ−i/2(B))) = D−1/4(j(B)) for any B ∈M1/2, H can be written as
H = D1/4(y
∗y)− 2σ−i/4(y∗)j(σ−i/4(y∗)) +D−1/4(j(y∗y)) (4.2)
+iD1/4(Q)− iD−1/4(j(Q)).
Since (D±1/4(B))
∗ = D∓1/4(B
∗) for any B ∈ L1/2(H), one has
H∗ = D−1/4(y
∗y)− 2σi/4(y)j(σi/4(y)) +D1/4(j(y∗y)) (4.3)
−iD−1/4(Q) + iD1/4(j(Q)).
Thus H = H∗ if and only if
iT (Q)− iT (j(Q)) (4.4)
= −S(y∗y) + 2σ−i/4(y∗)j(σ−i/4(y∗))− 2σi/4(y)j(σi/4(y)) + S(j(y∗y)).
If the relation (2.13) holds, H is self-adjoint if and only if
iT (Q)− iT (j(Q)) = −S(y∗y) + S(j(y∗y)),
and so by Lemma 3.1,
Q− j(Q) = iI0S(y∗y)− iI0S(j(y∗y))
= I0(iS(y
∗y))− j(I0(iS(y∗y))).
Here we have used the fact S(j(y∗y)) = −j(S(y∗y)). Thus Q can be written as
Q = iI0(S(y
∗y)) +Qc (4.5)
for some Qc ∈ Z(M), where Z(M) =M∩M′. Since Qc has no contributions in L
and H , we take Qc = 0. By setting x := σi/4(y) (y = σ−i/4(x)), the expression of Q
in (2.14) (Qc = 0) equals that in (4.5).
Next, we substitute (4.5) into (4.2) to obtain
H = D1/4(y
∗y)− 2σ−i/4(y∗)j(σ−i/4(y∗)) +D−1/4(j(y∗y))
−D1/4(I0(S(y∗y))−D−1/4(j(I0(S(y∗y))).
We use Lemma 3.1 and the fact that I0S = SI0 on L1/4(H) to conclude that
H = D1/4T (I0(y
∗y))− 2σ−i/4(y∗)j(σ−i/4(y∗)) +D−1/4T (I0(j(y∗y)))
−D1/4S(I0(y∗y)) +D−1/4S(I0(j(y∗y)))
= 2I0(y
∗y)− 2T (I0(σ−i/4(y∗)j(σ−i/4(y∗))) + 2I0(j(y∗y)). (4.6)
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Setting y = σ−i/4(x) and use (2.13). we get
TI0(σ−i/4(y
∗)j(σ−i/4(y
∗)) = I0((D1/4 +D−1/4)x
∗j(x∗))
= I0(D−1/4(x
∗j(x∗))) + I0(D1/4(xj(x)))
= I0(σ−i/4(x)
∗j(σ−i/4(x
∗))) + I0(σ−i/4(x)j((σ−i/4(x
∗))∗). (4.7)
It follows from that Lemma 4.1 (a) that
2y∗y = σ−i/4(x)
∗σ−i/4(x) + σ−i/4(x
∗)∗σ−i/4(x
∗). (4.8)
We now substitute the equalities in (4.7) and (4.8) into (4.6) to conclude that
H = I0
([
σ−i/4(x)− j(σ−i/4(x∗))
]∗ [
σ−i/4(x)− j(σ−i/4(x∗))
])
(4.9)
+I0
([
σ−i/4(x
∗)− j(σ−i/4(x))
]∗ [
σ−i/4(x
∗)− j(σ−i/4(x))
])
.
By the definition of I0 in (3.4), the expression of H in (4.9) equals that in (2.7) with
f = f0. This proved Proposition 2.1 completely. 
Proof of Theorem 2.2. It is clear that Theorem 2.2 can be proved by the method
used in the proof of Proposition 2.1. More precisely, if one replaces y by yk and x and
xk, respectively, in every expression containing y and x in the proof of Proposition
2.1 and sums over k from 1 to n, and uses (2.16) and Lemma 4.1 (b) instead of
(2.13) and Lemma 4.1 (a) respectively, then the proof of Theorem 2.2 follows from
that of Proposition 2.1. .
5 Discussion
We have seen that the conditions (2.16) and (2.17) are sufficient conditions such that
the operator H induced by the Lindblad type map L given as (2.15) is self-adjoint
and the seif-adjoint operator H can be expressed as sum of Dirichlet operators given
by (2.7) with f = f0. We would like to give a brief discussion on the necessary and
sufficient condition for self-adjointness of H and also on the map L onM associated
to an Dirichlet operator (2.7) for a general admissible function f .
Let L be given as (2.10) and let H be the operator on H defined by (2.12). The
necessary and sufficient condition for the self-adjointness of H is given by (4.4) :
iT (Q)− iT (j(Q)) (5.1)
= −S(y∗y) + S(j(y∗y)) + 2σ−i/4(y∗)j(σ−i/4(y∗))− 2σi/4(y)j(σi/4(y)).
From the above relation, one has to express D1/4(Q) − D−1/4(j(Q)) in terms of y
and y∗, and substitute it into (4.2). In general case, we are not able to estimate Q
from (5.1) directly. Thus we have assumed the property (2.13) to estimate Q from
(5.1).
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If the state ω onM defined by ω(A) := 〈ξ0, Aξ0〉 is tracial, i.e., ω(AB) = ω(BA),
∀A,B ∈M, then ∆ = 1 and the relation (5.1) becomes
iQ− ij(Q) = y∗j(y∗)− yj(y).
The above relation is equivalent to
i[Q,A] = y∗Ay − yAy∗, ∀A ∈M. (5.2)
We substitute (5.2) into(2.10) and use (5.2) again with A = 1. Then the map L
given in (2.10) can be written as
L(A) =
1
2
{y∗yA− 2y∗Ay + Ay∗y}+ 1
2
{yy∗A− 2yAy∗ + Ayy∗}
If one replace y by yk in the above argument and sums over k, one can see that the
Lindblad type generator (2.15) is symmetric if and only if L can be written as
L(A) =
1
2
n∑
k=1
{y∗kykA− 2y∗kAyk + Ay∗kyk}
+
1
2
n∑
k=1
{yky∗kA− 2ykAy∗k + Ayky∗k}, A ∈ M.
Notice that the condition (2.16) and (2.17) in Theorem 2.2 are satisfied automatically
for the map L in the above. Thus if ξ0 defines a tracial state, the condition (2.16) and
the condition (2.17) (Q = 0) are also necessary conditions for the map L in (2.15)
to be symmetric, or equivalently the operator H induced by L to be self-adjoint.
Next, consider a Dirichlet operator (2.7) for a given x ∈M1/2 and an admissible
function f in the sense of Definition 2.1. Let L :M→M be the map given by
L(A) = L(1)(A) + L(2)(A), (5.3)
where
L(1)(A) =
1
2
∫ {
σt+i/4(x
∗)σt−i/4(x
∗)A− 2σt+i/4(x∗)Aσt−i/4(x)
+Aσt+i/4(x
∗)σt−i/4(x)
}
(f(t− i/4) + f(t+ i/4)) dt
+
i
2
[Q(1), A], (5.4)
Q(1)(A) := i
∫ {
σt(x
∗)σt−i/2(x)− σt+i/2(x∗)σt(x)
}
f(t) dt,
and L(2)(A) is defined as L(1)(A) replacing x by x∗. Using the fact that for any
A ∈ L1/4(H)
T
(∫
σt(A)f(t) dt
)
=
∫
σt(A) (f(t− i/4) + f(t+ i/4)) dt,
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and the method in the proof of Proposition 2.1, one can show that L in (5.3) and
H in (2.7) is related by (2.12). We leave the detailed proof to the reader.
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