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SUMMARY 
The objective of this work is to determine the effectiveness of a 
deterministic inventory model in representing and solving an inventory 
system with stochastic elements. A deterministic model with infinite 
resupply rate in which backorders are allowed was compared with two sto­
chastic models: the stochastic lot size reorder point model in which a 
transaction reporting system must be used and the stochastic fixed cycle 
model in which periodic review may be used. 
To measure the effectiveness of the deterministic model a variable 
called Percent Deviation was defined. This variable determines the per­
cent cost increase incurred when the deterministic policy is used to 
operate the stochastic system instead of the optimal stochastic policy. 
Two computer programs for the UNIVAC 1108 written in Fortran V 
were prepared to perform the necessary calculations. Also a discussion 
of the effects of the cost of operating the policies is presented. 
From the results of the analysis it can be concluded that the 
deterministic policy will, in many cases, be a very good approximation to 
use to operate a given stochastic inventory system even though the assump­




Regardless of how small an enterprise is, it will always have to 
maintain some type of items in inventory such as finished goods, work in 
process, raw materials, etc. This might be due to any of the following: 
variation of demand rate during the year, the necessity for buffer stock 
to absorb variations of production rate, changes in prices of raw material 
at different periods of time, or other factors. Thus, every manager in 
one way or another will be involved with inventory problems. Because of 
this, in recent years inventory theory has been extensively studied. 
Also, as Hadley and Whitin (12) point out, inventory models have been 
studied by an increasing number of investigators just because they present 
interesting mathematical problems. 
When establishing an inventory policy two questions must be answered: 
when to order and how much to order. Once the policy has been established 
there remains the task of controlling the inventory system. Since the 
initial developments of inventory theory in 1915 when the Economical 
Order Quantity (EOQ) formula was developed by F. W. Harris to our days, 
much has been done in developing it. Today, inventory theory provides in­
ventory managers with a great number of models for solving inventory sys­
tems, each of which is directed toward a specific situation. As the 
models represent more accurately real life situations, they become more 
difficult to solve, implement, and operate. Some models require the use 
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of high speed computers and highly trained personnel with mathematical 
backgrounds to be solved. Even the task of selecting the model that 
would give the most economical policy to solve the inventory system is 
not an easy one. 
For these reasons many small companies do not use any of the avail­
able inventory models to solve their inventory problems. As stated by 
Whitin ( 3 5 ) a great percentage of the largest companies in the United 
States do not use any form of operation analysis in controlling their 
inventories. Instead, intuition, based on experience, is used to select 
their inventory policies. 
No matter what method a manager uses to control his inventories, 
he must previously determine some characteristics of the system such as 
demand pattern, cost parameters, lead times, etc. Provided that these 
characteristics are determined, he must then select the model that will 
give him the most economical policy to solve his inventory system. This 
work is intended to give some aid in this selection process. 
Purpose of the Research 
The objective of this work is to determine the conditions under 
which a deterministic inventory policy would be a good approximation to 
use for solving an inventory system with stochastic parameters. 
In most real world problems the inventory manager deals with sys­
tems which involve stochastic demands and/or stochastic procurement lead 
times. Even though the deterministic models were developed for a situa­
tion in which these parameters were deterministic, they still may be ap­
plicable in situations which differ from the ideal one. 
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It will be shown that even if complex stochastic models represent 
the system more accurately, the cost reduction gained by their use may 
not be enough to make them the most economical ones. This is because an 
additional cost for operating the system is incurred when a stochastic 
model is used, which is not incurred when a deterministic model is used. 
In general this cost is not included in determining the optimal stochas­
tic policy, but must be considered whenever a comparison between policies 
is made. 
Literature Review 
Even though the literature on inventory theory is vast, not many 
comparisons between models were found. In general the comparisons found 
were between deterministic models in deterministic situations or stochas­
tic models in stochastic situations. Several works that deal with deter­
ministic situations will be presented first. 
A comparison that has been studied by several authors is the one 
between the EOQ approach versus the Wagner-Whitin (w-w) dynamic formula­
tions in the case of deterministic situations. Kaiman (18,19,20) attempts 
to demonstrate that the w-w formulation will give a more economical oper­
ation of inventory systems but finally concludes that each formulation 
is suited for a particular demand pattern. He also gives criteria for 
when to switch from one formulation to the other. 
On the same subject Tuite and Anderson (33) claimed that the com­
parison done by Kaiman had errors in it. They argue that in the w-w 
formulation Kaiman did not consider the holding cost for the "period of 
use." They conclude as Kaiman that both methods are suited for extreme 
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cases and also that the w-w formulation effectiveness depends on the 
length of the time period chosen. 
Silver and Meal (29) developed a modification of the simple Wilson 
formula so that it could take into account variations of the demand rate. 
They compared their formulation with the EOQ and w-w methods and conclude 
that their formulation will give significant cost reduction as compared 
to the two other formulations. 
Gorestein (11) shows that the EOQ and w-w are not comparable. He 
studies and compares the papers of Kaiman, Tuite and Anderson, and Silver 
and Meal, He concludes that both formulations, in a sense, are not com­
parable. Each is valid if the assumptions on which they were developed 
hold. 
Eilon and Elmaleh (8) compared the performance of five inventory 
control models under stochastic demand patterns. The five models compared 
were: i) the (R,r) model or two bin policy; ii) the (R,T) model or fixed 
cycle periodic review model; iii) the (Q,T) model which is exactly as the 
(R,T) model but instead of ordering up to a level R, a fixed quantity Q 
is ordered every T units of time; iv) the (r,R,T) model where a review 
takes place every T units of time and an order is placed to bring the in­
ventory position up to R. However, if the inventory position was pre­
viously less than the reorder point, an order is placed to bring it up to 
R.; v) the (r,Q,T) is the same as the previous (iv) but here a fixed 
quantity Q is ordered every time a replenishment is made. Eilon and 
Elmaleh compared the five models under different demand distributions and 
with normally distributed lead times where backorders were allowed. They 
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conclude that the best policy was the (r,R,T) with respect to average 
stock level, total cost incurred, and other factors which were compared. 
Hadley and Whitin (12) present and discuss several relevant char­
acteristics of the models being studied in their book. They also compare 
periodic review and transaction reporting systems. They conclude that 
no general statement can be made as to whether one of the two pure inven­
tory control systems is preferred. 
Gallegher (10) made a comparison of two periodic review inventory 
models, the (R,T) and the (nQ,r,T). He assumes that demands are generated 
by a Poisson or Stuttering Poisson Process, backorders are allowed, and 
lead times are constant. He concludes that the (R,T) model has a greater 
applicability than seems possible at first glance. Also he concludes 
that, if the probability of placing an order at every review is high and 
the ordering cost is lower than the review cost, the (R,T) model should 
be preferred over the (nQ,r,T) model. 
Newberry (26) compares four stochastic inventory models. He con­
siders demand and lead time as random variables and the process generating 
them does not change over time. The models compared were the (Q,r), 
(R,T), (R,r), and (r,R,T). He uses as measures of effectiveness the 
probability of or more shortages, the expected number of shortages, and 
several others. He presents a procedure to compare these models for any 
particular situation and recommends possible new studies. 
Zimmermann (37) compares the two main inventory control systems; 
that is, transaction reporting and periodic review. He concludes after 
an analytic comparison that in practice no pure system can be considered 
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optimal. Transaction reporting will be more appropriate when: i) the 
number of transactions is low compared to annual usage, ii) the cost of 
processing a transaction is very low compared to the ordering cost, iii) 
high price per item, iv) high carrying charge, v) highly variable demand 
pattern, and vi) high protection against stockout is needed. 
Besides these types of comparisons, a great number of articles 
have been written on the effects that cost structure, different demand 
distributions, and other factors have on the models. 
Foster, Rosenhead, and Siskind (9) studied the effect that differ­
ent types of demand distributions had on the (R,T) model. They con­
sidered the case in which all unsatisfied demand was lost. In their 
comparison they used the Poisson, Stuttering Poisson, and Gamma distri­
butions. They concluded that the demand type had a sizeable effect on 
the optimal policy obtained from solving the model. 
Sinha and Gupta (31) studied the sensitivity of the inventory 
models to the form of the cost function for surplus and shortages and 
also to different types of demand distributions. They conclude that the 
models are sensitive to the dimensions and form of the cost functions and 
parameters and also to the demand distribution being used. 
In Chapter II of this work a description of the models used in the 
study is presented. Chapter III deals with the solution procedure and 
Chapters IV and V present the results and conclusions of the study. 
7 
CHAPTER II 
MODELS USED IN STUDY 
As stated previously, the purpose of this work is to compare the 
performance of stochastic and deterministic inventory models in approxi­
mating stochastic inventory systems. The comparison will be based on 
the economic tradeoffs that are involved when either one of the two types 
of models is applied to solve a stochastic situation. The characteris­
tics of the inventory system assumed for the study are: 
1. The number of demands for a given period is normally dis­
tributed. 
2. The process generating demands does not change over time. 
3 . The procurement lead time is constant. 
4 . All variables can be treated as continuous. 
5 . The system stocks a single item in a single location. 
6 . The item never becomes obsolete. 
7 . All unsatisfied demands will be backordered. 
8 . The system has infinite resupply rate. 
A deterministic inventory model with infinite rate of resupply 
which allows backorders was compared with two stochastic models. The two 
models are the stochastic lot size reorder point model that will be called 
the (Q,r) model and the stochastic fixed cycle model that will be called 
the (R,T) model. The (Q,r) model was chosen because it requires the use 
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OF TRANSACTION REPORTING AND THE (R,T) MODEL BECAUSE IT IS THE MOST WIDELY 
USED OPERATING DOCTRINE FOR PERIODIC REVIEW SYSTEMS. 
THE MODELS AND SOLUTION PROCEDURES WERE SELECTED FROM THE ONES PRE­
SENTED BY HADLEY AND WHITIN (12). 
DETERMINISTIC MODEL 
FOR THIS STUDY THE DETERMINISTIC MODEL WITH INFINITE RATE OF RE-
SUPPLY AND WHERE BACKORDERS ARE ALLOWED WAS USED. THIS MODEL IS COMMONLY 
KNOWN AND CAN BE FOUND IN MOST BOOKS THAT DEAL WITH INVENTORY THEORY. A 
DETAILED PRESENTATION OF THE DEVELOPMENT OF THE MODEL WILL NOT BE GIVEN 
HERE. FOR A DETAILED DEVELOPMENT OF THE MODEL THE READER MAY REFER TO 
HADLEY AND WHITIN (12). 
FIGURE 1 SHOWS A GRAPHICAL ILLUSTRATION OF THE SYSTEM WHERE Q IS 
THE FIXED REORDER QUANTITY, S IS THE ALLOWED NUMBER OF BACKORDERS, T IS 
THE CYCLE TIME, T^ IS THE TIME THE SYSTEM HAS ITEMS IN STOCK, T2 IS THE 
TIME THE SYSTEM IS OUT OF STOCK, T IS THE PROCUREMENT LEAD TIME, AND R IS 
THE REORDER POINT BASED ON THE INVENTORY POSITION. 
THE ASSUMPTIONS ON WHICH THE MODEL WAS DEVELOPED ARE: 
1. DEMAND IS DETERMINISTIC, CONSTANT, AND EQUAL TO \ UNITS PER 
YEAR. 
2. THE PROCUREMENT LEAD TIME IS CONSTANT AND EQUAL TO T YEARS. 
3 . IN DETERMINING THE OPTIMAL DETERMINISTIC POLICY THE COST OF 
OPERATING THE INVENTORY SYSTEM WILL NOT BE CONSIDERED BECAUSE THE OPTIMAL 
POLICY IS INDEPENDENT OF THIS COST. 
4 . THE COST OF EACH ITEM IS CONSTANT, EQUAL TO C DOLLARS PER UNIT, 
AND INDEPENDENT OF THE QUANTITY ORDERED AND THE REORDER RULE. 
Figure 1. Graph of Deterministic Policy 
1 0 
5 . THE INVENTORY CARRYING CHARGE I S CONSTANT AND EQUAL TO I 
DOLLARS PER DOLLAR-YEAR INVESTED I N INVENTORY. 
6 . THE COST OF A BACKORDER HAS THE FORM T T - h T t WHERE n I S THE COST 
I N DOLLARS PER UNIT BACKORDERED AND fr I S THE COST IN DOLLARS PER UNIT 
YEAR OF BACKORDER. 
7 . THE COST OF PLACING AN ORDER I S CONSTANT, INDEPENDENT OF THE 
QUANTITY ORDERED, AND EQUAL TO A DOLLARS PER ORDER. 
8 . THE REORDER QUANTITY WILL BE ALWAYS Q U N I T S . 
9 . THE NUMBER OF BACKORDERS ON HAND WHEN THE PROCUREMENT ARRIVES 
WILL BE S U N I T S . S WILL ALWAYS BE LESS THAN Q . 
1 0 . THE REORDER POINT R WILL BE GIVEN IN TERMS OF THE ON HAND 
PLUS ON ORDER QUANTITY, I . E . , THE INVENTORY P O S I T I O N . 
BASED ON THESE ASSUMPTIONS AND ON THE CHARACTERISTICS OF THE INVEN­
TORY SYSTEM, THE MODEL I S USED TO FIND AN OPTIMAL DETERMINISTIC P O L I C Y . 
TO DETERMINE THIS P O L I C Y THE PARTIAL D E R I V A T I V E S WITH RESPECT TO Q AND S 
OF THE ANNUAL TOTAL COST EQUATION ARE FOUND AND SET EQUAL TO ZERO. THEN 
BOTH EQUATIONS ARE SOLVED I N TERMS OF S AND THE FOLLOWING EQUATION I S 
DEVELOPED TO DETERMINE THE OPTIMAL P O L I C Y . 
S 2 ( T T I C - T T 2 ) + 2XTTTTS - ( T T \ ) 2 - 2 X A I C = 0 ( 1 ) 
WHERE ALL THE TERMS ARE AS PREVIOUSLY DEFINED. S P E C I A L CASES MAY A R I S E 
DEPENDING ON THE STRUCTURE OF THE BACKORDER C O S T . 
CASE I 
I F fr = 0 AND I F n ^ 0 THEN EQUATION ( 1 ) REDUCES TO 
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&AIC (2) 
The right side of equation (2) is the total annual cost for the determin­
istic case where backorders are not allowed. This cost will be called 
KW. In general, equation (2) will not hold and so no value of S in the 
interval 0 < S < oo will solve equation (1). That is, the optimal number 
of backorders for the inventory system will be on the boundaries of the 
interval. To find which is the optimal value of S we compare TTA. with KW. 
If TTA. is greater than KW, then the optimal value of S is S* = 0, and the 
optimal Q will be given by 
This value of Q is the optimal reorder quantity for the deterministic 
case where backorders are not allowed. It is known in literature as 
Wilson lot size, Q.W. For this case the optimal total annual cost will 
be KW. In the case that TTA. is less than KW, the optimal value of S is 
S* = oo and then no inventory system exists because it will be cheaper to 
have all demands backordered than to operate the inventory system. 
When equation (2) holds any value of S in the interval 0 < S < oo 
will solve the system. The proof of this property is shown in Appendix 
I. The value of the optimal Q will depend on the value of S chosen and 
will be given by 
Q* = 2XA IC ( 3 ) 
( 4 ) 
and the total annual cost will be again KW. 
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Case II 
If TT 7̂  0 and TT = 0, the model gives as the optimal values of S and 
S* = 2XAIC KW 
"(TT + IC) jf TT (TT + IC)' ( 5 ) 
ic QW (6 ) 
In this case unless TT = 00, S will always be greater than zero. Thus for 
normal operating conditions it will always be optimal to incur some back-
orders. The annual total cost is given by 
(7) 
Case III 
If TT and TT are different than zero, the solution to equation (1) 
will give as the optimum number of backorders 
- TTX 
S* = 
+ \l (2XAIC) (l + r£) - ~ Oar) 
\ TT / TT (8 ) 
(TT + IC) 
and for the optimum reorder quantity 
TT + IC 1/ 2XA (TT\) 
TT IC IC(IC + TT) (9) 
In the event that the value of S obtained from (8 ) is negative, 
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then S* is made equal to zero. Equation (9) holds only if S* is greater 
than zero; otherwise Q* will be QW and the total annual cost will be KW. 
If the value of S* was greater than zero, then the total annual cost will 
be given by equation (7). 
For all cases the reorder point r given in ;terms of the inventory 
position, is given by 
r = |j, - S (10) 
where |i is the deterministic lead time demand calculated by 
|i = T X X (11) 
where T is the procurement lead time. The value of the reorder point may 
be negative. 
Stochastic Lot Size Reorder Point Model 
The development of the model and solution procedure is due to 
Hadley and Whitin (12). Figure 2 gives a graphical representation of the 
model where Q is the fixed reorder quantity, r is the optimal reorder 
point based on the inventory position, and T is the constant procurement 
lead time. 
The assumptions of the model are: 
1. Demands are normally distributed random variable with a mean 
of A. units per year. The process generating demands does not change with 
time. 
2. Transaction reporting will be used to control the system. 
3. Demands at different periods of time are independent random 
tInventory Position 
Figure 2. Graph of Stochastic (Q,r) Policy 
15 
variables. 
4. The variance of the demand distribution will be considered to 
be independent of the rest of the parameters of the system. 
5. One unit will be demanded every time a demand occurs. 
The rest of the assumptions of the deterministic model regarding 
the parameters and cost structure will hold for this case. Based on these 
assumptions and the characteristics of the situation being modeled, the 
exact formulation model determines the following formulas to calculate 
the optimal policy. 
The expected number of backorders incurred per year is 
E(Q,r) = | [OF(r) + QF(r+Q)] (12) 
where 
«<v) = °</> (y-^Ji) - (v - n,)* (2-^) (13) 
where 0(X) is the probability density function of a standard normal random 
variable X and $(X) is the complementary cumulative distribution function 
of the same random variable. Also, u. will be the expected lead time de­
mand and a will be the standard deviation of the demand during lead time. 
The expected unit-years of backorder will be given by 
B(Q,r) = ± [p(r) - P(r+Q)] (14) 
where 
P(v) = \ [a2 + (v-„)2] . | (3Ut) . | (v-,0 0 (2at) (15) 
16 
Finally, the expected on-hand inventory will be given by 
D(Q,r) Q 2 r - p, + B(Q,r) (16) 
where all the terms are as defined previously. 
Because an order is placed after every Q demands have occurred and 
X is the mean demand rate per year, the number of orders placed by year 
As pointed out by Hadley and Whitin (12), this cost expression is 
not convex due to the terms o/(r+Q) and |3 (r+Q) of equations (12) and (14). 
These terms will be significant only if there exists a positive probabil­
ity that lead time demand will be bigger than Q+r. In this case the re­
order quantity would not be sufficient to remove all the backorders. In 
practice, this would only be optimal if the backorder costs were neg­
ligible, but this in general is not true. So, in practice these terms 
can be deleted and then the expected total annual cost is convex. Under 
this assumption, the following expressions can be solved simultaneously 
to find the optimal policy 
wi ill be A./Q. Combining all terms of the expected total cost annual cost 
gives K = jr A + IC D(Q,r) + nE(Q,r) + frB(Q,r) (17) 
2X [ A+TT(y (r) ] + 2(TT+IC) p (r) (18) IC 
(19) 
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This will be the case used for this study. To find the optimal 
policy an iterative procedure will be used. First Q is set equal to the 
value of QW found from the deterministic part and substituted into equa­
tion (19). The value of r that satisfies this equation is determined; 
call it r^. Substitution of r^ into equation (18) gives a new value of 
Q; call it Q^. With this new value and equation (19) a new value of r is 
found. This procedure is continued until no change in Q or r is obtained. 
This method has been proven to converge very rapidly as stated by Hadley 
and Whitin (12) and is suitable for programming on a digital computer. 
Stochastic Fixed Cycle, Periodic Review Model 
Again only a discussion of the model assumptions and solution pro­
cedures will be presented. The detailed development of the model is pre­
sented by Hadley and Whitin (12). Figure 3 gives a graphical representa­
tion of the system where T is the fixed interview time, T is the fixed 
procurement lead time, and R is the "order up to" level given in terms 
of the inventory position. 
The assumptions of the model are: 
1. The number of demands is a normally distributed random vari­
able with a mean of X units per year. The process generating demands 
does not change with time. 
2. The cost of making a review is J dollars per review and it is 
independent of the optimal policy. 
3. An order is placed at every review and enough quantity is 
ordered to bring the inventory position up to a level R. 
Figure 3 . Graph of Stochastic (R,T) Policy 
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4 . A review will be made every T years. This value is called 
interview time. 
5. The "order up to" level, R, is given in terms of the inventory 
position. 
6 . For an interval of time, t, the mean of the normal distribution 
will be At and the standard deviation will be /Dt'. 
7. Demands in different periods of time are independent random 
variables. 
The assumptions on the cost structure and lead time remain the same 
as in the previous two models. With these model assumptions and the 
characteristics of the inventory system, the model uses the following 
formulas for each of the relevant terms of the policy. 
The expected number of backorders per year is given by 
E(R,T) = ± 1 { ^ T ? • 0 - [R-X(T + T )] , 




where $(X) is the probability density function of a standard normal random 
variable X and $(X) will be the complementary cumulative distribution 
function of the same variable. 
The expected unit years of backorder will be given by 
B(R,T) = i [U(R,T+T) - U(R,T)] (21) 
2 0 
W H E R E U ( R , T ) I S G I V E N B Y 
U ( R , T ) = 
2 4 2 
D r - 2 \ • 
4 X A. X J D R 2 X 
1 
+ 2 
N L / 2 3 / 2 D 3 / 2 T L / 2 |FD? R D T - n - : 
X J 
R - X T 
( 2 2 ) 
D 2 X R / D / R + X T 
4 , 3
 6 V M 
F O R T H I S S T U D Y T H E V A L U E O F D W I L L B E A S S U M E D E Q U A L T O X . S U B S T I ­
T U T I O N O F D F O R X I N E Q U A T I O N S ( 2 0 ) A N D ( 2 2 ) G I V E S 
- ^ 0 ( M L ) + ( R - , T ) . ( M X ) } 
( 2 3 ) 
A N D 
U ( R , T ) = ( 1 - 2 X 2 T 2 + 2 R ( L - 2 X T ) + 2 R 2 ) § ( 2 4 ) 
T H E E X P E C T E D U N I T Y E A R S O F S T O R A G E W I L L B E G I V E N B Y 
X T 
D ( R , T ) = R - - U. + B ( R , T ) ( 2 5 ) 
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WHERE U, IS THE EXPECTED LEAD TIME DEMAND. 
THE COST OF ORDERING WILL BE A/T BECAUSE THERE WILL BE L/T ORDERS 
PLACED PER YEAR. ALSO THE REVIEW COST WILL BE J/T FOR THE SAME REASON. 
BECAUSE AN ORDER IS PLACED AT EVERY REVIEW THESE TWO COSTS CAN BE COM­
BINED INTO A SINGLE COST L. SO L WILL BE A+J, AND THE TOTAL ANNUAL COST 
FOR ORDERING AND REVIEWS WILL BE L/T. COMBINING ALL THE TERMS FOR THE 
TOTAL ANNUAL COST GIVES 
K = | + IĈ R-U, - ^p) + TTE(R,T) + (IC+FR) B(R,T) (26) 
TO SOLVE THIS MODEL THE METHOD FOLLOWED WAS TO DETERMINE THE OP­
TIMUM VALUES OF R FOR VARIOUS VALUES OF T. THE TOTAL COST WAS COMPUTED 
FOR EACH COMBINATION OF R AND T, AND THEN THE OPTIMAL POLICY WAS THE ONE 
WITH THE MINIMUM TOTAL COST. 
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CHAPTER I I I 
= T C S 2 - T C S 1 
R T C S 1 K N 
WHERE T C S 1 I S THE EXPECTED ANNUAL TOTAL COST I F THE SYSTEM I S OPERATED 
USING THE STOCHASTIC POLICY AND T C S 2 I S THE EXPECTED TOTAL COST I F THE 
SOLUTION PROCEDURE 
TWO FORTRAN V COMPUTER PROGRAMS WERE WRITTEN TO PERFORM THE 
NECESSARY CALCULATIONS TO DO THE COMPARISON BETWEEN THE DETERMINISTIC 
INVENTORY MODELS AND THE TWO STOCHASTIC MODELS. FOR CONVENIENCE THE 
PROGRAM FOR THE COMPARISON BETWEEN THE DETERMINISTIC MODEL AND THE ( Q , R ) 
MODEL WILL BE CALLED THE M Q PROGRAM" AND THE ONE FOR THE COMPARISON B E ­
TWEEN THE DETERMINISTIC MODEL AND THE ( R , T ) MODEL WILL BE CALLED THE 
M R PROGRAM." EACH OF THESE PROGRAMS I S DIVIDED INTO THREE P A R T S . THE 
F I R S T PART COMPUTES THE DETERMINISTIC P O L I C Y , THE SECOND PART COMPUTES 
THE STOCHASTIC POLICY ACCORDING TO THE PROCEDURE OUTLINED IN THE PREVIOUS 
CHAPTER, AND THE LAST ONE PERFORMS THE COMPARISON BETWEEN THE TWO P O L I ­
C I E S . 
TO MEASURE THE EFFECTIVENESS OF THE DETERMINISTIC MODEL IN APPROX­
IMATING THE STOCHASTIC SYSTEM, A VARIABLE CALLED PERCENT D E V I A T I O N , P D , 
WAS DEFINED. T H I S VARIABLE GIVES THE PERCENT COST INCREASE THAT I S I N ­
CURRED WHEN THE DETERMINISTIC POLICY I S USED TO OPERATE THE STOCHASTIC 
SYSTEM INSTEAD OF THE STOCHASTIC P O L I C Y . I T I S DEFINED AS 
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system is operated using the deterministic policy. 
The value of this variable was determined for all the combinations 
of the parameters at the extreme values of their ranges. This was done 
to indicate which of the parameters of the systems and their two way 
interactions were important in the analysis. Their corresponding sums of 
square terms were determined and the terms that made the largest contri­
bution to the total sums of squares were chosen for further study. Addi­
tional runs were made for the important terms to study the sensitivity of 
the PD to changes in their values. 
When a deterministic policy is being used it is not necessary to 
use any special type of system to control the inventory levels as is re­
quired when a stochastic policy is used. The deterministic policy orders 
a certain amount at fixed points in time, because it assumes that the in­
ventory levels are known exactly at every point of time. When a stochas­
tic policy is used some type of control system is required to make avail­
able to the decision maker the state of the system. This in turn creates 
the additional cost of operating the system which is not incurred with the 
deterministic policy. Of course, no matter what type of policy is used 
physical counts of the inventories will have to be done occasionally to 
up date the records and eliminate errors due to spoilage, breakage, and 
other losses of inventory items. This additional cost is the difference 
in operational cost incurred when a stochastic model is used to represent 
the stochastic system. A sample run was made with an arbitrary value of 
this operating cost to study the sensitivity of the PD to this cost. 
A detailed solution procedure for each one of the two comparisons 
made will now be given. 
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Q Program 
This program performs the necessary calculations to do the compari­
son between the deterministic model with infinite rate of resupply where 
backorders are allowed with the stochastic lot size reorder point model 
with infinite rate of resupply. The first segment of the program reads 
the parameters of each item and finds the optimal Wilson lot size, QW, 
and total cost for this policy, TCW. It then determines which case of the 
possible combinations of the values of it and TT each item has so that 
the appropriate solution procedure to obtain the optimal policy can be 
used. Next the optimal deterministic policy is determined for each item. 
The flow chart for this segment is given in Figure 4. 
The second part of this program finds the optimal stochastic policy 
for each item, subject to the accuracy of the numerical procedures used. 
Here the iterative procedure recommended by Hadley and Whitin (12) is fol­
lowed. To start the search the value of Q is made equal to QW, which is 
available from the first segment of the program. This value is substi­
tuted into equation (19) to find a value of r; the following search pro­
cedure is used. The value of r is set equal to the deterministic lead 
time demand. The value of the right hand side of equation (19) is then 
computed and compared with the left hand side which is independent of 
r. For this particular value of r the right hand side which will be 
called B, will always be greater than the left hand side which will be 
called F. The value of B will decrease as r increases and F will remain 
constant. Then r is increased by increments of a unit until B becomes 
less than F. The value of r for which the change occurred is reduced by 
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Figure 4. Flow Chart of First Segment of Q Program 
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ONE INCREMENT AND THE INCREMENT IS ALSO REDUCED AND THE CYCLE IS REPEATED 
UNTIL THE INCREMENTS ON R ARE REDUCED TO 0.01 AND B AGAIN BECOMES LESS 
THAN F. THIS VALUE OF R IS THEN SUBSTITUTED INTO EQUATION (18) AND A NEW 
VALUE OF Q IS OBTAINED. THIS VALUE IS COMPARED WITH THE PREVIOUS VALUE OF 
Q AND IF THEY DIFFER BY LESS THAN 0.01 THE SEARCH IS STOPPED. THESE LAST 
VALUES OF Q AND R WILL BE APPROXIMATELY THE OPTIMUM STOCHASTIC POLICY. 
OTHERWISE, THE PROGRAM USES THE LAST VALUE OF Q TO RESTART THE CYCLE. 
FINALLY IT COMPUTES THE TOTAL STOCHASTIC ANNUAL COST. THE FLOW CHART FOR 
THIS SEGMENT IS GIVEN IN FIGURE 5. 
THE LAST SEGMENT OF THE PROGRAM COMPUTES THE VALUE OF THE PD FOR 
EACH ONE OF THE ITEMS USING THE OPTIMAL STOCHASTIC AND DETERMINISTIC 
POLICIES FOUND IN THE PREVIOUS SEGMENTS. FINALLY IT WILL ADD THE ADDI­
TIONAL COST OF OPERATING THE SYSTEM TO THE STOCHASTIC COST AND FIND A NEW 
STOCHASTIC COST, TCS3. IT THEN COMPUTES THE NEW VALUE OF PD AS 
_ TCS2 - TCS3 
- T C S 3 (28) 
THE FLOW CHART FOR THIS SEGMENT IS SHOWN IN FIGURE 6. 
A LISTING OF THE COMPLETE PROGRAM AND SAMPLE OUTPUT FOR 64 ITEMS 
IS GIVEN IN APPENDICES II AND IV, RESPECTIVELY. 
DATA SELECTION 
THE PARAMETERS NEEDED TO DETERMINE THE OPTIMAL INVENTORY POLICIES 
FOR EACH ITEM ARE AVERAGE DEMAND PER YEAR, ORDERING COST, UNIT COST, 
CARRYING CHARGE, FIXED BACKORDER COST, VARIABLE BACKORDER COST, LEAD TIME, 
AND THE STANDARD DEVIATION OF THE DEMAND DISTRIBUTION DURING LEAD TIME. 
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Figure 5. Flow Chart of Second Segment of Q Program 
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used values found in inventory literature. No attempt was made to 
represent any particular situation. To find these ranges for the param­
eters several books, articles, and practical studies were analyzed such 
as (5,12,15,22,32). The only parameter which all the authors agreed on 
was the value of the carrying charge. All agree that it should have a 
value in the neighborhood of 0.20 dollar per dollar year invested in 
inventory; therefore, this value was chosen for the study. The value 
of the standard deviation of the demand distribution was left to be 
varied at will so no range was determined for it. The ranges chosen 
for the study for the rest of the parameters are shown in Table 1. 
Table 1. Ranges of Parameters 
Parameter X A C TT TT T 
Dimensions unit/year $/order $/unit $/bckord $/bckord-yr year 
High Level 3500 450 300 1.0 1000 0.1 
Low Level 400 10 CO 0.1 350 0.03 
Some slight modifications were made on ranges found in the litera-
ture so that unrealistic situations were avoided and the results and 
methodology could be shown more clearly. An additional comparison, after 
adding a certain operating cost to the optimal total stochastic, was per­
formed. Due to the fact that this cost could vary from several dollars 
to several thousand dollars depending on the degree of sophistication of 
the operating system used, one arbitrary value was chosen as an example. 
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For it, a comparison was made to determine the sensitivity of the PD to 
the additional operating cost. The value chosen was $100 per item year, 
considering that the total additional operating cost is divided evenly 
between all the items of the inventory system. The results of this analy 
sis are shown in Appendix VI. 
Sensitivity Analysis 
An analysis of the sensitivity of the PD to changes in values of 
the seven parameters considered in this study was performed. First, all 
of the possible combinations of the seven factors at their high and low 
levels were determined. Then a run of the Q program using the 128 data 
set was performed to find the values of the PD for each combination. 
Using these values the sums of the square terms were determined, as they 
are calculated in an analysis of variance, for the seven parameters and 
for all their two way interactions. Higher order interactions were not 
considered. From these values the terms that contributed the most to the 
sums of the square terms were chosen so that their effect on the PD could 
be determined by further runs of the Q program. 
Graph Construction 
For each one of the terms that appears to be important from the 
previous analysis, an additional run with the Q program was made to study 
the variation of the PD with changes in these terms. To do so, all the 
parameters except the one for the effect being investigated were held con 
stant. The effect was investigated for values of the parameters within 
the range previously determined. Also for the parameters being held con­
stant, three levels were chosen. That is, the study of the effect for 
every parameter was performed for three levels of the rest of the param-
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eters, all at high level, all at the midpoints of their corresponding 
ranges, and all at low level. For each one of these combinations, the PD 
was found for certain values of the parameter being studied and a graph 
was made of PD versus the parameter. These graphs are presented in Chap­
ter IV where a discussion of the results is presented. 
The parameters that were found not to be important were held con­
stant at an intermediate level for all the calculations performed. 
R Program 
This program compares the deterministic inventory model with in­
finite resupply rate where backorders are allowed with the fixed cycle 
periodic review model with infinite rate of resupply. The first segment 
of this program is exactly the same as the first segment of the Q program. 
The second part finds the stochastic policy for each item. A 
double search on the two control variables, the "order up to" level, R, 
and the fixed interview time, T, was performed to find the optimal sto­
chastic policy. This double search procedure consists of first doing a 
search for the value of R for a given T and then from the sequence of 
values of T finding the least costly one. The search procedure starts at 
T being equal to one day and finds the optimum R for that value of T. 
The value of the total cost is used as a control to find both optimum 
values. As T increases, the value of the total cost will first decrease 
and then increase. Based on this fact, T is incremented by increments of 
ten days until the total cost starts increasing. Then the value of T is 
decreased by two increments, the increment is reduced to one day and the 
process is repeated until the total cost starts increasing again. At this 
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point the value of T that is taken as optimum will be the one immediately 
previous to the switch of direction of the total cost. The same criterion 
is used to determine the optimum value of R for each value of T, but the 
increments in this case will be reduced as far as 0.1 unit. Also, the 
search on R starts always with a value of R equal to the deterministic 
lead time demand which is available from the first segment of the program. 
After the stochastic policy is found, the total stochastic annual cost is 
calculated. The flow chart for this segment is given in Figure 7. 
The third segment of the program is equivalent to the third segment 
of the Q program. A flow chart of this part is given in Figure 8. Also 
a listing and output of the program are given in Appendices III and V. 
Data Selection 
The data used for this program were exactly the same data used in 
the Q program. However, an additional parameter must be determined. This 
parameter is the review cost. In order to make the comparison to deter­
mine which of the three models (the (Q,r) model, the (R,T) model, and the 
deterministic model) is the most economical one to implement, this review 
cost must either be zero or must be included in the ordering cost. If 
this cost was different than zero then the (R,T) model would always give 
a higher total annual cost than the (Q,r) model. Therefore, for the 
cases in which the deterministic model would be more economical than the 
(Q,r) model, no comparison with the (R,T) model would be needed. So the 
review cost was considered to be included in the ordering cost and no 
additional information was required to run the program. 
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Figure 8 . Flow Chart of Third Segment of R Program 
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tional studies were made to compare between the (R,T) model and the 
deterministic model. These problems will be discussed in Chapter IV 
where a discussion of the results will be presented. 
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CHAPTER IV 
DISCUSSION OF THE RESULTS 
Results for Q Program 
The discussion of the results of the (Q,r) model will be presented 
first. The sensitivity analysis performed on the PD obtained from this 
model shows that the lead time, T , the fixed backorder cost, TT , and all 
their second order interactions contribute less than two percent of the 
total sum of the squares and, thus, were not considered for further in­
vestigation. Also, of the remaining two way interactions, only the OTT , 
aC, and Off interactions were deemed to be unimportant because each con­
tributes less than two percent to the total sum of the squares. Only 
the effect of the remaining parameters and two way interactions was con­
sidered further. The results of the sensitivity analysis are shown in 
Table 2. 
The effect that each of the relevant parameters had on the PD was 
studied for three different levels of the rest of the parameters. Curves 
were drawn for each of these cases holding the parameters that were not 
being analyzed constant at their maximum, midpoint, and minimum values of 
their ranges used for the study. These curves were labeled on the graphs 
as low, medium, and high levels, respectively. The parameters that were 
not relevant were held constant at the midpoint of their ranges. 
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Table 2. Sums of Square Terms for Q Program 
Parameters and Sums of Percent of Total 
Interactions Square Terms Sums of Squares 
a 29.12 6.14 
X 55.08 11.62 
A 101.67 21.45 
C 22.54 4.76 
TT .11 .02 
TT 25.29 5.33 
T .00 .00 
aX 13.05 2.75 
aA 25.39 5.36 
aC 6.59 1.39 
air .01 .00 
air 6.04 1.27 
O T .00 .00 
XA 48.52 10.24 
xc 11.66 2.46 
XTT .01 .00 
ATT 12.40 2.61 
A T .00 .00 
AC 20.32 4.29 
ATT .11 .02 
ATT 22.08 4.66 
AT .00 .00 
CTT .05 .01 
CTT 5.02 1.06 
CT .00 .00 
TTTT .00 .00 
TTT .00 .00 
TTT .00 .00 
Rest of terms 68.86 14.53 
Total 473.93 100.00 
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Main Effects 
The parameters of the system that turned out to be important, as 
shown in Table 2, were the ordering cost, A, the average number of de­
mands per year, X, the standard deviation of the demands during lead 
time, c, the variable backorder cost, fr, and the unit cost, C. The order­
ing cost, A, was the most important with 21.5 percent of the total sums 
of squares, then X with 11.6 percent, a with 6.1 percent, TT with 5.3 
percent, and C with 4.75 percent. 
The graph of percent deviation, PD, versus A is shown in Figure 9. 
As can be seen in this graph, if the value of A increases, the value of 
PD decreases. For low values of A the values of the PD increase very 
rapidly. This behavior might be due to the fact that, for very low values 
of A, the model will determine small reorder quantities, Q, and reorder 
points, r. This is because it would be cheaper to order very frequently 
instead of holding items in stock. These policies will be more sensitive 
to small differences in the values of Q and r than policies where Q and 
r have higher values, for the same absolute differences. This sensitivity 
is reflected in the change of the relationship between the optimal holding 
and shortage costs. When the deterministic policy is used to operate the 
system instead of the optimal stochastic policy, both Q and the reorder 
point r will be smaller than the optimal stochastic ones. This variation 
will make the system incur a higher number of backorders than would be 
optimal. Thus, in general the backorder costs will be high. Therefore, 
the savings obtained in the holding cost due to the reduction of the num­
ber of items in inventory will be nullified by the increase in shortage 
cost. As the rest of the parameters decrese, TT will decrease and so lower 
—I 1 1 1 1 1 1 1 1 1 r- r 1 1 \ 
30 60 90 120 150 180 210 240 270 300 330 360 390 420 450 
Ordering Cost A ($/0rder) 
Figure 9. Graph of Percent Deviation vs. A (Q,r) Model 
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deviations will be obtained as the rest of the parameters decrease. 
It can be observed also that, according to the previous discussion, 
the expected relative position of the curves for the low level of the 
rest of the parameters is changed. This is due to the fact that, for low 
values of X and C, very high values of the PD are obtained, as will be 
shown later. Therefore, the combined effect of these two parameters 
would counterbalance the reduction in PD due to the reduction in the values 
of TT which in turn will make the logical values of the PD for the low 
level higher than they should be. 
Also, as A gets larger, the difference between the curves reduces. 
This is because as A gets larger the effect of the absolute level of the 
rest of the parameters becomes less significant. As A rises above $150 
per order for the ranges of parameters used in the study, the value of the 
PD is under 10 percent; also, as A drops below $30 per order, the values 
of the PD will never get below 35 percent. 
The next parameter in importance is X. The graph of PD versus X 
is shown in Figure 10. As X increases the value of PD decreases regard­
less of the values of the other parameters. As X decreases the value of 
the PD increases very rapidly especially for the low level curve. This 
is because, as X increases for a fixed value of a, the coefficient of 
variation, defined as 
CV = - (29) 
p. 
where u. is the expected lead time demand, will decrease. This will make 
the distribution of the number of the demands during lead time have less 
significant variation, and the points will be centered relatively more 
closely around the mean. Because for the study the deterministic lead 
Figure 10. Graph of Percent Deviation vs. A. (Q,r) Model 
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time demand used is equal to the expected lead time demand for the sto­
chastic case, the two policies will be closer together and less PD will 
be observed. When a is at higher levels the value of the CV will be 
larger and higher values of PD will be obtained. Therefore, for higher 
levels of the rest of the parameters, higher values of PD will be obtained 
due to higher shortages costs. 
As the value of the other parameters goes from high to medium 
levels, the reduction of A from $450 to $230 per order will produce a 
smaller increase in the PD than the decrease produced by a when it drops 
from 37.5 to 25 units. Therefore, for this change of levels, the predomi­
nant effect is the one due to a and lower values for the PD will be ob­
tained for the medium level curve than for the higher level curve. The 
change in the relative position of the low level curve is due to the fact 
that, for that level, the deterministic policy turns out to be the Wilson 
policy where no backorders are allowed. Therefore, for this case the 
deterministic and stochastic policies will differ more than if the deter­
ministic policy compared allowed backorders. This case corresponds to a 
comparison of two models one of which (the deterministic) is different 
from the one used in the high and medium curves. This is why bigger values 
than would be expected for the PD are obtained. As the levels change from 
medium to low, A goes from $230 to $10 per order and a goes from 25 to 
12.5 units. Here the decrease obtained for PD from the reduction of a is 
small compared with the increase obtained from the reduction of A. For 
this change in levels, the predominant effect is the A effect, and higher 
deviations are obtained. This effect combined with those previously dis­
cussed produces the high values of PD obtained for the low level curve. 
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As the value of X increases, the difference between the curves re­
duces. This indicates that, as X gets larger, the effect of the absolute 
values of the rest of the parameters becomes less important. 
For the ranges of parameters used, it can be seen that, for the 
high and medium levels, as X gets greater than 700 units per year the 
value of the PD is under 20 percent and if it is over 1200 units per year 
the PD is under 10 percent. No matter what the value of X is, if the rest 
of the parameters are at low levels the PD will never get under 20 per­
cent for the ranges used. 
Next in importance is the standard deviation of the demands during 
lead time, a. The graph of PD versus a is shown in Figure 11. Examining 
the graph it can be seen that, as the value of a increases, regardless of 
the value of the rest of the parameters, the PD will increase. Also, as 
the level of the parameters decreases, the value of the PD will also in­
crease. This is because, as the value of a increases, the value of the 
CV will get larger and, therefore, the variation of the demand will become 
larger. The values of the stochastic policy will be much greater than 
the values for the deterministic one and this will increase the value of 
the PD. Also, as the rest of the parameters decrease, the value of the 
CV will increase because p, will get smaller as X does. This again produces 
higher PD as the levels of the parameters not being studied decrease. 
The huge values of the PD for the low curve are due to the same 
causes presented for the previous case. That is, that the deterministic 
policy used in the comparison is the Wilson policy and that the relative 
magnitude in change of the PD is due to changes in level of the other 
parameters. 
Standard Deviation of Demand During Lead Time, a (Units) 
Figure 11. Graph of Percent Deviation vs. a (Q,r) Model •p* 
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Here also as the value of a increases the curves for the different 
levels of the other parameters diverge. This means that the effect of the 
absolute values of the parameters becomes more relevant as a increases. 
For the ranges used, if the levels of the parameters are equal or 
higher than the medium level used, the PD will be less than 20 percent if 
a is less than 50 units and will be less than 10 percent if cr is less than 
35 units. 
The next parameter analyzed is the variable backorder cost, TT. 
The graph of PD versus TT is shown in Figure 12. It can be seen that, as 
the values of TT increase, the values of the PD also increase. Also, as 
the level of the rest of the parameters decreases, the values of PD in­
crease for a given value of TT. The values for the low level differ so 
much from the ones corresponding to the other two levels because of the 
same reasons explained in the X and a effects for the same situation. 
As the value of TT increases, the effect of the absolute value of 
the other parameters also becomes more relevant, and the curves for the 
different levels diverge as TT increases. 
It may also be noticed that the effect of TT is linear for a given 
level of the rest of the parameters and that changes in its values do not 
affect greatly the amount of percent deviation incurred. This is an ad­
vantage because, in general, the value of fr is very difficult to determine 
precisely. Thus, errors in its determination will not greatly affect the 
final value of the PD for any case. 
As long as the rest of the parameters remain at levels higher than 
the medium level, the value of PD will always be less than seven percent 
no matter what value TT has. For value of TT less than $350 per unit year 
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of backorder, the effect of n is negligible on the values of PD. 
The last important parameter as determined by the sensitivity 
analysis is the unit cost, C. The graph of PD versus C is shown in Fig­
ure 13. If the values of the rest of the parameters remain above the 
medium level, the value of C has almost no effect on the value of PD. 
If the values are at low level, then the effect of C is more relevant. 
As C increases, regardless of the values of the other parameters, the PD 
will decrease. Also, as the level of the other parameters decreases, the 
value of PD increases for a given value of C. 
The big difference in the PD values for the low level might be due 
to the combined effect of the other parameters being at low level. 
Also, as C increases, the difference between the curves gets 
smaller. This would indicate that the effect of the values of the other 
parameters decreases as C increases. For the ranges chosen, if the par­
ameters are at low level, the PD will never be less than 45 percent and 
if they are at medium and low levels the value of PD will never be greater 
than 10 percent regardless of the value of C. 
In general it can be concluded that the ideal situation for which 
the stochastic system can be operated using the deterministic policy will 
be the one with the following characteristics. 
1. The ordering cost, A, the average number of demands per year, 
X, and the unit cost, C, must be at relatively high values. 
2. The cost of backorders, fr, and the standard deviation of de­
mands during lead time, a, must be at small values. 
Of course this ideal situation might not be in general encountered, 
but as long as certain parameters counterbalance the effects of other 
Figure 13. Graph of Percent Deviation vs. C (Q,r) Model 
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parameters, the deterministic policy might still be applicable, i.e., 
if u is at a high level but A is also at a very high level, their effect 
will counterbalance. 
In general, as long as low values of the PD are obtained, the 
deterministic policy due to its simplicity in implementing and operating 
will be the most logical one to use. Up to now no special consideration 
has been given to the additional cost for operating the system when the 
stochastic policy is used. This additional cost will favor even more the 
application of the deterministic policy to solve stochastic systems. 
In Table 3 a summary of the effect that the parameters have on the 
values of the PD is presented. In each, all the effect that the param­
eter has on the PD as the parameter increases for the different levels of 
the rest of the parameters, is shown. The parameters are presented in 
order of importance. 
As can be seen, the parameters for which the PD was more sensitive 
to changes in their values turned out to be in the same order of impor­
tance as predicted by the analysis of the sums of square terms. 
Interaction Terms 
From the sensitivity analysis it was determined that some of the 
two way interactions were important in terms of their contribution to the 
total of squares. The most important one was the AX interaction which 
was 10.24 percent of the total sum of the squares, then oA with 5.36 per­
cent, ATT with 4.66 percent, AC with 4.30 percent, oX with 2.75 percent, 
XTT with 2.61 percent, and XC with 2.46 percent. The rest of the interac­
tions contributed less than 1.5 percent each and were not investigated in 
detail. The 99 higher order interactions were not considered because, 
Table 3 . Summary of Analysis of Main Effects 
\Other LOW MEDIUM HIGH REMARKS MainN^Param-Effects^seters 
C 
Decreases at high Decreases at high Decreases at high At high values of A, almost same 
rate for low rate for low rate for low values of PD for all levels of values of A values of A values of A rest of parameters Decreases faster Decreases faster Decreases faster At high values of X for high and for low values for low values for low values medium levels of rest of param­of X of X of X eters, almost same values of PD Increases at very Increases moder­ Increases low As a gets larger, the rate of high rate for all ate rate for all rate for all increase gets larger for all values of o values of o values of a levels of rest of parameters Increases at Increases at Increases at The relationship with PD is low rate low rate low rate linear Decreases at Decreases at Decreases at For high and medium levels of very low rate very low rate very low rate rest of parameters, the effect of C becomes negligible as C increases 
o 
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jointly, they contributed only 14.53 percent of the total sum of the 
square terms. 
The graph of the PD versus the ordering cost, A, for different 
values of the number of demands per year, X, is presented in Figure 14. 
It can be seen that, as A and/or X increase the value of the PD de­
creases, no matter what the levels of the other parameters are. For very 
small values of A, very high values of the PD are always obtained. These 
behaviors can be explained by the same arguments presented for the main 
effects. 
Also, as the level of the rest of the parameters decreases for 
given values of X and A, the values of the PD decrease. This is due to 
the fact that, as the a and TT values decrease the PD will also decrease 
and their combined effect will nullify the effect that as C decreases the 
PD will increase. 
The fact that an interaction between A and X exists can be observed 
since for a given level of the other parameters the curves for different 
values of X are not parallel. The difference between curves for differ­
ent values of X changes as A varies. This interaction remains approxi­
mately the same for all ranges. Only when A gets very big does the inter­
action get less significant. This can be seen in the graph by the fact 
that the curves tend to get more parallel for high values of A. 
Moreover, as A increases, all the curves get closer together. 
This means that the effect of the other parameters is counterbalanced by 
the effect of A. For the ranges chosen for the study, if A is greater 
than $170 per order and X is greater than 1800 units per year, the value 
of PD will be less than 10 percent. But, if A is less than $10 per order, 
Levels of Parameters 
Ordering Cost, A, ($/0rder) 
Figure 14. Graph of Percent Deviation vs. A.A (Q,r) Model 
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THE VALUE OF THE PD WILL BE GREATER THAN 20 PERCENT FOR ALL VALUES OF X 
UNDER 3 5 0 0 UNITS PER Y E A R . 
THE NEXT INTERACTION CONSIDERED I S CTA. THE GRAPH OF PD VERSUS THE 
STANDARD DEVIATION OF DEMAND DURING LEAD T I M E , CT , FOR DIFFERENT LEVELS OF 
A CAN BE FOUND IN FIGURE 1 5 . AS CT INCREASES AND A DECREASES THE VALUES 
OF PD I N C R E A S E . L I K E W I S E , AS THE VALUE OF THE REST OF THE PARAMETERS D E ­
CREASES THE VALUES OF THE PD I N C R E A S E . T H I S BEHAVIOR CAN BE EXPLAINED BY 
THE SAME ARGUMENTS AS USED IN THE A AND CT E F F E C T S . THE VERY HIGH D E V I A ­
TIONS OBTAINED FOR THE CASES WHERE A I S LOW ARE DUE TO SEVERAL REASONS. 
BESIDES THE EFFECT OF A BEING AT LOW LEVEL WHICH BY I T S E L F WILL GIVE VERY 
HIGH D E V I A T I O N S , X I S AT LOW LEVEL, SO HIGHER VALUES OF CV WILL BE OBTAINED 
WHICH IN TURN GIVES HIGHER VALUES OF THE PD FOR EVERY VALUE OF CT. A L S O , 
FOR THIS C A S E , THE DETERMINISTIC POLICY FOUND I S THE ONE WHERE NO BACK-
ORDERS ARE ALLOWED. THEREFORE, THE COMBINED EFFECT OF ALL THESE CONDI­
TIONS WILL GIVE THE HIGH VALUES OF PD OBSERVED. 
AN INTERACTION BETWEEN CT AND A E X I S T S SINCE THE CURVES, FOR FIXED 
VALUES OF THE REST OF THE PARAMETERS AND DIFFERENT VALUES OF A , ARE NOT 
PARALLEL BUT INCREASINGLY DIVERGING AS CR AND A I N C R E A S E . 
AS CT INCREASES THE CURVES FOR A GIVEN VALUE OF A DIVERGE. T H I S 
MEANS THAT, AS CR I N C R E A S E S , THE EFFECT OF THE ABSOLUTE LEVEL OF THE REST 
OF THE PARAMETERS BECOMES MORE RELEVANT. 
I F CT I S LESS THAN 1 2 UNITS THE VALUES OF PD WILL BE LESS THAN 20 
PERCENT FOR THE RANGES OF THE PARAMETERS CHOSEN AND FOR AS LONG AS A R E ­
MAINS GREATER THAN $50 PER ORDER. 
FIGURE 1 6 SHOWS THE GRAPH OF THE PD VERSUS A FOR DIFFERENT VALUES 
OF THE VARIABLE BACKORDER C O S T , TT . THE VALUE OF PD DECREASES AS A I N -
A=5(Low) A=5(Med) 
Standard Deviation of Demand During Lead Time, a, (Units) 
Figure 15. Graph of Percent Deviation vs. a-A (Q,r) Model 
Ordering Cost, A, ($/Order) 
Figure 16. Graph of Percent Deviation vs. A-TT (Q,r) Model 
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creases and ff decreases, and for low values of A very high deviations are 
always obtained. This relationship can be explained by the same reasons 
given in explaining the A and TT effects. 
Furthermore, it can be observed that the curves for the high and 
medium levels for a given value of TT are nearly equal. This means that 
the effect of the rest of the parameters is negligible for a given value 
of TT and all values of A as long as they are above the medium level chosen 
for the study. 
Due to the fact that the curves for a fixed level of the rest of 
the parameters and for different values of ff are not parallel, there 
exists an interaction between A and TT. As A gets very large the inter­
action becomes less relevant because the curves get more parallel. 
The decreasing of the values of PD for a given ff and A as the level 
of the rest of the parameters decreases can be explained by the fact that 
for lower levels of A. and C higher deviations are always obtained. 
For the ranges used, if A is less than $15 per order, the PD will 
be greater than 30 percent regardless of the value of the other param­
eters. Also, if A is greater than $345 per order the PD will be less 
than 10 percent. 
The next interaction in order of importance is the AC interaction. 
The graph of the PD versus this interaction is in Figure 17. As A or C 
increases the value of PD decreases. Also, as the levels of the other 
parameters decrease the PD decreases. This pattern of the PD values can 
be explained using the same arguments as the one used for the A and C 
effects. 
30 60 90 120 150 180 210 240 270 300 330 360 390 420 450 
Ordering Cost, A, ($/0rder) 
Figure 17. Graph of Percent Deviation vs. AC (Q,r) Model 
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The very low values of the PD for the low levels of parameters are 
due to the fact that the value of TT used for this run was $8 per unit-year 
of backorders instead of the $350 per unit-year of backorders used for the 
low level for all other cases. 
The interaction between A and C will become less important as A 
increases and also as C increases, as can be seen in the graph by the fact 
that the curves get more parallel as A and C increase. 
As the value of A increases the effect of the absolute value of 
the other parameter becomes less important. This can be seen by the fact 
that the curves come closer together as A increases. If A is greater than 
$180 per order, the value of PD is less than 20 percent for the ranges of 
parameters chosen. 
Next the CTX interaction is discussed and Figure 18 shows the graph 
of PD versus CT for different levels of X . As a increases and X decreases 
the values of PD increase. This can be explained by the same reasons 
given for the CT and X cases. Also, as the level of the other parameters 
decreases the values of the PD increase. This might be because, as the 
values of A and C decrease, higher values of the PD are obtained. The 
huge deviations obtained for the cases where X is equal to 3500 and 1800 
units per year, and the rest of the parameters are at low levels, are due 
again to the fact that the optimal deterministic policy obtained is the 
one where no backorders are allowed and A and C are at low levels. For 
the case where X is equal to 100 units per year regardless of the level of 
the other parameters, very high deviations are obtained. This is because 
here the CV will increase very rapidly as CT increases making the optimal 
deterministic and stochastic policies differ by amounts that, for this 
Standard Deviation of Demand During Lead Time, a, (Units) 
Figure 18. Graph of Percent Deviation vs. a A. (Q,r) Model 
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range of demands, are more significant. As the level of the other param­
eters decreases, higher deviation will be obtained because again A and C 
will decrease making the PD grow even more. 
The interaction between X and a is very prominent. Also, it be­
comes more relevant as the level of the other parameters decreases. 
If a is less than 37.5 units and the rest of the parameters are 
not at their low levels, the PD will be less than 10 percent. But, if X 
is less than 100 units per year and a is greater than 15 units, the value 
of PD will be greater than 20 percent for the ranges chosen for the study. 
The graph of the PD versus the Xff interaction is shown in Figure 
19. As ff increases and X decreases, the value of the PD increases. As 
the rest of the parameters decrease for a given X and ff, the value of the 
PD increases. For X at high and medium levels and the rest of the param­
eters at low levels, the high deviation obtained is because the determin­
istic policy found does not allow any backorders and C and A are at low 
level. For X at the low level, the high deviations obtained are due to 
the same cause as given in the previous case. The general pattern of this 
graph can be explained by the same reasons as the X and ff effects. 
Here again the interaction between X and ff is relevant. It will 
increase as X decreases, as is apparent from the fact that the curves 
get less parallel as X decreases. 
It can be observed, as in the ff effect, that the relation between 
PD versus ff is linear regardless of the value of the other parameters. 
If X is higher than 1800 units per year and the parameters are at 
ranges higher than the medium level of this study, the PD. will always be 
less than seven percent for any value of ff in the range chosen. 
100 200 300 400 500 600 700 800 900 1000 
Variable Backorder Cost, ff, ($/Units/Year Backorder) 
Figure 19. Graph of Percent Deviation vs. A.ff (Q,r) Model 
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The last of the interactions considered relevant was the XC inter­
action. The graph for this case is shown in Figure 20. As C or X in­
creases the PD will decrease. This is in accordance with the main effects 
of X and C previously studied. The change in the relative position of the 
low level curve might be due to the same factors as in the C main effect. 
The high deviations obtained for the cases where X is at low level are 
because the predominant effect here is the one due to the level of the CV. 
For this level it is higher and the huge deviations are obtained. 
The interaction between X and C disappears as C gets large. This 
can be observed in the tendency of the curves to become parallel as C in­
creases regardless of the value of the rest of the parameters. The ef­
fect of C becomes more important as X decreases. 
If C is greater than $40 per unit and the value of X is greater 
than 1800 units per year, the PD will be less than 20 percent, but if X 
is less than 100 units per year the PD will never be less than 70 percent 
for the ranges used in the study. A comparison of how each relevant in­
teraction varies for different values of the parameters not belonging to 
the interaction is given in Table 4. In this table each cell indicates 
how the importance of the interaction varies as the two parameters in­
volved increase for given levels of the rest of the parameters. In gen­
eral these interactions did not appear to be very important as can be 
seen by the fact that all the graphs follow the same pattern as the main 
effect curves. Therefore, the conditions for the applicability of the 
deterministic model will be given only in terms of the main effects. 
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In order to obtain more general conclusions, several attempts were 
made to present the values of the PD as a function of a combination of the 
most relevant parameters of the system. 
The first attempt was to relate the PD to the Wilson lot size, QW. 
Three cases ouf of the 64 studied were chosen. For each case the values 
of X, A, and C were varied so that QW would remain equal to this original 
value. With these new data sets, a run of the Q program was made to see 
if the value of the PD remained approximately the same for each of the 
new cases. This proved to be untrue. A second relationship was tried 
where the value of the product X'A«C was used and the values of X, A, and 
C were varied so that the product would remain constant for each case. 
Again no general pattern in the values of the PD was found. At this 
point it was decided that, due to the complexity of the formulations in­
volved, further attempts would be fruitless. 
A sample run to show the variation of the PD with respect to the 
operating cost was made using an arbitrary value of this cost for each of 
the 64 original set. This run is meant to be an example of this effect 
and no general conclusions should be drawn from it. 
The value of the additional operating cost included in the stochas­
tic model is not supposed to be an absolute quantity but rather a differ­
ence in operating costs when the stochastic policy is used to operate the 
system instead of the deterministic one. The effect of this cost should 
be analyzed after the value of the PD has been obtained. If the value of 
this cost is higher than the cost reduction obtained by the use of the 
stochastic model, then the deterministic model will yield a more economical 
solution to the system; otherwise, the stochastic model should be used to 
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represent the system. The sample output can be seen in Appendix VI. 
Results for R Program 
The same solution procedure was not followed with this comparison 
because a major problem was found with the (R,T) model. The problem was 
found in the determination of the expected unit year of backorders. When 
the program was run, the model in some cases gave zero or negative ex­
pected unit years of backorders even when the expected number of back-
orders was sizeable. When the value was negative, the total annual sto­
chastic cost for some cases was less than the corresponding total annual 
deterministic cost. 
model formulation. This equation is the solution to the equation used by 
Hadley and Whitin (12) to find the expected unit year of backorders when 
the number of demands per year is normally distributed with mean Xt and 
standard deviation i/Dt'. This equation is 
Equation (30) is a double integral defined only on positive quan­
tities, with limits greater than zero. It is impossible that this equa­
tion could yield negative quantities. The analytical development by 
which equation (22) is derived from equation (30) was checked. It is ob­
tained from a simplification of the exact development of the (nQ,r,t) 
model, as presented by Hadley and Whitin (12), by setting r equal to R 
and taking the limit as Q tends to zero of the resulting equations. Then 
The problem was determined to be in equation (22) of the (R,T) 
(30) 
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and the corresponding expected number of backorders for this case was 
E(R,T) = 2061.704. 
Also, if T = 0.00274 and R = 361, the values found will be 
U(R,T+T) = - 0.00 
U(R,T) = 0.1 
Therefore 
B(R,T) = - 3.934 for an expected number of backorders of 
E(R,T) = 1336.961 
To avoid this infeasibility, an heuristic rule was included in the model. 
It consisted of making the expected unit year of backorder zero whenever 
it was found to be negative by equation (22). This, of course, will give 
a lower total stochastic cost than the actual one but, as can be seen in 
the sample output of Appendix V, this was still not a good heuristic rule 
because for very high values of E(R,T), very low values of B(R,T) are 
still obtained. 
The results from this program will not be valid and will lead to 
erroneous conclusions, so further investigation of the model was aban­
doned. As a matter of information, a run was made using the heuristic 
approximation and the same 64 data used in the Q program. These results 
are included in Appendix V and are intended to be only of an illustrative 
nature. 
Even though no general conclusions can be drawn about the compari­
son between the (R,T) model and the deterministic model, it points out an 
important aspect which was not included in the study. That is, the possi­
bility that even though the stochastic inventory system is represented 
b e t t e r b y t h e s t o c h a s t i c m o d e l , t h e r e s u l t i n g t o t a l c o s t a n d o p t i m a l p o l i c y m i g h t n o t b e t h e c o r r e c t o r o p t i m a l o n e s d u e t o i n a d e q u a c i e s t h e s t o c h a s t i c m o d e l . 
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CHAPTER V 
CONCLUSIONS AND RECOMMENDATIONS 
The most important conclusion drawn from this study is that the 
deterministic model can be used to approximate and economically solve a 
stochastic inventory system. The cost reduction obtained by the sim­
plicity of the implementation and operation of a deterministic policy 
will be greater than the additional increase in cost incurred by the less 
exact formulation of the system. 
It can be seen that, if the ordering cost is at high levels, the 
average demand per year is at high levels, the unit cost is at high 
levels, the standard deviation of the demand distribution during lead 
time is small, and the variable backorder cost is small, the approxima­
tion will be very good. The situation where all of these requirements 
are met is not likely to be encountered. Depending on the levels of the 
factors, it is possible that their effects will be nullified by each 
other and make the deterministic model the most economical one to use. 
The most important factor is the ordering cost. As long as it re­
mains at relatively high values, low values of the PD will occur which 
indicates that the deterministic model will be a good approximation to 
use. But, if it is at a low level, the deterministic model is not very 
likely to be applicable due to the fact that very high deviations will be 
incurred regardless of the values of the other parameters. 
The average demand per year and the standard deviation of the 
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demand during lead time can be analyzed using the coefficient of variation, 
CV. As long as the coefficient of variation remains at low levels, low 
values of the PD will be obtained. This of course will favor the appli­
cability of the deterministic model. 
The value of the fixed backorder cost, TT, has a negligible effect 
on PD. However, the variable backorder cost, ff, is an important factor 
for the use of the deterministic model. When ff is at very low levels, 
low deviations will be obtained regardless of the value of the other 
parameters. But, if it is not at extremely high levels, it will not 
greatly influence the amount of deviation obtained. 
The unit cost, C, will be relevant only if the rest of the param­
eters are at low levels. When they are at higher levels, the effect of 
C is negligible. 
The value of the procurement lead time, T , for this study showed 
no effect on the values of the PD because of the way that a was defined. 
It was assumed for the study that the value of a was independent of T . 
In general, this will not be true, as long lead times will often have 
larger variance associated with them; therefore, the value of T will have 
a definitive effect on the values of the PD, 
This study can be used also in cases where the lead times are ran­
dom variables. The effect that this would have on the model would be to 
increase the amount of variability of the demand during lead time. Be­
cause in this study a was considered an independent parameter, the same 
model can be used to study this case provided of course that the variation 
of a due to this effect could be determined. 
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This study could also be useful in helping to solve multi-items 
inventory systems. It may be used as a preliminary study to determine 
which of the items of the inventory system would need a stochastic policy 
and which could be operated using a deterministic policy. This would re­
duce the amount of information and data collection needed to solve the 
system. 
This study pointed out several areas of interest where additional 
studies could be performed. Further studies can be carried out to deter­
mine more general ranges for which deterministic models could be applied 
to solve stochastic situations. Another possible study could be to try 
to determine a simple relationship between the relevant parameters so 
that more general conclusions could be obtained for the values of the pd. 
An important fact pointed out by the study was that some models, 
due to the complexity of the relationship of the variables, might not 
give valid results as proven by the case of the (R,T) model. This fact 
favors the applicability of the deterministic models. 
In summary, this study has shown that in many cases the inventory 
policy found using deterministic models is a very good approximation to 
stochastic inventory models. 
Also, when a comparison between stochastic and deterministic models 
is made, the difference between the operating cost of both policies must 
be considered. This is an important factor in determining what policy to 
use since this cost might overrun the cost reduction gained by the use of 





K = Q + 2Q ( Q - S ) 2 + ( n X S " *!-> X Q ( A _ 1 ) 
2 
for the case when ff = 0 and (TTX) = 2XAIC it is known that the optimal 
order quantity is 
Substitution of this quantity into equation (A-1) will give 
IC K ic ; IC 
XAIC (IC) 2 (TT\) TTXICS 
TTA+ICS 2 (TTA+ICS) * ( I C)2 TTX+ICS 
= (TTX) 2 + (TTX) 2 + rrXICS 
2(TTX+ICS) 2(TTX+ICS) TTX+ICS 
= (TTX) 2 + TTXICS = TTA (TTA+ICS) = 
K (TTA+ICS) (TTA+ICS) ™ 
K = TTA 
GIVEN THAT, IF EQUATION (2) HOLDS, ANY VALUE OF S IS OPTIMUM 
The total deterministic cost is given by 
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Now it has been shown that K is independent of S; therefore, any 
value of S will be optimal. 
APPENDIX I I 
L I S T I N G OF Q PROGRAM 
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5* »r*W(6<*) »U(6m »QD(6H) »SU(6»») »RD<6<*) »TCD<6«»I 6* OIMrNsioN QS<6<*) »MU(6<») tSIG(6<n »KS(6"*) »TCStfc*> »TCS0D<6i»J #DEV<6H) »T 7* lCS«*(6m b* REAL MU 9* LINt=0 U* C 11* C READ THE NUMBER OF ITEMS N.FOR WHICH TH£ INVENTORY POLICIES WILL BE CALCULATED 12* C 13* READ(5i26)N 
1«»* 26 F O R ^ A T O lb* C 16* C READ ADDITIONAL OPERATING COST INCURRED WHEN STOCHASTIC POLICY IS APPLIED TO 17* C SOLVE THE SYSTEM OCSP lfc* C 19* REAo(5,113)OCSP 20* 113 F0RMAT(F11.2> 21* READ<5,26)M 22* C 23* C RE..D TH£ FOLLOWING PARAMETERS FOR EACH ]TEM.AVERAGE DEMAND PER YEAR DPY#OR*3ER-2(1* C IN:, COST A#CARRYING CHARGE D1»UNIT Ĉ ST C#FIX BACKORDER COST FPI»VARIABLE RACK 25* C ORO£H COST VPIfLEAD TIME TAU»STANDARU DEVIATION OF DEMAND DISTRIBUTION DURING 26* C LEAD TIvE SIS 27* C 26* READ(5#10) (̂ PY(I) »A(I) ,DKI) »C(D »FPHI) »VPI(D#TAU(I)»SIG(I) »I = 1» 29* I'D 30* 10 F0RviAT(8F9.2) 31* C 32* C DETERMINATION OF THE DETERMINISTIC POLICY FOR EACH ITEM 33* C 3»«* *RlTE(6#01) 35* 01 FORMAT (»1 AVG DEM ORBING CA*R UNIT FIX BCK VAR BCK LE 3&* IAD OPT 0 TOT CST LtAD TIM OpT 0 WW BCK REORD TOT 37* lCSTi./,» PER YEAR COST CH*G COST ORD CsT ORD CST TI 30* XME wlLS WILSON DEMAND OET ORDER POINT DE 39* «»Ttf//) «»0* DO 30 I=1»N m* C «»2* C CALCULATION OF 0 WILSON OW AND TOTAL COST WILSOW TCW «»3* C U<4* OW(I )=SORT( (2*A(I)*DPY( I> )/<DI<I>*C(I) ) ) <•*>* TCw(I)=S0RT(2«Dpy(I)*A(II*DKI)*C(i)) <*6* C H7* C CALCULATION OF DETERMINISTIC POLICY WHEN BACKORDERS ARE ALLOWED Hb* C H9* U(I)=3PY(I)*TAUCI) 50* IF(vPl (I) .LE.O.0)GO TO *»0 51* IFIFPI (D.LE.O.O)GO-TO «»1 52* Z=TCW(I)**2*11 + DKI)*C(I)/VPKI) >-(Dl(I)*CII)/VPKI) )*(FPI(I)*DPY( 
53* ll))**2 5*1* IF(7.LT.O«0)GO TO 99B 55* S3(l") = (-FPI (I J#DPY(I)*S3RTCZ))/CVPI (I)*oi<l)*C<I) ) 56* IF(sO(I) ,LE.O)GO TO «*2 57* Y=(2*DPY(I)*A(I n/(DX (7)*C(Xn-̂ PX(I)*DPYfX))**2/(Dl(I)«CU>*(DX< 50* 1I)*CU)*VP1(D)) 
5<,* IF(Y.LT.O.O)GO TO 996 60* QDCl)=SORT(IVPlCI)+OI(I)*C(X))/V»'I(I))*SflRlCY) 61* TCD(I)=(DPY(I)*A(I))/QD(I)+(DI(I>*C<I)*(QDU)-SD(I))**2)/(2*QD(I)) 
7 8 
6 2 * L * ( P O I ( ! ) O P Y ( I ) * s 9 ( X ) + < v P I ( I ) * s D t I>**2)/2>/Q0 ( l ) 6 I * ^ 3 ( I ) = - J ( n - S 0 ( L ) 
6<.* 5 0 TO 1 0 0 
6 5 * 4 2 WRITE.(6»05) I 
6 A * 0 5 " O H " A T < » TM-: NUMBER OF BACKORDER* S Q » I S NEGATIVE S O S D = 0 ANO Q O = Q W 
6 7 * LLLSO'J F0<* I T E M M»»I3) 6 B * 3 2 M ) R 3 I * ( I > 
6 9 * S D < I > = 0 
7FL* T C D ( I ) Z J C M I I ) 7 1 * R D L I > = U < n 
7 2 * H . \ £ = L I N E * 1 
7 3 * 3 0 T O 1 0 0 
7 4 * C 
7 5 * C SPECIAL CASES OF BACKORDERS MODEL 
7 6 * C 
7 7 * . UL S D ( L ) = T C W ( I ) / S Q R T ( V P I ( I ) * ( D I ( I ) * T ( I ) + V P I ( I ) ) ) 
7 0 * 3 D ( r > = 3 R F ( I ) * S Q R T ( < VPI CI) * DI (I > *C < I ) > / V P I ( I ) ) 
7 9 * R 3 ( I ) = U ( I ) - S D ( I ) 
8L » * T C D { I ) = ( 0 ? Y ( I ) » A ( I ) ) / Q D ( L ) + ( D I ( I » * C ( I ) + ( Q D ( I ) - S D ( I ) ) * * 2 ) / ( 2 + 0 D L X ) > 
8 1 * L * ( V P L ( I ) * S 3 ( I ) * * 2 ) / 2 « Q D ( D 
8 £ * 3 0 TO 1 0 0 
8 3 * <*0 I F ( F P I ( I ) . L £ . 0 . 0 ) G O T O <*3 
8 ' 4 * IP ( A S S ( F P I ( I ) + O P Y ( I ) - T C W ( I ) ) ,LE. 0• 0 0 0 0 0 1 ) GO TO HH 
8 B * I ~ ( F F L ( I ) * O P Y T I ) C L T . T C W ( L ) ) R , 0 T O " t 5 
8 O * S D ( 1 ) = 0 
8 7 * 0 D ( I > = Q W ( I ) 
8 H * T C 3 ( I ) = T C W ( I ) 
8 9 * T O ( L ) = U ( I ) 
9 U * '"0 TO 1 0 0 9 1 * « * 5 T C 3 C X > R 3 P R < X ) * F P l ( Z > 
9 I * Q 3 ( I ) = 0 
9 3 * RINNHBF 1 2 ) I 
9 U * 1 2 FOR'-LAT(« T H E NUMBER OF BACKORDER* IS INFINITE SO AN ORDER I S N E V E R 
9 5 * 1 P L A C E D A N D INVENTORY SYSTEM EXISTS FOR ITEM H«#I3> 
9 6 * LI.MR=LINE*L 
9 7 * 3 0 TO 1 0 0 
9 B * •»«» * R I T E ( 6 » 1 3 ) I 
9 9 * 13 F O R M A T ( • A N Y NUMBER OF 3 A C « 0 R 0 E R S BETWEEN ZERO AND INFINITE SOLVES o o * I T H E S Y S T E M F O R ITEM » » , i 3 ) 
0 1 * L I N £ = L I \ E * 1 
0 2 * WRITE: (6» L L ) F P I ( I ) , V P I ( D 
0 3 * 1«» F O R M A T ( » QD=FPI«DPY/OI*C+SO# R 0 = U - S D » , 3 X » , F I X PI = « # F 9 . 2 # 3 X » , V A R P 
0 4 * L X : ( F F 9 . 2 ) 
0 5 * L I N E = L I N E * 1 
0 6 * W R I Y E ( 6 » L 5 ) 
0 7 * 1 5 F O R M A T C T C 0 = D P Y * A / Q 0 + D I * C * < Q D - S U > * * 2 / 2 * Q 0 * F P I * D P Y * S D / Q D . » / / > 
•OB* LINE=LIME*1 
O S * 3 0 TO 1 0 0 
1 0 * «»3 v;RIT£(6» 1 6 ) F P I ( I ) »VPI (X) »I 
1 1 * 1 6 » O R M A T ( » TRIVIAL CASE FOR BACKORDER MOOEL»»» FIX PI= .»F9.2#3X»»VA 
1 2 * LR P L = i | F 9 . 2 » * ITEM B« . l 3 > 
1 3 * L 1 N £ = L I S S * 1 l u * C 
1 5 * C WRITE OUT THE OPTIMAL DETERMINISTIC POLICY 
LB * C 
I T i o o ^ i T £ ( 6 » i 7 ) D P r ( i ) » A ( i ) » o n n » c ( i » » F p u r ) » v P n J h T A u < n i o w ( i ) i T c w ( i 
l b * l ) . i ) ( I ) . u D ( I ) » 5 D l I ) » P D ( I ) ' T C 0 < ! ) i i 
7 9 
19* 17 F0R:AT(F9.1»2x#F8.?#2X#F l*.2,ix,F».2,2X,r7,2»2X,F8,2#2X#F5.2#lX»FB. 
2i,* l2#lX'F9.2'2X»F7.1»lX»F9,2rlX»Fa.2HX»FB;2»lXiFl0.2»2Xii;S) 21* LINE=LP4£«-1 
2c* IF(LlN-:.GT.i45) GO TO 123«» 
23* 30 TO 30 
2U* 998 * ' < I t £ ( 6 » 9 " J 7 ) I 
2b* 9 9 7 FORuATp THE NUMBER O F BACKORDERS IS AN IMAGINARY NUMBER SO THtRE 
26* llS SO REAL SOLUTION FOR ITEM W»»13) 
27* WRIt£(6» 17)DPY(I) »A(I) ,01(1) ,C(D#FpI(I) fVPI(I)f TAU(I) ,QW(I) »TCW(I 26* l)»U ( I ) , O J ( I)»SD(I)#RD(I ) # T C D(I)»l 29* LIN£=LlNEt2 3C* IF(LlN:,3T,t|5) GO TO 123H 
31* 3 0 TO 3 0 32* 996 <*RlTE<6>995) I 
33* 995 FOR'iAT(» 0 0 I S AN IMAGINARY NUMBER S© THERE I S NO R£AL SOLUTlOM FO 
3i4* 1« ITEM U»»I3» 
35* WRITE(6# 17)DPY(I) »A(I) ,DKI) »C(D »FPI(I) ,VPI(I) »TAU(I) #QW(I) »TCW(I 36* l)#U(I)#Q0(I)»SD(I)rR0(I)»TCO(I)»l 
37* LIN£=LIME*2 
38* IF(LINE,GT.H5) G O TO 123"» 
39* 30 TO 30 
<*C* - 123"» »<RITE(6»01) m* LIN£?0 
«»2* 30 CONTINUE 
<*3# C 




48* 02 F0RMAT(1H1#» STDV O F OEM MEAN 0^ OEM OPT Q REORO TO 
49* 1 T CsT'#/#» DTR LEAD TM DTR LEAD TM STOC POINT S 
5C* 1T0C ITEM tt*,//) 
51* DO 3l I=1»N 
52* C 
53* C INITIALIZE VARIABLES 
5«4* C 55* I F ( q D ( I),LE . 0,0)GO TO 9 8 9 
56* QS<I>=QW(I) 57* RS(I ) = R D(I) 58* MU(I ) ru(I) 
59* C 
60* C LOOP TO FIND OPTIMAL R FOR A GIVEN VALUE OF Q 
61* C 
62* C GROSS SEARCH FOR THE OPTIMAL R FOR A GIVEN Q 
63* C 
64* C FIND TERM INDEPENDENT OF R CALLED F 
6b* C 66* 999 F= Q S(I ) * D I(T)*C(I) 67* O£ L T*=1.00 
68* C 
69* C FIND CUMULATIVE DENSITY FUNCTION CDF AND PROBABILITY DENSITY FUNCTION P D F FOR 
7G* C A STANDARD NORMAL RANDOM VARIABLE X 
71* C 72* 101 XS(RS(X)-MU(I))/SIG(I) 
73* G O T O 957 74* 951 CDF=0.0 
75* GO TO 952 
80 
176* 953 COP=l,0 
177* 30 TO 952 
I7t>* 955 P3F = 0,0 
179* 30 TO 956 
13,, • C 
1 8 1 * C IF X IS LESS THAN -5 THEN CDF=1 AND IF x IS GREATER THAN 5 THEN CDF=0 
182* C 18J* 957 IF(x.GE.5.0)50 TO 951 
l8U* IP(X.LE.-5.0>GO TO 953 
195* CD*1=RN0RM(X> 
18 0* Cjr=l-CD-i 
187* C 
18b* C IF ABSOLUTE VALUE OF X IS GREATER TH*N 13 THEN PDFsO 
189* C 
19c-* 952 IF ( a 3 S ( X ) .3E. 13.OG0 TO 955 
191* ?2F = l/(EXP(X*4.2/2)*2.5066) 
19«_>* C 
1 9 3 * C FI\3 TERM DEPENDING ON R CALLED B 
i9u* C 
195* 956 3=<vPl(I>OI (I)*C<I) )*(SIG(I)«P0'--(RS(I)-MUCI) ) *CDF) •FPU I) *0PY (I) 
196* 1*CDF 
197* C 
19S* C COMPARE TO SEE IF 8 IS LESS THAN F 
199* C 
2QC* IF(3.LT.F)30 TO «.6 
201* RS(l>=RS(I)+OELTA 
2'J2* 30 TO 101 
2C3* C 
20i4« C PXN£ SEARCH FOR THE OPTIMAL R FOR A &IVEN 0 
205* C 
206* *»6 «S(I>=RS(I)-DELTA 
207* ?ELTA=DELTA/100.00 
2Qfc» 102 I)=RS(I)+DELTA 
2(jo» C 
21o* C FISD CUMULATIVE DENSITY FUNCTION CDF AND PROBABILITY DENSITY FUNCTION PDF FOR 
2ll* C A STANDARD NORMAL RANDOM VARIABLE X 
212* C 
213* X=(RS(I)-MU(I))/SIG(I) 
2li.* 30 TO 977 
215* 971 CDrzO.O 
216* 30 TO 9 7 2 
2i7* 973 CDF=1,0 2ie* SO TO 972 
219* 975 PDFsO,0 
220* 30 TO 976 
221* C 
222* C IF X IS LESS THAN -5 THEN CDF=1 AND *F X IS GREATER THAN 5 THEN CDF=0 
223* C 
22U* 977 IF(y,GE.5.0)Go TO 971 




229* C IF A3S0LUTE VALUE OF X IS GREATER TH*N 13 THEN PDFsO 
23o* C 
231* 972 IF(ABS(X).GE.t3.0)GO TO 975 
232* PDF=l/(EXP(X**2/2)*2.5066> 
81 
2 3 3 * 976 J=(V'PH I)+01 (I)*C<I) )*<SlG(I)*PD»--(RS<I)-MU(I)) •CDF)+FPI ( I ) *OPY (I) 23i*» l*COF 
2 3 b * C 
2 3 6 * c C O M P A R E TO D E T E R M I N E IF B AND F ARE tQU A L IF SO GET OUT OF THE LOOP 
2 3 7 * C 
2 3 8 * I F ( F - 3 . G T . 0 ) G O TO 4 7 
2 3 9 * GO TO 102 24C* c 
2 4 1 * C WITH THIS O P T I M U N R F I N D ANOTHER Q 
2 4 2 * C 
2 4 3 * «*7 A L P = S I G ( I ) * P D F - ( R S ( I ) - M U ( I ) ) * C D F 
2 4 4 * 3ET=(5IG(I)**2*-(RS<I)-MU<I) ) * * 2 ) * C 0 F / 2 - S I G ( I ) * ( R S ( I ) - M , J ( I ) ) * P D F / 2 
2 4 5 * "S12=S0RTC C2*OPYCl!«(A(I)*FPI(I)*ALPl*2«(VPI CD*0I ( I U C C X 1 )*«ET)/( 
2 4 6 * l O K i ) . C ( I ) ) ) 
2 4 7 * C 248* C C O M P A R E WITH P R E V I O U S 0 IF EQU A L S T O P IF NOT GO BACK AND FI N D O P T I M A L R FOR 
2 4 9 * C NEW Q 
25 ' * C 
2 5 1 * I F ( a 3 S ( 0 S 1 2 - O S ( I ) ) . L E . 0 . 0 1 ) G 0 TO 48 
2 5 2 * 0S(I)=0S12 
2 5 3 * GO TO 999 
2 5 4 * C 
2 5 5 * C FlriD TOTAL C O S T FOR 0 ANO R O P T I M A L S C A L L E D TCS 
2 5 6 * C 
2 5 7 * 48 JS<I>=CiS12 258* lF(\iU(I)4-2,0*SIG(I).GT.05(I)*RS(mGO TO 994 
2 5 9 * TCSJI)=DPY(I)*A(I)/0S(I)*DI(I)*C<I)*(0SCI)/2*RSCI)-MUCX))*(FPXCX)* 26o* lDPY(I)»ALP)/QS(I)*(VPI{X)*DI(I)*t(X)>*BET/QS(I) 
2 6 1 * C 
2 6 2 * C WRITE OPTIMUN S T O C H A S T I C P O L I C Y FOR tA C H ITEM 
2 6 3 * C 
26i»* W R I t E ( 6 . 1 9 ) S I G ( I ) » M U ( I ) » G S ( I ) » R S » I ) ,TCS<I) »I 
265* 19 FORMAKlX»Ffl.l.4X»F8.1t4X»F9.2,4X»F8.2»3X#F10.2»3X»l3) 
2 6 6 * LINE=LlNEfl 
2 6 / * lF(LlNE . G r,45) GO TO 1235 
26fr* GO TO 31 
2 6 9 * 9 9 4 vVRIrE(6»993) I 
2 7 0 * 9 9 3 FORv|AT(» FOR ITEM H » , I 3 » ' THERE IS A P O S I T I V E P R O B A B I L I T Y THAT THE 
2 7 1 * 1 L E a D TÎ E DEMAND BE GREATER THAN Q+Rt,/,t SO FOR THIS CASE THE MO 
2 7 2 * 20EL IS N O T A P P L I C A B L E ' ) 
2 7 3 * WRlTE(6.19)SlG(I)tMU(I)#OS(I)»RS<I)»TCS(I)»I 274* L I N £ = L I N E * 3 
2 7 5 * I F < L l N E . G T . 4 5 ) GO TO 1235 
2 7 6 * GO TO 31 277* 989 1RItE(6I937)I 27B* 9 8 7 F O R m A T C THIS ITEM H A S NO S O L U T I O N IN THE D E T E R M I N I S T I C P A R T * » 1 0 X , 
2 7 9 * H 3 ) 
2 8 0 * LXNE=LINE*1 . — . 
2 8 1 * I F ( L I N E . G T , 4 5 ) GO TO 1235 
282* 50 TO 31 
2 8 3 * 1235 WrItE(6»02) 
2 8 4 * LINE=0 
2 8 5 * 31 CO N T I N U E 
2 8 6 * C 
287* C CA L C U L A T I O N OF P E R C E N T D E V I A T I O N FOR ALL ITEMS IF WE USE THE O P T I M A L D E T E R M I -
288* C NIST I C POLICY I N S T E A D OF THE OPTI M A L S T O C H A S T I C ON£ 
2 B 9 * C 
82 
2 9 0 * L I N £ = 0 2 9 1 * » R l T E ( b » 0 3 ) 2 9 2 * 0 3 FOn.'-HTi i m , » O P T 0 r e o r d p t o p t q r e o r d p t t o t c s t 2 9 3 * 1 T O T C S T T O T C S T S T C P E R C E N T " » / » ' O E T R M O E T R M S T O C H 2 9 4 * 2 S T O C H O E T R M S T O C « 0 » R D E T R M D E V I A T I O N I T E M 2 9 5 * 3 ^ » » / / ) 2 9 f a * J O 3 3 1 = 1 » N 2 9 7 * I F ( 3 2 ( I ) , L E , 0 . 0 ) 5 0 T O 8 8 9 2 9 s * I " ( ^ i ; ( I ) + 2 . 0 * S I 5 ( I ) . G T . Q S ( I ) * R 5 ( l ) ) G O T O 9 9 2 2 9 9 * C J o o * C C A L C U L A T I O N O r C D F A N D P D F A S B E F O R E B U T U S I N G T H E O P T I M A L D E T E R M I N I S T I C 3 0 1 * c P O L I C Y 3 0 2 * c • J 0 3 * X = ( R ? ( I ) - M U ( I ) ) / S I G ( I ) 3 0 < + * C O T O 8 5 7 3 0 5 * 8 5 1 C D F r O . O 3 0 6 * 3 0 T O 8 5 2 3 0 7 * 8 5 3 C O - = 1 . 0 3 0 » * 3 0 T O 8 5 2 3 0 9 * 8 5 5 p : - = o , o J i c * 3 0 T O 8 5 6 3 1 1 * c 3 i 2 . c I F X I S L E S S T H A N - 5 T H E N C Q F = 1 A N D * F X I S G R E A T E R T H A N 5 T H E N C D F = 0 • 3 1 3 * c 3 l u * 8 B 7 I F ( y . G £ . 5 . 0 ) G O T O 8 5 1 - 5 1 5 * I F ( x . L E , - 5 . 0 ) G O T O 8 5 3 3 1 6 * 
C D F i = R N O R M ( X ) C O F r l - C D F l 
3 1 7 * 3 l e * c 3 i 9 . c I F A B S O L U T E V A L U E O F X I S G R E A T E R T H A N 1 3 T H E N P D F = 0 3 2 u * c 3 2 l » 8 5 2 I F ( r , 3 S ( X ) . G E . 1 3 . 0 ) G O T O 8 5 5 3 2 2 * P D F = l / ( £ X P ( X * * 2 / 2 ) * 2 , 5 0 6 & ) 3 2 3 * c 3 2 t . * c F I N D T O T * L C O S T U S I N G T H E O P T I M A L D E T E R M I N I S T I C P O L I C Y T C S Q D 3 2 5 * c 3 2 6 * 3 5 6 A L P r S l G ( I ) + P D F - ( R D ( I ) - V U t I ) ) * C O F 3 2 7 * 9 E T = ( S I 3 ( r ) . * 2 + < R D ( I ) - M U ( I ) ) * * 2 ) * c 0 F / 2 - S I G ( I ) * ( R D C I ) - M U ( I ) ) * P D F / 2 3 2 a * T C S 3 D ( I ) = D P Y ( I ) . A ( I ) / Q D ( I ) O I ( I ) * C ( I ) » ( Q 0 ( I ) / 2 * R D < I ) - M U ( I ) ) + < F P I { I 3 2 9 * 1 ) * D P Y ( I ) * A L P ) / O D ( I ) + ( V P I ( I ) * C ( I ) * O I ( I ) ) * B E T / Q D { I ) • 5 3 0 * c 3 3 1 * e C A L C U L A T I O N O F P E R C E N T D E V I A T I O N O E V 3 3 2 * c 3 3 3 * D E V ( I ) = ( T C S Q O { I ) - T C S ( I ) ) / T C S ( I ) 3 3 * * c 3 3 5 * c W R I T E O U T V A L U E S O F P E R C E N T D E V I A T I O N F o R E A C H I T E M 3 3 f e * c 3 3 7 * W R I t E ( 6 » 0 ' + ) 0 D ( I ) » R 0 { I ) » Q S ( I ) , R S < 1 ) » T C O ( I ) » T C S l l ) r T C S Q D ( I ) > D E V < I ) r I 3 3 6 * 0 4 F O R M A T ( « + ( F 9 , 2 » 1 X ) » 3 ( F l 1 t 2 » I X ) » F l 1 • 4 » 3 x » 1 3 ) 3 3 9 * L I N £ = L I N E > 1 3 < t u * I F ( L l N £ , G T . « * 5 > G O T O 1 2 3 6 3 « . i * 3 0 T O 3 3 3 i » f c . 9 9 2 * R l T E ( 6 t 9 9 3 ) I 3 < . 3 » * R I T £ ( 6 ' 0 4 ) G 0 ( I ) » R D ( I ) > Q S ( I ) , R S < 1 > » T C O ( I ) t T e S ( I ) r T e s O D U > » 0 E V ( I ) f I 3 i . w * L I \ E = L I N E * 3 3 4 b * I F < L l N E , C T . ' * 5 > G O T O 1 2 3 6 3 » * i , * 0 0 T O 3 3 
83 
3 4 7 * 889 VQLTE ( 6 » 9 a 5 )I 
348* 985 F O R M I C THIS ITEM HAS NO SOLUTION IN THE DETERMINISTIC PART'»38X» 3 < 4 < , * 1 1 3 ) 3 5 v * L I N R = u i N R * L 
35L« IF(LLN£.GT.U5) GO TO 1236 
352* '0 TO 33 
353* 1236 WRITE ( 6 »U3 ) 
3 5 ( . * H N £ = 0 
355* 33 CONTINUE 
356* C 
357* C CALCULATLOM OF PERCENT DEVIATION ADDING TO THE TOTAL STOCHASTIC COST THE 




363* ° 0 5000 <=1»M 
364* W R L T E ( 6 > 5 0 0 4 ) 
36B* *004 FORMAT 11H1»• OPT 0 RE0R1 PT OPT 0 REORD PT TOT CST TO 
366* IT CST J.TC TOT CST STC OPERATING PERCENT' »/»• DETRM UETR 
367* 2,J1 STOCH STOCH O E T R M WITH OPR CST 0»R DETRM C 3 6 8 * 3 0 S T DEVIATION ITEM *»•#//) 3 6 9 * OCSP=COSP**K 
370* "30 5001 I = LTN 
371* I F O L M I ) ,LE,0.0)GO TO 5002 
372* LF(MU(I)»2.0*SIG(I).OT.QS(I)*RS(IM6O TO 5005 
373* TCSQ(I)=TCS(I)*OCSP 
374* 0 E V ( I ) = ( T C S 0 O ( I ) - T C S 4 ( I ) ) / T C S 4 ( D 
37B* V R I R E ( 6 F 9 4 ) Q D ( I ) , R D ( I ) I Q S ( I ) , R S ( D »TCD(I),TCS4(I),TCSQD(I)TOCSPFDE 
37B* 1V(1)»I 
377* 9<* F 0 R V A T ( 4 ( F 9 . 2 » L X ) » 4 ( F 1 1 . 2 » L X ) » F 1 1 . 4 , 3 x , I 3 ) 
378* H N E = LINE + L 
379* IF (LIN£,GT,45)G0 TO 1237 
38O* GO-TO 5001 
381* 5 0 0 5 « I R L T E < & , 9 9 3 ) 1 
382* WRITE ( 6 » 9 4)QD(I)RRD(I)TQSTL),RS(1),TCD(I)RTCS«T(I)»TCSQD(I)ROCSP»DE 
383* 1V(I)»I 
38U* L I N R = L I N E * 3 
38B* IP (LINE.GT,45)G0 TO 1237 
386* GO TO 5001 
3B7» 5002 * R I T E ( 6 » 5 0 0 6 ) I 
388* S 0 0 6 FORMATT* THIS ITEM HAS NO SOLUTION IN THE DETERMINISTIC PART*»50X» 
389* 113) 
390* LINESLINE+1 
391* I P (LINE.GT,45)G0 TO 1237 
392* j O TO 5001 
39,5* 1237 WRLTT(6»5004) 
394* LIN£=0 
395* B 0 0 1 CONTINUE 
396* LINE=0 3 9 7 * 5 0 0 0 CONTINUE 
398* CALL EXIT 
399* END 
END OF COMPILATION: NO DIAGNOSTICS, 
APPENDIX III 
LISTING OF R PROGRAM 
85 
L * C 
2 * C I N I T I A L I Z E V A R I A B L E S 
3 * C 
H * D I M E N S I O N A(6<*) » C ( 6 4 ) # F P L ( 6 4 ) » V P * 164 ) # T A U ( 6 4 ) » D L < 6 4 ) # D P Y ( 6 4 ) »TCW(6 
5 * 1 4 ) » Q W ( 6 4 ) R U ( 6 U ) . 0 0 ( 6 4 ) , S D ( 6 4 ) » R D ' 6 4 ) R T C D J 6 4 ) 
6 « D I V E R S I O N R ( 6 I » ) » T ( 6 4 ) » T C S R D ( 6 4 ) » T C S L ( 6 4 ) # D E V ( 6 H ) » M U ( 6 4 ) » E N B 0 ( 6 4 ) # E 
7 * L U Y B O ( 6 4 ) » J T A U T ( 6 4 ) • U T A U ( 6 4 ) » P ( ( 4 O O ) » T ^ S 2 ( 4 0 0 ) » IT(64) # T C S 3 < 6 0 0 ) »TS(6 8* 2 4 ) , R S ( 6 4 ) #TC5i|(64) 
9 * R E A L M U » M E A 1 # M E A 2 
1 0 * L I N » = 0 
1 1 * C 
1 2 * C R E A D THE N U M B E R O F I T E M S N # F O R W H I C H T H E I N V E N T O R Y P O L I C I E S W I L L BE C A L C U L A T E D 
1 3 * C 
1 4 * R E A 0 ( 5 » 2 6 ) N 
1 5 * 2 6 F O R M A T O 
1 6 * C 
1 7 * C R E A D A D D I T I O N A L O P E R A T I N G C O S T I N C U R R E D W H E N S T O C H A S T I C P O L I C Y I S A P P L I E D T O 
I B * C S O L V E T H E S Y S T E M O C S P 
1 9 * C 
2 0 * R E A 3 ( 5 . 1 1 3 ) 0 C S P 
2 1 * 1 1 3 F0RV*AT(F11 .2L 
2 2 * R E A A < 5 # 2 6 ) M 
2 3 * C 
2 < « * C R E A O T H £ F O L L O W I N G P A R A M E T E R S F O R E A C H I T £ M : A V E R A G £ D E M A N D P E R Y E A R D P Y » O R D E R - ' 
2 5 * C I N 3 C O S T A » C A R R Y I N G C H A R G E D 1 » U N I T C O S T C , F I X B A C K O R D E R C O S T F P T » V * R I A B L E 3 « C K 
2 6 * C O R D E R C O S T V P I » L E A D T I M E T A U 
2 7 * C 
2 8 * H E A 3 ( 5 . 1 0 ) ( D P Y ( I ) » A ( I ) ,DKI) , C ( D » F P K I ) .VPKI) # T A U ( I ) , I = 1 # N ) 
2 9 * 1 0 F 0 R M A T ( 7 F 9 . 2 ) 3c* C 
31* C D E T E R M I N A T I O N O F T H E D E T E R M I N I S T I C P O L I C Y F O R E A C H I T E M 
3 2 * C 
33* W R I T E ( 6 » 0 1 ) 
3 4 * 01 F O R M * T < « 1 A V G O E M O R D I N G C A K R U N I T F I X O C K V A R B C K L E 
3 5 * L A D O P T Q T O T C S T L E A D T I M O P T 0 N U M B C K R E O R D T O T 
36* 1 C S T H / I » P E R Y E A R C O S T C H « G C O S T O R O C S T O R D C S T TI 
37* 1 M E W I L S W I L S O N D E M A N D D E T O R D E R P O I N T D E 3e* 4Tt,//) 
3 9 * D O 3 0 I=1#N 
4 0 * C 
41* C C A L C U L A T I O N O F Q W I L S O N Q * A N D T O T A L C O S T W I L S O N T C W 42* C 
43* Q W ( D = S O R T ( ( 2 * A ( I ) « D P Y ( I ) ) / ( D I ( I > * C < I ) ) ) 
4 I 4 * T C * ( I ) = S Q R T ( 2 * D P Y < I ) * A ( I ) * D I ( I ) * C U ) ) 45* C 
4 6 * C C A L C U L A T I O N O F D E T E R M I N I S T I C P O L I C Y W H E N B A C K O R D E R S A R E A L L O W E D 
* 7 * C 
48* U T L ) = D P Y ( I ) * T A U < I ) 
49* IF(vPKI).LE.0.0)GO TO 40 
5d* IFIFPKD .LE.0.0)GO TO 4 L 
86 
51* Z = TCW(I).*2.(10I(1)*C(I>/VPI(I) > o ( D X ( X ) * C ( X ) / V P X U ) ) * (FPH I) *OPY ( 
si* 1D).»2 
5.J* I"(Z.LT,0.0)GO T O 998 
5w* 53U) = (-FPI (I)*DPY{I)+SORT{Z))/(VPi(I)+OI(I)*C(I)) 5 5 * I ^ O L L ) , L E . 0 ) S O T O 42 
56* T=<2*DPY(I).MI) )/{DI(I)*C(I) )-(FPX(X)«OPY(X) )**2/(Dl(I)*CfI>*<0I( 
57* lX)*C(I)«-«/PI(D)) 
5fi* IP"(Y. L T , 0 . 0 ) G O T O 996 
59* •33< I > = S ^ ( (VPI (I )+DI (X)*CtI) )/VPI <I> WS3RTCY) 
60* T C 3 ( I ) = ( J P Y C I ) * A ( X ) )/Gi)(I ) + (DX (I > * C ( I ) * ( Q D ( X ) - S D ( X ) )**2)/(2*Q0(I)) 
51* l M F 3 l U ) « O 3 Y ( I ) * S 3 ( I > + <VPI(I)*S3lI)**2)/2)/0D<I) 
62* R3(I)=U(I)-S3CI) 
63* 3 0 TO 100 
6u* 42 .*RlTE(6i05)I 
65* 05 FO'-<^AT(» T H E NUM3ER OF BACKORDER* SD»IS NEGATIVE SO SD=0 AND QD=QW 
66* llLSO^ F O R ITEM W«»I3) 
67* •J3(I)=0*(I) 
6d* S3(I)=0 
69* TCD(X) = T C « ( ( X ) 
7 0 * RD(I)=L»(I) 
71* UNE=LI\E*1 




c SPZ CIAL CASES O F BACKORDERS MODEL 
t D W 
76* 4! S D ( D = T C W ( I ) / S ( } R T ( V P X ( X ) * ( 3 I ( X ) * C ( X ) * V P X ( X ) ) ) 77* C?(L)=DRT(I)*S'3RT( (VPI{I)+DI(I)*C«I))/VPI(I)> 76* RD(I)=U(I)-SOCI) 
79* TC3(I) = (DPY(I)*A(I) )/OD(D*(DI (U*C<I)*<QD(I)-SO(I) )**2)/(2*0D(D) 
60* l+(VPl(I)*S0(I)**2)/2*QD(D 
81* 3 0 TO 100 
82* -•A lF(~PR(I).LE.0.0)60 TO 43 
83* l'(A3s<FPI(I)OPY(I)-TCWlI)).LE.°.00000l>G0 TO 44 
eu* lF(FPX(X )*APY(X),LT fTCWCll)SO TO 45 85* SD(I>=0 
86* aD(I)=3W(I) 
87* TCD(1)=TCW<I) 
86* R 3 ( I ) = U ( I ) 
89* GO TO 100 
90* 45 TCD(I)rDPY(I)*FPKI) 91* Q0<P=0 
92* WRlTE(6»12)I 
93* 12 FORMAT{» T H E NUMBER OF BACKORDER* IS INFINITE SO AN ORDER IS NEVER 9<+* 1 PLACED AND INVENTORY SYSTEM EXl sTS FOR ITEM «»»I3) 
95* LINE=LINE-H 
96* GO TO 100 
97* '44 *FCITE(6» 13) I 
99* 13 F O R M A T ( • ANY NUMBER OF BACKORDER* BETWEEN ZERO AND INFINITE SOLVES 
99* ITHE SYSTEM F O R ITEM »t,i3) 
100* LINE=LINE*1 
101* "RITE {6tl4)FPI(I),VPI(I) 




106* 15 F0RMAT(' TCD=DPY*A/Q0*DI*C*(QD-SU>**2/2*GD+FPI*DPY*SD/0D*»//> 
i07* LXN£SLXNE*1 
87 
• O B * 3 0 TO 100 
l09* 43 W ? . I T E ( 6 » 1 6 > F P I H ) » V P I ( I ) » I 
L10* 16 FO*vAT(« TRIVIAL CASS F O R B A C K O R D E R M O D E L ' , ' FIX P i s ' » F 9 . 2 » 3 * » ' V A 
U l * 1^ Pl=»,F9.2»• ITEM «'»I3) 
L12* L I N Z = L I N E * 1 
U 3 * C 
L1U + C W R I T E OuT THE O P T I M A L D E T E R M I N I S T I C P O L I C Y 
Lib* 
c 116* 100 W R I T L ( 6 » 1 7 ) 0 P Y { I ) » A ( I ) » D I ( I ) » C { I ' ' F p I ( I ) , V P I ( I ) , T A U ( I ) » Q W ( I ) ' T C W d U 7 * 1 ) » U ( I ) , Q D ( I ) » S D ( I ) » R D ( I ) » T C D ( I ) , 1 t i e * 
17 F O R M A T S . 1 » 2 X » F 8 . 2 » 2 X » F 4 , 2 # 1 X » F » . 2 » 2 X » F 7 . 2 » 2 X , F 8 . 2 » 2 X » F 5 . 2 » 1 X » F 8 , 
1 2 » 1 X » F 9 . 2 » 2 X » F 7 . 1 » 1 X » F 9 , 2 » 1 X » F 8 . 2 » 1 X ' F 8 . 2 » 1 X » F 1 0 . 2 » 2 X » I 3 ) Lig* 
L20* L I N E = L I N E * 1 
L21* I F < L l N E . G T . 4 5 ) GO TO 1234 
L22* G O TO 30 
L23* 998 * R I T E ( 6 • 9 9 7 ) I 
L24* 9 9 7 F O R M * T ( » THE NUMBER OF B A C K O R D E R * IS AN IMAGINARY NUMBER SO THERE 
L25* IIS kjO REAL S O L U T I O N FOR ITEM M « » * 3 ) 
L26* WRIT£(6» 1 7 ) D P Y ( I ) » A ( I ) , D K I ) , C ( I ) » F P I ( I ) , V P I ( I ) » T A U ( I ) , Q W ( I ) » T C W ( I 
127* 1 ) » U ( I ) , G D ( I ) » S D ( I ) » R O ( I ) » T C D ( I ) » I 
L2B* L I N E = L I N E * 2 
L29* I F ( L l N E . G T . u 5 ) GO TO 1234 
L30* GO TO 30 
L31* 9 9 6 *RITE(6 » 995)I 
L32* 995 F O R M A T ( • 00 I S AN IMASINARY NUMBER S ° THERE IS NO R E A L S O L U T l O * FO 
L33* 1R ITEM M ' » I 3 ) 
L3U* W R I T E ( 6 . 1 7 ) D P Y ( I ) » A ( I ) , D K I ) , C ( D » F P l ( I ) , V P K I ) »TAU(I) r O W ( I ) »TCW(I 
L35* 1 ) » U ( I ) , Q D ( I ) » S D ( I ) » R D ( I ) » T C D ( I ) » 1 
L36* L I N E = L l N E + 2 
137* IF(LlflE.GT,45) GO TO 1234 
L3e* SO TO 30 
L39* 1234 rtRlTE<6»01> 
140* LINE=0 
U l * 30 CONTINUE 
142* C 
L43* C D E T E R M I N A T I O N OF THE S T O C H A S T I C P O L I c Y FOR EACH ITEM 
L44* C 
145* 
L I N r = o 
L46* W R I T E ( 6 » 7 0 4 ) 
LU7* 7 0 4 F O R M A n i H l * ' STDV DEM M E A N DEM STDV DEM MEAN DEM EXP NUM E 
U f i * 
1XP u f'T- OPT C Y L E ORD UP TO TOT C S T ' » / » ' DIST TAU D I S T TAU 
149* 2 DIS TAUfT OIS TAUfT B A C K O R O YR B A C K O R TIME STCH LEVEL STC 
L50* 3 STOCH ITEM «'»///) 
151* 
D O 301 I=lrN 
152* C 
153* C INITIALIZE V A R I A B L E S 
.54* 
c L55* IF (ODCI).LT.0,0)GO TO 1 9 8 9 L56* O E L T T = 0 . 0 2 7 4 L57* J=l 
l5fl* 
M U ( D = U ( I ) 
L59* T ( I ) = 0 . 0 0 2 7 4 
l6o* 
c L61* c S E A R C H TO F I N D O P T I M A L ORDER U P T O L & V E L R FOR A GIVEN INTER REVIEW TIME L62* c 163* c L64* c G R O S S SEARCH ON R FOR A GIVEN T 
88 
1 6 s * C 
1 6 6 * 302 f U I ) = M U < I > 
1 6 7 * 1302 < = 1 
16J» <<=1 
1 & 9 * D E L T A = 1 0 . 
17c • C 
171* C C A L C U L A T E W E A N AND STANDARD D £ V I A T I 0 N OF DEMAND D I S T R I B U T I O N D U R I N S LEAT TI^E 
17 2 * C AND "'EA\| AMD STANDARD D E V I A T I O N OF D&MAND D I S T R I B U T I O N DURING L E A D TIME PLUS 
1 7 3 * C IN T E ^ R E V I E * TIME 
1 7 4 * C 
17b* S X S i = S 3 R T 0 9 Y ( I ) * T A U ( X ) ) 
l 7 s * SI3? = S'iRTlDPY(I).(TAU(I)+T(IJ ) ) 
1 7 7 * V£!Ai=D=>Y(I).TAu(I> 
179* •,.EA2 = D P Y ( I ) » ( T A U ( I ) + T ( I ) ) 
179* C 
18 0 * C D E T E R M I N E C U M U L A T I V E D E N S I T Y F U M C T I O N AND P R O B A B I L I T Y D E N S I T Y F U N C T I O N FOR 
181* C FOUR STANDARD NORMAL RANDOM V A R I A B L E * X l » X 2 » X 3 » X 4 
1 3 2 * C 
183 * 304 X 1 = ( R ( I ) - M E A l ) / S I G l 
1 8 4 * X2=(R(I)-MEA2) /s iG? 
13b* X 3 = ( R t I ) * M E A l ) / S I G l 
lSp* X 4 = ( R ( I ) + M E A 2 ) / S I 3 2 
1 8 7 * C 
13a* C IF X GREATER THAN 5 C D F = 0 AND IF X L t S S THAN - 5 CDF=1 
I30* C 
l9 o * X F ( x l . S E . 5 . ) G 0 TO 313 
1 9 1 * I F ( x l . L E . - 5 . ) G 0 TO 314 
1 9 2 * TCDF1=RN0RM(X1) 
1 9 3 * C}-i = l-TCDFl 
1 9 4 * 321 IF(x2.GE.b.)G0 TO 315 
195* IF(x2.LE.-b.)30 TO 316 
19b* TCD~2=^N3RV(X2) 
1 9 7 * C j F 2 = l - T C D F 2 
1 9 b * 322 IF( y 3 . 5 E . 5 . ) G 0 TO 3 1 7 
1 9 9 * TCD?3=RN0RM(X3) 
2 0 0 * C D F 3 = 1 - T C D F 3 
2 0 1 * 323 I F ( X 4 , 3 E . 5 . ) G 0 TO 3 1 8 
2 0 2 * TCDF4=RN0RM(X<O 
2 0 3 * C;Fi4 = l-TCDFi* 
2 0 4 * C 
2 J 5 * C IF ABSOLUTE VALUE OF X GRE A T E R THAN 13 pDFsO 
2 0 6 * C 
2 0 7 * 324 I F t A B S t X l ) . G E , 1 3 , ) G O TO 3 1 9 
2 0 6 * P D F i = l / ( E X P ( X l * * 2 / 2 ) * 2 . 5 0 6 6 ) 
2 0 9 * 325 IF ( A B s(X2).GE.13.)G0 TO 320 
2 l o * PDF?=l/(EXP(X2**2/2)*2.5066) 
2 l l * 3 2 6 I F ( A 3 S ( C D F 3 - C D F 4 ) . L E . 0 . 0 O 0 0 0 D G O TO 351 
2 1 2 * 30 TO 1326 
2 1 3 * 313 C D F i r 0 
2l*4* 30 TO 321 
2 1 5 * 314 CDFi=l 
2 1 6 * 30 TO 321 2 1 7 * 315 C D F 2 = o 
2l£j* 30 TO 3 2 2 
2 1 9 * 316 CDFgri 
2 2 0 * '<»0 TO 3 2 2 
2 2 1 * 3 1 7 C O F 3 S 0 
89 
2 2 2 * 3 0 T O 3 2 3 2 2 3 * 3 1 8 C O F ( * = C 2 2 4 * 3 0 T O 3 2 4 2 2 5 * 3 1 9 ^ 0 ^ 1 = 0 2 2 f t * 3 0 T O 3 2 5 2 2 7 * 3 2 0 P O F 2 = 0 2 2 B * 3 0 T O 3 2 6 2 2 9 * C 2 3 G * C C A L C U L A T I O N O F T H E E X P E C T E D U N I T Y E A H O F B A C K O R D E R 2 3 1 * C 2 3 2 * 1 3 2 6 £ 1 = ( D P Y ( I > * * 2 + 2 « D P Y ( I ) * * 4 * T A U ( I ) * * 2 ) / ( 4 * D P Y ( I > * * 3 ) 2 3 3 * Z 2 = ( 0 P Y ( I ) - 2 . 0 * D P Y ( I ) * * 2 * T A U ( I ) ) * R ( D / ( 2 . 0 * D P Y ( I ) * * 2 ) 2 3 4 * Z 3 = R ( I ) * * 2 / ( 2 * D P Y ( I ) ) 2 3 5 * Z 4 = S 0 R T ( H P Y ( I ) ) # 5 Q R T ( T A U ( I ) * * 3 ) 2 3 6 * Z 5 = S « R T ( 0 P Y ( I ) * * 3 ) * S Q R T ( T A U ( I ) ) / U P Y ( I ) * * 2 2 3 7 * Z 6 = 5 l 3 1 * ' < < I ) / D P Y ( I ) 2 3 8 * U T A j t I ) = ( Z l + Z 2 + Z 3 ) * C D F l + 0 . 5 * ( Z 4 - i 5 - z 6 ) « P D F l - l / ( 4 * D P Y ( I ) ) * E X P » 2 * R ( I 2 3 9 * D ) * C D F 3 2 4 n * I F ( ; i T A U ( I ) . L T . O . O ) U T A U ( I ) = 0 , 0 2 4 1 * Z 7 = C D Y < I ) * * 2 + 2 « 0 P Y ( I ) * + 4 * ( T A U ( I » * T ( I ) ) * * 2 ) / ( 4 + D P Y ( I ) * * 3 > 2 4 2 * Z 8 = ( D P Y ( I > - ? O P Y ( I ) * * Z * ( T A u < I > * T 1 1 ) ) * R ( I ) ) / ( 2 * D P Y ( I ) * * 2 ) 2 4 3 * Z 9 = R ( I ) * * 2 / ( 2 « D P Y ( T J ) 2 4 4 * Z 1 0 = S O R T ( D P Y ( I ) ) * S O R T ( ( T ^ U ( I ) + T ( 1 ) ) * * 3 ) 2 4 5 * Z l l r S l P T ( O P Y ( I ) * • 3 ) * S 3 R T < T A U ( 1 ) + T ( I ) ) / D P Y ( I ) * * 2 2 4 f c * Z 1 2 = S I 3 2 » R ( I ) / D P Y ( I ) 2 4 7 * U T A i j K I ) = ( Z 7 + Z 8 + Z 9 ) * C D F 2 + 0 . 5 * ( Z 1 U - Z l l - Z 1 2 ) * P D F 2 - E X P ( 2 * R ( I ) ) * C D F 4 / < 2 4 8 * 1 4 # D P Y ( I J ) 2 4 9 * I F ( ! j T A U T ( I ) , L T . O , 0 ) U T A U T ( X ) = 0 . 0 2 5 ( i * 3 0 T O 3 5 2 
2 5 1 * 3 5 1 Z 1 = ( 0 P Y ( I ) * * 2 + 2 * 0 P Y ( I ) * + 4 * T A U ( I ) * * 2 ) / ( 4 * D P Y ( I ) * * 3 ) 
2 5 2 * Z 2 = ( 0 o y ( I ) - 2 . 0 + O P Y ( I ) * * 2 * T A U ( I ) ) * R ( I ) / ( 2 . 0 * D P Y ( I ) « * 2 ) 
2 5 3 * Z 3 = R ( I ) * * 2 / ( 2 * D P Y ( D ) 
2 5 4 * Z 4 = S 3 R T ( D P Y ( 1 ) ) * S Q R T ( T A U < I ) * * 3 ) 2 5 5 * Z 5 = S ^ T T ( 0 P Y ( I ) * * 3 ) + S Q R T ( T A U ( I ) ) / U P Y ( l ) « * 2 2 5 6 * Z 6 = 3 l 3 l * R ( I ) / D P Y ( I ) 2 5 7 * U T A j ( I ) = ( Z l + Z 2 + Z 3 ) * C 0 F l + 0 , 5 * ( Z 4 - * 5 - z 6 ) + P D F l 2 5 6 * I P ( i j T A U ( I ) . L T , 0 . 0 ) U T A U ( I ) = 0 . 0 2 5 9 * Z 7 = ( D p y ( I ) * * 2 + 2 * D P Y ( I ) * * l * * ( T A U ( I » + T ( I ) ) * * 2 ) / C * * D P Y ( l ) * * 3 ) 2 6 0 * Z 8 = ( D P Y ( D - 2 * D P Y ( I ) * * 2 * ( T A U ( I ) 4 - T t I ) ) * R ( I ) ) / ( 2 * D P Y ( I ) * * 2 ) 2 6 1 * Z 9 = R ( I ) « * 2 / ( 2 * D P Y ( I ) ) 2 6 2 * Z 1 0 = S Q R T ( J P Y ( I ) ) * S O R T ( ( T A U ( I > + T U > > * * 3 ) 2 6 3 * Z 1 1 = S 0 R T ( D P Y ( I ) * * 3 ) * S Q R T < T A U ( I ) * T ( I ) ) / D P Y < I ) * * 2 2 6 4 * Z 1 2 = S I G 2 * R ( D / 0 P Y ( I ) 2 6 5 * U T A U T ( I ) = ( Z 7 + Z 0 + Z 9 ) * C D F 2 * 0 . 5 * ( Z 1 U - Z l l - Z 1 2 ) * P D F 2 2 6 6 * I F < U T A U T ( I ) , L T . 0 . 0 ) U T A U T U ) = 0 . 0 2 6 7 * 3 5 2 E U Y j O ( I ) = l / T ( I ) * ( U T A U T ( I ) - U T A U ( I ) > 2 6 b * I F ( £ U Y 3 0 ( I ) . L T . 0 . 0 ) E U Y B 0 d ) = 0 . 0 2 6 9 * C 2 7 0 * C C A L C U L A T I O N O F T H E E X P E C T E D N U M B E R 0 * " B A C K O R D E R S 2 7 1 * C 2 7 2 * E N 3 0 ( I ) = l / T ( I ) » ( S I G 2 * P D F 2 - ( R ( I ) - * 1 E A 2 ) * C D F 2 - S I G l * P D F l + ( R ( I ) - M E A l ) * C 2 7 3 * 1 0 F I ) 2 7 4 * C 2 7 5 * C C A L C U L A T I O N O F T O T A L C O S T 2 7 6 * C 2 7 7 * T C S 3 < K > = A ( I ) / T ( I ) + 0 1 < I ) * C < I ) * < R < I ) - M U C I ) - D P Y < I ) * T I I ) / 2 ) • F P I ( I ) * E N B 2 7 8 * 1 0 ( I ) + ( D I ( I ) * C ( I ) + V P I ( I ) ) * E U Y B 0 { I ) 
90 
27Q* C 
29R* C COMPARISON OF TOTAL COST TO OETERMIN*. CHANGE OF DIRECTION ANO OPTIMAL R FOR A 
251* C GIVEN T 
2Q2 . C 
23J. IF (<••:;>. 1)30 TO 400 
20U* I"(T:53(<) .3T.TCS31K-1) .AND.DELTA-O.L.LT.O.OODGO TO 491 
235* 5 9 : I C( T ^ ^ K O .C-T.TCS3(K-1) )G0 TO 303 
2 9 E * 400 R(I)=R(I)*DELTA 
2B7* <=<+L 
29I* <<=<<>! 
299* 30 TO 304 
2 9 L * C 
291* C FINE SEARCH ON R FOR A GIVEN T 
292* C 
293* 303 IF(<K.LF..2)G0 TO 3030 
294* R(I)=R{I)-OELTA*2.0 
295* TCS3U-L>=TCS3(K-2> 
296* 30 TO 1303 
297* 3030 N(I ) = r-m)-ORLTA 
29H* 1303 DELTA=3ELTA/10, 
299* R(I)=R(I)+3ELTA 
30U* 30 TO 304 
301* C 
3Q2* C GROSS SE'-RCH ON T 
JOI* C 
304* C CALCULATION OF TOTAL COST 
305* C 
306* 491 TCS2(J)=TCS3(<-1) 
307* P(J)=R(1J-JELTA 
3OT* IF(TCS?(J).LT,0.0)GO TO 1491 
309* GO TO 3134 
3LJ* 1+91 TCS2(J)=99999999.00 
3n* W-RLXE(6»449L)J»I 
312* 4491 C O R M A T P VALUE FOR TOTAL COST "AS NEGATIVE FOR LOOP J=»»I3»» OF 
313* 1 CASE A.,13) 
314* LIN£=LINE*1 
315* XF(LINE.ST.45)S0 TO 1436 
316* GO TO 309 
317* C 
3IB* C COMPARISON OF TOTAL COST TO DETERMINE CHANGE OF DIRECTION AND OPTIMAL T AND R 
319* C FOR A GIVEN ITEM 
32C* . C 
321* 3134 I F ( J . E 0 . D G O TO 309 
322* IF(JCS2(J) ,GT.TCS2(J-1) .AND.ABS<UELTT-0.00274) . L T . O . O O O U G O TO 308 
323* C 
32U* C SEARCH ON T 
32B* C 
326* IF(TCS2( J) . 3 T . T C S 2 U - 1 ) )G0 TO 1308 
327* 309 T(I)=T(I)+OELTT 
32D* J=J+1 
329* 30 TO 1302 
330* 1308 IF(T(I).LE.0.03014)GO TO 1310 
331* T(I)=T(I)-3ELTT*2.0 
33?* OELTT=3ELTT/10. 
333* T ( I ) = T C I ) O E L T T 
334* J=J-1 
3 3 5 * 3 0 T O 1 3 1 1 
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3 3 6 * 1310 T(1J=T(I)-JiLTT 
3 3 7 * :>ELTT = 0.00274 33e* T(I)=T(I)+DELTT 
3 3 9 * 1311 30 TO 302 
3 4 D * C 
3m« C WRITE OUT OPTI M A L S T O C H A S T I C P O L I C Y 
3 4 2 * C 
3 4 3 * 309 T C S K I ) = T C 5 2 ( J - 1 ) 
3 4 4 * «S(I>-P(J-1) 
3 4 5 * TS<I)=T(I)-DELTT 
3 4 6 * * R I T E ( 6 » 3 4 0 6 ) S I G 1 » M E A 1 , S I 6 2 » M E A 2 » E N B 0 ( I ) , E U Y B O ( I ) # T S < I > » R S ( I » »TCS1 
3 4 7 * I d ) . I 
3i*B* 3406 F0RM*T(lXr4(F9,2,lX) #Fl 1.2, 1 X » F 8 • 2 » 2 * » F 1 0 . 6 » I X , F 1 0 . 2 » 1 X » F l 1,2.4X» I 
3 4 9 * 13) 
3 5 0 * L I N E = L I N S + 1 
3 5 1 * IF(LlNE.5T.45)G0 TO 1436 
3 5 2 * 30 TO 301 
3 5 3 * 1989 WR1TE<6»1987)I 
3 5 4 * 1987 FORMAT(• THIS ITEM H A S NO S O L U T I u N j H THE DE T E R M . P A R T 1 » 4 7 X » 1 3 ) 
3 5 5 * ^ R l T E ( 6 » 3 4 0 6 ) S I G l » M E A l , S l 6 2 » M E A 2 ' E N 8 O d ) , E U Y B O ( I ) » T S d ) » R S ( D » T C S l 
3 5 6 * HI),I 
3 5 7 * L I N E = L I N E * 2 
3 5 8 * IF(tlNE,GT.40)G0 TO 1436 
3 5 9 * GO TO 301 
3 6 0 * 1436 WRITE(6.704) 
3 6 1 * LINr=0 
3 6 2 * 301 CONTINUE 
3 6 3 * C 
3 6 4 * C CALCULATION OF P E R C E N T D E V I A T I O N FOR ALL ITEMS 
3 6 5 * C 
3 6 6 * LINr=0 
3 6 7 * W R l T E ( 6 » 4 1 1 l ) 
3 6 8 * '•HI F O R u A T d H l f * OPT T OPT ORD OPT T OPT ORD TOT CST 
3 6 9 * 1 TOT CST TOT CST STC P E R C E N T * O E T R M UP TO DET STOC 
3 7 0 * 2H UP TO STC DETRM S T O C H T»R DETRM D E V I A T I O N ITE 
3 7 1 * 3 " «••///) 
3 7 2 * . 00 3 d I = 1#N 
3 7 3 * I F ( Q 3 ( I ) , L T . 0 . 0 ) 6 0 TO 1 986 
37i** C 
3 7 b * C DETERMINE FROM O P T I M A L D E T E R M I N I S T I C P O L I C Y THE D E T E R M I N I S T I C E S T I M A T E S OF T 
3 7 6 * C AND R 
3 7 7 * C 
3 7 6 * TU) = (03(I)+SD<I))/DPVIX> 
3 7 9 * I T d ) = (T(I)+0,00l37)/0.0027U 
3 8 0 * T(I|=ITCI)*0.00274 
3 8 1 * OD(I)rT( I)*[>PY(I) 
3 8 2 * RIX|=RD(X)*'CD(X) 
3 8 3 * C 
3 8 4 * C DETERMINE C U M U L A T I V E D E N S I T Y F U N C T I O N AND P R O B A B I L I T Y D E N S I T Y F U N C T I O N FOR 
3 8 5 * C FOUR STANDARD NORMAL RANDOM V A R I A B L E * Xl»X2»X3»X<» 
3 8 b * C 
3 8 7 * SIGl=S3RT(DPY(I)*TAUd)) 
3 8 8 * S I S 2 S S 0 R T ( D P Y ( X ) « ( T A U ( I ) * T C I | ) ) 
3 8 9 * MEAi=OPY(II*TAU(II 
3 9 0 * WEA 2=DPY(I)*(TAU(I)<-T<X)) 
3 9 1 * X1=(R(I)-MEA1)/SIG1 
3 9 2 * X 2 = ( R d ) - M E A 2 ) / S I G 2 
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39J. X3=(R(I)+MEAl)/sIGl 394* X4=(R(I)+ME62)/SIG2 3°S* C 39o* C IF X GREATER THAN 5 COF=0 AND IF X L̂ SS THAN -5 C0F=1 397. c 396* IF(rl,GE.5.)G0 TO 513 39S* lF(Xl.L£.-5.)G0 TO 514 *oo* TCOFlrRNORM(Xl) •»01* CDr1=1-TCJFl 521 IF(x?,GEibt)30 TO 515 "»03* I"(X2.'_E.-5.)G0 TO 516 **QH* TCD-2 = '<N0R-1( X2) 40b* C0F2=1-TC0F? '•Ob* 522 IF(y3,3E.5.)GO TO 517 407* TCDr3 = RN0R'l(X3) 40B* C0F3=1-TCDF3 4Qn» 523 IF(>;4.GE.b.)G0 TO 518 "•10* TC3F4=RN0RV(X4) "•11* C3Ft*=l-TC3F4 412* c 4J3* c IF ABSOLUTE VALUE OF X GREATER THAN 13 pOF=0 4lu* c "•lb* 524 IF(A3S(Xl).3E.13.JG0 TO 519 416* P.")Fi = i/(EXP(Xl«*2/2)*2.5066) <H7» 525 IF(A9S(X2).GE.13.)G0 TO b20 ••18* P3F2=3/(EXP(X2*.2/?)*2.5066} «»l * 526 IF(ABS(C3F3-C3F4).LE.C.000001)60 TO 401 "+20* GO TO 1526 42i* 513 C3Fi=0 422* 30 TO 521 H23* 514 C3Fi=l "•Z-* 30 TO 521 4+2b* 515 C3F2=0 '•26* 30 TO 522 H27* 516 CDF2=1 42o. 30 TO 522 4 2 5. 517 C3r3=0 43C* 30 TO 523 «.3l. 519 CDF4=0 ««32* 50 TO 524 «*33* 519 P3Fl=0 «»34* 30 TO 525 *3b* 520 P3F2=0 ••36* GO TO 526 437* c 43c* c CALCULATION OF THE EXPECTED UNIT YEAR OF BACKORDER ••39* c 4i*c* 1526 Zir(DPY(I)**2+2*DPY(I)**«»*TAU(I)**2)/(4*0PY(I)**3) "•41* Z2=(:PY(I)-2.0*3PY{I)**2*TAU{I))*R{I)/{2.0*0PY(I)**2) 4̂ 2* Z3=3<I)*.2/(2*3PY(I>> 4«*3* Z4=s»RT(0PY(I) )*S0RT(TAU(n**3) 444* Z5=S0RT(3PY(I)*.3)*S0RT(TAU(I) )/UPY(D**2 4i*5* Z6=SI31.R(I)/3PY(I) 446* UTAlj(i) = {Zl*Z2*Z3)*C3Fl+0.5*{Z4-<'5-?6}*P3Fl-l/(4*0PYtI))*EXP<2*RCX 4t*7« 1) ).;3F3 H46* IF(uTA'J(I) .LT.O.O)UTAU(D=0.0 *i»9» Z7=(DPY(I)**2*2*3PY{n**«t*(TAU(I»*T(I))**2)/(«»*0PY{I)«*3) 
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45L>* ZB=(CPY ( I )-? + 0e>Y< I) **2*(TAU< I)*TTI> ) *R< I) } / (2*DPY (I) *«2) 
451* Z9 = ?! I).*2/(-?*DPY(T) ) 
452* Z10 = SS-1T( JPY( I) ) *SORT( ( T AU ( I) *T < * > > **3) 
453* ZLLR'I-IRM ) J Y (I) ••J) .SQRT(TAIJ( I)*L D ) ) /DP Y (I) **2 
454* Z12 = SI32*;UI)/DPY(I) 
45B* U T A U T ( I ) = (Z7*ZQ + Z9)*CDF2*0,5*(ZIO-ZH-Z12)*PDF2-EXP(2*R(I) )*CDF4/( 
4 5 6 . 1 4 0 P Y ( I ) ) 
4 5 7 . !F(UTA'JT(I) ,LT,0.0)UTAUT(I)=0.0 
45Q* 30 TO 412 
459* 401 Z1=(DPY(I)**2F2*DPY(I)**4*TAU(I)**2)/(4*DPY(I)**3) 
460* Z2={3 DY(I)-?TO*DPY(I)»*2*TAU(I))*R(L)/(2.0*DPY(D**2' 
461* Z3=R(I)**2/(2*DPY(I)) 
462* Z4 = Q 3 ? T O P Y ( I) ) * S 3 R T U A U D ) * * 3 ) 
463* Z5=55?T(DP'Y(I)**3)*SQRT(TAU<I) )/UPY(I)*«2 
464* Z6 = SLGL*'U I)/DPY(I) 
465* JTAULI ) = (ZLTZ2RZ3)*CDFL + 0.5*(Z« » - « - z 6)*PDFL 
46B* IF(UTAUD> .LT.0.0)UTAU(I)=0.0 
467* Z7= (DPY { I) ••2T-2* R IPY( I )*«4*(TAU(I > >T (I)) +*2) / (4.DPY (I) *• 3) 
468* Z8=(D?Y(I)-?*DPY(IW*2«(TAU(I) * T D ) )*R(I) ) / (2*DPY (I) * * 2 ) 
469* Z9=R(T)••2/(2*DPY(I)) 
470* Z10=SART(JPY(I)).SORT((T*U<I)*T< 1>>**3) 




475* 412 EIJY-JO(I)=L/T(I)*(UTAUT(I)-UTAU(I») 
47B* IF(EUY30(I).LT.0,O)EUYBO(I)=0.0 
477* C 





483* c CALCULATION OF TOTAL COST STOCHASTIC USING DETERMINISTIC POLICY 
484* c 
485* TCSRO(I)=A(I)/T(I)+DI(I)*C(I)*(R(I)-MU(I)-DPY<I)*T(I)/2)+FPI(I)*EN 
48B* 130(I)*(DKI)*C(I)>VPI(I) ) * E U Y B O ( D 
487* c 




49C* c WRITE VALUES OF PERCENT DEVIATION 
493* c 
494* WRITE(6»312) T(I) ,R(I) »TS«I) »RS(I> »TCD(I) » T C S H L ) ,TCSRD(I) »DEV(I)»I 
495* 312 F0R-1AT(2(1X»F9.6»1X,F9.2) » 3 ( 1 X » F H , 2 ) » 1 X , F U . 4 , 3 X » I 3 ) 
49B* LINE=LINE+1 
497* IF(LINE.5T.45)G0 TO 1437 
498* 30 TO 311 
499* 1986 «'RZT£(6»1987)I 
500* *'RITE«6»312)T(I) , R ( I ) » T S D ) » R S ( I ) »TCD(I) , T C S L D ) » T C S R D ( I ) »DEV(I)»I 
501* LINE=LINE+2 
502* IF(LLNE,3T.45)G0 TO 1437 
503* GO TO 311 
504* 1437 W R I T E ( 6 » 4 1 U ) 
505* LIN£=0 
506* 311 CONTINUE 
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5 0 7 . C 
5GU* C CALCULATION CF P E R C E N T D E V I A T I O N A D O i N G T O T H E T O T A L S T O C H A S T I C C O S T T H E 
5 0 9 * C A D D I T I O N COST FQR O P E R A T I N G T H E S Y S T E M W H E N T H E S T O C H A S T I C P O L I C Y I S U S E D T O 
5lr* C OPERATE UZ SYSTEM 
51 1 . C 
^12* LINE=0 
5lj* CCS^-OCSP 
5m* 30 < = 1»M 
bl5« 'A'RI RECFTT 5004) 
516* 5004 F 0 RM A T ( H I # » O P T T O P T O R D O P T T O P T O R O T O T C S T T 
5 l ? . 10T c S T STC T O T C S T S T C O P E R A T I N G P E R C E N T * » / » » D E T R M UP T 
518* 2 0 3ET STOCH u P T O S T C D E T t R . M W I T H O P R C T T » R D E T R M 
5l9« 3 COST DEVIATION I T E M » » » / / / > 
5 2 t « OCS^=COSP**< 
521* -0 bCfll 1=1.N 
522* IP(r.3ll) , L E . 0 . 0 ) G O T O 5 0 0 2 
523* TCS ' * ( I)=TCS1 ( I)*-0CSP 
52U* DEV(IJ = CTCS-?3(I)-TCS4 (n ) / T C S 4 ( I > 
525* *:UTE<6.5006)T ( I ) » R ( I ) » T S ( I ) , R S ( D » T C D ( I ) » T C S 4 ( I ) , T C S R D I I > » 0 C S P » D E 
52b* 1V(I),I 
527* boo& FO .<vAT<2 ( ix,F9.6» 1X.F9,2> »4< 1 X » F H . 2 > » 1 X » F H . 4 , 3 X » I 3 > 
52t* Ll\£=LlNifl 
52..* IF (LIVE.3T,45)30 T O 1237 
53; • 30 TO 5001 
531* B 0 0 2 'ARITE ( 6.5007) I 
5 3 2 * 5007 FORMAT ( • T H I S I T E M H A S N O S O L U T I O N JN T H E D E T E R M . P A R T * » 5 9 X » 1 3 ) 
533* LINE=LINE+1 
534* IF (LINE.3T.45 ) G 0 T O 1237 
535* 30 TO 5001 
536* 1237 *'RITE(6»5004) 
5 3 7 * L I N - - = 0 
53FR* * 0 0 l C O N T I N U E 
539* L I N £ = 0 
54C* 5 0 0 0 C O N T I N U E 
541* CALL E X I T 
542* E N D 
END OF COMPILATION: N O D I A G N O S T I C S , 
APPENDIX IV 
SAMPLE PRINTOUT FOR Q PROGRAM 
AV& DEM 0RDIN9 CARR UNIT 
PER TEAR COST CH«8 COST 
FIX BCK V A R BCK L E A D 
O R O CST ORD CST TXv ie 
O P T 0 
WILS 
T O T C S T 
W I L S O N 




NUM H C K 
O R D t R 
R E O R O 
P O I N T 
T O T C S T 









THE N U M B E R 
3500.0 
T H E N U M B E R 
3500.0 
THE N U M B E R 
3500.0 






T H E N U M B E R 
3500.0 
T H E N U M B E R 
3500,0 








t h E n u m - j E r 
3500.0 
T H E NUMdER 
3500.0 
T H E NUvBEr 
3500.0 
















O F B A C K O R D E R S 
450,00 ,20 
O F B A C K O R D E R S 
450,00 ,20 
O F B A C K O R D E R S 
450,00 ,20 






O F U A C K O R D E R S 
10.00 ,23 
O F B A C K O R D E R S 
10,00 ,20 
OF B A C K O R D E R S 
10,00 ,20 






o f b a c k o r d e r s 
10,00 ,20 
O F B A C K O R D E R S 
10,00 ,20 
O F 13 ACKORDERS 
10.00 ,20 
O F B A C K U R O E M S 
10,00 ,20 
OF B A C K O R D E R S 
10,00 ,20 
O F B A C K O R D E R S 
10,00 .20 
























































1 . 0 0 
1 . 0 0 
1 . 0 0 
1 . 0 0 
. 1 0 
. 1 0 
. 1 0 
. 1 0 
NEGATIVE S O 
0 0 1 . 0 0 
NE3ATIVE S O 
0 0 1 . 0 0 
NEGATIVE S O 
0 0 1 , 0 0 
NEGATIVE S O 
0 0 1 , 0 0 
0 0 . 1 0 
no . 1 0 
0 0 . 1 0 
0 0 . 1 0 
NEGATIVE S O 
0 0 1 . 0 0 
NEGATIVE S O 
o o l . o n 
NEGATIVE S O 
Q U 1 . 0 0 
NEGATIVE S O 
0 0 1 . 0 0 
0 0 . 1 0 
0 0 . 1 0 
0 0 . 1 0 
0 0 . 1 0 
NEGATIVE S O 
0 0 1 . 0 0 
NEGATIVE S O 
0 0 1 . 0 0 
NEGATIVE SO 
0 0 1 . 0 0 
NEGATIVE S O 
0 0 1 , 0 0 
NEGATIVE S O 
n o , i o 
NEGATIVE S O 
0 0 . 1 0 
NEGATIVE S O 









SO=0 AND QD= 
1 0 0 0 . 0 0 
SD=0 AND OD: 
1000.00 
SD=0 AND QD= 
350.00 






SO=0 AND 00= 
1000.00 
SD=0 AND QD= 
1000.00 
SD=0 AMD QD= 
3b0,00 
SD=0 AND QD= 





SD=0 AND 00= 
1000.00 
SD=0 AND QO: 
looo.nn 
SD=0 ANT 0D= 
350.00 
SD=0 AND 0D= 
350.00 
SD=0 AND 0D= 
1000.00 
SD=0 AND Q O : 
1000,00 
SD=0 AND 00= 
350.00 
.In 
. 0 3 
. 1 0 
. 0 3 
. 1 0 
. 0 3 
. 1 0 























14 0 3. 
1403 
: U W I L S 0 N F O R 
. 1 0 3 4 . 
: U W I L S O N F O R 
. 0 3 3 4 . 
u w i l s o n F O R 
. 1 0 3 4 . 
: « W I L S 0 N F O R 









: O W I L S O N f o r 
. 1 0 2 0 9 . 
: U W I L S 0 N F O R 
• 0 3 2 0 9 . 
: « W I L S D N F O R 
. 1 0 2 0 9 . 
: U W I L S 0 N F O R 
. 0 3 2 0 9 . 
: » W I L S 0 N F O R 
. 1 0 2 0 9 . 
^ W I L S O N F O R 
. 0 3 2 0 9 . 
: 0 W I L S 0 N F O R 









ITEM tt 9 
12 2244.99 
ITEM tt 10 
12 2244.99 
ITEM tt l l 
12 2244.99 
ITEM tt 12 
12 2244.99 
12 2244.99 
12 224 4.99 
12 2 2 4 4 . 9 9 
12 22".4.99 
ITEM tt 17 
16 2049.39 
ITEM tt IB 
16 2049.39 
ITEM tt 19 
16 2049.39 






ITEM tt 25 
17 334.66 
ITEM tt 26 
17 334.66 
ITEM tt 27 
17 334.66 
ITEM tt 28 
17 334.66 
ITEM « 29 
17 334.66 
ITEM tt 30 
17 334.66 
ITEM tt 31 
17 334.66 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 , 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
1 0 5 . 0 
3 5 0 . 0 
2 3 5 . 4 7 
2 3 5 . « 7 
2 4 6 . 3 1 
2 4 5 . 8 1 
2 3 5 . 9 0 
2 3 5 . 9 0 
2 4 7 , 9 8 
2 4 7 . 9 8 
1 4 0 3 . 1 2 
1 4 0 3 . 1 2 
1 ' » 0 3 . 1 2 
1 4 0 3 , 1 2 
l * * 0 4 . 2 2 
1 4 0 4 . 2 2 
1 4 0 6 . 2 5 
1 4 0 6 . 2 5 
3 4 . 1 6 
3 4 , 1 6 
3 4 , 1 6 
3 4 , 1 6 
3 5 . 1 4 
3 5 . 1 4 
3 6 . 8 9 
3 6 , 8 9 
2 0 9 . 1 7 
2 0 9 . 1 7 
2 0 9 . 1 7 
2 0 9 , 1 7 
2 0 9 , 1 7 
2 0 9 . 1 7 















5 . 4 0 
5 . U 0 
. 0 0 


































3 Y H . 3 4 










1 5 5 ? 6 . 5 7 
1 3 ? - ? f t . 5 7 
1 J l ' 5 3 . 6 4 
1 3 1 5 3 . 8 4 
1 3 3 7 2 . 5 4 
1 3 3 7 2 . 5 4 
1 2 7 S 2 . 6 4 
1 2 7 5 2 . 6 4 
2 2 4 4 . 9 9 
2 2 4 4 , 9 9 
2 2 4 4 . 9 0 
2 2 4 4 . 9 9 
?:•••» 3 , 77 
2 2 4 3 . 7 ? 
2 2 4 1 . 3 S 
2 2 4 1 . 3 5 
2 0 4 9 . 3 9 
2 0 4 9 , 3 9 
2 0 4 9 . 3 9 
2 0 4 9 . 3 Q 
2 P " ^ . 7 l 
2 0 ^ 8 . 7 1 
1 9 4 0 . 6 8 
1 9 4 0 , 6 A 
3 3 4 . 6 6 
3 ^ 4 . 6 6 
3 3 4 . 6 6 
3 3 * . . 6 6 
3 3 « * . 6 6 
5 3 * . 6 6 























A V 9 D E M O R D I N O C A r t R U N I T F I X B C K VAR B C K L E A D O P T Q T O T C S T LEAD T I M O P T Q N U M H C K R E O P O T O T C S T 
P E R Y E A R C O S T C H R G C O S T O R D C S T O R D C S T T I M E W I L S W I L S O N D E M A N D D E T O R D E R P O I m T D E T 
T H E N U M B E R OP B f.CKORD E R S S D » I S N E G A T I V E S O S D = 0 A N T O D = « W I L S O N F O R I T E M M 3 2 
3 5 0 0 . 0 10,00 . 2 0 8 . 0 0 .10 3 5 0 , 0 0 • 0 3 2 0 9 . 1 7 3 3 4 . 6 6 105.0 2 0 9 , 1 7 • CO 1 0 5 , 0 0 3 * 4 . b S 
4 0 0 . 0 450,00 . 2 0 3 0 0 . 0 0 1.00 1 0 0 0 , 0 0 . 1 0 7 7 . 4 6 4 6 4 7 , 5 8 40.0 7 9 , 7 3 4 . 1 4 3 5 , 9 6 4 5 ^ 5 . 8 ? 
H O O . O 450,00 • . 2 0 300.00 1.00 1000,00 • 0 3 7 7 . 4 6 4 6 4 7 . 5 8 12.0 7 9 . 7 3 4 . 1 4 7 , 8 6 4 5 3 5 . 8 2 
••oo.o 450.00 .20 300.00 1.00 350,00 . 1 0 7 7 . 4 6 4 6 4 7 , 5 8 4 0 . 0 8 3 . 7 9 1 1 . 2 9 2 8 , 7 l 4 3 ^ 0 . 2 9 
"•00,0 450,00 . 2 0 3 0 0.00 1.00 350,00 • 0 3 7 7 . 4 6 4 6 4 7 . 5 8 12.0 8 3 . 7 9 11.29 . 7 1 4 3 ^ 0 . 2 « 
•»00.Q 450,00 . 2 ^ 3 0 0 . 0 0 .10 1000,00 . 1 0 7 7 . 4 6 4 6 4 7 , 5 8 4 0 . 0 7 9 . 7 5 4 . 4 8 3 5 . 5 ? 4 5 1 > S . 3 9 
H O O . O 450,00 . 2 0 3oo.no . 1 0 1 0 0 0 , 0 0 . 0 3 7 7 . 4 6 4 6 4 7 . 5 8 1 2 . 0 7 9 . 7 S 4.48 7 . 5 ? 4 5 1 6 . 3 * 
400,0 450,00 . 2 1 3oo.no . 1 0 3 5 0 , 0 0 . 1 0 7 7 . 4 6 4 6 4 7 . 5 8 4 0 . 0 8 3 . 8 4 1 2 . 1 7 2 7 . 9 3 4 2 ^ 9 . a i 
400.0 450,00 . 2 ) 3 0 0 . 0 0 . 1 0 3 5 0 , 0 0 . 0 3 7 7 . 4 6 4 6 4 7 . 5 0 1 2 . 0 8 3 . 8 4 1 2 . 1 7 - . 1 7 4 2 3 9 . 9 n 
4 0 0 . 0 450,00 . 2 1 a.no 1.00 1 0 0 0 . 0 0 . 1 0 4 7 4 . 3 4 7 5 9 . 9 5 4 0 . 0 4 7 4 , 6 2 . 3 6 3 ^ . 6 4 7 c . 9 , h 1 
4 0 0 . 0 450,00 . 2 0 8.00 1.00 1000.00 . 0 3 4 7 4 . 3 4 7 5 8 . 9 5 1 2 . 0 4 7 4 . 6 2 . 3 6 H . 6 4 HI 
400.0 450.00 . 2 0 8.00 1*00 350.00 . 1 0 4 7 4 . 3 4 7 5 9 . 9 5 4 0 . 0 4 7 5 . 1 2 1 . 0 2 3 b . ^ 9 7 * 8 . 5 6 
400.0 450,00 . 2 0 8.D0 1.00 3 5 0 . 0 0 . 0 3 4 7 4 . 3 4 7 5 9 . 9 5 1 2 . 0 4 7 5 . 1 2 1 . 0 2 1 0 . 9 * 7 * 9 . 5 6 
«oo.o 450,00 . 2 0 8 . 0 0 . 1 0 1 0 0 0 . 0 0 . 1 0 4 7 4 . 3 4 7 5 9 . 9 5 4 0 . 0 4 7 4 . 7 2 . 7 2 3 9 . ? « 7 5 3 . 4 n 
4 0 0 . 0 450,00 . 2 0 8 . 0 0 .10 1 0 0 0 . 0 0 • 0 3 4 7 4 . 3 4 7 5 9 . 9 5 1 2 . 0 4 7 4 . 7 2 . 7 2 1 1 . 2 9 7 5 = . 4 ^ 
4 0 0 . 0 4 5 0 , 0 0 . 2 0 8.0 0 . 1 0 3 5 0 . 0 0 • 1 0 4 7 4 . 3 4 4 0 . 0 4 7 9.42 2.on 3'.l>1 7 * - , 7 , 4 f i 
4 0 0 . 0 4 5 0 , 0 0 . 2 0 fl.no .10 3 5 0 . 0 0 . 0 ^ 4 7 4 . 3 4 7 5 9 . 9 5 1 2 . 0 4 7 5 . 4 2 2 . 0 5 9 . 9 5 7 * 7 . 4 0 
4 0 0 . 0 10,00 . 2 0 3 0 0 . 0 0 1.00 lono.oo • 1 0 11.55 6 9 2 . 8 2 4 0 . 0 1 1 . 7 8 . 2 9 3 9 . 7 1 6 « > . 1 9 
4 0 0 . 0 10,00 . 2 4 3 0 0 . 0 0 1.00 lono.oo . 0 3 1 1 . 5 5 6 9 2 . 8 2 1 2 . 0 1 1 . 7 8 . 2 9 U . 7 1 6 * 9 . I O 
4 0 0 . 0 10,00 . 2 0 3 0 0 . 0 0 1 . 0 0 3 5 0 . 0 0 • 1 0 11.55 6 9 2 . 8 2 40.0 1 2 . 1 9 . 8 1 3 y . i 9 6 ° 2 , 8 5 
4 0 0 . 0 10,00 . 2 0 3 0 0 . 0 0 1.00 350.00 . 0 3 11.55 6 9 2 . 8 2 1 2 . 0 1 2 . 1 9 . 8 1 1 1 . 1 9 6 « ? . 8 5 
4 0 0 , 0 10,00 . 2 0 3 0 0 . 0 0 . 1 0 lono.oo • 1 0 11.55 6 9 2 . 8 2 4 0 . 0 11.89 . 6 4 3 9 . 3 6 6 7 5 . 1 3 
4 0 0 , 0 10,00 . 2 0 3 0 0 . 0 0 . 1 0 1 0 0 0 . 0 0 . 0 3 1 1 . 5 5 6 9 2 . 8 2 1 2 . 0 1 1 . « 9 . 6 4 1 1 . 3 6 6 7 5 . 1 3 
400,0 10,00 . 2 0 3 0 0 . 0 0 . 1 0 3 5 0 , 0 0 .in 1 1 . 5 5 6 9 2 . 8 2 40.0 1 2 . 4 9 1 . 7 3 3 8 . 2 7 6 4 5 . 6 ? 
4 0 0 , 0 10,00 . 2 " 3 0 0 . N 0 . 1 0 3 5 0 . 0 0 • 0 3 1 1 . 5 5 6 9 2 . 8 2 1 2 . 0 1 2 . 4 9 1.73 1 0 . 2 7 6 4 5 . 8 ? 
T H E N U M B E R 0 ? B A C K O R D E R S S j . I S N E G A T I V E S O S D = 0 AND OD = O W I L S 0 r F O R I T E M tt 5 7 
4 0 0 , 0 10,00 , 2 d 8 . 0 0 1 . 0 0 1 0 ^ 0 . 0 0 . 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 7 1 . 0 0 4 0 , 0 0 1 1 3 . 1 4 
T H E N U M B E R OF B A C K O R O E R S S 3 . I S N E G A T I V E S O S 0 = 0 A N D Q O S U W I L S O N F O R I T E M M 5 8 
4 0 0 . 0 10,00 , 2 0 8.00 1.00 1 0 0 0 . 0 0 . 0 3 7 0 . 7 1 1 1 3 . 1 4 12.0 7 0 . 7 1 .00 1 2 . 0 0 1 1 3 . 1 4 
T H E N U v g E R O F B A C K O R D E R S S 3 . I S N E G A T I V E S O so=o AND O D = U W I L S 0 N F O R I T E M « 5 9 
»oo.o 10.00 . 2 0 a.oo 1.00 3 5 0 , 0 0 . 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 7 1 . 0 0 4 0 , 0 0 1 1 3 . 1 4 
T H E N U M B E R OF U A C K O R O E R S S D ' I S N E G A T I V E S O S D = 0 A N D O D =UWI|_SON F O R I T E M tt 6 0 
••00,0 10,00 . 2 0 8.00 1.00 350.00 . 0 3 7 0 . 7 1 1 1 3 . 1 4 1 2 . 0 7 0 . 7 1 . 0 0 1 2 . 0 0 1 1 3 . 1 4 
400.0 1 0 . OC .2') 8.00 . 1 0 1 0 0 0 . 0 0 . 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 7 6 . 0 7 3 9 , 9 3 113.in 
400*0 10.00 . 2 0 8.00 .10 1 0 0 0 . 0 0 • 0 3 7 G . 7 1 1 1 3 . 1 4 12.0 7 0 . 7 6 . 0 7 1 1 . 9 3 1 1 3 . l f> 
4 0 0 * 0 10.00 . 2 0 8.00 .10 350.00 • 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 8 5 . 2 1 3 9 . 7 9 1 1 3 . 0 3 
400,0 1 0 , 0 0 .20 8 . 0 0 .10 350.00 . 0 3 7 0 . 7 1 1 1 3 . 1 4 1 2 . 0 7 0 . 8 5 . 2 1 1 1 . 7 9 1 1 3 . 0 3 
98 
C r 0-v MEAN OF D£M OPT Q REORD TOT CST 
LEAJ |M i)r« I-EA3 TM STOC POINT S^OC ITEM » 
12.5 350. 0 240.33 340,59 13055 .51 1 
12.5 105 r\ 240.33 95.59 13855 51 2 
12.5 350 0 249.39 322.00 132R3 .37 3 
12.5 ICS 0 249.39 77.00 13203 .37 4 
12.5 350 0 240.52 337.75 1369f> .18 5 
12.5 10b 0 240.52 92.75 13696 .18 6 
12.5 350 0 250.47 314.21 12P01 .13 7 
12.5 105 0 250.47 69.21 12881 .13 
a 12.5 350 0 1409.50 359.98 2271 .17 9 l«i.5 10b 0 i409.5Q 114.98 2271 .17 10 12.5 350 0 lfclO.85 354.93 2265 .09 11 
12.5 105 0 1410.05 109.83 2265 .09 12 
12.5 350 0 1409.63 357.34 2267 .15 13 
12.5 105 0 1409.63 112.34 2267 .15 14 
12.5 350 0 1411.55 348.33 2255 ,80 15 
12.5 105. 0 1*11.55 103.33 2255 80 16 
12.5 350 0 41,18 359.57 3044 .96 17 
12.5 105 0 41.18 114.57 3044 .96 18 
12.5 350 0 42.80 354.29 2P24 67 19 
12.5 10b 0 42.80 109.28 2824 .67 20 
12.5 350 0 41.32 357.02 2900 .45 21 
12.5 105 0 41.32 112.02 2"00 .45 22 
12.5 350. 0 43.56 348.27 2510 .06 23 
12.5 105. 0 43.56 2 1 3 . 9 6 103.27 2510 06 24 12.5 350 0 371.89 377 36 25 
12.5 105. 0 213.96 126.89 377 36 26 
12.5 350. 0 214.45 369.09 373 66 27 
12.5 105. 0 214.45 124.09 373 66 28 
12.5 350. 0 214.05 369.47 373 62 29 
12.5 105. 0 214.05 124.47 373< 62 30 
12.5 350. 0 214.81 363.86 365. 87 31 
12.5 10b. 0 214.81 118.86 365 87 32 
12.5 40. 0 85.61 40.66 5176. 49 33 
12.5 12. 0 85.61 12.66 5176. 49 34 
12.5 40. 0 89.12 29.06 4691. 17 35 
12.5 12. 0 B9.12 1.06 4 6 9 L 17 . 36 
12.5 40. 0 05.62 40.32 5156« 53 37 
12.5 12. 0 85.62 12.32 5156. 53 38 
12.5 40. 0 89,14 26.20 4640. 26 39 
12.5 12. 0 89.14 .20 4640. 26 40 
12.5 40. 0 479.75 54.85 791. 36 41 
12.5 12. 0 479.75 26.85 791. 36 42 
12.5 40. 0 480.32 48.30 732 59 43 
12.5 12. 0 400.82 20.30 782. 59 44 
12.5 40. 0 479.75 54.50 790. 81 45 
12.5 12. 0 479.75 26.50 790« 81 46 




480.84 19.33 781« 07 48 
12.5 40. 0 
18.50 52,84 1880. 46 49 
12.5 12. 0 
18.50 24.84 1880* 46 50 
12.5 40. 0 20.31 
45.68 1559. 40 51 
12.5 12. 
0 
20.31 17.68 1559- 40 52 
12.5 40.  18.51 52.50 I860. 70 53 
12.5 12. 0 
10.51 24.50 I860. 70 54 
12.5 40 .0 20.34 44.83 1509. 89 55 
12.5 12 0 
20.33 16.84 1509< 89 56 
12.5 40 > 0 
75.13 64.81 159 .91 57 
12.5 12 
• 0 
75.13 36.81 159 91 58 
12.5 4 0 - 0 
75.69 60.14 153 32 59 
12.5 12 -0 75.69 32.14 153 32 60 
12.5 40 . 0 75.13 
64.47 159 .36 61 
12.5 12 • 0 
75.13 
3 6 . 4 7 
159 ,36 62 
12.5 
4 0 • 0 
75.71 59.20 151 .85 63 
12.5 12 • 0 
75.71 
3 1 . 2 0 
151 .85 64 
C P T Q k Z O R O P T O P T 0 R E O R D P T T O T C S T T O T C S T T O T C S T S T C P E R C E N T 
I T E Y : E T R M D E T R M S T O C H S T O C H D E T R M S T O C H O . R D E T R M D E V I A T I O N 
235. 47 339.97 240.33 340.59 13526.57 13855.51 13060.00 ,0003 1 
235 47 94.97 240.33 95.59 13526.57 13855.51 13860.00 ,0003 2 
2«*6 81 322.42 249.39 322.00 13153.84 13283.37 13284.07 , 0 0 0 1 3 
246 81 77,42 249.39 77.00 13153.84 13283.37 132B4.07 , 0 0 0 1 4 
235 9 0 336.93 240.52 337,75 13372.54 13696.18 137Q0.92 ,0003 5 
235 90 91,98 240.52 92.75 13372.54 13696.18 137u0.92 ,0003 6 
247 98 314.56 250.47 314.21 12752.64 12881.13 12881.78 . 0 0 0 1 7 
247 98 69,56 250.47 69.21 12752.64 12801.13 12981.70 . 0 0 0 1 8 
1403 12 350,00 1409.50 359.98 2244.99 2271.17 2205.32 ,0 062 9 
1403 12 105.00 1409.50 114.98 2 2 4 4 . 9 9 2271.17 2285.32 ,0062 10 
1*03 12 350,00 1410.85 354.33 2 2 4 4 . 9 9 2 2 6 5 . 0 9 2267.22 .000* 11 
1403 12 105.00 1410.65 109.83 2244.99 2265« 09 2267.22 , 0 0 0 9 12 
1404 22 340,11 1409.&3 357.34 2 2 4 3 . 7 2 2267.15 2278.72 .0051 13 
1404 22 103.11 14'J9.63 112.34 2 2 4 3 . 7 2 2267.15 2278.72 ,0051 14 
14U6 25 344,60 1411.55 348.33 2 2 4 1 . 3 5 2255.80 2256.92 . 0 0 0 5 15 
1406 25 99,60 1411.55 103.33 2241.35 2 2 5 5 . 8 0 2256.92 ,0005 16 
34 16 350.00 41.18 359,57 2049.39 3 0 4 4 . 9 6 3772.64 ,2390 17 
34 16 1U5.00 41.18 114.57 2049.39 J 0 4 4 . 9 6 3772.64 .2390 18 
34 .16 350.00 42.00 354.28 2049.39 2824.67 3029.28 ,0724 19 
34 16 105,00 42.no 109.28 2049.39 2824.67 3029.28 .0724 20 
35 14 340.34 41.32 357.02 2008.71 2900.45 3458.49 ,1924 21 
3 5 .14 103.34 41.32 112.02 2008.71 2900.45 3458.49 ,1924 22 
36. 69 345,46 43.56 348.27 1940.68 2510.06 2603.70 ,0373 23 
36 89 100,46 43.56 103.27 1940.68 2510.06 2603.70 ,0373 24 
209. 17 350.00 213.96 371.89 334.66 377.36 605.16 ,6037 25 
209 17 105.00 213.96 126.89 334.66 377.36 605.16 ,6037 26 
209 17 350.00 214.45 369.09 334.66 3 7 3 . 6 6 403.77 ,?947 27 
209 17 105,00 214.45 124.09 334.66 373.66 483.77 ,2^47 28 
2C9 .17 350.00 214.Q5 369.47 334.66 373.62 530.06 ,4187 29 
209 17 105,00 214.05 124.47 334.66 373.6? 530.06 ,4187 30 
209 17 350,00 214.01 363.36 334.66 36f>. 87 408.67 ,1170 31 
209 17 105.00 2l4.pl 118.86 334.66 365.87 408.67 ,1170 32 
79 73 35,86 85.61 40.66 4535.82 5176.49 5293.45 ,0226 33 
79 .73 7.86 85.61 12.66 4535.82 6176.49 5293.45 ,0226 34 
8 3 79 28,71 69.12 29.06 4350.28 4691.17 4702.93 ,002b 35 
»3 .79 .71 89.12 1.06 4350.28 4691.17 4702.93 ,002b 36 
79 75 35,52 85.62 40.32 4516.38 5156.53 5273.55 ,0227 37 
79 .75 7,52 85.62 12.32 4516.39 5156.57 5273.55 ,0227 38 
6 3 .64 27.83 89.14 28.20 4299.90 4640.26 4651.99 ,0025 39 
8 3 .84 -.17 69.14 .20 4299.90 4640.26 4651.99 ,0025 40 
474 .62 39,64 479,75 54.85 758.81 791.36 849.01 ,0728 41 
474 .62 11.64 479.75 26.85 758.81 791.36 849.01 ,0728 42 
475 >12 38.98 480.82 48.30 758.56 70?.59 794.84 ,0157 43 
475 .12 10.98 480.82 20.30 758.56 78?.59 794.84 ,0157 44 
474 • 72 39.28 479.75 54.50 758.40 790.81 848.50 ,0730 45 
4 74 .72 11.28 479.75 26.50 758.40 79Q.81 848.50 ,0730 46 
VO 
OPT 0 REORO PT OPT Q REORD PT TOT CST TOT CST TOT CST STC 
PERCENT 
DETRM STOCH STOCH DETRM STOCH G1R DETRM DEVIATION ITE* 
4 7 5 . 4 2 37,95 460. 8 * 1 7 . 3 3 757 40 781.07 793.44 ,015M 47 4 7 5 . 4 2 9 , 9 5 460. a * 1 9 . 3 3 
757 40 781,07 793.44 ,015b 48 
1 1 . 7 8 
39,71 18 50
5 2 . 8 4 
689 19 1880.46 4497.91 
1.3919 
49 
1 1 * 7 8 1 1 . 7 1 18.50 
24.84 689 19 1860.46 4497.91 
1.3919 
50 
1 2 . 1 9 
3 19 2 31 45 68 682 85 1559.40 2277,69 ,4606 51 
1 2 . 1 9 1 1 . 1 9 2 0 . 3 1 
17 68 682 
8 5 
1559.40 2277.69 
, 4 6 0 6 
52 
1 1 . 8 9 3 9 . 3 6 18.51 52.50 
675 .13 1860.70 441+7.67 
1 . 3 9 0 3 5 3 1 1 . 8 9 1 1 . 3 6 18.51 
24.50 675 .13 1860.70 441+7.67 
1 . 3 9 0 3 
54 
12.49 30,27 
2 0 . 3 * 
44.83 645 82 1509.89 2200.54 .4574 
5 5 2*4  10,27 2 0 . 3 3 
16.84 645 82 1509.89 2200.54 .4574 56 
70 71
4 0 . 0 0 
75.13 64.81 113 .14 159.91 694.66 
3.3440 
57 




4 0 . 0 0 
75 69 60.14 113 .14 153.32 335.58 
1 . 1 U 8 7 
59 
70.71 12.00 
7 5 . 6 9 
32.14 113 .14 153.32 
3 3 5 . 5 8 1.1887 
60 
70.76 39,93 75.13 64.47 113 .10 159.36 673.96 
3.?291 6 1 70.76 1 1 . 9 3 
75.13 36.47 113 .10 159.36 673.96 
3.2291 
62 
7 0 . 8 5 
39,79 .71 59,20 113 .03 151.85 314.74 
1.0727 
63 
7 0 . 8 5 1 1 , 7 9 7 5 . 7 1 3 1 . 2 0 





SAMPLE PRINTOUT FOR R PROGRAM 
AVG DEM ORDING CARFL UNIT FIX BCK VAR QCK LEAO OPT 0 TOT CST LEAO TIM OPT 0 NUM HCK REORD TOT CST 
piR Y£AR COST CHRO COST ORD CST 0«D CST TIME WILS WILS°N DEMAND DET ORDER POIMT DET 
35QO .0 450,00 .20 300.00 1.00 1000.00 .10 229.13 13747 .73 350 0 235 .47 10 .03 339.97 135?6.57 1 
3500.0 450 ,00 .20 300.00 1.00 1000.00 .03 229,13 13747 .73 105 .0 235.47 10.03 94 , 9 ? 135?6,57 2 
350J.O 450,00 .20 300.00 1.00 350.00 .10 229.13 13747 .73 350 .0 246.81 27.58 322.42 13153 .84 
3500 .0 450 ,00 .20 300.00 1.00 350.00 .03 229.13 13747 .73 105 .0 246.81 27.58 77 .42 131S3 .B4 
3500.0 450 ,00 .20 300 .00 .10 1000.00 .10 229.13 13747 .73 350 • 0 235.90 13.02 336.9ft 13372.54 
2500,0 450 ,00 .20 300 .00 .10 1000.00 .03 229.13 13747 .73 105 .0 235.90 13.02 91 .9JJ 13372.54 
3500,0 459,00 .20 300 .00 .10 350 .00 .10 229.13 13747 .73 350 .0 247.98 35 .44 314.56 12/52.64 
3500,0 450,00 .20 300 .00 .10 350.00 .03 229.13 13747 .73 105 0 247.98 35 .44 69 ,55 12752.64 8 
T H£ NJ/3ER QF dACHORD ERS S D ' I S NEGATIVE SO SD=0 AND OD =OWI|_SON p 0R IT£M « 9 
3500.0 450,00 .20 8.00 1,00 1000.00 .10 1403.12 2244 .99 350 0 1403.12 .00 350.00 2244.99 9 
TM£ N-'v3ER OF BACKORD ERS SD'IS NE3 ATIVE SO SD=0 AND OD =UWILS0N FOR ITEM « 10 
350 'J.O 450 ,00 .20 8.00 1,00 1000.00 .03 1403.12 2244.99 105 .0 1403.12 • on 105 ,00 2244.99 10 
T H E *JU*3ER OF 3ACKURD ERS SD'IS NEGATIVE SO SD=0 AND OD =WWILS0N FOR ITEM tt ll 35gu.O 450,00 .20 8.00 1,00 350 .00 .10 1403,12 2244.99 350 .0 1403 .12 .00 350 ,00 2244.99 11 
TME 'JJM3ER OF BF.CHORD ERS SD'IS NEG ATIVE SO SD=0 AND OD =UWI|_S0N FOR ITEM tt 12 
36 3 0,0 450,OC .20 8,00 1.00 350,00 .03 1403.12 2244.99 105 .0 1403.12 .00 105.00 ?244.99 a 
3501-'.0 453 .00 .20 8,00 .10 1000.00 .10 1403,12 2244,99 350 0 1404,22 1.89 3 4 * . u S?43.7? n 
3500.0 450,00 .23 0,00 .10 1000 ,00 .03 1403.12 2244,99 105 0 1404 . 22 1 .89 103,1} 2243.72 14 
350U.O 450,00 .23 8.00 .10 350.00 .10 1403.12 2244 .99 350 0 1406,25 5.40 344,60 2241.35 15 
3500.0 450.00 .20 8.00 .10 350,00 .03 1403.12 2244 .99 105 0 1406.25 5.40 99,60 2241,35 16 
T H£ NJW3ER OF UACK0R3 ERS S D ' I S NEGATIVE SO SD=0 AND OD =UWI|_SON FOR ITEM tt l7 
3500.0 10.00 .20 300 .00 1.00 1000.00 .10 34.16 2049 .39 350< 0 34,16 .00 350 .00 2049.39 17 
OF BACKORD ERS S D ' I S NEGATIVE SO SD=0 AND QD rUWILSorj FOR ITEM tt 1& 
3500,0 10.00 .20 300.00 1.00 1000.00 .03 34.16 2049.39 105. 0 34.16 .00 105 .00 2049.39 18 
TME *.JV3ER OF BACKORD ERS SD'IS NE3 ATIVE 50 SD=0 AND OD =WWILS0N FOR ITEM tt 19 
3500.0 10.00 .20 3C0 .0O 1.00 350.00 .10 34.16 2049.39 350 0 34,16 • 00 350 .00 2049.39 19 
T HE N'JVBER OF BACKUR: ERS S D ' I S *J£3 ATIVE SO SD=0 AND OD =OWI|_SON FOR ITEM » 20 
350U.O 10,00 .20 300,00 1.00 350.00 .03 34.16 2049.39 105. 0 34.16 .00 t05,0ft 2049.39 20 
35QC .0 10,00 .20 300.00 .10 1000.no .10 34.16 2049.39 350. 0 35.14 1.66 348.34 2008.71 21 
3500.0 10.00 .20 300,00 .10 1000.00 .03 34.16 2049.39 105. 0 35.14 1.66 103,34 20n*.7l 22 
35Q0.0 10,00 .20 300 .00 .10 350.00 .10 34.16 2049.39 350. 0 36.89 4.54 345 .46 1940.68 23 
3500 ,0 10 .00 .20 300.00 .10 350 .00 .03 34.16 2049 .39 105. 0 36.89 4,54 100.46 1940.6* 24 
T HE S'UVJER OF BACHORD ERS S D ' I S NEGATIVE SO SD=0 AND OD =«WIlSON FOR ITEM tt 25 
3500 .0 10.00 .20 8.00 l.on 1000.no .10 209.17 334.66 350. 0 209,17 .00 350 .00 334.66 25 
TRT£ NUMjER O C BACKORD ERS SD»I5 NEG ATIVE SO SD=0 AND OD =UWI|_S0N FOR ITEM tt 26 
35C0 .0 10.00 .20 8.00 1.00 1000.00 .03 209.17 334.66 105. 0 209.17 • 00 105,00 334.66 26 
T HE NJ«.3ER OF \JAC<0RD ERS S D ' I S NEG ATIVE SO SD=0 AND OD =WWI|_SON FOR ITEM tt 27 
3500 .0 10,00 .20 8.00 1.00 350 .00 .10 209.17 334.66 350 0 209.17 • 00 350 .00 334.66 27 
T -!E NU*3ER OF BACKORDERS S D ' I S NEGATIVE SO SD=0 AND QD =«WILS0N FOR ITEM tt 28 
350 0.0 10 .00 .20 8,00 1.00 3^0.00 .03 209.17 334.66 105. 0 209.17 .00 105 .00 334.66 26 
T H E NUM3ER OF BACKORDERS S D ' I S NEG ATIVE SO SD=0 AND OD =QWII_SON FOR ITEM tt 29 
3500.0 10 ,00 .20 8,00 .10 1000.00 .10 209.17 334.66 350. 0 209.17 • 00 350 .00 334.66 29 
T H E NU«BER QF BACKURD ERS S D ' I S NEG ATIVE SO SD=0 AND QD =UWILS0N FOR ITEM tt 30 
35Q0.0 10,00 .20 8.00 .10 1000.00 •03 209.17 334.66 105, 0 209.17 .00 105 .00 334.66 30 
TRLE R,U*3ER OF BACKORD ERS S D ' I S NEG ATIVE SO SD=0 AND QD zQWlLSON FOR ITEM tt 3l 
3300 ,0 10 ,00 .20 8.00 .10 350.00 .10 209.17 334.66 350. 0 209.17 • 00 350 .00 334.66 31 
O 
RO 
A V O D E M 
O R D I N O 
C A R R U N I T F I X B C K V A R B C K L E A O O P T Q T O T C S T L E A D T I M O P T Q N U M » C < R E O R O T O T C S T 
P E R T E A R 
C O S T C H R G C O S T O R D C S T O R D C S T 
U M E 
W I L S W I L S O N D E L A N O D E T O R O E R P O I M T D E T 
T H E N U M B E R 
Of B R . C K O R D E R S S D ' I S N E G A T I V E S O S D = 0 A N D O D S W I L S O N F O R I T E M tt 3 2 
3 5 0 0 , 0 
1 0 , 0 0 . 2 0 8 . 0 0 . 1 0 3 5 0 , 0 0 . 0 3 2 0 9 . 1 7 3 3 4 . 6 6 1 0 5 . 0 2 0 9 . 1 7 . 0 0 1 0 5 . 0 0 
3 * 4 . 6 6 
3 ? 
• • 0 0 . 0 4 5 0 , 0 0 . 2 0 3 0 0 . 0 0 1 . 0 0 1 0 0 0 , 0 0 . 1 0 7 7 , 4 6 4 6 4 7 . 5 8 4 0 . 0 7 9 , 7 3 4 , 1 4 3b, H A 
4 5 * 9 , « ? 3 5 H O O . O 
4 5 0 , 0 0 • . 2 0 3 0 0 . 0 0 1 , 0 0 1 0 0 0 , 0 0 • 0 3 7 7 . 4 6 4 6 4 7 . 5 8 1 2 . 0 7 9 . 7 3 4 . 1 4 7 . 8 6 
4 5 3 5 . E ? 
2-* 
* » o o . o 
4 5 0 , 0 0 . 2 0 3 0 0 . 0 0 1 . 0 0 3 5 0 , 0 0 * 1 0 7 7 . 4 6 4 6 4 7 , 5 8 4 0 . 0 8 3 . 7 9 1 1 . 2 9 2 8 . 7 1 4 3 ^ 0 . ?=> 
3 9 
* o o . o 
4 5 0 , 0 0 . 2 0 3 0 0 . 0 0 1 , 0 0 3 5 0 , 0 0 . 0 3 7 7 . 4 6 4 6 4 7 . 5 8 1 2 . 0 8 3 . 7 9 1 1 , 2 9 . 7 1 3
E N . 2 0 
: « 5 4 0 U . 0 4 5 0 , 0 0 . 2 ^ 3 0 0 . 0 0 , 1 0 1 0 0 0 . 0 0 . 1 0 7 7 . 4 6 4 6 4 7 , 5 8 4 0 . 0 7 9 , 7 5 4 , 4 8 3 5 . 5 ? 4 5 L S . I ^ 27 « * o o . o 
4 5 0 , 0 0 . 2 3 3 0 0 . 0 0 . 1 0 1 0 0 0 , 0 0 . 0 3 7 7 . 4 6 4 6 4 7 . 5 8 1 2 . 0 7 9 , 7 5 4 . 4 8 7 . 5 ? 4 5 1 6 . 3 * 3 9 
H 0 0 . 0 4 5 0 , 0 0 . 2 0 3 0 0 . 0 0 . 1 0 3 5 0 , 0 0 . 1 0 7 7 . 4 6 4 6 4 7 . 5 8 4 0 . 0 8 3 . 8 4 1 2 . 1 7 2 7 . 8 3 4 2 ^ 9 . - 1 3 9 
• • 0 0 , 0 4 5 0 , 0 0 . 2 ) 3 0 0 . 0 0 . 1 0 3 5 0 , 0 0 . 0 3 7 7 . 4 6 4 6 4 7 . 5 8 1 2 . 0 8 3 , 8 4 1 2 . 1 7 - . 1 7 4 2 9 9 . 9 0 4 0 
• • o o . o 
4 5 0 , 0 0 . 2 ^ B . 0 0 1 . 0 0 1 0 0 0 , 0 0 . 1 0 4 7 4 . 3 4 7 5 9 . 9 5 4 0 , 0 4 7 4 , 6 2 . 3 6 3 9 . 6 4 7 S S . 9 1 4 1 
• • 0 0 , 0 4 5 0 , 0 0 . 2 0 6 . 0 0 1 . 0 0 
i o n o . 0 0 
. 0 7 4 7 4 . 3 4 7 5 8 , 9 5 1 2 . 0 4 7 4 . 6 2 . 3 6 1 1 . 6 4 7 5 9 . 9 1 4 ? 
• • o o . o 
4 5 0 , 0 0 . 2 0 
a . o o 
1 . 0 0 3 5 0 , 0 0 . 1 0 4 7 4 . 3 4 7 5 9 , 9 5 4 0 . 0 4 7 5 . 1 2 1 . 0 2 3 * . 9 8 7 ? 3 . 5 5 4 ^ • • o o . o 
4 5 0 , 0 0 . 2 0 6 . 0 0 1 . 0 0 3 5 0 . 0 0 . 0 3 4 7 4 . 3 4 7 5 0 , 9 5 1 2 . 0 4 7 5 . 1 2 1 . 0 2 1 0 . 9 A 7 ^ 9 . 5 6 
• • o o . o 
4 5 0 , 0 0 . 2 0 8 . 0 0 . 1 0 1 0 0 0 . 0 0 . 1 0 4 7 4 . 3 4 7 5 . 9 . 9 5 4 0 . 0 4 7 4 . 7 2 . 7 ? 3 C ? . ? 9 
7 < 5 T . 4 0 I » 5 • • o o . o 
4 5 0 . 0 0 . 2 0 8 . D O . 1 0 1 0 0 0 . 0 0 . 0 3 4 7 4 . 3 4 7 5 9 . 9 5 1 2 . 0 4 7 4 . 7 2 . 7 2 1 1 . 2 9 7 5
S , WRJ 
1 9 4 0 0 . 0 4 5 0 . 0 0 . 2 0 
8 , n o 
. 1 0 3 5 0 . 0 0 • 1 0 4 7 4 . 3 4 7 5 9 . 9 5 4 0 . 0 4 7 9 , 4 2 2 . 0 9 
7 *. 7 ,4 r\ 
U 7 
• • o o . o 
4 5 0 . 0 0 , 2 0 8 . 0 0 . 1 0 3 5 0 . 0 0 
• o-« 
4 7 4 . 3 4 7 5 8 . 9 5 1 2 . 0 4 7 5 . 4 2 2 . 0 5 9 , 9 5 
7 « , 7 . 4 f l « 9 * » 0 0 . 0 1 0 . 0 0 . 2 0 3 0 0 . 0 0 1 . 0 0 1 0 P O . 0 0 . 1 0 1 1 . 5 5 6 9 2 . 8 2 4 0 . 0 1 1 , 7 8 . 2 9 3 9 . 7 1 6 * 9 , 1 9 • • o o . o 
1 0 , 0 0 . 2 J 3 0 0 . 0 0 1 . 0 0 1 0 0 0 . 0 0 . 0 3 1 1 . 5 5 6 9 2 . 8 2 1 2 . 0 1 1 . 7 8 . 2 9 
U . 7 L 
6 N 9 . 1 9 
5 0 • • o o . o 
1 0 . 0 0 . 2 0 3 0 0 . 0 0 1 . 0 0 3 5 0 , 0 0 . 1 0 1 1 . 5 5 6 9 2 . 8 2 4 0 . 0 1 2 . 1 9 . 8 1 3 9 , 1 9 
6 Q . ? . d ^ 
5 1 
• • o o . o 
1 0 , 0 0 . 2 0 3 0 0 . 0 0 1 . 0 0 3 5 0 . 0 0 . 0 3 1 1 . 5 5 6 9 ? . 8 2 1 2 . 0 1 2 . 1 9 .61 1 1 . 1 9 
fcf<?.65 
5 ? 
• • o o . o 
1 0 . 0 0 . 2 0 3 0 0 . 0 0 . 1 0 1 0 0 0 . 0 0 . 1 0 1 1 . 5 5 6 9 2 . 8 2 4 0 . 0 1 1 . 8 9 . 6 4 3 ^ . 3 6 6 7 - J . 1 3 
9 3 • • 0 0 , 0 
1 0 . 0 0 . 2 0 3 0 0 . 0 0 . 1 0 1 0 0 0 , 0 0 . 0 3 1 1 . 5 5 6 9 2 . 8 2 1 2 . 0 1 1 . 9 9 . 6 4 1 1 . 3 6 
6 7 5 . 1 3 
5 4 
H O U . O 1 0 . 0 0 . 2 0 • 3 0 0 . 0 0 , 1 0 3 5 0 , 0 0 • In 1 1 . 5 5 6 9 2 . 8 2 4 0 . 0 1 2 . 4 9 1 . 7 3 3 8 . 2 7 6 4 5 . 9 ? 5 3 
• • o o . o 
1 0 . 0 0 . 2 " 3 0 0 . n o . 1 0 3 5 0 , 0 0 . 0 3 1 1 . 5 5 6 9 2 . 8 2 1 2 . 0 1 2 . 4 9 1 . 7 3 1 0 . 2 7 
6 4 5 . 6 ? 
5 6 
T H E N U M B E R 
o r B A C K O R D 
E R S S D » I S N E G A T I V E S O S D = 0 A N D O D = U W I | _ S O N F O R I T E M tt 5 7 
< * o o . o 
1 0 . 0 0 . 2 0 B . U O 1 . 0 0 1 0 P 0 . 0 0 . 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 7 1 . 0 0 4 0 , 0 0 1 1 3 . 1 4 5 7 
T H E N U M B E R 
Of B A C K O R D E R S S D ' I S N E G A T I V E S O S D = 0 A N D O D = U W I L S O N F O R I T E M tt 5 8 
• • o o . o 
1 0 , 0 0 . 2 0 8 . 0 0 1 , 0 0 1 0 0 0 . 0 0 . 0 3 7 0 . 7 1 1 1 3 * 1 4 1 2 . 0 7 0 . 7 1 . 0 0 1 2 . 0 0 1 1 3 . 1 4 
5 9 
T H E N U V 3 E R 
Of B A C K O R D E R S S D ' I S N E G A T I V E S O S D = 0 A N D O D S U W I L S O N F O R I T E M tt 5 9 
• • o o . o 
1 0 , 0 0 . 2 0 8 . 0 0 1 . 0 0 3 5 0 , 0 0 . 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 7 1 . 0 0 4 0 . 0 0 1 1 3 . 1 4 5 9 
T H E N U M B E R 
O P B A C K O R O 
E R S S D ' I S N E G A T I V E S O S D = 0 A N T Q O = U W I L S O N F O R I T E M tt 6 0 
• • o o . o 
1 0 , 0 0 . 2 0 8 . 0 0 1 . 0 0 3 5 0 . 0 0 . 0 3 7 0 . 7 1 1 1 3 . 1 4 1 2 . 0 7 0 . 7 1 . 0 0 1 2 . 0 0 1 1 3 . 1 4 6 0 
• • o o . o 
1 0 , 0 0 . 2 ' ) 6 . 0 0 . 1 0 1 0 0 0 . 0 0 • 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 7 6 . 0 7 3 9 . 9 3 1 1 3 . 1 0 f>l 
• • o o . o 
1 0 . 0 0 . 2 0 8 . 0 0 . 1 0 1 0 0 0 . 0 0 . 0 3 7 0 . 7 1 1 1 3 . 1 4 1 2 . 0 7 0 . 7 6 . 0 7 1 1 . 9 3 1 1 3 . 1 0 6 2 
H O O . 0 
1 0 , 0 0 . 2 0 8 , 0 0 . 1 0 3 5 0 , 0 0 • 1 0 7 0 . 7 1 1 1 3 . 1 4 4 0 . 0 7 0 . 8 5 . 2 1 3 9 . 7 9 1 1 3 . 0 3 6 3 
H 0 0 . 0 1 0 , 0 0 
. 2 0 
8 . 0 0 
. 1 0 3 5 0 . 0 0 . 0 3 7 0 . 7 1 1 1 3 . 1 4 1 2 . 0 7 Q . 8 5 . 2 1 1 1 . 7 9 1 1 3 . 0 3 6 4 
o 
Co 
MEAN OEM STDV OEM MEAN OEM EXP NUM EXP UNT- OPT CYLE ORD UP TO TOT CST 
OIST TAU DIS TAU+T DIS TAU+T BACKORD YR BAC*OR TIME STCH LEVEL STC STOCH ITEM 
18.71 3 5 0 . 0 0 24,48 599.34 226,40 . 3 3 .068500 579,40 13713.03 1 
1 0 . 2 5 1 0 5 . 0 0 
18,02 354,34 205,62 . 3 3 
.068500 
3 3 3 , 7 0 
13641.96 2 
18.71 
3 5 0 . 0 0 
24,68 608,93 436.05 1.93 ,071240 569,60 13205.66 3 
1 0 . 2 5 
105.OO 19.08 363.93 411.B4 1.79 .071240 325,30 13173.71 4 
8 71
3 5 0 . 0 0 
24.48 599,34 251.59 47 . O 6 8 5 0 O 
576 9 13495.39 5 
10.25 
1 0 5 . 0 0 
18.82 354.34 231.99 
. 4 6 
.06B500 331,20 13443.71 6 
8 71
3 5 0 . 0 0 
24.68 608,93 519.15 
2 . 0 0 
.071240 562.90 12774.96 7 
10.25 
1 0 5 . 0 0 
19.08 363.93 507.05 2.70 071240 318,40 
12759 .40 
8 
18.71 350.CO 42.18 1778.91 42,22 
. 0 0 
,405520 1768.40 2295.20 9 
10.25 
105 . 0 0 
39.17 1533.91 39.27 
. 0 0 
.405520 
1523 .4 0 
2293.22 10 
18,71 
350 . 0 0 
42.18 1778.91 42,22 
. 0 0 
,405520 1768.40 2296,20 11 
1U.25 
1 0 5 . 0 0 
39.17 1533.91 39.27 
. 0 0 
,405520 1523.40 2283.22 12 
18.71 
3 5 0 . 0 0 
42.06 1769,32 42,40 
. 0 0 
,402780 758.8 2247,81 13 
1 0 , 2 5 1 0 5 , 0 0 3 9 , C 4 
1524.32 39,43 
. 0 0 
.402790 1513,89 2?'*7,54 14 
18,71 350.CO 42,06 1769,32 42,40 
. 0 0 
,402700 1758.81 2247.80 15 
10,25 
1 0 5 . 0 0 
39,04 
, 5 ? 4 , 3 2 
39.43 
. 0 0 
,402700 1513.80 2247.52 16 
8 71
3 5 0 . 0 0 
?0 19 407,54 512.34 
. 0 0 
.013700 
•597. 1 0 
27?7,?9 17 
10.25 
105 . 0 0 
12.37 152.95 384.36 
. 0 0 
.010960 142.60 24/19.96 18 
18.71 
350 . 0 0 
20,19 407.54 515,47 
. 0 0 
,013700 
397 . 0 0 
27,?7. 08 19 
10.25 
1 0 5 . 0 0 
12,37 152.95 398.17 
. 0 0 
.010960 142,60 2498.96 20 
18.71 
3 5 0 . 0 0 
19,71 . 388.36 747.45 
. 0 0 
.008220 
377 , 0 0 
2071.47 21 
10.25 
1 0 5 . 0 0 
12,37 152,95 380,17 
. 0 0 
.010960 142,6  2064.74 2? 
16,71 
3 5 0 . 0 0 
19,95 397,95 
7 4 8 , 8 6 . 3 9 
.010960 395.80 2067.66 23 
10,25 
1 0 5 . 0 0 
12,37 152.95 618,18 
. 4 9 
.010960 139.1  2018.53 24 
18.71 
3 5 0 . 0 0 
23.89 570,57 17.92 
. 0 0 
.060280 591,80 401.93 25 
10,25 
1 0 5 . 0 0 
18.C4 3?5.57 13.55 




18,71 350.CO 23.89 570.57 17.92 
. 0 0 
.0602PO 591.80 
4 0 1 . 5 3 
27 
10.25 
1 0 5 . 0 0 
18.04 325.57 13.55 





3 5 0 . 0 0 
24,C9 500.16 151.98 
. 0 0 
.063020 569.70 349.57 29 
10.25 
1 0 5 . 0 0 
18.04 325.57 119.62 
. 0 0 
.060280 315.20 345,95 30 
18,71 
3 5 0 . 0 0 
24,09 5P0.16 151.98 
. 0 0 
.063Q20 569.70 349.57 31 
10.25 
1 0 5 . 0 0 
18,04 325.57 ll y.62 
. 0 0 
.060280 315.20 345.95 32 
6 , 3 2 4 0 . 0 0 1 1 . 0 0 
121.10 31 .07 11 .200020 116.60 4597.42 3 3 3 , 4 6 1 2 . 0 0 
9.65 93.10 29.50 12 ,200020 83.30 45T5.76 34 
6,32 
4 0 . 0 0 
11.20 125.49 59.51 .88 .210900 112.60 
4375 . 5 3 
3b 
3 , 4 6 1 2 . 0 0 9.87 
97.49 57,78 .85 .210980 64.60 4357.76 3b 
6 , 3 2 4 0 . 0 0 
10,95 120.01 32.04 .12 , 197280 115,30 4568.67 37 
3 , 4 6 1 2 . 0 0 9 . 6 5 
93.10 30.47 .1«» .200020 8 8 . 0 0 
559. 1 36 
6 , 3 2 4 Q . 0 O 
11 20 125.49 62.74 . 9 9 
.210980 111.80 4320.17 39 
3 , 4 6 
12.CO 9,87 97,49 61.12 
. 9 6 
•210980 83.90 4313,78 40 
6 32 
4 0 . 0 0 
22.73 516.76 7.93 
. 0 0 
1,189160 514 8  765,55 41 
3 , 4 6 1 2 . 0 0 
22,11 488.76 7.72 
. 0 0 
1.189160 486.eo 765,34 42 
6.32 
4 0 . 0 0 
22,73 516.76 7.93 
. 0 0 
1,169160 514.80 765,55 43 
3 , 4 6 1 2 . 0 0 
22.11 408.76 7.72 
. 0 0 
1.1B9160 486,80 765.34 
4 4 6 . 3 2 4 0 . 0 0 
22.71 515.66 
7.94 . 0 0 
1.186420 513.70 758.36 4b 
3 . 4 6 1 2 . 0 0 
22,08 487.66 7,73 
. 0 0 
1*186420 485.70 758,34 46 
o 
4"> 
)V DEM MEAN OEM STDV OEM MEAN DEM EXP NUM EXr* UNT- OPT CYLE ORD UP TO TOT CST 
JT TAU DIST TAJ DIS TAU+T DIS TAU+-T BAC*09D YR BAC<OR TIME STCH LEVEL STC STOCH ITEM 
6.32 40.00 22.68 514.57 7,96 .00 1.183680 512.60 758.36 47 
3.46 12.00 22.C8 487.66 7,73 
• o o 
1.186420 485,70 758.34 48 
6.32 40.00 7.37 54.25 89,46 .00 .032880 52.50 756.56 49 
3.46 12.00 5.12 26.25 63,89 .00 .032080 24,60 738.83 50 
6.32 40.CO 7.29 53.15 96,99 .00 ,030140 51.30 754.^3 51 
3.46 12.00 5.12 26.25 66,93 . d .032880 24.60 736.5T 52 
6.32 4Q.0O 7.21 52.06 103,80 .00 ,027400 50.20 659.48 53 
3.46 12.00 5.02 25.15 67,97 .00 .030140 23.50 672.94 54 
6.32 40.00 7.21 52,06 103,80 .00 .027400 50.10 658,19 55 
3.46 12.00 5.02 25.15 81,77 .09 .030140 23.00 666.33 56 
6.32 40.00 10.70 114.53 10,68 .00 .183580 119.20 133.20 57 
3.46 12.00 9.18 84,34 9,10 .00 .178100 88.40 130.S3 58 
6.32 40.00 10.70 114.53 10,68 .00 .183580 119.20 133.20 59 
3.46 12.00 9.16 
e 4 . 3 4 
9,10 .00 .178100 89.40 130.53 60 
6.32 40.00 10.60 112.34 25,18 .00 .178100 110.50 114.53 61 
3.46 12.CO 9.18 84,34 21.78 .00 .178100 62.60 114.34 62 
6.32 40.00 10.60 112,34 25,18 
• o o 
.178100 110.59 114.53 63 
3.46 12.00 9.18 84,34 21.78 
• o o 
.178100 82.60 114.34 64 
o 
Ln 
OPT T OPT ORD nPT T OPT ORD TOT CST TOT C?T TOT CST STC PERCENT 
DETRM UP TO DET STOCH UP TO STC HETRM STOCH T» R DETRM DEVIATION ITE< 
.071240 589.31 .06B5C0 579,40 1 3 5 2 6 . 5 7 13713,03 13729.31 .0012 1 ,071240 
3 4 4 . 3 1 
.066500 333,70 13526.57 13641,96 
13663. I 4 
.0016 2 
,079460 
6 0 0 . 5 3 
.071240 569,60 13153.84 13205,66 13312.98 .0081 3 
,079460 
3 5 5 . 5 3 .071240 325.30 
13153.84 13173.71 13281.53 .0082 4 .071240 586.32 ,066500 576,90 13372.54 13495,39 1 3 5 1 2 . 4 4 
.0013 5 
,071240 341.32 .068500 331.20 13372.54 13443.71 13463.43 .0015 6 
.082200 602.26 ,0712*0 562.90 12752.64 12774.96 12939.78 .0129 7 
.032200 357.26 .071240 318.40 12752.64 12759.40 2924.76 .0130 8 
.400040 1750,14 ,405520 1768.40 2244.99 2286,20 2286.72 .0002 9 
,400040 1505,14 ,4n552o 1523.40 2244.99 2283.?2 2?83.69 ,0002 10 
.400040 1750.14 .405520 1769.40 2244.99 2206.20 2286.72 .0002 11 
.400040 1505.14 ,4u552o 15?3.40 
2 : - 4 4.99 
2?R3,,->2 
2 2 83,69 
,O0U2 12 
.402780 1757.84 .402700 1758.80 2343.72 2247.81 2252.61 .0021 13 
."•02700 
1 5 1 2 . 8 4 
.402780 1513.80 2?43.72 
2 2 4 7 , 5 4 
2251.94 . CC20 14 
.402780 1754.33 
, 4 r . 2 7 C c 
1750.80 2241.35 
224 7.RO 
252.45 . O O L ' l 
15 
.402780 1509.33 .4C270C 1513.80 224),35 2247.52 2^51.50 .0019 16 
.010960 388.36 ,')137C0 397.10 2049,39 2727,?9 
2 7 6 7 . 8 9 
,0149 17 
.010960 143.36 .010960 142.60 
2 ( 1 4 9 , 3 9 
24r»a.96 2499.02 .0040 18 
.010960 308.36 ,013700 397.00 2049,39 2727,08 2767.89 .0150 19 
.010960 143.36 
.1)10960 
142.60 2049,39 24R8.96 2499.02 , 0040 20 
.010960 386.70 ,008220 377.00 2008,71 2071,47 2ll5.3l .0212 21 
.010960 141,70 .010960 142.60 2008.71 2064,74 2090.89 ,0127 22 




,010 ' K ' O 
139.10 1940,68 2n18.53 2013.81 
. 0 0 0 1 
24 
.060280 5bC.98 .060200 591.80 334,66 401.83 491.43 .2230 25 
.060280 315.98 
, 0 6 0 2 0 c 
339.10 334.66 3ob,p8 452.32 .1746 26 
.060280 56w.98 
, r . 6 0 ? 8 o 
591.8Q 334.66 401.83 491.43 .2230 27 
.060260 315.98 ,060280 339.10 334.66 385,08 452.32 . 1746 29 
.060260 560.98 3020 569.70 334.66 349.57 
3 5 0 . 3 5 
.0022 29 
.060280 315.98 1602 0 315.20 334.66 345,85 
3 4 6 . 4 4 
.0017 30 
.060280 56u.98 
, 0 6 3 q 2 o 
569.70 334.68 349.57 350.35 .0022 31 
.060200 315.98 ,060280 315.20 334.66 345,85 
3 4 6 . 4 4 
.0017 32 
.210980 120.26 .200020 116.60 4535.82 4597.42 4605.9& ,0019 33 
.210980 92.26 2000 0 99.30 4535.82 4506.76 4594.58 .0017 34 
,238380 124.07 .210980 112.60 4350,28 4375.53 4417,98 .00^7 35 
.238380 96.07 .21U900 04.60 4350.29 4367.76 4410.66 .0099 36 
.210960 119.92 .197200 115.30 4516.39 
4 5 5 8 . 6 7 
4577.77 .0020 37 
,210960 91.92 .200020 09.00 4516.30 4559.51 4567.67 .0018 39 
.241120 124,28 .210900 111.60 4299.90 4320.17 4369.93 .0115 39 
.241120 96.28 .210900 83.90 4299.90 4313,78 4364.09 .0117 40 
L .186420 
514.21 1.189160 514,80 758.81 765.55 766.15 
. o c c s 
41 
L .186420 
4e6.21 1.18916c 486.80 750.81 765.34 765.94 ,0009 42 
1.189160 
5 1 4 . 6 4 
1.189160 514.80 758.56 765.55 765.94 ,0005 43 
L.189160 
4 8 6 . 6 4 
1.189l6o 486.80 758.56 765.34 765.73 ,0005 
4 4 L.189160 514.95 1.106420 513.70 758.40 7 5 8 . 3 6 
758.59 ,0003 45 
1.189160 486.95 1,166420 485,70 758.40 
7 5 8 . 3 4 
758.57 .0003 46 
o 
OPT T OPT ORJ OPT T OPT ORD TOT CST TOT CST TOT CST STC PERCENT 
DETRM UP TO DET STOCH UP TO STC DETRM STOCH TiR DETRM 0EVT.AT10U ITES 
1.194640 515 . 8 1 1 .183690 512.60 757.40 7 5 8 . 3 6 761.15 . ,0037 47 
1 .19*640 
487.81 
. 1 .186420 
405.70 757.40 75^.34 761.04 ,0035 48 
.030140 
5 1 , 7 7 
.032880 52.50 609,19 
7 5 6 . 5 6 
773.92 .0229 49 
.030140 
2 3 . 7 7 
.032380 24,60 689.19 730.83 745.93 ,0096 
5 0 .032B80 5 2 , 3 4 
,03014 51.30 682,05 754.83 755.87 .0014 51 
.032600 24.34 .032080 24.60 6H2.05 
7 3 6 . 5 9 
737.15 
, O 0 U 8 
52 
,030140 
5 1 . 4 2 
.027400 50.20 675,13 659.40 665.70 ,coy4 53 
.030140 23.42 ,030140 23.50 675.13 672.94 677.96 ,C074 54 
, 0 3 b t » 2 0 
52.52 .027400 50.10 645,82 658 10 680,60 0341 5 5 ,03bb20 24.52 , 0 3 0 i 4 o 2 3 , 0 0 
645,02 
6ft6 .33 
674,02 ,0115 56 
,176100 
1 1 1 . 2 4 
.1035G0 119.20 113,14 133.20 
1 3 6 , 7 7 
.0260 57 
,17blrj0 63.24 .170100 
e a , 4 0 
113,14 130.53 133.58 ,0233 8 
.1781C0 H i .24 103580 119.2 113.14 133.20
1 3 6 . 7 7 
,0268 59 
.178100 83.24 .176100 
8 8 , 4 0 
113,14 130.53 3.53 .0233 60 
.173100 
1 1 1 . 1 7 
,173100 
1 1 0 . 5 0 
113.10 114.53 115.41 .0076 61 
.1781C0 83.17 
. 1 7 6 1 0 0 
82,60 113.10 114.34 15.09 ,0055 62 
.178100 
1 1 1 . 0 3 
,178100 
1 1 0 . 5 0 
113.03 114.53 
1 1 5 . 2 3 
.0061 63 
.1781C0 
8 3 . 0 3 .178100 8 2 . 6 0 113 , 0 3 
U 4 . 3 4 114.91 .0049 64 
o 
APPENDIX VI 
SAMPLE OUTPUT FOR AN ARBITRARY VALUE OF THE 
OPERATING COST FOR THE Q PROGRAM 
OPT C REORD PT OPT C REORD PT TOT CST 
0ET*M DETRM STOCH STOCH DETRM 
1^35.47 339.97 24 0.33 34r.59 13526.57 
235. 47 94.97 2*0.33 95.59 13526.57 
246.81 322.42 249.39 322.00 13153.84 
24b.51 77,42 249.39 77.00 13153.84 
235.90 336,98 2*0.52 337.75 13372.54 
235.90 91,98 240.52 92,75 13372.54 
247.98 314,56 250.47 314.21 12752.64 
247.98 69.56 250.47 69,21 12752.64 
1403.12 350,00 1409.50 359.98 2244.99 
1<.03.12 10b.00 1409.50 114.98 2244.99 
1403.12 350,00 1410.85 354.83 2244.99 
1403.12 105.00 1410.35 109.03 2244.99 
1404.22 348.11 1409.63 357.34 2243.7? 
1404.22 103,11 1409.63 112.34 2243.72 
1406.25 344,60 1411.55 340,33 2241.35 
1406.25 99,60 1 4 U . 5 5 103.33 2241.35 
34.16 350.00 41.18 359.57 2049.39 
34.16 105.00 41.18 114.57 2049.39 
34.16 350.00 42. !)0 354.20 2049.39 
34.16 105.00 42.80 109.28 2049.39 
35.14 348.34 41.32 357.02 2003.71 
35.14 103.34 41.32 112.0? 2000.71 
36.89 345.46 43.56 340.27 1940.68 
36.b9 100,46 43.58 103.27 1940.68 
209.17 350.00 213.96 371.09 334.66 
209.17 105.00 213.96 126.89 334.66 
209.17 350.00 214.45 369.09 334.66 
209.17 IO'j.OO 214.45 124.09 334.66 
209.17 350.00 214.05 369.47 334.66 
209.17 105.00 214.05 124.47 334.66 
2C9.17 350.00 214.61 363.86 334.66 
209.17 105.00 214.81 110.86 334.66 
79.73 35.86 85.61 40.66 4535.02 
79.73 7,86 85.61 12.66 4535.82 
83.79 28.71 89.12 29.06 4350.28 
63.79 .71 89.12 1.06 4350.29 
79.75 35.52 05.62 40.32 4516.30 
79.75 7.52 85.62 12.32 4516.38 
83.64 27.63 89.14 28.20 4299.90 
83.64 -.17 89.14 .20 4299.90 
474.62 39.64 479.75 54.85 758.81 
474.62 11.64 479.75 26.85 758.81 
475.12 38.98 430.82 48.30 758.56 
475.12 10.98 480.82 20.30 758.56 
474.7J 39.28 479.75 54.50 758.40 
474.72 11.28 479.75 26.50 758.40 
TOT CST STC TOT CST STC OPERATING PERCENT 
WITH OPR CST QiR DETRM COST DEVIATION 
13955.51 
1-5955.51 
13360.00 100. 00 0069 
13860.00 100. 00 0068 
13303.37 13204.07 100. 00 0074 
13383.37 13204.07 100 00 - 0074 13796.18 13700.92 100 00 ,0069 
13796.18 13700.92 100 00 0059 
12981.13 12881.78 100 00 - 0077 12901.13 12801.78 100 00 - 0077 2371.17 2205.32 100 oo - 0362 2371.17 2205.32 100 00 - 0 362 2365.09 2267.22 100 .CO - 0414 2365.09 2267.22 inn 00 - 04 14 2367.15 2278.72 100 00 0374 
2367.15 2278.72 100 00 - 0374 
2355.00 2256.92 100 00 - 0420 
2355.80 2256.92 100 .00 -,0420 3144.96 3772.64 100 .00 1996 
-5144.96 3772.64 100 oo 1996 
2924.67 3029.28 100 oo 0359 
2924.67 3029.28 100 oo 0359 
3000.45 3458.49 100 00 1527 
3000.45 3458.49 100 00 1527 
261D.06 2603.70 100 00 - 0024 
2610.06 2603,70 100 oo - 0024 
477.36 605.16 100 .00 2677 
477.36 6(j5.16 100 00 2677 
473.66 403.77 100 00 0214 
473.66 ' 403.77 100 oo 02 14 
473.62 530.06 100 00 1192 
473.62 530.06 100 00 1192 
465.87 400.67 100 00 1229 
465.87 400.67 100 oo - 1228 
5276.49 5293.45 100. 00 0032 
5276.49 5293.45 ion 00 0 0 32 
4791.17 47Q2.93 100. oo - 0184 479J.17 4702.93 100 00 0184 
5256.53 5273.55 100 00 0032 
5256.53 5273.55 100 00 0 0 32 
4740.26 4651.99 100 00 - 0196 4740.26 4651.99 100. 00 0186 
891.36 849.01 100. 00 0475 
891.36 849,01 100 00 -, 0475 8B?.59 794.84 100. 00 - ( 0994 
89?.59 794.84 100 00 - 0994 
890.81 848.50 100 00 0475 
890.81 848.50 100 00 C475 
OPT Q RtORO PT OPT 0 REORO PT TOT CST CETHM DETRM STOCH STOCH DETRM 
475.42 37,95 46c,a1* 47,33 757 .40 475.42 9,95 480. f)4 19.33 757 .40 11.78 39,71 10.50 52,04 609 . 19 11.78 11,71 18,50 24.84 609 .19 12.19 39,19 20,31 45,68 682 .85 12.19 11,19 20.31 17.68 682 .85 11.69 39,36 18,51 52.50 675 .13 11.69 11,36 18,51 24.50 675 . 13 12.49 38,27 20.34 44.83 645 .82 12.49 lu,27 20.33 16,84 645 .82 70.71 40,00 75,13 64 .81 113 .14 70.71 12,00 75,13 36,01 U 3 .14 70.71 40,00 75.69 60.14 113 .14 70.71 12,00 75.69 32.14 113 .14 70.76 39,93 75.i3 64.47 113 .10 7o.76 11,93 75.13 36,47 113 .10 70.85 39,79 75.71 59,20 113 .03 7Q.85 11,79 75.71 31.20 113 .03 
TOT CST STC TOT CST STC OPERATING PERCENT 
WITH OPR CST 0,R DETRM COST DEVIATION ITEM 0 
881,07 793,44 100.00 -.0995 47 801,07 793.44 100.00 -. oC;:J'i 4 9 1990.46 4497.91 100.00 1.2711 49 190Q.46 4497,93 10 0.00 1,2711 50 1659.40 2277.69 100.00 ,3726 51 1659.40 2277.69 100.00 ,3726 52 1960.70 4447.67 100.00 1.2684 53 1960.70 4447.67 ICO.00 1.2994 54 1609.89 2200.54 100.00 . 3669 5b 1609,89 2200.54 100.00 .3669 56 250 .91 694.66 10 0.00 1.6727 57 259.91 694.66 100.00 1.6727 58 253.32 335.58 100.00 ,3247 59 253.32 335.58 100.00 .3247 60 259.36 673,96 100.00 1.5985 61 259.36 673.96 100.00 1.5985 62 251.85 314,74 100.00 .2497 63 251.85 314.74 100.00 .2497 64 
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