Abstract-We present a methodology to recover the geometrical calibration of conventional X-ray settings with the help of an ordinary video camera and visible fiducials that are present in the scene. After calibration, equivalent points of interest can be easily identifiable with the help of the epipolar geometry. The same procedure also allows the measurement of real anatomic lengths and angles and obtains accurate 3D locations from image points. Our approach completely eliminates the need for X-ray-opaque reference marks (and necessary supporting frames) which can sometimes be invasive for the patient, occlude the radiographic picture, and end up projected outside the imaging sensor area in oblique protocols. Two possible frameworks are envisioned: a spatially shifting X-ray anode around the patient/object and a moving patient that moves/rotates while the imaging system remains fixed. As a proof of concept, experiences with a device under test (DUT), an anthropomorphic phantom and a real brachytherapy session have been carried out. The results show that it is possible to identify common points with a proper level of accuracy and retrieve three-dimensional locations, lengths and shapes with a millimetric level of precision. The presented approach is simple and compatible with both current and legacy widespread diagnostic X-ray imaging deployments and it can represent a good and inexpensive alternative to other radiological modalities like CT.
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I. INTRODUCTION

R
ECOVERING the geometrical information from multiple X-ray snapshots of a same object/patient generated from different angles and positions has become of increasing relevance in medicine, industry and surveillance. More specifically, interest has grown in relation to the identification of common points or areas of interest in several radiographs, and the derivation of useful 3D information (distances, angles, etc.) from a Fig. 1 . Degrees of freedom found in average primary diagnostic X-ray settings: detector area can change (i.e., different CR plates) and both anode and detector can move and/or rotate, which definitely would alter camera intrinsic and extrinsic factors.
sparse set of images produced in conventional and primary diagnostic X-ray imaging settings. In this context, distances are usually very poorly estimated, and, in many cases, simple X-rayopaque objects (like coins) are used as reference landmarks. In this paper, a new methodology that represents a step forward towards a better assessment of anatomical distances with standard/legacy diagnostic equipment, fiducial-less radiographs and less invasive frameworks is presented.
In computer vision, the process of retrieving 3D information from 2D bitmaps is usually referred as image reconstruction and can be achieved after a camera calibration phase. The geometric calibration of X-ray modalities starts with the inference of perspective projection matrices that map 3D scene points with their projected counterparts. Unfortunately, this process entails overcoming some obstacles, which will be addressed in this paper. Perhaps, the most important one has to do with the huge level of spatial variability present in typical X-ray imaging environments, as highlighted and summarized in Fig. 1 . In these basic radiological settings, both the radiographed object and the X-ray imaging system can move with almost complete freedom around the room. These spatial changes are then usually coded as rigid transformations or translation vectors. As a collateral benefit, keeping track of the distances, positions, and orientations (geometrical settings) that dominate the radiographic scene can also play a role in beam equalization, and therefore, in dose control.
Another interesting consequence of this spatial variability is illustrated in Fig. 2 , where a slight shift of the X-ray system (anode or detector) can drastically alter its own intrinsic parameters. This disentanglement between source and detector is also methodically tackled by authors in [1] in the case of mobile C-arms by introducing the concept of virtual detector.
In our proposal, we account for these scene alterations in basic X-ray environments with the help of a visible light camera that is rigidly tied to the X-ray source (Fig. 3) . Alongside this goal, we also elude the use of X-ray-opaque markers for the reasons later elaborated in Section III. In that sense, we have taken a similar path to that pioneered by [2] and [3] , who also combine X-ray and video modalities to achieve the registration of images produced by a (mobile) C-arm and a standard RGB camera. However, our target is quite different since our primary goal is to achieve 3D reconstruction using standard primary/diagnostic X-ray acquisition systems (instead of C-arms). These X-ray devices can be found in most healthcare centers worldwide, private and public, large and small. In the reconstruction process, only the aforementioned camera and a set of visual fiducial markers are used so that X-ray images do not get tainted with traces/projections from foreign objects. Our proposed method initially needs a calibration phase to retrieve the geometrical setting of both cameras. Afterwards, subsequent movements and/or rotations of the X-ray system or the examined object can be precisely tracked with the help of the RGB device. With this spatial information, X-ray projection matrices are then calculated and multiple radiographic image reconstruction can take place.
We also study two different scenarios that might be appropriate for X-ray examinations. In the first scenario, the camera system (X-ray + video) moves around the examined subject/object. Under this scheme, we successfully manage to recreate X-ray camera intrinsic parameters. The second scenario entails moving and/or rotating the radiographed patient (or item) while keeping both the camera system and the X-ray detector fixed. Both settings can be relevant in clinical diagnosis and/or object monitoring/scanning.
Before depicting the aforementioned scenarios of application, we first review how X-ray images (generated by the most widely used radiological modalities) are commonly calibrated. Then, a methodology to compute X-ray projection matrices from ordinary color or grayscale images is summarized, followed by a portrayal of the calibration stage. Subsequently, we discuss some practical epipolar geometry tools and how they can be useful for diagnosis in plain X-ray imaging. Finally, a few tests carried out with phantoms (geometrical and anthropomorphic) and with a real brachytherapy treated patient are presented and their results are discussed.
II. RELATED WORK X-ray calibration techniques and X-ray image registration procedures commonly use calibrated C-arms and CT scanners [4] , which involve, of course, having access to such radiological devices. Tomosynthesis [5] devices are more affordable and are already widely used in digital screening mammography. However, their application in everyday X-ray examinations, where legacy hardware is the common denominator, may require the complete renewal of the imaging set.
In order to achieve the same goal with less expensive, more accessible/widespread radiological tools and lower dose levels, several approaches have been (or are currently being) explored. All these efforts involve the use of an external and adjacent device that interplays with the X-ray imaging apparatus. For instance, there is a trend in research focused on using depth and time-of-flight cameras in order to reconstruct 3D data and 3D models of objects being radiographed or scanned. This 3D data is then combined with X-ray images to obtain different and meaningful information. As an example, the approach followed by [6] combines 3D modeling with X-ray images in order to three-dimensionally locate and define the shape and silhouette of hidden objects inside boxes, which can have very interesting applications in surveillance and QA processes. Another precedent can be found in the study carried out by [7] , who estimates patient's size, volume and appropriate dose with the help of a Microsoft Kinect™ device. Other attempts like the one described by [8] try to rebuild the X-ray system extrinsic parameters with the help of a distance meter device (in this case, a laser rangefinder located close to the X-ray emitter). The problem is further simplified by the authors of [9] , who require each X-ray source and sensor to be placed at known locations. Conventional approaches use special X-ray calibration structures that accommodate fiducials that leave visible shadows in the radiographic image. These foreign frames remain present during each snapshot (either attached to the patient [10] or to the X-ray system) contaminating the acquired radiographs with their own projected traces, introducing artifacts and invading the patient's space.
As stated in the introduction, there also exist recent and laudable research efforts around interplaying video information with X-ray imaging. In [11] , [12] and [13] researchers calibrate, model and study the clinical and surgical applications of camera augmented mobile C-arms, which also involve the precise registration of visible and X-ray images. Close to this work, we find that carried out by [14] , which highlights the contribution of external cameras to radiation exposure reduction and surgery planning improvement. Radiograph mosaicking is also a subject of interest. In this direction, we find interesting citing the work performed by researchers in [15] who focus on accurate X-ray image stitching (also in C-arm modalities). Their goal requires a pure rotation around the X-ray source center which is accomplished with the help of visual fiducials and a video camera that contribute to estimating the translational part of the motion so that it can be later compensated. Similarly to this approach, we also derive the translational motion of the X-ray source with the help of visual markers and a RGB camera. However, two key differences arise. First, one of the main goals of [15] is the registration of the X-ray and RGB modalities. For this reason a set of mirrors is used so that both optical centers are made coincident. In our case this is not necessary because we do not perform image registration. Second, the X-ray source in [15] undergoes a pure rotational motion so that it is possible obtain a parallax-free mosaic of both imaging systems. Regarding our goal, we are also interested in the translational part of the beam origin in order to derive 3D information from plain radiographs, as later tackled in Section V-B.
Beyond image-to-image registration, we find increasing interest in relating bitmap content (radiographs, CT/MR slices and video) to volumes. The authors of [16] and [17] present a concise review of state-of-the-art around the topic applied to minimally invasive therapy and image guided interventions. The reconstruction of 3D structures from sets of 2D X-ray projections is studied in [18] and [19] with the help of custom designed phantoms. However, none of these research efforts explore the event of an alteration of the geometrical setting. Researchers in [20] and [21] try to tackle this problem by using image similarity measures (entropy, intensity, gradient, patterns, etc.) which can be used (with some difficulty) without the need of a phantom or an ad hoc calibration phase.
In addition, the literature on the combination of visual fiducials with radiology, medicine, and surgical environments is steadily growing. The works in [22] - [24] and [25] are just a few examples of applications of the realm of augmented reality (AR) in hospital and clinical environments.
III. DERIVATION OF X-RAY PROJECTION MATRICES FROM VISUAL INFORMATION
Unlike other setups that can retrieve 3D information (like C-arm), ours relies on standard clinical X-ray imaging systems, like those comprised of a 4 degrees of freedom (DOF) movable X-ray source and a 1 or 2-DOF vertical/horizontal sliding imaging plate or IP (which receives and integrates the emitter radiation). During examinations, the patient is placed vertically next to this detector (standing erect) or horizontally over it (supine anteroposterior projection). In these radiological settings, there is no way to know with enough precision, the beam source spatial position relative to the detector or, more generally, to a coordinate reference frame (later referred to as world). Therefore it is not aprioristically possible to find projection matrices and achieve geometric reconstruction. Fig. 4 . Examples of lateral and oblique X-ray protocols whose projections (i.e., imaged fiducial set of black and white circles) and principal point may lie outside the final image (i.e., white circles). However the system can still be geometrically tracked through visible information and RGB cameras.
However, X-ray imaging devices have been commonly modeled as pinhole cameras, which enables the application of projective geometry. The research efforts carried out by [9] , [26] , [27] and [28] represent a few examples, and a more succinct introduction on the subject applied to the context of medical imaging can be found in [29, Section 2.2.1] and [30, chapter 20] . As stated in our introduction, in order to combine several X-ray images from the same object/patient at each different geometrical setting , we need associated camera projection matrices , , etc. Each relates 3D points in a coordinate reference frame called world ( ) with their 2D observed projections on each radiographic image . Using projective geometry, we can write: (1) where and are the homogeneous coordinates of and , respectively. With a RQ decomposition, can be expressed as: (2) where is a 3 3 upper triangular matrix that contains the intrinsic parameters of the X-ray system (for a given geometrical setting ) and is a rigid transformation that translates 3D homogeneous points relative to W to coordinates of the X-ray camera ( ), whose reference frame is centered at the radiation emitting anode (focal point) and one of its axes is orthogonal to the X-ray detector plane.
As already highlighted in Section II, conventionally in X-ray imaging, projection matrices are obtained with the help of a calibration frame equipped with fiducials that are opaque to the Roentgen radiation which are then projected to spots in the image. This frame is placed around or over the examined object/patient. Combinations of , pairs are then fed into a calibration algorithm such as Direct Linear Transform or DLT (introduced by [31] and very succinctly described in [32, chapter 4.1]) and projection matrices can be then derived.
The problem with such radiation-opaque fiducials is that they usually leave visible traces, artifacts and extra Compton contribution in the radiographic image that can seriously obstruct the analysis and/or diagnosis process. They also can be easily projected outside the imaging sensor area when using oblique protocols, like those exemplified in [33] and in Fig. 4 , which can harden their application. Last but not least, essential supporting frames in which they are usually accommodated, can be perceived as invasive by the patient.
In this context, the following sections describe in detail how each , for each different position of the X-ray emitter (or patient), can be obtained using just the help of an interplaying visible light camera that has a broader field of view and whose fiducials are transparent to the radiograph production process.
A. Coordinate Systems
Although some coordinate systems have already been briefly mentioned, here we review in depth the ones that are used in our proposal. These are graphically summarized in Fig. 5 where, for clarity, we assume the camera system is located at a given position (i.e., and ). • , or the world coordinate system, whose origin is a 3D spot in the scene.
• , the reference system of the X-ray detector, whose origin is usually situated at the upper-leftmost pixel with one of its axes ( ) being orthogonal to the detector plane.
• , the X-ray coordinate system, whose origin is the beam source and which also has one axis (i.e., ) orthogonal to the detector by definition. Note that there is a different coordinate system for each spatial position of the X-ray emitter but all of them have their -axis orthogonal to the detector plane.
• , the video camera coordinate system. Since it is rigidly attached to the X-ray emitter, there will also be a different for each location of the anode. Fig. 5 shows that the relation between reference frames and is always a rotation around the horizontal axis ( ) of D and a translation in the case of X-ray cameras. This relation can be coded as a rigid transformation expressing how to translate points (in homogeneous coordinates) from to as follows: (3) where is the beam origin of the X-ray expressed in coordinates. The mark ( ) over indicates that an extra row ( ) has been appended to the transformation matrix, which allows us to work in homogeneous coordinates.
B. Intrinsic and Extrinsic Parameters in X-Ray Cameras
In a radiological device that is modeled as a pinhole camera, the beam origin is represented by the tube anode, which also plays the role of the optical center. If there are no lenses present, we can ignore spherical aberrations, radial distortions, and skew ( ), w.l.o.g. Using perspective projection equations, it is possible to transform 3D points in coordinates to 2D homogeneous radiographic image dots:
The intrinsic parameters matrix can be decomposed as: (5) where are the coordinates of the so-called principal point and is the focal length, which perpendicularly connects the anode and the detector plane. These components are expressed in pixels, but they can be transcribed to spatial dimensions (meters) if multiplied by a known resolution , which is provided by the detector manufacturer. It is conventionally assumed that is axis-independent, i.e., . Fig. 5 and (5) show that the components of the optical center relative to are coincident with the intrinsics:
Equations (5) and (6) reveal that the intrinsic parameters of any X-ray system will change if either the sensor or the emitter are moved, as already highlighted in Section I. This variability lies in the fact that the detector surface and the radiation source are detached from each other. This peculiarity vividly contrasts with video camera systems, where the sensor (typically a CCD/ CMOS array) stays fixed relative to the optical center.
The extrinsic parameters can be written as a rigid transformation that relates points in word coordinates ( ) and X-ray camera coordinates ( ) and can be derived from with the following expression: (7) where can be obtained using (3) and is one of the results of the initial calibration process (described in Section IV) that maps points from to .
C. Scene Tracking With Visible Fiducials
From (5) and (7), we conclude that the spatial location of the X-ray optical center is essential for the calculation of the intrinsic and extrinsic parameters of the X-ray system. In our proposal, after a single calibration (itemized in Section IV), is tracked with the help of visible fiducial markers and an ordinary RGB camera. An initial optical calibration of this device is necessary, which provides its invariant intrinsics and contributes to minimizing distortions produced by lenses.
Extrinsic parameters , which connect points in coordinates to the reference frame, can be determined with the help of visible fiducials with known 3D coordinates. Some ex- amples of other commonly used visible fiducial markers are ReacTIVision [34] , Intersense [35] , BinARyID [36] , ARTag [37] and Cantag [38] . In this work, we use the Aruco markers described in [39] . The Aruco framework was chosen over other alternatives because of its robustness against noise and vertex jitter. There are 1024 different instances of this fiducial system that can be easily detected in real time. Figs. 6 and 11 show a few examples of these instances. Aruco also comes with a companion C++ library and utilities that allow a straight and fast integration in our workflow. An interesting aspect from this fiducial system is that the camera pose (location and orientation) can be determined with just one Aruco marker with enough fidelity, if necessary. This feature makes the system very robust to occlusions made by scene objects. However, in a normal setting many Aruco markers are detected and the camera pose is retrieved with high precision.
Since the coordinates of the anode relative to the external camera ( ) are constant (obtained in the calibration stage discussed in Section IV) and given that both imaging systems are rigidly tied, we are allowed to write: (8) Fig. 9 . Moving camera system scenario consisting of a moving anode. , and stand for the coordinate frames described in Section III-A. The rigid transformations and are estimated from visual fiducials only detected at each camera location and as explained in Section III-D1. X-ray projection matrices , , etc., are derived with (9). Fig. 10 . Moving patient application scenario with the calibration frame now acting as a DUT. The DUT is shifted to other positions while the anode remains fixed. Intrinsics remain constant (i.e., ) and each DUT position is tracked using visual information. X-ray projection matrices , , etc., are obtained with (10) and as discussed in Section III-D1. Together with (7), we can compute the X-ray intrinsic and extrinsic parameters of the X-ray imaging system.
D. Application Scenarios
We envision two possible operation scenarios (Fig. 7) .
1) Moving Camera Scenario:
This scenario is the most intuitive from the point of view of stereo and computer vision and is undoubtedly more suitable if the injury being examined prevents the patient from moving safely. In this setting, the X-ray source is placed at different locations and orientations relative to , and an X-ray image of the patient (who stands still) is generated at each position . Using visual fiducials and the process described in Section III-C, we can determine the location of the beam source for each setting . Note that, in this scenario, the intrinsic part ( ) of changes when the X-ray emitter is moved. Nevertheless, can be easily updated using (5) and (6) together with the relation for each setting . Finally, the projection matrix for each geometrical setting can be obtained as: (9) where is the outcome of (7).
2) Moving Patient Scenario:
In this setting, the X-ray emitter remains fixed and the object/patient rotates and/or moves. A different radiograph is produced at each patient/object position . If the patient is able to move him/herself and/or his/her examined anatomic part, this scenario might turn out interesting because it allows larger geometrical changes (it also depends on the examination protocol being applied). Visual markers have to be rigidly fixed somehow to the patient as in the example shown in Fig. 7 -right. This scenario might also be interesting for object inspection, i.e., boxes, packages, etc., that can easily be rotated and where markers can be easily stuck over flat surfaces.
The first key difference when compared with the previous setup is that, in this case, intrinsic parameters remain constant ( ) because the position of the X-ray emitter (obtained during calibration) also remains fixed (i.e., ). The second key difference is that what is tracked is not the absolute position of the X-ray emitter relative to but the relative location between a new world reference system (attached to the patient) and the X-ray emitter. The 3D points of (1) are then expressed in coordinates (i.e., ). Using the visual tracking described in Section III-C, we measure , which connects points in the reference system and visible light camera coordinates for each patient location/ orientation . With this information, the projection matrix in this scenario can be expressed as: (10) where , and are just results of the initial calibration (presented in Section IV). Note that remains constant for each patient position because the visible light camera remains fixed relative to the original W.
IV. CALIBRATION PHASE
The goal of the calibration step is to obtain the necessary (and invariant) geometrical relations connecting scene elements, imaging systems and reference frames to each other and to .
To that end, the Teflon structure shown in Fig. 6 , was designed.
Once this information is obtained, the calibration frame can be removed from the scene.
It accommodates, at two different planes, 13 tin/copper, cross-shaped markers which are opaque to X-rays. It also contains 12 visible Aruco fiducials that can be easily detected using the visible light camera. The coordinate frame is centered in one of the fiducials, and the 3D coordinates of all of the fiducials (visible and opaque to radiation) are known relative to it after a careful construction process. The calibration phase can be summarized in the following steps:
1) The calibration frame is introduced in the scene, and a radiograph and a RGB or grayscale image are generated from it (similar to those shown in Fig. 11 ) . 2) is calculated with the acquired photograph and the methodology in Section III-C. This transformation is used in both application scenarios in (8) and (10). 3) An initial X-ray projection matrix is computed with the DLT algorithm and combinations of 3D locations of X-rayopaque fiducials and their corresponding 2D projections on a calibration X-ray instance. 4) Intrinsic and extrinsic parts are extracted from the RQ decomposition of P. Matrix K (unaltered) is used in the moving patient scenario, specifically in (10). 5) Vector and matrix are rebuilt from using (5) and (3) together with the detector resolution provided by the manufacturer. Finally, the rigid transformation used in (8) is computed. 6) The relative position between the X-ray emitter and the camera is also obtained. This relation remains invariant and is later applied in (8) . (11) 7) When all the aforementioned relations have been collected the calibration frame is no longer necessary.
V. 3D INFORMATION FROM PROJECTION MATRICES
In this section, we examine how our technique can be used in real application scenarios and how 3D information from correlated X-ray images can be extracted. From this point onwards, projection matrices are obtained with the help of visible fiducials as explained in Section III. Fig. 7 shows some examples of this operation stage.
A. Epipolar Lines Between Radiographic Images
A key step in stereo imaging (including diagnostic X-ray imaging) involves finding point correspondences in two stereo images. Using epipolar geometry, the search for a corresponding point , which is initially observable in image , can be reduced to a search through a line on the second radiograph . The line on this second image is called the epipolar line. This simple technique can dramatically contribute to resolving ambiguities when two points of interest lie very close to each other in one image. This could create some difficulty in distinguishing between them. However, they are easily recognizable in another projection (i.e., a paired radiograph), where they can be more efficiently matched by a corresponding epipolar line.
Given two paired X-ray images along with their corresponding projection matrices and , we can compute (white dots) and their predicted image location (gray dots) by using the estimated projection matrix . The cross-shaped mark at the top-right corner corresponds to one of the fiducial set that previously played a role during calibration (Fig. 6) but is now ignored during the whole testing phase.
the Fundamental Matrix presented in [32, chapter 9] which enables the mapping of any observed point on the first X-ray image to an artificial infinite epipolar in image .
This epipolar line can be bounded or shortened if the rough dimensions of the object under examination (e.g., chest/patient thickness) are taken into account. This restriction simplifies the search on the second image to a much shorter segment ( ) instead of the infinite . In order to obtain the limits of the segment for a particular point , we begin by back-projecting it into a 3D infinite ray :
where is the anode location in coordinates and is a scalar that parametrizes the ray that passes over the point , continues towards , and finally reaches the anode (see [32, Section 6.2.2] for details). Next, the boundaries and of the segment that are coherent with the rough thickness of the studied object/person are iteratively matched. Finally, these two confining 3D points are reprojected on the second X-ray image : (13) and a bounded between them can be plotted (Fig. 8) . Real examples of bounded epipolars are shown in Fig. 13 for the moving camera scenario.
B. 3D Reconstruction From Two Image Pairs
This process is also known as projection-to-volume reconstruction or projective reconstruction and is described in [32, Section 12.2] and in [40] . It enables the determination of the 3D location of an observed point in two images ( and ). Given two projection matrices and and using (1), we can write:
Since we are working in homogeneous coordinates, the equivalence between two points has to be expressed using the cross product: Each of these expressions determines two linearly independent equations that can be written in the form of a linear system. When solved through a single value decomposition method (SVD), we can derive the 3D location of a specific point observed in the two images.
VI. TESTS AND RESULTS
In this section, the set of techniques described in Sections III -V are tested. In the first group of experiments, we make use of the calibration frame presented in Section IV as a device under test (DUT). Then, we perform similar research on an armshaped anthropomorphic phantom, which allows us to show the same procedures with a more realistic target. Finally, we evaluate our methodology in a real radiotherapy environment. Regarding the first two tests, results are provided for both the DUT and the phantom, and in each case, for the moving camera/patient scenarios.
A. Tests on the Calibration Frame Acting as Dut
In this part, the calibration frame will play the role of a DUT. Graphical representations of the two application scenarios are shown in Figs. 9 and 10 . Within this test, the X-ray fiducials used during calibration are completely ignored. This means that each is now derived using only visual information. In order to evaluate the algorithm, we placed nine 2 mm radius lead spherules or bearings at different well-known positions inside the calibration frame (see Fig. 12-left) .
The DUT was radiographed ten times for each of the application scenarios. Fig. 11 shows a few examples of the captured images. We established several evaluation metrics in order to check the goodness of the results. All metrics make a distance comparison between the real location of the lead spherules and the estimated location predicted by using the generated projection matrices.
1) The Mean Distance Between Generated Projections of Known Landmark Locations and Their Observed Image Coordinates: This is the most basic quality test for the projection matrices. It consists of measuring the mean 2D image distance between the observed projection (on the image ) of each of the 9 spherules ( ) and their computed projection , estimated with (1). The results (highlighted in Fig. 12-right) show this mean distance is equal to 12 px (with a dispersion of 8 px) for the moving camera scenario and 8 px (with a dispersion of 6 px) for the patient moving scenario. As expected, the difference in accuracy between the two scenarios is not significant since the geometry involved in both problems is very similar.
2
) The Distance Between Epipolars and Projections of Spherules:
The proposed metric consists of computing the mean 2D distance (for all possible radiograph combinations) between each lead spherule, whose observed projection is , and its corresponding (and calculated) bounded epipolar line . Again this mean distance for both moving camera and moving patient scenarios were obtained.
Epipolars were bounded assuming an average DUT thickness of 24 cm. Fig. 13 illustrates this test and some of its results, which confirm a mean distance of 13 px with a dispersion of 8 px for the camera moving scenario and a mean distance of 10 px with a dispersion of 6 px for the patient moving scenario. Again the differences between scenarios is not significant.
3) The Distance Between Back-Projections and Real 3D Locations: Since the 3D location of the spherules is very well known (Fig. 12-left) , we test the accuracy of the algorithm described in Section V-B by calculating the mean value of the distances between the known 3D locations and predicted ones using all possible radiograph combinations and all spherules. Outcomes indicate a mean offset of 2 mm (deviation of 2 mm) when the spherules are located 2 meters away from the anode (approximately) and a mean baseline of 45 cm (displacement of X-ray anode between radiographs).
B. Tests on Anthropomorphic Phantom
In order to check our procedures on a more real target, we use an arm-shaped anthropomorphic phantom from Life/form® that includes a splinter fracture (Fig. 14) .
With this phantom, we applied the techniques described in Section VI-A3 in order to compute the splinter length from X-ray image pairs and to compare it with the real length ( ). Obviously, in cases with severely injured patients, the moving camera scenario (immobilized patient) might be more appropriate. However, we also analyzed the moving patient scenario for the sake of completeness. Both of them are graphically summarized in Fig. 15 .
Combining all available image pairs (similar to those in Fig. 16-bottom) we obtained a mean length of 4.9 cm with a deviation of 0.1 cm for the fixed arm setting. In the case of the Fig. 15 . Anthropomorphic phantom tested for the camera moving scenario (top) and patient moving scenario (bottom). In the camera moving scenario, a board with visible fiducials at known 3D coordinates relative to W is used and several radiographs are generated at different angles/locations. In the patient moving scenario, the board of visible fiducials is rigidly tied to the object under examination, which arbitrarily moves and rotates while the X-ray imaging system remains fixed. moving phantom, we retrieved a mean distance of 5.0 cm with a deviation of 0.2 cm.
Bounded epipolars are drawn in Fig. 16 -top using the algorithm described in Section VI-A2. For this experiment, several lead spherules were added as we did with the DUT in Section VI-A. The distances between computed epipolars and real observed projections was under 15 px for the camera moving scenario and under 12 px for the phantom moving scenario. This result eases a good identification of hidden facets which are missing or indistinguishable in one image, but that are quite evident in a second radiograph.
C. 3D Reconstruction of Brachytherapy (Cervix) Applicators
We have also applied the technique described in Section V-B to the reconstruction of a tandem applicator for cervix tumor treatment used in the FDA-cleared planning system presented in [41] . This specific brachytherapy system makes use of two radiographs (AP and LAT) produced at two respective imaging system locations (Fig. 17) . The patient's pelvis is imaged in these two configurations, together with a surrounding and permanent frame (equipped with conventional X-ray-opaque fiducials). With both stereo radiographs and We show the original X-ray-opaque fiducials supporting frame (eventually removable with our enhancements). The patient is radiographed from a frontal and lateral view using two imaging sensors. (Right) Real treatment setup where the sensor for the AP snapshot is under the examination table and the LAT one is behind the Aruco fiducials frame.
the mathematical tools described in Section V, the system allows oncologists to graphically link the 2D coordinates of the radioactive seeds between both X-ray instances thanks to the constraints imposed by epipolar lines. It can also resolve the correct 3D location, orientation and size of the tandem applicator inside the patient during each radiotherapy session. Initially the position of the first radiation source is calculated and from there, the location of the remaining seeds is derived by construction. These coordinates, which are definitely extremely critical, define the spatial aspect of a radiotherapy treatment of this type. We have updated this FDA-cleared brachytherapy scenario with our visual marker detection procedure, eliminating the need for the aforementioned frame around the patient. In order to verify our enhancements, two simple visual marker sets at each orientation have been added to the original system. Only visual information has been taken into account for calculations. Fig. 18 -left shows two images produced at the two different X-ray imaging system locations. Original X-ray fiducials (and required supporting frame) remained present during the experiment (and visible in the X-ray images) but were left out of calculations and only used for verification of our methodology. This upgraded brachytherapy system works in the moving camera framework tackled in Section III-D2, where spatial points are expressed relative to a single reference frame (the relative transformation between lateral and frontal Aruco fiducial marker sets is known by design but it can be easily derived since they are automatically detected).
We manage to reconstruct the tandem applicator ( Fig. 18-right) and the 3D locations of each radioactive source. We also achieve the same functionality and precision related to seed identification between stereo radiographs with the help of the bounded epipolars introduced in Section V-A. The deviations from the results obtained with the original system (based on X-ray fiducials) are negligible. The tested modifications could allow the complete removal of such surrounding reference frames over patients, resulting in less invasive radiotherapy scenarios and clearer X-ray images, widening the options available for choosing a treatment site.
VII. CONCLUSIONS
We have introduced an innovative methodology for determining the geometrical setting in standard X-ray imaging systems. This information is essential for 3D reconstruction using several X-ray images, which could be a relevant tool for diagnosis and object inspection. Contrary to the usual approach, ours is not based on the projection of external opaque fiducials on each radiograph. Instead, we account for all the necessary spatial information and modifications thanks to an external camera and visible markers present in the scene. Our technique enables the removal of foreign reference marks and interposed frames, contributing to reducing the complexity and invasiveness of the X-ray diagnostic process. The same technique also allows the combination of X-ray images produced at acuter angles/protocols, where conventional fiducials would be projected outside the radiographic plane. Two application scenarios have been discussed, each one involving different geometrical, optical, and mathematical challenges and application suitability. The accuracy attained in both scenarios is equivalent and the choice of one or the other will depend on the final application. The moving patient approach may contribute to enhance X-ray based object scanning frameworks by for instance, providing the exact 3D location and size of items masked in boxes, packages, etc.
The experiments on two phantoms (anthropomorphic and boxlike) show that it is possible to estimate epipolar lines in a second image from given points in a first one with a very good level of precision. This simple but effective subtlety can help radiologists correlate points/areas of interest between different radiographs. The determination of real anatomic lengths is also achieved with great fidelity and a real successful example involving the reconstruction of a tandem applicator for cervix cancer has been shown. Finally, 3D reconstruction using ordinary X-ray images represents an elegant alternative to invasive techniques like CT and similar radiological equipment.
