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ABSTRACT 
This work has been motivated by global efforts to decentralize high performance imaging 
systems through frugal engineering and expansion of 3D fabrication technologies. 
Typically, high resolution imaging systems are confined in clinical or laboratory 
environment due to the limited means of producing optical lenses on the demand.  
The use of lenses is an essential mean to achieve high resolution imaging, but 
conventional optical lenses are made using either polished glass or molded plastics. Both 
are suited for highly skilled craftsmen or factory level production. In the first part of this 
work, alternative low-cost lens-making process for generating high quality optical lenses 
with minimal operator training have been discussed. We evoked the use of liquid droplets 
to make lenses. This unconventional method relies on interfacial forces to generate curved 
droplets that if solidified can become convex-shaped lenses. To achieve this, we studied 
the droplet behaviour (Rayleigh-Plateau phenomenon) before creating a set of 3D printed 
tools to generate droplets. We measured and characterized the fabrication techniques to 
ensure reliability in lens fabrication on-demand at high throughput. Compact imaging 
requires a compact optical system and computing unit. So, in the next part of this work, 
we engineered a deconstructed microscope system for field-portable imaging.  
Still a core limitation of all optical lenses is the physical size of lens aperture – which 
limits their resolution performance, and optical aberrations – that limit their imaging 
quality performance. In the next part of this work, we investigated use of computational 
optics-based optimization approaches to conduct in situ characterization of aberrations 
that can be digitally removed. The computational approach we have used in this work is 
known as Fourier Ptychography (FP). It is an emerging computational microscopic 
x 
 
technique that combines the use of synthetic aperture and iterative optimization 
algorithms, offering increased resolution, at full field-of-view (FOV) and aberration-
removal. In using FP techniques, we have shown measurements of optical distortions 
from different lenses made from droplets only. We also, investigated the limitations of 
FP in aberration recovery on moldless lenses.  
In conclusion, this work presents new opportunities to engineer high resolution 
imaging system using modern 3D printing approaches. Our successful demonstration of 
FP techniques on moldless lenses will usher new additional applications in digital 
pathology or low-cost mobile health.  
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CHAPTER 1  
COMPACT HIGH RESOLUTION IMAGING SYSTEMS 
In this chapter we will discuss the overarching problems and current approaches to 
achieve high quality scientific instruments at low-resource settings, especially, 
compact, high resolution, imaging systems. Typical optical microscopes are based on 
laboratories and possess certain limitations. We will discuss how these problems can 
be tackled using novel, non-conventional approaches. Our discussions will be 
restricted to non-ionising imaging systems, i.e. optics and Fourier optics approaches. 
The novel approaches we have proposed in this thesis involve use of moldless droplet 
lenses, 3D printed architecture to offer decoupled, decentralized imaging systems and 
use of computational Fourier optics to offer high resolution imaging using the 
proposed systems.  
 
Figure 1:1: Schematic of typical scenario of the use of complex scientific instruments. These 
instruments are designed and developed in high resource settings, in a laboratory by trained users, 
which makes them costly, less-accessible and complex.  
1.1. Challenges in scientific instrumentation 
Customarily high performing scientific instruments are confined in the setting of a 
laboratory or research environment with trained, paid people having access, limiting their 
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applications in environments with low-resource settings. If we consider health industry as 
an example, a patient needing healthcare needs to access a facility, such as a hospital or 
diagnostic centre, waiting for a physician to provide results is the existing picture of 
accessible care and service. Point of care, point of procedure healthcare is an ongoing 
research area that tends to offer real-time healthcare where needed, e.g. relocating medical 
imaging from hospital to bedside of the patients [1]. Alternatively, if we consider an 
optical laboratory providing microscope supports for high quality imaging or a biomedical 
engineering laboratory where researchers are involved to observe complex biological 
events, typically require centralized, laboratory-based instruments [2]. It is very common 
that the building blocks of these complex instruments are available from only a few 
vendors and the production process is hard to replicate due to the cost and complexity [3]. 
Moreover, factors like, maintenance [3], transportation of these complex instruments add 
to the overall lifetime cost.  Figure 1.1 articulates the idea of traditional use of complex, 
high performing scientific instruments.  
 
Figure 1:2: Decentralized scientific instrument can be easily transferrable, replicable, and can 
broaden research scopes at low-cost.  
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Decentralization of the scientific instruments is an attractive avenue for science to 
leave the laboratory – especially if high quality results are ensured. That can be achieved, 
• by allowing the option to relocate them into different work environments (in 
laboratory or at a low-resource setting outside laboratory),  
• by providing access to broader spectrum of users (specialists to non-
specialists) with proper to minimal training, 
• with promises to be cost-effective, and 
• with provisions for replicability at minimal cost. 
 
Figure 1:3: Decentralized scientific instruments. a) This portable smartphone-based imaging 
system has been designed to allow microscopic imaging of biological samples [4]. b) MyShake: a 
smartphone app available for both Apple and Android phones where earthquakes can be detected 
by using accelerometers of the smartphones. Till date more than 250,000 people have downloaded 
this app.  
In this work, the motivation is to demonstrate ideas of decentralizing complex, high 
performing, scientific instruments - with simple components, yet providing high 
performance, at low-resource settings. There are different research environments, such as 
health [5, 6], geological research [7], where this decentralization approach would benefit. 
In Figure 1.2 a schematic of an ideal decentralized scientific instrument has been shown. 
The primary benefit that a decentralized approach offers is the ability for the design to be 
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shared across the globe, using web or open-source designs like CAD. The use of the high 
performing scientific instruments by more users, does allow more research and promise 
scientific advancement.  
However, in this work we confine our discussions into high quality imaging systems. 
As the imaging systems that we are offering have the capabilities to observe smaller 
samples, in the microscopic resolution, we will discuss about optical microscopes in the 
following sections. The use of simplistic optics [8], modular housing using 3D printed 
building blocks [9] and consumer driven electronics such as raspberry pi [10]– has made 
it possible for decentralization to provide high quality portable imaging systems – at low-
cost, for broader spectrum of users. The use of computational reconstruction ensures 
improved signal – to – noise (SNR) ratio by deploying digital refocusing [11], background 
noise reduction [12], etc. - at no additional financial cost, but with sacrifice of 
computational cost.  
1.2.  Evolution of high resolution optical micro-imaging  
Since early 19th century optical imaging through high grade optical lenses have 
emerged as a rapid resource to capture microscopic activities of different kinds of samples, 
such as, an animal cell (~10 -20 µm in diameter), that is about a fifth of details (naked eye 
can see ~0.1 mm without aid) observable by the naked eyes [13]. High resolution imaging 
has since evolved to image even smaller structures down to 500 nm, e.g. mitochondria 
with the use of different modalities of light microscopes that have been invented [14-19]. 
Figure 1.4 shows a range of resolutions that are observable using optical microscopes. The 
exposition of imaging techniques has continuously opened up new areas of research in 
microbiology. In Figure 1.4(a) we have articulated the range of resolutions that can be 
achieved using optical microscopes. Figure 1.4(b) shows anatomy of a human eye as an 
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imaging system. A commercial brightfield microscope system has been shown in Figure 
1.4(c). The idea of super-resolution has evolved recently where typical resolution limit of 
optical microscope can be overcome to achieve even ~10 nm resolution [20, 21]. One 
example of laser-scanning type super-resolution microscope is the Stimulated 
Transmission Emission Depletion (STED) fluorescence microscope that uses 2 sources of 
laser to generate a narrow, focused beam by selectively deactivating certain fluorophores 
that can achieve lower resolution than typical confocal microscopes. Schematic of a 
typical STED setup has been shown in Figure 1.4(d). There are other types of 
fluorescence-based super-resolution microscopes that can be found in literature [21].  
 
Figure 1:4: Performance of an eye vs optical microscopes to depict the capabilities of optical 
microscopes. a) Naked eye is capable of observing as small as 0.1 mm and optical microscopes 
can resolve as small as 500 nm. b) Structure and optics of an eye. c) A commercial microscope to 
demonstrate the fixed, rigid, complex structure [22]. d) Stimulated Transmission Emission 
Depletion (STED) Microscope one kind of super-resolution  techniques, that uses a 2nd source of 
laser to restrict fluorescence emission within small area and can achieve up to 20 nm [21]. The 
optical setup has been redrawn from [20] which is fundamental for super-resolution  technique.  
However, all optical microscopes (including x-rays) have physical limitations in terms 
of the maximum imaging resolution achievable. The physical parameters that define the 
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resolution has been discussed by Abbe in 1873 [23], which is defined by, the wavelength 
(λ) of the radiation, the diameter (d) of the aperture and the focal length (f) of the lens.  
For example, for fixed optical lenses, the visible-broadband light sources (390 nm, 
violet – 680 nm, red) provide, achievable resolution from 200 nm to 400 nm. The physical 
attributes that limit the performances of optical microscopes have been elaborated in 
section 1.3. A major limitation in optical imaging is the size of the imaging aperture of 
the lenses used. Computational optical approaches have been emerged to overcome these 
limitations [11, 12, 24].  
 
Figure 1:5: Different commercial optical microscopes with their a) attributes and b)-c) the range 
of options available for microscopic imaging. In b) A commercial microscope that offers both 
brightfield and phase-contrast imaging [25]. c) A handheld digital microscope which works with 
a laptop/computer [26].  
Optical microscopes possess one of the largest dynamic range when it comes to 
imaging structures of varying size scales. Using conventional lenses, such as compound 
one can image Plasmodium falciparum–infected and sickled red blood cells (point of care 
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diagnostics) [27]. With higher power lenses, it has become possible to track sub-cellular 
features (organelles), and for high energy photons, commonly used in semiconductor 
industry (wafer). Light is non-invasive in nature that is highly suitable for in-vivo events 
especially in biological systems. However, the footprint and the overall complexity of the 
optical microscopes for high power imaging grew exponentially. The upward drive in cost 
of the microscopes coupled with increasing educational and research institutions, has 
created a vibrant economic market for optical microscopes, where the global demand is 
expected to reach over $2.58 billion USD by 2022 [28].  
Table 1-1: Attributes of the example microscopic units shown in Figure 1.5.  
 
Another feature of the optical microscopes is the types of imaging geometry they cater 
to. They require flat samples rested on a horizontal plane, stained/labelled or sectioned 
thin on a microscope glass slide. For ophthalmology patients need to visit a facility where 
the imaging devices are used by specialized optometrists/ ophthalmologists. Due to many 
design and accessibility constraints, it is always presumed that the commercial 
microscopes are better suited for laboratories and trained operators. While the overall cost 
of a scientific imaging microscope unit remains out of reach for the masses, its inflexible 
design limits its widespread use.   
There is much to learn from consumer imaging devices such as inspection imaging 
devices. For example, endoscopes [29] and inspection scopes have been robustly tailored 
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to different live-imaging subjects or subjects located in the field, i.e., insects, leaves, fungi 
etc. Pathological studies of living samples are very crucial for understanding disease 
progression (e.g. studying extra-cellular matrix mechanics has proven to be helpful for 
diagnosing diseases at early stage [30]). This is especially important for low-resource 
areas where clinical imaging has been hindered by medical costs of traditional 
microscopes due to their rigid design structure or portability. Figure 1.5 is a 
comprehensive summary of the existing optical microscopes, the attributes, and the 
limitations they possess. Cost usually is proportional to the imaging quality/resolution 
expected from an optical microscope. The footprint, size of these traditional microscopes 
is large which restricts these devices in a laboratory environment. Also, the microscopes 
can usually image samples on a stage, which is along the optical axis of the system.  
Consumer electronics motivated by global communications networks has powered 
new innovative portable computing and imaging platforms [1]. While existing miniature 
optical components have shown to be compatible with the portable computing and 
imaging systems to create microscopes, the support network for microscopic imaging for 
broad research in education, academia and industry is lacking a decentralisation model to 
meet the global demand. The above discussion is to enlighten the fact that existing optical 
microscopes with fixed optical alignment are limited, i) by the way they are structured, ii) 
by the fixed, rigid size of the optical lenses, iii) by the footprint of the microscopes, and 
iv) for lots of scenarios, by the cost.  
In this thesis, we explore new unconventional high-resolution imaging systems by 
engineering new lens fabrication methods that can be easily decentralized by taking 
advantage of new computational power from portable computing. Overall, while it is 
possible to use conventional manufacturing methods to fabricate standalone high 
performance imaging and computational units [31-33], they do not provide sufficient 
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flexibility for the end users to change the overall design for their own uses. For example, 
an imaging system that can change from a high-end microscope imaging to dermatology 
requires different imaging and computational specifications. Here, we attempt to lay the 
foundation for decentralized models for high resolution imaging. To accomplish these 
ambitious goals, we would require non-conventional approaches in optical lenses 
fabrication and computational optics techniques. The different parameters that we have 
aimed to satisfy through this research are:   
i) de-coupled imaging unit from computing unit, 
ii) portable and reconfigurable, 
iii) Overcoming limits of optical resolution and SBP,  
iv) In-situ removal of optical aberrations of miniature lenses and 
v) Affordable cost and sustainable fabrication approaches. 
1.3.  Characteristics of optical imaging systems 
Optics has been a cornerstone in imaging wide range of samples. It was only until 
Abbe where the full formalisation of imaging resolution was established. A key notion 
from Abbe is that all optical systems (including microscopes) are bound by the wavelength 
and physical aperture of the lenses through the relationship known as numerical aperture 
(N.A.). Before discussing the limitations of any optical microscopes, it is important to 
discuss about certain attributes of microscopes.   
Numerical aperture (NA): is a dimensionless quantity that describes the amount of 
light that can be collected by a lens/an optical system. The angle of cone of light entering 
a lens is the value of NA depending on the medium through which light is travelling, the 
medium being defined by the refractive index, where sinNA n  , as shown in Figure 
1.6. Numerical aperture is then used to define the optical imaging resolution of the system.  
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Resolution: Lateral resolution, 
lateralr , is defined by smallest distance between two 
elements that can be separated from the image, 
2
lateralr
NA

  ,  where λ is the wavelength 
of the light and NA is the numerical aperture, as defined by Abbe [23]. The axial resolution 
is given by,  
2
2
axialr
NA

   which defines the depth of focus achievable from the imaging 
system. The different resolutions have also been shown in Figure 1.6.  
 
Figure 1:6: Numerical aperture (NA), dimensionless quantity that defines the maximum angle of 
light accumulation, is given by, sinn  . The value of NA in combination with the wavelength of 
the light used for imaging, define the lateral (rlateral) and axial (raxial) resolutions. 
Space bandwidth product (SBP): Another imaging parameter that is the amount of 
sampling points for the entire field of view of a lens. In digital optical imaging, an array 
of densely packed photodetector arranged in a grid format is used to sample a given 
imaging field. This can be quantified by the use of space-bandwidth product (SBP), SBP 
is a scalable, dimensionless quantity that usually expresses the amount of information 
transmitted by the microscopic system that is the total number of resolvable points over a 
given FOV (often expressed in terms of number of pixels). And is given by the equation, 
20.5 lateral
FOV
SBP
r
  , where rlateral is the lateral resolution.  
In other words, SBP is the measure of maximum pixels required over a full FOV with 
maximum resolution. SBP quantifies the whole optical system in totality, the FOV, 
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magnification and NA. In other words, SBP is the measure of maximum pixels required 
over a full FOV with maximum achievable resolution. A conceptual model of SBP has 
been shown in Figure 1.7, where 2 different achievable resolutions have been shown and 
that SBP is scalable with lateral resolution and/or FOV.  
 
Figure 1:7: Space bandwidth products of an imaging system of FOV 784 mm2 when different 
resolutions are achieved. If for the above imaging system, the resolution is a value of 1 mm then 
the achievable amount of information is 1568 pixels. If the resolution can be improved, keeping 
the same system to 0.5 mm, the achieved SBP would be 6272 pixels.  
All the above parameters are crucial attributes to generate a high quality image from 
an imaging system especially in optical microscopy system.  Another limitation of lenses 
is that light can be easily distorted due to refractive index inhomogeneity. Ideally a perfect 
lens would be able to focus all rays on a single spot, but all lenses are polished to a certain 
degree of accuracy and inherently possess some amount of optical aberrations. This is 
especially difficult in smaller lenses where the mechanical fabrication steps require even 
higher precision. To fully achieve the maximum imaging performance of an imaging 
system, it would require removal of all the distortions that is practically difficult to achieve 
for the masses [34].  
High resolution optical imaging over a full FOV requires specialised lens fabrication 
steps that are scalable in volume or size. The concept of computational microscopes is an 
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emerging method to overcome many of these physical limitations of existing optical 
systems [11, 35].  The idea of computational microscopes is rooted in Fourier optics, 
which allow light to be defined in terms of a complex quantity. It is with the computational 
optics that optical phase can be numerically retrieved through phase retrieval techniques 
(inverse problems). Both Fourier optics and phase retrieval will be elaborated in Chapter 
5.  
1.4.  Decentralizing high resolution optical microscopes 
Decentralizing complex scientific instruments using consumer driven devices like 
smart-devices, electronics have found applications in various research fields such as, 
point-of-care (POC) diagnostics [1, 36, 37], geophysics research [7, 38, 39], education 
[40] and so on. There have been a surge in compact imaging systems using consumer 
driven devices along with computational approaches and 3D printed support, for on-filed, 
high resolution imaging such as, digitizing large paintings in museums [41], on-filed 
multi-contrast microscope for thin, transparent, biological samples [42] or portable 
multispectral imaging [43]. The compact imaging systems usually focus on the delivery 
of high quality images using computational techniques, on-field in a low-resource setting. 
There are advantages of having a portable, cost-effective imaging system that can deliver 
good images of interest on-field, without requiring highly skilled trainers to operate them. 
In order to achieve the quality compact imaging systems, it is important to design the 
system so that the overall footprint of the setup remains small and portable. The system 
should contain capabilities to reach smaller resolution, that means, proper selection of 
optics, illumination and sensor and use of software or programs to be able to use 
computational processing of the image for better qualities. In the following section we 
will discuss the options of components that a compact imaging system should contain to 
deliver desired quality of imaging. 
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1.5.  Components of a compact optical microscope system 
The breakdown of the components that are usually required to acquire high quality 
optical microscopes using consumer electronics has been discussed in the following 
subsections.  
1.5.1. Optics  
Traditionally, all microscope systems require optical lenses for imaging. Hence, the 
choice of lenses is crucial. Optical lenses have evolved and improved over the last few 
centuries. In current world a lens can be a singlet lens or a compound microscope objective 
lens with minimum 20 singlet lenses placed deliberately in certain way to provide high 
quality imaging performance. However, objective lenses with higher NA and higher 
magnification capabilities are larger and heavier in physical dimensions, and also costlier.  
These compound lenses are bulky which makes them unattractive for low-cost, high 
portable imaging systems. Lenses with larger numerical aperture will allow more light to 
be collected by the system and thus improve resolution. But that will increase the 
aberrations. Moreover, for smaller compact imaging systems increasing the physical 
dimension of the lenses is unintended. Additionally, decentralised manufacturing of lenses 
using existing approaches for use in low-resource setting does not yet exist. That gave rise 
to the idea that we have discussed in this thesis. 
1.5.2. Instrumentation  
To develop optical imaging systems, we need other supporting instruments to acquire 
high quality images. Depending on the imaging needs the requirement of the 
instrumentations could vary. The components to acquire compact high-quality microscope 
images are discussed in the following subsections.  
Electronics: Electronics has become integrated part of our daily life. Imaging systems 
are no exception. For example, for optimization and instrumentation of optical coherence 
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tomography imaging system, different electronics like logarithmic amplifier, field 
programmable gate arrays (FPGA) or RMS voltmeters could be used [44]. In modern 
microscopy, the purpose of electronics can be (and are not limited to), i) providing 
illumination with automatic control [45], ii) mechanical control actuation (e.g. sample 
stage) using a microcontroller [46], iii) in situ processing of the images to achieve 
information or improved imaging quality using an image processor [47, 48]. A simple and 
quality example could be the use of smartphone-based imaging systems as they are 
capable of providing on-spot processing with an imaging sensor available. Alternatively, 
another example of a processor can be raspberry pi, that is low-cost ($35 USD), that can 
be used for mechanical control of multiple devices such as, LED, motors, camera and also 
for in-situ image processing [48].  
Opto-electronics (imaging sensor): Handheld microscopes developed in as early as 
17th century are compound microscopes where the naked eyes are used to observe the 
sample of interest and recreated with hand drawn pictures. Modern imaging sensors 
supported by semiconductor technology have given birth to charge-coupled devices 
(CCDs) that earned a quarter of the Nobel prize in 2009 where a semiconductor photon 
detector is used to convert incident photons into electrons. Since then, CCD has been an 
integrated part of imaging systems and in the past few decades have been the building 
blocks of miniature imaging systems. A CCD sensor is an array of pixels where each pixel 
is capable of transforming electromagnetic radiation (e.g. light) into electronic signals 
which are then converted to digital signals. The pixel size of CCDs has been reduced by 
98% during their lifetime [49]. This allows for images to be transferred into digital 
information which forms the foundation of image processing and computational 
manoeuvre of images. CMOS (complementary metal-oxide semiconductor) are another 
form of sensor that are less expensive to design compared to their counterpart CCDs. 
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CCDs are being replaced by CMOS because they provide high speed and high 
functionality but at the cost of noise and sensitivity. A raspberry pi camera is an example 
of miniaturization where a recorded image with 5 megapixels information in an area of 
3.76 mm × 2.74 mm, with pixel resolution of 1.4 µm [8].  
1.5.3. Computational approaches for compact microscope system 
Modern optical instruments are increasingly becoming digitised through CMOS, 
spatial light modulator and sensors. This means that many concepts in Fourier optics can 
now be undertaken with relative ease. Computational imaging is a branch of optics that 
makes use of the information theory to acquire high dimensional information that has not 
been originally offered by the system [50] which in turn improves the quality of the 
resulting/reconstructed image through computational approaches [11]. A compact 
imaging system that leverages computational approaches will increase the imaging 
performance drastically. Using computational approaches, the NA and SBP of the imaging 
systems can be improved [11, 37].  
1.6. State of the art of compact imaging systems 
There are emerging technologies that focus on developing compact imaging systems 
to serve biometric security, mobile health [51, 52], or in-situ automatic cell identifier [53]. 
The different approaches for compact high resolution imaging systems can be broadly 
categorized in two categories, a) lensless and b) lens-based [37].  
1.6.1. Lensless 
Lensless imaging modality is holographic imaging system that works without the use 
of optical lenses and provides high quality images computationally [54]. One application 
of compact lensless imaging is optofluidic microscope (OFM) systems where small 
aperture-based imaging in combination with microfluidic [55]. Lensless imaging systems 
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record the diffraction pattern emanating from a sample, in the form of scattering or 
fluorescence onto an imaging sensor and then reconstruct the “image” of the sample with 
the use of computational algorithms. There are different approaches to acquire on-chip 
lensless imaging, such as, shadow imaging [53], in which shadow of a biological sample 
is recorded using coherent illumination source onto a CMOS array. In Figure 1.8 an 
example lensless imaging system has been articulated from the work of Seo et al [56]. 
This work has demonstrated the use of varying diffraction patterns recorded onto a CCD 
or CMOS of a liquid containing yeast 10 µm microbeads and red blood cells. Through 
computational reconstruction and quantification to segregate cells, and identify various 
properties of the cells [56].  
 
Figure 1:8: Lensless cytometry using lensless digital inline holography that can count and identify 
cells from a solution of >4 ml and with a FOV of >10 cm2 [56]. 
The scattered light off the sample varies over the sample creating a grey profile that is 
used to observe resemblance using techniques like pattern-matching to identify biological 
samples. Fluorescent imaging using lensless computational techniques can be used to 
detect stained/labelled samples of submicron scale that can achieve a large FOV of 2.5 cm 
× 3.5 cm [57].   
A compact Multi-Illumination Single-Holographic-Exposure Lensless Fresnel–
MISHELF microscopy (MISHELF) imaging system of footprint 85 mm × 90 mm has 
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been designed that uses single exposure RGB holographic technique for lensless imaging 
and uses computational techniques to achieve NA up to 0.24 [31]. 
 
Figure 1:9: State of the art of compact imaging systems using lenses and smartphones. a) Using a 
cell phone and a hemispherical dome LED array to acquire multiple images of a sample. Also 
using openCV android based programming which can digitally refocus, acquire phase information 
[58]. b) A fluorescence microscope using smartphone and inkjet printed moldless lens that can 
offer autofluorescence, immunofluorescence and fluorescent stains for imaging biological 
samples in microscopic level [59].  
A discussion by Ozcan and Mcleod demonstrates the various techniques used for 
lensless/lens-free computational improvement of optical microscopic imaging that can 
overcome the diffraction limit, can computationally achieve wide FOV of 18 cm2 with a 
pixel pitch resolution of 2.19 µm, NA of up to 1.4 [54].  
1.6.2. Lens-based 
Optical microscopes have been used for high quality optical imaging and developed 
to be a complex instrument for observing various samples. But it has also been used as 
portable compact imaging system for health applications, digital information acquirement, 
geophysics and so on. Using microscope in a portable environment is not always an easy 
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task to achieve as the lenses and electronics need to be positioned in an optical alignment 
that is very sensitive to mechanical movement, or contamination. Quite a few works have 
been found in literature where efforts have been given to achieve compact, portable high-
resolution imaging systems. In [60] a fluorescence microscope have been designed to 
count somatic cells in milk that can aid in diagnosing mastitis to control milk quality. The 
features of this portable microscope include on-chip sample staining capabilities and 
precise cell-counting in a localized chamber at very low cost.  
Alternatively, Philips et al developed CellScope and a quasi-dome shaped custom 
LED (imaging system has been shown in Figure 1.9(a)) that can be attached with a 
smartphone to acquire images of biological samples by illumination engineering [58]. In 
this work, on-field mobile app based on openCV library has been developed to digitally 
refocus the images to acquire different information from the images on the phone. An 
application of moldless lenses can be found in [59] where an epi-fluorescence smartphone 
microscope has been developed. This device offers a compact, (<27 g), low-cost (<$20 
USD) fluorescence microscopy on-the-go that uses inkjet-printed moldless lenses (shown 
in Figure 1.9(b)). Both of these state-of-the-art compact imaging systems leverage the use 
of 3D printed materials (ABS and PLA respectively) to offer global accessibility of the 
devices.  
Another interesting application of on-chip microscopes are the use of microfluidic 
chambers to observe that can be of interest for observing compartmentalized chemical 
reaction or dynamics of biological samples [61]. An automated cell counting compact 
microscope has been designed using digital holographic setup with the use of a laser diode 
[62]. The footprint of the system is 75 mm × 95 mm × 200 mm and weight is about 910 g 
(without a base support), or 1.365 kg (with the base support for stability). Using a cell 
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phone camera or a CMOS sensor and holographic reconstruction approaches this compact 
microscope is capable of identifying cells using 3D reconstructions.  
1.6.3. Lens vs lensless  
Lensless imaging is a compact imaging solution approach which does not require use 
of optical lenses and thus is not NA or SBP limited. However, it is limited by the 
computational guess (a prior knowledge) and the quality of the diffraction signals [54].  
Non-standardized computational algorithms also impose a limitation on the mass usage 
of the lensless modalities. Furthermore, it is less suited for fluorescence imaging as 
compared with lens-based imaging. This is because the fluorescence emission is not 
directional, which causing the signal-to-noise ratio deteriorating as a function of the 
vertical distance and the excitation signal is randomly scattered allowing lower achievable 
resolution [63].  
A majority of the lensless imaging is based on transmission based imaging of thin 
samples and the performance for dense samples, or reflection mode imaging is limited 
[63]. Lensless imaging requires only transmission-based imaging whereas compact lens 
microscopes are capable of observing samples which are placed along the optical path of 
the design in reflection. Moreover, the lensless imaging systems typically require contact 
imaging [64] with a very small working distance to work with which can make the 
infrastructure of the systems rigid, restricting decoupling options.   
1.6.4. Proposed integrated approach 
In the previous sections, we articulated that there are compact microscope systems 
designed using different approaches [9, 27, 31, 32, 44, 53, 54, 56, 58, 62, 65]. Through 
literature review we have also discussed about smartphone-based microscope systems 
with on-field image processing capabilities that can offer on-field high performing 
imaging devices. Also, computational imaging techniques, in lensless and lens-based 
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imaging systems broaden the scopes of high resolution imaging. High resolution imaging 
at low-cost, compact manner has wide range of applications, e.g. point-of-care medical 
devices for screening and diagnostics. In this work, we aim to propose that, a combination 
of lens-based microscope system with computational approach will expedite the 
decentralisation of compact microscopy systems.  
 
Figure 1:10: Proposed integrated high resolution, high SBP imaging system qualities. Design of 
the models, credits: Jaden Rubinstein and Michael Petkovic respectively.   
This is because computational approaches (both lensless and lens-based) offer high 
resolution imaging that can be obtained outside of a laboratory environment, overcoming 
limitations of traditional optical microscopes. In this thesis, we shall explore the avenues 
where computational reconstruction on simple brightfield single lens microscope can 
bring about an increase in NA, resolution and improved SBP incorporating phase retrieval 
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approach. The retrieved phase can be used to measure topography or thickness of the 
sample [50, 66] in label-free manner [67].  
In Figure 1.10(a) we have shown a conceptual model of the proposed compact imaging 
systems that could cost a maximum of $120 USD if display is considered, with a weight 
of 300 g at maximum. In Figure 1.10(b) and Figure 1.10(c) we have also shown two 
proposed decentralized, decoupled, high quality, imaging systems that will be elaborated 
in Chapter 4 (credits to Jaden Rubinstein and Michael Petkovic).   
1.7.  Thesis organization  
In the following chapters we will introduce possibilities of low-cost, portable, high 
resolution, compact imaging systems, through the development of in-house optics and 
imaging systems. Throughout this thesis 3 research questions have been aimed to be 
answered, i) engineering approach to offer low-cost, high quality lenses, ii) engineering 
approach to develop low-cost, high-quality optical imaging system and iii) imaging 
performance improvement using computational microscopy techniques. So, the thesis 
chapters have been organized in a way, where each research question has been introduced 
through literature review, followed by experiments and results. As such, the chapters 2, 4, 
and 5 contain literature reviews, whereas chapters 3, 4, 5 and 6 articulates experimentation 
and results. In Chapter 2 we present concepts of moldless droplet lenses through literature 
review to elucidate the motivations behind moldless approaches and using droplets for 
lenses. After that in Chapter 3 we will discuss about the approaches used during this 
research to develop various moldless droplet lenses. We also demonstrate the 
performances of the lenses through characterization and imaging. In Chapter 4, we present 
compact imaging systems developed using the moldless lenses. We also demonstrate the 
motivation behind the imaging systems we developed. Chapter 5 is about the 
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fundamentals of Fourier optics and the computational approach used in this work. We 
have discussed the limitations of the proposed system in Chapter 6. In Chapter 6 we have 
also discussed about the computational improvement of the performance of our proposed 
imaging systems. Chapter 7 articulates the discussion about the overall research and 
scopes for future works stemming from the works presented in this research. Chapter 8 is 
about the conclusion of the thesis.  
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CHAPTER 2  
DROPLETS FOR OPTICS 
Light, has the capability to bend, as shown in Figure 2.1(a). Light refracts due to change 
in refractive index, known as, refraction. If there is a convex interface, incident parallel 
rays will bend and meet at a certain point, called focal point. Typically, this is the 
fundamental of converging optical lenses. Now this phenomenon (Mie scattering) can also 
be observed around us, when we have spherical water droplets in the atmosphere (per cc 
cloud contains ~100 droplets with each droplet being 1-100 μm in diameter) providing 
light with convex surfaces to bend, as shown in Figure 2.1(b). In this chapter we will 
discuss about droplet optics. Scattering of light by particles have been used in developing 
optical instruments, providing applications in various field of research, e.g. meteorology 
[68]. As water is not a robust optical material to serve as a lens in imaging system, we will 
discuss about the other liquid alternatives that can be used as droplet lenses. We will look 
at the physics of droplet formation, under different environmental conditions. This will 
bring us into the discussion of manufacturing processes as there are various ways optical 
lenses can be manufactured. We will further discuss about the various applications of 
droplet optics found in the literature.  
 
Figure 2:1: Fundamental properties of light. a) Refraction at a curved surface, e.g. a converging 
lens. b) Sunlight interacting with a water droplet in atmosphere, rainbow phenomenon, due to Mie 
scattering. Convexity of a surface is required to offer optical magnification. As, droplets naturally 
allow bending light at its surface, they offer platform for droplet based optics.  
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There is a demand for multiple droplets in applications; this brings us to another area 
of research, known as “on-demand droplet generation”. Hence, we will also explore the 
literature to learn about droplets on-demand (DoD). Historically lens-making can be 
traced back to 17th century. In late 17th century, Antoni van Leeuwenhoek started to grind 
and polish glasses to achieve quality optical lenses (as shown in Figure 2.2, a lens and a 
handheld microscope constructed by Antoni). Hence, we will deliberate the motivation 
behind harvesting droplets to make optical lenses using moldless manufacturing 
approaches.  
 
Figure 2:2: History of grinded and polished optical lenses. A polished lens made by Antoni van 
Leeuwenhoek in late 17th century, and a handheld microscope to attach the lens [69]. 
2.1.  Optical materials for lens making 
The choice of material for any optical component depends on the application they are 
built-for and thus ensuring certain attributes of the components, such as, transparency, 
transmission, abbe value, resistance, thermal conductivity and so on. Traditionally glass 
has been the most commonly used material for optical components especially lenses and 
there are abundant of literature addressing the attributes [70]. Nature has given us with 
crystals and natural glasses which have been used as magnifiers long before 2000 BC. 
Eventually, in the late 17th century, popularly known as Father of Microbiology, Antoni 
van Leeuwenhoek, was the one who formally polished and grinded glass to make them 
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perform as optical lenses and then designed handheld simple microscopes for observing 
over 500 biological specimens [69]. Later and until now glass lenses are most popular for 
optical imaging due to the high optical qualities, such as transparency, transmission 
especially over the visible spectrum (400 – 800 nm) [71]. But in past century, plastic has 
emerged as an alternative for optical components, especially lenses, as the cost of 
manufacturing plastic optics are always lower than glasses. In the following subsections 
we will briefly discuss about the different optical materials used for manufacturing lenses. 
Recently emergence of metamaterials for has added another dimension to offer ultrathin 
optical components that can achieve properties not achievable by traditional materials, 
such as, negative refractive index, cloaking and so on [72].  
2.1.1. Glass  
The optical properties of a material determine how light will interact with the 
material. While considering the material to manufacture optical lenses it is important to 
minimize distortion when light goes through a lens. Historically most commonly used 
materials for glass lenses are the oxide based glasses (such as, crown glass, which is 
produced from alkali-lime silicates that contains 10% potassium oxide) as they possess 
high chemical and mechanical properties [73].  Glass has low fatigue resistance, high 
scratch resistance compared to plastics. Also, glass exhibits higher thermal stability, 
which is the change of refractive index with the change of temperature (
dn
dT
> 0, where n  
is the refractive index, T is temperature), is better than plastics (at least 10 folds better) 
[74, 75]. Although, it must be noted that, different glass materials exhibit different values 
of thermal instability. A summary of the discussion around the low tolerances of different 
glass lenses can be found in Table 1.1 in the book [76]. Furthermore, a list of properties 
of different kinds of glasses (crown, fused silica, flint) can be found in [77].  
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While glass is a quality material for optical lenses and still considered to be the best, 
the lens making process is tedious and exhaustive. A typical microscope objective lens 
(Figure 2.3(a)) and the manufacturing process has been outlined in Figure 2.3. Among 
other parameters, surface roughness of optical lenses is crucial for the quality performance 
of lenses as the roughness is proportional to wide-angle scatter. Wide-angle scatter is a 
phenomenon that describes image quality in terms of veiling glare present in image, which 
in turn determines the signal-to-noise ratio or the contrast present in the image [78, 79]. 
To observe biological specimen or to reach smaller resolution (even ~10-10 m), it is 
essential to have less glare and improved contrast. This is achieved in glass lenses through 
the complicated and exhaustive process shown in Figure 2.3(b). Glass lenses also require 
anti-reflection (AR) coating to mitigate reflections off the surface, increasing the 
transmission efficiency for transmissive optics [80].  
 
Figure 2:3: A scenario depicting the complex design process of objective lens made from glass. a) 
A typical microscope objective lens with auto correction capabilities. b)  Typical spherical glass 
lens making process, redrawn with permission [81].   
2.1.2. Plastic/polymer 
Glass has been proven to be a high-quality material to produce optical lenses because 
of the degree of freedom (e.g. radii of curvature of the surfaces, thickness and distance 
between elements, dispersive powers). Also, glass offers a range of refractive indices (e.g. 
refractive index of crown glass is ~1.517, whereas lens systems using solid immersion 
lenses can offer refractive index up to 3.38 for GaP) and high optical transmission quality 
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at the visible spectrum. More information about ranges of refractive indices can be found 
in [82]. Yet, it is an important research question to find competitive alternatives which 
have the options to be producible in bulk, in cost-effective manner and offering high 
quality optical imaging. 
 
Figure 2:4: Sample commercial polymer optics manufactured in industry using injection-molds. 
Image source: online, used with permission [83].  
Polymer has been found to be an alternative, generally known as optical plastics, have 
found to be used extensively since World War I, has been used to create optical 
components and prototypes. These polymer optics possess a wide range of advantages 
over their glass counterparts, such as, i) simple and fast mass production, ii) low-cost, in 
terms of manufacturability, raw material, repeatability, iii) more durable due to higher 
impact resistance, iv) optical system design flexibility, often a single polymer lens can be 
used to develop a prototype, v) lighter, in between 2.5 – 5 times lighter thus making the 
prototypes lighter and portable [75]. For the sake of clarification, in the literature polymer 
and plastic optics are used interchangeably and here in this thesis, the mention of polymer 
optics will include both thermoplastics and thermosetting plastics. 
Polymer optics have been emerging as precision optics that can be designed and 
manufactured using thermoplastics or thermosetting polymers, such as, acrylic, styrene, 
ultem or zeonex (manufactured by Zeon Chemicals), topas (manufactured by Topas 
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Advanced Polymers), and silicone polymers [84]. Almost any optics used in the optical 
systems for any purpose such as, illumination, alignment, imaging, detection, can be 
manufactured using polymers/elastomers [85]. The thermoplastics group of polymers can 
be hardened and molten back and forth whereas thermosetting plastics once cured cannot 
go back to uncured state.  An example list of polymer optics that already found market 
are, barcode scanners, medical disposables, defence optics, CCD camera etc [84]. Figure 
2.4 displays some commercially manufactured optical products where the optical 
thermoplastic materials are, polysterene, polycarbonate, PMMA and topas. It is worth 
mentioning that AR coating and other coatings are required during the process for 
manufacturing high quality optical components which adds another complex step to 
acquire high quality optics.  
2.1.3. Transparent Elastomer 
As already mentioned previously, liquid droplets naturally retain a non-flat surface, 
making the droplet usable as a lens or other form of optics, liquid polymers (as they are 
transparent) then became a contender to be considered as optical lenses because they can 
be easily shaped into a plano-convex lens by only generating a desired amount of liquid 
droplet, with the advantage of natural curing to form a soft plastic. Once a plastic lens has 
been obtained, that lens can be used repeatedly, with smart device, or in a prototype 
application - unlike water droplets. These groups of polymers are specifically known as 
elastomers and fall into the category of thermosetting plastics.  
Elastomers are a class of amorphous polymers that are both viscous and elastic in 
nature. The monomers that form the elastomers are found as carbon, hydrogen or silicon. 
A thermosetting silicon elastomer is cured via an irreversible process called vulcanisation 
where the polymers crosslink after being exposed to pressure or heat; then the elastomer 
forms a plastic which is resilient to pressure yet deformable to some extent [86]. The 
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elastomer that has been used extensively for producing optical components is PDMS (one 
available brand is Sylgard 184 [87]). PDMS has demonstrated high optical qualities and 
is easily accessible. Liquid droplets extracted from fluid PDMS jet can be cured, via cross-
linking to form three-dimensional network of soft plastics without using any mold (or 
using molds) to form high quality optical lenses [88-91].  
Here, we introduce certain attributes of the liquid elastomer PDMS to offer a 
comprehensive idea about the material. PDMS is an odourless, transparent, organic, 
viscoelastic liquid having flexibility (shear modulus G varies between 100 kPa – 3 MPa, 
depending on the amount of crosslinker), low loss tangent ( tan 0.001 ), low melting 
point (Tm ≈ -40 °C) and low glass transient temperature (Tg ≈ -125 °C), operational over 
a wide range of temperature (-100 °C to +100 °C), high gas permeability, high dielectric 
strength (~14V µm-1) [87, 92].  
The chemical formula of PDMS is CH3[Si(CH3)2O]  mo nSi(CH3)3  where, “mon” 
is the number of repeating monomer units (SiO(CH3)2), with molecular weight of 207.4 
g/mol. PDMS is available in 2 parts, (i) base and (ii) cross-linker/curing agent. The 
chemical bond structure of PDMS before curing has been articulated in Figure 2.5(a). 
PDMS is curable when the base and agent/cross-linker are mixed, which is known as 
polymerization. 
 
Figure 2:5: Polymerization process of PDMS. a) The monomer of PDMS and the cross-
linker/curing agent. b) Bonded PDMS after polymerization.  
The amount of curing agent determines the hardness of the cured plastic. A ratio of 
10:1 has been standardly used over last decades as a quality ratio for various applications, 
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which means for 10 ml base, 1 ml curing agent is mixed to get desired softness/hardness. 
For elastomer lenses this ratio successfully produces high quality optical lenses if proper 
curvature is generated. Once cured, that is after polymerization, PDMS based materials 
act as soft, deformable plastic, with hydrophobic surface providing a glossy outlook but 
with quality optical transparency. Post-polymerization PDMS chemical bond structure 
can be found in Figure 2.5(b). As water or inorganic solvents are unable to deform the 
PDMS structure after polymerization, the developed prototypes are more robust.  
Although for some applications, it is necessary to alter the surface properties of 
PDMS based prototypes (such as, microfluidic chip), plasma oxidation is often used to 
make the surface hydrophilic and thus alterable, attachable to applications per requirement 
[93, 94]. The optical and chemical qualities of PDMS that have been discussed in the 
literature have been articulated in Table 2-1. 
2.2.  Study of droplet formation 
Formation of dews/water droplets in atmosphere/nature happens through a process 
called nucleation where humid air condenses into water which has been of interest for 
many areas of science, like hydrology, physics, optics, medicine, agriculture and etc. [95].  
 
Figure 2:6: Formation of a pendant drop. a) A pendant PDMS drop hanging at the tip of a solid 
plastic (ABS). b) Different forces acting on the pendant drop to help it retain a convex shape.  
On the other hand, if we look at a flowing liquid jet, then droplet formation is a process 
of disturbance/instability in the flowing fluid [96]. A liquid flowing freely breaks up into 
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small mass of liquids, namely drops, due to the instability discussed by Lord Rayleigh and 
Plateau, popularly known as Rayleigh-Plateau instability [96]. In this section we will 
discuss the fluid dynamics for a flowing liquid that is relevant to droplet formation 
especially where the liquid is a viscoelastic liquid (lens making material of our interest is 
viscoelastic liquid).  
2.2.1. Droplet (pendant and on a surface) and relevant forces 
There are different ways droplets can be retained, either on a surface or hanging as a 
pendant. In Figure 2.6(a) we can see the silhouette of a liquid PDMS droplet hanging at 
the tip of a solid, commonly referred to as pendant drop, whereas in Figure 2.6(b) a 
schematic has been shown to explain the forces that act on a pendant drop that is just 
stable. The force that acts at the interface of a liquid-solid is known as, capillary force, 
denoted in the figure as, Fc, that is responsible for a liquid attaching to a solid, thus 
allowing adhesion, and rising in opposition to gravitational force (Fg). On the other hand, 
surface/interfacial tension dependent force, shown using green arrows, Fs, acts at the 
liquid-air/gas interface. As a result, the molecules at the surface of the liquid tend to pull 
themselves closer with an inward cohesive force. This ensures the convex/spherical shape 
at the liquid-gas interface. The cohesive forces are measured over unit length and thus the 
unit for surface tension (γ) is Newtons per meter (N/m). Whereas, gravity is responsible 
for Fg = mg, where m = mass of the liquid drop, g = gravitational acceleration.  
When dews or water drops form in nature via condensation, they usually form on a 
solid surface. This brings us to a discussion about wetting, another natural phenomenon 
that occurs when a liquid-solid contact happens. Figure 2.7 depicts the concept of wetting 
and spreading that is crucial observation in fluid dynamics in order to design and fabricate 
fluidic applications, as the height of the droplet changes over the period of time if the 
spreading is not restricted by some measure. In Figure 2.7(a) the concept of wetting has 
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been portrayed with the use of a liquid droplet that has been dripped on a solid surface 
(microscope slide) at t-th second (with contact angle θbefore), and after 5 seconds the droplet 
image has been taken (Figure 2.7(b)) again where it is observable that the contact angle 
θafter has been changed, that is reduced after a given amount of time.  
 
Figure 2:7: Wetting and spreading phenomenon that are important while using a liquid droplet to 
harvest optical lenses where sufficient. a) Liquid droplet resting on a surface right after deposition. 
b) After 10 seconds spreading/wetting started to happen. c) Wetting continues as there is no 
external mechanism to stop the spreading.  
Wetting happens until the droplet reaches its equilibrium state (Seq), which is known 
as thermodynamic equilibrium, takes place when mechanical, thermal and chemical 
equilibriums are achieved. In reality a droplet equilibrium state is hard to observe within 
days, so Si≠Seq, especially if the liquid is non-volatile [97]. As shown in Figure 2.7(c) a 
droplet at almost thermodynamic equilibrium, when the different forces acting on the 
different interfaces of the droplet – i) solid-liquid γsl, ii) liquid-gas (air), γla and iii) gas-
solid, γas are related as,  
cosas sl la eq               (2-1) 
Here, air has been considered as the only gas medium, as the manufacturing processes 
involved throughout this research involved air as the gas medium. In the case of PDMS 
in mixed state, the wetting occurs until polymerization restricts the spreading, that is until 
it becomes a soft, hydrophobic soft plastic. But, if we intend to generate lenses with high 
magnification and resolution capabilities we need to restrict wetting and spreading even 
at an earlier state, not reaching up to the angle as shown in Figure 2.7(c), as that flat 
curvature will generate very low magnification lens.    
θbefore 
θafter 
γas 
γsl 
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2.2.2. Dimensionless entities for flowing liquid and droplet formation  
It is important to discuss some dimensionless numbers that are relevant to the behavior 
of a flowing liquid and are responsible for droplet generation. These quantities determine 
the properties of fluids in different scenario and hence are crucial for modelling of 
microfluidic channels or other applications. Table 2-1 summarizes the relevant values of 
different parameters and calculated values of the dimensionless quantities for liquid 
PDMS once it has been mixed with cross-linker.  
Reynold’s number: Reynold’s number is the ratio of two forces to determine the flow 
regime of a liquid, laminar, or turbulent or transient. Given by,  
Re = 
Inertial forces
Viscous forces
 , that is, Re
ud

 ,      (2-2) 
Here, ρ – density of liquid, u – velocity of the flow of the liquid, d – characteristics 
distance and µ - viscosity of the liquid. Reynold’s number calculated for PDMS liquid 
free flowing downwards (under the experimental conditions used for proposed process) is 
very low <<1 which suggests that the flow is laminar, desirable for optical lens making. 
It also implies that the viscous forces are dominant.  
Weber number: The measure that quantifies the dominance between inertia and 
surface tension is known as Weber number. The Weber number can be determined by the 
ratio of kinetic force and surface tension when a spherical droplet is concerned [98]. is 
given by, 
We = 
Inertial forces
Surface tension force
, that is, We =
2u r

,      (2-3) 
where, ρ – density of fluid, u – fluid velocity, r – radius of jet and γ – surface tension. 
For PDMS flowing in air, the value of We is very low which implies that droplet formation 
is dominated by surface tension.  
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Froude Number: The dimensionless quantity names as Froude number is a ratio of 
inertia and gravitational force that determines the impact of external forces (gravity) when 
a liquid is flowing freely. Froude number is calculated using equation (2-4).  
Fr = 
Inertial forces
Gravitational forces
, Fr = 
u
gd
,       (2-4) 
where u – is the fluid velocity, g - gravitational acceleration and d – characteristic 
length/distance. If Fr < 1 it means the flow is subcritical and is dominated by gravity.   
Bond number (Bo): The relationship that states the ratio between capillary forces vs. 
the gravity is known as Bond number (also known as Eötvös number) and is given by, 
Bo = 
Inertial forces
Viscous forces
,  Bo = 
2gd


 ,       (2-5)  
Here, Δρ – difference between density, g – gravitational acceleration, d – characteristic 
length and γ – surface tension. A value of Bo >> 1 indicates that the gravitational forces 
dominate the inertial forces.  
Ohnesorge Number: Another dimensionless quantity that relates the viscous forces 
to the inertial forces and surface tension of a liquid jet is the Ohnesorge number. A value 
of high Ohnesorge number indicates that viscosity of liquid is dominant and that is crucial 
for determining if a liquid is jettable. PDMS has a high value (~4) which is expected due 
to the high viscosity of PDMS. Ohnesorge number is given by,  
Oh = 
Viscous forces
√Inertia×surface tension 
, so, Oh = 
d


 ,      (2-6) 
where, µ - viscosity of the liquid, ρ – density of fluid, d – characteristic length and γ – 
surface tension. Also, Ohnesorge number is related to Weber number and Reynold’s 
number by,  
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Oh = 
Re
We
           (2-7) 
Capillary number (Ca): As the name suggests capillary number is concerned with 
the measure of capillary force relevant to a liquid when there is a liquid-air/gas interface 
or liquid-liquid contact. The capillary number is calculated by the ratio of viscous forces 
and surface tension, given by,  
Ca =  
Viscous forces × Velocity
Surface tension 
, so, Ca = 
u

,       (2-8) 
Table 2-1: Dimensionless quantities for mixed PDMS liquid flowing in air. 
Dimensionless quantity Value 
Reynold’s number 0.0008 
Weber number 0.0001 
Froude number 0.0058 
Bond number 4.07 
Ohnesorge number 14.23 
Capillary number 0.17 
  
Usually the value of capillary number indicates the impact of viscous forces in the 
flow of the liquid in discussion. A value of For PDMS flowing through air the value is 
~0.2 and that indicates that viscous forces are dominant and capillary forces are negligible. 
Critical capillary number Cacr≈10-2 is a measure to realize droplet formation process and 
if Ca > Cacr then shear is responsible for droplet formation [99]. The following table has 
been generated considering a mixed liquid PDMS with velocity of 1 mm/sec, 
characteristic length/distance of 3 mm, density of 965 kg/m3, viscosity of 5.1 pa-sec and 
surface tension of 0.0209 N/m.   
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2.2.3. Droplet formation from a falling jet 
Joseph Plateau observed in 1873 that when the length/diameter ratio of the jet exceeds 
a factor of 3.13-3.18 the droplet formation happens. This process can be seen in Figure 
2.8.  Its observable that the droplet formation happens when a sinusoidal pattern is formed, 
and the radius of the jet starts reducing to a point where the mass at the tip detaches itself 
to form a droplet. Interestingly, this was observed by Leonardo da Vinci who incorrectly 
concluded that the detachment of the droplet is due to gravity as he wrote, “How water 
has tenacity in itself and cohesion between its particles. This is seen in the process of a 
drop becoming detached from the remainder, this remainder being stretched out as far as 
it can through the weight of the drop which is extending it; and after the drop has been 
severed from this mass the mass returns upwards with a movement contrary to the nature 
of heavy things.” [100, 101]. Later, throughout 19th century it has been established that the 
detachment of the droplet itself could be attributed to fluid motion and surface tension.      
Droplet formation is a process initialized by instability in a flowing liquid. The 
instability depends on the radius, length and velocity of the liquid jet. When a liquid jet is 
flowing only with gravitational force acting on the flow it maintains a constant radius until 
it reaches a maximum length. After that the cylindrical shape of the jet thins and the 
droplets start to form. The factors responsible for this are surface tension, intermolecular 
forces, velocity, radius, length of the jet.   
 
 
 
 
Figure 2:8: A falling liquid jet forming a droplet and a neck is forming. Image has been acquired 
in the lab using mixed PDMS. 
Necking 
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Droplet formation from a flowing liquid jet usually has different regimes (further 
discussed in section 2.6.2). 
2.3.  Applications of droplets in optics 
Silicone elastomers have found lots of applications in the field of optics especially 
because they are readily transparent with high optical transmission [85]. They are highly 
efficient contender for fabricating optical components, such as, lenses, gratings, mirrors, 
resonators, lasers and waveguides [8, 102-106]. In this section we will only highlight the 
applications where liquid droplets have been used to develop optical applications.  
2.3.1. Lasers 
Droplets, having smooth convex surfaces, are capable of performing as optical 
resonators (providing microcavities) that can find its root way back in 1977 when Ashkin 
and Dziedzic observed resonance in a dielectric sphere with changing surface waves 
[107]. In 1984 laser emission using ethanol droplets (60 µm diameter) has been reported 
first time, where a 514.5 nm laser has been used with Rhodamine 6G dye [108]. After that 
a wide range of works have been done to create lasing/micro-lasing using droplets as 
cavities such as, Saito et al showed in  [109] the use of organic dyes to create droplet in a 
solidifying elastomer to create tunable lasing. The dye injected into the semi-solid 
elastomer mold forms a spherical shape naturally due to surface tension. Once the sphere 
has been formed the shape could be altered to ellipsoid by putting pressure on the 
solidified elastomer mold.  
2.3.2. Sensors 
Droplet micro-resonators can be used as sensors by detecting change in refractive 
index at the surface of the sphere. The use of droplet resonators has been found to create 
resonances in whispering gallery mode (WGM) that has been used for protein/chemical 
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detection due to the advantage of confining the experimentation in a small microdroplet 
[110, 111].  
2.3.3. Tunable lenses 
Another important application of polymer in optics is to design lenses with tunable 
focus which is possible due to the compressibility in the plastic [112, 113]. Typically, 
these lenses are manufactured using an optical fluid, run inside a thin polymer membrane, 
where the adjustable focus can be achieved by using mechanical forces to alter the 
membrane shape for example, simply by using a metal ring and moving the ring along the 
membrane. The change in the membrane shape allows the fluid to take varying shape 
(from flat to convex to aspheric) along with allowing the focal length to vary. 
Interestingly, lenses made of elastomer, such as, PDMS can be tuned using less efforts, 
with the use of controlled strain that can deform soft PDMS lenses hence allowing the 
focus to vary; which also can be used to vary aberrations [114, 115].   
2.4.  Manufacturing of optical components 
Typically, in the industry high volume, precision optics (diffraction gratings, lenses 
prisms, etc.) are manufactured using various techniques. The manufacturing processes can 
be broadly segregated in 2 categories, i) Mold-based (using a mold, cavity to form the 
desired shape of optics) and ii) Moldless. In the following subsections we will discuss 
these manufacturing processes in terms of their pros and cons. We will limit our 
discussions to polymer/plastic optics and liquid elastomer optics primarily.  
2.4.1. Mold-based 
Industrial mold-based manufacturing processes for variety of optical components can 
be further segregated into 3 classes, i) Injection molding, ii) Compression molding and 
iii) Hybrid injection-compression molding (also referred as coining).  
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Injection molding: The injection molding processes have been used to obtain surfaces 
such as, spherical, convex, cylindrical, aspheric biconvex, meniscus, which have been 
practised over decades [93, 116, 117].  
While, injection molding is highly sought after for high quality precision optical 
components with high throughput, the initial setup cost is high as the cost of mold 
preparation is high which is typically in the order of millions for the factory and mold 
setup.  Figure 2.9 shows a pie-chart where an estimation of cost for injection molding 
approach has been shown. It is observable that 78% of the cost resides in the molding part 
whereas the rest is for coating and tooling [118].  
Precision injection molding: Polymer optics industry observed that the conventional 
molding approach for polymer industry was not sufficient for manufacturing optical 
components due to high precision requirements in terms of mechanical engineering, 
tooling and process engineering. Modification of the process gave rise to “Precision 
Injection Molding (PIM)” approach which till date is very popular for fast, massive 
production of polymer optics, such as spherical, aspheric, freeform and diffractive optical 
lenses, typically of 1 mm – 100 mm diameter, 1 mm – 30 mm thickness yielding a 
diameter-to-thickness ratio of 1:1 to 5:1.   
The requirements for successfully acquiring polymer lenses using PIM approach 
include, i) expert knowledge, ii) design experience, iii) tool shop capabilities, iv) injection 
molding machinery and v) injection molding process. Injection molding processes 
perform by injecting a hot melted liquid polymer into a cold polymer mold. Typically, the 
mold used in injection molding approach are component specific, thus each mold having 
the capability of producing one specific optical component.  
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Figure 2:9: Pie-chart showing example of injection molding plastic optics manufacturing cost 
[118]. It is observable that most of the cost resides in the molding part of the process.  
However, the fact that non-uniform mold contour shrinkage takes place (0.5% – 
0.6%) during the mold manufacturing process, this leads to contour error during lens 
making, that is undesirable for optical lenses. Alongside, the surface roughness of the 
mold contour itself is crucial to generate high quality optical lenses. The performance of 
injection molding approach to manufacture optical lenses has another disadvantage that 
there is stress induced distortion, the stress originating from the injection of viscous, hot, 
liquid/melted polymer, resulting into birefringence [119].  
 
Figure 2:10: Compression molding process. The process typically uses two halves of a mold and 
a piece of solid substrate. The solid substrate is brought to molten stage using high temperature 
and then placed into the bottom mold. The top mold is then compressed to acquire the desired 
molded component.  
Compression molding: Compression molding has been used to manufacture mostly 
freeform polymer optics, and also, to manufacture Fresnel lenses [120] or microlens array 
78
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[121]. The process of compression molding involves, using two mold-halves and a sheet 
of solid substrate. Using high temperature, the solid substrate is brought to a molten state, 
and then two mold shapes are used to compress onto the substrate, thus hot-embossing the 
mold onto the molten substrate. The cooling of the molten substrate is required to acquire 
desired product. Figure 2.10 shows compression molding process.  
The embossed substrate with the mold embedded has been used for low-cost, rapid 
manufacturing of lens arrays [122]. As the process of compression molding involves very 
minimal liquid flow, there is no stress induced distortions present in the manufactured 
optics. However, speed of embossing, amount of pressure, movement of the mold during 
compression, these are some of the key factors for determining optical performance of the 
developed produces. The process of compression molding is lengthier compared to 
injection molding, because of the temperature cycle, thus is not popular for high volume 
prototyping applications. 
Hybrid Injection/compression molding: A trade-off between two (injection and 
compression molding) approaches have been developed, known as “coining”, which is a 
hybrid injection-compression molding (ICM) approach, commonly used for 
manufacturing CD, DVDs, optical lenses using microinjection [123]. A liquid jet is 
injected into a chamber of a mold with two parts, and the two parts are then compressed 
to shape the product into desired shape. The initial setup cost for ICM is not as high as 
injection molding, whereas the precision and high throughput is also not as efficient.  
In the literature, the other mold-based approaches for making high precision quality 
polymer optical elements are vacuum injection molding (VIM), extrusion molding, UV 
curing, diamond turning [124]. 
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2.4.2. Moldless 
The use of mold is highly effective for rapid prototyping of precision optics. For many 
applications achieving high precision is a desired requirement. The abovementioned 
approaches offer high throughput, high precision products but are complex, time-
consuming, requires expertise and are costly. The complexity in the involved machinery, 
high initial setup cost, overall process duration, make them less attractive for mass 
manufacturing for R&D purposes, where the initial setup cost mitigation is important for 
allowing access to more students and academics. Low-cost, high quality optical lenses 
have also found use in building consumer products such as disposable medical, wearable 
devices and lab-on-a-chip products. The cost and complexity of the mold-based 
approaches led to innovation of moldless approaches. This brings the highlight on 3D 
printing objects that revolutionized manufacturing world with the endless possibilities of 
printing any object [9, 125], possibilities of de-clustering when necessary, printing even 
human organs with the advent of bioprinting [126], even printing bacteria [127]. 3D 
printing is a moldless manufacturing approach that is cost-effective and more accessible 
for researchers and enthusiasts which does not need high initial setup cost (commercial 
3D printers, as shown in Figure 2.11(a) can be purchased for household use even at a cost 
of $199 USD, for a build volume of 140 mm× 140 mm×140 mm), or highly skilled 
expertise to learn CAD design, making them a choice of moldless manufacturing where 
time and mass production is not of primary concern. However, 3D printing has still a long 
way to go to be considered for mass manufacturing as the printing can take even up to 
days depending upon the size or amount of printing [128]. A comparison between 
injection molding and 3D printing has been shown in Figure 2.11(b).  
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Figure 2:11: Alternative manufacturing using 3D printing. a) A commercial 3D printer, up mini 
printer that can print a volume of 120 mm x 120 mmx 120 mm. b) A comparison showing how 
injection molded manufacturing and 3D printed are effective in different circumstances [128]. 
3D printed optical components are possible [129, 130] but can be costly due to the 
requirement bound by, choice of material, precision and accuracy. Moreover, mass 
manufacturability is still far-fetched for 3D printed products.  
From the above discussion based on various advents in the manufacturing process 
and their pros and cons, it can be observed that there are multiple factors that can lead to 
a choice of manufacturing process for a product; there are always trade-off factors to be 
considered. For the proposed manufacturing process using moldless approach, the initial 
aim was to develop a process with, i) the capability of mass manufacturability, ii) cost-
effectiveness, iii) repeatability without adding overhead cost, iv) ease of access to the 
process, v) and of course, high quality end-products.  
As already discussed, liquid droplets can be used as optical lenses, and droplet 
generation can be possible from a flowing jet. Thus, another moldless approach for optical 
lenses could be the simple use of droplets acquired from liquid with high optical qualities 
(such as PDMS). Liquid PDMS can easily be formed into a shape of a droplet, due to the 
variable forces acting on the droplet; it will essentially retain the curved surface leading 
to a droplet. Once polymerized/cured, the lens is a soft plastic and transparent, easily 
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attachable to a smart device or in a 3D printed prototype to be able to image. The surface 
roughness is low due to cross-linking of the polymers at the surface, making them quality 
optical lenses. 
The interest in droplet generation to manufacture liquid droplet lenses led to the 
discussion of different droplet generation approaches, which can be found in following 
sections  
2.5.  On-demand droplet generation 
Droplet generation can be ubiquitous – as found in nature, or precise, controlled, 
either continuous – generating a continuous stream of liquid droplets, or on-demand. The 
important consideration in this area of research is to generate controlled monodisperse 
droplets of desired size and shape (diameter, volume, shape specific). Drop-on demand 
(DoD) is popular for applications where droplet generation on demand is necessary, for 
example one application of inkjet printing technology where the printer generates droplets 
when necessary and the droplets can be ejected differently (using electrostatic force or 
piezoelectric crystals or heat to thermally activate droplets) [131].  
 
Figure 2:12: On-demand droplet generator where the mold substrate has been fabricated using 
PDMS and the Norland 65 optical adhesive has been used for the lens material that is a 
photopolymer [132]. 
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Unlike continuous inkjet technology where the fluid jet has to be conductive, hence 
limiting biological applications, DoD can be applicable for biological systems, making 
these approaches eligible for dispensing biological cells [133, 134]. Other popular 
applications of DoD inkjet printing are, biopolymer arrays, microlens array, printing of 
organic transistors, polymer light emitting diodes [135-138]. Figure 2.12 shows a DoD 
used for manufacturing polymer microlens array.  
On the other hand, microfluidic droplet study in a microfluidic environment has been 
very popular as discussed by Huebner et al in “Microdroplets : A sea of applications?” 
[139]. Microfluidic devices, containing channels of micron size, allow the miniaturization 
of applications (e.g. lab-on-a-chip systems) to observe fluidic behavior in small volume, 
along with the possibilities of simulating a macro environment in small scale with 
improved analytical performance at low-cost and on-demand droplet generation of 
nanoscale. These features enabled microfluidic devices to find applications to mimic 
chemical and biological systems, especially creating an environment to observe isolated 
microdroplets to suppress dispersion of reactants into a shape – allowing 
compartmentalization, at high throughput [140]. Also, it has been found that flow of more 
than one liquid stream in a microchannel, where one liquid is immiscible to the other (oil 
in water, for example, where oil flow is known as dispersion, and water flow is known as 
continuous, with the possibilities of other variations) allows formation of emulsion 
droplets with the presence of shear stress or force [141].  
For the ease of introducing some droplet generation approaches, it is worth 
mentioning that common droplet generation geometries in microfluidics are cross-flowing 
streams, commonly known as, “T – junction” (Figure 2.13(a)), elongational flow known 
as “flow focusing” (Figure 2.13(b)) where multiple fluid is flown through a small channel 
[142]. Other possibilities being, co-flow, 3D flow-focusing etc [143].  
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Figure 2:13: Different microfluidic geometry used for droplet generation. These two approaches 
are the most popular approaches. a) A T junction where a piezo-actuator has been used to inject 
the dispersed fluid [142]. b) A flow-focusing device where two fluids have been used to create 
droplets [143]. 
Now, as we have discussed the applications of “droplets on-demand”, it is important 
to note that there are various kinds of on-demand droplet generators, mostly being 
“active”. The other obvious option is, “passive” droplet generator. The impact, 
application, and comparison between active vs passive microfluidic droplet generators can 
be found in [144] while Figure 2.14 summarizes the steps of typical active vs passive 
environments.  
2.5.1. Active droplet generation 
As the name suggests, in active droplet generator the formation/generation of droplets 
is initiated by some active force or pressure – mechanical disturbance, like the inkjet 
printer technology discussed in previous section. [145, 146]. This can be as simple as 
ejecting a drop of liquid through pressing the plunger of a syringe. There are various active 
droplet generation used for on demand droplet generation. Use of piezoelectricity is one 
popular way of effective, precise droplet generation, such as, piezo bimorph actuator for 
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dispensing or piezoelectric disc for creating mechanical vibration etc. The use of 
pneumatic valve also has been found to create micro to nano-scale droplets on-demand 
with highly controlled  [147]. Controlling pneumatic micropumps by programming (using 
LabView) was found to be efficient in droplet generation where the continuous flow of 
liquid was injected using a syringe pump and a dry vacuum pump was used to control the 
valves [148]. This work was claimed to produce microdroplets at a higher rate by using 
three-way actuation of the pumps with the option to control over the selection of pumping 
frequency that in turn can control the droplet generation frequency along with a control 
over droplet size.  
 
Figure 2:14: Droplet generation in microfluidic devices. The droplets achievable can range from 
picoliter to ml (milliliter) [144]. 
2.5.2. Passive droplet generation 
Passive droplet formation, on the contrary to active droplet generation, does not 
involve use of external control mechanisms like pressure, heat or force. Droplet formation 
from a flowing liquid jet is the most fundamental form of passive droplet formation. In 
section 2.2 this has been discussed further. Other form of passive mode of droplet 
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formation usually can be found in microfluidics where two co-flowing/cross-flowing 
fluids are used to generate droplets passively. We discuss some approaches of passive 
droplet formation on-demand in the following sections that have been found in literature.  
Pressure driven passive droplet generator: Passive droplet formation approaches 
require flowing of (cow-flow, cross-flow, T-junction) two immiscible fluids, where, the 
fluid for which the droplets will be generated are usually known as dispersed fluid and the 
other fluid that is immiscible is known as continuous fluid. The breakup of the aqueous 
fluid in shear-based approaches can occur in different modes, such as, i) squeezing, ii) 
dripping, iii) jetting, iv) tip-streaming and v) tip-multi-breaking.  
Flow focusing passive droplet generator: In the flow-focusing devices dispersed 
liquid is flown through a confined channel and the pressure caused by the continuous 
liquid surrounding the dispersed liquid continues to build until squeezing takes place and 
causes detachment of the droplets.  
 
Figure 2:15: Pressure driven droplet formation using multiple co-flowing fluid. a) Squeezing mode 
of droplet breakup. b) Dripping mode of droplet breakup.  
When, the dispersed fluid is flown with a flow rate Qa and the carrier fluid is flown 
with a flow rate Qc. The ratio of Qc and Qa is important to decide the size of droplet 
formation. At the junction, shear force of the career and the interfacial tension are kept 
balanced as, Fdrag = Finterfacial. Due to shear force at some moment the droplet detaches 
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itself from the aqueous fluid, when Fdrag > Finterfacial enough. This droplet formation 
approach is known as dripping.  
Jetting is another approach caused by instability in the flowing jet, which can be 
achieved by increasing flow rate of any of the fluids, that leading to formation of droplets. 
Tip streaming and tip-multi-breaking are also achieved through the phenomenon 
discussed by Rayleigh-Plateau which has been elaborated in section 2.2. Figure 2.15 
shows 2 scenarios where two fluids have been co-flown to achieve droplets via squeezing 
(Figure 2.15(a)) and dripping (Figure 2.11(b)).  
2.6.  Chapter Summary 
Polydimethylsiloxane (PDMS) is a class of silicone-based polymer that is found in a 
wide range of applications in biomedical research laboratories and food/consumer 
industry. A primary reason for PDMS to be used in constructing lab-on-chip devices is 
because it exhibits high optical transparency, ease of manufacturability, mechanical 
deference, chemical stability (for inorganic solvents), non-toxicity, non-flammability and 
bio-compatibility. Liquid droplets extracted from fluid PDMS jet can be cured, via cross-
linking to form three-dimensional network of soft plastics without using any mold (or 
using molds) to form high quality optical lenses [88-91]. Popular industry-based 
manufacturing of optical elements has been discussed to guide towards the motivation for 
the moldless droplet lens making approach.  
As this work is focused on harvesting the droplets as optical lenses, our study does not 
end with the formation of droplets. It is pivotal to hold the droplets and retain them to 
harvest as lenses. Further discussion about the retention can be found in Chapter 3, where 
the proposed passive droplet dispenser has been elaborated.  
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It is undeniable that using a mold-based approach is costlier and requires high level of 
complex design processes to achieve products. Although, it is also undeniable that the 
quality and mass-manufacturability of the mold-based products are also high. However, 
we always quest for alternative manufacturing processes, that is high enough in quality 
and also can achieve mass-manufacturability, the manufacturing process that requires 
minimal operator training, least high-end laboratory equipment and space, and at low cost. 
This alternative approach then is a quality process, that aids in scientific advancement 
especially in the field of microscopic imaging, off-shelf prototyping of various compact 
imaging systems and also wearable technology.  
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CHAPTER 3  
PRODUCTION AND PERFORMANCE ANALYSIS OF MOLDLESS 
LENSES 
Plastic has been an alternative material for manufacturing optical components for decades 
[121]. As discussed in Chapter 2 through literature review, that they can be considered as 
quality counterpart of glass optics and can be better for designing prototypes in terms of 
mass manufacturability and cost. While injection molding is a highly sought out 
manufacturing process, the cost and complexity involved with molding approach make 
these approaches less attractive for consumer-based products and high throughput low-
cost applications. In this chapter, we will discuss moldless lens making approaches that 
can produce high quality lenses with different dimensions and focal lengths, at no 
additional cost of machinery or without the need for extensive training. As already 
discussed in Chapter 2, moldless lenses have been manufactured using a highly viscous 
elastomer, known as PDMS (Dow Corning Sylgard 184) because of the optical and 
chemical qualities offered by PDMS, ease of accessibility and cost. During the course of 
this work, both passive and active droplet generation approaches have been used to acquire 
droplets of PDMS, which later were converted into lenses through polymerization. The 
lenses are easily attachable to a smart phone or tab and are capable of microscopic imaging 
on-the-go. These advantages make the moldless lenses very attractive for a wide range of 
stakeholders, starting from high school students to university students, researchers in 
academia or industry, or just science enthusiasts. In this chapter, we will thoroughly 
discuss about the moldless elastomer lens making approaches, characterization of the 
performances and comparison.  
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3.1. Passive droplet formation 
Passive droplet formation is possible due to the role of various forces working on a 
liquid. In nature droplet forms through process of nucleation with the condensation of 
moisture. Alternatively, if there is a liquid flow then the jet breaks up into smaller masses 
due to the surface tension, velocity of the liquid, creating droplets. Droplet generation can 
be controlled and automated using various external means, forces, and triggers. This is 
known as active droplet generation. These concepts have been discussed in detail in 
chapter 2. 
 
Figure 3:1:Ppassive droplet dispenser containing three-parts for moldless elastomer lens 
manufacturing. Both sideview and top-down view. a) Basin with 5 wells. b) Conic-dropper with 
5 conic tips. c) Droplet-holder with 5 holes, each 3 mm diameter.  
In the following subsections we will introduce a passive droplet dispenser for 
generating droplets on demand. We will also introduce alternative simple approach for 
active droplet generation, which was also used during this research. This demonstrates the 
possibilities of various moldless lenses using simple droplets.  
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3.2. Passive droplet dispenser 
Here, a passive droplet dispenser for production of moldless elastomer lenses has been 
introduced. A set of tools have been designed and 3D printed (the design models have 
been shown in Figure 3.1) to acquire passive droplets of mixed PDMS. The tip-multi-
breaking mode of droplet formation has been used in this approach, which is a 
consequence of Rayleigh-Plateau instability. Throughout this research ABS has been used 
for 3D printing. The proposed tools are a simple set of “dispenser” that use natural fluid 
dynamics concepts to extract liquid PDMS (mixed) droplets without using any external 
pressure or complicated, expensive laboratory equipment. The design has opened up 
opportunities for a simple lens manufacturing process with the capabilities of mass-
manufacturability at low-cost [8]. The lenses developed using the passive dispenser 
contain a fixed base, that is fixed diameter (3 mm), but with different heights/radius of 
curvature, that is different degree of convexities, achieving varying levels of 
magnifications.  
3.2.1. Design and optimization 
The passive droplet dispenser comprises of three parts, i) a set of wells – will be called 
as basins, ii) a set of cones – will be called as conic-droppers and iii) a set of cylindrical 
holes – will be called as droplet-holders. Figure 3.1 shows the 3 different tools 
manufactured to dispense macro-droplets (of volume 20 – 35 µL) and hold the droplets to 
acquire optical lenses of different focal lengths (4 mm – 25 mm). While the acquired 
droplet volume depends on the factor of fluid dynamics (critical droplet volume), 
especially due to the Rayleigh-Plateau instability, the design goals for the manufacturing 
process set by our research, also allow certain control over the acquired volume of the 
droplets.  
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Design development process: The manufacturing process objectives were roughly 
outlined in Chapter 2. With the product “idea” and objectives in mind the passive droplet 
dispenser was developed. The idea originated from different literature that liquid 
elastomer droplets can be used to acquire lenses. But then the requirements for this product 
were different and so requirements analysis was done in the next stage.  
Requirements 
analysis
Product 
Backlog
Start Iteration
3D model 
design and 
print out
Premix 
elastomer 
liquid 
Use the mixed liquid 
to create liquid jet 
using the 3D model
Allow droplets 
to be formed 
from the liquid
Retain the droplets on a 
holder that allows certain 
degree of convexity in the 
droplets
Requirements 
met?
Lens testing
Release 
product
 
Figure 3:2: Product development life cycle (PDLC) for the passive droplet dispenser that went 
through iterations to reach to a set of 3D printed tools.  
The overall “product development life cycle” has been articulated in Figure 3.2. We 
used “Agile Waterfall Hybrid model”, which has been used for software development 
extensively, sometimes also known as “agifall”, for the development process with the aim 
of increasing speed, decreasing cost and improving quality for formal and guided 
manufacturing of the passive droplet dispenser and elastomer lenses [149]. As “agifall” is 
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a hybrid model it uses the strengths of both agile and waterfall methods. Agile method is 
a highly interactive method that uses feedback for product development, whereas, 
waterfall is a sequential, non-iterative approach of product development. 
The developed dispenser, with the combined use of the 3 parts, has been able to create 
a PDMS liquid jet with sufficient instability to detach pendant drops, and hold the droplet 
in the holes of the droplet-holder successfully. At this stage, it is essential to verify the 
design and identify parameters in terms of the established fluid dynamics theories.  
 
Figure 3:3: Passive droplet dispenser 3D printed parts printed using an UP mini printer using ABS 
as material. a) Three parts, basins, droplet-holder and conic-dropper respectively. b) Clipping 
mechanism in the design to achieve mechanical stability to avoid perturbation.  
To discuss further it is imperative to introduce the roles of the 3 tools. The ABS printed 
tools have been shown in Figure 3.3(a). The use of the wells of the basin is to hold liquid 
mixed PDMS that is ready (free from entrapped air/bubbles) for lens-making. The conic-
dropper has been designed to form a liquid jet that in turn generates droplets. To form the 
droplets using the cones, they are pressed into the basin filled with PDMS, and then pulled 
out to form a flowing PDMS jet. With sufficient instability the jet is able to detach droplet 
from the tip of the dropper. Lastly, the droplet-holder with 5 holes holds the droplets that 
have dripped off the tip of the cones. The holes of the holder perfectly align with the cone 
tips of the dropper using the clip attachments as shown in Figure 3.3(b).  
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Before discussing the optimization analysis, it is important to note that the fluid 
dynamics analysis for the optimization of the dispenser has been done empirically mostly 
by observing the liquid jets, droplets using a simple, low-cost optical setup in the lab.  
To elaborate on the analysis, we will dissect the process of moldless droplet lens 
making using the 3D printed tools in the following parts, i) immersion, ii) extraction, iii) 
formation of fluid jet, jetting iv) droplet detachment, dripping and v) retention of the 
droplet at the holder.  
 
Figure 3:4: Demonstration of the fluidic behaviour when a plastic cone is immersed and extracted 
within/from a liquid. a) Immersion, b) Extraction. It is observable that due to capillary forces, the 
liquid attaches to the tip of the solid cone.  
The immersion process is a simple consequence of capillary forces acting at the solid-
liquid interface when the conic-dropper is pressed into the wells of the basin (assuming 
the dip is happening at 80% height of the cone). This step has been shown in Figure 3.4(a). 
For the sake of observing the capillary forces a transparent cuvette has been used. In 
Figure 3.4(b) the conic-dropper is being pulled out of the liquid where the liquid is 
attached at the tip of the cone. We refer to this step as, extraction. The viscosity and density 
of the liquid is important in determining the amount of liquid retaining at the tip of the 
cone. 
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Figure 3:5: Post extraction tip of the cone accumulating a volume of liquid PDMS. a) Schematic 
showing different forces acting during this observation. b) Experimental observation of the tip of 
one cone after immersion/extraction.  
As soon as the tip of the cone is extracted, liquid attached at the tip of the cone can be 
observed to accumulate a mass as shown in Figure 3.5 (both schematically and 
empirically). The different forces acting on the droplet at the tip of the cone, has been 
shown in Figure 3.5(a). Here Fc is the net capillary force, and Fg is the force caused by the 
gravitational acceleration. Figure 3.5(b) shows a PDMS drop forming at the tip of the 
proposed conic-dropper. Following this event, a liquid jet immediately forms, and jetting 
occurs.  
As shown in Chapter 2, and in Figure 3.6 (video of flowing jet has been acquired using 
the raspberry pi camera at 90 fps) the flowing liquid jet starts elongating and due to the 
instability discussed by Rayleigh-Plateau, droplet forms when the mass at the tip of the 
flow is sufficient enough, the jet radius starts reducing.  
As soon as the jet radius is thing enough, the droplet detaches itself from the liquid jet 
and dripping happens. The moment before a droplet is getting detached has been captured 
and shown in Figure 3.7. It is observable that the jet radius got reduced and the jet has 
elongated compared to Figure 3.6.  
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Figure 3:6: Jetting when the tip of the cone has been pulled out of the basin. In order to observe 
the jetting behaviour, the jet has been allowed to fall freely. We can see that a droplet has been 
formed at the tip of the jet.  
While the drop is free flowing at the direction of gravitational force it gains 
momentum. So, the Bond number, Bo ≫ 1 decides the momentum of the liquid jet. After 
the droplet drips it needs to be retained so that it can be cured/polymerized to perform as 
an optical lens. The droplet-holder providing a thin (0.9 mm height) capillary, works as a 
holder that provides sufficient capillary force to hold the droplet. Hence, a droplet is 
retained.  
 
Figure 3:7: Due to Rayleigh-Plateau instability a liquid jet forms. Then we can observe the 
dripping process, just the moment before a droplet is getting detached from the flowing liquid jet.  
A schematic of the different forces working on the droplet at the droplet-holder has 
been shown in Figure 3.8(a), whereas Figure 3.8(b) shows a droplet has been retained at 
our proposed 3D printed droplet-holder.  
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In the next sub-sections, we will discuss how the dispenser design has been optimized 
by observing fluid dynamics at different stages of droplet formation.  
 
Figure 3:8: Thin height (~1 mm) droplet holder holding a droplet. a) Schematic depiction of the 
process with different forces shown. b) Experimental observation of the retention step.  
Optimization of the dispenser (conic-dropper): As we worked out the design of the 
dispenser was able to have high droplet retention rate, it was important to discover the 
optimality of the design.  In Figure 3.9 a set of cones have been shown where the cone 
angles have been varied. Figure 3.9(a) shows the flattest cone tip with angle 16.9º. The 
proposed cone tip has been shown in Figure 3.9(b) with angle 31.1º. We observed behavior 
of a steep cone with the angle 58.3º as shown in Figure 3.9(c).  
 
Figure 3:9: Three different conic-droppers with varying cone angles, in order to find an optimum 
cone angle. a) Flattest tip with cone angle 16.9º. b) Proposed conic-dropper with angle 31.1º and, 
c) Steepest cone with the angle 58.3º.  
Figure 3.10 shows the same tip of cones, after immersion and extraction took place, 
that is with retained PDMS liquid at the tip of the cones. It is observable that the height of 
the droplets as seen in Figure 3.10 are proportional to the cone angle, that is the flatter the 
cone (less angle) the smaller the height. The height h1, shown in Figure 3.10(a), at the tip 
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of the flat cone is smallest. Whereas h2 and h3 are comparatively larger, shown in Figure 
3.10(b) and Figure 3.10(c) respectively.  
 
Figure 3:10: Amount of PDMS acquired after immersion/extraction using three different conic-
droppers earlier shown in Figure 3.10.  
The volume at the tip depends on, i) the capillary rise getting restricted when the angle 
is flatter, and ii) the surface area available at the tip of the cone being smaller. An angle 
of 16.9º provides a cone tip that can obtain insufficient amount of droplet volume (height 
h1 ≈ 0.5 mm) at the tip of cone, allowing a small height of the droplet, resulting into a 
bond number of ~0.1 which indicates that the interfacial forces are dominating, compared 
to the gravitational force. Consequently, this cone tip fails to provide a flowing liquid jet 
and hence is not suitable for droplet generation.  
If we keep increasing the cone angle of the tip then the amount of volume at the tip of 
the cone increases. When we reach our proposed dispenser cone angle (38.9º), we acquire 
sufficient height of the droplet at the tip of the cone, h2 = 2.2 mm, that can generate a bond 
number of ~2.19 that is sufficiently large to create a flowing jet. If we keep increasing the 
angle of the cone and reach ~58.3º, higher PDMS volume is retained at the tip of the cone, 
of h3 ≈5.5 mm and can successfully create a fluid jet as the bond number is even higher, 
~13.7. While observing different flowing jet from the different cone tips, it was observable 
that no jet was created from the cone shown in Figure 3.9(a), as the amount of PDMS 
attached at the tip of the flat cone is not sufficient. Whereas, the flowing jet using the 
proposed conic-dropper of angle 38.9º, a single droplet is generated.  
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However, the steeper cone retains large volume of PDMS at the tip. Consequently, the 
liquid jet has larger momentum and has higher volume; that leads to generation of multiple 
droplets. The generation of following droplets are known as, satellite droplets, which 
follow the parent droplet. For our proposed dispenser this is undesirable as the droplet-
holder does not have sufficient capillary to hold more than one droplet at a time. Hence, 
despite acquiring a flowing jet successfully, the conic-dropper with steeper angle is 
incapable of successfully retaining droplets.  
 
Figure 3:11: Two different flowing jets from the tip of two different conic-droppers. a) Proposed 
conic-dropper generating a jet of radius 3.088 mm. b) The steep conic-dropper generating a jet of 
4.54 mm radius.  
. To quantify the differences in the two different jets produced by the proposed conic 
dropper and a steep conic-dropper, we show the two different jets in Figure 3.11. The radii 
of the two jets are different. The steeper cone generating larger radius indicates there is 
higher volume of PDMS. 
In order to further demonstrate the amount of liquid generated from the different 
conic-droppers with varying cones, we placed a droplet-holder under each of the dropper 
to hold the droplets generated. This observation has been outlined in Figure 3.12. Figure 
3.12(a) has no droplet retained at the holder, understandably as there has been no flowing 
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jet from the flat cone tip. Figure 3.12(b) is the proposed conic-dropper and the holder 
retains a droplet of sufficient height and convexity as desirable for an optical lens. 
However, due to multiple droplets generating at the tip of the steep conic-dropper, Figure 
3.12(c) shows the liquid PDMS flowing through the hole of the droplet-holder, with an 
unsuccessful retention. 
 
Figure 3:12: Three different conic-droppers of different angles, generating droplets that are 
supposed to be retained at the droplet-holder. a) The dropper with a flat cone is unable to produce 
a successful droplet. b) Proposed conic-dropper generating a droplet. c) Steep conic-dropper 
generating liquid with multiple droplets and larger volume that is falling through the hole due to 
larger bond number.  
So, the proposed conic-dropper can extract sufficient PDMS at the tip of the cone that 
forms into a falling jet. Due to tip-multi-breaking then, a droplet is detached from the jet.  
Optimization of the height between dropper and holder: As the conic-dropper 
forms a fluid jet and we place the dropper on the holder to hold the droplets, the height 
between the dropper and holder is a design factor that has been considered. As the liquid 
jet elongates (with radius r) and a sinusoid is generated with a wavelength, 2 2jet r   
[150]. For a PDMS liquid jet forming at the tip of the proposed dropper, through several 
experimental observations we found that the jet radius is ~0.34 mm providing a 
wavelength of ~3 mm. We used 0.5
6
jet
  mm to let the droplet have enough momentum 
to reach the holder and can be successfully retained. If we reduce the distance to 
8
jet
, the 
b) 
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droplet gains more momentum and then the holder fails to successfully retain the droplet. 
Sinusoids arising from PDMS fluid jets can be seen in Figure 3.11.  
 
Figure 3:13: Droplet-holder with varying heights. a) Wetting/spreading observed at a droplet-
holder of 0.5 mm height. b) Droplet-holder of 0.9 mm height, the proposed design holding a 
droplet of PDMS. c) A 2.82 mm height droplet-holder generating a droplet of very small 
convexity.  
Optimization of the dispenser (droplet-holder): The droplet-holder contains holes 
of 3 mm diameter each and has a thickness of 0.9 mm providing sufficient capillary to 
retain droplets detached from the flowing liquid jet, as discussed earlier.  We observed 
variation in thickness of the holder (0.5 mm, 0.9 mm and 2.82 mm) as shown in Figure 
3.13(a), (b) and (c), respectively. While, a thinner capillary of 0.5 mm can retain droplets 
but does not provide a successful lens. The thinner holder causes wetting/spreading of the 
liquid droplet hanging at the hole due to insufficient capillary at the holder. Whereas, the 
thicker holder with 2 mm height can also successfully retain droplets but with a tall base 
and smaller achievable convexity.  
As shown in Figure 3.14, the thicker droplet-holder causes a tall stem at the base of 
the lens, reducing the achievable convexity of the lenses. The lenses also don’t perform 
as a thin lens as desired by this work. However, when we use the proposed droplet-holder, 
a small base of less than 1 mm is generated and that does not impact the lens performance 
significantly. Figure 3.14(a) shows the 3D printed droplet-holder of 2.82 mm with a 
droplet of PDMS hanging at the hole. The moldless lens acquired using this holder can be 
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seen in Figure 3.14(b), with evidently a longer stem, which is no longer a thin lens. Figure 
3.14(c)-(d) schematically depicts the scenario of a thicker base of the droplet-holder.  
 
Figure 3:14: A lens harvested using the thick droplet-holder showing a thick cylindrical stem. a) 
The thick holder used to harvest the lens. b) A shadow image of the lens. c) Schematic showing 
the thick holder retaining liquid PDMS. d) Due to capillary rise the liquid is pulled up through the 
thick droplet-holder cylinder.  
The proposed droplet-holder is capable of successfully retaining droplets with varying 
heights (up to ~ 3.5 mm) as the holder contains a barrier that restricts wetting/spreading 
and pins down the droplet at the periphery of the barrier. This has been articulated in 
Figure 3.15. 
 
Figure 3:15: Wetting/spreading and pinning effect. a) A hole of a droplet-holder without the 
proposed barrier. b) Spreading/wetting causes the droplet to disperse as much as possible. c) A 
hole of the proposed droplet-holder with a droplet retained. A 0.5 mm thick barrier has been shown 
inset. d) The droplet height reduced by a small margin due to wetting/spreading and inertia caused 
by surface tension. The spreading has been pinned at the edge of the barrier.  
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Figure 3.15(a) shows a 3 mm hole of a droplet-holder which was printed without the 
barrier, as can be seen in the inset. While there is no barrier the impact of 
spreading/wetting continues to reduce the contact angle as has been previously discussed 
in Chapter 2.  
3.2.2. Lens making process: 
The proposed passive dispenser is capable of dispensing on-demand droplets without 
the necessity of laboratory setup or high-quality operator training with high success rate. 
It is also important to discuss how the droplets are extracted and later polymerized to 
obtain optical lenses which have been demonstrated with the use of a process flow diagram 
as shown in Figure 3.16(a) and graphically in Figure 3.16(b).  
Required Equipment (for quick and best results): For this lens making approach 
we will require, i) assuming a precision (UP mini printer) 3D printer has been used to print 
out the 3D printed tools successfully with supports removed, ii) a clean beaker/plastic cup, 
iii) a clean spoon/stirrer, iv) a pair of gloves (not mandatory as PDMS is non-toxic), v) for 
quick results, a vacuum pump (or alternatively a simple air tight jar/desiccator for longer 
time) – to ensure no entrapped air/bubble remains in the PDMS mixture, vi) a convection 
oven (to provide higher temperature for rapid curing). If an oven is being used preheating 
the oven while the start of the process at 70-80ºC is a good idea to speed up the whole 
process, vii) a plastic syringe – 5 ml, viii) a timer to track time, ix) PDMS in two parts 
(base and cross-linker/curing agent).  
The process starts by acquiring raw material, here, PDMS Sylgard 184. Desired 
amount of PDMS base is mixed with the cross-linker/curing agent as a ratio of 10:1 which 
ensures sufficient viscosity in the fluid to allow forming a liquid jet and once polymerized, 
solid plastic lenses with sufficient deformability. That is for a PDMS base of 20 ml, 2 ml 
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cross-linker is mixed. Liquid PDMS base, cross-linker is poured in a clean jar and stirred 
using a stirrer for 3-4 minutes.  
 
Figure 3:16: Lens making process using the passive droplet dispenser. a) Using a flow chart the 
process has been articulated. b) Graphical demonstration of the process.  
As the mixed liquid contains a lot of entrapped air, which is undesirable in an optical 
lens, we use a vacuum pump for 15-20 minutes. The required time is proportional to the 
amount of PDMS mixture is getting de-gassed, the higher the amount, the more time is 
required. If the mixing is done in vacuum, then this step is not mandatory. Furthermore, 
the use of a desiccator or air tight container can be used to naturally degas the liquid 
mixture, typically in 2 hours for 30 ml of liquid. A timer can be used to keep track of time.  
Now, to use the 3D printed tools, we fill-up the basin wells. A clean syringe is used to 
extract ~ 3.5 ml PDMS mixture, that has been de-gassed and then made sure no bubble 
retains in the syringe. Each well of basin is then filled-up (~80% requiring ~ 0.7 ml liquid).  
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At this stage, the conic-dropper is pressed into the wells (2-3 seconds) of the basin to 
cover 80% surface area of the tip of the cone. This ensures sufficient PDMS liquid is 
extracted at the tip of the cone to generate a desired liquid jet. 
As the liquid jet starts to form at the tip of the cone, we quickly move the conic-dropper 
to attach with the droplet-holder. As already mentioned, the clips at the 4 corners of the 
droplet-holder align with the 4 slots designed in the conic-dropper, ensuring the cone tip 
and the holes perfectly align. In 3-5 seconds a droplet forms, due to the falling jet 
perturbation and Rayleigh-Plateau instability, detaches itself from the jet and drips onto 
the hole of the holder. The conic dropper is then unclipped to allow the droplets sitting at 
the holes of the holder be stable.  
The droplet-holder is then placed into an oven (preheated) for around 25-30 minutes. 
The temperature and time relationship for PDMS curing has been summarized in 
Appendix - A, Table A. But here, it is worth mentioning that the droplet-holder is made 
of acrylonitrile-butadiene-styrene (ABS) and can be warped if too high temperature is 
used for curing, as the temperature tolerance for ABS ranges from -4ºC to + 80ºC.  
After the curing process lenses can be found at the droplet-holder. In Figure 3.16(b) 
we can see some moldless lenses with different heights. Each lens in the Figure has a 
different level of magnification, with the leftmost having higher magnification 
capabilities, connoting, the higher degree of convexity allowing higher magnification 
(with shorter focal length, hence working distance).  
Process summary: The passive dispenser can dispense droplets without the need for 
active force, with the use of gravitational force and fluid jet behavior droplets are 
generated. Droplets vary in height (1 mm – 3.4 mm) with a fixed base of 3 mm. Achieved 
focal lengths vary from 3.5 mm – 20 mm. A single 3D printed support can be used for any 
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of these lenses for optical alignment. The promise of mass-manufacturability can be seen 
in Figure 3.17.  
 
Figure 3:17: Lenses of various heights produced using the passive droplet approach. The high 
throughput of this moldless approach also has one added advantage, that the cost per lens does not 
depend on the number of lenses produced. The lenses cost ~1 cent per lens.  
3.2.3. Drawbacks of the process 
The passive droplet-dispenser can generate 5 droplets per iteration per set of tools, and 
if we have more than one droplet-holder (print duration 24 minutes using UP mini printer) 
the conic-dropper can be used more than once and steps 3-5 can be repeated once more to 
acquire 5 more droplets. However, like every process, this proposed approach has some 
drawbacks, such as, i) wastage of PDMS remaining in the basin wells. Although could be 
used as 10 mm diameter convex-concave lenses but due to surface roughness the 
performance would not be optimum, ii) printing of the 3D printed tools take approximately 
2 hours if the 3 parts are printed at the same time. Iii) the circular holes of the droplet-
holder are not symmetric. Hence the circular aperture of the produced lenses introduces 
distortions in images (imaging performances discussed in section 3.3). iv) the volume of 
acquired liquid droplets are not precisely controlled, hence the achieved magnifications 
are not precisely controlled during the manufacturing process. v) The clipping-unclipping 
process can cause more perturbation than desired resulting in unsuccessful droplets or 
low-quality lenses.  
69 
 
3.3. Active droplet dispenser for harvesting moldless elastomer lenses 
The passive droplet dispenser is capable of on-demand droplet generation with success 
as discussed in the previous section. However, there are other moldless approaches that 
can open up alternative lens-making processes broadening the scope of applications and/or 
performances. Also, as literature review shows, there are more active droplet dispensers 
available for on-demand droplet generation, simplest being a syringe dripping a tip of 
liquid droplet when pressure is applied at the plunger of the syringe. The pendant droplet 
lenses have aspheric profile of curvature high due to the higher Bond number ≫1, 
suggesting gravitational forces dominated.  
This lens-making process is a simple process that can be used to produce 100s of 
PDMS plano-convex lenses in just few seconds, as shown in Figure 3.18, a number of 
plano-convex lenses developed using this approach, with a yield rate of ~97%. The 
process does not ensure precise control of the base diameter and/or heights of the lenses 
but can produce high quality optical lenses. The process flow diagram and required 
equipment has been outlined in the following sections.  
 
Figure 3:18: Plano-convex lenses of various diameter and heights manufactured using the simple 
active dispenser.  
Required equipment: The following tools and equipment are required for making 
plano-convex PDMS lenses, i) a hot plate (preheat up to 200 ºC), ii) clean microscope 
glass slide, iii) clean syringe (1 ml), iv) PDMS in two parts, v) a clean plastic beaker/glass, 
vi) a plastic spoon/stirrer, vii), a vacuum pump (to speed up degassing) or desiccator, and 
viii) a timer.  
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The lens making process has been shown in Figure 3.19. In Figure 3.19(a) the process 
flow has been outlined whereas in Figure 3.19(b) graphical depiction has been shown. The 
process for this lens-making is similar to the previous lens making process discussed in 
section 3.2.2, where premixing of PDMS and degassing are required to acquire the raw 
material.  
Once the liquid PDMS has been degassed, using a syringe (preferably 1 ml), a certain 
amount of liquid is extracted, and the syringe is loaded. A microscope glass slide needs to 
be cleaned properly and then placed carefully on the preheat hotplate.  
Using the plunger of the syringe, a small amount of liquid is dripped onto the glass 
slide. This can be repeated as many times to acquire multiple droplets. As the hotplate has 
very high temperature, the droplets of liquid PDMS cures immediately (in less than 1 
second), arresting the spreading/wetting of the PDMS and generating multiple plano-
convex lenses in few seconds. This process allows to generate hemispherical lenses but 
requires very careful deposition of the liquid on the glass slide.  
In Figure 3.18 we can see a slide full of lenses of different diameter and height, again 
achieving multiple levels of magnifications. This process can be improved if a flat-tip 
needle is used to control the volume of liquid that is deposited at the lens.  
Drawbacks of the process: This process is a very simple process, that can be 
replicated easily, can generate multiple droplets and lenses in quick time, but also possess 
some drawbacks, such as, i) use of a very high temperature hotplate, so proper preventive 
measures (gloves, table where operating) must be taken, ii) as the active dispensing is 
done by a human with hands, a certain amount of tremor is expected, that can distort the 
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expected shapes of the lenses. This can be improved by using a mechanical control method 
to control the force on the plunger, but with cost of complexity.  
 
Figure 3:19: Simple active droplet dispensing plano-convex lens manufacturing process. a) 
Process flow chart. b) Graphical depiction of the process. Once the hotplate is preheat (up to 200 
ºC), which takes 15 – 20 minutes, and the liquid PDMS is degassed within that time, then the lens-
making process takes only a second to provide soft plastic lenses.  
3.4. Performance analysis of passive droplet lenses 
The lenses developed using the passive dispenser can achieve almost aspheric profile, 
due to the high gravitational bond number (Bo ˃1) that allow gravitational force to pull 
the pendant droplet hanging off the droplet-holder. As this process is quickly replicable 
without the need for new tools, a huge number of lenses can be easily produced. It is 
important to observe the quality of the lenses like any other manufacturing process. As 
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obvious it is to observe imaging performance of the lenses, other optical analyses have 
been done on the lenses. For a number of optical characterization measurements, the 
passive droplet lenses have been compared with the performance of a commercial plastic 
aspheric lens (Thorlabs 352280, focal length 18.1 mm, diameter = 6 mm).  
3.4.1. Wavefront observation using Shack Hartmann wavefront sensor 
Typically, optical aberrations can be classified into two broad categories, geometric 
and chromatic aberrations. The geometric aberrations encompass the distortions that 
happen when light rays passing through a lens do not focus as they are expected to. This 
concept has been demonstrated in Figure 3.20 using both ray optics and wavefront. 
Ideally, light travelling through a lens is expected to focus at a single focal point, which 
is not true in practice. Figure 3.20(a) is a common geometric aberration, known as 
spherical aberration, where different rays focus at different points. The idea of aberration 
can also be seen as a wavefront. Whereas, the exit wave from a lens, which is expected to 
be spherical actually appear distorted, causing deterioration in image quality.  
 
Figure 3:20: Geometric aberrations in optical lenses that can happen due to the inhomogeneity in 
refractive indices or irregularity at the surface of the lenses. a) Spherical aberration where different 
rays do not focus at a single point as expected. b) Wavefront distortion due to the geometric 
aberrations.  
Shack Hartmann wavefront sensor (SHWFS) is an optical instrument created to find 
solution to a problem in late 1960s. The problem was posed by the US Air Force to the 
Optical Sciences Centre of University of Arizona in relation to the images acquired using 
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a satellite, to improve the image quality. SHWFS works by using a set of lens array each 
of same focal length and measuring the deviation of the focal spot generated by each lens. 
SHWFS (Thorlabs, WFS150-5C) measures and decomposes optical aberrations into a set 
of orthonormal series of Zernike polynomials using an array of micro-lenses and a charged 
coupled device (CCD). The optical test bench setup used for SHWFS wavefront sensing 
has been shown in Figure 3.21.  
 
Figure 3:21: Optical setup for wavefront observation of the passive droplet lenses using a Shack 
Hartmann Wavefront Sensor.  
A coherent laser diode (OBIS-Coherent, wavelength = 660 nm) has been used as the 
light source to test the aberrations. The first lens L1 couples a low divergence output laser 
beam into a single mode fibre. The output from the single mode fibre is then collimated 
with L2. The arrangements of lenses (L3– L7) are chosen to ensure matching conjugate 
planes and beam waist onto the input face of the SHWFS. The output beam goes through 
a pair of lenses (L3, L4) to expand the beam size to match the diameter (~2 mm) of the 
sample lens (PDMS or commercial aspheric). The sample lens under test, either passive 
droplet lens or commercial aspheric, is placed between L4 and L5, where L5 collimates the 
output beam. The diameter of the beam output of L5 is ~20 mm. Another pair of lenses 
(L6 and L7) has been used to reduce the beam diameter size to fill the active area of the 
SHWFS.  
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Figure 3:22: Magnitudes of different Zernike orders for the average of a total of 75 passive droplet 
lenses compared to the commercial aspheric lens (Thorlabs 352280).  
The Zernike polynomials were used to express the magnitudes of the optical 
aberrations present in the lenses. Figure 3.22 shows the mean distribution of magnitude 
of the aberrations of over 75  PDMS lenses and the commercial aspheric lens. The results 
show that astigmatism and spherical aberrations from the silicone lenses are significantly 
larger than those from aspheric lenses. Astigmatism might have been introduced by the 
imperfect print of the droplet-holder, that show asymmetry in the printed holes, and 
unstable positioning during curing whereas spherical aberration has been caused by the 
non-aplanatic curvatures of the silicone lenses which are consequences of the almost 
conical shape of the curvatures. This observation has been found to be consistent while 
observing the spherical aberrations of lenses with shorter focal lengths. For this reason, 
further analysis has been done to observe the correlation between spherical aberration and 
focal lengths, as shown in Figure 3.23. The trendline suggests that the shorter the focal 
lengths, the higher the spherical aberrations, which is suggestable as the shorter focal 
length lenses have larger deviation from convexity.  
For the next observation, we intended to find a control mechanism over the size of the 
lenses, that is if we could generate a lens of approximately f focal length. 
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Figure 3:23: Magnitude of spherical aberration vs focal lengths of 75 passive droplet lenses.  
The control over the height of the lenses can be simply controlled by the amount of 
PDMS extracted at the tip of the cone. If a single conic-dropper is used and the 
immersion/extraction process is done on the same basin wells, with each subsequent 
immersion/extraction, it is expected that the amount of liquid in the basin would reduce 
gradually.  
 
Figure 3:24: After filling up the basin wells, if a same conic-dropper has been used for 
immersion/extraction of liquid PDMS, with each subsequent immersion/extraction, the amount of 
liquid at the tip of the cone reduces. The bar graph shows, size of droplet acquired after each dip, 
alongside the corresponding focal lengths. The numbers 1, 2, and 3 in the horizontal axis refers to 
number of immersion/extractions. 
Hence the amount of liquid retaining at the tip of the cones would gradually reduce 
too. This would cause large variation of focal lengths among the lenses yielding from each 
subsequent immersion/extraction (or dip) as shown in Figure 3.24. Dips 1 to 3 each 
produce lenses with increasing focal lengths ranging from ~3.5 mm to ~15 mm. 
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3.4.2. Focal length Optimization 
Although the passive droplet lenses can be fabricated easily, focal length of the lenses 
have significant differences, as shown previously in Figure 3.23. This is due to coarse 
passive extraction process by the 3D printed cone. As such, it is important to quantify the 
focal lengths of the lenses. While standard focal length measurement provides an accurate 
measure of the focal lengths, it often requires a fair complex imaging setup. Here, we 
proposed a simpler method to quantify the focal lengths by simply capturing the profiles 
of the lenses and then mapping out the radii of the curvatures. The focal lengths have then 
been compared with the standard focal length measurements for accuracy.  
 
Figure 3:25: Focal length optimization. a) Shadow imaging of three different passive droplet 
lenses. b) Curve tracing and fitting of the curvatures of the corresponding lenses. c) Calculated vs. 
experimental focal lengths.  
Figure 3.25(a) shows the outline of 3 passive droplet lenses that were captured using 
a simple optical setup consisting of a spherical lens of 30 mm focal length, Raspberry Pi 
camera and illuminating light. Figure 3.25(b) shows the surface profile of different 
silicone lenses. The surfaces of the lenses were found to be parabolic with varying heights 
and curvatures. All the profiles were captured through simple edge detection technique 
and then fitted onto a polynomial fit (shown in Figure 3.25(b)). The focal lengths were 
77 
 
calculated at the vertex of the curvature of the lenses. Passive droplet lenses with longer 
focal lengths have a smaller amount of PDMS that result in a reduction of radii of 
curvatures of the lenses and vice versa. Based on the curvature profiles shown in Figure 
3.25(a) - 3.25(b), the focal lengths have been calculated using the lens maker equation
1 2
1 1 1
( 1)n
f R R
 
   
 
 , where n is the refractive index of the lens and R1 and R2 are the 
radii of curvatures of each lens. In Figure 3.25(c) experimental and calculated focal 
lengths have been plotted.  
3.4.3. Surface roughness measurement 
During curing, it is also possible that the delicate liquid air interface of droplet 
formation can introduce uneven surfaces on the passive droplets [151]. To study the 
amount of unevenness, surface roughness of the lenses was measured using an optical 
profiler (Wyko NT9100: Mirau interferometer) and compared against a commercial 
aspheric lens (Thorlabs 352280). The results, as shown in Figure 3.26 in the forms of the 
3D maps and cross-sectional plots, suggest that the passive droplet elastomer lenses 
(shown in Figure 3.26(a) and Figure 3.26(b)) have a highly conforming surface. 
Commercial aspheric lenses are shown in Figure 3.26(c) and Figure 3.26(d). The 
measurements suggest that the passive droplet lenses possess lower magnitude of surface 
roughness compared to the commercial aspheric lens. The RMS value of the surface 
roughness of the commercial aspheric lens was found to be 15 nm and for the silicone 
lenses harvested using the passive dispenser was found to be 3.21 nm for the front surface 
and 1.91 nm for the back surface.  
3.4.4. Imaging performance of the passive droplet lenses 
Various passive droplet lenses have been used for imaging various samples over a 
period of time during the research. In this section we summarize the performance of 3 
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different groups of passive droplet lenses, as grouped previously, by focal lengths and/or 
height of the curvature. 
 
Figure 3:26: Surface roughness measurements. a) Front surface of a passive droplet elastomer 
lens. b) Line plot of the line section shown. c) Front surface of the commercial aspheric lens 
(Thorlabs 352280). d) Corresponding line plot.  
Using a raspberry pi camera and simple LED, a transmission-based imaging setup has 
been built. The imaging setup can be seen in Figure 3.27. A USAF 1951 resolution target 
card has been imaged using different passive droplet lenses of different magnifications 
and a commercial aspheric glass lens using the experimental setup shown in Figure 3.27. 
The acquired images have been summarized in Figure 3.28.  
 
Figure 3:27: Transmission based imaging setup for imaging using various droplet lenses. A single 
LED has been used to illuminate the sample with the use of a collimating lens. Different moldless 
lenses were used for imaging. The camera used in this setup is a raspberry pi camera with a built-
in lens.  
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In Figure 3.28(a) groups 2 and 3 of the target card are clearly visible with up to element 
1 of group 4 resolvable (resulting into a resolution of ~30 µm). As seen in Figure 3.28(b) 
groups 4 and 5 can be resolved up to element 6, with ~8.77 µm resolution. The lens with 
the longest curvature producing the image in Figure 3.28(c) can resolve up to element 2 
of group 7 yielding a resolution of ~3.4 µm. Figure 3.28(d) shows the image captured 
using the commercial aspheric lens.  
The first 3 images have been acquired by three passive droplet lenses respectively. 
The lens parameters can be found in Table 3-1.  
Table 3-1: Lens parameters corresponding to the lenses used for imaging of the 
samples as shown in Figure 3.28 and Figure 3.29.  
 
Figure 3:28: A negative USAF 1951 resolution target card with groups 0-7 imaged using various 
passive droplet lenses of various magnifications. Compared with commercial aspheric lens. a) 
Lens with longest focal length with larger FOV but reduced magnification. Achieved resolution 
is ~ 30 µm. b) Improved resolution (~ 8.77 µm) but reduced FOV image acquired using another 
moldless lens. c) The maximum resolution achieved using a short-focal length moldless lens, with 
a resolution of ~ 3.4 µm.   
Figure 3.29 shows images of a histological slide of onion cells at the tip of an onion 
root, imaged using the same lenses as the USAF target card has been imaged. The lowest 
resolution image shown in Figure 3.29(a) shows the wider field-of-view structure of the 
onion root tip where the root cap and meristematic region can be seen with a part of 
Lens 1 
Passive droplet 
Lens 2 
Passive droplet 
Lens 3 
Passive droplet 
Commercial  
Aspheric lens 
Focal length: 20 mm 
Height: 1.6 mm 
Focal length: 10 mm 
Height: 2.4 mm 
Focal length: 20 mm 
Height: 3.4 mm 
Focal length: 18.1 mm 
Height: 1.5 mm 
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elongation region.  In Figure 3.29(b) the onion root image shows the root cap more 
resolvable with the cell walls and cells being more visible.  
Figure 3.29(c) shows the clear view of the root cap with a number of cells and cell 
walls resolvable up to <15 µm. Figure 3.29(d) shows an image onion root, that has been 
captured using the commercial aspheric lens. The imaging performance of the passive 
droplet lenses are compatible with the commercial aspheric lens.  
 
Figure 3:29: Tip of an onion root imaged using various passive droplet lenses and compared with 
commercial aspheric lens. Lenses used for these data are same as the lenses used in Figure 3.28.  
3.5. Comparison among various moldless lens manufacturing methods  
The different moldless lenses produced using the methods discussed in this chapter 
can be used for imaging in various optical setups, such as, with a clip on a smart device 
to have a portable microscope or on an optical table using opto-mechanical attachments. 
The different modes of imaging used for the imaging experiments are, i) transmission 
based imaging with both incoherent and partially coherent illumination, and ii) reflection 
based imaging using incoherent illumination. 
 
Figure 3:30: USAF target card images acquired using various moldless lenses. a) Passive droplet 
lens. b) Plano-convex lens using simple active approach. c) Thermal printed moldless lens (lens 
credit: Xu Tao).  
81 
 
In this section, the imaging performances of various moldless lenses have been 
articulated.  
Table 3-2: Comparison among the different moldless lens-making approaches discussed.  
Parameters 
Passive droplet 
dispenser based 
hanging droplet 
lens-making 
method 
Active dispensed 
plano-convex lens-
making method 
Precision inverted 
moldless lens-
making method 
(prototype shown in 
Figure 7.1*) 
Time required for 
lens making (post 
preheating of 
oven/stage and 
degassing) 
20-25 minutes 5 seconds 5-10 seconds 
No. of lenses 
acquired in above 
mentioned time 
5 1 1 
Replicability 
(post preheating of 
oven/stage and 
degassing) 
High  High High 
Achievable 
resolution 
 
up to ~2.76 µm 
(based on USAF 
1951) 
 
up to ~2.76 µm 
(based on USAF 
1951) 
 up to ~2.76 µm 
(based on USAF 
1951) 
Precision Low Moderate Higher 
Complexity Very low Low Higher 
Expertise required Low Moderate High 
Focal lengths 3.5 mm – 25 mm 3 mm – 20 mm 3 mm – 20 mm 
Base diameter 3 mm 2 mm – 6 mm 1.5 mm – 4 mm 
Optical alignment 
Comparatively easier 
because of the 
presence of ~1 mm 
stem at the base 
Flat base so requires 
adhesive attachment 
Smaller and flat base 
In Figure 3.30 we have articulated images of an USAF target card acquired using 3 
different lenses using 2 different manufacturing processes discussed in this chapter (the 
3rd manufacturing process has not been shown as that is out of the scope this research but 
the imaging has been done with the lenses), with a passive droplet lens, a plano-convex 
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lens and an inverted droplet lens, respectively. The properties of the lenses have been 
articulated in Table 3-2. As can be seen that the image in Figure 3.30(a) has higher optical 
distortions at the periphery of the images. This distortion is actually proportional to degree 
of convexity of the lenses as shown in Figure 3.25. Lenses with shorter focal lengths have 
higher distortions. However, images acquired using the plano-convex lenses with more 
hemispherical profile has less distortions at the periphery of the images, as shown in 
Figure 3.30(b). Similarly, images acquired using in-situ thermal cured inverted lens are 
compatible with other lenses. But, it has been observed that with the increase of the 
number of drops per lens, the imaging performance gets compromised, due to the internal 
reflection among the layers of the drops.  
The different moldless elastomer lens manufacturing processes discussed in this 
chapter have their own pros and cons. In Table 3-2 we articulated some performance 
measures of the methods based on the mentioned parameters. We discussed parameters 
such as complexity, precision and expertise required to demonstrate the differences 
among the processes. Precision of the processes are mainly about the achievable 
precision for the droplet volumes. Complexity of the processes are in relation to the 
required resources and procedure. Whereas, expertise required are more focused on 
the DIY nature of the processes.  These terms are loosely defined and are quantitative 
over certain empirical observations. The rightmost column discusses about a lens-
making process that is out of the scope for this thesis, however, as the lenses have been 
used for imaging experimentation, the process parameters have been articulated in this 
table. The process can be found in [152]. 
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3.6. Contributions 
The manufacturing processes and characterizations discussed here are a team effort of 
a group of students working in the lab, under the supervision of Dr. Woei Ming Lee. 
Unless otherwise mentioned, this is a primary work of the proposed thesis. The passive 
droplet dispenser has been modelled and iterated by Rachel Watkins, Honours graduate. 
The Shack Hartmann sensor related experiments and data have been done by Zijian Cen, 
Honours graduate. The surface roughness related experiments and data have also been 
done by Zijian Cen, Honours graduate.  
3.7. Chapter Summary 
In this chapter, we have discussed about various moldless lenses. We have particularly 
offered a set of passive droplet dispenser that can be used to generate macro-droplets of 
PDMS on-demand. This process offers abundant droplet generation at low-cost and 
minimal operator training. The cured droplets can perform as optical lenses of high quality 
and can be used to develop compact, low-cost, portable imaging systems. The 
performance of the lenses has been demonstrated through imaging experiments. Also, the 
characteristics of the lenses have been observed using laboratory based optical techniques. 
Another lens-making approach introduced in this thesis is a fast way of rapidly 
manufacturing plano-convex moldless lenses. We compared the performances of various 
moldless lenses.  
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CHAPTER 4  
INTEGRATED IMAGING SYSTEM DESIGN 
Optical imaging system is a combination of multiple components – such as an 
object/sample to image, a sensor (CCD/CMOS) where lights can be recorded, preferably 
in digital format, a display that will be able to provide visual feedback to the user, a source 
of illumination of any kind, and preferably optical lenses for the sake of achieving higher 
spatial/axial resolution. The mentioned components can vary depending on the design 
goals and requirements of the system. While we mentioned the goal of this thesis is to 
focus on compact imaging system, in this chapter we intend to deliver the concept of 
integrated imaging systems. The necessary components for high-resolution imaging have 
been combined in an integrated approach to serve the purpose of macroscopic-
microscopic imaging, either in a decoupled manner or off-shelf standalone manner. In 
both the circumstances key design goals were to keep the footprint smaller and compact, 
at low-cost with high quality imaging. Motivations for these designs, challenges and 
deliverables will be discussed in the following sections of this chapter. Figure 4.1 shows 
a conceptual diagram of components that a high-quality imaging system can contain.  
 
Figure 4:1: Schematic of the modules required for compact high resolution imaging. A computing 
platform or processor can offer on-field image processing, optical lenses for allowing high 
resolution imaging, imaging sensor to capture  
86 
 
4.1.  Scopes for portable integrated imaging systems 
Low-cost portable imaging systems have been used since the evolution of early 
portable telescope by Hans and Zacharias Janssen in 1590 where they supposedly used a 
pair of biconvex lenses with achieved magnification of (<10x) [153]. Later, early 
compound microscopes were developed by Antoni van Leeuwenhoek in late 16th century 
where he could achieve portable handheld microscopes providing 70x – 266x 
magnifications reaching resolution up to 1 µm. Then in the following 400 years optical 
microscopes have evolved to be better and complex, heavy, costly instruments which have 
evolved to become high performance instruments. However, over the last century quite a 
few innovations have been done in the field of microscope development where the aim 
was to develop portable, simple, compact low-cost microscopes in order to support the 
high demand of microscopic imaging in research, education and industry. These 
microscopes could be application specific, for example to diagnose skin cancer, [154] or 
for low-cost tuberculosis screening [33], or fingerprint scanner [155].  
On the other hand, wearable technology is an emerging field of technology where 
technology meets with human gesture. Starting from smartwatches to smart clothing, 
wearable devices are aiding human interaction with the environment. The goal of these 
advancements is to attach technology with human body to enhance human-environment 
interfacing.  The advancements of miniature LEDs and imaging sensors prompted the 
advent of smartphone microscopes and other portable microscopic systems.  
4.1.1. Applications 
There are needs for portable, compact imaging systems for high resolution imaging 
especially for digital pathology where a slide for diagnosis can be fully scanned at high 
resolution [156]. Moreover, for education in medical industry teaching pathology using 
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traditional microscopes is expensive and a rise in virtual pathology has been observed to 
provide pathology education at low-cost [157]. Or, an in-situ imaging system inside an 
incubator could be of great interest for observing biological cells [32]. The other avenue 
for portable field microscopes could be to image irregular samples where the conventional 
portable microscopes would not provide convenient solution due to the structure of the 
microscope being fixed in a pre-defined manner, and the components are coupled. Also, 
for research at low-cost in schools, colleges it could be useful to have standalone 
microscopes, at low-cost and smaller footprint compared to traditional bulky microscopes.  
4.1.2. Challenges 
 
Figure 4:2: Different available imaging options for compact imaging. a) The smallest camera 
module in the market Naneye and required components for imaging. Scalebar indicates 1 mm. b) 
iMX6 board for image processing that works with commercial webcam but there is no display. c) 
Components of proposed, portable imaging system that includes an image processor, camera and 
a 2.8-inch (50 mm × 70 mm) touch screen display. 
The design of portable microscopes is posed with challenges of multiple facets like, i) 
choice of low-resource setting, ii) choice of quality optics at low cost, low dimension, iii) 
choice of imaging sensor that can be used for low footprint imaging but at high quality, 
A
0 
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iv) choice of display and v) choice of image processing unit. In Figure 4.2 we show a 
comparison among various available imaging systems that could be used for compact high 
quality imaging.  
Figure 4.2(a) shows the smallest available camera in the market of size 1 mm × 1mm, 
with a pixel resolution of 3 µm. The camera module requires an evaluation board to work 
and also another computer for display. Figure 4.2(b) shows an image processing board 
known as iMX6, of dimensions, 70 mm × 40 mm, which is a quadcore, 1.2 GHz processor. 
This processor works with standard webcams for imaging. But requires a computer to 
provide display option for user. In order to choose a suitable camera, processor and 
display, the proposed compact imaging systems, the components shown in Figure 4.2(c) 
have been chosen, that can be used as a standalone imaging system or with the components 
being decoupled if needed.  
4.2. Thimble imaging system  
In this proposed imaging system, we have attempted to achieve an imaging system, 
specifically to entertain a request from a Plant Pathologist, who has been a part of Plant 
Biosecurity Cooperative Research Centre (PBCRC), and the project was funded by 
PBCRC. The request was to design a portable microscope that could be, i) used for 
macroscopic – microscopic imaging in a plant field, ii) that could be used to look under 
the leaves of a plant with visual and tactile feedbacks. Plant leaf diseases are important 
for agriculture economy which is most commonly observed through naked eyes of experts, 
whereas reliable imaging on-field is beneficial for proper diagnosis [158, 159]. Using 
images for phenotyping of plant diseases helps observing plant diseases over long period, 
consequently improving plant resistances and improving growth [160] 
The design of the proposed imaging system was guided by the above design goals but 
was not tightly bound. Hence, we explored option of developing a low-cost, portable, 
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compact, imaging system, which can be simple to use, and allowing freedom of movement 
for the user.  
In Figure 4.3 we articulated a set of commercial/research applications of wearable 
technology. From commercial smart clothing and UV patch, as shown in Figure 4.3(a) 
and 4.3(b), through to new forms of wearable vision based devices such as Finger-reader 
(Figure 4.3(c) for visual impaired individuals, there has been an exposition of wearable 
devices intended to enhance human-environment interfacing. Figure 4.3(d) is the 
proposed thimble imaging system that can offer decoupled imaging system.  
 
Figure 4:3: Wearable technologies. a) Synapse smart dress which can detect mood of the person 
based on heat sensors. b) UV patch designed by L’oreal to detect UV of the surrounding weather 
using sensors and a smartphone. c) FingerReader to aid blind people in reading texts d) Thimble 
imaging system designed for this work. 
Wearable computing devices, e.g. google glasses, smart watch, embodies the new 
human design frontier, where technology interfaces seamlessly with human gestures. 
During examination of any subject in the field (clinic, surgery, agriculture, field survey, 
water collection), our sensory peripherals (touch and vision) often go hand-in-hand.  The 
sensitivity and manoeuvrability of the human fingers are guided with tight distribution of 
biological nerve cells, which performs fine motor manipulation over a range of complex 
surfaces that is often out of sight. Our sight (or naked vision), on the other hand, is 
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generally restricted to line of sight that is ill-suited to view around corner. Hence, 
conventional imaging methods are often resort to complex light guide designs (periscope, 
endoscopes etc.) to navigate over obstructed surfaces. Using modular design strategies, 
we constructed a prototype miniature microscope system that is incorporated onto a 
wearable fixture (thimble). This unique platform allows users to manoeuvre around a 
sample and take high resolution microscopic images. In this work, we provide an 
exposition of methods to achieve a thimble microscopy; with the thimble design, 
integration of miniature camera and liquid crystal display. 
4.2.1. Design motivation 
The leading design goal for the thimble imaging system was to provide an imaging 
system with decoupled components to improve on-field imaging experience with high 
quality imaging. Furthermore, motivation behind a thimble imaging system was to design 
a structure which is wearable and can be used on finger to maneuver over samples 
especially samples which cannot be conveniently brought into lab environment, such as, 
leaves of plants in a field. The reason the index finger was chosen because of the range of 
motion and dexterity the index finger provides.  
The following is a summary of design goals, i) a decoupled imaging system with the 
options of microscopic imaging, having a display at a convenient location for the user to 
have visual feedback of the sample, while the camera “looking at the sample” ii) compact 
and wearable, iii) can capture macroscopic to microscopic images, with the option to take 
videos, iv) maneuver over objects of irregular shape or not on the line of sight, v) as the 
system has to look at samples under plant leaves, index finger was chosen for imaging 
tool because it has always shown to be highly dexterous.  
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4.2.2. Design optimization for thimble parts 
The choice of camera was most important while attempting to develop an imaging 
system for the purpose of imaging under the leaves of a plant on field. The limitation was 
the size of the camera we are looking at, with an on-field image processor, and also that 
can attach a display for visual feedback. After choosing the raspberry pi camera (24 mm 
× 23 mm × 9 mm) for smaller size at low cost (current module v2 costs ~$29.95 USD) it 
was important to design the structure of the imaging system.  
 
Figure 4:4: Thimble measurement for designing 3D printed thimble support. a) Different parts of 
index finger, with measurements of finger data from a population of 5 volunteers. b-c) The thimble 
design showing mechanical sliding option.    
In order to hold the camera (weight about 3 g) for imaging at a sample then we opted 
to look for 3D printed support. We opted to design a thimble imaging system that would 
fit on the index finger of majority of people. It was important to find a suitable 3D printed 
support that would be able to hold the camera and would be comfortable for the user. 
Before designing a 3D printed fixture for the index finger a study has been conducted of 
the size of various parts of index finger over a range of population. An index finger, 
scientifically known as, Digitus Secundus Manus comprises of three parts (like other 
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fingers), as there are 3 bones that make up a finger. The bones of the fingers, scientifically 
known as carpals are known as phalanges, as shown in Figure 4.4(a), where the tip 
segment is known as distal phalange, the middle one is middle phalange, and the one 
closer to the body is known as proximal phalange.  
The length and circumference of the phalanges can vary among different individuals. 
Hence, the design optimization involved, i) finding a design to support pi camera at the 
tip of the index finger, ii) design iteration for the 3D printed to support to fit a range of 
population.  
 
Figure 4:5: Thimble imaging prototype and components. i) Printed side-view of the 
thimble design prototype with camera and an optical lens attached, ii) proximal brace, iii) 
front brace, iv) back holder for the raspberry pi camera, v) The 3D model of the raspberry 
pi camera, vi) front holder of the camera that has the option to support optical lens and 
illumination, vii) a switch to control illumination, viii) a coin battery to supply power for 
the illumination, ix, xi) Two neopixel LEDs (5mm × 5mm) with integrated control, and x) 
A moldless lens for magnification. 
Figure 4.4(a) summarizes the measurement data. A total of 5 volunteers has been used 
for this graph. The length measurements of different parts of the finger has been averaged 
and shown with an error bar. It is worth noticeable that the distal phalange has smaller 
variation whereas the proximal phalange has larger variation. In Figure 4.4(b-c) we have 
shown the 3D printed fixture which contains two parts (we will use front brace and 
93 
 
proximal brace for the two parts respectively) and is wearable on index finger of most 
people. There have been multiple iterations (9 iterations) of the 3D printed designs.  
The amount of comfort of the user was a design goal at this stage, so the front brace 
design has been optimized to a rather curved shape, so that it nuzzles the finger of the 
user. Also, the design optimization involved the attachment of the raspberry pi camera at 
the tip of the 3D printed front brace. The two parts were designed with the option for 
mechanical sliding that enables the front brace to slide through the proximal brace so that 
the design is more robust and usable for various users.  
4.2.3. Imaging system prototype design 
The 3D printed thimble design and the camera holder design were co-designed so that 
the brace can actually hold the camera while having successful capability of being used 
on an index finger. For the 3D printing, an UP mini printer (shown in Chapter 2) and ABS 
material has been used. Moreover, it is important to allow the imaging system to have 
capabilities of high resolution imaging. For that reason, the camera holder was segmented 
into two parts that can be mechanically attached to each other. The back part supported 
the back side of the camera. Whereas, the front part of the camera holder was designed to 
support optical alignment of an optical lens with the raspberry pi camera sensor and 
support for illumination. Figure 4.5 shows the thimble prototype imaging system. In 
Figure 4.5(i) we can see the overall thimble imaging system. In the exploded view (in 
Figure 4.5(ii) – (xi)) we can see the parts of the thimble prototype.  
In the exploded view we can see the different 3D printed parts that can attach the 
thimble design to the pi camera at the tip, with the option to attach a moldless lens.  
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4.2.4. Choice of optics 
The main purpose of the proposed thimble imaging system was to image samples 
under the leaves of a plant. For this reason, there has been a requirement of the level of 
magnification achieved from the system. Although, plant diseases mostly range in the 
macroscopic level, it is important for analysis to enhance the images with an optical lens 
so that further details of the disease can be observed. To support this idea, while 
maintaining the dimension of the thimble imaging system, we chose to use passive droplet 
lenses for imaging. Passive droplet lenses have been discussed in chapter 3. The base 
diameters of the lenses are same, 3 mm, and are suitable for imaging with the raspberry 
pi camera which has a CMOS sensor of 3.76 mm × 2.74 mm area. The imaging 
performance of the moldless passive droplet lenses have been demonstrated in chapter 3. 
So, to have a low-cost, compact, portable imaging system, we decided to use moldless 
lenses for this imaging system.  
4.2.5. Choice of processor 
Any imaging system requires a camera/photodetector and can contain an image 
processor. For the thimble imaging system, the consideration was carefully made based 
on numerous factors such as size, on-spot processing capability and cost. As shown earlier, 
in Figure 4.2, Naneye requires to be connected to a computer for visual feedback. Naneye 
camera costs ~US$1550 with resolution of 250 × 250. High-speed image processor IMX6 
requires to be connected to a commercial webcam for the purpose of capturing images. 
And there is no visual feedback. It costs ~US$115.  
The processor used for the proposed design has been Raspberry pi. Considering the 
cost and size of the overall system Raspberry Pi has been chosen. The attachment of a 
2.8″ LCD USB display makes the whole system compact and flexible to use. The 
following were primary considerations during the selection of a camera and processor, i) 
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self-contained programming and imaging unit, ii) low-cost (~ US$35), and compact and 
high resolution camera (5 - 8 MP) and with a size of 25 mm × 24 mm. Specifications of 
the Raspberry pi 2 model B have been outlined in Figure 4.6.  
 
Figure 4:6: Raspberry pi 2 model B specifications. For majority of this research Raspberry pi 2 
model B has been used for imaging.  
Linux is the most popular choice of operating system for raspberry pi due to the open-
source environment available for Linux. The OS most popularly used for raspberry pi is 
known as Raspbian that comes with 35,000+ prebuilt packages that make it easily 
installable and compact. Moreover, image processing using openCV library on raspberry 
pi is a convenient tool for any imaging especially for the field of microscopic imaging. 
OpenCV stands for “Open Source Computer Vision” which is a collection of library and 
is available in low-level programming languages like python and c++ for image 
processing [161]. It provides similar features like MATLAB but is faster and the libraries 
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are available for free. It is also possible to use GNU-Octave on raspberry pi which is based 
on MATLAB functionalities.  
4.2.6. Portable, compact system 
In order for the thimble prototype to be really useful on-field with a self-contained 
imaging system, we chose to add a display unit for the system. Just like any microscope 
needs visual feedback, which could be eyepiece or a computer monitor, our imaging 
system also contains a display. As the primary challenge was to design an imaging system 
that could be beneficial for plant imaging on-field, where the use of large, bulky devices 
would not be possible, we decided to choose a small 2.8-inch touchscreen display which 
can be worn on the wrist with a simple 3D printed support. In order to show that the system 
is convenient compared to an image processor module that would require an additional 
device to run on-field, we have demonstrated the use of both the imaging systems in an 
outdoor environment, as shown in Figure 4.6.  
 
Figure 4:7: Portable handheld imaging systems for outdoor imaging. a) Proposed thimble 
prototype with a camera and optical lens for microscopic imaging (shown inset), all decoupled. b) 
An image processor that can be handheld for imaging but requires a computer to provide visual 
feedback.  
In Figure 4.7(a) we have shown the proposed portable imaging system for on-field 
plant imaging. It contains, a wearable display, a thimble prototype for image acquisition 
(inset shows the lens, and circuitry for illumination). The processor has not been shown 
here. But that can be worn around waist, or on arm as armband while on-field image 
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processing. Figure 4.7(b) shows an iMX6 image processor that can be handheld for 
imaging. This powerful image processor is a quadcore processor but does not have any 
option for visual feedback for the user. Hence, it requires to be attached to a computer to 
provide display, making on-field imaging inconvenient. 
4.2.7. Imaging performance 
The thimble imaging system with illumination is capable of providing reflection-based 
images of the sample. In Figure 4.8 we have articulated a range of images taken using the 
thimble prototype. 
 
Figure 4:8: Reflection based imaging using the thimble prototype. a) Image acquired from the 
back of a male redback spider, Latrodectus hasseltii, of body length 3 mm. b) Wing of a common 
house fly, Musca domestica.  
The imaging performance of the proposed thimble system is limited by the amount of 
light in the environment. The working distance between the sample and the imaging unit 
depends on the focal length of the droplet lens used, ranging between 4 mm – 20 mm. 
This can be overcome by the use of on-site image processing capability of the raspberry 
pi (brightness, contrast, saturation). This has been previously mentioned that it is possible 
to run python or c++ image processing libraries on raspberry pi that are available for free 
which is economical for low-cost solutions.  
In Figure 4.9(a) an image of a Lytechinus Pictus (sea urchin) has been acquired using 
the thimble imaging system where three globiferus pedicellariae are clearly identifiable. 
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SimpleCV open-source library image processing techniques (Figure 4.9(b) –(c)) have 
been used to detect the sea urchin and measure the area and location of the sea urchin this 
could be used for plant disease diagnostics by detecting the shape, size and area of an 
image.  
 
Figure 4:9: A sea urchin imaged using the thimble imaging system and in-situ image processing 
done on raspberry pi. a) A brightfield image of a sea urchin. b) Binarized image, c) Blob area and 
location detection in terms of pixels.   
Alternatively, the thimble imaging system can be used for transmission-based 
illumination, as shown in Figure 4.10. In Figure 4.10(a) we can see an USAF 1951 
negative resolution card has been imaged using the thimble imaging system with an 
imaging resolution of almost, 3.1 µm (Group 7 element 3). A young Australian cockroach, 
Periplaneta australasiae, has been imaged using the thimble imaging system (shown in 
Figure 4.10(b)) where the bristles of the antenna can be resolved.  
 
Figure 4:10: Transmission based imaging using the thimble imaging system. a) USAF target card 
image with achieved resolution of 3.1 µm. b) Parts of a cockroach antenna and bristles. 
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It is worth noticeable that although the thimble imaging system has been designed for 
plant pathology specifically, it is usable for other fields wherever there is a requirement 
for imaging irregular samples or line of sight compromised.  
4.3. Portable standalone microscope 
Science education for children is extremely important to equip a nation with more 
scientists in future. Children are capable of helping us to become a more science-literate 
society. In order for children to have better access to science and technology, we aimed 
our next portable microscope as a table-top standalone microscope which is low-cost, 
light-weight, and compact at the same time which has the capability to be used in 
classroom environment for primary to high school students.  
A standalone microscope is always desirable for precise standard imaging where 
sample, illumination, imaging sensor, are stable and on a fixed optical path. This has been 
a common property of the traditional microscopes, for which they have been developed 
to provide brightfield images. But the size, cost and complexity of the traditional 
microscopes make them unattractive for mass usage. For educational purposes at 
affordable cost in high schools it is imperative to provide alternative imaging methods to 
ensure science education is reaching desired quality and breadth. Where grants are tight, 
research is crucial but equipment is expensive, to spread science education to mass, Jodo 
Gyan a small non-profit organization based in the capital of India, New Delhi, initiated a 
project, where they made ~$4 USD microscopes out of bamboo [65]. These microscopes 
with capacity of magnification of 20x, have been vastly used in a remote village in Eastern 
India where approximately 2500 microscopes have been made due to the popular demand. 
Another example of portable, low-cost microscope is, “Foldscope”, which implements the 
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idea of origami to build a microscope which gained popularity to offer low-cost 
microscopes at schools [162].  
4.3.1. Design goals:  
In order to deliver a quality portable microscope as standalone microscope, we aimed 
to use 3D printed structures as prototyping using 3D printed substrates has been found to 
be cost effective and comes with the flexibility of replicability. Moreover, designing 
prototypes using 3D printed substrates allows for decoupling of the components, that can 
be assembled together to perform as a whole system. This helps understanding the 
scientific concepts behind the working principles of the design. Here, we outline the 
design goals for this imaging system in Figure 4.11.  
 
 
Figure 4:11: Design goals set for the project on “Standalone microscope”. The design goals 
primarily involved, use of 3D printed parts to ensure open-source access of the parts, then cost 
and compactness.  
Due to the successful use of raspberry pi as a processor and the advantage of a camera 
providing overall compactness, we have chosen raspberry pi for this imaging system as 
well. The choice of optics (low-cost moldless elastomer droplet lenses), processor 
(raspberry pi 2 model B), camera (raspberry pi camera) has been constant for the 
applications we have attempted for this work.  
101 
 
4.3.2. Design optimization:  
In order for the design to perform as a whole imaging system with the capabilities of 
a standalone microscope, it was necessary to feed the design with the options, i) Source 
of illumination (shown in Figure 4.12, two alternative options), ii) Translational stage to 
adjust sample height (z axis) for focusing, iii) Translational stage to adjust sample ROI 
(region of interest), x-y axis, iv) A display to screen to provide visual feedback To achieve 
these requirements, the design had to go through several iterations to reach to a standalone 
microscope. 
 
Figure 4:12: Illumination options for the proposed prototype. A single white LED offers simplicity 
and single brightfield imaging. Whereas, an 8×8 RGB LED matrix offers different angular 
illumination and spectral imaging options.  
4.3.3. Prototype of the microscope: 
A total of 11 parts have been designed using Solidworks to build the prototype of the 
microscope. The different parts were printed using UP mini printer (shown in Chapter 2) 
and ABS material. The design has been decoupled into, a display mount, as shown in 
Figure 4.13(a), that can hold a 2.8” USB display that has been discussed earlier in this 
chapter. Then, a front cover for raspberry pi 2 model B processor that has the capability 
to support the LCD display holder, alongside providing safe operating environment for 
user and protection for the processor, as shown in Figure 4.13(b). In Figure 4.13(c) the 
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back cover for raspberry pi 2 model B processor has been shown, this also adds to the 
stability of the standalone microscope.  
 
Figure 4:13: Three parts for the standalone microscope. i) A cover to hold the 2.8-inch LCD 
display, ii) Front cover for the raspberry pi processor, iii) Back cover for the processor.  
The next parts of the microscope design are used for holding the pi camera with the 
option to provide optical alignment of the objective lens (a low-cost elastomer droplet 
lens), along with supporting the camera to position for imaging purpose. Figure 4.14(a) 
shows the front cover that provides an option to attach a lens and in Figure 4.14(b) we can 
see the back cover for the raspberry pi camera. The covers also ensure safety for user and 
the device.  
 
Figure 4:14: Support for optical alignment between camera and objective lens. a) Front cover for 
raspberry pi camera. b) Back cover for the raspberry pi camera/CMOS.  
For the next parts, the design was focused into vertical and axial actuation of the 
system to allow image plane adjustment and to find a region of interest on the 
sample/object. In Figure 4.15 the complete design for sample holder with the option for 
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x-y translation, or panning, has been shown. The mount that attaches with the raspberry 
pi cover (shown in Figure 4.13) and holds the sample stage, can be seen in Figure 4.15(a) 
and 4.15(b) (top-down view). In Figure 4.15(c)-(d) we can see the x-y stage, and the stage 
attached with the mount, respectively. In Figure 4.16€ the sample holder can be seen. A 
microscope glass slide (76 mm × 26 mm × 1.2 mm) inserted into the sample holder and 
the mount has been demonstrated in Figure 4.15(f).  
 
Figure 4:15: X-Y translational stage design and demonstration. a) Mount, bottom-up view. b) 
Mount, top-down view, c) x-y stage, d) the mount and the stage attached, e) The sample holder, f) 
Demonstration of the x-y stage with a microscope glass slide.  
The next design step took several iterations to find an optimum solution for vertical 
alignment/actuation or image plane adjustment. The final design for z-alignment can be 
seen in Figure 4.16. A pillar shown in Figure 4.16(a) has been used to perform as the 
backbone for the z-alignment. A helix engraving has been used to rotate the collar (shown 
in Figure 4.16b) around the pillar for adjusting z-alignment, which is to focus the CMOS 
sensor at the focused image plane. The hemispherical anchor fits the width of the helical 
engraving and then rotational up-down allows z-alignment (as shown in Figure 4.16(c) - 
4.16(d)). Despite using the hemispherical anchor, the collar demonstrated certain 
instability hence another top mount was needed to stop the collar from moving, which 
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attaches to the back cover of the camera. The top mount has been shown in Figure 4.16(e) 
and the collar attached with the top mount has been shown in Figure 4.16(f). 
 
Figure 4:16: Z-axis (the axis normal to the x-y axes) alignment of the microscope for CMOS 
height adjustment. a) A pillar that provides the backbone support for the microscope with a helical 
engraving. b) A collar with clips and a hemispherical anchor, that allows for the collar to rotate 
and move up-down for z-alignment. c) Collar attached to the helical engraving, rotating left-right. 
d) Rotation causes the collar to move upwards. e) Top mount for the z-alignment control for 
stability attached with the back cover for the CMOS (bottom-up view). f) Collar and the mount 
attached.  
While the proposed standalone/table-top imaging system design requires multiple 
components, they are easy to assemble as there are slides and fixtures for the parts to be 
attached together. The overall design model once assembled together can be seen in Figure 
4.17(a). In Figure 4.17(b) the 3D printed prototype has been shown. Moreover, once the 
design files are available, replication of the model requires the time to print out the parts. 
The details have been summarized in Figure 4.18.  
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From the details it is worth noticeable that the overall dimensions of the microscope 
are very compact and small, 9.7 cm × 8.4 cm × 10.3 cm.  
 
Figure 4:17: The proposed compact standalone microscope. a) The 3D model. b) The printed and 
assembled standalone microscope.  
The design is also very lightweight of around 160 g costing ~$105 USD that includes 
the display, camera, processor, 3D printed parts illumination and elastomer droplet lens.  
4.3.4. Imaging performance  
As the design did not achieve the desired balance performance, the microscope did not 
perform as desired. But we were still able to capture images of biological samples as 
shown in Figure 4.19. The image is a tissue sample of lung cancer where the thick lung 
cancer cells can be observed that is a consequence of cancer.  
Although the imaging performance was not found to be as desired, the microscope can 
still acquire images of samples for primary-elementary schools. Additionally, the design 
modification requires minimal effort to modify the design to offer better balance.  
This proposed design was aimed to avoid any mechanical components and thus 3D 
printed stage translation was necessary to achieve, which the design could very well offer. 
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The next stage for this prototype will be to improve balance and introduce GUI (graphical 
user interface) so that children, school teachers can use the microscope with ease.  
 
Figure 4:18: The properties of the 3D printed standalone microscope that has been achieved from 
the project.  
4.4. Compact high resolution, high SBP imaging system 
Here, we want to introduce another compact standalone microscope design. The 
design of the above-mentioned standalone microscope could be altered to allow a larger 
LED matrix (possibly with > 300 LEDs available) which would change the footprint of 
the microscope to about 14 cm × 14 cm × 15 cm and the weight to increase to about 250 
g. The purpose of the design to add a larger LED matrix is to acquire more brightfield 
images of the sample using different LEDs from different angles. The motivation behind 
this approach is to allow synthetic scanning of the sample, without having to mechanically 
scan. A new imaging modality has been started in 2013 by a group from California 
technology where the use of synthetic scanning and later computational reconstruction on 
the images have been able to improve the imaging performance of a single imaging 
system, defeating the physical limitation of the optical lens of the system [11]. This allows 
for a low-resolution imaging system to computationally achieve higher SBP, higher NA 
over the full FOV of an image.  
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Figure 4:19: Lung cancer tissue sample imaged using the proposed standalone microscope and a 
cropped region shown in the red rectangle.  
Now, we shall introduce the concepts of Fourier Ptychography and relevant 
computational techniques in Chapter 5. But here we wanted to demonstrate the idea of a 
small compact imaging system with capabilities beyond traditional light microscopes. 
This compact imaging system could be useful in incubator for imaging biological samples 
and live cell imaging at low-cost. This low-cost imaging system could be useful for any 
imaging system where light microscopes are used, with compactness and promises of 
higher SBP.  
4.5. Contributions 
The imaging systems proposed here have been developed and manufactured under the 
supervision of Dr. Woei Ming Lee as a part of different projects. Jaden Rubenstein, a 4th 
year honours R&D graduate designed the 3D printed braces of the thimble imaging 
system, the raspberry pi camera holder, for allowing optical alignment with an elastomer 
lens. The design optimization and thimble prototype were results of his hard work. The 
standalone microscope prototype has been designed and developed by Michael Petkovic, 
a 2nd year R&D student for which I was a supervisor. The design optimization and 
iterations were all carried out by Michael in consultation with me and our group leader.  
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4.6. Chapter Summary 
In this chapter we offered ideas of portable, compact imaging that can achieve 
macroscopic-microscopic imaging. The imaging systems were built using moldless lenses 
to offer high-resolution imaging and the housing/infrastructure of the systems were 
developed solely using 3D printed substrates. Use of 3D printed design files offer easy 
distribution of the designs. The modular designs can be used in decentralized 
environment. The goal of this chapter was to offer ideas so that more people can engineer 
their own imaging systems. The design and performance of the systems have scopes to 
improve which we will discuss in future works.   
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CHAPTER 5  
COMPUTATIONAL TECHNIQUES BASED ON FOURIER OPTICS 
The need for decentralization of high performing imaging systems is salient in optical 
research to provide field-portable high quality imaging devices for health or other imaging 
needs as discussed in Chapter 1. Typically, improved performance of an imaging system 
relies on the optical lenses, especially for optical microscopy. In optical microscopic 
imaging majority of the times these performance indicators are resolution, and the space 
bandwidth product (SBP). Due to the fixed physical dimensions of the lenses the 
microscopes have been always limited in performance until recently when computational 
approaches have started to emerge [11, 54]. Computational microscopy finds its root in 
the idea of Fourier optics [163] that arises from image formation process of an optical 
lens. There are different optical imaging problems that have been tackled by various 
computational approaches, such as inverse problem [164, 165], ptychography or digital 
wavefront correction [166]. In this chapter we will discuss one such computational 
technique, namely Fourier Ptychography (FP), that has emerged recently which has 
reportedly been able to provide gigapixel imaging [11].  
 
Figure 5:1: A simple imaging system. The mathematical model applicable for the majority of the 
thesis. In an imaging system we have an illumination plane to provide illumination, sample or 
object plane – sample of interest, the lens aperture plane which can be considered equivalent to 
the pupil plane. Finally, the image forms on the image plane. Redrawn from similar thesis [167].   
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FP incorporates the idea of aperture synthesis that has been used in astronomy before 
in microscopy to synthetically increase the aperture of the imaging system which in turn 
improves the resolution and SBP [168]. FP also addresses inverse problem by iteratively 
retrieving phase information from intensity images only. In this chapter we will introduce 
the concepts of mathematical manipulation of optical information, the ides of 
computational microscopy, such as Fourier Ptychography (FP) and the limitations of the 
existing FP performance on moldless lenses. The improvement of moldless lens based 
optical imaging systems will be discussed in Chapter 6.  
5.1. Simple microscope system 
Any compound microscope system involves the use of an objective lens and a tube 
lens to create an image of an object on the sensor/detector. However, in this work we have 
used a single lens-based imaging system mostly, hence we introduce a simple imaging 
system in Figure 5.1. Alongside, we introduce the different planes involved in microscopic 
imaging system.  
 
Figure 5:2: Different types of transmission-based illumination used for microscopic imaging. a) 
Köhler illumination is most commonly used brightfield microscope system used with incoherent 
illumination such as a bulb.  b) If a disk is placed to block certain central portion of the light 
coming from the source and only the scattered light from the edges are collected by the sensor 
then that arrangement is known as dark-field illumination. Redrawn from similar thesis [167]. 
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Illumination plane is the plane where the source of illumination is placed. As shown 
in Figure 5.2 different types of illumination are used in traditional microscopes, such as 
an incoherent source (bulb) in Köhler illumination, a coherent illumination source like a 
laser or an LED matrix providing varying angular illumination sources in a singular 
imaging system.   
Sample plane is where the sample/object is placed, with the transmission function, 
( , )O x y where (x, y) are the 2D spatial coordinates on the sample plane which are 
perpendicular to the optical axis. The light propagating through the sample then reaches 
the lens. The physical aperture of the lens limits the wave that can propagate further to the 
sensor. This wave at the aperture can be described as, ( ', ')a x y , where (xʹ, yʹ) are the 
Fourier conjugates of the coordinates (x, y). This lens aperture has been denoted as 
aperture plane. For this simple imaging system this aperture plane is equivalent to the 
pupil plane ( ', ')P x y .  
This plane is actually at the Fourier conjugate of the sample and image planes [163]. 
The wave then terminates at the image plane where we place the sensor. Each pixel on the 
sensor samples the intensity of the incoming wave. The wave is the convolution of the 
aperture function and the sample function. Using Shannon’s sampling theorem, it is 
possible to recover the exact intensity distribution of the incoming wave from the discrete 
samples recorded by the sensor.  
5.2.  Basic Fourier Transform  
In this section, we will discuss about the concepts that lead to the use of Fourier 
transform in image processing. Fourier transform is a mathematical decomposition of 
periodic functions from time domain (or for an image from spatial domain) to the different 
sine/cosine components present in the function. That is, any periodic or aperiodic function 
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can be expressed in terms of the different frequency components the function consists of. 
Generally, for any 2D function, it is given by the equation, 
    2 ( ), , j ux vyF u v f x y e dxdy
 
 
 
          (5-1) 
And the inverse Fourier transform is given by, 
    2 ( ), , j ux vyf x y F u v e dudv
 

 
                               (5-2) 
       
where,  ,f x y  is the function in the spatial domain, u and v are angular spatial 
frequencies and  ,F u v  is the function after 2D Fourier Transformation.  
 
Figure 5:3: 2D sinusoidal gratings created in MATLAB to demonstrate concepts of spatial 
frequency, phase shift. In (a) we can see a grating corresponding to the equation, 1 10sin(2 3 )y x
, whereas in (b) we can see a 2D grating with a 45º shift. (c) demonstrates the phase shift with the 
use of 1D line plots.  
Ordinarily any time/spatial domain function which is continuous consists of a large 
amount of data. Mathematically manipulating this information can be tedious and 
exhaustive. However, the information in the frequency domain condenses the information 
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compared to the time/spatial domain information and thus the computational processing 
is simpler, requires less execution time and is exposed to many processing algorithms. 
Moreover, Fourier transform converts a complex convolution operation into a simple 
multiplication operation. Hence for computational optics Fourier plays an important role.  
5.2.1. Numerical Fourier Transform in image processing 
Fourier optics helps to transform an image in the Fourier domain and each pixel in the 
Fourier domain is a vector in the 2D space corresponding to the intensity information for 
a particular spatial frequency. The magnitude of the vector gives the intensity information 
whereas the position of the vector gives the phase information.  
 
Figure 5:4: When light as a wave propagates through different samples the resulting waves alter 
differently depending on the sample. The amplitude of the incoming light wave changes enough 
through amplitude objects (ΔA) which can be detected by a detector due to sufficient contrast. 
However, for phase objects the amplitude does not change enough to create enough contrast. For 
these the phase delay information (Δφ) is of importance to create contrast [66]. 
When an image is transformed in the Fourier domain the transformed image encodes 
all information of the original image by encoding, (1) the spatial frequency of the image, 
(2) the magnitude and (3) the phase. The spatial frequency is the number of fringes present 
per distance (cycles/meter), the magnitude represents the level of contrast (difference 
between brightness and darkness, for example, 100% contrast means difference between 
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pure black and pure white) present in the image and phase represents the level of shift in 
the image from the origin.  
In Figure 5.3(a) we can see a 2D sinusoidal grating with the equation, 
1 10sin(2 3 )y x , meaning, spatial frequency = 3 and phase =0. Whereas, the gratings 
shown in Figure 5.3(b) represent the sinusoid, 2 10sin(2 3 45)y x  , has been shifted 
from the origin, as can be seen. The corresponding line plots for both these sinusoids have 
been shown in Figure 5.3(c), demonstrating the phase shift between the waves.  
 
Figure 5:5: (a) An intensity image with vertical gratings. (b) Another intensity image where the 
gratings have certain angular displacements. (c) The Fourier transform of the image present in 
Figure 5.4(a). The three bright dots in the Fourier image represents that there is a single spatial 
frequency present in the original image. (d) The Fourier transform of the image shown in (b). The 
diagonal representation of the dots in the Fourier image represents the corresponding angular 
representation of the grating in (b). 
Typically, brightfield images work well with samples that are readily available for 
transmission based imaging, are known as amplitude objects, as the light intensity change 
through the sample is detectable due to the change in amplitude. However, for thin 
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biological samples, that are transparent, the change in intensity is not enough to be 
detectable using brightfield system due to lack of contrast. For situations like these, 
variation in refractive index and thickness across the sample are responsible for phase 
delay (also discussed in 5.3.1). These samples are labelled as phase objects. The difference 
between the scenarios has been articulated in Figure 5.4.  
To demonstrate the idea that numerical Fourier transform on images can be used to 
acquire various information, we used certain simulations which have been demonstrated 
in the following discussions. Different gratings have been created using MATLAB and 
corresponding Fourier transforms have been articulate in Figure 5.5. For images shown in 
Figure 5.5(a) and 5.5(b) where both have single spatial frequencies, the Fourier transform 
will produce the images shown in Figure 5.5(c) and 5.5(d).  
 
Figure 5:6: Two images and their corresponding Fourier Transforms. (a) A grayscale image (lung 
cancer sample). (b) the same grayscale image with a poor contrast. (c) Fourier transform of the 
image of 5.3(a). (d) Fourier transform of the image of 5.3(b). We can see that 5.3(d) has less bright 
spots than 5.3(c) that is because the spatial frequency in 5.3(b) is lower than 5.3(a). 
Both the Fourier images have only three prominent components because there is single 
spatial frequency, where the middle spot is known as the DC term and the remaining two 
correspond to the spatial frequency, each being conjugate of the other. We can observe 
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that the angular orientation of the gratings in the original image is reflected accordingly 
in the Fourier image as well. As the information in the Fourier image is in the complex 
representation (as shown in Equation 5-1, a+ib), the information can be used to extract 
both the magnitude and phase of the original image, given by the equations, magnitude = 
2 2a b  and phase = 1tan
b
a
 . 
Additionally, if the two intensity images as shown in Figure 5.6(a) and Figure 5.6(b) 
are considered, then the one which have more spatial frequencies present, that is the one 
on the left, gives more bright spots in the Fourier domain (Figure 5.6(c)). On the other 
hand, the image which has poor contrast level provides less bright spots surrounding the 
DC component in the Fourier transformed image (Figure 5.6(d)).   
5.2.2. Spatial Filtering  
When Fourier transform is done on images the transformed image can be manipulated 
in the frequency domain. As an example, any image which is in the frequency domain can 
be manipulated using filters. A low-pass filter will block the higher spatial frequencies 
and is used to blur the image (Figure 5.7(d)), a high-pass filter blocks the lower spatial 
frequencies and they are responsible for the sharpness of the edges (Figure 5.7(f)) and 
band-pass filters can block/pass a frequency spectrum according to the purpose of interest 
and then using inverse Fourier transform they can be transformed back to spatial domain.  
Figure 5.7 shows an image, its 2D Fourier transform, low pass filter and the 
corresponding output image, and also high pass filter and the resulting image.  
5.2.3. Optical Fourier Transform  
The simplest way of achieving optical Fourier transform is by using a diffraction 
aperture, illuminating the aperture with parallel lights (collimated) and observing the 
resulting diffraction patterns at a very far image plane [169]. But if we look at the Fourier 
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transform integrals we can see that the limits are set to infinity, which means that for a 
lensless optical Fourier transform the image plane has to be set very far to approximately 
achieve Fourier transform and that in turn will generate very small Fourier transform unit. 
The other way would be to introduce an optical lens, which in fact will bring the Fourier 
information at the backfocal plane considering parallel waves are placed at a far-field 
image plane.  
 
Figure 5:7:  (a) A grayscale image [170]. (b) The 2D Fourier Transform of the image. (c) Some 
random filters blocking some high frequencies. (d) The corresponding image after applying the 
low pass filter which is evident to be blurred after some high frequencies are blocked. (e) A filter 
that is blocking the low frequencies. (f) The image corresponding to the high pass filter where it 
is evident the low frequencies are blocked, and the high frequencies are representing the edges. 
Thus, when a monochromatic light as plane, parallel waves passes through a lens, 
Fourier transform of the wave is found at the focal plane of the lens where Fraunhofer’s 
diffraction pattern is generated at the focal plane [163]. This complicated operation can 
be done using, (i) very simple optical setup, (ii) the basic laws of diffraction and wave 
propagation. Figure 5.8 shows parallel waves placed at 1-focal length, being Fourier 
transformed by the lens and the FT image being created at the Fourier plane.  
5.2.4. Imaging techniques using Fourier Optics 
The computational strength of Fourier optics has been used for the advancement of 
microscopy systems such as, optical holography. Computational microscopes are 
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structured in a manner where the objects are illuminated using partially coherent/coherent 
illumination and the intensities of the diffraction pattern are recorded on an image sensor. 
The image is then computationally processed using Fourier transform or other approaches 
to acquire high-quality image.  
 
Figure 5:8: The concept of Fourier transform using a lens is illustrated here. When plane waves 
are diffracted off an object at 1-focal distance of the lens, an image is created at the conjugate 
focal plane of the lens, which is labelled as image plane. The image plane shows three points 
because of the transparency placed at the input image plane. 
The emergence and growth of computational microscopes using the fundamental 
concepts of Fourier optics for various microscopic systems (holography, ptychographic) 
have been used to remove the restriction of the lens out of the optical microscopic systems. 
The introduction to computation microscopy offers a paradigm of achieving better 
resolutions, better magnification and better SBP of the microscopic systems[171-174]. 
Digital Holographic Microscopy (DHM), diffraction tomography (DT), Fourier 
Ptychographic Microscopy (FPM) are some examples of microscope modalities where 
Fourier domain information has been used for image processing. The computational 
strength of FPM has been used in this thesis hence the discussion on DHM/DT are out of 
the scope of this research. So, in the following sections we will discuss about FPM. 
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Moreover, Fourier transform has also been useful in cryptography, for securely 
transmitting imaging information over the network [175].  
5.3. Inverse Problem 
Typically, if there is a problem where the cause and effect share a direct forward 
relationship, the problem is known as forward problem. Inverse problem is the domain of 
problems where the effect is known but the cause for the effect is unknown and therefore, 
some optimization approach is required to acquire the cause information. This idea has 
been depicted in Figure 5.9.  
 
Figure 5:9: Simple schematic depicting forward vs inverse problem. If we consider the image 
acquired by the lens shown in Figure 5.13, then it is noticeable that the imaging system recorded 
only intensity information. From this intensity information using Fourier optics and iterative 
algorithms we can retrieve phase, which is the inverse problem for imaging systems.  
This idea in the context of imaging systems is relevant where we use typical brightfield 
imaging systems without any additional means to capture the phase information. We only 
have the intensity information recorded by the sensor. Intensity is square of amplitude 
which does not contain phase information. Phase retrieval algorithms have been 
developed to allow computational image processing to iteratively retrieve phase 
information from intensity information only. These problems are known as inverse 
problems and typically fall into ill-posed problems as there are more than one solution 
available.  
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5.3.1. Phase measurement using optical techniques  
In order to optically measure phase information of thin, transparent objects, different 
optical microscopes have been evolved since early 20th century.   
Phase contrast: In 1942 Fritz Zernike introduced a phase plate in a brightfield 
microscope that shifts only the DC term and allows interference with high spatial 
frequencies. This in turn allows conversion from intensity to phase information, this 
popular idea is known as Phase Contrast Microscopy for which he received Nobel prize 
in 1952 [66]. We show a phase contrast image from Zernike’s work in Figure 5.10. 
Previously we demonstrated in Figure 5.9 that the filters can be used to block certain 
imaging information that in turn helps in acquiring other information like edges. The same 
idea can be seen in Figure 5.10 where the use of a physical phase plate increases sharpness 
in the edges of the images.  
 
Figure 5:10: A diatom imaged using a brightfield microscope (left) and with a phase plate (right). 
Oldest photomicrograph recorded by Zernike in 1932 [176].  
Holography using interferometry: In 1947 [177] Gabor proposed his popular means 
for measuring phase of a wavefront with the introduction of a reference wave in the system 
where the interference pattern created by the original and reference wave can be recorded 
as fringes, known as a hologram. Then using Fourier transform its simple to extract the 
phase information (the fringes appear like Figure 5.5(a) and (b)).  
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These ideas require modification in the imaging system. But our proposed idea is to 
offer decentralized, compact, modular imaging systems. So, we resorted to alternative 
approaches which fall into the category of inverse problems as we intended to use intensity 
information only that relies heavily on computational approach allowing further imaging 
performance improvements.  
5.3.2. Computational phase retrieval techniques (inverse problem) 
Later, in 1970 Gerchberg-Saxton (GS) proposed iterative algorithm to retrieve the 
phase information from intensity information only, which is where the foundation of FP 
“phase retrieval algorithm” lies [178]. Originally, GS algorithm used 2 intensity 
measurements, one at the object plane and another at the Fourier plane, and by imposing 
2 constraints, Fourier transform back and forth between the 2 planes and an error reduction 
approach, the algorithm converges to a solution after a certain number of iterations or 
when the error reaches minimum.  
 
Figure 5:11: Original error-reduction algorithm used by Gerchberg-Saxton for phase retrieval 
from intensity images only [178].  
The original GS algorithm has been articulated in Figure 5.11 which works by using 
measured images as constraints in both object (amplitude of the sample image) and 
Fourier planes. Later, Fienup updated the and that has been used in the first FP algorithm 
[11].  
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Figure 5:12: Iterative algorithm for optimization of object and pupil using Fourier Ptychography 
[12]. In this work they have used Newton’s 2nd order optimization approach to iteratively improve 
the sample spectrum (O) and in parallel retrieve the pupil (P). Our proposed work uses a modified 
version of this algorithm.   
Later a number of works have been done to demonstrate various 1st order (GS), 2nd 
order (Newton’s) optimization algorithms can be used to iteratively retrieve phase from 
intensity information only,  which can converge faster in lesser iterations, with lesser 
artifacts, especially when the dataset FP deals with is a non-convex, nonlinear 
optimization problem [12, 179]. The algorithm used in [12] uses 2nd order Newton’s 
method for optimization which has been articulated in Figure 5.12.  
5.4.  Fourier Ptychographic Microscopy 
Fourier Ptychographic Microscopy (FPM) is an emerging computational technique to 
improve imaging performance of microscopic images that otherwise is limited by lenses 
in the imaging system [11, 12]. The technique has reportedly been able to computationally, 
i) improve resolution beyond the limitation of the objective lens, ii) improve space 
bandwidth product (SBP) of the system, iii) retrieve phase information from intensity 
123 
 
images only, iv) remove optical aberrations/distortions and v) retrieve pupil functions 
across the sample. FPM is a combinatorial performance of imaging experiments and 
optimization algorithms. In the following subsections we will first introduce the 
fundamental modelling blocks of FPM.  
5.4.1. Illumination scheme for Fourier Ptychography 
Brightfield optical microscope (using Köhler illumination) is the simplest form among 
all the microscopes where typically light passing through (transmission-based) or 
reflecting off (reflection-based) of a sample is recorded. The property of light is not altered 
in brightfield imaging, such as, no filter or polarizer is used.  
 
Figure 5:13: Schematic of experimental setup for Fourier Ptychography. An LED matrix (24 × 24 
size with a total of 576 LEDs and the index of the centre LED being 276) is used to replace the 
illumination of a microscope to acquire multiple images of the sample. 
Typically, a brightfield microscope is composed of the fundamental components, as 
shown in Figure 5.13, i) A source of illumination (typically a bulb or in modern compound 
microscopes, a laser), ii) optics, typically objective lens for image formation, iii) a sensor 
to record the data. Additional lenses, such as collimator, tube lenses, and condensers are 
used usually to control different properties of imaging, such as varying magnification.  
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Overall, brightfield microscopes provide high resolution imaging. In FPM the only 
change from typical brightfield optical microscope is the use of an LED matrix as an 
illumination source. More than one images of the sample are acquired in FPM by turning 
on different LEDs. The LED matrix typically provides incoherent illumination but if 
placed at a certain distance from the sample, and if the illumination area is significantly 
small, such as, ~200 µm, then the illumination is considered as spatially coherent.  
 
Figure 5:14: Shifting illumination using an LED matrix for Fourier Ptychographic Microscopic 
technique. a) A simple imaging setup shown different planes as discussed in section 5.1. 
Convolution of pupil wavefront and sample wavefront is acquired at the sensor. b) Shows the 
complete Fourier spectrum achievable through shifting illumination [167]. The NAillumination is 
achieved by calculating the maximum angle provided by the farthest LED. c) If another LED a is 
used to angularly illuminate the sample, the lens performs as a filter and blocks certain light. d) 
The angular illumination provided by the LED a provides different information on Fourier 
spectrum as shown by the vector, ua=(uax, uay).  
As different LEDs provide the sample image from different angles, each image 
contains varying information in the Fourier spectrum. Schematic of FP imaging system 
has been articulated in Figure 5.15. An LED matrix with q-LEDs is used to illuminate the 
sample. The orientation of the LEDs used on the matrix is a circular aperture as shown. 
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In Figure 5.14 we elaborated on the idea of using shifting illumination in FP. If the 
centre LED is turned on and the optical axis is incident on the centre LED, we will achieve 
the imaging system shown in Figure 5.14(a). Figure 5.14(b) shows corresponding Fourier 
spectrum where the centre LED is found at the centre. NAillumination is the incident angle 
from the farthest LED, such as, a  as shown in Figure 5.14(c). The circular aperture of 
the NAillumination is achieved by turning on a circular subset of LEDs as shown previously 
in Figure 5.13. If we shift the coordinates of the LED and an LED a is turned on as shown 
in Figure 5.16(c) then there will be a shift in the Fourier spectrum as defined by the vector, 
 ,a ax ayu u u . By turning on all q LEDs, the entire Fourier spectrum thus gets filled with 
information acquired from varying angular illuminations.   
This enables higher frequency information to be captured and that information 
supports in reconstructing images with more information. Moreover, a full sequential scan 
of the sample using a 2D matrix of LEDs, while each angular illumination generating a 
2D image, provides us with a 4D dataset which is similar to phase space measurement 
[180] or light-sheet measurements [181].   
5.4.2. Forward imaging model in Fourier Ptychography 
The imaging model used by FP is a coherent imaging system where coherence is 
achieved by ensuring sufficient distance between illumination source and sample. We will 
use the simple imaging model shown in Figure 5.1. We will consider the sample is 
sufficiently thin and is given by, ( )o r , where, ( , )r x y  denotes the 2D spatial coordinates 
on the sample plane.  
As shown in Figure 5.14, each LED illuminates the sample from a different angle with 
a plane wave given by, exp( 2 . )ai u r , where,  ,a ax ayu u u  is the spatial frequency 
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corresponding to the a-th LED, a=1, 2, …, q. The light that passes through the sample, we 
will denote that wave as “exit wave”, is a multiplication between the sample and the 
complex field given by the illumination,    .exp 2 .ao r i ru . Tilted plane wave 
implicates that the Fourier transform of this exit wave is shifted in the Fourier spectrum 
of the sample,  aO u u , where  O u  = FFT   o r  and FFT is the 2D Fourier 
transform. Then this exit wave passes through the lens present in the system, where the 
lens aperture or the pupil function, ( )P u  works as a low-pass filter. The function ( )P u
is a circular matrix where the radius of the circle is defined by the NAlens. The retrieval of 
this pupil function is also of interest as the wavefront at the pupil plane provides the idea 
of amount of aberrations/distortions exhibited by the lens. Lastly, if we take the inverse 
Fourier transform (IFFT) of the wave exiting the lens can give us the acquired intensity at 
the image plane (ignoring noise and magnification), where,    
                    
2
( ) ( )a aI r IFFT P O u u u                                (5-3)                                       
This gives us the forward model of the FP imaging system, that how light is travelling 
through the sample and is acquired as intensity at the sensor.  
5.4.3. Aperture synthesis 
Aperture synthesis has been used in astronomy for over 30 years known as Synthetic 
Aperture Radar (SAR) [168]. Aperture synthesis means the use of mixed signals acquired 
from a collection of telescopes to create one image with higher angular resolution that 
would have been possible if there was a larger aperture telescope. So, the use of the 
combination of telescopes to synthetically increase the aperture of the system without 
using a larger aperture telescope. This idea has been used in FP with the introduction of 
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the LED matrix. The idea is to synthetically increase the aperture of the system without 
having to change the lens of the system.  
 
Figure 5:15: Shifted illumination capturing larger cone of light in the imaging system using the 
same lens. A typical microscope with an objective lens of aperture sinNA n   provides can 
capture only the red cone of rays emerging at half of θ. If the illumination is shifted it is also 
possible to capture the green cone of rays. FP uses q different LEDs to capture q unique images 
of the sample. From the set of q images FP can computationally reconstruct an image with larger 
synthetic NA [167].  
The aperture in the imaging system shown in Figure 5.15 and Figure 5.16 is fixed by 
the lens in the system which defines the achievable resolution. As FP uses LED matrix 
instead of a single light source, the shifted illumination on 2D array provides the system 
with larger cone accepted by the lens in the system. This has been demonstrated in Figure 
5.16. The maximum angle acquired from the farthest LED is calculated from the set of 
raw images and then the sum of the illumination aperture and the objective aperture is 
used as the synthetic aperture, NAillumination + NAlens = Synthetic NA. The increase in 
synthetic aperture can be directly related to the expected resolution improvement based 
on Abbe’s resolution limit equation as discussed in Chapter 1 earlier. The difficulty of 
aperture synthesis in astronomy is that the use of multiple lenses or mechanical movement 
of the radiation source is necessary to acquire the interference pattern – which aids 
resolution improvement. But in FP there is no mechanical scanning or requirement for 
lens arrays. The simple use of an LED matrix and sequential programmed control of the 
LEDs is sufficient to ensure more Fourier information of the sample can be obtained (we 
will discuss the Fourier spectrum overlap concept later). This is one advantage of FP in 
resolution and consequently SBP improvement.  
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Figure 5:16: Proposed experimental setup for implementing Fourier Ptychography. This whole 
setup requires 10 cm × 10 cm × 15 cm, thus offers high quality imaging (post-reconstruction) in 
compact form.  
5.5.  Proposed experimental work using FP 
Here, we discuss about the use of Fourier Ptychography in our research. The proposed 
experimental setup has been shown in Figure 5.18. The imaging system consists of i) a 
24×24 LED matrix (ICstation MAX7219 LEDs), ii) a sample (typically we have used 
USAF target card 1951 with groups 0-7), iii) A singlet lens (L1) performing as an 
objective lens (we used various commercial and moldless lenses to test FP), iv) L2 
performing as a tube lens, and v) Raspberry pi camera sensor (CMOS Omnivision OV 
5647). Raspberry pi model 2B has been used throughout this work (not shown in the 
Figure).  
Fourier Ptychography performs based on a number of raw low-resolution images 
acquired using the LED matrix, and through a computational processing of the images. 
The computational optimization used in this work has been adapted from the work by Tian 
et al [12]. The optimization process requires tuning and adjustment of several parameters 
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associated with the proposed algorithm. In this section we shall introduce the parameters 
that have been relevant for optimization of moldless lens data using FP. For our proposed 
system using moldless lenses, the imaging system contains significant amount of 
variability due to the variability presented by the lenses. This introduces added level of 
difficulty in optimization which is already an ill-posed problem by definition.  
 
Figure 5:17: Simple process flow diagram of how FP reconstruction works. The process requires 
multiple sampling parameters to be set based on the imaging system. Optimization is achieved 
through iterative reconstructions on a selected region of interest, as FP works base on local 
optimization.  
The variabilities in the system are given by, i) The high distortions and aberrations of 
the moldless lenses, ii) The use of these lenses in the imaging system, iii) The angular 
variation in the illumination extending the aberrations across the sample.  
5.6.  Proposed reconstruction process 
In the earlier sections, we have introduced some algorithms found in literature that 
implement iterative optimization approaches for phase retrieval, where the imaging 
resolution, SBP also improve during the process. Here we introduce the proposed 
algorithm.  A simplistic flowchart of the whole FP reconstruction process has been shown 
130 
 
in Figure 5.17. The process requires different steps to setup the system parameters prior 
to the optimization routine.  
The run FPM block in the flowchart is main reconstruction process which has been 
shown in Figure 5.18. The process starts by acquiring q=293 images using an LED matrix 
as shown in Figure 5.16. Then using program written in MATLAB the reconstruction 
process can acquire high quality full FOV image.  
 
Figure 5:18: Proposed Fourier Ptychography reconstruction algorithm [182]. The FP process 
works by moving back and forth between spatial and Fourier domains. Here one iteration of the 
whole process has been demonstrated with the use of Fourier and spatial spectrum.  
As FP works by local optimization, the whole process is run on a chosen ROI. The 
size of the ROI is determined by coherence illumination area of the LED; calculated based 
on the wavelength of the LED, λ, height between the LED matrix, z and the LED 
illumination area d [174]. The expected ROI is chosen to be around 280 µm by 280 µm, 
which translates to 200×200 pixels. For FP to give better results and converge to a 
solution, the program is run for nIter times. For the proposed work, we have used ~90 
iterations as discussed in [179]. Here, we shall describe in detail each step within a single 
iteration i.  
At each iteration i, for a given LED q, we calculate the transmitted wave exiting from 
the imaging lens to be   ( - ) ( )
q
i i i
qO PΨ k k k k . The resulting complex amplitude of 
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 
q
iΨ k  is inverse Fourier transformed (IFFT) and squared to retrieve an estimate of the 
intensity pattern of the image        
2
q qi FFT O P   
r k k k r where,  ,x yr  is 
the radial coordinate, and  qk kO  is the object for q-th LED shifted by the vector qk , 
( )kP  is the pupil function and  FFT r  is the Fourier transform. For convergence, we 
imposed two constraints, one based on amplitude and the other based on Tikhonov 
regularization. An amplitude-based constraint here given by, 
   
( )
( )
q q
i imeasured
estimated
I
I
  
r
r r
r
, where Imeasured is corrected q-th raw image.  The 
difference ( ) between the new and previous transmitted complex intensity for each q-th 
image is used to update the object and pupil functions. The Tikhonov regularization 
parameters constraints required for object and pupil recovery are the two independent 
parameters, α and β  shown in equations (5-4) and equation (5-5) [183].  The ratio of α 
and β is important to ensure convergence and quality of reconstruction, which has been 
observed that for our imaging setup 10


 ensures convergence. 
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A large part of FP optimisation is based on iterative phase retrieval algorithms that is 
similar to established techniques i.e. Gerchberg-Saxton (GS) [184] and later improved by 
Fienup [178, 185]. Lately, a second order Newton’s method was implemented in FP 
imaging which results in lower iterations and lesser image artifacts [179]. These methods 
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are capable of retrieving phase information from intensity images only and utilized the 
first-order derivative of the cost function for convergence to a solution. In this work, we 
adopted Levenberg-Marquardt based second-order Newton’s method previously used in 
multiplexed illumination-based FP systems [12, 179].   
5.7.  Sampling criteria for FP reconstruction process 
The resolution performance of an FP system is highly dependent on identifying optical 
and digital sampling parameters such as numerical aperture, optical magnification, pixel 
size and optical wavelength. As FP acquires multiple images and each image fills up a 
region in the Fourier spectrum (shown in Figure 5.18) it is essential to ensure the 
spectrums overlap so that the iterative algorithm converges to a solution. The amount of 
overlap between neighbouring spatial frequency spectrums generated by individual LEDs 
also affects the FP process. To ensure sufficient overlap, the relationship of the separation 
between each adjacent LEDs (s) and the height (h) between sample and LED is determined 
by equation (6-3) [186].  
2
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where
2 2
L
s h
R NA
s

 . According to, [186], for Roverlap greater than 31.81%, there was 
noticeable improvement in the rate of convergence. This was also mentioned that a 
minimum of ~35% overlap is required for quality reconstruction [187]. Roverlap values 
for proposed system have been articulated in Appendix B.  
5.8.  Resolution improvement using FP 
Since the first use of shifted illumination in microscopy to achieve Fourier 
Ptychography (FP) in 2013, it has been demonstrated that FP can turn megapixel images 
into gigapixels [11, 12, 188]. That means with the use of aperture synthesis and 
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computational iterative phase retrieval algorithms, FP can improve the Space Bandwidth 
Product (SBP) of microscope systems. These works also reported the successful label-free 
phase retrieval from intensity images and there have been reports of pupil retrieval which 
gives the wavefront aberration information at the exit plane of the lens [12, 189].  
5.9.  Computational aberration correction 
FP uses computational wavefront correction approach similar to ideas that have been 
used in adaptive optics. The idea is to introduce a guess phase map digitally into the 
object’s spectrum and by two-step multiplication process. As the FP approach uses the 
measured data from multiple images to reconstruct the object spectrum and the pupil 
concurrently, the multiplication operations ensure convergence [11].  
5.10. Relevant parameters for FP reconstruction 
In order for the FP reconstruction program to work based on the experimental setup 
shown in Figure 5.16, it is necessary to setup the system parameters first. The system 
parameters that are important for FP reconstruction are discussed below.  
5.10.1.  Numerical aperture (NA) 
The NA of the imaging lens is a parameter relevant for FP reconstruction. For our 
imaging system, we calculated the NA based on lens diameter and focal lengths of the 
individual lenses. For different moldless lenses the value of NA varied from 0.05 – 0.3.  
5.10.2.  System Magnification 
The magnification acquired from the imaging setup is another important parameter for 
the reconstruction process. The system magnification has been calculated by, i
o
h
h
, where 
hi is the image height and ho is the object height. With the use of a resolution chart, USAF 
target card 1951 which has a fixed known resolution, we could calculate the acquired 
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magnification. The USAF target card we have used is a negative resolution card where 
groups 0 – 7 are present, each group with 6 elements. Group 0 element 1 has the largest 
bar width, whereas group 7 element 6 has the smallest width, that is maximum achievable 
resolution.  
5.10.3.  LED matrix details 
The other parameters relevant from the imaging setup are given by the LED matrix 
that has been used. The distance between each LED on the matrix is important to ensure 
convergence. Also, the height between the LED matrix and the sample is important for 
ensuring spatial coherence.  
5.10.4.  Parameter setting to acquire reconstruction results 
The requirement for sufficient sampling at the image plane and for the reconstruction 
process is significant to attain successful reconstruction. The illumination angle providing 
larger expected spatial frequency allows the FP process to assume higher number of pixels 
in the reconstructed image. The raw image size and the reconstructed, expected image size 
are related by an integer factor. The expected size of the reconstructed image is given by, 
_ _
_ _
_
NA illumination NA lens
N recon N img
NA lens

  , where N_img and N_recon are the 
number of pixels in raw and reconstructed images respectively. Also, we need to enforce 
that at least Nyquist sampling requirement has been enforced, which suggests that in order 
to reconstruct a signal from some data we need at least double samples than the expected 
frequency of the signal.  
5.11. Early results using FP on moldless lenses 
To verify the performance of FP on various lenses, we used different imaging setups 
using a range of moldless lenses. Here, we introduce some of the early reconstruction 
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results. As FP works on a selected region of interest (ROI), here we demonstrated the 
performance on certain regions. We will elaborate the performances further in Chapter 6.  
 
Figure 5:19: Performance of FP on different imaging systems using moldless lenses. We used one raw image 
taken using center LED and have demonstrated performance on a selected region.  
In Figure 5.19(a) group 3 elements 1-5 can be seen (resolution of 40 µm) where 
FP could successfully optimize the object. Figure 5.19(b) shows reconstructed 
elements 4-5 of group 4 in inset (resolution of 20 µm). In Figure 5.19(c) we can see 
reconstructed elements 2-6 of group 6 in the inset (resolution of 4.38 µm). And, we 
can see elements 3-4 of group 5 in Figure 5.19(d), resolution of 9.84 µm. 
5.12.   Contributions 
This work has been done under the supervision of Dr. Woei Ming Lee. Initially 4th 
year Honours student Lu Yang worked on the project to observe performance of FP 
with varying LED matrices on moldless lenses. The rest of the FP related works were 
done by me. That includes, literature review, adapting the program written by Dr. Lei 
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Tian, Assistant Professor, Boston University, for our imaging system, simulations, 
experimentation and analysis. 
5.13. Chapter Summary 
 
The purpose of this chapter was to introduce the fundamentals of Fourier optics 
which is the basis for computational optics. Based on the concepts of computational 
optics and other synthetic approaches, Fourier Ptychographic microscopy has 
emerged. So, we have also introduced the various theoretical concepts that formulate 
Fourier Ptychographic Microscopy. We have discussed about the fundamentals of 
Fourier Optics to elucidate how Fourier transform became a part of computational 
image processing. Computational image processing using various iterative 
optimization algorithms emerged as a tool to solve certain problems of optical 
imaging systems, such as, inverse problem. We have also introduced the concept that 
is known as digital aberration correction. We also introduced the proposed 
experimental setups that can be used to offer FP on moldless lens-based imaging. 
Preliminary results using FP on moldless lenses have been introduced here as well. 
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CHAPTER 6  
FOURIER PTYCHOGRAPHY ON MOLDLESS LENSES  
The use of computational techniques for improving microscopic imaging performance is 
not new. Since the use of holography, imaging systems have used computation as a tool 
to acquire more information or improve performance. Fourier Ptychography (FP) is an 
emerging microscopic technique that offers gigapixel-scale intensity and phase 
information with both wide FOV and high resolution that is with increased SBP across 
the FOV. By capturing multiple low resolution images using an LED matrix to provide 
varying angular information, and with the use of iterative phase-retrieval algorithm FP 
computationally retrieves the complex information at high resolution. But typically, FP 
has been used on high performing laboratory based microscopic systems which comes 
with certain level of optimized performance. The use of FP on a low-cost, portable system 
with moldless lenses has been demonstrated for the first time in this work. In this chapter, 
we have discussed the use of FP to recover full FOV, high SBP images on imaging 
systems based on moldless lenses. We will also include the different information FP is 
capable of retrieving through computational techniques. 
6.1.  FP imaging resolution improvement approach 
We have already introduced the fundamental working theories of Fourier 
Ptychography in Chapter 5 and some early results of the performance of FP on moldless 
lenses. In this chapter we will elaborately demonstrate the performance of FP on moldless 
lenses.  
Before that, we introduce what FP can offer based on literature. In Figure 6.1, 
reconstruction results from the work proposed by Ou et al has been shown where a blood 
smear sample has been imaged using a conventional microscope with an objective lens of 
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NA = 0.08 and magnification = 2x. The reconstruction results demonstrate the use of pupil 
aberration correction algorithms give better results.  
 
Figure 6:1: Demonstration of performance of FP on a robust laboratory based system on a blood 
smear dataset [189]. a1-c1) The amplitude of the recovered object and pupil after reconstruction. 
a2-c2) The phase of the recovered object and pupil. The pupil wavefront has been shown in c2 
with the Zernike distribution of the retrieved aberrations can be seen in (d).  
6.2. Limitations of proposed FP using the proposed imaging setup 
While working on the Fourier ptychographic reconstruction process on the moldless 
elastomer lenses, we faced with certain amount of difficulties initially. The primary reason 
is the variability imposed by the moldless lenses in the imaging system, variability in 
performance, variability in exhibited aberrations/distortions across the curvature of the 
139 
 
lens. In the following subsections we shall articulate the difficulties and also address the 
optimization approach we have taken to overcome the difficulties.  
6.2.1. Using small aperture LED matrix 
During the early stage of this work we started the experimental setup with an 8×8 LED 
matrix (1.2ʺ Adafruit LED matrix, 4 mm pitch). The smaller aperture of the LED matrix 
did not provide a larger NAillumination hence did not provide improvement in resolution or 
SBP after reconstruction. For example, if we consider a fixed imaging system with the 
LED to sample height = 90 mm, the NAillumination (1) = 0.16 using the 8×8 LED matrix 
whereas, using the proposed imaging setup shown in Figure 5.18, with a 24×24 LED 
matrix the NAillumination (2) = 0.39. Hence, we resorted to use the larger LED matrix for the 
proposed imaging setup.  
6.2.2. Raspberry pi camera lens 
The raspberry pi camera consists of a built-in lens. While using the raspberry pi 
camera as a sensor for the proposed microscope systems with moldless lenses as objective 
lenses, the pi camera lens provided us with demagnification and reduced full FOV. As 
shown in Figure 6.1 (left) an image captured using a commercial aspheric lens (Thorlabs 
352280 – A, focal length = 18 mm and NA 0.15) cascaded with an objective 5x lens, 
where the pi camera lens is present in the setup. Whereas an image captured using the 
same imaging setup without the pi camera lens provides the image shown in Figure 6.1 
(right), without the pi camera lens. The 293 raw images captured using the left imaging 
setup did not provide us with quality reconstruction as there are large areas of the full 
FOV image where there is no data present (only 0’s as they are black). To retrieve a full 
FOV image, it is important to fill up the Fourier space with information related to the 
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sample, hence it is relevant to fill up the sensor area. So, after changing the LED matrix, 
it was our 2nd system optimization approach to take off the pi camera lens.  
 
Figure 6:2: Images acquired using a commercial aspheric lens cascaded with an objective 5x. The 
left image was taken when the pi camera lens was present. The right image was captured removing 
the pi camera lens of the system. 
6.2.3. Initial guess selection 
 
Figure 6:3: Impact of choosing different initial guesses on an ROI for reconstruction on data 
acquired using a commercial aspheric lens. a) Full FOV raw image using center LED. b) Cropped 
raw image from the ROI shown in green. c)-e) Reconstruction results for initial guesses a-c 
respectively. The variations in the reconstruction results provide us with the idea that FP works on 
local optimization and we need to tune the initial guess for each ROI.  
In FP reconstruction process, just like any other iterative algorithms, we need to start 
with an initial guess considered as a high-resolution solution complex object. However, 
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based on the work that we have adapted the choice of initial guess can be any of the 
brightfield images acquired using the experimental setup. FP works by local optimization, 
which is we choose a region of interest on the image and then run the reconstruction 
algorithm. While, considering the on-axis central raw image gives us the most-aligned 
image from the setup we preferred to use the raw image acquired using the centre LED as 
the initial guess during the early stage of the project. Hence, the reconstruction results did 
not provide high quality results across the FOV.  
 
Figure 6:4: Variation in initial guess for a moldless lens based imaging setup. The different images 
have been acquired using different LEDs from varying angles. Raw image labelled as Initial guess 
=1 has been acquired using centre LED. For the region of interest shown the image labelled as 
initial guess = 8 provides the Fourier spectrum closest to the expected solution.   
As shown in Figure 6.3, for a dataset acquired using a commercial aspheric lens and 
objective 5x. The region of interest shown for the demonstration of initial guess is group 
7 elements 1-6. For the reconstructions, 3 different initial guesses (a, b, and c, among the 
different raw images) were selected which resulted into different reconstruction results. 
As can be seen from the reconstruction results shown in Figure 6.3, the reconstruction 
quality using the initial guess c gives the best outcome. So, it is important to adjust the 
initial guess according to the ROI. Especially for the images using the moldless lenses 
where the full FOV image quality varies significantly due to the higher amount of 
aberrations and distortions (this will be further demonstrated in Chapter 6). This has been 
even widely varying for the moldless lenses, which the initial guesses vary significantly 
for neighbouring regions. This can be seen in Figure 6.4.  
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6.2.4. Reduced spatial coherence 
FP reconstruction process works well when the imaging system is a coherent imaging 
system, that is light reaching the sample is parallel. The illumination provided by the 
different LEDs in the LED matrix can be considered spatially coherent provided that, i)  
the illumination area of each LED is small (~200 µm) and, ii) the distance between the 
sample and the LED is sufficient [11] (70 – 100 mm). The LED matrices previously used 
in the other works have been Adafruit LED matrixes that did not have a cover for the 
LEDs. Whereas, in our system we have used ICstation LED matrix, which has a plastic 
covering the LEDs. 
Here, the plastic acting as a diffuser is spreading the light causing a larger light 
emitting area. In consequence the spatial coherence that we achieved in the system is 
getting compromised. The LED matrices have been shown in Figure 6.5. The reduced 
spatial coherence in conjunction with larger aberration and distortions limited the 
achievable resolution improvement in our proposed work. This limitation in achieved 
resolution has been demonstrated in Figure 6.5.  
 
Figure 6:5: (Left) Adafruit RGB LED matrix without a cover. (Right) ICstation LED matrix within 
a package. We used 9 of these LED matrices to achieve a larger 24×24 LED matrix.  
The expected post-processing resolution from this system can be found from the total 
synthetic NA. For an imaging setup where the LED is placed at 90 mm distance from the 
sample, the value of NAillumination = 0.39. If the lens used in the system provides an NAlens 
= 0.12, then the synthetic NA 0.39 0.12 0.51    (based on NAillumination+NAlens), 
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providing resolution of ~0.62 µm (Abbe’s resolution limit given by, 
2NA

 , with λ=632 
nm). However, the achieved resolution was 3.91 µm after FP reconstruction.  
 
Figure 6:6: Resolution improvement limitation of the proposed high resolution imaging system 
using non-conventional optical techniques (Fourier Ptychography and moldless lenses). (Left)- 
raw image. (Right)-reconstructed image. The green square demonstrates the achieved resolution 
(smallest resolvable distance) after processing, which is, group 7 element 1, is 3.91 µm based on 
standard values. The red rectangle highlight resolutions that were not achieved. If the expected 
resolution of 0.61 µm has been achieved other elements of group 7 would be resolved too.  
There was improvement in resolution but not as significant as previously mentioned 
in different articles. However, our work could remove off-axis aberrations and distortions 
significantly and provide an improved contrast, high SBP image which we will discuss in 
the next subsections.  
6.3.   FP on commercial lenses for proposed system: 
For the proposed imaging system shown in Figure 5.18 we have initially used 
commercial lenses to setup the appropriate required parameters for FP reconstruction. 
Initially, we used a compound microscope system with two commercial lenses, L1 as 
objective lens, and L2 as a tube lens.  
6.3.1. A compound compact system 
For this imaging setup we used a commercial aspheric lens (Thorlabs 352280 – A, 
focal length = 18 mm and NA 0.15) as an objective lens and an objective 5x lens as tube 
lens. The schematic of the optical setup can be seen in Figure 6.7(a). In Figure 6.7(b) we 
can see the raw image that has been acquired using the centre LED.  
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Figure 6:7: Performance of FP on a compact imaging system using commercial lenses. a) 
Schematic of the optical imaging setup. b) A raw image acquired using the centre LED, which is 
incident on the optical axis. c) The full FOV reconstructed image. d) Analysis of performance 
demonstrating pixel density improvement and contrast improvement.  
For the full FOV reconstruction using Fourier Ptychography, as discussed in chapter 
5, we chose ROI of 200×200 pixels and then iteratively recovered the high SBP images. 
After each ROIs are optimised, they are stitched together to generate the full FOV image. 
The full FOV reconstructed image for the commercial lens based setup can be seen in 
Figure 6.7(c). In Figure 6.7(d) we have shown a cropped raw image where elements 5-6 
of group 7 can be seen. We can also see the reconstructed cropped image for that ROI. 
The improvement in the contrast and structural similarity is higher in reconstructed image. 
We have demonstrated the contrast improvement in Figure 6.7(d) through line plots. It is 
worth mentionable that the number of pixels in the raw image has been 90×90, whereas 
the pixels in the reconstructed image have doubled – improving the overall SBP the system 
can offer.  
6.4.   FP on moldless elastomer lenses 
To test the performance of FP on moldless elastomer droplet lenses, we have used 
different moldless lenses as a simple imaging system and a compound microscope system. 
The compactness of the moldless lenses is better than the commercial lenses as the 
moldless lenses are around 3 - 4 mm in diameter and the thickness is about 1.5 - 2.3 mm. 
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As FP reconstruction offers improved NA based on the illumination NA provided by the 
LED matrix, we articulated the pre and post reconstruction NA values in Table 6-1.  
Table 6-1: Numerical aperture values for moldless lens based imaging systems. 
Moldless lens 
imaging setup 
Imaging 
NA (raw) 
Imaging NA 
(post FP) 
Synthetic 
NA 
(Illumination 
NA + 
Objective 
NA) 
Objective NA 
(Calculated 
from lens 
diameter and 
focal length) 
Single lens 
system 
0.04 0.08 0.47 0.08 
Compound lens 
system  
0.03 0.1 0.47 0.08 
6.4.1. Single moldless lens system 
For this imaging system we used a single moldless lens which was manufactured using 
passive dispenser. The image acquired using the centre LED has been shown in Figure 
6.8(a). From the raw image we can see the presence of significant off-axis aberrations and 
distortions, compared to the image acquired using commercial lens.  
 
Figure 6:8: Performance of FP on moldless lens based simple imaging system. For this setup we 
used a moldless lens of focal length = 12 mm. a) Raw image using centre LED. b) Full FOV 
reconstructed image. c) Performance analysis of the reconstructed image. The cropped image is 
group 7 element 1 which in the raw image contains only 34×34 pixels whereas the reconstructed 
image contains 3 folds higher density. The pixel sizes can be apparently seen to have improved 
also. The contrast improvement has been demonstrated using line plots. The achieved resolution 
is 3.91 µm.  
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Alongside the contrast acquired by the moldless lenses is also poorer.  Using similar 
reconstruction approaches discussed earlier, we have been able to reconstruct the full 
FOV, which has been shown in Figure 6.8(b). In Figure 6.8(c) we can see a cropped raw 
image corresponding to the element 1 of group 7, which is not resolvable. The number of 
pixels in the raw image is 34×34. In the reconstructed image we can see that there are 
resolvable features (offering a resolution of 3.91 µm), and also the number of pixels 
increased by 3-folds, offering SBP improvement of 3-folds. The overall image contrast 
has improved significantly which can be observed in the line plots.  
6.4.2. Compound moldless lens system 
The idea of this experiment was to demonstrate that the moldless lenses can be 
cascaded to setup compound microscope systems. The imaging setup of this experiment 
is similar to the one shown in Figure 6.7(a). The performance of the imaging setup (raw 
image shown in Figure 6.9(a)) is apparently deteriorated compared to simple imaging 
system (Figure 6.8(a)) as the aberrations offered by the cascaded set of moldless is 
cumulative and higher. But post-FP reconstructed image shown in Figure 6.9(b) 
demonstrates full FOV high quality image with improved SBP, resolution and contrast.  
In the reconstructed image shown in Figure 6.9(b) there is still some distortion present, 
but mostly the image has improved and flattened. Figure 6.9 (c) shows cropped region 
corresponding to element 3 of group 7. In the raw image the features were not resolvable, 
whereas the in the reconstructed image the features are visible, yielding a resolution of 
3.1 µm. We can also see the SBP improvement by 2-folds. The contrast improvement is 
also evident, which we have demonstrated using line-plots.  
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Figure 6:9: Performance of FP on moldless lens based compound imaging system. For this setup 
we used a pair of moldless lenses of focal length = 16 and 17 mm, respectively. a) Raw image 
using centre LED. b) Full FOV reconstructed image. c) Performance analysis of the reconstructed 
image. The cropped image is group 7 element 3 which in the raw image contains only 47×47 pixels 
whereas the reconstructed image contains 2 folds higher density. The pixel sizes can be apparently 
seen to have improved also. The contrast improvement has been demonstrated using line plots. 
The achieved resolution is 3.1 µm. 
6.5. Proposed FP on biological samples 
The idea of any imaging system is to offer capabilities to image various kinds of 
samples, especially there is high demand in imaging biological samples, because of the 
health imaging industry. To demonstrate use of proposed FP on biological samples, in the 
next part of this work, we have experimented with biological samples on a microscope 
glass slide. We have used infected red blood cells as a sample. Due to the limitations of 
the proposed system caused by the reduced spatial coherence, the resolution improvement 
has not been significant. This limitation has been discussed earlier for USAF target card 
results in Figure 6.6. As a result, the performance of proposed FP based compact imaging 
system on biological samples has not been crucial.  
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Figure 6:10: Infected red blood cells imaged using a single moldless lens-based imaging system 
as shown in Figure 6.5.  a) Segment of raw image captured using center LED showing infected 
red blood cells. b) Reconstructed image using Fourier Ptychography in combination with pre-
processing steps proposed in [190]. There is a higher amount of thresholding that caused loss of 
details in the reconstructed images. Also, the limitation in resolution improvement due to reduced 
spatial coherence restricted significant improvement in reconstruction.  
Moreover, FP data acquisition process is a time-consuming process (it can take an 
hour for image acquisition), we assumed the sensor heats up as time progresses. This has 
been discussed in a recent work by Zhang et al where they have discussed how sensor 
dark current can impact performance of FP due to the accumulation of thermal noise. 
 
Figure 6:11: Demonstration of effectiveness of pre-processing as discussed in [190]. By acquiring 
multiple images of the sensor at different exposure over a certain period of time, and then subtracting 
the dark current data as a measure for background subtraction, the pre-processing has been achieved. 
a) Cropped raw image showing groups 6-7. b) FP reconstruction without using the dark current noise 
subtraction. c) FP reconstruction with the dark current based pre-processing steps. The performance of 
c) is better in terms of contrast and structural similarity.  
They proposed pre-processing algorithm to be implemented prior to FP reconstruction 
[190]. Using their pre-processing algorithm in conjunction with proposed FP we have 
been able to acquire better reconstruction results for our data (both USAF and biological 
samples). The reconstruction results for biological samples have been shown in Figure 
6.10, where red blood cell samples have been imaged using single moldless lens based 
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imaging system. The reconstructed image demonstrates a circular donut shape that red 
blood cells typically have. The corresponding cell in the raw image is distorted, which has 
been successfully corrected by FP. We have used the pre-processing approach on dataset 
shown in Figure 6.9. The reconstruction results have shown improvement in contrast and 
structural similarity index.  
6.6.   Phase retrieval using proposed FP 
Iterative phase retrieval algorithms are capable of retrieving phase information from 
intensity information only, where the iterative approaches work back and forth between 
spatial and Fourier domains.  
 
Figure 6:12: Phase retrieval using proposed compact imaging system and Fourier Ptychography. 
a) Wide FOV phase retrieved for the data acquired using an aspheric lens cascaded with objective 
5x. There is noise in the phase due to the negative USAF target card generating black background 
(0 grey values in the matrix). b) Phase retrieved for a red blood cell. Data shown in Figure 6.10.  
The proposed FP based optimization is also capable of retrieving phase information 
from the acquired intensity images. Intensity is typically the squared value of the 
amplitude of the wavefront. So, the phase information is not recorded by a simple imaging 
system.  
After using the proposed FP optimization on different data, we were able to retrieve 
phase information as shown in Figure 6.12. Figure 6.12(a) shows retrieved phase for a 
ROI corresponding to element 3 of group 4, shown in Figure 6.9(a)-(b). The phase 
information contains noise due to the use of a negative USAF target card. Figure 6.12(b) 
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shows the phase information retrieved from the infected red blood cell data shown in 
Figure 6.10.  
6.7.   Pupil retrieval using proposed FP 
The use of computational aberration correction in the process of FP has improved the 
performance of the reconstruction results. In the proposed FP and previous works, the 
object spectrum and the pupil has been concurrently retrieved. Because FP works on a 
local area on the sample, the pupil wavefront can be retrieved across the sample. This has 
been demonstrated in Figure 6.13, for the dataset shown in Figure 6.8. Pupil retrieval for 
5 different locations on the sample have been chosen and the retrieved wavefronts have 
been shown. The retrieved pupils vary significantly because of the varying aberrations 
offered by moldless lenses.  
 
Figure 6:13: Pupil retrieval using FP on moldless lenses for dataset shown in Figure 6.8. a) Here, 
we have summarized the retrieved pupil on 5 different locations for the dataset shown in Figure 
6.7. The off-axis aberrations appear to be higher than the on-axis aberration as expected. b) The 
Zernike decomposition of the pupil aberrations for modes up to 40. 
 We have observed pupil wavefronts for the moldless datasets as shown in Figure 6.9 
and Figure 6.10, respectively. In Figure 6.13(a) we have demonstrated pupil aberrations 
retrieved from different regions across the sample, for the dataset acquired using single 
moldless lens. The aberrations have been decomposed into the Zernike polynomials for 
modes up to 40. We can observe the presence of higher-order aberrations in Figure 
6.13(b).  
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Figure 6:14: Retrieved pupil for dataset shown in Figure 6.9, compound imaging system. a) We 
have summarized the retrieved pupil on 5 different locations for the dataset shown in Figure 6.9. 
Like the Figure 6.11, the off-axis aberrations appear to be higher than the on-axis aberration as 
expected. b) The Zernike decomposition of the pupil aberrations for modes up to 40. 
The aberrations observed across the sample for the compound moldless lens-based 
system can be seen in Figure 6.14. In this scenario also, we can observe the presence of 
higher-order aberrations in larger magnitude. This is expected due to the variability in the 
process of the moldless lens-making process.  
The aberrations found for this system are higher compared to the single lens based 
system which we will further elaborate in Chapter 7.  
6.8. Contributions 
This work was done under the supervision of Dr. Woei Ming Lee throughout. All the 
data and analysis have been done by me.  
6.9.   Chapter Summary 
In this chapter, we have demonstrated the performance of moldless lens-based 
imaging system in combination with Fourier Ptychography. FP has the capability to 
computationally optimize the object spectrum of the imaging systems through the use of 
iterative algorithms. While iteratively optimizing object spectrum in the Fourier domain, 
FP introduces a guess phase map, which computationally compensates for the aberrations. 
The limitations of FP on moldless lens-based imaging system have been discussed here. 
The demonstration of FP on an imaging system with large aberrations has been done first 
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time during this work. Its observable that, even with the high amount of aberrations, FP is 
capable of offering, wide FOV, high resolution imaging for moldless lenses.  This has 
been observed in more moldless lens-based imaging systems, which can be found in 
Appendix B.   
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CHAPTER 7  
CONCLUSION 
In the current world of rapid growth of engineering instruments, it is essential to look for 
alternative manufacturing and prototyping ideas. The needs for imaging device 
instrumentation are no exception in that regard. High resolution imaging needs have broad 
applications in research, health and education sectors. Our goal was to propose 
engineering ideas for developing high resolution imaging systems in low-resource 
environments. In the following subsections we will discuss the different shortcomings of 
the proposed processes and offer ideas how those shortcomings can be overcome.  
 7.1. Thesis summary 
Decentralizing engineering of the complex scientific instruments at low-cost, is 
important to allow increase in accessibility of the devices. Combination of consumer 
mobile imaging systems and disposable lenses has steered in practical in-vivo imaging 
screening on mobile devices [5, 162, 191] for primary care and low resources settings. For 
optical imaging, the idea of compact imaging systems also started to incorporate 
computational techniques to offer high resolution imaging using simpler optical systems 
[31, 44, 54, 62, 63]. In this work, we successfully implemented the use of a passive droplet 
dispenser that provides a direct and low-cost alternative to fabricating moldless lenses at 
high throughput. Additionally, we have also demonstrated that there are more alternative 
approaches to generate moldless lenses. While there is certain amount of variability 
among the focal lengths of the lenses, the simplicity of the approach makes this a 
worthwhile approach for rapid production of high quality short focal length lenses for high 
resolution imaging. We have also showcased modular microscope designs based on 
Raspberry Pi system on a thimble imaging setup. It removes rigid design (fixed 
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arrangement of camera and display) of existing consumer smartphone systems and offers 
much higher configurability and portability. The new design closely resembles a digital 
endoscope or inspection scopes albeit it uses the finger as an actuator to manipulate the 
camera.  
The simplicity of fabrication of moldless lenses provides a low cost alternative to 
create high quality lenses [8], but this comes at the cost of variability over the optical 
performances. In the next part of the work, we demonstrated, for the first time, the power 
of FP imaging in retrieving and reversing aberrations in moldless lenses and thereby 
retrieving the full field of view (FOV) with imaging resolution, from 0.035 to 0.099, and 
SBP, from 5 megapixels to 15 megapixels [182]. Hence, this advantage provides a new 
avenue for moldless optics to increase the imaging space product bandwidth (SBP) which 
cannot be achieved through improvements in lens fabrication. This work shows that 
computational imaging can overcome large aberrations in moldless lenses without 
resorting to classical wavefront correction schemes. This work paves ways to 
development of numerous low cost high performance imaging systems using moldless 
lenses. From the results, we showed that FP imaging can be used on single or multi-lensed 
moldless lens-based systems with resolution improvement by approximately 3 folds, 
recovering almost all off-axis aberrations. A current drawback of the FP imaging is the 
lengthy time during acquisition but that could be solved by parallel processing i.e. 
increasing the number of microprocessors in the system. Due to high distortion and 
aberrations spanning across the curvature of the lenses the resolution improvement has 
been limited; this discrepancy could be addressed by employing phase diversity 
approaches and moldless lenses of larger apertures. Furthermore, we plan to use smaller 
LED areas to increase the spatial coherence of the system to improve the FP reconstruction 
performance on our imaging system.  
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Overall, this work encompasses manufacturing, optical instrumentation, and 
computational optimization in image processing to offer high resolution microscopes. 
This work offers ideas of various possibilities towards decentralized microscope systems 
which can be useful for various research areas.  
 
Figure 7:1: Portable lens-maker that can print a range of moldless lenses using in-situ heating 
element. This 3D printed prototype has been developed by Xu Tao, 4th year honours student. 
7.2. Discussion on moldless lens manufacturing 
The first building block of the research focused on ideas for manufacturing low-cost 
moldless optical lenses generated using liquid droplets where the convexity is achieved 
naturally. The benefit of this approach is that the lenses can be made abundantly and 
repeatedly without the need for complex laboratory/industry instruments. To achieve 
higher throughput, we proposed passive droplet dispenser. While the manufacturing 
process is efficient to provide a somewhat control over the range of focal lengths (~ 4 mm 
– 25 mm), along with magnifications, numerical aperture (~0.02 – 0.3), there is still 
significant amount of variability in the convexity achieved as the process of accumulation 
of the droplets is completely natural. Traditionally designers want more control over the 
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process. This is one disadvantage of the proposed dispenser. The other lens-making 
process discussed in Chapter 3, is one of the quickest possible process to generate 
hundreds of moldless droplet lenses with varying magnifications and focal lengths. 
However, the process is crude and there is minimal control over the diameter and 
convexity. We have also developed a portable moldless lens-maker that can offer moldless 
lenses (variable base diameter of 2 mm – 6 mm) with different convexities by repeated 
deposition of PDMS. The portable lens-maker is 3D printed and can cure moldless lenses 
in-situ, by thermal curing with the use of a heating element (temperature up to 150 ºC). 
The portable lens-maker can be found in Figure 7.1 [152].  
7.3.  Discussion on decoupled imaging prototype 
The moldless macro-lenses pave ways to engineer portable, compact imaging systems 
that can offer high resolution imaging. As an example of an on-field, decoupled imaging 
system, we proposed a thimble imaging system in the next step. The whole setup is 
wearable. However, it has been observed that the illumination is not sufficient as the 
working distance (from the lens to the sample) is typically small (5 mm -10 mm). This 
provides images with less brightness and contrast (Figure 4.13). This can be improved by 
offering a ring LED with multiplexing capabilities in place of the current neopixel LEDs. 
The other design we have proposed can be build using only open-source 3D printed parts. 
The prototype has been tested in a laboratory environment by far. We intend to move the 
prototype in education facilities like schools, to offer standalone upright microscopes at 
low-cost.  
7.4.  Discussion on moldless lens based Fourier Ptychographic Microscopy  
However, the imaging performance of the moldless lenses exhibit high off-axis 
aberrations and distortions, where the area better contrast and less aberration is 
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proportional to the focal length. That means lenses with longer focal lengths have less 
distortions and aberrations. There is still significant amount of distortions compared to 
commercial objective lenses (compound) or industry-polished singlet lenses. The origin 
of these aberrations can be credited to multiple variability factors in the manufacturing 
and imaging process, such as, i) the naturally occurring convexity of the shape, ii) the 
removal of the lens from the droplet-holder (breakage in the bottom of the lenses), iii) the 
optical alignment of the lenses and, iv) the presence of certain degree of aspheric profile 
in the curvature etc. So, to meet our end-goal to engineer high resolution imaging system, 
it was required to remove this distortions and aberrations from the moldless lens-based 
images. To achieve this, we resorted to computational approach that can be incorporated 
in the typical simple imaging system without, i) introducing high overhead cost, ii) the 
requirement of complex, laboratory-based optical equipment, and iii) altering the goal for 
compact high resolution imaging.  
 
Figure 7:2: Peak-to-valley cumulative aberrations acquired from the proposed composed imaging 
system using various lenses. It is observable that the imaging system where a pair of moldless 
lenses was used for imaging (Figure 6.6) demonstrated higher magnitude of aberrations. 
Accordingly, the compound commercial objective 5x lens demonstrated the least aberrations.  
Fourier Ptychography (FP), an emerging computational microscope technique, can 
offer digital wavefront correction that can remove aberrations and distortions as shown 
previously in different literature [11, 189]. However, the aberrations presented in their 
works were of low-order as it is expected that there was less variability in their commercial 
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microscope systems. In our work, we observed performance of FP on various lenses to 
validate our judgment that moldless lenses demonstrate higher-order aberrations, in higher 
magnitude. This has been articulated in Figure 7.2.  
As previously demonstrated that FP is capable of retrieving phase and offer images 
with improved SBP and resolution, the offered imaging prototype using FP can be a 
foundation for next-generation portable, compact (maximum 10 cm × 10 cm × 15 cm 
dimensions), low-cost imaging systems. This gives us idea for certain future works as 
discussed in the next section.  
7.5.  Future works 
The idea of non-conventional optical techniques, which is a combination of moldless 
lenses and computational optimization, can offer various low-cost, high-resolution 
imaging prototypes. The change of the LED matrix in the current existing setup should be 
a very simple future work to observe the resolution improvement with improved spatial 
coherence.  
The thimble imaging prototype can be improved to incorporate computational 
optimization on-field, so that the imaging quality of the system can be improved. In order 
to achieve that, we need to alter the computational algorithm, so that reflection-based 
imaging model can be optimized. Our current imaging model is suitable for transmission-
based imaging system. FP has been reportedly used in reflection-based imaging setup, 
however the demonstration of the performance is yet to reach high quality performance 
and are still based on traditional microscopes [192]. We intend to develop reflection-based 
FP which can offer high resolution imaging for the thimble prototype.  
This also brings us to our next imaging prototype that we can offer; a low-cost, rigid 
yet flexible, disposable endoscope. The idea emerged from the fact that typical 
endoscopes that can access any entering of the body, are designed to offer either rigidity 
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or flexibility but not both. Alongside, endoscope reprocessing is important to ensure 
minimize pathogen transmission [193, 194]. So, our idea is to offer a high-resolution 
endoscope that can be built to offer both rigidity and flexibility in the same housing and 
is disposable. To achieve this, we propose to develop the optical system of the endoscope 
imaging using moldless lenses to offer low-cost prototype. We intend to use reflection-
based FP on the endoscope imaging to improve imaging quality. Moreover, we intend to 
build the housing using PDMS which once cured is a soft plastic that can offer rigidity 
and flexibility at the same time.  
 
Figure 7:3: Microfluidic channel observation using a moldless lens and the proposed compact imaging 
system (preliminary data).Using raspberry pi camera video options, the observations were made. We 
present the data as screenshots here. a) Schematic of the channel that was observed under moldless 
lens. b) After some time the liquid was re-flown inside the channel. For this reason, the screenshot 
shows flow. c) After some time the flow settled, and we can see the yeast cells. d) Post-processing was 
done and digital zoom was applied to crop a region and observe yeast cells.  
Another possible future project could be an extension of the current imaging system 
to a 2×2 matrix, that is, 4 compact imaging systems, to develop a single-sweep digital 
pathology scanner. The idea emerges from the capability of FP on the proposed compact 
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imaging system, which can be extended to offer large FOV, high resolution imaging for 
pathological slides.  
Deep learning algorithms based convolutional neural networks (CNN) have found 
application in image processing for image segmentation, resolution enhancement etc. 
[195]. We also propose to use CNN to offer high resolution compact imaging using 
moldless lenses for applications in disease detection.  
Moldless lenses can also be used to develop microfluidic system based prototypes. 
This will offer microfluidic sample imaging at low-cost, portable manner. Some 
preliminary data using moldless lenses on microfluidic chip has been acquired during this 
research. Yeast cells of around 10 - 15 µm size were flown in fluid and observed using a 
single moldless lens-based imaging system. Figure 7.3 demonstrates the observations.  
Overall this thesis provides ideas and demonstrates scientifically for low-cost high 
quality imaging systems that can be engineered at low-resource settings, with 
opportunities in medical imaging in future.  
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APPENDIX A 
Optical and chemical properties of PDMS Sylgard 184 found from literature [86]. 
*This data has been observed in a recent literature by Zahid et al [196].  
Property Optical Chemical 
Optical 
transparency 
Transparent in ultraviolet, visible and infrared 
wavelengths of electromagnetic spectrum (300 
nm to 1200 nm). 
 
Optical 
transmittance* 
Plain surface – 95% 
Rough surface – 92% 
Rough back surface – 80%  
 
Optical 
reflectance* 
Plain surface – 7.5% - 6.5% 
Rough surface – 12% - 3% 
Back side of rough surface – 17% - 7% 
 
Refractive Index At 589 nm: 1.4118  
At 632.8 nm: 1.4225 
At 1321 nm: 1.4028 
At 1554 nm: 1.3997 
 
Viscosity  Base – 5.1 Pa-sec 
Mixed – 3.5 Pa-
sec 
Cure time at 25 ºC  48 hours 
Heat Cure time at 
100 ºC 
 35 minutes 
Heat Cure time at 
150 ºC 
 10 minutes 
Specific gravity 
(cured)  
 1.03 
Density  965 kg/m3 
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APPENDIX B 
The following table articulates the calculated values for RL and Roverlap. These 
parameters are indicators of the performance of FP on various imaging systems. The 
system requirements for FP to provide quality reconstruction result are guided by these 
parameters. 
Lens NA 
(calculated) 
 
Magnification 
(System) 
Wavelength 
(nm) 
CMOS 
pixel 
size 
(µm) 
Height 
between 
LED and 
sample 
(mm) 
Spacing 
between 
LED 
(mm) 
RL Roverlap 
0.12 1.76 632 1.4 80 4 2.4 0.73 
0.1 3.47 632 1.4 80 4 2 0.68 
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