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The loal struture of unweighted networks an be haraterized by the number of times a sub-
graph appears in the network. The lustering oeient, reeting on the loal onguration of
triangles, an be seen as a speial ase of this approah. In this Letter we generalize this method for
weighted networks. We introdue subgraph intensity as the geometri mean of its link weights and
oherene as the ratio of the geometri to the orresponding arithmeti mean. Using these measures,
motif sores and lustering oeient an be generalized to weighted networks. To demonstrate these
onepts, we apply them to nanial and metaboli networks and nd that inlusion of weights may
onsiderably modify the onlusions obtained from the study of unweighted harateristis.
PACS numbers: 89.75.-k, 89.75.H, 89.65.-s, 87.16.A
The network approah to omplex systems has turned
out to be extremely fruitful and it has revealed some
general priniples appliable to a large number of sys-
tems. Studies have produed unexpeted ndings suh as
the ubiquity of sale freeness, the frequent appearane of
high lustering, and the relationship between funtional-
ity and the high appearane frequeny of spei motifs.
This approah has also led to a number of novel paradig-
mati models, providing a holisti framework in whih
the details of the interations between the onstituents
of the omplex systems are disregarded and only their
saolds are onsidered [1℄.
A deeper understanding of these systems requires that,
in addition to the underlying network struture, informa-
tion about the strength of interations is also taken into
aount. This is aomplished by assigning weights to the
links, suh as transportation uxes in the Internet and air
tra networks [2, 3℄, or the reation uxes building the
metaboli pathways of a ell [4℄. Weights an also be ob-
tained by applying a lassiation (or lustering) sheme
to a orrelation matrix, or for understanding the stru-
ture underlying the dynamis of miroarray [5℄ and stok
market data [6, 7℄. Optimal paths [8℄ and minimum span-
ning trees [9℄ also learly depend on the distribution of
weights. These examples indiate the need to generalize
the network harateristis to weighted networks. Some
reent eorts towards this goal are the disussion of the
lustering oeient for node weights [10℄, introdution
of a denition for the link weighted ase [3, 11℄, and the
mapping of weighted networks to multigraphs [12℄. Our
aim in this Letter is to introdue a set of pratial tools
that may be used to study the struture of a diverse group
of systems where interations strengths an be obtained
and where omitting them would lead to a onsiderable
loss of information. Many biologial and soial systems
are expeted to fall into this ategory.
In general, we onsider any weighted network as a
fully onneted graph where some of the links bear zero
weights. For simpliity, we deal with (direted or undi-
reted) networks where the weight wij between nodes i
and j is non-negative and not neessarily normalized. We
introdue the intensity I(g) of subgraph g with verties
vg and links ℓg as the geometri mean of its weights:
I(g) =
 ∏
(ij)∈ ℓg
wij
1/|ℓg| , (1)
where |ℓg| is the number of links in ℓg. The denition
suggest a shift in perspetive from regarding subgraphs
as disrete objets (either exist or not) to a ontinuum
of subgraph intensities, where zero or very low intensity
values imply that the subgraph in question does not exist
or exists at a pratially insigniant intensity level. In
pratie, low intensity values ould result, for example,
from measurement noise.
Due to the nature of the geometri mean, the subgraph
intensity I(g) may be low beause one of the weights is
very low, or it may result from all of the weights being
low. In order to distinguish between these two extremes,
we introdue subgraph oherene Q(g) as the ratio of the
geometri to the arithmeti mean of the weights as
Q(g) = I|ℓg|/
∑
(ij)∈ ℓg
wij . (2)
HereQ ∈ [0, 1] and it is lose to unity only if the subgraph
weights do not dier muh, i.e. are internally oherent.
The onept of a motif was originally introdued to
denote patterns of interonnetions ourring in om-
plex networks at numbers that are signiantly higher
than those in randomized networks [13℄. However, this
has led to some onfusion, whih partly stems from the
speiation of the random ensemble, i.e. the underly-
ing null hypothesis [14℄. We dene a motif as a set (en-
semble) of topologially equivalent subgraphs of a net-
work. With weighted networks it beomes more natural
to deal with intensities as opposed to numbers of our-
rene, where the latter is obtained as a speial ase of
the former. The motifs showing statistially signiant
deviation from some referene system an then be alled
high or low intensity motifs.
We dene the total intensity IM of a motif M in the
2network as the sum of its subgraph intensities IM =∑
g∈M I(g). For ertain weighted direted motifs, the
total intensities an be omputed using simple matrix
operations. Let the N × N weight matrix W desribe
the network weights. Analogously, let A represent the
underlying N × N adjaeny matrix suh that aij = 1
if wij > 0, and aij = 0 if wij = 0. In an unweighted
network, the number of direted paths returning to the
starting node after k steps an be written as
N(k) =
∑
i1,...,ik
k∏
x=1
aix,ix+1 = Tr{A
k}, (3)
where the summation goes over all possible sites and
ik+1 = i1 [1℄. Let W
(1/k)
represent a matrix obtained
from W = [wij ] by taking the k-th root of its individual
elements suh that W
(1/k) = [w
1/k
ij ]. The total intensity
of motif M in the network is
IM = aM
∑
i1,...,ik
(
k∏
x=1
wix,ix+1
)1/k
= aMTr{(W
(1/k))k},
(4)
where aM is a ombinatorial fator ensuring that eah
subgraph is ounted only one. For example, for the
non-frustrated triangle (Fig. 3, middle olumn) the total
intensity beomes I∆ =
1
3Tr{(W
(1/3))3}. A hange in
the diretion of a link an be taken into aount using
the matrix transpose. For some motifs, suh as the path
of order 2 (Fig. 3, left olumn) we need a blok matrix
B = [bij ] to prevent us from double-ounting subgraphs.
In this matrix the diagonal elements bii = 0 and for the
non-diagonal elements bij = 0 when aij = 1 or aji = 1,
and otherwise bij = 1. This allows us to write the total
intensity of the path motif as I6 = Tr{W(1/2)W(1/2)B}.
We prevent double ounting here for reasons of ompati-
bility with earlier work, but nd that it poses no serious
problem as long as the system of ounting is systemat-
ially applied both in the empirial and random ase.
Double ounting ould, in fat, be desirable if the inter-
ation strength measurements are noisy. Envision adding
a small number ǫ to every link (inluding the zeros) to
represent a noise omponent. Larger subgraphs may now
simply onsist of noise.
In [13℄ the z-sore for studying the statistial signi-
ane of motif ourrenes was dened as
zM = (NM − 〈nM 〉)/σM , (5)
where NM is the number of subgraphs in motif M in
the empirial network and 〈nM 〉 is the expetation of
their number in the referene ensemble, and σM is the
standard deviation of the latter. Replaing the number
of subgraphs by their intensities generalizes the z-sore
to motif intensity sore
z˜M = (IM − 〈iM 〉)/(〈i
2
M 〉 − 〈iM 〉
2)1/2, (6)
where iM is the total intensity of motif M in one real-
ization of the referene system. It is lear that Eqs. (5)
and (6) oinide for binary weights, implying that z˜ → z
in the limit. As an analogue to the motif intensity sore,
we introdue the motif oherene sore as
z˜′M = (QM − 〈qM 〉)/(〈q
2
M 〉 − 〈qM 〉
2)1/2, (7)
where QM and qM are the total oherene for motif M
in the empirial network and in one realization of the
referene system, respetively. As the oherene of an
unweighted subgraph is unity, also z˜′ → z as the weights
beome binary.
Triangles are among the simplest nontrivial motifs and
they play an important role as one of the basi quanti-
ties of network haraterization in dening the lustering
oeient Ci at node i as
Ci =
2ti
ki(ki − 1)
, (8)
where ki is the degree of node i and ti is the number
of triangles attahed to the node [1, 15℄. This quantity
is normalized between 0 and 1, and it haraterizes the
tendeny of the nearest neighbors of node i to be inter-
onneted.
As triangles are one type of subgraph, the denition
in Eq. (1) may be used to yield the weighted lustering
oeient C˜i by replaing the number of triangles ti in
Eq. (8) with the sum of triangle intensities as
C˜i =
2
ki(ki − 1)
∑
j,k
(w˜i,jw˜j,kw˜k,i)
1/3, (9)
where we use weights saled by the largest weight in the
network, w˜ij = wij/max(wij). This denition fullls the
requirement that C˜i → Ci as the weights beome binary.
We an relate the unweighted and weighted lustering
oeients through the average intensity of triangles at
node i as I¯i =
1
ti
∑
g∈N (vi)
I(g), where N (vi) denotes the
neighborhood of node i, and this allows us to write the
weighted lustering oeient as
C˜i = I¯iCi. (10)
This equation gives a plausible interpretation of the
weighted lustering oeient: It is the unweighted
(topologial) lustering oeient renormalized by the
average intensity. Naturally, a weighted lustering oef-
ient C˜′i an also be formulated by renormalizing the
unweighted oeient by the average oherene Q¯i, in-
stead of the average intensity I¯i, around node i.
An alternative denition for weighted lustering oef-
ient was given in [3℄ as
Cˆi =
1
si(ki − 1)
∑
j,k
(wij + wik)
2
aijaikajk, (11)
3j
i k
Figure 1: A shemati illustration of the dierene between
Cˆi and C˜i. The weight wjk is gradually dereased from left
to right. The value of Cˆi is equal for the rst three triangles
and drops to zero suddenly for the fourth triangle as wjk → 0,
implying that ajk = 0. In ontrast, the value of C˜i dereases
as Ci ∼ w
1/3
jk , tending smoothly to zero in the limit.
where si denotes the strength of node i, dened as
si =
∑
j wij , and aij is an element of the underlying
binary adjaeny matrix. This denition onsiders only
two of the three link weights, namely those adjaent to
node i (wij and wik) and requires that a link exist also
between nodes j and k but does not take its weight (wjk)
into aount. The dierene between the two weighted
lustering oeients C˜i and Cˆi is illustrated shemati-
ally in Fig. 1.
Next we apply these onepts to two real networks.
(A) Undireted nanial network. We onsidered a set
of daily prie data for N = 477 NYSE traded stoks
from 1980 to 2000. We alulated the orrelation matrix
by extrating 4-year return windows in order to study
the system's dynamis. Here the nodes orrespond to
stoks, and the weighted undireted links to the ele-
ments in the orrelation matrix. Thus, the stronger the
weight, the stronger the oupling between the stok re-
turns in terms of their linear orrelation. The links are
inserted in the network in desending order starting from
the strongest one until a predetermined number of links
has been reahed. The method is desribed in detail in
[7℄.
We have shown earlier that the famous Blak Monday
(10/19/1987) auses a temporary transition not only in
the topology but also in the weights of the network [16℄.
Our aim is to use it as an example of a network un-
dergoing this type of two-fold transition (topology and
weights) and to see whether the hanges are reeted in
the network's lustering statistis. In Fig. 2 we show the
three lustering oeients, averaged over the network,
as funtions of time: the unweighted C of Eq. (8), the
weighted Cˆ introdued in [3℄ and given in Eq. (11), and
the weighted C˜ introdued in Eq. (9).
The rash is not seen very learly in C, as it an only
apture the topologial aspets of the transition. The
weighted oeient Cˆ is also fairly insensitive to the
hanges in link weights and pratially oinides with C.
The fat that C˜ does reet the transition indiates its
ability to apture both aspets of the transition. The av-
erage values for the lustering oeients outside (inside)
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Figure 2: Average lustering oeients for the nanial net-
work. The weighted lustering oeient C˜ (+) of Eq. (9)
shows the eet of Blak Monday learly. The unweighted C
(2) of Eq. (8) and the weighted Cˆ (×) of Eq. (11) pratially
oinide (the markers 2 and × are used alternately).
the rash 'period' are C = 0.57 (C = 0.60), Cˆ = 0.58
(Cˆ = 0.60), and C˜ = 0.36 (C˜ = 0.50). These numbers
imply that C and Cˆ inrease less than 5% during the
rash whih is less than their normal (outside the rash
period) utuation, measured at 6.2% as their standard
deviation relative to the mean. However, the rash in-
reases C˜ by 39%, whih is onsiderably larger than the
the level of utuation at 9.7%. Thus, C˜ has a onsid-
erably higher signal-to-noise ratio. The results are not
aeted signiantly by the value of the predetermined
threshold. In the limit of inserting all the links of the
orrelation matrix, we obtain a fully onneted network
for whih C = Cˆ = 1 for all times, whereas C˜ still shows
the eet of the rash learly.
(B) Direted metaboli network. Cellular metabolism
an be represented as a direted network of intraellular
moleular interations. The network onsists of nodes
Xi, Yj , whih represent the hemials and they are linked
if onneted by a metaboli reation. Here we fous on
the metaboli pathways of the baterium Esherihia oli
grown in gluose, whih has been studied intensely [4℄.
In order to experiment with weighted direted motifs, we
dene the weights through a biohemial reation of the
form x1X1+ · · ·xnXn → y1Y1+ · · · ymYm with a positive
(negative) net ux f if the balane of the reation lies
to the right (left). The ux provides an overall measure
of the relative ativity of eah reation. We dene the
weights as wij = (yj/xi)f , reeting the rate at whih
Xi is onverted into Yj .
In order to employ motif intensity sores a referene
system, orresponding to a null hypothesis, needs to be
established. We follow a typial approah by onstrut-
ing an ensemble of random networks by onserving the
degree sequene of the empirial network using a swith-
ing algorithm [13℄, whih preserves the single-node har-
ateristis of the empirial network. The weights are ob-
tained simply by permuting the empirial weights. While
removing any weight orrelations, the approah guaran-
4Figure 3: Motif intensities for the empirial network (vertial
lines) and the orresponding random ensembles (histograms),
for the unweighted (upper panel) and weighted (lower panel)
ases.
tees onservation of the empirial weight distribution.
We summarize our ndings in Fig. 3, in whih we
show the unweighted and weighted motif intensities for
a subset of the studied motifs: (i) path of order 2,
(ii) non-frustrated triangle, and (iii) frustrated triangle.
The motif intensity sores for the unweighted networks,
whih are based on the subgraph ounts, are zi = −5.4,
zii = 12.8, and ziii = −0.5, and for the weighted net-
works z˜i = 14.8, z˜ii = 33.8, z˜iii = 9.0. These results
show that a move from unweighted to weighted hara-
teristis an ause a hange from low to high intensity, i.e.
from under-representation to over-representation. The
intensity may beome amplied, i.e. inrease the extent
of over-representation, or it may inrease from average
to high intensity, i.e. from statistially insigniant to
over-representation.
In this Letter we have proposed two new onepts for
the haraterization of weighted omplex networks: the
intensity and oherene of a subgraph. They allow for
a very natural generalization of the z-sores to motif in-
tensity sores (Eqs. 6 and 7), and the lustering oef-
ient to weighted lustering oeient (Eq. 10). Our
studies with undireted nanial networks show that the
weighted lustering oeient reets the eets of a
market rash whih is hardly observed with other luster-
ing harateristis studied. Our results on the direted
metaboli network of E. Coli indiate that inorporation
of weights into network motifs may onsiderably modify
the onlusions drawn from their statistis.
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