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Bibliograf´ıa 101
Introduccio´n
La presente memoria se centra en problemas de aproximacio´n y optimi-
zacio´n en espacios normados.
El punto de partida ha sido un grupo de trabajos de Durier [15], [16],
[17], [18] y [19] en los que se consideran problemas del tipo siguiente.
Supongamos que tenemos un espacio normado (X, ‖ · ‖) y n puntos
a1, . . . , an en X (n es un nu´mero natural). Se trata de minimizar funcio-
nes del tipo
ϕ1 : X −→ [0,+∞)
x −→ ‖x− a1‖+ . . .+ ‖x− an‖
o
ϕp : X −→ [0,+∞)
x −→ ‖x− a1‖p + . . .+ ‖x− an‖p
o
ϕ∞ : X −→ [0,+∞)
x −→ ma´x {‖x− a1‖, . . . , ‖x− an‖}.
o, en general, alguna funcio´n ana´loga a las anteriores
Evidentemente es un problema de optimizacio´n (mı´nimos de ϕ1 , ϕp , ϕ∞ ,
etc.) y tambie´n lo podemos ver como un problema de aproximacio´n, de
hecho de aproximacio´n simulta´nea: queremos aproximar, en algu´n sentido,
a1, . . . , an “a la vez”.
Este tipo de problemas tienen una larga historia. Si nos restringimos al
plano eucl´ıdeo, podemos comenzar con el problema siguiente que planteo´ el
abogado Fermat (1601-1665):
“Dados tres puntos en el plano eucl´ıdeo, encue´ntrese un cuarto
punto tal que la suma de sus distancias a los tres puntos dados
sea mı´nima”
1
2Este problema fue resuelto de diferentes formas (ve´ase, por ejemplo, el
libro [6]). Pero la solucio´n geome´trica ma´s conocida y que vamos a ver ma´s
tarde (ver seccio´n 1.4) es anterior a 1640 y se debe al f´ısico Torricelli segu´n
el libro [6], que cita la referencia [51].
No se dio importancia a este problema de Fermat en la vida real hasta
que el economista Weber escribio´, en 1909, el libro [56], donde planteo´ el
problema de la bu´squeda de la ubicacio´n de un mercado en un territorio de
modo que la suma de las distancias recorridas desde diferentes fuentes de
suministro de material a dicho mercado sea mı´nima. Con esto el problema
de Fermat paso´ a tener una gran importancia en las aplicaciones reales.
El problema dual de Fermat aparece muy temprano, y fue planteado
originalmente por Sylvester en 1857 (ver [48]), bajo la forma siguiente:
“Dados tres puntos en el plano eucl´ıdeo, determı´nese la ubicacio´n
de un cuarto punto de tal manera que se minimice la distancia
eucl´ıdea de este punto al punto ma´s lejano de los tres puntos
dados”
Este problema dual tiene la interpretacio´n geome´trica elegante que sigue:
se trata de encontrar el menor c´ırculo que contiene a estos tres puntos dados.
El centro de dicho c´ırculo es, precisamente, donde se situ´a el cuarto punto.
Hemos incluido la solucio´n en la seccio´n 1.2.
Dejemos ahora a un lado lo que ocurre en el plano eucl´ıdeo pues, natu-
ralmente, las versiones de este problema que se han estudiado en los u´ltimos
an˜os se refieren a normas arbitrarias, dimensiones arbitrarias y a funciones
a minimizar ma´s y ma´s generales.
Dentro del problema podemos considerar varias partes: ¿existe solucio´n?
¿es u´nica? ¿cua´l es o cua´les son las soluciones? ¿co´mo calcularlas? ¿podemos
garantizar que algunas soluciones se encuentran en algu´n conjunto dado? (≡
problemas de “localizacio´n”) etc.
En relacio´n con la u´ltima de las preguntas anteriores hay una primera
conjetura que en principio parece natural:
(C) Si el problema tiene solucio´n, entonces tiene alguna solu-
cio´n en el espacio vectorial engendrado por {a1, . . . , an}, y
ma´s concretamente, en la envoltura convexa de {a1, . . . , an}.
De hecho, (C) se ha dado por supuesto en algu´n trabajo (ver [10]). Sin
embargo (C) es falso en general.
Naturalmente, (C) es cierto cuando trabajamos con una norma eucl´ıdea,
es decir, cuando nuestro espacio normado (X, ‖ · ‖) es un prehilbert (o IPS,
Inner Product Space). Sin embargo, desde hace tiempo se conocen ejemplos
3muy sencillos (en R3 con la norma ‖ · ‖1, ver Ejemplo 1.9.1) que prueban
que (C) es falso en general.
Una parte de la investigacio´n de Durier [15], [16] y [18] se ha dedicado a
descubrir en que´ condiciones (C) o condiciones ana´logas a (C) son ciertas.
Comenta´bamos ma´s arriba que, por supuesto, (C) es cierto si X es un
IPS. Lo que es ma´s sorprendente es que ha ido quedando ma´s y ma´s claro a
lo largo del tiempo que (C) es cierto so´lo si X es un IPS. Por ello podemos
decir que toda esta l´ınea de trabajo se ha convertido en dar caracterizaciones
de los espacios IPS.
Esto en realidad ya podemos encontrarlo en parte en la ce´lebre caracte-
rizacio´n de Jordan y Von Neumann (ver [28]), que puede ser enunciada de
la siguiente forma (ver seccio´n 1 de [1]):
Teorema (Jordan-Von Neumann 1935). Sea (X, ‖ · ‖) un espacio nor-
mado que tiene dimensio´n mayor o igual que dos, si para cada tres puntos
a1, a2, a3 en X la funcio´n
x ∈ X ϕ2−→ ‖x− a1‖2 + ‖x− a2‖2 + ‖x− a3‖2
alcanza su mı´nimo en 13(a1 + a2 + a3), entonces X es un IPS.
An˜os ma´s tarde, a principios de los 60, encontramos una caracterizacio´n
que de forma ma´s clara se relaciona con la conjetura (C). Es el famoso
Teorema de Garkavi [24] y Klee [34], que podemos enunciar as´ı:
Teorema (Garkavi 1964-Klee 1960). Sea (X, ‖ · ‖) un espacio normado
de dimensio´n mayor o igual que tres, si para cada tres puntos a1, a2, a3 en
X la funcio´n
x ∈ X ϕ∞−−→ ma´x{‖x− a1‖, ‖x− a2‖, ‖x− a3‖}
tiene algu´n mı´nimo en la envoltura convexa de {a1, a2, a3}, entonces X es
un IPS.
El Teorema anterior motivo´ a Amir a profundizar en la condicio´n que
aparece en dicho teorema. La idea ser´ıa en lugar de considerar todos los
conjuntos de tres puntos del espacio X, considerar solamente los conjuntos
de tres puntos que esta´n en la esfera unidad deX. Esto le llevo´ a considerar
la condicio´n siguiente [1], que es otra variante de la conjetura (C):
(15.14) Para cada tres puntos a1, a2, a3 en la esfera unidad X, si 0
es un mı´nimo de
x ∈ X ϕ∞−−→ ma´x{‖x− a1‖, ‖x− a2‖, ‖x− a3‖}
entonces 0 esta´ en la envoltura convexa de {a1, a2, a3}.
4(Hemos conservado el nu´mero (15.14) como en el libro de Amir [1]).
Amir afirma que (15.14) caracteriza a los IPS, y ma´s tarde Durier [18]
generaliza de dos maneras dicha caracterizacio´n.
Nuestra primer aportacio´n en esta memoria consiste en dar un ejemplo
para probar que la caracterizacio´n de Amir es falsa (y por tanto tambie´n son
falsas las extensiones de Durier). Esto lo hacemos en el cap´ıtulo 2, despue´s
de un cap´ıtulo 1 de preliminares.
Una vez visto que la caracterizacio´n de Amir es falsa, surge la pregunta de
si es posible modificarla para obtener verdaderas caracterizaciones. Tambie´n
en el cap´ıtulo 2, hemos comprobado que s´ı con las dos caracterizaciones
siguientes:
Teorema. Sea (X, ‖ · ‖) un espacio normado de dimensio´n mayor o igual
que tres. Si X cumple la condicio´n siguiente:(
GKS∞
)
Para cada tres puntos a1, a2, a3 en la esfera unidad X, la
funcio´n
x ∈ X ϕ∞−−→ ma´x{‖x− a1‖, ‖x− a2‖, ‖x− a3‖}
tiene algu´n mı´nimo en la envoltura convexa de {a1, a2, a3},
entonces X es un IPS.
Teorema. Sea (X, ‖ · ‖) un espacio normado de dimensio´n mayor o igual
que tres. Si X cumple la condicio´n siguiente:(
A∗∞
)
Para cada tres puntos a1, a2, a3 en la esfera unidad X, la
funcio´n
x ∈ X ϕ∞−−→ ma´x{‖x− a1‖, ‖x− a2‖, ‖x− a3‖}
tiene algu´n mı´nimo, y si 0 es mı´nimo necesariamente esta´ en
la envoltura convexa de {a1, a2, a3},
entonces X es un IPS.
Hasta ahora nos hemos centrado en las caracterizaciones de los IPS me-
diante la localizacio´n de los mı´nimos de la funcio´n ϕ∞ , en torno al Teorema
de Garkavi y Klee. Desde hace tiempo se planteo´ el problema de caracterizar
los IPS mediante los mı´nimos de la funcio´n ϕ1 y de ϕp (1 < p < +∞), es de-
cir obtener ana´logos al Teorema de Garkavi y Klee para estas funciones. Esto
5no se ha conseguido hasta muy recientemente, en que Ben´ıtez, Ferna´ndez y
Soriano probaron las siguientes teoremas (ver [3], [4], [5]).
Teorema (Ben´ıtez-Ferna´ndez-Soriano 2002). Sea (X, ‖ · ‖) un espacio
normado de dimensio´n mayor o igual que tres y sea p ∈ (1,+∞). Si para
cada tres puntos a1, a2, a3 en X la funcio´n
x ∈ X ϕp−→ ‖x− a1‖p + ‖x− a2‖p + ‖x− a3‖p
tiene algu´n mı´nimo en la envoltura convexa de {a1, a2, a3}, entonces X es
un IPS.
Teorema (Ben´ıtez-Ferna´ndez-Soriano 2002). Sea (X, ‖ · ‖) un espacio
normado de dimensio´n mayor o igual que tres. Si para cada tres puntos
a1, a2, a3 en X la funcio´n
x ∈ X ϕ1−→ ‖x− a1‖+ ‖x− a2‖+ ‖x− a3‖
tiene algu´n mı´nimo en la envoltura convexa de {a1, a2, a3}, entonces X es
un IPS.
A la vista de los teoremas anteriores surge la pregunta siguiente ¿pode-
mos dar caracterizaciones de los IPS del tipo de (GKS∞) y (A∗∞) cambiando
la funcio´n ϕ∞ por ϕ1 o ϕp?
Para la funcio´n ϕ1 hemos obtenido una respuesta completamente satis-
factoria. Esto es el contenido del cap´ıtulo 3, cuyos resultados principales son
los dos teoremas siguientes:
Teorema. Sea (X, ‖ · ‖) un espacio normado de dimensio´n mayor o igual
que tres. Si X cumple la condicio´n siguiente:(
GKS1
)
Para cada tres puntos a1, a2, a3 en la esfera unidad de X,
la funcio´n
x ∈ X ϕ1−→ ‖x− a1‖+ ‖x− a2‖+ ‖x− a3‖
tiene algu´n mı´nimo en la envoltura convexa de {a1, a2, a3},
entonces X es un IPS.
Teorema. Sea (X, ‖ · ‖) un espacio normado de dimensio´n mayor o igual
que tres. Si X cumple la condicio´n siguiente:
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A∗1
)
Para cada tres puntos a1, a2, a3 en la esfera unidad de X,
la funcio´n
x ∈ X ϕ1−→ ‖x− a1‖+ ‖x− a2‖+ ‖x− a3‖
tiene algu´n mı´nimo, y si 0 es mı´nimo necesariamente esta´ en
la envoltura convexa de {a1, a2, a3},
entonces X es un IPS.
El cap´ıtulo 4 lo dedicamos al mismo tipo de problemas, esta vez con la
funcio´n ϕp (1 < p < +∞). Hemos conseguido probar un teorema completa-
mente ana´logo al primero de los anteriores:
Teorema. Sea (X, ‖ · ‖) un espacio normado de dimensio´n mayor o igual
que tres y sea p ∈ (1,+∞), si X cumple la condicio´n siguiente(
GKSp
)
Para cada tres puntos a1, a2, a3 en la esfera unidad de X,
la funcio´n
x ∈ X ϕp−→ ‖x− a1‖p + ‖x− a2‖p + ‖x− a3‖p
tiene algu´n mı´nimo en la envoltura convexa de {a1, a2, a3},
entonces X es un IPS.
En lo que respecta a si es va´lida una caracterizacio´n mediante una con-
dicio´n del tipo (A∗p), hemos tenido que dejarlo como problema abierto.
En el cap´ıtulo 4 tambie´n ofrecemos una demostracio´n del primer Teorema
de Ben´ıtez, Ferna´ndez y Soriano que citamos ma´s arriba (la caracterizacio´n
de los IPS mediante la localizacio´n de los mı´nimos de la funcio´n ϕp , donde
1 < p < +∞) distinta de la original de Ben´ıtez, Ferna´ndez y Soriano.
En el cap´ıtulo 5 estudiamos dos formulaciones de la conjetura (C) intro-
ducidas por Durier [18], que son ma´s sofisticadas que las que hemos visto
hasta ahora: (CvHP )γn y (AfHP )
γ
n. Completamos el estudio que hab´ıa he-
cho ya Durier y probamos que tambie´n son caracterizaciones de los IPS.
Finalmente, en el cap´ıtulo 6 hemos estudiado dos tipos de problemas de
aproximacio´n simulta´nea o´ptima.
El primero ha sido estudiado por Hussein, Khalil y Saidi en [45] y tiene
la forma siguiente.
Sea (X, ‖ · ‖) un espacio normado e Y un subconjunto de X. Sea N una
norma mono´tona en Rn (n ≥ 2), es decir, N((ti)1≤i≤n) ≤ N((si)1≤i≤n)
7cuando |ti| ≤ |si| para cada i = 1, . . . , n. Sea x1, . . . , xn una familia de n
puntos en X. Se trata de minimizar la funcio´n
y ∈ Y −→ N(‖x1 − y‖, . . . , ‖xn − y‖)
sobre el subconjunto Y .
Cuando esta funcio´n admite un punto de mı´nimo, e´ste se llama una
aproximacio´n N -simulta´nea o´ptima de x1, . . . , xn en Y .
Como se ve, el objetivo de este problema es aproximar varios puntos
“a la vez”. En este sentido se parece a un problema de bu´squeda de un
mı´nimo de una funcio´n del tipo ϕ∞ o ϕ1 o ϕp (1 < p < +∞) que hemos
visto anteriormente. La diferencia es que ahora, al igual que en los proble-
mas de aproximacio´n anteriores, queremos aproximar mediante puntos de
un conjunto o subconjunto dado. Es decir, si tomamos Y = X tenemos la
definicio´n ana´loga a la que hemos visto previamente al tratar de minimizar
ϕ∞ o ϕ1 o ϕp . Naturalmente lo interesante es que Y 6= X: queremos apro-
ximar puntos de X mediante puntos de Y . Tal problema, se aparta un poco
de los anteriores pues no nos lleva a caracterizaciones de los IPS, sino a estu-
diar un concepto importante en aproximacio´n simulta´nea que se denomina
proximinalidad N -simultanea.
Se dice que Y es proximinal N -simulta´neamente en X, si cualesquiera n
puntos en X tienen una aproximacio´n N -simulta´nea o´ptima en Y .
Nuestra aportacio´n en este cap´ıtulo se centra en estudiar algunas condi-
ciones para que un subespacio S de L1(µ,X), sea proximinal N -simulta´nea-
mente en L1(µ,X), donde X es un espacio de Banach y (Ω,Σ, µ) es un
espacio de medida finita.
El principal resultado que hemos obtenido es el siguiente:
Teorema. Sea N una norma mono´tona en Rn (n ≥ 2) y µ0 una restriccio´n
de µ a una sub-σ-a´lgebra Σ0 de Σ. Si X es reflexivo, entonces L1(µ0, X) es
proximinal N -simulta´neamente en L1(µ,X).
Queremos hacer notar que este resultado, por lo que sabemos, es nuevo
incluso en el caso X = R.
El segundo problema de aproximacio´n simulta´nea o´ptima que hemos es-
tudiado en este cap´ıtulo 6 tiene como punto de partida un grupo de trabajos
de Li y Watson [36], [37]. En ellos se estudian problemas semejantes a los
anteriores, pero con una nocio´n de aproximacio´n simulta´nea ligeramente
diferente.
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Cap´ıtulo 1
Resultados preliminares
1.1. ¿Que´ son el radio y centro de Chebyshev?
Se define el radio de Chebyshev de un conjunto finito de puntos A =
{a1, . . . , an} (n ≥ 1) en un espacio normado (X, ‖ · ‖), como el menor de los
reales r ≥ 0 tal que existe un x0 ∈ X con A ⊂ B(x0, r). En este caso, x0
se llama centro de Chebyshev de A, o dicho de otra forma, x0 es un punto
donde la funcio´n objetivo siguiente
x ∈ X −→ r(x,A) = ma´x
1≤i≤n
‖x− ai‖
alcanza su mı´nimo sobre X, y el radio de Chebyshev es
r = rX(A) = inf
x∈X
r(x,A).
El conjunto de los centros de Chebyshev del conjunto A (quiza´ vac´ıo) se
denota por
Z(A) =
{
x ∈ X : r(x,A) = inf
y∈X
r(y,A)
}
.
Por supuesto, si la dimensio´n de X es finita, entonces Z(A) no es vac´ıo.
1.2. Centro de Chebyshev de un tria´ngulo en el
plano eucl´ıdeo
Si el espacio X es un plano eucl´ıdeo, el centro de Chebyshev de ∆ =
{a1, a2, a3} y el radio de Chebyshev (r ≥ 0) se hallan conforme a las figuras
siguientes.
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La figura (1.1) refleja el caso en que el tria´ngulo es acuta´ngulo (los a´ngu-
los del tria´ngulo ∆ son estrictamente menores que pi2 ). Entonces el centro de
Chebyshev de ∆ coincide con el circuncentro de este tria´ngulo, y su radio
de Chebyshev es el radio de esta circunferencia.
La figura (1.2) ilustra el caso en que el tria´ngulo es o bien obtusa´ngulo o
bien recta´ngulo (uno de los a´ngulos de ∆ es superior o igual a pi2 ). Entonces
el centro de Chebyshev de ∆ coincide con el punto medio del lado mayor de
∆, y su radio de Chebyhev es la mitad de la longitud de dicho lado.
a1 a2
a3
x0r
Figura 1.1: Caso 1
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a1 a2
a3
x′0
x0
r
Figura 1.2: Caso 2
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1.3. ¿Que´ es un centro de Fermat?
Cuando defin´ıamos el centro de Chebyshev de un conjunto de n (n ≥ 1)
puntos a1, . . . , an en un espacio normado (X, ‖ · ‖), lo que se buscaba era
encontrar el mı´nimo de la funcio´n
x ∈ X −→ ∥∥(‖x− a1‖, . . . , ‖x− an‖)∥∥∞,
donde ‖ · ‖∞ es la usual norma del ma´ximo en Rn.
Si en el planteamiento anterior sustituimos ‖ · ‖∞ por ‖ · ‖1 (la usual
norma de la suma en Rn) lo que obtenemos es el centro de Fermat.
Con precisio´n: Un centro de Fermat de un conjunto finitoA ⊂ X formado
por a1, . . . , an, es un punto donde la suma de las distancias de este punto a
las puntos que forman tal conjunto sea mı´nima. Es decir, un punto donde
la funcio´n objetivo siguiente
x ∈ X −→ r1(x,A) =
n∑
i=1
‖x− ai‖
alcanza su mı´nimo en X.
El conjunto de los centros de Fermat del conjunto A (quiza´ vac´ıo) se
denota por
Z1(A) =
{
x ∈ X : r1(x,A) = inf
y∈X
r1(y,A)
}
.
Por supuesto si la dimensio´n del espacio X es finita, entonces el conjunto
Z1(A) no es vac´ıo.
1.4. Centro de Fermat de un tria´ngulo en el plano
eucl´ıdeo
Si el espacio X es un plano euclidiano, la determinacio´n del centro de
Fermat de un conjunto de tres puntos se divide en dos casos.
La figura (1.3) refleja el caso en que los a´ngulos del tria´ngulo ∆ son
estrictamente menores que 2pi3 . En esta situacio´n tal punto fue encontrado
por Torricelli antes de 1640, segu´n el libro [6], que cita las referencias [51] y
[22]. Este punto es la interseccio´n de las circunferencias circunscritas a los
tria´ngulos equila´teros exteriores construidos sobre los lados del tria´ngulo ∆,
y se conoce como “ punto de Fermat ” o “ punto de Torricelli ”.
La figura (1.4) refleja el caso en que uno de los a´ngulos es superior o
igual a 2pi3 . Este caso ha sido tratado por muchos autores, y el primero en
enunciarlo expl´ıcitamente fue Cavalieri (antes de 1647, segu´n el libro [6], que
cita [8]). Tal punto es el ve´rtice de dicho a´ngulo.
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a1
a2
a3
a′1
a′2
a′3
x0
Figura 1.3: Caso 1
a1 a2
a3 = x0
Figura 1.4: Caso 2
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1.5. ¿Que´ es un p-centro?
Si en el planteamiento de centros de Chebyshev (o en el de centros de
Fermat) sustituimos ‖ · ‖∞ (o ‖ · ‖1) por ‖ · ‖p (la usual norma de la p-suma
en Rn) lo que obtenemos es el p-centro.
En concreto: un p-centro de un conjunto finito A ⊂ X formado por
a1, . . . , an, es un punto donde la suma de las distancias con potencia p ∈
(1,∞) de este punto a las puntos que forman tal conjunto sea mı´nima. Es
decir, un punto donde la funcio´n objetivo siguiente
x ∈ X −→ rp(x,A) =
(
n∑
i=1
‖x− ai‖p
) 1
p
alcanza su mı´nimo en X.
El conjunto de los p-centros del conjunto A (quiza´ vac´ıo) se denota por
Z
p
(A) =
{
x ∈ X : rp(x,A) = inf
y∈X
rp(y,A)
}
.
Por supuesto si la dimensio´n del espacio X es finita, entonces el conjunto
Z
p
(A) no es vac´ıo.
1.6. 2-centro de un tria´ngulo en el plano eucl´ıdeo
Si el espacio X es un plano eucl´ıdeo el 2-centro (o baricentro o centro de
gravedad) del tria´ngulo {a1, a2, a3}, es el punto x0 = 13(a1 + a2 + a3) como
indica la figura siguiente.
a1
a2
a3
x0
Figura 1.5:
1.7. Norma mono´tona
Se dice que una norma γ en Rn (n ≥ 2) es mono´tona si para cada
t = (ti)1≤i≤n y s = (si)1≤i≤n dos vectores en Rn, tales que |ti| ≤ |si| para
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cada i = 1, . . . , n, tenemos que
γ(t) ≤ γ(s).
Una norma mono´tona en Rn sera´ llamada una n-norma mono´tona.
Ejemplo 1.7.1. Las normas cla´sicas de `p para 1 ≤ p ≤ ∞, son mono´tonas.
Lema 1.7.2 (Lema 2 de [45]). Sea n ≥ 2 y sea γ una n-norma mono´tona
y sea t = (ti)1≤i≤n y s = (si)1≤i≤n dos vectores en Rn. Si |ti| < |si| para
cada i = 1, . . . , n, entonces γ(t) < γ(s).
Demostracio´n. Denotamos λi =
∣∣∣ tisi ∣∣∣ para cada i = 1, . . . , n y λ = ma´x16i6nλi.
Por las hipo´tesis tenemos λi ∈ [0, 1) para cada i = 1, . . . , n, as´ı que λ < 1.
Por tanto ti ≤ λsi para cada i = 1, . . . , n. Luego
γ(t1, . . . , tn) ≤ γ(λs1, . . . , λsn) = λγ(s1, . . . , sn) < γ(s1, . . . , sn).
1.8. ¿Que´ es un γ-centro?
Si ahora, en vez de trabajar con ‖ · ‖∞, ‖ · ‖1 o ‖ · ‖p consideramos una
norma mono´tona arbitraria γ lo que obtenemos es el γ-centro.
En concreto: un γ-centro de un conjunto finito A ⊂ X formado por
a1, . . . , an, es un punto donde la funcio´n objetivo siguiente
x ∈ X −→ Gγ(A)(x) = γ(‖x− a1‖, . . . , ‖x− an‖)
alcanza su mı´nimo en X.
El conjunto de los γ-centros del conjunto A (quiza´ vac´ıo) se denota por
Mγ(A) =
{
x ∈ X : Gγ(A)(x) = inf
y∈X
Gγ(A)(y)
}
.
Por supuesto si la dimensio´n del espacio X es finita, entonces el conjunto
Mγ(A) no es vac´ıo.
Nota 1.8.1. En este trabajo conservamos la notacio´n empleada por Amir
en su libro [1] para representar el conjunto de los centros de Chebyshev
y la funcio´n que determina e´stos. Asimismo, y con una notacio´n ana´lo-
ga, representamos las funciones que determinan los centros de Fermat y
los p-centros. Para ambos conjuntos de centros, seguimos las notaciones de
Ben´ıtez, Ferna´ndez y Soriano en [3], [4] y [5]. Respecto a los γ-centros, y el
conjunto que definen, conservamos la notacio´n debida a Durier en [18].
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Nota 1.8.2. Sea γ una n-norma mono´tona, A = {a1, . . . , an} un subcon-
junto finito de X, y sea ω = (ω1, . . . , ωn) una n-familia positiva.
Se dice que x0 ∈ X es un γ-centro con pesos ω de A, si es un punto
donde la funcio´n siguiente
x ∈ X −→ Gγω(A)(x) = γ(ω1‖x− a1‖, . . . , ωn‖x− an‖)
alcanza su mı´nimo en X.
El conjunto de los γ-centros del conjunto A (quiza´ vac´ıo) se denota por
Mγω(A) =
{
x ∈ X : Gγω(A)(x) = inf
y∈X
Gγω(A)(y)
}
.
Observacio´n 1.8.3. Sea γ una n-norma mono´tona, ω = (ω1, . . . , ωn) una
n-familia positiva y t = (ti)1≤i≤n ∈ Rn.
(1) Si γ(t) = ‖t‖∞ = sup
16i6n
|ti| y ω1 = · · · = ωn = 1, la funcio´n Gγω(A)(·)
se denota por r(·, A), yMγω(A) por Z(A), y es el conjunto de los centros
de Chebyshev de A.
(2) Si γ(t) = ‖t‖1 =
n∑
i=1
|ti|, la funcio´n Gγω(A)(·) se denota por r1ω(·, A) y
Mγω(A) por Z1ω(A), y es el conjunto de los centros de Fermat de A con
pesos ω.
(3) Si γ(t) = ‖t‖p =
(
n∑
i=1
|ti|p
) 1
p
con 1 < p <∞, Gγω(A)(·) se denota por
rpω(·, A), y Mγω(A) por Zpω(A), y es el conjunto de los p-centros de A
con pesos ω.
1.9. Localizacio´n del γ-centro
Sea (X, ‖ · ‖) un espacio normado. Por sencillez supongamos dim(X) <
+∞. Sea γ una n-norma mono´tona y tomamos un conjunto finito {a1, . . . , an}
en X. ¿Donde esta´ el (o algu´n) γ-centro de {a1, . . . , an}?
La primera respuesta inocente que pod´ıamos dar es que el conjunto tiene
algu´n γ-centro en su envoltura convexa. De hecho esto se ha utilizado en la
literatura (ver [10]). Sin embargo, es falso. En realidad es falso en situaciones
muy sencillas.
Ejemplo 1.9.1. En (R3, ‖ · ‖1), si tomamos a1 = (1, 0, 0), a2 = (0, 1, 0) y
a3 = (0, 0, 1).
Se verifica fa´cilmente que (0,0,0) es el centro de Chebyshev, de Fermat,
y el p-centro de {a1, a2, a3}. Sin embargo (0,0,0) no esta´ en la envoltura
convexa de {a1, a2, a3}.
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En las secciones siguientes vamos a ver que si podemos encontrar centros
(γ-centros, p-centros, etc) de conjuntos finitos en su envoltura convexa en
dos casos importantes: en los IPS y en espacios de dimensio´n dos.
Desde luego son hechos conocidos pero hemos incluido demostraciones
por comodidad del lector, y en el segundo caso (espacio de dimensio´n dos)
tambie´n porque no hemos encontrado pruebas sencillas y expl´ıcitas en la
literatura.
Una vez que queda claro que en los IPS y los espacios bidimensionales
podemos encontrar centros de los conjunto finitos en su envoltura convexa,
el hecho notable es que son los dos u´nicos casos en que esto sucede.
En los cap´ıtulos 2, 3, 4 y 5 recogemos varios resultados conocidos que
precisen esta idea y hacemos algunas aportaciones en esta direccio´n. En
definitiva lo que se obtiene son distintos caracterizaciones de de los IPS en
dimensio´n mayor o igual que tres.
Nota 1.9.2. Aunque hemos mencionado conjuntos finitos en realidad vamos
a trabajar casi exclusivamente con conjuntos de tres puntos, o lo que es lo
mismo, con tria´ngulos.
Observamos que los conjuntos de uno o dos puntos son demasiado trivia-
les. Si tomamos solamente un punto, evidentemente su centro (sea cual sea)
es e´l mismo. Si tomamos un par de puntos, es fa´cil probar que sus centros
esta´n siempre en su envoltura convexa, es decir, en el segmento que definen.
Por otra parte, veremos que por la caracterizacio´n de los IPS nos basta
con conjuntos de tres puntos. No es preciso tomar ma´s puntos.
1.10. γ-centro de un conjunto finito en un IPS
Antes de nada recordemos un resultado de la proyeccio´n sobre un convexo
cerrado en un IPS siguiente.
Teorema 1.10.1. Sea (X, ‖ · ‖) un espacio IPS y sea K ⊂ X un convexo
cerrado no vac´ıo. Entonces para todo x ∈ X, existe y0 ∈ K u´nico tal que
‖x− y0‖ = inf
y∈K
‖x− y‖.
El punto y0, se caracteriza por la propiedad:
< x− y0, y − y0 >≤ 0 para todo y ∈ K.
Se escribe y0 = PKx = Proyeccio´n de x sobre K.
Adema´s, se verifica
‖PKx1 − PKx2‖ ≤ ‖x1 − x2‖ para todo x1, x2 ∈ X.
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Demostracio´n. Ve´ase pa´gina 79-80 de [7].
La proposicio´n siguiente es una consecuencia inmediata del teorema an-
terior.
Proposicio´n 1.10.2. Sea (X, ‖ · ‖) un espacio IPS, y sea A = {a1, . . . , an}
un conjunto en X. Entonces para cada x ∈ X, existe un punto x0 ∈ conv(A)
tal que
‖x0 − ai‖ ≤ ‖x− ai‖
para cada i = 1, . . . , n.
Demostracio´n. Esta´ claro que conv(A) es un convexo cerrado.
Sea x ∈ X. Por el Teorema 1.10.1, existe un u´nico punto x0 ∈ conv(A)
tal que Pconv(A)(x) = x0, y
‖Pconv(A)(x)− Pconv(A)(ai)‖ ≤ ‖x− ai‖
para cada i = 1, . . . , n.
Por tanto
‖x0 − ai‖ ≤ ‖x− ai‖
para cada i = 1, . . . , n.
Proposicio´n 1.10.3. Sea (X, ‖ · ‖) un espacio IPS. Sea n ≥ 2, γ una
n-norma mono´tona, ω una n-familia positiva y sea A = {a1, . . . , an} ⊂ X.
Entonces, el conjunto A tiene un u´nico γ-centro, adema´s esta´ en su envoltura
convexa.
Demostracio´n. Probamos primero la existencia de un γ-centro de A. Sea
x ∈ X. Por la Proposicio´n 1.10.2, existe un x0 ∈ conv(A) tal que
‖x0 − ai‖ ≤ ‖x− ai‖
para cada i = 1, . . . , n.
Puesto que γ es una norma mono´tona, entonces
Gγω(A)(x0) ≤ Gγω(A)(x). (1.1)
Esta´ claro que conv(A) es un compacto y Gγω(A) es una funcio´n continua.
Por tanto, el Teorema de Weirstrass garantiza que la funcio´n Gγω(A)
alcanza su mı´nimo sobre conv(A). Es decir, existe y0 ∈ conv(A) tal que
Gγω(A)(y0) ≤ Gγω(A)(y) para todo y ∈ conv(A).
Por la igualdad (1.1), tenemos que
Gγω(A)(y0) ≤ Gγω(A)(x0) ≤ Gγω(A)(x).
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Puesto que x es un punto arbitrario en X, entonces y0 es un mı´nimo
absoluto de la funcio´n Gγω(A). Adema´s y0 ∈ conv(A).
Para la unicidad, veamos primero que la funcio´n Gγω(A) es estrictamente
convexa. En efecto: Sea x, y ∈ X con x 6= y , y sea λ ∈ (0, 1).
Puesto que X es un espacio estrictamente convexo, y para cada i =
1, . . . , n, x− ai y y− ai son linealmente independientes, entonces para cada
i = 1, . . . , n, tenemos que
‖λ(x− ai) + (1− λ)(y − ai)‖ < λ‖x− ai‖+ (1− λ)‖y − ai‖.
Por el Lema 1.7.2, obtenemos que
Gγω(A)(λ(x+ (1− λ)y) < λGγω(A)(x) + (1− λ)Gγω(A)(y).
Ahora la unicidad de γ-centro con pesos ω, es una consecuencia directa
de la convexidad estricta de la funcio´n Gγω(A).
Por u´ltimo, hemos visto en la existencia que la funcio´n Gγω(A) tiene por
lo menos un mı´nimo en la envoltura convexa de A y hemos visto tambie´n que
este mı´nimo es u´nico. Por lo tanto, el conjunto A tiente un u´nico γ-centro
y esta´ en su envoltura convexa.
1.11. El Teorema de Helly. Una consecuencia
El teorema de Helly es una de los resultados fundamentales de la teor´ıa
de conjuntos convexos. Puede verse pa´gina 196 de [42].
Nos dice lo siguiente:
Teorema 1.11.1 (Helly). Sea {Ci : i ∈ I} una coleccio´n finita de con-
juntos convexos en Rn (no necesariamente cerrados). Si cada subcoleccio´n
de a lo sumo n + 1 subconjuntos tiene interseccio´n no vac´ıa, entonces la
coleccio´n entera tiene interseccio´n no vac´ıa.
De este teorema se sigue la siguiente proposicio´n, que ya se puede ver
en Wendell y Hurter [57], Durier [18] y Ben´ıtez, Ferna´ndez y Soriano [4].
Aunque dan una demostracio´n que no se apoya en el Teorema de Helly.
Como se vera´ la idea de la prueba es muy simple y ya aparece ma´s o
menos en Kakutani [30] pa´gina 97.
Proposicio´n 1.11.2. Sea (X, ‖ · ‖) un espacio normado de dimensio´n dos,
y sean a1, . . . , an n puntos en X. Entonces para cada x ∈ X existe un punto
x0 en la envoltura convexa de {a1, . . . , an} tal que
‖x0 − ai‖ ≤ ‖x− ai‖
para cada i = 1, . . . , n.
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Demostracio´n. El resultado es evidente para n ≤ 2, suponemos que n ≥ 3.
Denotemos por T a la envoltura convexa de {a1, . . . , an}. Sea x ∈ X,
para i = 1, . . . , n, tomamos ri = ‖ai − x‖, y denotamos
Bi = {y ∈ X : ‖ai − y‖ ≤ ri}.
Es fa´cil comprobar que cada tres miembros de la familia de conjuntos
convexos {B1, . . . , Bn, T} tenga interseccio´n no vac´ıa. Entonces el Teorema
1.11.1 de Helly en dimensio´n dos garantiza que la familia tiene interseccio´n
no vac´ıa, es decir, existe x0 ∈ T ∩B1 ∩ · · · ∩Bn. Por tanto esta´ claro que x0
satisface la caracter´ıstica deseada.
1.12. Los γ-centros de un conjunto finito en un
espacio de dimensio´n dos
La proposicio´n siguiente es una consecuencia inmediata de la anterior.
Proposicio´n 1.12.1. Sea n ≥ 2 y sea γ una n-norma mono´tona, ω una
n-familia positiva. Sea A = {a1, . . . , an} un conjunto en X. Entonces, si
dim(X) = 2, se tiene
Mγω(A) ∩ conv(A) 6= ∅.
Demostracio´n. Sea A = {a1, . . . , an} un conjunto finito en el espacio X de
dimensio´n dos. Por la proposicio´n 1.11.2, tenemos que para cada x ∈ X
existe un punto x0 ∈ conv(∆) tal que
‖x0 − ai‖ ≤ ‖x− ai‖,
para cada i = 1, . . . , n.
Puesto que la norma γ es mono´tona y ω es positiva, entonces
Gγω(A)(x0) ≤ Gγω(A)(x).
Por tanto
Gγω(A)(x0) ≤ inf
x∈ X
Gγω(A)(x).
Luego
x0 ∈Mγω(A) ∩ conv(∆).
Corolario 1.12.2. En un espacio de dimensio´n dos, cada conjunto finito
tiene un centro de Chebyshev (o ∞-centro), de Fermat (o 1-centro) y un
p-centro
(
p ∈ (1,∞)) en su envoltura convexa.
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Nota 1.12.3. La proposicio´n precedente afirma que un conjunto finito en
un espacio de dimensio´n dos, tiene un γ-centro en su envoltura convexa.
Esto no significa que tal conjunto no pueda tener otro γ-centro fuera de su
envoltura convexa.
El ejemplo que viene a continuacio´n expresa claramente que un conjunto
de tres puntos en (R2, ‖ · ‖1) tiene centros de Chebyshev en su envoltura
convexa y fuera de ella como muestra la figura 1.6.
Ejemplo 1.12.4. En (R2, ‖ · ‖1), si a1 = (1, 0), a2 = (0, 1), a3 = (14 , 14),
entonces
Z({a1, a2, a3}) =
{
(t, t) : 0 ≤ t ≤ 3
4
}
= [0, a], donde a =
(3
4
,
3
4
)
.
Por tanto
Z({a1, a2, a3}) ∩ conv({a1, a2, a3}) 6= ∅, y
Z({a1, a2, a3}) * conv({a1, a2, a3}).
a1
a2
a3
0
a
Figura 1.6:
1.13. γ-centros y espacios afines bidimensional
Vamos a destacar aqu´ı una consecuencia sencilla pero importante de lo
visto en las secciones 1.11 y 1.12. Naturalmente, es bien conocida en su
versio´n general o en alguno de sus particulares (ve´ase Corolario 1.13.3).
Aparece o ha sido utilizado al menos en Wendell y Hurter [57], Durier [16]
y [18] y Ben´ıtez, Ferna´ndez y Soriano [3], [4], [5].
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Proposicio´n 1.13.1. Sea X un espacio normado y A = {a1, a2, a3} ⊂ X.
Sea γ una 3-norma mono´tona y ω una 3-familia positiva.
Mγω(A) ∩ aff(A) 6= ∅ si y so´lo si Mγω(A) ∩ conv(A) 6= ∅.
Demostracio´n. Sea A = {a1, a2, a3} un conjunto de X y sea ω una 3-familia
positiva.
Por supuesto, si Mγω(A) ∩ conv(A) 6= ∅ entonces, Mγω(A) ∩ aff(A) 6= ∅,
tenemos que probar solamente el inverso.
Tomando una translacio´n en caso de necesidad, podemos suponer que el
espacio af´ın generalizado por A = {a1, a2, a3} pasa por 0 es decir que es un
espacio vectorial de dimensio´n dos, lo denotemos Y .
Por nuestra hipo´tesis existe x0 ∈ Y tal que
Gγω(A)(x0) ≤ Gγω(A)(x)
para cada x ∈ Y .
Por la Proposicio´n 1.11.2 existe x′0 ∈ conv(A) tal que
‖x′0 − ai‖ ≤ ‖x0 − ai‖
para i = 1, 2, 3.
Puesto que ωi > 0 para i = 1, 2, 3 y γ mono´tona, tenemos que
Gγω(A)(x
′
0) ≤ Gγω(A)(x0) ≤ Gγω(A)(x),
para todo x ∈ X. Esto concluye nuestra prueba.
Nota 1.13.2. La notacio´n Z
∞
(A) significa el conjunto de los centros de
Chebyshev (o ∞-centros) del conjunto A.
Corolario 1.13.3. Sea X un espacio normado y A = {a1, a2, a3} ⊂ X. Sea
p ∈ [1,∞].
Z
p
(A) ∩ aff(A) 6= ∅ si y so´lo si Zp(A) ∩ conv(A) 6= ∅.
Nota 1.13.4. La notacio´n rY (∆) significa el radio de Chebyshev del con-
junto ∆ = {a1, a2, a3} en el subconjunto Y , es decir,
rY (∆) = inf
x∈Y
r(x,∆).
Corolario 1.13.5. Sea (X, ‖ · ‖) un espacio normado de dimensio´n dos, y
∆ = {a1, a2, a3} un conjunto de tres puntos en X. Entonces
rconv(∆)(∆) = rX(∆).
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Demostracio´n. Sea ∆ = {a1, a2, a3} un conjunto de tres puntos en el espacio
X de dimensio´n dos. Por el Corolario 1.12.2, existe x0 ∈ conv(∆) tal que
r(x0,∆) = inf
x∈ X
r(x,∆) ≤ inf
y∈ conv(∆)
r(y,∆) ≤ r(x0,∆).
Por tanto
rconv(∆)(∆) = rX(∆).
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Cap´ıtulo 2
Caracterizacio´n de IPS mediante
centros de Chebyshev
2.1. Caracterizacio´n de Garkavi y Klee
La caracterizacio´n ba´sica de los espacios IPS mediante el radio y centros
de Chebyshev se debe a Garkavi y Klee (ve´ase por ejemplo [24], [34] y la
seccio´n 15 de [1]). Recordamos aqu´ı dos versiones de esta caracterizacio´n.
Nota 2.1.1. Mantendremos en esta seccio´n el nu´mero (15.2) asignado en
el libro de Amir [1].
Teorema 2.1.2 (Garkavi-Klee. Versio´n 1). Sea X un espacio normado
de dimensio´n al menos tres. Entonces X es un espacio IPS si y so´lo si se
cumple la condicio´n siguiente:
(15.2) Para cada subespacio Y de X de dimensio´n dos y para cada
conjunto ∆ = {a1, a2, a3} ⊂ Y , rX(∆) = rY (∆).
Demostracio´n. Ve´ase [1] pa´gina 119.
No´tese que la condicio´n rX(∆) = rY (∆) significa que ∆ tiene el mismo
radio de Chebyshev tanto si lo consideramos en el espacio bidimensional
Y como si lo consideramos sumergido en todo X. Esto significa que si x0
es centro de Chebyshev de ∆ en Y tambie´n es centro de Chebyshev ∆ en
todo X. Pero como Y tiene dimensio´n dos, por el Corolario 1.12.2, podemos
suponer que x0 ∈ conv(∆). En resumen, (15.2) es equivalente a la siguiente
condicio´n.
25
26 Cap´ıtulo 2
(GK∞) Cada conjunto de tres puntos en X tiene un centro de Chebys-
hev en su envoltura convexa.
Por ello el Teorema anterior se puede escribir tambie´n de la siguiente
forma:
Teorema 2.1.3 (Garkavi-Klee. Versio´n 2). Sea X un espacio normado
de dimensio´n al menos tres. Entonces, X es un IPS si y so´lo si se cumple
la condicio´n siguiente:
(GK∞) Cada conjunto de tres puntos en X tiene un centro de Chebys-
hev en su envoltura convexa.
2.2. Una caracterizacio´n de Amir erro´nea
Las propiedades (15.2) y (GK∞) motivaron que Amir diera el resultado
que aparece a continuacio´n. La condicio´n de Garkavi y Klee se expresa me-
diante centros de Chebyshev de los conjuntos de tres puntos de X. La idea
de Amir es trabajar en la misma l´ınea, pero en lugar de utilizar todos los
conjuntos de tres puntos, utiliza solamente los conjuntos de tres puntos que
esta´n en la esfera unidad.
Teorema 2.2.1 (Amir [1]). Sea X un espacio normado de dimensio´n al
menos tres. Entonces X es un espacio IPS si y so´lo si se cumple la condicio´n
siguiente:
(15.14) Para cada tres puntos a1, a2, a3 de norma uno en X, si
rX({a1, a2, a3}) = 1, entonces 0 esta´ en la envoltura conve-
xa de {a1, a2, a3}.
Puesto que a1, a2, a3 tienen norma uno, rX({a1, a2, a3}) = 1 sen˜ala que 0
es un centro de Chebyshev de {a1, a2, a3}. Por lo tanto, la condicio´n (15.14)
se transforma en
(15.14’) Si a1, a2, a3 tienen norma uno en X y 0 es centro de Chebys-
hev de {a1, a2, a3}, entonces 0 esta´ en su envoltura convexa.
Nota 2.2.2. El nu´mero (15.14) como en el libro de Amir [1].
Cuando intenta´bamos entender bien la caracterizacio´n (15.14) descubri-
mos que no pod´ıamos reproducir la prueba de Amir. Por supuesto, si X
es un IPS, la condicio´n (15.14) se cumple. El problema es co´mo probar el
inverso. Finalmente hemos descubierto que hab´ıa un error: Veremos que el
Teorema 2.2.1 de Amir es falso.
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2.3. Dos caracterizaciones de Durier erro´neas
La propiedad (15.14) de Amir motivo´ que Durier diera los resultados
siguientes.
Teorema 2.3.1 (Parte (1) del Teorema 4.1 de [18]). Supongamos que
dim(X) ≥ 3. Sea n ≥ 3.
X es un IPS si y so´lo si, para cada conjunto A de n puntos en SX ,
tenemos que
0 ∈ Z(A) ⇒ 0 ∈ conv(A).
Teorema 2.3.2 (Parte (1) del Teorema 4.2 de [18]). Supongamos que
dim(X) ≥ 3. Sea n ≥ 3 y γ una n-norma mono´tona. X es un IPS si y so´lo
si, para cada conjunto A de n puntos en SX , tenemos que
∃ ω ≥ 0, 0 ∈Mγω(A) ⇒ 0 ∈ conv(A).
Puesto que estas caracterizaciones de Durier son unas extensiones de
(15.14) de Amir y esta ultima es falsa, entonces las de Durier son falsas
tambie´n.
2.4. ¿Do´nde “falla” la demostracio´n de Amir?
Expliquemos a continuacio´n el problema que hemos encontrado en la
demostracio´n de Amir. Para la demostracio´n del Teorema 2.2.1, Amir dec´ıa
que “(15.14) implica (15.2) es inmediato por el Lema 15.1”, que es el que
aparece bajo la nota siguiente.
Nota 2.4.1. La notacio´n span(s,∆) significa el espacio vectorial generado
por el punto s y el conjunto ∆.
Lema 2.4.2 (Lema 15.1 de [1]). Sea (X, ‖ · ‖) un espacio normado. Si
el conjunto ∆ = {a1, a2, a3} en X satisface rX(∆) < rconv(∆)(∆), entonces
existe s ∈ X tal que
(i) ‖s− a1‖ = ‖s− a2‖ = ‖s− a3‖,
(ii) r(s,∆) = rspan(s,∆)(∆) < rconv(∆)(∆).
Como tanto el enunciado como la demostracio´n de este lema presentan
algunos dificultades, nos vamos a dedicar a ellos en detalle las subsecciones
siguientes.
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2.4.1. En torno al “Lema 15.1 de Amir”
En relacio´n con este lema, resaltamos aqu´ı dos cosas.
La primera, que su enunciado contiene una errata. Para ser ma´s precisos,
en [1] Amir dice r(z,∆) = rspan(z,∆)(∆) < rconv(∆)(∆) en vez de
r(p,∆) = rspan(p,∆)(∆) < rconv(∆)(∆),
tal como lo hemos enunciado anteriormente. Pero el enunciado tal como
esta´ en [1] no tiene sentido. Es claramente falso:
Puesto que z ∈ ∆ = {x, y, z}, tendr´ıamos
r(z,∆) = rspan(z,∆)(∆) < rconv(∆)(∆) ≤ r(z,∆),
lo que es imposible.
Leyendo la demostracio´n que aparece en [1] resulta claro que la intencio´n
del autor era escribirlo tal como lo hemos escrito nosotros.
La segunda cosa que queremos resaltar sobre el lema se refiere a su
demostracio´n. Aunque la idea que empleo´ Amir en su demostracio´n es cierta,
tal como esta´ expresada es bastante oscura. Adema´s, contiene una errata
tambie´n. Cuando dice que rconv(∆)(∆) > rF (∆) para algu´n subespacio F de
dimensio´n dos tal que F ⊃ ∆, comete un error. Y esto porque, en dimensio´n
dos por el corolario 1.13.5, se tiene que
rconv(∆)(∆) = rF (∆).
Puesto que la demostracio´n de Amir de su Lema 15.1, como hemos dicho,
es oscura y tiene una errata, vamos a ver aqu´ı una demostracio´n detallada.
Seguimos la idea de Amir, pero vamos a ver un resultado un poco ma´s
general que el suyo, que utilizaremos luego. De este resultado el Lema 15.1
de Amir sera´ una consecuencia sencilla. Un lema previo nos servira´ de ayuda.
Lema 2.4.3. Sea (X, ‖ · ‖) un espacio normado, sea ∆ = {a1, a2, a3} un
conjunto en X y supongamos que ∆ tiene un centro de Chebyshev s. En-
tonces el ma´ximo r(s,∆) = ma´x
1≤i≤3
‖ai − s‖ se alcanza por lo menos en dos
puntos, es decir, existen i, j ∈ {1, 2, 3}, con i 6= j, tal que
r(s,∆) = ma´x
1≤i≤3
‖ai − s‖ = ‖ai − s‖ = ‖aj − s‖.
Demostracio´n. Denotamos r = r(s,∆) y suponemos por ejemplo que
‖s− a1‖ < ‖s− a3‖ = r.
Debemos demostrar que ‖s − a2‖ = ‖s − a3‖ = r. Si asumimos que
‖s − a2‖ < ‖s − a3‖ = r, por la continuidad de la norma, existe s′ ∈ [s, a3]
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tal que
‖s′ − a3‖ < ‖s− a3‖,
‖s′ − a2‖ < ‖s− a3‖,
‖s′ − a1‖ < ‖s− a3‖.
Esto significa que r(s′,∆) < r(s,∆) = r cua´l contradice que s es un centro
de Chebyshev de ∆.
Lema 2.4.4. Sea (X, ‖ · ‖) un espacio normado, y sea ∆ = {a1, a2, a3} un
conjunto en X que tiene algu´n centro de Chebyshev.
Si rX(∆) < rconv(∆)(∆), entonces ∆ tiene un centro de Chebyshev x0 que
satisface
‖x0 − a1‖ = ‖x0 − a2‖ = ‖x0 − a3‖. (2.1)
Demostracio´n. Sea s un centro de Chebyshev del conjunto ∆ que no esta´ en
su envoltura convexa. Denotamos r = r(s,∆).
Supongamos que s no cumple (2.1). Por el Lema 2.4.3 podemos suponer,
sin la pe´rdida de generalidad, que
‖s− a1‖ < ‖s− a2‖ = ‖s− a3‖ = r.
Nuestro objetivo ahora es encontrar otro centro de Chebyshev de ∆ que no
esta´ en su envoltura convexa, y que satisface la condicio´n (2.1).
No´tese primero que
‖a2 + a3‖ ≤ ‖a2 − s‖+ ‖s− a3‖ = 2r.
Por otra parte veamos que ‖a2 + a3‖ = 2r. Asumamos que esto no es el
caso, entonces, puesto que m = 12(a2+a3) es el punto mediado del segmento
[a2, a3], tenemos que
‖m− a2‖ = ‖m− a3‖ < r.
En otras palabras, m ∈ ◦B (a2, r)∩
◦
B (a3, r), donde
◦
B (a, r) es la bola abierta
de centro a y de radio r. Por lo tanto
[m, s) ⊂ ◦B (a2, r)∩
◦
B (a3, r).
Como ‖s − a1‖ < r, entonces por la continuidad de la norma existe
s ∈ [m, s) satisface
‖s− a1‖ < r.
Por otra parte, tenemos s ∈ [m, s) ⊂ ◦B (a2, r)∩
◦
B (a3, r). As´ı que
‖s− a2‖ < r y ‖s− a3‖ < r.
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Sigue r(s,∆) < r(s,∆) = r, cua´l es una contradiccio´n con el hecho de que s
es un centro de Chebyshev de ∆. Esto demuestra que
‖a2 − a3‖ = 2r,
y que
‖m− a2‖ = ‖m− a3‖ = 12‖a2 − a3‖ = r.
Supongamos ahora ‖m− a1‖ ≤ r, entonces
‖m− a1‖ ≤ ‖m− a2‖ = ‖m− a3‖ = r,
eso significa que m es un centro de Chebyshev de ∆, y como m esta´ en
la envoltura convexa de este tria´ngulo, obtenemos una contradiccio´n con el
hecho de que rX(∆) < rconv(∆)(∆), por lo tanto
‖m− a1‖ > r.
La igualdad ‖a2 − a3‖ = 2r implica que
B(a2, r) ∩B(a3, r) ⊂ {x ∈ X : ‖x− a2‖ = ‖x− a3‖ = r},
donde B(a, r) es la bola cerrada de centro a y de radio r. Por tanto, como
m, s pertenecen a B(a2, r) ∩B(a3, r), conseguimos que
[m, s] ⊂ B(a2, r) ∩B(a3, r) ⊂ {x ∈ X : ‖x− a2‖ = ‖x− a3‖ = r}.
Para terminar consideramos una funcio´n f definida y continua sobre
[0, 1] de forma siguiente a cada t ∈ [0, 1] asociamos
f(t) = ‖t(s− a1) + (1− t)(m− a1)‖,
tenemos f(0) = ‖m−a1‖ > r y f(1) = ‖s−a1‖ < r, entonces por el Teorema
de Bolzano existe t0 ∈ [0, 1] tal que f(t0) = r,
x0 = t0s+ (1− t0)m ∈ [m, s].
Por tanto
‖x0 − a1‖ = ‖x0 − a2‖ = ‖x0 − a3‖ = r,
y adema´s x0 es un centro de Chebyshev de ∆.
Ahora el “Lema 15.1 de Amir” es un simple corolario del Lema 2.4.4:
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2.4.2. Demostracio´n del “Lema 15.1 de Amir”
La condicio´n rX(∆) < rconv(∆)(∆) implica que existe x0 ∈ X tal que
r(x0,∆) < rconv(∆)(∆).
Tomemos Y = span(x0,∆). Como dim(Y ) <∞ (dimensio´n de Y es finito),
entonces todo conjunto de tres puntos en Y tiene centro de Chebyshev en Y .
Podemos aplicar el Lema 2.4.4. Por tanto existe s ∈ Y centro de Chebyshev
de ∆ en Y tal que las condiciones (i) y (ii) del Lema 2.4.2 se cumplen.
2.4.3. La “demostracio´n” que Amir dio de “(15.14) implica
(15.2)”
En lo que sigue, reproducimos la demostracio´n que Amir dio de “(15.14)
implica (15.2)”. En ella, y bajo su forma contrarrec´ıproca, dado un espacio
X, se pretende demostrar que si existe un subespacio Y de dimensio´n dos,
y un conjunto ∆ = {a1, a2, a3} ⊂ Y tal que rX(∆) 6= rY (∆), entonces existe
un conjunto T, formado por tres puntos en la esfera unidad de X, tal que 0
es un centro de Chebyshev de T en X, y 0 no esta´ en la envoltura convexa
de T.
Se hace lo siguiente, supongamos que existen un subespacio Y de dimen-
sio´n dos en X, y un conjunto ∆ = {a1, a2, a3} ⊂ Y tal que rX(∆) 6= rY (∆),
es decir,
rX(∆) < rY (∆) ≤ rconv(∆)(∆).
Por el Lema 2.4.2 existe s ∈ X tal que
(i) ‖s− a1‖ = ‖s− a2‖ = ‖s− a3‖,
(ii) r(s,∆) = rspan(s,∆) < rconv(∆)(∆).
La parte (ii) significa que s es un centro de Chebyshev de ∆ en el sub-
espacio span(s,∆), y s /∈ conv(∆). Por la translacio´n x −→ φ(x) = x− s, se
obtiene que 0 es un centro de Chebyshev del conjunto
∆0 = {a1 − s, a2 − s, a3 − s}
en span(s,∆), y 0 /∈ conv(∆0). Si tomamos
u1 =
a1 − s
‖a1 − s‖ , u1 =
a2 − s
‖a2 − s‖ , u1 =
a3 − s
‖a3 − s‖ .
Conseguimos que 0 sea un centro de Chebyshev en el subespacio span(s,∆),
del conjunto T = {u1, u2, u3} que esta´ en la esfera unidad de X, y que 0 no
este´ en la envoltura convexa de T.
32 Cap´ıtulo 2
Hasta aqu´ı todo funciona bien, es decir, tenemos la existencia de un
conjunto T en la esfera unidad de X tal que 0 es su centro de Chebyshev
en span(s,∆), y 0 no esta´ en la envoltura convexa de dicho conjunto. Sin
embargo, el problema de esta demostracio´n es tratar de demostrar que 0 es
un centro de Chebyshev de T en todo el espacio X. Esto, en principio, no
se puede garantizar.
Evidentemente, si dim(X) = 3 entonces la idea anterior nos da la demos-
tracio´n de (15.14) implica (15.2). Veremos en la seccio´n 1.6 en que´ espacios,
siguiendo la idea de Amir con alguna modificacio´n del Lema 2.4.2, obtene-
mos tambie´n que (15.14) implica (15.2).
Con este problema en mente, hemos construido un ejemplo de un espacio
normado que satisface la condicio´n (15.14) sin que sea un IPS.
2.5. Contraejemplo a la caracterizacio´n (15.14) de
Amir
Para construir nuestro ejemplo, necesitamos algunos resultados previos.
Recordemos que si C es un conjunto convexo en un espacio vectorial X, el
funcional de Minkowski (o gauge) µC asociada a C esta´ definido para cada
x ∈ X por
µC(x) = inf
{
ρ > 0 :
1
ρ
x ∈ C
}
.
Vamos a usar lo fuertemente relacionados que esta´n las (semi)normas y los
funcionales de Minkowski de conjuntos convexos (ve´ase por ejemplo 1.33,
1.34, 1.35 de [44]). En particular, utilizaremos el resultado bien conocido
siguiente.
Lema 2.5.1. Sea (X, ‖ · ‖) un espacio normado y BX = {x ∈ X ‖x‖ ≤ 1}
su bola unidad, entonces
µBX (x) = ‖x‖
para cada x ∈ X.
Demostracio´n. Por supuesto µBX (0) = ‖0‖ = 0. Ahora tomemos un vector
x 6= 0. La igualdad ∥∥ x‖x‖∥∥ = 1 implica que x‖x‖ ∈ BX , y µBX (x) ≤ ‖x‖. De
otro lado, si 1ρx ∈ BX esto significa que tenemos
∥∥1
ρx
∥∥ = 1ρ‖x‖ ≤ 1 y por lo
tanto ‖x‖ ≤ ρ. As´ı que ‖x‖ ≤ µBX (x).
Podemos ahora probar nuestro lema principal. Su objetivo fundamental
es el siguiente. Dados tres puntos de norma uno en un espacio normado,
queremos ampliar el espacio normado pasando a otro “mayor ”, extendiendo
la norma, de manera que en el nuevo espacio normado 0 no es centro de
Chebyshev de estas tres puntos dados.
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Lema 2.5.2. Sea X un espacio vectorial y sea Y un hiperplano en X. Sea
‖ · ‖ una norma en Y y a1, a2, a3 tres puntos deferentes que tienen norma
uno en Y . Sea u un punto en X \ Y y denotamos
α = ma´x
{∥∥∥ai − aj
2
∥∥∥ : 1 ≤ i, j ≤ 3}.
Entonces existe una norma ‖ · ‖0 en X tal que:
(i) ‖y‖0 = ‖y‖ para cada y ∈ Y, y
(ii) ‖u− ai‖0 ≤ α para cada i = 1, 2, 3.
Demostracio´n. Sea BY la bola unidad cerrada de (Y, ‖ · ‖), y tomemos
A =
3⋃
i=1
{− 1α(u− ai), 1α(u− ai)}, y B = conv(BY ∪A).
Esta claro que B es un conjunto equilibrado, absorbente y convexo en X
adema´s no contiene ningu´n subespacio no trivial. Por lo tanto, su funcional
de Minkowski es una norma en X. Denote´mosla ‖ · ‖0. Obviamente, esta
norma satisface (ii). Por lo tanto tenemos que demostrar solamente que
satisface (i). Por eso hay que demostrar primero que By coincide con B∩Y .
Por supuesto, BY ⊆ B∩Y . Por la otra inclusio´n. Note primero que B puede
verla como la envoltura convexa de
BY ∪ conv(A+) ∪ conv(A−)
donde A+ = { 1α(u− a1), 1α(u− a2), 1α(u− a3)} y A− = −A+.
Sea y ∈ B ∩ Y . Puesto y pertenece a B, existe y1 ∈ BY , y2 ∈ conv(A+)
y y3 ∈ conv(A−), y nu´meros no negativos λ1, λ2, λ3 tal que λ1+λ2+λ3 = 1
y y = λ1y1 + λ2y2 + λ3y3. Ahora, desde y2 ∈ conv(A+) y y3 ∈ conv(A−),
deducimos que existen los nu´meros no negativos α1, α2, α3, β1, β2, β3, tal que
3∑
i=1
αi =
3∑
i=1
βi = 1, y2 =
3∑
i=1
αi
1
α(u− ai) e y3 =
3∑
i=1
βi
1
α(ai− u). Por lo tanto,
tenemos
y = λ1y1 +
λ2
α
3∑
i=1
αi(u− ai) + λ3
α
3∑
j=1
βj(aj − u).
As´ı que
y = λ1y1 +
1
α
(λ2 − λ3)u+ λ3
α
3∑
j=1
βjaj − λ2
α
3∑
i=1
αiai .
Desde y, y1, a1, a2, a3 pertenezcan a Y , y de u no pertenece a Y , se consigue
que λ2 − λ3 = 0. Denotemos µ = λ2 = λ3. Tenemos
y = λ1y1 +
µ
α
(
3∑
j=1
βjaj −
3∑
i=1
αiai
)
.
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Por tanto y = λ1y1 + 2µy0, donde
y0 =
1
2α
(
3∑
j=1
βjaj −
3∑
i=1
αiai
)
.
Para todo i, j ∈ {1, 2, 3}, puesto yij = 12α(aj − ai). Es inmediato ver que
y0 =
3∑
j=1
βj
(
3∑
i=1
αiyij
)
pero cada yij pertenece a BY , deducimos que y0 pertenece a BY , tambie´n.
Ahora, desde la igualdad y = λ1y1 + 2µy0, y el hecho que λ1 + 2µ =
λ1 + λ2 + λ3 = 1, conseguimos que y pertenece a BY , como desea´bamos.
Finalmente, la igualdad B ∩ Y = BY implica que (i) se cumple. Note que
dado y ∈ Y y t un nu´mero real no nulo, esta claro que ty ∈ B ∩ Y si y
solamente si ty ∈ B. Por tanto usando el Lema 2.5.1 obtenemos que para
cada y ∈ Y
‖y‖0 = inf
{
ρ > 0 :
1
ρ
y ∈ B
}
= inf
{
ρ > 0 :
1
ρ
y ∈ B ∩ Y
}
= inf
{
ρ > 0 :
1
ρ
y ∈ BY
}
= ‖y‖.
Ahora agregamos la convexidad estricta al resultado precedente.
Lema 2.5.3. Sea X un espacio vectorial y sea Y un hiperplano en X. Sea
‖·‖ una norma estrictamente convexa en Y y a1, a2, a3 tres puntos diferentes
que tienen norma uno en Y tal que 0 /∈ conv({a1, a2, a3}). Sea u un punto
en X \ Y y denotamos
α = ma´x
{∥∥∥ai − aj
2
∥∥∥ : 1 ≤ i, j ≤ 3}.
Entonces existe una norma estrictamente convexa ‖ · ‖s en X tal que:
(i) ‖y‖s = ‖y‖ para cada y ∈ Y, y
(ii) ‖u− ai‖s < α+12 para cada i = 1, 2, 3.
Demostracio´n. Segu´n el Lema 2.5.2 existe una norma ‖ · ‖0 en X verifica
‖y‖0 = ‖y‖ para y ∈ Y y ‖u − ai‖0 ≤ α para i = 1, 2, 3. Entonces desde
que Y es un hiperplano en X y u no pertenece a Y podemos definir en X
la norma siguiente
‖|y + θu‖| =
(
‖y‖2 + θ2
) 1
2
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para y ∈ Y y θ ∈ R. Esta norma es estrictamente convexa porque ‖ · ‖ es
estrictamente convexa. Adema´s, obviamente es una extensio´n de ‖ · ‖. Por
otra parte, como 0 /∈ conv({a1, a2, a3}), esta claro que 0 6= ai+aj y ai 6= −aj
por i, j = 1, 2, 3. Por lo tanto, por la convexidad estricta de ‖ · ‖ se tiene que
α < 1.
Tomamos un ε > 0 tal que
(1− ε)α+ ε
√
2 <
1 + α
2
,
porque l´ım
λ→0+
(1− λ)α+ λ√2 = α < 1+α2 .
Consideramos en X la norma siguiente
‖x‖s = (1− ε)‖x‖0 + ε‖|x‖|.
Esta norma es estrictamente convexa como consecuencia de la convexidad
estricta de ‖| ·‖|. Por otra parte, (i) se cumple porque ‖ ·‖0 y ‖| ·‖| coinciden
con ‖ · ‖ en Y .
Finalmente, para cada i = 1, 2, 3 tenemos
‖u− ai‖s = (1− ε)‖u− ai‖0 + ε‖|u− ai‖| ≤ (1− ε)α+ ε
√
2 <
1 + α
2
por lo tanto (ii) se tiene, tambie´n.
Observacio´n 2.5.4. Como ya hicimos notar en la demostracio´n anterior,
gracias a la convexidad estricta de la norma tenemos α < 1, y por tanto
α+ 1
2
< 1.
Por esta u´ltima desigualdad, la parte (ii) del lema anterior implica que 0 no
es centro de Chebyshev de {a1, a2, a3} en (X, ‖ · ‖s).
Podemos ahora dar la construccio´n de nuestro ejemplo.
Ejemplo: Existe un espacio normado real (X, ‖ · ‖) tal que
(1) (X, ‖ · ‖) no es un IPS.
(2) (X, ‖ · ‖) satisface (15.14).
Utilizaremos la reformulacio´n siguiente de (15.14) (o equivalente, (15.14’)):
(15.14”) Si a1, a2, a3 son tres puntos de norma uno en X tal que
0 /∈ conv({a1, a2, a3}), entonces existe u ∈ X tal que
‖u− ai‖ < 1 para i = 1, 2, 3.
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2.5.1. La idea de la construccio´n del ejemplo
Primero explicaremos la idea de nuestra construccio´n. Tomamos como
punto de partida un espacio normado estrictamente convexo de dimensio´n
tres que no sea un IPS. Veremos en la seccio´n 1.6 que para los espacios de
dimisio´n finita, IPS es equivalente a (15.14”). As´ı que en el espacio tomado
(15.14”) no se cumple. Por lo tanto, sabemos que en nuestro espacio existe
lo que podemos llamar una “mala terna ” : es decir, tres puntos a1, a2, a3
de norma uno en X tal que 0 /∈ conv({a1, a2, a3}), y tales que no hay un
u en nuestra espacio satisface ‖u − ai‖ < 1 par i = 1, 2, 3. Pero deseamos
que (15.14 ”) se cumpla, y no deseamos que “mala terna ” exista. Por eso
podemos aplicar el Lema 2.5.3. An˜adimos una dimensio´n a nuestro espa-
cio de forma que a1, a2, a3 ya no forman una “mala terna ”. Por supuesto
esto no es suficiente porque nuestro espacio no solo tiene uno, si no tiene
muchas “malas ternas ”. Usando la separabilidad del espacio podemos con-
seguir algo como la “densidad ” de la sucesio´n de “malas ternas ”, y esto
nos conducira´ a una construccio´n por induccio´n. Tenemos sin embargo un
problema adicional: cada vez que an˜adimos una dimensio´n a nuestro espacio
el conjunto de “malas ternas ” crece. Encontramos una construccio´n que
soluciona estos problemas simulta´neamente.
Comencemos con la construccio´n de nuestro ejemplo.
2.5.2. Construccio´n del ejemplo
Nuestro espacio X es el espacio vectorial de las sucesiones de nu´meros
reales con una cantidad finita de te´rminos no nulos. En este espacio vector
consideramos el espacio vectorial de dimensio´n tres X1 dado por
X1 = {(t1, t2, t3, 0, 0, . . . ) : t1, t2, t3 ∈ R}
que es un hiperplano en
X2 = {(t1, t2, t3, t4, 0, 0, . . . ) : t1, t2, t3, t4 ∈ R}.
En general, para cada nu´mero natural n ≥ 1 que tomaremos
Xn = {(t1, t2, . . . , tn, tn+1, tn+2, 0, 0, . . . ) : t1, t2, . . . , tn, tn+1, tn+2 ∈ R}.
As´ı que
X1 ⊂ X2 ⊂ · · · ⊂ Xn ⊂ Xn+1 ⊂ . . .
y cada Xn es un hiperplano en Xn+1. El espacio X es la unio´n de esta
sucesio´n creciente de estos espacios que tienen dimensio´n finita. Hemos dicho
que tomamos como punto de partida “ un espacio normado estrictamente
convexo de dimensio´n tres y que no sea un IPS ”. Tomamos en X1 una
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norma estrictamente convexa no euclidiana, que denotamos por ‖ · ‖1. Por
supuesto, la norma ‖ · ‖1 no tiene nada que ver con la norma de `1. (que no
es estrictamente convexa). Por ejemplo, puede ser cualquiera de las normas
de `p donde 1 < p <∞, p 6= 2.
Como la esfera unidad de (X1, ‖ · ‖1) es separable, existe una sucesio´n{(
a1(1,k), a
2
(1,k), a
3
(1,k)
)}
k≥1
de triples, de vectores que tienen norma uno en (X1, ‖ · ‖1) tal que para
cada ε > 0 y cada triple (x1, x2, x3) de vectores que tienen norma uno en
(X1, ‖ · ‖1), existe un k ∈ N tal que∥∥∥xi − ai(1,k)∥∥∥
1
< ε
para i = 1, 2, 3. Claramente, podemos suponer que para cada k ∈ N las vec-
tores a1(1,k), a
2
(1,k), a
3
(1,k) son linealmente independientes. Por esto suposicio´n
tenemos 0 /∈ conv({a1(1,k), a2(1,k), a3(1,k)}) para cada k ∈ N.
Para nuestra construccio´n inductiva, necesitamos una biyeccio´n pi de
N sobre N × N verificando lo siguiente: para cada n ∈ N, si denotamos
pi(n) = (m, k) ∈ N × N, tenemos m ≤ n. Podemos tomar, por ejemplo, la
enumeracio´n usual de N × N, (ve´ase por ejemplo, ape´ndice A: A6 de [11]):
(1, 1), (1, 2), (2, 1), (3, 1), (2, 2), (1, 3), (1, 4), (2, 3), (3, 2), (4, 1), (5, 1), . . .
Ahora apliquemos el Lema 2.5.3 al espacio X2. Tomamos X1 como el
hiperplano Y . La condicio´n que verifica pi garantiza que pi(1) tiene la forma
(1, k), por tanto el triple (a1pi(1), a
2
pi(1), a
3
pi(1)) es un termino de la sucesio´n
tomada arriba. Tomamos este triple, cuyos vectores son de norma uno, y
e4 = (0, 0, 0, 1, 0, . . .) como el punto u en X \ Y . Segu´n el Lema, existe una
norma estrictamente convexa ‖ · ‖2 en X2 tal que:
(i) ‖x‖1 = ‖x‖2 para cada x ∈ X1, y
(ii)
∥∥∥e4 − aipi(1)∥∥∥2 < αpi(1)+12 para cada i = 1, 2, 3 ,
donde
αpi(1) = ma´x
{∥∥∥aipi(1) − ajpi(1)
2
∥∥∥
1
: 1 ≤ i, j ≤ 3
}
.
Repitamos el procedimiento anterior con (X2, ‖ ·‖2). Existe una sucesio´n{(
a1(2,k), a
2
(2,k), a
3
(2,k)
)}
k≥1
de triples, de vectores linealmente independientes, y que tienen norma uno
en (X2, ‖ · ‖2) tal que para cada ε > 0 y cada triple (x1, x2, x3) de vectores
que tienen norma uno en (X2, ‖ · ‖2), existe un k ∈ N tal que∥∥∥xi − ai(2,k)∥∥∥
2
< ε
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para i = 1, 2, 3. Note una vez ma´s que la independencia lineal garantiza
que 0 /∈ conv({a1(2,k), a2(2,k), a3(2,k)}). Por la condicio´n que verifica pi, el par
pi(2) tiene cualquier forma (1, k) o la forma (2, k). Por lo tanto el triple
(a1pi(2), a
2
pi(2), a
3
pi(2)) es termino de las dos sucesiones tomadas arriba, y en
cualquier caso las aipi(2) tienen norma uno (X2, ‖ · ‖2).
El Lema precedente nos garantiza la existencia de una norma ‖ · ‖3 en
X3 estrictamente convexa tal que
(i) ‖x‖2 = ‖x‖3 para cada x ∈ X2 , y
(ii)
∥∥∥e5 − aipi(2)∥∥∥3 < αpi(2)+12 para cada i = 1, 2, 3,
donde e5 = (0, 0, 0, 0, 1, 0, . . .), y
αpi(2) = ma´x
{∥∥∥aipi(2) − ajpi(2)
2
∥∥∥
2
: 1 ≤ i, j ≤ 3
}
.
Entonces, por la induccio´n, conseguimos en cada espacio vectorial Xn
una norma ‖ · ‖n estrictamente convexa y una sucesio´n{(
a1(n,k), a
2
(n,k), a
3
(n,k)
)}
k≥1
de triples linealmente independientes y de norma uno en (Xn, ‖ · ‖n) tal que
para cada triple (x1, x2, x3) de norma uno en (Xn, ‖ · ‖n) y para cada ε > 0
existe un k ∈ N tal que ∥∥∥xi − ai(n,k)∥∥∥
n
< ε
para i = 1, 2, 3. Por esa construccio´n tenemos tambie´n:
(a) Para cada n ∈ N, la norma ‖ · ‖n+1 es una extensio´n de ‖ · ‖n, es decir,
‖x‖n+1 = ‖x‖n para todo x ∈ Xn, y
(b) Para cada n ∈ N ∥∥∥en+3 − aipi(n)∥∥∥
n+1
<
αpi(n) + 1
2
para i = 1, 2, 3, donde en+3 = (
n+2︷ ︸︸ ︷
0, 0, . . . , 0, 1, 0, 0, . . . ) y
αpi(n) = ma´x
{∥∥∥aipi(n) − ajpi(n)
2
∥∥∥
n
: 1 ≤ i, j ≤ 3
}
.
Como sabemos pi(n) tiene la forma (m, k) donde 1 ≤ m ≤ n, los vectores
aipi(n) tienen norma uno en alguno de los espacios
(X1, ‖ · ‖1), . . . , (Xn, ‖ · ‖n).
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Por otra parte, puesto que cada norma es una extensio´n del anterior, pode-
mos asegurar que aipi(n) tienen norma uno en (Xn, ‖ · ‖n).
En X =
∞⋃
n=1
Xn, definimos una norma de forma siguiente
‖x‖ = ‖x‖n
para x ∈ X. Esta norma coincide con ‖ · ‖n en cada Xn. Por lo tanto, esa
norma es estrictamente convexa por definicio´n.
Como (X1, ‖ · ‖1) es un subespacio de (X, ‖ · ‖), y que no es un IPS, esta
claro que (X, ‖ · ‖) tampoco es un IPS. Por lo tanto, satisface (1).
Falta solamente demostrar que tambie´n (2) se cumple. Veamos que
(15.14 ’ ’) esta´ satisfecho. Sea (a1, a2, a3) un triple de vectores que tienen
norma uno en (X, ‖·‖) tal que 0 /∈ conv({a1, a2, a3}). Entonces existem ∈ N
tal que (a1, a2, a3) es un triple unitario de vectores en (Xm, ‖ · ‖m). Como
0 /∈ conv({a1, a2, a3}) y ‖ · ‖ es estrictamente convexo, tenemos
α = ma´x
{∥∥∥ai − aj
2
∥∥∥ : 1 ≤ i, j ≤ 3} < 1 .
Sea ε > 0 tal que α+ 3ε < 1, y sea k ∈ N tal que∥∥∥ai − ai(m,k)∥∥∥
m
=
∥∥∥ai − ai(m,k)∥∥∥ < ε
para i = 1, 2, 3. Es inmediato ver que α(m,k) < α + ε. Tomamos n ∈ N tal
que pi(n) = (m, k). Recordamos que m ≤ n. Por (b), tenemos∥∥∥en+3 − aipi(n)∥∥∥
n+1
=
∥∥∥en+3 − ai(m,k)∥∥∥ < α(m,k) + 12 ,
y por lo tanto, para i = 1, 2, 3∥∥∥ai − en+3∥∥∥ ≤ ∥∥∥ai − ai(m,k)∥∥∥+ ∥∥∥ai(m,k) − en+3∥∥∥
< ε+ α(m,k)+12
< ε+ α+ε+12 =
α+3ε+1
2 < 1.
2.6. ¿Cua´ndo la condicio´n (15.14) de Amir carac-
teriza un IPS?
Aqu´ı vamos a probar siguiendo la idea de Amir, que la condicio´n (15.14)
implica que X es un IPS cuando cada conjunto de tres puntos en X tiene
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un centro de Chebyshev (por ejemplo si dimensio´n de X es finito, si X es
reflexivo,...).
Presentamos ahora el Teorema de Amir con un hipo´tesis an˜adida.
Teorema 2.6.1 (Teorema (15.14) de [1] “corregido”). Sea X un espa-
cio normado de dimensio´n al menos tres. Supongamos que cada conjunto en
X de tres puntos tiene un centro de Chebyshev. Entonces X es un espacio
IPS si y so´lo si se cumple la condicio´n siguiente:
(15.14) Para cada tres puntos a1, a2, a3 de norma uno en X, si
rX({a1, a2, a3}) = 1, entonces 0 esta´ en la envoltura conve-
xa de {a1, a2, a3}.
Demostracio´n. Supongamos que X no es un IPS, entonces por el Teorema
2.1.2 existe un subespacio Y de X de dimensio´n dos y existe un tria´ngulo
∆ = {a1, a2, a3} ⊂ Y tal que
rX(∆) < rconv(∆)(∆).
Por el Lema 2.4.4 existe un centro de Chebyshev x0 del tria´ngulo ∆ que
no esta´ en su envoltura convexa y que satisface
‖x0 − a1‖ = ‖x0 − a2‖ = ‖x0 − a3‖.
Denotamos ahora ai = x0−ai‖x0−ai‖ para i = 1, 2, 3 y T = {a1, a2, a3}. Esta
claro que el tria´ngulo T esta´ en la esfera unidad de X. Como x0 /∈ conv(∆)
conseguimos con una translacio´n que, 0 no pertenece a la envoltura convexa
de T y adema´s 0 es un centro de Chebyshev de T enX, lo que conclu´ı nuestra
prueba.
Corolario 2.6.2. Sea X un espacio normado de dimensio´n al menos tres.
Si dim(X) <∞ o X reflexivo, entonces X es un IPS si y so´lo si se cumple
la condicio´n (15.14).
2.7. Dos caracterizaciones de IPS mediante cen-
tros de Chebyshev de puntos de norma uno
Despue´s de probar que la condicio´n (15.14) de Amir no caracteriza un
IPS es natural preguntarse si es posible modificar tal condicio´n de manera
que s´ı lo haga. Es decir, ¿podemos dar una caracterizacio´n expresada exclu-
sivamente en te´rminos del centro de Chebyshev de conjuntos de tres puntos
de norma uno?, o ma´s concretamente, ¿podemos dar una caracterizacio´n
del tipo (GK∞) del Teorema 2.1.3 de Garakavi y Klee pero considerando
solamente los puntos de norma uno? y en la misma l´ınea, ¿se puede an˜adir
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un requisito adicional a dicha condicio´n de Amir a fin de obtener una carac-
terizacio´n de IPS?
En lo que sigue presentamos dos caracterizaciones de los IPS obtenidas
al hilo de las preguntas mencionadas anteriormente. Para probar estos re-
sultados expongamos un lema que sera´ u´til en la demostracio´n. Tal lema
esta´ inspirado por el Lema 15.1 de [1].
Lema 2.7.1. Sea (X, ‖ · ‖) un espacio normado y sea ∆ = {a1, a2, a3} un
conjunto en X que tiene algu´n centro de Chebyshev. Entonces, se tiene uno
de los asertos siguientes:
(a) ∆ tiene un centro de Chebyshev equidistante a las tres puntos a1, a2, a3,
es decir, existe s ∈ Z(∆) tal que
‖a1 − s‖ = ‖a2 − s‖ = ‖a3 − s‖.
(b) ∆ tiene un centro de Chebyshev en el punto medio de uno de las seg-
mentos formados por a1, a2, a3, es decir, existen i, j ∈ {1, 2, 3} dis-
tintos tal que ai+aj2 ∈ Z(∆).
Demostracio´n. Supongamos que (a) no se cumple. Tomamos s ∈ Z(∆) y
denotamos r = r(s,∆). Por el Lema 2.4.3 podemos suponer, sin la pe´rdida
de generalidad, que
‖s− a1‖ < ‖s− a2‖ = ‖s− a3‖ = r.
Nuestro objetivo ahora es demostrar que m = 12(a2 + a3) es un centro
de Chebyshev de ∆. Esto terminara´ la prueba.
Notemos primero que
‖a2 + a3‖ ≤ ‖a2 − s‖+ ‖s− a3‖ = 2r.
Por otra parte veamos que ‖a2 + a3‖ = 2r. Asumamos que esto no es
el caso, entonces, puesto que m es el punto mediano del segmento [a2, a3],
tenemos que
‖m− a2‖ = ‖m− a3‖ < r.
En otras palabras, m ∈ ◦B (a2, r)∩
◦
B (a3, r), por lo tanto
[m, s) ⊂ ◦B (a2, r)∩
◦
B (a3, r).
Como ‖s− a1‖ < r, entonces existe s ∈ [m, s) satisface
‖s− a1‖ < r.
Por otra parte, tenemos s ∈ [m, s) ⊂ ◦B (a2, r)∩
◦
B (a3, r). Por lo tanto
‖s− a2‖ < r y ‖s− a3‖ < r.
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Tenemos que r(s,∆) < r(s,∆) = r, cua´l es una contradiccio´n con el hecho
de que s es un centro de Chebyshev de ∆. Esto demuestra que
‖a2 − a3‖ = 2r
y que
‖m− a2‖ = ‖m− a3‖ = 12‖a2 − a3‖ = r.
Demostremos ahora que m es un centro de Chebyshev del conjunto ∆. Si
‖m−a1‖ ≤ r, la conclusio´n esta´ clara. Por tanto asumimos que ‖m−a1‖ > r,
y dec´ıamos una contradiccio´n.
La igualdad ‖a2 − a3‖ = 2r implica que
B(a2, r) ∩B(a3, r) ⊂ {x ∈ X : ‖x− a2‖ = ‖x− a3‖ = r}.
Por tanto, como m, s pertenecen a B(a2, r) ∩B(a3, r), Sigue
[m, s] ⊂ B(a2, r) ∩B(a3, r) ⊂ {x ∈ X : ‖x− a2‖ = ‖x− a3‖ = r}.
La funcio´n x 7→ ‖x − a1‖ toma en m un valor mayor que r, y en s un
valor ma´s pequen˜o que r, por lo tanto, se tiene que, por el Teorema de
Bolzano, en un cierto punto s ∈ [m, s], tenemos que ‖s − a1‖ = r. Pero
[m, s] ⊂ B(a2, r) ∩ B(a3, r) ⊂ {x ∈ X : ‖x− a2‖ = ‖x− a3‖ = r} implica
que
‖s − a1‖ = ‖s − a2‖ = ‖s − a3‖ = r.
E´sta es la contradiccio´n deseada porque estamos asumiendo que “(a) no
cumple”.
Presentamos ahora la primera caracterizacio´n nueva de un IPS.
Teorema 2.7.2. Sea X un espacio normado de dimensio´n al menos tres.
Entonces X es un espacio IPS si y so´lo si se cumple la condicio´n siguiente:(
GKS∞
)
Cada conjunto de tres puntos en la esfera unidad de X tiene
un centro de Chebyshev en su envoltura convexa.
Demostracio´n. Esta´ claro que si X es un IPS, la condicio´n
(
GKS∞
)
se cum-
ple. Rec´ıprocamente, supongamos que X no es un IPS. Por el Teorema de
Garkavi-Klee, esto significa que (GK∞) no se cumple. Podemos encontrar
un conjunto ∆ = {a1, a2, a3} en X tal que Z(∆)∩conv(∆) = ∅. Por lo tanto
existe y0 ∈ X \ conv(∆), tal que
r(y0,∆) = ma´x
1≤i≤3
‖ai − y0‖ < r(x,∆) para todo x ∈ conv(∆).
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Denotemos por Y el subespacio lineal generado por {a1, a2, a3, y0}, y sea
s ∈ Y un centro de Chebyshev de ∆ = {a1, a2, a3} en el subespacio Y de
dimensio´n finita, es decir
r(s,∆) = ma´x
1≤i≤3
‖ai − s‖ ≤ r(y,∆) para todo y ∈ Y.
En particular, tomando y = y0 deducimos que
r(s,∆) ≤ r(y0,∆) < r(x,∆) para todo x ∈ conv(∆). (2.2)
Esta desigualdad implica que s /∈ conv(∆). Por lo tanto, la condicio´n (b) en
el Lema 2.7.1 no se puede satisfacer, y as´ı que su condicio´n (a) se cumple.
Por lo tanto podemos asumir que
r(s,∆) = ‖a1 − s‖ = ‖a2 − s‖ = ‖a3 − s‖ ≤ r(x,∆) para todo x ∈ Y.
Denotamos r(s,∆) = r y tomamos u1 = a1−sr , u2 =
a2−s
r , u3 =
a3−s
r .
Entonces ∆0 = {u1, u2, u3} es un tria´ngulo en la esfera unidad de X. Obser-
vamos que ∆0 se obtiene de ∆ con una translacio´n y una homotecia: para
ser exactos ∆0 = φ(∆), donde φ(x) = x−sr . As´ı pues, por una verificacio´n
directa, conseguimos de (2.2) que
r(0,∆0) = r(φ(s), φ(∆)) < r(φ(x), φ(∆)) para todo x ∈ conv(∆).
Por tanto
r(0,∆0) < r(z,∆0) para todo x ∈ conv(∆0).
Por supuesto, esto implica que ∆0 no tiene ningu´n centro de Chebyshev en
su envoltura convexa, y e´ste significa que
(
GKS∞
)
no se cumple.
Aqu´ı se da la segunda caracterizacio´n nueva de un IPS.
Teorema 2.7.3. Sea X un espacio normado de dimensio´n al menos tres.
Entonces X es un espacio IPS si y so´lo si se cumple la condicio´n siguiente:(
A∗∞
)
Si a1, a2, a3 tienen norma uno en X, entonces el conjunto
{a1, a2, a3} tiene algu´n centro de Chebyshev, y si 0 es su
centro de Chebyshev, entonces 0 esta´ en su envoltura con-
vexa.
Demostracio´n. Esta´ claro que si X es un IPS, la condicio´n
(
A∗∞
)
se cumple.
Por otra parte, probemos que
(
A∗∞
)
implica
(
GKS∞
)
. Sea ∆ = {a1, a2, a3}
un conjunto de tres puntos en la esfera unidad de X. Deseamos demostrar
que Z(∆) ∩ conv(∆) 6= ∅. La hipo´tesis implica que Z(∆) 6= ∅. Por tanto
estamos en uno de los casos (a) o (b) descritos en el Lema 2.7.1. Si estamos
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en caso (b) entonces claramente Z(∆) ∩ conv(∆) 6= ∅, supongamos que
estamos en caso (a). Esto significa que existe s ∈ Z(∆) tal que
r(s,∆) = ‖a1 − s‖ = ‖a2 − s‖ = ‖a3 − s‖.
Denotamos r(s,∆) = r y tomamos u1 = a1−sr , u2 =
a2−s
r , u3 =
a3−s
r .
Entonces ∆0 = {u1, u2, u3} es un tria´ngulo en la esfera unidad de X. Obser-
vamos que ∆0 se obtiene de ∆ con una translacio´n y una homotecia: para
ser exacto ∆0 = φ(∆), donde φ(x) = x−sr . Por lo tanto, una verificacio´n
directa demuestra que φ(s) = 0 ∈ Z(∆0). Nuestra hipo´tesis implica que
φ(s) = 0 ∈ conv(∆0) = conv(φ(∆)). Por supuesto, sigue que s ∈ conv(∆).
Por lo tanto conseguimos Z(∆) ∩ conv(∆) 6= ∅, como desea´bamos.
En el diagrama siguiente, resumimos las caracterizaciones de los espa-
cios IPS, obtenidas usando algunas propiedades geome´tricas del conjunto
formado por los centros de Chebyshev de un conjunto de tres puntos.
SeaX un espacio normado de dimensio´n al menos tres. Entonces tenemos
que
X satisface (GK∞) ⇐⇒ X satisface
(
GKS∞
) ⇐⇒ X satisface (A∗∞)
m
X es un IPS
⇓ 6⇑
X satisface (15.14)
Cap´ıtulo 3
Caracterizacio´n de IPS mediante
centros de Fermat
3.1. Una caracterizacio´n de IPS ana´loga a la de
Garkavi y Klee
Recordemos aqu´ı la caracterizacio´n de Garkavi y Klee:
Un espacio es IPS si y so´lo si satisface la propiedad siguiente:
(GK∞) Cada conjunto de tres puntos en X tiene un centro de
Chebyshev en su envoltura convexa.
Si sustituimos en (GK∞) “centros de Chebyshev” por “centros de Fermat”
se obtiene la propiedad siguiente:
(GK1) Cada conjunto de tres puntos en X tiene un centro de Fer-
mat en su envoltura convexa.
De manera natural surgio´ el problema de decidir si la propiedad (GK1)
caracteriza los IPS.
Este problema fue presentado como problema abierto en innumerables
trabajos (destaquemos, por ejemplo, [6] (pa´gina 274), [15], [57]).
La respuesta de dicha pregunta ha resistido hasta el an˜o 2002, y fue
respondida afirmativamente por Ben´ıtez, Ferna´ndez y Soriano en [5]. Recor-
demos aqu´ı este resultado.
Teorema 3.1.1 (Teorema 15 de [5]). Sea X un espacio normado de
dimensio´n al menos tres. Entonces X es un IPS si y so´lo si se cumple la
condicio´n siguiente:
(GK1) Cada conjunto de tres puntos en X tiene un centro de Fer-
mat en su envoltura convexa.
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3.2. Dos caracterizaciones de IPS mediante cen-
tros de Fermat de puntos de norma uno
Hemos visto que en el Teorema 2.1.3 de Garkavi y Klee cambiamos “cen-
tros de Chebyshev” por “centros de Fermat” seguimos teniendo una carac-
terizacio´n de los IPS: es el Teorema 3.1.1 de Ben´ıtez, Ferna´ndez y Soriano.
Es natural preguntarse si tambie´n podemos cambiar “centros de Chebys-
hev” por “centros de Fermat” en las caracterizaciones (GKS∞) y (A∗∞) del
cap´ıtulo anterior.
Veremos en esta seccio´n que la respuesta es afirmativa (Teoremas 3.2.1 y
3.2.2). As´ı quedara claro que tambie´n ahora podemos dar caracterizaciones
en las que aparecen solamente ternas de puntos de la esfera unidad.
Teorema 3.2.1. Sea X un espacio normado de dimensio´n al menos tres.
Entonces X es un espacio IPS si y so´lo si se cumple la condicio´n siguiente:(
GKS1
)
Cada conjunto de tres puntos en la esfera unidad de X tiene
un centro de Fermat en su envoltura convexa.
Teorema 3.2.2. Sea X un espacio normado de dimensio´n al menos tres.
Entonces X es un espacio IPS si y so´lo si se cumple la condicio´n siguiente:(
A∗1
)
Si a1, a2, a3 tienen norma uno en X, entonces el conjunto
{a1, a2, a3} tiene algu´n centro de Fermat, y si 0 es su centro
de Fermat, entonces 0 esta´ en su envoltura convexa.
Pero para probar estas teoremas necesitamos un trabajo previo, que
hacemos es la seccio´n siguiente.
3.3. Descripcio´n geome´trica del conjunto de los
centros de Fermat
Una descripcio´n geome´trica del conjunto de los centros de Fermat, en
un espacio de dimensio´n finita, fue obtenida por Durier y Michelot, usando
te´cnicas de ana´lisis convexo (ve´ase [19]). En esta seccio´n recordemos algunos
resultados (ve´ase [16] y [18]) de descripcio´n geome´trica de tal conjunto en un
espacio normado arbitrario (de dimensio´n finita o infinita) debidos a Durier,
basados en la teor´ıa de aproximacio´n o´ptima.
Una aproximacio´n o´ptima se define de la forma siguiente. Se dice que un
punto y0 en un subespacio cerrado Y de X es una aproximacio´n o´ptima de
x ∈ X a Y , si
‖x− y0‖ = inf
y∈Y
‖x− y‖,
y se denota el conjunto de los aproximaciones o´ptimas de x a Y por
PY (x) =
{
y ∈ Y : ‖x− y‖ = inf
z∈Y
‖x− z‖
}
.
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El conjunto PY (x) puede ser vac´ıo. Por supuesto si Y es un subespacio
de dimensio´n finita, entonces PY (x) no es vac´ıo.
Recordemos a continuacio´n una caracterizacio´n del punto de aproxima-
cio´n o´ptimo. Tal caracterizacio´n se obtiene por un uso simple del teorema
de Hahn-Banach, y resultara´ u´til para demostrar el resultado de Durier.
Teorema 3.3.1. Sea (X, ‖ · ‖) un espacio de normado, Y un subespacio
cerrado de X, x ∈ X \ Y y sea y0 ∈ Y . Tenemos y0 ∈ PY (x) si y so´lo si
existe f ∈ X∗ con las caracter´ısticas siguientes:
• ‖f‖ = 1,
• f(y) = 0 para todo y ∈ Y,
• f(x− y0) = ‖x− y0‖.
Demostracio´n. ve´ase [47] pa´gina 18.
Para un estudio ma´s profundo de esta teor´ıa de mejor aproximacio´n
consultase, por ejemplo, [27] o [47].
Aqu´ı daremos dos resultados de Durier y sus demostraciones. Aunque la
demostracio´n del primero esta´ detallada en [16] y del segundo en [18], por
comodidad al lector la recordamos aqu´ı. Para ello, introducimos algunas
notaciones que figuran en [16].
Sea f ∈ BX∗ . Denotemos por N(f) el cono convexo
N(f) = {x ∈ X : f(x) = ‖x‖}.
Se denota por Xn (n ≥ 2) al espacio producto dotado de la norma
siguiente.
Para (x1, . . . , xn) ∈ Xn , ‖|(x1, . . . , xn)‖|1 =
n∑
i=1
‖xi‖.
Y se denota por
(
X∗
)n a su espacio dual dotado de la norma dual siguiente.
Para (f1, . . . , fn) ∈
(
X∗
)n
, ‖|(f1, . . . , fn)‖|∞ = ma´x
1≤i≤n
‖fi‖,
donde ‖ · ‖ es la norma del espacio dual X∗ de X.
El producto escalar en la dualidad entre
(
X∗
)n y Xn sera´ definido para
cada F = (f1, . . . , fn) ∈
(
X∗
)n y cada u = (x1, . . . , xn) ∈ Xn por
¿ F, uÀ=
n∑
i=1
< fi, xi >
donde < ·, · > se denota al producto escalar en la dualidad entre X∗ y X.
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Observacio´n 3.3.2. Sea A = {a1, . . . , an} un conjunto en X. Se verifica
inmediatamente que
x0 ∈ Z1(A) si y so´lo si (x0, . . . , x0) ∈ Pdiag(Xn)(a1, . . . , an).
Donde
diag(Xn) =
{
(x, . . . , x︸ ︷︷ ︸
n
) : x ∈ X}.
Teorema 3.3.3 (Teorema 2 de [16]). Sea A = {a1, . . . , an} un conjunto
finito en X.
(1) Si Z1(A) no es vac´ıo, entonces existe (f1, . . . , fn) ∈ (X∗)n que satis-
face ma´x
1≤i≤n
‖fi‖ = 1 y
n∑
i=1
fi = 0 tal que
Z1(A) =
n⋂
i=1
(
ai −N(fi)
)
(2) Si existe (f1, . . . , fn) ∈ (X∗)n satisface ma´x
1≤i≤n
‖fi‖ = 1 y
n∑
i=1
fi = 0 tal
que
n⋂
i=1
(
ai −N(fi)
) 6= ∅, entonces
n⋂
i=1
(
ai −N(fi)
)
= Z1(A).
Demostracio´n. (1) Puesto que Z1(A) no es vac´ıo, tomemos un punto x ∈
Z1(A). Esto significa que
(x, . . . , x) ∈ Pdiag(Xn)(a1 . . . , an).
Por el Teorema 3.3.1, esto es equivalente a la existencia de (f1, . . . , fn) ∈
(X∗)n tal que
‖|(f1, . . . , fn)‖|∞ = ma´x
1≤i≤n
‖fi‖ = 1,
¿ (f1, . . . , fn), (y, . . . , y)À=
n∑
i=1
fi(y) = 0 para todo y ∈ X,
¿ (f1, . . . , fn), (a1 − x, . . . , an − x)À=
n∑
i=1
fi(ai − x)
= ‖|(a1 − x, . . . , an − x)‖|1 =
n∑
i=1
‖ai − x‖. (3.1)
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Como ‖fi‖ ≤ 1 para cada i = 1, . . . , n, la igualdad (3.1) es equivalente a
fi(ai − x) = ‖ai − x‖ para cada i = 1, . . . , n. (3.2)
De otras palabras la igualdad (3.2) es equivalente a
x ∈
n⋂
i=1
(
ai −N(fi)
)
.
Esto concluye la prueba de la primera parte.
(2) Supongamos que existe (f1, . . . , fn) ∈ (X∗)n satisface ma´x
1≤i≤n
‖fi‖ = 1
y
n∑
i=1
fi = 0 tal que
n⋂
i=1
(
ai −N(fi)
) 6= ∅.
Sea x ∈
n⋂
i=1
(
ai −N(fi)
)
. Esto es equivalente a
n∑
i=1
fi(ai − x) =
n∑
i=1
‖ai − x‖.
Por el Teorema 3.3.1, esto es equivalente a
(x, . . . , x) ∈ Pdiag(Xn)(a1 . . . , an). (3.3)
Dicho de otras palabras (6.2) es equivalente a decir que x ∈ Z1(A).
Corolario 3.3.4 (Corolario 2.3 de [18]). Sea A = {a1, . . . , an} y A′
el conjunto formado por los puntos a′i donde a
′
i = λiai para i = 1, . . . , n.
Supongamos que 0 ∈ Z1(A). Entonces
(1) Si λi > 0 para todo i, entonces 0 ∈ Z1(A′).
(2) Si 0 < λi ≤ 1 para todo i, entonces 0 ∈ Z1(A′) ⊂ Z1(A).
(3) Si λi = λ > 0 para todo i, entonces Z1(A′) = λZ1(A).
Demostracio´n. Como 0 ∈ Z1(A), tenemos por el Teorema 3.3.3, la existencia
de f1, . . . , fn ∈ X∗ que satisfacen ma´x
1≤i≤n
‖fi‖ = 1 y
n∑
i=1
fi = 0 tal que Z1(A) =
n⋂
i=1
(
ai − N(fi)
)
. As´ı que 0 ∈ ai − N(fi) para cada i = 1, . . . , n. Por tanto
0 = ai − bi donde bi ∈ N(fi) para cada i = 1, . . . , n. Luego
fi(ai) = fi(bi) = ‖bi‖ = ‖ai‖ = 1,
para cada i = 1, . . . , n. Adema´s como ma´x
1≤i≤n
‖fi‖ = 1, tenemos ‖fi‖ = 1 para
cada i = 1, . . . , n.
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(1) Como para cada i = 1, . . . , n existe bi ∈ N(fi) tal que 0 = ai − bi
y λi > 0, tenemos 0 = a′i − λibi y fi(λibi) = ‖λibi‖ para cada i = 1, . . . , n.
Lo que afirma que
0 ∈
n⋂
i=1
(
a′i −N(fi)
)
.
Aplicamos la parte (2) del Teorema 3.3.3 para obtener que
0 ∈
n⋂
i=1
(
a′i −N(fi)
)
= Z1(A′).
(2) Desde la parte (1), tenemos 0 ∈
n⋂
i=1
(
a′i − N(fi)
)
= Z1(A′). Si
x ∈ Z1(A′), entonces x = a′i − ci donde ci ∈ N(fi) para cada i = 1, . . . , n.
As´ı que x = ai − (λidi + (1− λi)ai) donde ci = λidi para cada i = 1, . . . , n.
Como para cada i = 1, . . . , n tenemos di, ai ∈ N(fi), 0 < λi ≤ 1 y N(fi)
convexo, entonces
x ∈
n⋂
i=1
(
ai −N(fi)
)
= Z1(A).
Por tanto 0 ∈ Z1(A′) ⊆ Z1(A).
(3) Desde r1(λx, λA) = λr1(x,A), obtenemos Z1(A′) = λZ1(A).
3.4. Demostracio´n de los Teoremas 3.2.1 y 3.2.2
Para probar los Teoremas 3.2.1 y 3.2.2 expongamos un lema que sera´ u´til
en la demostracio´n.
Nota 3.4.1. La notacio´n Z1Y (A) significa el conjunto de los centros de Fer-
mat en Y del conjunto A, es decir,
Z1Y (A) =
{
y ∈ Y : r1(y,A) = inf
z∈Y
r1(z,A)
}
.
Lema 3.4.2. Sea X un espacio normado de dimensio´n por lo menos tres,
y supongamos que X no es un IPS, entonces existe un subespacio Y de X
y un conjunto ∆ de tres puntos de norma uno en Y tal que 0 ∈ Z1Y (∆) y
Z1Y (∆) ∩ conv(∆) = ∅.
Demostracio´n. Supongamos que X no es un IPS. Por el Teorema 3.1.1 de
Ben´ıtez-Ferna´ndez-Soriano, existe un conjunto T = {a1, a2, a3} en X tal que
Z1(T) ∩ conv(T) = ∅. Por lo tanto, existe y0 ∈ X tal que
r1(y0,T) < r1(x,T) para todo x ∈ conv(T).
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Entonces, si denotamos por Y el subespacio generado por {a1, a2, a3, y0},
tenemos que
Z1Y (T) ∩ conv(T) = ∅,
Si aplicamos el Teorema de la separacio´n de Hahn-Banach en Y al con-
junto compacto convexo Z1Y (T) y conv(T), Deducimos que existen una forma
lineal y∗ en Y y un cierto nu´mero real α tal que
y∗(y) ≤ α < y∗(x) para todo y ∈ Z1Y (T) y todo x ∈ conv(T).
Por supuesto, podemos asumir que existe b ∈ Z1Y (T) tal que y∗(b) = α. Por
otra parte, por medio de la translacio´n x 7→ x − b, podemos suponer que
b = 0 y α = 0. Por tanto
y∗(y) ≤ 0 < y∗(x) para todo y ∈ Z1Y (T) y todo x ∈ conv(T).
No´tese ahora que la desigualdad precedente implica que ai 6= 0 para i =
1, 2, 3. Denotamos λ = mı´n{‖a1‖, ‖a2‖, ‖a3‖} y tomamos a′i = 1λai para
i = 1, 2, 3. Las partes (1) y (3) del corolario 3.3.4 garantizan que si denotamos
∆ =
{
a′1
‖a′1‖ ,
a′2
‖a′2‖ ,
a′3
‖a′3‖
}
, entones 0 ∈ Z1Y (∆) y
y∗(y) ≤ 0 < y∗(x) para todo y ∈ Z1Y (∆) y todo x ∈ conv(∆).
Por supuesto ∆ es un conjunto de tres puntos en la esfera unidad de X.
Finalmente, la desigualdad precedente implica que Z1Y (∆) y conv(∆) son
disjuntos y esto termina la prueba.
Ya podemos dar las demostraciones de las Teoremas 3.2.1 y 3.2.2.
3.4.1. Demostracio´n del Teorema 3.2.1
Recordemos que lo que vamos a demostrar es que un espacio X es IPS
si y so´lo si se cumple la condicio´n siguiente:(
GKS1
)
Cada conjunto de tres puntos en la esfera unidad de X tiene
un centro de Fermat en su envoltura convexa.
En efecto, esta´ claro que si X es un IPS, la condicio´n
(
GKS1
)
se cumple.
Rec´ıprocamente, asumimos que X no es un IPS. Por el Lema 3.4.2, existe
un subespacio Y de X y un conjunto ∆ formado por tres puntos de norma
uno en Y tal que 0 ∈ Z1Y (∆) y Z1Y (∆) ∩ conv(∆) = ∅. Por lo tanto
mı´n{r1(y,∆) : y ∈ Y } < mı´n{r1(x,∆) : x ∈ conv(∆)}
Pero esto implica
inf
x∈X
r1(x,∆) ≤ mı´n
y∈Y
r1(y,∆) < mı´n
x∈ conv(∆)
r1(x,∆).
Entonces, sigue que Z1(∆) y conv(∆) son disjuntos, y esto termina la prueba.
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3.4.2. Demostracio´n del Teorema 3.2.2
En lo que sigue se prueba que un espacio X es IPS si y so´lo si se cumple
la condicio´n siguiente:(
A∗1
)
Si a1, a2, a3 tienen norma uno en X, entoncesel conjunto
{a1, a2, a3} tiene algu´n centro de Fermat, y si 0 es su centro
de Fermat, entonces 0 esta´ en su envoltura convexa.
En efecto, esta´ claro que si X es un IPS, la condicio´n
(
A∗1
)
se cumple.
Por otra parte, probemos que
(
A∗1
)
implica
(
GKS1
)
. Sea T = {a1, a2, a3}
un conjunto de tres puntos en la esfera unidad de X.
Debemos probar que Z1(T)∩conv(T) 6= ∅. Por nuestra hipo´tesis tenemos
que, Z1(T) 6= ∅. Tomamos b ∈ Z1(T) (asumimos que b 6= ai para i = 1, 2, 3,
si no tendr´ıamos trivialmente Z1(T) ∩ conv(T) 6= ∅). Entonces 0 ∈ Z1(∆),
donde ∆ = {a1 − b, a2 − b, a3 − b}.
Tomamos λ = mı´n{‖a1 − b‖, ‖a2 − b‖, ‖a3 − b‖}. Como λ es un nu´mero
positivo, entonces podemos definir a′i =
1
λ(ai−b) para i = 1, 2, 3. Por la parte
(1) del corolario 3.3.4, tenemos que 0 ∈ Z1(∆′), donde ∆′ = {a′1, a′2, a′3}.
Notemos que tenemos ‖a′i‖ ≥ 1 para i = 1, 2, 3. Por lo tanto, sigue las partes
(1) y (2) del corolario 3.3.4, tenemos que
0 ∈ Z1(∆′′) ⊂ Z1(∆′),
donde ∆′′ =
{
a′1
‖a′1‖ ,
a′2
‖a′2‖ ,
a′3
‖a′3‖
}
. La hipo´tesis implica que 0 pertenece al
conv(∆′′). Entonces podemos verificar fa´cilmente que b pertenece a conv(T).
Esto termina la prueba de esta parte.
En el diagrama siguiente, resumimos las nuevas caracterizaciones de los
espacios IPS, obtenidas usando algunas propiedades geome´tricas del conjun-
to formado por los centros de Fermat de un conjunto de tres puntos.
SeaX un espacio normado de dimensio´n al menos tres. Entonces tenemos
que
X satisface (GK1) ⇐⇒ X satisface
(
GKS1
) ⇐⇒ X satisface (A∗1)
m
X es un IPS
Cap´ıtulo 4
Caracterizacio´n de IPS mediante
p-centros
4.1. Una caracterizacio´n de IPS ana´loga a la de
Garkavi y Klee
En los cap´ıtulos anteriores hemos incluido las caracterizaciones de los
IPS mediante centros de Chebyshev (Teorema 2.1.2 de Garkavi y Klee) y
mediante centros de Fermat (Teorema 3.1.1 de Ben´ıtez, Ferna´ndez y Soria-
no).
Es natural preguntarse si tambie´n se puede caracterizar los IPS mediante
p-centros de una forma ana´loga.
Este problema lo resolvieron igualmente Ben´ıtez, Ferna´ndez y Soriano
de nuevo de forma afirmativa. Primero en el caso p = 2 en [3], y en segundo
lugar en el caso p ∈ (1,∞) en [4].
Aqu´ı daremos este resultado.
Teorema 4.1.1 (Teorema 7 de [4]). Sea X un espacio normado de di-
mensio´n al menos tres y sea 1 < p <∞. Entonces X es un IPS si y so´lo si
se cumple la condicio´n siguiente:
(GKp) Cada conjunto de tres puntos en X tiene un p-centro de en
su envoltura convexa.
Si seguimos con las ideas de los cap´ıtulos anteriores, es natural pregun-
tarse si la caracterizacio´n anterior es va´lida si utilizamos solamente puntos
de norma uno. O ma´s concretamente si son va´lidas caracterizaciones con
condiciones ana´logas a las
(
GKS∞
)
,
(
A∗∞
)
,
(
GKS1
)
,
(
A∗1
)
, referidas ahora a
los p-centros.
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Hemos conseguido una respuesta parcial a esta pregunta, hemos visto
que la condicio´n ana´loga a
(
GKS∞
)
o
(
GKS1
)
si nos da una caracterizacio´n,
pero no sabemos que´ ocurre en el otro caso. Es decir, probaremos el siguiente
teorema:
Teorema 4.1.2. Sea X un espacio normado de dimensio´n al menos tres
y sea p ∈ (1,∞). Entonces X es un espacio IPS si y so´lo si se cumple la
condicio´n siguiente:(
GKSp
)
Cada conjunto de tres puntos en la esfera unidad de X tiene
un p-centro en su envoltura convexa.
Problema abierto 4.1.3. Dado un espacio normado X y p ∈ (1,∞) con-
sideremos la condicio´n(
A∗p
)
Si a1, a2, a3 tienen norma uno en X, entonces el conjun-
to {a1, a2, a3} tiene algu´n p-centro, y si 0 es su p-centro,
entonces 0 esta´ en su envoltura convexa.
¿Es cierto que si X es un espacio normado de dimensio´n mayor o igual que
tres y p ∈ (1,∞), X es un IPS si y so´lo si X cumple la condicio´n (A∗p)?
Ben´ıtez, Ferna´ndez y Soriano probaron el Teorema 4.1.1 (caracterizacio´n
mediante p-centros) antes de su Teorema 3.1.1 (caracterizacio´n mediante
centros de Fermat (o 1-centros)). Por ello las demostraciones que dan de
estos dos teoremas son independientes. Nosotros tambie´n vamos a dar otra
demostracio´n independiente del Teorema 4.1.1 (ver seccio´n 4.5).
Sin embargo, en realidad podemos ver el Teorema 4.1.1 (caracterizacio´n
mediante p-centros) como una consecuencia del Teorema 3.1.1 (caracteri-
zacio´n mediante centros de Fermat (o 1-centros)). Bastar´ıa observar que
nosotros obtenemos el Teorema 4.1.2 como consecuencia del Teorema 3.1.1
(caracterizacio´n mediante centros de Fermat (o 1-centros)), sin utilizar el
Teorema 4.1.1 (caracterizacio´n mediante p-centros), y por este u´ltimo teo-
rema es, por supuesto, un corolario inmediato del Teorema 4.1.2.
Para todo esto necesitamos algu´n trabajo previo.
4.2. Notaciones y resultados preliminares
En esta cap´ıtulo (X, ‖ · ‖) sera´ un espacio normado, p ∈ (1,∞).
Se denota por `3p(X) al espacio normado dotado de la norma siguiente.
Para (x1, x2, x3) ∈ `3p(X) , ‖|(x1, x2, x3)‖|p =
(
3∑
i=1
‖xi‖p
) 1
p
.
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Es bien conocido que el dual de `3p(X) es isometricamente isomorfo a
`3q(X
∗) donde q el conjugado de p, e.d. 1p +
1
q = 1 y donde dado u =
(x1, x2, x3) ∈ `3p(X) y F = (f1, f2, f3) ∈ `3q(X∗) la dualidad viene defini-
da por
¿ F, uÀ=
n∑
i=1
< fi, xi >
donde < ·, · > se denota al producto escalar en la dualidad entre X∗ y X.
Sea SX y SX∗ las esferas unidades de X y de su espacio dual topolo´gico
X∗.
Sea a ∈ X se denota por Ja al conjunto siguiente
Ja = {f ∈ SX∗ : f(a) = ‖a‖}.
Por el Teorema de Hahn-Banach, se tiene que, para cada a ∈ X, el conjunto
Ja no es vac´ıo.
Observacio´n 4.2.1. Sea ∆ = {a1, a2, a3} un conjunto en X y sea p ∈
(1,∞). Sea v = (a1, a2, a3). Se verifica inmediatamente que
x0 ∈ Zp(∆) si y so´lo si u0 = (x0, x0, x0) ∈ Pdiag(X3)(v).
Donde
diag(X3) =
{
u = (x, x, x) : x ∈ X},
y
Pdiag(X3)(v) =
{
u ∈ diag(X3) : ‖|v − u‖|p = inf
w∈ diag(X3)
‖|v − w‖|p
}
.
Aqu´ı daremos dos resultados preliminares que figuran en [4]. El primer
lema ha sido demostrada en [4] por el concepto de subdiferencial, nosotros en
este trabajo lo vamos a demostrar usando la teor´ıa de aproximacio´n o´ptima,
concretamente el Teorema 3.3.1. Veremos ma´s tarde que el lema tambie´n es
cierto si p = 1 (ver el Lema 4.3.1).
Lema 4.2.2 (Lema 1 de [4]). Sea ∆ = {a1, a2, a3} un conjunto en X y sea
p ∈ (1,∞). Entonces 0 ∈ Zp(∆) si y so´lo si existen fi ∈ Jai para i = 1, 2, 3
tal que
‖a1‖p−1f1 + ‖a2‖p−1f2 + ‖a3‖p−1f3 = 0.
Demostracio´n. Por el Teorema 3.3.1, tenemos que 0 ∈ Zp(∆) si y so´lo si
existen g1, g2, g3 ∈ X∗ satisfacen
‖g1‖q + ‖g2‖q + ‖g3‖q = 1 donde q = p
p− 1 , (4.1)
g1(x) + g2(x) + g3(x) = 0 para todo x ∈ X, (4.2)
g1(a1) + g2(a2) + g3(a3) =
(‖a1‖p + ‖a2‖p + ‖a3‖p) 1p . (4.3)
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Observamos primero que por las igualdades (4.1) y (4.2), puede ocurrir
que como mucho una y so´lo una de las funciones g1, g2 y g3 se anula.
Caso 1: Supongamos que gi 6= 0 para cada i = 1, 2, 3.
Usando las igualdades (4.1), (4.3) y la desigualdad de Ho¨lder para con-
seguir que (
3∑
i=1
‖ai‖p
) 1
p
=
3∑
i=1
‖gi‖‖ai‖ =
3∑
i=1
gi(ai). (4.4)
Denotamos fi = gi‖gi‖ para cada i = 1, 2, 3. Por tanto, la igualdad (4.2)
es equivalente a
‖g1‖f1 + ‖g2‖f2 + ‖g3‖f3 = 0, (4.5)
donde fi ∈ SX∗ para cada i = 1, 2, 3.
Probamos ahora que
fi ∈ Jai y ‖gi‖ = ‖ai‖
p−1(
3∑
i=1
‖ai‖p
) 1
q
para cada i = 1, 2, 3.
Por la segunda parte de la igualdad (4.4), obtenemos que
3∑
i=1
‖gi‖‖ai‖ =
3∑
i=1
‖gi‖fi(ai).
Por tanto
3∑
i=1
‖gi‖
(
fi(ai)− ‖ai‖
)
= 0.
Como ‖gi‖
(
fi(ai)− ‖ai‖
) ≥ 0 para cada i = 1, 2, 3 entonces tenemos
fi(ai) = ‖ai‖ para cada i = 1, 2, 3.
Por otra parte, como tenemos la igualdad en la desigualdad de Ho¨lder
para las sucesiones
(‖ai‖)1≤i≤3 y (‖gi‖)1≤i≤3 entonces existe un α > 0 tal
que ‖ai‖p = α‖gi‖q para cada i = 1, 2, 3, as´ı que
‖gi‖ = 1
α
1
q
‖ai‖p−1 para cada i = 1, 2, 3.
Usando la primera parte de la igualdad (4.4), para obtener que α =
3∑
i=1
‖ai‖p.
Por lo tanto
‖gi‖ = ‖ai‖
p−1(
3∑
i=1
‖ai‖p
) 1
q
para cada i = 1, 2, 3.
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Sustituimos el valor de ‖gi‖ para cada i = 1, 2, 3 en (4.5) para obtener que
‖a1‖p−1f1 + ‖a2‖p−1f2 + ‖a3‖p−1f3 = 0. (4.6)
Caso 2: Sin perdida de generalidad, podemos suponer por ejemplo que
g3 = 0. Por tanto las igualdades (4.1) y (4.2) se simplifican respectivamente
a
‖g1‖q + ‖g2‖q = 1 y g1 + g2 = 0.
As´ı que
‖g1‖ = ‖g2‖ =
(
1
2
) 1
q
.
Aplicamos ahora la desigualdad de Ho¨lder a (4.3) para obtener que,(
3∑
i=1
‖ai‖p
) 1
p
= g1(a1) + g2(a3) ≤ ‖g1‖‖a1‖+ ‖g2‖‖a2‖
=
2∑
i=1
(
1
2
) 1
q
‖ai‖
≤
(
2∑
i=1
‖ai‖p
) 1
p
.
As´ı que a3 = 0.
Por tanto, si en las hipo´tesis tenemos a3 6= 0, entonces lo que supuesto
es falso. Sin embargo si en las hipo´tesis se tiene que a3 = 0, entonces la
igualdad (4.6) se simplifica a
‖a1‖p−1f1 + ‖a2‖p−1f2 = 0. (4.7)
Observacio´n 4.2.3. Sea p ∈ (1,∞), si 0 es un p-centro del conjunto
{a1, a2, 0}, se ve claramente que por la igualdad (4.7), se tiene que
‖a1‖ = ‖a2‖.
Aunque la demostracio´n del lema siguiente esta´ bien detallada en [4], lo
recordamos aqu´ı para comodidad del lector.
Lema 4.2.4 (Lema 2 de [4]). Sea ∆ = {a1, a2, a3} un conjunto en X,
p > 1 y sea 0 ∈ Zp(∆). Sea fi ∈ Jai para cada i = 1, 2, 3 tal que
‖a1‖p−1f1 + ‖a2‖p−1f2 + ‖a3‖p−1f3 = 0,
y sea x ∈ Zp(∆), entonces
x ∈ ker(f1) ∩ ker(f2) ∩ ker(f3),
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y para cada r, s, t ∈ [0, 1],
‖a1‖ = ‖a1 − rx‖, f1 ∈ J(a1 − rx),
‖a2‖ = ‖a2 − sx‖, f2 ∈ J(a1 − sx),
‖a3‖ = ‖a3 − tx‖, f3 ∈ J(a1 − tx).
Demostracio´n. Puesto que 0 y x ∈ Zp(∆), entonces la funcio´n Ψ definida
en R de forma siguiente:
t ∈ R −→ Ψ(t) =
3∑
i=1
‖ai − tx‖
alcanza su mı´nimo en t = 0 y t = 1.
Probamos primero que 0 ∈ Zp({a1 − rx, a2 − rx, a3 − rx}) para cada
r ∈ [0, 1]. En efecto, por la convexidad tenemos que,
3∑
i=1
‖ai − rx‖p =
3∑
i=1
‖r(ai − x) + (1− r)ai‖p
≤ r
3∑
i=1
‖ai − x‖p + (1− r)
3∑
i=1
‖ai‖p.
Usando 0 y x ∈ Zp(∆), para obtener que,
3∑
i=1
‖ai − x‖p ≤
3∑
i=1
‖ai − rx− y‖p para todo y ∈ X,
y
3∑
i=1
‖ai‖p ≤
3∑
i=1
‖ai − rx− y‖p para todo y ∈ X.
Por tanto
3∑
i=1
‖ai − rx‖p ≤
3∑
i=1
‖ai − rx− y‖p para todo y ∈ X.
Esto significa que 0 ∈ Zp({a1 − rx, a2 − rx, a3 − rx}).
Por otras palabras, para r ∈ [0, 1], rx ∈ Zp(∆). As´ı que
3∑
i=1
‖ai − rx‖p =
3∑
i=1
‖ai‖p =
3∑
i=1
‖ai‖p−1fi(ai)
=
3∑
i=1
‖ai‖p−1fi(ai − rx) ≤
3∑
i=1
‖ai‖p−1‖ai − rx‖. (4.8)
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Por la desigualdad de Ho¨lder, tenemos que
3∑
i=1
‖ai‖p−1‖ai − rx‖ ≤
(
3∑
i=1
‖ai‖p
) p−1
p
(
3∑
i=1
‖ai − rx‖p
) 1
p
=
3∑
i=1
‖ai‖p
con igualdad si y so´lo si
‖ai‖ = ‖ai − rx‖ para cada i = 1, 2, 3.
Por otra parte, de (4.8) obtenemos que
3∑
i=1
‖ai‖p−1fi(ai) =
3∑
i=1
‖ai‖p−1fi(ai − rx).
As´ı que
3∑
i=1
‖ai‖p−1
(
fi(ai)− fi(ai − rx)
)
= 0.
Puesto que fi(ai)− fi(ai − rx) ≥ 0 para cada i = 1, 2, 3, entonces
‖ai‖p−1
(
fi(ai)− fi(ai − rx)
)
= 0 para cada i = 1, 2, 3.
Podemos suponer que todos los punto a1, a2, a3 no nulos (si a lo sumo
uno de ellos es nulo el lema es trivial).
Por tanto
f1(a1) = f1(a1 − rx) = f1(a1)− rf1(x).
As´ı que
rf1(x) = 0.
Como r es un numero arbitrario en [0, 1], se obtiene tambie´n
(1− r)f1(x) = 0.
Por tanto
f1(x) = 0.
Para terminar, sabemos que
f1(a1 − rx) = f1(a1) = ‖a1‖ = ‖a1 − rx‖.
Esto significa que
f1 ∈ J(a1 − rx).
Finalmente, por el mismo razonamiento se tiene que
f2(x) = 0 y f2 ∈ J(a2 − sx) para cada s ∈ [0, 1], y
f3(x) = 0 y f3 ∈ J(a3 − tx) para cada t ∈ [0, 1].
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4.3. La relacio´n entre los p-centros y centros de
Fermat
Antes de examinar la relacio´n existente entre los p-centros
(
p ∈ (1,∞)) y
los centros de Fermat de un conjunto de tres puntos, recordemos un resultado
que describe los centros de Fermat con pesos de tal conjunto ana´logo al Lema
4.2.2.
Lema 4.3.1 (Proposicio´n 1 de [5]). Sea ∆ = {a1, a2, a3} un conjunto en
X, y sea ω = (ω1, ω2, ω3) una familia de tres numeros positivos. Entonces,
0 ∈ Z1ω(∆) si y so´lo si existe fi ∈ Jai para cada i = 1, 2, 3 tal que
ω1f1 + ω2f2 + ω3f3 = 0.
Demostracio´n. Por el Teorema 3.3.1, se tiene que 0 ∈ Z1ω(∆) si y so´lo si
existen f1, f2, f3 ∈ X∗ satisfacen
‖|(f1, f2, f3)‖|∞ = ma´x{‖f1‖, ‖f2‖, ‖f3‖} = 1 (4.9)
ω1f1(x) + ω2f2(x) + ω3f3(x) = 0 para todo x ∈ X, (4.10)
ω1f1(a1) + ω2f2(a2) + ω3f3(a3) = ω1‖a1‖+ ω2‖a2‖+ ω3‖a3‖. (4.11)
Por las igualdades (4.9) y (4.11) se tiene que, para cada i = 1, 2, 3,
fi(ai) = ‖ai‖ y ‖fi‖ = 1.
Lema 4.3.2 (Lema 5.2 de [18]). Sea ∆ = {a1, a2, a3} un conjunto en X,
tal que 0 /∈ ∆ y p > 1. Sea ω = (‖a1‖p−1, ‖a2‖p−1, ‖a3‖p−1). Entonces,
0 ∈ Zp(∆) si y so´lo si 0 ∈ Z1ω(∆).
Demostracio´n. Por el Lema 4.2.2 tenemos que 0 ∈ Zp(∆) si y so´lo si existen
fi ∈ Jai para i = 1, 2, 3 tal que
‖a1‖p−1f1 + ‖a2‖p−1f2 + ‖a3‖p−1f3 = 0. (4.12)
La igualdad (4.12) es equivalente a
ω1f1 + ω2f2 + ω3f3 = 0.
Por tanto, el Lema 4.3.1 garantiza que esto es equivalente a 0 ∈ Z1ω(∆).
El corolario siguiente es un caso particular del lema anterior, es decir
cuando ω = (1, 1, 1).
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Corolario 4.3.3. Sea X un espacio normado, y sea ∆ = {a1, a2, a3} en la
esfera unidad de X y p > 1. Entonces,
0 ∈ Zp(∆) si y so´lo si 0 ∈ Z1(∆).
La proposicio´n siguiente conecta entre el conjunto de los centros de Fer-
mat y el conjunto de los p-centros bajo algunos condiciones concretas parti-
culares.
Proposicio´n 4.3.4. Sea X un espacio normado, y sea ∆ = {a1, a2, a3} en
la esfera unidad de X y p > 1. Si 0 ∈ Zp(∆) entonces, Zp(∆) ⊂ Z1(∆).
Demostracio´n. Tomamos x ∈ Zp(∆). El Lema 4.2.4 implica que
‖ai‖ = ‖ai − x‖ para cada i ∈ {1, 2, 3}.
As´ı que
r1(0,∆) = ‖a1‖+ ‖a2‖+ ‖a3‖ = ‖a1− x‖+ ‖a2− x‖+ ‖a3− x‖ = r1(x,∆).
Por lo tanto, x ∈ Z1(∆).
4.4. Demostracio´n del Teorema 4.1.2
Recordemos que lo que vamos a demostrar es que un espacio X es IPS
si y so´lo si se cumple la condicio´n siguiente:(
GKSp
)
Cada conjunto de tres puntos en la esfera unidad de X tiene
un p-centro en su envoltura convexa.
Es bien sabido que X es IPS implica
(
GKSp
)
. Para el inverso, asumimos
que X no es un IPS. Por el Lema 3.4.2, existen un subespacio Y de X y
un tria´ngulo ∆ con ve´rtices en la esfera unidad de Y tal que 0 ∈ Z1Y (∆) y
Z1Y (∆) ∩ conv(∆) = ∅.
Puesto que 0 ∈ Z1Y (∆), entonces por el Corolario 4.3.3, tenemos que
0 ∈ ZpY (∆).
Por tanto por la Proposicio´n 4.3.4, se tiene que
ZpY (∆) ∩ conv(∆) = ∅.
As´ı que
mı´n{rp(y,∆) : y ∈ Y } < mı´n{rp(x,∆) : x ∈ conv(∆)}.
Pero eso implica que
inf
x∈X
rp(x,∆) ≤ mı´n
y∈Y
rp(y,∆) < mı´n
x∈ conv(∆)
rp(x,∆).
Entonces, sigue que Z
p
(∆) y conv(∆) son disjuntos, y esto termina la prueba.
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4.5. Otra demostracio´n del Teorema 4.1.1 de Ben´ıtez-
Ferna´ndez-Soriano
La prueba original de este teorema se basa en el Teorema de Blaschke y
Kakutani (Teorema 4.5.9) y en la caracterizacio´n geome´trica del sitio donde
esta´ un p-centro de un conjunto de tres puntos; con precisio´n, en el Lema
4.2.2.
La demostracio´n que daremos aqu´ı es distinta. No utiliza caracteriza-
ciones geome´tricas del sitio donde esta´ un p-centro de un conjunto de tres
puntos. En su lugar se base en la demostracio´n directa de un lema (Lema
4.5.4) asegura que si fijamos un punto en el interior de la envoltura convexa
de tres puntos dados, podemos “mover” dichos puntos de manera que el
punto fijado se convierte en p-centro de los nuevos puntos. La demostracio´n
directa de este resultado usa argumentos de homotop´ıa.
Por otra parte, en lugar de usar directamente el Teorema de Blaschke y
Kakutani usamos un refinamiento de dicho teorema probado por Klee (ve´ase
Proposicio´n 4.5.10). La ventaja de este refinamiento es que tambie´n nos va
a ser u´til para probar un resultado en el cap´ıtulo siguiente (ve´ase Teorema
5.1.2).
Los resultados que emplearemos en nuestra prueba esta´n recogidos en
las subsecciones 4.5.1 y 4.5.3.
4.5.1. Unos resultados previos a la demostracio´n
El Lema que aparece a continuacio´n muestra que un punto de un con-
junto formado por tres puntos es un p-centro (p ∈ (1,∞)) de tal conjunto
solamente en casos triviales.
Lema 4.5.1. Sea (X, ‖ · ‖) un espacio normado, (p ∈ (1,∞)), y sea ∆ =
{a1, a2, 0} un conjunto en X.
Si 0 ∈ Zp(∆), entonces ‖a1‖ = ‖a2‖ y
[
a1
‖a1‖ ,−
a2
‖a2‖
]
⊂ SX .
Demostracio´n. Obviamente, podemos suponer que X tiene dimensio´n dos.
Por la Observacio´n 4.2.3, tenemos que ‖a1‖ = ‖a2‖.
Esta claro que podemos suponer que ‖a1‖ = ‖a2‖ = 1. As´ı que, proba-
mos ahora que el segmento [a1,−a2] esta en la esfera de X. Para eso basta
probar que
∥∥a1−a2
2
∥∥ = 1, en efecto, sea λ ∈ [0, 1] denotamos m = a1−a22 y
supongamos que ‖m‖ = 1, tenemos
2m =
(
λa1 − (1− λ)a2
)
+
(
(1− λ)a1 − λa2
)
as´ı que
2 ≤ ‖λa1 − (1− λ)a2‖+ ‖(1− λ)a1 − λa2‖ ≤ ‖λa1 − (1− λ)a2‖+ 1
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por tanto ‖λa1 − (1− λ)a2‖ = 1.
Supongamos que ∥∥∥a1 − a2
2
∥∥∥ < 1 .
Denotamos
a3 =
a1 − a2
‖a1 − a2‖
y consideramos enX una nueva norma ‖·‖h que tiene el hexa´gono de ve´rtices
a1, a2, a3,−a1,−a2,−a3 como la bola unidad.
Por tanto ‖a1‖ = ‖a1‖h, ‖a2‖ = ‖a2‖h y
‖x‖ ≤ ‖x‖h para todo x ∈ X ,
por hipo´tesis, tenemos
‖a1‖ph + ‖a2‖ph = ‖a1‖p + ‖a2‖p
≤ ‖x− a1‖p + ‖x− a2‖p + ‖x‖p
≤ ‖x− a1‖ph + ‖x− a2‖ph + ‖x‖ph
para cada x ∈ X.
Esto significa que 0 es un p-centro del tria´ngulo ∆ en (X, ‖ · ‖h).
Pero (X, ‖ · ‖h) es isome´trico a (R2, ‖ · ‖α) por la isometr´ıa
(R2, ‖ · ‖α) −→ (X, ‖ · ‖h)
(t1, t2) −→ t1a1 + t2a2
donde ‖ · ‖α es la norma que tiene la bola unidad el hexa´gono de ve´rtices
(1, 0), (0, 1), (1/‖a1 − a2‖,−1/‖a1 − a2‖)
(−1, 0), (0,−1), (−1/‖a1 − a2‖, 1/‖a1 − a2‖) .
Podemos demostrar sin dificultades que
‖(t1, t2)‖α =

|t1|+ |t2| si t1t2 ≥ 0
|t1|+ (‖a1 − a2‖ − 1)|t2| si t1t2 ≤ 0 y |t1| ≥ |t2|
(‖a1 − a2‖ − 1)|t1|+ |t2| si t1t2 ≤ 0 y |t1| ≤ |t2|
para cada (t1, t2) ∈ R2.
Por tanto, (0, 0) es p-centro del tria´ngulo de ve´rtices (0, 0), (1, 0), (0, 1)
en (R2, ‖·‖α). La funcio´n objetivo asociada al tria´ngulo anterior en (R2, ‖·‖α)
tiene la forma siguiente:
rp(t, s) = ‖(t, s)− (1, 0)‖pα + ‖(t, s)− (0, 1)‖pα + ‖(t, s)− (0, 0)‖pα .
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Ahora consideramos la funcio´n g como la restringida de rp sobre la di-
reccio´n t = s donde t ∈ R. Es decir
g(t) = ‖(t, t)− (1, 0)‖pα + ‖(t, t)− (0, 1)‖pα + ‖(t, t)− (0, 0)‖pα .
As´ı conseguimos
g(t) = (2t)p + 2
(
1− (2− ‖a1 − a2‖)t
)p para cada t ∈ (0, 1/2) .
Por tanto, g alcanza su mı´nimo sobre R, en el u´nico punto
t0 =
(1 + δ)1/p−1
2 + (1 + δ)p/p−1
donde δ = 1− ‖a1 − a2‖ .
Contradiccio´n con que 0 es el punto donde g alcanza su mı´nimo sobre R.
Observacio´n 4.5.2. Recordamos que se dice que un espacio normado es
estrictamente convexo si su esfera unidad no contiene ningu´n segmento no
trivial. Por el Lema 4.5.1, esta´ claro que en un espacio normado estricta-
mente convexo, las ve´rtices no son p-centros de un tria´ngulo.
En la prueba del pro´ximo Lema usaremos la nocio´n de aplicaciones
homo´topas. A continuacio´n recordamos la definicio´n (para ma´s informacio´n
consu´ltese [12]).
Definicio´n 4.5.3. Sean E y F dos espacios topolo´gicos.
(1) Se dice que dos aplicaciones continuas f1, f2 de E en F son homo´topas
en F , si existe una aplicacio´n H : E× [0, 1] −→ F tal que, para cada
x ∈ E,
H(x, 0) = f1(x) y H(x, 1) = f2(x).
H se llama la homotop´ıa de f1 a f2 y decimos que f1 es homo´topa a
f2 en F .
(2) Sea f un aplicacio´n de E en F . Se dice que f es homo´topa a cero en
F si f es homo´topa a un aplicacio´n constante de E en F .
(3) Un aplicacio´n continua Γ de [0, 1] en F , se llama un camino en F .
Γ(0) es la origen del camino Γ y llamamos a Γ
(
[0, 1]
)
una curva en F
de origen Γ(0).
(4) Sea Γ un camino en F tal que Γ(0) = Γ(1), y sea y0 ∈ F . Se dice que
Γ rodea a y0 si Γ no es homo´topa a cero en F \ {y0}.
Lema 4.5.4. Sea (X, ‖ · ‖) un espacio normado de dimensio´n dos, p ∈
(1,∞), y sea ∆ = {a1, a2, a3} un conjunto en X. Si el origen 0 esta´ en el
interior de conv(∆), entonces existen λ1, λ2, λ3 no negativos, a lo mas uno
nulo, tal que 0 es p-centro del conjunto ∆′ = {λ1a1, λ2a2, λ3a3}.
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Demostracio´n. Sera´ u´til tratar aqu´ı no solamente los tria´ngulos pero en
general los tr´ıos arbitrarios (a1, a2, a3), donde a1, a2, a3 son puntos en X
cua´l pueden ser colineal e igualar puede que dos de ellos coinciden.
Note que la definicio´n del p-centro dada en el sentido de los tria´ngulos,
se conserva tambie´n para los tr´ıos. Para probar esta lema consideraremos
dos casos.
Caso 1: (X, ‖ · ‖) es estrictamente convexo. Observamos en este caso
que cada tria´ngulo tiene un u´nico p-centro (basta observar que la funcio´n
objetivo rp es estrictamente convexa). Tomando una isometr´ıa en caso de
necesidad, podemos suponer, sin la pe´rdida de generalidad, que
X = R2, a1 = (1, 0), a2 = (0, 1), y a3 ∈ {(t, s) ∈ R2 : t+ s < 0}
Consideramos ahora una funcio´n f definida sobre
T = {(t, s) ∈ R2 : t, s ≥ 0, t+ s ≤ 1}
de forma siguiente:
f : T −→ R2
(t, s) −→ f(t, s)
donde f(t, s) es p-centro del tr´ıo
(
ta1, sa2, (1 − t − s)a3
)
. Por supuesto, la
funcio´n f es continua.
Por el Corolario 1.12.2, f(t, s) pertenece al envoltura convexa de
{ta1, sa2, (1− t− s)a3}.
As´ı que obtenemos fa´cilmente que
f(1, 0) = βa1 = (β, 0), f(0, 1) = βa2 = (0, β) donde β =
1
1 + 21/p−1
.
Deducimos que la imagen del segmento [(1, 0), (0, 1)] por la aplicacio´n f
es una curva continua y incluida en la envoltura convexa del tria´ngulo de
ve´rtices a1 = (1, 0), a2 = (0, 1), (0, 0), y conecta (β, 0) con (0, β).
Por otra parte, la Observacio´n 4.5.2, afirma que esta trayectoria no pasa
por el punto (0,0).
Podemos ver que f actu´a en los segmentos [(0, 1), (0, 0)] y [(0, 0), (1, 0)]
de una manera ana´loga, y conseguimos que la imagen del borde ∂T de T
por f es una curva cerrada continua no contiene el origen (0, 0).
Como ∂T es homo´topa a cero en T , entonces f(∂T ) es homo´topa a cero
en f(T ), y como f(∂T ) no es homo´topa a cero en R2 \ {(0, 0)}, tenemos
f(∂T ) rodea el punto (0, 0), as´ı que (0, 0) debe pertenecer a f(T \ ∂T ). Por
tanto existe (t0, s0) ∈ T \ ∂T tal que f(t0, s0) = (0, 0), esta´ claro que
λ1 = t0, λ2 = s0, λ3 = 1− t0 − s0
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son nu´meros positivos que satisfacen la condicio´n requerida.
Caso 2: Dado una norma ‖ · ‖, tomamos una sucesio´n de normas ‖ · ‖n
estrictamente convexas tal que
l´ım
n→∞ ‖x‖n = ‖x‖, para todo x ∈ X.
(basta tomar ‖ · ‖n = ‖ · ‖ + 1n‖ · ‖s, donde ‖ · ‖s es cualquiera norma
estrictamente convexa, por ejemplo cualquier norma euclidiana).
Para cada n aplicamos el Caso 1, sabemos que hay tres nu´meros λn1 , λ
n
2 , λ
n
3
positivos, tal que 0 es p-centro del tria´ngulo {λn1a1, λn2a2, λn3a3} en el espacio
(X, ‖ · ‖n).
Por supuesto, podemos suponer que λn1 + λ
n
2 + λ
n
3 = 1 para cada n ∈ N,
y por la compacidad de [0, 1], suponemos que la sucesio´n (λn1 , λ
n
2 , λ
n
3 )n≥1
converge a (λ1, λ2, λ3).
Es inmediato ver que 0 es p-centro del tria´ngulo {λ1a1, λ2a2, λ3a3} en
(X, ‖ · ‖). Finalmente, desde λ1+ λ2+ λ3 = 1, obtenemos que, por lo menos
uno de los nu´meros λi debe ser positivo, y usando otra vez el aserto “ βa1
es p-centro del tr´ıo (a1, 0, 0)”, esta´ claro que a lo mas uno de ellos puede ser
igual a cero.
No´tese que por esta razo´n y la hipo´tesis en las ai, los puntos de nuestro
tr´ıo no son colineales y as´ı que ellos son realmente ve´rtices del tria´ngulo.
Observacio´n 4.5.5. Por la Observacio´n 4.5.2, si (X, ‖ ·‖) es estrictamente
convexo, entonces todos nu´meros λi en el lema precedente son positivos.
Observacio´n 4.5.6. El lema precedente no es verdad en el caso p = 1.
En efecto, sea ∆ = {a1, a2, a3} un conjunto de tres puntos en un espacio
normado de dimensio´n dos.
Supongamos que si el origen 0 esta´ en el interior de conv(∆), entonces
existen λ1, λ2, λ3 no negativos, a lo mas uno nulo, tal que 0 es centro de
Fermat del conjunto ∆′ = {λ1a1, λ2a2, λ3a3}.
En primer lugar, si las λi son positivas, entonces por la parte (1) del
Corolario 3.3.4 se tiene que 0 es un centro de Fermat del conjunto ∆. Esto
no es verdad siempre, se puede elegir adecuadamente tres puntos en un plano
euclidiano de tal manera que el origen 0 esta´ en la interior de la envoltura
convexa de estos puntos sin que sea su centro de Fermat.
En segundo lugar, si por ejemplo λ3 = 0, entonces por la parte (1) del
Corolario 3.3.4 se tiene que 0 es un centro de Fermat del conjunto {a1, a2, 0}.
Tampoco esto es verdad, se puede encontrar fa´cilmente en contraejemplo en
un plano euclidiano.
4.5.2. Demostracio´n del Lema 4.5.4 a partir del Lema 4.2.2
Hemos dado una demostracio´n del Lema 4.5.4 independiente de los resul-
tados de localizacio´n de p-centro, sin embargo conviene advertir que tambie´n
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lo podemos ver como una consecuencia del Lema 4.2.2. Para demostrarlo ne-
cesitamos el resultado previo siguiente.
Lema 4.5.7. Sea (X, ‖ · ‖) un espacio normado de dimensio´n dos y A =
{a1, a2, a3} un conjunto en X. Sea fi ∈ Jai para i = 1, 2, 3. Si 0 esta´ en el
interior de conv(A), entonces existen α1, α2, α3 ≥ 0, a lo ma´s uno nulo, tal
que
α1f1 + α2f2 + α3f3 = 0.
Demostracio´n. Obviamente, basta probar que 0 ∈ conv({f1, f2, f3}).
Puesto que 0 esta´ en la interior de conv(A), entonces existen λ1, λ2, λ3
positivos con λ1 + λ2 + λ3 = 1, tal que
λ1a1 + λ2a2 + λ3a3 = 0 y ai 6= 0 para cada i = 1, 2, 3.
Por tanto
λ1‖a1‖ a1‖a1‖ + λ2‖a2‖
a2
‖a2‖ + λ3‖a3‖
a3
‖a3‖ = 0.
As´ı que podemos suponer que ‖ai‖ = 1 para cada i = 1, 2, 3.
Para probar que 0 ∈ conv({f1, f2, f3}), por el Teorema de Hanh-Banach
basta probar que para todo x∗∗ ∈ X∗∗, 0 ≤ ma´x
1≤i≤3
x∗∗(fi). O equivalente-
mente, puesto que estamos en dimensio´n finita, basta probar que para todo
x ∈ X existe i ∈ {1, 2, 3} tal que 0 ≤ fi(x).
Sea x ∈ X, podemos suponer que x 6= 0. Como 0 esta´ en el interior
de conv({a1, a2, a3}), la semirrecta {λx : λ > 0} corta a alguno de los lados
[ai, aj ] con 1 ≤ i, j ≤ 3, i 6= j. Por tanto existe λ0 tal que λ0x pertenece a uno
de estos lados. Evidentemente, si 0 ≤ fi(λ0x) = λ0fi(x) se sigue fi(x) ≥ 0.
Por lo tanto, podemos suponer λ0 = 1. Por lo tanto supongamos por ejemplo
x ∈ [a1, a2]. En este caso existe λ ∈ [0, 1] tal que x = λa1+(1−λ)a2, por lo
tanto
f1(x) = λ+ (1− λ)f1(a2) y f2(x) = λf2(a1) + 1− λ.
As´ı que
f1(x) + f2(x) = λ
(
1 + f2(a1)
)
+ (1− λ)(1 + f1(a2)).
Como ‖ai‖ = 1 y ‖fi‖ = 1 para i = 1, 2, entonces
1 + f2(a1) ≥ 0 y 1 + f1(a2) ≥ 0.
Segu´ı
f1(x) + f2(x) ≥ 0.
Por tanto
f1(x) ≥ 0 o f2(x) ≥ 0.
Nota 4.5.8. No es dif´ıcil dar ejemplos que muestran que en el lema anterior
es esencial la palabra “interior”.
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Demostracio´n del Lema 4.5.4:
Sea (X, ‖·‖) un espacio normado de dimensio´n dos y sea A = {a1, a2, a3}
un conjunto en X tal que 0 esta´ en el interior de conv(A). Tomemos fi ∈ Jai
para cada i = 1, 2, 3.
Por el lema anterior existen α1, α2, α3 ≥ 0 a lo ma´s uno nulo tal que
α1f1 + α2f2 + α3f3 = 0.
Sea λi ≥ 0 tal que
‖λiai‖p−1 = αi, para cada i = 1, 2, 3.
Por el Lema 4.2.2 tenemos que
0 ∈ Zp({λ1a1, λ2a2, λ3a3}).
4.5.3. Teorema de Blaschke y Kakutani
El teorema de Blaschke y Kakutani es una de los resultados cla´sicos que
caracterizan un IPS. Puede verse por ejemplo (12.4) de [1] y [30].
Nos dice lo siguiente:
Teorema 4.5.9 (Blaschke-Kakutani). Un espacio normado X de dimen-
sio´n por lo menos tres es un IPS si y so´lo si para cada subespacio Y de X
de dimensio´n dos existe una proyeccio´n de la norma uno de X sobre Y .
La Proposicio´n siguiente (ve´ase [34]) es una profundizacio´n en el signifi-
cado de la caracterizacio´n Blaschke y Kakutani.
Proposicio´n 4.5.10 (Proposicio´n 4 de [34]). Sea X un espacio normado
con dim(X) = 3, H un hiperplano contiene el origen 0 en X, y sea K la
interseccio´n de la bola unidad BX y uno de los semiespacios cerrados que
determina H. Sea P la proyeccio´n de la norma ma´s pequen˜a posible de X
sobre H. Entonces tenemos una de las afirmaciones siguientes
(1) P (K) ⊂ K con ‖P‖ = 1 ,
(2) 0 ∈ Int(conv(P (K) \K)) con la interior es relativo a H.
Observacio´n 4.5.11. Con X, H y K en la Proposicio´n de Klee, tenemos:
X no admite un proyeccio´n de norma uno sobre H si y solo si existe un
proyeccio´n P de X sobre H tal que 0 ∈ Int(conv(P (K) \K)).
El lema siguiente es esencialmente una reformulacio´n del resultado de
Klee.
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Lema 4.5.12. Sea X un espacio normado con dim(X) = 3, sea x∗ una fun-
cio´n linear no nula en X, y denotamos por Y al subespacio de dimensiones
dos {x ∈ X : x∗(x) = 0}. Supongamos que no hay proyeccio´n de norma uno
de X sobre Y . Entonces existe una proyeccio´n P de X sobre Y y existen tres
vectores unitarias u1, u2, u3 en Y + = {x ∈ X : x∗(x) ≥ 0} de una manera
que
‖P (ui)‖ > 1 para i = 1, 2, 3
y que 0 esta en la interior (relativo a Y ) del tria´ngulo que tiene P (u1),
P (u2), P (u3) como ve´rtices.
Demostracio´n. Denotemos por B la bola unidad de X, y por B+ el conjunto
B ∩ Y +. Por la Proposicio´n 4.5.10 de Klee, existe un proyeccio´n P de X
sobre Y tal que 0 esta en la interior (relativo a Y ) de la envoltura convexa
de P (B+) \ B+. Por el Teorema de Carathe´odory (Teorema 17.1 de [42]),
deducimos que existen tres vectores v1, v2, v3, en B+ tal que
‖P (vi)‖ > 1 para i = 1, 2, 3
y que 0 es una combinacio´n convexa de P (v1), P (v2), P (v3). La desigualdad
anterior implica que todas vi no son nulas, as´ı que podemos tomar ui = vi‖vi‖ .
Por supuesto, las vectores ui tienen norma uno en B+ ⊂ Y +. Adema´s
‖P (ui)‖ =
∥∥∥∥P( vi‖vi‖
)∥∥∥∥ = ‖P (vi)‖‖vi‖ > 1‖vi‖ ≥ 1 , para i = 1, 2, 3
Por otra parte, desde que 0 es una combinacio´n convexa de P (v1), P (v2),
P (v3), es tambie´n una combinacio´n convexa de
P (u1) =
1
‖v1‖P (v1), P (u2) =
1
‖v2‖P (v2), P (u3) =
1
‖v3‖P (v3) .
Para terminar nuestra prueba tenemos que demostrar solamente que 0 no es
una combinacio´n convexa de dos vectores P (ui), puesto que esto garantiza
que 0 esta en la interior (relativo a Y ) de la envoltura convexa de P (u1),
P (u2), P (u3). Si asumimos, por ejemplo, que 0 es una combinacio´n convexa
de P (u1) y P (u2), entonces existe un λ ∈ (0, 1] tal que
P (u1) = −λP (u2) o´ P (u2) = −λP (u1).
Denotemos x = P (u1) = P (−λu2). Tomamos w ∈ Ker(P )∩Y +, w 6= 0 (por
ejemplo, w = u1 − P (u1)). Como u1 pertenece a Y + y −λu2 pertenece a
Y − = {x ∈ X : x∗(x) ≤ 0}, hay α, β > 0 tal que
u1 = x+ αw y − λu2 = x− βw .
Por tanto x pertenece a [u1,−λu2]. Pero u1 y −λu2 esta´n en la bola uni-
dad, as´ı que deducimos que x tambie´n esta en la bola unidad. Esto es una
contradiccio´n porque ‖x‖ = ‖P (u1)‖ > 1.
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Ahora ya podemos dar nuestra prueba del Teorema 4.1.1 de Ben´ıtez,
Ferna´ndez y Soriano.
4.5.4. Demostracio´n del Teorema 4.1.1 de Ben´ıtez- Ferna´ndez-
Soriano
Recordemos que lo que vamos a demostrar es que un espacio X es IPS
si y so´lo si se cumple la condicio´n siguiente:(
GKp
)
Cada conjunto de tres puntos en X tiene un p-centro (p ∈
(1,∞)) en su envoltura convexa.
En efecto, supongamos que X no es un IPS. Podemos suponer que
dim(X) = 3. Por el Teorema 4.5.9 de Blaschke y Kakutani, existe un su-
bespacio Y de dimensio´n dos de X, tal que X no admite ninguno proyec-
cio´n sobre Y de norma uno. Tomamos una funcio´n lineal x∗ en X tal que
Y = Ker(x∗). Por el Lema 4.5.12, existe un proyeccio´n P de X sobre Y
y tres vectores unitarias u1, u2, u3 en Y + = {x ∈ X : x∗(x) ≥ 0} de una
manera tal que
‖P (ui)‖ > 1 para i = 1, 2, 3
y que 0 esta en la interior ( relativo a Y ) del tria´ngulo que tiene P (u1),
P (u2), P (u3) como ve´rtices. Denotamos P (ui) = xi. Por el Lema 4.5.4,
existen tres nu´meros no negativos λ1, λ2, λ3 a lo mas uno de ellos igual a
cero, tal que 0 es p-centro de ∆ = {λ1x1, λ2x2, λ3x3} en Y . Supongamos
por ejemplo que λ1, λ2 > 0 y λ3 = 0. Por el Lema 4.5.1, tenemos[
x1
‖x1‖ ,−
x2
‖x2‖
]
⊂ SY .
Como ‖x1‖, ‖x2‖ > 1, si tomamos λ ∈ [0, 1], entonces conseguimos que,
‖λx1 − (1− λ)x2‖ =
∥∥∥∥λ‖x1‖ x1‖x1‖ − (1− λ)‖x2‖ x2‖x2‖
∥∥∥∥
= λ‖x1‖+ (1− λ)‖x2‖ > 1
es decir
[x1,−x2] ∩BY = P
(
[u1,−u2]
) ∩BY = ∅.
Pero recordamos que u1, u2 ∈ Y +, por tanto [u1,−u2]∩BY 6= ∅, por supuesto
eso implica que [x1,−x2] ∩BY 6= ∅, eso es la contradiccio´n deseada.
Para acabar nuestra prueba observamos que 0 es p-centro del tria´ngulo
que tiene como ve´rtices λ1x1, λ2x2, λ3x3 en Y , pero no es p-centro de tal
tria´ngulo en X. En efecto, tomamos a ∈ Ker(P ) ∩ Y +, a 6= 0 (por ejemplo,
a = u1 − P (u1)), as´ı que existen tres nu´meros positivos α1, α2, α3 tal que
ui = xi + αia para i = 1, 2, 3 .
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Como para cada i = 1, 2, 3
‖ui‖ = ‖xi + αia‖ = 1 < ‖xi‖
por la convexidad, deducimos que para cada i = 1, 2, 3 y para todo t ∈ (0, αi],
‖xi + ta‖ < ‖xi‖ .
As´ı que, si denotamos β = mı´n{λiαi : i = 1, 2, 3}, entonces
‖λixi + βa‖ = λi
∥∥∥xi + β
λi
a
∥∥∥ < λi‖xi‖ = ‖λixi‖ para i = 1, 2, 3 .
Por tanto
‖λ1x1+βa‖p+‖λ2x2+βa‖p+‖λ3x3+βa‖p < ‖λ1x1‖p+‖λ2x2‖p+‖λ3x3‖p .
Esto termina nuestra prueba.
En el diagrama siguiente, resumimos las caracterizaciones de los espa-
cios IPS, obtenidas usando algunas propiedades geome´tricas del conjunto
formado por los p-centros de un conjunto de tres puntos. Obse´rvese que
resumiendo lo visto en este cap´ıtulo y en los anteriores, las equivalencias
siguientes y anteriores son validas para cualquiera p ∈ [1,∞].
SeaX un espacio normado de dimensio´n al menos tres. Entonces tenemos
que
X satisface (GKp) ⇐⇒ X satisface
(
GKSp
) ⇐⇒ X es un IPS
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Cap´ıtulo 5
Caracterizacio´n de IPS mediante
γ-centros
5.1. Las caracterizaciones (15.15) de Amir y la
propiedad (Aγ)
Amir da en [1] la caracterizacio´n siguiente de los IPS de dimensio´n mayor
o igual que tres:
Un espacio normado (X, ‖ · ‖) de dimensio´n mayor o igual que tres es
IPS si y so´lo si satisface la propiedad siguiente:
(15.15) Para cada tres puntos a1, a2, a3 de norma uno en X, si 0
esta´ en la envoltura convexa de {a1, a2, a3}, entonces
rX({a1, a2, a3}) = 1.
Nota 5.1.1. Escribimos (15.15) como en [1].
Observemos que (15.15) viene a ser una condicio´n “dual” a (15.14) que
estudiamos con detalles en el cap´ıtulo 2.
Amir indica que la demostracio´n de la caracterizacio´n anterior “es in-
mediata por el Lema 15.1”, sin embargo no hemos sido capaces de ver por
que´. Y como adema´s es el mismo argumento que empleaba en la condicio´n
(15.14) (que resulta ser falso, ve´ase cap´ıtulo 2) hemos preferido dar una de-
mostracio´n completa y detallada. Esta demostracio´n no usa el “Lema 15.1”.
Para ser ma´s precisos, veamos a probar un resultado ma´s general que el
de Amir, que nos dara´ la caracterizacio´n (15.15) como consecuencia inme-
diata.
Puesto que a1, a2, a3 tienen norma uno, rX({a1, a2, a3}) = 1 sen˜ala que 0
es un centro de Chebyshev de {a1, a2, a3}. Por lo tanto, la condicio´n (15.15)
se transforma en
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(15.15’) Para cada tres puntos a1, a2, a3 de norma uno en X, si 0
esta´ en la envoltura convexa de {a1, a2, a3}, entonces 0 es
centro de Chebyshev de {a1, a2, a3}.
Si cambiamos en (15.15’) “centro de Chebyshev” por “γ-centro” (γ es
3-norma mono´tona) se obtiene la propiedad siguiente:
(Aγ) Para cada tres puntos a1, a2, a3 de norma uno en X, si 0
esta´ en la envoltura convexa de {a1, a2, a3}, entonces 0 es
γ-centro de {a1, a2, a3}.
De manera natural surgio´ el problema de decidir si la propiedad (Aγ)
caracteriza los IPS.
El resultado que aparece a continuacio´n resuelve afirmativamente este
problema.
Teorema 5.1.2. Sea X un espacio normado con dim(X) ≥ 3 y sea γ una
3-norma mono´tona. Entonces X es un IPS si so´lo si se cumple la condicio´n
siguiente:
(Aγ) Para cada tres puntos a1, a2, a3 de norma uno en X, si 0
esta´ en la envoltura convexa de {a1, a2, a3}, entonces 0 es
γ-centro de {a1, a2, a3}.
Demostracio´n. Supongamos queX no es un IPS. Podemos suponer que tiene
dimensio´n tres. Por el criterio de Kakutani-Blaschke (Teorema 4.5.9), tiene
un subespacio de dos dimensiones Y , tal que X no admite ningu´n proyeccio´n
de la norma uno sobre Y . Tomamos una funcio´n lineal x∗ en X tales que
Y = Ker(x∗). Por el Lema 4.5.12, existe un proyeccio´n P de X sobre Y y
existen tres vectores unitarias u1, u2, u3 en Y + = {x ∈ X : x∗(x) ≥ 0} de
una manera tal que
‖P (ui)‖ > 1 para i = 1, 2, 3
y sea 0 esta la interior (en relacio´n a Y ) de la envoltura convexa del conjunto
formado por los puntos P (u1), P (u2), P (u3). Denotamos
ai =
P (ui)
‖P (ui)‖ para i = 1, 2, 3 .
Esta claro que 0 pertenece a la envoltura convexa de ∆ = {a1, a2, a3}.
Para acabar nuestra prueba tenemos que demostrar solamente que 0 no
es γ-centro del conjunto ∆. Tomamos un vector no nula a en Y + ∩Ker(P ).
Entonces hay nu´meros positivos β1, β2, β3 tales que ui = P (ui) + βia para
cada i = 1, 2, 3. Por lo tanto, tenemos
‖ui‖ = ‖P (ui) + βia‖ = 1 < ‖P (ui)‖ para i = 1, 2, 3 .
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Luego, ∥∥∥∥ P (ui)‖P (ui)‖ + βi‖P (ui)‖a
∥∥∥∥ = ‖ai + tia‖ < 1
para i = 1, 2, 3, donde ti = βi‖P (ui)‖ . Si t ∈ (0, ti], la convexidad de la aplica-
cio´n t 7→ ‖ai + ta‖ garantiza que ‖ai + ta‖ < 1. Denotemos
θ = mı´n{ti : i = 1, 2, 3} .
As´ı que tenemos
‖ai + θa‖ < 1 para cada i = 1, 2, 3 .
Por tanto, por el Lema 1.7.2 tenemos
Gγ(∆)(θa) = γ(‖a1 + θa‖, ‖a2 + θa‖, ‖a3 + θa‖)
< γ(1, 1, 1) = γ(‖a1‖, ‖a2‖, ‖a3‖) = Gγ(∆)(0).
Es decir que 0 no es γ-centro del conjunto ∆ = {a1, a2, a3}.
Por el teorema anterior la caracterizacio´n (15.15) de Amir es una conse-
cuencia inmediata, cuando γ = ‖ · ‖∞.
Corolario 5.1.3 (La caracterizacio´n (15.15) de Amir). Sea X un es-
pacio normado con dim(X) ≥ 3. Entonces X es un IPS si so´lo si se cumple
la condicio´n siguiente:
(15.15) Para cada tres puntos a1, a2, a3 de norma uno en X, si 0
esta´ en la envoltura convexa de {a1, a2, a3}, entonces
rX({a1, a2, a3}) = 1.
5.2. Propiedades de la envoltura
En principio Durier estudio´ en [17] la descripcio´n geome´trica del conjunto
de los γ-centros de un conjunto finito en un espacio normado. Posteriormente
introdujo en [18], las propiedades siguientes que involucran dichos centros
con la envoltura convexa y af´ın de tal conjunto.
Definicio´n 5.2.1 (Definicio´n 3.1 de [18]). Sea n ≥ 2 y sea γ una n-
norma mono´tona. Decimos que X satisface (CvHP )γn, que se llama la pro-
piedad de la envoltura convexa
(
respectivamente. (AfHP )γn, que se llama
la propiedad de la envoltura af´ın
)
si para cada subconjunto A en X con n
puntos y para cada n-familia positiva ω,
Mγω(A) ∩ conv(A) 6= ∅(
respectivamente. Mγω(A) ∩ aff(A) 6= ∅
)
.
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Nota 5.2.2. Hacemos notar aqu´ı que los resultados de esta seccio´n y la
siguiente no son generalizaciones de los que esta´n en los cap´ıtulos 2,3 y 4,
pues no´tese que en las definiciones se pide que se cumplan las condiciones
para toda n-familia positiva ω.
Es inmediato ver que siX satisface (CvHP )γn, entonces satisface (AfHP )
γ
n.
Entonces es natural preguntar si el inverso es verdad o no.
Demostramos primero en esta seccio´n que la respuesta es afirmativa pa-
ra n = 3. A continuacio´n, en la siguiente seccio´n demostramos que estas
propiedades son realmente caracter´ısticas equivalentes para un nu´mero n
arbitrario.
Proposicio´n 5.2.3. Las propiedades (CvHP )γ3 y (AfHP )
γ
3 son equivalen-
tes.
Demostracio´n. Por supuesto (CvHP )γ3 implica (AfHP )
γ
3 , tenemos que pro-
bar solamente el inverso.
Sea X un espacio normado que verifica (AfHP )γ3 . Sea A = {a1, a2, a3}
un conjunto de X y sea ω una 3-familia positiva.
Tomando una translacio´n en caso de necesidad, podemos suponer que el
espacio af´ın generalizado por A = {a1, a2, a3} pasa por 0 es decir que es un
espacio vectorial de dimensio´n dos, lo denotemos Y .
Por nuestra hipo´tesis existe x0 ∈ Y tal que
Gγω(A)(x0) ≤ Gγω(A)(x)
para cada x ∈ Y . Por la Proposicio´n 1.11.2 existe x′0 ∈ conv(A) tal que
‖x′0 − ai‖ ≤ ‖x0 − ai‖
para i = 1, 2, 3. Como ωi > 0 para i = 1, 2, 3 y γ mono´tona, obtenemos
Gγω(A)(x
′
0) ≤ Gγω(A)(x0) ≤ Gγω(A)(x)
para todo x ∈ X. Esto concluye nuestra prueba.
5.3. Dos caracterizaciones de Durier
Durier estudio en [18] las propiedades (CvHP )γn y (AfHP )
γ
n. Para la
primera obtiene la siguiente caracterizacio´n:
Teorema 5.3.1 (Teorema 3.8 de [18]). Sea X un espacio normado de
dimensio´n por lo menos tres. Sea n ≥ 3 y γ una n-norma mono´tona. Si X
satisface (CvHP )γn, entonces X es un IPS.
Pero para la segunda obtiene caracterizacio´n solamente en un caso par-
ticular:
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Teorema 5.3.2 (Teorema 3.5 de [18]). Sea X un espacio normado de
dimensio´n por lo menos tres. Sea n ≥ 3 y ‖ · ‖1 la usual norma de la suma
en Rn. Si X satisface (AfHP )‖·‖1n , entonces X es un IPS.
Nosotros aqu´ı, gracias al resultado de la seccio´n anterior podemos dar la
caracterizacio´n con completa generalidad.
Proposicio´n 5.3.3. Sea X un espacio normado con dim(X) ≥ 3, y sea γ
una 3-norma mono´tona. Entonces son equivalentes:
(i) X satisface (AfHP )γ3 .
(ii) X satisface (CvHP )γ3 .
(iii) X es un IPS.
Demostracio´n. (i) ⇒ (ii) por la Proposicio´n 5.2.3.
(ii) ⇒ (iii) por el Teorema 5.3.1.
(iii) ⇒ (i) por la Proposicio´n 1.10.3.
Para probar que las propiedades (CvHP )γn y (AfHP )
γ
n donde n ≥ 3,
son equivalentes y que caractericen un IPS, introducimos la proposicio´n
siguiente.
Proposicio´n 5.3.4 (Proposicio´n 3.3 de [18]). Sea n ≥ 2 y γ una n-
norma mono´tona y Sea γ′ una (n−1)-norma mono´tona en Rn−1 dada como
γ′(t1, . . . , tn−1) = γ(t1, . . . , tn−1, tn−1).
Si X satisface (CvHP )γn
(
respectivamente. (AfHP )γn
)
, entonces X satis-
face (CvHP )γ
′
n−1
(
respectivamente. (AfHP )γ
′
n−1
)
.
Demostracio´n. Sea A′ un subconjunto de n−1 puntos y ω′ = (ω′1, . . . , ω′n−1)
una familia de n− 1 numeros positivos.
Elegimos un punto b ∈ conv(A′) tal que b /∈ A′, y consideramos A =
A′ ∪ {b} y ω =
(
ω′1, . . . ,
ω′n−1
2 ,
ω′n−1
2
)
.
Por las hipo´tesis, existe un punto xb ∈ conv(A) = conv(A′) donde la
funcio´n Gγω(A) alcanza su mı´nimo. Cuando b tiende a an−1, entonces la
familia (xb)b∈conv(A′) esta´ incluida en el conjunto compacto conv(A′), por
tanto tiene un punto de aglomeracio´n x ∈ conv(A′) donde la funcio´n Gγω′(A′)
alcanza su mı´nimo.
El argumento es va´lido tambie´n por la propiedad de la envoltura af´ın en
lugar de la propiedad de la envoltura convexa usando el hecho siguiente: Si
A ⊂ B(0, r), entonces Mγω(A) ⊂ B(0, 2r).
Teorema 5.3.5. Sea X un espacio normado con dim(X) ≥ 3, y sea γ una
n-norma mono´tona donde n ≥ 3. Entonces son equivalentes:
(i) X satisface (AfHP )γn.
(ii) X satisface (CvHP )γn.
(iii) X es un IPS.
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Demostracio´n. Supongamos que (i)
(
respectivamente, (ii)
)
es satisfecho.
Entonces por la Proposicio´n 5.3.4 X satisface (AfHP )γ
′
3
(
respectivamente,
(CvHP )γ
′
3
)
para alguna 3-norma mono´tona γ′. En todos casos deducimos
por la Proposicio´n 5.3.3 que X es un IPS. Para la rec´ıproco aplicamos la
Proposicio´n 1.10.3.
Corolario 5.3.6. Sea X un espacio normado, n un nu´mero natural y sea
γ una n-norma mono´tona, entonces tenemos:
(1) Si n = 1 o n = 2 entonces todo espacio normado X satisface (AfHP )γn
y (CvHP )γn.
(2) Si n ≥ 3 entonces todo espacio normado X de dimensio´n dos satisface
(AfHP )γn y (CvHP )
γ
n.
(3) Si n ≥ 3 y dim(X) > 2, entonces las propiedades (AfHP )γn y (CvHP )γn
se cumplen solamente si el espacio es un IPS.
Demostracio´n. Es una consecuencia de las Proposiciones 5.3.4, 5.2.3 y el
Teorema 5.3.5.
5.4. Una caracterizacio´n mediante γ-centros de tres
puntos de norma uno
Usamos las mismas ideas de las caracter´ısticas que esta´n recogidas en la
Definicio´n 5.2.1. Podemos considerar la variacio´n siguiente de dichas carac-
ter´ısticas.
Definicio´n 5.4.1. Sea n ≥ 2, y sea γ una n-norma mono´tona. Decimos que
X satisface la condicio´n S−(CvHP )γn, llamado la propiedad de la envoltura
S-convexa
(
resp. S−(AfHP )γn, la propiedad de la envoltura S-af´ın
)
si, para
cada conjunto finito A de n puntos en la esfera unidad de X y para cada
n-familia positiva ω, se tiene que
Mγω(A) ∩ conv(A) 6= ∅
(
resp. Mγω(A) ∩ aff(A) 6= ∅
)
.
Lema 5.4.2 (Corolario 2.5 de [18]). Sea n ≥ 2 y sea γ una n-norma
mono´tona. Sea A un conjunto de n puntos en la esfera unidad de X y λ una
n-familia positiva. Si 0 ∈ Z1λ(A), entonces existe una n-familia ω positiva
tal que
0 ∈Mγω(A) ⊆ Z1λ(A).
Teorema 5.4.3. Sea X un espacio normado de dimensio´n al menos tres, y
sea γ una 3-norma mono´tona. Entonces son equivalentes.
(i) X es un IPS.
(ii) X satisface S − (CvHP )γ3 .
(iii) X satisface S − (AfHP )γ3 .
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Demostracio´n. (i) ⇒ (ii) es bien sabido, ve´ase por ejemplo la Proposicio´n
1.10.3.
(ii) ⇒ (iii) es trivial.
(iii) ⇒ (i) Supongamos que X no es un IPS. Entonces por el Lema 3.4.2,
existen un subespacio Y de X y un tria´ngulo ∆ en la esfera unidad de Y
tal que 0 ∈ Z1Y (∆) y Z1Y (∆) ∩ conv(∆) = ∅. Esta´ claro que por el Corolario
1.13.3, tenemos que Z1Y (∆) ∩ aff(∆) = ∅.
Por el Lema 5.4.2, existe una 3-familia ω positiva tal que
MγY,ω(∆) =
{
z ∈ Y : Gγω(∆)(z) = inf
y∈Y
Gγω(∆)(y)
}
⊂ Z1Y (∆).
Por tanto
MγY,ω(∆) ∩ aff(∆) = ∅.
Segu´ı
inf
y∈Y
Gγω(∆)(y) < G
γ
ω(∆)(z) para cada z ∈ aff(∆).
As´ı que
inf
x∈X
Gγω(∆)(x) ≤ inf
y∈Y
Gγω(∆)(y) < G
γ
ω(∆)(z) para cada z ∈ aff(∆).
Concluimos que
Mγω(∆) ∩ aff(∆) = ∅.
Esto significa que X no satisface la condicio´n S − (AfHP )γ3 .
En el diagrama siguiente, resumimos las nuevas caracterizaciones de los
espacios IPS, obtenidas usando algunas propiedades geome´tricas del conjun-
to formado por los γ-centros de un conjunto de tres puntos, donde γ es una
3-norma mono´tona.
SeaX un espacio normado de dimensio´n al menos tres. Entonces tenemos
que
X satisface (AfHP )γ3 ⇐⇒ X satisface (CvHP )γ3
m m
X satisface S − (AfHP )γ3 ⇐⇒ X satisface S − (CvHP )γ3
m m
X es un IPS ⇐⇒ X satisface (Aγ)
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Cap´ıtulo 6
Proximinalidad simulta´nea
en L1(µ,X)
6.1. ¿Que´ es un aproximacio´n simulta´nea o´ptima?
Hay varios tipos de aproximacio´n simulta´nea. Para concretar comence-
mos con una definicio´n que es la que usaremos primero.
Definicio´n 6.1.1 (Definicio´n 1 de [45]). Sea (X, ‖·‖) un espacio normado
e Y un subconjunto de X. Sea n ≥ 2, x1, . . . , xn, n puntos en X y sea N
una n-norma mono´tona en Rn.
Se dice que un punto y0 en Y , es una aproximacio´n N -simulta´nea o´ptima
de x1, . . . , xn en Y , si y0 minimiza
N
(‖x1 − y‖, . . . , ‖xn − y‖), (6.1)
sobre el subconjunto Y .
Como se ve, el objetivo de la aproximacio´n simulta´nea, naturalmente, es
aproximar varios puntos “a la vez”. En este sentido se parece a un problema
de bu´squeda del centro de un conjunto de puntos del tipo de los problemas
que hemos visto en los primeros cap´ıtulos. La diferencia es que ahora, al
igual que en los problemas de aproximacio´n usuales, queremos aproximar
mediante puntos de un conjunto o subconjunto dado. Es decir, si en la
definicio´n anterior tomamos Y = X tenemos la definicio´n que ya vimos
de N -centro. Naturalmente lo interesante es Y 6= X: queremos aproximar
puntos de X mediante puntos de Y .
Un concepto importante en aproximacio´n es el de subespacio proximinal,
el concepto ana´logo en aproximacio´n simulta´nea es el siguiente:
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Definicio´n 6.1.2. Sea X un espacio normado e Y un subconjunto de X.
Sea n ≥ 2 y sea N una n-norma mono´tona en Rn.
Se dice que Y es proximinal N -simulta´neamente en X, si cada n puntos
en X, tienen una aproximacio´n N -simulta´nea o´ptima en Y .
En este cap´ıtulo nos vamos a centrar en cuestiones de aproximacio´n
simulta´nea en el espacio L1(µ,X) para ello empezaremos recordando lo fun-
damental sobre este espacio.
6.2. Algunos cuestiones sobre el espacio L1(µ,X)
A partir de ahora y durante lo que resta de este cap´ıtulo, (X, ‖·‖) sera´ un
espacio de Banach real, Y un subespacio cerrado de X, (Ω,Σ, µ) un espacio
de medida finita. Las cuestiones ba´sicas sobre espacios del tipo L1(µ,X)
pueden verse en [14].
Definicio´n 6.2.1. Se dice que una funcio´n f : Ω→ X es µ-medible, si existe
una sucesio´n (fn)n≥1 de funciones simples tal que l´ım
n→∞
∥∥f(s) − fn(s)∥∥ = 0
µ-en c.t.p.
Notacio´n 1. Denotamos por L1(µ,X) al espacio de Banach dotado de su
norma usual de todas funciones definidas en Ω, con valores en X, µ-medibles
y ‖f‖1 <∞, donde
‖f‖1 =
∫
Ω
‖f(s)‖dµ.
Es decir,
L1(µ,X) =
{
f : Ω→ X, f es µ−medible y ‖f‖1 <∞
}
.
Definicio´n 6.2.2. Se dice que una sucesio´n (fn)n≥1 en L1(µ,X) es unifor-
memente integrable si
l´ım
µ(A)→0
sup
n≥1
∫
A
‖fn‖dµ = 0 .
Un resultado muy conocido, inspirado en el resultado cla´sico de Dunford,
nos da la siguiente caracterizacio´n de los de´bilmente relativamente compac-
tos de L1(µ,X) cuando X y X∗ tienen la propiedad de Radon-Nikody´m.
Teorema 6.2.3 (Teorema IV.2.1 de [14]). Sea (Ω,Σ, µ) un espacio de
medida finita y X un espacio de Banach tal que X y X∗ tienen la propiedad
de Radon-Nikody´m. Un conjunto K de L1(µ,X) es de´bilmente relativamente
compacto si y solo si
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(i) K es acotado,
(ii) K es uniformemente integrable, y
(iii) para cada A ∈ Σ, el conjunto { ∫A fdµ : f ∈ K} es de´bilmente
relativamente compacto.
Demostracio´n. ve´ase pa´ginas 101-103 de [14].
Observacio´n 6.2.4. Las condiciones en que el Teorema precedente es va´li-
do han sido estudiados por C. Fierro, [20], [21], N. Ghoussoub y P. Saab
[25]. Ellos probaron que la caracterizacio´n de los de´bilmente relativamente
compactos de L1(µ,X) que expresa tal teorema es va´lido para todo medi-
da finita µ si y so´lo si el espacio X y su dual X∗ tienen la propiedad de
Radon-Nikody´m.
Observacio´n 6.2.5. Todo espacio reflexivo tiene la propiedad de Radon-
Nikody´m (Corolario 13, pa´gina 76 de [14]).
El lema que viene a continuacio´n (Lema 2.1.3 de [9]) contiene un re-
sultado que fue descubierto por Kadec y PeÃlczyn´ski [29] y mejorado por
Rosenthal [43].
Lema 6.2.6 (Kadec-PeÃlczyn´ski-Rosenthal, [9]). Sea (Ω,Σ, µ) un espa-
cio de medida finita. Si (fn)n≥1 es una sucesio´n acotada en L1(µ,X), en-
tonces existe una subsucesio´n (fnk)k≥1 de (fn)n≥1 y una sucesio´n (Ak)k≥1
de conjuntos medibles y disjuntos dos a dos tal que (fnkχAck)k≥1 es unifor-
memente integrable.
6.3. Proximinalidad simulta´nea en L1(µ,X). Pri-
mer caso
Los subespacios S de L1(µ,X) ma´s estudiados son de la forma S =
L1(µ, Y ) con Y subespacio de X o S = L1(µ0, Y ) con µ0 una restriccio´n de
µ a una sub-σ-a´lgebra Σ0 de Σ.
En este tipo de subespacios de L1(µ,X) es en los que se ha centrado el
estudio de cuestiones de proximinalidad y proximinalidad simulta´nea.
Respeto a los subespacios de la forma L1(µ, Y ) se ha estudiado cuestiones
de proximinalidad en [13], [31], [32], [33], [38], [39], [40], [58], y de proximi-
nalidad simulta´nea en [45]. En esta u´ltima l´ınea el principal resultado que
tenemos es el siguiente:
Teorema 6.3.1 (Teorema 4 de [45]). Sea N una n-norma mono´tona
en Rn (n ≥ 2). Si Y es reflexivo, entonces L1(µ, Y ) es proximinal N -
simulta´neamente en L1(µ,X).
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Respecto al subespacio L1(µ0, X) de L1(µ,X), en el problema de la
proximinalidad se estudio´ primero el caso X = R en [46], ma´s tarde se
extendio´ al caso vectorial (en el que X es un espacio reflexivo) en [41]. El
principal resultado es el de Papageorgiou:
Teorema 6.3.2 (Teorema 1 de [41]). Si X es un espacio reflexivo y Σ0
es una sub- σ- a´lgebra de Σ, entonces L1(µ0, X) proximinal en L1(µ,X)
Como no hemos encontrado en la literatura ningu´n resultado sobre pro-
ximinalidad simulta´nea para este tipo de subespacio, la pregunta natural
que surge es:
“Sea N una n-norma mono´tona en Rn (n ≥ 2) y Σ0 es una
sub- σ- a´lgebra de Σ, ¿es L1(µ0) proximinal N -simulta´neamen-
te en L1(µ)? Ma´s en general, si X es un espacio reflexivo ¿es
L1(µ0, X) proximinal N -simulta´neamente en L1(µ,X)?”
Vamos a dedicar esta seccio´n a responder a esta pregunta. Necesitamos
una definicio´n y algunos lemas previos:
Definicio´n 6.3.3. Sea (X, ‖ ·‖) un espacio normado real e Y un subespacio
de X. Sea N una n-norma mono´tona en Rn (n ≥ 2) y sea x1, . . . , xn ∈ X.
Sea (yk)k≥1 una sucesio´n en Y .
Decimos que (yk)k≥1 es una sucesio´n N -simulta´neamente aproximadora
de x1, . . . , xn en Y , si
l´ım
k→∞
N
(∥∥x1 − yk∥∥, . . . , ∥∥xn − yk∥∥) = inf
z∈ Y
N(‖x1 − z‖, . . . , ‖xn − z‖).
Lema 6.3.4. Sea (X, ‖ · ‖) un espacio normado real e Y un subespacio de
X. Sea N una n-norma mono´tona en Rn (n ≥ 2) y sea x1, . . . , xn ∈ X. Sea
(yk)k≥1 una sucesio´n en Y .
Si (yk)k≥1 es una sucesio´n N -simulta´neamente aproximadora de x1, . . . , xn
en Y y converge de´bilmente a cierto punto y0 ∈ Y , entonces y0 es una apro-
ximacio´n N -simulta´nea o´ptima de x1, . . . , xn en Y .
Demostracio´n. Por el Teorema de Hahn-Banach, sabemos que para cada
i ∈ {1, . . . , n}, existe x∗i ∈ SX∗ tal que
x∗i (xi − y0) = ‖xi − y0‖.
Puesto que (yk)k≥1 converge de´bilmente al punto y0 ∈ Y , entonces
N
(‖x1 − y0‖, . . . , ‖xn − y0‖) = N(x∗1(x1 − y0), . . . , x∗n(xn − y0))
= N
(
l´ım
k→∞
x∗1(x1 − yk), . . . , l´ım
k→∞
x∗n(xn − yk)
)
= N
(
l´ım
k→∞
(
x∗1(x1 − yk), . . . , x∗n(x1 − yk)
))
.
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Como N es continua, entonces
N
(‖x1 − y0‖, . . . , ‖xn − y0‖) = l´ım
k→∞
N
(
x∗1(x1 − yk), . . . , x∗n(x1 − yk)
)
.
Por otra parte, como N es n-norma mono´tona, tenemos que
N
(
x∗1(x1 − yk), . . . , x∗n(x1 − yk)
) ≤ N(‖x1 − yk‖, . . . , ‖xn − yk‖),
para todo k ≥ 1. As´ı que
l´ım
k→∞
N
(
x∗1(x1− yk), . . . , x∗n(x1− yk)
) ≤ l´ım inf
k→∞
N
(‖x1− yk‖, . . . , ‖xn− yk‖).
Por tanto
N
(‖x1 − y0‖, . . . , ‖xn − y0‖) = l´ım
k→∞
N
(
x∗1(x1 − yk), . . . , x∗n(x1 − yk)
)
≤ l´ım inf
k→∞
N
(‖x1 − yk‖, . . . , ‖xn − yk‖)
= inf
z∈ Y
N(‖x1 − z‖, . . . , ‖xn − z‖).
Esto significa que y0 es una aproximacio´nN -simulta´nea o´ptima de x1, . . . , xn
en Y .
Lema 6.3.5. Sea N una n-norma mono´tona en Rn (n ≥ 2), f1, . . . , fn ∈
L1(µ,X) y sea (gk)k≥1 ⊂ L1(µ0, X) una sucesio´n N -simulta´neamente apro-
ximadora de f1, . . . , fn en L1(µ0, X).
Si (Ak)k≥1 ⊂ Σ0 tal que l´ım
k→∞
µ(Ak) = 0, entonces (gkχAck)k≥1 tambie´n es
una sucesio´n N -simulta´neamente aproximadora de f1, . . . , fn en L1(µ0, X).
Demostracio´n. Sabemos que para cada k ≥ 1,
0 ≤ N(∥∥f1 − gkχAck∥∥1, . . . , ∥∥fn − gkχAck∥∥1)
− inf
h∈L1(µ0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
= N
(∫
Ak
‖f1‖dµ+
∫
Ack
‖f1 − gk‖dµ, . . . ,
∫
Ak
‖fn‖dµ+
∫
Ack
‖fn − gk‖dµ
)
− inf
h∈L1(µ0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
≤ N
(∫
Ak
‖f1‖dµ, . . . ,
∫
Ak
‖fn‖dµ
)
+N
(∫
Ack
‖f1 − gk‖dµ, . . . ,
∫
Ack
‖fn − gk‖dµ
)
− inf
h∈L1(µ0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
≤ N
(∫
Ak
‖f1‖dµ, . . . ,
∫
Ak
‖fn‖dµ
)
+
(
N
(‖f1 − gk‖1, . . . , ‖fn − gk‖1)
− inf
h∈L1(µ0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1)
)
.
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Como l´ım
k→∞
µ(Ak) = 0 y (gk)k≥1 ⊂ L1(µ0, X) es una sucesio´n N -simulta´nea-
mente aproximadora de f1, . . . , fn en L1(µ0, X), los dos sumando de la u´lti-
ma expresio´n tienden a cero. Por tanto,
l´ım
k→∞
N
(∥∥f1 − gkχAck∥∥1, . . . , ∥∥fn − gkχAck∥∥1)
= inf
h∈L1(µ0,X)
N(‖f1 − h‖1, . . . , ‖fn − h‖1).
Esto significa que (gnχAcn)n≥1 es una sucesio´n N -simulta´neamente apro-
ximadora de f1, . . . , fn en L1(µ0, X).
Teorema 6.3.6. Sea N una n-norma mono´tona en Rn (n ≥ 2) y Σ0 ⊆ Σ
una sub-σ-a´lgebra de Σ. Si X es reflexivo, entonces L1(µ0, X) es proximinal
N -simulta´neamente en L1(µ,X).
Demostracio´n. Sean f1, . . . , fn ∈ L1(µ,X) y sea (gk)k≥1 ⊂ L1(µ0, X) una
sucesio´n N -simulta´neamente aproximadora de f1, . . . , fn en L1(µ0, X). Es
decir,
l´ım
k→∞
N
(‖f1− gk‖1, . . . , ‖f2− gk‖1) = inf
h∈L1(µ,X)
N(‖f1− h‖1, . . . , ‖fn− h‖1).
Veamos que (gk)k≥1 es acotada en L1(µ0, X). Para ello, tenemos que,
para cada k ≥ 1, se tiene,
N(1, . . . , 1)‖gk‖1 ≤ N(‖f1 − gk‖1, . . . , ‖fn − gk‖1) +N(‖f1‖1, . . . ‖fn‖1).
Por tanto (gk)k≥1 es acotada en L1(µ0, X) puesto que el te´rmino de la de-
recha es una sucesio´n convergente.
Por el Lema 6.2.6 de Kadec-PeÃlczyn´ski-Rosenthal, se tiene que existe una
subsucesio´n
(
gkl
)
l≥1 de (gk)k≥1 y una sucesio´n (Al)l≥1 ⊂ Σ0 de conjuntos
medibles y disjuntos dos a dos tal que la sucesio´n
(
gklχAcl
)
l≥1 es uniforme-
mente integrable en L1(µ0, X).
Como
∞∑
l=1
µ(Al) = µ
( ∞⋃
l=1
Al
)
≤ µ(Ω) <∞,
entonces, tenemos que, l´ım
l→∞
µ(Al) = 0.
Usando el Lema 6.3.5, se obtiene que
(
gklχAcl
)
l≥1 es una sucesio´n N -
simulta´neamente aproximadora de f1, . . . , fn en L1(µ0, X).
Por otra parte, como (gkl)l≥1 es acotada y para cada l ≥ 1 tenemos que∥∥gklχAcl ∥∥1 ≤ ‖gkl‖1,
entonces,
(
gklχAcl
)
l≥1 es acotada.
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Por u´ltimo observamos que para cada B ∈ Σ,
K =
{∫
B
gklχAcl dµ : l ≥ 1
}
es acotado en X y por la reflexividad de X se tiene que K es de´bilmente
relativamente compacto.
As´ı obtenemos por el Teorema 6.2.3, que
(
gklχAcl
)
l≥1 es de´bilmente re-
lativamente compacta en L1(µ0, X).
Por tanto
(
gklχAcl
)
l≥1 tiene un subsucesio´n, que converge de´bilmente a
cierta g ∈ L1(µ,X). Podemos suponer que gklχAcl
ω−−−→
l→∞
g en L1(µ,X).
Sabemos que L1(µ0, X) es cerrado y convexo. Por tanto es de´bilmente
cerrado, as´ı g ∈ L1(µ0, X).
Por el Lema 6.3.4 tenemos que g es un aproximacio´n N -simulta´nea o´pti-
ma de f1, . . . , fn en L1(µ0, X).
6.4. Aproximacio´n simulta´nea en el sentido de Li
y Watson
Li y Watson plantearon en [36] el problema siguiente:
SeaK un compacto, (X, ‖·‖) un espacio normado. Sea C(K,X) el espacio
de funciones continuas de K en X y sea ‖ · ‖A una norma en C(K,X). Sea
n ≥ 2, ‖ · ‖r una norma en Rn (no necesariamente mono´tona) y Br la bola
unida de (Rn, ‖ · ‖r).
Dadas f1, . . . , fn ∈ C(K,X). El problema que han considerado Li y Wat-
son en [36] es aproximar estas funciones simulta´neamente por las funciones
en un subespacio S de C(K,X), en el sentido de minimizar la siguiente
funcio´n:
h ∈ S −→ ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(fi − h)
∥∥∥∥∥
A
.
Si exist´ıa tal funcio´n h0, Li y Watson la llamaban una aproximacio´n
simulta´nea o´ptima (best simultaneous approximation).
Li yWatson obtienen caracterizaciones de las aproximaciones simulta´neas
o´ptimas y estudian condiciones para tener unicidad de dichos aproximacio-
nes.
Hacemos notar que se puede dar una versio´n ma´s general de este tipo
de aproximacio´n simulta´nea en cualquier espacio normado, como muestra la
definicio´n siguiente:
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Definicio´n 6.4.1 (Li-Watson [37]). Sea (X, ‖ · ‖) un espacio normado e
Y un subespacio de X. Sea n ≥ 2 y x1, . . . , xn, n puntos en X. Sea ‖ · ‖r
una norma en Rn y Br la bola unidad de (Rn, ‖ · ‖r).
Se dice que un punto y0 en Y , es una ‖ · ‖r-aproximacio´n simulta´nea
o´ptima en el sentido de Li y Watson de x1, . . . , xn, si y0 minimiza
y ∈ Y −→ ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − y)
∥∥∥∥∥, (6.2)
sobre el subespacio Y .
Observacio´n 6.4.2. Si ‖ · ‖r es la norma de `1 en Rn, entonces (6.2) se
simplifica a la expresio´n siguiente:
ma´x
1≤k≤n
‖xk − y‖ = ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − y)
∥∥∥∥∥. (6.3)
En este caso, la expresio´n (6.3) muestra que decir que un y0 ∈ Y es
una ‖ · ‖r-aproximacio´n simulta´nea o´ptima en el sentido de Li y Watson
de x1, . . . , xn ∈ X, es lo mismo que decir que y0 es una aproximacio´n N -
simulta´nea o´ptima de x1, . . . , xn ∈ X, donde N es la norma ‖ · ‖∞ en Rn.
Sin embargo, dejando aparte el caso en que ‖·‖r coincide con la norma de
`1, se puede ver que la nocio´n de aproximacio´n simulta´nea de Li y Watson
es un concepto distinto del de N -aproximacio´n simulta´nea que estudiamos
en las secciones anteriores.
Uno de los conceptos importantes de este tipo de aproximacio´n simulta´nea
en el sentido de Li y Watson, es lo que vamos a llamar “la proximinalidad
simulta´nea en el sentido de Li y Watson”, que definimos de la manera si-
guiente:
Definicio´n 6.4.3. Sea (X, ‖ · ‖) un espacio normado e Y un subespacio de
X. Sea n ≥ 2. Sea ‖ · ‖r una norma en Rn.
Se dice que Y , es ‖ · ‖r-proximinal simulta´neamente en el sentido de Li
y Watson en X, si para cada n puntos en X, tienen una ‖ · ‖r-aproximacio´n
simulta´nea o´ptima en Y en el sentido de Li y Watson.
Igualmente como en la seccio´n 6.3 nos vamos a centrar en cuestiones de
proximinalidad simulta´nea en el sentido de Li y Watson en L1(µ,X).
6.5. Proximinalidad simulta´nea en el sentido de Li
y Watson en L1(µ,X)
Ana´logamente a la seccio´n 6.3 vamos a estudiar los subespacios de la
forma S = L1(µ, Y ) con Y subespacio de X y S = L1(µ0, Y ) con µ0 una
restriccio´n de µ a una sub-σ-a´lgebra Σ0 de Σ.
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No hemos encontrado en la literatura ningu´n resultado sobre proximina-
lidad simulta´nea en el sentido de Li y Watson en L1(µ,X) (no se conoce ni
para X = R).
Vamos a tratar de inspirarnos en los resultados y en las te´cnicas que han
servido para estudiar la proximinalidad simulta´nea en el sentido considerado
en las seccio´nes 6.1 y 6.3. Por ello, nos parece natural examinar estas dos
preguntas:
(1) “Sea ‖ · ‖r una norma en Rn (n ≥ 2). Si un subespacio Y de X es
reflexivo, ¿es L1(µ, Y ) ‖ · ‖r-proximinal simulta´neamente en el sentido
de Li y Watson en L1(µ,X)?”
(2) “Sea ‖ · ‖r una norma en Rn (n ≥ 2). Si X es un espacio reflexi-
vo y Σ0 es una sub-σ-a´lgebra de Σ, ¿es L1(µ0, X) ‖ · ‖r-proximinal
simulta´neamente en el sentido de Li y Watson en L1(µ,X)?”
Observacio´n 6.5.1. Por simplificar las expresiones vamos a enunciar los
resultados de esta seccio´n con n puntos (n ≥ 2) y sus demostraciones so´lo
de dos puntos.
Definicio´n 6.5.2. Sea (X, ‖ · ‖) un espacio normado e Y un subespacio de
X. Sea n ≥ 2, ‖ · ‖r una norma en Rn y Br la bola unidad de (Rn, ‖ · ‖r).
Sea m ≥ 1.
Definimos en (Xm)n una norma ‖| · ‖|1,m de forma siguiente: para cada(
x1 =
(
x1i
)
1≤i≤m, . . . , x
n =
(
xni
)
1≤i≤m
)
∈ (Xm)n
∥∥∣∣(x1, . . . , xn)∥∥∣∣
1,m
= ma´x
(α1,...,αn)∈Br
m∑
i=1
∥∥α1x1i + . . .+ αnxni ∥∥.
Denotamos Dmn (Y ) =
{
(y, . . . , y︸ ︷︷ ︸
n
) : y ∈ Y m} a la diagonal de (Y m)n.
Comenzamos esta seccio´n con la observacio´n siguiente que nos va ser u´til
para desarrollar los resultados pretendidos.
Observacio´n 6.5.3. Sea (X, ‖ · ‖) un espacio de Banach e Y un subespacio
de X. Sea n ≥ 2, ‖ · ‖r una norma en Rn y m ≥ 1.
(1) Si f1 =
m∑
i=1
x1iχAi , . . . , fn =
m∑
i=1
xni χAi son n funciones simples en
L1(µ,X), entonces
ma´x
α∈Br
‖α1f1+ . . .+αnfn‖1 =
∥∥∥∣∣∣((µ(Ai)x1i )mi=1, . . . , (µ(Ai)xni )mi=1)∥∥∥∣∣∣1,m.
90 Cap´ıtulo 6
(2) Si Y es reflexivo, entonces
(
(Y m)n, ‖| · ‖|1,m
)
y
(
Dmn (Y ), ‖| · ‖|1,m
)
son reflexivos.
De la observacio´n precedente obtenemos el lema siguiente:
Lema 6.5.4. Sea (X, ‖ · ‖) un espacio normado e Y un subespacio de X.
Sea n ≥ 2 y ‖ · ‖r una norma en Rn. Si Y es reflexivo, entonces
(1) Para todo m ≥ 1, Dmn (Y ) es proximinal en
(
(Xm)n, ‖| · ‖|1,m
)
.
(2) Y es ‖ · ‖r-proximinal simulta´neamente en el sentido de Li y Watson
en (X, ‖ · ‖).
Observacio´n 6.5.5. Sea X un espacio normado e Y un subespacio de X.
Sea n ≥ 2, ‖ · ‖r una norma en Rn y m ≥ 1.
Si
(
(y0i )1≤i≤m, . . . , (y
0
i )1≤i≤m
) ∈ Dmn (Y ) es una aproximacio´n o´ptima del
punto
(
(x1i )1≤i≤m, . . . , (x
n
i )1≤i≤m
) ∈ (Xm)n en Dmn (Y ), entonces para todo
i = 1, . . . ,m, se tiene que y0i = 0 cuando x
1
i = . . . = x
n
i = 0.
Teorema 6.5.6. Sea (X, ‖ · ‖) un espacio de Banach e Y un subespacio
cerrado de X. Sea n ≥ 2 y ‖ · ‖r una norma en Rn.
Si para todo m ≥ 1, Dmn (Y ) es proximinal en
(
(Xm)n, ‖|·‖|1,m
)
, entonces
cada n funciones simples f1, . . . , fn ∈ L1(µ,X) admiten una g ∈L1(µ, Y ),
que es ‖ · ‖r-aproximacio´n simulta´nea o´ptima en el sentido de Li y Watson.
Demostracio´n. Para simplificar, supondremos n = 2. Por tanto, sean f1, f2
dos funciones simples en L1(µ,X).
Entonces para cada j = 1, 2, fj(s) =
m∑
i=1
xjiχAi(s), donde (Ai)1≤i≤m es
una particio´n finito de Ω, y xji ∈ X para todo i = 1, . . . ,m.
Podemos suponer que µ(Ai) > 0 para todo i = 1, . . . ,m. Por las hipo´tesis
del teorema, existe una aproximacio´n o´ptima((
z0i
)m
i=1
,
(
z0i
)m
i=1
)
∈ Dm2 (Y )
de ((
µ(Ai)x1i
)m
i=1
,
(
µ(Ai)x2i
)m
i=1
)
∈ (Xm)2.
Si y0i =
1
µ(Ai)
z0i , entonces, g0 =
m∑
i=1
y0i χAi es una funcio´n simple en
L1(µ, Y ).
Por lo tanto∥∥∥∣∣∣((µ(Ai)(x1i − y0i ))mi=1, (µ(Ai)(x2i − y0i ))mi=1)∥∥∥∣∣∣1,m
≤
∥∥∥∣∣∣((µ(Ai)(x1i − yi))mi=1, (µ(Ai)(x2i − yi))mi=1)∥∥∥∣∣∣1,m
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para todo h =
m∑
i=1
yiχAi ∈ L1(µ, Y ).
De otro lado tenemos que
ma´x
α∈Br
∥∥α1(f1 − g0) + α2(f2 − g0)∥∥1 ≤ ma´xα∈Br ∥∥α1(f1 − h) + α2(f2 − h)∥∥1
(6.4)
para toda funcio´n h =
m∑
i=1
yiχAi ∈ L1(µ, Y ).
Necesitamos demostrar que (6.4) se verifica para toda funcio´n simple
h ∈ L1(µ, Y ).
Sea h una funcio´n simple en L1(µ, Y ). Entonces h =
l∑
i=1
yiχBi , donde
(Bi)1≤i≤l es un particio´n finito de Ω. As´ı que
fj =
16i6l∑
16k6m
xjkiχAk∩Bi j = 1, 2, y h =
16i6l∑
16k6m
ykiχAk∩Bi
donde, para todo j = 1, 2, y para todo k ∈ {1, . . . ,m},
xjki = x
j
k para todo i ∈ {1, . . . , l}
y para todo i ∈ {1, . . . , l},
yki = yi para todo k ∈ {1, . . . ,m}.
Como Dml2 (Y ) es proximinal en
(
Xml
)2, entonces existe en Dml2 (Y ), una
aproximacio´n o´ptima
((
z∗ki
)16i6l
16k6m,
(
z∗ki
)16i6l
16k6m
)
de((
µ(Ak ∩Bi)x1ki
)16i6l
16k6m
,
(
µ(Ak ∩Bi)x2ki
)16i6l
16k6m
)
∈ (Xml)2.
Por la Observacio´n 6.5.5, tenemos que z∗ki = 0 cuando µ(Ak ∩ Bi)x1ki =
µ(Ak ∩Bi)x2ki = 0.
Denotamos y∗ki = µ(Ak ∩Bi)z∗ki , y∗ki = 0 si z∗ki = 0. Entonces,
g∗ =
16i6l∑
16k6m
y∗kiχAk∩Bi ∈ L1(µ, Y ).
Por tanto, tenemos que∥∥∥∣∣∣((µ(Ak ∩Bi)(x1ki − y∗ki))16i6l16k6m, (µ(Ak ∩Bi)(x2ki − y∗ki))16i6l16k6m)∥∥∥∣∣∣1,ml
≤
∥∥∥∣∣∣((µ(Ak ∩Bi)(x1ki − yki))16i6l16k6m, (µ(Ak ∩Bi)(x2ki − yki))16i6l16k6m)∥∥∥∣∣∣1,ml
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Sea α ∈ Br. Denotamos λki = µ(Ak∩Bi)µ(Ak) . Entonces
m∑
i=1
λki = 1 y
16i6l∑
16k6m
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥µ(Ak ∩Bi) =
=
m∑
k=1
[
l∑
i=1
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥µ(Ak ∩Bi)]
=
m∑
k=1
[
l∑
i=1
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥µ(Ak)λki].
Tenemos que
l∑
i=1
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥λki
=
l∑
i=1
∥∥α1(λkix1ki − λkiy∗ki) + α2(λkix2ki − λkiy∗ki)∥∥
≥
∥∥∥α1( l∑
i=1
λkix
1
ki −
l∑
i=1
λkiy
∗
ki
)
+ α2
( l∑
i=1
λkix
2
ki −
l∑
i=1
λkiy
∗
ki
)∥∥∥
Sea x∗k =
l∑
i=1
λkiy
∗
ki. Entonces
∥∥α1(x1k − x∗k) + α2(x2k − x∗k)∥∥ ≤ l∑
i=1
λki
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥.
As´ı que
m∑
k=1
∥∥α1(x1k − x∗k) + α2(x2k − x∗k)∥∥µ(Ak) ≤
≤
16i6l∑
16k6m
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥µ(Ak ∩Bi).
Por tanto
ma´x
α∈Br
m∑
k=1
∥∥α1(x1k − x∗k) + α2(x2k − x∗k)∥∥µ(Ak) ≤
≤ ma´x
α∈Br
16i6l∑
16k6m
∥∥α1(x1ki − y∗ki) + α2(x2ki − y∗ki)∥∥µ(Ak ∩Bi).
Luego, tenemos que
ma´x
α∈Br
∥∥α1(f1 − g0) + α2(f2 − g0)∥∥1 ≤ ma´xα∈Br ∥∥α1(f1 − h) + α2(f2 − h)∥∥1.
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Para toda funcio´n simple h ∈ L1(µ, Y ).
Sea h ∈ L1(µ, Y ). Existe una sucesio´n (hm)m≥1 de funciones simples en
L1(µ, Y ) tal que l´ım
m→∞ ‖h− hm‖1 = 0. Como para todo m ≥ 1 se tiene
ma´x
α∈Br
∥∥α1(f1 − g0) + α2(f2 − g0)∥∥1 ≤ ma´xα∈Br ∥∥α1(f1 − hm) + α2(f2 − hm)∥∥1.
Entonces
ma´x
α∈Br
∥∥α1(f1 − g0) + α2(f2 − g0)∥∥1 ≤ ma´xα∈Br ∥∥α1(f1 − h) + α2(f2 − h)∥∥1
para todo h ∈ L1(µ, Y ).
Observacio´n 6.5.7. Sea (X, ‖ · ‖) un espacio de Banach e Y un subespacio
cerrado de X. Sea n ≥ 2 y ‖ · ‖r una norma en Rn.
Si para todo m ≥ 1, Dmn (Y ) es proximinal en (Xm)n, entonces cada n
funciones simples f1, . . . , fn ∈ L1(µ,X) admiten una funcio´n simple g ∈
L1(µ, Y ) como una ‖ · ‖r-aproximacio´n simulta´nea o´ptima en el sentido de
Li y Watson.
En el caso especial donde Y es un subespacio reflexivo del espacio X,
obtenemos como consecuencia del Teorema 6.5.6, el resultado siguiente:
Corolario 6.5.8. Sea (X, ‖ · ‖) un espacio de Banach e Y un subespacio
cerrado de X. Sea n ≥ 2 y ‖ · ‖r una norma en Rn.
Si Y es reflexivo, entonces cada n funciones simples f1, . . . , fn ∈ L1(µ,X)
admiten una g ∈ L1(µ, Y ), que es ‖ · ‖r-aproximacio´n simulta´nea o´ptima en
el sentido de Li y Watson.
Para resolver los dos problemas mencionados anteriormente introducimos
el lema y la definicio´n siguientes:
Definicio´n 6.5.9. Sea (X, ‖ ·‖) un espacio normado real e Y un subespacio
de X. Sea n ≥ 2 y x1, . . . , xn ∈ X. Sea ‖ · ‖r una norma en Rn y Br la bola
unidad de (Rn, ‖ · ‖r). Sea (yk)k≥1 una sucesio´n en Y .
Decimos que (yk)k≥1 es una sucesio´n ‖ · ‖r-simulta´neamente aproxima-
dora de x1, . . . , xn en Y en el sentido de Li y Watson si
l´ım
k→∞
ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − yk)
∥∥∥∥∥ = infz∈Y ma´xα∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − z)
∥∥∥∥∥.
Lema 6.5.10. Sea (X, ‖ · ‖) un espacio normado real e Y un subespacio de
X. Sea n ≥ 2, x1, . . . , xn ∈ X y sea ‖·‖r una norma en Rn. Sea (yk)k≥1 una
sucesio´n en Y . Si (yk)k≥1 es una sucesio´n ‖ · ‖r-simulta´neamente aproxima-
dora de x1, . . . , xn en Y en el sentido de Li y Watson y converge de´bilmente
a cierto punto y0 ∈ Y , entonces y0 es una ‖ · ‖r-aproximacio´n simulta´nea
o´ptima en el sentido de Li y Watson de x1, . . . , xn en Y .
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Demostracio´n. Por el Teorema de Hahn-Banach, sabemos que para cada
α ∈ Br, existe x∗α ∈ SX∗ tal que
x∗α
(
n∑
i=1
αi(xi − y0)
)
=
∥∥∥∥∥
n∑
i=1
αi(xi − y0)
∥∥∥∥∥.
Puesto que (yk)k≥1 converge de´bilmente al punto y0 ∈ Y , entonces para
cada α ∈ Br, tenemos que∥∥∥∥∥
n∑
i=1
αi(xi − y0)
∥∥∥∥∥ = l´ımk→∞x∗α
(
n∑
i=1
αi(xi − yk)
)
.
Por otra parte, para cada α ∈ Br y cada k ≥ 1, tenemos que
x∗α
(
n∑
i=1
αi(xi − yk)
)
≤
∥∥∥∥∥
n∑
i=1
αi(xi − yk)
∥∥∥∥∥.
As´ı que, para cada α ∈ Br y cada k ≥ 1, tenemos que
x∗α
(
n∑
i=1
αi(xi−yk)
)
≤ ma´x
α∈Br
x∗α
(
n∑
i=1
αi(xi−yk)
)
≤ ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi−yk)
∥∥∥∥∥.
Por tanto, para cada α ∈ Br se tiene que
l´ım
k→∞
x∗α
(
n∑
i=1
αi(xi − yk)
)
≤ l´ım inf
k→∞
ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − yk)
∥∥∥∥∥.
Luego, para cada α ∈ Br, tenemos que∥∥∥∥∥
n∑
i=1
αi(xi − y0)
∥∥∥∥∥ ≤ l´ım infk→∞ ma´xα∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − yk)
∥∥∥∥∥
= inf
z∈ Y
ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − z)
∥∥∥∥∥.
As´ı que
ma´x
α∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − y0)
∥∥∥∥∥ ≤ infz∈ Y ma´xα∈Br
∥∥∥∥∥
n∑
i=1
αi(xi − z)
∥∥∥∥∥
Esto significa que y0 es una ‖ · ‖r-aproximacio´n simulta´nea o´ptima en el
sentido de Li y Watson de x1, . . . , xn en Y .
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Lema 6.5.11. Sea (X, ‖·‖) un espacio de Banach e Y un subespacio cerrado
de X. Sea n ≥ 2 y sea f1, . . . , fn ∈ L1(µ,X). Sea ‖ · ‖r una norma en Rn.
Sea (gm)m≥1 ⊂ L1(µ, Y ) una sucesio´n ‖ · ‖r-simulta´neamente aproxima-
dora de f1, . . . , fn en L1(µ, Y ) en el sentido de Li y Watson y sea (Am)m≥1 ⊂
Σ tal que l´ım
m→∞µ(Am) = 0, entonces (gmχA
c
m
)m≥1 tambie´n es una sucesio´n
‖ · ‖r-simulta´neamente aproximadora de f1, . . . , fn en L1(µ, Y ) en el sentido
de Li y Watson.
Demostracio´n. Para simplificar, supondremos n = 2. Por tanto, sean f1, f2
dos funciones en L1(µ,X).
Sabemos que para cada m ≥ 1 existe (αm1 , αm2 ) ∈ Br tal que∥∥αm1 (f1 − gmχAcm) + αm2 (f2 − gmχAcm)∥∥1
= ma´x
α∈Br
∥∥α1(f1 − gmχAcm) + α2(f2 − gmχAcm)∥∥1.
Por otra parte
0 ≤ ∥∥αm1 (f1 − gmχAcm) + αm2 (f2 − gmχAcm)∥∥1
− inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
=
∫
Am
‖αm1 f1(s) + αm2 f2(s)‖dµ
+
∫
Acm
‖αm1 (f1(s)− gm(s)) + αm2 (f2(s)− gm(s))‖dµ
− inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
≤
∫
Am
‖αm1 f1(s) + αm2 f2(s)‖dµ+
∥∥αm1 (f1 − gm) + αm2 (f2 − gm)∥∥1
− inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
≤
∫
Am
‖αm1 f1(s) + αm2 f2(s)‖dµ+ ma´x
α∈Br
∥∥α1(f1 − gm) + α2(f2 − gm)∥∥1
− inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1.
De la hipo´tesis l´ım
m→∞µ(Am) = 0, conseguimos que
l´ım
m→∞
∫
Am
‖αm1 f1(s) + αm2 f2(s)‖dµ = 0,
y como (gm)m≥1 ⊂ L1(µ, Y ) es una sucesio´n ‖ · ‖r-simulta´neamente aproxi-
madora de f1, f2 en L1(µ, Y ) en el sentido de Li y Watson, entonces
l´ım
m→∞ma´xα∈Br
∥∥α1(f1 − gm) + α2(f2 − gm)∥∥1
= inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1.
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Por tanto
l´ım
m→∞ma´xα∈Br
∥∥α1(f1 − gmχAcm) + α2(f2 − gmχAcm)∥∥1
= inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1.
Luego (gmχAcm)m≥1 es una sucesio´n ‖·‖r-simulta´neamente aproximadora
de f1, f2 en L1(µ, Y ) en el sentido de Li y Watson.
Teorema 6.5.12. Sea (X, ‖ · ‖) un espacio de Banach e Y un subespacio
cerrado de X. Sea n ≥ 2 y ‖ · ‖r una norma en Rn.
Si Y es reflexivo, entonces L1(µ, Y ) es ‖·‖r-proximinal simulta´neamente
en el sentido de Li y Watson en L1(µ,X).
Demostracio´n. Para simplificar, supondremos n = 2. Por tanto, sean f1, f2
dos funciones en L1(µ,X).
Sean (f1m)m≥1, y (f2m)m≥1 dos sucesiones de funciones simples en L1(µ,X)
tales que
l´ım
m→∞ ‖fi − fim‖1 = 0, para i = 1, 2. (6.5)
Por el Corolario 6.5.8 obtenemos que, para todo m ≥ 1, el par de funciones
simples f1m, f2m admiten una gm ∈ L1(µ, Y ), que es ‖ · ‖r-aproximacio´n
simulta´nea o´ptima en el sentido de Li y Watson.
Por lo tanto tenemos que, para cada m ≥ 1,
ma´x
α∈Br
∥∥α1(f1m − gm) + α2(f2m − gm)∥∥1 ≤ ma´xα∈Br ∥∥α1(f1m − h) + α2(f2m − h)∥∥1
(6.6)
para todo h ∈ L1(µ, Y ).
Veamos que (gm)m≥1 es acotada en L1(µ, Y ). Usando la desigualdad
(6.6) con h ≡ 0, se obtiene que, para cada m ≥ 1,
ma´x
α∈Br
|α1 + α2|
∥∥gm∥∥1 ≤ ma´xα∈Br ∥∥α1(f1m − gm) + α2(f2m − gm)∥∥1
+ ma´x
α∈Br
∥∥α1f1m + α2f2m∥∥1
≤ 2 ma´x
α∈Br
∥∥α1f1m + α2f2m∥∥1.
Por tanto
ma´x
α∈Br
|α1 + α2|
∥∥gm∥∥1 ≤ 2 ma´xα∈Br
[
|α1|
∥∥f1m − f1∥∥1 + |α2|∥∥f2m − f2∥∥1]
+ 2 ma´x
α∈Br
∥∥α1f1 + α2f2∥∥1.
Luego (gm)m≥1 es acotada en L1(µ, Y ) puesto que el te´rmino de la derecha
es una sucesio´n convergente.
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Aplicamos el Lema 6.2.6 de Kadec-PeÃlczyn´ski- Rosenthal para obtener
la existencia de una subsucesio´n (gmk)k≥1 de (gm)m≥1 y de una sucesio´n
(Ak)k≥1 de conjuntos medibles y disjuntos dos a dos tal que (gmkχAck)k≥1 es
uniformemente integrable.
Como ∞∑
k=1
µ(Ak) = µ
( ∞⋃
k=1
Ak
)
≤ µ(Ω) <∞.
Entonces, se tiene que, l´ım
k→∞
µ(Ak) = 0.
Veamos ahora que (gmk)k≥1 ⊂ L1(µ, Y ) es una sucesio´n ‖·‖r-simulta´nea-
mente aproximadora de f1, f2 en L1(µ, Y ) en el sentido de Li y Watson.
Para ello, tenemos que, para cada k ≥ 1,
ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1
≤ ma´x
α∈Br
∥∥α1(f1mk − gmk) + α2(f2mk − gmk)∥∥1
+ ma´x
α∈Br
∥∥α1(f1mk − f1) + α2(f2mk − f2)∥∥1.
Sea h ∈ L1(µ, Y ). De la desigualdad (6.6) obtenemos que
ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1
≤ ma´x
α∈Br
∥∥α1(f1mk − h) + α2(f2mk − h)∥∥1
+ ma´x
α∈Br
∥∥α1(f1mk − f1) + α2(f2mk − f2)∥∥1.
Por tanto
ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1
≤ ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
+ 2 ma´x
α∈Br
∥∥α1(f1mk − f1) + α2(f2mk − f2)∥∥1.
As´ı que
ma´x
α∈Br
∥∥α1(f1 − gmk)+α2(f2 − gmk)∥∥1 ≤ ma´xα∈Br ∥∥α1(f1 − h) + α2(f2 − h)∥∥1
+ 2 ma´x
α∈Br
[
|α1|
∥∥f1mk − f1∥∥1 + |α2|∥∥f2mk − f2∥∥1].
De la igualdad (6.5) conseguimos que
l´ım
k→∞
ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1
≤ ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1.
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Como h es arbitraria en L1(µ, Y ), entonces
l´ım
k→∞
ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1
≤ inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1.
(6.7)
Por otra parte, tenemos que, para cada k ≥ 1
inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
≤ ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1.
Por tanto
inf
h∈L1(µ,Y )
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
≤ l´ım
k→∞
ma´x
α∈Br
∥∥α1(f1 − gmk) + α2(f2 − gmk)∥∥1.
(6.8)
Luego de las desigualdades (6.7) y (6.8) concluimos que (gmk)k≥1 ⊂ L1(µ, Y )
es una sucesio´n ‖ · ‖r-simulta´neamente aproximadora de f1, f2 en L1(µ, Y ).
Usando el Lema 6.5.11 puede verse que
(
gmkχAck
)
k≥1 es una sucesio´n
‖ · ‖r-simulta´neamente aproximadora de f1, f2 en L1(µ, Y ) en el sentido de
Li y Watson.
Adema´s
(
gmkχAck
)
k≥1 es acotada porque (gmk)k≥1 es acotada y para cada
k ≥ 1 ∥∥gmkχAck∥∥1 ≤ ‖gmk‖1.
Finalmente observamos que para cada B ∈ Σ,
K =
{∫
B
gmkχAckdµ : k ≥ 1
}
es acotado en Y y por la reflexividad de Y se tiene que K es de´bilmente
relativamente compacto.
As´ı obtenemos por el Teorema 6.2.3, que
(
gmkχAck
)
k≥1 es de´bilmente
relativamente compacta en L1(µ, Y ).
Por tanto
(
gmkχAck
)
k≥1 tiene un subsucesio´n, que converge de´bilmente a
cierta g ∈ L1(µ,X). Podemos suponer que gmkχAck
ω−−−→
k→∞
g en L1(µ,X).
Sabemos que L1(µ, Y ) es cerrado y convexo. Por tanto es de´bilmente
cerrado, as´ı g ∈ L1(µ, Y ).
Por el Lema 6.5.10 tenemos que g ∈ L1(µ, Y ) es una ‖ · ‖r-aproximacio´n
simulta´nea o´ptima en el sentido de Li yWatson del par f1, f2 ∈ L1(µ,X).
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Lema 6.5.13. Sea (X, ‖ · ‖) un espacio de Banach y sea Σ0 una sub-σ-
a´lgebra de Σ. Sea n ≥ 2 y sea f1, . . . , fn ∈ L1(µ,X). Sea ‖ · ‖r una norma
en Rn.
Sea (gm)m≥1 ⊂ L1(µ0, X) una sucesio´n ‖ · ‖r-simulta´neamente apro-
ximadora de f1, . . . , fn en L1(µ0, X) en el sentido de Li y Watson y sea
(Am)m≥1 ⊂ Σ0 tal que l´ım
m→∞µ(Am) = 0, entonces (gmχA
c
m
)m≥1 tambie´n es
una sucesio´n ‖·‖r-simulta´neamente aproximadora de f1, . . . , fn en L1(µ0, X)
en el sentido de Li y Watson.
Demostracio´n. Es ide´ntico a la demostracio´n del Lema 6.5.11.
Teorema 6.5.14. Sea (X, ‖ · ‖) un espacio de Banach y sea Σ0 una sub-σ-
a´lgebra de Σ. Sea n ≥ 2 y ‖ · ‖r una norma en Rn.
Si X es reflexivo, entonces L1(µ0, X) es ‖ · ‖r-proximinal simulta´nea-
mente en el sentido de Li y Watson en L1(µ,X).
Demostracio´n. Para simplificar, supondremos n = 2. Por tanto, sean f1, f2
dos funciones en L1(µ,X). Sea (gm)m≥1 ⊆ L1(µ0, X) una sucesio´n ‖ · ‖r-
simulta´neamente aproximadora de f1, f2 en L1(µ0, X) en el sentido de Li y
Watson. Es decir:
inf
h∈L1(µ0,X)
ma´x
α∈Br
∥∥α1(f1 − h) + α2(f2 − h)∥∥1
= l´ım
m→∞ ma´xα∈Br
∥∥α1(f1 − gm) + α2(f2 − gm)∥∥1.
Veamos que (gm)m≥1 es acotada en L1(µ0, X). Para ello, tenemos que,
para cada m ≥ 1,
ma´x
α∈Br
|α1 + α2|
∥∥gm∥∥1 ≤ ma´xα∈Br ∥∥α1(f1 − gm) + α2(f2 − gm)∥∥1
+ ma´x
α∈Br
∥∥α1f1 + α2f2∥∥1.
Por tanto (gm)m≥1 es acotada en L1(µ0, X) puesto que el te´rmino de la
derecha es una sucesio´n convergente.
Por el Lema 6.2.6 Kadec-PeÃlczyn´ski- Rosenthal, tenemos que, existe una
subsucesio´n (gmk)k≥1 de (gm)m≥1 y una sucesio´n (Ak)k≥1 ⊂ Σ0 de conjun-
tos medibles y disjuntos dos a dos tal que (gmkχAck)k≥1 es uniformemente
integrable.
Como ∞∑
k=1
µ(Ak) = µ
( ∞⋃
k=1
Ak
)
≤ µ(Ω) <∞.
Entonces, se tiene que, l´ım
k→∞
µ(Ak) = 0.
Por el Lema 6.5.13 se tiene que
(
gmkχAck
)
k≥1 es una sucesio´n ‖ · ‖r-
simulta´neamente aproximada de f1, f2 en L1(µ0, X) en el sentido de Li y
Watson.
100 Cap´ıtulo 6
Por otra parte, como (gmk)k≥1 es acotada y para cada k ≥ 1, tenemos
que, ∥∥gmkχAck∥∥1 ≤ ‖gmk‖1
entonces,
(
gmkχAck
)
k≥1 es acotada.
Finalmente observamos que para cada B ∈ Σ,
K =
{∫
B
gmkχAckdµ : k ≥ 1
}
es acotado en X y por la reflexividad de X se tiene que K es de´bilmente
relativamente compacto.
As´ı obtenemos por el Teorema 6.2.3, que
(
gmkχAck
)
k≥1 es de´bilmente
relativamente compacta en L1(µ0, X).
Por tanto
(
gmkχAck
)
k≥1 tiene un subsucesio´n, que converge de´bilmente a
cierta g ∈ L1(µ,X). Podemos suponer que gmkχAck
ω−−−→
k→∞
g en L1(µ,X).
Sabemos que L1(µ0, X) es cerrado y convexo. Por tanto es de´bilmente
cerrado, as´ı g ∈ L1(µ0, X).
Por el Lema 6.5.10 tenemos que g ∈ L1(µ0, X) es una ‖·‖r-aproximacio´n
simulta´nea o´ptima en el sentido de Li yWatson del par f1, f2 ∈ L1(µ,X).
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