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Abstract- In this paper, we study the achievable diversity-
multiplexing gain (D-MG) tradeoffs over the IEEE 802.15.3a
channel model. In particular, we give an exact expression of
the D-MG tradeoff for single antenna systems. This expression
is based on a statistical model of the integrated energy of the
considered channels. At a second time, we evaluate lower and
upper bounds on the D-MG tradeoffs of multi-antenna systems.
This formulation gives us more insights on the real potential
of multi-antenna techniques with UWB systems. It is shown
that even though the asymptotical diversity gain has an infinite
value, the multi-antenna techniques can be very beneficial in the
practical range of signal-to-noise ratios.
I. INTRODUCTION
The multiple input multiple output (MIMO) techniques have
merged as a key tool to achieve higher power and spectral
efficiencies in wireless communications. In the ultra-wideband
(UWB) context, various contributions merged MIMO with
UWB [1]-[6]. However, the obtained results were specific
to the considered transmission and reception strategies and,
therefore, the obtained results did not answer the general
question about the utility of MIMO in UWB systems. This
question follows from the fact that fading may not be a serious
problem given the very high frequency selectivity (and hence
multi-path diversity) of the UWB channels.
The existing literature on MIMO-UWB focused on increas-
ing the diversity gain [1]-[3] or the data rate (number of
degrees of freedom or multiplexing gain) [4]-[6]. However, it
was shown in [7] that both gains can be obtained simultane-
ously but there is a fundamental tradeoff between them. In [1],
the bit error rate of an amplitude modulated rate-I space-time
(ST) coding scheme was evaluated over a multi-path channel
with Gaussian fading on each multi-path component. A similar
transmit diversity scheme based on antenna switching was
evaluated in [2] with pulse position modulation over a multi-
path channel with Nakagami-faded rays.
On the other hand, in [5] the error rate of spatial multiplex-
ing was evaluated over a multi-path lognormal-fading channel
for the first time. The receiver performed zero-forcing and
maximum ratio combining in order to separate the incoming
data streams. However, the authors made the assumption that
all combined paths have the same average power, and the
proposed model is valid only for limited number of combined
multi-path components. Moreover, the ray arrival times were
taken to be at integer multiples of the pulse-width, and
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therefore, the proposed calculations can not be applied on
the channel models proposed in [8] where different multi-path
components can arrive during the same pulse duration.
In this paper, we evaluate the diversity-multiplexing gain
(D-MG) tradeoff of single-antenna and multi-antenna UWB
channels in [8]. This formulation which is a very powerful
tool for evaluating the underlying communication channel was
never considered in the UWB context. The only assumption
taken is that the different sub-channels are uncorrelated. This
corresponds to sufficiently spaced antennas and, in all cases, it
can serve as an upper bound that quantifies the maximum per-
formance improvements offered by multi-antenna techniques.
Evaluating the D-MG tradeoff gives more insights on the true
utility of merging MIMO techniques with UWB independently
from any calculation approximations and receiver structure.
In particular, upper and lower bounds are proposed for
single-antenna and various multi-antenna techniques. For
MIMO systems, we differentiate between coded and uncoded
systems. Coded systems have the same rate as single-antenna
systems and achieve full transmit diversity with any number
of transmit antennas. The uncoded scheme is equivalent to
spatial multiplexing. For single-antenna systems, coded MIMO
systems, and uncoded MIMO systems with 2 transmit antennas
the bounds are obtained from the energy distribution of the
UWB channels which is found to have a lognormal distribution
for various integration times (or equivalently number of Rake
fingers). For uncoded systems with P > 2 transmit antennas,
the bounds follow from the observation that the maximal
eigenvalue of the channel matrix can be well approximated
by a lognormal distribution. It is worth noting that the D-
MG tradeoff of uncoded systems is equivalent to that of
the underlying multi-antenna channel. As shown in [9], this
tradeoff can be reached by full rate and fully diverse space-
time codes having a non-vanishing minimum coding gain.
Such codes were constructed in [10] for IR-UWB systems.
The rest of the paper is organized as follows. Section
II describes the system model of single-antenna and multi-
antenna UWB systems. In Section III, we determine statistical
models of the integrated energy and of the maximal eigenvalue
of the MIMO channel matrix. In Section IV, the achieved D-
MG tradeoffs are determined. Numerical results are given in
Section V while Section VI concludes.
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II. SYSTEM MODEL
Consider a single user time hopping (TH) MIMO-UWB
system with P transmit antennas and Q receive antennas. The
signal transmitted from the p-th antenna can be expressed as:
Nf-1
SP(t PNap S bp,nw(t -nTf) (1)
where w(t) is the pulse waveform of duration Tw normalized
to have unit energy. The normalization factor P results in
the same transmitted energy as in the case of single antenna
systems. ap is the amplitude modulated information symbol
transmitted from the p-th antenna. Nf pulses with an average
separation of Tf and with different time shifts are used to
convey each information symbol. bp = [bp,o, , bp,xf-1 is
the spreading sequence associated with the p-th antenna. It
introduces an additional coding between the transmit antennas
of the same user and is taken to be user independent. No
reference to the TH code is made in eq. (1) since all transmit
antennas of the same user will share the same TH sequence.
The signal received at the q-th antenna can be expressed as:
1 p Nf-1
rq(t) PN >ap 5 bp,nhq,p(t -nTf)+ nq(t) (2)
where nq (t) is the noise at the q-th antenna which is supposed
to be real AWGN with double sided spectral density N0/2.
hq,p(t) is the convolution of w(t) and gq,p(t) which stands
for the impulse response of the frequency selective channel
between the p-th transmit antenna and the q-th receive antenna.
ISI can be eliminated by choosing Tf > tmax + Tw, where
tmax is the maximum delay spread of the channel.
Each receive antenna is followed by P matched filters. Each
one of these filters is adapted to one of the P arriving channels.
This results in PQ decision variables that take the form:
Nf-1 Ti
Xq,p bp,n jrq(t)hq,p(t -nTf)dt (3)
n=O
1
RN5pIpp,p,ap,rq,p,p/ + nq,p (4)
where: rq,p,pl f= i hq,pi(t)hq,p(t)dt and hq,p(t) is the filter
matched to hq,p(t). In what follows, we fix hq,p(t) = hq,p(t)
which corresponds to the case of perfect channel estimation.
pp,p = EN=0 p,n p,n. The last equation follows from the
condition of no ISI. nq,p is a colored Gaussian noise verifying:
NoE[nq,pnq/,p/] = Pp'p, 2 rq,p'p(q q') (5)
where d(.) is the Dirac delta function.
For practical systems based on direct sampling [11], the
received signal is sampled at 20 GHz. The template hq,p(t)
is obtained by averaging Nest time frames. Moreover, the
received signal rq(t) is sampled over Idata levels while the
template is sampled over lest levels. In general Idata = lest =
1 corresponding to a 1 bit quantization that does not require
excessive energy consumption. Given the very large channel
delay spreads, in general the template signal is determined
uniquely over a limited part of the time frame. This is taken
into account in eq. (3) by integrating over a duration of
Ti <tma< . This is equivalent to a partial Rake receiver
that combines the first arriving multi-path components over
a duration of Ti. When Ti tma= the considered system
exploits the entire multi-path diversity. Note that we present an
analog system model just to have a linear system that results in
tractable results that reflect the intrinsic characteristics of the
underlying channel independently from any practical limits.
The decision variables corresponding to a given transmit
antenna are then summed up resulting in xz 1 Xq,p.
Stacking the decision variables in a vector x [x1 ... Xp]T,
we obtain:
x= Aa+n
PNf (6)
where a= [a, ... ap]T and A is a P x P matrix whose (p, p')-
th element is given by:
Q
A(p, p') = pp,pA, rq5p,pl (7)
q=l
Note that APIP = P. In what follows, we fix AP PIP,
In eq. (6), n is a zero-mean Gaussian noise with covariance
matrix en = E[InnT] = NOA.
For uncoded systems, the spreading sequences associated
with the different transmit antennas are the same. In other
words, pp,p, = Nf for all values of p and p'. Noise whitening
is equivalent to multiplying eq. (6) by A-2 resulting in:
y = V1t 2 a + n (8)
where y = x2x and n' is now white with variance N2 and
the factor Nf was removed since it has no influence on the
signal-to-noise ratio (SNR). Uncoded MIMO systems are also
referred to as spatial multiplexing.
For coded systems, pp,p, = Nf6(p -p') and the same
information symbol a is transmitted from the P antennas. In
this case, the input-output relation is given by:
1
y= ~Aa+nIP- (9)
where A' is a P-dimensional vector whose p-th element is
equal to AA2 and n' is white with variance N0p ~~~~~~~~~~2
III. STATISTICS OVER THE MULTI-PATH CHANNELS
In this section, we first study the statistical behavior of
AP. We consider the case of Q = 1. We denote by A the
random variable describing the behavior of the independent
and identically distributed random variables AP for all values
of p. As shown later, bounds on the D-MG tradeoffs for single-
antenna systems, coded systems and uncoded systems with
P= 2 can be determined from the statistical behavior of A.
In what follows w(t) is taken to be the second derivative
of the Gaussian pulse with a duration of 0.5 ns. For CM2, the
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Fig. 2. The mean (u) and the standard deviation (o) of ln(A) as a function
of the integration time for different channel profiles.
complementary density function (CDF) of A and that of its
lognormal approximation are presented in Fig. 1 for different
values of Ti. Similar results are obtained for the other profiles.
The parameters of the lognormal approximation are plotted
in Fig. 2 as a function of Ti for different channel profiles.
It is found that A can be well approximated by a lognormal
distribution for all integration times and channel profiles [8].
Denote by tmax the maximal delay spread of the considered
channel. For Ti tmax, A = exp(JV") where AV is a zero-
mean normal random variable with standard deviation oug
(o (7x) (7x= 3 dB is the standard deviation of the lognormal10l
shadowing that affects all the multi-path components [8].
For uncoded MIMO systems, the maximum eigenvalue
amax of the channel matrix A in eq. (8) is also found to be
well approximated by a lognormal distribution. The CDF and
the probability density function (PDF) over CM1 and CM2 are
shown in Fig. 3 and Fig. 4 respectively for different values of
P and Ti. Similar results are obtained over CM3 and CM4.
IV. DIVERSITY-MULTIPLEXING TRADEOFF
Rather than studying the D-MG tradeoffs at asymptotic
values of the SNR as in [7], we choose to apply the framework
Fig. 4. PDF of oama1 over CM2. Solid and dashed lines correspond to the
simulated distributions and their lognormal approximations respectively.
proposed in [12] for determining the D-MG tradeoffs at finite
values of the SNR (p). The multiplexing gain r is defined as
the ratio of the spectral efficiency R (bps/Hz) to the capacity
of an AWGN channel:
r
R (10)
log2(1 + p)
As in [7], this definition implies that for a constant multi-
plexing gain, the spectral efficiency increases with the SNR.
The diversity gain d(r, p) is the negative slope of the log-log
plot of the outage probability P, t (r, p) [12]:
d(r, p) p &P0ut (r, p)
P0,.t (r,Tp) 6Tp (1 1)
At a fixed SNR, d(r, p) provides an indication on the
additional power required to decrease the outage probability
by a specified amount.
A. Single-Antenna Systems
From eq. (9), the outage probability at a given SNR (p),
multiplexing gain r and channel realization (determined by
A = A1) is given by:
P0Wt (r, p) = Pr{I = 1og2 (1 +pA) < R = r 10g2 (1 +p)} (12)
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Since A can be approximated by a lognormal rar
variable, eq. (12) becomes:
P0Ot (r, p) = Pr{A< p-l[(l + p)r }1]}
Q(u + ln(p)- ln((l + p)r
(J
1))
idom In order to avoid redundancy, we introduce the notation:
P"f(rp,u,v, /,n) Q + In(p/n')-lIn((I + p)n-1)8(13) Prf(, ,,v,n ) (19)
(14) Now, the outage probability of the coded MIMO systems
can be expressed as:
where Q(x) f2 7 exp(_ j )dt and A = exp(X) with X
being a Normal random variable with mean u and standard
deviation a.
From eq. (11) and eq. (14), we obtain:
d(r, p) exp (I1 + P) r-1. rp( )
(15)
where ox = [u + ln(p) -ln ((1 + p)r 1)].
Two remarks follow from eq. (15):
1) limp-o d(r, p) = oc. This shows that at very high SNR,
the UWB channels in [8] behave in the same way as the
Gaussian channel. In other words, an infinite diversity
gain can be obtained even in single antenna situations.
At a first glance, this shows that there is no interest in
profiting from the spatial diversity at high SNR by the
use of space-time coding techniques.
2) For large values of the SNR, eq. (15) behaves as ln(p).
This implies that the asymptotic behavior (with an infi-
nite diversity gain) is reached at very high SNRs. These
SNRs can not be obtained in practical systems implying
that the asymptotic regime can never be reached in
some situations. For example, p = 30 dB results in an
asymptotic behavior over the Rayleigh fading channel.
However, ln(p) = 8.3 dB may not be in the asymptotic
region (which is the case for practical values of u and
o as shown later). The interest of using multi-antenna
systems arises from this remark.
B. Coded MIMO Systems
For coded systems, the mutual information between the
input and the output of eq. (9) is given by:
(C)
= r log2 (1 + PAITA/)
rs log2 (1 + pE A,)
p=
(16)
POj(r, P) Pr{A< Pp [(1+ p)
_ Pref (r, p, U, V, P, 1)
1]} (20)
(21)
where the values of U and V are given in eq. (18).
In the same way, we fix:
dref (r, p, u, v, n', n) 1
Q (u±lnCprn') ln[(l±pjn1])
rp (I +p) 1]
n (1+p)n -I1
(22)
The diversity gain of the coded systems takes the form:
(23)
C. Spatial Multiplexing with 2 transmit antennas
In the case of uncoded MIMO systems with 2 transmit
antennas, bounds on the outage probability and the diversity
gain can be obtained without the knowledge of the distribution
of the eigenvalues of the channel matrix.
The mutual information of eq. (8) is given by:
(2) 2log2 det (I2 + 2 TA2 ) 2 log2 det (I2 + A)
21og2 (i + PA1 + -A2 + P9(A1A2 - A,2)) (24)
where In is the n x n identity matrix and the second equality
follows from the fact that A is symmetric.
We first derive a lower bound on 1(2). From the Cauchy-
Schwarz inequality, we have A1A2 A 2 > 0 implying that:
I(2) > 21og2 (1 + P (A1 + A2)) (25)
A= A1 + A2 can be approximated by a lognormal random
(17) variable whose parameters U and V are obtained from eq. (18)
(17) by setting P = 2. This results in the following bounds:
where r, is the number of symbols transmitted per channel
use with r= 1 for coded systems.
We fix A = E'I= Ap. Since A1,-.. , Ap are lognormal
random variables, their sum can be well approximated by a
lognormal random process [13], [14]. Moreover A1,..., Ap
have the same parameters u and or. By applying Wilkinson's
method [14], the mean U and the variance V of the normal
random variable associated with A are given by:
U= ln u(A/) ;V ln u2; u = Pexp (u + )
u2 = Pexp (2u + (J2) (P-I + exp (u2)) (18)
p(2) (r,p) < Pref(r,p,U,1:2,2)
d(2) (r, p) > dref (r, p,U, v: 2, 2)
In a similar way, eq. (24) can be upper bounded by:
(26)
(27)
21 < (i + 2A1) (I + 2A2) < (2 + (A1 + A2))
Tsr1e +i t( +A2)s (28)
This results in the following bounds:
Pot (r, P) > Pref (r, p, U, V, 2, 4)
d(2) (r, p) < dref (r, p, U, V, 2, 4)
(29)
(30)
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Fig. 5. D-MG tradeoffs over CM4 at a SNR of 10 dB. For multi-antenna
systems Ti 1 ns (2 fingers).
D. Spatial Multiplexing with P > 3 transmit antennas
Studying the D-MG tradeoff for any number of transmit
antennas necessitates the knowledge of the joint probability
density function of the eigenvalues of the channel matrix.
While these distributions are known in the case of Gaus-
sian random matrices, the channel matrices characterizing the
propagation of UWB signals do not lend themselves to an
analytical solution. In this section, we present bounds on
the outage probability and the diversity gains based on the
distribution of the maximal eigenvalue of the channel matrix
which was found to follow a lognormal distribution in the
preceding section.
The mutual information of eq. (8) is given by:
1(SMI) = Plog2det (ip + A) = P1og2 (jj(I + pa)
(31)
where ag is the p-th eigenvalue of A. Denote by amax the
maximal eigenvalue of A.
A is a positive semi-definite Hermitian matrix, this implies
that ap > 0 for all values of p. Therefore, eq. (31) verifies:
I(SM) < P log (( + max)
p=l
In the same way:
p
p2 (1 + p ama)
1(SM)
= PElg2(1+ pap) >P(1+ pamax) (33)
p1l
Equations (32) and (33) imply that:
Pref (r, p, U, v, p, p2) < P )(r,Sp) < Pref (r, p, v,P,P)
(34)
dref (r, p, u, v, P, P) < d(SM) (r, p) < dref (r, p, u, v, p, p2)
(35)
u and v being the mean and variance of ln(axmax) respectively.
Fig. 6. D-MG tradeoffs over CM4 at a SNR of 20 dB. For multi-antenna
systems Ti 1 ns (2 fingers).
V. NUMERICAL RESULTS
In this section, we present the achievable diversity-
multiplexing tradeoffs for single-antenna systems and multi-
antenna systems. These tradeoffs can be also interpreted in the
context of rate adaptation in which the data rate is adapted as
a function of the SNR.
Fig. 5 presents the D-MG tradeoffs of single antenna
systems and uncoded MIMO systems with P = 2 and
P = 4 transmit antennas respectively. The D-MG tradeoff
is determined over CM4 at a SNR of 10 dB. For multi-
antenna systems, we fix Ti 1 ns which is the equivalent
of a Rake receiver with 2 fingers. For single antenna systems,
we present the D-MG tradeoff with Ti 1 ns and Ti = tmax
where tmax is the maximum delay spread of the considered
channel. The last case is equivalent to an All-Rake receiver.
For single antenna systems, the D-MG tradeoff is determined
from eq. (15). For P = 2, the lower and the upper bounds
are determined from eq. (27) and eq. (30) respectively. For
P = 4, these bounds are determined from eq. (35). The same
simulation setup is repeated in Fig. 6 but at a SNR of 20 dB.
As predicted earlier, all UWB systems have an infinite
diversity order for r = 0. The results show that the exact
D-MG tradeoff (obtained by simulations) is very close to the
lower bound especially for small SNRs with P = 2. The
bounds that we calculated permit to give more insights on
the D-MG tradeoff especially for large number of antennas
and large SNRs because in these cases simulation results
are not exact because the outage probability curves are very
steep. The superiority of multi-antenna systems with respect
to single antenna systems having the same integration times
is evident in all cases. For higher data rates, it is more
beneficial to increase the number of transmit antennas rather
than the integration time. For example, a 2-antenna (or 4-
antenna) system combining only the first 2 arriving multi-
path components has a much better D-MG tradeoff than a
single antenna system that profits from the full multi-path
diversity (for r > 1). This superiority is more evident at
high SNRs. It is worth noting that the All-Rake receivers are
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single-antenna, SNR=50 dB
-* coded2 antennas, SNR=30dB
Fig. 7. D-MG tradeoffs over CM1 at a SNR of 5 dB and 15 dB with Ti 1
ns. The dashed curves associated with each set of points correspond to the
lognormal approximation.
hard to implement while the considered multi-antenna systems
with limited number of Rake fingers are more practical to
implement. Similar results are obtained over CM1, CM2 and
CM3 and are omitted here for the sake of brevity.
Fig. 7 shows the achievable tradeoffs over CM1 with Ti 1
ns. In particular, we compare the D-MG tradeoff of single-
antenna systems in eq. (15) with that of coded multi-antenna
systems in eq. (23) for P = 2 and P = 3. Results show that eq.
(23) correctly approximates the D-MG tradeoff especially for
small diversity levels. These results are in coherence with [1]
showing the additional diversity advantage of coded systems
especially at high SNR. For comparison reasons, the lower
bounds of the uncoded systems with P = 3 are also shown.
Fig. 7 shows that the D-MG of the coded systems is far from
the achievable tradeoff of the underlying channel showing
the non-optimality of these coding schemes. The observation
made in [2] that there is no diversity advantage of pulse-based
UWB systems can be explained from Fig. 7. In fact the region
observed in [2] corresponds to that of small values of r.
Fig. 8 shows the D-MG tradeoffs of single antenna systems
and coded MIMO systems with P = 2, 4 over CM2. Ti =
tmax and the SNRs are equal to 30 dB and 50 dB. Results
show that the diversity gains are present at high multiplexing
gains even at these very high SNRs. In fact, these gains will
disappear when ln(SNR) (rather than SNR) is very large.
VI. CONCLUSION
In this work, we discussed the utility of merging multi-
antenna techniques with IR-UWB by studying the achievable
diversity-multiplexing tradeoffs over lognormal fading chan-
nels [8]. We found that these tradeoffs are very different
from those achieved over the Rayleigh fading channel. In
particular, an infinite diversity order can be achieved even with
single-antenna systems. Despite this observation, the outage
probabilities vary with ln(SNR) for very large values of the
SNR implying that the asymptotical regime can be never
reached in practical systems. Consequently, the superiority of
the MIMO-UWB systems was shown for the practical values
Fig. 8. D-MG tradeoffs over CM2 at 30 dB and 50 dB with Ti = tmax
of the SNR. For a given diversity order, increasing the number
of transmit antennas can be more beneficial than increasing the
number of Rake fingers or the integration time.
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