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Studies undertaken by Eskom in 2001 identified three sites near the Northern Cape town of 
Upington which are suitable for a 100 MW Concentrating Solar Power (CSP) generating 
plant. Of the CSP technologies investigated, the central receiver option was identified as best 
for the Northern Cape, however almost none of Eskom’s analysis was made public. The basis 
of the central receiver’s suitability versus other CSP options is not publicly known. Given 
recent advances in concentrating systems, an argument exists for reassessing the suitability of 
various solar thermal technologies for bulk power generation.  
 
This study first characterises the incident solar radiation (insolation) levels at Upington from 
six data sources and assesses their quality. The data are then used to model performance of 
the parabolic trough, compact linear Fresnel reflector, central receiver, and dish-engine 
technologies. A software modelling tool of the United States National Renewable Energy 
Laboratory (System Advisor Model) is used to facilitate the comparison. Simulation results 
are compared with data from similar studies to ensure consistency of the CSP model inputs 
and performance outputs.  
 
Constraining the results to the environmental conditions of Upington, it is found that while 
central receiver technology produces less electricity per square kilometre of collector area, it 
uses less water than parabolic trough technology to obtain a higher annual electric output. 
Dish-engine technology has the most favourable annual electricity production to water-usage 
ratio, however, its modest annual electricity output and lack of energy storage capability 
weaken the case for it to match South Africa’s national load profile substantively. Examining 
the modelled month-to-month electricity output characteristic, the central receiver technology 
delivers significantly more electricity during the lower insolation winter period of the year 
than the competing technologies. This results in the central receiver technology achieving the 
highest annual electric output of the four technologies compared under the same insolation 
levels, strengthening the case for its implementation. 
 
As a whole, this work characterises the insolation levels at Upington, provides an analysis of 
the technical performance of competing CSP technologies for the proposed Northern Cape 
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1.1 Project summary 
Solar thermal electricity generation is normally understood as the concentration of sunlight 
using solar collectors to heat a working fluid which passes through a heat exchanger to 
produce steam for powering a turbine. High-temperature solar energy replaces fossil fuel as 
the heat source. This concept is often denoted as concentrating solar power (CSP) and can be 
suitable for centralized power production in areas with high levels of insolation. With 
sufficient thermal energy storage (TES), CSP can be an efficient, CO2-free, dispatchable 
power supply independent of weather conditions. 
 
In a CSP power plant, mirrors concentrate sunlight on to a heat exchanger, referred to as the 
receiver or absorber. Here the absorbed heat is transmitted to a heat transfer fluid (HTF). 
Then the HTF either transfers the heat directly to a suitable power cycle or indirectly to a TES 
stage before the power cycle to provide a buffer for transient weather conditions. 
 
Concentrating solar power systems may be distinguished by the arrangement of their 
reflective elements. Line focusing systems like parabolic troughs or linear Fresnel systems 
only require single-axis tracking to localise insolation on an absorber tube. Concentration 
factors of up to 100 can be achieved in practice. Point focusing systems like parabolic dish 
concentrators or central receiver systems (using a 3D paraboloid to focalise insolation onto a 
local receiver, or a large number of individually tracking heliostats to concentrate the 
insolation onto a distant, elevated receiver) may attain a higher concentration factor (on the 
order of a thousand) with the additional burden of tracking on two axes.  
 
With an abundance of solar potential in the arid regions of South Africa, this dissertation 
investigates bulk solar power generating options for one of the more densely populated areas 
of the Northern Cape province, namely Upington (28°4'S, 21°3'E).  
 
A pre-environmental scoping study and pre-feasibility study undertaken in 2001 by the South 
African utility Eskom identified three sites near Upington which are suitable for a 100 MW 
CSP generating plant (Eskom and Bohlweki Environmental, 2006). Of the CSP technologies 
investigated, Eskom concluded that the central receiver option was best for the Northern 
Cape, however, almost none of their analysis was made public and implementation of the 
project has now stalled due to funding constraints. Questions remain about the suitability of 





A strong argument exists for reassessing the plan to determine whether other technologies 
may presently be more suitable for bulk power generation.  
 
Thus the following research question may be posed: 
Which CSP technology, from a technical performance perspective, is most suitable for bulk 
power generation given the solar resource available in Upington? 
 
The objective of this research is twofold. Firstly the solar resource available in Upington must 
be quantified. Secondly, the most technically suitable CSP technology for implementation in 
the Upington area must be identified. 
 
The project is divided into two parts. First, the solar resource at Upington is assessed. 
Upington’s usable radiation is quantified and its characteristics in terms of seasonal variation, 
component breakdown and magnitude are compared with other CSP sites globally. Secondly, 
four solar energy power generating technologies (parabolic trough, central receiver, linear 
Fresnel concentrator and dish concentrator), are compared with respect to output for the given 
radiometric conditions, efficiency, durability, and suitability in the South African context, to 
establish which is currently most appropriate for implementation in the Upington region. The 
comparison is facilitated by the System Advisor Model software modelling tool (SAM) of the 
United States National Renewable Energy Laboratory (NREL). Although economics are 
important to the final selection of a CSP technology, this study is concerned primarily with a 
technical evaluation of four CSP options, and an analysis of the economics is therefore 
omitted. Recommendations are made as to the most suitable CSP technology for bulk power 
generation. The recommendations may be used as a basis for more detailed investigation or a 
feasibility-level study. 
 
1.2 Motivation for project 
The world’s economy is upheld by reliable or “firm” supplies of electrical energy. It is clear 
that sustaining economic advancement will require more energy in light of the world’s 
growing population. ExxonMobil’s (2011) most recent research advises that  
 
“By 2040, global electricity demand will be about 80 percent higher than today. Broken 
down by sector, this growth will come from industrial (45 percent), residential (30 
percent) and commercial (20 percent).” 






Van Wyk et al. (2006) report that South Africa has almost an undivided reliance on fossil 
fuels as a primary energy source (approximately 92%), where coal provides 74% of the fossil 
fuel derived energy. Furthermore, coal fired power stations generate approximately 93% of 
South Africa’s electricity (National Energy Regulator of South Africa, 2007). The 
International Energy Agency (IEA) (2011) cited coal combustion as South Africa’s 
fundamental contributor to its carbon dioxide (CO2) emissions. The majority of the scientific 
community report CO2 as a large contributor to the greenhouse effect which can result in 
climate change.  
 
Indeed, according to the United Nations Statistics Division (2004): 
 
“South Africa has one of the highest levels of carbon dioxide emissions per capita in the 
world.” 
 
In recognition of this the South African government drafted and published a white paper on 
renewable energy in November 2003 (DME, 2003). This white paper presented a “medium-
term (10-year) target” of “10 000 GWh (0.8 Mtoe) renewable energy contribution to final 
energy consumption by 2013”. This approximates to “4% (1667 MW) of the projected 
electricity demand for 2013”. This contribution was to be “mainly from biomass, wind, solar 
and small-scale hydro”. (DME, 2003: ix) 
 
In December 2009 the South African Department of Energy (DoE) released an Integrated 
Resource Plan (IRP 1) reiterating the 2003 renewable energy target as a policy objective 
(DoE, 2009). This plan then entered a public consultation and policy-adjustment process 
which resulted in the medium-term target being replaced by a new target of renewable energy 
comprising 42% of all new electricity generation capacity by 2030 (DoE, 2011). This revised 
plan, termed IRP 2010 was promulgated and approved by Cabinet in May 2011 (DoE, 2011). 
 
Within these visions and targets, solar energy generation plays an important role. In the next 
section, background information on solar energy and the differing methods employed in 
converting it into electricity will be discussed. 
 
1.3 Solar energy technologies 







Bansal (2000) provided an extensive summary of direct and indirectly harnessed solar energy. 
He defines direct solar energy as the usable energy harnessed after only one transformation of 
sunlight in its native form. Examples of direct solar energy in line with this definition would 
be electricity generated by sunlight irradiating a photovoltaic cell or heat converted from light 
interacting with a material.  
 
Likewise he defines indirect solar energy as the usable energy harnessed after more than one 
transformation of sunlight in its native form. An example of this idea would be how solar 
energy that was captured in plants which died and were compacted by many layers of soil 
over many thousands of years resulted in a transformation of the energy captured in the plant 
matter into coal or oil. This energy is then released via combusting the coal or oil. 
 
This study investigates the application of direct solar energy to bulk electricity generation. A 
useful method of classifying direct solar energy harnessing systems is furnished by Bansal 
(2000). Bansal (2000) classifies solar power systems as either passive or active. If a solar 
power system only needs incoming sunlight to operate, and does not require any other energy 
input, he terms it a passive solar system. If, however, the system requires additional energy to 
be applied to it to circulate a working fluid, or track the sun, then he labels it an active solar 
system. A solar system is more efficient if it can track the sun and maintain high levels of 
insolation on its working surface, however, this requires supplementary energy. Therefore, a 
trade-off exists between optimally utilizing solar energy and avoiding excessive parasitic 
energy loss from the additional mechanisms. 
 
From the work of Bansal (2000), and Pitz-Paal (2008), a scheme of solar energy utilisation 







Figure 1-1: Solar energy utilisation 
 
The two major direct solar power systems contending for acceptance as the preferred 
electricity generation technology are photovoltaic (PV) systems and solar thermal systems. 
  
Photovoltaic systems use photons to agitate electrons of variably unpurified silicon from their 
valence bands to the conduction band. This causes a Direct Current (DC) to flow. This 
process is termed the photovoltaic effect (Zobaa, 2006).  By adding many silicon segments 
together in series significant DC can be obtained. Silicon segments are generally arranged in 
arrays which are called PV modules in the solar industry. Due to the static nature of PV 
modules (no moving parts) they can operate for periods on the order of twenty to thirty years 
according to Zobaa (2006). 
 
Photovoltaic systems can be divided into three major categories, namely crystalline silicon 
systems, thin-film systems and concentrating PV systems. The most established PV system is 
the crystalline silicon type. It is in essence single-crystal (monocrystalline) or polycrystalline 
(multicrystalline) silicon with strategically introduced impurities to promote current flow. 
This silicon is portioned into cells and placed in arrays. These arrays are termed “flat-plate 






By depositing a homogenous layer of silicon onto a glass or metal stratum a thin-film system 
is produced. Due to thin-film systems not having such a developed crystal-lattice structure 
they are not as efficient as crystalline systems in producing electricity, however, their 
fabrication is more cost effective.  
 
A concentrating PV system utilises a lens or reflector to concentrate insolation on a PV cell. 
This increases the energy in the photovoltaic reaction and results in a higher power output. 
Due to the concentration of insolation on the PV cell, a less specialised PV material can be 
used. This material may be produced at lower cost than both crystalline silicon systems and 
thin-film systems. However, most recent advancement has occurred with high optical 
concentration PV systems using high-efficiency (in the 40% range) multijunction solar cells 
(Kurtz, 2012). Installation of these CPV panels with solar trackers is starting to increase with 
one supplier, Amonix, completing a 30 MW installation in Alamosa, CO, USA for Cogentrix 
in 2011 (Kurtz, 2012). This is currently the largest CPV power plant in the world and started 
commercial operation in May 2012 (Cogentrix, 2012). 
 
Solar thermal systems transfer the energy from direct sunlight to heat. Kreider (2006) 
indicates that the production of heat is the prime use of solar energy. He reports an upper 
temperature limit of 1800°C can be achieved from solar radiation due to manufacturing, 
optical, and thermodynamic constraints. He states that many thermal collector designs are 
used between temperatures near ambient and this upper limit to generate heat at the required 
temperature. 
 
Solar thermal systems consist primarily of collectors or concentrators and receivers. The 
collectors focus direct sunlight onto the receivers which then transfer the energy to a high 
temperature working fluid. The working fluid energy is either converted to mechanical energy 
directly or used to generate steam which is then used to generate mechanical energy. The 
mechanical energy is then converted into electricity via a turbine (generator). This is the CSP 
concept. 
 
Each technology fulfills a slightly different niche. PV systems are an economical means of 
providing modest quantities of electricity to remote off-grid applications. Many millions of 
PV systems have been installed in applications ranging from calculators to water-pumping 
installations. Duffie and Beckman (2006) provide a range of energy problems where PV 
generators are the most suitable approach. The solutions presented confirm that the most 
practical application of PV is to generate small amounts of electricity to match modest, 





world in Olmedilla de Alarcón, Spain. The plant can produce 60 MWp (Megawatts peak) and 
provides 87 500 MWh of electricity annually from its 270 000 PV panels (Nobesol, 2008).   
 
With a global total of approximately 1095 MW installed capacity (REN21, 2011), solar 
thermal energy generation technologies present the most cost-effective, practical and proven 
approach when considering bulk solar energy generation. The Solar Electric Generating 
Systems (SEGS) plants of southern California are frequently held up as examples of CSP 
technology since they have been in operation the longest of all solar thermal plants and are 
regarded as having successfully demonstrated the bulk solar thermal power concept 
commercially. 
 
Two factors make solar thermal electricity generation in the Northern Cape province of South 
Africa attractive. Firstly South Africa has a dominant peak in its electricity usage in the 
evenings between 6 pm to 9 pm both in summer and winter (Eskom, 2010a). CSP plants with 
TES can dispatch electricity to service that peak load after the sun has set. Secondly, Meyer 
and van Niekerk (2011) noted that shale gas could be present in areas that overlap with viable 
CSP plant locations in the Northern Cape. CSP plants can be hybridised with Brayton cycle 
power plants to provide base load power (Schwarzbözl et al., 2006).  
 
The National Energy Regulator of South Africa (NERSA) approved and published a 
Renewable Energy Feed-in Tariff (REFIT) on 29 March 2009 (NERSA, 2009a,b). Within the 
regulatory guidelines of the REFIT only landfill gas power plants, small hydro power plants 
(less than 10 MW), wind power plants and CSP plants were listed as qualifying as a 
renewable energy power generator. The CSP technology proposed at this stage was a 
parabolic trough plant with 6 hours of daily thermal storage. This set of documents is often 
referred to as REFIT Phase I. 
 
On 29 October 2009 NERSA approved REFIT Phase II (NERSA, 2009c). Within this 
document additional solar energy generation technologies were added to the REFIT 
programme. These included parabolic trough plants without thermal storage, large scale grid 
connected PV systems (≥1 MW) and central receiver system (tower) plants with 6 hours of 
daily thermal storage. This phase of the programme excluded concentrating photovoltaic 
(CPV) “due to high economic cost” (NERSA, 2009c: 1).  
 
In March 2011 NERSA issued a consultation paper titled: “Review of Renewable Energy 
Feed - In Tariffs” (NERSA, 2011). This consultation paper confirmed that only the 





feed-in tariffs. It also provided more detailed eligibility criteria for the qualifying 
technologies.  
 
The DoE has since selected preferred bidders for several CSP and PV projects (DoE, 2012). 
1.4 Concentrating solar power technologies 
Concentrating solar power systems concentrate solar radiation to produce steam or hot air to 
generate electricity in a conventional power cycle. Only direct radiation can be concentrated 
in optical systems (Philibert, 2004). The concentration of sunlight is accomplished by mirrors 
directing the sunlight onto a heat exchanger (receiver or absorber), where the energy absorbed 
is transferred to a HTF. A CSP system can be presented schematically as shown in Figure 1-2. 
 
Figure 1-2: Schematic representation of the component parts of a CSP system 
 
A variety of different CSP concepts exist in which the HTF of steam or gas is either used in 
the power cycle directly or a thermal oil or molten salt is circulated in an intermediate 
secondary cycle, in which case an additional heat transfer to the power cycle is required (Pitz-
Paal, 2008). 
 
Pitz-Paal (2008) distinguishes CSP systems by the arrangement of their concentrator mirrors. 
Line focusing systems like parabolic troughs or linear Fresnel systems only require single-
axis tracking in order to concentrate solar radiation onto an absorber tube. Concentration 
factors of up to 100 can be achieved in practice. Point focusing systems like parabolic dish 
concentrators or central receiver systems (CRS) use two-axis tracking to concentrate incident 





1.4.1 Parabolic trough systems 
With approximately 985 MW of installed capacity globally (REN21, 2011), parabolic trough 
systems embody the most mature CSP electricity generation technology. They generally 
consist of large arrays of solar collector assemblies (tracking groups of parabolic collectors 
with metal support structure, receiver tubes and tracking systems), a HTF or direct steam 
generation (DSG) system, a Rankine steam cycle turbine and optional thermal storage and/or 
fossil fuelled accompaniment (Price et al., 2002).  
 
1.4.2 Linear Fresnel systems 
Linear Fresnel Reflector (LFR) technology is a variation on the parabolic trough system. 
Hence, its major components are very similar to parabolic trough components. A linear 
Fresnel system uses a series of narrow, long, flat or shallow-curvature mirrors to focus beam 
insolation onto one or several linear absorber pipes above the mirrors.  
 
Compact Linear Fresnel Reflector (CLFR) technology is an enhancement on the LFR concept 
by increasing the amount of linear absorbers in the array such that each reflector can reflect 
solar radiation to at least two absorbers (Mills and Morrison, 2000). This reduces the 
likelihood of reflectors shadowing each other and hence results in a more compactly packed 
array. 
 
CLFR power plants generally consist of large arrays of tracking groups of primary reflectors 
straddled by several static receivers a few meters above each group, a DSG system, a Rankine 
steam cycle turbine and optional fossil fuelled accompaniment (Novatec Biosol, 2011).  
 
1.4.3 Central receiver systems 
Central receiver systems (CRS) consist of a large number of two-axis tracking mirrors 
(heliostats), each with a surface of between 20 m2 and 200 m2 and a heat exchanger (receiver) 
located at the top of a central tower. The heliostats focus light onto the central receiver. The 
receiver then either transfers the heat to a TES system or directly to a Rankine steam cycle 
with optional fossil fuelled accompaniment. The higher temperatures attainable by CRS result 
in a more efficient steam cycle and open the advent of using a Brayton gas cycle turbine 







1.4.4 Dish-engine systems 
The major components of dish-engine systems are a dish-shaped concentrating collector, a 
high-temperature solar receiver, and a Stirling or Brayton cycle engine. A dish-engine plant is 
qualitatively different to the three technologies discussed above as each dish-engine is an 
autonomous system delivering electricity the plant’s main substation in contrast to the above 
plants which transport a HTF through the plant to the power block. 
 
1.5 Solar energy technology assessment methods 
In this study System Advisor Model is used to evaluate four CSP technologies using 
meteorological data for Upington. System Advisor Model is a performance and economic 
model designed to facilitate technology comparisons for decision-makers in the renewable 
energy industry. It was developed by NREL in collaboration with Sandia National 
Laboratories and in partnership with the United States Department of Energy (DOE) Solar 
Energy Technologies Program (SETP) (Gilman et al., 2008).  It is maintained and updated by 
NREL. Using TRNSYS (a validated, time-series simulation program developed at the 
University of Wisconsin) with custom component-models, SAM simulates system 
performance using hourly resource data. 
 
System Advisor Model can model PV, parabolic trough, central receiver, linear Fresnel, dish-
engine, fossil fuel, solar water heating, wind, geothermal and biomass systems. 
 
The use of SAM to model solar energy technologies is not unprecedented. Lew et al. (2009) 
utilised SAM to model the CSP component of the Western Wind and Solar Integration Study 
–one of the largest regional wind and solar integration studies to date. Cameron et al. (2008) 
compared measured PV system performance with the performance-model predictions from 
SAM and concluded that the results displayed reasonable agreement. Turchi et al. (2011) 
presented a novel gas turbine / parabolic trough hybrid design using SAM to compare the 
performance and cost of the hybrid system to a solar-only parabolic trough system. 
 
1.6 Structure of dissertation 
This dissertation consists of five chapters. Chapter 1 provides a high level summary of the 
work undertaken, the motivation for the project, an introduction of the competing CSP 
technologies, assessment methods and the structure of the dissertation. A review of the 
technical characteristics of the considered CSP technologies is performed in chapter 2. In 





technology is modelled and the results compared in chapter 4. The solar resource assessment 
and modelling results are discussed in chapter 5, which then inform the conclusions and 






2. LITERATURE REVIEW 
2.1 Introduction 
The following sections contain a description of each of the CSP electricity generation systems 
considered in this study. The major components are identified and analysed in terms of 
performance and latest advances in technology. Practical operational issues are highlighted. 
Efficiencies and operational issues are then compared to inform the selection of the most 
suitable technology given the insolation levels determined in chapter 3. Subsystems are then 
related to the underlying workings of the performance modelling executed in SAM in chapter 
4. 
 
Certain concepts are common among CSP technologies, one of which is the solar multiple 
which represents the solar field aperture as a multiple of the turbine-generator’s nameplate 
capacity (System Advisor Model, 2011).  
 
The solar field of a parabolic trough, linear Fresnel or central receiver system should be sized 
so that it produces enough thermal energy to drive the turbine-generator of the plant at rated 
capacity as much as possible, so that its installation and operating costs are minimized, and it 
makes efficient use of TES. 
 
An inherent trade-off exists in the above requirements. The solar multiple can be used to 
analyse the tradeoff between a larger field producing more electricity and a smaller field 
reducing project capital and operational costs.  
 
The following discussion is an adaptation of solar multiple explanation in SAM (System 
Advisor Model, 2011). A solar multiple of one means that the solar field’s aperture area is 
sized so that it will deliver enough thermal energy to drive the turbine-generator at rated 
capacity when it receives the DNR-level it was designed for. It is clear that a CSP plant will 
not receive its design DNR-level for many consecutive hours in a year. Therefore, a plant 
with a solar multiple of 1 will run its turbine-generator at part-load most of the year. By 
increasing the solar multiple to greater than one, the field can produce enough thermal energy 
to drive the turbine-generator at rated capacity even if lower than design-level DNR is being 
received. If the solar multiple is too large then more thermal energy will be delivered to the 
turbine-generator than it can cope with, and the capital and operational costs of the plant will 






2.2 Parabolic trough systems 
Parabolic trough systems are considered the most mature CSP electricity generation 
technology. Mills (2004) estimated more than 100-plant years of experience had been 
garnered from nine operating plants ranging from 14 MW to 80 MW by 2004. The SEGS 
plants of southern California are the longest operating parabolic trough plants and are 
regarded as successful demonstrations of the bulk solar thermal power concept. The nine 
plants are located at three sites in the Mojave Desert near Barstow, California: Daggett (SEGS 
I and II), Kramer Junction (SEGS III through VII) and Harper Lake (SEGS VIII and IX) as 
reported by Duffie and Beckman (2006) and Mills (2004). 
 
A diagram displaying the essentials of a parabolic trough system is shown in Figure 2-1. The 
solar field is modular and contains numerous parallel rows of single-axis tracking, parabolic 
trough solar collectors which are usually lined up on a North-South horizontal axis (Müller-
Steinhagen and Trieb, 2004). Every solar collector consists of a linear parabolic-shaped 
reflector that focalises beam insolation onto a linear receiver tube at the focal point of the 
parabola (Pitz-Paal, 2008).  
 
Figure 2-1: Parabolic trough system (German Energy Agency, 2009) 
 
To ensure that the sun is continuously focused on the receiver, the collectors track it from east 
to west during the day (Wolff et al., 2008). A thermal oil HTF is heated to temperatures above 
350°C as it circulates through the receivers and is returned to a steam generator to produce 
slightly superheated steam at a pressure of around 50 bar to 100 bar which is then fed into a 
steam turbine as part of a conventional steam cycle power plant (Pitz-Paal, 2008). Often a 
molten salt TES system is incorporated in-between the solar field and the Rankine cycle 





Parabolic trough power plants consist of five major components, namely: parabolic reflective 
collectors (often referred to as reflectors), linear tubular receivers (also called HCEs), HTF or 
working fluid, energy storage systems and power plants.  
 
2.2.1 Reflective parabolic collectors 
In general the useful power ( ) in Watts extracted from a set of parabolic solar collectors can 
be characterized by the following equation reported by Hoyer  et al. (2009) and utilized in 
FLAGSOL’s performance model “PCTrough”. 
 
 · ·  (2.1)
 
where  is the beam insolation measured in W/m2, A is the aperture area of the parabolic 
trough collector in m2,  is the optical efficiency multiplied by efficiency derating factors 
and  is the sum of the thermal or heat losses obtained from a suitable model or 
measurements. In Equation 2.1  refers to instantaneous beam radiation. In general   is 
used to refer to a summation or integration of beam radiation over an hour. 
 
The aperture area (A) is dependent on the width and length of the collector assembly as 
determined by manufacturers. SAM has a library of collectors with aperture areas that vary 
from 235 m² for the Luz LS-2 collector to 817.5 m² for the EuroTrough ET150. 
 
The derating efficiency factors used by SAM to determine the design optical efficiency ( ) 
are tracking error, geometry effects, mirror reflectance, dirt on mirror and general optical 
error. The product of these derating factors is the optical efficiency ( ). 
 
The heat loss of a collector as a result of radiation, conduction through its structural support 
members and convection as the wind blows past the collector is difficult to model. Hence, 
SAM focuses on modelling the heat losses on the linear tubular receiver. These losses are 
discussed in section 2.2.2.   
2.2.1.1 Quantifying reflective parabolic collector efficiency 
In order to direct the beam component of solar radiation onto a receiver effectively, a 
reflective parabolic collector must have a surface with high specular reflectance for radiation 






The efficiency of a parabolic trough collector, η, can be defined as the ratio of the useful 
power given by the collector, Pcoll, and a solar power reference. Rojas et al. (2008) found two 
main approaches in the literature when defining the reference solar input: 
 
Approach 1 uses the component of direct solar irradiance normal to collector aperture 
(Ebcosθ; where Eb is the beam irradiance and θ is the solar incidence angle). This approach is 




where A is the aperture of the collector as above in section 2.2.1. 
 
Approach 2 uses the beam or direct solar irradiance (Eb). This approach is followed by many 
authors and most classical reference texts on solar parabolic troughs according to Rojas et al. 
(2008). It results in an expression of the ef s ficiency a
  (2.3)
 
It is clear that with a zero solar incident angle both efficiencies are equal. Therefore, in 
principle, the choice between these two approaches is somewhat arbitrary. 
2.2.1.2 Reflective surface technologies 
Duffie and Beckman (2006) suggest that back-silvered glass has excellent specular 
reflectance and durability provided the reflective coating is adequately protected. The 
transparency of the glass in this application is very important as the radiation will pass 
through the equivalent of twice the thickness of the glass and twice through the front glass, 
surface-to-air interface. 
 
The glass mirror range comprises thick, heavier more durable glass and thin, lightweight and 
more fragile glass. The mirrors may also be front or back surfaced which impacts on the 
reflectivity. Considering transport, implementation and maintenance of this technology in 
Upington the thicker glass may be preferable.  
 
Flabeg manufacture low-iron 4 mm float glass mirrors with a solar-weighted transmittance 
and reflectance of 98% and 93.5% respectively when new. These are used in the SEGS plants 





reported to be very good. Despite this they are susceptible to wind-related breakage and are 
expensive to transport and install. 
 
Glass mirror alternative development and implementation has been occurring for a number of 
years and Jorgensen reported on a number of these in 2001. ReflecTech, Inc. has co-
developed a mirror film with NREL which is used by SkyFuel, Inc. on their SkyTrough 
parabolic trough concentrator. Before this development most researchers were in agreement 
that glass alternatives did not demonstrate low cost, good performance and durability 
characteristics required for commercial trough development, confer with Price et al. (2002). 
However, ReflecTech’s most recent technical release (2009) quotes a loss of less than 0.5% 
across the solar spectrum after 6.25 years of measurements. 
 
ReflecTech mirror film is a 0.10 mm thick pressure sensitive adhesive film made of multiple 
polymer film layers with one silver layer to give mirror like reflectance while protecting 
against UV radiation and moisture. It is designed for application to smooth surfaces, has a 
peel-off back liner to cover the adhesive until application and a peel-off top liner to protect 
the mirror surface during processing, handling, transportation and installation.     
 
ReflecTech quote a specular reflectance of 94%, a solar-weighted hemispherical reflectance 
of 94% and a maximum operating temperature of 60°C. The mirror film is laminated onto 
curved aluminium panels integrated with an aluminium space frame forming the parabolic 
mirror of SkyFuel’s SkyTrough parabolic trough concentrator. 
 
Maintenance of high specular reflectance of parabolic collectors is a challenge as dirt or 
degradation of the reflective coating result in loss of reflectance. As parabolic collector 
reflectance directly affects solar field performance, cleaning of parabolic collectors is of vital 
importance. Cohen et al. (1999) experimented with two mechanized cleaning methods and 
found that a high-pressure, demineralised-water sprayer with rotating heads mounted on a rig 
that could be operated by one person worked most effectively. SAM has mirror washing input 
fields which contain the amount of water used to watch each square meter of collector mirror 
and the number of washes per annum. These inputs are used to calculate the annual wash 
water usage for the solar field which is presented in the modelling results in chapter 6. 
 
The optical losses and solar absorption of reflective parabolic collector mirrors is difficult to 






Parabolic collector reflectance has a strong influence on system efficiency. Forristall (2003) 
reports that at a working fluid temperature of 400°C, a 15% decrease in reflectance results in 
efficiency decreasing by 24.5%. 
2.2.1.3 Parabolic trough support structure technology 
The structure supporting the parabolic reflector is an important factor when considering 
construction of a parabolic trough power plant. The metal support structure for parabolic 
trough collectors was pioneered by the Luz LS-2 and LS-3 designs implemented at the SEGS 
plants. 
  
Abengoa Solar Industrial Solar Technology (IST) produced a parabolic trough collector 
mainly used in low temperature process heat applications called the PT-1. Solúcar, the solar 
technology business unit of Abengoa then developed the PT-2 based on the PT-1 design. The 
updated collector’s small aperture raises concerns that a larger solar field area may be 
required to produce the same output as a smaller solar field with larger aperture collectors.  
 
The EuroTrough consortium formed by European research laboratories and companies 
(CIEMAT, DLR, FSI, CRES, Iberdrola, Inabensa, Fichtner Solar, SBP, Solel) have completed 
the development and testing of two parabolic trough collector models, namely the ET100 and 
ET150 (Geyer et al., 2002). These collectors have a torque box design which is light-weight 
and easy to assemble, which is a significant advantage for installation (Geyer et al., 2002).  
 
FLAGSOL GmbH, a subsidiary of The Solar Millennium Group, has developed two 
collectors based on the EuroTrough design: the Skal-ET and the new HelioTrough. The 
differentiating factor between the two collectors is that the Skal-ET uses the torque box 
design developed by the EuroTrough consortium while the HelioTrough uses a torque tube 
design developed by Flagsol and Schlaich Bergermann und Partner (SBP) (Flagsol, 2010). 
 
The Skal-ET parabolic collector has been used in the Andasol projects in Granada, Spain as 
well as the Kuraymat project in Egypt, and as such is a proven design (Herrmann and Nava, 
2005). The HelioTrough has recently been integrated into the SEGS V plant (December, 
2009) and is undergoing performance and operational tests. 
 
SENER, the Engineering, Procurement and Construction (EPC) contractor for the Andasol 
projects, has developed its own parabolic collector called the Senertrough. SENER installed 
and tested a 600 m Senertrough loop at Andasol-1 (Vázquez and Castañeda, 2008) and then 





(Vázquez et al., 2009). The collector’s distinctive elements are its torque tube and 28 stamped 
cantilever arms attached to the tube, to which the mirrors are directly attached.  
 
Solargenix Energy developed, installed and commissioned their parabolic trough collectors at 
the 1 MW Arizona Public Service (APS) Saguaro Solar Trough Power Plant. The collector 
uses an all aluminium space frame and is called the DS1. The design was based on the LS-2 
collector but Solargenix Energy claim “superior structural properties, weight, manufacturing 
simplicity, corrosion resistance, manufactured cost and installation ease.” (Solargenix Energy, 
2004)  
 
National Renewable Energy Laboratory reported that Solargenix Energy designed a new 
SGX-1 collector under the U.S. Department of Energy’s USA Trough Initiative. The SGX-1’s 
aluminium design is lighter than comparable steel designs and is assembled with fewer 
fasteners. This avoids the need for specialised manufacturing, welding and component 
alignment in the field. 
 
In collaboration with NREL, a second generation SGX-2 collector was developed by 
Solargenix Energy. The SGX-2 collector has an improved space frame design that reduces 
fabrication time and cost. It is also extremely accurate, light and easy to assemble without a 
fabrication jig. 
 
The SGX-2 collector has been used in the 64 MW Nevada Solar One project and therefore is 
considered as successfully proven. 
 
SkyFuel have most recently developed the SkyTrough parabolic trough concentrator. In their 
own words:  
 
“The SkyTrough consists of ReflecTech mirror film laminated onto curved aluminum 
panels; which are integrated into an aluminum space frame to form the parabolic 
[mirror]. The space frame [is made of] extruded aluminum struts and other components 
[that] are self-aligning when joined together with fasteners, requiring no welding. The 
entire assembly is mounted on pylons and attached to a self-locking rotary hydraulic 
drive enabling the [collector] to pivot and track the sun.” 
(SkyFuel, 2009: 2) 
 
SkyFuel have signed an agreement in 2009 to install SkyTrough collectors at SEGS I & II 






To summarise, reflective parabolic receivers consist of a highly reflective glass mirror or a 
mirror filmed parabolic reflector which is supported by an aluminium frame of varying 
complexity and weight. A number of manufacturers have developed different designs which 
can be likened. The latest available data from the most prominent manufacturers are 






Table 2-1: Reflective parabolic receiver metrics (Grey areas indicate data not publicly specified 
by manufacturer) 
Manufacturer IST Solúcar Flagsol Flagsol SENER Solargenix Energy SkyFuel 
Collector PT-2 Skal-ET 150 HelioTrough Senertrough SGX-2 SkyTrough 
Module aperture 
length [m] 12 12 19.1 12.27 12* 13.9 
Module aperture 
width [m] 4.4* 5.77 6.77 5.774 5.77* 6 
Module aperture 
area [m2] 52.8 69.24 129.3 70.8 69.24* 83.4 
No. of modules 
per solar collector 
assembly 




148.5* 148.5 191  100-150* 115 
Net aperture area 
[m2]  817.5 1263   667 
Mirror type  Glass mirror Glass mirror Glass mirror Glass mirror Silver polymer film 
Solar-weighted 
reflectance [%]      94 
Total mirror area 




     1.12 
Focal length [m] 1.7* 1.71  1.71  1.71 
Gemoetric 
concentration ~63* 82*   82* 75 
Structure Parabolic sheet 
with front lattice Torque Box Torque Tube Torque Tube Space-frame Space-frame 
Materials of 











cylinders Hydraulic  Hydraulic 
Self-locking 
rotary hydraulic 
Rim angle [°] 72* 80*    82.5 
Module weight per 
m2 [kg] ~17* ~28   ~22*  
Erection method On site factory 




foundation    
Wind load design 
basis [m/s2] 35.8* 31.5*   ~33 40 






efficiency 75* 80   77*  
Overall optical 







99 Varies with HCE used 
Varies with HCE 
used 
Varies with HCE 
used 
Varies with HCE 
used 
Varies with HCE 
used 
*Kearney, DW. 2007. Parabolic Trough Collector Overview. Parabolic Trough Workshop 2007. 






2.2.2 Linear tubular receivers 
Often referred to as HCEs or simply receivers, linear tubular receivers used in parabolic 
trough systems typically consist of an internal steel pipe or tube with an absorptive coating 
covered by a glass envelope with a vacuum or air gap between the pipe and the glass 
envelope. Thermal tests of the SEGS LS-2 parabolic trough solar collector by Dudley et al. 
(1994) at Sandia National Laboratories demonstrated that the highest efficiency and lowest 
thermal losses occurred when the linear tubular receiver (LTR) annulus was at vacuum 
conditions.  
 
Research and modelling by Relloso et al. (2008) indicates that the fundamental metric of an 
LTR affecting the thermal efficiency of a collector assembly is its diameter–specifically the 
diameter of the metallic tube inside the annulus. Within a range of  
65 mm to 100 mm, the larger the diameter, the higher the efficiency will be. This is due to the 
reduction of ‘spillage’ of light from the reflective parabolic trough. This improvement in 
‘spillage’ efficiency is greater than the increases of the thermal losses associated with a larger 
tube so the total thermal efficiency increases within this range.  
 
A variety of absorptive coatings can be applied to the pipes transporting the working fluid. 
The quality of an absorptive coating is determined by its selectivity. That is how well it 
absorbs incident radiation and how effectively it limits infrared radiation from its hot surface 
to surrounding components of the receiver. Therefore, the higher the absorptivity and the 
lower the emissivity of the coating, the more thermally efficient it is at transferring solar 
radiation into heating the working fluid. Hence, absorptive coatings are often referred to as 
selective surface coatings.  
 
Due to its wide adoption for use on solar collectors, black chrome is the selective coating 
often used as a baseline against which to measure newer coatings. The test results of Dudley 
et al. (1994) suggest that cermet coatings have a lower emissivity than black chrome even at 
higher temperatures. Although cermet coatings were more efficient and had lower thermal 
losses than black chrome, the differences were not large. Tests performed on the IST 
parabolic trough reflector assembly by Dudley et al. in 1995 propose that selective coatings of 
black nickel display better efficiencies and lower thermal losses than black chrome as well. 
More recent work by Forristall (2003) suggests that cermet coatings developed by Solel Solar 
Systems Ltd. for their Universal Vacuum Air Collector (UVAC) are improved and are 






Another important characteristic of a linear tubular receiver is the type of glass used to 
transmit incident solar radiation and shield the pipes from radiating their thermal energy to the 
environment. The glass must have a suitable refractive index and extinction coefficient. That 
is it should transmit as much incident radiation as possible and absorb or reflect the incident 
radiation as little as possible. Glass is most often used as its properties do not change with the 
wavelength of incident solar radiation and hence has a low spectral dependence. Anti-
reflective coatings are therefore preferred and widely used. Receiver glass envelopes of solgel 
anti-reflective coated Pyrex glass have been reported to enhance collector performance 
(Dudley et al., 1995). 
 
A detailed thermal model and efficiency calculation methodology for linear tubular receivers 
was developed by Forristall (2003). While the efficiency of a reflective parabolic collector is 
a complex combination of optical losses and solar absorption, a thermal resistance model for a 
tubular receiver is more conveniently developed and computed. Development of such a model 
for each technology is beyond the scope of this study. 
 
SAM calculates heat loss using LTR manufacturer’s data. The parameters used to determine 
heat loss include absorber-, envelope- and gas parameters. Variations are also considered, as 
in the case where some LTRs in the loop have broken glass. The portion of the LTR circuit 
with broken glass can be modified by the user. 
 
A factor that acutely affects the efficiency of a linear tubular receiver is the stability of the 
vacuum in the annulus. At typical operation temperatures in parabolic trough plants the HTF 
slowly decomposes into volatile compounds like furans and hydrogen (Kuckelkorn et al., 
2009). Free hydrogen can permeate through the absorber tube into the glass annulus, strongly 
increasing heat losses due to the high heat conductance of hydrogen gas. To resolve this issue, 
disc-shaped getters are placed in the glass annulus to suppress vacuum loss and maintain 
vacuum stability. Vacuum stability is dependent on the getter quality and the getter 
temperature during operation, as hydrogen is mainly gettered physically and capacity is lower 
at higher temperature. 
 
2.2.3 Heat transfer fluids 
A variety of working- or heat-transfer fluids are suitable for use in parabolic trough systems. 
Variances among the properties of different organic oils or synthetic fluids are small. 
However, temperature does affect the properties of each fluid significantly. The commonly 

























12 50 400 
Solutia Inc. 
Therminol 59 Alkyl substituted aromatic -68 -45 315 
Therminol 66 Modified terphenyl -32 0 345 
Dowtherm RP Synthetic oil -40 -20 350 The Dow 
Chemical 
Company 
Dowtherm Q Synthetic oil -50 -35 330 
Syltherm 800 Dimethyl polysiloxane -60 -40 400 
Xceltherm 600 Hydrogenated paraffinic white oil -20 10 316 
Radco 
Industries, Inc. 
Caloria 500 Mineral hydrocarbon oil -40 -20 300 
Exxon 
Company USA 
Solar Salt 60% NaNO3, 40% KNO3 
220 260 600 Chilean Nitrate 
Hitec heat 
transfer salt 
7% NaNO3, 53% 
KNO3, 40% 
NaNO2  
142 175 500 Coastal 
Chemical 
Company Hitec XL 
48% Ca(NO3)2, 7% 
NaNO3,  45% 
KNO3 
120 150 500 
  
SAM’s HTF library contains Therminol VP-1, Dowtherm Q, Dowtherm RP, Caloria, Solar 
Salt, Hitec and Hitec XL. Using the HTF viscosity, density, conductivity, temperature and 
specific heat it calculates the minimum and maximum required velocity of the HTF in the 
solar field.  
 
Research in direct steam generation (DSG) for parabolic trough collectors is currently being 
performed by the Spanish Research Centre for Energy, Environment and Technology 
(CIEMAT) and the German Aerospace Centre (DLR) at the Plataforma Solar de Almería 
(PSA) test facility. The test facility operates in three modes which generate steam between 
300°C and 375°C at 30 bar and 100 bar respectively from its eleven parabolic troughs. Three 
DSG processes have been developed, as discussed by Zarza et al. (2001). The PSA direct 
solar steam (DISS) facility was operated for over 2000 hours during the first 23 months of the 
project. However, it has been plagued by failures of its conventional equipment such as the 
water recirculation pump, thermocouples, and control and instrumentation cards. The facility 
also has a large thermal inertia due to the steam condensing into water overnight and the solar 
field being limited in size. Hence more time is required to get the water to boiling point each 






Langenkamp (1998) proposed that DSG technology along with improvements in collector 
field design and enhanced system integration could result in levelised cost of electricity 
(LCOE) reductions of up to 26%. The enhanced solar-to-electric efficiency in DSG systems 
when compared to traditional plants using an HTF can only be unlocked at temperatures of 
450°C and above (García, 2000). Since the PSA facility is unable to operate at temperatures 
above 400°C, the German-Spanish projects REAL-DISS and GDV-500-PLUS have 
commissioned a DSG demonstration plant that operates at 500°C (Eck et al., 2009). The chief 
objective of this plant is to test and develop components at this temperature and ultimately 
demonstrate feasibility of the concept before the design, construction and commercial 
operation of a DSG solar thermal power plant in Spain with a capacity of 50 MW is pursued. 
 
Seeing the difficulties of the DSG concept, the physicists at the PSA have very recently 
started investigating the use of inert gases as HTFs. Rodríguez-García et al. (2009) produced 
experimental results of a parabolic trough plant using CO2 as the HTF. During simple start-up 
and shutdown procedures, excellent regulation of the gas outlet temperature (400ºC ±5ºC) 
under very significant variations of solar radiation was achieved. The start-up time from cold 
conditions was relatively long compared to plants utilizing conventional HTFs but the team 
claims that with an optimized layout, the time can be halved. 
 
Carbon dioxide leaks at the rotating joints of the troughs were found to be a significant 
problem during the experiment. Improved rotating joints or hose connections are being 
explored to increase the gas outlet temperature to 525ºC (Rodríguez-García et al., 2009). 
 
As it stands the most favourable HTF is the low-chloride (< 10 ppm), biphenyl:diphenyl oxide 
eutectic blend (BP:DPO) Therminol VP-1, which demonstrated good long-term operation in 
carbon steel piping systems. Its physical properties allow for excellent heat transfer 
coefficients, its low viscosity minimizes pump power requirements and its low melting point 
of 12ºC provides freeze protection for cold plant downtime periods. However, disposal of 
large volumes of Therminol VP-1 as it ages and its quality deteriorates, needs to be carefully 
considered due to its benzene content (Bevacqua et al., 2008). 
 
Bevacqua et al. (2008) from Solutia Inc. propose the combination of venting low-boiling 
compounds (which can cause pump cavitation) and distilling high-boiling compounds (which 
increase viscosity and reduce heat transfer efficiencies) on site to extend the fluid life of 





2.2.4 Thermal energy storage 
Thermal Energy Storage is of keen interest to parabolic trough operators as it enhances plant 
operational flexibility and can increase the annual electricity generating capacity of the plant. 
It also can provide a buffer for transient weather conditions. TES allows the energy converted 
by the plant to be time-shifted so it aligns with peak electrical load demand. It can even-out 
electricity production at the plant and allows full load operation of the steam cycle at full load 
efficiency (Herrmann and Nava, 2006). 
 
Energy storage can be implemented either directly via the HTF or indirectly via a secondary 
heat exchange and storage system. The direct use of the HTF to both transfer and store 
thermal energy has the substantial benefit of simplifying plant designs in that no heat 
exchangers are required. This both reduces the technical risk and cost of the plant. Current 
research is focused on developing a high-boiling ester with a very low vapour pressure to 
avoid the requirement of pressure-rated tanks and a boiling point around 0°C to avoid the risk 
of freezing in the collector fields during cold periods. 
 
Nitrate salts like Hitec XL may be feasible energy storage and HTFs, however, their high 
boiling point or freeze-onset temperature of around 120°C raise concerns about more 
expensive piping and materials, as well as the durability of the selective coating on the linear 
tubular receivers to withstand the increased operating temperatures required (Moens and 
Blake, 2005). Using a synthetic fluid as mentioned in section 2.2.3 for energy storage and 
heat transfer is generally considered too expensive for commercial operation (Bradshaw and 
Siegel, 2008).  
 
In light of the current limitations facing direct TES technology, indirect TES systems utilizing 
heat exchangers are currently used to reduce the risks involved with direct TES systems such 
as calcification within pipes if molten salt temperature falls below its melting point.  
 
The use of molten salt to store heat has been relatively widely implemented in the process 
industry and is the most mature of the indirect TES systems. Andasol 1, a 50 MWe parabolic 
trough CSP plant commissioned in Spain in 2009, uses a two-tank molten salt system with 
seven and a half hours of energy storage (Bürkle, 2009). Andasol 2, currently being 
commissioned by SENER, uses the same two-tank molten salt system as Andasol 1. Andasol 
3, currently under construction, will utilise a two-tank storage system that will attempt to 
provide nine hours of energy storage (Thompson, 2010). The molten salt thermodynamics in 






SAM has a well developed two tank TES model. Based on the turbine’s required thermal 
input and the number of hours of storage required, it sizes a tank pair, calculates the thermal 
capacity and estimates the heat loss of the system, among other functions. 
 
The thermocline system is a potential low cost alternative to the current two tank system. This 
is a fluid- and filler-filled tank with a vertical thermal gradient, which results in less dense hot 
fluid settling in the top of the tank and denser cooler fluid settling in the bottom of the tank. 
Energy is stored in the potential existing between the hot and cold fluid. As the fluid attempts 
to reach equilibrium by reducing the thermal gradient across it, this energy is released via 
conduction, convection and radiation. The filler material reduces the amount of fluid required 
and provides “thermal capacitance” according to Paccheco et al. (2001).   
 
Paccheco et al. (2001) built and tested a 2.3 MWh thermocline system using molten-nitrate 
salt as the HTF to compare with a two-tank molten salt system. Their results suggest that a 
thermocline indirect storage system may cost less than a two-tank molten salt system. 
 
Laing et al. (2009) have started testing a three component thermal storage system for use in a 
parabolic trough DSG plant. The storage system designed for testing consisted only of a phase 
change material (PCM) storage module for evaporating water and a concrete storage module 
for superheating steam. A separate concrete module for preheating liquid water is not installed 
as the researchers found the super-heating step more critical and challenging to demonstrate 
successfully. Eventually the system is envisaged to consist of a concrete pre-heater unit, a 
phase change material evaporator unit and a concrete super-heater unit. The results of their 
tests will determine the future feasibility of the concept. 
 
2.2.5 Power plants 
Three types of power plants or cycles are commonly used for parabolic trough power plants: 
the steam Rankine cycle, the organic Rankine cycle (ORC) and the combined cycle (which 
also utilizes a Rankine cycle). There are also differing techniques to integrate the thermal 
energy generated in the solar field into the power cycle. 
 
The thermal-to-electric energy converter most often used for parabolic trough systems is a 
turbine. A steam or organic working fluid turbine uses a Rankine cycle to convert heat energy 
into rotational energy which is then converted to electrical energy via the windings on the 






Cumulative temperature measurements by the SAWS report that Upington has a mean 
temperature of 35°C. Considering that the HTF heats the water used in the Rankine to around 
393°C, a theoretical maximum efficiency for any Rankine cycle operating at this temperature 
can be calculated using the Carnot efficiency ( ) as follows: 
 








where  and  are the cold reservoir temperature at ambient and boiler temperature in 
Kelvin respectively. Adding the parasitic system losses incurred by the major components of 
a Rankine cycle, namely the pumps, boiler, turbine and condenser will reduce this value 
significantly. Plants using conventional steam Rankine cycles report efficiencies in the order 
of 38% (Kelly, 2006a). Also evident from the equation is that the higher the temperature in a 
Rankine cycle the more efficient the energy conversion. Hence, HTF temperature is a critical 
contributor to the efficiency of a pure Rankine cycle. 
 
The overall efficiency of a Rankine cycle is characterized mainly by the difference in the 
temperature and pressure of steam entering a turbine to that of steam exiting it. One of the 
central design considerations in Rankine cycle CSP applications is the heat rejection system. 
The two commonly used methods are dry and wet cooling. Wet cooling, which provides a 
lower condensation temperature, improves the expansion ratio and ultimately the electrical 
energy derived from work performed by the steam. However, this comes at the cost of using 
considerable amounts of water. Considering that Upington and its surrounds are arid, this 
poses an environmental concern. CSP plants utilizing dry cooling are estimated to produce 
between four and nine percent less electricity annually than plants employing wet cooling 
(Kelly, 2006b). However, Kelly (2006b) also estimates that dry cooling uses only eight 
percent of the water required by wet cooling in equivalent CSP plants. 
  
Plant operator experience (Scott and Lee, 2006) suggests that wet cooling is more cost-
effective, has lower operation and maintenance (O&M) costs, and provides higher power-
cycle efficiencies particularly during the hotter summer months than dry cooling. This along 





between obtaining higher solar-to-electrical efficiency at lower capital cost, or losing solar-to-
electrical efficiency and increasing capital spend to protect water resources in the area. 
 
As parabolic trough- and conventional power plants utilize the same steam turbine technology 
(with only the steam-heating technology differing), they are easily hybridized. Thus a coal-
fired boiler could easily supplement a parabolic trough plant during cloudy periods or 
overnight if firm base-load power generation is required. However, the startup times of coal-
fired boilers often lead to the use of natural gas standby turbines so that the nameplate 
capacity of the plant can be maintained during peak load times. 
2.2.5.1 Steam rankine cycle 
All of the SEGS plants and a considerable number of new plant projects entering their 
Engineering, Procurement and Construction (EPC) phases use steam Rankine cycles. As of 
2008 Siemens had secured orders for forty-five of their SST range of steam turbines for CSP 
plants worldwide (Siemens, 2008). 
 
CSP plants may utilize either high-, intermediate- or low-pressure steam turbines. Kelly 
(2006a) suggests that intermediate- or low-pressure turbines between 50 MWe and 140 MWe 
provide higher expansion efficiencies than similarly sized high-pressure units. And high-
pressure turbines between 140 MWe and 220 MWe provide higher expansion efficiencies than 
similarly sized intermediate- or low-pressure units. Non-uniform aerodynamic loads at the 
end of the turbine blades from fixed steam leakage in the high-pressure turbine represented a 
smaller proportion of the total flow past the blades as blade-length was increased. Hence 
high-pressure turbines are better suited to large CSP plants and intermediate- or low-pressure 
turbines are more efficient energy converters in intermediate-sized CSP plants. 
 
According to Feldhoff et al. (2009) the principal difference between a steam turbine used for 
a CSP plant, and a steam turbine used for a conventional fossil fired power plant is the 
cycling rate of start-ups and shut downs. A conventional plant turbine may be shut down 
several times a year whereas a CSP unit is started up and shut down daily. This daily cycling 
requires careful monitoring of the main steam temperature and pressure of the turbine. 
 
Steam Rankine cycles are made more efficient by using waste heat to increase the temperature 
of the steam in the boiler and hence increase the Carnot efficiency. This is commonly termed 






The power cycle model in SAM for parabolic trough plants is a Rankine cycle model. It uses 
inputs to characterise the power plant’s capacity, cycle conversion efficiency, control 
philosophy and cooling system. It allows for different modes of fossil fuel backup including 
minimum backup level or supplemental operation. Start up and standby times can also be 
defined.  
2.2.5.2 Organic rankine cycle 
In the Organic Rankine Cycle (ORC) an organic chemical is heated to form a gas which 
drives a turbine. Using refrigerants (e.g. freon, butane, ammonia) which boil at extremely low 
temperatures of typically 66°C, generating significant pressures, the ORC can occur at much 
lower temperatures than the steam Rankine cycle. In an ORC an evaporator replaces the 
boiler and condenser only requires ambient air to cool the gas leaving the turbine into a liquid. 
 
Prabhu (2006) performed a study on the Solar Trough Organic Rankine Cycle Electricity 
System (STORES) concept and found that even though the steam Rankine cycle has thermal 
efficiencies of between fifteen and twenty-five percent higher than the ORC; the ORC has 
other benefits that make it a viable alternative in 1 MW to 10 MW plant sizes. It is more 
efficient when the ambient temperature is low (this matches the load profile of South African 
communities which consume more electricity during winter months) and can be operated with 
minimally skilled operators and maintenance crew which makes it potentially attractive for 
Upington. 
 
In order to enhance the efficiency of ORC turbines, two ORCs are cascaded with the first 
higher temperature ORC loop utilising a refrigerant with a higher boiling point and the second 
lower temperature ORC loop using waste heat from the first loop to evaporate a second 
refrigerant with a lower boiling point. 
 
Two methods normally used to increase the thermal efficiency of a cascaded ORC are 
recuperation and selecting an HTF that can operate at a higher temperature. Using the 
temperature of the gas exiting the turbine’s exhaust to preheat the chemical fluid before it is 
vapourised is termed recuperation. By allowing the HTF temperature to be as high as 
possible, and hence increasing the temperature at which the ORC occurs, a higher thermal 
efficiency can be attained. 
 
Prabhu, (2006) states that “the recuperated cascade cycle is the most thermally efficient” 
ORC. But he also admits that even the efficient ORC systems “are less efficient than 





2.2.5.3 Combined cycle 
Integrating a CSP plant with a conventional coal-fired steam or gas-fired power plant can be 
an efficient way to combine the base-load reliability of conventional boilers or gas-turbines 
with the midday peak-load tracking characteristic of a CSP plant provided it has been started 
up in the morning and is past its thermal inertia. 
 
The steam turbine of a coal fired power plant may be oversized to provide either a gas- or 
solar-powered supplement to the boiler’s capacity and hence run the main turbine at full 
capacity. During the day and early night the turbine could be supplemented with solar power 
and stored solar energy respectively. During the later hours of the night the electricity demand 
may reduce to a level where the turbine need only run at the capacity of the boiler until the 
next morning. If a morning peak in demand is required before sunrise, the gas turbine could 
augment the steam supply to the main turbine. 
 
2.3 Linear Fresnel systems 
CLFR plants use a series of long, narrow, slightly-curved primary mirrors, to reflect beam 
radiation to an immobile receiver. The receiver contains a secondary reflector and a linear 
tubular absorber with a selective coating. The bottom of the receiver structure forms a cavity, 
which is covered by a glass plate to reduce thermal losses. The receiver is located several 
meters above the primary mirror field (Figure 2-2). 
 
 
Figure 2-2: Linear Fresnel system (Pye, 2008) 
 
 
LFR systems differ from parabolic trough systems in optical focusing technology, thermal 






Linear Fresnel systems do not have the wind loading issues of parabolic trough systems 
because the mirrors are flat or only very slightly curved. Low-cost flat glass can be used or 
curved elastically to make each facet. The linear absorber is immobile, therefore, the flexible 
fluid joints required in trough systems can be omitted. By aiming the mirrors at different 
linear absorbers at different times of the day, the mirrors can be more densely packed 
resulting in space-optimisation. However, Pitz-Paal (2008) argues that due to the flat 
arrangement of the mirrors, intrinsic additional optical (cosine) losses reduce the annual 
output by 20% to 30% compared with the parabolic trough design. This reduced optical 
performance needs to be offset by the lower investment cost in order to make linear Fresnel 
systems a reasonable option. 
 
The most commonly presented mode of operation for a CLFR plant is the direct generation of 
steam in its absorbers which is then either used to augment the steam generated by a fossil 
fuel fired boiler in a conventional power plant, or feed hot water into a power plant steam 
cycle via a heat exchanger. Evidence of this approach can be found in work by Mills and 
Morrison (2000), Mills et al. (2003), Mills (2004), Mills et al. (2004a, b), and Bernhard et al. 
(2008). 
 
2.3.1 CLFR optic and thermal efficiencies 
While the useful power ( ) obtained from a CLFR solar collector system can be 
characterized by exactly the same equation as that used for a parabolic trough collector 
system, the optical derating factors (losses) are calculated differently due to the existence of 
two incidence angle modifiers in a CLFR collector. 
 
Bernhard et al. (2008) have developed a set of optical and thermal efficiency equations based 
on the linear Fresnel collector demonstration plant installed and commissioned at PSA in 
2008. These were developed during the commissioning and first performance tests of the 
plant and reported at 14th Biennial CSP SolarPACES Symposium in 2008. Bernhard et al. 
(2009) then presented a refinement of the equations at SolarPACES 2009. It is useful to 










Table 2-3: CLFR efficiency equations (Grey areas indicate no expression listed by  
Bernhard et al.) 
Quality Bernh et a ) ard l. (2008
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   =  total collector flow rate 
e symbols used in Table 2-3 are defined as follows: 
   =  temperature of working fluid entering the collector 
   =  temperature of working fluid leaving the collector 
  = collector area defined as cumulative area of the primary mirrors 
   = direct normal irradiation 
,     = collector efficiency for perpendicular irradiation and no heat loss 
( = 0) 
   =       reduced mean temperature defined as  where  is  
the ambient temperature; and  is the mean of the inlet and outlet 
temperature of the collector 
 and 
    = Incidence Angle Modifier (IAM) - angular dependent losses of 
  = particular coefficients for each collector determined by experiments 
  collector in longitudinal direction; caused mainly by growing 
   beam expansion and rising end losses 
 
In reality the efficiency equations for CLFR collectors are obtained by fitting a polynomial to 
experimental results. SAM’s linear Fresnel model uses a set of polynomial equations in which 






Usually the  is determined via experiments. The data measured from the experiments 
are either logged or used to develop mathematical approximations.  
 
The sun’s rays move both along and across linear Fresnel-collectors during the day. 
Therefore, two independent angles define the position of the sun relative to the collector, 
namely the longitudinal angle  and the transversal angle  as depicted in Figure 2-3. The 
incidence angle modifier is dependent on these two angles. In practice a longitudinal  
and a transversal  are determined by experiments or ray-tracing.  
 
Figure 2-3: CLFR geomet  (Bernhard et al., 2008ry )   
 
The final IAM as a function of zenith angle  and azimuth angle :  ,  (when a 
collector orientation is given) or of longitudinal and transversal sun position respectively, 
,  is calculated by factorization. 
 
 ,  (2.5)
 
Assuming that the  and  are given relative to the direct normal irradiance (DNI), 
the collector efficiency relative to DNI can be calculated as follows: 
 






The optical performance of a linear Fresnel system in SAM can be characterized either by a 
solar position table, collector incidence angle table or the incidence angle modifiers listed 
above. It uses a set polynomial with variable coefficients to calculate both the transverse and 
longitudinal incidence angle modifier. 
 
2.3.2 Absorber configuration 
CLFR linear tubular absorbers are generally a CPC-like structure with a linear tubular 
absorber running down the centre. The bottom of the absorber is often covered with a glass 
layer to reduce heat radiation back into the environment. The linear tubular absorber is coated 
using the same techniques discussed for parabolic troughs.  
 
Two absorber configurations may be used. The first is a vertical linear tubular receiver 
mounted in the middle of the primary reflectors. The second is a linear tubular receiver in a 
single-sided CPC-like horizontal receiver above the primary reflectors facing downward. 
 
A detailed study including raytrace and thermal models was performed by Mills and Morrison 
(2000). The primary results proved horizontal absorber tubes with secondary reflectors to be 
optimal. 
 
Absorber heat loss is a critical item to consider in CLFR design. Due to the height of the 
absorber, heat can be lost to wind blowing pass the absorber. The product of this loss and the 
loss resulting from the temperature difference between the steam temperature inside the 
absorber and the ambient temperature outside it can be used to quantify this loss. SAM uses 
either the above-mentioned heat-loss model or an evacuated tube heat loss model to determine 
the absorber heat loss.  
 
2.3.3 CLFR power plant  
Most recent literature on CLFR technology (Mills and Morrison (2000), Mills et al. (2003), 
Mills (2004), Mills et al. (2004a, b), Bernhard et al. (2008)) suggests its ideal application is 
DSG in an ISCCS. This is partly due to the CLFR design not having the same difficulties as 
parabolic trough DSG plants. The top of the absorber tube in a parabolic trough DSG plant 
can become illuminated, causing overheating during stratified flow when vapour is present 
inside the tube wall (Mills et al., 2003). Certain CLFR designs are more suitable for direct 
boiling than parabolic trough designs. This is because the top of the linear tubular absorber 






First results of CLFR technology being applied as additional steam generation at Liddell 
Power Station in Australia reported trouble free steam production above 285°C and 69 bar 
(Mills et al., 2004b). This specific array performed as expected and was constructed on 
budget. Hence, Mills et al. (2004b) claimed that CLFR technology was then close to 
commercial exploitation for the coal saver market.  
 
Mirroxx GmbH, founded in 2008 by PSE AG: a spin-off of the Fraunhofer Institute for Solar 
Energy Systems (ISE) is setting up serial production and sales cooperation’s for CLFR 
produced industrial process heat in the temperature range of up to 250 °C.  
 
Since 2005 PSE AG has installed four systems, two of them commercial projects (Zahler et 
al., 2009). Mirroxx GmbH has also apparently installed a demonstration system for direct 
steam production in a linear Fresnel collector in Freiburg. The aperture area of the collector is 
132 m2. Operation pressures should be adjustable in the range from 2 bar to 16 bar. A further 
demo system for solar cooling was planned to be installed in Abu-Dhabi late 2009.  
 
Zahler et al. (2009), state that their Mirroxx linear Fresnel collector with a pressurised water 
circuit at 16 bars is a cost-effective and efficient way to transfer process heat with 
temperatures of up to 200 °C. For temperatures above 250 °C, they argue that a thermal oil 
circuit is the appropriate technology. They further claim that the maximum temperature of 
their Mirroxx Fresnel collector is only limited by the vacuum absorber tube. Therefore, they 
argue that the Fresnel approach offers simple, low cost construction, low wind loads and high 
ground coverage, which makes CLFRs suitable for installation on flat roofs. 
 
While future use in stand-alone solar plants using low temperature turbines was envisaged by 
earlier proponents of CLFR technology (Mills and Morrison (2000), Mills et al. (2003), Mills 
(2004), Mills et al. (2004a), Bernhard et al. (2008)), most recent work seems to be focusing 
on steam production and industrial process heat (Mills et al., (2004b), Zahler et al., (2009)). 
 
A stand-alone plant model complete with superheated two-stage turbine is provided in SAM. 







2.4 Central receiver systems 
A central receiver system may be considered as a large paraboloid, discretised into multiple 
heliostats, focusing sunlight onto a tower-mounted solar receiver (Figure 2-4). Optical 
concentration factors ranging from to 200 to 1000 result in high solar fluxes impinging on the 
receiver which in turn results in relatively high working temperatures in the region of 1000°C. 
This allows the thermal energy generated to be converted to electricity via either a Rankine or 
Brayton cycle. This aspect combined with cost-effective TES make central receiver power 
plants flexible and easy to integrate with fossil fuel plants. 
 
Figure 2-4: Central receiver system (German Energy Agency, 2009) 
 
The main components of CRS power plants are heliostats, a central receiver, a HTF, an 
energy storage system and a power plant. There are similarities in many of the components 
and processes of CRS and parabolic trough power plants. However, the higher temperatures 
generated by CRS affect the overall design and operation of the plants in such a way that their 
systems are markedly different to parabolic trough systems.  
 
Three technologies are being evaluated for the capture and transport of solar-generated heat: 
molten salt technology, volumetric air technology, and saturated steam technology. 
Volumetric air technology may be open or closed loop. Each capture technology may be 
optimally paired to a power plant technology. For example, molten salt and saturated steam 
are suited to a Rankine cycle and volumetric air technology lends itself to a Brayton cycle. 
These technologies will therefore be discussed briefly before investigating the major CRS 






Table 2-4 provides a listing of experimental CRS power plants that have been commissioned 
but may not be in current operation, and provides a few useful metrics for high-level analysis 
of the differing technologies utilised. From these data it is observed that most experimental 
CRS power plants are small demonstration systems between 0.5 and 10 MW that were built in 
the 1980’s (Romero et al., 2002). 
 
Table 2-4: Central receiver system power plant projects worldwide (Wagner, 2008) 









SSPS Spain 0.5 Liquid 
Sodium 
Sodium 1981 
ERUELIOS Italy 1 Steam Nitrate 
Salt/Water 
1981 
SUNSHINE Japan 1 Steam Nitrate 
Salt/Water 
1981 
Solar One United 
States 
10 Steam Oil/Rock 1982 
CESA-1 Spain 1 Steam Nitrate Salt 1982 
MSEE/Cat B United 
States 
1 Nitrate Salt Nitrate Salt 1983 
THEMIS France 2.5 Hitec Salt Hitec Salt 1984 
SPP-5 Russia 5 Steam Water/Steam 1986 
TSA Spain 1 Air Ceramic 1993 
Solar II United 
States 
10 Nitrate Salt Nitrate Salt 1996 





PS10 Spain 11 Steam Steam 2007 
PS20 Spain 20 Steam * * 





Germany 1.5 Steam Water/Steam 2009 
 
2.4.1 Molten salt technology 
A typical molten-salt CRS power plant consists of two molten salt containing tanks. One at a 
temperature of around 560 ºC termed the hot tank and another around 300 ºC termed the cold 
tank. The other usual components of any CSP plant also are present. This includes a heliostat 
field of several hundred or thousand heliostats, a central receiver, a steam turbine and a few 
pumps to circulate the molten salt working fluid. When sufficient beam insolation exists, 
molten salt is pumped from the cold tank up the tower to the central receiver. There it is 
heated to between 500ºC and 600ºC and then gravity fed to the hot tank. Here it is stored until 
power is required from the plant. Then it is pumped to a superheater and heat-exchanger 





Once the salt has been used to generate steam it is returned to the cold tank so it can start the 
cycle again. 
 
A useful summary of the operating modes of a molten-salt CRS power plant is provided by 
Burgaleta et al. (2009). This technology is being deployed in the GEMASOLAR plant located 
in Fuentes de Andalucía, Spain which started operation in 2011. 
 
Wagner (2008) developed components for a molten salt CRS performance model at the 
University of Wisconsin – Madison. These components are used within the SAM Power 
Tower Molten Salt model to predict the performance of this system. This model is used in 
chapter 4 to compare central receiver technology to the other CSP technologies. 
 
2.4.2 Open or closed loop volumetric air technologies 
The use of air as a working fluid for CRS power plants has been demonstrated since the early 
1980s (Romero et al., 2002). The appeal of using air lies in its environmentally friendly 
characteristics, lack of troublesome phase changes, higher working temperatures, and easy 
operation and maintenance. Operational problems in several plants like Solar One in the USA, 
EURELIOS in Italy, and CESA-1 in Spain made it clear that tubular air receivers were not 
practical.  
 
Volumetric air receivers solve a significant number of the practical short-comings of tubular 
air receivers. Highly porous structures absorb concentrated solar radiation inside the volume 
of the volumetric receiver as opposed to the outer surface of a tubular receiver. Air (the heat 
transfer medium) is forced through the porous structure and is heated by convective heat 
transfer.  
 
Volumetric absorbers are frequently made from thin heat-resistant wires, or from metallic or 
ceramic open-cell matrix structures. A good volumetric absorber displays the so-called 
volumetric effect, where the absorber temperature on the irradiated side of the absorber is 
lower than the temperature of the heat transfer medium leaving the absorber. 
 
2.4.3 Saturated steam technology 
Production of superheated steam from the solar flux impinging on the solar receiver has been 
demonstrated in several plants like Solar One in the USA, EURELIOS in Italy and CESA-1 in 





zones with dissimilar heat transfer coefficients as reported by Romero et al. (2002). Romero 
et al. (2002) also state that better results regarding absorber panel life and controllability have 
been reported for saturated steam receivers. Even though utilizing saturated steam receivers 
reduces technical risks, the outlet temperatures are significantly lower than those of 
superheated steam, making it necessary to find applications where saturated steam technology 
can be integrated into processes where fossil fuel provides superheating. 
 
A drawback of direct steam central receiver technology is that it does not allow for TES. This 
disadvantages the technology in the South African context, as the national daily load profile 
(Davis et al., 2011) occurs outside the peak daily DNI window, necessitating TES to meet the 
demand. Hence, the SAM “Power Tower Direct Steam” performance model was not used to 
evaluate CRS technology in chapter 5. 
 
2.4.4 The heliostat field 
Wagner (2008) states that in order to obtain the required solar flux at the central receiver, 
heliostats need to reflect solar radiation distances on the order of 1 km or more for large 
plants. Consequently the considerable average distance between each heliostat and the 
receiver requires precise construction, installation and control of the heliostats to reduce 
optical losses. This results in the heliostat field capital cost being disproportionately large 
with respect to the overall power plant cost.  Work by Ortega, et al. (2006) notes that the 
heliostat field capital cost can range from 30% to 40% of the total plant capital costs. As a 
result, careful optimisation of the capital-intensive heliostat field is essential for an 
economically viable CRS. 
 
The number of heliostats in each CRS varies but is generally large–on the order of thousands 
to provide sufficient heat on the receiver. The energy received by the central receiver is a 
function of the direct normal radiation being reflected by the heliostats onto the receiver. This 
incident power on the receiver is in turn dependent on a few dynamics within the heliostat 
field. Wagner (2008) presented the following instructive equation which logically accounts 
for the heliostat field dynamics influencing the power incident on the receiver: 
 · · , · · Γ (2.7)
 
Where the total incident power on the central receiver surface, ; is the product of the 





field efficiency, ; and the fraction of the heliostat field that is tracking the sun and not 
having control problems, being fixed, or being cleaned, Γ. 
 
SAM calculates the heliostat field performance by calculating the total field efficiency and 
flux distribution on the receiver as a function of solar position. It therefore does not use the 
above relation to characterize heliostat field performance. 
 
The losses which influence each heliostat’s ability to provide maximum reflected solar 
radiation to the receiver are: 
 
i. Cosine effect losses 
ii. Reflection losses 
iii. Atmospheric scattering losses 
iv. Shading and blocking losses 
v. Beam radiation spillage losses 
vi. Losses related to the sun-tracking control system 
2.4.4.1 Heliostat field design 
The layout of the heliostat field is an integral part of the design of a CRS. This is because the 
heliostat distribution around the receiver determines the required height of the tower, and the 
type of receiver determines whether heliostats totally surround the receiver or are located only 
on one side of the receiver (south in the southern hemisphere). 
 
Wagner (2008) provides the correlations for designing a field using the radially staggered 
method, which is used as a starting point for the circular field optimization wizard employed 
in the Power Tower model in SAM. 
   
2.4.5 The central receiver 
The central receiver must be capable of surviving very high temperatures as well as the 
environmental conditions. Large thermal gradients that may occur on the receiver face as the 
plant goes from standby to running in a matter of minutes and as the aiming of the various 
heliostats settles.  
 
There are two main classes of cavity receivers: external cylindrical-shaped receivers and 
cavity concave-shaped receivers. Both types have their advantages and disadvantages. 





more efficient by being more detached from ambient condition induced losses. Likewise, 
external receivers are more exposed to the elements and hence have higher convection and 
radiation losses while cavity receivers limit the amount of sunlight that can be reflected from 
the heliostat field due to their smaller acceptance angle. 
 
It is also important to note that the solar field layout is determined by the type of receiver. An 
external receiver can accommodate a 360° heliostat field, while a cavity receiver can only 
optimally use heliostats placed within a wedge subtending approximately 109° from the 
center of the receiver. 
 
Both external and cavity receivers can be modelled in SAM. The solar field and receiver 
optimization wizard within SAM shows that due to the cavity receiver requiring more rows of 
heliostats in a wedge, as opposed to the shallower, circular row structure for an external 
receiver, a cavity receiver is required to be located considerably higher from the ground. The 
cavity receiver’s aperture is also required to be significantly wider and higher than an external 
receiver catering for a heliostat field of the same solar multiple. This suggests that the cost of 
a cavity receiver will be significantly higher than an equivalent external receiver.     
 
2.4.6 Power cycle technology 
Rankine or Brayton cycles are suitable for CRS power plants. The Rankine cycle for a CRS is 
as described in section 2.2.5. For a more detailed discussion, Wagner (2008) has separated the 
CRS Rankine cycle into five major components for which he provides mathematical 
relationships as well as parameters which are used in SAM. Since the HTF entering the super-
heater is at a higher temperature than in a parabolic trough system. It is expected that the 
Rankine cycle of a CRS plant will have lower parasitic loss than that of a parabolic trough 
plant. 
 
The Brayton cycle may employ either an open-loop system where air is used as the energy 
transfer medium or a closed-loop system where an inert gas like nitrogen or helium (Forsberg 
et al., 2007) can be used. SAM does not contain a Brayton cycle model for a CRS power 
plant. 
 
Kröger (2011) proposed the Stellenbosch University Solar Power Thermodynamic 
(SUNSPOT) cycle in 2008. The SUNSPOT cycle consists of a primary Brayton cycle and a 
secondary Rankine cycle. This combined cycle is envisaged for use with a central receiver 





run the Rankine cycle and heat the rock bed during the day. After sunset, the hot air from the 
rock bed is passed through a boiler which generates steam to run the Rankine cycle. The 
cooling for the Rankine cycle is thus required at night when ambient temperatures are 
significantly lower, making dry-cooling more effective.   
 
 
2.5 Dish-engine systems 
The major parts of a dish-engine system as shown in Figure 2-5 are the solar concentrator and 
the power conversion unit. The concentrator typically approximates a 3D paraboloid tracking 
the sun. Its size is limited to 100 m2 to 400 m2 in practice due to wind load constraints 
(Müller-Steinhagen and Trieb, 2004). The power conversion unit includes the thermal 
receiver and the heat engine. The thermal receiver absorbs insolation focused on it by the 
solar concentrator. It then converts the insolation into heat and transfers this heat to the heat 
engine. A set of helium or hydrogen cooled tubes make up the thermal receiver. The helium 
or hydrogen serve as the heat engine’s working fluid as they transfer heat. Alternative thermal 
receivers use an intermediate fluid in heat pipes which boil and transfer the heat to the engine 
as they condense. The engine subsystem takes heat from the thermal receiver and converts it 




Figure 2-5: Dish-engine system (German Energy Agency, 2009) 
 
 
Dish-engine systems are efficient, modular, operated autonomously, and can be easily 
hybridized when a Brayton cycle engine is used. Dish-engine systems utilising a Stirling 





energy conversion to grid-read electricity (Andraka and Powell, 2008). Therefore, dish-engine 
systems have potential to become a very cost-effective source of solar energy.  
 
An energy balance equation highlights the parameters influencing the design of dish-engine 
systems. Stine and Diver (1994) present a useful straightforward energy balance equation 
which unites the expressions more recently listed by Duffie and Beckman (2006) regarding 
thermal, optical and concentrating performance of concentrating collectors. Stine and Diver 
(1994) term the following equation “the fundamental solar collection equation”, and define it 
as: 
, cos  (2.8)
 
 
where  is the useful heat; ,  the incident horizontal beam radiation;  the 
concentrator aperture area;  the fraction of concentrator aperture area not shaded by receiver, 
struts and other dish-engine components;  the incidence angle (should be 0º as dish tracks 
sun);  the concentrator surface reflectance;  the capture fraction or intercept (fraction of 
energy reflected by the concentrator into the receiver);  the transmittance of anything 
between the concentrator and receiver (like a glass window covering the receiver);  the 
receiver absorptance;  the receiver aperture area;  the convection-conduction heat-loss 
coefficient for air currents within the receiver cavity and conduction through receiver walls; 
 the receiver operating temperature;  the ambient temperature;  Stefan-Boltzmann 
radiant-energy transfer constant; and  the equivalent radiative conductance. 
 
While this fundamental equation is useful, Fraser (2008) found that the most accurate 
modelling results were obtained by creating a detailed model of each major component. His 
work was incorporated into the “Dish Stirling” model in SAM. In the following sections the 
major components of a dish-engine system are discussed.  
  
2.5.1 Concentrating dish collector 
The ideal shape of a dish-engine solar concentrating collector is a paraboloid of revolution. 
This shape is sometimes approximated by many, spherically-shaped mirrors mounted on a 
truss structure. 
 
For the concentrator to effectively focus the DNI it receives onto the solar receiver, it requires 





For example, Wizard Power in Australia utilises large (approximately 1.2 m x 1.2 m), thin 
(about 1 mm thick), low iron content, curved (30 m radius) glass mirror panels in their 
concentrator (Wizard Power, 2011). They claim a reflectivity of greater than 93%. 
 
When considering the design of a concentrator, the geometric concentration ratio is used to 
estimate the solar flux reflected by the concentrator to the receiver. Stine and Diver (1994) 





This shows the relationship between the accuracy of the optics in the concentrator and its 
associated cost and the lower concentration ratios achievable by less precise and more cost-
effective concentrator optics. An optimal trade-off must be achieved between these two to 
design an effective concentrator.  
  
The more significant ratio is the optical concentration. This is the flux intensity at a point on 
the receiver divided by the insolation on the concentrator as reported by Stine and Diver 
(1994). Stine and Diver (1994) highlight the non-uniform flux produced by real concentrators 
on receivers. They state three to five times geometric concentration ratio fluxes are normally 
developed on the receiver in certain areas and lower fluxes in others. This is of concern due to 
the high DNI levels in Upington. Actual concentrator optics result in complicated high and 
low flux levels on the receiver. This generates hot-spots which could reduce the operating life 
of the receiver and possibly damage the solar absorption interface. 
 
The discussion of concentrator optics is incomplete without listing the optical errors which 
introduce losses for real concentrators. Table 2-5 describes methods of reducing optical errors 














Table 2-5: Optical errors of dish concentrators 
Optical Error Definition Source of Error Possible Amelioration 
Slope Error 
Angle by which actual 
concentrator surface slope 




manufacture will not 
totally remove this error 
Facet Alignment 
Error 
When facets are used to 
approximate a paraboloid and 
are not aimed perfectly 
Use of facets, and 
inability to aim all 
facets perfectly 
Precision aiming of facets 
will help reduce error but 
not totally remove it 
Nonspecular 
Reflectance 
Reflective surface diffusing 
reflected beam radiation 
Reflective material 
used on concentrator 
Use glass-like reflector 
instead of polished metal 




Mechanical alignment of 
concentrator and receiver and 





Precise tolerances and 
precision tracking 
algorithms may reduce 
error but some of the error 
is random in nature 
Sunshape 
Apparent width of the sun 
causing reflected image to 
spread and pass receiver 
The sun is not a 
point source of light None 
 
A secondary reflector or concentrator on the receiver (usually a trumpet shaped device placed 
on the receiver aperture) can reduce optical error, and is seen on many dish-engine prototypes. 
The support structure for the concentrator requires considerable structural design and 
variations have been developed by Wizard Power (2011) and Infinia Corporation (2011). The 
most mentioned designs in the literature are space frame, mirror subframe supports, and using 
a stretched membrane as the concentrator.  
 
The entire dish-engine assembly is required to track the sun in both azimuth and elevation in 
order to maintain an insolation incidence angle of 0°. Polar tracking is mentioned as an 
alternative to azimuth-elevation tracking in the literature. The efficiency of the concentrator 
( ) is defined by Stine and Diver (1994) as: 
 
 cos  (2.10)
 
where  is the fraction of concentrator aperture area not shaded by receiver,  the insolation 
incidence angle,  the concentrator surface reflectance and  the fraction of energy reflected 
by the concentrator into the receiver. 
 
Fraser (2008) developed a collector model which is used in SAM, and described it with the 
following equations: 
 






 , , 1.0
, , 0 
 
where the solar power intercepted by the receiver ( , ) is given by: 
 =
 = Projected area of mirror 
 Direct normal insolation 
 = Mirror reflectivity 
 = Intercept factor 
 = 1 or 0 
,
 = Shading factor 
The wind cut-out velocity ( , ), is the wind velocity at which the concentrator must 
be moved to the stow position to avoid damage. The intercept factor is constant after the 
mirrors of a manufactured collector system have been adjusted for a specified receiver 
aperture diameter (Fraser, 2008). 
 
2.5.2 Solar receiver 
The solar receiver absorbs incident radiation reflected by the concentrating dish collector and 
transfers the concentrated energy to the working fluid of the engine. A solar receiver can 
either have its absorbing surface open to the solar flux from the concentrator (this is 
sometimes termed omnidirectional) or have a glass window often termed an aperture between 
its absorbing surface and the concentrator (these are termed cavity receivers).  
 
External (open) receivers must handle very high solar fluxes and as a result the materials may 
be thermally overstressed. They are also more susceptible to significant radiation, convection 
and conduction losses due to wind, altitude and environmental conditions.   
 
Cavity receivers allow the absorber surface to be recessed from the focal point of the 
concentrator and hence allow the flux to be directed towards the absorber from the reflective 
cavity walls. This reduces the solar flux gradients across the absorber, which makes for a 
more uniform flux distribution at a higher more controlled temperature. 
 
Cavity receivers consist of an aperture at the focus of the concentrator to reduce radiation and 
convection heat losses, and an absorbing interface recessed behind the focus to reduce the 
flux intensity incident on it. The receiver is the interface between the concentrator and the 






Two ranges of engine receivers are used in dish-engine systems, namely Stirling engine 
receivers and Brayton engine receivers. Stirling engine receivers use insolation energy to heat 
helium or hydrogen working gas under pressure while Brayton engine receivers transfer 
insolation energy to a conventional combustion cycle. 
 
Stine and Diver (1994) reported that only cavity receivers have been implemented in Stirling-
engined dish setups due to their lower heat loss at higher temperatures. They also quote 
efficiencies of 80% to 90% in energy delivered by the concentrator to the engine. 
 
Brayton engine receivers are less advanced. Buck et al. (1996) reported on a short term 
operation of a volumetric Brayton receiver and postulate an efficiency of over 80% based on 
their measurements. 
 
Stine and Diver (1994) present a practical receiver thermal performance evaluation equation 
based on their fundamental solar collection equation which illustrates which attributes of the 
receiver need to be maximized and which need to be minimized. They define the efficiency of 






From this equation it can be seen that increasing the cover transmittance and absorbing 
surface absorptance, while decreasing the operating temperature and conduction, convection 
and radiation losses will result in an optimal receiver efficiency. 
 
 
Fraser’s (2008) receiver model is used in SAM. Input energy is received from the collector 
model listed in the previous section, and then accounts for the location- and time-dependent 
radiation, convection and conduction losses. It can be described with the following equation: 
 
 , , , , ,  (2.13)
 
Where the power output of the receiver delivered to the Stirling engine ( , ) is given by the 
previously defined solar power intercepted by the receiver ( , ) diminished by the rate of- 





( ), heat loss from the receiver by natural and forced convection ( , ), and radiation 
emitted out of the receiver aperture ( , ). 
 
2.5.3 Engines 
Two power cycles can be used to convert the concentrated solar radiation on the receiver to 
mechanical power: the Stirling and Brayton cycle. The mechanical power is then converted to 
electrical power by an electric generator or alternator. 
 
The Stirling cycle uses an external source of heat to expand a working gas which then drives a 
piston in a cylinder or singular displacer. This motion is then converted to electrical energy 
via either a conventional or linear alternator. According to Stine and Diver (1994) the 
efficiency of a Stirling engine ( ) can be computed with the following equation: 
1  (2.14)
 
where  is the ratio of actual engine efficiency to the Carnot cycle efficiency,  the 
input heat temperature in Kelvin, and  the heat rejection temperature in Kelvin. 
 





where engine efficiency ( ), is given by dividing the net power from manufacturer or test 
data less a parasitic power loss estimate ( ) by the power input to the engine predicted by 
the collector and receiver models listed in the preceding sections ( , ). 
 
By using radiation data for one day, Fraser (2008) then computes the efficiency curve, which 
can be obtained with the following curve-fit polynomial: 
 
 , · , · ,  (2.16)
 
where ,  and  are constants and coefficients required for this polynomial to fit the 
curve of the Stirling engine efficiency data from the WGA system taken on 26 April 2004. 
  






 _ , · ,  (2.17)
 
Fraser (2008) includes terms for operating pressure, compression space, and expansion space 
to improve the accuracy of the model and it is used as such in SAM. 
 
The cooling system of a Stirling engine represents a significant parasitic power loss to the 
Dish-engine system. Fraser (2008) describes the cooling system performance model used in 
SAM in section 3.4 of his thesis. 
 
The Brayton or gas cycle produces power by the controlled burning of fuel. The Brayton 
engine therefore compresses air, adds fuel and combusts it in much the same way as an Otto 
or Diesel cycle engine. A Brayton engine utilised in a dish-engine system replaces or 
supplements the fuel with solar heat. The expanding hot gas does net work. A turbine and 
alternator capture the energy produced by the expanding gas. 
 
Brayton engines were predicted to have an engine size dependent thermal-to-electric 
efficiency of between 28.5% and 33% by Gallup and Kesseli (1994). A model for a dish-
engine system with a Brayton cycle does not exist in SAM. 
2.5.4 Overall system 
The overall dish-engine efficiency is the product of the efficiencies of each component of the 
system. The term “solar-to-electric conversion efficiency” is often used to describe this 
attribute of a solar power plant. Gross ( , ) and net ( , ) efficiencies of a dish-
engine system are given by Stine and Diver’s (1994) relations listed below: 
 







Where  is the alternator efficiency and  the amount of power used for tracking 





3. SOLAR ENERGY AVAILABILITY AT UPINGTON 
3.1 Introduction 
South Africa receives very high levels of solar radiation compared to the rest of the World 
(DME, 2003). South Africa’s average daily solar radiation varies between 4.5 kWh/m2 and 
6.5 kWh/m2 (16 MJ/m2 and 23 MJ/m2) (Stassen, 1996). Figure 3-1 depicts the considerable 
solar resource for CSP generation in South Africa by mapping the annual solar radiation 
(direct and diffuse) across the country. 
 
Figure 3-1: Average annual and monthly solar energy received per horizontal square metre 
[MJ/m2] (SARERD, 2006) 
 
According to the Environmental Impact Assessment (EIA) performed by Eskom, Upington 
has one of the most favourable, if not the best Direct Normal Radiation (DNR) level in the 
world as shown in Table 3-1. 
Table 3-1: International solar potential relative to South Africa 




Upington, Northern Cape, South Africa 28°S 2995 100% 
Barstow, California, USA 35°N 2725 92% 
Las Vegas, Nevada, USA 36°N 2573 87% 
Albuquerque, New Mexico, USA 35°N 2443 83% 
Northern Mexico 26 - 30°N 2835 96% 
Wadi Rum, Jordan 30°N 2500 85% 
Ouarzazate, Morocco 31°N 2364 80% 
Crete 35°N 2293 78% 
Jodhpur, India 26°N 2200 74% 
Spain 34°N 2100 71% 





There are multiple sources of data characterizing sun strength in South Africa, including: 
 
i. Pyranometer measurements at a ground station 
Here the pyranometer’s accuracy, spectral sensitivity and regular calibration determine the 
correctness of the resulting global and diffuse irradiation data. 
 
ii. Sunshine hour measurements at a ground station  
Global irradiation at a specified site can be estimated from the percentage of sunshine 
measured during an hour. To estimate the diffuse radiation a clearness index must be used 
which further decreases the accuracy. 
 
iii. Irradiation measurements from a satellite 
Where a ground measurement station does not exist satellite measurements are the only 
indication of the solar resource at a site in question. The disadvantage of satellite observations 
is that they are unable to account for site-specific microclimate effects. 
 
The period between data points in these irradiation datasets can vary from 5 minutes to 
monthly averages (Bekker, 2007). Bekker (2007) proposes the following classification system 
(Table 3-2) for grading the accuracy and resolution of solar radiation data. 
 
Table 3-2: South African irradiation data accuracy and resolution classification system  
(Bekker, 2007) 




accuracy < 1%, data 
accuracy < 10% 
A A Daily measurements, 5- or 10-minute intervals 
Estimates from hourly 
sunshine hour 
measurements 
B B Daily measurements, 1-hour intervals 





D D Daily or monthly average only 
 
The data grade is written as accuracy:resolution. For example, non-calibrated pyranometer 
derived 1-hour interval data will be classified as D:B. 
3.2 Data analysis 
Six datasets were analysed for an estimation of the solar resource at Upington (28°4’S, 





pyranometer readings from the South African Weather Service (SAWS) measurement station 
in Upington (Kruger and Esterhuyse, 2005). The second data source is the NREL 
Climatological Solar Radiation (CSR) model for Africa (Solar and Wind Energy Resource 
Assessment, 2007). The third is the Surface meteorology and Solar Energy (SSE) resource 
from the NASA Atmospheric Science Data Center (NASA, 2008). The fourth consists of 
hourly Direct Normal Irradiance (DNI) readings taken from unspecified equipment at 
Olyfenhoutsdrif, near Upington (28°28.095'S, 21° 4.291'E) by Eskom’s Sustainability and 
Innovation Department (Eskom, 2010b). The fifth set is a compilation of Direct Normal 
Irradiance and other meteorological data by Weather Analytics Inc developed for use in 
modelling (Khuen, 2011). The sixth dataset is a typical meteorological year obtained from the 
Centre for Renewable and Sustainable Energy Studies (CRSES) at Stellenbosch University.  
 
3.2.1 SAWS pyranometer data  
The SAWS (South African Weather Bureau (SAWB) at the time) employed a Kipp and 
Zonen CM5 Pyranometer to measure radiation intensity on a horizontal surface in the 
meteorological wavelength band of 0.3     2.8   from 1964 to 1992 which was a 
total of twenty-eight years. Global and diffuse radiation were measured hourly at local 
apparent solar time. Both global and diffuse components were measured in kilojoules per 
square metre per hour ( /  / ).  
 
Solar radiation measurements were managed by CB Archer who at the time was recognized as 
a dedicated and meticulous technician and scientist (Coetzee, 2009). According to Coetzee 
(2009), the SAWS network of sensors, which included those in Upington, was calibrated with 
a PMO6 absolute cavity radiometer developed at the Physikalisch-Meteorologisches 
Observatorium, Davos serving as the World Radiation Center (PMOD/WRC). The Upington 
instrument was calibrated every four years at the PMOD/WRC until 1995, ensuring 
traceability to the World Radiometric Reference (WRR) maintained by the World 
Meteorological Organisation. 
 
The overall uncertainty in the WRR scale is reported by Myers (2003) to be 0.35%. There 
may be an additional 0.1% transfer uncertainty between the PMO6 absolute cavity radiometer 
at PMOD/WRC and the primary cavity radiometer used to calibrate the SAWS sensor 
network. Therefore, the uncertainty in the reference irradiance direct beam component 






Until early 1990 regular data submissions were made from the sensor network (including 
Upington) to the World Radiation Data Center (WRDC) in St. Petersburg. Power and Mills 
(2005) describe the measurements from the South African sensor network as high-quality 
with standardized instrumentation and calibration procedures. According to Power and Mills 
(2005) and Coetzee (2009) appropriate shadowband correction factors were applied to the 
pyranometers’ diffuse radiation data and the uncertainty associated with the measured global 
and diffuse irradiance values is projected by Power and Mills (2005) to be less than 2%. On 
inspection, however, it was found that numerous days contained missing data and in some 
cases identical measurements were recorded for several consecutive hour-long periods, which 
casts doubt on the overall quality of the dataset. Although it is not possible to verify the 
accuracy of the measurements, it is unlikely that the uncertainty associated with the data falls 
within the expected 2%. This dataset can be classified as A:B.  
 
3.2.2 NREL CSR model data for Africa 
In 1995 NREL under the U.S. Department of Energy Resource Assessment Program, started 
the Data Grid Task. Maxwell, George, and Wilcox (1998) developed a Climatological Solar 
Radiation (CSR) Model which uses atmospheric condition information to accurately estimate 
global insolation (direct and diffuse) on a horizontal surface. 
  
NREL states that, where possible, the data are validated with existing ground measurement 
station data. Maxwell et al., (1998) claim an accuracy of ±5% of a true measured value within 
a grid cell when input data are accurate.  
 
The CSR model is a simplification of the Meteorological Statistical Model (METSTAT). It 
performs an iterative solar radiation energy calculation every 5 minutes from daybreak to 
sundown in a specific area one day each month when the daily-global extraterrestrial radiation 
( ) equals the monthly-averaged daily extraterrestrial radiation ( ) (Maxwell et al., 1998). 
Five-minute values are then summarised to arrive at a global, daily value using METSTAT 
algorithms. It is not known if data from Upington were used to validate the data in the model. 
This dataset can be graded as C:C. 
3.2.3 NASA SSE global dataset 
The NASA SSE global dataset contains 22 years (July 1983 to June 2006) of over 200 
satellite-derived meteorology and solar energy metrics at a resolution of 1° by 1°. These 






Solar radiation data for SSE Release 6.0 were gathered from the NASA Science Mission 
Directorate’s satellite and re-analysis research programs. Regression analysis of SSE versus 
the Baseline Surface Radiation Network (BSRN) monthly averaged values for global 
horizontal radiation, horizontal diffuse radiation, and direct normal radiation produce root 
mean squared error percentages of between 8.71% and 54.14%. A point of interest is that one 
of the BSRN measurement stations used to determine the accuracy of the SSE dataset was in 
De Aar, which is approximately 350 km from Upington and has very similar meteorological 
conditions. The work involved in the establishment and operation of the station is detailed by 
Esterhuyse (2004). A detailed description of the methodology used to arrive at the dataset is 
provided by NASA (2009). The SSE dataset can be graded C:B. 
 
3.2.4 Eskom Sustainability and Innovation Department data 
South African utility Eskom has made some measured solar data in the Northern Cape 
available to the public (Eskom, 2010b). These data were measured by their Sustainability and 
Innovation Department from November 2006 to 22 April 2010 and include Direct Normal 
Irradiance (in Olyfenhoutsdrif’s case), wind speed and direction at 9m above ground, air 
temperature, relative humidity, and barometric pressure. 
 
Although Eskom does not warrant the data, they are useful for checking against the other 
datasets evaluated here. Some of the stations have long gaps in their data logs (many missing 
data points) due to “downtime on the equipment” (Eskom, 2010b, 1) which are thought to be 
due to tracker and power supply problems. Despite significant periods of missing data this 
dataset can be graded D:B, and may even be graded A:B if proof of measurement instrument 
calibration is obtained from Eskom. 
 
3.2.5 Weather Analytics data 
Weather Analytics Incorporated provides “commercial grade” weather data for energy use 
profiling, modelling and management. One of their offerings is a typical meteorological year 
hourly time series dataset. The data are provided in either a Typical Meteorological Year 
(TMY) format or an EnergyPlus Weather (EPW) format. These formats are compatible with 
SAM. 
 
The files are constructed using techniques approved by the United States Department of 
Energy (DOE) based on the most current 30 years of available data specific to the required 





technique the Sensor Point System. This system is based on the National Oceanic and 
Atmospheric Administration’s (NOAA) National Centers for Environmental Prediction 
(NCEP) Climate Forecast System Reanalysis (CFSR) model (Weather Analytics Inc., 2011). 
 
These files have value in providing a typical profile of a site in any given year and have been 
used as a building design aid. The files have limits though, as they do not profile the year to 
year range of climate and solar radiation variations very well (Khuen, 2011). This is better 
achieved with consecutive actual meteorological year data. This dataset can be graded as B:B.  
 
3.2.6 CRSES data 
The Centre for Renewable and Sustainable Energy Studies (CRSES) at Stellenbosch 
University has a METEONORM software license. The METEONORM computer program 
was developed by Meteotest in Switzerland as “a comprehensive climatological database for 
solar energy applications” (Meteotest, 2010a: 1). A typical meteorological year for Upington 
generated by METEONORM in EPW format was provided to attendees of the CRSES Solar 
Advisor Model CSP and PV Simulation Software Training on 1 June 2011 to 2 June 2011. 
 
Meteotest (2010a) use ground measurements from stations in their global database. According 
to their listings Upington is station ID 4021. Thus it can be assumed that ground 
measurements were used as their input. For periods where ground measurements were not 
available a combination of neighbouring ground station measurements and satellite data are 
interpolated to produce the required results. The global radiation data used by METEONORM 
were quality controlled using six separate procedures including physical probability checks, 
time series analysis and cloud data comparison. Tests performed by Meteotest (2010a) to 
check the accuracy of their interpolation techniques yielded a monthly global radiation root 
mean square error of only nine percent. Therefore, this dataset may be graded as A:B. 
 
3.3 Calculation methodology and results 
 
3.3.1 SAWS pyranometer calculations 
The first part of the calculation procedure was the analysis of the input data. Upon inspection 
of the dataset, it was found that eighteen of the twenty-eight years had between two and 
ninety-two days of missing measurements. The days with recorded and missing 





introduced by the missing readings was to use only those years with fewer than five missing 
readings per month, of which there are eight. 
 
Table 3-3: Radiometric analysis for Upington SAWS pyranometer data 
Year 
Days with recorded 
measurements 
Days with missing 
measurements 
1964 274 92 
1965 344 21 
1966 365 0 
1967 365 0 
1968 332 34 
1969 344 21 
1970 332 33 
1971 361 4 
1972 358 8 
1973 361 4 
1974 342 23 
1975 349 16 
1976 340 26 
1977 355 10 
1978 356 9 
1979 359 6 
1980 366 32 
1981 365 0 
1982 365 0 
1983 334 31 
1984 364 2 
1985 365 28 
1986 365 0 
1987 365 0 
1988 336 30 
1989 365 0 
1990 365 0 
1991 363 2 
1992 363 3 
 
The second part of the calculation was to relate each hourly measurement of total and diffuse 
radiation to the fundamental geometric relationships described in Appendix A, including 
declination, solar time, hour angle, zenith angle and sunset hour angle. These were used to 
calculate hourly, daily and monthly extraterrestrial radiation from which hourly, daily and 
monthly clearness indices and diffuse fractions could be computed.  
 









where  is the total hourly solar radiation,  is the zenith angle and  the hourly diffuse 
radiation. The use of an averaged value of  for each hour interval introduces additional error 
but was considered unavoidable in producing results. Assuming a perfect tracking surface 




Daily- and monthly beam radiation (  and  respectively) were calculated using the 






where  and  are the daily- and monthly total radiation respectively and  and  are the 
daily- and monthly diffuse radiation respectively. 
 
It was found that estimating beam radiation using hourly, daily and monthly clearness indices 
( ,  and ) produced very conservative results when compared to directly calculating 
beam radiation from the measurements. 
 
In contrast, the calculated values of daily extraterrestrial radiation ( ) using the method 
proposed by Duffie and Beckman (2006) produced a more optimistic results than 
straightforwardly averaging hourly extraterrestrial radiation ( ) and forcing the negative 
values to zero. The difference in the two results was largest in the beginning and end of the 
year and smallest in the middle of the year towards August. The distribution of the difference 
was reminiscent of a normal distribution with least error normalized around the middle of the 
year and the largest errors being found on either extremes of each calendar year. 
 
Daily direct normal radiation (DNR) per square metre was calculated by summing the hourly 
beam radiation over a 24 hour period and converting the measurements from kJ/m2/day to 
kWh/m2/day. These energy values were then averaged to yield a monthly daily average. 



































3.3.2 NREL CSR model calculations  
The CSR model dataset is well laid-out and accessing final monthly averaged radiation values 
is uncomplicated. A 40 km by 40 km cell of interest is selected and its number is inserted in 
the model. The model then uses a database to find the associated monthly average radiation 
values as an annual average. The output of the model for the 40 km by 40 km cell including 
Upington is displayed in Figure 3-3 below. 
 






























3.3.3 NASA SSE calculations 
The different parameters of the SSE dataset were downloaded into Microsoft Excel for 




























Figure 3-4: NASA SSE monthly averaged solar radiation 
 
3.3.4 Eskom data calculations 
The Eskom data were consolidated into spreadsheets containing the hourly Direct Normal 
Irradiance (DNI) for each year, from which daily and monthly averages were calculated. The 
2006 measurements could not be used as they were only for November and December, and 
the same applied for the 2010 measurements as they only covered January to April. From 
January to June 2007 the measurement instrument was down, providing only intermittent data 
from September to December 2007. 
 
As a result of this only the measurements from 2008 and 2009 were considered. Despite being 
more comprehensive than the other years of measured data, a meaningful number of data 
points were missing in these datasets. The number of missing data points appear to congregate 
around the winter months of June and July in both 2008 and 2009. June 2009 had 10 entire 
days without any data and 14 other days with incomplete data. Similarly July 2008 had 27 
days with varying numbers of hourly data points missing in the record. 
 
These findings were problematic since the average radiation presented here is determined 
cumulatively, so replacing missing data points with zero values to obtain a more accurate 





data points the larger the variance between the actual DNI and the average calculated from the 
data set. A summary of the missing data in the set is provided in Table 3-4. This monthly 
averaged DNI was found to be 6.7 kWh/m2/day, with the results shown in Figure 3-5. 
Introducing a synthetic average for missing values produces a more realistic result (Figure 
3-6). 
Table 3-4: Summary of missing measurements in Eskom dataset 
Year 
No. of days with 
incomplete 
measurements 




No. of days in 
month with 
missing readings 




2009 29 596 May 5 June 24 
 
 





















Figure 3-6: Eskom monthly averaged hourly DNI with synthetic averages inserted in missing 




























These results show good agreement with both satellite and ground-based measurements. The 
average of these results was adopted as the quantitative result of this dataset. 
 
3.3.5 Weather Analytics data calculations 
The Weather Analytics data are in the EPW file format and were converted into a spreadsheet. 
The column headers for each meteorological measurement in the file were obtained from the 
Auxiliary EnergyPlus Programs document prepared by the University of Illinois and the 
University of California through the Ernest Orlando Lawrence Berkeley National Laboratory 
(2010). 
 
Once the headings were assigned, the data were analysed with the same techniques used on 


































3.3.6 CRSES data calculations 
The CRSES data are also in the EPW file format. Using the same technique as discussed 
above in section 3.3.5, the following results in Figure 3-8 were obtained from the 






































A comparison between the monthly average daily direct normal data obtained via the six 
approaches is given in Figure 3-9. Close agreement exists between the NASA, NREL, 
Weather Analytics and CRSES values with the SAWS readings giving noticeably higher 
DNR throughout the year, and the Eskom measurements providing significantly lower DNR 
during autumn and winter periods. All six curves show a reduction in radiation over the 
winter months, as expected. However, the degree of variability in the SAWS data again 
suggests higher random errors in the measurement process. Sources of uncertainty could 
include the inaccuracy of SAWS instruments, the use of an hourly averaged zenith angle to 
obtain DNR data from global and diffuse and the errors associated with calculating diffuse 
radiation with a shadow band. The unevenness in the Eskom measured data could arise from 
the relatively short period of data sampled (only 2 years), uncalibrated measuring instruments, 
instrument power supply problems, and unusually cloudy years during the period sampled. It 
is also possible that the Eskom instruments experienced two particularly cloudy years, 
particularly during the winter months; and that the actual values lie between the SAWS 
predictions and the Eskom measurements except for early summer where they agree and 
depart from the NASA, NREL, Weather Analytics and CRSES results. These results highlight 
the need for a greater number of calibrated permanent broadband monitoring stations 
throughout South Africa’s sunbelt. Without high-quality data it is difficult to predict the 






To arrive at a quantitative result after this analysis, each result was given a weighting from its 
dataset-grading according to Bekker’s (2007) classification system. This weighting was used 
to generate a weighted average of the six datasets investigated. A second order polynomial 
was then used to describe the weighted average of all six datasets investigated. The curve 
approximated by this polynomial is a useful check when interpreting DNR data obtained from 
the Upington area. 
 
 
Figure 3-9: Results of monthly averaged daily direct normal radiation for Upington 




























Concentrating solar power technologies operate exclusively with DNR, therefore, it helps to 
compare the preliminary results for Upington to DNR levels at international locations where 
such power plants have been implemented. Using an average of the six predicted DNR levels, 
the South African solar resource compares extremely well with several international CSP sites 
(Table 3-5). The SEGS plants of southern California, for example, are frequently held up as 
examples of the green energy revolution since they have been in operation the longest and are 
regarded as having successfully demonstrated the bulk solar thermal power concept. 
















































114°58’W Solar One 6.92 2525.8 










This result shows good agreement with a site assessment of the solar resource at Upington 
Solar Park performed by Suri et al. (2011). Suri et al. (2011) from GeoModel Solar correlated 
over four years (November 2006 to February 2011) of ground measurements from Eskom and 
Stellenbosch University with seventeen years (1994 to 2010) of SolarGIS satellite-derived 
solar radiation data to assess the DNR, GHI and Global Tilted Irradiance at the optimum 
angle of 28°. Their results are compared to findings of this study in Table 3-6. 
 
Table 3-6: Comparison of Upington data with site assessment data from Suri et al. (2011) 
Metric Suri et al. (2011) data Data from this study 
Site [Town, Province, Country] Upington Solar Park, Northern Cape, South Africa 
Upington, Northern Cape,  
South Africa 
Site coordinates [Lat., Long.] 28°32’33’’S, 21°05’18’’E 28°4’S, 21°3’E 
Site elevation [m] 820 to 920 848 
Monthly averaged daily DNR 
[kWh/m²/day] 7.72 7.72 
Annual averaged DNR 
[kWh/m²/annum] 2816 2814.06 
 
3.3.8 Modelling considerations 
System Advisor Model simulation software requires certain input data to accurately model 
CSP systems. The first set of requirements is the location information listed in Table 3-7. 
Table 3-7: Location information required by SAM 
Data description Units Upington entries 
Site identifier code/Station ID N/A 4021 
Station/Location name N/A Upington 
Station state N/A Northern Cape 
Site time zone (GMT) Hours +2 
Site latitude Degrees -28.42 
Site longitude Degrees 21.2582 





The second set of requirements is the meteorological data. SAM requires hourly data for one 
or a typical year of the measurements listed in Table 3-8. 
 
Table 3-8: Meteorological data required by SAM 
Data description Units 
Global Horizontal Insolation (GHI) W/m² 
Direct Normal Insolation (DNI) W/m² 
Direct Horizontal Insolation (DHI) W/m² 
Dry-bulb temperature ºC 
Dew-point temperature ºC 
Wet-bulb temperature ºC 
Wet-bulb temperature ºC 
Relative humidity % 
Atmospheric pressure mbar 




The NASA SSE and NREL CSR datasets investigated in this chapter did not have the hourly 
DNI readings required by SAM excluding them from use as inputs to SAM.  
 
The Weather Analytics data and the Meteonorm data provided by CRSES both had all the 
necessary meteorological data in order to successfully model CSP systems in Upington 
conditions.  
 
The SAWS solar radiation data did not have accompanying hourly dry-bulb and dew-point 
temperature, relative humidity, atmospheric pressure, wind-speed, or albedo data.  
 
The Eskom solar radiation data only had hourly direct normal insolation without any recorded 
direct horizontal or global horizontal insolation data.  
 
To overcome these difficulties it was decided to augment the input weather files for the 
SAWS and Eskom solar radiation data with hourly meteorological data for Upington from the 
CRSES dataset. 
 
Therefore the following datasets were used for modelling: 
i. The SAWS GHI, DNI and DHI data augmented with Meteonorm data from CRSES,  
ii. The Eskom DNI data augmented with Meteonorm data from CRSES,  
iii. The Weather Analytics data,  







4. MODELLING AND RESULTS 
4.1 Introduction 
This chapter covers the modelling of the technologies discussed in the preceding chapters 
using SAM software. It starts with the simulation of each technology, after which a 
comparison is presented between one representative example of each technology. 
 
4.2 Intra-technology simulation results 
To provide an equitable platform for the comparison of the different technologies it was 
decided to fix certain global parameters listed in section 4.2.1. Once these parameters are 
defined, multiple cases for each technology are considered and the results of the simulation 
are discussed. 
 
4.2.1 Global model parameters 
Since the nameplate rating of the CSP plant planned to be built by Eskom was 100 MW, it 
was decided to make the nameplate electrical output of each technology modelled 100 MWe. 
The same power dispatch schedule was assigned to each case of the simulation so that the 
performance of each technology under the required power dispatch regime determined the 
annual electric output in MWh. 
 
It was also determined to use 6 hours of thermal storage for each applicable case to cater for 
South Africa’s electricity usage profile where dominant peaks occur outside of peak DNI 
periods of the day. The motivation for selecting specific models within SAM is given in Table 
4-1. 
 
Table 4-1: SAM model choice decision register 
Technology SAM model available Model chosen Reason 
Parabolic Trough 
Parabolic Trough 
Physical Parabolic Trough 
Physical 
Not limited to components 
for which there is only 





Power Tower Molten 
Salt Power Tower Molten 
Salt 
No energy storage option 
in Power Tower Direct 
Steam model. Power Tower Direct 
Steam 
Dish-Engine Dish Stirling Dish Stirling Only one model available 
CLFR Linear Fresnel Linear Fresnel Only one model available 
 
Four of the six datasets discussed in chapter 2 were used to evaluate each technology. These 





Eskom DNI data augmented with METEONORM data from CRSES, the Weather Analytics 
data, and the Meteonorm data obtained from CRSES. 
 
Each climate input file contained a minimum of the data listed in Table 3-8 in chapter 3 and 
each heading required 8760 hourly readings with no gaps for SAM to compute the annual 
performance of the plant. 
 
Each system was specified with SAM’s default CSP plant availability of 96%. The software 
then multiplies each hour’s electrical output by 0.96 to account for plant downtime due to 
planned and unplanned maintenance. To summarise, the fixed and variable input parameters 
used in the intra-technology simulations are listed in Table 4-2. 
 
 Table 4-2: Fixed and variable input parameters for intra-technology comparison 
Fixed parameters Units Value 
Plant location - Upington, Northern Cape 
Nameplate electrical output MWe 100 
Power dispatch schedule - matched 
Fossil fuel backup - Yes† 
Hours of thermal storage hours 6*† 
Plant availability % 96 
Annual system degradation % 1 
Variable parameters Units Values 
Climate input file - SAWS, Eskom, Weather Analytics, CRSES 
Power cycle cooling method - Evaporative, Air-cooled 
    * Parameter not relevant for dish-engine model 
    † Parameter not relevant for CLFR model 
 
With the above input parameters fixed, SAM generates certain direct outputs, which are then 
presented and used as a basis for deriving other metrics which are of interest to CSP 
developers (Table 4-3). These metrics are used to compare the relative strengths of each 
technology. 
Table 4-3: Simulation outputs used for comparisons  
Direct simulation outputs Units 
Net annual electric output MWh 
Generalised gross to net 
conversion factor - 
Annual power cycle water 
usage m
3 
Annual washing water usage m3 
Total annual water usage m3 
Total land area acres converted to km2
Derived simulation outputs Units 
Energy per m³ of water  kWh/m³ 






4.2.1.1 System degradation 
A 2009 NREL review of operations and maintenance data from the SEGS plants from 1989 to 
2005 found that reflector and HCE failures accounted for 88% of total solar field component 
failure. Kutscher et al. (2010) state that reflector panel cracking or breaking due to wind 
damage were the biggest problems (58%), while HCE glass envelope breakage, vacuum loss, 
hydrogen infiltration and selective coating degradation were also significant failure items 
(30%). These failures result in plant performance degradation. A representation of these 









Figure 4-1: Illustration of damage to the collector field of an operational SEGS parabolic trough 
plant, including damaged mirror facets, missing HCE envelopes and poor cleaning maintenance. 
The plant is at Daggett, California.  
 
Linear Fresnel plants may experience similar failures as the parabolic trough plants mentioned 
above. However, Areva Solar (2012) state that their low wind profile CLFR design should 
mitigate wind damage. Long term CLFR plant operation and maintenance data are not yet 
available. 
 
Solar Two experienced heliostat tracking errors which could degrade plant performance 
(Stone and Jones, 1999). Heliostat mirror cleanliness is mentioned as a performance inhibitor 
in both Solar One (Kolb, 1991) and Solar Two (Pacheco and Gilbert, 1999), however, regular 
mirror washing as modelled below should prevent this problem. Pachecho and Gilbert (1999) 
mentioned molten salt isolation valve leaks in the receiver and steam generator system, 





insulation. These problems during the testing and evaluation program of Solar Two can be 
indicative of failures during plant operation. Long term operation and maintenance data from 
CRS plants are not yet available. 
 
Brignoli and Bombelli (2009) performed tests on the EuroDish dish-engine system from 2002 
to 2009. They found that conventional components of the EuroDish system were sources of 
failure. More dish-engine plant operational data are required to quantify performance 
degradation. 
 
More performance degradation data are available for parabolic trough plants. This does not 
necessarily mean that they require more maintenance than the other technologies evaluated. 
 
Considering the relatively low wind conditions in Upington (3.6 m/s annual average) in 
comparison to other CPS locations like Dagget, CA, USA (4.9 m/s annual average) it is 
expected that degradation from soiling will be modest. Due to a lack of system degradation 
information across the board, it was decided to specify the annual performance degradation of 
each system as 1% per year to keep the technologies compared on equal footing. SAM applies 
this rate to the system’s annual electric output from year two onwards such that each year’s 
annual output is 99% of the previous year’s annual output over a 30 year period. 
4.2.1.2 Thermal storage dispatch control 
Identical thermal storage dispatch control settings were used for parabolic trough and power 
tower models. The power cycle dispatch control settings of the linear Fresnel model were 
matched to the parabolic trough and power tower settings. This aligned the periods when a 
fossil fueled backup boiler was used to augment the energy from the solar field entering the 
power block. The dish Stirling model does not use TES or a fossil fueled boiler to supplement 
plant output during periods of low insolation. The following settings were therefore not 
applied to the dish Stirling model.  
 
South Africa’s national load profile has dominant peaks in the morning (7am to 10am) and 
evenings (6 pm to 9 pm) (Eskom, 2010a); with the evening peaks being more pronounced 
(Meyer and van Niekerk, 2011). In winter peak demand increases (Eskom, 2011) but the load 
profile remains unchanged (Meyer and van Niekerk, 2011). Due to lower DNI levels and 
shorter days during the winter peak demand period and the pronounced evening peak, six full 






A thermal storage dispatch schedule was drawn up that matched the national load profile 
requirement and accounted for the seasonal differences in sunrise and sunset at Upington. 
 
The following periods were defined in the thermal storage dispatch schedule given in Figure 
4-2: 
 
i. Period 1 (early morning to late afternoon) - Plant generates electricity at nameplate 
rating using solar field energy with fossil backup to cover cloud transients. TES is 
charged with excess solar field energy. 
ii. Period 2 (11 pm to early morning) - Plant does not generate electricity. Some power 
is required to maintain HTF temperature, storage fluid temperature and other parasitic 
loads. 
iii. Period 3 (early morning) - Plant generates electricity at nameplate capacity using 
solar field energy with fossil backup to cover low sunlight conditions. 
iv. Period 4 (late afternoon) - Plant generates electricity at nameplate capacity using solar 
field energy with TES to cover low sunlight conditions. Backup boiler does not run. 
v. Period 5 (late afternoon to 11 pm) - Plant generates electricity at nameplate capacity 
using TES energy. 
 
The above description is adapted from a summary by Gilman (2012) of the requirements for 
this study.  
 
 





4.2.2 Parabolic trough simulation 
The parabolic trough plant system modelled in this section is described in Figure 4-3. This is 
a standard configuration and very similar to the configuration proposed by Abengoa (2012a) 
for the !KaXu Solar One 100 MW trough project near Pofadder in the Northern Cape. 
 
 
Figure 4-3: Parabolic trough plant schematic 
 
The following sections describe the input parameters used to model a parabolic trough plant 
under Upington’s weather conditions. 
4.2.2.1 The solar field 
SAM provides two methods of sizing the solar field. Method 1 allows the user to specify a 
solar multiple and SAM calculates the solar aperture to drive the power block at rated 
capacity. Method 2 allows the user to specify the solar field aperture independently of the 
power block rated capacity and SAM then calculates the solar multiple based on the user-
entered solar field aperture. 
 
Method 1 is more applicable in a greenfield project environment, whereas option 2 is 
applicable in a brownfield project environment where the solar field area is known. Method 1 
was chosen for this case as this is a new plant being modelled. In order to arrive at an 
optimum solar multiple, a parametric simulation was run on an air-cooled power cycle 

























































The monotonically decreasing graph of annual electric output with respect to solar multiple 
means that there is no clear optimum. Auxiliary fuel usage was therefore used to inform the 
choice of the solar multiple, which was set at 2 to provide a compromise between annual 
output and system cost, and to limit auxiliary fuel usage.  
 
Simultaneous partial defocusing was selected for the solar field to allow the collectors to 
move out of their optimum solar tracking position when the power block was receiving more 
energy from the solar field or TES system than required to run at rated capacity. 
 
The HTF selected for this simulation was Therminol VP-1, due to its prominent use in 
recently built parabolic trough plants. 
 
The model default of 12 collector and receiver assemblies termed SCA/HCE Assemblies in 
SAM were selected for each loop of the solar field. The non-solar field land area multiplier 
was left at the SAM default of 1.4 to cater for the power block and storage parts of the plant. 
 
The annual water usage of the plant comes from various processes required for plant 
operation. One of the processes listed in the solar field component model is mirror washing. 
SAM suggests a cycle of 63 washes per annum and water usage per wash of 0.7 litres per 
square meter of solar field aperture. The field aperture of 860,010 m2 calculated by SAM 
based on the solar multiple, results in an estimated annual water usage of over 37 million 







4.2.2.2 Solar collector assemblies 
The physical trough model in SAM has six collector designs in its library. A description and 
summary of each collector’s geometry are provided in Table 4-4. The EuroTrough ET150 was 
selected due to its light-weight, easy to assemble torque box design and large reflective 
aperture area which reduces the overall area required by the solar field.  
 



















ET150 12.5 12 150 5.75 817.5 
Luz LS-2 8.167 6 49 5 235 
Luz LS-3 8.333 12 100 5.75 545 
Solargenix 
SGX-1 8.333 12 100 5 470.3 
AlbiasaTrough 
AT150 12.5 12 150 5.774 817.5 
Siemens 
SunField 6 11.9 8 95.2 5.776 545 
 
4.2.2.3 Heat collector elements 
The physical trough model in SAM has four HCE designs in its library. A description and a 
summary of each receiver’s parameters and SAM estimated design heat loss is provided in 
Table 4-5. Heat loss under design conditions is the noticeable difference between the 
receivers. Hence, the Schott PTR70 2008 receiver was chosen. 
 























0.02 0.86 0.963 0.96 0.96 150 
Solel 




0.02 0.89 0.965 0.96 0.963 192 
 
4.2.2.4 Power cycle 
The power cycle component model used in the physical trough model is the same as that used 





evaporative- or air-cooling, and an optional fossil fuel fired backup boiler to heat the HTF 
when DNI levels do not provide enough energy to drive the power cycle at design load. 
 
The design gross output of the power plant to achieve net output of 100 MWe is 111 MWe due 
to a gross to net conversion factor of 0.9. 
 
One of the metrics in this component model affecting the water usage is the steam cycle 
blowdown fraction. This metric is the fraction of steam extracted from the steam mass flow 
rate through the power block that needs to be replaced with fresh power cycle makeup water. 
The power cycle suggests a conservative default value of 0.02 and multiplies the fraction by 
the hourly steam mass flow rate of the power cycle. 
 
Both evaporative- and air-cooled power blocks were modelled for the parabolic trough plant 
in order to establish the plant’s behaviour under differing cooling regimes. The cooling 
system used for the power block determines the annual water usage of the plant. 
4.2.2.5 Thermal storage 
The thermal storage component model uses a two-tank molten salt system as a basis. Solar 
salt was selected as the HTF following the practice of recently built parabolic trough plants 
(Bürkle and Müller-Steinhagen, 2009). 
4.2.2.6 Parasitic power consumption 
The parasitics component model accounts for the electrical power used by the tracking 
motors, the pumps transferring HTF from the receivers in the field to the power block, the 
pumps transferring HTF through the TES heat exchanger and the fixed electrical loads of the 
plant. The auxiliary heater and boiler loads are also accounted for in the component model. 
 
4.2.3 Parabolic trough simulation results 
Eight cases were considered in the parabolic trough simulation. Evaporative and air-cooled 
power cycles were considered for each of the four solar radiation input datasets. A high-level 










Table 4-6: SAM modelling results for parabolic trough technology 
Upington 
Parabolic Trough Plant Simulation Results 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 
Solar radiation data used Weather Analytics 
Weather 
Analytics CRSES CRSES SAWS SAWS Eskom Eskom 










Net annual electric 
output [MWh] 403,145 398,477 407,165 401,839 351,032 349,539 348,924 347,498 
Gross to net conv. factor 0.94 0.94 0.94 0.94 0.94 0.94 0.94 0.94 
Annual power cycle 
water usage [m³] 1,555,853 44,429 1,599,534 44,540 1,395,854 39,043 1,388,336 38,840 
Annual washing water 
usage [m³] 37,926 37,926 37,926 37,926 37,926 37,926 37,926 37,926 
Total annual water usage 
[m³] 1,593,778 82,356 1,637,749 82,467 1,433,782 76,970 1,426,262 76,767 
Solar multiple 2 2 2 2 2 2 2 2 
Aperture area [m²] 860,010 860,010 860,010 860,010 860,010 860,010 860,010 860,010 
Total land area [km²] 3.141 3.141 3.165 3.141 3.141 3.141 3.141 3.141 
Energy per m³ of water 
[kWh/m³] 252.9 4838.5 248.6 4872.7 244.8 4541.2 244.6 4526.7 
Energy per km² of land 
[GWh/km²] 128.4 126.9 128.7 127.9 111.8 111.3 111.1 110.6 
 
From Table 4-6 it is clear that the electricity produced by this technology is proportional to its 
water usage. The power cycle cooling method affects the overall efficiency of the plant in 
terms of the gross to net conversion factor. Air-cooled parabolic trough plants produce an 
average of just under seventeen times more energy per cubic meter of water than evaporative 
cooled plants. 
 
Using a row spacing of 15 m, SAM calculates the total area required for the solar field and 







4.2.4 Central receiver simulation 
The central receiver plant system modelled in this section is described in Figure 4-5. This is a 
standard molten salt central receiver configuration similar to the Solar Two configuration as 
noted by Pacheco and Gilbert (1999) and Pacheco et al. (2000).  
 
Figure 4-5: Central receiver plant schematic 
 
The following sections describe the input parameters used to model a central receiver plant 
under Upington’s weather conditions. 
4.2.4.1 The heliostat field 
SAM provides a circular field optimization wizard in the heliostat field component model of 
the power tower model. This wizard uses the receiver selected in the tower and receiver 
component model (either external or cavity) and then calculates optimal heliostat distribution, 
tower height and receiver dimensions. Apart from the receiver type, the solar multiple also 
influences this calculation significantly. 
 
A solar multiple of 1.68 was selected to get the aperture area of the heliostat field as close as 
possible to the parabolic trough solar field to ease the comparison of power produced per 
square meter of aperture area. This resulted in a mirror area of 860,185 m2 or 0.2% more than 
the aperture area of the parabolic trough plant based on optimisation calculations in SAM. 
 
The heliostats are arranged in concentric circles around the central receiver tower. With the 
nearest set of heliostats being 129 m from the receiver tower and the furthest being 1291 m, 





field does not need as level a terrace as a parabolic trough solar field, which ensures a 
measure of flexibility despite its larger land requirement. 
 
For mirror washing, the SAM documentation suggests 63 washes per annum and water usage 
per wash of 0.7 litres per square meter of solar field aperture. Considering the field aperture of 
860,185 m2, this results in an estimated annual water usage of over 37 million litres or 37,934 
m3 for this activity alone. 
4.2.4.2 Tower and receiver 
An important decision for a CRS is the type of receiver to be used. In order to facilitate the 
decision, the field optimization model was run for an external and cavity receiver and yielded 
the results in Table 4-7. 
 
Table 4-7: External and cavity receiver metrics from field optimization model 
Receiver type Solar multiple Tower height [m] Receiver/internal panel height [m] 
Receiver/aperture 
diameter/width [m] 
External 1.9 183.33 21.33 13.33 
Cavity 1.9 287.91 27.379 28 
 
It is clear that the cost and construction risk is lower for an external receiver due to its lower 
tower height and more tightly dimensioned receiver. Hence, an external receiver was selected. 
4.2.4.3 Power cycle 
As mentioned in section 4.2.2.4 the power cycle component model for the physical trough 
model is the same used in the power tower model. A fossil fuel fired backup boiler was 
selected for this simulation, and the metrics described in section 4.2.2.4 remain valid. 
4.2.4.4 Thermal storage 
To permit comparison between the central receiver and parabolic trough technologies, the 
same two-tank molten salt TES system and dispatch philosophy as described in section 
4.2.2.5 was used. 
4.2.4.4 Parasitic power consumption 
The power tower parasitics component model accounts for the electrical power used by the 
tracking motors of each heliostat, the pump transferring HTF to the power block from the 
receiver, the pumps transferring HTF through the TES heat exchanger and the fixed electrical 
loads of the plant. The piping losses between the receiver, TES system and power block, and 





4.2.5 Central receiver simulation results 
Eight cases were considered in the central receiver simulation. Evaporative and air-cooled 
power cycles were considered for each of the four solar radiation input datasets. A high-level 
summary of the results is given in Table 4-8. 
Table 4-8: SAM modelling results for central receiver technology 
Upington 
Central Receiver Plant Simulation Results 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 
Solar radiation data used Weather Analytics 
Weather 
Analytics CRSES CRSES SAWS SAWS Eskom Eskom 
Power cycle cooling 







Net annual electric output 
[MWh] 412,886 409,500 404,692 404,181 322,288 321,549 335,673 334,905 
Gross to net conv. factor 0.92 0.92 0.92 0.92 0.90 0.90 0.91 0.91 
Annual power cycle water 
usage [m³] 1,327,238 33,031 1,324,103 32,449 1,099,683 26,777 1,123,618 27,383 
Annual washing water 
usage [m³] 37,934 37,934 37,934 37,934 37,934 37,934 37,934 37,934 
Total annual water usage 
[m³] 1,365,173 70,965 1,362,039 70,383 1,137,616 64,711 1,161,552 65,317 
Solar multiple 1.68 1.68 1.68 1.68 1.68 1.68 1.68 1.68 
Aperture area [m²] 860,185 860,185 860,185 860,185 860,185 860,185 860,185 860,185 
Total land area [km²] 5.08 5.08 5.08 5.08 5.08 5.08 5.08 5.08 
Energy per m³ of water 
[kWh/m³] 302.4 5770.5 297.1 5742.6 283.3 4969.0 289.0 5127.4 
Energy per km² of land 
[GWh/km²] 81.3 80.6 79.7 79.6 63.4 63.3 66.1 65.9 
 
The gross to net conversion factor of the central receiver system is less affected by the power 
cycle cooling method than the parabolic trough system. Similar electrical outputs for 
evaporative and air-cooled plants are achieved due to the higher temperatures obtainable by 
the central receiver. However, the proportionality of electricity output and water usage 
remains a strong feature of this technology. This technology presents lower annual water 
usage per unit of energy generated than parabolic trough technology at the expense of a larger 
land requirement, and a higher annual electrical energy output. Similarly to the parabolic 
trough model, air-cooled central receiver plants produce on average sixteen times more 
energy per cubic meter of water than evaporative cooled plants while evaporative plants 
produce an average of less than one percent more energy per square kilometer of land. 
 
As mentioned earlier, the land requirement of the central receiver is significantly higher than 
the parabolic trough. However, due to the manner in which a central receiver concentrates 
DNR it is feasible to use land with more irregular features than can be allowed for in a 
parabolic trough installation. An example of this could be placing the tower in a valley and 
using the surrounding hills to position heliostats which would approximate to a discretised 





4.2.6 Dish-engine simulation 
The dish-engine plant system modelled in this section is described in Figure 4-6. 
 
Figure 4-6: Dish-engine plant schematic 
 
The dish-engine model in SAM is “rather complex and evolving” (System Advisor Model, 
2010), hence SAM recommends the modelling only of the Stirling-engined parabolic dishes 
in its library and does not have a model for Brayton-engined parabolic dishes. 
 
Despite Stirling Energy Systems (SES) filing for chapter 7 bankruptcy on 29 September 2011, 
their system was modelled as it provided plant power output comparable to the other 
technologies modelled in this study. The Wilkinson, Goldberg, and Associates, Inc. (WGA) 
dish Stirling system’s power output was too modest to be used in this simulation. The 
following sections describe the input parameters used to model a dish-engine plant under 
Upington’s weather conditions. 
4.2.6.1 The solar field 
The dish Stirling model’s solar field component has three elements. The first is the field 
layout which determines the number of collectors and total solar field area. The total number 





the number of collectors on the East-West axis, the assumption being that the solar field is 
square or rectangular in shape.   
 
In the system properties element of SAM, a default wind stow speed of 16 m/s is specified, 
which is adjustable. Considering Upington’s mean annual wind speed of approximately 3.6 
m/s the plant is not expected to experience wind-speed related outages. 
 
Array shading parameters is the third element. Here the North-South and East-West ground 
slope in degrees can be inserted if the site is not graded level. It was assumed that the site 
would have a level surface-bed so the default slopes of 0 degrees were left as is. The other 
metric considers the shading of the collector due to the Stirling engine’s support arm. This is 
termed the slot gap. The slot gap width and slot gap height were left at the SAM default value 
of 1 m each. 
4.2.6.2 The collector 
In this component model, the parameters and performance of one dish-engine system are 
identified and applied to each dish-engine system in the field. Here the SES dish Stirling 
system projected and total mirror areas and reflectance are recorded in the mirror parameters 
element. The DNI value (in W/m2) above which the cooling fan is required to operate, termed 
the insolation cut in for this WGA system is provided. This value is used to calculate the 
parasitic losses of each system. 
4.2.6.3 The receiver 
Only direct-illumination receivers are modelled by the software. SAM uses the aperture, 
insulation, absorber and cavity parameters to calculate the receiver’s thermal losses which 
account for more than 50% of a dish-engine system’s losses (System Advisor Model, 2011). 
4.2.6.4 Stirling engine 
Each engine in the SAM library has specific gross power output directly related to its input 
power from the collector and receiver models. A polynomial fit is applied to these engines 
using the Beale number power correlation (Fraser, 2008). This defines the gross output power 
of the Stirling engine from part load to full load. Fraser’s (2008) Beale number curve fit 
polynomial ( # ) can be described as follows with term description in Table 4-9: 








Table 4-9: Beale number curve terms 
T  erm Definition 
 Beale constant coefficient 
 Beale first-order coefficient 
 Beale second-order coefficient 
 Beale third-order coefficient 
 Beale fourth-order coefficient 
,  Stirling engine input power from collector and receiver models 
 
The values developed for the Stirling Energy Systems Stirling engine (Fraser, 2008) were 
used for this simulation. 
4.2.6.5 Parasitic power consumption 
The parasitic power consumption of each dish-engine system is subtracted from the gross 
output power of the engine ( , ) to arrive at the net system power ( ). Fraser (2008) 
describes it as follows: 
,   (4.2)
 
Where the parasitic power consumption consists of the tracking controls ( ), the 
cooling fan ( ) and the cooling fluid pump ( ). The SAM values with a 50% ethylene 
glycol cooling fluid were used for this simulation. 
4.2.7 Dish-engine simulation results 
The discrete nature of dish-engine plants results in fewer output metrics as each dish is a self 
contained plant producing electrical energy into a grid, as opposed to a large thermal transport 
system providing heat to a singular steam-powered turbine. This results in the water used in 
the plant being restricted to cleaning water for the concentrators, which is not quantified by 
the model. Table 4-10 displays a high-level summary of the model results. 
 
From Table 4-10 it is clear that the solar radiation input data determine the results as thermal 
storage is not used in Stirling-engined parabolic dish plants. The comparatively negligible 
water usage and substantially more efficient land utilisation are real benefits of this system. 
Using a 15 m separation on the North-South and East-West axis of each collector results in a 
very compact solar field in comparison to the parabolic trough and central receiver. The 
density of the solar field makes this plant more suitable for installations closer to urban areas 
than central receiver or parabolic trough plants. 
 
 






Table 4-10: SAM modelling results for dish-engine technology 
Upington 
Dish-Engine Plant Simulation Results 
Case 1 Case 2 Case 3 Case 4 
Solar radiation data used Weather Analytics CRSES SAWS Eskom 
Collector power in [MWh], annual 1,015,020 988,634 643,980 877,841 
Collector power out [MWh], annual 914,320 895,433 566,131 766,769 
Receiver power in [MWh], annual 909,749 890,955 563,300 762,935 
Receiver power out [MWh], annual 810,210 783,444 475,276 653,041 
Gross field power [MWh], annual 253,225 244,888 147,268 202,468 
Net annual electric output [MWh] 235,261 227,118 134,557 186,401 
Annual washing water usage [m³] 16,052 16,052 16,052 16,052 
Number of dish-engines 4,000 4,000 4,000 4,000 
Aperture area [m²] 364,000 364,000 364,000 364,000 
Total land area [km²] 0.90 0.90 0.90 0.90 







4.2.8 CLFR simulation 
The CLFR plant system modelled in this section is described in Figure 4-7. This is a standard 
DSG CLFR configuration similar to the Novatec Biosol PE-1 plant in the Spanish town of 
Murcia, the variances being that this plant does not have steam storage and does use a backup 
fossil fuel boiler (Selig, 2009).   
 
Figure 4-7: CLFR plant schematic 
 
Version 2011.12.2 of SAM is the first to include a linear Fresnel model, and certain errors in 
the simulation were noted. For example the annual washing water result is zero despite a 
mirror washing regime being specified in the input. This result was calculated manually and 
included in the results table. The following sections describe the input parameters used to 
model a linear Fresnel plant under Upington’s weather conditions. 
4.2.8.1 The solar field 
The linear Fresnel model also allows the solar field to be sized either by solar multiple (option 
1) or solar field aperture (option 2). Option 1 was chosen for this case as this is a new plant 
being modelled. The default solar multiple of 1.79 was selected to provide an aperture area 
only 0.7% larger than that of the parabolic tough plant. This provides for ease of comparison 
with both parabolic trough and CRS. 
 
The number of collector and receiver modules supplying the boiler and superheater were left 
at the default values in order not to change the solar field outlet temperature from the design 
value.  
 
The energy required to heat the HTF, receiver components, piping, fittings and insulation 





parameter. This was set at the default 2.7 kJ/K-m2. The steam conditions at design DNI and 
temperature were left at the linear Fresnel model default values.  
 
The linear Fresnel model has a default non-solar field land area multiplier of 1.6 yet the total 
land area of the plant still works out to less than half of the land area required for a parabolic 
trough plant. This is due to two reasons. Firstly the aperture area of a Fresnel collector is 
approximately the same as its collector area whereas the aperture area of a parabolic trough is 
only the projection of its collector area (Häberle et al., 2002). Secondly the spacing required 
between parabolic trough collectors (15 m centre to centre in the SAM simulation) leaves a 
9.25 m gap between collector rows, whereas the linear Fresnel reflectors are more densely 
packed. Häberle et al. (2002) provide a diagram comparing parabolic trough and linear 
Fresnel collector aperture area (A) and the gross land area (B). In Figure 4-8, the aperture area 
of the linear Fresnel collector is ∑  and the gross land area ∑ ∑ . With  being 
the space between primary collector mirrors. 
 
 
Figure 4-8: Parabolic trough (above) and linear Fresnel (below) collector aperture area and gross 
land area (Häberle et al., 2002) 
 
The mirror washing water usage in the solar field component model uses a default of 0.2 litres 
per square meter of solar field aperture at a washing cycle of 120 washes per annum. This 
value was changed to 0.7 litres per square meter of solar field aperture at a washing cycle of 
63 washes per annum to bring it in line with the washing cycles used for the parabolic trough 
and central receiver plant models. Considering the approximate average field aperture of 





m3 for this activity. The field control parameters were set to the linear Fresnel model default 
values. 
 4.2.8.2 Collector and receiver 
The collector and receiver component model allows differing boiler and superheater collector 
geometry. It was decided to keep the geometry the same for ease of installation and 
maintenance. 
 
The collector geometry and optical performance element in the collector and receiver 
component model allows three methods of optical characterization, namely the solar position 
table method, the collector incidence angle table method or the incident angle modifiers 
method. The solar position table method with the default solar position/collector incidence 
angle table was selected as it defines the performance of the solar field at all sun positions for 
which the plant will operate. A polynomial fit heat loss model with SAM default coefficients 
was selected for the receiver. 
4.2.8.3 Power cycle 
The linear Fresnel power cycle component model, while similar to the physical trough and 
power tower power cycle component models, has a higher estimated gross to net electrical 
power conversion factor. The design gross output of the power plant to achieve net output of 
100.58 MWe is 107 MWe due to a gross to net conversion factor of 0.94. As with the 
parabolic trough and central receiver options, a fossil fuel fired backup boiler was selected for 
this simulation. 
 
The startup time of the power block in this model is less than the default time settings selected 
for the physical trough and power tower models. SAM suggests that 0.35 hours (21 minutes) 
are required for this plant while 0.5 hours (30 minutes) are required for the parabolic trough 
and central receiver options. This is due to the flat primary reflectors requiring less 
complicated solar tracking mechanisms and smaller physical movements to focus DNR onto 
the collector. This setting was thus left as is to observe how this benefit of the CLFR system 
impacts its net annual electric output. 
 
A dispatch control component is included in the power cycle component of the linear Fresnel 
model as it does not have a TES component model. The dispatch schedule here was made 





4.2.8.4 Parasitic power consumption 
The linear Fresnel parasitic losses component model calculates the total tracking power loss 
and the fixed parasitic loss. It also accounts for the auxiliary heater and boiler parasitic power 
consumption. The default values were selected for this simulation.  
 
4.2.9 CLFR simulation results 
Eight cases were considered in the CLFR simulation. Evaporative and air-cooled power 
cycles were considered for each of the four solar radiation input datasets. A high-level 
summary of the results is given in Table 4-11. 
 
Table 4-11: SAM modelling results for linear Fresnel technology 
Upington 
Linear Fresnel Plant Simulation Results 
 Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 





Analytics CRSES CRSES SAWS SAWS Eskom Eskom 










Net annual electric 
output [MWh] 404,812 391,668 402,530 393,984 397,325 389,422 400,126 394,198 
Gross to net conv. 
factor 0.96 0.94 0.96 0.94 0.95 0.93 0.95 0.94 
Annual power cycle 
water usage [m³] 1,472,237 39,516 1,475,043 39,400 1,466,099 39,136 1,473,578 39,285 
Annual washing 
water usage [m³] 38,052 38,052 38,052 38,052 38,052 38,052 38,052 38,052 
Total annual water 
usage [m³] 1,510,289 77,568 1,513,095 77,452 1,504,151 77,188 1,511,630 77,337 
Solar multiple 1.79 1.79 1.79 1.79 1.79 1.79 1.79 1.79 
Aperture area [m²] 862,848 862,848 862,848 862,848 862,848 862,848 862,848 862,848 
Total land area [km²] 1.381 1.381 1.381 1.381 1.381 1.381 1.381 1.381 
Energy per m³ of 
water [kWh/m³] 268.0 5049.4 266.0 5086.8 264.2 5045.1 264.7 5097.2 
Energy per km² of 
land [GWh/km²] 293.2 283.7 291.6 285.4 287.8 282.1 289.8 285.5 
 
The linear Fresnel model commits the entire fossil fill contribution of the backup boiler to 
generating power at its nameplate capacity since it does not have a TES system. This results 
in a higher gross to net conversion factor due to less part-load condition periods being 
experienced by the power block. Thus the net annual electric output is very favourable. The 
problem with this is twofold. Firstly the CLFR result is artificially high and secondly the 
amount of fossil fuel used particularly in the winter months may exceed the 15% maximum as 
listed in the REFIT eligibility criteria (NERSA, 2011). In contrast, the parabolic trough and 
power tower models use the fossil fill contributions to assist in charging their respective TES 





4.3 Inter-technology comparisons 
A comparison of the above technologies can best be achieved by constraining the assessment 
with the specific requirements of the site within the Northern Cape. 
 
Upington is situated in the //Khara Hais Local Municipality within the Siyanda District 
Municipality in the Northern Cape (Municipal Demarcation Board, 2011). It borders the 
Orange River which is used extensively for the irrigation of the local agriculture industry.  
 
According to the South African National Biodiversity Institute (SANBI) (2011) the //Khara 
Hais Local Municipality has two terrestrial ecosystems, namely the Nama-Karoo (71.65% of 
municipal land) and Savanna (28.35% of municipal land) biomes. It is expected that land 
within the Savanna biome with its higher annual rainfall will be occupied with commercial 
farms. It is undesirable to displace prime agricultural land with a power plant, hence a prudent 
site choice would be within the Nama-Karoo biome. This should make the EIA and Social 
Impact Assessment (SIA) approval process less cumbersome also. 
 
With an annual average rainfall of between 100 mm and 520 mm (South African National 
Biodiversity Institute, 2011), the Nama-Karoo biome can be classified as an arid climate 
(Palmer and Ainslie, 2005). This implies that excessive water usage within the area must be 
eschewed. Hence, one of the constraining factors in the comparison was water usage. 
 
While Upington is a major centre of trade and industry in the Northern Cape, the Northern 
Cape’s population density is a capacious two to three people per square kilometer (Statistics 
South Africa, 2001). However, according to the 2001 Census results from Statistics South 
Africa, //Khara Hais Local Municipality has a population density of fifteen people per square 
kilometer. This is five times the norm for the province, but still suppressed when compared to 
the national average. This characteristic of the municipality suggests that land usage is not as 
much of a constraining factor as it would be in other areas of the country. However, it is never 
desirable to use more land than necessary for a power plant and optimum land usage is of 
importance to any development. 
 
South Africa’s domestic electricity load profile has dominant peaks in the morning (6 am to 8 
am) and evenings (6 pm to 9 pm) (Davis et al., 2011). This falls outside the peak energy 
generating hours of a solar thermal power plant. Therefore, thermal or another form of energy 
storage is required to service the evening peak demand. This also places an additional 






Another constraint, which occurs independently of the local conditions, is the overall 
efficiency of each system. Installing a suitable yet inefficient power plant will increase 
operating costs resulting in the utility and power user’s expectations not being effectively met. 
 
In order to standardize the comparison, it was decided to select the METEONORM solar 
radiation data obtained from the CRSES, as the methods used to obtain these data are well 
explained in the METEONORM handbooks provided by Meteotest (2010a and 2010b). The 
data construction technique of the Sensor Point System used by Weather Analytics Inc. is not 
in the public domain. 
 
In summary, the constraints for the chosen cases of each available technology to compare 
were as follows, with the results given in Table 4-12. 
i. METEONORM solar radiation data from CRSES to be used 
ii. Only air-cooled power cycles to be considered due to water constraints 
iii. Land utilization to be only a moderate deciding factor 
iv. Energy storage to influence comparison strongly due to national load profile 
v. Overall plant efficiency to be considered 
 
 
Table 4-12: Inter-technology modelling results for a plant installed capacity of 100 MWe 
Upington 







Plant CLFR Plant 
Solar radiation data used CRSES CRSES CRSES CRSES 
Power cycle cooling method Air-cooled Air-cooled Radiator-cooled Air-cooled 
Net annual electric output [MWh] 401,839 404,181 227,118 393,984 
Generalised gross to net conversion 
factor 0.94 0.92 0.97 0.94 
Capacity factor [%] 45.9 46.1 25.9 44.7 
Annual power cycle water usage [m³] 44,540 32,449 Not modelled* 39,400 
Annual washing water usage [m³] 37,926 37,934 16,052 38,052 
Total annual water usage [m³] 82,467 70,383 16,052† 77,452 
Solar multiple 2 1.68 Not applicable 1.79 
Aperture area [m²] 860,010 860,185 364,000 862,848 
Total land area [km²] 3.141 5.080 0.900 1.381 
Energy per m³ of water [kWh/m³] 4,872.7 5,742.6 14,149 5,086.8 
Energy per km² of land [GWh/km²] 127.9 79.6 252.4 285.4 
*Radiator cooling fluid water use not accounted for in SAM results. 







To examine the modelled power production and water usage of the four technologies over a 










































































The results show that central receiver and parabolic trough technology provide more electrical 
energy than their CLFR and dish-engine counterparts. The linear Fresnel model did not have a 
monthly power cycle water usage figure, so the annual water usage from the model, and the 





to give an indication of the water usage. The central receiver and parabolic trough plant 
models produced similar net annual energy results. However, the parabolic trough plant used 
significantly more water annually than the central receiver plant (17.2% higher annual water 
usage). The water usage of the parabolic trough plant is its largest drawback. 
 
The CLFR plant model produced more electrical energy than the dish-engine model. This 
additional energy was provided using more water and land area than the dish-engine array. 
Dish-engine technology exerts a much lighter load on the environment in terms of land usage 
and water consumption with a lower yet comparable power output.  
 
To further aid the comparison, heat maps of the hourly net electric power output of each plant 



























Figure 4-14: Hourly energy (kWh) of dish-engine plant per hour of day 
 
 
The heat maps above allow each plant’s electric output to be compared to the national load 
profile. The results show that central receiver technology best meets the evening load peak 
requirement of the national load profile. The CLFR plant does not match the national load 
profile as well as the central receiver- or parabolic trough plant. The parabolic trough plant 
does not seem to meet the evening load peak requirement as well as the central receiver plant 
during the winter months when South Africa experiences its seasonal peak in demand. The 
dish-engine plant provides limited power output partially covering the evening peak despite 
not having TES.  
In general point focusing systems provide more electrical energy in the evenings than line 
focusing systems. Hence, point focusing systems are more suitable to meet the evening peak 
of the national load profile. SAM results for the system degradation input noted in section 







































The results show a near linear reduction of net annual energy for each plant over a 30 year 
period. Actual degradation for each plant will differ from this model result and more 
operation and maintenance data are needed to model this aspect more accurately. 
 
The central receiver model results were most favourable. The high annual energy output, low 
water consumption and national load profile matching proved considerable advantages and 
constitute a strong argument for its implementation. Its high land utilization for equivalent 
aperture area, as compared to its competitors, is a notable disadvantage. 
 
The linear Fresnel model in SAM provided higher energy output than expected due to the 
manner in which it deployed its fossil fuel backup boiler. The non-TES direct steam 
application of CLFR technology is a drawback in the South African environment as it does 
not have the ability to match the national load profile. CLFR power block water usage is 
higher than central receiver power block. The plant’s frugal land usage is an advantage.  
 
Reducing the fossil fuel backup boiler contribution to zero for the parabolic trough, central 
receiver and linear Fresnel models, it is found that the output metrics of the linear Fresnel 
model compare as expected with those of more optically efficient parabolic trough and central 









 Table 4-13: Inter-technology modelling results without fossil fuel fired backup boiler 
Upington 





Plant Dish-Engine Plant CLFR Plant 
Solar radiation data used CRSES CRSES CRSES CRSES 
Power cycle cooling method Air-cooled Air-cooled Radiator-cooled Air-cooled 
Fossil fuel backup No No No No 
Net annual electric output [MWh] 356,654 360,580 227,118 242,570 
Overall power plant efficiency [%] 15.3 15.5 23.9 10.4 
Generalised gross to net conversion 
factor 0.94 0.92 0.97 0.94 
Capacity factor [%] 40.80% 41.10% 25.9 27.50% 
Annual power cycle water usage [m³] 39,610 29,008 Not modelled* 24,877 
Annual washing water usage [m³] 37,782 37,934 16,052 38,052 
Total annual water usage [m³] 77,392 66,942 16,052† 62,929 
Solar multiple 2 1.68 Not applicable 1.79 
Aperture area [m²] 860,010 860,185 364,000 862,848 
Total land area [km²] 3.141 5.08 0.900 1.381 
Energy per m³ of water [kWh/m³] 4,608.41 5,386.45 14,149 3,854.67 
Energy per km² of land [GWh/km²] 113.1 71.0 252.4 175.6 
 
Removing fossil fuel backup illustrates how the higher optical efficiencies obtainable by the 
parabolic trough and central receiver affect their net annual electric output in contrast to the 
linear Fresnel model. The difference between the central receiver and linear Fresnel net 
annual electric output grows from 2.6% to 48.6% when fossil fuel backup is removed. 
Similarly the difference between the parabolic trough and linear Fresnel net annual electric 
output grows from 2% to 47%. The difference between the parabolic trough and central 
receiver net annual electric output increases from 0.6% to 1.1% when fossil fuel backup is 
removed. The comparatively higher overall efficiency and net annual electric output of the 
central receiver when fossil fuel backup is removed suggests that it is more suitable for 
projects with stringent fossil fuel backup requirements. One of NERSA’s (2011) detailed 
eligibility criteria for a CSP plant is that it use no more than 15% fossil fuel input over an 
agreed period for morning startups and during cold days. This result suggests that the central 
receiver may most suitably meet this requirement.    
 
The overall power plant efficiencies were calculated by applying the following formulae to 
























The overall efficiency results agree with the literature cited in chapter 2 that Stirling dish-
engine systems are most efficient overall and that the higher temperatures obtained by the 
central receiver result in it returning a higher efficiency than the parabolic trough and CLFR. 
The CLFR’s lower optical efficiency (Figure 4-16) affects its overall efficiency significantly. 
   
The parabolic trough model results reflect its ability to meet the evening peak load 
requirement of the national load profile. However, its higher annual water usage than 
competing technologies is a disadvantage. 
 
The dish-engine results are promising, given the relatively low water consumption and land 
usage. However, the uncertainty regarding Stirling Energy Systems–the producers of the dish-
engines modelled in this study–as well as this system’s lack of TES which limits its ability to 
track the national load profile are both significant drawbacks to its implementation. 
 
 
4.4 Validation of simulation results 
A direct comparison between the CSP simulations conducted in this study and real plant 
performance is difficult because commercial performance data is seldom released, and no 
such facilities currently operate in South Africa. Nevertheless, a comparison between this 
work and similar studies done elsewhere is given below in an attempt to quantify the likely 
uncertainty of modeled results.  
 
4.4.1 Parabolic trough result validation 
García et al. (2011) performed a thorough literature survey of performance models for 
parabolic trough plants. They concluded that detailed comparisons with trough plant data are 





plant in Granada, Spain. Their simulation displayed close agreement with actual data from the 
plant except for when the plant operator made decisions contrary to the simulation 
expectation. They also compared results to those of SAM and the daily gross electric energy 
generated differed on average by 2%. This lends confidence to the present work and suggests 
that parabolic trough simulations carried out in SAM may produce results that are accurate to 
within a few percent of the true performance. 
 
The simulation model of García et al. (2011) was developed in Mathematica 7 software.  The 
geographical and meteorological input data differ somewhat from this study since the Andasol 
2 plant is in the Spanish province of Granada (northern hemisphere). A comparison of the key 
metrics is given in Table 4-14. 
 
Table 4-14: Comparison of García et al. (2011) simulation metrics to those used in this study 
Simulation Inputs García et al. (2011) simulation This simulation 
Site Aldeire y La Calahorra, Granada, Spain 
Upington, Northern Cape,  
South Africa 
Nameplate electrical output 
(gross/net) [MWe] 
50/49.9* 111/100 
Hours of thermal storage 7.5 6 
Solar collector assemblies SKAL-ET EuroTrough ET150 
Heat collector elements Half Schott PTR70 2008 Half Solel UVAC2 and UVAC3 Schott PTR70 2008 
Heat transfer fluid Therminol VP-1 Therminol VP-1 
Solar field aperture Area [m²] 510,120* 860,010 
Power cycle cooling method Evaporative Air-cooled 
Time-step between data points 10 min 1 hour 
Simulation Outputs García et al. (2011) simulation This simulation 
Annual electric output [MWh] 158,000* 401,839 
*These values are provided by NREL (2011b) on the Andasol-2 plant and are not directly referred to 
by García et al. (2011).    
 
Since García et al. (2011) could only obtain 42 days of plant data for comparison, they do not 
provide the annual metrics from their model. This makes a direct comparison of annual data 
difficult. Similar model components were used and from the information given by NREL 
(2011b), it can be seen that the annual output scales reasonably in terms of nameplate 
electrical output. 
 
Wagner (2012) permits a more comprehensive analysis of simulation input and output data. 
The study includes a comparison of a DSG CLFR plant, a DSG central receiver plant, a 
molten salt central receiver plant and a Therminol HTF parabolic trough plant in SAM. The 
geographical and meteorological input data for the model was for Phoenix, Arizona in the 
USA. Fixing only dry cooling and no fossil backup, the other parameters were optimised to 





this study where dry cooling, plant availability, nameplate electrical output, solar multiple, 
thermal storage and dispatch control were matched as closely as possible between the 
technologies and the annual electric output of each technology was compared in light of these 
constraints. Key metrics from the parabolic trough plant simulation of Wagner (2012) are 
given in Table 4-15. Results show similarity with the parabolic trough performance outputs of 
this study. The most notable difference is the capacity factor (that is the ratio of average plant 
electricity output to plant maximum rated electricity output) which the fossil fuel backup 
influences positively. 
 
Table 4-15: Comparison of Wagner (2012) simulation metrics to those used in this study 
Simulation Inputs Wagner (2012) parabolic trough simulation 
This parabolic trough 
simulation 
Site Phoenix, Arizona, USA Upington, Northern Cape, South Africa 
Nameplate electrical output 
(gross) [MWe] 
150 115 
Fossil fuel backup No Yes 
Solar multiple 1.46 2 
Hours of thermal storage 1 6 
Field aperture area [m²] 850,302 860,010 
Heat transfer fluid Solar salt Solar salt 
Power cycle cooling method Air-cooled Air-cooled 
Power cycle efficiency 0.378 0.3774 
Boiler operating pressure [bar] 100 100 
Simulation Outputs Wagner (2012) parabolic trough simulation 
This parabolic trough 
simulation 
Annual water usage [m3] 72,237 82,467 
Capacity factor [%] 24.8 40.6 
Annual electric output [MWh] 299,700 401,839 
 
4.4.2 Central receiver result validation 
A comparison of current and future costs of parabolic trough and central receiver plant 
technologies was performed in SAM by Turchi et al. (2010). While the projected Levelised 
Cost of Electricity (LCOE) of both technologies was found to be similar, the risks were 
considered as different for each technology. While the central receiver technology presented 
risk in terms of limited deployment and experience, parabolic trough technology required a 
technological breakthrough (via DSG) to achieve higher temperatures, which posed a 
technical risk. The study concluded that the higher operating temperatures of central receiver 
technology provided an efficiency advantage over parabolic troughs over the longer term.  
 
The design and performance inputs of the 2015 baseline molten salt tower case presented by 






Table 4-16: Comparison of Turchi et al. (2010) simulation metrics to those used in this study 
Simulation Inputs Turchi et al. (2010) simulation This simulation 
Site Daggett, California, USA Upington, Northern Cape,  South Africa 
Nameplate electrical output 
(gross/net) [MWe] 
111/100 115/100 
Solar multiple 1.8 1.68 
Hours of thermal storage 6 6 
Individual heliostat size [m²] 148 148 
Heliostat reflectance 0.95 0.90 
Heat transfer fluid Solar salt Solar salt 
Power cycle cooling method Air-cooled Air-cooled 
Power cycle efficiency 0.416 0.425 
Plant/System availability 91% 96% 
Simulation Outputs Turchi et al. (2010) simulation This simulation 
Capacity factor [%] 43 46.1 
Annual electric output [MWh] Not published 404,181 
 
The assumptions used by Turchi et al. (2010) are similar to those used here except for the 
power cycle efficiency and plant availability which positively influence the capacity factor 
output from SAM, despite the lower solar multiple. Turchi et al. (2010) did not list the 
expected annual electric output from their simulations. However, the similarity of the capacity 
factor suggests that the simulation of the central receiver in this study is comparable to their 
findings. 
 
A further comparison of this study’s central receiver simulation with Wagner’s (2012) molten 
salt central receiver plant simulation is helpful to further evaluate the results (Table 4-17). 
 
Table 4-17: Comparison of Wagner (2012) simulation metrics to those used in this study 
Simulation Inputs Wagner (2012) simulation This simulation 
Site Phoenix, Arizona, USA Upington, Northern Cape,  South Africa 
Nameplate electrical output 
(gross) [MWe] 
55 115 
Fossil fuel backup No Yes 
Solar multiple 3.36 1.68 
Hours of thermal storage 16 6 
Field aperture area [m²] 836,075 860,185 
Heat transfer fluid Solar salt Solar salt 
Power cycle cooling method Air-cooled Air-cooled 
Power cycle efficiency 0.425 0.425 
Boiler operating pressure [bar] 100 100 
Simulation Outputs Wagner (2012) simulation This simulation 
Annual water usage [m3] 60,541 70,383 
Capacity factor [%] 68.4 46.1 
Annual electric output [MWh] 300,000 404,181 
 
Results do not scale linearly due to the differences in nameplate electrical output, fossil fuel 
backup and hours of thermal storage. However, the interdependence of nameplate electrical 





with a smaller power block and more thermal storage will annually produce electricity closer 
to its maximum nameplate rating than a plant with a larger power block and less thermal 
storage. Also clear is the direct relationship between annual electric output and annual water 
usage. The higher annual electric output from this study is attributable to a larger power block 
(reducing energy dumping during high DNR periods), fossil fuel backup (to cover cloud 
transients and low sunlight conditions in early morning periods) and a larger field aperture 
area.  
 
4.4.3 Dish-engine result validation 
Abbas et al. (2011) carried out an assessment of the technical and economic feasibility of a 
dish Stirling CSP plant for centralised electricity production in Algeria. They used a 100 MW 
plant as a reference case to evaluate the economic feasibility of three sites. Solar radiation and 
other meteorological data for each site were entered into a SAM model which was used to 
estimate the performance and cost of the 100 MW reference plant. The site with the highest 
DNI and hence the lowest LCOE was within the Tassili Oua-N-Ahaggar Desert in the 
province of Tamanrasset. When comparing performance data output from the SAM model 
with the results of this study, good agreement is demonstrated (Table 4-18).  
 
Reddy et al. (2012) performed thermodynamic, annual performance and economic 
assessments of a 50 MWe parabolic dish Stirling engine CSP plant in Jodhpur, India. The 
thermodynamic (exergetic) performance was evaluated using MathWorks MATLAB 
software. The Stirling engine was separately modelled using Engineering Equation Solver 
(EES).  Finally, the annual performance and cost of the 50 MWe plant was modelled using 
SAM. Their annual electric output figures scale linearly with the figures of this study. This 
suggests that a direct relationship exists between the number of collectors and the annual 
electric output of a dish-engine plant.    
 
The simulation input parameters and output results of Abbas et al. (2011), Reddy et al. (2012) 
and this study are compared in Table 4-18. The input data are similar across the three cases, 
however the increased annual electric output for the Upington plant reflects the higher DNR 










Table 4-18: Comparison of Abbas et al. (2011) and Reddy et al. (2012) simulations with this study 
Simulation Inputs Abbas et al. (2011) simulation 
Reddy et al. (2012) 
simulation This simulation 





Jodhpur, Rajasthan, India Upington, Northern Cape, South Africa 
Site coordinates [Lat., 
Long.] 22°0.47’ N, 5°0.31’E 26°29’N, 73°03’E 28°4’S, 21°3’E 
Site elevation [m] 1377 243* 848 
Monthly averaged daily 
DNR [kWh/m²/day] 7.26 5.77** 7.73† 
Annual averaged DNR 
[kWh/m²/annum] 2691 2107.37** 2829.8† 
Nameplate/Total capacity 
[MWe] 
100 50 100 
Number of collectors 4000 2000 4000 
Number of collectors, 
North-South 50 50 50 
Number of collectors, 
East-West 80 40 80 
Collector separation, 
North-South [m] 15 21.14 15 
Collector separation, East-
West [m] 15 21.14 15 
Total solar field area [m2] 900000 893800 900000 
Collector/Concentrator/ 
aperture diameter [m] 10.57 10.57 10.57 
Projected 
collector/concentrator/ 
glass area [m2] 








0.91 0.92 0.94 
Focal length [m] 7.45 7.45 7.45 
Receiver/Absorber 
aperture diameter [m] 0.2 0.2 0.184 
Receiver operating 
temperature  [°C] 720 720 720 
Working fluid pressure 




25 25 25 
Annual system 
degradation [%] 1 Not published 1 
Simulation Outputs Abbas et al. (2011) simulation 
Reddy et al. (2012) 
simulation This simulation 
Annual electric output 
[MWh] 221,000 95,775.3 227,118 
* Data obtained from Google Earth (2012) on the location provided and not directly referred to by Reddy et al. 
(2012). 
† CRSES DNR values used in the final model in section 4.3. 
** Figures obtained or calculated from NASA SSE data for site coordinates. Reddy et al. (2012) did not use these 







4.4.4 CLFR result validation 
Gharbi et al. (2011) compared the annual optical efficiency of the concentrators of parabolic 
troughs and CLFRs using DNR data for the Hassi Rmel region of Algeria. They found the 
annual collector efficiency of the parabolic trough to be 55.8% while the CLFR returned a 
value of 45.8%. They conclude that the optical and thermal efficiency of the CLFR is lower 
because of the greater influence of the incidence angle and cosine factor on this type of 
collector when compared to that of the parabolic collector. 
 
Giostri et al. (2011) compared the annual performance of commercial Fresnel collectors with 
parabolic trough collectors using Therminol VP-1 as the HTF. In addition they investigated a 
DSG case for the Fresnel collectors. Thermoflex software was used with the following design 
parameters to facilitate the comparison: 
i.  DNI of 900 W/m2,  
ii. Incidence angle equal to zero,  
iii. Solar multiple equal to one,  
iv. No thermal storage, 
v. Net power output of 50 MW, 
vi. Evaporative cooling. 
 
The model was set up with an optical efficiency of 67% for the Fresnel collector based on 
manufacturer data from Novatec Biosol (2011).  An optical efficiency of 75% was used for 
the parabolic trough collector based on Eurotrough ET100 information from Geyer et al. 
(2002). Using these parameters they found that at design conditions the optical, thermal and 
piping efficiencies of the parabolic trough collectors exceed those of the linear Fresnel 
collectors. The parasitic losses of the CLFR plant were lower than those of the parabolic 
trough plant. The overall efficiency of the parabolic trough plant was higher than that of the 
CLFR plant, resulting in the parabolic trough plant generating 3% more gross electrical power 
than the CLFR plant. The net power output per square meter of the CLFR plant was found to 
be higher than that of the parabolic trough plant, which agrees with the results obtained in this 
study. 
 
Giostri et al. (2011) also performed an annual simulation for the location of Las Vegas, 








Table 4-19: Comparison of Giostri et al. (2011) simulations in Thermoflex to those of this 
simulation in SAM 
Simulation Inputs 









Simulation Software Thermoflex System Advisor Model Thermoflex System Advisor Model 
Site [Town, Province, 
Country] 
Las Vegas, Nevada, 
USA 
Upington, Northern 
Cape, South Africa 
Las Vegas, Nevada, 
USA 
Upington, Northern 
Cape, South Africa 
Site coordinates [Lat., 
Long.] 
36°10’30”N, 
115°08’11” W 28°4’S, 21°3’E 
36°10’30”N, 
115°08’11” W 28°4’S, 21°3’E 
Average Temperature 
[°C] 19.8 21.5 19.8 21.5 
Annual averaged DNR 
[kWh/m²/annum] 2592 2829.8† 2592 2829.8† 
Nameplate/Total 
capacity [MWe] 
50 100 50 100 
Power cycle cooling 
method Evaporative Air-cooled Evaporative Air-cooled 
Solar multiple 1 2 1 1.79 
Hours of thermal 
storage 0 6 0 0 
Aperture area [m²] 235,899 860,010 268,596 862,848 
Total land area [km²] 0.684 3.141 0.595 1.381 
Simulation Outputs 









Annual electric output 
[MWh] 97,818 401,839 74,454 393,984 
† CRSES DNR values used in the final model in section 4.3. 
 
Based on their results, Giostri et al. (2011) note that while the linear Fresnel collector is 
capable of collecting more solar energy than an equivalent parabolic trough collector, it fails 
to reflect that energy efficiently to the receiver. Therefore, particularly at high insolation 
incidence angles the CLFR plant is unable to match the parabolic trough plant’s optical 
efficiency. This, in combination with the higher transverse angle losses of CLFR plants in 
winter, results in the lower annual electric output. These effects are modelled by SAM (Figure 
4-16), however the fossil fuel backup of the modelled CLFR plant guarantees nominal power 
block output throughout most of the day, removing some of the advantage of the parabolic 









































































































Figure 4-16:  Average hourly optical efficiency of parabolic trough, central receiver and CLFR 
 
Morin et al. (2012) performed a comparison of parabolic trough and CLFR power plants 
using ECOSTAR (developed by the DLR) and ColSim (Fraunhofer ISE in-house software). 
Meteorological input data for Daggett, California, USA were used for their annual 
performance simulations. Their approach was to optimize the aperture area of both 
technologies in order to match the LCOE. An average was taken from the ECOSTAR and 
ColSim results of Morin et al. (2012) and compared to this study in Table 4-20. 
 
Table 4-20: Comparison of Morin et al. (2012) simulations in ECOSTAR and ColSim to this 
study 
Simulation Inputs 









Simulation Software ECOSTAR and ColSim System Advisor Model 
ECOSTAR and 
ColSim System Advisor Model 









Cape, South Africa 
Site coordinates [Lat., 
Long.] 34°51’N, 116°49’W 28°4’S, 21°3’E 34°51’N, 116°49’W 28°4’S, 21°3’E 
Average Temperature 
[°C] 19.8 21.5 19.8 21.5 
Annual averaged DNR 
[kWh/m²/annum] 2791 2829.8† 2791 2829.8† 
Nameplate/Total 
capacity [MWe] 
50 100 50 100 
Power cycle cooling 
method Evaporative Air-cooled Evaporative Air-cooled 
Hours of thermal 
storage 0 6 0 0 
Aperture area [m²] 269,000 860,010 371,000 862,848 
Total land area [km²] 0.941 3.141 0.742 1.381 
Simulation Outputs 









Annual electric output 
[MWh] 110,500 401,839 93,500 393,984 






Morin et al. (2012) noted that during periods of high insolation around solar noon the CLFR 
was forced to discard considerable excess energy due to its larger aperture area per receiver. 
They also observed that the optical losses inherent to the design of the CLFR reduce the 
amount of thermal energy delivered to the power block during early morning and late 
afternoon periods (high insolation incidence angles). This resulted in reduced operating time 
for the plant, which in turn led to the lower annual electric output of the CLFR plant in 
comparison to the parabolic trough plant.  
 
In this study an identical fossil fill fraction was used across the parabolic trough, central 
receiver and CLFR models. This was required to match the power dispatch schedules. 
However, since the CLFR model does not have a TES system, it does not need to use a 
portion of the fossil fill fraction to charge TES system tanks. Therefore it used the complete 
fossil fill fraction to ensure nameplate electrical output is maintained throughout the day. 
Thus the backup fossil fuel boiler compensated for some of the optical losses which resulted 
in reduced operating time and electric output in the models of Morin et al. (2012). Setting the 
fossil fill fractions to zero across the board results in the CLFR and parabolic trough net 
annual electric output agreeing more closely with the result of Morin et al. (2012). 
 
In sections 4.4.1 and 4.4.2 comparisons were carried out between the parabolic trough and 
central receiver CSP plants simulated in this study and those simulated by Wagner (2012) in 
SAM. Wagner (2012) describes the SAM model of the CLFR plant in more detail, noting the 
non-normal orientation of the primary reflectors towards incoming beam radiation as the 
primary optical loss of the CLFR. He also mentions the significant seasonal variation of 
optical performance of the CLFR. As mentioned in section 4.4.2 his modelling approach is 
different to the one adopted here. However, insight can be gained from the comparative 
results of his work despite this difference in approach. The results of his parabolic trough and 



































output (gross) [MWe] 
150 115 158 107 
Fossil fuel backup No Yes No Yes 
Solar multiple 1.46 2 1.7 1.79 
Hours of thermal 
storage 1 6 0 0 
Field aperture area 
[m²] 850,302 860,010 1,208,000 862,848 
Heat transfer fluid Solar salt Solar salt Water/steam Water/steam 
Power cycle cooling 
method Air-cooled Air-cooled Air-cooled Air-cooled 
Power cycle efficiency 0.378 0.3774 0.38 0.38 
Boiler operating 











Annual water usage 
[m3] 72,237 82,467 31,560 77,452 
Capacity factor [%] 24.8 45.9 23.0 44.7 
Annual electric output 
[MWh] 299,700 401,839 299,700 393,984 
 
The results of Wagner’s (2012) SAM simulation reflect the optical limitations of CLFR 
technology in comparison to parabolic trough technology. This is expressed by the much 
larger solar field aperture area required to obtain the same annual electric output. This study 
also reflects the higher aperture area required from a CLFR plant to obtain a similar 
nameplate electrical output to a parabolic trough. 
 
Wagner’s (2012) results also reflect the seasonal variation of CLFR optical performance via 
the lower capacity factor in comparison with the parabolic trough. Due to this study using 
fossil fuel backup, this seasonal variation was compensated for. With fossil fuel backup the 
parabolic trough plant capacity factor is 2.7% higher than the CLFR plant. Removing the 
fossil fuel backup, the CLFR plant capacity factor becomes 32.6% lower than the parabolic 
trough plant. This is similar to Wagner’s (2012) result.  
 
The CLFR plant model deploys its fossil fuel backup in such a manner that it compensates for 
some of its optical inefficiencies. Despite this, its resultant net annual electric output is still 
lower than the central receiver and parabolic trough plant models. Removing the fossil fuel 
backup results in the CLFR plant model producing 32.6% less net annual electric output than 
the parabolic trough plant model. These results agree on average with the work of Giostri et 







Table 4-22: Estimation of annual electric output deviation 
Simulation Output Giostri et al. (2011) parabolic trough simulation 
Giostri et al. (2011) CLFR 
simulation 
Percentage difference in 
parabolic trough and 
CLFR result 
Annual electric output 
[MWh] 97,818 74,454 31.4% 
Simulation Output Morin et al. (2012) parabolic trough simulation 
Morin et al. (2012) CLFR 
simulation  
Annual electric output 
[MWh] 110,500 93,500 18.2% 
Average difference between parabolic trough and CLFR annual electric output 24.8% 
Simulation Output 
This parabolic trough 
simulation with fossil fuel 
backup 
This CLFR simulation with 
fossil fuel backup 
Percentage difference in 
parabolic trough and 
CLFR result 
Annual electric output 
[MWh] 401,839 393,984 2% 
Simulation Output 
This parabolic trough 
simulation without fossil 
fuel backup 
This CLFR simulation 
without fossil fuel backup 
Percentage difference in 
parabolic trough and 
CLFR result 
Annual electric output 
[MWh] 356,654 242,570 47% 







5. DISCUSSION OF RESULTS 
Two findings emerge from this study. Firstly the solar resource at Upington is exceptionally 
good compared with other CSP locations around the world, and the assessment conducted 
here shows good agreement with a recent assessment done by Suri et al. (2011). Secondly, 
given the solar resource at Upington, central receiver technology provides superior 
performance to parabolic trough, linear Fresnel, and dish-engine technology. The central 
receiver model produced between 2.6% and 44% higher annual electric output than the other 
models evaluated, and best matched the national load profile.  
 
5.1 Solar resource assessment result 
A simple average of the results obtained of the six meteorological datasets examined 
produced a monthly averaged daily DNR of 7.72 kWh/m²/day and an annual averaged DNR 
of 2814.1 kWh/m²/annum. This result showed good agreement with the results of Suri et al. 
(2011) of 7.72 kWh/m²/day and 2816 kWh/m²/annum. However, a grading was assigned to 
each dataset and the weighted average of the datasets examined produce a result of 7.98 
kWh/m²/day and 2905.5 kWh/m²/annum. This is 3% higher than the result of Suri et al. 
(2011) and suggests that satellite-derived DNR data for Upington may underestimate the 
available resource. 
 
Analysis of each dataset revealed that while ground measured DNR data were higher than 
satellite-derived data, missing readings from equipment resulted in large periods being 
omitted from the aggregation process. This raises the issue of quality ground measurement 
availability for Upington. More accurate ground measurements will result in more accurate 
solar system modelling. 
 
The SAWS and Eskom ground measurement data problems were dealt with on a case by case 
basis resulting in the corrected data showing agreement with the other datasets examined. 
Using the more conservative simple average result it is found that the solar resource at 
Upington is 3% higher than the Daggett parabolic trough plant sites in California and 37% 
higher than the Plataforma Solar de Almería solar testing facility site. Using the weighted 
average, the DNR available at Upington is 6% higher than Daggett and 41% higher than 
Plataforma Solar de Almería. 
 
These results indicate that the DNR at Upington is suitable for concentrating solar thermal 





5.2 Modelling results 
A key function of SAM is providing a uniform technology comparison framework. 
Comparisons of CSP technologies in SAM can be found in the literature, for example Turchi 
et al. (2010) and Wagner (2012). The analysis here differs somewhat from other work in the 
technologies compared, and modelling approach. The design parameters that were fixed for 
all the technologies are listed in Table 5-1.  
Table 5-1: Fixed design parameters for this study 
Parameter Units Value 
Plant location - Upington, Northern Cape 
Climate input file - CRSES 
Nameplate electrical output MWe 100 
Hours of thermal storage hours 6*† 
Plant availability % 96 
Power cycle cooling method - Air-cooled 
Annual system degradation % 1 
Power dispatch schedule - matched 
Fossil fuel backup - Yes† 
    * Parameter not relevant for dish-engine model 
    † Parameter not relevant for CLFR model 
 
In addition to these parameters being held constant, the following parameters were matched as 
closely as possible: 
i. Solar field aperture area,  
ii. Solar multiple,  
iii. Number of washes mirrors in the solar field received per annum.  
 
Using these parameters, a comparison of the direct and derived simulation outputs in Table 
4-3 was performed in chapter 4. These outputs, in combination with an assessment of how 
well each technology matches the national load profile, allow performance comparisons 
between the four technologies.  
 
The following net annual electric output was predicted for each of the four technologies, 
using matched input parameters and the same climate input file: parabolic trough plant: 
401,839 MWh, central receiver plant: 404,181 MWh, dish-engine plant: 227,118 MWh and 
CLFR plant: 393,984 MWh. 
 
In a validation exercise it was found that the parabolic trough, central receiver, dish-engine 







The parabolic trough model net annual electric output and water usage of 401,839 MWh and 
82,467 m³ respectively compared reasonably with figures of 299,700 MWh and 72,237 m³ 
given by Wagner (2012). Despite a 30% smaller power block, this study’s model produces 
34.1% more annual electric output than the model of Wagner (2012). This can be attributed to 
the presence of fossil fuel backup, five more hours of thermal storage and a 0.8% larger field 
aperture area. The 34.1% higher annual output imposes a 14.2% higher annual water usage 
figure. This is a result of backup boiler water usage, longer power block operation due to 
larger thermal storage capacity and an additional 9,708 m2 of mirror area requiring washing. 
The similarity of these results to the work of Wagner (2012), and the manner in which it 
linearly scales with the work of García et al. (2011), engenders confidence in the parabolic 
trough model evaluated here. 
 
The central receiver model net annual electric output and water usage of 404,181 MWh and 
70,383 m³ respectively are not easily comparable with the models of Turchi et al. (2010) and 
Wagner (2012). The central receiver model of Turchi et al. (2010) has very similar design 
metrics to the model in this study although the annual electric output is not published. Turchi 
et al. (2010) published a capacity factor of 43%, and this figure compares favourably with the 
result of 46.1% obtained here. The higher result is obtained from 2% higher power cycle 
efficiency and 5% higher plant availability model inputs. Comparisons with Wagner’s (2012) 
results are more difficult. Wagner obtains net electric output of 300,000 MWh and water 
usage of 60,541 m³ annually using a power block that is 48% the size of the power block 
selected here, ten hours more thermal storage and a 3% smaller aperture area. This study’s 
35% higher annual electric output is attributable to a 109% larger power block (reducing 
energy dumping during high DNR periods), fossil fuel backup (to cover cloud transients and 
low sunlight conditions in early morning periods) and a 3% larger field aperture area. This 
higher annual output comes at the expense of a 16% higher annual water usage figure. Losses 
associated with running and cooling a larger steam turbine, backup boiler water usage and an 
additional 24,110 m2 of mirror area contribute to this higher water usage figure.  
 
While the central receiver results differ from Wagner’s (2012), the design parameters readily 
account for those differences. A comparison to the capacity figure of Turchi et al. (2010) also 
suggests that the difference can be accounted for by simulation inputs. Hence the central 
receiver model result can be considered within range of the SAM simulation results obtained 
by Wagner (2012) and Turchi et al. (2010). 
    
The dish-engine model net annual electric output of 227,118 MWh show good agreement 





metrics to this study. The 3% higher annual output obtained in this study is attributable to 
5.8% higher DNR in Upington and 3% higher collector reflectivity specified for this study.  
Reddy et al. (2012) obtained an annual electric output of 95,775 MWh from a 50% smaller 
dish-engine array. Reddy et al. (2012) are not clear on the meteorological data used in their 
SAM model. If Reddy et al. (2012) used Jodhpur annual DNR data then this result is in line 
with expectation as Jodhpur has 34% less DNR than Upington. Doubling the capacity of this 
dish-engine array results in 19% lower annual electric output than this study. This is in line 
with the annual electric output-DNR relationship observed between the results of Abbas et al. 
(2011) and this study.  
 
The good agreement of this result with the work of Abbas et al. (2011) and the linearly 
proportional relationship of these results to those of Reddy et al. (2012), engender confidence 
in the dish-engine array model used here. 
 
To avoid bias in the comparison, the same power dispatch schedule (section 4.2.1.2) was used 
for the parabolic trough, central receiver and CLFR models in SAM. The dish-Stirling model 
does not have a central power block so it cannot utilise fossil fuel backup or TES. Hence the 
power dispatch schedule could not be applied to the dish-Stirling model. The CLFR model 
does not have a TES system as the solar field generates steam directly. Wagner (2012) has 
recognized this shortcoming and has opted to pursue development of a CLFR model using a 
conventional HTF in the solar field. This model may be available in the next release of SAM.  
Currently the CLFR model uses its entire fossil fuel fill fraction to keep its steam turbine 
running at nameplate capacity. This compensates for the optical inefficiencies of the solar 
field during mornings and evenings, particularly in winter (see Figure 4-15). It also conceals 
the effects lower solar field optical efficiency has on turbine operation. Low solar field optical 
efficiency results in part-load operation of the turbine. This lowers turbine efficiency and 
results in a lower annual electric output. The parabolic trough and central receiver models use 
a portion of the fossil fill fraction to charge their TES tanks, which results in more part-load 
turbine operation than the CLFR model for the same input DNI. Therefore the parabolic 
trough and central receiver models are not able to commit as much of their fossil fill fraction 
to maintaining nominal power block operation as the CLFR model does. This diminishes 
some of the advantage of the parabolic trough and central receiver’s higher optical efficiency. 
Removing fossil fuel backup from all three models resulted in the net annual output of the 
CLFR model becoming significantly lower than that of the parabolic trough and central 
receiver. The CLFR model output decreased from being 2% lower than the parabolic trough 
model to being 32.6% lower. Good agreement is shown between the average of these results 






Comparing the results of each model, it is noted that the central receiver model provides the 
highest annual electric output. It produces 0.6% more than the parabolic trough (Figure 5-1) 
while using 14.7% less water annually (Figure 5-2). This result is in agreement with the 
analysis of Turchi et al. (2010) and Wagner (2012). The central receiver model also best met 




















Figure 5-1: Inter-technology net annual electric output (MWh) comparison 
 
The CLFR model produces 2% less annual electric output than the parabolic trough plant and 
2.6% less than the central receiver when all have fossil fuel backup. Removing the fossil fuel 
backup from the CLFR, parabolic trough and central receiver models resulted in the CLFR 
net annual output being 32.6% lower than the parabolic trough and 48.6% lower than the 


























The dish-engine model furnishes the highest overall efficiency of 23.9%. The CLFR overall 
efficiency is 32% lower than the parabolic trough and 33% lower than the central receiver 






















Figure 5-3: Comparison of overall power plant efficiency (%) 
 
The dish-engine model produced 44% less electricity annually than the central receiver model 
(Figure 5-1) but it also used 77% less water excluding radiator cooling fluid water (Figure 
5-4). Its annual electric output and water usage were 36% and 80% less than the parabolic 




























Figure 5-5 shows the ratio of energy generated per cubic metre of water consumed for each 
power plant modelled. The dish-engine plant uses the least amount of water to produce energy 
while the central receiver is the second most efficient. Adding radiator cooling water usage to 
















Figure 5-5: Inter-technology comparison of energy produced per cubic metre of water used in 
kWh/m3  
 
Considering the potential for local manufacture of major plant components, it appears that 
CLFR technology presents the highest potential for substantial local manufacture of its 
components (Table 5-2). Its flat primary reflectors, static, non-vacuum receiver and standard 
steam cycle power block pose low technical risk to local manufacturers. van Niekerk (2009) 
asserts that linear Fresnel components can be easily manufactured locally. Parabolic trough 
technology appears hampered in this regard with its curved glass collectors, vacuum receivers 
and flexible piping required to transport high temperature HTF. The Southern Africa Solar 
Thermal and Electricity Association (SASTELA) (2012) notes that local manufacture of 
curved collectors will only be feasible when local parabolic trough plant installations reach 
500 MW. Similarly, local manufacture of parabolic trough receiver tubes becomes feasible 
with local trough installations reaching 200 MW (van Niekerk, 2009). Due to the modular 
design of dish-engine plants, developers may find benefit in sourcing complete dish-engines 
and only sourcing materials for the plant infrastructure locally. Central receivers present 
potential because flat heliostats can be manufactured locally. The heliostat field is the largest 
contributor to the capital cost of the plant, up to as much as 60% of the total cost according to 
van Niekerk (2009). Hence local content can make up the majority of the capital expenditure 





temperatures with steep gradients. This may present a barrier to local manufacture, however, 
thermal coal power plant suppliers may be able to provide for this. 
 
Regarding modularity and scalability of each plant to generate more than 100 MWe, the dish-
engine plant appears most suitable. Provided there is enough land available, the number of 
dish-engines in the field can be doubled. The land area would require terracing and an 
electrical infrastructure upgrade (cabling and substation expansion). For parabolic troughs, 
adding to the solar field involves interconnection of the piping and more powerful or 
additional HTF pumps. This increases the parasitic load of the plant. To increase the output 
the steam turbine has to either be replaced by a larger unit or a second unit has to be installed. 
For CLFRs adding another circuit has similar effects as mentioned for parabolic troughs 
unless an entirely parallel circuit is installed. To upgrade the capacity of a central receiver 
plant the receiver, turbine and associated piping must be upgraded. This requires significant 
downtime of the plant. However, eSolar (2009) build modular and scalable central receiver 
plants with multiple tower-receivers. This concept allows for easier expansion of a central 
receiver plant. 
 
The effect of plant degradation on the net annual energy of each plant modelled was discussed 
in section 4.3. Part of this discussion is the ease with which the components of each 
technology can be replaced. The solar field is permanently exposed to the elements. Direct 
sun, wind, storms, and dramatic temperature differences at different times of day result in the 
weathering or damage of components. While each technology has a stow position for its 
collectors to avoid damage to the reflective surfaces, breakages do occur. 
 
Replacing the primary reflectors of a CLFR plant appears most convenient as the mirrors are 
flat and close to the ground. Replacing the receiver will require a crane and rigging or a 
boom-lift. Replacing the mirror surface on a parabolic trough is more challenging because of 
the shape of the glass and the height of the collector from the ground. Its receiver will also 
require a crane and rigging or a boom-lift to access. Large dish-engines tend to require boom-
lifts to replace mirrors at the top of the collector dish. The receiver and Stirling engine can be 
accessed with a ladder if the dish-engine is moved into an adequate maintenance position. 
Heliostats in a central receiver solar field can vary in size. The large heliostats modelled in 
this study will require a ladder or boom-lift to access the highest points, but with flat surfaces 
it should be easy to replace a mirror facet. The central receiver tower should be designed to 
allow for maintenance platforms at the required heights. Routine maintenance is not 
problematic if the design allows for this, however replacement of larger components on the 





Table 5-2: Potential for local manufacture of major CSP components 
Major component Parabolic trough Central receiver Dish-engine CLFR 
Collector 
Curvature of mirror a 
potential challenge for 
local manufacture 
Flat heliostats and 
support structure can 
be manufactured 
locally 
Curvature of dish may 
be a challenge unless 
a multi-faceted 
collector is used 
Flat primary reflectors 
and support structure 





ensure vacuum in 
annulus may be a 
challenge  
Precision design 
required for high 
temperatures and 
steep temperature 
gradients may be a 
challenge 
Precision design 
required for high 
temperatures and 
steep temperature 
gradients may be a 
challenge 
No vacuum required 
and insulation can be 
procured locally 
Tracking system 
Single axis tracking 
systems can be locally 
designed and 
manufactured 
Dual axis tracking is 
more complicated but 
still not a challenge 
for local design and 
manufacture 
Dual axis tracking is 
more complicated but 
still not a challenge 
for local design and 
manufacture 
Single axis tracking 
systems can be locally 
designed and 
manufactured 
Solar field piping 
Flexible portions of 
piping may be 
troublesome to 
fabricate locally but 
most standard piping 
can be procured 
locally 
Precision receiver 
piping may be 
troublesome as leaks 
in this system have to 
be avoided 
No solar field piping 
unless a central 
cooling tower is used. 
Electrical cabling can 
be procured locally  
Flexible portions not 
required as receiver is 
static. Standard piping 




Construction of tanks, 
piping and pumps 
should not be 
problematic. Ensuring 
tight quality control to 
avoid leaks may be a 
challenge 
Construction of tanks, 
piping and pumps 
should not be 
problematic. Ensuring 
tight quality control to 
avoid leaks may be a 
challenge 
Not applicable Not applicable 
Power block 
Construction of 
complete power block 
including dry-air 
coolers is not new to 
local industry, 
however turbines and 
many ancillaries may 
be foreign sourced  
Construction of 
complete power block 
including dry-air 
coolers is not new to 
local industry, 
however turbines and 
many ancillaries may 
be foreign sourced 
Stirling engines will 
most likely be foreign 
sourced 
Construction of 
complete power block 
including dry-air 
coolers is not new to 
local industry, 
however turbines and 
many ancillaries may 
be foreign sourced 
 
 
On balance, the central receiver technology is the leading candidate because it generates more 
electricity annually than the other technologies in a fashion that best meets the national load 
profile. That is it most efficiently converts the solar resource at Upington to usable electricity 
during periods of peak demand. Its heliostat field, the most expensive component of the plant, 
can be manufactured locally. Retrofitting damaged heliostat field mirrors is easier than trough 
or dish-engine mirrors. Thus from a technical performance perspective a central receiver CSP 





6. CONCLUSION AND RECOMMENDATIONS 
South Africa relies nearly exclusively on coal to meet its electricity demand. The REFIT 
provides a platform for CSP technologies to be introduced into the nation’s bulk power 
generation scheme and it is certain that concentrating solar thermal and PV technology will 
contribute to South Africa’s future generating capacity. Solar thermal technology has a unique 
advantage in being able to store energy in heat form and dispatch it as required. This allows 
CSP technology to cater for South Africa’s dominant evening load peak. 
 
The objective of this study was to assess which CSP technology, from a technical 
performance perspective, is most suitable for bulk power generation given the solar resource 
available in Upington. To answer part of this question, an investigation of the solar resource 
available at Upington was performed. The investigation suggests that Upington’s monthly 
averaged daily DNR is between 7.72 kWh/m²/day and 7.98 kWh/m²/day. This compares 
favourably with DNR levels at current CSP sites like Daggett in California (7.5 kWh/m²/day) 
and Plataforma Solar de Almería (5.68 kWh/m²/day) in Spain. Upington is therefore a suitable 
location for concentrating solar thermal technology projects to be implemented.  
 
To answer the balance of the question, four competing CSP technologies were investigated: 
the parabolic trough, CLFR, central receiver and dish-engine. Each technology was simulated 
using System Advisor Model and the central receiver model produced the highest annual 
electric output (404,181 MWh), while best matching the national load profile. It compared 
well with the parabolic trough, CLFR and dish-engine model results of 401,839 MWh, 
393,984 MWh and 227,118 MWh respectively. The central receiver’s higher operating 
temperatures make it more suitable for a Brayton cycle, and with shale gas exploration 
occurring in the Northern Cape, it could be hybridised to provide base load power generation 
capability. If shale gas reserves in the area are not exploited, the central receiver provides 
even higher output without fossil fuel co-firing in comparison to the parabolic trough and 
CLFR technologies. The central receiver’s overall efficiency is only exceeded by the dish-
engine model. The possibility of manufacturing heliostats locally can boost the local content 
of such an installation up to 60% of the overall cost. The slope of a central receiver plant site 
can exceed what is allowable for a comparable parabolic trough and CLFR plant. Ease of 
maintenance of a central receiver heliostat field is only surpassed by that of a CLFR 
installation.   
 
From a purely technical perspective, the results of this study support the argument for 





recognised that an economic comparison of these technologies may not result in the same 
conclusion. While financial considerations may ultimately decide the selection of a 
technology, a clear understanding of the technical performance of the various options is vital 
to the process. Such metrics are given in chapters 4 and 5. 
 
This work provides a platform for more detailed analysis of each CSP technology. An 
investigation solely focused on modelling central receiver technology in Upington could yield 
useful results based on the preliminary work performed here. This study also provides a basis 
for feasibility-level studies for concentrating solar thermal power plants in the Upington area 
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APPENDIX A: THE SOLAR RESOURCE 
Introduction 
In this appendix some basic concepts of the solar resource and solar energy engineering are 
reviewed. Duffie and Beckman’s Solar Engineering of Thermal Processes (2006) was used as 
a baseline for the equations and astronomical data in this chapter. Where possible the 
geometric relations, equations and indices are contextualised to the Upington location. 
 
The sun is composed of gaseous matter with an interior temperature estimated at between 
8x106 K and 40x106 K. It has a diameter of 1.39x109 m and is, on average, 1.495x1011 m from 
the earth. The sun’s effective or equivalent black body temperature is reported to be between 
5760 K (Goswami, et al., 2000) and 5777 K (Duffie and Beckman, 2006; Tiwari, 2002). 
Goswami, et al. (2000), suggest that the earth intercepts approximately 1.7x1014 kW of the 
3.8x1023 kW of energy emitted by the sun. The distance between the sun and the earth varies 
by 1.7% due to the peculiarity of the earth’s elliptical orbit about the sun (Duffie and 
Beckman, 2006). At the mean sun-earth distance of 1.495x1011 m, the sun subtends an angle 
of 32 minutes (Duffie and Beckman, 2006). A planar representation of the sun-earth geometry 
is displayed in Figure 2-1. 
 
 
Figure A1: Sun-earth relationships (Modified from Duffie and Beckman, 2006) 
 
The solar constant, Gsc sometimes referred to as Io in certain references, is defined as  
 
“the energy from the sun per unit time received on a unit area of a surface perpendicular 
to the direction of propagation of the radiation at mean earth distance outside the 
atmosphere.” 






Many estimates of the solar constant have been reported over the years and the World 
Radiation Center (WRC) chose a value of 1367 W/m² with an uncertainty of 1%. Knowing 
the spectral distribution of the solar constant is helpful. The WRC standard spectral irradiance 
curve compiled from space and high-altitude measurements is provided in Figure A2. 
 
Figure A2: The WRC standard spectral irradiance curve at average earth-sun distance (Duffie 
and Beckman, 2006) 
 
From the curve it is clear that the wavelength range of 0.25 μm to 3.0 μm includes most of the 
energy radiated by the sun. Hence, this portion of the sun’s electromagnetic radiation is of 
primary importance. The solar radiation that reaches the earth varies due to internal effects 
within the sun and due to variations in the earth-sun distance (Duffie and Beckman, 2006). 
The earth-sun variation leads to deviation of extraterrestrial radiation flux in the range of 
±3.3% or ±3.4% as suggested by Goswami, et al. (2000). A simple equation to calculate this 







 equals the extraterrestrial radiation striking a plane at a right angle to the radiation on the 
nth day of any given year. A more accurate result can be given by Equation A.2 developed by 
Spencer (1971) as cited by Iqbal (1983). 
1.000110 0.034221 0.001280 0.000719 2














When comparing the two equations over a sample year, say 2009, it is noted that the variance 
is slight as shown in Figure A3. 
 














































































In addition to these two variances, solar radiation received at the earth’s surface is affected by 
two more important phenomena: atmospheric scattering by dust, air molecules and water as 
well as atmospheric absorption by CO2, O3, and H2O. A detailed review of these interactions is 
presented by Iqbal (1983). 
 
Geometric relationships of beam radiation 
For meaningful calculations of solar radiation to be performed, a few geometric relationships 
between the sun and a plane should be understood. In order to obtain a global reference point, 
the latitude of a given plane is required. This latitude ( ) is defined as the angular location 
south or north of the equator, with south being negative. Latitude ranges between -90°and 
90°. The latitudes of the measurement stations in Upington where the data were obtained to 
model the four systems in this study are -28.4° and -28.566°. Another “global” metric is 
declination ( ); defined as the spatial relation of the sun at solar noon and the plane of the 
equator. Declination is computed with the approximate equation of Cooper (1969) as cited by 











where the value is in degrees, and the day of year is n (i.e. n =1 for January 1, n = 33 for 
February 2, etc.). Declination moves from -23.45° on 21 December through +23.45° on 21 
June of the next year and returning to -23.45° on that year’s 21 December. 
A more accurate equation with an error of less than 0.035° by Spencer (1971) as cited by 
Iqbal (1983) is provided below. 
 
 180 0.006918 0.399912 0.070257 0.006758 2




Kreider (2006) presents the following equation which yields results more accurate than 
Cooper’s equation yet not as accurate as Spencer: 
 
 0.398 0.986 173  (A.6)
 
Viewing the results of all three equations on one plot (Figure A4) is useful in understanding 
the variation of declination through the year and the slight difference in results from each 
















































































δ [°] Cooper (1969)
δ [°] Spencer (1971)
δ [°] Kreider (2006)
 
The plane of any solar collector may be in any particular orientation relative to the earth at 
given time. The relationships are defined in terms of the beam solar radiation from the sun 
directed at the plane. A few useful angles are designated in Figure A5. 
 
Figure A5: Geometric relationships between a plane and incoming beam radiation and solar 
azimuth angle in plan view (Duffie and Beckman, 2006) 
 
The following definitions summarized from Duffie and Beckman (2006) describe the 






i. Slope ( ) is the angle between the horizontal and the plane of the surface in question and 
can range between 0° and 180°. If  is greater than 90° then some of the plane is facing 
the ground. 
ii. Surface azimuth angle ( ) is the deviation of the projection of the normal to the surface 
from the local longitude on a horizontal plane with south being zero, west positive and 
east negative he surface azimuth angle can lie between -180° and 180°. . T
iii. Hour angle ( ) is the displacement of the sun east or west of the local longitude due to 
the 15° per hour rotation of the earth on its axis, with the morning being negative and the 
afternoon positive. Solar time is taken from the position of the sun in the sky. Solar noon 
is when the sun reaches its zenith in the sky. The solar hour angle is zero at solar noon 
and changes by 15 degrees per hour from solar noon. For instance at 8 a.m. solar time the 
hour angle is equal to –60° (8 a.m. is 4 hours from noon – 4 times 15 is equal to 60, with 
a negative sign since it is morning). 
iv. The angle of incidence ( ) is the angle between the normal of a surface and the incident 
beam radiation on it. 
 
The angles describing the position of the sun in the sky are: 
i. The zenith angle ( ) is the angle between the normal of a horizontal surface and the sun, 
in other words, the angle between the beam radiation striking a horizontal surface and the 
vertical.  
ii. The solar altitude angle ( ) is the complement of the zenith angle, that is, the angle 
between the beam radiation striking a horizontal surface and the horizontal. 
iii. The solar azimuth angle ( ) is the angle between the sun and south, when looking at a 
surface from above (plan view). If the sun is east of south the angle is negative. If the sun 
is west of south the angle is positive. 
 
These angles relate to each other usefully. The angle of incidence, , may be quantified in 
terms of the other angles as follows: 
 
 cos sin sin cos sin cos sin cos cos cos cos cos
cos sin sin cos cos cos sin sin sin
θ δ φ β δ φ β γ δ φ β






The above equation can be simplified under certain ordinarily occurring circumstances. One 
of the cases of interest is a horizontal surface during the day. In this case the zenith angle,  , 






In this situation, 0, and the above equation simplifies to 
 
 cos cos cos cos sin sinzθ φ δ ω φ= + δ (A.8)
 
The calculation of hourly radiation on the tilted surface of a collector from estimates or 
measurements of hourly radiation on a horizontal surface is required to design or measure the 
performance of a solar power plant. A means of converting the data available for global and 
diffuse radiation on a horizontal surface to beam and diffuse on the plane of the collector is 
required.  The geometric factor , provides a ratio of beam radiation on a tilted surface and 
beam radiation on the horizontal at any instant. It can be calculated by appropriate use of the 
two equations above.  
 







In order to calculate radiation received at the earth’s surface, a convenient normalizing 
radiation level is required. This normalizing factor is the theoretically possible radiation 
available if there were no atmosphere, namely extraterrestrial radiation. 
 
A method of calculating extraterrestrial radiation will allow the estimation of average solar 
radiation and determination of the distribution of sunshine and cloudiness from measurements 
of total solar radiation on a horizontal surface. 
 
Considering a horizontal plane outside the atmosphere, the solar radiation impinging it at any 
instant is the solar radiation given by Equation A.1 divided by : 
 3601 0.033cos cos
365o sc
nG G zθ




Combining this equation with the fifth equation in this section yields  on a horizontal 
surface at any instant between sunrise and sunset: 
 
( )3601 0.033cos cos cos cos sin sin
365o sc





Frequently the daily extraterrestrial radiation on a horizontal surface,  is required to 
calculate daily solar radiation. By integrating the above equation over the period from sunrise 








G nH πωφ δ ω φ δ
π
× ⎛ ⎞⎛ ⎞= + × +⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠
 (A.12)
 
 is the sunset hour angle in degrees, given by the following Equation: 
 
 
scos –tan tanω φ δ=  (A.13)
 
Another useful ratio, the clearness index, is the ratio of solar radiation at the surface of the 
earth and extraterrestrial radiation. It is most useful to consider clearness indices over a period 
of time. The most granular data used in this study consider radiation over the period of an 
hour, and is subsequently summed up into days and then into months. The clearness indices 
for each of these periods are defined below: 












( )12 3600 3601 0.033cos cos cos (sin sin ) sin sin
365 180o sc
nI G π ω ωφ δ ω ω φ δ
π
−× ⎡ ⎤⎛ ⎞= + × − +⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦
 (A.15)
 
and  is the total hourly solar radiation measured on a horizontal surface. 
 
The daily clearness index, , is defined as the ratio of a particular day’s radiation to the 
















where  is the average monthly daily solar radiation on a horizontal surface and  is the 
monthly averaged daily extraterrestrial solar radiation.  values vary due to site location and 





for a very sunny climate. The National Aeronautics and Space Administration (NASA) 
Surface meteorology and Solar Energy (SSE) dataset provides a monthly average clearness 
index for Upington of 0.65. Calculating  from the hourly pyranometer readings from the 
South African Weather Service (SAWS) measurement station in Upington results in an 
average value of 0.69.     
 
The , ,  data used to calculate the clearness indices above are from measurements of total 
solar radiation on a horizontal surface, which tend to be pyranometer measurements. 
Pyranometers are instruments which measure global (beam plus diffuse) and diffuse radiation. 
Most available ground-station-measured solar radiation data are obtained from these 
instruments. Hulstrom (1989) and Duffie and Beckman (2006) provide a detailed discussion 
of the detection mechanisms and calibration standards of pyranometers in use. One of the 






APPENDIX B: SOLAR DATA CALCULATIONS 
 
This appendix contains data and calculations for quantifying the solar resource at Upington, 
using the six data sources discussed in chapter 3. A summary of the spreadsheets created in 
Microsoft Excel to perform the calculations and error checks is provided. 
SAWS calculations 
As the dataset and the calculations performed in it were too large to incorporate in this 
appendix, a summary of the results of the calculations is provided in the tables below. The full 
dataset is included on the CD provided with the dissertation. 
 
Table B1: Average daily Hb energy per month [kWh/m²/day] 
Average Daily Hb Energy per month [kWh/m²/day] 
1966 1967 1980 1981 1982 1985 1986 1987 1989 1990 
Jan 4.898 6.786 7.417 7.919 7.763 6.214 6.604 8.049 6.014 6.865 
Feb 6.018 5.971 5.873 6.316 5.648 6.633 6.819 5.189 5.486 5.839 
Mar 5.505 4.717 4.650 5.691 4.869 5.421 5.032 5.516 5.234 5.265 
Apr 3.471 4.180 4.611 4.518 3.855 3.727 4.387 3.977 3.105 4.08 
May 3.067 3.105 3.962 3.344 3.684 3.44 3.911 3.511 3.363 3.607 
Jun 2.563 2.768 2.738 3.33 3.056 3.406 2.806 3.122 3.215 2.898 
Jul 3.434 3.443 3.563 3.385 3.145 3.487 3.271 3.183 3.064 3.3 
Aug 3.955 4.123 3.176 3.58 4.153 4.223 3.689 4.304 3.796 4.094 
Sep 5.069 4.709 4.613 5.804 4.427 5.036 4.789 4.209 4.721 4.891 
Oct 4.627 6.376 7.672 5.993 5.568 4.857 4.838 5.587 5.896 6.244 
Nov 7.082 6.634 6.813 7.171 7.438 6.028 6.875 6.418 6.578 6.888 
Dec 7.037 6.847 7.554 7.892 7.172 6.558 7.978 7.729 7.412 7.26 
 
 
Table B2: Average DNI per month [kWh/m²/day] 
Average DNI per month [kWh/m²/day] 
1966 1967 1980 1981 1982 1985 1986 1987 1989 1990 
Jan 7.029 9.768 10.173 11.435 11.119 8.100 9.276 11.641 8.508 9.148 
Feb 9.193 8.895 8.706 9.301 8.374 10.083 10.497 7.745 7.624 8.677 
Mar 10.104 8.715 9.055 12.238 8.843 13.095 11.447 11.615 9.022 8.3 
Apr 6.294 7.643 8.014 8.050 6.956 6.502 7.849 7.278 5.562 7.145 
May 7.959 7.240 8.999 7.606 8.647 7.708 8.946 7.906 7.331 7.869 
Jun 8.851 8.339 7.912 10.067 9.083 9.874 8.483 9.446 9.251 8.074 
Jul 9.424 9.039 9.088 8.663 7.937 9.019 8.368 8.206 7.654 8.228 
Aug 8.132 8.176 5.996 7.307 8.112 8.165 7.268 8.516 7.366 7.872 
Sep 10.272 10.179 7.194 10.771 8.200 8.783 10.757 7.984 11.086 7.893 
Oct 7.431 10.600 12.873 9.714 8.510 7.215 7.622 8.889 9.543 9.84 
Nov 10.385 9.646 9.694 10.349 10.742 8.479 10.376 9.184 9.551 9.387 
Dec 9.782 9.707 9.585 10.995 10.306 8.271 11.307 11.077 10.364 9.636 










Table B3: Total annual DNI [kWh/m²/annum] 
1966 1967 1980 1981 1982 1985 1986 1987 1989 1990 
Annual 
DNI 3095 3284 3267 3544 3241 3200 3399 3337 3076 2987 
 
 






















Table B4: Average monthly DNI [kWh/m²/day] 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1966 7.029 9.193 10.104 6.294 7.959 8.851 9.424 8.132 10.272 7.431 10.385 9.782 
1967 9.768 8.895 8.715 7.643 7.24 8.339 9.039 8.176 10.179 10.600 9.646 9.707 
1981 11.435 9.301 12.238 8.05 7.606 10.067 8.663 7.307 10.771 9.714 10.349 10.995 
1982 11.119 8.374 8.843 6.956 8.647 9.083 7.937 8.112 8.2 8.510 10.742 10.306 
1986 9.276 10.497 11.447 7.849 8.946 8.483 8.368 7.268 10.757 7.622 10.376 11.307 
1987 11.641 7.745 11.615 7.278 7.906 9.446 8.206 8.516 7.984 8.889 9.184 11.077 
1989 8.508 7.624 9.022 5.562 7.331 9.251 7.654 7.366 11.086 9.543 9.551 10.364 
1990 9.148 8.677 8.3 7.145 7.869 8.074 8.228 7.872 7.893 9.840 9.387 9.636 
Ave 9.741 8.788 10.036 7.097 7.938 8.949 8.44 7.844 9.643 9.019 9.952 10.397 
NREL CSR calculations 
The NREL CSR model required a cell ID and then provided the results based on the cell ID 
entered. The cell was located on the map provided, and the results for the cell located in the 
Upington area are provided below. 
 
Table B5: Average monthly direct, global, latitude tilt and diffuse irradiance [Wh/m²/day] 
Enter Cell 
Id -> 
1402285                
 Return 
Cell 
Longitude Latitude              
Month    Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
Direct 1402285 21.083 -28.59 8859 7710 7325 6488 6899 6143 6430 7274 7364 6959 8502 8912 7405 
Global 1402285 21.083 -28.58 8173 7264 6341 4997 4138 3569 3776 4720 5854 6876 7876 8272 5988 
Latitude 
Tilt 
1402285 21.083 -28.59 7424 7237 7176 6489 6155 5632 5817 6509 7020 7196 7376 7320 6779 









































21.083-28.586Latitude = Longitude = 
 
NASA SSE calculations 
Once the desired data were obtained from the NASA SSE website they were organised in the 

























Table B6: Monthly averaged insolation incident on a horizontal surface [kWh/m2/day] 
Monthly Averaged Insolation Incident On A Horizontal Surface (kWh/m2/day) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
1983 n/a n/a n/a n/a n/a n/a 3.49 4.85 5.67 6.87 7.09 7.68 n/a 
1984 8.5 7.6 5.72 4.67 3.7 3.25 3.82 4.48 5.94 6.84 8.07 8.78 5.94 
1985 7.6 6.19 6.06 4.59 3.89 3.34 3.64 4.65 5.73 6.56 7.37 7.72 5.61 
1986 7.77 7.73 5.86 4.51 3.82 3.1 3.39 4.15 5.56 6.38 7.43 8.41 5.66 
1987 8.59 6.99 6.13 4.36 3.7 3.25 3.45 4.51 5.22 6.76 7.44 8.36 5.73 
1988 8.01 6.39 5.34 4.28 3.52 3.51 3.96 4.15 5.6 7.21 7.14 7.46 5.55 
1989 7.56 6.75 6.05 3.98 3.71 3.2 3.93 4.93 5.45 7.07 7.8 8.64 5.76 
1990 8.09 7.27 6 4.35 4.3 3.54 3.88 4.88 5.81 7.32 7.9 8.1 5.95 
1991 7.51 7.23 5.59 5.1 4.31 3.48 3.98 5.03 5.37 6.54 7.46 7.4 5.74 
1992 8.31 6.97 6.25 4.84 4.48 3.82 4.11 4.97 5.95 6.99 8.2 8.96 6.15 
1993 8.24 6.95 5.75 4.64 4.22 3.78 3.74 4.76 6.32 6.58 7.62 8.42 5.91 
1994 7.44 6.4 6.08 4.89 4.18 3.76 4.13 4.93 5.73 6.88 7.53 8.87 5.9 
1995 8.24 7.24 5.53 5.28 4 3.73 4.07 5.14 5.42 6.83 7.5 8.04 5.91 
1996 7.54 7.01 6.22 4.99 4.22 3.85 3.74 5.1 6.04 6.32 7.26 8.53 5.9 
1997 7.7 7.08 5.85 5.47 4.08 3.64 4.06 5.07 6.14 6.76 8.52 7.88 6.01 
1998 8.08 6.82 5.79 5.51 4.17 3.96 3.8 4.72 6.08 7.24 8.18 8.24 6.05 
1999 7.82 7.16 6.09 5.18 3.61 3.79 3.94 5.17 5.93 6.7 8.02 7.38 5.89 
2000 7.49 6.67 5.93 5.2 4.45 3.84 4.08 4.91 5.57 6.7 7.85 8.01 5.89 
2001 8.3 7.13 6.54 4.67 4.33 3.83 3.91 4.96 5.75 7.11 6.88 8.2 5.96 
2002 8.09 7.29 5.9 4.75 3.92 3.75 4.15 4.73 6.29 6.89 7.95 8.21 5.99 
2003 7.96 6.62 6.31 4.74 4.08 4.01 4.13 4.83 5.5 6.12 8.09 8.81 5.93 
2004 7.77 6.86 6.04 5.02 4.09 3.85 4.11 5.06 6.09 6.58 7.2 8.58 5.94 




7.93 6.96 5.95 4.81 4.03 3.64 3.9 4.81 5.8 6.77 7.66 8.23 5.87 
Min 
% Dif -6 -11 -10 -18 -13 -15 -13 -14 -10 -10 -10 -10 -12 
Max 
% Dif 8 10 9 13 10 9 8 7 8 7 10 8 9 
 
 



























Table B7: Monthly averaged insolation clearness index [0 to 1.0] 
Monthly Averaged Insolation Clearness Index (0 to 1.0) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Annual 
1983 n/a n/a n/a n/a n/a n/a 0.61 0.7 0.65 0.66 0.61 0.63 n/a 
1984 0.71 0.69 0.6 0.61 0.6 0.6 0.66 0.64 0.68 0.66 0.7 0.73 0.66 
1985 0.64 0.56 0.64 0.6 0.63 0.62 0.63 0.67 0.66 0.63 0.64 0.64 0.63 
1986 0.65 0.7 0.62 0.58 0.62 0.57 0.59 0.6 0.64 0.62 0.64 0.69 0.63 
1987 0.72 0.63 0.64 0.56 0.6 0.6 0.6 0.65 0.6 0.65 0.64 0.69 0.63 
1988 0.67 0.58 0.56 0.56 0.57 0.65 0.69 0.59 0.64 0.69 0.62 0.62 0.62 
1989 0.63 0.62 0.64 0.52 0.6 0.59 0.68 0.71 0.63 0.68 0.67 0.71 0.64 
1990 0.68 0.66 0.63 0.57 0.7 0.65 0.68 0.7 0.67 0.71 0.68 0.67 0.67 
1991 0.63 0.66 0.59 0.66 0.7 0.64 0.69 0.72 0.62 0.63 0.64 0.61 0.65 
1992 0.7 0.63 0.66 0.63 0.73 0.7 0.71 0.71 0.68 0.67 0.71 0.74 0.69 
1993 0.69 0.63 0.61 0.6 0.69 0.7 0.65 0.68 0.73 0.63 0.66 0.7 0.66 
1994 0.62 0.58 0.64 0.64 0.68 0.69 0.72 0.7 0.66 0.66 0.65 0.73 0.67 
1995 0.69 0.66 0.58 0.68 0.65 0.69 0.71 0.74 0.63 0.66 0.65 0.66 0.67 
1996 0.63 0.64 0.65 0.65 0.69 0.71 0.65 0.73 0.69 0.61 0.63 0.7 0.67 
1997 0.65 0.64 0.62 0.71 0.66 0.67 0.71 0.72 0.7 0.65 0.74 0.65 0.68 
1998 0.68 0.62 0.61 0.72 0.68 0.73 0.66 0.68 0.7 0.7 0.71 0.68 0.68 
1999 0.66 0.65 0.64 0.67 0.59 0.7 0.69 0.74 0.69 0.65 0.69 0.61 0.66 
2000 0.63 0.61 0.63 0.68 0.72 0.71 0.71 0.7 0.64 0.65 0.68 0.66 0.67 
2001 0.7 0.65 0.69 0.61 0.7 0.71 0.68 0.71 0.66 0.69 0.59 0.68 0.67 
2002 0.68 0.66 0.62 0.62 0.64 0.69 0.72 0.68 0.72 0.67 0.69 0.68 0.67 
2003 0.67 0.6 0.66 0.62 0.66 0.74 0.72 0.69 0.64 0.59 0.7 0.73 0.67 
2004 0.65 0.62 0.64 0.66 0.67 0.71 0.71 0.72 0.7 0.63 0.62 0.71 0.67 




0.67 0.63 0.63 0.63 0.66 0.67 0.68 0.69 0.67 0.65 0.66 0.68 0.66 
Min 
Dif -0.04 -0.07 -0.06 -0.11 -0.08 -0.1 -0.09 -0.1 -0.07 -0.06 -0.07 -0.07 -0.08 
Max 
Dif 0.06 0.07 0.06 0.09 0.07 0.07 0.06 0.05 0.06 0.05 0.07 0.06 0.07 
 
 
Table B8: Monthly averaged beam radiation (averaged insolation incident on a horizontal 
surface multiplied by insolation clearness index) 
Monthly Averaged Beam Radiation (Averaged Insolation Incident On A Horizontal Surface*Insolation Clearness Index) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1983 - 







Figure B4: Monthly averaged beam radiation (averaged insolation incident on a horizontal 















Monthly Averaged Beam Radiation (Averaged Insolation Incident on a 





Table B9: Monthly averaged direct normal radiation [kWh/m2/day] 
Monthly Averaged Direct Normal Radiation (kWh/m2/day) 
Lat -28.4 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Annual 
Lon 21.3 Average 
22-year 




Table B10: Monthly averaged insolation incident on a horizontal surface [kWh/m2/day] 
Monthly Averaged Insolation Incident On A Horizontal Surface (kWh/m2/day) 
Lat -28.4 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Annual 
Lon 21.3 Average 
22-year 




Table B11: Monthly averaged diffuse radiation incident on a horizontal surface [kWh/m2/day] 
Monthly Averaged Diffuse Radiation Incident On A Horizontal Surface (kWh/m2/day) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1983 - 




















Table B12: Monthly averaged diffuse radiation incident on a horizontal surface [kWh/m2/day] 
Monthly Averaged Diffuse Radiation Incident On A Horizontal Surface (kWh/m2/day) 
Lat -









2 1.92 1.59 1.21 0.85 0.69 0.72 0.88 1.28 1.68 1.94 1.99 1.39 
Minimu
m 1.69 1.57 1.33 0.87 0.61 0.48 0.58 0.68 1.01 1.42 1.52 1.62 1.11 
Maxim




0.66 0.63 0.62 0.62 0.65 0.66 0.67 0.68 0.66 0.65 0.66 0.67 0.65 
Minimu
m K 0.62 0.56 0.56 0.51 0.57 0.57 0.58 0.59 0.6 0.59 0.59 0.6 0.58 
Maxim




Table B13: Monthly averaged direct normal radiation [kWh/m2/day] 
Monthly Averaged Direct Normal Radiation (kWh/m2/day) 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
1983 - 










































Table B14: Monthly averaged average, diffuse and direct normal radiation 
Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
Average 
Insolation 7.93 6.96 5.95 4.81 4.03 3.64 3.9 4.81 5.8 6.77 7.66 8.23  




8.62 7.47 6.86 6.38 6.52 6.54 6.79 7.4 7.36 7.67 8.34 9.02 88.97 
Monthly 267.22 209.16 212.66 191.4 202.12 196.2 210.49 229.4 220.8 237.77 250.2 279.62 2707.04 
 
 























Eskom data calculations 
The Eskom data required numerous checks and manipulations to transform them into a final 
usable form. The tables below show the results of the calculations performed for every hour 
for each year of data. 
 
Summary of data as-is: 
 
Table B15: Summary of Eskom 2007, 2008 and 2009 monthly averaged DNI data as-is 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2007 0.008 0 0 0 0 0 5.403 1.449 0 5.711 9.744 1.741 
2008 6.426 6.177 3.006 6.596 5.214 5.509 5.545 5.238 7.121 8.547 9.682 9.576 
2009 10.343 6.152 7.322 6.384 5.766 1.826 5.903 4.906 6.759 6.891 9.377 11.149 




















The second part was correcting the years of usable data. The DNI data for 2007 were 
discarded. The DNI data for 2008 and 2009 were then analysed and all the missing datapoints 
were inserted with a zero value. Summary of corrected data: 
 
Table B16: Summary of Eskom 2008 and 2009 corrected monthly averaged DNI data 
 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2008 6.426 6.177 3.0063 6.596 5.214 5.509 5.545 5.238 7.121 8.547 9.682 9.576 
2009 10.343 6.152 7.3221 6.384 5.766 1.826 5.903 4.906 6.759 6.891 9.377 11.149 
Average 8.384 6.165 5.1642 6.490 5.49 3.667 5.724 5.072 6.94 7.719 9.53 10.363 
 
 



















The third part was introducing a synthetic average to replace the zero DNI values in the DNI 
data for 2008 and 2009. The first step of this process was generating an average hourly DNI 





five months – June 2008, July 2008, September 2008, May 2009 and June 2009. Once the 
averages were computed they were used to replace all the zero value place holders for missing 
measurements in the annual calculation. Comparison of corrected data and data with synthetic 
(artificial) average: 
 
Table B17: Summary of Eskom 2008 and 2009 corrected and artificially averaged monthly 
averaged DNI data 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2008 
Corrected 6.426 6.177 3.0063 6.596 5.214 5.509 5.545 5.238 7.121 8.547 9.682 9.576 
2009 
Corrected 10.343 6.152 7.3221 6.384 5.766 1.826 5.903 4.906 6.759 6.891 9.377 11.149 
2008 Artificial 
Average 6.426 6.177 3.0063 6.596 5.214 5.51 5.55 5.238 7.15 8.547 9.682 9.576 
2009 Artificial 
Average 10.343 6.152 7.3221 6.384 6.166 4.578 5.903 4.906 6.759 6.891 9.377 11.149 
Average 8.384 6.165 5.1642 6.49 5.59 4.356 5.725 5.072 6.947 7.719 9.53 10.363 
 
 
Figure B9: Summary of Eskom 2008 and 2009 corrected and artificially averaged monthly 
























Summary of data with synthetic average: 
 
Table B18: Summary of Eskom 2008 and 2009 synthetically averaged monthly averaged DNI 
data 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 
2008 Synthetic 
Average 6.426 6.177 3.006 6.596 5.214 5.51 5.55 5.238 7.15 8.547 9.682 9.576 
2009 Synthetic 
Average 10.343 6.152 7.322 6.384 6.166 4.578 5.903 4.906 6.759 6.891 9.377 11.149 




























Weather Analytics data calculations 
The global horizontal radiation, direct normal radiation and diffuse radiation provided by 
Weather Analytics Inc. were summed into monthly averages. A summary of the calculation 
follows. These data were used for Figure 3-7 in section 2.3.5. 
 
Table B35: Summary of Weather Analytics monthly averaged GHI, DNI and DHI 
Weather 




8.29 7.174 6.287 5.363 4.335 3.805 3.989 5.139 6.417 7.34 8.305 8.734 
Direct Normal 




1.982 1.888 1.506 1.21 0.915 0.773 0.85 0.975 1.155 1.581 1.693 1.898 
 
CRSES data calculations 
The METEONORM calculated global horizontal radiation, direct normal radiation and 
diffuse radiation provided by CSRES were summed into monthly averages. A summary of the 
calculation follows. These data were used for Figure 3-8 in section 2.3.6. 
 
Table B39: Summary of CRSES monthly averaged GHI, DNI and DHI 




8.461 7.345 6.264 5.231 4.32 3.768 4.174 5.088 6.216 7.320 8.374 8.52 
Direct Normal 









APPENDIX C: CLIMATE INPUT FILE DESCRIPTION 
The climate input files required by SAM to simulate the technologies investigated in this 
study require a year of hourly readings of certain meteorological measurements. Four datasets 
were used to model each of the four technologies evaluated in this study. The measurements 
or data estimates used in these four climate input files are available on the included CD. A 
sample of the data format is provided below. This sample contains only the header 
information and the first two days of data of each file. The complete climate input file used in 
the SAM simulations is on the included CD.  The data in each climate file may be used to 













































Latitude Longitude  TimeZone Elevation 
 {N+/S‐} {E+/W‐}  {+/‐ GMT} {m}






Jan {C} Feb{C} Mar {C} Apr {C} May {C} Jun {C} Jul {C} Aug {C} Sept {C} Oct {C} Nov {C} Dec {C}
23.6 25.1 25.6 25.1 23.6 21.6 19.5 18 17.5 18 19.5 21.6
HOLIDAYS/DAYLIGHT SAVINGS No
COMMENTS 1   METEONORM Version 6.0
Number of Intervals DP DP DP DP
per Hour Name/Descr Start Day of Week Start Day End Day
DATA PERIODS (DPs) 1 1 Data Sunday 1‐Jan 31‐Dec
Date Hour Global Horizontal  Direct Normal  Diffuse Horizontal Dry Bulb  Dew Point  Relative  Pressure Wind  Albedo 
Radiation Radiation  Radiation Temp Temp  Humidity  {mbar} Speed  {.01}
{Wh/m2} {Wh/m2}  {Wh/m2} {C} {C}  {%} {m/s}
Saturday, January 01, 2005 1 0 0 0 27.9 22.7 73 918 2.4 ‐99
Saturday, January 01, 2005 2 0 0 0 28.9 22.7 69 918 2 ‐99
Saturday, January 01, 2005 3 0 0 0 28.3 22.7 72 918 1.8 ‐99
Saturday, January 01, 2005 4 0 0 0 28.7 22.7 70 918 2 ‐99
Saturday, January 01, 2005 5 0 0 0 28.9 22.7 69 918 2 ‐99
Saturday, January 01, 2005 6 1 0 1 29 22.7 69 918 2.3 ‐99
Saturday, January 01, 2005 7 109 196 78 30.2 22.7 64 918 1.9 ‐99
Saturday, January 01, 2005 8 71 0 71 30.6 22.7 63 918 2.5 ‐99
Saturday, January 01, 2005 9 66 0 66 30.7 22.7 62 918 2.3 ‐99
Saturday, January 01, 2005 10 237 19 223 31.5 22.7 60 918 3.6 ‐99
Saturday, January 01, 2005 11 79 0 79 31.2 22.7 61 918 3.2 ‐99
Saturday, January 01, 2005 12 386 42 346 32.7 22.7 56 918 3.2 ‐99
Saturday, January 01, 2005 13 823 311 514 34.9 22.7 49 918 3.4 ‐99
Saturday, January 01, 2005 14 492 82 412 35.5 22.7 48 919 3.8 ‐99
Saturday, January 01, 2005 15 740 325 447 36.9 18.7 34 919 3.4 ‐99
Saturday, January 01, 2005 16 646 376 353 37.8 14.7 26 919 4.5 ‐99
Saturday, January 01, 2005 17 370 126 292 37.3 18.7 34 919 3.6 ‐99
Saturday, January 01, 2005 18 217 60 191 35.6 22.7 47 919 3.8 ‐99
Saturday, January 01, 2005 19 109 115 84 34.9 22.7 49 919 3.2 ‐99
Saturday, January 01, 2005 20 16 0 16 35.2 22.7 49 920 3.4 ‐99
Saturday, January 01, 2005 21 0 0 0 33.3 22.7 54 920 3.4 ‐99
Saturday, January 01, 2005 22 0 0 0 33 22.7 55 920 2.5 ‐99
Saturday, January 01, 2005 23 0 0 0 31.8 22.7 59 920 2.1 ‐99
Saturday, January 01, 2005 24 0 0 0 30.5 22.7 63 920 1.9 ‐99
Sunday, January 02, 2005 1 0 0 0 28.9 22.7 69 921 1.7 ‐99
Sunday, January 02, 2005 2 0 0 0 27.2 22.7 76 921 2.7 ‐99
Sunday, January 02, 2005 3 0 0 0 26.3 22.7 80 921 4.3 ‐99
Sunday, January 02, 2005 4 0 0 0 25.4 21.8 80 921 3.8 ‐99
Sunday, January 02, 2005 5 0 0 0 24.8 21.1 80 921 3.6 ‐99
Sunday, January 02, 2005 6 0 0 0 24.6 21 80 921 3 ‐99
Sunday, January 02, 2005 7 137 639 37 26 22.3 80 922 3.4 ‐99
Sunday, January 02, 2005 8 387 881 64 28.1 22.7 72 922 2.4 ‐99
Sunday, January 02, 2005 9 641 997 78 30.5 22.7 63 922 2.8 ‐99
Sunday, January 02, 2005 10 859 1040 92 32.8 18.7 43 922 3 ‐99
Sunday, January 02, 2005 11 1053 926 245 35 14.7 30 922 3.8 ‐99
Sunday, January 02, 2005 12 722 267 466 35.6 10.7 22 923 3.4 ‐99
Sunday, January 02, 2005 13 754 200 555 36 7.5 17 923 4.8 ‐99
Sunday, January 02, 2005 14 688 153 539 36.1 7.5 17 923 5.2 ‐99
Sunday, January 02, 2005 15 650 183 485 36.1 8.4 18 923 4.3 ‐99
Sunday, January 02, 2005 16 544 205 385 35.8 8.8 19 923 5 ‐99
Sunday, January 02, 2005 17 445 242 296 35.3 9.1 20 924 4.3 ‐99
Sunday, January 02, 2005 18 278 156 212 34.3 10.3 23 924 4.5 ‐99
Sunday, January 02, 2005 19 116 151 84 33 9.2 23 924 2.8 ‐99
Sunday, January 02, 2005 20 2 0 2 31.6 9.9 26 924 2.1 ‐99
Sunday, January 02, 2005 21 0 0 0 29.9 12.7 35 924 1.6 ‐99
Sunday, January 02, 2005 22 0 0 0 28.2 13.5 40 924 1.2 ‐99
Sunday, January 02, 2005 23 0 0 0 26.6 12.9 43 925 0.9 ‐99










Table C2: Header information and first two days of Weather Analytics climate input file 
 
 
Latitude Longitude  TimeZone Elevation 
 {N+/S‐} {E+/W‐}  {+/‐ GMT} {m}






Number of Intervals DP DP DP DP
per Hour Name/Descr Start Day of Week Start Day End Day
DATA PERIODS (DPs) 1 1 Data Sunday 1‐Jan 31‐Dec
Date Hour Global Horizontal  Direct Normal  Diffuse Horizontal Dry Bulb  Dew Point  Relative  Pressure Wind  Albedo 
Radiation Radiation  Radiation Temp Temp  Humidity  {mbar} Speed  {.01}
{Wh/m2} {Wh/m2}  {Wh/m2} {C} {C}  {%} {m/s}
Sunday, January 01, 1995 1 0 0 0 14.6 1.4 43 915 5 999
Sunday, January 01, 1995 2 0 0 0 14.2 2.3 52 916 6 999
Sunday, January 01, 1995 3 0 0 0 13 4.4 59 915 5 999
Sunday, January 01, 1995 4 0 0 0 11.6 5 66 916 4 999
Sunday, January 01, 1995 5 0 0 0 10.9 5.6 72 916 3 999
Sunday, January 01, 1995 6 0 0 0 13.9 5.9 60 917 4 999
Sunday, January 01, 1995 7 112 377 52 17.2 6.2 48 917 4 999
Sunday, January 01, 1995 8 351 744 77 20 6.1 37 917 3 999
Sunday, January 01, 1995 9 597 871 105 23 4.8 26 916 2 999
Sunday, January 01, 1995 10 818 929 133 26.5 2.4 17 916 1 999
Sunday, January 01, 1995 11 995 1001 122 28.9 ‐0.5 13 915 1 999
Sunday, January 01, 1995 12 1115 1025 131 30.4 ‐2.3 10 914 2 999
Sunday, January 01, 1995 13 1168 1032 141 31.4 ‐4.1 9 913 2 999
Sunday, January 01, 1995 14 1148 1041 134 31.3 ‐5.6 8 913 3 999
Sunday, January 01, 1995 15 1061 1038 125 32.1 ‐7.4 7 912 3 999
Sunday, January 01, 1995 16 909 1017 116 32 ‐7.8 7 912 4 999
Sunday, January 01, 1995 17 705 980 101 30.8 ‐7.9 8 912 4 999
Sunday, January 01, 1995 18 467 890 88 26.8 ‐7.9 10 912 3 999
Sunday, January 01, 1995 19 218 654 75 20.8 ‐7.3 14 913 3 999
Sunday, January 01, 1995 20 24 74 23 18.6 ‐7.4 16 914 3 999
Sunday, January 01, 1995 21 0 0 0 17.1 ‐7.8 18 915 3 999
Sunday, January 01, 1995 22 0 0 0 15.3 ‐7.7 19 915 2 999
Sunday, January 01, 1995 23 0 0 0 14.2 ‐7.9 20 914 2 999
Sunday, January 01, 1995 24 0 0 0 13.5 ‐8.4 20 914 2 999
Monday, January 02, 1995 1 0 0 0 12.9 ‐8.8 21 914 2 999
Monday, January 02, 1995 2 0 0 0 12.6 ‐9.2 24 914 2 999
Monday, January 02, 1995 3 0 0 0 11.6 ‐7.7 26 914 2 999
Monday, January 02, 1995 4 0 0 0 10.9 ‐7.3 28 914 2 999
Monday, January 02, 1995 5 0 0 0 11.4 ‐6.7 30 915 2 999
Monday, January 02, 1995 6 0 0 0 17.3 ‐5.7 22 916 3 999
Monday, January 02, 1995 7 111 402 48 21.3 ‐4.6 19 916 3 999
Monday, January 02, 1995 8 351 793 61 24.8 ‐3.4 15 917 4 999
Monday, January 02, 1995 9 598 919 79 28.4 ‐3.3 11 917 3 999
Monday, January 02, 1995 10 819 975 102 30.7 ‐5.1 8 917 3 999
Monday, January 02, 1995 11 997 1005 122 32.7 ‐6.4 7 916 3 999
Monday, January 02, 1995 12 1116 1028 130 34.3 ‐7 6 915 3 999
Monday, January 02, 1995 13 1167 1032 141 35.4 ‐5.8 6 914 3 999
Monday, January 02, 1995 14 1148 1040 134 35.1 ‐4.7 5 915 4 999
Monday, January 02, 1995 15 1061 1037 125 35.4 ‐4.9 5 914 5 999
Monday, January 02, 1995 16 907 1016 115 34.9 ‐4.6 6 913 5 999
Monday, January 02, 1995 17 704 979 99 33.5 ‐5.1 6 914 5 999
Monday, January 02, 1995 18 466 890 87 29.3 ‐6.5 8 914 3 999
Monday, January 02, 1995 19 218 656 75 22.3 ‐8.2 12 914 3 999
Monday, January 02, 1995 20 24 81 23 18.7 ‐8.4 14 916 2 999
Monday, January 02, 1995 21 0 0 0 16.8 ‐9.2 15 916 2 999
Monday, January 02, 1995 22 0 0 0 16.3 ‐9.6 15 917 2 999
Monday, January 02, 1995 23 0 0 0 16.7 ‐10.2 15 916 3 999











Table C3: Header information and first two days of SAWS GHI, DNI & DHI data with 
METEONORM data climate input file 
 
 
Latitude Longitude  TimeZone Elevation 
 {N+/S‐} {E+/W‐}  {+/‐ GMT} {m}






Jan {C} Feb{C} Mar {C} Apr {C} May {C} Jun {C} Jul {C} Aug {C} Sept {C} Oct {C} Nov {C} Dec {C}
23.6 25.1 25.6 25.1 23.6 21.6 19.5 18 17.5 18 19.5 21.6
HOLIDAYS/DAYLIGHT SAVINGS No
COMMENTS 1 SAWS GHI, DNI & DHI and METEONORM Data from CRSES for all other required inputs
Number of Intervals DP DP DP DP
per Hour Name/Descr Start Day of Week Start Day End Day
DATA PERIODS (DPs) 1 1 Data Sunday 1‐Jan 31‐Dec
Date Hour Global Horizontal  Direct Normal  Diffuse Horizontal Dry Bulb  Dew Point  Relative  Pressure Wind  Albedo 
Radiation Radiation  Radiation Temp Temp  Humidity  {mbar} Speed  {.01}
{Wh/m2} {Wh/m2}  {Wh/m2} {C} {C}  {%} {m/s}
Saturday, January 01, 2005 1 0 0 0 27.9 22.7 73 918 2.4 ‐99
Saturday, January 01, 2005 2 0 0 0 28.9 22.7 69 918 2 ‐99
Saturday, January 01, 2005 3 0 0 0 28.3 22.7 72 918 1.8 ‐99
Saturday, January 01, 2005 4 0 0 0 28.7 22.7 70 918 2 ‐99
Saturday, January 01, 2005 5 0 0 0 28.9 22.7 69 918 2 ‐99
Saturday, January 01, 2005 6 62 43 19 29 22.7 69 918 2.3 ‐99
Saturday, January 01, 2005 7 262 204 59 30.2 22.7 64 918 1.9 ‐99
Saturday, January 01, 2005 8 480 385 95 30.6 22.7 63 918 2.5 ‐99
Saturday, January 01, 2005 9 685 548 137 30.7 22.7 62 918 2.3 ‐99
Saturday, January 01, 2005 10 867 733 134 31.5 22.7 60 918 3.6 ‐99
Saturday, January 01, 2005 11 993 845 148 31.2 22.7 61 918 3.2 ‐99
Saturday, January 01, 2005 12 1038 849 189 32.7 22.7 56 918 3.2 ‐99
Saturday, January 01, 2005 13 1012 790 222 34.9 22.7 49 918 3.4 ‐99
Saturday, January 01, 2005 14 977 815 161 35.5 22.7 48 919 3.8 ‐99
Saturday, January 01, 2005 15 844 695 148 36.9 18.7 34 919 3.4 ‐99
Saturday, January 01, 2005 16 633 482 152 37.8 14.7 26 919 4.5 ‐99
Saturday, January 01, 2005 17 437 320 117 37.3 18.7 34 919 3.6 ‐99
Saturday, January 01, 2005 18 239 158 81 35.6 22.7 47 919 3.8 ‐99
Saturday, January 01, 2005 19 59 26 33 34.9 22.7 49 919 3.2 ‐99
Saturday, January 01, 2005 20 0 0 0 35.2 22.7 49 920 3.4 ‐99
Saturday, January 01, 2005 21 0 0 0 33.3 22.7 54 920 3.4 ‐99
Saturday, January 01, 2005 22 0 0 0 33 22.7 55 920 2.5 ‐99
Saturday, January 01, 2005 23 0 0 0 31.8 22.7 59 920 2.1 ‐99
Saturday, January 01, 2005 24 0 0 0 30.5 22.7 63 920 1.9 ‐99
Sunday, January 02, 2005 1 0 0 0 28.9 22.7 69 921 1.7 ‐99
Sunday, January 02, 2005 2 0 0 0 27.2 22.7 76 921 2.7 ‐99
Sunday, January 02, 2005 3 0 0 0 26.3 22.7 80 921 4.3 ‐99
Sunday, January 02, 2005 4 0 0 0 25.4 21.8 80 921 3.8 ‐99
Sunday, January 02, 2005 5 0 0 0 24.8 21.1 80 921 3.6 ‐99
Sunday, January 02, 2005 6 61 34 27 24.6 21 80 921 3 ‐99
Sunday, January 02, 2005 7 276 209 67 26 22.3 80 922 3.4 ‐99
Sunday, January 02, 2005 8 475 371 104 28.1 22.7 72 922 2.4 ‐99
Sunday, January 02, 2005 9 671 559 112 30.5 22.7 63 922 2.8 ‐99
Sunday, January 02, 2005 10 887 738 149 32.8 18.7 43 922 3 ‐99
Sunday, January 02, 2005 11 961 803 158 35 14.7 30 922 3.8 ‐99
Sunday, January 02, 2005 12 1056 882 175 35.6 10.7 22 923 3.4 ‐99
Sunday, January 02, 2005 13 1011 837 174 36 7.5 17 923 4.8 ‐99
Sunday, January 02, 2005 14 941 725 217 36.1 7.5 17 923 5.2 ‐99
Sunday, January 02, 2005 15 756 555 200 36.1 8.4 18 923 4.3 ‐99
Sunday, January 02, 2005 16 597 440 157 35.8 8.8 19 923 5 ‐99
Sunday, January 02, 2005 17 426 325 101 35.3 9.1 20 924 4.3 ‐99
Sunday, January 02, 2005 18 220 157 63 34.3 10.3 23 924 4.5 ‐99
Sunday, January 02, 2005 19 55 30 24 33 9.2 23 924 2.8 ‐99
Sunday, January 02, 2005 20 0 0 0 31.6 9.9 26 924 2.1 ‐99
Sunday, January 02, 2005 21 0 0 0 29.9 12.7 35 924 1.6 ‐99
Sunday, January 02, 2005 22 0 0 0 28.2 13.5 40 924 1.2 ‐99
Sunday, January 02, 2005 23 0 0 0 26.6 12.9 43 925 0.9 ‐99










Table C4: Header information and first two days of Eskom DNI data with METEONORM data 
climate input file 
 
 
Latitude Longitude  TimeZone Elevation 
 {N+/S‐} {E+/W‐}  {+/‐ GMT} {m}






Jan {C} Feb{C} Mar {C} Apr {C} May {C} Jun {C} Jul {C} Aug {C} Sept {C} Oct {C} Nov {C} Dec {C}
23.6 25.1 25.6 25.1 23.6 21.6 19.5 18 17.5 18 19.5 21.6
HOLIDAYS/DAYLIGHT SAVINGS No
COMMENTS 1 Eskom DNI and METEONORM Data from CRSES for all other required inputs
Number of Intervals DP DP DP DP
per Hour Name/Descr Start Day of Week Start Day End Day
DATA PERIODS (DPs) 1 1 Data Sunday 1‐Jan 31‐Dec
Date Hour Global Horizontal  Direct Normal  Diffuse Horizontal Dry Bulb  Dew Point  Relative  Pressure Wind  Albedo 
Radiation Radiation  Radiation Temp Temp  Humidity  {mbar} Speed  {.01}
{Wh/m2} {Wh/m2}  {Wh/m2} {C} {C}  {%} {m/s}
Saturday, January 01, 2005 1 0 0 0 27.9 22.7 73 918 2.4 ‐99
Saturday, January 01, 2005 2 0 0 0 28.9 22.7 69 918 2 ‐99
Saturday, January 01, 2005 3 0 0 0 28.3 22.7 72 918 1.8 ‐99
Saturday, January 01, 2005 4 0 0 0 28.7 22.7 70 918 2 ‐99
Saturday, January 01, 2005 5 0 0 0 28.9 22.7 69 918 2 ‐99
Saturday, January 01, 2005 6 1 0 1 29 22.7 69 918 2.3 ‐99
Saturday, January 01, 2005 7 109 1 78 30.2 22.7 64 918 1.9 ‐99
Saturday, January 01, 2005 8 71 106 71 30.6 22.7 63 918 2.5 ‐99
Saturday, January 01, 2005 9 66 182 66 30.7 22.7 62 918 2.3 ‐99
Saturday, January 01, 2005 10 237 442 223 31.5 22.7 60 918 3.6 ‐99
Saturday, January 01, 2005 11 79 484 79 31.2 22.7 61 918 3.2 ‐99
Saturday, January 01, 2005 12 386 502 346 32.7 22.7 56 918 3.2 ‐99
Saturday, January 01, 2005 13 823 517 514 34.9 22.7 49 918 3.4 ‐99
Saturday, January 01, 2005 14 492 516 412 35.5 22.7 48 919 3.8 ‐99
Saturday, January 01, 2005 15 740 137 447 36.9 18.7 34 919 3.4 ‐99
Saturday, January 01, 2005 16 646 321 353 37.8 14.7 26 919 4.5 ‐99
Saturday, January 01, 2005 17 370 503 292 37.3 18.7 34 919 3.6 ‐99
Saturday, January 01, 2005 18 217 482 191 35.6 22.7 47 919 3.8 ‐99
Saturday, January 01, 2005 19 109 436 84 34.9 22.7 49 919 3.2 ‐99
Saturday, January 01, 2005 20 16 339 16 35.2 22.7 49 920 3.4 ‐99
Saturday, January 01, 2005 21 0 89 0 33.3 22.7 54 920 3.4 ‐99
Saturday, January 01, 2005 22 0 0 0 33 22.7 55 920 2.5 ‐99
Saturday, January 01, 2005 23 0 0 0 31.8 22.7 59 920 2.1 ‐99
Saturday, January 01, 2005 24 0 0 0 30.5 22.7 63 920 1.9 ‐99
Sunday, January 02, 2005 1 0 0 0 28.9 22.7 69 921 1.7 ‐99
Sunday, January 02, 2005 2 0 0 0 27.2 22.7 76 921 2.7 ‐99
Sunday, January 02, 2005 3 0 0 0 26.3 22.7 80 921 4.3 ‐99
Sunday, January 02, 2005 4 0 0 0 25.4 21.8 80 921 3.8 ‐99
Sunday, January 02, 2005 5 0 0 0 24.8 21.1 80 921 3.6 ‐99
Sunday, January 02, 2005 6 0 0 0 24.6 21 80 921 3 ‐99
Sunday, January 02, 2005 7 137 13 37 26 22.3 80 922 3.4 ‐99
Sunday, January 02, 2005 8 387 241 64 28.1 22.7 72 922 2.4 ‐99
Sunday, January 02, 2005 9 641 377 78 30.5 22.7 63 922 2.8 ‐99
Sunday, January 02, 2005 10 859 438 92 32.8 18.7 43 922 3 ‐99
Sunday, January 02, 2005 11 1053 476 245 35 14.7 30 922 3.8 ‐99
Sunday, January 02, 2005 12 722 500 466 35.6 10.7 22 923 3.4 ‐99
Sunday, January 02, 2005 13 754 516 555 36 7.5 17 923 4.8 ‐99
Sunday, January 02, 2005 14 688 524 539 36.1 7.5 17 923 5.2 ‐99
Sunday, January 02, 2005 15 650 526 485 36.1 8.4 18 923 4.3 ‐99
Sunday, January 02, 2005 16 544 525 385 35.8 8.8 19 923 5 ‐99
Sunday, January 02, 2005 17 445 513 296 35.3 9.1 20 924 4.3 ‐99
Sunday, January 02, 2005 18 278 486 212 34.3 10.3 23 924 4.5 ‐99
Sunday, January 02, 2005 19 116 434 84 33 9.2 23 924 2.8 ‐99
Sunday, January 02, 2005 20 2 335 2 31.6 9.9 26 924 2.1 ‐99
Sunday, January 02, 2005 21 0 88 0 29.9 12.7 35 924 1.6 ‐99
Sunday, January 02, 2005 22 0 0 0 28.2 13.5 40 924 1.2 ‐99
Sunday, January 02, 2005 23 0 0 0 26.6 12.9 43 925 0.9 ‐99











APPENDIX D: SYSTEM ADVISOR MODEL INPUT 
PARAMETERS 
SAM background 
Solar Advisor Model was developed to meet the United States (US) Department of Energy 
(DOE) Office of Solar Energy Technologies’ need of a system modelling tool (Cameron and 
Cornelius, 2007). The model is based on the validated TRNSYS time-series simulation 
program developed at the University of Wisconsin (Wagner and Gilman, 2011). Using hourly 
meteorological resource data, TRNSYS is able to simulate the performance of PV, CSP and 
water heating systems (Wagner and Gilman, 2011). Adding customised components to the 
TRNSYS engine allowed the modelling of wind, geothermal and biomass power systems. As 
such the name was then changed from Solar Advisor Model to System Advisor Model 
(SAM). A concise summation of SAM’s capability is provided by Wagner and Gilman (2011) 
below.        
 
“The System Advisor Model provides a consistent framework for analyzing and 
comparing power system costs and performance across the range of solar technologies 
and markets, from photovoltaic (PV) systems for residential and commercial markets to 
concentrating solar power and large PV systems for utility markets.” 
(Wagner and Gilman, 2011: 1) 
 
Parabolic trough models 
Eight cases of the parabolic trough plant were modelled to evaluate evaporative and air-
cooled plants under the four DNI datasets. Each model was set up identically except for the 
power cycle cooling method and climate input file. The major inputs used in each component 
model of the physical trough model are listed in the following sections. 
Solar Field 
The solar field collects insolation and converts it into heat. It typically consists of a common 
cold header pipe that transports cool HTF (above freezing point) through solar collector 
assembly (SCA) loops, and a common hot header pipe which collects the heated HTF from 
the SCA loops and transports it to the power block of the plant.  
 
System Advisor Model models the performance of each SCA individually in the field and can 
allow for up to four differing collector and receiver unit configurations in one plant model 





receiver combination to reduce construction and maintenance complexity and cost. Hence, 
one SCA was selected: the EuroTrough ET150. It was selected because of its light-weight and 
easy to assemble torque box design, and large reflective aperture area- which reduces the 
overall area required by the solar field.  
 
In SAM the solar field can be sized using either the solar multiple (option 1) or specifying the 
solar field aperture independently of the power block rated capacity (option 2). When option 2 
is selected SAM calculates the solar multiple based on the user-entered solar field aperture. 
 
Method 1 was chosen as this was a new plant being modelled. A parametric simulation 
described in section 4.2.2.1 was run on an air-cooled power cycle parabolic trough plant with 
the CRSES input data to determine the optimal solar multiple. This solar multiple was used 
for each parabolic trough case. 
 
Three solar field mass flow rate conditions can be experienced during plant operation. Ideal 
mass flow rate, mass flow rate below the minimum allowable value, and mass flow rate above 
the maximum.  
 
When the solar field is not absorbing sufficient energy to heat the HTF even at the minimum 
allowable mass flow rate and the flow rate descends below this value, SAM resets the mass 
flow rate to the minimum value and recalculates the outlet temperature of the solar field 
(Wagner and Gilman, 2011). Wagner and Gilman (2011) report that this results in the solar 
field outlet temperature falling below the design value. 
 
When the solar field is absorbing excess energy, such that it needs to have a mass flow rate 
higher than the maximum value to avoid overheating the HTF, then defocusing the collectors 
is necessary. System Advisor Model allows three methods of defocusing the collectors: full 
defocusing, partial sequenced defocusing and partial simultaneous defocusing (Wagner and 
Gilman, 2011). Partial simultaneous defocusing was selected to allow for quick refocusing 
when absorbed energy decreased to safer levels and to ensure that the HTF did not risk being 
overheated. Using sequenced defocusing allows for more annual electric output but operates 
the HTF at elevated temperatures. These elevated temperatures produce high boiling 
degradation products within Therminol VP-1 and reduce its service life (Gamble and Schopf, 
2009). The benzene content of Therminol VP-1 makes it preferable to utilize it as long as 






Gamble and Schopf (2009, p. 1) from Solutia Inc claim that Therminol VP-1 is “the most 
thermally stable organic heat transfer fluid available”. Analyzing 15 years of Therminal VP-1 
samples from a CSP plant they found very little change in the fluid’s thermal conductivity. 
This combined with its prominent use in recently built parabolic trough plants motivated the 
selection of Therminol VP-1 for each simulation.  
 
Dirt on the mirrors of the solar field significantly reduce the energy absorbed from the solar 
field. System Advisor Model suggests a cycle of 63 washes per annum and water usage per 
wash of 0.7 litres per square meter of solar field aperture. This equates to a wash of the solar 
field collector mirrors and HCEs every five or six days using approximately 604,296 litres of 
water. This washing schedule was used due to the moderately windy conditions at Upington. 
 
The area allocated for the power block, TES tanks, electrical distribution system, header 
piping system, control room and plant servitudes was 483,437 m2 using the SAM default non-
solar field land area multiplier of 1.4. 
Collectors (SCAs) 
Table 4-2 in section 4.2.2.2 displays the comparative reflective areas for each SCA in the 
SAM library. By choosing an SCA with a large aperture area the amount of loops require to 
produce the heat required by a 100 MWe power block are reduced. This then reduces the head 
requirement on the field HTF pumps which are the largest contributor to parasitic losses of 
the plant (Wagner and Gilman, 2011). Hence, the EuroTrough ET150 was selected. 
 
System Advisor Model determines the solar flux on each collector using the climate input file 
data, sun position, and derating values. The physical trough model also calculates row 
shadowing which occurs in the morning and evening when the zenith angle is large. Other 
losses also accounted for are IAM, end spillage, and when wind speeds call for the SCAs to 
move into the stow position. Constant losses like mirror reflectance, tracking error, mirror 
soiling and geometry defects are also modelled. Wagner and Gilman (2011, p. 27) 
Receivers (HCEs) 
The HCE model in SAM allows for the modeling of four different receiver types in the same 
plant. Within each type, four varying conditions can be defined. For example in an extreme 
case, a single plant may contain four different HCE models, with each model containing some 
HCEs with broken glass others with lost vacuum in their annulus, some with more dirt on 
their surface than others and others intact. This detail is suitable for modeling a running plant 





have a single type of HCE to reduce maintenance complexity and cost, only one type of HCE 
was selected. The Schott PTR70 2008 from the SAM library as it had the lowest heat loss at 
design. 
Power Cycle 
The Rankine power cycle in SAM models the following components: 
 
“the turbine(s), condenser, condensate pump, feedwater pump(s), deaerator(s), feedwater 
heater(s), preheater heat exchanger, boiler, superheater heat exchanger, and reheat heat 
exchanger(s).” 
(Wagner and Gilman, 2011: 52) 
 
In the plant capacity section of the power cycle interface SAM subtracts 10% from the gross 
electric output to account for the parasitic losses. The resulting net electric power output is 
90% of the gross electric output.  
 
The power block section provides values for rated cycle efficiency, design inlet temperature, 
design outlet temperature and boiler operating pressure under design conditions. The fossil 
backup boiler lower heating value efficiency was set to 0.9 as suggested in SAM. System 
Advisor Model suggests a steam cycle blowdown fraction of 0.013 for wet-cooled systems 
and 0.016 for dry cooled systems. A value of 0.02 was used uniformly throughout to 
minimize build-up of minerals, scales and solids in the power block equipment.  
 
The plant control section lists the plant operation metrics. A low resource power cycle 
standby period of two hours was allowed to cater for large cloud transients. Twenty percent of 
rated thermal power was set as a requirement for starting or keeping the power block on 
standby. The time required for the plant to start producing electricity from start or standby 
thermal power was set as 30 minutes as suggested by SAM. The power cycle heat exchanger 
was set up to let HTF flow through for power generation once it reached a minimum 
temperature of 300ºC. The turbine was set to operate at a maximum overdesign rating of 
105% its nameplate rating. It was also set not to operate at below 25% its nameplate rating. 
Fixed pressure turbine inlet pressure control was used. 
 
For every climate input file an evaporative- and air-cooled power cycle was modelled. This 






For evaporative-cooled power cycles the average wet bulb temperature from the climate input 
file being used was used as the ambient temperature at design. “The temperature rise of the 
cooling water across the condenser under design conditions” (System Advisor Model, 2011), 
was set at the 10ºC recommended by SAM. The temperature difference between the wet bulb 
temperature and the water cycling at the condenser inlet was set to 5ºC as recommended by 
SAM. The minimum condenser pressure was set at 1.25 inches of mercury as specified by 
SAM for evaporative-cooled systems. 
 
For air-cooled power cycles the average dry bulb temperature from the climate input file 
being used was used as the ambient temperature at design. “The pressure-drop ratio across the 
air-cooled condenser heat exchanger” (System Advisor Model, 2011), was set at the 1.0028 
recommended by SAM. The temperature difference between the dry bulb temperature and the 
condenser inlet (turbine outlet) was set to 16ºC as recommended by SAM. The minimum 
condenser pressure was set at 2 inches of mercury as specified by SAM for air-cooled 
systems. 
Thermal Storage 
Six full load hours of TES were selected to cater for the South African national load profile’s 
evening dominant peak (6pm to 9pm) (Davis et al., 2011). Using two tanks each capable of 
storing the entire storage HTF volume required for six hours of full load operation, SAM 
calculates the storage volume required in m3 and thermal capacity in MWth. One tank stores 
the hot storage HTF and the other stores the cold storage HTF.  
 
The storage system modelled in this study was an indirect storage system, hence the storage 
HTF is different from the solar field HTF. This is due to the cost of Therminol VP-1 being too 
high for use in the plant and in the storage tanks. The storage HTF is heated by the solar field 
HTF via a heat exchanger. Solar salt was selected as storage HTF in order to limit the costs of 
the plant.  
 
The fossil dispatch mode was set to minimum backup level in order to limit the use of the 
backup boiler which would reduce fossil fuel costs.      
 
The thermal storage dispatch control philosophy was as stated in section 4.2.1.2. 
Parasitics 
System Advisor Model subtracts the electrical parasitic load from the gross electric output of 






The piping thermal loss coefficient, which accounts for the losses incurred from the header, 
inter-receiver, runner and crossover piping was set at the default value. 
 
The tracking power losses were set to the SAM default value of 125 W per SCA, which is 
then multiplied by the number of SCAs in the solar field to arrive at the total tracking loss. 
 
The pumping power coefficient required to pump the storage HTF from one tank to another 
through the solar field-to-TES heat exchanger was set at the SAM suggested value of 0.15 
kJ/kg. This value is then multiplied by the mass flow rate into and out of the tanks to 
determine the pumping power required for the TES system. 
 
The pumping power coefficient required to pump the solar field HTF through the solar field-
to-TES heat exchanger and then through the power cycle heat exchanger was set at the SAM 
suggested value of 0.55 kJ/kg. This value is then multiplied by the mass flow rate through the 
TES and power cycle heat exchangers to determine the pumping power required for the TES 
system. 
 
The facilities required within the plant to support maintenance staff such as buildings, control 
rooms, and plant lighting draw an electrical load from the output of the plant. The building 
and control room part of this load will be HVAC, water heating, and IT infrastructure power 
requirements. This load is catered for in the “Fraction of rated gross power consumed at all 
times” coefficient in SAM. System Advisor Model then multiplies this fraction with the gross 
power output of the plant to determine this parasitic load in MWe. The design point total for 
this aspect was 0.6105 MWe. 
 
The auxiliary fossil fueled heater required for the backup boiler is modelled using a 
polynomial equation that calculates this parasitic load as a function of the fossil fuelled 







Central receiver models 
Eight cases of the central receiver plant were modelled to evaluate evaporative and air-cooled 
plants under the four DNI datasets. Each model was set up identically except for the power 
cycle cooling method and climate input file. The major inputs used in each component model 
of the power tower model are listed in the following sections. 
Heliostat field 
The heliostat field and tower receiver have to be optimized as a complete system. This is 
because the height and geometry of the receiver determine the distribution of heliostats 
around it.    
 
System Advisor Model uses an optimisation wizard to optimise the heliostat field size and 
corresponding receiver tower height. The wizard is based on the DELSOL3 code developed 
by Kistler (1986) at Sandia National Laboratory. The DELSOL3 code is incorporated into 
SAM with the Power Tower Generation Program (PTGen) described by Wagner (2008). 
Using primarily the solar multiple, heliostat dimensions, plant nameplate capacity and type of 
receiver specified (external or cavity), the optimization wizard runs through an iterative 
process to arrive at an optimum. This optimum includes the number of heliostats, layout of 
the heliostat field and height of the receiver tower. The solar multiple was set to provide an 
aperture area as close as possible to that of the parabolic trough plant modelled. A solar 
multiple of 1.68 provided an aperture area of within 0.4% of the aperture area of the parabolic 
trough plant. 
 
The heliostat field page also allows users to specify heliostat properties. For this simulation, 
large 12.2 m by 12.2 m square heliostats were used. System Advisor Model makes the 
assumption that each heliostat has a two-axis tracking motor. A mirror reflectance and soiling 
value of 0.9 was selected as it provided a conservatively weighted average of the mirrors that 
could be used on the heliostats. Heliostat availability was set at 0.99 to allow for 1 percent of 
the heliostats in the field to be maintained at any time. The SAM default image error value 
was used to account for “tracking imprecision, foundation motion, mirror waviness, panel 
alignment problems, atmospheric refraction and tower sway” (System Advisor Model, 2011). 
The heliostats were set to move into the stow position when the wind speed from the climate 
input file went above 15 m/s. 
    
A washing cycle of 63 washes per annum and water usage per wash of 0.7 litres per square 





parabolic trough. This equates to a wash of the solar field heliostat mirrors every five or six 
days using approximately 602,130 litres of water. This washing schedule was used due to the 
moderately windy conditions at Upington. 
 
Due to the heliostat field requiring more area than a parabolic trough solar field of equivalent 
aperture area the non-solar field land area multiplier was set to 1.3. Since no piping system 
was required for the heliostat field only the power block, TES tanks, electrical distribution 
system, control room and plant servitudes were required to be allowed for. 
Tower and receiver 
The most important metric in the tower and receiver page is whether the receiver will be 
external or within a cavity. This determines the dimensions, thermodynamic characteristics, 
HTF flow and tower height of the receiver. 
 
The external receiver was selected and the optimisation wizard calculated the following 
properties for it: 
Receiver height:  19.91 m 
Receiver diameter:  12.44 m 
Number of panels: 20 
 
The receiver coating emittance was set to 0.88 and SAM assumes this stays constant over the 
range of wavelengths received from the heliostat field. The SAM suggested receiver 
thermodynamic characteristics were used in the simulations. A 60% NaNO3 and 40% KNO3 
salt HTF was selected to be used in the receiver as this was a direct TES system and a similar 
storage HTF to the solar salt used in the parabolic trough simulation was required for ease of 
comparison. Type AISI316 stainless steel is used for the receiver piping because of its 
resistance to corrosion. This is a requirement with the salt HTF cycling through it. The design 
operation of the receiver was set up such that the flow rate to the receiver would not drop 
below 25% of the maximum flow rate and when it exceeded 120% of the maximum SAM 
would defocus the heliostats. 
Power Cycle 
The Rankine power cycle component model in SAM is identical for the parabolic trough and 
power tower models. The settings in both simulations were set-up as closely as possible with 






The design gross output required from the turbine had to be 115 MWe as opposed to 111 MWe 
used for the parabolic trough plant because SAM estimates higher parasitic losses in operating 
a central receiver plant. This was reflected in the power tower plant gross to net conversion 
factor of 0.87 as opposed to 0.9 for the parabolic trough plant.  
 
Due to the higher design temperatures attainable by the central receiver the power cycle 
design efficiency is 13% higher than that of the parabolic trough power cycle. The minimum 
required startup temperature for the central receiver power cycle is 200ºC higher than that 
required for the parabolic trough. 
 
For every climate input file an evaporative- and air-cooled power cycle was modelled. This 
necessitated a separate case being setup for each set of weather data used. The evaporative- 
and air-cooled settings were identical to that of the parabolic trough case. 
Thermal Storage 
The same settings used in the parabolic trough TES component model were used for the 
central receiver model. The most notable difference is that the central receiver plant utilised a 
direct storage system as opposed to the indirect system used in the parabolic trough case. All 
other settings were matched to the parabolic trough case except those noted below. The initial 
HTF temperature was 574ºC for the central receiver and 300ºC for the parabolic trough. The 
thermal storage dispatch control philosophy used was as stated in section 4.2.1.2. 
Parasitics 
The parasitic loads for the central receiver were similar to that of the parabolic trough apart 
from the following items. 
 
The energy required for each heliostat to startup and track are itemised separately and 
measured in kWe. A value of 0.025 kWe is required for the startup hour and 0.055 kWe for 
each hour that the heliostat is tracking the sun. 
 
The pumping and piping losses are measured from the receiver towards the TES system and 
power block. Although the piping layout is different, the TES configuration would be very 







Four cases of the dish-engine plant were modelled to evaluate power output for each of the 
four DNI datasets. Each model was set up identically except for the climate input file. The 
major inputs used in each component model of the dish Stirling model are listed in the 
following sections. 
Solar Field 
The solar field of a dish-engine plant is a network of autonomously tracking dish-engine 
systems.  
 
The field layout used in this simulation was an array 50 dish-engine systems wide (in the 
North-South direction) and 80 systems long (in the East-West direction). This provided a total 
of 4000 dish-engine systems in the plant. The North-South and East-West spacing between 
each dish was 15 m. This resulted in a solar field area of 0.9 km2.  
 
Since a new plant is being modelled it is expected that the solar field area will be graded 
level. This will result in no array shading parameters based on ground slope. The wind stow 
speed of the collector dish of each system is 16 m/s. System Advisor Model calculates the 
capacity of the plant by summing the nameplate capacity of each dish-engine system in the 
solar field. Hence, the 4000 25 kWe dish-engine systems should produce 100 MWe. 
Collector 
The dish collector used on this system had a total mirror area of 91 m2 of which 87.7 m2 was 
projected onto the receiver aperture. An average mirror reflectance of 0.94 was used to 
account for the different solar mirrors that could be used on the collector. 
 
The cooling system fan was set to operate when the DNR went above 200 W/m2. 
Receiver 
The receiver aperture receives solar radiation from the collector but also loses heat to the 
atmosphere via convection and radiation losses. Its diameter can vary between 0.14 m and 0.2 
m. It was set to 0.184 m in this simulation. 
 
The insulation of the receiver housing was set to 75 mm as used by the SES and WGA 
receivers. The insulation thermal conductivity used to calculate the conduction losses was set 






The absorptance of the 0.6 m2 absorber was set to 0.9. 
 
Fraser (2008) cited Harris (1985) as stating that receiver cavity geometry has less than a 3% 
impact on annual thermal receiver performance. The cavity geometry of the SES receiver was 
used in this simulation. 
Stirling engine 
The nameplate capacity of the Stirling engine used for each dish-engine system is 25 kWe. 
The engine setup of the SES engine was used in this simulation. The set of Beale number 
coefficients developed by Fraser (2008) and described in section 4.2.6.4 were used.  
Parasitics 
The tracking control and cooling systems make up the parasitic load of each dish-engine 
system. The tracking system is estimated to use an average of 150 W. The cooling system 








Eight cases of the CLFR plant were modelled to evaluate evaporative and air-cooled plants 
under the four DNI datasets. Each model was set up identically except for the power cycle 
cooling method and climate input file. The major inputs used in each component model of the 
linear Fresnel model are listed in the following sections. 
Solar Field 
The CLFR solar field is similar to the parabolic trough solar field in how it contains both 
collectors and receivers.   
 
This solar field was set up with a recirculated boiler loop flow configuration. Twelve collector 
receiver modules (called boiler units) were connected in series in the boiler section. Four 
collector receiver modules (called superheater units) of identical geometry to the boiler units 
were connected in series in the superheater section 
 
The solar multiple was set to provide an aperture area as close as possible to that of the 
parabolic trough plant modelled. A solar multiple of 1.79 provided an aperture area of within 
0.05% of the aperture area of the parabolic trough plant. 
 
Since the solar field boils feed water to produce steam directly, its steam outlet temperature is 
higher than that of the HTF leaving the parabolic trough plant. A field outlet temperature of 
440ºC is suggested by SAM for the selected number of boiler and superheater units in this 
simulation. 
 
A washing cycle of 63 washes per annum and water usage per wash of 0.7 litres per square 
meter of solar field aperture were used to keep this water usage component in line with the 
parabolic trough. This equates to a wash of the solar field mirrors and receivers every five or 
six days using approximately 603,994 litres of water. This washing schedule was used due to 
the moderately windy conditions at Upington. 
 
Due to the solar field requiring less area than a parabolic trough solar field of equivalent 
aperture area the non-solar field land area multiplier was set to 1.6.  
 
An advantage of the CLFR solar field is that it is only required to move into stow position at 
windpeeds of above 20 m/s. This means that this plant will be able to operate when the other 





Collector and Receiver 
The collector and receiver geometry for the boiler and superheater circuits was kept identical 
for ease of installation and maintenance. 
 
The polynomial fit heat loss model selected for the receiver produced the following aggregate 
weighted losses: 
Average field temperature difference at design: 313.5ºC 
Heat loss at design:    462 W/m 
Receiver thermal derate:   0.96 
Receiver optical derate    1 
Collector optical loss at normal incidence: 0.64 
Power Cycle 
The Rankine power cycle component model in SAM is identical for the parabolic trough and 
linear Fresnel models. The settings in both simulations were set-up as closely as possible with 
the exceptions noted below. 
 
The design gross output required from the turbine had to be 107 MWe as opposed to 111 MWe 
used for the parabolic trough plant because SAM estimates lower parasitic loss in operating a 
CLFR plant. This was reflected in the power tower plant gross to net conversion factor of 
0.94 as opposed to 0.9 for the parabolic trough plant.  
 
The turbine inlet pressure for this power block was 10% higher than that of the parabolic 
trough power plant. 
 
For every climate input file an evaporative- and air-cooled power cycle was modelled. This 
necessitated a separate case being setup for each set of weather data used. The evaporative- 
and air-cooled settings were identical to that of the parabolic trough case. 
Parasitics 
The parasitic loads for the CLFR plant were similar to that of the parabolic trough apart from 
the following item. 
 






APPENDIX E: SYSTEM ADVISOR MODEL RESULTS 
Parabolic trough model results 
In addition to the annual results tabled in chapter 6, monthly energy values and water 
consumption figures were obtained from the SAM physical trough model. These results are 
tabled below. 
Table E1: Parabolic trough model monthly results 
Case 1 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Weather Analytics Inc. Parabolic Trough Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 46,373 43,573 166,455 
Feb 36,832 34,616 133,089 
Mar 41,076 38,652 147,062 
Apr 34,870 33,037 122,441 
May 25,632 24,314 89,958 
Jun 22,086 20,906 76,299 
Jul 23,943 22,741 82,121 
Aug 34,945 33,277 118,361 
Sep 42,606 40,365 144,467 
Oct 44,265 41,806 153,231 
Nov 43,356 40,928 151,697 
Dec 48,438 45,729 170,672 
Case 2 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Weather Analytics Inc. Parabolic Trough Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 45,969 42,873 4,614 
Feb 36,365 33,939 3,660 
Mar 40,753 38,056 4,077 
Apr 35,086 32,954 3,504 
May 25,863 24,252 2,624 
Jun 22,235 20,772 2,276 
Jul 24,007 22,499 2,448 
Aug 35,187 33,096 3,509 
Sep 42,817 40,086 4,230 
Oct 44,211 41,308 4,397 
Nov 43,221 40,404 4,300 
Dec 47,928 44,844 4,789 
Case 3 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington CRSES Parabolic Trough Plant Evaporative 





Jan 43,622 40,863 160,495 
Feb 39,149 36,773 144,815 
Mar 38,285 36,003 141,299 
Apr 34,697 32,803 124,920 
May 26,735 25,341 94,081 
Jun 23,130 21,941 80,284 
Jul 26,385 25,107 90,765 
Aug 36,380 34,607 124,034 
Sep 42,297 40,077 145,460 
Oct 44,509 42,001 156,412 
Nov 46,116 43,509 164,057 
Dec 47,839 45,105 172,913 
Case 4 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington CRSES Parabolic Trough Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 42,984 40,116 4,297 
Feb 38,610 36,113 3,863 
Mar 38,083 35,652 3,803 
Apr 34,694 32,583 3,453 
May 26,820 25,159 2,699 
Jun 23,169 21,711 2,361 
Jul 26,460 24,866 2,669 
Aug 36,503 34,310 3,624 
Sep 42,266 39,626 4,172 
Oct 44,312 41,445 4,388 
Nov 45,661 42,776 4,519 
Dec 47,178 44,225 4,691 
Case 5 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington SAWS Parabolic Trough Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 43,238 40,477 159,652 
Feb 35,426 33,353 131,763 
Mar 32,613 30,747 121,870 
Apr 27,367 25,849 99,602 
May 23,009 21,725 82,020 
Jun 20,482 19,356 71,835 
Jul 21,386 20,213 74,516 
Aug 27,615 26,215 95,367 
Sep 29,994 28,508 105,113 
Oct 37,845 35,866 134,334 
Nov 42,553 40,075 152,512 






Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington SAWS Parabolic Trough Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 43,057 40,185 4,305 
Feb 35,273 33,069 3,547 
Mar 32,727 30,736 3,296 
Apr 27,575 25,893 2,775 
May 23,292 21,788 2,367 
Jun 20,594 19,225 2,120 
Jul 21,632 20,195 2,213 
Aug 27,931 26,217 2,809 
Sep 30,249 28,456 3,033 
Oct 38,026 35,730 3,791 
Nov 42,529 39,822 4,221 
Dec 45,824 42,786 4,565 
Case 7 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Eskom Parabolic Trough Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 41,139 38,560 151,896 
Feb 29,776 27,912 111,440 
Mar 30,811 28,889 115,746 
Apr 29,338 27,652 107,226 
May 22,477 21,207 80,441 
Jun 20,285 19,142 71,155 
Jul 21,587 20,391 75,231 
Aug 25,399 24,108 88,457 
Sep 34,215 32,361 118,643 
Oct 39,033 36,787 137,917 
Nov 44,498 41,933 158,967 
Dec 47,243 44,523 171,218 
Case 8 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Eskom Parabolic Trough Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 40,914 38,487 4,100 
Feb 29,609 27,638 2,994 
Mar 30,907 28,873 3,121 
Apr 29,566 27,710 2,966 
May 22,741 21,250 2,315 
Jun 20,397 19,014 2,101 
Jul 21,840 20,374 2,233 





Sep 34,500 32,277 3,437 
Oct 39,182 36,610 3,894 
Nov 44,467 41,617 4,403 
Dec 46,998 44,041 4,677 
 
Central receiver model results 
In addition to the annual results tabled in chapter 6, monthly energy values and water 
consumption figures were obtained from the SAM molten salt power tower model. These 
results are tabled below. 
 
Table E2: Central receiver model monthly results 
Case 1 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Weather Analytics Inc. Central Receiver Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 46,113 42,503 135,116 
Feb 35,663 32,743 105,379 
Mar 39,909 36,662 117,183 
Apr 36,006 33,138 102,990 
May 31,201 28,826 88,397 
Jun 28,627 26,500 79,457 
Jul 30,104 27,838 83,276 
Aug 37,450 34,641 103,360 
Sep 42,275 39,244 117,366 
Oct 43,542 40,291 123,426 
Nov 45,070 41,820 128,476 
Dec 49,646 45,884 142,812 
Case 2 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Weather Analytics Inc. Central Receiver Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 45,594 41,781 3,250 
Feb 35,268 32,205 2,525 
Mar 39,725 36,309 2,825 
Apr 36,237 33,094 2,566 
May 31,468 28,795 2,247 
Jun 28,783 26,363 2,057 
Jul 30,225 27,649 2,159 
Aug 37,727 34,540 2,665 
Sep 42,506 39,110 2,989 
Oct 43,564 39,984 3,076 
Nov 45,045 41,477 3,177 






Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington CRSES Central Receiver Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 40,386 37,041 121,082 
Feb 37,146 34,144 111,859 
Mar 37,129 33,866 111,896 
Apr 35,364 32,319 103,868 
May 31,868 29,416 90,775 
Jun 28,690 26,386 80,110 
Jul 33,218 30,761 92,300 
Aug 39,287 36,352 109,146 
Sep 40,084 37,153 112,710 
Oct 43,166 39,902 124,013 
Nov 45,448 42,107 132,112 
Dec 45,555 42,108 134,232 
Case 4 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington CRSES Central Receiver Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 40,185 36,870 2,855 
Feb 36,969 34,129 2,630 
Mar 37,248 33,992 2,643 
Apr 35,639 32,402 2,519 
May 32,215 29,492 2,282 
Jun 28,909 26,319 2,059 
Jul 33,618 30,816 2,381 
Aug 39,718 36,401 2,793 
Sep 40,436 37,161 2,840 
Oct 43,349 39,807 3,050 
Nov 45,456 41,898 3,197 
Dec 45,347 41,734 3,200 
Case 5 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington SAWS Central Receiver Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 39,481 36,001 119,302 
Feb 32,637 29,507 99,349 
Mar 32,112 28,892 98,092 
Apr 28,076 24,867 83,717 
May 23,368 20,602 68,207 
Jun 21,187 18,558 60,717 
Jul 22,232 19,578 63,315 





Sep 30,076 27,119 86,238 
Oct 34,994 31,727 102,205 
Nov 38,744 35,403 113,942 
Dec 41,699 38,159 124,300 
Case 6 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington SAWS Central Receiver Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 39,314 35,953 2,806 
Feb 32,491 29,274 2,332 
Mar 32,243 28,923 2,310 
Apr 28,281 24,934 2,022 
May 23,638 20,685 1,708 
Jun 21,310 18,474 1,557 
Jul 22,492 19,608 1,633 
Aug 28,708 25,333 2,052 
Sep 30,315 27,107 2,161 
Oct 35,126 31,655 2,500 
Nov 38,736 35,208 2,745 
Dec 41,477 37,795 2,952 
Case 7 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Eskom Central Receiver Plant Evaporative 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 40,489 37,134 122,029 
Feb 27,353 24,759 83,821 
Mar 28,762 25,828 88,261 
Apr 30,257 27,536 90,183 
May 25,127 22,910 72,977 
Jun 20,436 18,419 58,374 
Jul 23,813 21,788 67,624 
Aug 27,036 24,446 76,792 
Sep 32,124 29,494 91,287 
Oct 37,594 34,537 108,854 
Nov 42,966 39,737 125,675 
Dec 46,531 43,072 137,741 
Case 8 
Location Solar Radiation Data Used Technology Power Cycle Cooling Method 
Upington Eskom Central Receiver Plant Air-cooled 
Month Gross Electric Output (MWh) Monthly Energy (MWh) Water Usage (m³) 
Jan 40,328 37,021 2,874 
Feb 27,221 24,558 1,967 
Mar 28,843 25,829 2,073 





May 25,426 23,011 1,825 
Jun 20,560 18,337 1,499 
Jul 24,084 21,807 1,740 
Aug 27,319 24,466 1,959 
Sep 32,406 29,495 2,299 
Oct 37,749 34,458 2,667 
Nov 42,977 39,546 3,029 
Dec 46,348 42,723 3,280 
 
Dish-engine model results 
In addition to the annual results tabled in chapter 6, monthly energy values and water 
consumption figures were obtained from the SAM dish Stirling model. These results are 
tabled below. 
 
Table E3: Dish-engine model monthly results 
Case 1 
Location Solar Radiation Data Used Technology 
Upington Weather Analytics Inc. Dish-Engine Plant 
Month Gross Electric Output (MWh) Monthly Energy (MWh) 
Jan 22,637 21,954 
Feb 18,518 17,938 
Mar 20,300 19,602 
Apr 18,934 18,290 
May 18,851 18,193 
Jun 17,704 17,093 
Jul 18,255 17,649 
Aug 20,944 20,268 
Sep 22,950 22,224 
Oct 23,202 22,440 
Nov 25,196 24,445 
Dec 25,734 24,970 
Case 2 
Location Solar Radiation Data Used Technology 
Upington CRSES Dish-Engine Plant 
Month Gross Electric Output (MWh) Monthly Energy (MWh) 
Jan 19,977 19,229 
Feb 19,464 18,825 
Mar 18,207 17,494 
Apr 17,777 17,107 
May 18,129 17,533 
Jun 16,316 15,775 
Jul 19,206 18,588 





Sep 21,663 20,932 
Oct 22,436 21,668 
Nov 25,317 24,534 
Dec 24,586 23,786 
Case 3 
Location Solar Radiation Data Used Technology 
Upington SAWS Dish-Engine Plant 
Month Gross Electric Output (MWh) Monthly Energy (MWh) 
Jan 17,301 16,565 
Feb 13,579 12,936 
Mar 13,266 12,613 
Apr 8,970 8,431 
May 8,055 7,558 
Jun 6,337 5,939 
Jul 7,434 6,989 
Aug 9,617 9,110 
Sep 11,678 11,111 
Oct 14,337 13,648 
Nov 17,444 16,746 
Dec 19,252 18,518 
Case 4 
Location Solar Radiation Data Used Technology 
Upington Eskom Dish-Engine Plant 
Month Gross Electric Output (MWh) Monthly Energy (MWh) 
Jan 19,900 19,054 
Feb 13,401 12,811 
Mar 12,789 12,122 
Apr 15,452 14,785 
May 14,561 13,940 
Jun 11,973 11,393 
Jul 14,518 13,913 
Aug 12,615 11,993 
Sep 16,838 16,157 
Oct 19,439 18,708 
Nov 24,336 23,484 
Dec 26,647 25,809 
 
 
CLFR model results 
In addition to the annual results tabled in chapter 6, monthly energy values and water 
consumption figures were obtained from the SAM linear Fresnel model. These results are 







Table E3: CLFR model monthly results 
Case 1 
Location Upington 
Solar Radiation Data Used Weather Analytics Inc. 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Evaporative 















Solar Radiation Data Used Weather Analytics Inc. 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Air-cooled 















Solar Radiation Data Used CRSES 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Evaporative 



















Solar Radiation Data Used CRSES 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Air-cooled 















Solar Radiation Data Used SAWS 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Evaporative 



















Solar Radiation Data Used SAWS 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Air-cooled 















Solar Radiation Data Used Eskom 
Technology Linear Fresnel Plant 
Power Cycle Cooling Method Evaporative 















Solar Radiation Data Used Eskom 
Technology Linear Fresnel Plant 







Month Gross Electric Output (MWh) 
Jan 37,384 
Feb 33,145 
Mar 35,530 
Apr 35,071 
May 29,932 
Jun 29,264 
Jul 30,278 
Aug 36,427 
Sep 35,552 
Oct 36,380 
Nov 35,272 
Dec 36,389 
 
 
