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Diplomová práce pojednává o návrhu a implementaci souborového systému s velkými bloky pro 
operační systém FreeBSD.  Úvod dokumentu je věnován teoretickému rozboru, který se nejprve 
zabývá historií, významem a pouţitím souborových systémů. V následující kapitole je popsána 
architektura souborového systému UFS/FFS. V části věnované implementaci je zpočátku představen 
návrh nového souborového systému, který vychází ze systému souborů MSDOSFS, a posléze detailně 
popsána implementace tohoto systému pro operační systém FreeBSD. Velký důraz je kladen na popis 
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S rozvojem oboru informačních technologií docházelo i k rozvoji uchovávání dat. Stejně jako 
samotné zpracování dat, tak i jejich dlouhodobé ukládání se stalo jednou z hlavních disciplín 
informačních technologií. Data se dnes uchovávají na mnoha různých typech záznamových médií. Od 
nejstarších disket a magnetických pásek, po dnešní pevné disky, DVD média a flash paměti. Kaţdé 
médium pracuje na jiném technologickém principu, ale je třeba, aby data na všech těchto médiích 
byla uţivateli interpretována vţdy stejně a srozumitelně. A právě tohle má na starosti souborový 
systém.  
Souborový systém má na starosti ukládání dat na fyzické médium tak, aby co byl co nejlépe 
vyuţit poskytovaný prostor. Toto ukládání a posléze načítání musí provádět efektivně a hlavně 
dostatečně rychle. Na dnešních systémech se pracuje s daty ve formě souborů. Ať uţ bude informace 
uloţena na disketě či paměti flash, vţdy se uţivateli zobrazí jako stejný soubor. Tuto abstraktní vrstvu 
zajišťuje také souborový systém. 
Tak jako fyzická média, tak i souborové systémy prošly postupem času velkým vývojem. Bylo 
potřeba spravovat čím dál větší datový prostor a nabízet rychlejší přístupy při ukládání, nahrávání a 
vyhledávání dat. Vytvářely se různé souborové systémy pro různé operační systémy, či 
specializované souborové systémy pro různá média.  
Tato diplomová práce vychází ze souborových systémů UFS poskytovaných v operačních 
systémech FreeBSD. Tyto systémy souborů uchovávají soubory ve formě jednotlivých bloků. Dnešní 
nejnovější systémy obsahují bloky o velikostech aţ 16KB. Pro kaţdý blok se musí vykonat jedna 
vstup/výstupní operace čtení či zápisu. V porovnání s rychlostmi procesorů, či pamětí, má 
vstup/výstupní operace vysokou časovou reţii. S čím větším souborem se tedy pracuje, tím větší 
počet alokačních bloků bude obsahovat, a tedy tím více časově náročných vstup/výstupních operací 
bude nutno vykonat.  
Diplomová práce se zabývá návrhem a implementací nového souborového systému, který by 
měl větší alokační bloky. Snahou projektu je navrhnout souborový systém, který by byl vhodný pro 
práci s velkými soubory (např. soubory obsahující videa). Se zvětšením alokačních bloků klesne 
počet vstup/výstupních operací (a s nimi i časová reţie) pro velké soubory. 
Tato práce nejdříve seznamuje čtenáře s úvodem do problematicky souborových systémů, 
jejich historií a historií operačních systémů FreeBSD. Dále následuje popis struktury stávajících 
souborových systémů, práce s deskriptory, Virtuální systém souborů VFS, struktura disků, souborů a 
adresářů. Ke konci této části se nachází popis správy paměti a práce s bloky.  
Ve druhé části je rozebrána praktická část diplomové práce. Popisuje všechny etapy tvorby 
souborového systému od návrhu struktury na disku po výslednou realizaci. Tato část si klade za cíl 
seznámit čtenáře se všemi úskalími, se kterými se můţou při implementaci setkat. 
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2 Souborový systém 
Obor informačních technologií se jiţ od svých počátků zabývá zpracováním informací. 
Neodmyslitelnou součástí zpracování informací je i jejich ukládání v podobě dat na fyzické médium. 
Tato média prošla dlouhým vývojem a dnes je vyuţíváno mnoho typů těchto médií. Od magnetických 
pásek počínaje, přes diskety, CD/DVD média, aţ pevnými disky HDD a SSD, dnes nejčastěji 
pouţívaným fyzickým médiem, konče. Rozdíl mezi HDD (hard drive disk) a SSD (solid-state drive) 
disky je v jejich hardwarové architektuře. Zatímco klasické HDD disky jsou interně sloţeny 
z několika rotujících ploten a pohyblivé čtecí hlavy, novodobé SSD disky neobsahují ţádnou 
pohyblivou mechanickou část a jejich data jsou ukládány do flash pamětí.  
Kaţdé fyzické médium má jinou strukturu fyzického záznamu dat. Jako příklad lze porovnat 
strukturu HDD disku a magnetické pásky. Data na HDD disku jsou zaznamenána v jednotlivých 
sektorech pevné délky (typicky  512 bajtů) organizovaných ve stopách. Káţdá plotna disku pak 
obsahuje několik těchto stop, nad kterými se přesunuje čtecí a zápisová hlava. Tato struktura 
umoţňuje náhodný přístup datům v podobě bloků o velikostech sektoru. Data na magnetické pásce 
jsou naopak řazena sekvenčně a pro přístup k nim je nutno pásku přetáčet jedním či druhým směrem.  
Přímý přístup k datům na fyzickém médiu by byl pro uţivatele vysoce komplikovaný, a proto 
je dnes pouţívaná vyšší úroveň abstrakce v podobě souborů. Soubory představují ucelený soubor dat 
pod jedním pojmenováním. Uvnitř souboru jsou dále obsaţeny mnohé další informace jako například 
jméno vlastníka, časová razítka, čí přístupová práva.  
Mezi touto vrstvou souborů a vrstvou fyzických médií se nachází souborový systém. Hlavním 
úkolem souborového systémů je mapovat data uvnitř souborů na data nacházející se na fyzickém 
médiu.  Vzhledem k různorodým pouţívaným fyzickým médiím existují i různé souborové systémy 
určené pro daná média, které však poskytují vţdy stejnou úroveň abstrakce pro uţivatele v podobě 
souborů. 
Dalším úkolem těchto systémů je soubory organizovat. Soubory jsou seskupovány do adresářů. 
Tyto adresáře jsou pak seskupovány spolu s dalšími adresáři či soubory do nadřazených adresářů. 
Tato hierarchická stromová organizace souborů a adresářů pak obsahuje všechny soubory napříč 
celým fyzickým médiem. Toto umoţňuje uţivateli snadný přehled o všech souborech a jejich 
adresování. Adresa souboru je pak tvořena kořenovým adresářem, dále všemi adresáři po cestě ve 
stromové struktuře a nakonec i jménem samotného souboru. 
Vedle mapování dat na fyzických médiích na soubory musí být systém souborů schopný zajistit 
provádění operací s těmito soubory. Musí umoţnit vyhledání a zpřístupnění souboru, čtení a zápis do 
souboru a nakonec i manipulaci se souborem. Chce-li uţivatel přistoupit k souboru, musí znát jeho 
jméno a adresu umístění v hierarchii adresářů. Po jeho vyhledání jsou uţivateli zpřístupněny detailní 
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informace o tomto souboru. Jedná se kupříkladu o velikost souboru, informace o vlastníkovi, datum 
posledního změny souboru, a mnoho dalších. V další fázi, nazývané čtení, dojde k vyhledání a načtení 
všech dat umístěných na fyzickém médiu. Tyto data jsou pak zobrazeny uţivateli. Po editaci souboru, 
nebo při prvním vytvoření, následuje zápis nových či editovaných dat zpět na fyzické médium. Zápis 
je prováděn takovým způsobem, aby bylo moţné soubor zpětně vyhledat a korektně načíst. 
Manipulací se souborem je myšlena úprava souboru na abstraktní úrovni. Jedná se například o změnu 
detailních informací o soboru, či změna jeho umístění v hierarchické organizaci adresářů. V této 
operaci tedy nedochází k manipulaci s daty souboru na fyzickém médiu. 
Interní organizace systému souboru pro mapování dat z fyzického média na soubory musí být 
navrţena s ohledem na efektivní provádění operací čtení a zápisu souboru. Tyto operace musí být 
prováděny dostatečně rychle, a zároveň efektivně hospodařit s dostupným místem na fyzickém 
médiu. Zajištění vhodného kompromisu mezi těmito dvěma kritérii je úsilím všech tvůrců 
souborových systémů.  
Posledním neméně důleţitým úkolem souborových systémů je spolehlivost. Spolehlivost si lze 
představit jako odolnost souborového systému proti výpadkům a jiným haváriím. Organizace 
souborového systému musí zajistit co nejmenší moţná poškození a postarat se i o jejich nápravu a 
zotavení celého systému souborů po havárii. Jako příklad moţné havárie si lze zjednodušeně 
představit průběh mazání souborů. Informace o smazaném souboru se musí projevit na dvou místech. 
Na jedné straně se jedná o smazání souboru v adresářové organizaci a na straně druhé jde o 
aktualizaci informací o volném místě na fyzickém médiu. Dojde-li mezi těmito dvěma operacemi 
k výpadku, projeví se změny pouze v organizaci adresářů a souborů (soubor uţ bude nadále pro 
uţivatele nepřístupný), ale neaktualizuje se informace o volném místě na disku. V tomto případě tedy 
hrozí nebezpečí plýtvání dostupným místem na fyzickém médiu. A zde sehrává svou roli spolehlivost 
souborového systému, která musí zajistit, aby buďto došlo k oběma operacím, nebo aby se neprovedla 
ani jedna, případně provést obnovení provedených změn. 
Vedle výše zmíněných hlavních úkolů a cílů nabízí souborové systémy i řadu dalších 
prostředků rozšiřujících jejich schopnosti. Tyto prostředky se liší pro různé souborové systémy.  
Jednou z těchto moţných prostředků je abstrakce souboru nejen pro data na fyzickém médiu, ale i pro 
jiné účely. Soubor tak můţe zastupovat například samotné fyzické zařízení, pipe mechanismus 
(komunikační kanál mezi procesy v systému), symbolické či pevné odkazy. Symbolické odkazy, jinak 
nazývané symlinky, obsahují adresu jiţ namapovaného souboru. Naopak pevné odkazy (hardlinky) 
ukazují přímo na skupinu dat, kterými je soubor tvořen. Zjednodušeně řečeno symlinky odkazují na 
hardlinky a ty odkazují na fyzická data. Smazání symlinku nemá ţádný vliv na existenci souboru, 
naopak smazání všech hardlinků teprve odstraní (zneplatní) soubor na disku.  
Dalším nabízeným prostředkem mnoha souborových systémů jsou přístupová práva 
k souborům. Na unixových souborových systémech jsou kaţdému souboru či adresáři přiřazena 
přístupová práva vlastníka souboru, přiřazené skupiny uţivatelů nebo přístupová práva ostatních 
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uţivatelů. Pouţívá-li pak systém soubory i pro pojmenování prostředků a zařízení, lze tyto přístupová 
práva pouţít i u těchto prostředků. Tyto prostředky lze vyuţít pro bezpečnostní politiku řízení 
přístupu. 
Mnoho rozšiřujících prostředků představují i různé doplňkové informace, které se váţí 
k souborům. Těmto informacím se říká metadata. Vedle jiţ výše zmíněných přístupových práv, zde 
můţou být uchovány informace o vlastníkovi souboru, časové údaje vytvoření či poslední modifikace 
a přístupu k souboru. Některé souborové systémy pak poskytují i nástroje pro šifrování dat 
v souborech. S touto schopností se lze setkat u souborového systému NTFS pouţitém v operačních 
systémech Windows. 
2.1 Historie souborových systémů 
V oboru počítačových technologiích je známa celá řada souborových systémů. Některé souborové 
systémy jsou odlišné podle určení pro dané záznamové fyzické médium a některé podle operačního 
systému, ve kterém jsou tyto systémy implementovány. Jako ukázku různých souborových systému 
podle určení pro daný hardware lze uvést například souborový systém FAT32 nejčastěji pouţívaný 
pro běţné diskety, nebo ISO 9660 systém souborů dnes pouţívaný výhradně pro CD a DVD média, či 
různé systémy pro pevné HDD disky. Tvůrci operačních systémů jsou zároveň i tvůrci souborových 
systémů, proto si lze povšimnout, ţe pro kaţdý operační systém je charakteristický jeho vlastní 
pouţívaný souborový systém.  
V operačních systémech firmy Microsoft se dlouhou dobu pouţívaly souborové systém FAT12, 
FAT16, FAT32 původně vytvořené pro operační systém MS-DOS, který posléze nahradil Microsoft 
Windows verze 9x. S vydáním operačního systému Windows NT došlo i ke zveřejnění nového 
souborového systému NTFS, který se dnes pouţívá i v nejnovějších verzích operačního systému 
Windows (Windows 7).  
Souborový systém NTFS přinesl oproti tehdejším FAT souborovým systém celou řadu novinek 
a vylepšení (viz [9]). Jedná se zejména o ţurnálování, při kterém se všechny zápisy na disk 
zaznamenávají do speciálního souboru (ţurnálu), a systém tak je obnovitelný, pokud by došlo k pádu. 
Další novinkou je komprese a šifrování přímo na úrovni souborového systému bez nutnosti pouţití 
další aplikace. Za nemalou zmínku si stojí access control list, díky kterému došlo ke zdokonalení 
správy oprávnění ke zdrojům. V souborovém systému NTFS se také poprvé objevují symlinky, nebo-
li symbolické odkazy, díky kterým tak uţivatelé mohli vytvářet odkazy v podobě ikon na nejčastějí 
pouţívané aplikace. Hlavní změnu však bylo zvětšení limitů na velikost disku a souboru. NTFS 
pouţívá 64-bitové adresy clusterů, takţe diskový oddíl můţe být větší neţ u FAT a to konkrétně aţ 
16EB. Systém FAT32 se však dodnes pouţívá jako primární systém určený pro diskety. Z původních 
systémů FAT vyvinul Microsoft systém FATX, který zakomponoval do herních konzolí XBOX. 
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Ani jiné společnosti nezaostávaly za vývojem operačních systémů a souborových systémů. 
Důleţitou větví vývoje operačních systémů jsou unixové operační systémy. Dnes nejznámější 
operační systémy vyvinuté z původního unixového systému jsou systémy FreeBSD, Solaris, nebo 
různé distribuce Linuxu, či operační systém Mac OS X pouţívaný výhradně na počítačích Mac od 
společnosti Apple. Dnes nejpouţívanější unixové souborové systému jsou ext2, ext3, ext4 (pro 
operační systém Linux), UFS2 (FreeBSD), či QFS (Solaris). 
Novinkou v oblasti souborových systémů je Google File System (GFS). Jedná se o 
distribuovaný systém souborů navrţený pro ukládání dat v počítačových systémech firmy Google. 

























3.1 Historie unixových operačních systémů 
Počátky unixových operačních systémů šahají aţ do roku 1965 (viz [6]). V té době seskupení firem 
AT&T, Massachusetts Institute of Technology (MIT), Bell Labs a General Electric GE zaloţilo 
projekt Multics (Multiplexed Information and Computing Service), který se měl stát prvním 
softwarovým systémem. Tento projekt byl však pro svou sloţitost, časovou a finanční náročnost 
v roce 1969 zastaven. Ken Thompson, jeden z týmu vývojářů, však pokračoval s programováním hry 
„Space Travel“ pro sálový počítač GE-645 se systémem GECOS. Kvůli nekvalitnímu terminálu, 
špatné ovladatelnosti a nakonec drahé ceně samotného běhu hry portoval Ken Thomson s pomocí 
Dennise Ritchieho tuto hru na malý počítač DEC PDP-7. Po těchto zkušenostech následovalo napsání 
souborového systému a nakonec i nového operačního systému. 
Původní název systému byl Unics (Unary Information and Computing Service), který navrhl 
Brian Kernigham jako protiklad k systému Multics. Později došlo ke změně zápisu na UNIX. 
Projektu se pak ujala společnost Bell Labs, která se stala i prvním uţivatelem nového systému. Roku 
1972 došlo k přepsání systému z původního kódu napsaného v assembleru do jazyka C. Nový systém 
se rychle rozšířil pod licencí AT&T a došlo k vydání verzí 2, 3, 4, 5, 6 aţ do roku 1976. Systém se 
však stával komerční záleţitostí coţ vyústilo k vytvoření systému BSD na Kalifornské univerzitě 
v Berkeley, který byl pak nadále vyvíjen a poskytován pod akademickou licencí. 
Po roce 1984 odnoţ společnosti AT&T (AT&T Computer Systems) začalo prodávat asi 
nejslavnější verzi Unixu nazvanou “Unix System V”. Mezitím však mnoho společností začalo 
vydávat své komerční verze Unixu pro své minipočítače a pracovní stanice. S přibývajícími 
komerčními či akademickými verzemi Unixu přišla snaha o jeho standardizaci, která však vyústila 
v unixové války. Nakonec byl roku 1988 přijat standard POSIX od IEEE (Institute of Electrical and 
Electronic Engineers). Téhoţ roku došlo ke spolupráci společností AT&T a Sun Microsystems a po 
spojení rozšíření ze systému Xenix, BSD, SunOS, a Systém V došlo k vydání Systém V Release 4 
(SVR4) coţ znamenalo konec soupeření. V 90 letech z tohoto systému vznikla spousta dalších 
unixových odnoţí. V roce 1991 došlo také k prvnímu vydání operačního systému Linux, který se stal 




3.2 Historie operačního systému BSD 
První operační systém BSD (Berkeley Software Distribution, někdy taky označovaný Berkeley Unix) 
vznikl na Kalifornské univerzitě v Berkeley (viz [3]). V letech 1976-77 zde vyučoval Ken Thompson 
Unix. Po jeho návratu do Bell Labs pokračovali studenti a profesoři na Berkeley v práci na Unixu. 
Bill Joy, tehdy promovaný student z Berkeley sestavil první Berkeley Software Distribution (1BSD). 
Jednalo se převáţně o doplněk k šesté edici Unixu a jeho hlavními komponenty byly kompilátor 
programovacího jazyka Pascal a Joyův řádkový editor ex. Brzy nato vytvořil Joy textový editor vi 
(populární následujících 25 let) a aplikaci C shell a spolu s aktualizacemi verze 1BSD vznikl roku 
1978 nový systém 2BSD. Po této verzi následovaly porty a úpravy systému pro architekturu VAX. 
Operační systém BSD byl poskytován pod akademickou licencí. V 80. a 90. letech zaznamenal BSD 
nejbouřlivější vývoj. Jeho nové verze sváděly unixové války s komerčními verzemi unixu. Poslední 
verzí systému BSD byla v roce 1995 verze 4.4BSD-Lite Release 2 po kterém byl vývoj BSD 
v Berkeley zastaven. Od té doby je spravováno několik distribucí zaloţených na 4.4BSD. Jedná se o 




Obrázek 3.1: Rodokmen Unixu (převzato z literatury [8]) 
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4 Architektura UFS/FFS 
Souborový systém Fast File System (FFS) je dnes zahrnut v operačních systémech FreeBSD. FFS je 
přímým potomkem souborového systému, který byl dodáván se systémem BSD4.4. a dodnes bývá 
někdy označován jako Unix File System (UFS, v novějších verzích FreeBSD pak UFS2).  
4.1 Deskriptory 
V systémech FreeBSD, stejně jako v jiných Unixových systémech se pracuje s deskriptory (viz [1]). 
Kaţdý proces v systému pouţívá deskriptory jako ukazatel na proudy dat (streams) vstup/výstupních 
operací. Deskriptor je v systému reprezentován malým celým nezáporným číslem. Deskriptor je 
proudu dat přiřazen po jeho otevření či vytvoření. Proudy dat vstup/výstupních operací mohou být 
typu file, pipe, fifo a socket. 
 
File reprezentuje soubor v souborovém systému. Jedná se o lineární pole bytů s minimálně 
jedním jménem. Deskriptor je souboru přiřazen při otevření souboru systémovým voláním open. 
 
Pipe (moţno také zjednodušeně označovat jako potrubí) se pouţívá k přenosu dat mezi procesy 
na jednom lokálním systému. Tento přenos je jednosměrný. Jedná se také o lineární pole bytů. Pipe se 
vytváří při systémovém volání pipe a jako návratová hodnota jsou dva deskriptory. Jeden pro 
odesilatele a druhý pro příjemce. 
 
Třetím typem je Fifo (někdy také označováno jako pojmenované pipe). Svým vlastnostmi a 
pouţitím je velice podobné typu pipe. Na rozdíl od něj se však vytváří systémovým voláním open a 
vrací jeden deskriptor. Dva procesy, které chtějí komunikovat, si otevřou fifo. Jeden proces si jej 
otevře pro čtení a druhý pro zápis. 
 
Posledním typem proudu dat vstup/výstupních operací je Socket. Socket slouţí pro 
krátkodobou komunikaci mezi procesy. Jeho hlavní předností je moţnost pouţití pro přenos dat po 
síti. Socket je vytvářen systémovým voláním socket, které vrací jeden deskriptor. Socket existuje po 
dobu, dokud některý proces vlastní jeho deskriptor. Je mnoho různých typů socketů, které slouţí pro 
různé účely meziprocesové komunikace. 
 
Deskriptor můţe být také pouţit jako ukazatel pro přímý přístup k hardware pro podporu 
šifrování, nebo jej systém pouţívá k oznamování událostí v jádře systému. V druhém případě 
deskriptor slouţí jako ukazatel do struktury kqueue. 
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Kaţdý proces v systému obsahuje tabulku deskriptorů (deskriptor table). V této tabulce jsou 
uloţeny ukazatele na záznamy souborů (dále jiţ file entry) a k nim patřičné deskriptory. Deskriptory 
tak slouţí jako indexy do procesní tabulky deskriptorů. Po otevření souboru (či typu pipe, fifo nebo 
socket) je zapsán záznam (file entry) do seznamu záznamů v jádře a jeho odkaz do tabulky 
deskriptorů procesu. K tomuto odkazu je přiřazen deskriptor a ten pak navrácen procesu.  
 
 
Obrázek 4.1: Vztah mezi deskriptorem a záznamem file entry (převzato z literatury [1]) 
 
Záznam file entry je objektově-orientovaná struktura. Obsahuje informaci o typu otevřeného 
objektu a odkaz na jeho strukturu tak jak je ukázáno na obrázku 4.1. Dále obsahuje pole ukazatelů na 
funkce, které transformují generické operace souborových deskriptorů na specifické akce konkrétního 
objektu. Operace, které musí být implementovány jsou: 
 
- Čtení z objektu deskriptoru (read) 
- Zápis do objektu deskriptoru (write) 
- Volba deskriptoru (poll) 
- Operace ioctl 
- Sběr statistických informací o objektu 
- Kontrola zda není přítomna ţádná událost v kqueue 
- Zavření a dealokace objektu 
 
Záznam file entry neobsahuje ţádnou operaci open. Jak jiţ bylo zmíněno výše, pro různé objekty je 
jejich vytváření různé a file entry spolu s příslušným deskriptorem je zaznamenán aţ po vytvoření 
objektu. Operace read a write nemají ţádný vstupní parametr, který by udával offset místa v souboru, 
ze kterého se bude číst, či na který se bude zapisovat. Namísto toho je tato informace uloţena přímo 
ve file entry a jeho aktualizace je prováděna během provádění operací read a write. Tento offset je 
přímo určen pro tyto operace pro další pouţití. Offset lze také nastavit operací lseek. Uloţení offsetu 
v záznamu file entry zajišťuje, aby nedocházelo ke konfliktům v době, kdy se souborem bude 
operovat dva či více procesů. Pro kaţdý proces volající systémové volání open je alokován jeho 
vlastní záznam file entry v seznamu záznamů v jádře systému.  
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Na úrovni deskriptorů je umístěná také sémantická logika. Ta je reprezentována jako sada 
příznaků (dále jiţ flag), které jsou přidruţeny k deskriptoru. Například se můţe jednat o flagy 
určující, zda je soubor otevřen pro čtení, zápis, nebo obojí. Je-li soubor otevřen pouze pro čtení je 
patřičný flag zaznamenán v deskriptoru. Dojde-li pak k pokusu o zápis do souboru, dojde 
k rozpoznání neoprávněné operace uţ na úrovni deskriptoru, coţ zvýší výkon provádění těchto 
operací. Samotná implementace operací čtení a zápisu jiţ nemusí obsahovat kontrolu oprávněnosti 
provádění. 
Kaţdý file entry obsahuje počítadlo referencí na tento záznam (dále jiţ reference count). Jeden 
proces se můţe odkazovat více neţ jedním odkazem na file entry. To můţe být zapříčiněno 
systémovým voláním dup nebo fnctl. Více odkazů na jeden file entry můţe být i z více procesů. 
K tomuto případu dochází při vytváření procesů pomocí systémového volání fork. V tomto případě se 
vytvoří potomek předchozího procesu, který mimo jiné zdědí i tabulku deskriptorů. Všechny tyto 
odkazy jsou počítány v reference count. Zavře-li proces soubor, dojde ke zrušení deskriptoru v jeho 
tabulce deskriptorů a smazání odkazu na file entry. Spolu se zrušeným odkazem se reference count 
dekrementuje. Jakmile klesne reference count na nulu, dojde teprve ke smazání file entry ze seznamu 
v jádře systému. Ostatní procesy (nevytvořené pomocí systémového volání fork) vlastní odkaz na jiný 
záznam file entry i v případě ţe otevírají jiţ otevřený soubor v jiném procesu. 
4.2 Virtuální systém souborů VFS 
Virtuální systém souborů je vrstva mezi schématem záznamů file entry a samotným 
souborovým systémem (viz [1]). V původních Unixových operačních systémech se záznam file entry 
přímo odkazoval na strukturu reprezentující soubor (inode) souborového systému. Avšak s rostoucím 
počtem různých druhů souborových systémů, které mohou být pouţívány v operačním systému, 
muselo dojít ke generalizaci přístupu k souborům. Toto vedlo právě na vytvoření mezivrstvy zvané 
Virtuální systém souborů VFS.  
VFS byl poprvé implementován firmou Sun Microsystems. Jedná se o objektově-orientovanou 
vrstvu, která je zaloţena na strukturách zvaných virtual-node, neboli zkráceně vnode. Záznamy file 
entry se nejprve odkazují na strukturu vnode a ta teprve obsahuje odkaz na inode lokálního 
souborového systému či řídící blok protokolu popisující informace k přístupu ke vzdáleným 
souborovým systémům. Vnode je objektově-orientované rozhraní, které obsahuje generické 
informace pouţitelné nezávisle na objektu konkrétního souborového systému. Vnode zahrnuje tyto 
informace: 
 
- Příznaky (flagy) pro identifikaci obecných atributů (například se můţe jednat o informaci, 
zda vnode reprezentuje kořenový objekt souborového systému – root) 
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- Mnoţství počítadel typu reference count zahrnující počet záznamů file entry odkazující se 
na dané vnode pro čtení/zápis. 
- Ukazatele na strukturu mount daného souborového systému. 
- Řadu informací pro provádění čtení ze souboru 
- Odkaz na vm_object spojený s vnode 
- Odkaz na stav speciálního zařízení, socketů, a struktur fifo 
- Mutex pro ochranu flagů a počítadel 
- Správce zámků pro ochranu některých částí vnode 
- Pole pouţité pro name cache 
- Ukazatel privátní informace potřebné pro konkrétní objekt (inode pro lokální souborové 
systémy) 
- Typ objektu (zda se jedná například o soubor, adresář, aj.) 
- Clean buffers a Dirty buffers (paměti pro uloţení bufferů dat se kterými se právě pracuje) 
- Počítadlo probíhajících operací zápisu. 
 
-  
- Obrázek 4.2: Struktura Virtuálního souborového systému VFS (převzato z literatury [1]) 
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Na obrázku 4.2 je znázorněna struktura VFS. Pro daný jeden souborový systém jsou všechny jeho 
přiřazené vnody vzájemně propojeny. Kaţdý souborový systém obsahuje jeden bod připojení tzv. 
strukturu mount, se kterou jsou svázány tyto vnode struktury. Na obrázku je dále moţné vidět, ţe 
s kaţdým vnode je svázán seznam pamětí clean buffers a dirty buffers. Seznam dirty buffers 
propojuje paměti (buffery), které byly během pouţívání pozměněny. Naopak seznam clean buffers 
uchovává paměti, ve kterých ke změnám nedošlo.  
Jádro operačního systému pracuje s objekty souborového systému pomocí poţadavků na vrstvu 
VFS. Tyto poţadavky jsou zpracovány v jednotlivých uzlech vnode a přeposílány uzlům inode. 
S ohledem na rozmanitost pouţívaných souborových systémů, je repertoár operací vrstvy VFS velký. 
A oproti původní implementaci vnode firmou Sun Microsystem, lze ve FreeBSD přidávat nové 
operace uzlům vnode v době nahrávání operačního systému, či v době připojování souborového 
systému.  
Vrstva VFS je také zodpovědná za překládání cesty k souboru či adresáři v souborovém 
systému. Tento překlad vyţaduje řadu interakcí mezi rozhraním vnode a samotným souborovým 
systémem. Překlad probíhá tímto způsobem: 
 
1. Cesta určená pro překlad se zkopíruje z procesu, či síťového bufferu (pro vzdálené 
souborové systémy) 
2. Za startovací bod je určen buďto kořenový adresář root nebo aktuální adresář. Vnode 
daného adresáře se pak tzv. lookup directory pouţitém v následujím kroku 
3. Vrstva VFS volá operaci lookup() specifickou pro daný souborový systém a jako parametry 
jsou pouţité cesta (získaná v bodě 1) a lookup directory (získané v bodě 2). Souborový 
systém provede vyhledání a navrátí buďto vnode nebo chybu. 
4. Vrátí-li souborový systém chybu, skončí celé hledání neúspěšně. V opačném případě se 
zkontroluje, zda byla vyčerpána celá cesta. Jestliţe ano, vrátí se vnode jako výsledek 
hledání. V případě ţe nebyla zpracována celá cesta, zkontroluje se, zda navrácený vnode 
není kořenovým adresářem jiného souborového systému, ve kterém se provede znovu 
hledání od bodu 3. 
 
Další schopností vrstvy rozhraní vnode je skupina sluţeb, které jádro exportuje ze všech souborových 
systémů podporovaných pod tímto rozhraní. Jednou z těchto sluţeb je schopnost aktualizovat 
přípojný bod souborového systému. Tímto lze například nastavit, aby souborový systém nespouštěl 
ţádné soubory uvnitř systému. Nebo lze zakázat otevírání speciálních zařízení uvnitř souborového 
systému, či nastavit aby se neaktualizoval čas přístupu v případě čtení souboru, aj. Pro provádění 
tohoto nastavení není nutné odpojovat a znovu připojovat souborový systém, ale toto nastavení lze 
provádět přímo za běhu. Toho lze vyuţít i pro změnu souborového systému umoţňující zápis na 
souborový systém s oprávněním pouze pro čtení a naopak.  
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Další sluţbou rozhraní vnode je získávání statistických informací o přípojeném souborovém 
systému. Systémové volání statfs vrací počty pouţitých a volných bloků a inodů a způsob jak je 
souborový systém připojen v operačním systému. Systémové volání getfsstat vrací tyto informace o 
všech dostupných souborových systémech.  
 
4.3 Struktura diskových oddílů 
Základní schéma práce s pevnými disky umoţňuje rozdělit disky na jeden či více oddílů (tzv. 
partitions) (viz [4]). Kaţdý z těchto oddílů obsahuje pouze jeden souborový systém a zároveň jeden 
souborový systém popisuje pouze jeden oddíl disku. Tento přístup umoţňuje mít v jednom operačním 
systému více oddílů s různými souborovými systémy. Výrazným rozdílem z pohledu uţivatele mezi 
unixovými systémy a operačními systémy Windows je označování diskových oddílů. Ve Windows je 
kaţdý oddíl označen písmenem (C, D, E, ..). V Unixových systémech je jeden hlavní kořenový 
adresář root (označovaný lomítkem – „/“ ) a jednotlivé oddíly se svými souborovými systémy se 
připojují do zvoleného adresáře. Připojování a odpojování oddílů je moţné libovolně za běhu 
operačního systému. 
Kaţdý oddíl disku se systém UFS se skládá ze 3 částí zobrazené na obrázky 4.3: 
- boot bloky (boot blocks) 
- super-blok (superblock) 
- skupiny cylindrů (cylinder groups) 
 
Boot bloky jsou umístěny úplně na začátku diskového oddílu. Zde je uloţen zaváděcí kód operačního 
systému, který je načten do paměti a spuštěn během bootování (zavádění systému). 
Hned za boot bloky následuje Super-blok, který obsahuje všechny důleţité informace o 
souborovém systému. To zahrnuje název souborového systému a jeho velikost, velikost datových 
bloků, datum a čas poslední aktualizace, velikost skupiny cylindrů, počet datových bloků ve skupině 
cylindrů, a mnohé další. Jelikoţ se jedná o kritické informace je celý super-blok zapsán v podobě 
svých kopií i na více místech diskového oddílu. 
Datová oblast diskového oddílu je rozdělena na skupiny cylindrů. Kaţdá skupina je tvořena 
jedním nebo více sousedícími cylindry na disku. Tato oblast poskytuje prostor pro uloţení samotných 
dat v podobě datových bloků. Kaţdá skupina cylindrů obsahuje místo, kde jsou uloţeny detailní 
informace o dané oblasti (tzv. bookkeeping information). S ohledem na spolehlivost a bezpečnost 
systému proti moţnému poškození, nejsou tyto informace uloţeny vţdy na začátku oblasti, ale 
postupných vzdálenostech. Vzdálenost je spočtena tak aby tyto informace leţely vţdy o jednu stopu 
dále na disku, neţ informace v předcházející skupině cylindrů. Dojde-li pak k poškození nějaké 
plotny, cylindru či stopě na disku, neztratí se všechny bookkeeping informace všech skupin cylindrů. 
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Informace uloţené v bookkeeping information: 
- záloţní kopie super-bloku 
- prostor pro i-uzly 
- bitmapa popisující dostupné bloky 
- další informace shrnující vyuţití datových bloků uvnitř skupiny cylindrů 
 
 
Obrázek 4.3: Struktura UFS souborového systému (převzato z literatury [5]) 
 
4.4 Struktura Inode 
V souborových systémech UFS je kaţdý soubor popsán svým i-uzlem (inode) (viz [1]). Tento 
koncept umoţňuje souběţňé alokování a náhodný přístup k souborům. Inode kaţdého souboru 
obsahuje tyto informace: 
 
- typ souboru (soubor, adresář, symbolický odkaz, aj.) 
- informace o vlastníkovi a skupině (user ID, group ID) 
- datum a čas vytvoření souboru, poslední modifikace a přístupu, poslední aktualizace inode 
- velikost souboru v bajtech 
- pole indexů na datové bloky (15 indexů) 
- počet záznamů v adresářích odkazujících se na inode 
- příznaky (flags) popisující charakteristiku souboru 
- generické číslo souboru 
- velikost datových bloků (většinou shodné, občas však větší neţ obecná velikost bloku 
v souborovém systému 
- velikost oblasti pro rozšiřující atributy 
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Mezi poloţkami se nenachází vůbec jméno souboru. Jméno souboru je zaznamenáno aţ přímo 
v datech adresáře spolu s odkazem na inode souboru. Jedné informaci o souboru v adresáři se říká 
directory-entry. Kdyţ dojde k vytvoření nového jména souboru v záznamu některého adresáře, 
v inode se pouze inkrementuje čítač počtu záznamu. Naopak, dojde-li ke smazání jména v adresáří, 
dekrementuje se i čítač. Jakmile klesne čítač na nulu, dojde k uvolnění bloků daného souboru a také 
celého inode.  
Nejdůleţitější poloţkou v inode je pole indexů na datové bloky. Data kaţdého souboru jsou na 
disku uloţeny v podobě datových bloků pevné velikosti. Tyto datové bloky nemusí mnohdy ani 
sousedit vedle sebe ale bývají většinou rozptýleny po disku. Jediné místo, kde je uloţena informace o 
všech datových blocích, ze kterých se soubor skládá je pole indexů v tabulce inode. Toto pole 
obsahuje 15 indexů. Prvních 12 indexů ukazuje přímo na datové bloky. V případě ţe je velikost 
souboru menší neţ dvanáctinásobek velikosti datového bloku (který je v souborových systémech FFS 
4KB – 16KB), pouţijí se pouze tyto indexy adresující alokované datové bloky souboru. Je-li velikost 
souboru větší, vyuţije se 13. index, který ukazuje na datový blok (tzv. „single indirect block“), který 
obsahuje adresy na další datové bloky.  Tohoto principu se vyuţívá u souborů velikosti řádově 
v megabajtech. Pro větší soubory se pouţije 14. index ukazující na „double indirect blok“, či 15. 
index ukazující na „triple indirect block“. Tyto bloky obsahují opět adresy na další bloky, tak jak je to 
znázorněno na obrázku 4.4. Tento způsob poskytuje prostor pro adresování souborů o velikostech aţ 
512GB, či 32PB (250 bajtů). 
 
Obrázek 4.4: Struktura inode (převzato z literatury [1]) 
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V původních souborových systémech UFS1 byla velikost odkazu 32b. Ta však byla dostačující pro 
popis prostoru do velikosti 1 aţ 4 TB. V nových souborových systémech UFS2 (pouţitém v aktuální 
verzí FreeBSD) je velikost adres 64b. To však zapříčinilo nárůst velikosti jednoho inode z 128B na 
256B.    
Další novinkou v systému UFS2 je podpora rozšiřujících atributů (extended attributes). 
Atributy jsou realizovány jako pět 64b ukazatelů na konci inode. Aktuálně se však pouţívají dva a 
další tři ukazatele jsou zanechány volné pro případné pouţití v dalších verzích. První z atributů slouţí 
pro podporu ACL (Acces Control List). ACL nahrazuje stávající oprávnění přístupu k souboru 
realizované pomocí jedné skupiny uţivatelů sofistikovanějším způsobem přidělování oprávnění 
jednotlivým uţivatelům. Druhý atribut je pouţíván pro značení dat (dále jiţ data labeling). Data 
labeling poskytuji oprávnění pro MAC (Mandatory Access Control) . 
Jeden z údajů nacházejících se v inode je 32b vector příznaků (flags). Tyto příznaky slouţí 
k označení charakteristiky souboru. Aktuálně lze soubor nastavit tak, aby byl neměnný (immutable), 
nebo aby do něj šlo pouze připisovat (append-only), nebo aby se nezaznamenával do výpisu při pádu 
systému. Jádro operačního systému můţe běţet v různých úrovních bezpečnosti a podle zvolené 
úrovně se při práci se souborem těmito příznaky řídí, nebo je ignoruje. 
4.4.1 Dynamické vytváření inode 
V původním systému souborů UFS1 se všechny objekty inode naalokovaly dopředu v době 
vytváření souborového systému (souborový systém se ve FreeBSD vytváří programem newfs). To 
však přinášelo dvě nevýhody. Doba vytváření souborového systému byla velice dlouhá. V případě, ţe 
za běhu systému došlo k vyčerpání objektů inode (v systému bylo uloţeno velké mnoţství malých 
souborů), uţivateli nezbývalo nic jiného neţ provést zálohu dat na jiný systém, stávající souborový 
systém smazat a vytvořit nový s větším počtem inode. V novém aktuálním systému souborů UFS2 se 
proto pouţívá dynamické vytváření inode za běhu systému. Při vytváření systému se v kaţdé skupině 
cylindrů (cylinder group) vyhradí dva bloky dat a v nich se vytvoří první objekty inode. Při velikost 
256B jednoho inode a velikosti bloku 8KB či 16KB se do jednoho bloku vejde 32 nebo 64 objektů 
inode. V případě ţe se v době běhu pro některou skupinu cylindrů počet objektů inode vyčerpá, 
rezervuje se dynamicky další blok dat a do něj vytvoří nové objekty inode. Tento přístup znatelně 
urychlí vytváření souborového systému a zamezí tak moţnosti, ţe by došlo k naprostému vyčerpání 
objektů inode. Tento způsob přináší jistou reţii při vytváření objektů inode za běhu, která je však 
s ohledem na přínosy zanedbatelná. 
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4.4.2 Správa inode 
Většina práce souborové systému spočívá v manipulování a správou objektů inode. Jak jiţ bylo 
zmíněno v kapitolách výše, kaţdý proces, který přistupuje k souboru, pouţívá k jeho identifikaci 
deskriptor. Tento deskriptor slouţí jako index do tabulky deskriptorů daného procesu, ze které se 
získá ukazatel na strukturu file entry v seznamu záznamů jádra systému. Tento záznam se odkazuje 
na objekt vnode ve vrstvě virtuálního souborového systému a tento objekt vlastní adresu uzlu inode 
lokálního souborového systému, ve kterém jsou uloţeny detailní informace a ukazatele na samotné 
bloky dat. Tento přístup je znázorněn na obrázku 4.5. 
 
 
Obrázek 24.5: Vztah mezi deskriptorem a inode (převzato z literatury [1]) 
 
Prvním krokem při otevírání souboru je nalezení jeho inode. O toto vyhledání se postará lokální 
souborový systém na základě definované cesty k souboru a aktuálním či kořenovém adresáři. 
Vyhledávání inode se provádí na základě procházení záznamů v adresářích. Ve chvíli kdy systém 
souborů zjistí číslo inode, prohledá paměť, zda jiţ není objekt inode alokován v paměti. V paměti 
jsou pouţívané inode organizovány v hashovaní tabulce pro jejich rychlé a snadné vyhledávání. 
V případě, ţe se inode nenachází v paměti (nejspíš došlo k prvnímu otevření souboru), musí se pro 
něj nejdříve vytvořit nový objekt vnode a posléze vyhradit prostor pro inode. Následně se musí 
lokalizovat inode na disku a nahrát do vyhrazeného místa v paměti.   
Uzavření souboru je v inode signalizováno klesnutím čítače referencí na inode na nulu. V této 
chvíli se aktualizuje čas v inode a celý tento objekt se zapíše na disk. Avšak objekt ještě setrvává 
v paměti v hashovaní tabulce pro případné další rychlé pouţití. Po delší nečinnost je teprve z paměti 






Adresáře v souborovém systému slouţí pro lepší organizaci souborů. V detailnějším pohledu se však 
také interně jedná o soubory se specifickým obsahem. Stejně jako soubory, i adresáře mají svůj objekt 
inode. 
Obsah souborů adresáře je tvořen jednotlivými záznamy o souborech tzv. directory entry. 
Kaţdý z těchto záznamů nabývá proměnlivé délky podle velikosti jména souboru (viz [1]). Na 
obrázku jsou znárodněny 3 záznamy o souborech.  
 
 
Obrázek 4.6: Tři záznamu souborů v adresáři (převzato z literatury [1]) 
 
Kaţdý záznam obsahuje: 
- Číslo inode souboru 
- Velikost záznamu v bytech 
- Typ záznamu (adresář, soubor) 
- Délka jména 
- Jméno souboru 
 
První čtyři údaje jsou pevné délky a poslední údaj proměnlivé délky. Maximální délka jména je však 
255 znaků. V adresářích se zaznamenává i volné místo pro další záznamy. Zruší-li se některý ze 
záznamů, připojí se jeho prostor k předešlému záznamu. Probíhá-li pak prohledávání adresáře za 
účelem vytvoření nového souboru, kontrolují se tyto volné místa pro případné vyuţití. Aktuální 
velikost čísla inode je 32b. 
4.6 Správa paměti 
Virtuální paměť procesu je rozdělena do oblasti stránek, které drţí obsah souborů, a do oblasti 
stránek, které nejsou svázány se soubory (obsahují například zásobník procesu či oblast pro 
dynamickou alokaci dat v procesu). Stránky svázané se souborem jsou identifikovány jeho vnode a 
číslem logického bloku (viz [1]).  
Nad vrstvou virtuální paměti je vystavěna vrstva buffer-cache emulation layer (dále jiţ 
emulation layer). Emulation layer slouţí jako zjednodušené jednotné rozhraní pro práci se soubory ve 
virtuální paměti. Kdyţ souborový systém zaţádá o blok dat daného souboru, emulation layer 
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zkontroluje, zda se tento blok nachází jiţ ve virtuální paměti. Jestliţe zde není, virtuální paměť zajistí 
nahrání poţadovaného bloku z disku. Poţadovaný blok se nakonec nahraje do bufferu ve vrstvě 
emulation layer, kde je s ním nadále zacházeno. Toto alokování a nahrávání do bufferů se provádí 
voláním operace bread(). Vstupem této operace je vnode, číslo logického bloku a velikost, a 
výstupem ukazatel na alokovaný buffer. Buffer, se kterým je nadále pracováno, je zamčený. 
Jakýkoliv další proces, který by se snaţil získat buffer, je uspán, dokud nebude buffer uvolněn. Buffer 
můţe být uvolněn jedním ze čtyř způsobů: 
 
- brelse() – nedojde-li ke změně dat uvnitř bufferu, čekající proces na buffer je probuzen 
- bdwrite() – jsou-li data uvnitř bufferu modifikována, buffer je navrácen do seznamu dirty-
buffers 
- bawrite() – jsou-li data uvnitř bufferu modifikována, pro buffer je naplánována 
vstup/výstupní operace, pak je zavolána operace brelse() 
- bwrite() – jsou-li data uvnitř bufferu modifikována, proces čeká na provedení zápisu na 
disk, pak je zavolána operace brelse() 
 
Některé buffery, u kterých nedošlo k modifikaci dat, mohou být velmi brzy ţádány o pouţití. Aby se 
předcházelo zbytečné reţii se zrušením a znovuvytvořením bufferu, pouţije se namísto operace 
brelse() operace bqrelse(), která vloţí buffer do seznamu clean list. 
Jednotlivé buffery ve vrstvě Emulation layer jsou organizovány ve struktuře buffer pool. Ta je 
tvořena hashovaní tabulkou (bufhash) a čtyřmi seznamy propojených bufferů (bfreelist). Kaţdý buffer 
s platným obsahem je umístěn v hashovací tabulce. Ta umoţňuje jádru systému rychle určit, zda je 
blok dat jiţ pokovován v některém bufferu a posléze i lokalizovat. Buffer je z hashovaní tabulky 
odebrán v případě ţe jeho obsah se stane neplatným nebo je znovupouţit pro jiná data. Tento přístup 
umoţňuje procesu vyhledat buffer, kdyţ jej vyuţívá proces jiný a umístil na buffer zámek (lock). 
Struktura buffer pool je zobrazena na obrázku 4.7. 
Kaţdý odemčený (unlocked) buffer se zobrazí i v jednom ze čtyř seznamů. Jedná se o seznamy 
LOCKED, DIRTY, CLEAN, EMPTY. První seznam LOCKED se pouţívá pro buffery do kterých je 
prováděn zápis v pozadí. Zeditovaný obsah bufferu v tomto seznamu je posléze zkopírován do jiného 
anonymního bufferu a ten obstarává zápis na disk, zatímco buffer v seznamu LOCKED je nadále 
přístupný pro další zápis. Buffery v tomto seznamu jsou poţívány pro rychle a často se měnící data 
v souborovém systému jako jsou kupříkladu bitmapy alokovaných bloků. 
Druhý seznam DIRTY je pouţitý pro buffery které byly modifikovány avšak nebyly dosud 
zapsány na disk. Tento seznam pouţívá algoritmus, který umístí naposledy pouţitý buffer vţdy na 
konec seznamu. Tento algoritmus zajišťuje, ţe na konci seznamu budou vţdy pouţívané buffery, 
zatímco na začátku seznamu budou buffery dlouho nepouţívané. Buffery ze začátku seznamu jsou 
zapisovány jako první v případě ţe dojde k vyčerpání prostoru pro tento seznam.  
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Obrázek 4.7: Buffer pool (převzato z literatury [1]) 
 
Třetí je CLEAN seznam. Zde jsou uloţeny buffery, které nejsou aktuálně pouţívané a 
předpokládá se, ţe budou pouţity v blízké době. Jsou zde umístěny buffery po zavolání operace 
bqrelse() popsané výše. Zde je pouţit stejný řadící algoritmus jako v seznamu DIRTY. 
Posledním seznamem je EMPTY. V tomto seznamu nejsou celé buffery, ale pouze jejich 
hlavičky (headers), které nemají ţádnou alokovanou paměť. Hlavičky jsou zde umístěny pro případné 
další pouţití.  
Postup při alokování nového bufferu je následující. Nejdříve se otestuje zda jiţ alokovaná 
paměť nepřesáhla svou stanovenou hranici. V tomto případě se alokuje nový buffer ze seznamu 
EMPTY. Dojde-li však k vyčerpání paměti, pouţije se jiţ alokovaný buffer ze seznamu CLEAN.   Je-
li tento seznam prázdný, vybere se nakonec buffer ze seznamu DIRTY. 
 
 
Obrázek 4.8: Implementace alokace bufferů (převzato z literatury [1]) 
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Na obrázku 4.8 je znázorněna implementace alokace jednotlivých bufferů v buffer pool. Hlavní 
rozhraní je zprostředkováno operací bread(), která je voláná s poţadavky na datový blok dané 
velikosti a daného vnode. Toto rozhraní nejdříve volá operaci getblk(), která určí, zda je datový blok 
dostupný v jiţ alokovaných bufferech. V tomto případě se zavolá operace bremfree() která vyjme 
poţadovaný buffer ze seznamu bfreelist a zamkne si jej pro následné pouţití. Buffer je pak navrácen 
přes operaci bread procesu.   
V případě, ţe nedojde k nalezení bufferu, Alokuje se pomocí operací getnewbuf() allocbuf() 
nový buffer. Operace allocbuf() vznáší poţdavky na bloky dat ve virtuální paměti. Nenachází-li se 
poţadovaný blok ve stránkách virtuální paměti, operace zařídí nahrání bloku z disku do virtuální 
paměti. Operace allocbuf() posléze alokuje přiměřeně velký kus adresového prostoru jádra a 
namapuje zde poţadovaný blok z virtuální paměti. Vytvořený buffer se pak vrátí prostřednictvím 
rozhraní bread() volajícímu procesu. Jádro operačního systému musí zajistit, aby vţdy daný blok byl 
namapován pouze do jednoho bufferu.  
4.7 Čtení a zápis do souboru 
Čtení či zápis do souboru je prováděn v několika krocích (viz [1]). Jakmile máme soubor otevřený a 
přidělený deskriptor můţeme provádět následující operace zobrazené na obrázku 4.9. Operace jsou 
vztaţené k souborovému systému FFS. Pro jiný souborový systém pouţitý ve FreeBSD by se názvy 
těchto operací lišily pouţitou předponou (pro FFS je předpona ffs_ ). 
 
Obrázek 4.9: Rozhraní pro čtení a zápis do souboru v systému FFS (převzato z literatury [1]) 
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Hlavním rozhraním pro čtení je operace ffs_read(). Tato operace je zodpovědná za konverzi celého 
čtení do jednoho či více čtení jednotlivých logických bloků. Poţadovaný logický blok je pak předán 
operaci ufs_bmap(), která transformuje logický blok na číslo fyzického bloku pomocí zpracování 
přímých či nepřímých bloků (bloky obsahující adresy na jiné bloky). Operace ufs_bmap() získá 
adresu prvního fyzického bloku a počet následujících fyzických bloků, které mají být načteny z disku. 
Poţadované adresy jsou předány operaci cluster(), která se postará o vyhledání a navrácení patřičných 
fyzických bloků 
Zápis je zprostředkováván operací ffs_write(), která zkontroluje, zda došlo při editaci souboru 
k nárůstu dat a tedy nutnosti alokovat nové místo. Tato operace je stejně jako ffs_read() také 
zodpovědná za rozdělení celého zápisu na jednotlivé menší úseky zápisu logických bloků. Poţadavek 
je dále předán operaci ffs_balloc(), která je zodpovědná za transformaci logických adres a čísla 
fyzických bloků. Jestliţe poţadované fyzické bloky na disku neexistují, postará se operace ffs_alloc() 
o jejich alokování. Operace chkdq() kontroluje splnění stanovených kvót. Adresa nově alokovaného 
bloku je navrácena a operace ffs_write() alokuje buffer pro nová data.  
 
4.8 Alokace alokačních bloků pro soubor 
V souborovém systému FFS byla původní velikost alokačních bloků na disku totoţná s velikostí 
fyzických sektorů na pevném disku, tj. 512B. S postupem vývoje však velikost souborů rostla a spolu 
s ní bylo nutné zvětšovat i datové bloky. Velikost bloků vzrůstala v násobcích 2, tedy 1024B, 2048B, 
4096B, aţ k 8kB či 16kB pouţívané v dnešních FFS souborových systémech. Větší bloky tak zajistily 
vyšší výkon při operacích čtení a zápisu v případě velkých souborů. Větší datový blok znamená méně 
přenosů. 
Velké datové bloky by však byly neefektivní při alokaci malých souborů (viz [4]). Docházelo 
by k interní fragmentaci a tedy k plýtvání místem na disku. Souborový systém FFS tuto fragmentaci 
řeší rozdělením bloků na menší části, tzv. fragmenty. Velikost fragmentu musí být specifikována při 
vytváření systému. Kaţdý datový blok můţe být rozdělen do 2, 4, 8 fragmentů přičemţ velikost 
fragmentu nesmí být menší neţ velikost sektoru na fyzickém disku (tj. 512B). Údaje o volných a 
obsazených fragmentech jsou zaznamenány v bitové mapě skupiny cylindrů.  
Při vytváření souboru se nejdříve alokují data, které zaplní celé datové bloky (datové bloky se 
alokují jako celky) a zbytek dat se alokuje do fragmentu datového bloku. Souborový systém FFS se 
pro alokování fragmentů nejdříve snaţí najít datový blok, který je jiţ fragmentovaný a kde je dostatek 
volných fragmentů, které jsou poţadovány. V případě, ţe ţádný tento blok nenajde, rozloţí nový 




1. V jiţ alokovaném bloku, či fragmentu je dostatek volného místa pro uloţení nových 
dat. V tomto případě se zapíší nová data do tohoto prostoru. 
2. Soubor neobsahuje ţádné fragmenty (a poslední datový blok obsahuje nedostatek 
místa pro nová data). Nastane-li tahle situace, zaplní se volný prostor v posledním 
datovém bloku. Pro zbylá data se postupuje v alokaci jako v případě vytváření nového 
souboru (tedy nejdříve dojde k alokaci celých bloků a poté k jednotlivým 
fragmentům). 
3. Soubor obsahuje jeden či více fragmentů (a fragmenty obsahují nedostatek místa pro 
nová data). V tomto případě se sloučí data v jiţ alokovaných fragmentech s novými 
daty a postupuje se stejně jako v bodě 2.  
 
Za alokaci bloků jsou zodpovědné operace znázorněné na obrázku 4.10. Nejdříve operace ffs_balloc() 
určí, kdy má být nový blok alokován. Zavolá operaci ffs_blkpref(), která určí nejvhodnější blok 
k alokaci. Jestliţe postačí pouze zvětšit počet fragmentů v bloku, zavolá se operace ffs_realloccg(). 
V opačném případě je předáno řízení operaci ffs_alloc(). Tato operace nejdříve zkontroluje, zda je 
blok dostupný v aktuální skupině cylindrů, popř. v jiné skupině cylindrů. Na nalezeném volném místě 












5 Implementace souborového systému 
Pro správnou implementaci souborového systému, tak aby bylo moţné jej pouţít s libovolnými 
záznamovými médii (dále jen disky), je nutné si uvědomit, ze kterých částí se souborový systém 
skládá a co vše je tedy potřeba naimplementovat. Od původní myšlenky k provozuschopnému 
souborovému systému je zapotřebí několik kroků: 
 
1. Návrh struktury souborového systému na disku 
 
2. Implementace souborového systému jako modul jádra operačního systému (tato 
implementace ponese veškerou logiku práce souborového systému) 
 
3. Vytvoření utility New, která bude nahrávat strukturu souborového systému na disk 
 
4. Vytvoření utility Mount, která připojí disk se strukturou souborového systému 
 
Jádro operačního systému FreeBSD je napsáno v programovacím jazyce C. Také implementace 
souborového systému je provedena v tomto jazyce. Způsob programování v jazyce C pro systémy 


















6 Struktura souborového systému na 
disku. 
Jak jiţ bylo zmíněno výše, struktura systému na disku tvoří pouze část celého provozuschopného 
souborového systému. Je tedy nutné mít na paměti, ţe jakákoliv malá změna struktury na disku, můţe 
ovlivnit velkou část logiky systému souborů v jádře operačního systému. Pro návrh struktury nového 
souborového systému s velkými bloky jsem vycházel ze stávajících souborových systémů. Hlavní 
inspirací mi byl souborový systém MSDOSFS (známý také jako souborový systém FAT), který 
vyvinula firma Microsoft, a který nebyl oproti jiným systémům tolik sloţitý. Struktura souborového 
systému se týká vţdy jen jedné logické části disku (buďto celého disku například v případě USB-
Flashdisku, nebo jen jeho části „partition“ v případě disku obsahující více těchto logických celků). 
6.1 Hlavní části 
Implementovaný souborový systém rozděluje strukturu disku na dvě hlavní oblasti. Jedná se o 
oblast s informacemi souborového systému (tzn. Metadata) a oblast samotných dat disku (obrázek 
6.1). Všechna data na disku jsou logicky organizována do souborů a soubory rozděleny do 
jednotlivých alokačních bloků. Tyto bloky mají pevnou délku, která se stanoví při nahrávání systému 
na disk. Implementovaný systém umoţňuje zvolit velikost bloku od 512B do 2MB (velikost však 
musím být rovna mocnině čísla 2). Úlohou souborového systému je tyto bloky správně adresovat a 
organizovat na disku tak, aby byla umoţněna efektivní práce s diskem. Toto adresování obstarává 
oblast metadat na disku. Oblast metadat je tvořena částmi: 
 
1. Superblok 
2. Tabulka souborů 
3. Tabulka bloků 
 
Za těmito částmi jiţ následují samotná data souborů. Velikost jednotlivých částí (s výjimkou 
superbloku) můţe být různá. Faktory ovlivňující, jak budou tabulky velké, jsou: velikost disku, 
velikost bloku, nebo počet souborů. Vţdy však tyto části musí být na disku zarovnány a to tak, aby 
začátek tabulek byl vţdy na začátku sektoru (nebo-li offset těchto částí musí být násobkem 512B). 
Toto umoţní mnohem pohodlnější rychlejší a logičtější práci s těmito úseky. Případná vzniklá 
prázdná místa jsou zanedbatelná.  
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Obrázek 6.1: Struktura disku 
 
6.1.1 Superblok 
Na začátku disku se nachází oblast s nejdůleţitějšími informacemi o disku. Tato je označována jako 
superblok. Superblok se zapíše na disk během nahrání souborového systému utilitou New. Tyto data 
pak nadále zůstávají neměněna po celou dobu pouţívání souborového systému. Změna těchto dat 
můţe vést k váţnému poškození a můţe znemoţnit správné čtení dat z disku. Superblok 
v implementovaném souborovém systému začíná od nultého bajtu na disku a obsahuje tyto 
informace: 
 
1. Disksize – velikost celého disku 
2. Sectorsize – velikost fyzického sektoru na disku (většinou 512B) 
3. Filescount – maximální počet souborů na disku 
4. Filetablesize – velikost tabulky souborů 
5. Filetableoff – offset začátku tabulky souborů 
6. Blocksize – velikost alokačního bloku 
7. Blockscount – celkový počet bloků 
8. Blocktablesize – velikost tabulky bloků 
9. Blocktableoff – offset tabulky bloků 
10. Datasize – velikost datové části disku 
11. Dataoff – offset datové části disku 
12. Headersize – velikost superbloku 
 
Údaje o velikostech jsou vţdy uvedeny v bajtech. Jak je vidět, informace v superbloku obsahují 
obecné informace (velikost bloku a velikost sektoru), a velikosti a offsety jednotlivých částí disku. 
Tyto informace se pak nahrají do logiky souborového systému v jádře operačního systému během 
připojení disku (operace připojení disku je v unixových operačních systémech označována jako 
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operace mount).  Velikost implementovaného superbloku je 50B. Vzhledem k zarovnání částí na 
offsety jednotlivých sektorů (násobky 512B), tak nabízí ještě dostatek místa pro případné rozšíření. 
6.1.2 Tabulka souborů 
Tabulka souborů obsahuje údaje o všech souborech na disku. Kaţdý záznam v tabulce se skládá z: 
 
- Jméno souboru (13B) 
- Velikosti soubor (8B) 
- Adresa prvního bloku souboru (4B) 
 
Poloţka „jméno souboru“ obsahuje místo pouze pro 13B. Tímto omezuje celý souborový systém na 
pouţívání názvů souborů do velikosti 13znaků (jméno včetně tečky a přípony). Toto omezení umoţní 
efektivnější a snadnější práci se soubory na disku. Jelikoţ jména souborů se nacházejí pouze v této 
tabulce, bylo 13 znaků zvoleno jako přijatelný kompromis. Poskytnutí většího prostoru na jména 
souborů by mohlo způsobit zbytečné plýtvání místem a proměnlivá délka souboru by vedla na jiný 
způsob struktury na disku, neţ je stávající.   
Velikost souboru udává velikost souboru v bajtech. Je však důleţité mít na paměti, ţe soubor je 
ve skutečnosti uloţen v jednotlivých blocích a jeho reálná velikost zabírajícího prostoru na disku je 
tedy dána počtem a velikostí těchto bloků.  
Poslední poloţkou v záznamu souboru je adresa prvního bloku souboru. Jedná se o logickou 
adresu bloku v tabulce bloků. Tento údaj můţe mít hodnotu buďto adresy bloku, nebo hodnotu „0“ 
v případě, ţe se jedná o prázdný soubor. 
Celková velikost záznamu pro jeden soubor je 25B. Tabulka souborů je na disku realizována 
jako po sobě jdoucí záznamy. Nachází-li se v záznamu soubor, jsou všechny údaje vyplněné, 
v opačném případě je celý záznam prázdný. Logika souborového systému prochází vţdy tabulku od 
začátku, dokud nenarazí na hledaný soubor. Během hledání musí projít celou tabulku, včetně volných 
míst, které vznikly po smazání souborů. Chce-li systém zapsat nový soubor, hledá v tabulce první 
prázdné místo. 
Velikost tabulky souborů je dána maximálním počtem souborů, který je zvolen během 
nahrávání struktury na disk.      
6.1.3 Tabulka bloků 
Za tabulkou souborů následuje tabulka bloků. Tato tabulka obsahuje poloţky o velikost 4B, které 
představují samotné datové bloky na disku. Pořadí poloţky je jejím vlastním identifikátorem (adresou 
nebo-li číslem) a je totoţné s adresou datového bloku, který představuje. Tabulka bloků slouţí 
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k adresování všech bloků na disku a umoţňuje vyhledání bloků daného souboru. Kaţdá poloţka můţe 
nabýt jedné ze tří hodnot: 
 
- 0x0000 0000 – datový blok je prázdný 
- 0xFFFF FFFF – datový blok je posledním blokem souboru 
- 0xFFFF FFFE – speciální blok 
- 0x0000 0001 – 0xFFFF FFFD – adresa následujícího bloku 
 
Princip práce s tabulkou není sloţitá. Chce-li systém nalézt všechny bloky k danému soboru, vyhledá 
nejdříve soubor v tabulce souborů a zjistí adresu prvního bloku. Vyhledá v tabulce bloků poţadovaný 
blok a z jeho hodnoty zjistí adresu dalšího bloku. Takto systém prohledává tabulku bloků, dokud 
nenarazí na blok s hodnotou 0xFFFF FFFF. Nakonec vyhledá nalezené čísla bloků v datové oblasti a 
z daných bloků načte data souboru. 
Obrázek 6.2 zobrazuje kousek začátku tabulky bloků. Je názorné, ţe v systému jsou uloţeny 
minimálně dva souboru. První je tvořen bloky 1,2,5,6  a  druhý soubor se skládá ze dvou bloků 3 a 4. 
Bloky 7-13 na obrázku jsou prázdné a neobsahují ţádná data souboru. Blok číslo 0 je vyhrazen jako 
speciální blok. V implementovaném systému neobsahuje ţádná data a je moţné jej v budoucnu vyuţít 
pro libovolná rozšíření. Tento blok nelze pouţít jako blok souboru, protoţe hodnota „0“ v tabulce 
bloků značí prázdný blok a nelze ji tak pouţít k adresování nultého bloku. 
 
 
Obrázek 6.2: Tabulka bloků 
6.1.4 Data 
Největší část na disku zabírají samotná data. Datová oblast se skládá z datových bloků o pevné 
velikosti. Počet těchto bloků se musí shodovat s počtem bloků v tabulce bloků. Na rozdíl od 
předchozích tabulek, v této části bloky, které nepatří ţádnému souboru, nemusí být nutně prázdné. Při 
smazání (nebo zmenšení) souboru, dojde ke změnám pouze v tabulkách metadat (velikost souboru 
v tabulce souborů a bloky v tabulce bloků), datová část zůstává beze změny. Vynulování uvolněných 
bloků by vedlo na zbytečný zápis nul na disk a tím rapidně zpomalilo celou operaci mazání. 
S moţností, ţe volné bloky nebudou nezbytně vynulované, je však nutno počítat během zápisu do 




7 Modul souborového systému 
Stěţejní část diplomové práce spočívala v implementaci logiky souborového systému, která se 
následně připojí do jádra operačního systému jako modul. Jelikoţ jsem k tomuto tématu nenašel 
ţádné ucelenější informace a dokumentace, bylo nutné vycházet ze zdrojových kódů stávajících 
souborových systémů. Pro pohodlné čtení zdrojových souborů jsou k dispozici zdrojové soubory 
v elektronické podobě s moţností cross-referencí, která tak mírně emuluje intellisense známou 
z velkých vývojových prostředí (zdrojové soubory jsou dostupné v [11]). Pro pochopení a vytvoření 
počáteční kostry jsem vycházel ze systému PortalFS. PortalFS systém souborů nepracuje skutečně 
s ţádným diskem, ale tvoří pouze rozhraní pro komunikaci prostřednictvím socketů. Uţivateli se tak 
tváří jako disk, kde můţe kopírovat soubory, které se však místo na disk, zasílají na zvolenou adresu 
na druhé straně socketu. Po vytvoření kostry, kterou bylo moţné zkompilovat jako modul jádra a 
která se úspěšně připojila do jádra systému FreeBSD, bylo nutné zjistit, jak pracovat s diskem. Pro 
tyto účely jsem si zvolil souborový systém MSDOSFS, jehoţ zdrojovými soubory jsem se inspiroval. 
Mnoho funkcí a části v celém kódu se úzce váţe na název souborového systému, který jsem si zvolil 
„myfs“. 
 




Toto jsou nejdůleţitější zdrojové soubory implementace modulu. Implementace kaţdého 
systému souborů v operačním systému FreeBSD obsahuje minimálně tyto dva soubory rozlišeného 
podle jména souborového systému (předpona my_ značí myfs). Není však nutné se omezit pouze na 
tyto dva soubory, a je tedy moţno přesunout kód i do jiných souborů. 
Zdrojové soubory všech souborových systému ve FreeBSD jsou umístěny v adresáři 
/usr/src/sys/fs, avšak nekompilují se přímo zde. Makefile kaţdého systému se nachází v adresáři 
/usr/src/sys/modules. I implementovaný souborový systém obsahuje zvlášť adresář se zdrojovými 
soubory a zvlášť adresář se souborem Makefile. Soubor Makefile kaţdého modulu obsahuje direktivu 
pro vloţení dalších informací (.include <bsd.kmod.mk>), které zajistí, aby se souborový systém 
zkompiloval skutečně jako modul. Zároveň umoţní psát samotný Makefile zjednodušeněji. 
Doporučuji tedy při programování modulu jádra souborového systému pouţít právě tento způsob 
psaní Makefile. Po zkompilování modulu příkazem make, je pak moţno jej připojit k jádru operačního 




7.1 Princip práce systému souborů 
Pro důkladné porozumění následujících kapitol popisující kódování logiky souborového systému je 
nutné pochopení principu práce tohoto systému. Souborový systém lze chápat pouze jako modul 
operačního systému, který je ohraničen ze všech stran jádrem operačního systému, tak jak je 
znázorněno na obrázku 7.1.  
Jádro systému zasílá souborovému systému příkazy (zapiš ze souboru, načti ze souboru, … ) a 
ten je provádí. Potřebuje-li však pro jejich vykonání pracovat s diskem, zavolá funkce jádra (zapiš na 
disk, načti z disku, …). Souborový systém nekomunikuji přímo s diskem, ale přistupuje na disk 
prostřednictvím jádra. Důvodem pro takovéto řešení je různorodost disků, práce s ovladači, přerušení, 
které by vedly na vysokou komplikovanost souborového systému.  
Jádro komunikuji se souborovým systémem prostřednictvím pevně definovaného rozhraní, 
které musí implementovat všechny souborové systémy. Jelikoţ mezi soubory a souborovým 
systémem leţí vrstva virtuálního souborového systému (která byla vysvětlena v dřívějších 
kapitolách), tvoří právě tato vrstva rozhraní k souborovému systému. Rozhraní systému se dělí na dvě 
části: 
1. VFS rozhraní – obecné funkce pro práci se souborovým systémem (mount, unmount, root, 
fsync, aj.) – realizováno v souboru my_vfsops.c 
2. VOP rozhraní – rozhraní pro práci se souborem (open, close, write, read, aj.) – realizováno 
v souboru my_vnops.c 
 
 
Obrázek 7.1: Princip práce souborového systému 
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7.2 Rozhraní VFS 
Rozhraní VFS neoznačuje kompletní rozhraní souborového systému, ale pouze základní funkce pro 
práci se systémem. Tyto funkce se nacházejí v souboru my_vfsops.c . Pro snadnou orientaci, kaţdá 
funkce začíná předponou se jménem souborového systému. V případě implementovaného myfs se 
jedná o předponu „my_“. Rozhraní VFS nabízí více neţ 10 hlaviček funkcí, které je moţné 









Po nakódování těchto funkcí, je nutné je přiřadit do vektoru vfsops a ten pomocí makra VFS_SET 
nastavit do operačního systému. 
 
Doba ţivota souborového systému začíná připojením systému pomocí příkazu mount a končí jeho 
odpojením, nebo-li unmount. Po celou tuto dobu je v paměti přítomna datová struktura struct mount, 
která bývá většinou parametrem volaných funkcí, nebo je moţné ji zpřístupnit z libovolné datové 
struktury struct vnode zmíněnou v následujících kapitolách. Struktura mount je hlavním a jedinečným 
objektem celého souborového systému. Obsahuje mimo jiné kupříkladu tyto informace: 
 
- vektor VFS operací 
- vnode uzlu ke kterému je celý souborový systém připojen 
- seznam všech vnode uzlů registrovaných pro tento souborový systém  
- počet vnode uzlů 
-  časové údaje 
- hlavní příznaky (flagy) souborového systému 
- čítač pouţití 
- hlavní oprávnění k souborovému systému (lze zde například určit, ţe souborový systém, je 
pouze pro čtení) 
- informace pro operaci statfs 




Funkce my_mount() je zavolána během připojení souborového systému (při příkazu mount). Jelikoţ 
jsou některé části této funkce podstatné, hůře dokumentované a libovolná drobná chyba můţe 
způsobit pád celého operačního systému, uvádím zde i krátké úseky kódů podstatných částí. Funkce 
my_mount() musí: 
 
- získat vnode fyzického zařízení 
diskVnode - se bude nadále pouţívat pro jakoukoliv operaci čtení a zápisu na disk, pokud 
se nejedná o čtení a zápis bloků souboru  
 
struct nameidata ndp; 
struct vnode *diskVnode; 
 
NDINIT(&ndp,..);       - inicializuje strukturu nameidata 
namei(&ndp);           - otevře GEOM disku 
diskVnode = ndp.ni_vp; - získa vnode 
NDFREE(&ndp,..);       - uvolní nameidata 
 
- připojit na fyzický disk a zpřístupnit jej 
pozor na poslední parametr funkce g_vfs_open(), který určí, zda bude na disk moţné  
zapisovat nebo jen číst 
 








- načíst a uložit informace o superbloku 
 
struct buf *buf; 
bread(diskVnode, 0, 512, NOCRED, &buf); 
brelse(buf); 
 
Veškeré načtené informace ze superbloku či informace o fyzickém disku nebo vnode disku lze vloţit 
do vlastní naalokované struktury, kterou připojíme jako parametr mnt_data ke struktuře mount. Takto 
je moţné uchovat tyto informace po celou dobu ţivota souborového systému.  
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7.2.2 my_unmount 
Funkce my_unmount() je zavolána během odpojení souborového systému při příkazu unmount. Tato 
funkce musí provádět: 
 







- uvolnění všech vnode připojených k systému 
vrele(diskVnode); - uvolní vnode disku 
vflush();   
vflush() – projde  všechny registrované vnody v systému a zavolá jejich operaci Reclaim 
- uvolnění naalokované struktury s informacemi ve funkci my_mount 
7.2.3 my_root 
Kaţdý souborový systém má vţdy nejméně jeden uzel vnode (tzv. root vnode). Tento vnode uzel 
představuje kořen souborového systému. Pro jakoukoliv práci se souborem je nejdříve nutné soubor 
vyhledat. Jeho hledání (lookup) začíná vţdy od uzlu root. Hledání bude popsáno v následujících 
kapitolách. Funkce my_root() má na starosti najít tento root vnode uzel.  
7.2.4 ostatní funkce 
my_cmount() – zpracování parametru od utility mount 
my_statfs() – předání informací o souborovém systému 
my_sync() – pro všechny registrované vnode uzly v souborovém systému zavolá jejich operaci fsync 
7.3 Vnode 
Soubor, se kterým se právě teď provádí (nebo nedávno prováděly) operace se označuje za aktivní. 
Kaţdý aktivní soubor je reprezentován v rámci souborového systému jednou strukturou vnode. 
Hlavní parametry vnode byly popsány v předchozích kapitolách. Uţitečný parametr je v_data, kde je 
moţné stejné jako ve struktuře mount vloţit vlastní naalokovanou strukturu s dalšími daty. V případě 
implementovaného systému, je zde uloţena struktura s identifikátorem soubor a poloţkami shodnými 
se záznamem v tabulce souborů na disku (jméno souboru, velikost souboru, číslo bloku). 
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7.3.1 Získání vnode 
Vnode uzly se nevytvářejí, ale získávají. Operační systém má k dispozici daný omezený počet vnode 
uzlů, které si souborové systémy alokují pro vlastní pouţití a zase uvolňují. Po uvolnění se vnode 
uzlu přesune na seznam volných uzlů (freeList). Kaţdý vnode má jako jeden z parametrů čítač pouţití 
(v_usecount). Při alokování vnode uzlu se tento čítač nastaví na hodnotu 1. Během práce s uzlem, 
mohou různé operace tento čítač zvyšovat, či sniţovat. Klesne-li však čítač na 0, uzel se přesouvá do 
seznamu volných uzlů. Během tohoto uvolnění, je zavolána operace vop_inactive() popsána níţe. 
Manipulovat s čítačem lze i přímo operacemi: vget(), vrele(), vput(), aj. Špatná manipulace však můţe 
vést k pádu systému.  
Podobné nebezpečí v sobě skrývá i zámek vnode uzlu (lock). Mnohé operace vyţadují, aby byl 
vnode uzel zamčený a některé naopak odemčený. Zamykání se mimo jiné provádí funkcí lockmgr(). 
Nelze zamknout uţ jednou zamčený vnode. Problémy čítačů a zámků mi způsobily během 
implementace systému nemalé problémy a jejich odladění vzhledem na moţné pády celého systému 
je sloţité. Velmi uţitečné se ukázalo pouţití kontrolních výpisů o stavu vnode struktury pomocí 
funkce printf(). Tento výpis lze provádět po kaţdé operaci a ujasnit si tak, jak tato operace mění stav 
vnode struktury. Hlavní informací by měla být hodnota atributu v_usecount a údaj o stavu zámku. 
Informaci o zámku lze získat funkcí lockmgr_printinfo(). Stav vnode uzlu lze změnit těmito 
funkcemi: 
 
- vget() - získá vnode z free listu a zvýší hodnotu jeho v_usecount atributu 
- vref() – zvýší hodnotu v_usecount atributu 
- vrele() – sníţí hodnotou v_usecount atributu 
- vput() - sníţí hodnotou v_usecount atributu a odemyká zámek 
 
- VOP_LOCK() – zamyká zámek 
- VOP_UNLOCK() – odemyká zámek 
- VOP_ISLOCKED() – vypíše informaci o stavu zámku 
 
Získávání uzlu vnode se provádí funkcí getnewvnode(), kdy se ze seznamu volných uzlů vybere 
libovolný uzel. Pokud však chceme konkrétní vnode uzel, který jsme jiţ dříve pouţívali, a který se 
vinou poklesu čítače ocitl na seznamu volných uzlů, můţeme si všechny nově získané uzly uloţit do 
hashovaní struktury pomocí funkce vfs_hash_insert(), odkud je opět nalezneme funkcí 
vfs_hash_get(). Funkce vfs_hash_get() zvyšuje čítač a zamyká zámek, coţ je důleţité mít na paměti.  
Smaţeme-li soubor, nebo dojde-li o zabrání vnode jiným souborovým systémem, zavolá se 
funkce reclaim, ve které je nutné uvolnit vnode uzel z hashovaní tabulky pomocí vfs_hash_remove() a 
uvolnit také naalokovanou strukturu s daty o souboru. 
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Ukázka posloupnosti funkcí pro získání vnode uzlu: 
 
vfs_hash_get(); - najde-li vnode uzel v hashovaní tabulce není třeba dál pokračovat 
getnewvnode(); - získá nový vnode uzel 
insmntqueue(); - umístí vnode uzel do fronty všech uzlů daného souborového systému 
vfs_hash_insert(); - vloží uzel do hashovací tabulky 
lockmgr(); - zamkne uzel  
 
Po provedení těchto operací je moţné vytvořit novou datovou strukturu s informacemi o souboru. 
Tuto strukturu je nutné alokovat v paměti při vytváření vnode uzlu a uvolnit při rušení vnode uzlu 
v operaci reclaim. Alokace se provádí operací MALLOC. 
7.4 Rozhraní VOP 
Rozhraní VOP je rozhraní pro práci se soubory. Těchto operací je celá řada a je jen na 
programátorovi, které z nich implementuje. Zavolá-li systém operaci, která není implementovaná, 
provede se přednastavená akce. Všechny VOP operace by se měly nacházet v souboru my_vnops.c. 
Naimplementované operace se nakonec vloţí do vektoru struct vop_vector, který je dostupný jako 
parametr v kaţdém vnode uzlu.  
 
Implementované VOP operace: 
 
- my_lookup – vyhledá soubor 
- my_access – zjistí, zda je k souboru umoţněn přístup 
- my_open – otevře soubor 
- my_create – vytvoří nový soubor 
- my_close – zavře soubor 
- my_inactive – zneplatní vnode 
- my_reclaim – zruší vnode 
- my_read – načte z disku 
- my_write – zapíše na disk 
- my_readdir – načte obsah adresáře 
- my_getattr – získá atributy o souboru 
- my_setattr – nastaví atributy souboru 
- my_remove – zruší soubor 
- my_bmap – mapuje logický blok na fyzický 
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Kaţdá operace má pouze jeden atribut, a to strukturu s parametry podle operace. U většiny operací se 
mezi atributy nachází i uzel vnode, kterého se operace týká.  
 Operace jsou volány z jádra operačního systému z vrstvy virtuálního souborového systému. 
Některé operace jsou volány i prostřednictvím funkcí (například funkce vflush() ve funkci unmount() 
zavolá pro všechny vnode uzly operaci my_reclaim. VOP operace lze také volat přímo pomocí maker 
(například VOP_WRITE zavolá operaci vop_write). 
 Jelikoţ jsem nikde nenarazil na popis pořadí volání těchto operací, uvádím zde příklad 
posloupnosti operací, které připojí souborový systém, následně zapíší do nového souboru a nakonec 
odpojí souborový systém. Pořadí volání operací, se můţe jevit chaotické a můţe způsobovat 





- cmount – předzpracuje parametry mountu 
- mount – provede mount 
- statfs – vypíše informace o souborovém systému 
- root – nalezne kořenový vnode uzel 
 
Otevření nového souboru: 
- root – nalezne kořenový vnode uzel 
- vop_lookup – vyhledá soubor a vrátí jeho vnode 
- vop_create – vytvoří soubor 
- vop_getattr – vrátí parametry souboru 
- vop_open – otevře soubor 
 
Zápis do souboru: 
- vop_write – zapíše do souboru 
 
Zavření souboru: 
- vop_close – zavře soubor 
- vop_inactive – uvolní vnode 
 
Odpojení souborového systému: 
- unmount – proved unmount 
- root - nalezne kořenový vnode uzel 
- vop_reclaim – odstraní vnode souboru 
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- root - nalezne kořenový vnode uzel 
- vop_close – zavře kořenový vnode uzel 
- vop_inactive – zneplatní kořenový vnode uzel 
- vop_reclaim – odstraní vnode kořenového uzlu 
7.4.1 Hlavní VOP operace 
Kaţdá implementovaná vop operace musí provést právě tu činnost, ke které je určena. Nakóduje-li 
programátor některou z funkcí, musí přesně vědět, co se od ní očekává a jaký má být výstup této 
funkce. Jelikoţ jsou všechny funkce jen stroze popsány v manuálových stránkách systému FreeBSD, 
bylo nutné pochopit jejich celou činnost z hotových zdrojových kódů souborového systému msdosfs. 
Proto zde uvádím některé důleţité detaily těchto funkcí. 
 
my_lookup 
Tato funkce má za úkol nalézt hledaný soubor. Vstupními argumenty je vnode uzel aktuálního 
adresáře (na začátku vyhledávání se jedná o kořenový adresář) a standardní cesta k hledanému 
souboru ve tvaru řetězce s lomítky jako oddělovačem mezi adresáři. Výstupem by pak měl být vnode 
uzel nalezeného souboru. Matoucí můţe být, ţe tato funkce se nemusí nutně zavolat pouze jednou, ale 
hned několikrát po sobě, je-li hledaný soubor více zanořený. Například hledá-li se soubor s umístěním 
/system/file, zavolá se se funkce my_lookup() hned dvakrát. Poprvé bude mít na vstupu vnode 
uzel kořene a jako výstup bude poţadovat vnode uzel adresáře system, a aţ podruhé bude mít na 
vstupu uzel adresáře system, a bude poţadovat uzel souboru file. Je nutné si také dávat pozor na 
to, ţe jako hledaný soubor můţe být i poloţka “.“ nebo “..“, které označují aktuální a předcházející 
adresář. Ve funkci my_lookup() se pro nalezený soubor vţdy získává (vytváří) vnode. Funkce 
my_lookup() se volá i v případě ţe je vytvářen nový soubor. Cílená operace je také uvedena na vstupu 
této funkce. V tomto případě, nevrací funkce my_lookup() chybu, jestliţe soubor nenalezne. 
 
my_create 
V této funkci se vytváří soubor. Údaje o novém souboru se musí nejen zapsat na disk, ale také 
vytvořit vnode uzel pro tento nový soubor.  
 
my_remove 
Jak jiţ název napovídá, tato funkce bude mazat soubor. V případě implementace systému myfs, je zde 
nutné smazat soubor z tabulky souborů a také bloky v tabulce bloků. K vymazání datových bloků zde 
nedochází, jelikoţ by to vedlo na zbytečnou operaci zápisu nul na disk. Neţ se zavolá samotná 
operace my_remove(), dojde nejdříve k vyhledání souboru v operaci my_lookup(), a tudíţ i 
k vytvoření vnode uzlu pro tento soubor. Po smazání souboru se musí smazat (lépe řečeno uvolnit) 
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vnode uzel tohoto souboru. Ten se však neodstraňuje v této funkci, ale aţ v operaci my_reclaim(), 




Tato operace se volá kdykoliv klesne čítač pouţití ve struktuře vnode na nulu. Jednou z příčin, která 
k tomuto vede, je zavření souboru při operaci close. V zájmu efektivity a rychlosti práce, se v tomto 
případě neodstraňuje vnode uzel úplně, pouze se umístí na seznam volných vnode uzlů, ale jeho 
obsah zůstává stále stejný. Aţ v případě, kdy dojde k potřebě znovupouţít tento vnode uzel pro jiné 
účely, je nejdříve zavolána operace my_reclaim(), která tento vnode pro svůj původní účel zruší. Ke 
zrušení vnode uzlu musí dojít také v případě smazání souboru. Postup je následující.  
Nejdříve se zavolá operace my_lookup(), která soubor vyhledá a buď pro něj vytvoří nový 
vnode uzel nebo nalezne jeho stávající. Dále dojde ke spuštění funkce my_remove(), která smaţe 
informace na fyzickém disku a přidá příznak do uzlu vnode o smazání souboru. Po poklesu čítače 
pouţití se zavolá funkce my_inactive(), která podle příznaku o smazání spustí funkci vrecycle(), která 
nakonec zavolá operaci my_reclaim(). 
 
my_reclaim 
Funkce my_reclaim() znamená odstranění vnode uzlu. Stačí zde provést tři jednoduché kroky. 
Nejdříve je nutné odstranit objekt prostřednictvím vnode_destroy_objekt(), dále se musí vyjmout 
vnode uzel z hashovaní tabulky souborového systému, aby při snaze o vytvoření vnode uzlu pro 
tentýţ soubor došlo příště o získání nového vnode uzlu pomocí getnewvnode(). Odebrání uzlu 
z hashovaní tabulky se provede operací vfs_hash_remove(). Nakonec je nutné zrušit a uvolnit 
z paměti strukturu o souboru. 
 
my_setattr 
Pomocí funkce my_setattr() nastavuje operační systém souboru jeho atributy. Zprvu se můţe zdát, ţe 
tuto funkci není třeba v jednoduchém souborovém systému vůbec implementovat. Tato funkce však 
nastavuje jeden důleţitý parametr a to velikost souboru. Pokusí-li se aplikace pracující se souborem 
(například textový editor), soubor upravit a tím i zmenšit, dojde k zavolání funkce my_setattr() 
s parametrem nové délky souboru. Proto je zde nutné implementovat ořezání souboru. 
 
my_getattr 
Funkce my_getattr() patří také mezi funkce, které se zpočátku zdají být nepotřebné implementovat. 
Funkce vrací parametry o souboru a jeho vnode uzlu jádru operačního systému na poţádání. Výčet 
nejnutnějších parametrů, které je nutné vrátit, je ukázán přímo v aplikaci. Nedostatečný či chybný 
výpis parametrů, můţe vést na problémy při otevření a načtení souboru. 
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my_read, my_write 
Operace pro čtení a zápis souboru na disk. Na vstupu těchto operací je vţdy vnode uzel souboru a 
data, struktura struct uio, která slouţí pro předávání dat mezi souborovým systémem, který běţí 
v systémovém reţimu jádra, a mezi aplikací, která běţí v uţivatelském reţimu operačního systému. 
Detailnější popis čtení a zápisu bude probrán v následující kapitole. 
 
my_readdir 
Operace my_readdir() provádí čtení z adresáře. Ačkoliv v implementovaném souborovém systému 
myfs ţádné adresáře nejsou, bylo nutné nakódovat tuto operaci pro výpis kořenového adresáře při 
příkazu ls. Výstupem je tedy seznam všech souborů, které jsou uloţeny na disku. Způsob čtení je 
velmi podobný jako v operaci my_read(). 
7.5 Čtení a zápis 
Nejdůleţitější práce souborového systému je práce s diskem. Jak jiţ však bylo uvedeno v dřívějších 
kapitolách, souborový systém nekomunikuje s diskem přímo ale opět prostřednictvím jádra 
operačního systému. Čtení a zápis se provádí pomocí vrstvy buffer-cache emulation layer, která 
umoţňuje efektivní práci s fyzickými médii. Tato vrstva byla detailně popsána v kapitole 4.6, a proto 
se zde budu zabývat jen praktickými a uţitečnými informacemi pro samotnou implementaci.  
7.5.1 Implementace čtení a zápisu 
Pro čtení a zápis se pouţívá struktura struct buf, která je objektem vrstvy buffer-cache emulation 
layer. Jedná se o rozsáhlou strukturu plnou parametrů, jako jsou informace o vnode uzlu, kterému 
patří, nebo struktura struct bufobj, která sjednocuje seznam těchto bufferů, logické a fyzické číslo 
bloku, různé zámky, aj. Většina těchto informací je pro programátora nedůleţitá a s těmito atributy 
pracují operace, které se pro čtení a zápis na disk pouţívají. Nejdůleţitějším parametrem však je 
atribut b_data, který je ukazatelem na alokovaný buffer samotných dat. Nejlepší způsob jak pochopit 
práci se strukturou buf, je vysvětlení na příkladu. 
 





Nejprve je nutné data z disku načíst. Toto se provádí funkcí bread(). Její parametry jsou vnode uzel 
zařízení nebo souboru, číslo bloku od kterého chceme načíst, velikost bufferu v bajtech kolik chceme 
načíst a struktura buf do které se data z disku načtou. Číslo bloku označuje číslo fyzického sektoru na 
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disku. Chce-li tedy programátor zapsat na bajt číslo 1000 na disku, musí jako parametr zvolit číslo 
sektoru 1 (sektory jsou číslovány od 0 a velké 512B). Operace bread() má dvě fáze. Nejdříve nalezne 
volnou strukturu buf a alokuje pro ni prostor v paměti. V druhé fázi nahraje do paměti data z disku.  
 Po načtení dat je moţné k nim přistoupit přímo přes atribut b_data ve struktuře buf. Po 
ukončení zpracování dat je nutné strukturu buf (i s jejím vnitřním bufferem) uvolnit. 
 
Zápis dat na disk 




Pro zápis dat na disk je opět nutné pouţívat strukturu buf. Jsou zde dvě základní moţnosti. Funkce 
bread() stejně jako v předchozím případě vytvoří prostor v paměti a nahraje do něj data z disku. 
Tento způsob je uţitečný, jsou-li data připravená pro zápis menší neţ velikost načteného bufferu. 
V tomto případě se zajistí, ţe zbylé data na disku zůstanou beze změny. 
 Pokud dochází k zápisu celého bufferu na disk, lze zvolit funkci getblk(), která pouze alokuje 
místo v paměti a nenahraje do něj data z disku. Po změně dat lze buffer zapsat na disk. 
 Zápis bufferu na disk se provádí operací bwrite(), která zapíše buffer okamţitě. Lze pouţít i 
jiné asynchronní funkce, které byly popsány v kapitole 4.6. 
7.5.2 Adresování v paměti 
Při vstup/výstupních operacích s diskem se všechny zápisy provádí přes operační paměť počítače. Pro 
důkladné zvládnutí operací čtení a zápisu na disk je tedy nutné pochopit práci s pamětí. Od dat 
leţících na disku k datům umístěným ve struktuře buf, se kterou se pracuje v souborovém systému, 
leţí několik vrstev. Toto adresování je zobrazeno na obrázku 7.2. Tento obrázek znázorňuje tři vrstvy. 
Na nejniţší úrovni leţí fyzická operační paměť s omezenou velikostí, která je rozdělena na úseky o 
velikosti 4KB (tzv. stránky). Problém operační paměti je její omezená velikost a pouţívání všemi 
procesy a jádrem operačního systému. Z tohoto důvodu se v operačních systémech zavedla druhá 
vrstva a to vrstva virtuální paměti. Hlavním cílem virtuální paměti bylo vytvořit kaţdému procesu 
jeho vlastní oblast virtuální paměti. Procesy nadále pracují uţ jen s virtuální pamětí a mají tak pocit, 
ţe mají celou paměť jen pro sebe. Virtuální paměť je však pouze logická struktura, která mapuje své 
stránky na skutečné stránky fyzické paměti. 
Pro souborové systémy leţí nad vrstvou virtuální paměti ještě vrstva struktur buf, které se 
pouţívají pro operace čtení a zápisu na disk. Kaţdá tato struktura obsahuje ukazatel na data ve 




Postup provádění čtení z disku 
Příklad znázornění na obrázku provádí čtení dvou bufferů o velikosti 2KB, které jsou za sebou 
posunuty o 1KB : 
 
1. Zavolá se operace bread() pro buffer bufA 
2. Operace vytvoří strukturu bufA ve vrstvě bufferů 
3. Operace vyhradí jednu stránku ve fyzické paměti (4KB) 
4. Tuto stránku namapuje do stránky virtuální paměti a umístí ukazatel na začátek stránky 
5. Do vyhrazeného bloku ve fyzické paměti se načtou data z disku 
 
6. Zavolá se operace bread pro buffer bufB 
7. Operace vytvoří strukturu bufB ve vrstvě bufferů 
8. Operace zjistí, ţe se jedná o blok dat na disku, které jsou jiţ v paměti načteny 
9. Vytvoří se nový blok ve virtuální paměti, který mapuje jiţ stávající blok fyzické paměti 
10. Operace umístí ukazatel na offset 1KB od začátku stránky ve virtuální paměti 
 
 
Obrázek 7.2: Adresování paměti 
 
Tento systém způsobí, ţe jsou-li načtené dva překrývající se buffery, tak změna v prvním bufferu 
ovlivní i buffer druhý v místech kde se překrývají. Tato změna dochází uţ při přepsání dat 
v parametru b_data a nemusí nutně dojít k zavolání funkce bwrite(). Je tedy důleţité si na toto dávat 
pozor. 
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7.5.3 Čtení a zápis do souboru 
Předchozí kapitoly popisovaly, jak se pracuje s diskem. Tato kapitola se zabývá druhým koncem 
problematiky čtení a zápisu do souboru. Pro provedení těchto operací je třeba znát i způsob, jak od 
procesu získat data pro zápis nebo naopak uţivatelskému procesu načtená data předat. Pro tento 
přenos slouţí struktura struct uio, která je jedním z parametrů vop operací my_read() a my_write(). 
Tato struktura zapouzdřuje mimo jiné 4 základní atributy: 
 
- offset odkud se má v souboru číst nebo zapisovat 
- počet bajtů, kolik se má načíst nebo zapsat 
- a typ operace, která se má provést 
- prostor pro data, která se mají přenést 
 
Nedoporučuji tyto hodnoty přímo měnit, slouţí pouze pro čtení. Poslední dvě zmíněné poloţky 
nejsou ani přítomny přímo jako atribut struktury uio. K přenosu dat mezi uio strukturou reprezentující 
data uţivatelského procesu a strukturou buf pro práci na disk se provádí pomocí operace uiomove(). 
Směr přenosu dat (z bufferu do uio struktury nebo naopak) určuje typ operace v uio struktuře. 
Poslední parametr funkce uiomove() je mnoţství přenesených dat v bajtech. 
 Výhodou struktury uio je, ţe obsahuje offset do souboru ukazující na místo, odkud se má 
provádět operace. Tento offset se automaticky mění po provedení operace uiomove(). Offset se váţe 
k file-deskriptoru v uţivatelském procesu a souborový systém si tedy nemusí tuto informaci nikde 
uchovávat.  
 Důleţitou poloţkou struktury uio je také atribut resid (neboli počet bajtů, kolik se má 
zpracovat). Tato hodnota se také mění ve funkci uiomove(). Nedojde-li však během vop operace 
my_read() a my_write() ke sníţení hodnoty resid na nulu, zavolá jádro operačního systému vop 
operaci znovu. Bude tuto funkci volat tak dlouho, dokud hodnota resid neklesne na nulu. Druhý 
způsob ukončení volání vop operace je zanechání hodnoty offsetu beze změny. Jádro operačního 
systému zkontroluje tuto hodnotu po ukončení operace, a nedojde-li ke změnám, ukončí celou 
vstup/výstupní operaci.  
7.5.4 Problém velkých bloků 
Cílem diplomové práce bylo navrhnout a naimplementovat souborový systém s velkými bloky  
(64KB – 2048KB). Navrhnout systém na disku, který bude rozdělovat soubor do bloků o velikosti 
větší neţ 64KB není sloţitý úkol. Problém se ukázal aţ v realizaci samotného čtení a zápisu, kdy je 
moţné načíst nebo zapsat buffer o velikosti maximálně 64KB. Toto omezení je dáno operacemi jádra 
operačního systému a nelze jej nijak změnit. Pro zpracování velkých bloků je nutné tedy zavolat 
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operaci zápisu několikrát. Jelikoţ se však v diskové struktuře nacházejí tyto 64KB bloky hned za 
sebou, optimalizuje to celkovou vstup/výstupní operace s diskem. 
Během práce na vlastním souborovém systému jsem zjistil, ţe souborové systémy umoţňují 
provádět zápis i větších bloků neţ je 64KB. Konkrétně souborový systém UFS2 na mém operačním 
systému FreeBSD provádí zápis i průměrnou velikostí 128KB/t  (hodnota získána nástrojem iostat). 
Takovéto operace jsou prováděny prostřednictvím clusterování po sobě jdoucích bloků určených 
k zápisu. Ve své práci jsem se také pokoušel o toto clusterování, ale to se nakonec ukázalo jako příliš 
sloţité a vedlo na mnoho dalších chyb. Tuto rozdělanou a ne zcela funkční verzi přikládám také na 


























8 Utility New a Mount 
Po návrhu struktury souborového systému na disku a implementaci modulu souborového systému do 
jádra operačního systému, zbývá uţ jen tento systém začít pouţívat s diskovým zařízením. Aby 
koncový uţivatel mohl s diskem pracovat a mít na něm implementovaný souborový systém, je 
potřeba naprogramovat dvě utility New a Mount. 
 
8.1 New 
Utilita new zapíše na fyzický disk počáteční informace o souborovém systému. V podstatě se dá říci, 
ţe na disk nahraje souborový systém. V případě implementovaného souborového systému se jedná 
hlavně o zapsání superbloku. 
V této aplikaci je nutné nejdříve zjistit velikost celého disku a dále i velikost fyzického sektoru. 
Pro získání těchto informací je vhodná funkce ioctl(). S diskem se zde dá pracovat přímo, jako by se 
jednalo o běţný soubor. Disk je také takto adresován a dostupný v systémech FreeBSD v adresáři 
/dev spolu se všemi ostatními disky.  
Po získání nejdůleţitějších informací o fyzickém médiu se propočítá celá struktura disku, 
offsety a velikosti jednotlivých částí a tyto informace se zapíší jako údaje superbloku na disk.  
8.2 Mount 
 Posledním krokem k úspěšnému a fungujícímu systému je jeho připojení do jádra operačního 
systému. Pro běţné a známé souborové systémy (jako je FFS) se dá přímo pouţít rozsáhlá utilita 
mount. Pro vlastní souborový systém je však nutné vytvořit tuto utilitu vlastní. Jedná se o malinký 
prográmek a je moţné se inspirovat u zdrojových souborů utilit mount pro jiné souborové systémy. 
Výhoda při programování utility mount a new spočívá v tom, ţe se jedná o běţné procesy běţící 
v uţivatelském reţimu operačního systému a které je tak moţné implementovat s vyuţitím 
standardních knihoven jazyka C. Naopak při implementaci modulu pro jádro je nutné se striktně drţet 





9 Doporučení pro vývoj 
Vývoj souborového systému je velmi odlišný od vývoje běţných aplikací. Hlavní rozdíl tkví v tom, 
ţe běţné aplikace běţí jako procesy v uţivatelském reţimu operačního systému. Souborový systém je 
však součástí jádra operačního systému, coţ při programování přináší řadu nevýhod.  Proto jsou zde 
uvedeny uţitečné rady zaloţeny na mých nejlepších zkušenostech vytvořených během práce na této 
diplomové práci. 
9.1 Rady 
Souborový systém je součástí jádra operačního systému. Není tedy dobré provádět implementaci a 
zároveň testovat souborový systém přímo na ostrém operačním systému, který je vyuţívaný pro 
běţnou denní práci na počítači. Nejvhodnější je, vytvořit si pro tyto účely virtuální počítač a na něj 
nainstalovat nový systém FreeBSD. Pro vytvoření a správu virtuálních počítačů se mi osvědčil nástroj 
VirtualBox od firmy Sun Microsystems. Tento nástroj mimo jiné umoţňuje i ukládání celého stavu 
virtuálního stroje v podobě snapshotů a jejich případnou obnovu v případě havárie. Práce s těmito 
snapshoty je velice rychlá a mnohdy můţe nahradit i vytváření záloh či verzování kódu, tak jak je 
známé při pouţívání nástroje SVN. Filosofie vytváření snapshotů se mnohdy podobá ukládání her. 
Z vlastní zkušenosti tak doporučuji před testováním jakékoliv sloţitější změny provést snapshot. 
Nové změny totiţ většinou vedou k pádu celého operačního systému. 
 Ačkoli je souborový systém součástí jádra operačního systému není nutné s kaţdou změnou 
provádět kompilaci celého jádra. Souborový systém lze vţdy zkompilovat pouze jako modul, který se 
do jádra připojí za běhu operačního systému. Při kaţdé změně je však nutné nejdříve stávající modul 
odebrat, zkompilovat nový modul a ten poté připojit do jádra. Celý tento proces lze zjednodušit 
pomocí skriptů vytvořených pro shell. 
 Souborový systém potřebuje ke svému běhu a testování fyzický disk. Není-li však ţádný 
volný disk k dispozici, lze vyuţít jednu ze dvou variant. První variantů je vytvoření disku přímo 
v systému pomocí nástroje mdconfig. Výhodou tohoto nástroje je moţnost zvolení velikosti disku a 
jeho názvu. Po zavolání nástroje mdconfig se vytvoří diskové zařízeni /dev/mdx , kde x představuje 
číslo, které lze určit parametrem při spouštění mdconfig. Při mdconfig se vţdy vytvoří naprosto 
prázdný disk (obsahující samé nuly), coţ je vhodné ve fázi vývoje, kdy pro kaţdé testování si lze 
snadno a rychle tímto způsobem vytvořit nový a prázdný disk. Tento disk je také moţné kdykoliv 
zrušit. Díky parametru určující velikost disku lze vytvořit i malý disk (velikost řádově v MB), který 
pro testování plně dostačuje. Nevýhodou tohoto přístupu je, ţe se nejedná o skutečný disk a tedy 
některé nástroje pro výpis statistických dat o práci s diskem (jako je iostat) nemusí plně fungovat. 
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 Druhou moţností je vytvoření virtuálního disku v aplikaci VirtualBox. Ten se jiţ 
v testovaném systému chová jako skutečný fyzický disk. Nevýhodou však je, ţe jej nelze jednoduše 
vytvářet a následně rušit a pro testování je nutné jej mazat (nulovat) jiným způsobem. Při špatně 
zvolené velikosti disku (řádově v GB) budou i operace pomalejší. Tento způsob se hodí aţ pro ladění 
provozuschopného souborového systému. 
Ladění jádra operačního systému mnohem sloţitější neţ ladění běţných aplikací běţících 
v uţivatelském reţimu operačního systému. Zdrojové kódy je tedy nutno psát přehledně a dobře se 
v nich orientovat. Sloţitější ladění lze provádět pomocí kontrolních výpisů funkcí printf(). Tyto 
výpisy se však budou objevovat pouze v první konzoli textového reţimu operačního systému 
FreeBSD. Jelikoţ většina uţivatelů pouţívá operační systém v grafickém reţimu, je moţné tyto 
kontrolní výpisy vyčíst v souboru /var/log/messages. 
Velice často během ladění dochází k pádům operačního systému ještě dřív neţ dojde ke 
zobrazení kontrolního výpisu. Přičemţ kód, který pád způsobil, se můţe nacházet aţ za funkcí pro 
kontrolní výpis. Pro dosaţení skutečného zobrazení kontrolního výpisu lze pouţít funkci pause(), 
která po vloţení do kódu způsobí pozastavení provádění operace na dobu definovanou v parametru 
funkce. Tímto způsobíme správnou posloupnost kontrolních výpisů. 
V grafickém reţimu operačního systému nedojde ani k vypsání informace o chybě, která 
k pádu vedla, tato informace se objevuje pouze v první konzoli textového reţimu operačního systému. 
Nejčastější chybou bývá „page fault“ (zápis do paměti na špatné místo) nebo zacyklení systému. 
Z vlastní zkušenosti vím, ţe na tyto chyby je třeba si dávat pozor. 
Ačkoli se modul jádra operačního systému programuje v jazyce C, nelze pouţít standardní 
knihovnu jazyka C a její funkce. Namísto toho je nutné pouţít knihovny dostupné přímo pro jádro. 
Mnoho těchto funkcí je popsáno v manuálových stránkách a přístupny přes příkaz man 9 vyraz (kde 
vyraz je hledaná informace). Operační systém FreeBSD neobsahuje v manuálových stránkách úplně 
vše a některé informace se dají dohledat v manuálových stránkách systému NetBSD (dostupné na 
[12]). 
9.2 Nástroje 
Během vývoje souborového systému lze vyuţít celou řadu nástrojů a funkcí operačního systému 
FreeBSD, které se pro běţného programátora mohou jevit jako neznámé. Mnoho z těchto nástrojů je 
však k nezaplacení, a proto zde ty nejvýznamnější uvedu. 
 
kldload – Připojí modul do jádra operačního systému. 
 
lsvfs – Vypíše seznam všech souborových systému přítomných v jádře operačního systému spolu 
s čítačem pouţití těchto systémů. 
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tail – Zobrazí poslední část textového souboru. Pomocí této utility lze vypsat soubor 
/var/log/messages a sledovat tak kontrolní výpisy souborové systému i v grafickém reţimu 
operačního systému. 
 
mdconfig – Vytvoří virtuální disk v paměti operačního systému. 
 
hd – Provádí výpisy čehokoliv (souborů, disků) v hexadecimální podobě. Tento nástroj je velice 
uţitečný pro náhled, zda se na disku skutečně nachází to, co programátor očekává. 
 
dd – Kopíruje data ze zdroje do cíle. Toto je velice uţitečné pro testování a pro mazání obsahu disku, 
při kterém se na disk pomocí této utility nahrají samé nuly (jako zdroj se tak uvádí /dev/zero). 
 
iostat – Vypisuje statistiky od vstup/výstupních operacích na disku. 
 
ktrace – Provádí zaznamenávání operací v jádře operačního systému. 
 
kdump – Provádí výpis záznamu provedeném nástrojem ktrace. Tyto nástroje jsou uţitečné během 
ladění. 
 
systat – Zobrazí systémove statistiky. Jednou z uţitečných informací, která se zde dá získat, je 
přehled o vnode uzlech v systému. 
 
vim – Textový editor. Vhodný nástroj pro psaní zdrojového kódu modulu jádra operačního systému. 
Jeho výhoda zde tkví v tom, ţe je dostupný v textovém i grafickém reţimu operačního systému. 
 
find – Prochází celou hiearchií adresářů. Tuto utilitu lze pouţít pro vyhledávání souborů a adresářů 
podle jejich názvu. 
 
grep – Tuto utilitu lze pouţít pro vyhledávání souborů podle jejich obsahu.  
 
/dev – Na tomto umístění se nacházejí všechna disková zařízaní. 
 
/usr/src/sys – Na tomto umístění se nacházejí zdrojové soubory jádra operačního systému. 
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9.3 Kompilace a zavedení 
Pro úspěšnou kompilaci a zavedení implementovaného souborového systému do jádra operačního 
systému FreeBSD je nutné provést několik kroků. Na přiloţeném CD tyto kroky automatizují skripty 
umístěné v adresáři test. 
 




echo “# Build MyFS”   1.zkompiluje modul souborového 
cd ../modul      systému v adresáři modul 
make || exit       
 
echo “# Load MyFS modul”  2.nahraje zkompilovaný modul do 
kldload ./myfs.ko     jádra operačního systému 
         
echo “# Build mount_myfs”  3.zkompiluje utilitu mount pro 
cd ../mount_myfs     připojení souborového systému 
make || exit       
 
echo “# Create disk”   4.vytvoří virtuální disk v paměti 
mdconfig –a –t malloc –s 40M –u 5 
 
echo “# New FS”    5.zkompiluje utilitu newfs, nahraje 
cd ../newfs_my      souborový systém na disk 
make || exit 
./newfs_my –b 1024 /dev/md5 
 
echo “# Mount MyFS”   6.připojí disk se souborovým syst. 
mkdir /mnt/myfs 
cd ../mount_myfs 
./mount_myfs /dev/md5 /mnt/myfs 
 
Souborový systém se nahraje na vytvořený disk /dev/md5 a připojí do adresáře /mnt/myfs odkud je 









echo “# Unmount MyFS”   1.odpojí disk se souborovým syst. 
cd ../mount_myfs 
umount –A –t myfs 
rm –r /mnt/myfs 
 
echo “# Clean mount_myfs”  2.smaže soubory mount utility 
make clean 
 




echo “# Unload MyFS modul”  4.uvolní modul souborového systému 
kldunload myfs.ko     z jádra operačního systému 
 
echo “# Clean MyFS”   5.smaže soubory po kompilaci  
















Práce na celé diplomové práci byla velice zajímavá. Bylo nutné proniknout do širšího záběru teorie 
kolem souborových systémů. Zpočátku byly mé představy o řešení dosti zkreslené. Domníval jsem 
se, ţe stačí získat informace o lokálním souborovém systému UFS a inspirovat se jím při návrhu 
nového souborového systému. 
Pro pochopení souborových systémů bylo potřeba získat znalosti nejen o systémech souborů, 
ale i o operačních systémech typu Unix. Seznámil jsem se se strukturou jádra operačního systému. 
Naučil jsem se, jakým způsobem je jádro organizováno, jak pracují jednotlivé procesy aplikací, jak 
hospodaří s pamětí, či jak pracují s deskriptory prostředků vstup/výstupních operací.  
Pro práci na implementaci bylo nutné se seznámit i se samotným operačním systémem 
FreeBSD. Získal jsem základní dovednosti pro práci s tímto systémem, kde získat zdrojové soubory a 
jak zkompilovat jádro operačního systému. 
V praktické části diplomové práce se mi podařilo implementovat provozuschopný souborový 
systém. Tento systém umoţňuje zapisovat na disk data ve formě souborů pouze přímo do kořenového 
adresáře na disku. Implementovat adresářovou strukturu by znamenalo změnit návrh celého systému a 
způsobilo by to také velké změny v modulu souborového systému. Doplnění adresářů je tímto 
vhodným tématem pro další práci. Aktuální souborový systém se dále chová jako běţný systém a je 
moţné pouţívat příkazy pro výpis adresáře (ls) a změnu adresáře (cd). 
Záměrem diplomové práce bylo vytvoření souborového systému s velkými bloky. Po 
důkladném prozkoumání jsem však zjistil, ţe lze pracovat s bloky o maximální velikosti 64KB. Toto 
omezení je dáno dostupnými operacemi pro práci s diskem, které poskytuje jádro operačního 
systému. Pro realizaci větších datových bloků bylo tedy nutné tyto bloky rozdělit do bloků 64KB a ty 
zapsat na disk. Vzhledem k tomu, ţe navrţená struktura systému zajišťuje, ţe tyto bloky budou 
umístěny za sebou, zefektivní to rychlost vystavování čtecích a zapisovacích hlaviček na disku a tím 
zrychlí celé vstup/výstupní operace na disk. 
Tvorba souborového systému byl pro mě velkým skokem do neznáma. Počátečním nadšení ze 
zvoleného tématu rychle opadlo. To bylo to způsobeno nedostatečnou dokumentaci a jediným 
zdrojem informací se staly zdrojové kódy jiných souborových systémů. Velkým problémem se také 
ukázalo ladění chyb. Většina chyb vedla na pád celého operačního systému bez ţádné informace o 
problému, který pád způsobil. Po mnoha pokusech a mnoha pádech se mi nakonec podařilo 
naimplementovat funkční souborový systém. 
Implementovaný souborový systém je pouţitelný a celá práce můţe dobře poslouţit jako 
základ pro další práci ve vylepšování tohoto vlastního souborového systému. Pokoušel jsem se svou 
implementací překonat hranici 64KB/t průměrné velikosti zapisovaného bloku na disk. To však 
znamenalo celkové přepsání operací read a write, doplnění operací strategy, sync a vytvoření operace 
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pro mapování bloků. Tuto práci se mi nepodařilo dokončit a odladit tak, abych získal spolehlivý 
souborový systém. Tento nedokončený kód se nachází také na přiloţeném CD a je to moţné téma pro 
další práci. 
Praktická i textová část diplomové práce nabízí velký prostor pro případné rozšíření či 
vytvoření celého nového souborového systému s jinou strukturou disku. Jako další náměty se nabízí 
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Adrsářová struktura přiloţeného CD je následovná: 
 
1. Myfs – hlavní adresář celého souborového systému 
 
- myfs – zdrojové soubory modulu souborového systému 
- modul – adresář se souborem Makefile pro kompilaci modulu souborového systému 
- mount_myfs – zdrojové soubory utility mount 
- newfs_my – zdrojové soubory utility newfs 
- test – skripty pro kompilaci, zavedení a testování souborového systému 
 
2. Myfs_cluster – zdrojové soubory rozdělané nestabilní verze souborového systému 
s podporou clusteringu. Nachází se zde stejná adresářová struktura jako v případě stabilní 
verze. 
 
3. DiplomovaPrace.pdf – technická zpráva ve formátu pdf 
 
4. DiplomovaPrace.doc – technická zpráva ve formátu doc pro aplikace MS Word 
 
5. Instalace.txt – Návod k instalaci 
 
 
