Abstract. In this article, we prove and exploit a trace identity for the spectra of Schrödinger operators and similar operators. This identity leads to universal bounds on the spectra, which apply to low-lying eigenvalues, eigenvalue asymptotics, and to partition functions (traces of heat operators). In many cases they are sharp in the sense that there are specific examples for which the inequalities are saturated. Special cases corresponding to known inequalities include those of Hile and Protter and of Yang.
Introduction
In this article, we prove and exploit an identity for the spectra of self-adjoint operators H modeled on the Dirichlet Laplacian or, more generally, on Schrödinger operators of the form
where p = 1 i ∇ is the usual momentum operator in convenient units and A(x) is the magnetic vector potential. We recover and extend several known inequalities involving sums, differences, and ratios of eigenvalues. Let λ j , j = 1, . . . , denote the ordered eigenvalues of the Dirichlet Laplacian on a bounded d-dimensional domain with zero Dirichlet boundary conditions, and recall that Hile and Protter [HiPr80] proved that:
thereby extending an earlier inequality of Payne, Pólya, and Weinberger [PaPoWe56] . In the last few years it has become clear that these and many similar relationships can be realized as special cases of abstract variational bounds involving the interplay among commutators of −∇ 2 , a Cartesian coordinate x j , and the corresponding derivative ∂/∂x j . For this analysis and various extensions of (2) see [Ha88] , [Ho90] , [Ha93] , [HaMi95] .
While inequalities of this type have been fairly sharp for low-lying eigenvalues, they have been mostly disappointing for higher eigenvalues. Yang [Ya91] , however, first noticed that it is possible to use a modification of the original Hile-Protter argument to obtain somewhat complicated inequalities, the two sides of which are of the same order for high eigenvalues, when compared with the Weyl asymptotic formula for the Dirichlet Laplacian. In the course of understanding Yang's results, we discovered an exact identity which implies Yang's bound, the Hile-Protter bound (2), and several new ones. This identity is the cornerstone of our analysis. We emphasize that it is entirely nonvariational.
I. An abstract trace formula
The operators to which our identity applies are modeled on (1) but potentially more general. Let H be a self-adjoint operator with purely discrete spectrum on a Hilbert space with inner product denoted , . Its eigenvalues and its normalized eigenfunctions will be written as λ j and u j , respectively, j = 1, 2, . . . . There will be a distinguished subset J of the spectrum of H; J c will denote its complement in the spectrum, and P J and P J c will be the corresponding spectral projections. We shall be interested in traces of P J f (H), where f (z) is any function defined on the spectrum of H.
Theorem 1. Suppose there is a family of symmetric operators X α and skew symmetric operators
D α , α = 1, . . . , d, such that [D α , X α ] = 1
, and that H is of the form
where V is such that [V, X α ] = 0. Furthermore, suppose that X α u j is in the domain of H for any j and that D α is H-bounded. Define
provided that these sums converge.
Remarks.
1. Multiple eigenvalues are counted with their degeneracies. 2. In our principal model (1), D α = (∇ − iA) α , and
corresponds to the kinetic energy of the state u j . Moreover, in applications where H = −∇ 2 , T j is the usual Dirichlet integral with u k , so T j = λ j . The same is true for purely magnetic Schrödinger operators, H = −(∇ − iA) 2 . 3. There are other straightforward extensions, which we shall not bother to write explicitly, such as replacing the Laplacian with other constant coefficient elliptic operators. Likewise, we note that the formula extends to the case of continuous spectra when the density of states is well defined. In the latter case the sums become integrals, which must be assumed convergent. 4. If H is an abstract operator not necessarily satisfying (3), and [D α , X α ] = 1 for a particular pair of operators D α , X α , we still obtain the identity (6) given below.
5. This identity was suggested by the analysis in [Ya91] , where there is an inequality related to the case
Proof. We rewrite tr(P J f (H)) as follows:
Using the gap formula
where in the last step we symmetrized in the two indices. The cross term connecting J and J c can be rewritten similarly, except that symmetrization does not apply. The result is
Identity (4) then follows because [H,
With the choice f (λ) = (z − λ) 2 , identity (4) can be simplified, as follows:
Proposition 2. With the same assumptions as in Theorem 1,
Proof. The first term on the right in (4) is
(because of the symmetry in j, m)
Equation (7) now results from summing (4) over α, using (5), and noting that
II. The estimates of Hile-Protter and Yang, and extensions
Earlier generalizations of the Hile-Protter inequality (2) in [Ha88] , [Ho90] , [Ha93] , [HaMi95] had no analogue of the function f , and were on the other hand based on variational estimates of eigenvalues. The proof of Theorem 1 is not only more direct than the earlier estimates, but it also allows several new corollaries. In addition, several of our corollaries are sharp; this will be indicated by the use of the symbol #.
Corollary 3 (#, harmonic oscillator, n = 1, all d).
Remarks. This includes Hile-Protter (2), since for the Dirichlet Laplacian T j = λ j . Because of the virial theorem, for Schrödinger operators there are often substantially better substitutes for T j than the inequality T j ≤ λ j , and in this case (8) is sharp (see Corollary 3). The Hile-Protter inequality for the Dirichlet Laplacian is definitely not sharp, even for the lowest two eigenvalues, for which the sharp version is that of Ashbaugh and Benguria [AsBe] . A generalization of inequality (8) is given below in Theorem 5.
Proof. Make the choice f (z) = 1, J = {λ 1 , ..., λ n }, in (4) and sum over all α from 1 to d. The first term on the right vanishes and the sum in the second term can be extended to all q to yield
In at least one important situation, inequality (8) is sharp. For consider the quantum harmonic oscillator in d dimensions,
the lowest two eigenvalues of which are known to be λ 1 = d and λ 2 = d + 2. Because of the virial theorem, T j = 1 2 λ j for the harmonic oscillator, and therefore with n = 1 the right side of (8) equals
, and the inequality is saturated. The general situation applying the virial theorem is:
, where we assume that
and suppose that λ 1 , . . . λ n+1 are discrete eigenvalues. Then
Remarks. This applies in particular to power-law potentials V (x) = |x| β , β > 0, and even, despite the presence of continuous spectrum, for the negative eigenvalues with V (x) = −|x| β , −2 < β < 0. The correct generalization corresponding to β = 0 is V (x) = ln(|x|), for which the conclusion reads
Obviously, any of these power-law potentials could be multiplied by a positive constant with a similar estimate.
Proof. By the virial theorem (see [EaKa] ),
Since λ j = T j + u j , V u j , a simple calculation shows that this implies that
with σ = β/(2 + β), which when inserted into (8) yields the claim.
We next present some inequalities related to identity (4) for other choices of the function f . The important new idea in Yang's analysis, as we interpret it, was to change the f used by Hile and Protter, so one of our tasks will be to recover his estimate. Suppose initially that H is bounded from below and that J is the lower part of its spectrum, J = {λ 1 , . . . , λ n }. It is clear that if f ≥ 0 is nondecreasing on J, then (4) produces an upper bound on Σf (λ j ) when the first term on the right is dropped and the second sum is simplified by extending the sum to all p. Actually, a substantially stronger statement is obtainable:
Theorem 5 (asymptotically # for Dirichlet Laplacian or power-law potentials). Suppose that the same assumptions as in Theorem 1 apply. Let f be a nonnegative function on J = {λ 1 , ..., λ n } such that for some z ∈ (λ n ,
In particular, with f (λ) = (z − λ) 2 , this implies that
Remarks. For the Dirichlet Laplacian with z = λ n+1 , (12) becomes a key formula of Yang's article ( [Ya91] , above his eq. (24) in the 1991 numbering or above (25) in the 1995 numbering), from which the subsequent bounds in that article follow readily. As observed by Yang, when n → ∞ with p = 2, both sides have the same leading growth rate when we substitute the Weyl asymptotics for λ j in the case of the Dirichlet Laplacian. On the other hand, if T j is replaced by σλ j , then inequality (12) may be interpreted as an inequality on a polynomial of the form
This allows sharper estimates as follows:
Proposition 6 (# for harmonic oscillator, d = 1). Let H be as in Theorem 1 and suppose that the bound (10) holds for some σ ∈ (0, 1]. (Recall that σ = β/(2 + β) results from the virial assumption (9) and that σ = 1 applies to the Dirichlet Laplacian or a purely magnetic Schrödinger operator.) Then
(ii)
In particular, for the gap λ n+1 − λ n ,
Proof of Proposition 6. Statement (i) is a restatement of inequality (12)
. This implies that nD n = − min(P n (z)) is nonnegative, giving (ii). Statement (iii) is merely the explicit determination of the upper and lower bounds.
Discussion. Observe that inequality (ii) goes in the opposite direction from the Cauchy-Schwarz inequality. The underlying reason that it implies a simple but tight bound (iii) on the gap is that our technique is nonvariational, unlike most other gap estimates. For the Dirichlet Laplacian, λ j ∼ j 2/d in accordance with Weyl's asymptotic formula, and this saturates our bound at leading order. Inequality (ii) is likewise asymptotically sharp for Schrödinger operators, in the sense that for Hamiltonians on L 2 (R d ) with power-law potentials,
β > 0, such as the harmonic oscillator (β = 2), the corresponding Weyl formula is
, which again saturates the inequality for D n at leading order.
Even more strikingly, we can compare the gap estimate from (iii) with the exact situation for the harmonic oscillator (β = 2) in one dimension as follows. The eigenvalues are λ n = 2n − 1, and we calculate:
and therefore λ n and λ n+1 are exactly equal to the bounds
Proof of Theorem 5. We majorize the last term in (4) by
T αjq .
Comparing (11) with (4), it suffices to show that
is negative. By symmetrizing the last term in this expression with respect to j, m, we get
and some straightforward algebra shows that the expression in parentheses can be rewritten
which is negative by hypothesis.
A variant of these arguments, corresponding to a choice J = {λ n , . . . , λ N } rather than {λ 1 , . . . , λ N }, allows λ N +1 to be controlled by the eigenvalues in J alone. While the bounds do not appear as tight as in Propositions 6 and 7, they use less information:
Proposition 7. With the same assumptions as in Proposition 6, but this time with
In particular, for the gap λ N +1 − λ N ,
Proof. In identity (7) choose J = {λ n+1 , . . . , λ N } and substitute the formula (9) in the first term on the right. The analogue of (12),
follows because the final term in (7),
(In this sum, either q > N ≥ j or q ≤ n < j.)
III. Bounds for moments and partition functions
In order to generate further useful inequalities from the identity (4), we shall assume the existence of a function r(x) such that for x, y ∈ J,
The existence of such a function r is of course a restriction on f (x), which in practice is that f ≤ 0: Lemma 8. Hypothesis (H1) holds with r(s) = f (s) provided that f ∈ C 3 (I) for some interval I containing J and that f (s) ≤ 0 for all s ∈ I.
Proof. Without loss of generality we can rescale f and subtract a constant to set y = 0, x = 1, and f(0) = 0, with f (s) ≤ 0 for all s ∈ [0, 1]. The derivative f is concave on that interval, and therefore f (s) ≥ sf (0) + (1 − s)f (1). If we integrate this inequality from 0 to 1, we obtain
as required.
Remarks. In what follows we shall generally choose r(x) = f (x), since this seems to produce the sharpest corollaries. Complementary bounds in the other direction result in principle from the alternative hypothesis
(just replace r by R and reverse the inequality in (13), below), but we have not found them useful. If f is a quadratic or linear polynomial, both hypotheses hold with equality for r(x) = R(x) = f (x) (cf. Proposition 2).
Theorem 9. With assumptions as in Theorem 1 and inequality
Proof. Apply hypothesis (H1) to identity (4), recalling that T αjq ≥ 0. The result is
Because the first sum on the right is symmetric in j, m, we may rewrite it as:
by (5), inequality (13) follows after summing on α and dividing by 2.
For the moment inequality (14), notice that f (λ) := (z − λ) p satisfies (H1) for all λ < z by Lemma 8. The final term in (13) is negative for the given range of z because of the positivity of T αjq and the observation that for q ≥ n + 1, its coefficient is
One of the most significant functions in physics is the partition function, or trace of the heat operator, Z(t) := tr(exp(−tH)), and evidently our methods apply with f (λ) = exp(−λt), t > 0, and J = the entire spectrum. The set J may be allowed to be the entire spectrum assuming that the eigenvalues grow sufficiently fast, which is guaranteed by the usual Weyl asymptotics for Dirichlet Laplacians or Schrödinger operators on finite domains, or for Schrödinger operators on infinite domains if the potential grows sufficiently at infinity, for example. We henceforth assume the convergence of Z(t).
Since f (λ) has a negative third derivative in its variable λ for any t > 0, hypothesis (H1) is satisfied, and hence from (13),
As we have seen, in many cases the factor T j /λ j can be replaced by a constant σ. Thus for the Dirichlet Laplacian on a bounded domain, which corresponds physically to the ideal gas and σ = 1, (15) yields
Corollary 10 (# for ideal gas = Dirichlet Laplacian, for large volume or t → 0).
Proof. We can rewrite (16) as
This should be compared with the known result from comparison of Green functions (see, e.g., [Da] ), that
which also follows from integrating (16) between 0 and t, using the fact that
With the virial theorem, if (9) holds, we obtain
, where x· ∇V ≤ βV , and suppose that the spectrum of H is discrete and Z(t) convergent for t > 0. Then
is a nonincreasing function.
Proof. Substitute for T j /λ j as in Corollary 4 with (10) and argue as for Corollary 10.
Corollary 12 (# for harmonic oscillator). In addition to the assumptions of Corollary 11, suppose that there is a minimal spectral gap ω ≤ |λ k − λ j | for all λ j = λ k (exact degeneracies are allowed). Then
and Z (t) sinh . Corollary 12 is again optimal, for the exact partition function for the harmonic oscillator, normalized so that ω = 2, β = 2 (σ = 1/2), is provided that t is sufficiently large (viz., > 2/(λ N +1 − λ N )). In addition, some slightly more refined estimates for the derivatives of Z are obtainable, since for any function f (λ) with f ≤ 0 and J = the entire spectrum, inequality (13) becomes
assuming convergence. For example, choosing f (λ; t) = 3 + λt exp(−λt) (the 3 ensures that f ≤ 0 for all t), leads to a second order differential inequality,
