Abstract: The generalized likelihood uncertainty estimation (GLUE) framework has been widely used in hydrologic studies. However, the extensive random sampling causes a high computational burden that prohibits the efficient application of GLUE to costly distributed hydrologic models such as the soil and water assessment tool (SWAT). In this study, a multimodal optimization algorithm called isolatedspeciation-based particle swarm optimization (ISPSO) is employed to take samples from the search space. A comparison between the ISPSO-GLUE, proposed here, and traditional GLUE approaches shows that the two approaches generate similar uncertainty bounds, but that the convergence rate to stable uncertainty bounds is much faster for ISPSO-GLUE than for GLUE. That is, ISPSO-GLUE needs a much smaller number of samples than GLUE to arrive at a very similar answer. Although ISPSO-GLUE slightly underestimated the prediction uncertainty and missed a number of observed values, the proposed approach is considered to be a good alternative to the typical GLUE approach that employs random sampling.
Introduction
This study investigates the benefit of using the parameter samples obtained by the multimodal isolated-speciation-based particle swarm optimization (ISPSO) algorithm (Cho et al. 2011) , as opposed to random parameter samples, as input to the generalized likelihood uncertainty estimation (GLUE) framework (Beven and Binley 1992) for the uncertainty analysis of the soil and water assessment tool (SWAT) (Arnold et al. 1998) .
GLUE has been widely used for uncertainty estimation of environmental and hydrologic models (Beven and Binley 1992; Freer et al. 1996; Aronica et al. 1998; Beven et al. 2000; Beven and Freer 2001; Makowski et al. 2002; Muleta and Nicklow 2005; Zheng and Keller 2007) . The disadvantages of the GLUE framework, however, are that a large number of parameter samples are required to properly characterize the likelihood measure surface (Beven 2006a) , which is the degree of subjective belief of how well the model reproduces observed data (Jacquin and Shamseldin 2007) , and also that it is difficult to know in advance how many samples are needed to represent the system well (Beven 2006a) . Additionally, the fact that complex models generally require long run times hinders the efficient application of GLUE. Finally, because sampling strategies employed in GLUE usually take parameter samples randomly from the search space (Beven and Binley 1992) , it is likely that regions of low and high likelihood measures are equally sampled, which is inefficient for optimization purposes. Smith and Marshall (2008) and Jeremiah et al. (2011) evaluated advanced Markov chain Monte Carlo (MCMC)-based sampling approaches that are efficient in identifying parameter uncertainty. However, the number of model evaluations-e.g., about 200,000-360,000 model runs for a rainfall-runoff model with 10 parameters in Smith and Marshall (2008) -is still prohibitive for a distributed hydrologic model such as SWAT because even one model run can take minutes depending on the watershed size and simulation period, and one run of an MCMC-based algorithm can take more than a year on a typical desktop computer. Van Griensven and Meixner (2007) used a global search algorithm to improve the effectiveness and efficiency of uncertainty analysis in SWAT modeling. Their study focuses on solutions located near the global optimum rather than near local and global optima, and also makes statistical assumptions on the error structure of the model.
In this study, we propose a hybrid uncertainty analysis method to improve the computational efficiency of the GLUE framework by employing multimodal optimization. We hypothesize that, by combining uniform sampling and sampling based on multimodal optimization iterations, it is possible to avoid unnecessary sampling of parameter sets that perform poorly based on the likelihood measure, and, still, obtain comparable uncertainty bounds. We test this hypothesis by comparing the prediction limits obtained with the proposed approach (i.e., ISPSO-GLUE) to those obtained with random sampling (i.e., GLUE). Additionally, the sensitivity of the prediction limits to the sample size was assessed.
This article is organized as follows: the background section briefly introduces the GLUE framework and ISPSO algorithm; the ISPSO-GLUE approach section describes how parameter samples defined in optimization are used to estimate prediction limits; the next two sections describe an application case used to illustrate the new approach and discuss the results of the case study; and, finally, the last section summarizes findings and presents conclusions. 
Background
The Generalized Likelihood Uncertainty Estimation (GLUE) Framework
In the generalized likelihood uncertainty estimation (GLUE) framework (Beven and Binley 1992) , the term model includes its structure as well as its parameters (Beven 2006a) , and models are classified as either behavioral or nonbehavioral. Behavioral models are able to reproduce observed values to an acceptable level, based on a user-defined likelihood measure, while nonbehavioral models are not. That is, the criterion used to determine whether a model is behavioral or nonbehavioral is a likelihood measure, which is compared to a user-defined threshold value.
The likelihood measure is the degree of subjective belief of how well the model reproduces the observed data and is not limited to formal likelihood functions used in classical Bayesian inference (Jacquin and Shamseldin 2007) . Note that any goodness-of-fit measure can be used as a likelihood measure, and its values over all behavioral models need to be normalized to sum to 1. The subjectivity of GLUE has been often criticized in the literature Montanari 2005; Mantovan and Todini 2006) and formal Bayesian inference techniques, such as the Bayesian recursive estimation method (BaRE) (Thiemann et al. 2001 ) and the Bayesian total error analysis method (BaTEA) (Kavetski et al. 2003) , have been introduced to estimate probabilistically meaningful prediction limits. However, the use of statistical likelihood functions in these Bayesian techniques may be inappropriate for nonideal cases where the model structure is never completely correct, uncertainties are caused by lack of knowledge (i.e., epistemic uncertainty) rather than by natural randomness (i.e., aleatory uncertainty), and errors may have nonstationary characteristics and cannot be simply modeled by statistical functions (Beven et al. 2011 ). In fact, Beven et al. (2008) show that wrong statistical assumptions for the error structure can cause bias in the parameter estimates and prediction limits.
In GLUE, a large number of possible solutions are randomly sampled from the parameter space and, given that all have the same likelihood of being the correct answer, are assigned the same likelihood measure (i.e., one divided by the number of samples). These assigned values are referred to as the prior likelihood measures of the parameter sets. These prior likelihood measures can also be used to estimate the posterior likelihood measures of the parameter sets, after taking into account the model structure and observed data (i.e., for our case study, precipitation and temperature used as model input, and streamflow and sediment discharge used for assessing the model performance), as follows (Beven and Binley 1992; Beven and Freer 2001) :
where L prior ðθÞ and L posterior ðθÞ denote the prior and posterior likelihood measures of model parameter set θ, respectively; Lðθjξ; yÞ is the likelihood measure of the model parameter set θ given the observed data used as model input ξ and for model performance assessment y; and C is a normalizing constant such that the sum of L posterior ðθÞ of all the parameter samples equals 1. The prediction percentile of the behavioral models that predict quantity Z as less than z t at time t is evaluated as follows:
whereẐ t is the predicted value of Z at time t,Ẑ i;t is the value of Z at time t simulated by the ith behavioral model θ i , and n is the number of behavioral models satisfyingẐ i;t < z t (Beven and Freer 2001) . The prediction limits determined using the lower and upper percentiles of behavioral models are referred to as the GLUE uncertainty bounds (Jacquin and Shamseldin 2007; Zheng and Keller 2007) assuming that "the behavioural models in calibration will also be behavioural in prediction" (Beven 2006a ). For further discussion on the GLUE framework, the reader is referred to Beven and Binley (1992) , Thiemann et al. (2001) , Beven and Young (2003) , Gupta et al. (2003) , Beven (2006b) , Mantovan and Todini (2006) , Andréassian et al. (2007) , Beven et al. (2007 Beven et al. ( , 2008 , Hall et al. (2007) , and Todini and Mantovan (2007) . For the application of a global search algorithm to uncertainty analysis, the reader is referred to van Griensven and Meixner (2007) .
Isolated-Speciation-Based Particle Swarm Optimization (ISPSO)
Isolated-speciation-based particle swarm optimization (ISPSO) (Cho et al. 2011 ) is a population-based heuristic algorithm that searches for global and local optima (i.e., multimodal optimization). Parameter samples of each iteration are individually referred to as particles and collectively as swarm, and move around in the search space toward preferable solutions. Particles are also grouped in species based on their fitness values and spatial proximity (i.e., speciation). Initial particles are taken from low-discrepancy sequences called Sobol' sequences (Sobol' 1967) with scrambling schemes (Owen 1998; Faure and Tezuka 2000) such that the initial samples are quasi-randomly distributed as opposed to pseudorandomly distributed. Quasi-random numbers are deterministically generated as elements of a low-discrepancy sequence to increase sampling uniformity while pseudo-random numbers are generated to represent statistical randomness. Cho et al. (2011) showed that quasi-randomly distributed initial samples decrease the number of function evaluations in multimodal optimization of benchmark mathematical functions. After the initial sampling, particles are allowed to move in the search space with a prespecified maximum velocity and, as iterations progress, their ages increase and older particles are assigned a higher degree of trust. As soon as particles are isolated from speciation, their age is reset to one. Old particles that converge to a certain point are considered solutions. New particles are generated from Sobol' sequences when inferior particles are replaced by superior ones or particles approach already found solutions. These steps are repeated until a predefined stopping criterion is met. The reader is referred to Cho et al. (2011) for a detailed presentation of the ISPSO algorithm.
We used ISPSO rather than other multimodal optimizers because this algorithm employs uniform sampling (e.g., Sobol' sequences) instead of pseudo-random sampling, and also because the uniformity of parameter samples helps reduce the number of model runs required to find all the optima (Cho et al. 2011) . Because the particles resulting from the ISPSO iterations describe the entire parameter space with emphasis on the vicinity of the global and local optima, it is expected that they will represent better the likelihood measure surface, in particular around high likelihood measure points, than those based entirely on random sampling.
ISPSO-GLUE Approach
In global optimization in a continuous space, a finite number of parameter samples may not characterize the search space well because most of them tend to cluster around the global optimum. As a result, in complex search spaces, global optimization misses acceptable samples near local optima. Compared to global optimization, multimodal optimization searches also for local optima, and takes samples from the vicinity of local optima, which are likely to be acceptable in terms of model performance. This feature of multimodal optimization is better suited for the equifinality thesis (Beven 2006a ) than global optimization because the equifinality thesis also pursues multiple behavioral models. Additionally, because limiting the sampling to the surroundings of local optima, as traditional multimodal optimization algorithms do, can underestimate the importance of parameter sets with lower fitness values, sampling should include a mechanism to account for those samples that are not the direct interest of multimodal optimization. The deterministic uniform sampling included in ISPSO addresses this issue by evaluating inferior regions of the objective function surface.
Because the parameter samples taken by ISPSO are not randomly distributed, the approach introduced in this study is referred to as the ISPSO-GLUE approach, as opposed to the GLUE approach, in which the samples are taken randomly. Similarly, the uncertainty bounds obtained with each approach are referred to as the ISPSO-GLUE uncertainty bounds and GLUE uncertainty bounds. Note that the only difference between the two approaches is the sampling technique used to represent the likelihood measure surface.
In this study, observed data are divided into three periods: calibration period, rejection period, and verification period. For the ISPSO-GLUE approach, the calibration period is used to take parameter samples from the search space by performing multimodal optimization with ISPSO; and, for the GLUE approach, samples are taken randomly from the search space. The parameter samples that have a likelihood measure greater than a threshold value constitute behavioral models after calibration. The rejection period is used to reject part of the behavioral models after calibration when their likelihood measures are not greater than the threshold value. One model can yield different likelihood measures depending on the period and observed data used in simulation. Rejected models fail to show consistent performance because their likelihood measures are greater than the threshold value in the calibration period, but are not in the rejection period. To test the robustness of the models in terms of performance, the calibration and rejection periods should have different characteristics of the observed hydrologic variables. The behavioral models after calibration that are not rejected are referred to as behavioral models after rejection. The verification period is used to evaluate the behavioral models after rejection and build the uncertainty bounds of the hydrologic variables.
In the ISPSO-GLUE approach, the parameter samples generated in calibration tend to cluster around global and local optima but also fill regions of low likelihood measures. Because of the nonrandom nature of parameter sampling, the likelihood measure is weighted to take into account the relative sampling density using the weighting procedure explained in detail in van Griensven and Meixner (2007) . The weighting procedure counts the number of samples in each parameter's interval within which each sample falls, and takes as the weight for the sample the inverse of the geometric mean of the numbers of samples counted for all the parameters. On the contrary, in the GLUE approach, the samples are randomly distributed according to any assumptions about the prior parameter distributions and their likelihood measures do not need to be adjusted for sampling density. For each approach, all the samples are used to obtain the posterior likelihood measure distribution of the model parameters after calibration. Similarly, those parameter samples that are not eliminated in the rejection process are used to further update the posterior likelihood measure distribution of the model parameters. The likelihood measure is evaluated separately for the calibration and rejection periods and the posterior likelihood measure distribution is updated by using Eq. (1) after each simulation. The 95% uncertainty bounds are then defined by discarding the lower and upper 2.5th percentiles of the posterior likelihood measure distribution. We used linear interpolation to estimate prediction limits at the 2.5th and 97.5th percentiles (Cameron et al. 2000) .
Note that if the number of parameter samples with a low likelihood measure is significant, there might not be enough model outputs with a high likelihood measure to determine the uncertainty bounds (Jacquin and Shamseldin 2007) . However, as mentioned above, because with the ISPSO-GLUE approach, most of the parameter sets are sampled in the vicinity of global and local optima, samples with a high likelihood measure need to be weighted appropriately to address the relative sampling density issue that is not present in the GLUE approach.
Application

Soil and Water Assessment Tool (SWAT)
We used the soil and water assessment tool (SWAT) as the hydrologic model for the application case. SWAT is a long-term hydrologic model that can simulate streamflows and sediment loads-among other variables-on a daily basis (Arnold et al. 1998) . In SWAT, the watershed is subdivided into a number of subwatersheds, each of which has a main channel that forms part of a dendritic stream network. Each subwatershed is further subdivided into unique combinations of land use and soil type referred to as hydrologic response units (HRUs). Runoff and sediment loading from HRUs are routed through the stream network to the watershed outlet.
Among the options available in SWAT, in this study, the Natural Resources Conservation Service (NRCS) curve number method (Soil Conservation Service 1972) was used to calculate the runoff depth, and the variable storage routing method (Williams 1969) to route the streamflows. Sediment discharge generated with the modified universal soil loss equation (MUSLE) (Williams 1995) was routed using a simplified version of the Bagnold stream power equation (Bagnold 1977) .
Study Area and Data
The study area was the Big Sandy Creek watershed in Texas (Fig. 1) . The Big Sandy Creek watershed is the drainage area of US Geological Survey (USGS) flow gage 08019500 and has 598 km 2 . The national elevation data set (NED) (USGS 2011a) was used for watershed delineation; and the national land cover data set (NLCD) (USGS 2011b) and State Soil Geographic (STATSGO) database (USDA-NRCS 2011a) to define the hydrologic response units (HRUs). The land use distribution in the watershed was urban 1%, agriculture 3%, forest 55%, rangeland 34%, and water/wetland 7%; and the soil type distribution of the first layer of the STATSGO data set was clay 9%, silt 20%, and sand 71%. The STATSGO database was used, as opposed to the Soil Survey Geographic (SSURGO) database (USDA-NRCS 2011b) to decrease the computational cost. Since STATSGO was used in both the GLUE and ISPSO-GLUE approaches, the comparison still applies.
Daily streamflow and sediment discharge data for the site were available from the USGS (2011c) and USGS (2011d), respectively. Weather data, including daily precipitation depths and temperatures, were obtained from National Oceanic and Atmospheric Administration-National Climatic Data Center (NOAA-NCDC 2011). The period of record spanned from October 1, 1984 to September 30, 1986, and the period of record was divided into three eight-month periods: the calibration period from October 1, 1984 to May 31, 1985; the rejection period from June 1, 1985 to January 31, 1986; and the verification period from February 1, 1986 to September 30, 1986.
Because SWAT requires initial stabilization to ensure that the output is not affected by the assumed initial conditions (Olivera et al. 2006) , 1 yr of precipitation and temperature data were appended before each of the eight-month simulation periods. The output for these stabilization years was not used for model evaluation. The data for this stabilization period were also obtained from NOAA-NCDC (2011). For example, for calibration, observed data from October 1, 1983 to May 31, 1985 were used to run the model, but the streamflow and sediment discharge output only for the period from October 1, 1984 to May 31, 1985 was used to calculate the objective function and likelihood measure. The simulation results for the period October 1, 1983 to September 30, 1984 were considered to be affected by the unknown initial conditions.
Objective Function and Likelihood Measure
The objective function for streamflow used in the model calibration was defined as the sum of the squares of the residuals (SSR) of the observed and simulated values:
where Q obs;i and Q sim;i are the observed and simulated streamflows on the ith day, respectively; and n is the number of simulation days. Similarly, the objective function for sediment discharge was defined as
where S obs;i and S sim;i are the observed and simulated sediment discharges on the ith day, respectively. The overall objective function that optimizes both streamflow and sediment discharge was obtained by normalizing and aggregating Eqs. (3) and (4) as follows:
whereQ obs is the mean observed streamflow andS obs is the mean observed sediment discharge in the corresponding period. Note that F can be understood as the distance from the origin in a normalized objective function space (i.e., f Q = P n i¼1 ðQ obs;i − Q obs Þ 2 vs. f S = P n i¼1 ðS obs;i −S obs Þ 2 ), where the origin corresponds to a perfect model, and it can be rewritten as
in terms of the Nash-Sutcliffe coefficients (Nash and Sutcliffe 1970) for streamflow (NS Q ) and sediment discharge (NS S ). Each of the fractions on the right-hand side of Eq. (5) is a comparison of the SSR of the model with respect to the SSR of the simplest model, which is the average value. Nash and Sutcliffe (1970) refer to the average value as the no-model because it is calculated without using hydrologic concepts. In general, note that, despite that the Nash-Sutcliffe coefficient is used in practice to assess model performance (ASCE 1993) , it has been observed that high natural fluctuations in observed data affect its value and that of the objective function F as well, and overestimate the model performance (Cho and Olivera 2009 ). Behavioral models should correspond to parameter sets that have low objective function values. Therefore, the likelihood measure of the parameter set, Lðθjξ; yÞ, was defined such that it reflected well the objective function surface. When both NS Q and NS S are equal to zero (i.e., the model is as good as the no model), F is equal to ffiffi ffi 2 p and is defined as nonbehavioral. On the contrary, when both are equal to 1, F is equal to zero, which corresponds to a perfect model. This characteristic was used to define the likelihood measure as follows:
In this study, a set of model parameters was defined as nonbehavioral and rejected if Lðθjξ; yÞ ¼ 0 (or F ≥ ffiffi ffi 2 p ) and kept as behavioral if Lðθjξ; yÞ > 0. The same objective function, likelihood measure, and threshold value of zero were used in both calibration and rejection. Because the likelihood measure is a rescaled and shifted version of F, optimal models in the normalized objective function space (i.e., models with minimum F values) have maximum likelihood measures greater than zero.
Calibration of the Model Parameters
Overall, there are three levels of the model parameters in SWAT: watershed parameters, subwatershed parameters, and HRU parameters. The model parameters listed in Table 1 were adjusted in calibration. Before the calibration was conducted, however, initial parameter values were assumed for the entire watershed, each subwatershed, and each HRU. These initial values are taken from Di Luzio et al. (2002), and reflect the distribution of hydrologic properties over the landscape including land uses and soil types.
In order to reduce the number of decision variables and keep the relative relationship between spatially distributed parameter values of subwatersheds and HRUs (e.g., curve numbers should be lower in undeveloped than in developed areas, and in coarse than in fine soils), the following one-variable rule was employed to modify the parameter values: (2), respectively, in the SWAT documentation], one single α value was used for both parameters. Similarly, a single α value was used for both the effective hydraulic conductivities in the tributary and main channel alluvia [CH_K(1) and CH_K(2), respectively, in the SWAT documentation]. Therefore, only 17 α values or decision variables (i.e., 17 dimensions) were necessary to define the 19 model parameters. Noninformative prior likelihood measure distributions were used for all the α values (i.e., uniform distributions for L prior ðθÞ over α ∈ ½−1; 1, where θ is a set of p new values).
Uncertainty Quantification
We used the likelihood measure of Eq. (6) to identify behavioral models in both the ISPSO-GLUE and GLUE uncertainty quantification. In the ISPSO-GLUE approach, the calibration period was used to identify preferable samples from the search space with ISPSO. The swarm size was set to 46 and 1,000 iterations were performed; therefore, a total of 46,000 SWAT runs were conducted and 46,000 samples were determined. In the GLUE approach, on the other hand, random sampling was performed to take 46,000 samples from the search space (i.e., the same sample size as in the ISPSO-GLUE approach). Both sets of samples were used to estimate uncertainty bounds and to assess the advantages of using one sampling approach with respect to the other.
Results and Discussion
For the ISPSO-GLUE approach, 8,092 parameter sets out of 46,000 had a likelihood measure greater than the threshold value of zero and were considered behavioral models after calibration. Of these 8,092 models, 166 had a likelihood measure greater than zero after rejection and were used for verification. For the GLUE approach, on the other hand, 579 models out of 46,000 random samples were classified as behavioral after calibration, and 21 after rejection. These two sets of behavioral models were used to build the likelihood measure distributions of the α values for the curve number and of the universal soil loss equation (USLE) practice factor (CN2 and USLE_P, respectively, in the SWAT documentation). Fig. 2 shows the cumulative marginal likelihood measure distributions of the α variables for CN2 and USLE_P. In both approaches, noninformative prior likelihood measure distributions (i.e., uniform distributions) were updated after calibration, and the posterior likelihood measure distributions after calibration were further updated in the rejection process. It was observed that the cumulative marginal likelihood measure distribution of the α variable for CN2 was clearly shifted to the left after rejection [Figs. 2(a and c) ], indicating that the parameter is sensitive to the data used for calibration and rejection. It can also be seen that the most likely α value for CN2 (i.e., the point with the steepest slope in the cumulative distribution plot) decreased from around 0.50 after calibration to around 0.20 after rejection for ISPSO-GLUE, and from around 0.25 after calibration to 0.05 after rejection for GLUE. A number of the SWAT parameters listed in Table 1 , ESCO, GWQMN, ALPHA_BF, PRF, SPCON and CH_COV, show a similar shifting behavior. In contrast, for other SWAT parameters, such as USLE_P, the marginal likelihood measure distribution did not change significantly after calibration and rejection [Figs. 2(b and d) ]. These different behaviors of the parameters indicate that some of them are more sensitive than others to the observed data; in this case, streamflow and sediment discharge. Comparing Fig. 2(a) with 2(c) and Fig. 2(b) with 2(d) , we can see that the greatest marginal likelihood measure of the α values for CN2 and for USLE_P (i.e., the steepest slope of the cumulative distributions) are greater for ISPSO-GLUE than for GLUE. This happens because the random samples in GLUE do not cluster around local optima as the ISPSO-GLUE samples do. Moreover, for the specific case of USLE_P with the GLUE approach [ Fig. 2(d) ], the marginal likelihood measure distributions after calibration and rejection did not change significantly from the initial uniform distribution, which implies that the random samples could not identify local optima, and is not as smooth as that obtained using the ISPSO-GLUE approach due to the smaller number of samples. In general, because some of the behavioral models after rejection could be nonbehavioral for other rejection periods, it follows that it should not be expected to identify a single parameter set that can represent the watershed over different periods. The SWAT model is computationally expensive and, in many cases, one cannot afford running the model enough times until the uncertainty bounds stabilize. Accurately defining the uncertainty bounds can be, in fact, as important as minimizing the number of samples needed to do so. Figs. 3(a and b) show the 95% uncertainty bounds for the verification period based on the behavioral models after rejection for streamflow and sediment discharge, respectively. Overall, the behavioral models tend to fail to predict high peak values and underestimate them. This underestimation of peak values could be the result of input data errors rather than model or parameter errors. It could be also because not many models could survive different characteristics of the observed data for the three relatively short simulation periods. It can be observed that the ISPSO-GLUE uncertainty bounds are somewhat narrower than the GLUE ones, which is due to the greater frequency of highly likely parameter sets in ISPSO-GLUE. Considering the relative sampling density by weighting the likelihood measure did not greatly improve the uncertainty bounds. Because of this, the ISPSO-GLUE bounds miss a number of observed values that the GLUE bounds do not. The ISPSO-GLUE uncertainty bounds enclose 70% and 83% of the observed streamflows and sediment discharges, respectively; while the GLUE bounds enclose 83% and 91% of them, also respectively. The enclosing of more observed values by the GLUE bounds, though, happens at the expense of using a significantly larger sample size.
For each approach, 46,000 samples are taken and indexed from 1 to 46,000 as they get sampled. For example, in the GLUE approach, the first sample that is randomly taken from the parameter space is numbered 1 and the last randomly taken sample is numbered 46,000. Similarly, in the ISPSO-GLUE approach, the first particle that is generated by ISPSO is numbered 1 and the last particle is numbered 46,000. Samples from #1 to #4,000, #14,000, and #46,000 are used to build the uncertainty bounds obtained from the behavioral models within those first 4,000, 14,000, and 46,000 samples, respectively. The 4,000 samples compose the initial part of the 14,000 samples, which, in turn, compose the initial part of the 46,000 samples. This way, it is possible to observe how the uncertainty bounds evolve as more samples are taken.
Figs. 4(a and b) show the 95% uncertainty bounds for streamflow for the verification period obtained with this method for both approaches. For the ISPSO-GLUE approach, the numbers of behavioral models used for building the 95% uncertainty bounds are 16, 52, and 166 for sample sizes of 4,000, 14,000, and 46,000, respectively, while, for the GLUE approach, they are 5, 9, and 21 for the three sample sizes, respectively. In Fig. 4(a) , we can see that the ISPSO-GLUE uncertainty bounds for streamflow obtained with 4,000 samples are very close to those obtained with 46,000 samples, which can be considered the ultimate uncertainty bounds, and that the benefit of using additional samples is marginal. In Fig. 4(b) , on the contrary, it is clear that GLUE is farther from the ultimate uncertainty bounds using 14,000 samples than ISPSO-GLUE was with 4,000. That is, the number of samples needed by ISPSO-GLUE to stabilize the uncertainty bounds is significantly smaller than that needed by GLUE. Also, out of 46,000 samples, only 21 behavioral models survived rejection in the GLUE approach, and, for 4,000 and 14,000 sample sizes, too few behavioral models (i.e., 5 and 9, respectively) were found. A similar pattern was observed in the ISPSO-GLUE approach, but to a lesser extent (i.e., 16 and 52 for 4,000 and 14,000 sample sizes, respectively), and more behavioral models in ISPSO-GLUE resulted in a better linear interpolation when creating uncertainty bounds. Although we used these few behavioral models to linearly interpolate the 2.5th and Fig. 3 . Uncertainty bounds for the verification period for both approaches: (a) streamflow; (b) sediment discharge; from 46,000 samples for each approach, 166 and 21 behavioral models for the ISPSO-GLUE and GLUE approaches, respectively, were used to build the 95% uncertainty bounds . Uncertainty bounds for streamflow for the verification period with different sample sizes: (a) the ISPSO-GLUE approach; (b) the GLUE approach; only behavioral models from each sample size were used to build the 95% uncertainty bounds; for the ISPSO-GLUE approach, 16, 52, and 166 behavioral models were found for sample sizes of 4,000, 14,000, and 46,000, respectively, while, for the GLUE approach, 5, 9, and 21 behavioral models were found for the three sample sizes, respectively Fig. 5 . Uncertainty bounds for sediment discharge for the verification period with different sample sizes: (a) the ISPSO-GLUE approach; (b) the GLUE approach; only behavioral models from each sample size were used to build the 95% uncertainty bounds; for the ISPSO-GLUE approach, 16, 52, and 166 behavioral models were found for sample sizes of 4,000, 14,000, and 46,000, respectively, while, for the GLUE approach, 5, 9, and 21 behavioral models were found for the three sample sizes, respectively 97.5th percentiles of prediction, the lack of behavioral models in both approaches suggests that the sample size of 46,000 might not be sufficiently large for 17-dimensional problems. However, in practice, since running the SWAT model 46,000 times is already computationally expensive, it is important to see how comparable the two uncertainty bounds are, given limited computational resources. Figs. 5(a and b) lead to the same analysis and conclusions but for the sediment discharge. For both streamflows and sediment discharges, ISPSO-GLUE showed a quicker convergence to the final state compared to GLUE, which, for this dataset, confirms ISPSO-GLUE as computationally less expensive. These results indicate that choosing an appropriate sample size is a critical issue, and that a comprehensive exploration of the search space is needed for the ISPSO-GLUE approach to widen the uncertainty bounds by taking less likely yet behavioral parameter sets.
ISPSO-GLUE inherently underestimates the uncertainty bounds compared to GLUE because ISPSO-GLUE puts more emphasis on highly likely areas of the parameter space compared to GLUE even after the relative sampling density, due to its nonrandom nature of sampling, is taken into account; however, the two uncertainty bounds are not significantly different. Given the similar results, the convergence rate of the uncertainty bounds is an important factor when the model being used is computationally expensive. The ISPSO-GLUE uncertainty bounds were not more sensitive to the sample size after a relatively small number of samples (i.e., 4,000) and their convergence to the bounds of a higher sample size (i.e., 46,000) was much faster than that with GLUE. This fast convergence of the uncertainty bounds is a promising feature of the ISPSO-GLUE approach when uncertainty analysis is performed for costly distributed hydrologic models.
Summary and Conclusions
This article discusses the benefit of applying a multimodal optimization algorithm called ISPSO to uncertainty analysis within the GLUE framework. We used the SWAT model to model the Big Sandy Creek watershed in Texas, and estimate daily streamflows and sediment discharges at the watershed outlet. Parameter samples taken by the ISPSO algorithm were used to estimate the model uncertainty bounds with GLUE, and were called ISPSO-GLUE uncertainty bounds. Similarly, the same number of parameter samples but now taken randomly were used to estimate uncertainty bounds with GLUE, and were called GLUE uncertainty bounds. Unlike random sampling techniques traditionally employed in the GLUE approach, ISPSO not only takes samples uniformly but also tries to find optimal solutions. This unique feature of ISPSO increases the chance of discovering behavioral models widely spread in a complex search space and provides a number of uniform samples for the purpose of uncertainty analysis. A comparison of the ISPSO-GLUE and GLUE approaches indicates that ISPSO-GLUE is a good alternative to the computationally more expensive traditional GLUE in terms of the much smaller number of samples needed to reliably determine the uncertainty bounds. Also, the ISPSO-GLUE uncertainty bounds were not very sensitive to the sample size after a relatively small number of samples. Both sets of uncertainty bounds were not significantly different; except that the ISPSO-GLUE ones slightly underestimated the prediction uncertainty compared to the GLUE ones and, thus, missed a number of observed values. Therefore, a more comprehensive exploration of the search space might be needed for the ISPSO-GLUE approach to widen the uncertainty bounds by taking less likely yet behavioral parameter sets.
