Abstract-In this paper, we present novel techniques that improve the computational and memory efficiency of algorithms for solving multilabel energy functions arising from discrete MRFs or CRFs. These methods are motivated by the observations that the performance of minimization algorithms depends on: 1) the initialization used for the primal and dual variables and 2) the number of primal variables involved in the energy function. Our first method (dynamic -expansion) works by "recycling" results from previous problem instances. The second method simplifies the energy function by "reducing" the number of unknown variables present in the problem. Further, we show that it can also be used to generate a good initialization for the dynamic -expansion algorithm by "reusing" dual variables. We test the performance of our methods on energy functions encountered in the problems of stereo matching and color and object-based segmentation. Experimental results show that our methods achieve a substantial improvement in the performance of -expansion, as well as other popular algorithms such as sequential tree-reweighted message passing and max-product belief propagation. We also demonstrate the applicability of our schemes for certain higher order energy functions, such as the one described in [1], for interactive texture-based image and video segmentation. In most cases, we achieve a 10-15 times speed-up in the computation time. Our modified -expansion algorithm provides similar performance to Fast-PD [2], but is conceptually much simpler. Both -expansion and Fast-PD can be made orders of magnitude faster when used in conjunction with the "reduce" scheme proposed in this paper.
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INTRODUCTION
M ANY problems in computer vision, such as image segmentation, stereo matching, image restoration, and panoramic stitching, involve inferring the maximum a posteriori (MAP) solution of a probability distribution defined by a discrete MRF or CRF [3] , [4] , [5] , [6] . The MAP solution can be found by minimizing an energy or cost function. In the last few years, driven by its applicability, energy minimization has become a very active area of research [6] . Although minimizing a general MRF energy function is an NP-hard problem [3] , there exist a number of powerful algorithms which compute the exact solution for a particular family of energy functions in polynomial time. For instance, max-product (min-sum) belief propagation exactly minimizes energy functions defined over graphs with no loops [7] . Similarly, certain submodular energy functions can be minimized by solving an st-mincut problem [8] , [9] , [10] , [11] .
Efficient algorithms have also been proposed for functions which do not fall under the above classes [3] , [12] , [13] . Expansion and swap move making algorithms, sequential tree-reweighted message passing, and belief propagation are examples of popular methods for solving these functions. They have been shown to give excellent results on discrete MRFs typically used in computer vision [3] , [6] . However, these algorithms can take a considerable amount of time to solve problems which involve a large number of variables. As computer vision moves toward the era of large videos and gigapixel images, computational efficiency is becoming increasingly important. Indeed, the last few years have seen a lot of attention being devoted to increasing the performance of minimization algorithms [2] , [14] , [15] , [16] .
We make two contributions to improve the efficiency of energy minimization algorithms. Our first contribution is a method which works by recycling results from previous problem instances, providing a simpler alternative to the recent work of [2] on dynamic energy minimization. Our second contribution is a method which simplifies the energy minimization problem by reducing the number of variables in the energy function. Further, it can also be used to speedup the inference of the optimal values of the remaining variables. We also demonstrate the applicability of these methods for certain higher order energy functions [1] .
Recycling Solutions
Our first method is inspired by the dynamic computation paradigm [2] , [15] , [16] . It improves the performance of the -expansion algorithm by recycling results from previous problem instances. The idea of dynamic computation has been used in the recent work of [15] , [16] on minimizing submodular energy functions. In particular, [16] showed how flow can be reused in maxflow algorithms and [15] showed how cuts (or previous labeling) can be reused. However, these methods are only applicable for the special case of dynamic MRFs 1 that are characterized by submodular energy functions. Our work extends these methods to nonsubmodular multilabel energy functions. It is most similar to the interesting Fast-PD algorithm proposed by Komodakis et al. [2] , which generalizes the work of [17] and [16] . Fast-PD works by solving the energy minimization problem by a series of graph cut computations. This process is made efficient by reusing the primal and dual solutions of the linear programming (LP) relaxation of the energy minimization problem, achieving a substantial improvement in the running time. Our modified dynamic -expansion algorithm is conceptually much simpler and easier to implement than Fast-PD while giving similar performance. Our method of initializing the -expansion algorithm can make both methods orders of magnitude faster.
Simplifying Energy Functions
Most energy minimization problems encountered while solving computer vision problems are composed of easy and difficult components [18] , [19] . For instance, the variables labeled by the QPBO algorithm [18] , [20] constitute the easy component, while the rest constitute the difficult component. The globally optimal labels for variables constituting the easy component of the MRF energy function can be found in a few iterations of the minimization algorithm, while those of the difficult part typically cannot be found in polynomial time (in the number of variables). Energy minimization algorithms generally do not take advantage of this decomposition, and process all of the random variables at every iteration.
We propose a novel strategy which solves a given discrete MRF in two phases. In the first phase, a partially optimal solution of the energy function is computed [18] , [19] , [20] . In such solutions, not all variables are assigned a label. However, the set of variables which are assigned a label, are guaranteed to take the same labeling in at least one of the optimal solutions of the energy function. This is referred to as the property of partial optimality. Using the partial solutions to fix values of these variables results in a projection (cf. Section 2) of the original energy function [11] . In the second phase, we minimize this simplified energy which depends on fewer variables and is easier and faster to minimize compared to the original energy function. This approach is applicable to many popular energy minimization approaches such as -expansion, BP, Fast-PD, and TRW-S. We also show how to achieve a substantial speed-up in the minimization of the simplified energy by reusing results from computations performed to find the partially optimal solution.
Outline of the Paper
In Section 2, we provide the notation used in the paper and review the basics of energy minimization and submodular functions. Algorithms for approximate energy minimization [3] , [12] and computing partially optimal solutions [19] , [20] are briefly described in the same section. Section 3 presents our two methods to improve the running time of algorithms for minimizing multilabel energy functions. Specifically, it describes methods to: 1) recycle the primal and dual solutions to obtain a good initialization for the new problem instance and 2) reduce energy functions and reuse the resulting residual graphs. Section 4 shows the applicability of our methods for certain higher order energy functions, such as those containing the P n model potentials proposed by Kohli et al. [1] for interactive texture-based image and video segmentation. We also present a scheme to compute partially optimal solutions for this model. In Section 5, we evaluate the performance of our methods on the problems of color and object-based segmentation [21] , [22] , and stereo matching [6] . A few examples of these problems are shown in Fig. 1 . Summary and discussion are provided in Section 6. The notation and basic definitions relevant to our work are provided here. Consider a set of random variables X ¼ fX 1 ; X 2 ; . . . ; X n g, where each variable X i 2 X takes a value from the label set L ¼ fl 1 ; l 2 ; . . . ; l k g. A labeling x refers to any possible assignment of labels to the random variables and takes values from the set L n . The label set corresponds to disparities in the case of stereo-matching problem and segments in the case of the segmentation problem.
An energy function E : L n ! IR maps any labeling x 2 L n to a real number EðxÞ, called its energy or cost. Energy functions are the negative logarithm of the posterior probability distribution of the labeling. Maximizing the posterior probability is equivalent to minimizing the energy function and leads to the MAP solution, which is defined as x map ¼ arg min x2L EðxÞ.
Energy functions typically used in computer vision can be decomposed into a sum over unary ( i ) and pairwise ( ij ) potential functions as:
where V is the set of all random variables and E is the set of all pairs of interacting variables. The unary potential i ðx i Þ represents the cost of the assignment: X i ¼ x i , while the pairwise potential ij ðx i ; x j Þ represents that of the assignment: X i ¼ x i and X j ¼ x j . Limiting the energy functions to pairwise potentials severely restricts the representational power of these models. Researchers have recognized this fact and have used higher order models to improve the expressive power of MRFs and CRFs [1] , [23] , [24] , [25] . Efficient methods to solve a certain class of higher order potential functions have also been presented [1] , [26] . Given a neighborhood system N , a clique c is specified by a set of random variables X c such that 8i; j 2 c, i 2 N j , and j 2 N i , where N i and N j are the sets of all neighbors of variables X i and X j , respectively. We denote the higher order potential energy functions as:
The term c ðx c Þ is known as the potential function of the clique c, where x c ¼ fx i ; i 2 cg. Note that restricting the clique size in (2) to at most 2 produces energy functions of the form (1 [20] . Note that this simply means that all possible labelings x have the same energy under both functions E 1 and E 2 and does not imply that E 1 and E 2 are composed of the same potential functions.
Submodular functions. Submodular functions are discrete analogues of convex functions. They are particularly important because they can be minimized in polynomial time [20] , [27] . Given an ordering over the label set L, a function fð:Þ is submodular if all of its projections on two variables satisfy the constraint
for all a; b 2 L. Kolmogorov and Zabih [11] showed that all submodular functions of binary variables which can be decomposed into potential functions with at most three variables as arguments can be minimized exactly by solving an st-mincut problem. Later, Ishikawa [10] , Zalesky [28] , and Schlesinger and Flach [29] provided solutions for the multilabel case. Most multilabel energy functions encountered in computer vision do not satisfy the constraint (3), and thus, are not submodular. For instance, it can be clearly seen that the Potts model potential defined as
does not satisfy the constraint (3). For example, choosing
A number of algorithms have been proposed to efficiently find approximate or partially optimal solutions of these energy functions [3] , [13] , [18] , [19] , [20] . Our techniques to improve the computational efficiency are based on these algorithms.
Approximate Energy Minimization
We now give a brief summary of popular and commonly used algorithms for approximate energy minimization.
Move Making Algorithms
The -expansion and -swap algorithms are widely used for approximate energy minimization [3] , [6] . These algorithms work by starting from an initial labeling x and making a series of moves (label changes) which lower the energy iteratively. Convergence is achieved when the energy cannot be decreased further. An optimal move (one that decreases the energy of the labeling by the most amount) is made at every step.
An -expansion move allows a random variable to either retain its current label or take a label . One iteration of the algorithm involves performing expansions for all 2 L in some order successively. Boykov et al. [3] showed that the optimal expansion moves for energy functions of the form (1) can be computed in polynomial time by solving an st-mincut problem if the pairwise potential functions ij define a metric.
An -swap move allows a random variable whose current label is or to either take a label or . One iteration of the algorithm involves performing swap moves for all pairs of labels ; 2 L in some order successively. Optimal swap moves for energy functions of the form (1) can be computed in polynomial time if ij defines a semi-metric [3] .
Message Passing Algorithms
These algorithms work by passing messages between nodes representing the different random variables of the model. Max-product belief propagation (BP) is a popular and wellknown message passing algorithm for MAP inference [30] . It is guaranteed to produce the exact solution on graphs of tree topology. However, on loopy graphs it is not guaranteed to converge.
Wainwright et al. [13] proposed a new message passing algorithm called tree-reweighted message passing (TRW) which worked by solving the dual problem of maximizing a lower bound on the energy. However, their algorithm was not guaranteed to increase this bound in successive iterations, and also lacked convergence guarantees. Kolmogorov [12] developed a modification of this algorithm called sequential tree-reweighted message passing (TRW-S) with the property that the lower bound is guaranteed not to decrease. Other variants of message passing algorithms have also been proposed [31] , [32] , [33] .
Computing Partially Optimal Solutions
Some algorithms for minimization of nonsubmodular functions return a partial solution x 2 ðL [ fgÞ n of the energy. We define the assignment x i ¼ to imply that no label has been assigned to random variable X i . For instance, the QPBO algorithm [18] , [20] for minimizing energy functions of binary variables returns a partially labeled solution x with the following property: that there exists a global minimum x Ã of the energy function such that x p ¼ x Ã p for all variables X p that are labeled, i.e., x p 6 ¼ . This property of a partial solution is called weak persistency. There are certain partial solutions of the energy for which a stronger condition called strong persistency holds true. This property states that if a variable X p is labeled, then it is assigned the same label in all global minima x Ã of the energy, i.e., x p ¼ x Ã p for all x Ã 2 farg min x EðxÞg. The QPBO algorithm was extended to the multilabel case in [34] by converting the multilabel problem to a binary one. However, this approach is computationally expensive and defeats our aim of achieving fast energy minimization.
Another method for finding partially optimal solutions of multilabel energy functions was proposed by [19] . The key step of this algorithm is the construction of a submodular subproblem P k for each label l k 2 L.
EFFICIENT ENERGY MINIMIZATION
We now present methods to improve the performance of algorithms for minimizing multilabel MRFs. For brevity, we explain the working of these techniques in the context of the -expansion algorithm. However, our methods are general and are applicable to all popular algorithms such asswap, BP, Fast-PD, and TRW-S (sequential TRW). Experimental results using all these algorithms are presented in the latter sections. We also limit our discussion to energy functions with unary and pairwise terms in this section. Methods for higher order terms are presented in Section 4.
The techniques proposed in this paper are inspired by the observations that the computation time of energy minimization algorithms primarily depends on 1) the initialization used and 2) the number of variables involved in the energy function. Thus, our primary goals are:
1. To generate a good initialization for the current problem instance which results in a reduction in the amount of computation required for solving the problem. 2. To reduce the number of variables involved in the energy function in an efficient manner.
Recycling Primal and Dual Solutions
We achieve our first goal of obtaining a good initialization by reusing results from previous problem instances. We now explain the dynamic -expansion algorithm. As discussed earlier, the -expansion algorithm works by making a series of changes to the current solution to decrease its energy. In one iteration of the algorithm, it computes moves with respect to every label "" (2 L). It finds the optimal changes (or move) to be made by minimizing a binary energy function using the st-mincut algorithm. The binary energy function corresponding to a particular "" move will be denoted by E ðx Þ. It is defined as:
where x i ; x j 2 f0; 1g. The unary potential i ðx i Þ is given by:
where
is the current label assignment for X i . The pairwise potentials for the Potts model in (4) are defined as: ij
where ðx
, and 0 otherwise. The above function is pairwise and submodular if the energy is metric [3] . The problem of minimizing any such function is equivalent to finding the st-mincut in a particular graph. The st-mincut is found by solving the dual problem of maxflow on the same graph. Thus, the primal solution of the above defined problem corresponds to the labels assigned to each variable x i , while the dual solution corresponds to the feasible flow solution of the maxflow problem. Note that each -expansion move requires a different graph.
Recycling Flow across Iterations
When solving an expansion move in a particular iteration, we recycle the flow from the corresponding move in the previous iteration to make the new computation faster. In the first iteration of the algorithm, we build one graph G 1 i , i ¼ 1; . . . ; k, for each label expansion. The optimal expansion move for a given label l i is computed by solving the stmincut/maxflow problem on the graph G 1 i . Maxflow problems corresponding to all of the labels are solved just as in standard -expansion. In iterations u > 1 of the algorithm, instead of creating a new graph G u i for a label expansion, we recycle the corresponding graph G uÀ1 i from the previous iteration, exploiting the fact that the two graphs are similar. We use dynamic graph cuts proposed by Kohli and Torr [16] to achieve this. Given the solution of the maxflow problem on a graph, their method efficiently computes the maxflow in a modified version of the graph. Intuitively, the solution of the graph G uÀ1 i is a good initialization for that of the graph G u i . The dynamic update step involves updating the flows and the residual edge capacities. After these update operations, the maxflow algorithm is performed on the residual graph. As the number of changes in the graphs decreases in the latter iterations, the number of update and maxflow computations decreases. Thus, the optimal moves in these iterations are computed efficiently.
For large problems, i.e., when the number of labels, k, or the number of pixels, n, is very large, maintaining multiple dual solutions may not be viable due to memory requirements. This issue can be overcome by working with a projected energy function obtained from a partially optimal solution (cf. Section 3.2). Thus, our method is not only timeefficient but also memory-efficient if the projected energy function involves a small subset of random variables. The recycle scheme for single MRFs is summarized as follows:
Compute the maxflow solutions to get the optimal moves. 3. For iterations u > 1:
. Update graphs from iteration u À 1. . Compute the new maxflow solutions for the residual graphs.
Efficiently Solving Dynamic MRFs
For Dynamic MRFs [16] , the task is to solve a problem where the data changes from one problem instance to the next. For instance, this occurs when solving a labeling problem on the image frames of a video sequence. The conventional method to solve such a problem is to use the standard -expansion algorithm on each problem instance (e.g., each time instance) independently. This method is inefficient and would require a lot of computation time. Our method works by recycling both the primal and dual solutions. The primal solution is generated by recycling the labeling of the previous problem instance. Intuitively, if the data changes minimally from one problem instance to the next, the solution of a particular problem instance provides a good initialization for the subsequent instance. Consider a labeling problem defined on a video sequence. The first frame in the video sequence is labeled using the single MRF method described above. The primal and dual solutions thus obtained are used to initialize the maxflow/st-mincut problems for the next frame. The labeling (primal solution) of a frame t is initialized with the solution obtained for frame t À 1. The graphs G 1 i ðtÞ, i ¼ 1; . . . ; k, corresponding to the first iteration for frame t are obtained by dynamically updating [16] the graphs from the last iteration for frame t À 1. With these initializations the maxflow problem for each label is solved as in the single MRF case. In summary, 1. Solve frame 1 as a "single MRF". 2. For all frames t > 1,
. Initialize the labeling (primal) using the solution of frame t À 1.
. Initialize the graph flow (dual) from the corresponding solutions for frame t À 1. . Solve as a "single MRF." These techniques for -expansion provide similar speedups as the Fast-PD algorithm as shown in Section 5.1.
Reducing Energy Functions
We now propose a method to simplify (reduce the number of unknown variables in) the MRF by solving the easy part. Our reduce strategy is applicable to popular energy minimization approaches such as -expansion, BP, Fast-PD, and TRW-S (see Section 5) . We also show how computations performed during this procedure can be used to efficiently initialize the dynamic -expansion algorithm described in the previous section.
As discussed earlier, there are two main algorithms for obtaining partially optimal solutions of non-submodular multilabel energy functions. It would be interesting to compare these partially optimal solution algorithms for the segmentation and stereo problems but is beyond the scope of this paper. We chose to use the algorithm proposed by Kovtun [19] because of its efficiency. The key step of this algorithm is the construction of k auxiliary problems P m , one for each label l m 2 L. Kovtun showed that the solution of problem P m could be used to find variables that have the persistency property (as described in Section 2.2). Thus, by solving all subproblems P m , 8l m 2 L, a partial solution which satisfies strong persistency can be obtained.
Specifically, problem P m is the minimization of the following binary energy function: ð10Þ E m ðx m Þ defines a submodular energy function and can be minimized by solving an st-mincut problem. Let x mÃ denote the optimal solution of the subproblem P m . We extract a partially optimal solution x 2 ðL [ fgÞ n of the multilabel function EðxÞ as:
We repeat this process for all the labels l m 2 L and merge the solutions to obtain the final partially optimal solution of the original energy function EðxÞ.
To make this procedure computationally efficient, we project the energy function after every subproblem computation. This involves fixing values of all variables whose optimal labels have already been extracted from the solution of previous subproblem P m . This reduces the number of unknown variables in the multilabel energy function and makes the computation of subsequent auxiliary problems faster. We summarize this approach in Fig. 2 . Our hope is that after solving all auxiliary problems, we would be left with a projection of the original energy function which involves far fewer variables compared to the original function EðxÞ. The experiments described in the next section on MRFs commonly encountered in computer vision confirm this behavior.
The energy function projection obtained from the procedure described above corresponds to the difficult component of the energy function. It depends on the variables whose optimal labels were not found. The original problem is now reduced to finding the labels of these variables. This can be done using any algorithm for approximate energy minimization. Results of this method are shown in Table 2 . Next, we show how this process can be made efficient by reusing the solutions of subproblems solved during the partial optimality algorithm. Again, we will describe our technique using the -expansion algorithm.
Reusing Solutions from the Partial Optimality Algorithm
Next we explain how to achieve computational efficiency for solving the difficult part of the MRF. From (5) and (8), it can be seen that the energy functions corresponding to the subproblems of the partial optimality and -expansion algorithms have the same form. Thus, we can reuse the solutions of the partial optimality subproblems to make the computation of the -expansion moves faster. Specifically, we use the dual (flow) solutions of the partial optimality problems to generate an initialization for the expansion moves of the first iteration of the -expansion algorithm (in a manner similar to that described in Section 3.1). The speed-up obtained depends on the similarity of the two problems [2] , [16] . Thus, by making the subproblems of the partial optimality and -expansion algorithms similar, we can improve the running time. We note that for unassigned labels we have some choice as to their initialization, and a natural question arises as to whether any particular initialization is better. Consider the expansion and partial optimality subproblems with respect to a label 2 L, i.e., l m ¼ in (9) . From (6) and (9) , it can be seen that the unary potentials of the partial optimality and -expansion subproblems are identical if the current label assignment for X i , x (7) and (10)). This change makes the two problems similar and, as shown in the experimental results in Fig. 6 , results in a speed-up in running time.
Our method is summarized as follows: 
SOLVING THE P n POTTS MODEL EFFICIENTLY
We now consider the problem of minimizing energy functions containing clique potentials which take the form of a P n Potts model (introduced in [1] ). The P n Potts model potential for cliques of size n is defined as:
where max > k , 8l k 2 L. These potentials can be solved using the -expansion and -swap move making algorithms. The optimal expansion/swap move is computed by minimizing a binary energy function using the st-mincut algorithm [1] . We describe our methods in the context of the -expansion algorithm. The binary (higher order) energy function corresponding to a particular "" move will be denoted by E h ðx Þ. It is defined as: 
Recycling Solutions
Once the st-mincut graph corresponding to the higher order move energy is built, our methods for recycling primal and dual solutions (cf. Section 3.1) are directly applicable. When solving an expansion move in a particular iteration, we recycle the flow from the corresponding move in the previous iteration to make the new computation faster.
Computing Partially Optimal Solutions
We now propose a method to efficiently compute partially optimal solutions of certain higher order energy functions. As in Section 3.2, our method is based on the algorithm proposed by Kovtun [19] . An auxiliary problem P m , for label l m 2 L, is the minimization of the following higher order binary energy function: 
It can be easily verified that E m h ðx m Þ is a submodular energy function [29] . We now provide the relevant notation to prove Theorem 1 in [19] for the case of P n Potts model. 
Using this notation, the submodularity condition in (3) can be written as:
Let y m 2 L n denote the partially optimal solution after solving the auxiliary problem corresponding to label l m (i.e., E In other words, this theorem states that the persistency property holds for our higher order energy function. We use the following lemma from [19] to prove the theorem:
x be the lowest optimal labeling for a submodular problem, and x Ã be any arbitrary labeling satisfying the condition
Proof of Theorem 4.1. Our proof is similar to that given in [19] . Let us assume for any labeling x, x V c y m 6 ¼ c y m .
From Lemma 4.2 it follows that
The following inequality is obtained from (12) and (16):
Also, from [19] ,
Using inequalities (19) , (20), and (21), it can be easily shown that
which was to be proven. t u Thus, the persistency property holds for our higher order energy function. We extract a partially optimal solution of the multilabel function E h ðxÞ using (11) . The final partially optimal solution is obtained by repeating this process for all the labels, and merging the solutions.
EXPERIMENTS
We evaluated our methods on a variety of multilabel MRF problems such as stereo-matching [3] , color [21] , object [22] , and texture-based [1] segmentation. The details of the unary and pairwise potentials of the energy functions used for formulating these problems are given below.
Color-based segmentation. For the color-based segmentation problem, we used the energy function defined in [21] . The unary potential functions i ðx i Þ, i 2 V, are defined using the RGB distributions H a ; a ¼ l 1 ; . . . ; l k ; of the k segments as follows:
The distributions H a are obtained using user specified constraints. The pairwise potentials encourage contiguous segments while preserving the image edges [21] , and take the form of a Generalized Potts model defined as: Segmentation results are shown on the well-known garden image and a cow image used in [15] , [16] . Stereo matching. We used the standard energy function for stereo-matching problem [19] , [36] . The unary potentials of the energy are computed using a fixed size windowbased method similar to the one used in [19] . The pairwise potentials take the form of a Potts model (4). Stereomatching results are shown on "Tsukuba," "Venus," "Cones," and "Teddy" images from the Middlebury stereo data set [36] . The Potts model smoothness cost was set to 20 for all of our experiments on this energy function.
Object-based segmentation. For this problem, we used the energy function defined in [22] . The unary potentials of this energy are based on shape-texture, color, and location. They are learned using a boosting procedure with textons and shape filter features. The pairwise potentials take the form of a contrast sensitive Potts model (24) . The reader is referred to [22] for more details on the energy function. We evaluated our algorithms on energy functions corresponding to some images of the MSRC-21 database.
Texture-based segmentation. Given a set of distinct textures, such as texton histograms [37] or a dictionary of RGB patches, together with their object class labels, the task is to segment an image. The unary and pairwise terms are defined as in the object-based segmentation example. The higher order potential is defined as a function of the difference between a patch and a dictionary of n p Â n p RGB patches. In the case of a video sequence (Dynamic MRF), the patches are computed using one user segmented keyframe, while user marked strokes are used in the case of an image (Single MRF). Sample images are shown in Fig. 3 . More details of the potentials can be found in [1] .
The following sections describe the results of primal and dual, and partially optimal solution initializations. Standard, publicly available implementations are used for comparison. 4 All experiments were performed on a Intel Core 2 Duo, 2.4 GHz, 3GB RAM machine. Source code for the proposed methods is available online. 5 
Dynamic -Expansion
We now discuss the effect of various primal and dual solution initializations on the -expansion algorithm. We tested a simple of way of using the flow/cut from the solution of the previous expansion move (i.e., with a different label) as an initialization for the current move. From (5), it can be observed that the energy functions corresponding to two consecutive moves are substantially different. Hence, this scheme provides no significant speed-up. Fig. 4 confirms this expected behavior.
Figs. 4a and 4b show the results of the proposed "recycle" strategy for two single MRF examples. The primal and dual solutions are recycled across iterations (cf. Section 3.1). The standard and dynamic versions take the same time in the first iteration, as no flow is recycled. In the subsequent iterations, the dynamic version provides a speed-up of 4-10 times. Similar results were observed for other problems as well. The approach of initializing both primal and dual solutions in a dynamic MRF was tested on the cow video sequence [15] , [16] . These runtimes for a sequence of six images are shown in Fig. 4c . Our initialization method provides a speed-up of three to four times in this case. The graphs also compare the dynamic methods with Fast-PD [2] . Note that our methods resulted in very similar runtimes compared to Fast-PD. Fig. 5 shows a comparison of runtime and solution energy for standard and dynamic versions of -expansion. From Figs. 4 and 5, we see that the speed-up achieved by our dynamic version is due the fact that small changes in energy can be computed very efficiently. Table 1 shows the speed-up obtained for the P n Potts model. Our method for recycling solutions provides a speed-up of at least three to five times compared to standard -expansion.
Using Partially Optimal Solutions
We now show the results of our partially optimal solutionbased method (cf. Section 3.2) on a variety of energy minimization algorithms for the problems defined above. Specifically, -expansion, BP, and TRW-S are used for the experiments. Optimized versions of BP and TRW-S refer to the computation of partially optimal solution followed by running the corresponding algorithm on the projected energy function. A comparison of the runtimes for all of these algorithms is shown in Table 2 . It is observed that our method achieves a speed-up is 10-15 times for most of the examples. In some cases (e.g., cow image with three labels), the speed-up is more than 100 times for optimized versions of TRW-S and BP algorithms. The amount of speed-up depends on the strength of the pairwise terms and the number of labels in the problem. The speed-up increases with a decrease in both the number of labels and the strength of the pairwise terms. This is because the pairwise potential of the partial optimality auxiliary problem (10) is closely related to that in the original problem (4). Images with highly textured regions also show orders of magnitude speed-up for segmentation and stereo problems. Table 1 shows the speed-up obtained for the P n Potts model for various examples (from [1] ). Using partially optimal solutions provides a speed-up of at least four to six times compared to standard -expansion.
An analysis of the partially optimal solution algorithm shows that, in some cases, very few nodes may be labeled. One such case is when the smoothness cost is very high, as shown in Fig. 6a . For illustration purposes, we chose the Tsukuba stereo problem, which showed the most significant change in the number of labeled nodes. We used two energy functions [6] , [19] on the stereo problem to demonstrate the effect of varying the smoothness term. The unary potential in [19] is computed using a normalized cross correlation approach on pixel windows of size 15 Â 15, while [6] uses the subpixel window approach proposed by [38] . The pairwise potential in both cases is the Potts model given by (4) . As the smoothness cost is increased, the percentage of labeled nodes decreases, and the projected component of the energy function remains large. The decrease is more dramatic using the energy function in [6] . This effect is perhaps because the partially optimal solution algorithm relies on strong unary potentials. In the case of [6] , a large smoothness term dominates the unary potentials, and leads to many unlabeled nodes. Thus, only a small improvement in runtime performance is achieved. However, our strategy of reusing the flow from the partially optimal solution auxiliary problems always provides improved performance in these cases (see Fig. 6b ).
Segmentation and stereo-matching results of some of the images used in our experiments are shown in Fig. 7 . Note that even when majority of the nodes are unlabeled in the partially optimal solution, e.g., the Teddy sequence in Fig. 7c , our method provides more than six times speedup. The proposed method is not only computationally efficient, but also provides a lower energy solution empirically in the case of TRW-S and BP. Furthermore, the optimality of the solutions is not compromised. Fig. 8a compares the energies of the solutions and lower bounds [22] , (b) stereo-matching problem: Tsukuba (left image), and (c) color-based segmentation problem: cow video sequence [15] , [16] . In (a), (b), reusing the dual solution provides a speed-up of at least 4-10 times in subsequent iterations. In some cases, the first iteration of Fast-PD was slightly slower compared to both versions of -expansion algorithm, but the overall computation time was better than "standard" and comparable to "dynamic." For example, times for the "Building" image are: Fast-PD: 0.65 seconds; dynamic: 0.64 seconds; and standard: 1.88 seconds. Note that the runtimes of Fast-PD and our dynamic version are very similar in (a) and (b). In (c), the dynamic version reuses primal and dual solutions from the previous frames in the video sequence and results in three to four times speed-up. We also show that the strategy of maintaining only one graph while recycling solutions (denoted by "1 Graph") provides insignificant speed-up (see text). Results are shown for the -expansion algorithm. "-exp" refers to the times obtained using the standard alpha expansion algorithm and "dyn -exp" refers to the dynamic version (which recycles primal and dual solutions). "opt -exp" refers to the optimized version which computes the partially optimal solution followed by -expansion on the energy projection. It is observed that both the "dyn" and "opt" methods provide a speed-up of at least three to six times compared to the standard method. The numbers in () denote the number of labels in the problem. obtained using standard and optimized versions of TRW-S. The optimized version using the energy function projection converges to the global optima of the energy in only 0.64 seconds. Fig. 8b compares the energies of the solution obtained using the standard and optimized BP algorithms. Optimized BP converges to a low energy (although not the global optima), in 0.85 seconds, while standard BP converges to a much higher energy in 11.12 seconds. Standard BP solves the original (large) problem and converges to a local optima. On the other hand, optimized BP solves the projected energy function defined on a subset of nodes and converges to a better local optima. Empirically, we observe that BP is more likely to provide a better local optima on the smaller problem (defined by the projected energy function), which is easier to solve compared to the original large problem. The solutions corresponding to these energies are shown in Fig. 9 . Reusing the flows provides a runtime improvement of at least five times in the last two iterations and more than two times overall improvement. Note that even when the partially optimal solution algorithm fails, we obtain a significant speed-up. This paper proposes techniques for improving the performance of algorithms for solving multilabel MRFs. As there are no disadvantages in using them and many advantages we would expect them to become standard. Our methods work by recycling solutions from previous problem instances, and reducing energy functions utilizing algorithms for generating partially optimal solutions. Our work on reusing the dual (flow) solution for computing optimal label moves across successive iterations of the -expansion algorithm results in a dynamic algorithm. It can be seen as an extension of the work of [15] , [16] for minimizing multilabel nonsubmodular energy functions. Experimental results show that our methods provide a substantial improvement in the performance of -expansion, TRW-S, and BP algorithms. Our method also provides similar or better performance compared to Fast-PD. We expect that our techniques for simplifying energy functions, and the subsequent recycling of computations performed during this procedure, can be used to make Fast-PD faster. This is a topic for future research. [22] . Note that the optimized TRW-S algorithm finds better energies (lower solution energy and higher lower bound) at any given point in time. It also finds an optima in only 0.64 seconds. Standard TRW-S converged to this energy after 37.24 seconds. Thus, the optimized version is more than 50 times faster. (b) Solution energies obtained by running standard and optimized BP algorithm on the Building image example [22] . Optimized BP refers to the computation of partially optimal solution followed by running the BP algorithm on the projected energy function. It finds an energy closer to the global optimum, while standard BP does not reach this energy even after 30 seconds. . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
