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Joint Unscented Kalman Filter for Dual Estimation
in a Biﬁlar Pendulum for a Small UAV
Carlos Ma, Michael Z. Q. Chen, James Lam, and Kie Chung Cheung
Abstract—It has always been difﬁcult to accurately estimate
the moment of inertia of an object, e.g. an unmanned aerial
vehicle (UAV). Whilst various ofﬂine estimation methods exist to
allow accurate parametric estimation by minimizing an error
cost function, they require large memory consumption, high
computational effort, and a long convergence time. The initial
estimate’s accuracy is also vital in attaining convergence. In
this paper, a new real time solution to the model identiﬁcation
problem is provided with the use of a Joint Unscented Kalman
Filter for dual estimation. The identiﬁcation procedures can be
easily implemented using a microcontroller, a gyroscope sensor,
and a simple biﬁlar pendulum setup. Accuracy, robustness, and
convergence speed are achieved.
Index Terms—Joint Unscented Kalman Filter, machine learn-
ing, model identiﬁcation, dual estimation, UAV, quadrotor.
I. INTRODUCTION
With the invention and the availability of low cost micro-
electromechanical sensors (MEMS), microprocessors, and
high energy density lithium-polymer (LiPo) batteries, small
UAVs have been gaining much popularity amongst researchers,
witnessing many innovative designs, applications, and theoret-
ical developments [1] [2] [3]. To design an aggressive ﬂight
controller for a UAV, it is vital to have a ﬁrm knowledge on its
moment of inertia I as it would affect how the aircraft rotates
under an applied torque, and whether the rotations about the
three principal axes are coupled. However, I is difﬁcult to be
identiﬁed for aircrafts with complex geometry.
One of the estimation methods is via computer aided design
(CAD) modeling based on the parallel axis theorem [4] [5],
which can be hard to realize as it may be very tedious
to accurately model the aircraft with precision. Some of
the experimental approaches include the use of forced or
constrained rotation devices [6] [7] and free oscillations [5]
[8] [9], often with the use of a suspension pendulum, e.g.
the biﬁlar pendulum (Fig. 1) to be discussed in Section II-A.
To identify system parameters in these platforms, one can
either utilize numerical optimization techniques for accuracy
or generate incomplete closed-form solutions for swiftness.
This leads to a question: can a real-time solution be created
to provide both advantages whilst utilizing only the readily
available angular rate measurements of a UAV?
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Fig. 1. A biﬁlar pendulum.
In this paper, a real-time algorithm based on the Joint
Unscented Kalman Filter (JUKF) was developed to tackle
the highly nonlinear dual estimation problem with the use
of a biﬁlar pendulum. Its performance is compared with
that of an Extended Kalman Filter (EKF) in simulations and
experiments, showing superior performance and robustness in
estimation.
II. BACKGROUND
A. The Biﬁlar Pendulum
The biﬁlar pendulum is an unactuated experimental plat-
form, primarily for the identiﬁcation of the moment of inertia
I of the suspended mass m. An initial twist is given to the
mass, causing it to rotate and oscillate about the vertical axis.
The equation describing the rotational dynamics of a biﬁlar
pendulum [8] can be derived using the Lagrangian dynamics
formulation as follows:
θ¨ = −
(
mgD2
4Ih
)
sin θ√
1 + 0.5(D/h)2(cos θ − 1)
−CD
I
θ˙|θ˙| − Cv
I
θ˙, (1)
where θ, g, D, h, CD, and Cv are the mass rotational displace-
ment from its neutral position, gravitational acceleration, wire
separation, wire length, coefﬁcient of aerodynamic drag, and
viscous damping coefﬁcient, respectively. One may linearize
Eq. (1) about θ = θ˙ = 0 and algebraically solve it to obtain
I = mgD2T 2/(16hπ2), where T is the oscillation period.
This expression is useful in giving a quick estimate on I but
could give no information on the aerodynamic and viscous
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drags. The variables and constants to be estimated are now
formulated as a state vector such that
x =
[
x1 ... x5
]T
=
[
θ θ˙ I CD Cv
]T
, (2)
with constantsm, g,D, h assumed to be known in advance and
superscript T denoting the matrix transpose. The system can
now be represented by a continuous-time model as x˙ = f(x),
such that f =
[
f1 f2 f3 f4 f5
]T
, in which
f1 = x2 (3)
f2 = −
(
mgD2
4x3h
)
sinx1√
1 + 0.5(D/h)2(cosx1 − 1)
− x4
x3
x2|x2| − x5
x3
x2 (4)
f3 = f4 = f5 = 0. (5)
Filters designed based on this state structure are usually titled
with the preﬁx ”Joint” in that they perform dual estimation
using a single plant: it is omitted in the paper for brevity.
B. Kalman Filter
The discrete-time Kalman Filter (KF) [10] [11] [12] [13] is
a recursive prediction-correction algorithm that minimizes the
state estimate error covariance Pxx in the optimal case. The
general formulation to the correction step can be summarized
as follows:
K(k) = Pxz(k|k−1)P
−1
zz(k|k−1) (6)
x(k|k) = x(k|k−1) +K(k)(z(k) − z(k|k−1)) (7)
Pxx(k|k) = Pxx(k|k−1) −K(k)Pzz(k|k−1)KT(k), (8)
where x ∈ Rn is the state vector, z ∈ Rm is the measurement
vector, Pxx ∈ Rn×n is the state error covariance, Pxz ∈ Rn×m
is the estimated measurement noise covariance, Pzz ∈ Rm×m
is the actual measurement noise covariance, and K ∈ Rn×m
is the Kalman gain. Subscript k represents the kth time step,
with (k|k − 1) denoting a priori estimate and (k|k) denoting
a posteriori estimate. Note that the KF only considers the
propagation of the mean and covariance of x for operation,
hence how well the recursive solution behaves depends on
how well the two moments can be estimated [14]. The original
linear KF (LKF) only works optimally in a linear system [10],
whilst suboptimal variants such as the EKF [13] [15] and the
UKF [16] were created to work with nonlinear systems.
1) Extended Kalman Filter: Without loss of generality, a
nonlinear discrete-time system can be described as follows:
x(k) = f(x(k−1)) +Bvv(k−1) (9)
z(k) = h(x(k)) + w(k), (10)
where f : Rn → Rn and h : Rn → Rm are differentiable
functions and v ∈ Rq and w ∈ Rm are assumed to be white
Gaussian noises with zero mean and covariances Q and R,
i.e. Q = E(vvT ) and R = E(wwT ). It can be observed from
the Taylor series of a nonlinear function that the mean and
covariance can be estimated correctly up to the nth order if
the variable distribution moments and the function derivatives
are correct up to the nth order [14]. The EKF propagates the
mean and covariances through [15]:
x(k|k−1) = f(x(k−1|k−1)) (11)
z(k|k−1) = h(x(k|k−1)) (12)
Pxx(k|k−1) = F(k−1)Pxx(k−1|k−1)FT(k−1) +BvQB
T
v (13)
Pxz(k|k−1) = Pxx(k|k−1)HT(k) (14)
Pzz(k|k−1) = H(k)Pxx(k|k−1)HT(k) +R, (15)
where F(k−1) and H(k) are the Jacobians of f and h. As a
result, the mean and covariances will only be correct up to the
ﬁrst and second orders, which may cause divergence for some
highly nonlinear functions. Also, the EKF cannot be applied
to non-differentiable systems, e.g. those with time delay or
hysteresis. Note that the noises are assumed to be additive,
which is not required.
2) The Unscented Kalman Filter: Considering the same
nonlinear discrete-time system as described by Eq. (9) and
Eq. (10) with the noises treated as a part of the states (hence
the nonlinear functions and covariances would be augmented),
the UKF, at the beginning of each recursion, deterministically
chooses a set of sigma points Xi with weight Wi and trans-
forms them across the nonlinear plant models such that
Xi(k) = f(Xi(k−1)) (16)
Zi(k) = h(Xi(k)) (17)
x(k|k−1) =
∑
i
WiXi(k) (18)
z(k|k−1) =
∑
i
WiZi(k) (19)
Pxx(k|k−1) =
∑
i
Wi(Xi(k) − x(k|k−1))(Xi(k) − x(k|k−1))T
(20)
Pxz(k|k−1) =
∑
i
Wi(Xi(k) − x(k|k−1))(Zi(k) − z(k|k−1))T
(21)
Pzz(k|k−1) =
∑
i
Wi(Zi(k) − z(k|k−1))(Zi(k) − z(k|k−1))T ,
(22)
where
∑
iWi = 1. It can be proven that both the mean
and covariance of x can be propagated correctly up to the
second order, and some higher-order terms can also be partially
captured by using some speciﬁc sets of sigma points and
weights [16]. The following set of 2n+1 sigma points is used
with the spread adjustment variable κ = 3−n: for i = 1, ..., n,
W0 = κ/(κ+ n) (23)
W1:2n = 1/(2(n+ κ)) (24)
X0(k−1) = x(k−1|k−1) (25)
Xi(k−1) = x(k−1|k−1) + (
√
(n+ κ)S)i (26)
Xn+i(k−1) = x(k−1|k−1) − (
√
(n+ κ)S)i, (27)
where (
√∗)i is the ith column of the lower matrix square root
of ∗ found by the Cholesky decomposition [17]. In summary,
the UKF estimates states and covariances more accurately than
the EKF even for non-differentiable systems, whilst retaining
the same order of computational load.
III. PROBLEM STATEMENT AND SOLUTION
A. The discrete-time biﬁlar pendulum model for recursive dual
estimation
The simplest discrete-time biﬁlar pendulum model that
incorporates the information of all state propagation is derived
here by expanding the corresponding Taylor series and assum-
ing constant angular acceleration at each time step, resulting
in x(k) = g(x(k−1)) + v, where g : R5 → R5. Therefore,
g =
[
g1 g2 g3 g4 g5
]T
with
g1 = x1(k−1) + f1(k−1)Δt+ f2(k−1)Δt2/2 + v1 (28)
g2 = x2(k−1) + f2(k−1)Δt+ v2 (29)
g3 = x3(k−1) + v3 (30)
g4 = x4(k−1) + v4 (31)
g5 = x5(k−1) + v5, (32)
and Δt denoting the sampling time of the ﬁlter. Note that the
Jacobian of g can be easily found for the EKF and the value
of Q for v is determined in Section III-B.
B. Kalman Filter Tuning
There are four parameters to be initialized in a KF, namely
the initial state estimate x(0), the initial state error covariance
Pxx(0), the process noise covariance Q, and the measurement
noise covariance R. Intuitively, x(0) and Pxx(0) are closely
related as they respectively determine the accuracy and pre-
cision of the initial estimate. Hence, if a very loose x(0) is
applied, Pxx(0) has to be large enough to cover the true state
values. Given that the ﬁlter should be able to operate without
having to know the actual initial angle and rotational speed,
x1(0) and x2(0) are initialized to zero with the expectation
that they would completely rely on the performance of the
ﬁlter for convergence to the true values. For small objects,
x4(0) and x5(0) are typically very small hence they are also
initialized to zero. On the other hand, x3(0) can be initialized
more accurately by the linearized solution of Eq. (1) or
some simple CAD modeling, and if no pre-processing is
desired, experiments have shown that for measuring the yaw
mass moment of inertia of a small multicopter, x3(0) can be
initialized as x3(0) ≈ 0.5mr2 as a rough estimate, where r
is the radius of the multicopter. It could also be initialized
as some arbitrary value, e.g. 0.05 kgm2, provided that the
corresponding entry in Pxx(0) is large enough.
Pxx(0) determines the initial precision of the state estimate
and is tuned with respect to x(0) assuming no correlation in
the initial errors, such that
Pxx(0) = diag
(
[E(e21(0)), E(e
2
2(0)),
E(e23(0)), E(e
2
4(0)), E(e
2
5(0))]
)
, (33)
where E(e2i(0)) is the expected value of square of the er-
ror of the ith initial state estimate. Since x1(0) and x2(0)
were initialized as zero, E(e21(0)) and E(e
2
2(0)) are set to be(
π
2
)2
rad2 and (4π) rad2s−2, respectively. Provided that x3(0)
is estimated fairly accurately, E(e23(0)) can be set fairly small,
but it is experimentally proven to be a good practice to equate
it to x23(0) to ensure a wide coverage of mass moment of inertia
values. E(e24(0)) and E(e
2
5(0)) are set to be 1 to cover a wide
range of damping coefﬁcients and to allow room for the ﬁlter
to compensate for the initial angular and angular rate errors.
Following the above tuning procedure, the following set of
x0 and Pxx(0) is found to provide convergence for a wide
range of experimental setups without further tuning:
x0 =
[
0 0 0.05 0 0
]T
(34)
Pxx(0) = diag
([
π
2 4π 0.05 1 1
])2
. (35)
The process noise Q determines how accurate the system
model is with respect to the real model, hence it is expected
that it would attain a higher norm for the EKF as the mean
propagation is only accurate up to the ﬁrst order as explained
earlier. The entries of Q can be approximated by investigating
the next most signiﬁcant term in the corresponding Taylor
series and assuming zero noise correlation, resulting in
Q = diag
([
Δt3
6
V1,
Δt2
2
V1, ΔtV3,ΔtV4,ΔtV5
])2
, (36)
where V1 is the “maximum jerk” at each time step, experi-
mentally identiﬁed to be 0.01ms−3 for the UKF to provide a
wide convergence range. As for the EKF, this parameter has to
be re-tuned with respect to changes in the sampling time and
measurement noise, no ﬁxed value appeared to provide wide-
range convergence. Noises V3, V4, V5 are the “maximum rate
of change” of the constants which should be kept low, but not
zero, as that would mean no estimation capability of the three
system constants. They are commonly set to be 10−5 in their
respective units.
The measurement noise covariance R is measured by taking
multiple samples of the sensor data and ﬁnding out the actual
covariance. Note that the above parameters remain the same,
unless otherwise speciﬁed.
IV. EXPERIMENTAL SETUPS AND RESULTS
Three experiments were conducted to compare the per-
formance of linearization by Eq. (1), EKF, and UKF in
dual estimation. The ﬁrst experiment was numerically carried
out in MATLAB/SIMULINK as a benchmark for the ideal
performance of the listed methods. A steel rod with a known
mass moment of inertia was used in the second experiment,
whilst a small UAV was used in the third. Note that in the
following experiments estimation exists for t = 0 s.
A. Experiment 1: Simulation
The biﬁlar pendulum simulator was built based on Eq. (1)
to provide simulated noisy angular rate data for estimation.
The performances of the different estimation solutions are
compared and evaluated in two separate scenarios with varying
system properties. Unless otherwise speciﬁed, the conditions
given in Table I were used.
TABLE I
CONSTANTS AND CONDITIONS USED IN EXPERIMENT 1.
Constant Value Constant Value
g 9.80665ms−2 x2(0)true 0.2 rads−1
m 0.5 kg x3true 0.02 kgm2
D 0.2m x4true 0.004 kgm2rad−1
h 0.6m x5true 0.001 kgm2s−1
x1(0)true 0.35π rad
Fig. 2. Experiment 1A results with Δt = 0.01 s. “Maximum jerk” V1 was
set to be 1000ms−3 for the EKF. The settings for the UKF were unaltered.
Fig. 3. Experiment 1B results with Δt = 0.005 s. “Maximum jerk” V1 was
set to be 1000ms−3 for the EKF. The settings for the UKF were unaltered.
1) Varying sampling time: The simulation was ﬁrst
carried out at three sampling times, namely Δt =
[0.01, 0.005, 0.001] s with the results shown in Figs. 2, 3, and
4. The ﬁnal state estimates at t = 5 s are also tabulated in
Table II. The measurement noise was set to 10−4 rad2s−2
in all cases and for the EKF V1 was manually tuned for the
best response.
Fig. 4. Experiment 1C results with Δt = 0.001 s. “Maximum jerk” V1 was
set to be 60000ms−3 for the EKF. The settings for the UKF were unaltered.
TABLE II
EXPERIMENT 1 DATA AT t = 5 s IN THE CORRESPONDING UNITS.
Δt = 0.01s Actual Linear EKF UKF
x3 0.0200 0.0204 0.0220 0.0201
x4 0.0040 not available 0.0186 0.0041
x5 0.0010 not available -0.0083 0.0013
Δt = 0.005s Actual Linear EKF UKF
x3 0.0200 0.0204 0.0219 0.0200
x4 0.0040 not available 0.0049 0.0041
x5 0.0010 not available 0.0018 0.0011
Δt = 0.001s Actual Linear EKF UKF
x3 0.0200 0.0204 0.0224 0.0200
x4 0.0040 not available 0.0263 0.0041
x5 0.0010 not available -0.0181 0.0010
From the results it can be observed that whilst simpliﬁed,
linearization gave a fairly accurate estimate of the actual mass
moment of inertia of the object, but it had no ability in
identifying the drag properties at all. Comparing the responses
from the EKF with that from the UKF, the following can
be observed, 1) the angular rates converged almost instan-
taneously as the noise covariance for the measurement was
relatively quite low, 2) the UKF converged much faster in
all cases without further tuning, 3) an increase in the ﬁlter
sampling frequency always improved the accuracy of the
UKF, but such an improvement was not achievable in the
EKF even after manual tuning, 4) due to the linearization
in the EKF, the process noise covariance had to be set very
large which is suspected to have caused the higher estimation
bias present in the EKF estimates, 5) the mass moment of
inertia converged the quickest in all cases, and its accuracy
is seen to be related to that of the angle estimate, 6) there
was transient energy gain indicated by the negative damping
coefﬁcients estimated before t = 1 s to allow room for the
angle and angular rate to converge, and 7) the EKF gave
poorer performance at Δt = 0.001 s when compared with its
Δt = 0.05 s counterpart.
Fig. 5. Estimation of x3 with different initial state estimates for the ﬁlters,
from top to bottom: 0.2, 0.4, 0.8 of the actual constants and initial values.
Fig. 6. A thick walled cylinder with mass m in a biﬁlar pendulum setup.
2) Varying initial estimates: The effects of the initial es-
timates given to the EKF and the UKF are investigated here
with a ﬁxed sampling time of Δt = 0.01 s and a measurement
noise covariance at R = 10−9 rads−1. “Maximum jerk” V1
was ﬁxed at 0.01 in the EKF for all three cases to allow an
observation of the pure effects of the initial estimates, with
the UKF’s settings unaltered as before. The initial estimates
given to the three trials are 0.2, 0.4, and 0.8 times the true
initial conditions and values, generating the results of x3 in
Fig. 5, from which it can be observed that the UKF is more
robust to the inaccuracy of the initial estimates than the EKF.
In some cases when the initial estimates were far away from
the actual values, the EKF diverged.
In summary, the EKF was very difﬁcult to tune whilst the
UKF dealt with nonlinearity and initial estimation uncertainty
with greater robustness and consistency. It is further used in
the following experiments on the physical platforms.
B. Experiment 2: Steel rod
The mass moment of inertia of an ideal thick wall cylinder
(Fig. 6) about axis x is given by I = 112m[3(r
2
2 + r
2
1) +
h2], to which the UKF estimate should converge. The rod’s
TABLE III
CONSTANTS USED IN EXPERIMENT 2.
Constant Value Constant Value
m 0.1678 kg r1 0.0039m
D 0.15m r2 0.005m
h 0.4m L 0.67m
Fig. 7. UKF estimation for mass and drag properties of a steel rod in a biﬁlar
pendulum.
angular recordings were tracked by a Flex13 tracking system
then numerically differentiated to give angular rate readings.
The constants of this experimental setup are given in Table III,
where r1, r2, and L are the inner, outer radii and the length
of the cylinder, respectively, resulting in x3ideal = 6.28 ×
10−3 kgm2. The following ﬁlter conditions were used in the
UKF to obtain the results shown in Fig. 7:
Δt = 0.01 s
x(0) =
[
0 0 0.006 0 0
]T
Pxx(0) = diag
([
0.5π 4π 0.005 0.01 0.01
])2
R = 0.02 rad2s−2.
From the results it can be observed that the UKF converged to
the value found by the ideal equation of x3 and oscillated about
6.32 × 10−3 kgm2. Although slightly different, the estimate
given by the UKF is by no means less accurate than the one
given by the ideal value as the rod may be bent or having
non-uniform thickness and density, with extra mass given by
the reﬂective tape and securing installations. States x4 and
x5 converged to and oscillated about 1.66× 10−5 kgm2rad−1
and 1.77× 10−4 kgm2s−1 within the ﬁrst few seconds, which
should only be taken as a quick reference as such small values
could be corrupted by the ﬁlter inaccuracy.
C. Experiment 3: UAV frame
Moving to the core demonstration of the use of UKF in this
paper is the mass and drag estimation of a small UAV. Custom
ﬁrmware was written for the microcontroller and sensors on
Fig. 8. Mounting the quadcopter onto the biﬁlar pendulum. Left and right
pictures show a bad and good conﬁguration, respectively.
Fig. 9. UKF estimates for mass and drag properties of a small UAV frame.
the UAV to allow real time broadcasting of its gyroscopic data
to the ground station, at which the UKF is implemented. This
could have equally been done on the microcontroller itself but
was avoided to allow ease in data recording. Before conducting
the experiment, one has to make sure that the center of
gravity (CG) of the quadcopter has to be directly below the
plane created by the two ﬁlaments and equidistant between
them, to avoid inaccurate estimation (Fig. 8). Note that the
onboard accelerometer could be used as an inclinometer when
mounting the quadcopter, to see if the aircraft is level. The
following ﬁlter conditions and constants were used to obtain
the results shown in Fig. 9:
m = 0.485 kg D = 0.195m h = 0.625m
Δt = 0.005
x(0) =
[
0 0 0.01 0 0
]T
Pxx(0) = diag
([
0.5π 4π 0.01 0.01 0.01
])2
R = 3× 10−6 rad2s−2.
After about 10 s, x3, x4, and x5 converged and oscillated
about 6.18×10−3 kgm2, 1.41×10−4 kgm2rad−1, and 8.95×
10−5 kgm2s−1, respectively. Note that xˆ3 is quite low as
the motors were not mounted on the frame, and again xˆ4
and xˆ5 should only be taken as a quick reference as they
are very small. The reliability of xˆ4 and xˆ5 would increase
for an aircraft with larger damping coefﬁcients, e.g. a ﬁxed
wing aircraft with large lift surfaces. To measure the moments
of inertia of the other axes, orient the aircraft accordingly.
To further improve the accuracy of the estimates in the
experiments, one may introduce better sensor measurements.
V. CONCLUSION
In conclusion, a real-time recursive algorithm based on the
UKF has been developed to allow real-time identiﬁcation of
inertial and drag properties of a small UAV with the use of
a biﬁlar pendulum. The proposed solution, in combination
with the provided tuning procedure for the UKF, demands
less memory, lower computational effort, and provides higher
robustness than its ofﬂine numerical optimization counterparts,
which requires ofﬂine data processing. Comparisons were
made in between the results obtained from the linearization
method, the EKF, and the UKF, and it was concluded that
UKF was more robust and accurate in dual estimation, even
given some very inaccurate initial guesses, with convergence
achieved in a matter of seconds. Future investigations would
include tri-axis simultaneous estimation.
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